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ABSTRACT 
THE EFFECTS OF TOPIC FAMILIARITY AND LANGUAGE DIFFICULTY ON 
SITUATION-MODEL CONSTRUCTION BY READERS OF CHINESE AS A 
FOREIGN LANGUAGE 
SEPTEMBER 2004 
CECILIA CHANG-CHOW, B.A. FU-JEN UNIVERSITY 
M.A., UNIVERSITY OF CALIFORNIA LOS ANGELES 
Ph D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Jerri Willet 
Based on the constructionist theory, reading is viewed as a meaning- 
constructing process where the reader interacts with the text by simultaneously using 
information from a variety of sources to construct a multi-level representation of the 
text. These sources include the text, one’s background knowledge of the content and 
about the world, and the pragmatic context of the message such as the author, reader, 
setting, and the purpose of the exchange. The resulting representations have become 
known as situation models. 
To construct a coherent situation model, the reader needs to develop a strong 
text-base, as well as to integrate the information he/she reads with information stored in 
his/her memory while monitoring the comprehension process closely so as to achieve 
comprehension. 
This study is designed to investigate how readers of Chinese as a foreign 
language (CFL) construct situation models under four conditions: topic 
familiar/language easy, topic familiar/language difficult, topic unfamiliar/language 
easy, topic unfamiliar/language difficult. Forty CFL readers at the third-year level 
vi 
served as the subjects of this study. They were randomly assigned to read in one of the 
conditions. They read one passage in Chinese, stopped periodically during reading to 
report their thoughts, and afterwards wrote down everything they remembered without 
referring back to the passage. The reading sessions were tape recorded, transcribed, and 
coded for analysis. Recall protocols were also scored as measurements of their reading 
performance. 
Results showed that while the on-line reading activities were mostly restricted to 
local level processing, a characteristic predicted by the linguistic threshold theory, the 
recall protocols showed a facilitative effect of topic familiarity, corroborating with 
earlier findings from both first (LI) and second (L2) language reading research studies 
adopting the schema theory. 
Based on the findings, future research is identified and teaching implications are 
also recommended. 
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CHAPTER 1 
INTRODUCTION 
Reading is a complex process that has for decades attracted attention from 
psychologists, reading researchers and educators alike. The way the reading process is 
conceptualized also changes as knowledge increases about how our minds work. 
Indeed, the constant evolution of reading models, from the ones that are linear in nature, 
such as the bottom-up (Laberge & Samuels, 1974) and the top-down models (Goodman, 
1968; Smith, 1971), to the interactive models (Rumelhart, 1977a; Stanovich, 1980; Just 
& Carpenter, 1980) and the more recent constructionist models (Graesser, Singer, & 
Trabasso, 1994; Kintch & van Dijk, 1978; Kintch, 1983), demonstrates the effort 
researchers have dedicated to delve into what goes on when we read. 
Currently, reading is viewed as a meaning-constructing process where the reader 
interacts with the text by simultaneously using information from a variety of sources 
(Mulling, 1994). These sources include one’s background knowledge of the content 
and of the world, as well as one’s familiarity with the language in which the text is 
written. Based on this information, readers are then able to engage in a wide variety of 
cognitive as well as metacognitive activities involved in the act of reading. These 
activities range from local processing activities; such as identifying the meaning of 
words and phrases, detecting syntactical structures, extracting meaning from individual 
sentences; to activities on a global level, such as making inferences connecting ideas 
across texts and monitoring comprehension problems as they arise. 
Furthermore, reading comprehension is no longer viewed as the natural final 
product resulting from a series of discrete, hierarchical stages; rather, reading 
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comprehension is achieved only after skillful orchestration, while engaged in the act of 
reading, of all the resources the reader possesses. The word ‘orchestration’ indicates 
the dynamic role played by the reader during the reading process where the reader 
constantly evaluates, monitors comprehension, and, consequently, regulates reading 
behaviors. In addition, depending on the goal of the reading and the context in which 
the reading takes place, the reader must develop different sets of strategies to assure 
smooth progress and, ultimately, successful comprehension. 
Compared to the vast body of reading research studies conducted with subjects 
reading European languages as the first or second language, reading in Chinese has 
received much less research attention. A survey of the studies on reading in Chinese 
shows that although some effort has also been devoted to the investigation of the effects 
of sentence processing as a function of linguistic features that are specific to the 
Chinese language (Chen, 1992; Liu, Bates, & Li, 1992), the focus of most of the 
research in reading Chinese has focused on character- or word-processing. For 
example, there has been considerable amount of interest among researchers on the 
effects of Chinese orthographic system on character or word identification and naming 
(Zheng, 1982; Yu, Feng, & Chao, 1990; Han, 1994, Zhu & Taft, 1994; Peng, Li, & 
Yang, 1997). Furthermore, crosslinguistic studies on Chinese and other languages also 
focused on the effects of LI (first language) on L2 (second language) processing at the 
word level (Taylor & Park, 1995; Koda, 2000). Given the unique properties of the 
Chinese language, the focus on character- or word-level in Chinese reading research is 
not at all surprising. Specifically, Chinese has a few morphologic features that are 
distinctive from the Indo-European languages. First of all, compared to the Indo- 
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European languages, Chinese language makes no use of grammatical devices that mark 
number, gender, or case relations between nouns, or nouns and verbs. In addition, there 
are no case markings, no agreement markings, and no tense suffixes. Context thus plays 
a crucial role in reading and comprehension in Chinese. Next, orthographically, in 
contrast to the Indo-European languages that employ alphabetic systems, the Chinese 
orthography is logographic and possesses a number of unique features: (1) Written 
Chinese is composed of strings of lexical morphemes known as characters. Each 
character takes on a similar square-shaped form but vary in construction complexity. 
For example, S vs. 0. (2) A character can be a word by itself, and it can also be 
combined with other character(s) to form new words. For example, the character ^ 
means sky or heaven by itself, and it can be combined with Bjf, ‘sunny’ to form a new 
word, Bit ‘sunny day.’ The proportions of single-, two-, and three-or-more- 
character words in Chinese are about 55%, 40%, and 5%, respectively (Sun et al., 
1985). (3) Chinese characters are composed of strokes and radicals, but not all arbitrary 
combinations of strokes and radicals can form acceptable characters. In other words, 
there are orthographic rules that govern the construction of Chinese characters. (4) 
Some radicals carry semantic clues while others provide phonetic clues in the character 
construction. For example, in the character Bff ‘sunny’, pronounced ‘qing’ in tone 2* 1, 
1 In the case of Chinese, the pronunciation system consists of three components: 
initials, finals, and tones. More specifically, a syllable with the same initial and final 
will have different meanings when pronounced in different tones. In other words, tones 
in Chinese are phonemic. Take the syllable ‘ma’ as an example. When pronounced in 
1st, 2nd, 3rd and 4th tone the syllable could mean ‘mother’, ‘linen’, ‘horse’, and ‘to 
reprimand’, respectively, among other possible meanings. Given this feature, misuse of 
tones may cause difficulty in communication, and sometimes may result in 
misunderstanding and even embarrassing situations. 
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while the left radical 0 ‘day’, denotes the character’s relevance to a type of day, the 
right radical, flf pronounced ‘qing’ in tone 1, provides the phonetic information of the 
character. A great majority of the Chinese characters belong to this type of ‘semantic- 
phonetic’ compounds. (5) Contrary to alphabetic languages, Chinese character 
boundaries, instead of word boundaries, are indicated by spaces. These language- 
specific features of Chinese thus provided unique opportunities for researchers to probe 
into the roles play by linguistic and orthographic features not found in the alphabetic 
languages in developing a general theory of reading. 
Findings yielded from research studies mentioned above have obviously 
enriched our understanding of lexical and sentential processing in reading Chinese. For 
example, radicals in real characters were correctly identified more frequently than 
radicals in pseudo-characters and in non-characters (Zheng, 1982), yet the naming time 
of radicals in real characters is longer than that of radicals in pseudo-characters and 
non-characters (Yu et al. 1990). Studies on the effects of radical position frequency 
(right or left in horizontal compound characters, top or bottom in vertical compound 
characters) on character naming also found that radical on the right side is more 
important than that on the left side (Peng et al., 1997; Zhu & Taft, 1994). 
Crosslinguistic studies on effects of logographic processing experience on word 
processing of alphabetic languages also showed that compared to Korean students of 
English as a Second Language (ESL), Chinese ESL students were less efficient in 
analyzing structurally ambiguous real English words and were less sensitive to 
distributional constraints on English morpheme concatenation, presumably due to the 
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fact that the Korean language (alphabetic-syllabary / concatenative) is typologically 
more similar to English (alphabetic / concatenative) (Koda, 2000). 
Despite the illuminating results from theses studies, however, what is lacking 
from the research of Chinese reading seems to be processing of Chinese texts at the 
discourse level, especially by students of Chinese as a foreign language since most of 
the studies above had native speakers of Chinese as the participants. Indeed, it was not 
until recently that researchers have turned their attention to global processing strategies 
used by learners of Chinese as a foreign/second language when reading (Everson, 1996, 
Everson & Ke, 1997; Bai, 1997). Consequently, we know little about the types of 
cognitive and metacognitive efforts made by these readers reading Chinese. To be more 
specific, we know little about how these efforts, during reading a Chinese text, might be 
affected by various factors such as readers’ general reading ability when they read in 
their native language, their familiarity with the reading topics, the context in which the 
reading takes place, their assumptions about the reading tasks, and/or the difficulty of 
the language of the text, just to name a few. Hence, this dissertation sets out to fill the 
gap. This dissertation explores how two factors, reader’s familiarity with the reading 
topic and the difficulty of the text language, jointly affect the reading behaviors of 
students of Chinese as a foreign language (CFL) during the reading process as well as 
their reading performance as measured by their recall of the text they read. Particularly, 
this study will focus on how the aforementioned factors influenced two types of global 
processing activities proven to be vital to successful reading comprehension, inference 
generation and comprehension monitory. 
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Significance of the Study 
Theoretical Importance 
Perhaps because research studies in first language (LI) reading are abundant, 
second language (L2) reading researchers have been looking in that direction for 
inspiration. While the information and evidence derived from LI reading research has 
been important to L2 reading research, there are many important differences between 
LI and L2 reading. For example, many of the LI reading models established to date are 
constructed to describe reading phenomena occurring when fluent readers read 
languages that employ alphabets as their orthography, such as English. It is not sure 
how good of a fit these reading models are for languages whose orthographic system is 
dramatically different from that of English, such as Chinese, Japanese, and Hebrew. 
Furthermore, a well-conceived reading model should be able to account for reading 
phenomena in different situations and with different readers. However, oftentimes L2 
learners, due to a lack of sufficient knowledge about the language and the culture 
represented by the language, find it difficult to transfer good reading strategies they 
developed when reading their native language to reading a foreign language. How 
much effect, then, does this kind of deficiency have on the reading process envisioned 
for LI reading? For these reasons many of the reading models that are developed to 
explain what goes on in LI reading should not be assumed to automatically apply to L2 
reading, unless the models are directly examined with L2 learners. Consequently, this 
project contributes to the database of tested and evaluated applications of LI reading 
models to the L2 reading process. 
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Pedagogical Importance 
To develop a good curriculum design for L2 reading, it is vital that the design 
have a sound theoretical base, supported by scientific studies. The ideal design would 
take into consideration the findings of these studies and, subsequently, choose materials 
to be read and design tasks to be performed that are proven to be cognitively 
appropriate for learners at a specific level of proficiency. In addition to curriculum 
design, reading instruction could also benefit from reading research directly. Using 
different methodologies of inquiry, reading research studies often reveal different 
aspects of the reading process, such as the effectiveness of strategies readers use to 
comprehend a text as well as the challenges they face in the midst of comprehension. 
This information could then be used to design a reading curriculum that directly 
addresses specific issues. Accordingly, the findings of this dissertation not only 
contribute to our understanding of the challenges CFL readers face when reading 
Chinese texts, but also forms the basis for improvements of the CFL reading 
curriculum. 
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CHAPTER 2 
OVERVIEW OF DEVELOPMENT OF READING MODELS 
Researchers’ understanding of the roles inference generation and comprehension 
monitoring play during the reading process has evolved along with their conception of 
the reading process. In order for one, using a contemporary view of reading, to fully 
appreciate how inference generation and comprehension monitoring function during the 
reading process, it is necessary to first understand how perception of the reading process 
has evolved over time. Therefore, an account of various reading models seems to be an 
appropriate place to begin. 
Bottom-up Models 
Traditionally, the reading process is viewed as a linear process, such as the 
bottom-up and top-down models of reading. A bottom-up view of the reading process, 
as its name suggests, believes that the reader begins reading by constructing meaning 
from the prints of the written text (the bottom). In other words, the reader begins with 
letters, and goes on to words, phrases, sentences, and so on, thus processing the text in a 
linear fashion through a series of discrete stages. “The incoming data from the text must 
be received before the higher-level mental stages of understanding transform and recode 
the data” (Barnett, 1989). In this view, comprehension is assumed to take place 
automatically as long as the reader goes through all the necessary stages successfully in 
the reading process. The model developed by Gough (1972) and reproduced in Figure 
2.1, is an example of the bottom-up models. 
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In Gough’s model, the progression of the reader processing the text from the 
first moment of looking at the printed words until the time when meaning is derived 
from the words is described in detail. First, reader perceive the representation of the 
visual stimulus, leading to the formation of an icon, the lines of which are recognized as 
the familiar patterns of letters. As letters are recognized, they must also make sense in 
the mental lexicon, a dictionary of words and meanings stored in the human brain. After 
letters are processed into words, they are stored in primary, short-term memory, 
awaiting further processing. Next, a wondrous mechanism, dubbed Merlin by Gough, 
interprets the sentence and, if successfully, sends the sentence to the next slot in the 
chain, PWSGWTAU, the Place Where Sentences Go When They Are Understood. If 
the reader fails to successfully comprehend the sentence, further processing would 
occur by way of an eye fixation or regression. 
Since this view of reading focuses on the building-block pattern of the reading 
process, it is termed the “bottom-up” approach to reading. Note that this kind of model 
is heavily text-based in that the reader uses linguistic information encoded in the print 
(graphophonic, syntactic, and semantic) to process the text by first decoding each 
individual word, then grouping individual words into sentences, and finally extending 
sentences into discourses. This kind of model suggests that processing steps are 
separate and measurable, although interdependent, in the reading process, and that the 
act of reading is constituted by the sum of these individual processing step. 
Furthermore, as each reader performs the acting of reading in this manner, the output of 
successful comprehension will always be the same product (Bernhardt, 1991). 
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SUPPOSE THE EYE... “SUPPOSE..." 
Figure 1 A Model of Reading from P.B. Gough, “One Second of Reading,” appeared 
originally in J.F. Kavanaugh & I.G. Mattingly, (Eds.), (1972). Language By 
Ear and Eye: The Relationship Between Speech and Reading, (p. 345). 
Top-down Models 
Another linear view of the reading process is the top-down models. Contrary to 
the bottom-up approach, a top-down view of the reading process starts from the top, the 
mental stages of processing, and moves down to the lower-level processing stages of the 
text. One of the most influential models of first and second language reading is the so- 
called psycholinguistic model of reading (Goodman 1967, 1971; Smith 1971). In the 
psycholinguistic model, reading has been described as a “psycholinguistic guessing 
game” in which the reader employs his/her world knowledge and familiarity with the 
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language of the text, and samples information encoded by the writer as a graphic 
display. The reader then draws inferences, makes predictions, and either confirms or 
rejects these predictions. The better the reader’s knowledge of the language’s systems 
(syntactic and semantic), the less dependent he/she is on the print and phonics of the 
text, and is thus more selective when sampling. In other words, the reading process in 
the psycholinguistic model is driven by the reader’s mind orchestrating the selection of 
lower-level processing strategies to ensure appropriate comprehension. Figure 2.2 is 
the top-down model conceived by Goodman. 
Notable in Goodman’s psycholinguistic model is that although meaning directs 
the system, the model allows the reader to move from print to sound to meaning when 
necessary (Barnett 1989, p. 20). However, since strictly top-down models do not allow 
interactions between higher-level mental processing stages and lower-level text 
processing stages, they fail to account for situations where the reader lacks the 
necessary world knowledge and/or sufficient proficiency in the language of the text. 
Consequently, top-down models have given way to the interactive models of reading. 
Interactive Models 
Interactive models not only allow higher-level stages to direct and influence 
lower-level stages, but also recognize the importance of the reader’s linguistic 
proficiency. They stress that the reader’s linguistic knowledge (“linguistic” schemata) 
11 
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Figure 2. Proficiency Level 1, Proficiency Level 2, and Proficiency Level 3 from K.S. 
Goodman, (Ed.), (1986). The Psycholinguistic Nature of the Reading Process, (pp. 17- 
19). 
is equally important as his/her familiarity with both the content area of the text 
(“content” schemata) and the rhetorical structure of the text (“formal” schemata) 
(Carrell, Devine, and Eskey 1988, p.4). Unlike the bottom-up and top-down models, 
interactive models are nonlinear in that they assume the reader processes information at 
different levels simultaneously, employing all of his/her knowledge sources. In 
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addition, the process follows different paths, depending on various factors such as the 
goal of the reading task, text context, and available information sources. Sometimes the 
reader’s direction begins at the top and moves to the bottom, at other times it starts at 
the bottom and goes to the top, and yet other times is cyclical. For example, in the 
context of leisure reading, the reader may casually sample what is interesting to him/her 
based on his/her interest in what is being read, in which case, the reader may employ 
top-down strategies more than bottom-up ones. If, however, the reader has just started 
learning how to read, then chances are that the reader will pay more attention to the 
ways words and phrases are used. Therefore, bottom-up strategies may be more relied 
on. Still, if the reader is reading to comprehend, both his/her background knowledge 
and linguistic knowledge must interact with each other in a cyclical way to help secure 
the smooth process of reading and ensure a better understanding of the material. 
Interactive models also contend that weakness in any one particular stage, higher 
or lower, can be compensated by strength in another stage during the reading process. 
As such, a deficiency in any knowledge source results in a heavier reliance on other 
knowledge sources, regardless of their level in the processing hierarchy (Stanovich 
1980, p. 63). Figure 3 is an example of the interactive models developed by Rumelhart. 
Constructionist Models 
Essentially a type of interactive model, constructionist models represent the 
contemporary view of reading (Kintsch & van Dijk, 1978; Kintsch, 1983; Graesser, 
Singer, & Trabasso, 1994). It is also within the framework of constructionist models 
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Figure 3. A Stage Representation of an Interactive Model of Reading from D.E. 
Rmelhart, “Toward an Interactive Model of Reading,” originally in S.Domic (Ed.), 
(1977). Attention and Performance VI, (p. 588). 
that the current dissertation conducts its investigation. Therefore, the remaining 
segment of this chapter will be devoted to a closer examination of the reading process 
conceptualized by constructionist models. 
According to constructionist models, reading is a comprehension process in 
which the reader uses various resources ranging from linguistic elements of the input 
text to his world knowledge, to construct a meaningful and coherent representation of 
the text that is in accordance with the required reading goal. The process involves 
interactions at multiple levels between the reader and the text being read. At the most 
superficial level, the text is represented by the surface code, which reflects features of 
the surface text, such as the linguistic code in which the text is written, in addition to 
syntactic and discourse structures of the text. 
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Beyond the surface code, the text consists of propositions, which form the basis 
for the textbase that captures the meaning relations among elements within a sentence 
and across sentences in the text. A coherent textbase, however, does not guarantee 
comprehension. As stated by van Dijk and Kintsch, “Learning from text is not usually 
learning a text” (Kintch & van Dijk, 1983, p. 342). In fact, several observations can 
serve as proof that comprehension does not stop with the construction of a coherent 
prepositional representation. For example, if the construction of a coherent textbase 
represents the end of comprehension then it would be hard to explain why the same 
discourse may result in two very different interpretations when read by two different 
people. Furthermore, it does not explain how a student can memorize a computer 
programming text but still not be able to write a novel program. Observations like these 
suggest that readers use their prior knowledge, in conjunction with the prepositional 
content of a discourse, to construct a mental representation of the situation that the 
discourse describes. In other words, a coherent textbase, no matter how tightly the 
ideas in the text are interconnected, does not capture the referential meaning of the text. 
The referential meaning of the text is the result of integrating text information from 
different sentences with relevant information activated from the long-term memory into 
a coherent mental representation of a narrated sequence of events, actions, and/or states. 
In other words, to capture the referential meaning of the text, the reader must activate 
knowledge about the world to fill in gaps left by what is stated in the text and what is 
not. The resulting representations have become known as situation models. Several 
researchers have argued that successful text comprehension is tantamount to the 
construction of a coherent situation model (Graesser et al., 1994; Johnson-Laird, 1983; 
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Perfetti, 1989; van Dijk & Kintsch, 1983). Figure 4 shows the three levels of 
representation for the sentence ‘The frog ate the bug.’ 
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Figure 4. An Illustration of the (A) Surface Form, (B) Textbase, and (C) Situation 
Model for the Sentence The frog ate the bug. (Based on Fletcher, 1994) 
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Progressions in the Development of Reading Models 
Reader’s Role 
Despite the differences between the top-down and interactive models, there exist 
several shared characteristics as well. The first characteristic they share is the role 
played by readers during the reading process. Unlike the bottom-up models, which view 
the reader as a passive participant and comprehension as automatically occurring after 
the reader goes through the stages of the processing hierarchy, top-down and interactive 
models recognize the reader as an active, contributing member during the reading 
process, actively using a wide variety of resources and strategies to construct a 
representation of the information they read. Basically, top-down and interactive models 
are reader-based/concept-driven models where the reader’s prior knowledge of the 
world and of the text topic, along with his/her knowledge of the language and text 
structure, all play an important role in the process of comprehension. 
Origin of Meaning 
The second common characteristic that top-down and interactive models share is 
that both views attribute the meaning of the text to the reader rather than to the text. 
The bottom-up models are text-based, as they believe that meaning exists in the print of 
the text encoded by the author. Thus, the purpose of reading is to decode the text and 
get to the meaning hidden behind the text print. A view like this suggests that there is 
only one text (that of the author’s) and that the reader’s task is to reconstruct that text by 
decoding the graphic display. In addition, the final text constructed by the act of 
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reading will be the same regardless of who the reader is and the kind of background that 
reader brings to reading. 
The top-down and interactive models of reading, on the other hand, argue that 
reading is less a matter of extracting sound from print than of bringing meaning to print 
(Smith 1971, p. 2). Hence, the meaning of the text lies in the interaction between the 
reader and the text. It is argued that the characteristics of a text not only lie in its 
linguistic elements (semantics and syntax), but also in its structure, pragmatic nature, 
intentionality, content, and topic. These characteristics, in turn, interact with the reader 
throughout the reading process. In the midst of the process, the reader is not static, but 
rather active in that he/she interacts and reacts differently depending on the information 
and the context. Consequently, the output of the reading process may be different texts 
at different times, as well as different texts from the input text (Bemdhart 1991, p. 15). 
It is these two concepts, that the reader is an active, contributing participant in 
the reading process and that the meaning of the text exists in the interaction between the 
reader and the input text, that have made the notions of inference generation and 
metacognition most relevant to successful reading. This is particularly true with the 
current constructionist view of reading, where readers actively engage in the 
construction of a coherent mental representation of the read text by using information 
from a variety of sources, including what is explicitly stated in the text and the 
background knowledge that he/she has of the text topic and of the world. By generating 
proper inferences to connect ideas across the text, as well as by integrating the text 
information into his/her existing knowledge base, the reader is then able to form an 
appropriate mental representation of the text. During this process, an effective reader 
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also pays close attention at all times to his/her comprehension, evaluating 
comprehension problems as they arise and changing reading strategies to ensure the 
most efficient comprehension process possible. It is, therefore, easy to understand why 
reading researchers have been attracted to issues such as how inferences are generated 
during the comprehension process, as well as the strategies readers use under various 
reading conditions to achieve successful comprehension. Data from studies in these 
areas, though still far from complete, has indeed been informative and has enriched our 
understanding of the complexity of the reading process. The next chapter will be 
devoted to discussing issues central to the studies investigating readers’ inference- 
generation and metacognitive activities. 
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CHAPTER 3 
INFERENTIAL PROCESS AND CONSTRUCTION OF SITUATION MODELS 
While exploring the inferential process during reading, constructionist models 
embrace a principle that has a long history in experimental psychology: search (or 
effort) after meaning (Bartlett, 1932; Stein & Trabasso, 1985). Such a principle consists 
of three assumptions, namely, the reader goal assumption, the coherence assumption, 
and the explanation assumption. Briefly stated, within the framework of constructionist 
models, researchers approach the investigation with the assumption that the reader 
intends to construct a meaning representation that addresses the readers’ goals. It is 
also assumed that the reader attempts to construct a meaning representation that is 
coherent at both local and global levels - local coherence refers to structures and 
processes that organize elements, constituents, and referents of adjacent clauses or short 
sequences of clauses, while global coherence is established when local chunks of 
information are organized and interrelated into higher order chunks (Graesser, Singer & 
Trabasso, 1994). Furthermore, the reader attempts to explain why actions, events, and 
states are mentioned in the text. 
In order to construct a coherent situation model and ultimately achieve 
comprehension, not only must the reader develop a strong textbase, but also integrate 
the information in the text into his/her long-term memory. The textbase is constructed 
with cues directly from the text, reflecting the meaning relations among elements within 
a sentence and across sentences in the text. To develop a strong textbase, the reader 
must be able to extract meaning from individual sentences by identifying words and 
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engaging in syntactical analysis. More importantly, a reader must ascertain connections 
between individual events, states, facts, and so on as described in a text. 
A strong textbase alone, however, is not enough for successful comprehension. 
A strong textbase only captures the meaning explicitly represented by the ideas in the 
text. It does not succeed in capturing the referential meanings of the text. 
Consequently, a strong textbase alone would be relatively limited, as it only reflects 
meaning relations between text events that are directly cued by the text, utilizing little 
prior knowledge. 
A situation model, on the other hand, takes a strong textbase as its foundation, 
but also requires integration of the text information into the reader’s existing knowledge 
system in order to capture the referential meanings of the text. A good situation model 
is thus determined jointly by the quality of the textbase representation and the use of 
prior knowledge. Consequently, a situation model constructed with high prior 
knowledge use but a low quality textbase would be useless, as readers in all likelihood 
learned little new information or, even worse, learned erroneous information. 
Furthermore, a situation model would be fragmentary if it is constructed with a low 
textbase and low prior knowledge usage. Only when the representation is formed by a 
combination of a high quality textbase with a high level of appropriate integration of 
prior knowledge will it be of high coherence and well formed. 
As such, the construction of a coherent representation of the text, both at the 
textbase and the situation model level, requires the reader to activate background 
knowledge in the long-term memory, which consists of specific and generic knowledge 
structures that are relevant to the text (Kintsch, 1983, 1988). Specific knowledge 
21 
structures are those memory representations of particular experiences, of the text, and of 
previous excerpts within the same text. The generic knowledge structures, on the other 
hand, include schemata, scripts, frames, stereotypes, and other structured packets of 
generic knowledge (Graesser, Singer, & Trabasso, 1994). All of these can be used 
along with cues from the text to establish a wide sort of relations, such as anaphoric 
relations, which identify a person or object in one sentence as the same as that in 
another sentence; the causal relations, which establish that the event described in one 
sentence causes the event in a second sentence; and thematic relations, which provide a 
theme to the text; just to name a few. Given the fact that these relations contribute to 
the construction of a coherent representation of a text, and that all of these relations 
depend on proper generation of inferences, inferences are thus viewed as a crucial 
component of successful comprehension. In fact, inferences are so crucial that they are 
termed the “core of the understanding process” (Shank, 1976, p. 168). 
Inferences and Inferential Processes 
A coherent situation model is achieved only by generating the proper inferences 
to connect ideas across the text, as well as by integrating text information into one’s 
existing knowledge. The latter is the result of inferential processes that take place as the 
reader proceeds through the text (Van den Broek, 1994; Singer, 1994; Graesser, Singer, 
& Trabasso, 1994; Cote, Goldman, & Saul, 1998). The representation of the text 
constructed through the above method will be coherent, rather than a disjointed 
assembly of individual pieces of information. 
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What is an Inference? 
A generally accepted definition of inference is information that is activated 
during reading yet not explicitly stated in the text (Singer, 1994; Singer & Ferreira, 
1983; McKoon & Ratclif, 1989). Under that generally agreed definition, several other 
issues have still proven to be controversial. For example, researchers disagree on 
whether a transient inference, an inference activated so quickly that the information 
only exists for a very short time before dissipating without a trace, qualifies as an 
inference. In light of recent research, however, researchers leaned towards the inclusion 
of transient inferences into the inferential processes, as there is evidence that transient 
inferences are oftentimes the foundation of inferences that activate information that can 
be encoded into the permanent memory representation of a text (Kintsch, 1988). 
Word-based inferences are another type of inference left in a gray area. 
Researchers usually concur that what contributes more to the construction of a coherent 
mental representation of a text are sentence or phrase-based inferences, rather than 
word-based inferences; accordingly, the former tend to play a central role in their 
inferential models. Nevertheless, it is found that word-based associations may 
contribute powerfully to the generation of inferences (Kintsch, 1988; Sanford, 1990). 
As a result, word-based associations are included in more and more models of inference 
generation while reading. 
Recently, researches have begun to adopt the view that an inference’s activation, 
whether weak or strong, vague or specific, should have no effect on its classification as 
an inference (cf. van den Broek, 1994). Inferential activity during reading is better 
conceptualized as a constant fluctuation of activations, especially in light of current 
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models of memory, which contend that the activation of concepts varies along a 
continuum (Just & Carpenter, 1992; Kintsch, 1988). 
Finally, researchers considering the definition of inferences have raised the 
concern over the distinction not only between reader-induced and task-induced 
inferences, but also between automatic and strategic inferences. Reader-induced 
inferences differ from task-induced inferences in that the former are generated 
spontaneously in the course of normal reading, whereas the latter are generated in 
response to a specific task within the experiment, such as recall, lexical decision, 
naming, questioning, etc. It has long been noticed that these two kinds of inferences are 
difficult to separate experimentally since any task that requires subjects to respond 
opens the door for task-induced inferential processes (Keenan, Golding, Potts, Jennings, 
& Aman, 1990). In addition to the distinctions between reader-induced inferences and 
task-induced inferences, researchers have found that within the category of reader- 
induced inferences, it is equally difficult experimentally to separate automatic and 
strategic inferences. Intuitively, an automatic inference takes less time to generate than 
a strategic inference, as the latter requires extra effort on the reader’s part. However, 
recent studies have shown that an inferential process may be automatic, yet still slow 
(Magliano, Baggett, Johnson, & Grasser, 1993). As a result, it is strongly advised that 
the kind of inferences that are generated on-line during the course of reading be 
identified through convergent data. 
The types of inferences that are generated on-line, i.e., during reading, and the 
sources of activation generating those inferences, are closely related to the definition of 
inference and will be the focus of discussion in the next section. 
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Inferential Processes 
In order to investigate the type of inferences possibly generated during the 
process of constructing a coherent representation of a text, one must first explore the 
types of relations that exist within a text, as one major function of inferences is to 
establish connections between text propositions. Consider the sample story from van 
den Broek (1994), using the numbers in parentheses as statement numbers: 
One day, Brian was looking through the newspaper (1). He saw an ad for 
some fancy CD players (2). He really liked the way they looked (3). 
Brian decided he wanted to buy one (4). He called the store for the price of 
a nice model (5). He did not have enough money (6). He decided to work 
a paper route (7). For months he got up early (8), so that he had his 
afternoon free (9), and delivered the newspapers (10). He quickly earned 
the $300 that he needed (11). On his first day off, he went to the store 
(12). He bought the CD player that he had wanted for so long (13). He 
was so happy that he immediately organized a party (14). 
In a narrative like the one above, there are many relations connecting individual events, 
ideas and facts from the text. Causal relations, for example, tie together events across a 
text by establishing that an event described in one clause caused an event in another 
clause. Acknowledging the effect causal relations have on the representation of a text 
stored in one’s memory, investigators have described the causal structure of a text as a 
causal chain of connected events that leads from the beginning of a text to the end 
(Black & Bower, 1980; Omanson, 1982; Schank & Abelson, 1977). Another model of 
the causal structure of a text is causal networks in which one event may have multiple 
causal antecedents and consequences (Graesser, 1981; Graesser & Clark, 1985; 
Trabasso & van den Broek, 1985). See Figure 5. 
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Figure 5. Causal Chain (Top) and Causal Network (Bottom) Representations of the 
Sample Narrative 
Based on the causal chain and causal network representations of a narrative text, 
researchers are able to identify a number of types of causal inferences. Backward 
inferences, for example, occur when a reader looks in a prior part of a text that is still 
highly activated in the short-term memory (STM) for causal antecedents for a new 
event that is currently being processes. As a result, a simple bridging or connecting 
inference is made to establish a connection between the two (Keenan et al., 1984; Myers 
et al., 1987). However, when antecedent information from the prior text is not readily 
available, the reader may reactivate that information from long-term memory (LTM) to 
establish causal relations between two events (Trabasso & Suh, 1993). The reader 
might also draw upon knowledge from other sources, such as general world knowledge, 
to provide justification for the focal event; in which case, the inference is called an 
elaborative inference (Myers & Duffy, 1990). Causal inferences can also be forward 
inferences. In some cases, the reader uses his knowledge of causality to make 
predictions about future events. In other cases, the reader anticipates a causal role for 
the focal event and keeps the event highly activated, carrying it forward as the reader 
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proceeds with the rest of the text. Since forward inferences are not required for 
maintaining coherence and generation of forward inferences consumes costly resources 
that could perhaps be spent better elsewhere, they are generated much less than 
backward inferences during reading (Potts et al., 1988; van den Broek, 1990a). 
Nevertheless, research studies have shown that forward inferences will be made when 
the prior text provides strong constraints and support for the upcoming events (Duffy, 
1986; Fletcher & Bloom, 1988). Figure 6 is an illustration of the types of causal 
inferences generated during the reading of narrative texts. 
Findings from investigations of inference generation have shown, both by way 
of recall and summarization tasks, that the representation of a text more frequently 
include statements that are on the causal chain with many causal connections (Black & 
Bower, 1980; Trabasso & van den Broek, 1985; Graesser & Clark, 1985). 
Anaphoric inferences, on the other hand, establish that a person or object in one 
clause is identical to that in another clause. Consider the following sentence: 
a. Sarah and her father were talking at the dinner table. 
b. He asked her about her day at school. 
Upon reading two sentences like the ones above, a reader would usually relate the 
person identified by ‘he’ in the second sentence back to ‘Sarah’s father’ in the first 
sentence, and the person identified by ‘her’ in the second sentence to ‘Sarah’ in the first 
everyday experiences, readers are more likely to draw information from multiple 
sources to generate different types of inferences during the process of comprehension. 
In contrast to narrative texts, expository texts are decontextualized and are normally 
written to inform a reader about new concepts, generic truths, and/or technical material. 
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Figure 6. Types of Causal Inference During Reading of Narrative Texts (based on van 
denBroek, 1990a) 
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Readers often find themselves lacking extensive background knowledge when reading 
expository text. Consequently, readers generate fewer inferences than they generate 
sentence. In this situation, the two sentences are related by means of anaphoric 
inferences. Relations such as these form the backbone of the structure of a text (van 
denBroek, 1994). 
Regrettably, compared to causal relation, the role that anaphoric relations may 
play in the memory representation of texts has received far less attention. There is some 
evidence that such relations form part of the memory representation of the text, and that 
readers routinely establish coherence by resolving referential relations during reading 
(Garrod & Sanford, 1990; Haviland & Clark, 1974). Still, more convergent evidence is 
currently needed to explain how anaphoric inferences affect the structure of the 
resulting memory representation. 
In addition to the relations between them, statements in a story also differ 
systematically in the type of content that they convey. Accordingly, different types of 
statements in a story can be categorized in terms of their content. For instance, setting 
information provides the backdrop for the remainder of the story by describing 
characters, objects, temporal and geographical information, etc. Episodes contain the 
actions and events of a narrative. The statements in an episode can be further 
differentiated into distinct categories according to their functions. The initiating event 
describes the occurrence of an event that starts the sequence of the remaining events. 
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Inference Generation During Construction of Situation Models 
As stated in the previous section, inference generation is seen as playing a vital 
role in the construction of coherence. This is especially true with narrative texts. 
Narrative texts have a close correspondence to everyday experiences in contextually 
specific situations (Graesser, Singer & Trabasso, 1994). Being equipped with rich 
when reading narrative text (Graesser, 1981). Therefore, it is not surprising that most 
research exploring inference generation has focused on the comprehension of narrative 
text rather than other discourse genres. 
In both LI and L2 reading research, ample evidence has proven that connective 
inferences are critically important for constructing situation models. Though labeled 
differently by various studies investigating the on-line activities during reading, three 
types of inferences have been identified as likely to occur during text processing: 
explanations, associations, and predictions. These three kinds of inferences are quite 
distinct functionally. Explanations are backward-oriented and serve to unite the focal 
sentence with previous information, either text-based or prior knowledge-based 
(Keenan et al., 1984; Myers et al., 1987; Trabasso & Magliano, 1996). Associations 
occurred when reader elaborates text from the focal sentence; therefore they are 
concurrent (Trabasso & Magliano, 1996; Myers & Duffy, 1990). Predictions are future- 
oriented, inferring future, causal consequences of a focal event (Duffy, 1986; Trabasso 
& Magliano, 1996; Fletcher & Bloom, 1988). 
Although all three types of inferences are likely to occur during the course of 
comprehension, not all of them are equally beneficial to text comprehension. Empirical 
evidence has indicated that comprehenders are rather conservative in making predictive 
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inferences, fearing wrong inferences about the consequences (Van den Broek, 1994; 
Magliano, Baggett, Johnson, & Grasser, 1993). Similarly, associations are elaborative 
in nature and are usually not directly supported by previous text. Consequently, 
associations are likely to be irrelevant and erroneous. There is evidence that skilled 
comprehenders are more selective with respect to generating associations than less 
skilled comprehenders (Trabasso & Magliano, 1996a; Whitney et al., 1991). 
Explanations, on the other hand, contribute to recall for both narratives and factual 
paragraphs (Trabasso & Magliano, 1996a; Woloshyn et al., 1990; Chi et al, 1994). 
In addition to the types of inferences that may be generated by readers during 
the process of text comprehension, researchers have also turned their attention to the 
sources of information used to generate inferences and the kinds of memory operations 
that make information available for inference generation. Using think-aloud data 
obtained with college students reading narratives, Trabasso and Magliano (1996) 
distinguished three memory operations for making inferences. When the information 
for an inference comes from the reader’s world knowledge, rather than being clearly 
stated in the text, the reader is said to have ACTIVATED his general world knowledge. 
When the generated inference employs information contained in the sentence 
immediately prior to the current one, the memory operation is recognized as 
MAINTAINING information in working memory across successive sentences. But if 
the source of information is from two or more sentences prior to the current one, the 
reader is said to have RETRIEVED information from a long-term memory 
representation of a text. 
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The findings of the study showed that the students generated more explanations 
than any other kinds of inferences, regardless of the source of information. In addition, 
inferences generated by maintaining or retrieving a prior association or prediction were 
primarily used for explanation purposes. Thus, Trabasso and Magliano contended that 
the findings of this study were consistent with those of previous studies, supporting the 
assumption that conscious understanding is explanation based (Chi et al. 1994; Graesser 
et al., 1994; Singer, Graesser, & Trabasso, 1994). 
However, as said earlier, much of the research on inference generation has been 
conducted with readers reading narrative texts (e.g., Horiba, 1993, 1996; Trabasso & 
Magliano, 1996a, 1996b; Trabasso, Suh, Payton, & Jain, 1995). Narrative texts, 
compared with non-narrative texts, such as informational expository texts, have a 
limited set of relations among events. Furthermore, the content and structure of 
narrative texts are assumed to be more familiar to both children and adults. In other 
words, narrative texts are knowledge-rich, simplifying readers’ use of prior knowledge 
to generate inferences and to construct a coherent situation model. Non-narrative texts, 
on the other hand, are knowledge-lean for readers, oftentimes resulting in little structure 
and/or content knowledge available to further text comprehension. 
In an effort to explore how readers engage in conscious understanding while 
* til til 
reading informational passages, Cote, Goldman and Saul (1998) investigated 4 and 6 
graders’ strategies for processing informational texts by having them read two passages, 
one easy and one difficult. They found that self-explanations were the dominant type of 
reasoning reflected in the comments students made when using prior knowledge, 
connecting across sentences, or trying to resolve a comprehension problem. In addition. 
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irrelevant associations to prior experience and predictions were infrequent. The 
research also showed that these children used prior knowledge more often than they 
employed cross-text connections. However, unlike the adult readers in Trabasso and 
Magliano’s study who maintained information from the sentence immediately prior to 
the focal sentence as well as retrieved information appearing earlier in the text for 
inference making, these children did not fill in inferences by conjoining information 
from multiple sentences. Their connections to prior knowledge were local and relevant 
only to the focal sentence rather than to groups of sentences. 
The disparity between the generation of inferences by adult readers and by 
younger readers may be attributed to a number of factors. Particularly, the difference 
can be explained in terms of the discrepancy in the cognitive capacity of the readers. 
First of all, compared to adult readers, the ability of younger readers to engage in 
cognitive efforts during reading is still developing. In other words, they lack the 
reading strategies of adult readers. Secondly, a reader’s cognitive capacity has been 
assumed to affect the way text information is processed (Just & Carpenter, 1992). More 
specifically, capacity hypothesis assumes that everyone has a limited supply of 
cognitive capacity during reading, and that different cognitive activities compete for 
that limited supply. Some cognitive activities have been proven to require few 
cognitive resources, while others necessitate more. In the case of inference generation, 
inferences generated with information still active in the working memory have been 
shown to consume less cognitive resources than inferences generated from information 
in the long-term memory, such as information from prior parts of the text or from the 
reader’s background knowledge (Keenan et al., 1984; Myers et al., 1987). As a result. 
33 
the inferences generated by younger readers tend to utilize active information from the 
working memory, rather than that from prior parts of the text or from the reader’s 
background knowledge. Hence, inferences generated by young readers differ from 
those of adult readers both in terms of quantity and quality. 
In fact, the difference in cognitive capacity affects readers’ ability to engage in 
not only cognitive activities, but also metacognitive activities during reading. The latter 
has proven to be another critical element necessary for successful reading 
comprehension. The chapter following will be devoted to a discussion on the role of 
metacognition in the process of constructing a coherent representation of the text. 
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CHAPTER 4 
METACOGNITION AND READING COMPREHENSION 
Metacognition refers to one’s deliberate conscious control of one’s own 
cognition actions, that is, cognition about cognition, thinking about thinking (Brown, 
1980). Vygotsy (1962) suggested that there are two stages in the development of 
knowledge: firstly, its automatic, unconscious acquisition (we learn things or how to do 
things, but do not know that we know these things); and secondly, a general increase in 
active conscious control over that knowledge (we begin to know what we know and that 
there is more that we do not know). Metacognition is essentially used to refer to the 
second developmental stage of knowledge. It is crucial for our success that we know 
what we know and what we do not know, and consequently, what to do about what we 
know and what we do not know. Hence, it is not surprising to find the notion of 
metacognition stressed in almost every situation of learning, ranging from science to 
literature, from academic work to everyday life tasks. 
Definition of Metacognition 
Though the term metacognition has only been in general use since the mid- 
1970s, the notion of metacognition is not new (Brown et al., 1986). Educators 
recognized very early on that understanding and monitoring activities are heavily 
involved in reading. The term, metacognition, nevertheless, does not seem to have a 
very clear definition, even though it is generally accepted to refer to a person’s 
knowledge of cognitive processes and states, including memory, attention, knowledge, 
conjecture, and illusion (Flavell, 1976; Wellman, 1985). While the term is widely 
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quoted by researchers to mean “cognition about cognition,” subtle differences exist in 
the emphasis researchers use when talking about the concept (Flavell, 1981;Wellman, 
1985; Brown, 1980). 
Flavell was the first to introduce the term “metacognition” in the early 1970s. 
He defined metacognition as an “inspective knowledge of the cognitive system,” 
divided into two domains: metacognitive knowledge and metacognitive experience 
(Flavell, 1971). Metacognitive knowledge refers to one’s knowledge or beliefs derived 
from the accumulated experience and stored in one’s long-term memory. It consists of 
how factors and variables affect the course and outcome of cognitive enterprises, and 
can be declarative or procedural in nature. For example, your declarative knowledge 
tells you that it takes longer to cook a meal for ten people than for five, then 
consequently, your procedural knowledge will tell you to start cooking earlier when you 
have ten guests coming to dinner. In addition, the content of the knowledge 
encompasses three categories - person, task, and strategy, and the constant interaction 
between the three in all situations. Metacognitive experiences, according to Flavell 
(1979), have to do with where you are in an enterprise and what sort of progress you are 
making. These experiences could occur at any time before, after, or during a cognitive 
enterprise. For instance, you may notice that you have momentarily lost your attention 
or you may realize that you are puzzled by something. These experiences vary in 
length, but they are mostly conscious, though sometimes hard to detect due to the 
brevity of the experience. 
Thus, the relationship between metacognitive knowledge and metacognitive 
experience is a highly interactive one. Metacognitive experiences affect the base of 
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metacognitive knowledge by adding to, deleting from, or revising it. In turn, what one 
makes of a metacognitive experience may be informed and guided by one’s 
metacognitive knowledge. 
Later, Flavell expanded the notion of metacognition to include two new 
components, monitoring and regulation, stating: 
Metacognition refers to one’s knowledge concerning one’s own 
cognitive processes and products or anything related to them, e g., the 
learning-relevant properties of information or data. For example, I am 
engaging in metacognition (metamemory, metaleaming, metaattention, 
metalanguage, or whatever) if I notice that I am having more trouble 
learning A than B; If it strikes me that I should double-check C before 
accepting it as a fact; It occurs to me that I had better scrutinize each and 
every alternative in any multiple-choice type task situation before deciding 
which is the best one; If I sense that I had better make a note of D because 
I may forget it....Metacognition refers, among other things, to the active 
monitoring and consequent regulation and orchestration of these processes 
in relation to the cognitive objects or data on which they bear, usually in 
the service of some concrete goal or objective. (Flavell, 1976) 
Based on this enriched definition of metacognition, Flavell conceptualized the 
following model of cognitive monitoring meant to capture the variety of things that can 
happen during a cognitive enterprise: 
Similar to Flavell, Brown (1980, 1986) believes that “metacognition refers to the 
deliberate conscious control of one’s own cognitive actions,” and that metacognition 
comprises of two parts: one’s knowledge and one’s control of the domain cognition. 
When it comes to reading. Brown believes that metacognition, on the one hand, 
involves knowledge of four variables: text, task, strategies, and learner characteristics, 
as well as control and self-regulation of the cognition (Brown, 1986). She pointed out 
that metacognitive awareness is hard to perceive during an automatic pilot state. 
However, given the occurrence of a triggering event that impedes comprehension. 
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laborious effort will be made to ensure the smooth progress of comprehension. The 
conscious control of one’s cognition is, therefore, most notable in the so-called 
“debugging state” (Brown, 1986) 
A comparison of the descriptions of metacognition given by Flavell and Brown 
shows two major differences in how they define the concept. First of all, while Flavell 
suggests that metacognition can oftentimes be unconscious, Brown believes that 
metacognitive awareness only occurs on a conscious level. Secondly, according to 
Flavell, motivation and affect are involved with metacognition in addition to knowledge 
of cognition. In contrast. Brown chooses to focus more on the executive aspect of 
metacognition, such as planning, monitoring, revising, and repairing. 
Given the meaning of metacognition, it is obvious that metacognition would be 
at the center of investigation in learning-relevant or problem-solving contexts, such as 
oral communication of information, oral persuasion, reading comprehension and 
language acquisition (Flavell 1979). Nevertheless, the emphasis of the investigation 
can be quite different depending on the research root to which each study traces. More 
specifically, developmental psychologists are traditionally interested in a child’s 
developing cognitive structures and mainly carry out studies in the area of 
“metacognition.” Conversely, information-processing cognitive psychologists ask 
questions about processing demands, focusing more on the “typically adult” readers’ 
executive control throughout the reading process. As we shall see in the next section, 
despite the differing emphases of the studies, both lines of inquiry contributed 
significantly to our conception of reading comprehension. 
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Metacognition and Comprehension Monitoring 
As mentioned in the previous section, two dimensions of metacognitive ability 
have been recognized from the vast body of research studies on first language reading: 
1) knowledge of cognition; and 2) regulation of cognition. The former, according to 
Flavell (1979), includes the reader’s knowledge about his or her own cognitive 
resources, and the compatibility between the reader and the reading situation. The 
latter, on the other hand, involves the strategies the reader uses to solve any 
comprehension difficulties during the reading process. Metacognition in reading, thus, 
includes the reader’s conceptualization of the reading process (how the reader 
conceptualizes what he/she is doing in reading), the reader’s knowledge about the 
reading task (whether it is reading for enjoyment or reading to get information), the 
reading text (how hard is the syntax, how familiar is the text structure, etc.), reading 
strategies (what kind of strategies would be most effective given the task and text), and 
his/her own learning style. Interestingly, these two dimensions of metacognition have 
both been encompassed by the big umbrella term of “comprehension monitoring,” used 
widely in reading research studies. 
Nevertheless, there is a kind of hierarchical relationship between the terms 
“metacognition” and “comprehension monitoring” (Baker & Brown, 1984). 
Metacognition can be seen as the wider concept, applying to knowledge about cognition 
in general, whereas comprehension monitoring is seen as applying mainly to the 
comprehension of connected discourse, usually involving either reading or listening” 
(Wray, 1993). The meaning of comprehension monitoring, according to Baker, 
“.. .involves the evaluation and regulation of one’s own ongoing comprehension 
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processes” (Baker, 1979). Evaluation is to keep track of the success of comprehension 
during the reading process, and to monitor what one knows and does not know, as well 
as what one only partially understands. Regulation means to take remedial actions 
when comprehension fails, so as to ensure the smooth progress of the comprehension 
process. In other words, comprehension monitoring is to know how to test whether 
one’s understanding is adequate for the purpose at hand, and how to deal with 
comprehension difficulties. According to Brown (1980), some of the comprehension 
monitoring activities involved in reading are: 
• clarifying ones’ purposes for reading - that is, understanding the explicit and 
implicit demands of a particular reading task; 
• identifying the important aspects of a text; 
• focusing attention on the principal aspects rather than on relatively trivial 
aspects; 
• monitoring on-going activities to determine whether comprehension is 
taking place; 
• engaging in self-questioning to check whether the aims are being 
achieved; 
• taking corrective action if and when failures in comprehension are 
detected. 
At this juncture, however, if we take a closer look at the existing reading 
models, it is clear that the concept of comprehension monitoring/metacognition is 
missing from most of them. In fact, it was not until the model developed by Bernhardt 
that metacognition was finally formally included in a reading model. Bernhardt calls 
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this model the constructivist model, where text-based components such as word 
recognition, phonemic/graphemic features, and syntactic feature recognition interact 
with extra text-based components such as intratextual perceptions, prior knowledge, and 
metacognition in a circular manner. Moreover, these interactions occur in different 
ways for separate readers reading distinct texts. By including metacognition in her 
reading model, Bernhardt sketched a reading process that is more sophisticated and 
more flexible than the other existing models and has expanded and enriched the way we 
conceptualize the reading process. 
But, how does metacognition work in actual reading? And how can we teach our 
students these skills to improve their reading comprehension? In thinking about this 
topic, the following kinds of questions tend to get asked (Wagoner, 1983): 
• What do readers know about their own comprehension - that is, what they 
comprehend and how they comprehend? 
• Are they aware of when they comprehend adequately and when they do not? 
• How do readers decide when their comprehension is adequate? 
• What kinds of strategies do readers use when they realize they did not 
comprehend what they read? 
Questions like these have attracted wide attention from researchers, and answers to 
these research questions have emerged with important implications for teachers of 
reading. While some researchers are more interested in the “knowing” aspect of 
comprehension monitoring, others focused on the regulating behaviors of readers when 
a comprehension failure is encountered. The following sections of this chapter will be 
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devoted to the examination of the findings of a number of studies on LI and L2 reading 
research. 
Comprehension Monitoring in LI Reading 
Comprehension monitoring, as a metacognitive activity, is of special interest to 
both psychologists and educators alike, as it opens up a window for researchers to probe 
into the development of cognition among both children and adults in different learning 
situations. In LI reading research, numerous studies have been done to investigate 
younger readers’ metacognitive awareness when reading. Gamer (1980), for example, 
studied the differences in good and poor readers’ monitoring skill among 30 seventh 
and eighth graders. Subjects were asked to read, as editors, two expository passages. 
Inconsistencies were introduced in the passages to test the students’ monitoring skills. 
After they read the passages, subjects were asked to check one of three boxes to rate the 
degree of difficulty they had in reading the passages. Results of the study showed that a 
change of rating, implying an attention to disruptive inconsistencies within segments of 
the passages, was found among good readers, while little change was observed among 
poor readers. Gamer then concluded that the study supported the original hypothesis 
that good readers would notice the disruptive effect of altered material, while poor 
readers would not, indicating that good readers have better monitoring abilities than 
poor readers. 
While Gamer’s study provided evidence of the existence of comprehension 
monitoring in reading. Gamer and Kraus (1982) studied the relationship between 
knowing and regulating behaviors among good and poor seventh grade readers. Results 
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of the study showed that good comprehenders provided meaning-getting responses to 
questions about the reading process, whereas poor comprehenders focused on words, 
pronunciations of words or fluent word rendering during the reading process. Also, 
poor comprehenders were unsuccessful at demonstrating error detection, while good 
comprehenders were somewhat successful with between-sentence error detection and 
very successful at within-sentence detection. 
In another study carried out by August, Flavell and Clift (1984), reading 
behaviors of 16 fifth-grade students were investigated in order to gain a better 
understanding of the differences in comprehension and comprehension monitoring 
between skilled and less skilled readers. The study found that skilled readers slow 
down more than less skilled readers at inconsistencies created by missing pages from 
the stories they read (indicating better monitoring of comprehension), and that less 
skilled readers fail significantly more often to report this problem. 
The study done by Paris and Myers (1981) investigated comprehension and 
memory skills among fourth-grade readers. Phonologically acceptable nonsense words 
and non-meaningful phrases created by rearranging the words within two clauses were 
placed into the reading passages as stimuli. Multiple measures of the readers’ 
comprehension skills were collected and the results showed that although 
comprehension-monitoring attempts were present among poor readers, they did not 
evaluate the anomalous information to the same degree as good readers. They failed to 
monitor the exact information that most required comprehension monitoring. 
Aforementioned studies on younger readers’ comprehension monitoring 
behaviors in reading are just a few examples of how researchers started to find out the 
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differences between good and poor readers’ reading behaviors, as well as the role 
comprehension monitoring plays in the reading process. It makes great sense that 
children have been the focus of these studies since metacognitive abilities are a part of 
the cognitive development. By studying children’s’ monitoring abilities, researchers 
can gain further insight into the development of cognition in general. 
So far, research studies on children’s comprehension-monitoring behaviors have 
consistently shown that: 
• good readers are more aware of how they control their reading and are more 
able to verbalize this awareness (Hare, 1981); 
• good readers are more aware than poor readers of the existence of 
inconsistency or conflicting ideas (August, Flavell, & Clift, 1984); 
• good readers see reading as a meaning-getting activity, whereas poor readers 
tend to focus on decoding or orally rendering the text (Myers & Paris, 1981; 
Gamer & Kraus, 1981; Baker & Brown, 1984); 
• good readers engage in more monitoring activities than poor readers (Paris 
& Myers, 1981); 
• good readers pay attention to the overall picture of the text; while poor 
readers process the text in a piecemeal fashion, losing the big picture as a 
result (Gamer, 1981); 
• good readers are more likely to demonstrate that they notice major obstacles 
to text understanding, while poor readers seem not to realize they do not 
understand the text (Gamer & Reis, 1981). 
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However, Baker (1979) argues that comprehension monitoring does not seem to 
be an ability that automatically develops with maturity, but is instead, highly dependent 
on knowledge and expertise. Since students typically do not receive formal instruction 
in comprehension monitoring, their skills still may not be well developed by the time 
they reach college. As a result, their academic performance may be jeopardized by then- 
less efficient reading strategies. 
For this reason, the comprehension-monitoring strategies of college students 
have attracted as much attention from researchers as those of children. Baker (1979) 
studied college students’ employment of comprehension monitoring in identifying and 
coping with text confusions. Three types of confusions were intentionally introduced 
into reading passages: inconsistent information, unclear referent, and inappropriate 
logical connectives. Results of this study showed that while in general subjects failed to 
report a large proportion of the confusions, they noticed confusions that involved main 
points more than those pertaining to details, and they detected inconsistencies and 
vague referents more than inappropriate connectives 
As a follow-up study, Baker and Anderson (1982) carried out a study to test the 
question of whether or not mature readers routinely monitor their comprehension. By 
using a computer to present the reading passages sentence by sentence on the screen, 
the study was designed to permit direct assessment of ongoing comprehension 
monitoring among mature readers. The mature readers are defined here as college 
students. Three passages containing either main point inconsistencies, detail 
inconsistencies, or no inconsistencies were used to probe into the reading behaviors of 
the subjects. For example, researchers measured the time spent by subjects on 
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inconsistent information, while processing the information. Half of the subjects were 
told that inconsistencies might exist in the passages and half were not. This was done to 
test whether or not the alert for inconsistencies affected reading performance. The 
study results showed no difference between the alerted and unalerted subjects, in terms 
of time spent on the passages or likelihood of noticing inconsistencies while reading. 
Baker and Anderson concluded that this finding supported the assumption that mature 
readers routinely monitor their comprehension and constantly evaluate whether the 
ideas expressed in the text were consistent with one another. 
While the above studies focused on the comprehension monitoring patterns of 
college students in general, comprehension monitoring among non-proficient college 
readers has received less attention. To address this question, Steinberg, Bohning, and 
Chowning (1991) designed a study to probe into the process of how non-proficient 
college readers monitor their comprehension when challenged with the task of reading a 
difficult expository text. Think-aloud protocols were used to collect data as the subjects 
read the selected passage and were videotaped for later analysis. During the analysis of 
collected data, strategies employed by the subjects were classified into three categories 
based on the taxonomy developed by Gibson (1983). word-level, sentence-level, and 
discourse-level. The results of the study revealed that nonproficient college readers also 
monitor their comprehension during reading: they reread, paraphrase, make inferences, 
make a metal note of the confusion, etc. However, what makes them less successful in 
their comprehension is that they tend to use some of the strategies inaccurately and 
inappropriately. Often unaware of their inadequate comprehension of the text, these 
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non-proficient readers paraphrase incorrectly and generate inaccurate inferences as a 
result. 
In response to the observation that some college students, while believing that 
they achieved high levels of comprehension, failed to detect contradictions embedded in 
an expository text, interest has increased among researchers regarding factors other than 
cognitive ones, such as self confidence and motivational orientation, that might 
contribute to this phenomenon. Starting out from a psychological perspective, Kroil & 
Ford (1992) hypothesized that motivation orientation would be related to both the 
illusion of knowing and error detection performance. Two forms of motivational 
orientation identified by this study’s psychologists: ego-orientation and task-orientation. 
Ego-orientation, according to Kroil and Ford (1992), “involves a goal of demonstrating 
high ability to self or others, preferably by mastery without having to expend too much 
effort.” Conversely, task-orientation indicates the goal of increasing one’s 
understanding, irrespective of one’s own ability or effort relative to others. Not 
surprisingly, findings from this study indicated that high levels of error detection of 
contradictory information were decidedly related with a task-orientation, while low 
comprehension monitoring and the illusion of knowing were greatly connected to an 
ego-orientation. 
Comprehension monitoring is also linked with the notion of self-efficacy 
(Bouffard-Bouchard, 1994). Self-efficacy refers to the personal judgment of one’s own 
capability to execute the actions required by prospective situations. Judgments of self- 
efficacy, according to Bouffard-Bouchard (1994), are “not generalized feelings of 
success or of control, but rather assessments of how well one can perform in specific 
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settings.” In this study, it was hypothesized that students who are given the opportunity 
to become aware of their resources to handle the task of reading would report higher 
self-efficacy than those not given the same opportunity. The results, however, revealed 
a disappointing picture. Although subjects in the activation condition outperformed 
those in the inactivated condition in terms of reading comprehension monitoring and 
performance on a comprehension test, the effect of activation was not significant in self- 
efficacy. This study indicated an interesting and complementary point made in the 
Kroll and Ford (1992) study. While Kroll and Ford illustrated how the illusion of 
knowing is associated with one’s motivational orientation, this study demonstrated how 
the illusion of not knowing may be associated one’s self-confidence and self-efficacy. 
Both studies, however, have made great contributions to the understanding of how 
comprehension monitoring functions by bringing to light a missing component: 
learners’ affective characteristics. These studies demonstrated that the use of 
comprehension monitoring strategies is affected not only by external stimuli, such as 
confusing text information or unfamiliar syntax, but also by internal factors, such as the 
ones mentioned in the above studies. 
Comprehension Monitoring in L2 Reading 
Although there has been a large body of research studies on metacognition for 
LI reading, there exists only a handful of studies on metacognition in L2 reading. 
Studies on metacognition for LI readers accomplish exactly what they set out to do: 
understand the development of metacognition. Thus, reading, especially children’s 
reading, as a cognitive activity appears to be an ideal candidate for investigation. 
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Consequently, reading, rather than being the content and goal of the investigation, 
serves primarily as the means by which researchers can understand how metacognition 
develops and functions in a variety of learning-related contexts. 
Differences between LI and L2 Reading 
While studies in first language reading contribute a great deal to our 
understanding of the monitoring aspect of the mysterious reading process, they have 
limited application to, first of all, our understanding of reading in a second language, 
and secondly, the role metacognition plays in second language reading. Compared to 
reading in LI, L2 reading entails some fundamental differences. To begin, the 
unfamiliar linguistic code in a second language requires more energy from the readers 
and places a greater demand on the short-term memory. Secondly, unfamiliar content, 
especially those that are culturally bound, presents further challenges to the reader in the 
reading process, as readers have little background knowledge to rely on. To solve these 
difficulties, the reader may employ comprehension strategies in first language reading, 
but as some researchers have argued, transferring these comprehension strategies from 
LI to L2 reading not only depends on the reader’s reading ability in LI, but also on 
his/her proficiency in L2 (Clark, 1979; Cziko, 1980). Therefore, compared to first 
language reading, second/foreign language reading seems to involve more complicated 
issues. Issues like these have prompted researchers to ask questions such as the ones 
below: 
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• Does reading in a first language versus a second/foreign language involve 
separate but parallel processes, or are both accommodated by some generic 
discourse processing strategies? 
• While reading in a second/foreign language, is one merely doing the same 
thing done when reading in one’s native language? 
• Are reading problems in a second/foreign language reading caused by an 
insufficient reading ability in one’s native language or by inadequate 
proficiency in the second/foreign language? 
Intrigued by these questions, an explosion of studies on second/foreign language 
reading has occurred over the past two decades. These studies covered a wide range of 
areas in second/foreign language reading, including language skills and automaticity, 
vocabulary development, comprehension strategy training, and reading-writing relations 
(Grabe, 1991). 
To study the comprehension process in L2, many researchers have based their 
designs on the famous schema theory. Schemata, the reader’s knowledge already store 
in memory, has been demonstrated to have facilitative effects in the process of 
interpreting new information and subsequent integration of new information into the 
existing knowledge base (Anderson & Pearson, 1988). The schema theory can be 
traced back to Barlett’s (1932) studies on memory, which “demonstrated that people 
adjust their memories of a culturally unfamiliar story to fit a ‘schema’ that is more 
consistent with their own culturally familiar knowledge of the typical content and 
structure of stories.” Some L2 reading researchers adopted the schema-theoretic view 
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of reading and explored how the content and form of a text influence L2 readers’ 
reading comprehension (Hudson, 1982; Carrell, 1983, 1984, 1987). 
Results from studies with such approach, by using relatively simple study 
designs, effectively demonstrate the impacts on comprehension caused by the content 
and form of a text, as well as the reader’s proficiency level. For these reasons, schema 
theory has gained increasing attention from L2 reading researchers to the point that 
Casanave (1988) called for a shift in L2 reading research from the schema-theoretic 
focus to a metacognitive awareness of the on-line processing strategies. She argues that 
many studies based on schema theory tend to focus more on the products of 
comprehension, such as recall protocols and comprehension tests, instead of the process 
of how students actually comprehend. As a result, “we understand something about 
reading comprehension, but we know little about how comprehension comes about” 
(Casanave, 1988). Citing Baker and Brown, Casanave goes on to stress that 
metacognitive awareness lies at the foundation of effective instruction in 
comprehension monitoring: 
An essential aim [in reading instruction] is to make the reader aware of the 
active nature of reading and the importance of employing problem¬ 
solving, trouble-shooting routines to enhance understanding. If the reader 
can be made aware of (a) basic strategies for reading and remembering, 
(b) simple rules of text construction, (c) differing demands of a variety of 
tests to which his knowledge may be put, and (d) the importance of 
attempting to use any background knowledge he may have, he cannot help 
but become a more effective reader. Such self-awareness is a prerequisite 
for self-regulation, the ability to monitor and check one’s own cognitive 
activities while reading (1984b, p. 376). 
She argues that given the fact that L2 readers may encounter more difficulties, 
linguistically and culturally, when they read, they may have more problems to cope 
with and more gaps to repair. Thus, comprehension-monitoring strategies seem to 
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benefit L2 readers more than to LI readers. It was only after this call for attention to L2 
readers’ comprehension-monitoring strategy use has there been a slight increase of 
interest in this area from researchers (Carrel, 1988; Block, 1986, 1992). 
Empirical Studies of Comprehension Monitoring in L2 Reading 
Block (1986) examined the comprehension strategies used by non-proficient 
college-level students, both native and nonnative speakers of English. Using think- 
aloud protocols, Block was interested in finding out how these readers comprehend, 
instead of what they comprehend. She classified the strategies used by the readers into 
two categories: general strategies and local strategies. General strategies dealt with 
comprehension-gathering and comprehension-monitoring strategies, including: 
anticipating content, recognizing text structure, integrating information, questioning 
information in the text, interpreting the text, using general knowledge and associations, 
commenting on behavior or process, monitoring comprehension, correcting behaviors, 
and reacting to the text. Local strategies, on the other hand, were those strategies 
readers used to understand a specific linguistic unit. They are defined as paraphrasing, 
rereading, questioning the meaning of a clause or sentence, questioning the meaning of 
a word, and solving vocabulary problems. 
Based on the strategies used, Block further divided the readers into two groups: 
the integrators and the non-integrators. The integrators, according to Block, integrate 
information more effectively by using cues provided in the text, and are more aware of 
text structure. The retellings of these readers also contained more main ideas than 
details. Conversely, the non-integrators relied more on their personal experience to 
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make sense of the text. Unlike those of the integrators, the retellings of the non¬ 
integrators contained more details than main ideas, sometimes even omitting the thesis 
of the text, suggesting that they had difficulty integrating the information to create a 
connected text. 
Although Block identified some patterns of comprehension strategies used by 
non-proficient college readers during the reading process, the study was not originally 
designed to specifically investigate monitoring strategies. As a result, even though we 
have gained some knowledge about the difference between non-proficient LI and L2 
readers when they read, whether LI and L2 readers in general, despite their proficiency 
in the target language, use the same strategies when they read the same language is still 
a mystery. Also left unresolved is how much L2 readers monitor their comprehension. 
These questions turned out to be the focus of Block’s subsequent 1992 study on the 
comprehension monitoring strategies of LI and L2 readers. 
In a new study designed to investigate the comprehension monitoring process, 
Block (1992) reused the data from the previous study and investigated the 
comprehension-monitoring strategies used by 25 college freshmen, both native and 
nonnative speakers of English. These subjects had been classified as proficient or non¬ 
proficient readers based on their scores on a standardized reading test using expository 
texts. To investigate how these subjects, when reading expository prose, handled two 
types of language-based problems, referent and lexical, think-aloud protocols were 
employed. 
Three phases and six specific steps of the process were identified: the evaluation 
phase (problem recognition and problem source identification), the action phase 
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(strategic plan and action/solution attempt), and the checking phase (check and 
revision). Data analysis shows that these phases were used with different degrees of 
completeness and explicitness for each of the two types of problems examined. The 
process operated more fully with respect to the referent problem than the lexical one. 
However, differing degrees of monitoring seemed to exist more as a result of reading 
proficiency, than of the language backgrounds of the readers. Non-proficient LI and L2 
readers appeared to focus on word-level problems, while the more proficient readers, 
both LI and L2, seemed to utilize a more meaning-based approach. 
Carrell (1988) has also focused her studies on metacognition in a L2 reading 
condition. Her studies on metacognition examine both the knowing aspect as well as 
the regulating aspect, and the relationship between the two in regards to L2 reading 
performance. To investigate the relationship between readers’ metacognitive awareness 
regarding various types of reading strategies and their reading ability in both LI and L2, 
Carrell (1988) studied the reading performance of two groups of students: 1.) English 
LI group, at a lower proficiency level and reading Spanish as a foreign language; and 
2.) Spanish LI group, at a slightly higher proficiency level than the English LI group 
and reading English as a second language. Using multiple questions for comprehension 
measurement and a questionnaire for metacognitive awareness, the study shows that for 
reading in the LI, usage of “local” reading strategies (focusing on grammatical 
structures, sounding-letter, word-meaning, and text details) tended to be negatively 
correlated with reading performance. For reading in the L2, however, the study’s 
findings were inconclusive, as “local” strategies were positively correlated with reading 
performance for the English LI group, while “global” reading strategies (using 
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background knowledge, text gist, and textual organization) were positively correlated 
with reading performance for the Spanish LI group. Carrell considered the different 
language levels of the two groups as one of the possible causes of the above resulting, 
suggesting that the “short circuit” phenomenon could explain why the English LI 
group, with a L2 proficiency level lower than that of the Spanish LI group, was more 
dependent in their reading on bottom-up decoding skills. Thus, this study raised a very 
important question: is the transfer of metacognitive awareness also subject to the 
“threshold theory”? 
While some researchers focused on discovering the relationship between 
metacognitive awareness and second language reading performance, others investigated 
the effect of raising such awareness during the reading process. Using interpolated 
questions, comprehension questions inserted into a text which require readers to verify 
their comprehension of the immediate preceding text. Mulling (1994) was interested in 
how directed comprehension monitoring can affect readers’ reading comprehension. 
Results of this study show that students who used directed comprehension monitoring 
did better on the comprehension quizzes than students who did not. 
Carrel, Pharis, and Liberto (1989) also conducted a study on metacognitive 
strategy training for reading in ESL. 28 adult ESL students at an American university 
participated in the study and were divided into three groups: two experimental groups 
and one control group. The experimental groups each received training in one of two 
reading strategies, semantic mapping or ETR (experience-text-relationship), while the 
control group received no such special training. In addition, individual learning styles 
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were taken into account in order to better understand the interaction between the two 
training strategies and the students’ own cognitive or learning styles. 
The results of the study show that training in both metacognitive strategies 
enhances L2 reading performance. However, they also noticed that the way reading 
comprehension was measured affected the effectiveness of one type of training versus 
another. For example, open-ended questions were presumably more sensitive to detect 
the training effects than multiple-choice questions. Hence, even though data showed no 
significant difference on the score of multiple questions for all three groups, both 
strategy-training groups scored significantly higher on the open-ended questions. In 
addition, the effectiveness of the training is also related to differences in the subjects’ 
learning styles. 
In summary, reading researchers generally agree that the ability to monitor one’s 
behaviors during reading is central to successful comprehension. This is, arguably, 
especially true for L2 reading, given the unfamiliar language of the reading text and 
deficiencies in cultural knowledge needed for text comprehension. Findings from 
studies of L2 readers’ behaviors while reading also showed different patterns of 
metacognitive activities among linguistically proficient and non-proficient readers, with 
the former engaging in metacognitive activities more effectively than the latter. What 
remains unclear is how readers’ familiarity with the content of the reading text affects 
their metacognitive ability while reading. Furthermore, it would be of interest to 
explore what influence the interaction between language difficulty of a reading text and 
a reader’s familiarity with the reading topic has on a reader’s metacognitive behaviors. 
As such, the next chapter will focus on a discussion of some of the competing theories 
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regarding L2 reading, and how these theories helped shape the framework of the current 
dissertation. 
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CHAPTER 5 
FACTORS THAT AFFECT CONSTRUCTION OF SITUATION 
MODELS IN L2 READING 
Based on the argument that a well-formed situation model is composed of both a 
high-quality textbase and appropriate use of prior knowledge, there are a number of 
factors that may affect the construction of a coherent situation model in either LI or L2 
reading. These factors include a reader’s comprehension skills, domain knowledge, 
language proficiency, goals, and motivation. Still, there are other factors relevant to the 
text, such as the genre, the wording, and the structure of a text, which may interact with 
previously mentioned factors to either facilitate or impede comprehension. Compared 
to LI readers, L2 readers’ reading comprehension seems to be more sensitive to the 
effect of these factors, to the extent that the reader is not completely fluent in the target 
language. L2 reading entails some fundamental differences compared to reading in LI. 
To begin, the unfamiliar linguistic code in a second language produces more difficulty 
for the readers. Secondly, the processing of a text in L2 may be affected by the readers’ 
comprehension skills in LI. Thirdly, the unfamiliar topic and structure of a L2 text may 
impede readers’ flexibility in using strategies employed when reading their native 
language. 
There has been consistent evidence from L2 reading research that insufficient 
language competence results in slower and more inefficient processing, leading to the 
construction of an underdeveloped representation of the text (Bernhardt, 1986; Clarke, 
1980; Horiba, 1993; McLaughlin, Rossman, & MacLeod, 1983; Riley, 1993). Research 
studies involving L2 reading have also yielded different views on how readers employ 
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their LI reading comprehension skills when reading in L2. Researchers subscribing to 
the language interdependence theory argue that L2 reading performance is largely 
dependent on the reader’s reading ability in his/her first language. According to their 
view, comprehension processes are, to a large extent, language independent, so readers 
make use of their general comprehension operations even when reading in a second 
language. To those researchers supporting this theory, L2 reading is basically a reading 
problem instead of a language problem (Cummins, 1979, 1991; McLaughlin, 1987). 
However, there are plenty of opposing views that argue otherwise. Supporters of 
the capacity hypothesis, for instance, assert that a reader has a limited amount of 
processing resources available at any time during processing, and various cognitive 
processes compete for this limited amount of processing resources (Just and Carpenter, 
1992). When the demand for processing resources is greater than the supply, lower- 
level processes, such as processing at the lexical and syntactical levels, will be 
prioritized at the expense of higher-level processes, such as making connections 
between text elements and the generation of inferences. Ample evidence from L2 
reading research has shown that word- and sentence-level processing are more resource 
consuming for non-fluent L2 readers (Potter, So, von Eckhardt, & Feldman, 1984; Liu, 
Bates, & Li, 1992). Therefore, non-fluent L2 readers will presumably spend most of 
their cognitive resources in word- and sentence-level processing, and have few 
resources left for all the cognitive procedures needed to construct a coherent situation 
model and achieve comprehension. As a result, the situation model constructed by 
non-fluent L2 readers often shows less evidence of information integration during text 
comprehension, to the extent that the reader is not fluent in the target language. 
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In addition to the capacity hypothesis, adherents to the linguistic threshold 
hypothesis also assert that, in L2 reading, readers have to reach a minimum level of 
proficiency in the target language before they can achieve comprehension (Clark, 1979; 
Cziko, 1980). Furthermore, substantial comprehension skills in LI reading cannot 
compensate for deficient L2 processing at the lexical and syntactic levels. Hence, 
proficient LI readers do not automatically transfer their comprehension skills in LI to 
their L2 reading. Moreover, inadequate command of the target language causes a 
proficient reader in LI to revert to poor reading strategies when confronted with a 
difficult or confusing task in the second language, resulting in the famous “short circuit” 
phenomenon (Clarke, 1988). Supporters of this view believe that L2 reading is 
primarily a language problem, to the extent that readers are not fluent in L2 (Bernhardt, 
1986; Brown & Haynes, 1985; Koda, 1987). 
To this date, only a limited number of studies have reported findings according 
to a discourse processing perspective on how L2 readers construct situation models in 
L2 reading. Horiba, van den Broek, and Fletcher (1993) reported that when 
intermediate Japanese L2 learners recall narratives, they used their knowledge about the 
functional role that each statement played in the text to guide their comprehension 
processes, including inference generation to help their lower-level processing. The 
results showed that the readers were better able to preserve the causal and story 
grammar structure than the meaning of the narratives in their recall protocols. This 
finding seemed to support the linguistic interdependence hypothesis since it suggested 
that when reading in L2, these readers employed a top-down approach, which is often 
characteristic of LI reading. On the other hand, Zwaan and Brown (1996), by 
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comparing situation models constructed by L2 college French learners in their LI 
(English) and L2 (French), examined the influence of language proficiency and 
comprehension skills on the students’ situation-models constructed during narrative 
comprehension. Findings from the study showed that when reading in English, skilled 
comprehenders generated more explanatory inferences, as well as stronger situation 
models than less skilled comprehenders. However, when reading in French, the skilled 
readers only established a stronger text-base representations than less skilled readers, 
while the situation models they constructed were similar to those constructed by less 
skilled readers. This finding seems to be more in line with the linguistic threshold 
hypothesis and the capacity hypothesis. In order to unravel such conflicting studies, we 
obviously need more evidence into how language proficiency in L2 and reading ability 
in LI interact to affect the comprehension processes when reading in L2 under different 
reading conditions. Particularly, we need more information from studies that 
investigate the on-line comprehension processes, rather than the reading performance, 
to fully understand the respective effects of readers’ LI reading ability and L2 language 
proficiency on their L2 reading performance. 
This dissertation is designed to partially fulfill that need. Specifically, one of 
this dissertation’s focuses is on how L2 readers’ language proficiency affects their 
ability to generate inferences during the process of reading various texts with varying 
degrees of linguistic difficulties. According to the language interdependence theory, we 
should see little difference in the reading behaviors across reading conditions. However, 
the capacity theory and the linguistic threshold theory predict that when the linguistic 
difficulty of a passage is greater, students will spend more time engaging in lower-level 
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processing and have little cognitive resources at their disposal for inference generation 
or other higher-level processing activities. Consequently, the number of inferences 
generated and higher-level processing events should be fewer. 
Since the current study was not designed to compare readers’ inferencing 
activities when reading in LI and L2, the findings could not be used to provide direct 
evidence to favor either the language interdependence theory or the language threshold 
theory. Nevertheless, the current dissertation is still able to contribute directly to the 
further understanding of language proficiency’s role in L2 reading in general, and more 
specifically, inference generation by way of examining the findings from the 
perspectives of capacity theory or the language threshold theory. 
In terms of inference generation, this dissertation will also address another 
fundamental difference between reading in LI and in L2: the effect of unfamiliarity 
with the reading topic on readers’ ability to generate inferences while reading. Barlett’s 
1932 study on memory demonstrated that people adjust their memories of a culturally 
unfamiliar story to fit a “schema” that is more consistent with their own culturally 
familiar knowledge of the typical content and structure of stories. Numerous studies, 
adhering to the schema-theoretic view in both LI and L2 reading, have reported that 
familiarity with the content or the structure of a text facilitated readers’ comprehension. 
On the other hand, texts with unfamiliar content and structure, especially that which is 
culturally bound so that the readers have little background knowledge to rely on, 
presented difficult challenges to readers (Carrell, 1983, 1984, 1987; Hudson, 1982). 
Understandably, unfamiliarity with the content and/or structure of a text may be more 
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detrimental to L2 readers than to LI readers, given the extra linguistic difficulties 
presented by a foreign language. 
However, as aforementioned, since none of the above studies studied the on-line 
reading processes, little is known about the kind of reading activities that occur and 
ultimately affect the readers’ comprehension. We know even less about how familiarity 
with the content and/or structure interacts with other factors, such as linguistic 
difficulty, to influence L2 readers’ comprehension of a text. More specifically, it is not 
clear how such an interaction affects readers’ cognitive efforts while reading under 
various conditions. To use the terms of Trabasso and Magliano’s, we can postulate that 
readers will activate more world knowledge to guide their comprehension when the 
topic is familiar, whereas the activation will be reduced if the topic is unfamiliar. 
However, it remains unclear what will occur when the topic of the passage is familiar, 
yet the language difficulty of the passage is beyond the current language proficiency of 
the reader. Will the reader still be able to use knowledge to compensate for linguistic 
deficiency or will the reader be bogged down by linguistic difficulty, forced to solve 
only local linguistic problems and pay no attention to anything else? By the same token, 
we are equally not clear how a passage with an unfamiliar topic but an easy linguistic 
level would affect the reader’s cognitive efforts during the reading process. With 
respect to inference making, first of all, it is not clear how its generation might be 
affected by unfamiliar topic and language difficulty in terms of the number of 
inferences being generated. Secondly, we know little about what the properties of the 
inferences generated may be. For example, what are the sources of information for the 
inferences generated? What are the functions of the inferences? Is the amount of the 
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inference generated influenced by readers’ familiarity with the reading topic or the 
language difficulty of the text? The current study is designed to directly answer these 
questions. 
In addition to inference generation, anther cognitive effort that might be affected 
during the reading process by the interplay of language difficulty and topic familiarity is 
the metacognitive aspect of text comprehension. As explicated in the previous chapter, 
metacognition refers to a person’s knowledge of cognitive processes and states 
including memory, attention, knowledge, conjecture, and illusion (Flavell, 1976; 
Wellman, 1985). It is also widely quoted by researchers as “cognition about cognition” 
(Brown, 1980; Flavell, 1981; Wellman, 1985). In the domain of reading, Brown (1980, 
1986) believes that metacognition involves knowledge of four variables: text, task, 
strategies, and learner characteristics. It also includes control or self-regulation of 
cognition. Ample evidence from LI research studies on both children’s and adults’ 
comprehension monitoring behaviors has suggested that metacognitive awareness 
separates skilled readers from less skilled readers (August, Flavell, & Clift, 1984; Baker 
& Brown, 1984; Gamer & Kraus 1981; Gamer & Reis, 1981; Hare, 1981; Myers & 
Paris 1981; Steinberg, Bohning, & Chowning, 1991). 
To date, results from the limited number of research studies on L2 reading 
monitoring behaviors have shown that proficient L2 readers prefer a more global 
meaning-based approach to reading. On the other hand, non-proficient L2 readers seem 
to focus on local or word-level problems. Consequently, while the retelling of a text by 
a proficient L2 reader seems to be connected and integrated, a non-proficient L2 
reader’s retelling of a text contains more details than main ideas, and may even lack 
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comments regarding the thesis of the text (Block, 1986, 1992). However, some 
inconclusive results were also shown by other L2 reading research. Carrell (1988), for 
example, reported that “local strategies” (focusing on grammatical structures, sounding- 
letter, word-meaning, and text details) were positively correlated with reading 
performance for an English LI group when reading Spanish as L2. But for the Spanish 
LI group reading English as L2, “global strategies” (using background knowledge, text 
gist, and textual organization) were positively correlated with reading performance. 
Carrell suspected the cause of this inconsistency lay in the L2 level of the English LI 
group being lower than that of the Spanish LI group. Hence, associating a better 
reading performance with the use of bottom-up decoding skills for the English LI group 
may be due to their lower L2 proficiency level. 
These studies provided evidence on how readers with varying L2 language 
proficiencies monitor their comprehension differently while reading. Yet, it is not clear 
how L2 readers of the same proficient level respond differently to different texts in 
terms of their comprehension monitoring strategies. Since comprehension monitoring 
involves the evaluation and regulation of one’s own ongoing comprehension processes, 
it requires a certain amount of cognitive resources to engage in the effort (Baker, 1979). 
Consequently, it is reasonable to assume that such ability would be affected by the 
threshold hypothesis or the capacity hypothesis. Hence, when reading a harder text 
both linguistically and content-wise as compared to reading a simpler text, readers will 
have fewer resources at their disposal to engage in comprehension monitory, or their 
comprehension monitoring will be limited to the local level. Carrell’s study (1988) 
seems to have indirectly supported such an assumption. However, as Brown (1986) 
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indicated, metacognitive awareness is difficult to notice during an automatic-pilot state 
until a triggering event occurs that impedes the comprehension. Following such a 
triggering event, laborious effort will be made to ensure the smooth progress of 
comprehension. Consequently, the conscious control of one’s cognition might be most 
noticeable in this so-called “debugging state.” Therefore, it is quite possible that 
readers will engage in special effort to monitor their comprehension when given a 
difficult text to read, so as to ensure comprehension. For this reason, in addition to the 
generation of inferences, this study intends to investigate how topic familiarity and 
language difficulty affect readers’ behavior in the effort of monitoring their 
comprehension. 
Finally, in addition to the on-line processing activities, this dissertation will also 
examine the effect of topic familiarity and language difficulty on the resulting memory 
representation of the text as measured by recall. While a great majority of the research 
studies adopting a schematic view provided strong evidence on how readers’ 
background knowledge in the reading topic positively affect their reading 
comprehension, only a limited number of the studies dealt with readers’ schemata and 
other factors simultaneously (Barry & Lazarte, 1995; Carrell & Wise, 1988; Riley, 
1993). Consequently, the final focus of the current dissertation is to further our 
understanding on how readers’ background knowledge in the reading topic interacts 
with other factors, such as language difficulty, in affecting their comprehension. 
As such, two research questions were formulated as the center of the 
investigation of this dissertation: 
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1. How do topic familiarity and language difficulty influence L2 learners’ 
allocation of cognitive resources during the reading process? 
2. How do topic familiarity and language difficulty affect the memory 
representations of the texts by these L2 learners? 
Before proceeding with a description of the design details of the current study, 
an account of the method of verbal report used increasingly in both LI and L2 reading 
research would be necessary at this juncture. As mentioned briefly throughout the 
discussion of empirical studies of LI and L2 reading in previous chapters, one major 
criticism associated with some of the studies was the use of post-reading tasks, such as 
comprehension tests, as the source of data for investigation. Activities readers engaged 
in during the reading process were not measured. Performance on these tasks was then 
judged by the investigators against certain preset criteria to determine how well the 
readers comprehended. Consequently, we know the outcome of an act of reading, but 
know very little about how the comprehension came about. On the other hand, verbal 
reports, such as interviews and think-aloud protocols, entail readers reporting in their 
own words either orally or in writing the various things that occur during the reading 
process. This includes both the types of problems they encounter and the various 
thoughts that come to mind throughout the reading process. As a result, this type of 
investigation has been increasingly favored by reading researchers for a few reasons. 
First of all, researchers generally agree that verbal reports, especially concurrent verbal 
reports, tap directly into the psychological aspects of the reading processes otherwise 
hidden from view. In addition, the fact that these reports come directly from readers 
themselves further increases the popularity of verbal reports in reading research. For 
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these reasons, the next chapter will be devoted to an examination of the methodology of 
verbal reports in reading research. 
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CHAPTER 6 
VERBAL REPORTS IN READING RESEARCH 
Verbal reports refer to protocols in which people verbally express what they 
think and do during or after the process of completing a task. When protocols are done 
simultaneously with the task, such as think-aloud, they are called concurrent 
verbalization (Ericsson & Simon, 1980). If the protocols are done after the task, such as 
interviews, they are called retrospective verbalization (Ericsson & Simon, 1980). 
According to Pressley and Afflerbach (1995), verbal analysis is commonly used to 
investigate strategies in problem-solving contexts, including physics problem solving, 
student cognition during instruction, and reading comprehension. It is believed that 
verbal reports reveal what occurs during processing information much more directly 
and explicitly than other measurements that are designed to indirectly infer the process 
through measurement of performance, such as eye movement or reading time (Ericsson 
& Simon, 1984). For this reason, researchers interested in investigating how people 
solve problems, rather than how well they solve problems, favor verbal protocols. 
Reading can be viewed as a type of problem-solving task where the reader must 
orchestrate a repertoire of strategies, such as using text structure or relating text 
information to background knowledge, to aid the progress of comprehension. Thus, it 
becomes an area where verbal protocols are widely used. 
Yet, verbal protocols are by no means without controversy, having met with 
various criticisms over the years. Watson (1920), for example, suggested that different 
types of tasks may affect verbal reporting and questioned whether verbal reporting 
would be as adequate in more complex problem-solving situations as it is in simpler 
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contexts. Also, since verbal reporting is all about people describing their thoughts 
through their words, the validity of this methodology is questioned due to the variability 
of language. Such concern was well explicated by Pressley and Afflerbach (1995): 
When a subject provides verbal reports, there is the build-in language 
variation that is part of the individuals’ personality and way of interacting 
with the world. When a researcher attempts to analyze the verbal report, a 
separate worldview, vocabulary, and set of inferencing processes is put 
into action... [therefore,] the richness and variability of language are the 
greatest assets and liabilities of the verbal reporting methodology. 
Other concerns about verbal reports have to do with when and what subjects are 
requested to report. As will be shown later in this chapter, the former is related to the 
probing questions used to elicit verbal reports, and the latter involves the immediacy of 
verbal reporting. 
The purpose of this chapter is thus to give a critical evaluation of the 
employment of verbal reports in the context of reading research. To do this, this 
chapter will start with a more detailed description of verbal protocols and an account of 
the things that deserve careful consideration when this method is employed. A critical 
survey of the research studies that adopted the verbal report methodology while 
investigating reading comprehension and reading strategies will also be presented. 
Finally, the implications of using introspective methods in classroom instruction to 
improve students’ reading comprehension will be discussed. 
Methodological Issues of Verbal Reports 
As mentioned in the beginning of this chapter, verbal protocols allow people to 
report their thoughts and actions when performing a particular task. This way of getting 
information can be traced to Aristotle and Plato, who encouraged people to talk about 
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what was on their minds, and is an effective tool for investigating the cognitive 
processing in a variety of tasks (Boring, 1953; cited in Pritchard, 1990b). In the early 
period of psychology, according to Ericsson and Simon (1984), verbal reports were the 
mainstay of classical introspection, analysis of problem solving, clinical analyses of 
thoughts, and analyses of the development of children’s thinking. Nevertheless, the 
uncritical belief of some investigators that verbal reporting by trained subjects reveals 
uncontroversial observations of their cognitive processes has resulted in careless data 
collecting methods. Consequently, mutually inconsistent verbal reports collected in 
different laboratories were found. Opponents of the introspective method, thus, argued 
that the method was unscientific and should be discarded. As a result, introspective 
method fell into disrepute, while psychologists began to rely heavily on behavioral 
actions, such as eye movements, to trace the intermediate steps of the thought processes. 
However, the introspective method was revived in the 1970s after researchers 
having focused their attention on stimulus-response relations for such a long time, 
yearned to discover in detail the mechanisms and the internal structure of cognitive 
process that generated these relations. In an effort to establish a framework for human 
information processing, Ericsson and Simon (1980, 1984) hypothesized that human 
cognition processes information and that information is later stored in one of two types 
of memories, each with different capacities and accessing characteristics. Short-term 
memory (STM) is assumed to have a limited capacity and/or intermediate duration, 
while long-term memory (LTM) has a much larger capacity and relatively permanent 
storage, but it takes more time for fixation and access of information stored in LTM. 
Considering this information processing model, it is assumed that recently acquired 
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information is kept in the STM, and is directly available for further processing, whereas 
information in the LTM will have to be retrieved and transferred to STM before any 
further processing can take place. As such, the thought process can be described as a 
sequence of heeded information. 
In order to externalize the thought process, two means have been devised: 
interviews and “think-aloud” procedures. Both of these methods are “verbal-report 
methods” in that subjects report what they have thought or done to the investigator 
during or after the completion of a task. Since interviews are usually done at the end of 
the task eliciting information about a thought process already completed, they produce 
retrospective verbalizations. Think-aloud procedures, on the other hand, occur 
simultaneously with the task, thus producing concurrent verbalization (Gamer, 1988b). 
In regards to the collection of data from verbal reports, one must consider the 
experiences and insights of other researchers. As Ericsson and Simon (1984) cautioned 
us, “any observable behavior used as data for a thought process requires an explicit 
account of its relation to the states of the thought processes and any mediating 
additional cognitive processes.” Hence, one must be aware of the type of instructions 
given to subjects and the kind of information they generate. For example, in addition to 
asking subjects about their thoughts and actions, some researchers, in order to gain as 
much information as possible about subjects’ cognitive processes, will ask why subjects 
think or do things a certain way, or for another perspective, will ask subjects to describe 
their physically doing or visually perceiving something. These additional instructions, 
in Ericsson and Simon’s point of view, are not as desirable as simply asking the subjects 
to vocalize what they are thinking, i.e., the content of their thinking, since these further 
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instructions would be unnecessary if the requested information could be derived from 
normal think-aloud procedure. Secondly, and perhaps more importantly, since the 
requested information is not normally heeded in the thought process, the sequences of 
heeded states must be changed to bring additional information to the subject’s attention 
for subsequent verbalization. As a result, not only the accuracy of performance, but 
also the characteristics of generated solutions may be affected (Ericsson & Simon, 
1984). Therefore, the inferencing of the process is best left to the researchers. 
For this reason, before carrying out any procedures to externalize the thought 
process for observation and analysis, Ericsson and Simon suggest task analysis. Task 
analysis refers to a systematic analysis of the information on the procedures, methods 
and knowledge available for producing answers to a certain task or domain of tasks 
(Ericsson & Simon, 1987). Task analysis is important to a successful investigation in 
that it allows the researcher to externalize his/her understanding of the processing that 
would occur in a particular task situation by predicting what people will self-report 
during the task. The purpose of doing a task analysis, thus, is to eliminate the 
possibility that a subject may rely on information not associated with the experimental 
variables. Consequently, a task analysis also entails planning the proper procedures for 
performing the tasks. As Ericsson and Simon contended (1987), certain types of 
procedures do not assure thinking, thus allowing room for guessing. Hence, the thought 
process would not be effectively tapped. Task analysis will enable us, first, to make 
sure the procedure taps into the thought process and, second, to provide a priori 
expectations regarding the possible thought processes available for generating the 
answer to the task. Given proper task analysis, decisions on what kind of observations 
73 
are relevant to the goal of the task can then be better defined and collected. Further¬ 
more, valid evidence about the thought processes will consequently be presented more 
convincingly. However, as Pressley and Afflerbach (1995) cautioned us, the degree of 
accuracy in the predictions about what people will self-report during a task might be 
affected by individual differences between thinkers, such as their prior knowledge. For 
example, a person who is knowledgeable about physics may employ reading strategies 
that are quite different from those that are used by people who know little about 
physics. Thus, in order to make accurate predictions about processing strategies that are 
likely to occur during a task, it is important that the researcher understand the task, the 
state of knowledge of the individual who will be performing the task, as well as how 
processing the task varies with different levels of prior knowledge. 
As for the interview procedure, Ericsson and Simon also listed several 
recommendations for data collection. The first has to do with the immediacy of 
retrospective reports. Given Ericsson and Simon’s theoretical framework of cognitive 
processes, the retrospective reports should be given immediately after the task is 
completed, while much information is still in the STM for direct access and can be 
reported directly. However, they also recognized that some of the information may 
have entered LTM and therefore, have become less available for direct access, even 
when the retrospective reports were done immediately after the task. The longer the 
delay was between finishing the task and the interview procedure, the less likely the 
reports were to be complete, thus resulting in less accurate inferences regarding the 
thought process. 
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The second recommendation for conducting retrospective reports, again, has to 
do with the type of questions asked the subjects. They recommend that researchers ask 
questions that reflect what was heeded in the LTM at the time of a specific episode, 
rather than inferred by the subjects from information previously acquired. They further 
suggest that subjects’ tendency to fill in missing information be avoided by instructing 
subjects only to report details that they can remember heeding at the time of the original 
episode. In other words, it is possible to separate the inferred information if such 
inferences are not considered part of the possible sequences of thoughts. Hence, one 
can avoid the problem of subjects telling more than they know (Gamer, 1988b). 
Also, researchers should avoid instructions that ask subjects to establish reasons 
and causes for thoughts and actions. Ericsson and Simon pointed out that some 
researchers have shown that subject’s reasons frequently could not account for the 
experimental variables that actually influenced their behavior (Nisbet & Wilson, 1977). 
This led Ericsson and Simon to conclude that establishing a reason for a thought or 
action is quite different from reporting the thought sequence as remembered, i.e., the 
content of the memory. Hence, establishing a reason for a thought or action actually 
provides little evidence of the thought process. Finally, Ericsson and Simon argued that 
retrospective reports should not be used to elicit responses to hypothetical situations 
because such questions are probing for something that was never heeded originally, and 
therefore never stored in memory. In addition, such questions may be particularly 
difficult for young children to interpret (Gamer, 1988b). 
Despite these recommendations by Ericsson and Simon for successful and 
effective data collection of verbal reports, it is still acknowledged that even a complete 
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verbal report will only contain a sequence of states of heeded information (1987). In 
addition, as recurrent processes become automated, they are particularly less accessible 
to verbal reporting (Ericsson & Simon, 1980). Thus, it is important to keep in mind that 
verbal reports are incomplete records of thinking, and it would be erroneous to equate 
language with thought (Meichenbaum, 1980). 
Following the publication of Ericsson and Simon’s 1980 respected article on 
using verbal reports as data, in which they successfully refuted criticisms of the 
methodology by explaining when and why verbal reports can be expected to be 
believable and when and why they cannot, verbal reporting regained its legitimacy as 
one of the instruments used to investigate cognitive activities. One area in which such 
introspective methods have been widely used is the area of reading research. 
Critical Survey of Verbal Reports in Reading Comprehension 
The reading process is very mysterious, as most of the activities are invisible to 
the eye and therefore, not directly available for observation. For a long time, the 
reading process, in one way or another, had to be inferred from observable entities, such 
as eye movements and closed dictation. However, the ability to only indirectly infer the 
processes, instead of directly probing them, has led researchers to seek for alternatives 
that would allow for more direct observation of what actually goes on during the 
process. Introspective methods thus lend themselves very well in this aspect, for there 
is no better way to obtain information of such activities than from the people who use 
them. 
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Indeed, Pressley and Afflerbach (1995) pointed out that there are at least three 
advantages to using verbal reports when studying the reading process: 
first, it can provide data on cognitive processes and reader responses that 
otherwise could be investigated only indirectly; second, verbal reports 
sometimes can provide access to the reasoning processes underlying 
sophisticated cognition, response, and decision making; third, verbal 
reports allow for the analysis of affective processes of reading in addition 
to (or in relation to) cognitive processes. 
The remainder of this section will be devoted to a critical review of the studies 
that have adopted verbal reports as their primary source of data in the investigation of 
reading process and reading strategies, including both cognitive and metacognitive. 
The studies chosen for the following section of review will be further classified into two 
main categories: those on LI reading research and those on L2 reading research. 
Verbal Reports in LI Reading Research 
In a study to investigate comprehension monitoring, memory, and study 
strategies of good and poor readers, Paris and Myers (1981) divided 32 fourth graders 
equally into two groups: good readers and poor readers. Subjects read 4 articles, two in 
the spontaneous monitoring condition where the subjects read the articles out loud, and 
two in the directed underlining condition where subjects underlined unclear portions of 
the texts. After the reading session, subjects answered questions on each story and 
recalled verbally what they remembered from each of the four stories, while the stories 
were prompted by their titles. Comprehension measurements were made based on 1) 
spontaneous comprehension monitoring behaviors such as repetitions, hesitations, and 
self-corrections, 2) number of words and phrases underlined, 3) number of 
comprehension questions answered, and 4) number of clauses recalled from the stories. 
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Results of the study showed that both good and poor readers engaged in monitoring 
activities, but poor readers did so less frequently than good readers. Also, poor readers 
demonstrated less accurate comprehension and recall of the stories. 
One thing to be noted in this study is that these subjects were talking-aloud, 
instead of thinking-aloud, during the spontaneous monitoring condition. Talk-aloud, 
although only loosely recognized as a form of verbal report, is different from think- 
aloud in that talk-aloud simply refers to the vocalization of “silent speech,” whereas 
think-aloud requires subjects to first convert heeded information into a verbalizable 
form in order to vocalize it (Ericsson & Simon, 1984). By asking subjects to talk-aloud, 
instead of think-aloud, during the spontaneous condition, Paris and Myers avoided one 
commonly met problem associated with using the think-aloud technique on children: 
children’s think-aloud may be impeded by their language ability, as well as their 
cognitive ability in interpreting instructions (Blank, 1975; Gamer, 1988b). 
However, the recall procedure of their study seems violate the recommendation 
given by Ericsson and Simon, regarding the interval between reading and recall. More 
specifically, in this study, subjects were not told to recall the information of each story 
until after all four stories were read, and only then were the stories prompted by their 
titles. According to Ericsson and Simon (1984), recall should be conducted 
immediately after the reading of the text while information is still stored in STM. 
Recall of information much later after the completion of the task requires that 
information be retrieved from the LTM, and is thus subject to memory loss. Although 
the order of recalling the stories is in accordance with the order of the stories’ 
presentation, the information recalled might have been affected by either memory loss 
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or potential mix-up of the stories. Since the effect of immediate recall and delayed 
recall has been confirmed by a number of studies, perhaps a better way might have been 
to ask the subjects to recall the information immediately after each story was read and 
before they went on to another story (Gamer, 1982; Paris & Myers, 1981). 
In order to investigate if mature readers’ problem identification is tied to 
successful comprehension and if good and poor readers monitor their comprehension 
differently. Hare (1981) conducted a study in which recall protocols were used to 
collect the types of problem identification and problem-solving strategies used by 
subjects when they read. Two passages, the subjects having high knowledge of one and 
low knowledge of the other, were used as the reading materials of this study. Subjects 
were assigned randomly to read one of the two passages first. Written recalls of the 
reading behaviors and strategies used for reading each passages were collected after 
each story and were rated based on subjects’ problem identification and problem¬ 
solving strategies. Results show that poor readers were not only less aware of the 
causes of their problems, but the number of strategies they reported using was also 
much smaller that that of the good readers. Furthermore, the strategies used by poor 
readers were not as flexible either. 
As contended in the study, the possible entanglement between the two types of 
information in the recall protocols, one that actually happened during the reading 
process and one that was inferred by the subjects as should have had happened, 
deserves closer attention. One example of the latter is that some subjects in this study 
may have recalled behaviors typical of good readers they have known, instead of the 
behaviors they actually used. In other words, subjects might have articulated more than 
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they know, exemplifying a common criticism associated with retrospective 
verbalizations. Indeed, researchers have cautioned that data gained from verbal reports 
should not be taken as the actual reading process but merely a reflection of the 
processes, and that subjects not only could report more than they know but also know 
more than they can report - as is the case with younger children (Gamer, 1988b; 
Pressley & Afflerbach, 1995). One way to minimize this problem, as Ericsson and 
Simon recommended (1980), is to use a combination of methods, such as think-aloud or 
interview, so that data can by triangulated to increase the internal validity of the study. 
In another study investigating the effects on adults’ question-answering 
performance, Gamer and Alexander (1982) were interested to see if there were 
differences in the performance between subjects who used the question-forming 
strategy to discern what the eventual question might be during reading and those 
subjects who did not verbalize such a strategy. Thirty undergraduate students read a 
4200-word article in English and were then told that there would be a question asked 
about the content of the article. The subjects proceeded to read and about every two 
pages, were asked to stop and reflect in writing about the reading process and how they 
were preparing for the unspecified question. After the task, subjects were told to write 
down everything they could remember about a particular aspect of the article targeted 
by the final question. Results showed that subjects who articulated the question¬ 
forming strategy did significantly better in the recall protocols than those subjects who 
did not. 
One important technique in eliciting verbal reports is well exemplified in this 
study: the instructions given to subjects on how to reflect their thought processes were 
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not cued toward the targeted strategy, specifically, question-forming. As Ericsson and 
Simon (1980) warned us, cued instructions may affect subjects’ verbal-reports, as 
subjects may deem the targeted strategy more desirable and consciously use it in then- 
task, consequently, altering their normal process. 
Verbal Reports in L2 Reading Research 
One of the earliest and most frequently cited studies, Hosenfeld’s 1977 
investigation of reading strategies of successful and nonsuccessful second language 
learners, made verbal reports essential to the study of the reading process. In this study, 
the 40 participating undergraduate students, based on scores from a reading test, were 
placed into either a high or a low reading proficiency group. Subjects read a passage 
and were prompted to think-aloud by the investigator using non-cueing questions. 
Think-aloud data was then transcribed and strategies were coded into two sets of 
symbols, one subset describing the subjects’ main meaning line and the other word¬ 
solving strategies. After the think-aloud excerpt was coded into symbols, a “reading 
map” was created to provide visual portrayals of individual student’s reading strategies, 
facilitating comparison between good and poor readers’ reading behaviors. 
A comparison of the “reading maps” and the think-aloud segments revealed that 
good readers tend to keep the meaning of the passage in mind. They read in broad 
phrases, skip unimportant and unknown words, and treat looking up words as a last 
resort. They also have a positive self-concept as a reader. Conversely, poor readers 
often do the opposite of what good readers do. 
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Although Hosenfeld claimed that the procedure used in the study was an 
introspective one, according to the definition given by Ericsson and Simon (1980), it is 
actually more closely related to retrospective. Although subjects were prompted to 
think-aloud, they were providing a description of events occurring during the reading 
process, instead of just the content of their thoughts. To call the procedure ‘think- 
aloud’ is obviously an over-simplified view of introspective methods (Cavalcanti, 
1987). 
Block conducted two studies on L2 readers’ reading strategies, one involving 
comprehension strategies and the other metacognitive ones (1986, 1992). Both studies 
used introspective methods, including think-aloud and recall. In the first study (Block, 
1986), Block was interested in discovering the comprehension strategies used by 
nonproficient readers of English. Nine subjects were chosen for the study, 6 of whom 
were ESL students and 3 of whom were English native speakers. The subjects were 
asked to read two articles, one in English and the other in their first language (translated 
version of the 2nd English article). The English native speakers read both articles in 
English. Think-aloud sessions were conducted and recorded while subjects read the 
first article. For the second passage, subjects were asked to respond after each 
paragraph. Recall (retelling) of the text and multiple choice questions were used to 
measure comprehension. Recall was scored according to the number of thesis 
statements and the number of main ideas and details reported. Results from this study 
showed that many differences existed between groups of students identified as 
nonproficient readers. Some readers employed an extensive mode, dealing directly with 
the message conveyed by the author and focusing more on understanding the author’s 
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ideas. These readers also tended to respond in the third person during their think-aloud 
session. Because they routinely integrated information in the text, these readers were 
called “integrators” and judged to be better learners. “Nonintegrators,” on the other 
hand, used a reflexive mode, relating to the text affectively and directing attention away 
from the text and towards themselves. They focused on their own thoughts and 
feelings, rather than the information stated in the text. 
In the second study (Block, 1992), Block shifted her interest to the 
comprehension monitoring strategies utilized by LI and L2 readers. Twenty-five 
undergraduate students participated in this study, and were divided into four groups: 
proficient native readers (PN), proficient ESL readers (PESL), less proficient native 
readers (LN), and less proficient ESL readers (LESL). The subjects read an expository 
text, in which purposeful errors were inserted. They also performed think-aloud on 
“everything they understood and everything they were thinking,” as they read the 
passage. Once again, red dots were place after each sentence to remind subjects to 
respond. Think-aloud sessions were tape-recorded. 
Observations of think-aloud sessions were focused on identifying two potential 
problems: finding appropriate pronoun referents and defining unknown words. 
Subjects’ monitoring processes were considered to be comprised of three stages: 
evaluation of comprehension (problem recognition and problem source identification), 
action (strategic planning and action/solution attempt), and checking (checking and 
revision). Findings demonstrated that control of these stages depended more on reading 
ability than on language (LI or L2), reconfirming Block’s contention that “strategy use 
is a stable phenomenon which is not tied to specific language features” (1986). PNs 
b 
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used the process most completely and explicitly, while PESLs used the same almost as 
completely, but not as explicitly. Both LNs, and LESLs performed poorly at detecting 
problems and identifying problem sources. They also lacked the resources to solve 
problems. 
Block’s two studies serve as good examples of how introspective methods (e.g., 
think-aloud) can be used to probe into not only the reading process, but also the subtle 
differences within groups of readers. However, there seems to be a potential problem in 
her think-aloud procedure. In both studies, the think-aloud sessions were conducted in 
English, even for the ESL subjects. Although Ericsson and Simon did not specifically 
recommend using subjects’ first language when they self-report, many L2 reading 
research studies have suggested that using the language with which subjects are most 
comfortable would facilitate reporting, and also increase the content of the report (Lee, 
1986; Wolff, 1987). In Block’s studies, if the ESL subjects were comfortable reporting 
in English, no such potential problem exists. However, ESL subjects were not offered 
the choice of reporting either in their first language or in English. Hence, there is no 
way of judging the influence various proficiencies with the English language had on the 
verbal reports of the ESL subjects, in terms of both the quantity and the quality of the 
information reported. 
Davis and Bistodeau (1993) also employed think-aloud protocols in a study 
designed to explore the differences between LI and L2 reading. Eight undergraduate 
native readers of English and 8 graduate native readers of French participated in the 
study. Two articles were chosen as the materials for the study. Two versions of each 
article were then produced, one in English and one in French. Of the two articles, one 
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was expected to be familiar and the other unfamiliar to both groups. Subjects were told 
to read both articles, one in LI and one in L2. The reading order for the LI and L2 
articles was counterbalanced. During the reading process, subjects were instructed to 
use the think-aloud technique to reveal their thought processes. Single-sentence cueing, 
with each sentence typed on individual cards, was used to elicit verbal reports. After 
the think-aloud session, a brief interview was conducted to resolve any questions 
regarding the subject’s comments in the protocols. Think-aloud sessions were tape- 
recorded and the data generated was then analyzed both quantitatively, by calculating 
the proportion of reported strategies, and qualitatively, by examining the content of the 
think-aloud protocols for strategy use. Next, subjects were told to recall in writing what 
they remembered from the text. Recall protocols were also divided into idea units for 
analysis. 
Results from the study showed a significant difference in reported strategy use 
among the English native readers, due to the language of the text. They appeared to 
favor top-down strategies in LI reading, but more bottom-up strategies in L2 reading. 
As for the native readers of French, no significant difference existed across the two 
variables of language and types of strategies reported. The native readers of French, 
being more linguistically proficient, tended to use more top-down strategies in both LI 
and L2 readings. 
Floriba (1996) conducted a study investigating the relationships between 
language competence, text’s coherence and inferences in L2 reading. Seventy-six 
university students participated in this study and were divided into four groups: L2 
Intermediate, L2 Advanced, LI Japanese and LI English. Two stories were selected for 
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the study and each story was edited to create a high coherence and a low coherence 
version. All subjects read the stories in Japanese, except for the LI English group, who 
read the English translation of both articles. Subjects then were randomly assigned to 
one of two conditions: think-aloud or silent reading. They were also assigned to one of 
two passage conditions: high-coherence or low-coherence text. In each condition, 
subjects read both stories with the presentation order of the stories counterbalanced 
between subjects within each group. 
On the screen of a Macintosh microcomputer, each sentence of the text was 
presented one at a time, while think-aloud data was collected for observations. After 
the reading (think-aloud or silently), recall protocols on the stories, written in subjects’ 
LI, were collected. Analyses of think-aloud and recall information were performed to 
discover not only how language competence affects text processing, but also how a 
text’s causal structure influences the generation of inferences. Furthermore, the 
influence of cognitive resources allocation on text representation and recall during 
reading was also studied. 
Findings from the study revealed that L2 readers tend to analyze words and 
sentences more instead of using higher-level strategies, such as making inferences or 
using general knowledge, while LI readers employ more elaboration and general 
knowledge association. Moreover, the think-aloud productions of L2 readers showed 
no changes in the allocation of cognitive resources as a result of the text’s textual 
structure, either high or low-coherence. LI readers’ think-aloud protocols, on the other 
hand, were clearly affected by the textual coherence, in that elaborative inferences were 
more actively generated for the low-coherence texts in an effort to develop a more 
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coherent representation of the text. In regards to the effect of the text’s causal structure 
on recall and the generation of backward inferences, such a relationship existed in the 
LI groups, but it was not found in the L2 groups, except in the second recall of L2 
Advanced readers. Even though such an effect was observed in LI groups, analysis of 
the recall protocols showed differences between the two LI groups. Analysis indicated 
that the LI Japanese group’s generation of inferences influenced their recall, especially 
of sentences from which those inferences were generated. However, such a relationship 
was not found in the LI English group. This last finding in Horiba’s study exemplifies 
how certain data, such as differences within groups of subjects, would be unavailable 
without introspective methods. 
One methodological issue shared by Horiba’s study and that of the Davis and 
Bistodeau involves the particular procedure chosen for think-aloud sessions. Both 
studies presented the text sentence by sentence with each sentence either typed on 
separate cards (Davis & Bistodeau) or presented one at a time on a computer screen 
(Horiba). Such procedure, as Davis and Bistodeau suggested in their study, should be 
compared for test effect with other think-aloud procedures, such as embedding red dots 
in the text. Pressley and Afflerbach (195) contend that the advantage of presenting the 
text in a sentence-by-sentence manner is that, given the control of the amount of text, it 
may yield more reports reflecting the content of the STM. However, whether or not it 
impedes certain reading strategies, such as rereading, skimming, searching, and 
reacting, is an issue that must be further investigated. 
Currently, researchers generally acknowledge that introspective reports, 
especially think-aloud protocols, are an indispensable tool in the investigation of 
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comprehension processes. Indeed, much valuable information has been derived from 
the employment of such methodologies. In terms of inference generation, Trabasso and 
Magliano (1996) were able to differentiate, based on subjects’ think-aloud protocols, 
inferences supplied by prior text information from inferences supplied by prior world 
knowledge. Zwan and Brown (1996) also discovered that less skilled readers generated 
more inferences associative in nature, while skilled readers generated more explanatory 
inferences in order to integrate information across sentences, and create a coherent 
mental representation of the story. These findings would not have been possible 
employing other types of methodologies not designed to reveal on-line processing 
activities. 
As much as verbal reports are considered invaluable for disclosing hidden 
thought processes during reading, researchers have different opinions on the types of 
information that can and cannot be derived from think-aloud protocols. For instance, 
despite the fact that think-aloud analyses provide valuable information regarding the 
types of inferences that can be generated on-line, researchers are still doubtful that 
think-aloud analysis can be used to identify the memory operations underlying 
inferences (Long & Bourg, 1996; Whitney & Budd, 1996). For example, Trabasso and 
Magliano (1996) distinguished between inferences made when readers maintained 
information across story sentences from those made when readers retrieved information 
from prior story events. However, Whitney and Budd (1996) argued that the working 
memory has fuzzy boundaries and it is hard to distinguish between maintenance and 
retrieval solely from think-aloud protocols. 
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Long and Bourg (1996) further argued that think-aloud protocols, as a result of 
the pragmatics of the task, may either overestimate or underestimate the amount of 
information that readers maintain across story sentences. For instance, given the need 
to verbalize the thinking process, readers may be encouraged to produce more 
connections than usual. Alternatively, the think-aloud task could be viewed as a 
stoiytelling event, and hence, subject to some implicit rules that govern conversational 
discourse. In such a case, since a speaker expects a listener to infer some events from 
common ground information, certain events would not be verbalized. Therefore, think- 
aloud protocols might underestimate the amount of information maintained across story 
sentences, especially if the subject believes certain events could be inferred from the 
background shared by him and the investigator. Despite these concerns, however, 
verbal reports are widely recognized for their ability to probe into the comprehension 
processes more directly, and provide valuable information about the reading process 
which would otherwise have to be indirectly inferred (Ericsson & Simon, 1980; Gamer, 
1988b; Pressley & Afflerbach, 1995). 
Given verbal reports’ great advantage of directly probing into the on-line 
reading process, many researchers have suggested that they may have equal use during 
classroom instruction. The following section will explore the use of verbal reports in 
reading instruction. 
89 
Verbal Reports in Teaching of Reading Comprehension Strategies 
About the same time the use of verbal reports as a research instrument was 
validated, researchers started to advocate the use of verbal reports for teaching reading 
strategies, including both comprehension strategies and comprehension monitoring 
strategies (Bereiter & Bird, 1985; Hosenfeld, 1977; Jacobs & Paris, 1987; Palincsar & 
Brown, 1984; Shih, 1992: Wham, 1987). Some argued that verbal reports could serve a 
diagnostic purpose, as they probed into the source of a student’s difficulty in reading, 
while others used verbal reports to identify teachable strategies for teaching purposes 
(Bereiter & Bird, 1985; Wixson et al., 1984). Still others suggested that verbal reports 
not only be used to teach comprehension strategies, but also to foster comprehension 
strategies (Palincsar & Brown, 1984). 
The rational for using verbal reports in actual classroom instruction is closely 
related to current interactive views of reading emphasizing “an active learner who 
directs cognitive resources to complete the task” (Gamer, 1987). Also, numerous 
studies on reading strategies have yielded valuable information on the difference 
between effective and ineffective reading strategies, and have consistently shown that 
awareness of the tasks, task requirements, and strategies is a key factor that separates 
proficient and less proficient readers (Baker & Brown, 1984; Block, 1986; Carrell, 
1988; Gamer & Kraus, 1982). Metacognitive knowledge, along with fix-up strategies 
and comprehension strategies, thus has become an important component in today’s 
reading instruction. 
Verbal reports, requiring students to extensively think introspectively about their 
reading habits, consequently seem to be an excellent tool to raise the kind of awareness 
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that is needed for successful reading. Indeed, the facilitative effects of identifying the 
kind of metacognitive knowledge lacked by less proficient readers and of training in 
metacognitive strategies for reading have been suggested by a number of studies. 
Wixson et al. (1984), for example, used RCI (Reading Comprehension Interview) to 
probe into students’ metacognition about task, task requirements, and strategies actually 
used in their reading. They argued the RCI could help the teacher identify patterns of 
responses to later serve as a basis for diagnostic questions and eventually instructional 
guidelines. 
In another study, Palincsar and Brown (1984) instituted a procedure that they 
called “reciprocal teaching,” a peer tutoring procedure in which students alternated roles 
of tutor and learner. Students learned how to prompt each other to use four kinds of 
strategies: self-questioning, summarizing, paraphrasing, and predicting information in 
the text. Results showed that students who participated in reciprocal teaching exhibited 
significant gain in reading comprehension and memory after 20 days of instruction. 
In her pioneer study on reading strategies of successful and unsuccessful second 
language readers, Hosenfeld (1977) was one of the first to use think-aloud protocols to 
investigate the strategies used in the on-line reading process. From the think-aloud 
sessions, Hosenfeld was able to create a reading map that portrayed individual student’s 
reading strategies for comparison. Based on the effectiveness of each strategy, a 
computer print out was constructed with a positive (+), a negative (-), or a no difference 
(ne) sign, indicating the value of each strategy. After the teacher constructed “computer 
print-outs” for individual students, Hosenfeld suggested that the technique of think- 
aloud be used in the classroom to group several students together when they read, 
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allowing those students to acquire new reading habits. The students should take turns to 
think-aloud and describe the strategies they use as they read, while the rest of the 
students can supplement each other’s description. It is believed that this practice will 
allow students to compare their own strategies with the ones that are used by an 
identified successful reader. Hopefully, they will eventually be able to replace 
ineffective strategies with effective ones. 
In another study that used think-aloud for the identification and teaching of 
reading comprehension strategies, Bereiter and Bird (1984) first identified four main 
strategies that were used by proficient readers: restatement, backtracking, demanding of 
relationships, and problem formulation. They then instituted four instructional 
treatments and tested the effect of each treatment on target strategy use and 
performance. The four instructional treatments were modeling-plus-explanation, 
modeling only, exercise, and control. The technique of think-aloud was employed in 
the first treatment, where the teacher first explains the target strategies with modeling 
and examples. Next, students engage in identification practice, and later end with oral 
practice at thinking loud using the target strategies. 
The results of the study showed that the modeling-plus-explanation group 
demonstrated a larger gain in strategy use as well as in reading comprehension. Hence, 
Bereiter and Bird contend that the think-aloud technique is valuable in terms of both the 
demonstration of strategies and practice in recognizing and using strategies. Moreover, 
they assert that think-aloud protocols provide a way of assessing learning so that failure 
to learn specific strategies can be detected, even when the overall effects on 
performance are good. 
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As verbal reports are creatively employed into actual classroom teaching for 
diagnostic as well as instructional purposes, several issues deserve careful 
consideration. First of all, while verbal reports, specifically the think-aloud technique, 
have been shown to either facilitate older readers’ reading performance or have no 
effect on their performance, the results for younger children have not been the same 
(Cote, Goldman & Saul, 1998; Horiba, 1995). Several studies have shown that younger 
children have particular difficulty with this technique in that they either do not have 
sufficient linguistic ability to articulate their thoughts, or they have difficulty answering 
certain types of questions (Gamer, 1988b; Blank, 1975). Hence, the reading 
performance of younger children is obviously hindered by this procedure, as a result of 
an unnatural reading process due to the imposition of the procedure (Cote, Goldman & 
Saul, 1998). All of these findings suggest that we must to be especially sensitive to the 
age of the children with whom verbal reports are used, as well as the type of 
information we try to elicit from the children when we use verbal reports for reading 
instruction. 
Secondly, it is controversial whether students, during think-aloud sessions, 
should state solely the content of their thoughts, or name the strategies and/or explain 
why they use those strategies. Although Ericsson and Simon (1984) have advised 
against asking students to label or provide a rationale for the strategies they use, this 
recommendation was later questioned by Pressley and Afflerbach (1995). They pointed 
out that, from data currently available, it was hard to know the difference between 
reporting the exact content of thoughts and reporting the thought processes by name. 
They argued that asking subjects to label their cognitive processes could also have the 
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effect of helping them develop an awareness of their thinking process. Thus, it seems 
that before we can use the verbal report method more effectively in the classroom, 
further information is needed on the effect that labeling thought processes has on 
performance. 
Finally, and perhaps most importantly, Jacobs and Paris (1987) cautioned us that 
sensitivity to strategy use is only a part of successful reading. Hence, verbal reports 
should be used as a tool primarily for raising the awareness of strategy use, and not 
overemphasized at the expense of other essential knowledge, such as developing a 
larger vocabulary or higher linguistic proficiency. Just as verbal reports are usually 
triangulated with other measurements, such as task analysis and behavioral measures, to 
increase the confidence of subjects in experimental studies, verbal reports should be 
used in actual classroom teaching in conjunction with other instructional methods to 
develop students’ reading abilities (Davis & Bistodeau, 1993; Horiba, 1996). 
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CHAPTER 7 
PURPOSE OF STUDY 
Thus far, the focus of my discussion has been the evolution of how reading is 
conceptualized. Though the act of reading was at first perceived as simple linear 
processes, e.g, bottom-up and top-down models, its complex nature was gradually 
realized. In addition, a better understanding was also achieved in regards to the various 
resources that a reader may draw upon to ensure proper comprehension of the text, e.g. 
ideas from within the text propositions and the reader’s prior knowledge of the text at 
hand. The contemporary constructivist view of reading as a problem solving process 
also recognizes the limitations by which comprehension may be impeded. Some of the 
limitations are associated with the readers themselves, such as individual memory 
capacity or comprehension skills, while others are imposed by the text they read, such 
as an unfamiliar topic or writing the text in an unfamiliar language. Evidence derived 
from both LI and L2 reading research has also increased our awareness regarding how 
each of these factors affect the way comprehension takes place, as revealed from 
concurrent verbal report protocols, as well as the resulting performance on 
comprehension as measured by recall or comprehension questionnaires. On the other 
hand, how some of these factors interact with each other to affect the comprehension 
processes still remains largely unexplored, especially in the field of second language 
reading. 
Accordingly, the purpose of the current study is to address this deficiency by 
investigating how topic familiarity and language difficulty jointly influence the way 
95 
readers of Chinese as a foreign language (CFL) construct the situation model for the 
text they read. This study is interested in two questions: 
1. How do topic familiarity and language difficulty influence these L2 learners’ 
allocation of cognitive resources during the reading process? 
2. How do topic familiarity and language difficulty affect the memory 
representations of the texts by these L2 learners? 
The author is interested in whether or not students shift their reliance on the 
cognitive resources available to them when reading different types of reading passages, 
and if that shift affects the subsequent patterns of regulatory behaviors. In particular, 
the study will examine how the data fits with several perspectives regarding reading 
comprehension, namely the Schema Theory, the Capacity Hypothesis, and the 
Linguistic Threshold Hypothesis. For example, to what extent does passage types affect 
students’ ability to make inferences? More specifically, when reading a topic familiar 
passage, do students make more inferences, either to solve comprehension problems or 
to establish global coherence? Do they make more inferences when there are more 
comprehension problems? Do they make more world-knowledge-based inferences 
when reading topic familiar passages? How do the types of problems they encounter, 
either linguistically or content-wise, affect the types of inferences they make? 
Moreover, do monitoring activities take place more often when there are more 
linguistic problems, or will the students be too busy trying to resolve these problems 
and hence, have no resources left to evaluate whether their comprehension is adequate 
or not? Since comprehension monitoring involves the evaluation and regulation of 
one’s own ongoing comprehension processes (Baker, 1979), it takes a certain amount of 
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cognitive resources to engage in the effort. Thus, it is reasonable to assume that such an 
ability could be affected by the reader’s linguistic knowledge of the target language 
(Linguistic Threshold Hypothesis) and/or the limitations of that person’s cognitive 
capacity (the Capacity Hypothesis). Therefore, when reading a text made difficult as a 
result of its content or language, readers will either have fewer resources at their 
disposal to engage in comprehension monitoring, or their comprehension monitoring 
will be limited to the local level. However, as Brown, Armbruster, and Baker (1986) 
indicated, metacognitive awareness is difficult to notice during an automatic-pilot state 
until a triggering event occurs that impedes comprehension, in which case, special effort 
will be made to ensure the smooth progress of comprehension. Hence, conscious 
control of one’s cognition will probably be most notable in this so-called “debugging 
state.” As a result, it is quite possible that readers, when given a difficult text, will 
engage in special effort to monitor their comprehension, so as to ensure adequate 
comprehension. 
The answers to some of these questions are easier to predict than others. For 
instance, given the level of language proficiency of these readers, when the language of 
the text is difficult, they could quite possibly focus mainly on resolving local 
comprehension problems, while paying little attention to high-level comprehension 
monitoring activities. Also, when readers face a text with an unfamiliar topic, it is 
predicted that they will not only be more likely to relate what they read in the text to 
their prior knowledge about the text, but also rely more on this knowledge to solve 
comprehension problems. However, aside from these predictions, it is less foreseeable 
what other possible effects topic familiarity and language difficulty may have on these 
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readers. Hence, the data generated for this study must be relied upon to reveal these 
other effects. 
Method 
Participants 
Participants of this study are 40 CFL learners selected from the students enrolled 
in a third-year Chinese class at one of four study abroad programs in China: Princeton 
in Beijing (PIB), Inter-University Program for Chinese Study (IUP), Associated 
Colleges in China (ACC), and CET Academic Programs (CET). To ensure that 
students have relatively the same proficiency in the target language at the time of this 
study, 52 students with either little or no experience with Chinese, prior to their study of 
the language, were initially selected for this study. Also eliminated were students who 
demonstrated higher proficiency in speaking or reading Chinese either because they 
come from a Chinese-speaking family, or because their native language employs 
Chinese characters as part of the orthographic system, such as Japanese and Korean. 
After the experiment, the results of 12 students were excluded from the final analysis 
for various reasons, such as an over-average or under-average performance, making the 
total number of participants 40, with 10 in each reading condition. 
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Materials 
The author selected two prose texts from two separate Chinese textbooks1. 
These texts were then judged to be within the range of a high-intermediate language 
learner, with respect to vocabulary and grammar, by three other Chinese language 
teachers, whose years of teaching experience at the time of this study were two, five, 
and twelve years, respectively. Since there does not exist any index that can be 
employed to measure the readability of a Chinese text, in terms of qualifying reading 
passages, the next best thing is having three language teachers, with varying degrees of 
experience in language teaching, judge the appropriateness of the reading passages. 
The two texts chosen in the manner detailed above served as the base materials for this 
study. 
The content of the first text. Father’s Love, involves parental love and was 
judged to be familiar to all students, given its universal nature and the fact that little 
cultural specific information is needed for comprehension. The second text discusses 
folk religions in Taiwan, and is thus assumed to be potentially familiar to some 
students, but unfamiliar to most. The language of the two essays was further 
manipulated to create two versions, so that one would be more difficult linguistically 
than the other. Linguistic difficulty was created by taking vocabulary items used in 
1 The first one, “Father’s Love,” was selected from the textbook “Talking of Chinese 
Culture” (1994), by Beijing Language and Culture University Press; and the second 
one, “Taiwan’s Folk Religion” was adapted from “Chinese Customs and Traditions” 
(1977), by Cheng Chung Book Company in Taiwan. Since the two textbooks were used 
primarily by study abroad programs in China and Taiwan and, as to this author’s best 
knowledge, were not used in the United States; adapting texts from these textbooks 
hence greatly reduced the likelihood of previous exposure to the test materials by the 
participants. Furthermore, the survey of participants’ background of Chinese language 
study revealed that no one studied Chinese at the second- or third-year level in either 
China or Taiwan where these intermediate-level textbooks were published. 
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spoken or vernacular forms of Chinese and replacing them with their counterparts in 
classical or more literary forms of the same. For example, the vernacular form of the 
possessive particle in Mandarin, ($, is replaced by its counter part in classical Chinese, 
‘thoughts’, which is used frequently in daily communication, is replaced by a 
more literary form of the same meaning, Up until the second-year level of their 
Chinese study, students usually have not been introduced to expressions using 
vocabulary other than that in the vernacular form. As a result, students would be 
unfamiliar with the written or literary form counterparts of the vocabulary, hence 
increasing the linguistic difficulty. 
As mentioned in the beginning of this section, currently there is no readability 
index for Chinese text, the author then consulted the Modem Chinese Frequency 
Dictionary (1986) on all the points of manipulations in both texts to make sure that the 
vocabulary items used in the language difficult versions have lower frequencies than 
their counterparts in the language easy versions. A detailed comparison can be found in 
Appendix B. 
Such manipulation resulted in four texts: topic familiar/language easy (T-L-), 
topic family/language difficult (T-L+), topic unfamiliar/language easy (T+L-), and topic 
unfamiliar/language difficult (T+L+). Also, to increase unfamiliarity with the content 
of the text, the topic of the reading passages in both the T+L- and T+L+ conditions, 
Taiwan’s Folk Religions, was omitted. The four texts are similar to each other in terms 
of length: the T-L- text has 378 characters, the T-L+ text has 362 characters, the T+L- 
text has 377 characters, and the T+L+ text has 388 characters (See Appendix A). In 
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each text, a red dot was inserted to remind students to stop and report their thoughts, 
though they were encouraged to report all thoughts as they occurred. 
Procedure 
A questionnaire based on the Likert scale (1 being most unfamiliar and 5 most 
familiar) was given to the students to first evaluate their familiarity with different 
aspects of Chinese society. Other facets of Chinese society were included in the 
questionnaire so that students would not detect the topic of the passages used in the 
topic unfamiliar condition (See Appendix C). The purpose of this questionnaire was to 
distinguish those students who had prior knowledge of Taiwan’s folk religions. 
Subsequently, students who indicated low familiarity with Taiwan’s folk religions (1 or 
2 on the questionnaire) were assigned to read in the T- conditions. Once the students 
were placed in either the T+ or the T- reading conditions, they were then randomly 
assigned to read either the language difficult or the language easy text. 
In order to assess students’ on-line comprehension monitoring behaviors, this 
study used the think-aloud method for data collection. As explicated in the previous 
chapter, think-aloud is a concurrent verbal report method that has been widely used in 
research on text comprehension both in LI and L2 (e g.. Block, 1986; 1991; Davis & 
Bistodeau, 1993;Horiba, 1990, 1993, 1996; Hosenfeld, 1977; Kern 1992;Zwaan& 
Brown, 1996, Trabasso & Magliano, 1996). This method requires students to verbalize 
any thought that comes to mind during the comprehension process, ranging from the 
types of difficulties they encounter and the strategies they use for comprehension, to the 
kinds of inferences they make to construct a meaningful representation of the text. It is 
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widely accepted that think-aloud protocols directly tap into the otherwise hidden types 
of cognitive activities readers engage in while processing reading passages. 
Before the reading session, students were given a different text to practice the 
think-aloud techniques. Based on the recommendations in Ericsson and Simon (1980), 
students were instructed to simply report their thoughts instead of trying to explain their 
behaviors. A list of the things that one might report while reading was also shown to 
the students to further familiarize them with the think-aloud task (See Appendix D). 
During the reading process, students were signaled by a red dot at the end of each 
sentence to pause and perform the think-aloud task. They were advised that the goal of 
the reading task was to comprehend the meaning of the text, and that they should 
remember as much as they could about the text’s content, as they would later be asked 
to write down in paragraph form everything they read, without referring back to the 
text. 
When performing the think-aloud task, students were instructed to report in the 
language with which they are most comfortable (Ericsson & Simon, 1980). In the 
current study, the majority of the students were most comfortable reporting in English, 
their native language. For this reason, most students chose to use English to perform 
the think-aloud task, though in two cases, the students felt more comfortable reporting 
their thoughts in Mandarin Chinese. All students were encouraged to take as much time 
as was required to report what they were thinking as they preceded through the text. 
Each think-aloud session was tape recorded and transcribed for data analysis. 
102 
Analysis 
Think-Aloud Protocols 
The author, a native speaker of Mandarin Chinese, aided by two research 
assistants, both native speakers of English with a high level of proficiency in Mandarin 
Chinese, together transcribed the think-aloud sessions. A sample of the transcribed 
think-aloud protocol can be found in Appendix E. Statements in the protocols were 
then categorized into a spreadsheet for data analysis. The categories for analysis of the 
think-aloud protocols are a revised version of the categories used in the study by Cote, 
Goldman and Saul (1998), as the same were directly pertinent to this study. More 
specifically, think-aloud protocols were coded into the following categories: 
Number of Events 
The think-aloud protocols were first analyzed in regards to the sheer number of 
events. As defined by Cote, Goldman and Saul (1998), an event is a comment or set of 
comments on the same core sentences, as well as the reading behavior associated with 
those comments. See Appendix 5 for examples of event coding. Two independent 
raters, the author and one of the research assistants, divided 5% of the protocols into 
events and agreed on 87% of the divisions. Disagreements were resolved in discussion, 
and the raters then coded another 5% of the protocols, and this time agreement reached 
93%. After resolution of the disagreements, the research assistant then divided the 
remaining protocols into events. 
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Types of Events 
Each event was coded into one of seven major categories according to the nature 
of the comment. The event categories were: paraphrasing, errors, inferencing, memory 
operations, monitoring activities, sources of problems, and repair attempts. 
Paraphrasing is where the student restated the statement using his/her own words. In 
the current study, paraphrasing is further defined as a correct translation of the focal 
sentence on the first try. The category of‘error’ encompasses both translation errors 
and decoding errors. An error event is defined as an event where a mistake is made 
without any follow-up verbalization from the student indicating that s/he knew or 
suspected that a mistake had been made. Consequently, while correct translation was 
treated as a type of paraphrasing event, translation errors and decoding errors were 
combined and coded into an independent category. 
The category of inferencing includes inferences generated to make sense of text 
information. Each inferencing event was further coded into local-level or global-level, 
depending on the source of information used to generate the inference. For instance, if 
an inference was drawn from information within the focal sentence being read, then it 
was coded as a local inference. On the other hand, if an inference was generated using 
either the reader’s background knowledge about the topic or text information that is one 
or more sentences prior to the focal sentence, then it was coded as a global inference 
(see further explanation in the section involving memory operation). 
The inferencing events were further divided into three types: explanation, 
association, and prediction. As explicated in Chapter 2, explanatory inferences are 
inferences generated to establish both local and global coherence. At the local level, 
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they are generated to approximate meanings of unknown characters, words, or phrases; 
while at the global level, they are produced to establish connections between text 
propositions. Associations are based on elements within the focal sentence. In the 
current study, associations refer to a specific strategy students use when trying to guess 
the meaning of an unknown word. Students create associations by comparing an 
unfamiliar word to another word that contains one of the characters constituting the 
unknown word. For example, upon encountering the unknown word “yuan4wang4” or 
“wish,” a student made the following comment: “I’m not sure if that’s ‘wang4.’ 
‘Yuan4’ probably is similar to ‘dan4yuan4’ (to hope, to wish), or 4xilwang4’ (probably 
hopes).” Last of all, predictions are future-oriented; they infer future or causal 
consequences of a focal event. However, since very few students in any of the 
conditions made such predictions, this category was excluded from the final analysis. 
Closely related to the types of inferences generated, the sources of information 
employed to generate the same were also monitored. Since information is stored in the 
readers’ memory during the reading process, this category is termed memory 
operations. Based on the study of Trabasso and Magliano (1996), three sources of 
information were initially identified: activation of background knowledge, if the 
information used was not explicitly stated in the text; retrieval of information from 
long-term memory, if the information is from sentences two or more prior to the focal 
sentence; and maintaining information in working memory, if the information used 
came from one sentence prior to the focal sentence. Furthermore, a separate category, 
that of utilizing information from the focal sentence itself, was added by the author to 
better reflect the types of processing strategies used by students in this study. 
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Data generated from these categories will presumably provide information 
useful in understanding the effect of constraints caused by both the linguistic difficulty 
of the reading text and students’ familiarity with the reading topic. Specifically, this 
author is interested in verifying if students indeed rely more on their background 
knowledge to help them solve comprehension problems in the topic familiar conditions, 
as the Schema Theory would suggest. Similarly, this author also hopes to confirm 
whether information used by students to regulate comprehension is restricted to the 
local area in the language difficult conditions, as the Capacity Theory and the Linguistic 
Threshold Theory would predict. 
Monitoring activities are events in which students verbalize either their current 
state of comprehension or the anticipated strategies required to ensure comprehension. 
There were several types of monitoring activities that occurred within the think-aloud 
protocols: confirm prediction or expectation (e g., “That’s what I thought”); notice 
contradiction between text elements (e g., “That doesn’t make sense”); comments on 
text structure (e.g., “That’s the title”); and comments on one’s own behaviors (e g., “I 
need to remember this,” “I’d better reread this part again,” and “I’ll just continue and 
see if I can guess the meaning of this phrase from later text”). These types of 
monitoring activities require the reader to step back and evaluate reading 
comprehension at a global level, paying attention to the meaning of the whole text and 
how ideas across the text are connected, rather than restricting one’s attention to local 
coherence. As a result, these events are also referred to as higher-level processing 
strategies later in this section. Similar to the previously mentioned analysis of 
inferencing events, due to the low rate of occurrence of two of the types of monitoring 
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activities, the category of monitoring events in the final analyses consists solely of 
events where students noticed contradiction between text elements and where students 
made comments on their own behaviors. 
To reflect both the types of difficulties students encountered during reading, as 
well as the subsequent strategies they exploited while trying to resolve these problems, 
two separate categories, sources of problems and repair attempts, were created. In order 
to demonstrate the different types of comprehension problems students encountered 
during the reading process, students recognizing the source of problems was not coded 
into the category of monitoring, although such recognition suggests a type of 
metacognition. Six types of sources of comprehension problems were identified, based 
on the think-aloud productions. These included: comprehension problems caused by 
characters, those caused by words, those caused by phrases or sentences, unclear 
relation of one sentence to another, unclear relation of one sentence to either a 
paragraph or to the theme of the entire passage, and problems understanding the theme 
of the passage. For each problem event, the subsequent attempt in solving the problem 
was also coded. The types of repair attempts include 1) engaging in graphomorphemic 
analysis to solve character problems; 2) drawing information from various sources to 
approximate the meaning of unknown words; 3) analyzing the syntactic or semantic 
features of a phrase or a sentence; and 4) rereading focal or prior sentences. In the final 
analysis of the study, only three types of sources of problems (character problems, word 
problems, and phrase/sentence problems) were included, as there were too few cases of 
the other types to warrant further statistical analyses. For the same reason, in the 
category of repair attempts, only repair attempts involving solving character, word, and 
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phrase problems were included. Lastly, cases where a student identified a problem, but 
decided to ignore it, hence making no attempt to solve it, are coded into ignoring 
events.2 
The categories included in the final analysis can be found in Table 1. Two 
independent raters, the author and one of the research assistants, first coded the events 
in 5% of the protocols, agreeing on 83% of the event types. After resolving the 
disagreements in discussion, the raters then coded events in another 5% of the 
protocols, reaching a new agreement of 91%. The inconsistencies were once again 
resolved in discussion. The author then coded the events in the remaining protocols. 
Recall Protocols 
Scoring Template 
Scoring of the recall-protocols was based on a propositional analysis system put 
forth by Meyer (1985). In this system, text structure is analyzed by following a top- 
down procedure. Top-level structure is first examined and serves as the rhetorical 
relationship that can interrelate the greatest amount of text. Once the top-level structure 
is determined, the next level relations are identified in increasingly smaller units, until 
the smallest unit of analysis is reached, typically at the case grammar level. Using a 
tree diagram similar to linguistic analysis, the system portrays the hierarchical nature of 
2 This category includes only events where a student identified a problem but decided to 
ignore it without any attempts to solve the problem so as to be separated from events 
where students skipped the problem after unsuccessful attempts to solve the problem. 
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Table 1. Coding Categories of Events in the Think-Aloud Protocols 
Coding categories 
1. Paraphrasing 
2. Errors 
a. Translation errors 
b. Decoding errors 
3. Inferencing 
a. Explanation - local level 
b. Association - local level 
c. Explanation - global level 
4. Memory operations 
a. Activation of background knowledge 
b. Retrieving information from long-term memory 
c. Maintaining information in working memory 
d. Employing information from focal sentence elements 
5. Monitoring activities 
a. Notice contradiction between elements of the text 
b. Comments on own behavior 
6. Sources of problems 
a. Characters 
b. Words 
c. Phrases or sentences 
7. Attempts to repair comprehension problems 
a. Solving character problems 
b. Solving word problems 
c. Solving phrase/sentence problems 
8. Ignoring problems 
text structure by reflecting the macropropositions, which serve to organize the 
relationships among ideas in the paragraphs, as well as the micropropositions, which 
deal with how ideas are organized into sentences and the ways sentences relate to each 
other within a text. The text structure can thus be used as a template for scoring recall 
protocols, where points are given for the presence of recalled idea units both in terms of 
lexical predicates as well as relationships. 
Based on this system, five possible basic groups of relations can be identified in 
any expository text at the macropropositional level: collection, causation, response. 
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comparison, and description. Collection refers to the way ideas or events are organized 
into a group based on some commonality, while the causation relation reflects a cause- 
effect relationship between ideas, which can be further distinguished into two types: the 
covariance with equally weighted arguments and the explanation where the antecedent 
conditions or principles are subordinate to the consequent. While similar to the 
causation relation, the response relation, which includes problem/solution, remark/reply, 
question/answer, shows more overlap between the ideas in topic content. For example, 
in the case of a problem/solution relation, “at least part of the solution must match an 
aspect of the problem” (Meyer, 1985, p. 17). The comparison relation reveals 
differences and similarities between two or more topics. Just as there are subtypes of 
causation relations, there are three types of comparison relations: the alternative 
interrelates equally weighted alternative options or equally weighted opposing views, 
the adversative relates a favored view to a less desirable opposing view or relates what 
did happen to what did not happen, and the analogy gives an analogy to support an idea 
or event. Finally, the description relation gives more information about a topic by 
presenting attributes, specifics, manners, or settings (time and location). Moreover, 
these basic relations can appear in combination to display the underlying logic of the 
text organization. 
When analyzing the text at the micropropositional level, Meyer (1985) focuses 
on identifying the roles of lexical predicates. For instance, the agent is the instigator of 
an action, the patient, on the other hand, is the thing that is affected by the action of the 
agentive role. The instrument is something used inanimately by the agent to perform an 
action, while the force, though the cause of a process, is devoid of responsibility for it. 
110 
The vehicle is something that conveys a patient or moves along with it. The former is 
where the motion begins or the source, in contrast to the latter, which represents where 
a motion ends or the goal. Finally, range limits the extent of verb, representing the path 
or area covered, or the static location of an object. The following examples illustrate 
these roles: 
■ The ball (patient) was thrown by the man (agent). 
■ The girl (patient) died of cancer (force). 
■ The chef (agent) cut the meat (patient) with a knife (instrument). 
■ The peasant (agent) carried the water (patient) on her head (vehicle) with ajar 
(instrument). 
■ The apple (patient) fell from her hand (former) to the floor (latter). 
■ Taipei (range) is hot. 
■ We (agent) talked about social issues (range). 
Based on this system, the two reading passages were analyzed in terms of the logical 
relationships between text propositions and the internal structure of the sentences. The 
analyses yielded 227 and 166/168 idea units for the Father’s Love and the Taiwan’s 
Folk Religion texts respectively. The content structures of both passages can be found 
in Figures 7 and 8.3 These idea units not only demonstrate the actual content words in 
the texts, but also the rhetorical relationships between text elements. The top-level 
structure of the texts in the topic-familiar conditions, Father’s Love, is identified as a 
3 Although the two topic-familiar texts differ slightly in their physical organizations, the 
underlying logical relationships between sentences remain unchanged. Thus, only one 
analysis of the text structure is presented. Furthermore, the linguistic difficult version 
of the Taiwan’s Folk Religion contains two more idea units than the linguistic easy 
version because of an extra descriptive phrase defining the worship ritual in the former 
passage. 
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Idea 
Units 
* 1 
Levels 
4 5 6 8 9 
1 Response 
2 QUESTION ABOUT FATHER’S LOVE FOR US 
3 LOVE 
4 Agent 
5 FATHER 
6 description: setting time 
7 YOUNG 
8 description: equivalent 
9 SOLDIER 
10 Patient 
11 US 
12 causation: explanation, antecedent (12, 38) 
13 COMPLAIN 
14 Agent 
15 MOTHER 
16 Patient 
17 FATHER 
18 range, collection 
19 description: manner 
20 NEVER 
21 HOLD 
22 Agent 
23 FATHER 
24 Patient 
25 US (KIDS) 
26 PARTICIPATE 
27 Agent 
28 FATHER 
Figure 7. Content Structure of “Father’s Love’ 
Continued, next page. 
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Figure 7, cont’d.: 
29 Patient 
30 SCHOOL FUNCTIONS 
31 DONT KNOW 
32 description: setting location ■ — 
33 AMONG THE 'NEVER-HAVE-DONE' THINGS 
34 Agent 
35 FATHER 
36 Range 
37 WHAT TO WAY 
38 causation: explanation, consequent (12, 38) 
39 DOUBT 
40 Patient 
41 FATHER 
42 Range 
43 CARES ABOUT US 
44 ANSWER, collection 
45 BIRTHDAY EVENT 
46 causation: covariance, antecedent (46, 76) 
47 TOLD 
48 Agent 
49 FATHER 
50 Patient 
51 ME 
52 description: time 
53 ONE DAY 
54 description: manner 
55 SUDDENLY 
56 Causation: covariance, antecedent (56, 64) 
57 HAPPY 
58 Patient 
59 FATHER 
60 description: setting, time 
Continued, next page. 
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Figure 7, cont’d.: 
61 THE DAY 1 WAS BORN 
62 description: manner 
63 EXTREMELY 
64 Causation: covariance, consequent (56, 64) 
65 BOUGHT 
66 Agent 
67 FATHER 
68 description: location 
69 OUTSIDE 
70 description: manner 
71 RAN 
72 Patient 
73 CLOCK 
74 description: attribution 
75 BRIGHT RED 
76 causation: covariance, consequent (46, 76) 
77 NEW REALIZATION 
78 causation: covariance, antecedent (78, 86) 
79 HEARD 
80 Agent 
81 1 
82 description: setting, time 
83 LATER 
84 Patient 
85 NEVER-STORIES' 
86 causation: covariance, consequent (78,86) 
- 
87 SAW 
88 Agent 
89 1 
90 Patient 
91 CLOCK 
92 description: location 
Continued, next page. 
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Figure 7, cont’d.: 
93 IN FRONT OF MY EYES (IN MY MIND) 
94 description: manner 
95 IMMEDIATELY 
96 DARKSTREET EVENT 
97 causation: covariance, antecedent (97,115) 
98 DISCOVER 
99 description: setting, time 
100 AFTER I STARTED WORKING 
101 description: setting, time 
102 SOMETIMES WHEN I WENT HOME LATE 
103 Agent 
104 I 
105 Patient 
106 FATHER 
107 Range 
108 WAITING FOR ME 
109 description: manner 
110 STANDING 
111 description: setting location 
112 STREET CORNERS 
113 description: specific 
114 DARK 
115 causation: covariance, consequent (97,115) 
116 NEW REALIZATION 
117 causation: covariance, antecedent (117,131) 
118 WALK TO 
119 description: setting, time 
120 UP UNTIL TODAY 
121 description: setting, location 
122 HAVING LEFT FATHER’S PROTECTION 
123 description: setting, location 
Continued, next page. 
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Figure 7, cont’d.: 
124 FORMED ONE'S OWN HOME 
125 description: location 
126 STREETS 
127 description: specific — 
128 DARK 
129 description: specific 
130 EMPTY 
131 causation: covariance, consequent (117,131) 
132 PRODUCE 
133 Patient 
134 FEELING 
135 description: specific 
136 BEING LOVED 
137 description: specific 
138 WARM 
139 WRITING EVENT A 
140 causation: covariance, antecedent (140,154) 
141 SAY 
142 Agent - 
143 FATHER 
144 description: attributes 
145 LIKES LITERATURE 
146 description: attributes 
147 NEVER WRITES 
148 description: setting, time 
149 WHEN 1 WAS IN MY MOST DIFFICULT TIME „ 
150 description: manner 
151 GENTLY 
152 Range 
153 WRITE YOUR THOUGHTS DOWN 
154 causation: covariance, consequent (140,154) 
Continued, next page. 
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Figure 7, cont’d.: 
155 START WRITING 
156 Agent 
157 I 
158 description: manner 
159 START 
160 Patient 
161 THOUGHTS 
162 Causation: covariance, antecedent (162,166) 
163 PUBLISHED 
164 description: manner 
165 ONE BY ONE 
166 Causation: covariance, consequent (162,166) 
167 COLLECTED 
168 Agent 
169 FATHER 
170 description: setting location, collection 
171 SAW 
172 Agent 
173 FATHER 
174 description: setting, time 
175 SOMETIMES 
176 Patient 
177 ADS OF MAGAZINES 
178 BOUGHT 
179 Agent 
180 FATHER 
181 description: setting, time 
182 ON DAY OF PUBLICATION 
183 Patient 
184 ARTICLES 
185 READ 
Continued, next page. 
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Figure 7, cont’d.: 
186 Agent 
187 FATHER 
188 description: manner 
189 AGAIN AND AGAIN '—' 
190 Patient 
191 EVERY WORD 
192 WRITING EVENT B 
193 causation: covariance, antecedent (193, 201) 
194 KNOW 
195 Agent 
196 1 
197 description: manner 
198 DEEPLY 
199 Range 
200 FATHER IS PROUD OF ME 
201 causation: covariance, consequent (193, 201) 
202 WORK 
203 Agent 
204 1 
205 description: manner 
206 HARDER 
207 description: setting, location 
208 causation: covariance, antecedent (208, 218) 
209 TELL 
210 Agent 
211 1 . 
212 Patient 
213 FATHER 
214 description: setting, time 
215 ONE DAY 
216 Range 
Continued, next page. 
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Figure 7, cont’d.: 
217 I HAVE WRITTEN A MILLION WORDS 
218 causation: covariance, consequent (208, 218) 
219 COMMENT 
220 Agent 
221 FATHER 
222 description: setting, time 
223 AFTER BEING SILENT FOR A WHILE 
224 description: manner 
225 QUIETLY 
226 Range 
227 DO NOT KILL YOURSELF WRITING 
response relation, where the author gives evidence (answers) through four incidences 
(the birthday event, the dark street comer event, the writing event A, and the writing 
event B) to refute the doubt raised in the first paragraph - ‘Perhaps father does not care 
about the children’. In contrast, the top-level structure of the texts in the topic- 
unfamiliar conditions, Taiwan’s Folk Regions, is determined to be a collection of 
descriptions. In the first paragraph, the reader is given an overview of Taiwanese 
religions and the Taiwanese people’s attitude toward them. In the second paragraph, a 
series of descriptions depicts what acts the Taiwanese people perform to worship their 
Gods. 
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Idea 
Units 
Levels 
123456789 
1 description: collection 
2 OVERVIEW 
3 causation: covariance, antecedent, collection (3, 44) 
4 CONTAINS 
5 Agent 
6 FOLK RELIGION 
7 description: specific 
8 TAIWAN 
9 Patient 
10 COMPONENTS 
11 description: specific 
12 BUDDHISM 
13 description: specific 
14 DAOISM 
is description: specific 
16 CONFUCIANISM 
17 description: specific 
18 VARIOUS 
19 HOUSE 
20 Agent 
21 TEMPLES 
22 description: specific 
23 LONGSHAN TEMPLE 
24 Description: attribute 
25 FAMOUS FOR EXQUISITE STONG.WOOD CARVINGS 
26 Description: location 
27 TAIPEI 
28 Patient 
29 DEITIES 
Figure 8. Content Structure of “Taiwan’s Folk Religion’ 
Continued, next page. 
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Figure 8, cont’d.: 
30 description: specific 
40 
31 
36 
42 
34 
39 
43 
41 
37 
38 
32 
35 
33 
OF DIFFERENT RELIGIONS 
Description: specific 
GUANYIN 
description: specific 
BUDDHIST 
MA2U 
description: specific 
DAOIST 
GUANGONG 
description: specific 
DAOIST 
description: specific 
RED-FACED 
44 causation: covariance, consequent (3,44) 
45 IS COMPLEX 
46 Description: specific 
47 PARTICULARLY 
48 causation: covariance, antecedent (48, 58) 
49 THINK 
50 Agent 
51 MOST PEOPLE 
52 Range 
53 BELIEVING IN MANY GOD 
54 Range 
55 SIMULTANEOUSLY 
56 Range 
57 NOTHING WRONG 
58 causation: covariance, consequent (48, 58) 
59 PAY ATTENTION 
60 Agent 
Continued, next page. 
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Figure 8, cont’d.: 
61 PEOPLE 
62 Description: specific 
63 VERY FEW 
64 Patient — 
65 DIFFERENCE 
66 Description: specific 
67 BETWEEN BUDDHISM, DAOISM, CONFUCIANISM 
68 PRACTICE 
69 causation: covariance, antecedent (69, 73) 
70 PROBLEMS 
71 Description: specific 
72 DIFFERENT 
73 causation: covariance, consequent, collection (69, 73) 
74 PRAY 
75 Description: setting location 
76 TEMPLES 
77 Former 
78 PEOPLE 
79 description: specific 
80 BUSINESSMEN 
81 Latter 
82 GUANGONG 
83 Range 
84 GET RICH 
85 Former 
86 PEOPLE 
87 description: specific 
88 IN HARDSHIP 
89 Latter 
90 MAZU 
91 Range 
Continued, next page. 
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Figure 8, cont’d.: 
92 BLESSINGS 
93 PUT 
94 Agent 
95 PEOPLE 
96 Patient 
97 FOOD 
98 description: specific 
99 FISH 
100 description: specific 
101 MEAT 
102 description: specific 
103 VETEGABLE 
104 description: specific 
105 FRUIT 
106 description: equivalent 
107 GIFTS TO GODS 
108 description: location 
109 ON THE ALTER 
110 LIGHT UP 
in Agent 
112 PEOPLE 
113 Patient 
114 INCENSE 
115 EXPRESS TO 
116 Patient 
117 GODS 
118 Description: manner 
119 HOLDING INCENSE WITH BOTH HANDS 
120 Range 
121 OWN WISHES 
122 causation: covariance, antecedent (122,130) 
Continued, next page. 
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Figure 8, cont’d.: 
123 FIND OUT 
124 Agent 
125 WORSHIPERS 
126 Range 
127 WISH HAS COME TRUE 
128 description: manner 
129 ONE CRESCENT-SHAPED THING FACED UP, THE OTHER DOWN 
130 causation: covariance, consequent (122,130) 
131 THROW 
132 Agent 
133 WORSHIPERS 
134 Patient 
135 2 THINGS 
136 description: attribute 
137 CRESCENT-SHAPE 
138 Latter 
139 ON THE GROUND 
140 description: equivalent 
141 Zhibei’ 
142 causation: covariance, antecedent, collection (142,161) 
143 GRATEFUL FOR 
144 Agent 
145 WORSHIPERS 
146 Range 
147 BLESSINGS 
148 description: specific 
149 OVER THE PAST YEAR 
150 PRAY FOR 
151 Agent 
152 WORSHIPERS 
153 Range 
Continued, next page. 
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Figure 8, cont’d.: 
154 BLESSINGS 
155 description: specific 
156 SAFTY 
157 description: specific 
158 TROUBLE-FREE 
159 Description: specific 
160 CONTINUOUS 
161 causation: covariance, consequent (142,161) 
162 BURN 
163 agent 
164 WORSHIPERS 
165 Patient 
166 MONEY 
167 description: specific 
168 PAPER 
Scoring Procedure 
The author and a research assistant scored the recall protocols. In preparation, 
the author and assistant familiarized themselves with the derived text structure so as to 
gain quick access to the location of the information in the structure. They then read 
each protocol completely before actually scoring. Inter-rater reliability rate after 
scoring 5% of the protocols was 82%. Disagreements were resolved in discussion, and 
the raters then coded another 5% of the protocols, and this time agreement reached 
92%. After resolving the disagreements, the author then scored the rest of the 
protocols. 
Based on the derived text structure, recall protocols were scored according to the 
following rules: 
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1. Any verbatim recall of content word was scored as present. 
2. Substantive recall of content, i.e., reasonable paraphrase in terms of general 
meaning, was considered present. 
3. At the micropropositional level, content words and their roles were scored 
separately. That is, roles were scored independently of content words 
insofar as the protocol indicated comprehension of the role relationship of 
that word even if the actual content word was not recalled correctly. For 
example: 
(Idea units 131 to 135 in the Taiwan’s Folk Religion passage) 
Content Structure Protocol 
THROW * “People threw something on 
the ground.” 
agent * 
WORSHIPERS * - units with * scored as present 
patient * 
TWO THINGS 
latter * 
ON THE GROUND * 
This separation allowed for partial credit to be given to fragmented 
comprehension where readers remembered specific words being mentioned 
in the text yet showed no understanding of how the words related to the rest 
of the text. 
4. At the macropropositional level, rhetorical predicates were scored as present 
only if (a) the correct rhetorical relationship was signaled or implied in the 
protocol and (b) at least one of its arguments was scored as present in the 
protocol. Furthermore, rhetorical relationships and rhetorical predicates 
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could be scored separately. For example, ‘causation: covariance, 
antecedent’ could be scored as present even if the actual rhetorical predicate 
were wrong. On the other hand, if the subject didn’t state, either clearly or 
by implication, the rhetorical relationships between antecedent/consequent, 
then only rhetorical predicate could be scored as present. 
Lexical predicates, on the other hand, were scored much more loosely 
since their purpose is to show interrelationships rather than represent 
referents of content. 
5. Top-level structure (TLS) was scored as present if any of the three 
organizations appeared in the protocol: 
a. Signaled identified TLS and organized in same format. 
b. Signaled only part of the identified TLS (e.g. only question but no reply 
or only reply but no question), and organized in identified TLS format. 
c. No signaling of identified TLS, but the protocol is organized in the 
identified TLS format. 
Results 
The research question for this study, in the most general sense, is whether or not 
the students understand differently when reading passages of different degrees of 
linguistic difficulty as well as topic familiarity. Thus, the study is not only interested in 
the total number of things that the students do during the reading process under each 
reading condition but, more importantly, the types of things they do. While the total 
number of events provides a basic understanding of the overall cognitive activities 
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occurring under each condition, the different types of activities taken place will yield 
useful information as to how students allocate their cognitive resources during 
comprehension. Accordingly, in addition to total number of events, percentages of the 
seven major categories of events were computed to show the different types of activities 
performed by the students under each condition. 
Table 2. Mean Percentages of Different Types of Protocol Events 
T-L- T-L+ T+L- T+L+ 
Total Event 628 757 733 784 
Paraphrasing 26% 11% 11% 8% 
Errors 10% 8% 13% 22% 
Inferencing 14% 13% 13% 11% 
Memory 14% 13% 14% 11% 
Monitoring 2% 12% 3% 5% 
Problems 25% 30% 32% 31% 
Repairs 9% 12% 13% 10% 
Ignoring 1% 1% 1% 3% 
T-= Familiar topic, T+ = Unfamiliar topic 
L- = Easy language, L+ = Difficult language 
Table 2 shows the total number of events and the mean percentages of the eight major 
categories of think-aloud (TA) productions for each reading condition, while Table 7.3 
shows the percentages, mean numbers and standard deviations of the think-aloud 
productions of all subcategories for each reading condition. While data in Table 7.2 
reflect the processing activities on a macro level, data in Table 7.3 show the 
distributions of processing activities on a micro level. Subsequently, the data analyses 
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Table 3 Percentages, Mean Numbers, and Standard Deviations of All Protocol Events 
& 
T-L- 
Mean S£ % 
T-L+ 
Mean * 
T+L- 
Mean StB S 
T+L+ 
Mean 
Paraphrasing 25% 15.5 5.8 11% 8.7 6.0 11% 1.7 5.5 8% 5.9 4.8 
Errors: Translation 5% 2.9 2.5 4% 2.8 2.7 5% 0.3 2.7 8% 6.4 2.2 
Errors: Decoding 5% 3.2 2.0 5% 3.5 2.3 7% 1.2 3.6 13% 10.5 2.8 
Inference: Local 6% 3.8 2.6 8% 6.1 3.2 9% 0.7 3.5 7% 5.3 3.4 Explanation 
Inference: Local 
Association 1% 0.4 0.7 1% 0.4 0.7 1% 0 1.9 1% 1 0.8 
Inference: Global 8% 5.1 3.4 5% 3.9 2.7 3% 0.1 1.9 3% 2.4 2.4 Explanation 
Memory: Prior knowledge 5% 2.9 2.2 1% 0.9 0.9 1% 0.1 1.3 2% 1.4 1.7 
Memory: Long-term 2% 1.5 1.6 3% 2.1 2.3 1% 0 1.1 1% 0.6 0.7 
Memory: Working 1% 0.7 1.3 1% 0.9 0.9 1% 0.3 1.1 1% 0.5 0.5 
Memory: Focal sentence 7% 4.2 2.7 9% 6.5 2.9 10% 0.7 3.3 8% 6.3 3.9 
Monitoring: Contradiction 1% 0.8 0.9 2% 1.7 1.1 1% 0 1.0 1% 0.8 1.2 
Monitoring: Own behavior 0% 0.1 0.3 9% 6.9 3.3 2% 0.4 1.4 3% 2.5 2.6 
Problem Source: Character 20% 12.3 3.1 18% 13.9 3.6 21% 1.1 3.6 23% 18.2 2.9 
Problem Source: Word 4% 2.3 0.9 5% 3.7 1.6 4% 0.4 2.5 3% 2.2 3.0 
Problem Source: Phrase 1% 0.8 0.9 5% 4.0 3.7 5% 0.5 1.9 5% 3.7 1.9 
Repair: Character 1% 0.6 1.3 0% 0.0 1.5 1% 0 1.0 1% 0.7 0.9 
Repair: Word 2% 1.5 1.4 0% 0.0 1.1 7% 0.8 3.3 5% 3.9 3.4 
Repair: Phrase/sentence 6% 3.5 2.3 0% 0.0 3.0 6% 0.3 2.0 5% 4 2.5 
Ignore 1% 0.7 0.9 1% 0.4 0.7 1% 0 1.5 3% 2.1 1.1 
T-= Familiar topic, T+ = Unfamiliar topic 
L- = Easy language, L+ = Difficult language 
will be carried out on both the macro and the micro level, with the macro-level analyses 
reflecting differences between the major categories across conditions and the micro- 
level analyses reflecting differences within certain major categories across conditions. 
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Think-Aloud Protocols 
Macro-Level Analyses on Think-Aloud Protocols 
Upon analyzing all four reading conditions, it was observed that students 
engaged in more activities when the language of the passage was harder, regardless of 
whether the topic of the passage was familiar or not. Judging from the percentages of 
the events in the eight major categories, it appears that the increased activities in the 
topic familiar/language difficulty condition (T-L+) were caused by number of 
occurrences of monitoring events; in the case of the topic unfamiliar/language difficult 
(T+L+) condition, such difference was caused by error events. 
In order to understand the effect of topic familiarity and language difficulty on 
the types of activities students performed under different reading conditions, two-way 
ANOVAs were carried out on each of the eight major categories. No significant 
difference was found between the percentages of inferencing, memory operations, and 
problem source. It seems, thus, overall students spent similar amount of energy on 
making inferences across all conditions and paid similar amount of attention to 
comprehension problems caused by unclear meaning of characters, words, and phrases. 
There are, however, differences in event percentages of paraphrasing, errors, 
monitoring, repairs, and ignoring, suggesting different effects due to familiarity with 
reading topic or the degree of linguistic difficulty of the text or interaction of both. 
First, analysis of paraphrasing across all conditions showed a significant topic by 
language interaction, F(l,36) = 5.04, p<05. Initial examination of means suggested 
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that in general students paraphrased more frequently in language easy conditions, but 
more so when the topic of the text was also familiar (see Figure 9). To test if there is 
tairilar infanttar 
TOPIC 
Figure 9. Mean Proportions of Paraphrasing Across Conditions 
any difference between the ways how students in four groups paraphrased, the Tukey’s 
Honest Significant Difference (HSD) was calculated to determine where the differences 
might lie. Since HSD is used to determine the smallest a mean difference can be and 
still be significant, by comparing to HSD one then can determine if the difference 
between means of any two groups is significant. The results, HSD = .098, showed that 
students in the T-L- condition paraphrased significantly more than students in all other 
three conditions, whereas there was no significant difference found among the other 
three groups. Since paraphrasing events were events where students translated the focal 
sentence correctly upon first try, the results demonstrated that students correctly 
comprehended the text upon first reading the best when the language and the topic of 
the text were both easy and familiar to them. This result comes as no surprise as this 
reading condition was predicted to present the least comprehension problems to the 
students among all conditions in the current study. Furthermore, students in this 
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reading condition were able to comprehend correctly the first time much more 
frequently when they read the focal sentence. This fact meant that there were fewer 
events in relevant categories such as problems or repairs, the number of total events 
occurred in the T-L- condition is hence also the fewest compared to the other three 
conditions as a result. 
The category of error is composed of translation errors and decoding errors. A 
translation error event is where the student translated the focal sentence incorrectly 
without knowing that he or she might have made a mistake. Hence, a translation error 
event was not followed by any monitoring remarks or effort of repairs. Similarly, a 
decoding error is made when the student decoded a character or a word incorrectly 
without clear verbalization that a mistake could have been made. 
As explicated earlier, error events are viewed as failures in monitoring, 
consequently, the occurrences of error events across reading conditions could be helpful 
in terms of inferring the degree of cognitive constraints students had in engaging in 
comprehension monitoring. Two-way ANOVA analysis on error events also showed a 
significant topic by language interaction, F(l, 36) = 8.42, p<05. Consequently, Tukey 
Procedure, HSD = .066, was used to determine how each group performed differently 
from each other. It turned out that students in the T+L+ condition made significantly 
more errors than students in any other three conditions, and no difference was found for 
the rest of the three groups. It seems, thus, when both the topic and the language of the 
text were challenging, students were making more errors in translating the sentences 
they read and in recognizing characters in the passages while at the same time showed 
no awareness of any mistakes might have been made (see Figure 10). 
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LANG 
TOPIC 
Figure 10. Mean Proportions of Error Events Across Conditions 
In monitoring events, two-way ANOVA also showed a significant effect of 
interaction of topic and language, F(l,36) = 12.11, p< 05. After examination of the 
means of four groups with Tukey Procedure, HSD = .053, results suggest that students 
commented on their own behaviors and paid more attention to contradictions between 
text elements significantly more often when the topic of the text was familiar but the 
language of the text was difficult, while students in other three groups behaved in 
similar fashion (see Figure 11). When examined with the analysis of error events, these 
findings seem to indicate that being familiar with the reading topic somehow facilitated 
these high-level monitoring activities during the comprehension process, which in turn 
could have contributed to the fact that fewer errors were made in the topic familiar 
conditions (see Table 2). Furthermore, the fact that in the topic-familiar conditions, the 
students monitored their comprehension less frequently when the language of the text 
was easy than when it was hard could presumably be due to over-confidence and might 
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LANG 
Easy 
Difficult 
Unfamiliar 
Figure 11. Mean Proportions of Monitoring Events Across Conditions 
be related to slightly more errors being made in this condition than in the latter 
condition. 
As mentioned earlier, a two-way ANOVA analysis on the source of 
comprehension problems showed no significant difference, indicating that students in 
all conditions paid similar amount of attention to lower-level monitoring activities, i.e. 
noticing problematic characters, words, and phrases. Results from two-way ANOVA 
analysis on the subsequent repair events in response to these problems, however, 
showed a significant topic by language interaction, F(l,36) = 5.39, p <05= Tukey 
Procedure also showed significant differences between all four groups, HSD =014, 
suggesting students in four groups behaved differently from each other. Specifically, 
results show that when reading the topic-familiar passages, students engaged more 
effort in solving comprehension problems caused by unclear characters, words, and 
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phrases when the language was difficult, whereas when reading the topic-unfamiliar 
passages, such effort was more frequent when the language was easy (see Figure 12). 
TOPIC 
Figure 12. Mean Proportions of Repairing Events Across Conditions 
The results in the topic-familiar conditions seem to support results from a 
previously study that showed students engaged in laborious effort to ensure smooth 
comprehension much more frequently when they were in the debugging states than in 
the auto-pilot states (Brown, 1986). Being familiar with the reading passage, students 
were more inclined to follow up on a detected problem as the degree of language 
difficulty also increased. The results in the topic unfamiliar conditions, however, 
appear to be running contrary to Brown’s (1986) contention since students’ tendency to 
solve a problem detected decreased as the difficulty of the language increased. Perhaps 
faced with challenges from both unfamiliar topic and difficult language, students in this 
group were paying attention to too many things at the same time hence lack of cognitive 
resources to follow up on the detected problems. 
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Taken together, it appears that when reading the topic-familiar passages, 
students have more cognitive resources at their disposal to attend to whatever mistakes 
needed to be repaired. As such, we see students allocate more energy to repairing 
linguistic problems as the language of the passage increased in linguistic difficulty. On 
the other hand, being unfamiliar with the reading topic, students then need to allot extra 
amount of cognitive resources to establishing an appropriate context in order to connect 
all text propositions into a coherent mental representation in addition to dealing with 
linguistic elements of the reading passages. Subsequently, students were less likely to 
tackle linguistic problems when the language of the passage increased in difficulty, 
since many more aspects needed to be addressed. 
Ignoring-events are events where students articulated a detected problem but 
chose to ignore and go on with the rest of the reading, and they are often viewed as the 
result of insufficient cognitive resources. In other words, when there are simply too 
many things to attend to or no reference to draw from, students are more likely to give 
up a problem they have detected. For this reason, an analysis of ignoring-events can 
further shed light on the cognitive constraints that students were facing under each 
reading condition. Results from two-way ANOVA analysis on the ignoring-events 
showed a significant topic by language interaction, F(l,36) = 4.078, p = .05. Closer 
examination of means suggests that students were much more likely to ignore problems 
detected when reading the topic unfamiliar passages then reading the topic familiar 
passages. Tukey Procedure was carried out to further examine the differences among 
the four groups, HSD = 0.003. Results showed that all four groups behaved differently 
from each other. Interestingly, it appeared that students were less likely to give up on a 
136 
problem when the language was hard for the topic-familiar passages, but were more 
likely to give up on a problem when the language was hard for the topic-unfamiliar 
passages (see Figure 13). 
TOPIC 
Figure 13. Mean Proportions of Ignoring Events Across Conditions 
When this finding is examined together with the results of analysis on the 
repairing events, one can easily see the relationship between them. It appears that for 
the topic-familiar passages, students engaged with more effort in solving detected 
linguistic problems when reading the linguistically harder passage than the easier. 
Subsequently, cases where they ignored detected problems were also fewer when 
reading the linguistically harder passage than the easier. On the other hand, for the 
topic-unfamiliar passages, students devoted less energy to solving detected problems 
when reading the linguistically harder passage than reading the linguistically easier 
passage, and consequently, they also ignored more problems when reading in the former 
condition than the latter condition. 
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Micro-Level Analyses on Think-Aloud Protocols 
While ANOVA analyses of the major categories on the macro-level painted an 
overall picture of how students shifted their cognitive resources during the reading 
process in different conditions, a closer look at the shifting among the subcategories that 
constituted each of the major categories will increase our understanding of whether such 
movements might be due to students’ familiarity with the reading topic or due to the 
language difficulty of the reading passage. For this purpose, a test of repeated measures 
with the Greenhouse-Geisser adjustment was carried out for each major category that 
contains more than one subcategory and in the cases where the assumption of sphericity 
was violated. Consequently, this test was performed for most of the major categories, 
except for paraphrasing and ignoring events. Also, for the purpose of running this 
particular test, proportions of the subcategories were calculated by dividing each 
subcategory by the sum of the major category of which they were a part. The following 
sections will be devoted to the discussion on the results of the analyses. 
Errors. In regards to error events, the two-way ANOVA test on the macro level 
showed that students in the T+L+ conditions made significantly more errors, both 
translation errors and decoding errors, than students in the rest of the three reading 
conditions. In order to determine whether students made one type of error more than 
the other according to reading conditions, a repeated measures test with Greenhouse- 
Geiser adjustment was carried out. Results showed that there is significant difference 
between decoding error and translation error overall, but no interaction was found, 
suggesting that there was a greater number of decoding errors overall, p< .020, 
regardless of topic or language. Table 4 shows the mean proportions and standard 
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deviation of error types in relevance to each other according to reading conditions, and 
Figure 14 shows the relationship between the error types. 
Table 4. Mean Proportions and Standard Deviations of Error Types in Relevance to 
Each Other According to Reading Conditions 
TOPIC 
LANG 
Easy Difficult Total 
M S.D N M S.D N M S.D N 
Translating Errors Familiar .43 .30 10 36 .31 10.00 .39 .30 20 
Unfamiliar .43 .28 10 .38 .10 10.00 .40 21 20 
Total .43 .28 20 .37 22 20.00 .40 .25 40 
Decoding Errors Familiar .57 .30 10 .64 .31 10.00 .61 .30 20 
Unfamiliar .57 26 10 .62 .10 10.00 .60 21 20 
Total .57 26 20 .63 .22 20.00 .60 25 40 
Topic familiar Topic unfamiliar 
Figure 14. Relations of Types of Errors to One Another Within Each Reading 
Condition 
Inferences. In regards to inference generation, data showed that during the 
reading process, students generated inferences to paraphrase, to solve character 
problems, to solve word problems, to solve phrase problems, to monitor intersentential 
contradictions or contradictions between text information and their own belief, and to 
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monitor one’s own behavior. The distributions of all the purposes of inference 
generation in all four conditions are illustrated in Figure 15. Data shows that in the T- 
L- condition, the biggest portion of all inference generation was used to discern 
meanings of phrases 
Topic Familiar, Lang Easy Topic Unfamiliar, Lang Easy 
Topic Familiar, Lang Difficult Topic Unfamiliar, Lang Difficult 
Group 
Bars show Means 
Reason 
M Paraphrase 
■ Character 
■ Word 
9 Phrase 
■ Contradiction 
HI Own Behavior 
Figure 15. Purposes of Inference Generation by Reading Conditions 
(38%). Fifty percent of the inference generations were equally divided between 
paraphrasing and solving word problems, while only a small portion of the inferences 
was generated for solving character problems and in noticing contradictions (8% and 
3% respectively). No inferences were generated to monitor the reader’s own reading 
behaviors. 
Next, in the T-L+ condition, similar proportions of inference generation were 
allocated to paraphrasing, noticing contradictions, and monitoring one’s own behavior; 
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4%, 5% and 2%; respectively. Furthermore, 14% of the inferences generated were to 
infer the meanings of characters, and 19% that of words. The largest proportion of 
inference generation in this condition was allotted to understanding phrases (56%). 
In the T+L- condition, over 88% of the inferences generated were split between 
discerning the meanings of words and phrases, 56% and 32%, respectively. Only 12% 
of the inferences generated were for the purposes of paraphrasing, character meaning, 
and monitoring one’s own behaviors; 4%, 6%, and 2%, correspondingly. 
Finally, in the T+L+ condition, 97% of the inferences were generated to discern 
the meanings of characters (14%), words (54%), and phrases (29%), while the 
remaining 4% were distributed between paraphrasing (3%) and monitoring own 
behaviors (1%). 
When these inferences were generated, students were noted to employ four 
sources of information. First, they activated their background knowledge pertaining to 
the reading passage. In addition, they also used text-based information. At times, the 
text information utilized could be found in the sentence immediately before the focal 
sentence, while the meaning of the sentence was still maintained in the working 
memory. At other times, information introduced in earlier sections of the text was 
retrieved from the long-term memory. Most frequently, however, students used 
information within the focal sentence to help them deal with the issue at hand. 
Subsequently, if an inference was made using information from the focal sentence, it is 
identified as a local inference, while inferences generated using information from the 
other three sources are identified as global inferences. 
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A closer analysis on the inferencing events demonstrated that the primary types 
of inferences generated by the students were explanation and association. While 
explanatory inferences were generated both by using background knowledge and text- 
based information, associations were made exclusively using text-based information. 
Moreover, compared to explanatory inferences, associative inferences were generated 
much less frequently, and were always utilized to derive the meanings of unknown 
words or characters. There were virtually no incidents, except for one student in the 
topic unfamiliar/language difficult (T+L+) condition, where students elaborated on the 
information in the passage by making associations to their unrelated prior experience. 
Predictive inferences, touted by previous LI reading research (Keenan et al., 1984; 
Myers et al., 1987; Trabasso & Magliano, 1996) as likely to occur during text 
processing, were not generated at all by the students in the current study. 
These findings, regarding the types of inferences generated in this study by these 
students of Chinese as a foreign language (CFL), are consistent with findings in LI 
reading research in that comprehenders are rather conservative in making predictive 
inferences, fearing wrong inferences about the consequences (Van den Broek, 1994; 
Magliano, Baggett, Johnson, & Grasser, 1993). Moreover, the fact that explanatory 
inferences were the primary type of inferences generated in all conditions corroborates 
the empirical evidence of prior research studies on comprehension maintaining that 
conscious understanding is explanation based (Chi et al. 1994; Graesser et al., 1994; 
Singer, Graesser, & Trabasso, 1994). Thus it appears that in striving to construct a 
coherent representation of the text they were reading, these CFL students proceeded 
cautiously and conservatively, primarily generating the explanatory inferences needed 
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to establish both local and global coherence, while avoiding the irrelevant associations 
and predictions that often proved to be not as beneficial to one’s understanding as 
explanatory inferences. 
Furthermore, based on the capacity theory, a reader’s cognitive capacity can 
affect the way text information is processed, due to the competition among various 
cognitive activities for the limited supply of capacity (Just & Carpenter, 1992). While 
some cognitive activities have been proven to require few cognitive resources, others 
necessitate more. In the case of inference generation, inferences generated with 
information still active in the working memory, such as information contained in the 
focal sentence or in the immediate sentence prior to the focal sentence, have been 
shown to consume less cognitive resources than inferences generated from information 
in the long-term memory, such as information from prior parts of the text or from the 
reader’s background knowledge (Keenan et al., 1984; Myers et al., 1987). As such, 
students’ tendency to make inferences using information on the local or global level in 
each reading condition may be an indication of how their cognitive resources were 
influenced during the comprehension process by either topic familiarity or language 
difficulty. Consequently, a test of repeated measures with the Greenhouse-Geisser 
adjustment was carried out to investigate whether the occurrence of any one type of 
inference differs from the rest for all four conditions. For the purpose of this test, 
proportions of each inference type were calculated by dividing the numbers of 
occurrences of each inference type by the total number of occurrences of all inference 
types within each condition. The mean proportions and standard deviations of all three 
types of inferences generated in relevance to each other in all four conditions can be 
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found in Table 5. Results of the repeated measures test indicated a main effect of topic, 
F(1.63, 58.9) = 4.64, p<05, indicating that the types of inferences generated differed 
Table 5. Mean Proportions of Each Inference Type in Relevance to Each Other 
According to Reading Conditions 
LANGUAGE 
Easy Difficult 
TOPIC Mean Std. Deviation Mean Std. Deviation 
Local explanation Familiar .44 .29 .61 .22 
Unfamiliar .68 .29 .64 .23 
Global explanation Familiar .53 .28 .34 .18 
Unfamiliar .20 .16 .26 .21 
Local association Familiar .03 .06 .05 .09 
Unfamiliar .12 .31 .11 .09 
according to students’ familiarity with the reading topic. Again, Tukey Procedure was 
carried out to determine where the differences might lie, HSD = 0.27. Comparisons of 
HSD indicated that, first of all, there was no difference between each of the three types 
of inferences generated in topic familiar or unfamiliar conditions. However, the 
comparisons also showed that, when reading the topic familiar passages, students 
generated more local and global explanations than local associations while no 
difference was found between local and global explanations. On the other hand, when 
reading the topic unfamiliar passages, students generated more local explanations than 
both local associations and global explanations and no difference was found between 
local associations and global explanations. Taken together, it appears that while local 
explanations were the primary type of inferences the students made in all conditions, 
students who read the topic familiar passages generated similar amount of global 
inferences while students who read the topic familiar passages generated much fewer 
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global inferences. In the meantime, students in all conditions generated much fewer 
local associations than any of the other two types of inferences. The relationship is 
illustrated in Figure 16. 
Topic Familiar Topic Unfamiliar 
LE = Local Explanation LA = Local Association GE = Global Explanation 
Figure 16. Relations of Inference Types to One Another Within Each Reading 
Condition 
The findings of generations of local and global explanations in topic familiar 
and unfamiliar conditions seem to suggest that, when reading the topic familiar 
passages, perhaps because students already possessed the necessary schemata needed to 
facilitate comprehension, it was easier for them to connect incoming information with 
existing knowledge of the topic previously stored in their memories. Consequently, in 
addition to using information from the focal sentence, students had more cognitive 
capacity available with which to look beyond the focal sentence for information in 
generating inferences. 
In contrast, when reading the passages with an unfamiliar topic, students lost the 
advantage of having the necessary schemata for text comprehension. Accordingly, they 
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required the allocation of a certain amount of capacity to establish both local and global 
coherence along the way. Hence, these students relied less on information beyond the 
focal sentence for inference generation, either because they had not established a 
schemata on which to make inferences or they were so busy digesting incoming 
information from the focal sentence that they had no cognitive capacity left to keep 
information from the prior text in their long-term memory, or even working memory, 
for inference generation. 
Memory Operations. While the results above informed us of the types of 
inferences students made during the reading process, analysis on the information 
sources used for generating these inferences, particularly the ways information beyond 
the focal sentence were used, will no doubt provide further insights into ifThow 
students’ allocation of cognitive resources is affected differently by the topic and the 
language of reading passages. In addition to making inferences to solve character, 
word, or phrase problems, the four information sources were also used for inferences 
students generated when they were paraphrasing, noticing contradictions, and 
monitoring one’s own behavior. Similar to the analysis on the subcategories of 
inferencing events, a test of repeated measures with the Greenhouse-Geisser adjustment 
was also carried out on the memory subcategories in order to examine if and how the 
relationship between the search patterns of the four information sources might be 
affected by topic familiarity and/or language difficulty. Again, for the purpose of this 
test, proportions of each memory type were calculated by dividing the numbers of 
occurrences of each memory type by the total number of occurrences of all memory 
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types within each condition. The means and standard deviations of each memory 
operation according to reading conditions are shown in Table 6. 
Table 6. Mean Proportions and Standard Deviations of Each Memory Operation in 
Relevance to Each Other According to Reading Conditions 
LANG 
Easy Difficult 
TOPIC Mean S.D. Mean S.D. 
Background Knowledge Familiar .30 .20 .09 .09 
Unfamiliar .09 .09 .14 .16 
Long-term memory Familiar .16 .18 .18 .18 
Unfamiliar .07 .12 .05 .06 
Short-term memory Familiar .06 .17 .07 .07 
Unfamiliar .06 .09 .08 .10 
Focal Sentence Familiar .47 .28 .66 .18 
Unfamiliar .78 .17 .73 .21 
Results of the repeated measures test showed a significant topic by language 
interaction, F(2, 72) = 3.22, p<05. Tukey Procedure, HSD = 0.34, was carried out to 
further examine the effects of interaction. Similar to the cases of subcategories of 
inferencing events, results of Tukey Procedure showed that there was no difference 
between each of the four types of memory sources used in all four conditions while 
results did show some difference in the patterns of how the four sources were searched 
according to reading conditions. Specifically, information from focal sentence was 
used much more than background knowledge, long-term memory, and working- 
memory in three out of the four reading conditions: T-L+, T+L-, and T+L+. Con¬ 
versely, in T-L-, information from focal sentence was only found to be used much more 
than working memory but not background knowledge or long-term memory. The 
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relationship between the four information sources in all four conditions is shown in 
Figure 17. 
Topic Familiar Topic Unfamiliar 
Figure 17. Relations of Memory Operations to One Another Within Each Reading 
Condition 
It seems, thus, while in general, students showed an overwhelming trend in 
using information from the immediate reading context, the focal sentence; such trend 
was not as prominent when the reading topic was familiar and the language was easy 
(T-L-), in which case, the students seemed to be more capable of surpassing the focal 
sentence in search for information during the comprehension process. Perhaps, being 
familiar with the reading topic and more proficient with the language, students’ 
cognitive capacity was not overloaded as it was in the other three reading conditions, 
hence provided some flexibility in the ways students searched for information during 
the comprehension process. 
Monitoring. As explained earlier in this chapter, monitoring events consisted of 
instances where students noticed contradictions, either between text elements or 
between the reader’s belief in what s/he was reading and what the text actually said, as 
well as events where students made comments that revealed monitoring of their own 
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reading behaviors during the reading process, comments such as “Oh, I get it,” or “I 
know it means Confucianism, but I think I am not reading it right,” or “I had better 
come back and read it again.” As revealed from the analyses on monitoring events as a 
major category, students in the T-L+ condition spent a significantly higher proportion 
(12%) of their cognitive capacity in monitoring their comprehension than any other 
groups of students; 2%, 3%, and 5%; respectively. 
Table 7 Means and Standard Errors of Monitoring Types in Relevance to Each Other 
According to Language 
Mean Std. Deviation 
Language Language 
TOPIC Easy Difficult Easy Difficult 
Noticing Contradictions Familiar .83 .21 .41 .12 
Unfamiliar .50 .30 .38 .36 
Monitoring Own Familiar .17 .79 .41 .12 
Behaviors Unfamiliar 
.50 .70 .38 .36 
Although noticing contradictions and monitoring personal behaviors are both 
considered high-level processing strategies since they required the readers to step back 
and think about what they were doing, noticing contradiction is arguably the activity 
that reflects even more active processing effort, since to do so the reader needs to retain 
information absorbed earlier during the reading process active for the sake of 
confirming or rejecting the fitness of the incoming information. Since noticing 
contradictions presupposes stored information read earlier in one’s memory, and since 
the storing of information takes a certain amount of cognitive capacity, an analysis on 
how students were better able to devote energy to noticing contradiction in the four 
reading conditions will provide us with more detailed information about how students 
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monitoring behaviors might be affected by topic familiarity or language difficulty, or 
the interaction of both. 
Again, a repeated measures test with Greenhouse-Geisser adjustment was used 
to test the effect. Results showed a main effect of language, F(l, 29) = 12.76, p< 05. 
Consequently, Tukey Procedure was used to determine the difference, HSD = 0.38. 
Table 7 shows the means and standard errors of both types of monitoring activities. 
Language Easy 
TOPIC 
Famiir 
Notica contradcbon Monitor own behavior 
Language Difficult 
Figure 18. Relations of Monitoring Events to One Another Within Each Reading 
Condition 
It appears that, when language was easy, students noticed more contradictions 
than monitoring own behaviors; however, when language was difficult, students spent 
less time in noticing contradictions than in monitoring their own behaviors. Also, 
examinations of how students noticed contradictions and monitored own behaviors 
across language easy and difficult conditions showed that students noticed more 
contradictions in language easy conditions than in language difficult conditions whereas 
they monitored their own behaviors more in language difficult conditions than in 
language easy conditions. Taken together, the results seem to suggest that being more 
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proficient with the language has a facilitative effect on engaging in noticing 
contradictions, the harder of the two monitoring activities. Figure 7.12 illustrates the 
relationships of these activities in all four conditions. 
Problem Source. As reported earlier, on the macro-level, results from ANOVA 
analysis of the amount of attention students paid to comprehension problems caused by 
unknown characters, words, and phrases did not show any significant difference across 
all four conditions; a repeated measures test on whether students paid more attention to 
one particular problem source more than the others under the four conditions did show a 
significant topic by language interaction, F(l,72) = 6.73, p< 05.4 Tukey Procedure, 
HSD = 0.17, further showed that students paid more attention to character problems 
than to word problems or phrase problems under all conditions, regardless of the types 
of passages they read. On the other hand, there was no difference between how 
character-, word-, and phrase-problems were detected respectively across conditions. 
Table 8 shows means and standard errors of problem sources in relevance to each other 
according to reading conditions and Figure 19 displays the relations of problem sources 
to one another within each reading condition. 
The phenomenon of identification of character problem being so prominent may 
be due to one unique characteristic of the Chinese script as described in Chapter I; that 
is, there are only spatial character boundaries, but no spatial word boundaries. In 
4 Since Mauchly’s test of Sphericity did not reach the significant level, Greenhouse- 
Geiser Adjustment was not used, and sphericity was assumed. 
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Table 8 Means and Standard Errors of Problem Sources in Relevance to 
Each Other According to Reading Conditions 
LANG 
Easy Difficult 
TOPIC Mean S.D. Mean S.D. 
Notice character problems familiar .80 .07 .65 .12 
Unfamiliar .70 .11 .77 .11 
Notice word problems familiar .16 .07 .18 .08 
Unfamiliar .14 .09 .08 .09 
Notice phrase problems • familiar .05 .05 .17 .14 
Unfamiliar .16 .07 .15 .08 
Language Easy Language Difficult 
Figure 19. Relations of Problem Sources to One Another Within Each Reading 
Condition 
contrast to text written in an alphabetic script, which is typically arranged by strings of 
words of various lengths and shapes, Chinese script is constructed by arrays of little 
square symbols of equal size called characters, with space between each character. 
Chinese words are sometimes made of single characters, and at other times consist of 
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multiple characters. Although there are no spatial word boundaries, clauses are 
typically separated by commas or periods (Chen, 1998). Due to the lack of word 
boundaries, it is strongly possible that students had a difficult time identifying word 
units initially and had to resort to relying on characters as the basic decoding unit. 
Repair. On the macro level, two-way ANOVA analysis on repair events showed 
that when reading the topic-familiar passages, students engaged more effort in solving 
language problems detected when the language was difficult, whereas when reading the 
topic-unfamiliar passages such effort was more frequent when the language was easy 
(see Figure 12). A repeated measures test on whether students engaged in repair 
activities on one type of problem more than the others in any condition showed a main 
effect due to types of repair - character, word, and phrase. There is no interaction with 
language difficulty or topic familiarity, F (1.37, 49.6) = 25.5, p<05. This result 
suggests that the students spent the largest amount of energy in solving comprehension 
problems at the phrase level, followed by problems at the word level, and that they 
spent least amount of effort in solving character problems. 
Recall Protocols 
As explained in an earlier section of this chapter, this study is not only focused 
in the effects that the topics of familiarity and linguistic difficulty may have on a CFL 
student’s on-line processing strategies, it is also concerned with the kinds of effects 
these subjects may have on a student’s recall of the texts they read. To answer the 
question, a two-way ANOVA was used to test the effects. The results showed a main 
effect of topic, F(l, 36) = 4.5, p < .05. It turned out students who read the topic-familiar 
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Table 9. Means and Standard Deviations of Repair Events in Relevance to Each Other 
According to Reading Conditions 
LANG 
Easy Difficult 
TOPIC Mean S.D. Mean S.D. 
Character Repair Familiar .06 .13 .16 .13 
Unfamiliar 
.05 .07 .10 .18 
Word Repair Familiar .40 .35 .18 .17 
Unfamiliar 
.48 .24 .42 .27 
Phrase Repair Familiar .54 .32 .65 .16 
Unfamiliar 
.47 .29 .48 .24 
Language Easy 
phraMraptfr 
Figure 20. Relations of Repair Events to One Another Within Each Reading Condition 
passages recalled information significantly better than students who read the unfamiliar 
passages. Most interesting was that between the “language easy” and “language 
difficult” texts, students recalled almost equal amounts of information from the texts, 
regardless of whether the topic was familiar or unfamiliar (see Figure 21). Means and 
standard deviations of recall by each group can be found in Table 10. The positive 
effect of topic familiarity on students’ recall found in this study corroborates with 
findings from previous studies (Hudson, 1982; Carrell, 1983, 1984, 1987) and thus 
provides additional support to the schema theory. 
Table 10. Means and Standard Deviations of Recall According to Reading Conditions 
Dependent Variable: RECALLP 
TOPIC 
Familiar Unfamiliar 
LANG Mean S.D. N Mean S.D. N Mean S.D. N 
Easy .50 .16 10 .36 .26 10 .43 .22 20 
Difficult .48 .16 10 .35 .21 10 .41 .19 20 
.49 .16 20 .35 .23 20 .42 .20 40 
c 
o 
'■c 
o 
CL 
2 
CL 
6 
.5 
.4 
.3 
easy difficult 
LANG 
Figure 21. Mean Proportions of Recall Across Conditions 
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In order to understand the nature of the recalls in each condition, the following 
section is devoted to a qualitative analysis of the recall protocols by these CFL students. 
Three recall protocols from each condition are selected to represent different recall 
qualities- high, medium, and low - of each reading condition. See Table 11 for 
distributions of high, med, and low quality recall in all four conditions. 
From the representative examples of the recalls of each reading condition, a 
number of features of high-, med-, and low-quality recalls were observed. In general, it 
appears that recalls of high quality reflected the original texts not only in terms of 
relationships between events but also in terms of text structures, either physical or 
internal. That is, the cause-effect relations among major events were correctly 
established and the structures of the original text were well preserved. Consequently, 
the resulting representations of the texts were coherent and, to a great extent, truthful 
despite some missing or minor errors in detailed information. Take the representative 
high-quality recall in T-L+ condition as an example, the physical layout of the 
paragraphs mapped well with that of the original text. Furthermore, cause-effect 
relations were clearly exemplified by way of reader-generated inferences - “Whenever 
he was especially strict, I would go look at the alarm clock myself (for reassurance).” 
The med-quality recalls, on the one hand, differed from high-quality recalls in 
that while the text structures of these recalls resembled those of the original texts, the 
cause-effects between major events were either not well established or established 
incorrectly, and the information recalled was either incomplete or erroneous. On the 
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Table 11. Distributions of High, Med, and Low Quality Recall in All Conditions 
T-L- T-L+ T+L- T+L+ 
High 6 
Med 3 4 
5 
3 
1 2 
1 
7 Low 1 1 6 
T-L- 
Subject #7 (High) 
When my dad was young he was a soldier. My mom always said how 
he never held his child, how he never attended parents’ meetings at 
school. Maybe he really doesn’t care about us. But one time he told 
me about how he felt the day I was bom, he was very, very happy and 
so he went to buy a bright red alarm clock. 
I began work and would come home very late at night. My dad would 
wait for me at the dark street comer during those times. Even though I 
no longer am under my dad’s protection, and have started my own 
family, when I walk home at night I can still feel that coziness of 
someone worrying about me. 
My dad likes humanities/reading but doesn’t like to write. One time 
when I was very troubled he calmly told me to try to put those thoughts 
onto paper. One after one these thoughts became my articles and they 
became published. My dad would notice the advertisements in 
magazines and would count the days and buy the magazines on the day 
it was to be published. He would collect and read the articles one by 
one and would remember every single word. One time I told him that I 
had written more than one million words. He thought to himself for a 
while and said “Don’t kill yourself writing”. That person is my father. 
Subject #5 (Med) 
The story is about the author’s recollections of his father. He begins by 
recalling that his mother told him that his father had never held a child 
and that he never participated in family meetings. But, on the day the 
author was bom, the father ran out and bought a red envelop. When the 
author started working, his perception of his father changed. One day 
he returned from work to discover his father standing in total darkness 
near the entrance to the street. He then realized that he was no longer 
under the protection of his father, but rather that his father needed him 
and his protection now that he was growing old and infirm. 
Continued, next page. 
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Table 11, cont’d.: 
Finally, the author reflects on how much his father loved literature, but 
had never written any of his own. So, the author decided to write 
himself since his father never had. When the author’s work appeared in 
a magazine, his father rushed out to buy it and read every single article. 
His father came to know every single word of his son’s by heart. So, 
the son realized he would have to work very hard to honor his father. - 
since he realized that he had become the bridge for his father and 
literature. Once he told his father that he had written over 1 million 
words, and his father said to him “Don’t kill yourself working, (don’t 
work so totally hard.) That’s my father for you, the son says in closing. 
Subject #4 (Low) 
My mother almost never had time to pay attention to me. She never 
had the time to hug me or would say she would never go to my parent’s 
teacher conference. Although I couldn’t know what my dad was 
thinking, I always thought he didn’t care, until one day he told me that 
on the day that I was bom, he went to buy something. 
My dad always liked literature as a hobby but he never wrote anything. 
But one day when I was feeling very low, he asked me to write down 
every emotion down on paper. I finally wrote something that was 
published. He immediately, after waiting for me to come home, went 
to the street to buy the latest edition of something that had my essay. 
I have realized what dad’s mission was but to have left his protection a 
longtime ago and now I have my own family. One day I told my dad 
that I had already written a million or so words and he said to me, 
“Don’t use your active life on writing”. I think what he meant was that 
writing is to express your thoughts and emotions,... not a job. 
T-L+ 
Subject #10 (High) 
My father was a soldier. He didn’t believe in giving us hugs or in 
attending family parties/events. People might think that from this “?”, 
my father didn’t care about us. But one time he told me that the day I 
was bom he had never been more moved, he ran outside and bought a 
brand new alarm clock. When ever he was especially strict(?) I would 
go look at the alarm clock myself (for reassurance). 
Continued, next page. 
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Table 11, cont’d.: 
Sometimes when I came home late from work my father would be standing in 
the dark street waiting for me. Even now, after many years, when I’m 
returning home late at night I still get this worried, warm something(?) feeling 
even though I left my parents’ care long ago and started my own small family. 
My father was fond of literature, but he himself didn’t write. When I 
was having my most difficult time he told me to write my thoughts 
down. Because of this I started to write. My father read every article 
that I wrote. He collected all my writings together. Sometimes I see 
advertisements in magazines to purchase my works ?. I am my father’s 
something(?), and this makes me work harder. I once told my father 
that I had written over 1,000,000 characters, and he paused for a 
moment and told me “Don’t rest on your Iaurels(?).” That was my 
father. 
Subject #9 (Med) 
When my father was young, he was a soldier. My mother often said 
that there were many things he never did. Once he told me that on the 
day I was bom, he ran out and bought a new, red (could it be a clock?). 
When ever I hear about never doing something, my eyes fall on the 
clock in front of him. 
After I started working, I would come home sometimes in the evening 
to find my father waiting on the street entrance in the dark for me. This 
made me want to leave and have my own small home. 
My father loved literature, but he never wrote anything. Once when I 
felt my worst, he told me to take my feelings and write them down. 
That was when I started to write. Every time my father read a 
magazine advertisement, and went out to buy something, I wrote it 
down. One time, I told my father that I had written over a million 
words, he became silent for a moment, then he said “don’t write 
anymore.” This is my father. 
Subject #7 (Low) 
His father is still young at heart. His mother says that he often acts like 
a child. He is very kind to his kids. One day, the writer returned home 
from work and found that his father had gone somewhere. He went 
there and was received warmly, but he left early. Someone also had a 
small house/family. His father's hobby is studying literature, but he 
Continued, next page. 
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Table 11, cont’d.: 
doesn’t often write. The writer got help from his father in writing. He 
gave his father something he had written and his father helped him. He 
wrote more than 100 of something. His father said he had improved 
even more and gave him some words of encouragement. The writer 
says this is my father at the end. 
T+L- 
Subject #3 (High) 
Taiwan has lots of religion - Buddhism, Daoism and Confucianism. 
The temples are not the same. For example Taibei has the Daoist Red 
Faced guan gong, there is a mountain dedicated to Guanyin. 
(somewhere else). Chinese people have no problem believing in 
multiple religions at the same time, so few people solely believe in one 
faith. 
People go to temples to pray for many different reasons. For example, 
business people ask for their business to make money, people with 
troubles ask for their problems to be resolved. To pray, people offer 
fish or fruit - they put it on a table. Then, with both hands they offer 
incense. They make clear their wishes. If they want to find out if their 
wishes will occur, they put 2 months worth of stuff on the ground. If 
something happens to the stuff, then the wish will come true. People 
then offer money to the deity, and ask for prosperity/protection in their 
lives, and for bad things not to happen. 
Subject #2 (Med) 
Something is very complicated because, among Taiwanese people, ... 
at the same time... Inside... 
2nd Paragraph 
...For example, many business people who close their offices, ...make 
profits. People often come to temple to ask God/Buddha to protect 
them and give them things. They place fish and fruit that they brought 
on the altar as gifts for God/Buddha. They light a few incense sticks, 
hold them in both hands, ... If they want to find out if what they asked 
for will be realized/come true, they have to wait 2.5 months ... things 
appear. If it does appear ... People thank God/Buddha for helping 
them over the past year and, at the same time, ask for continuous help 
and protection over the coming year. 
Continued, next page. 
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Table 11, cont’d.: 
Subject #1 (Low) 
Taiwan workers feel that doing business in (for example in Taipei) 
different places isn’t fair because each place has different rewards. 
Others feel it is ok that the rewards are not the same because the reality 
of each place is different. It’s the responsibility to put fish and meat on 
the table using their two hands. People hope this will change and that 
their lifestyle will be secure. 
T+L+ 
Subject #4 (High) 
This passage is about the convergence of Taoism, Buddhism, and 
Confucianism(?) in Taiwanese religion. It explains that Taiwanese 
temples have statues of many different deities all under one roof. 
Because there are only small differences between the belief systems of 
these three religions, this practice of having several deities together is 
not considered to be conflicting. 
Also, people go to different deities to pray for different things. For 
example, if businessmen want better business, they pray to one deity, 
but for other things they go to a different deity’s statue. First, they 
offer fish and other food to the god, and then they bum incense. They 
hold the incense in folded hands and voice their prayers. After that, to 
see if what they prayed for will come true, they can do some sort of 
sacrifice and divination. Finally, the worshippers make another 
offering by burning paper money to thank the gods for the past year’s 
blessings, to pray for another year’s blessing, and to pray that they 
won’t have any misfortune. 
Subject #2 (Med) 
This essay is talking about religion, with an emphasis on Buddhism in 
Taiwan. They say that going to temple/altar to pray to the gods is 
really important. In Taibei for businessmen feel it can make this 
business improve. They bring offerings of fish and some kind of fruit 
to altars and leave on tables. There’s a whole process that they’re 
supposed to go through when they go to pray (offerings only bring a 
part). They also have 2Vi month? that they throw on the ground. 
Continued, next page. 
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Table 11, cont’d.: 
Paragraph 1 => Taiwan Pragraph 2 => Taibei 
- at the same time 
- gods 
talking with spirits 
altars 
sheyn liyng = god? 
They want the gods to protect them and this rite of sorts is their plea for 
protection. If they’ve done it all right should receive protection from 
evil things from happening. Each year (at least) they go to the shrine to 
thank Buddha for his protection and ask him to continue doing so. 
Subject #3 (Low) 
The paragraph is about religion in Taiwan, and something relating to 
Buddhism in Taipei. The second paragraph talks about something 
having to do with a meal being served with fish and meat on a table. 
There seems to be something about a celebration happening once a year 
and something about the situation being peaceful (ping an). There was 
also an example given about business people (shang ren) and there 
involvement with the going to a temple or ceremony. There was a 
comparison with something that had been done in the past and 
something that was going to be happening in the future. 
other hand, compared to low-quality recall, med-quality recalls recalled more idea units 
even though the idea units may not be connected coherently. Therefore, on the whole, 
these recalls often lacked coherence despite the text structures of the original texts may 
be present. The information present was often inferior to that of the high-quality recalls 
in terms of the number of idea units recalled. The representative med-quality recall in 
T+L+ condition serves as a good example. While the reader remembered the gist of the 
text, he had a hard time integrating the information into a meaningful whole. Therefore, 
he was only able to provide a rough account of the text information in spite of 
unsuccessful attempt in preserving the organization of the information in the original 
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text. As a result, parts of the recall seemed more coherent and more complete than 
others and the idea units were recalled in a sporadic fashion. 
Finally, the low-quality recalls were distinct from both high- and med-quality 
recalls in a number of ways. First of all, low-quality recalls recalled much less 
information than those of high and med quality. Furthermore, the information recalled 
was often inaccurate. Secondly, the organization of the information recalled was 
frequently incoherent, and the relations between events were often erroneous. List-like 
recall of information was also quite common among recalls in T+L- and T+L+. Lastly, 
the themes of the recalls were sometimes found to be deviated from the original texts. 
Take the representative low-quality recall in T+L- as an example. Not only did the 
reader’s recall demonstrate an entirely different theme than that of the original text, 
suggesting poor comprehension of the original text, but the detailed information was 
largely missing from the recall. 
Despite the distinctions among high-, med-, and low-quality recalls, one 
commonality found throughout the recalls was the readers’ motivation to make sense of 
the reading texts. Although global coherence was not always observed in all recalls, 
local coherence was established quite rigorously, supporting the assumption that 
conscious understanding is explanation based (Chi et al., 1994; Graesser et al., 1994; 
Singer, Graesser, & Trabasso, 1994). 
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CHAPTER 8 
DISCUSSION, TEACHING IMPLICATIONS, AND FUTURE DIRECTION 
Discussion 
The present study examined the effects of topic familiarity and linguistic 
difficulty on.L2 Chinese students’ on-line reading behaviors, including the type of 
things they paid attention to, how they monitored their comprehension when a problem 
was detected, and the type of information sources they used to help them understand 
what they were reading. In addition, the study also examined how students’ recall of 
what they read might be affected by their familiarity with the text and the linguistic 
difficulty of the text. Each student read one of the four test passages - topic 
familiar/language easy, topic familiar/language difficult, topic unfamiliar/language 
easy, topic unfamiliar/language difficult - and provided concurrent verbal reports 
(think-aloud protocols) on what he or she was thinking or doing during the reading 
process. Verbal reports were then transcribed, coded, and analyzed. In addition to the 
think-aloud protocols, students also wrote down what they remembered from the text 
afterwards without referring back to the text they read. These recall protocols were 
analyzed and scored based on the propositional analysis system put forth by Meyer 
(1985). 
For the analyses on students’ think-aloud protocols, the study focused on two 
levels: macro and micro. To conduct the macro-level analyses, reading activities were 
identified and grouped into eight major categories: paraphrasing, errors, inferencing, 
memory operations, monitoring, problem sources, repair strategies, and ignoring. 
Except for paraphrasing and ignoring events, all other major categories consisted of 
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several subcategories, on which the micro-analyses were conducted. The macro-level 
analyses explored how topic familiarity and language difficulty jointly affect the overall 
processing behaviors and provided a preliminary understanding of the types of things 
students do as a whole when reading different test passages. The micro-level analyses, 
on the other hand, went a step further and explored how topic familiarity and language 
difficulty affected what students did within each major category. The following 
sections of this chapter will be devoted to a discussion on the findings of the study. 
Results of this study provided insight into the complex relations on how topic 
familiarity and linguistic difficulty interactively affected the ways students allocated 
their cognitive resources during the reading process. At first glance, the analysis of 
total events indicated that the number of total activities in each condition increased 
when the language of the texts also increased in difficulty, suggesting an effect of 
linguistic difficulty on students’ reading activities. Upon closer examination, this result 
showed detailed effects of interaction between topic familiarity and linguistic difficulty 
on the students’ on-line reading behaviors. More specifically, the increase in total 
events under the topic familiar/language difficult (T-L+) condition was caused largely 
by the increase of monitoring activities, whereas in the topic unfamiliar/language 
difficult (T+L+) condition, it was due to higher occurrences of error events, an 
indication of lack of monitoring. This finding seems to be contrary to the contention of 
Brown and colleagues (1986) in that metacognitive awareness is most noticeable when 
laborious effort is required to ensure smooth progress of comprehension. So, what 
could have contributed to the higher increase of error events, presumably due to 
insufficient monitoring, in the T+L+ condition? 
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One plausible explanation for this phenomenon from the perspective of capacity 
theory could be that while students in general monitored their comprehension more 
intensively when facing more challenges, they were able to do so more actively when 
they were familiar with the reading topic. Since familiarity with the reading topic lifted 
some of the cognitive burden on the students, they were presumably able to allocate 
more of their cognitive resources to things such as thinking about their own reading 
behaviors or connections between ideas across sentences other than the comprehension 
problems at hand. However, this effort in monitoring comprehension seemed to be 
impeded when students were faced with extra challenges presented by unfamiliar 
reading topics, which evidently posted further cognitive constraints for the students to 
either engage in or, at least, to verbalize effort in comprehension monitoring. 
Whereas in the case of error events, the fact that students in the T+L+ condition 
made significantly more errors in translating and decoding than students in the T-L-, T- 
L+, and T+L- conditions suggests that when faced with excessive cognitive constraints 
higher-level processing, such as monitoring, was impeded, and consequently more 
errors were made. 
As such, the advantage of being familiar with the text topic did not seem to 
compensate for the comprehension challenges caused by linguistic difficulty of the text 
for these students in terms of comprehension monitoring. This finding corroborates 
somewhat with a study by Barry and Lazarte (1995) in which two groups of students 
(one with high prior knowledge of the reading topic and one with low prior knowledge) 
read passages at three levels of syntactic complexity. By examining the recall scores of 
these two groups of students, Barry and Lazarte found that students with high prior 
. 
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knowledge recalled significantly better than students with low prior knowledge when 
levels of syntactic complexity were low (level 1 and level 2). However, at level 3, 
where the passages contained the most complex syntax, no significant advantages for 
high prior knowledge group were found. Thus, while the focuses of investigation were 
different, the current study and the findings of Barry and Lazarte (1995) both 
demonstrate that the advantage of prior knowledge seemed to have been cancelled out 
at a higher level of syntactic complexity in different aspects of the reading activity. 
In addition to the monitoring and error events, a closer look at the repair events 
reveals some interesting observations. Specifically, in terms of repair effort, there is an 
increasing trend in the topic familiar conditions as the language difficulty also 
increases; however, in the topic unfamiliar conditions, the trend is reversed in that the 
effort students made to repair comprehension detected decreases as the language 
increased in difficulty. This latter observation could be surprising at first, since one 
might expect to see similar efforts made to repair comprehension problems in the topic 
unfamiliar conditions, given the fact that comparable amounts of effort were devoted to 
identify comprehension problems in those two conditions. However, this finding 
should not be particularly surprising once one considers the dual obstacles imposed by 
content unfamiliarity and language difficulty in this condition. It is very possible that 
students in this condition, when faced with comprehension problems, find themselves 
less able to tackle the problems, either because there are fewer resources to rely on, or 
there are too many things to pay attention to at the same time. The fact that students in 
the T+L+ conditions ignored problems the most further supports the speculation above. 
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Other than these observations, most of the rest of the findings seem to be 
reasonable and fell within expectations. For example, with paraphrasing there appeared 
to be a decreasing trend as the topic and language increased in difficulty, showing that 
students were unable to translate the focal sentence correctly upon first try as the 
reading text became more difficult, in terms of both content and language. On the other 
hand, students made more errors in both translation and decoding, when reading texts 
with increasing unfamiliarity and linguistic difficulty. In terms of inference generation, 
while there is not much difference between the amounts of energy students in four 
conditions devoted to making inferences, students in the topic familiar/language easy 
condition (T-L-) seemed more able to allocate their attention to this area than students 
in other conditions. This result confirms our prediction that, based on the capacity 
theory and the linguistic threshold hypothesis, when the cognitive demand increases, 
either by lack of domain knowledge or higher linguistic difficulty, students will spend 
more time engaging in lower-level processing and have little cognitive resources at their 
disposal for inference generation, a higher-level processing activity, and consequently, 
they should generate fewer inferences and higher-level processing events. 
On the whole, results from the distributions of the eight major 
cognitive/metacognitive events across all conditions showed that these students spent a 
lot more energy on lower-level processing activities; such as noticing character-, word-, 
and phrase-level problems; than on higher-level processing activities; such as 
generating inferences to connect ideas across sentences. More evidence of this 
tendency is found upon examination of the activities that occurred during some of the 
major events. Specifically, in addition to the distribution of the major types of activities 
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students engaged in during the reading process, the characteristics of lower-level 
processing found in the current study were also manifested in three particular areas: 
inference generation, monitoring, and problem repairs. To begin, a great majority of the 
inferences made in all conditions were local inferences made to solve character, word, 
and phrase problems in the focal sentence. Global inferences were made only 
occasionally and much more frequently when reading the topic familiar texts than the 
topic unfamiliar texts in monitoring own reading behaviors or noticing contradictions 
between text elements. Similar findings were found in the students’ ability to monitor 
their comprehension and their subsequent regulatory behaviors. Specifically, findings 
of analyses show that, in general, students’ monitoring activities are restricted to the 
local level across all reading conditions. That is, students paid much more attention to 
problems in characters, words, and phrases than to the relations between ideas across 
sentences. In terms of orchestration of regulatory strategies, it was found that when 
students detected a comprehension problem, they used information within the focal 
sentence much more readily than their background knowledge in the topic or 
information mentioned earlier in the text, regardless of whether or not they were 
familiar with the reading topic, suggesting that they were so concerned with the 
problem at hand that they were unable to go beyond the focal sentence for an alternative 
solution to the problem. This is also evidence that students relied more on lower-level 
strategies to regulate their comprehension. From the perspective of linguistic threshold 
theory, these findings suggest that after three years of language instruction L2 Chinese, 
learners are still heavily restricted by their language proficiencies to engage skillfully in 
orchestrating reading strategies when reading Chinese texts. These findings corroborate 
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with previous studies (Potter, So, von Eckhardt, & Feldman, 1984; Liu, Bates, & Li, 
1992) and are also explained by capacity theory, which contends that lower-level 
processes, which are much more cognitive consuming, are likely to be prioritized over 
higher-level processes during L2 comprehension, to the extent that the readers are not 
fluent in the target language. 
The memory operations in the topic familiar/language difficult condition (T-L+) 
serve as a clear example. Under this condition, given the fact that the reading topic was 
familiar to the students, one might expect that the students would be more inclined to 
rely on prior knowledge to help solving reading comprehension problems. Surprisingly, 
these students did not activate their background knowledge, as much as one might have 
expected, to help them solve comprehension problems. In fact, students relied on 
background knowledge in this condition only with similar frequency they used this 
knowledge in the T+L- and T+L+ conditions. 
This finding was quite surprising at first, since it clearly indicated that readers in 
this condition did not take advantage of their familiarity with the topic to offset the 
challenges posed by linguistic difficulty. However, upon closer examination, it seems 
that students in this condition also engaged in many more global monitoring activities, 
such as noticing contradictions between text elements, making comments on their own 
behaviors or on the text structure, than did the readers in the other three conditions. 
There are two plausible explanations for this finding. One possibility is that the 
readers in this condition allocated more attention to monitoring activities, and hence had 
little capacity left to activate necessary background knowledge. Another possibility is 
that the readers’ background knowledge was indeed activated, but was not verbalized 
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during the verbal protocols. This may be due to the fact that the topic was familiar to 
the readers, therefore activation of background knowledge was so automatic that it was 
not noticeable to the readers and, consequently, was not reported. Instead, the readers 
turned their attention to monitoring their comprehension progress, which required their 
immediate attention. While this finding will be discussed in greater detail when we 
examine the dynamic interaction between topic familiarity and language difficulty in 
affecting the allocation of cognitive resources, in the meantime, it demonstrates that the 
students restricted themselves to looking for solutions that were text-bound, rather than 
from what they brought to the text, i.e., their background knowledge of the text content. 
As these examples illustrate, after four or five semesters of language study, these 
Chinese L2 students as a whole are still severely hindered by their linguistic proficiency 
in the target language to effectively orchestrate all the reading strategies that might 
come automatically when they read in their native language. The heavy reliance on 
local- and lower-level processing strategies across all reading conditions provides clear 
evidence to support this observation. Nevertheless, there appeared to be cases where 
the students were able to allocate more cognitive resources to global- or higher-level 
processing strategies, and more interestingly, these shifts from lower-level processing to 
higher-level processing happened more frequently in the topic familiar conditions. 
For example, with inference generation, students in the topic familiar conditions 
generated higher percentage of global inferences than did students in the topic 
unfamiliar conditions, indicating that familiarity with the reading topic facilitated the 
process of making connections between text elements across sentences, or between 
readers’ background knowledge and text propositions. Examination of the information 
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sources used to generate inferences also indicated that students in the topic familiar 
language easy condition searched information from two or more sentences prior to the 
focal sentence more frequently than did students in the rest of the three conditions, 
suggesting once again that being familiar with the reading topic helped the students to 
remember what they had read and allowed them to activate what was stored in their 
long-term memories to aid their comprehension and comprehension monitoring. 
Finally, regarding students’ comprehension as measured by their recall, the 
study clearly indicated that students who read the topic familiar texts recalled 
information significantly better than did students who read the unfamiliar texts. 
Furthermore, regardless of whether or not the topic was familiar or unfamiliar, students 
recalled almost equal amounts of information from the texts between the language easy 
and language difficult texts. These results are partly expected and partly unexpected. 
The first finding was expected since the result confirms previous studies (Hudson, 
1982; Carrel, 1983, 1984, 1987) that students with greater familiarity with the reading 
topic should perform better than students who are unfamiliar with the topics. The 
second finding, however, is somewhat unexpected since it is inconsistent with the 
finding from Barry and Lazarte (1995): while high prior knowledge in their study was 
found to be utilitarian in recalling text information in texts with low syntactic 
complexity, such facilitative effect was not found in the current study. The discrepancy 
may be due to the different nature of linguistic difficulty between the Barry and Lazarte 
study and the current study. More specifically, in Barry and Lazarte (1995), different 
numbers of relative clauses were embedded into the base text, creating three levels of 
syntactic complexity. With each increased level of syntactic complexity, not only was 
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the length of the text increased, but the flow of information was also slightly altered, 
requiring more effort in keeping incoming information in line with the theme of the 
reading text. In other words, the embedded relative clauses ultimately increased the 
number of propositions in the reading texts. In the current study, however, linguistic 
difficulty was created by replacing colloquial expressions with their counterparts in 
formal literary forms. Therefore, the language difficulty was mainly manifested on the 
lexicon level instead of the syntactic level and as a result, no extra proposition was 
added. Consequently, findings from the two studies showed a different effect of high 
prior knowledge on the recall of the text information. 
In all, results from the current study reflect many characteristics of the reading 
behaviors predicted by the Linguistic Threshold Theory, which in turn have important 
implications in classroom teaching, especially in terms of reading instruction in 
Chinese. The following sections will be devoted to a detailed discussion of these 
implications. 
Teaching Implications 
In the last few decades, findings from research studies in both LI and L2 
readings have only allowed us to scratch the surface of a process as complex as reading. 
We now understand that the reading process encompasses activities far more 
complicated than simply decoding; it involves both cognitive and metacognitive efforts 
in reconstructing a representation of the text (situation modal). During the process, 
readers actively interact with the text using all resources available, paying attention to 
different aspects of the reading at different times in a cyclical manner. Throughout the 
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process, their approaches are sometimes top-down, and at other times bottom-up, but 
always interactive and dynamic. Based on what is known about the reading process, 
numerous reading models have been established in an effort to catch the essence of 
what actually goes on in our minds when we read. One such model is Goodman’s 
influential psycholinguistic model (1968), which has exerted tremendous influence on 
both LI and L2 reading instruction. Even today, L2 reading instructors still 
enthusiastically embrace the ideas of helping their students to apply what they know 
about the text, both content-wise and structure-wise, to compensate for comprehension 
obstacles caused by unknown words or phrases. Students are also encouraged to 
actively generate inferences in order to confirm or reject the connection between text 
information and their world knowledge during the reading process. Undoubtedly, these 
concept-driven reading strategies that were developed based on Goodman’s model have 
great utility in developing L2 students’ reading proficiency. Nevertheless, in the wake 
of findings from research studies, including the current study, which provide evidence 
for the linguistic threshold theory (Bernhardt, 1986; Brown & Haynes, 1985; Clarke, 
1979; Cziko, 1980; Koda, 1987) and show that readers’ linguistic knowledge in L2 is a 
stronger predictor than their reading knowledge in LI for the performance in L2 
reading, it is therefore vital for the foreign language educators not to disproportionately 
focus on teaching compensatory reading strategies at the expense of developing 
students’ improved command over fundamental linguistic elements of a second 
language. 
The clear tendency in relying on lower-level processing strategies by the 
subjects in the current study suggested that CFL students are still severely hindered by 
174 
unknown words and phrases even after four to five semesters of language learning; so 
much so that the repertoire of their reading strategies appears to be extremely limited 
and presented little flexibility between lower- and higher-level processing. Since 
inquiries into CFL students’ reading strategies is still a relatively untapped territory in 
the field of second language acquisition (Ke & Everson, 1999), little evidence is 
available as to what might have caused the rigidity in these students’ strategy use. It 
may very well be a result of lack of training in reading strategy, but we will have to wait 
until some studies on the effectiveness of reading strategy training using CFL students 
as subjects are performed before we can draw any preliminary conclusion. In the 
meantime, in light of the findings from the current study, several teaching implications 
can be noted. 
First, in light of the rigidity in the students’ strategy use, it is important that 
adequate amount of instructional attention needs to be paid to developing students’ 
awareness of reading strategies, not only in terms of monitoring of comprehension 
progress and repair strategies but also in terms of striving to help students develop a 
conscious, reflective attitude toward reading based on models like those proposed for 
readers of the native language (Loke, 2002; Spring, 1999). Students need to be 
reminded that it is essential for them to develop a rich repertoire of reading strategies as 
well as sensitivity to proficient orchestration of these skills to achieve successful 
comprehension according to specific reading purposes. These strategies include how to 
infer the meaning of an unknown word by using different clues, including components 
within the structure of the character such as its radical, and clues provided by the 
context. Also, students need to learn how not to let one unknown character or word 
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hinder the progress of reading by looking for alternative solutions in a variety of 
resources, such as prior knowledge of the reading topic or structure of the text and from 
prior portions of the text. Students need to be encouraged to constantly evaluate then- 
own comprehension during the reading process, such as by noticing contradictions 
between the text information and their own understanding. 
Next, data of this study showed that on the level of local processing, even 
though character problems were frequently identified, effort in character analysis was 
rarely made. Instead, students relied mainly on the immediate context in which the 
character appeared to approximate the meaning of the character. Although this 
approach to the unknown character is quite strategic in itself, the scant occurrences of 
character analysis in all conditions can not help but lead one to hypothesize that 
students might not have adequate knowledge about the Chinese orthographic system to 
engage in this type of effort. This hypothesis has a few bases. First, a study of Chinese 
learners’ strategies in learning Chinese characters, Ke (1998a) showed that CFL 
students favored rote memory over character analysis at the elementary level in spite of 
the fact that students recognize the importance of learning characters by way of 
remembering their subcomponents. Furthermore, textbooks with special attention to the 
analysis of the subcomponents of each character started to appear in the Chinese 
teaching field only recently. It is thus possible that the students in this study might not 
have been properly equipped to engage in character analysis if they have learned 
characters by way of rote memory. Since currently there has only been one known 
study other than the current one that examines the overall reading strategies at the 
discourse level employed by CFL students1, little data is available to provide 
information as to at what proficiency level CFL students start using character analysis 
actively, it would be unfounded to assume that students indeed engage in character 
analysis routinely, not to mention effectively. It is therefore necessary for Chinese 
language instructors to devise effective methods to facilitate students’ acquisition of 
Chinese characters. Fortunately, recent works on CFL students’ acquisition of Chinese 
characters have provided some insight as to the kinds of effects caused by various 
aspects of Chinese characters in the character acquisition process (Ke, 1996a, 1998a; 
Shen, 2000b; Xiao, 2002; Yang, 2000). For example, character density (the number of 
strokes in a character) has been shown to have a significant effect on the character 
encoding process. The higher the density of a character, the more difficult it is for 
students to learn. Furthermore, studies which probed into the relationship between 
being able to recognize a character and being able to reproduce it correctly have found 
that when a character is correctly reproduced, it is also likely to be recognized correctly. 
However, when a character is correctly recognized, it may not be correctly reproduced. 
These findings are important to keep in mind when textbook writers consider the 
sequence in which characters are to be introduced and when instructors of Chinese as a 
foreign language make pedagogical decisions on reading and writing curricula. 
Finally, as Everson and Ke (1997) state that “in the foreign language profession 
where the trend is clearly towards the use of authentic reading texts in the classroom, 
1 Everson and Ke (1997) is the only known study other than the current one that 
investigated the reading strategies used by CFL students. Different from the current 
study, Everson and Ke investigated the reading strategies used by both intermediate and 
advanced CFL readers; however, the number of subjects in their study is much smaller, 
and no experimental design was employed. 
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Chinese language teachers will need to make informed and principled decisions about 
the texts they choose for student use,” teaching implications could also be drawn from 
the findings of the current study in terms of selection and sequencing of course 
materials. Third year Chinese is noticeably the beginning of a stage where students 
start to use authentic materials, not only in larger quantity but also in wider variety, to 
augment textbooks written specifically for language learning purposes. Authentic 
materials are usually rich in cultural-specific elements, such as concepts and values, 
which may cause difficulties for L2 readers if they lack of the cultural schemata needed 
for comprehension. Linguistically, students may be faced with idioms, fixed 
expressions, or rhetorical devices that are common to native speakers yet totally 
unfamiliar to them. From the findings of this study, it seems that while the examination 
of the students’ overall reading strategies revealed a negative influence of language 
difficulty as reflected in the students’ heavy reliance on lower-level processing 
strategies, the results from their comprehension performance as measured by the recall 
showed a facilitative effect of topic familiarity, as students who read the topic familiar 
texts recalled significantly more text propositions than students who read the topic 
unfamiliar texts. As such, while developing reading curriculum that would be most 
conducive to raising students’ reading proficiencies, it is recommended that Chinese 
language instructors and materials writers sequence texts first according to their 
familiarity to students, introducing the ones of better familiarity first, followed by the 
ones with unfamiliar topics. Once the texts are sequenced according to their familiarity 
to students, further arrangement can be made so that the language difficulty of the texts 
increases along with the boost of unfamiliarity with the reading topic. Finally, results 
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which stemmed from the dynamic relationship between topic familiarity and language 
difficulty in the current study should contribute to setting instructional goals for reading 
specific types of texts. For example, in this study, students in the topic familiar/ 
language difficult condition showed a much stronger tendency to monitor their reading 
behaviors and pay attention to contradictions between text elements, suggesting that this 
type of text may be more conducive to raising students’ metacognition about their 
strategy use. At the same time, as the field of Chinese teaching recognizes the 
important role metacognition plays in L2 learning (Loke, 2002; Bai, 2001; Everson & 
Ke, 1997), Chinese instructors and materials writers may want to consider the kind of 
texts that would be most likely to inspire such activities when setting instructional 
goals. 
Limitations and Future Research 
The current study suffers from some of the same limitations encountered in 
other studies that employ statistical analysis. First, the number of participants in the 
study should have been larger, consequently, the results cannot be readily generalized to 
the general population. Nevertheless, considering the fact that 65 participants originally 
participated in the study, and that the think-aloud and recall protocols from the 40 
participants that served as the basis for final analyses for this study is the result of an 
elimination of six to seven participants in each condition whose performances were 
either exceptionally good or bad, and hence were judged as outliers for statistical 
analyses, the findings of the study are still representative. 
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Second, the study would have gained results that are even more representative 
had the experiment adopted a within-subject design instead of a between-subject design. 
However, given the length of each text, and the fact that the think-aloud and recall 
protocols took fifty minutes to an hour to complete for each text, not only would the 
within-subject design be too time consuming to be feasible, but the participants may 
also have been overwhelmed by the task and their performances may consequently have 
been seriously affected as well. Due to the considerations above, the between-subject 
design was determined to be best suited for the current study. Nevertheless, the 
between-subject design did open the door for questions concerning effects that might 
have been caused by individual differences between the participants, such as their LI 
reading ability and their general approach to reading. Accordingly, results from this 
study should be interpreted with caution and be treated as preliminary, instead of 
conclusive, findings about how topic familiarity and language difficulty affect the 
reading strategies of CFL students at the advanced-intermediate level. At the same 
time, results from this study await replication and further validation by future studies 
that adopt within-subject design. 
Another limitation of the current study comes from the think-aloud 
methodology. Although think-aloud has been widely recognized as a valuable tool for 
probing into the cognitive activities during text processing, it has been noted that what 
actually goes on in the process may be far more than what was verbalized (Phifer & 
Glover, 1982; Pressley & Affierbach, 1995). For this reason, results from this study 
need to be interpreted with that of future studies that focus on different experimental 
treatments and different factors in the reading process in order to gain more insight into 
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the full spectrum of psychological (both cognitive and metacognitive) activities during 
the reading process of CFL students. 
Furthermore, the findings from the current study only reflect the psychological 
activities which occurred during the reading process and the reading performance 
measured by recall of a small and particular group of CFL students reading a specific 
type of text under a specific context. More specifically, these students are random 
samples of CFL students, who have studied the language for four semesters with no 
previous background in the target language, reading two expository texts with varying 
degrees of linguistic difficulties for the purpose of exhibiting comprehension to a tester. 
Consequently, the findings of the study should be understood within these parameters. 
In order to fully understand the CFL reading processes, future research studies are 
needed in a variety of areas. First of all, as many LI and L2 reading studies have 
suggested, different types of reading texts can trigger different psychological activities 
during the reading process (Horiba, 2000; Cote, Goldman, & Saul, 1998; Kintsch & van 
Dijk, 1978) and so findings of the current study need to be compared with those from 
future studies in which different text types are used in order to see if and how text type 
affects CFL reading in particular, and across languages in general. 
Next, given the homogeneous background of the participants in the current 
study, the findings fall short of representing the complex effects brought by factors such 
as learners’ LI reading proficiency, degree of previous exposure to the target language 
and culture prior to their language study, and their attitude and motivation toward 
reading in general, just to name a few. Accordingly, future CFL reading studies should 
181 
also include these factors in the study design as much as possible so as to understand the 
CFL reading processes more thoroughly. 
Finally, systematic and longitudinal studies are needed in order to gain insight 
into the acquisition of reading proficiency by CFL learners at various stages. Only 
through studies that look at the development of CFL reading proficiency can we hope to 
answer two modified questions raised by Berhnardt and Kamil (1995) concerning the 
age-old debate of “Is second language reading a language problem or a reading 
problem?”, which ask “How first language (LI) literate does a second language reader 
have to be in order to make the second language (L2) work?”, and “How much second 
language (L2) knowledge does a second language reader have to have to make the first 
language (LI) reading knowledge work?” 
In sum, the current study is one of the very first attempts at exploring CFL 
learners’ reading strategies at the discourse level as they are faced with texts of different 
degrees of topic familiarity and language difficulty. It is this investigator’s wish that 
enough interest will be generated for future studies to continue this line of enquiry by 
challenging, verifying, or building on the findings of the current study. 
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APPENDIX A 
READING PASSAGES USED IN THE CURRENT STUDY 
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READING PASSAGES USED IN ALL FOUR CONDITIONS 
Passages used in the topic familiare conditions (T-L- and T-L+) — "Father's Love" 
A. gftttX (T-L -) in simplified characters 
at-A7.-ssj 
AW**s±.aa^-SteA*'C,'Wa«So 
drttSSH&ISo **»Sa»-ffl-fflttJ*7:fc*»a&7.iiB 
a»ttxaift«e3i57o #»^«#is*fe*ft.«aaii»a{)is»aa4H. m 
-a-att*j&*aflr*»*—«?. saoRnaaxaftaammijVJKs 
MHA. G-X,m£PrXm&EM7-W£M:?7MEX7-#&.mSMivm 
% astasia. 
(378 characters) 
B. SX5.S (T-L+) in traditional characters 
sxa^eatafflSA. es 
■£if.:£aiSi)9**H'C,'Sino 
a3S$S18.S a £SP*.te«i>*SibiSSJ*®S 7 (SfMilM HI. 
®ISM«^at*lU5S3Bftaao 
184 
ai#&#iii«±iasa7.*ssL£«te£j!ii8i»wp«&. ss 0 xmmta 
A W Bb jii.'OiS^ —Stt Afc'kW ^BSIW 7 
X8»«».*r7aBW'.M?. 
xas»3tp.<«ES*BKW^.S:iSi6ISWR.#WMKjiffi^ 
WSESST*. jfcSSBB&So &*3PSS«*iM»ttj87:fc*Sa7.3&fi»2l 
xaift*S3i57o ;»w^#uii»«^.xa<Mr»tb)is»0»)±jiiKo m-m 
-*wa.»*asf»»s-ffl?. n&a&m&L&Mititim&mitmmtsjjo m 
-^.a&i^xaaBS7-w^«?7.^»7-a^”sijsf^S“o stst* 
aeaxa. 
(362 characters) 
Translation of the passages "Father's Love" 
My father was a soldier when he was young. My mother often said that he never held 
the babies, never attended the parents meetings, ... Father would not know what to say 
to these complaints. Perhaps, he really didn't care about us. However, one time, father 
suddenly said to me that he was so excited the day I was bom that he went out and 
bought a red clock. Later on, whenever I heard mom's complaints, the image of the red 
clock would appear in front of my eyes immediately. 
After I started working, I would find father waiting for me on dark streets when I cam 
home late. Up until today, despite the fact that I have formed my own family and left 
father's protection, I would have a very warm feeling of being cared for when I walk on 
a dark street. 
Father loves literature, but he never writes. During my most difficult time, he said to 
me: "You should try to write down your thoughts. " Therefore I started writing. Later 
on, these thoughts turned into articles and were published one by one, and they were all 
collected by my father. Sometime, father would count the dae to buy the magazines 
that publish my articles. He would read the articles again and again until he would 
almost memorize every word I wrote. I know deep in my heart that he is very pround of 
me, therefore I work even harder. One time I told him that I had written over one 
million words, he was silent for a while, then he told me: "Don't over work." That's my 
father. 
Passages used in the topic unfamiliar conditions (T+L- and T+L+) — "Taiwan's 
Folk Religion" 
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A. T+L-) in simplified characters 
tun .MMRW i BWBISo n% 7#MPm. 
®&®ftmmttMBiMMumra. *&. 
$.=FS»£fl-Bjg*o 
(377 characters) 
B. T+L+) in traditional characters 
WAtittaH#. 
mam .wia. n%7tmz&.. «»»®PB^RwraajisBirm.s«^“»ff".® 
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(388 characters) 
Translation of the passages "Taiwan's Folk Religion" 
Taiwanese folk religion was very complicated because it combined Buddhism, 
Taoism and Confucian teaching all at the same time. Temples often were dedicated to 
the worship of all sorts of gods. For example, Taiwan’s Dragon Mountain Temple, 
famous for wood carvings, was dedicated to Buddhism’s Guanyin, Daoism’s Mazu, red- 
faced Guangong and other gods. As for the average person, they saw nothing unseemly 
in worship gods from various faiths and often would not be bothered to distinguish the 
difference between Taoism, Confucianism, and Buddhism. 
People would go to worship different gods for different purposes. For example, 
businessmen would often pray to Guangong to give their affairs a shot in the arm, while 
those who wanted deliverance from danger would pray to Mazu. They would lay the 
gifts of fish, meat and fruit they had bought to give as offerings on the altar. Then they 
would buy a few sticks of incense and, incense sticks in both hands, begin worshipping 
and making requests. When they were done praying, if they wanted to know if their 
prayers would be granted, they had to cast two half-moon shaped objects to the ground, 
and if one landed right-side up, the other upside-down, their prayers would be granted. 
At temple, they could also bum paper money to thank Buddha and the gods for their 
protection during the past year, and to pray that they would continue to protect them in 
the coming year, keep them safe and sound, and prevent any bad things from happening 
to them. 
187 
APPENDIX B 
frequency comparisons on points of manipulations between 
LANGUAGE-EASY AND LANGUAGE-DIFFICULT PASSAGES 
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T-L+ T-L- 
Lexicon level: 
Frequency Frequency 
• .11914 .14913 
ft* .00487 .01187 
.00137 .05577 
.01514 .25822 
.00053 Ifett .01963 
.01917 RlS .10081 
.01027 ffift .02762 
.00221 .00091 
«■$ .00274 ji± .01986 
tarn. .02655 #5J .07022 
.00418 .01423 
SUSS .00761 .03112 
.00205 H .05067 
n/a n/a 
*USn4- .00639 .05333 
-¥-B .00297 ¥sUt n/a 
a# .00274 mm .01917 
.00167 .00251 
.02336 FlrPA .05447 
.00563 —m-Hitk n/a 
MM .02313 MS .05037 
fiSH .00213 H .05059 
Hifc .02891 .05447 
Note: The underlined parts are the parts being compared for frequency. 
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T+L+ T+L- 
Lexicon level: 
Frequency 
• 
Frequency 
n/a * .95792 
.00160 .00038 
no. .00540 m. .19111 
.00236 -XScAteWm .04367 
mm n/a .01674 
.00099 .04108 
ft .03051 it!!# .05257 
Hlfc .02891 .05447 
IE£!] .00472 .03751 
tatu .00768 0 
.00068 .02229 
.00030 wt .03621 
n/a * .00959 
mm n/a Blit n/a 
- *Bft .02617 
m .00350 
.00358 
m .00784 
fa .00663 
m .03233 ft .37287 
«* .00137 • .06505 
a* .00084 ft .00883 
.00061 .00913 
*¥ .01461 .23372 
ra .00046 18$ .01522 PIS .003 
m .00426 $D* .05965 
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«5 .00677 
9i .00768 
m9¥-& .00183 
Ji^Ji 
£ 
1.66090 
.00936 
.05803 
Note: The underlined parts are the parts being compared for frequency. 
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APPENDIX C 
FAMILIARITY QUESTIONNAIRE 
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In order to investigate how background knowledge influences your reading behavior, 
please rate your familiarity with the following subjects. 
Chinese Art 
Chinese Religion 
Chinese Dialects 
Chinese Ancient History 
Chinese Modem History 
Chinese Culture 
(least) 1_2_3_4_5 (most) 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
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APPENDIX D 
SAMPLE THINGS PEOPLE SAY DURING THINK-ALOUD SESSIONS 
194 
1. I am not sure what this character/word/phrase means. 
2. I am not sure what the relationship between these two sentences is. 
3. I don’t know what this word is referring to. 
4. I guess this character/word/phrase/sentence means X because. 
5. I know most of the words, but I don’t know what that sentence means. 
6. Iam not sure how that relates to the rest. 
7. I must be wrong about this because. 
8. I need to go back to read this part again. 
9. I’ll go on, perhaps I can figure out the meaning later on. 
10. Gosh! This is confusing. 
11.1 have no idea what this paragraph is talking about. 
12. Oh, I got it. 
13. Ok, this is easy. 
14. This doesn’t make sense. 
15. This must mean X because. 
16. This word must be very important. 
17. Could this mean. 
18.1 don’t understand this, but it doesn’t seem to be important.... 
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APPENDIX E 
SAMPLE OF CODING OF THINK-ALOUD PROTOCOL 
196 
(Subject #4 in T-L-) 
1 Wo fu qin nian qing de shihou shi ge junren suoyi, that the 
meaning of that is, when a father was a, when he was 
young he was in the army. 
2 Muqin chang shuo ta conglai meiy bao guo hai.zi, conglai 
mei ccmjia guo, guo jia chang hui. So, that’s my mother 
said that he never have, want to have children and never 
participates in a family occasion I think, 
3 guo, something you are celebrating something by guoh, 
jia chang hui, hui is like yinyue hui, so jia is a family 
term, so I think that is a family occasion. 
4 Um, zai zhen.me duo de conglai mei zhong, fuqin chang 
bu zhidao shuo shen.me cai hao. So that is from, from the 
saying that he will never, like cong zhei ge zhong, zai blah 
blah zhong is from that. My father, um, always did not, 
what was good. Like fu qin chang buh zhidao, always 
buh zhidaoh shuo shen.me hao. Say something good. 
5 Yexu, fuqin zhende bu tai guanxin women. And my father 
never really cared for me, for us. 
6 Keshi you yici, fuqin turan shuo, wo chusheng na tian, ta 
gaoxing de bu de le. Ok so, but one time, father broke this 
talking, he turan, so in a, in a rare occasion, just 
offhandedly, 
7 Wo sheng na tian, woo bu zhi dao, I don’t know what 
‘chusheng na tian ’ means but, 
9 he had a child one day he was very happy. 
10 LBu de le, gao xing de bu de le\ I'm not quite sure what it 
means. 
11 Bao dao wai mian mai le yi ge xian hong de shi 
something. I don’t know what that other character is. 
12 So it’s on a random day, he’s surprised us and he bought, 
he bought something, 
13 xian hong de shi something, ‘xian hong de ’, I know what 
that means, but I don’t. I think it is, is it food? I’m not 
sure. 
14 Um, hou laiy, zai ting dao na xie conglai mei, wo yan qicm 
mashang jiu hui kandao na zhi. I don’t know what those 
last two things are and that’s kind of important to know 
what that is. But I don’t know what that is. 
15 Hou lai, as a result. 
16 finally whenever I ting, whenever I ting, I can cong lai 
mei, never, what a, eyes, open and then I can’t I see 
whatever that thing is, I don’t know what it is. Okay, um. 
17 Wo gongzuo hou, um, you shi wanshang huijia. So after I 
get out of work, sometimes I get home late. 
18 Hui faxicm fuqin zhan zai hei hei de jie kou deng wo. I’d 
see that my father was standing in a dark alley way 
waiting for me. I would discover that. 
19 Um, ri zi jiu le, yizhi dao, um, jintian. Um, rih zii jiuh le, 
from a long time, until today. 
20 Suircm wo, suircm wo zao jiu kai, likai le fuqin de baohu. 
Although I very early left my father’s um care, his 
protection. 
21 You le ziji de xiaojia. Um, I’ve had my own small family. 
22 Danshi you shi wanshang huijia, um, zou dao meiyou ren 
de hei lu shang, haiyou, hai hui you yizhong bei ren 
danxin de, um, wenai gan. So it’s although I have my 
own, I now have my own family, but there’s no one, 
there’s no one, when I come home late at night, there’s no 
one waiting for me in the, in the alley. 
23 Um, yeah, hai, hai hui you yizhong bei ren danxin, who 
cares about me, whatever, warm, warm feelings of love. 
24 Fuqin hen xihuan wenxue, wenxue, wenxue is like cultural 
study, oh it’s language studies, 
25 My parents, um my father really liked studying language. 
26 Danshi conglai bu xiezuo. But he would never write. 
27 Zai wo zui, zai wo zui kunnan de shihou, by my very 
saddest period, 
28 Fuqin tan tan, fuqin tan tan de shuo, my father talked to 
me then, 
29 Ni keyi shi kan ba ni de xiangfa xie xialai. You can write 
down your, you can write down your feelings on a paper, 
piece of paper. 
30 Suoyi wo kai shi xie . So I started to write. 
31 Um, houlai, woo xiaang zheih geh shih houlai, 
DE 
Ph.R FS 
PA 
PA 
PA 
PA 
PA 
DE TE 
PA 
DE 
NC TE 
PA 
PA 
DE PA 
DE PA 
PA 
DC 
LE 
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32 Houlai, na xie xiangfa yi ge yi ge di cheng le wen, 
wenzhang fabiao le. So all, every single one of my 
thoughts, 
33 di cheng le, I’m not sure what di cheng le means, 
34 Wenzhang fabiao le. This fa biao, fa biao is not. Biaao is 
like to express or to something, so to express through, 
through writing. 
35 He started expressing himself through writing, his, his 
thoughts through writing. 
36 Erqie dou bei fuqin shouji qilai le. I’m not sure what 
shouji qilai le meaning is here. 
37 But he, shou maybe like receive his, um, ji is a group. So 
some kind of group qilai le. I’m not sure what that means. 
I’ll have to go to the next one to figure that out. 
38 Um, you de shihou kandao fuqin, um, guangzao, You 
shihou, when IJook at look at guang, guanggaoh, so 
that’s like advertisement, 
40 fuqin, fuqin hui suan zhun chu pian de riqi qu mai. Um, 
my father, my father would go to buy, to buy those 
because he would consider a good looking picture, 
42 something hui suan is to consider my father how to pian 
de riqi, like a day to go buy them, qu mai. 
43 Ta yibian yibian, di mai. um, shou something, 
of it’s like maturity or something or, no, shouliahn is like, 
is like. I’m not quite sure, but I recognize this character. I 
should know it but I don’t. And it’s really bad, but I think 
it’s um, not maturity but to be really good at something. 
44 Wo suo xie de mei yige zi. Oh, very, very carefully, very 
um, skilled. So he’d, he’d, when he’d buy this I’d, I’d, wo 
suo xue de mei yige zi, I’d I’d write all the characters 
very skilledly. 
45 Um, wo shen shen de zhidao fuqin hen wei wo, um, I’m 
not sure what these characters are, I don’t know them, 
46 um, very deeply zhidaoh, I really deeply know that my 
father very much gave me probably a lot of care, whatever 
I don’t know, 
PA WM GE 47 suoyi wo geng nuli. So, I was very very, I studied very 
hard, I was very very good, because I knew that my father 
deeply cared about me. 
48 You yici, wo gaosu fuqin wo yi xie le yi ge, um, the one PA 
time I told my fuqin, 
49 That I already le, yibai duo wan zi le, so more than a Wd. CB 
hundred, yibai duo wan, so, numbers always give me a 
hard time in Chinese, 
cause yibai is a hundred, and then you got wan which is a Wd.R FS LA 
thousand, so, I will go with ten thousand characters. 
50 Ta chenmo leyihuir, he was quiet for a little bit, my dad PA 
was, 
51 And he said, shuo bie, bie pinming xie, bie pingming xie, Ph-R LM GE 
I can’t believe you said that? Um, I wrote that much. But 
I’m not sure. Bie, bie has don’t bie pinming, is like, I 
don’t know, xie, don’t write that much maybe, I can’t 
believe you wrote that much. 
52 Zhe jiushi wo de fuqin. Um, that is, those are my parents. TE 
BK= activation of background knowledge 
CB = comments on own behavior 
Ch. = notice character problems 
Ch. R= character repair 
DC = (correct) decoding 
DE = decoding error 
FS = employ info from focal sentence 
GE= global explanation 
LA= local association 
LE = local explanation 
LM = retrieve info from long-term memory 
NC = notice contradictions 
PA = paraphrasing 
Ph. = notice phrase problems 
Ph. R= phrase repair 
TE = translation error 
Wd. = notice word problems 
Wd. R= word repair 
WM = maintain info in working memory 
200 
BIBLIOGRAPHY 
Alderson, J. C., A. H. Urquhart, and C. N. Candlin (Eds ). (1984). Reading in a Foreign 
Language. 
Anderson, N. J. (1991). Individual Differences in Strategy Use in Second Language 
Reading and Testing. Modem Language Journal, 75.4: 460-72. 
Anderson, R. C., and P. D. Pearson. (1988). A Schema-Theoretic View of Basic 
Processes in Reading Comprehension. In P. L. Carrell, J. Devine and D. E. 
Eskey(Eds.). Interactive Approaches to Second Language Reading. 
Cambridge: Cambridge UP. 
Armbruster, B. B., C. H. Echols, and A. L. Brown. (1982). The Role of Metacognition 
in Reading to Learn: A Developmental Perspective. Volta Review, 84.5: 45-56. 
August, D. L., J. H. Flavell, and R. Clift. (1984). Comparison of Comprehension 
Monitoring of Skilled and Less Skilled Readers. Reading Research Quarterly, 
20.1:39-53. 
Bai, J. (1997). Teaching Text Structure: Why and How? Journal of the Chinese 
Language Teachers Association, 32.3: 31-40. 
Baker, L. (1979). Comprehension Monitoring: Identifying and Coping with Text 
Confusions. Journal of Reading Behavior, 11.4: 365-74. 
Baker, L. (1989). Developmental Change in Readers' Responses to Unknown Words. 
Journal of Reading Behavior, 21.3: 241 -60. 
Baker, L., and R. I. Anderson. (1982). Effects of Inconsistent Information on Text 
Processing: Evidence for Comprehension Monitoring. Reading Research 
Quarterly, 17.2: 281-94. 
Baker, L., and A. L. Brown. (1984). Cognitive Monitoring in Reading. In J. Flood(Ed). 
Understanding Reading Comprehension Newark, DE: Intemat. Reading Assn. 
Baker, L., and A. L. Brown. (1984). Metacognitive Skills and Reading. In P. D. 
Pearson, R. Barr and M. L. Kamil(Eds ). (Ed.); Mosenthal, Peter (Ed); Dykstra, 
Robert (Foreword) Handbook of Reading Research. New York: Longman. 
Barnett, M. A. (1988). Reading through Context: How Real and Perceived Strategy Use 
Affects L2 Comprehension. Modem Language Journal, 72.2: 150-62. 
Barnett, M. A. (1989). More Than Meets the Eye; Foreign Language Learner Reading: 
Theory and Practice. Englewood Cliffs, N.J.: Prentice Hall Regents. 
201 
Barry, S., and A. A. Lazarte. (1995). Embedded Clause Effects on Recall: Does High 
Prior Knowledge of Content Domain Overcome Syntactic Complexity in 
Students of Spanish1 Modem Language Journal, 79.4: 491-504. 
Bereiter, C., and M. Bird. (1985). Use of Thinking Aloud in Identification and Teaching 
of Reading Comprehension Strategies. Cognition and Instruction, 2.2: 131-56. 
Bernhardt, E. B. (1986). Cognitive Processes in L2: An Examination of Reading 
Behaviors. In J. Lantolf and A. Labarca(Eds.). Research in Second Language 
Acquisition in the Classroom Setting Norwood, NJ: Ablex. 
Bernhardt, E. B. (1991). Reading Development in a Second Language : Theoretical, 
Empirical, and Classroom Perspectives. Norwood, NJ: Ablex Pub. Corp. 
Bernhardt, E. B., and M. L. Kamil. (1995). Interpreting Relationships between LI and 
L2 Reading: Consolidating the Linguistic Threshold and the Linguistic 
Interdependence Hypotheses. Applied Linguistics, 16.1: 15-34. 
Black, J. B., and G. H. Bower. (1980). Story Understanding as Problem-Solving. 
Poetics: International Review for the Theory of Literature, 9: 223-50. 
Blank, M. (1975). Eliciting Verbalization from Young Children in Experimental Tasks: 
A Methodological Note. Child Development, 46.1: 254-57. 
Block, E. (1986). The Comprehension Strategies of Second Language Readers. TESOL 
Quarterly, 20.3: 463-94. 
Block, E. L. (1992). See How They Read: Comprehension Monitoring of LI and L2 
Readers. TESOL Quarterly, 26.2: 319-43. 
Bossers, B. (1991). On Thresholds, Ceilings and Short-Circuits: The Relation between 
LI Reading, L2 Reading and L2 Knowledge. ALLA Review (AILAR), 8: 45-60. 
Bouffard-Bouchard, T. (1994). Effect of Activating Conditional Knowledge on Self 
Efficacy and Comprehension Monitoring. International Journal of Behavioral 
Development, 17.3: 577-92. 
Brown, A. L. (1978). Knowing When, Where, and How to Remember: A Problem of 
Metacognition. In R. Glasser(Ed). Advances in Instructional Psychology. 
Brown, A. L. (1980). Metacognitive Development and Reading. In Spiro, Bruce and 
Brewer(Eds.). Theoretical Issues of Reading Comprehension. 
Brown, A. L., B. B. Armbruster, and L. Baker. (1986). The Role of Metacognition in 
Reading and Studying. In Orasanu(Ed). Reading Comprehension: From 
Research to Practice. 
202 
Brown, T. L., and M. Haynes. (1985). Literacy Background and Reading Development 
in a Second Language. In T. H. Carr(Ed). The Development of Reading Skills. 
San Francisco: Jossey-Bass. 
Carrell, P. (1987). Content and Formal Schemata in Esl Reading. TESOL Quarterly 21 • 
461-81. 
Carrell, P. (1988). Second Language Reading: Reading, Language, and Metacognition. 
Revised version of a paper presented at the Annual Meeting of the Teachers of 
English to Speakers of Other Languages. 
Carrell, P. L. (1989). Metacognitive Awareness and Second Language Reading. Modem 
Language Journal, 73.2: 121-34. 
Carrell, P. L. (1994). Awareness of Text Structure: Effects on Recall. In A. H. 
Cumming(Ed). Bilingual Performance in Reading and Writing Ann Arbor: 
Lang. Leaming/Benjamins. 
Carrell, P. L. (1984). The Effects of Rhetorical Organization on Esl Readers. TESOL 
Quarterly, 18.3: 441-69. 
Carrell, P. L. (1983). Three Components of Background Knowledge in Reading 
Comprehension. Language Learning: A Journal of Applied Linguistics, 33.2: 
183-207. 
Carrell, P. L., J. Devine, D. E. Eskey, M. H. Long, and J. C. Richards, (eds.). Interactive 
Approaches to Second Language Reading., 1988. 
Carrell, P: L., B. G. Pharis, and J. C. Liberto. (1989). Metacognitive Strategy Training 
for Esl Reading. TESOL Quarterly, 23.4: 647-78. 
Casanave, C. P. (1988). Comprehension Monitoring in Esl Reading: A Neglected 
Essential. TESOL Quarterly, 22.2: 283-302. 
Cavalcanti, M. C. (1987). Investigating FI Reading Performance through Pause 
Protocols. In C. Faerch and G. Kasper(Eds.). Introspection in Second Language 
Research Clevedon, Eng.: Multiling. Matters. 
Chen, H. C., (ed.) Cognitive Processing of Chinese and Related Asian Languages Hong 
Kong: The Chinese University Press, 1997. 
Chen, H. C. (1992). Reading Comprehension in Chinese: Implications from Character 
Reading Times. In H. C. Chen and O. J. L. Tzeng(Eds.). Language Processing 
in Chinese. Oxford, England: North-Holland. 
203 
Chen, H. C., and O. J. L. Tzeng, (eds.), Language Processing in Chinese Oxford, 
England: North-Holland, 1992. 
Chem, C. L. (1994). Chinese Readers' Metacognitive Awareness in Reading Chinese 
and English. In N. Bird, et al. (Eds.). Language and Learning Hong Kong: Inst, 
of Lang, in Educ. 
Chi, M. T. H., N. de-Leeuw, M. H. Chiu, and C. LaVancher. (1994). Eliciting Self 
Explanations Improves Understanding. Cognitive Science, 18.3: 439-77. 
Clarke, M. A. (1979). Reading in Spanish and English: Evidence from Adult Esl 
Students. Language Learning: A Journal of Applied Linguistics, 29: 121-50. 
Clarke, M. A. (1988). The Short Circuit Hypothesis of Esl Reading; or, When Language 
Competence Interferes with Reading Performance. In P. L. Carrell, J. Devine 
and D. E. Eskey(Eds.). Interactive Approaches to Second Language Reading. 
Cambridge: Cambridge UP. 
Cohen, A., H. Glasman, P. R. Rosenbaum Cohen, J. Ferrara, and J. Fine. (1979). 
Reading English for Specialized Purposes: Discourse Analysis and the Use of 
Student Informants. Teachers of English to Speakers of Other Languages 
Quarterly, 13: 551-64. 
Cohen, A., and C. Hosenfeld. (1981). Some Uses of Mentalistic Data in Second 
Language Research. Langaguage Learning, 31. 
Connor, U. (1984). Recall of Text: Differences between First and Second Language 
Readers. TESOL Quarterly, 18.2: 239-56. 
Cote, N., S. R. Goldman, and E. U. Saul. (1998). Students Making Sense of 
Informational Text: Relations between Processing and Representation. 
Discourse Processes, 25.1: 1-53. 
Cummins, J. (1991). Conversational and Academic Language Proficiency in Bilingual 
Contexts. AILA Review (AILAR), 8: 75-89. 
Cummins, J. (1979). Linguistic Interdependence and the Educational Development of 
Bilingual Children. Review of Educational Research, 49.2: 222-51. 
Cziko, G. A. (1980). Language Competence and Reading Strategies: A Comparison of 
First- and Second-Language Oral Reading Errors. Language Learning: A 
Journal of Applied Linguistics, 30: 101-16. 
Cziko, G. A., and K. Koda. (1987). A Japanese Child's Use of Stative and Punctual 
Verbs. Joumal-of-ChiId-Language, 14.1: 99-111. 
204 
Davis, J. N., and L. Bistodeau. (1993). How Do LI and L2 Reading Differ? Evidence 
from Think Aloud Protocols. Modem Language Journal, 77.4: 459-72. 
DeKeyser, R. (1990). From Learning to Acquisition? Monitoring in the Classroom and 
Abroad. Hispania, 73: 238-46. 
Demel, M. C. (1990). The Relationship between Overall Reading Comprehension and 
Comprehension of Coreferential Ties for Second Language Readers of English. 
TESOL Quarterly, 24.2: 267-92. 
Dijk, T. A. v., and W. Kintsch. (1983). Strategies of Discourse Comprehension. New 
York: Academic Press. 
Dole, J. A., G. G. Duffy, L. R. Roehler, and P. D. Pearson. (1991). Moving from the 
Old to the New: Research on Reading Comprehension Instruction. Review of 
Educational Research, 61.2: 239-64. 
Duffy, S. A. (1986). Role of Expectations in Sentence Integration. Journal of 
Experimental Psychology: Learning, Memory, and Cognition, 12.2. 208-19. 
Ericsson, K. A., and H. A. Simon. (1980). Verbal Reports as Data. Psychological 
Review, 87.3: 215-51. 
Ericsson, K. A., and H. A. Simon. (1984). Protocols Analysis: Verbal Reports as Data. 
Cambridge, MA: MIT Press. 
Eskey, D. (1973). A Model Program for Teaching Advanced Reading to Students of 
English as a Foreign Language. Language Learning, 23: 169-89. 
Everson, M. E. (1993). Research in the Less Commonly Taught Languages. Research in 
Language Learning: Principles, Processes, and Prospects. 
Everson, M. E. (1996). Exploiting Background Knowledge in the Development of 
Chinese Pedagogical Reading Materials. In S. McGinnis(Ed). Chinese Language 
Pedagogy: Current Perspectives of the Emerging Field Columbus: Chinese 
Language Teachers Association. 
Everson, M. E., and C. Ke. (1997). An Inquiry into the Reading Strategies of 
Intermediate and Advanced Learners of Chinese as a Foreign Language. Journal 
of the Chinese Language Teachers Association, 32.1: 1-20. 
Faerch, C., and G. Kasper. (1987). From Product to Process: Introspective Methods in 
Second Language Research. In C. Faerch and G. Kasper(Eds ). Introspection in 
Second Language Research. Clevedon, England: Multilingual Matters, Ltd. 
205 
Fitzgerald, J. (1995). English as a Second Language Learners' Cognitive Reading 
Processes: A Review of Research in the United States. Review of Educational 
Research, 65.2: 145-90. 
Flavell, J. H. (1976). Metacognitive Aspects of Problem Solving. In L. B. Resnick(Ed). 
The Nature of Intelligence Hillsdale, N.J.: Erlbaum. 
Flavell, J. H. (1979). Metacognition and Cognitive Monitoring: A New Area of 
Cognitive Developmental Inquiry. American Psychologist, 34.10: 906-11. 
Flavell, J. H. (1981). Cognitive Monitoring. In W. P. Dickson(Ed). Children'S Oral 
Communication Skills New York: Academic. 
Fletcher, C. R., and C. P. Bloom. (1988). Causal Reasoning in the Comprehension of 
Simple Narrative Texts. Journal of Memory and Language, 27.3: 235-44. 
Gamer, R. (1980). Monitoring of Understanding: An Investigation of Good and Poor 
Readers' Awareness of Induced Miscomprehension of Text. Journal of Reading 
Behavior, 12.1: 55-63. 
Gamer, R. (1981). Monitoring of Passage Inconsistency among Poor Comprehenders: A 
Preliminary Test of the ''Piecemeal Processing" Explanation. Journal of 
Educational Research, 74.3: 159-62. 
Gamer, R. (1982). Verbal Report Data on Reading Strategies. Journal of Reading 
Behavior, 14.2: 159-67. 
Gamer, R. (1988). Verbal Report Data on Cognitive and Metacognitive Strategies. In C. 
E. Weinstein and E. T. Goetz(Eds). Learning and Study Strategies: Issues in 
Assessment, Instruction, and Evaluation. Educational Psychology San Diego, 
CA, US: Academic Press Inc. 
Gamer, R., and P. Alexander. (1982). Strategic Processing of Text: An Investigation of 
the Effects on Adults' Question Answering Performance. Journal of Educational 
Research, 75.3: 144-48. 
Gamer, R., and C. Kraus. (1981). Good and Poor Comprehender Differences in 
Knowing and Regulating Reading Behaviors. Educational Research Quarterly, 
6.4: 5-12. 
Garrod, S., and A. J. Sanford. (1990). Referential Processing in Reading: Focusing on 
Roles and Individuals. In D. A. Balota, G. B. Flores-d'-Arcais and K. 
Rayner(Eds.). Comprehension Processes in Reading Hillsdale, NJ: Erlbaum. 
Geva, E. (1992). The Role of Conjunctions in L2 Text Comprehension. TESOL 
Quarterly, 26.4: 731-47. 
206 
Goodman, K. S. (1967). Reading: A Psycholinguistic Guessing Game. Journal of the 
Reading Specialist, 6.4: 126-35. 
Goodman, K. S. (1970). Psycholinguistic Universals in the Reading Process. Journal of 
Typographic Research, 4: 103-10. 
Gordon, C. M., and D. Hanauer. (1995). The Interaction between Task and Meaning 
Construction in Efl Reading Comprehension Tests. TESOL Quarterly, 29.2: 
299-324. 
Grabe, M., J. Antes, H. Kahn, and A. Kristjanson. (1991). Adult and Adolescent 
Readers' Comprehension Monitoring Performance: An Investigation of 
Monitoring Accuracy and Related Eye Movements. Contemporary Educational 
Psychology, 16.1: 45-60. 
Grabe, W. (1991). Current Developments in Second Language Reading Research. 
TESOL Quarterly, 25.3: 375-406. 
Graesser, A. C. (1981). Prose Comprehension Beyond the Word. New York: Springer- 
Verlag. 
Graesser, A. C., and L. F. Clark. (1985). Structures and Procedures of Implicit 
Knowledge. Norwood, N.J.: Ablex Pub. Corp. 
Graesser, A. C., M. Singer, and T. Trabasso. (1994). Constructing Inferences During 
Narrative Text Comprehension. Psychological Review, 101.3: 371-95. 
Han, B. X. (1994). Frequency Effect of Consistent in Chinese Character Recognition. In 
Q. C. Jing, H. C. Zhang and D. 1. Peng(Eds). Information Processing of Chinese 
Language.: Beijing Normal University Publishing Co. 
Hare, V. C. (1981). Readers' Problem Identification and Problem Solving Strategies for 
High and Low Knowledge Articles. Journal of Reading Behavior, 13.4: 359-65. 
Harley, B., J. Howard, and D. Hart. (1995). Second Language Processing at Different 
Ages: Do Younger Learners Pay More Attention to Prosodic Cues to Sentence 
Structure? Language Learning, 45.1: 43-71. 
Haviland, S. E., and H. H. Clark. (1974). What's New? Acquiring New Information as a 
Process in Comprehension. Journal of Verbal Learning and Verbal Behavior, 
13.5: 512-21. 
Hayes, E. B. (1988). Encoding Strategies Used by Native and Non-Native Readers of 
Chinese Mandarin. Modem Language Journal, 72.2: 188-95. 
207 
Horiba, Y. (1990). Narrative Comprehension Processes: A Study of Native and Non- 
Native Readers of Japanese. Modem Language Journal, 74.2: 188-202. 
Horiba, Y. (1996). Comprehension Processes in L2 Reading: Language Competence, 
Textual Coherence, and Inferences. Studies in Second Language Acquisition, 
18.4: 433-73. 
Horiba, Y. (2000). Reader Control in Reading: Effects of Language Competence, Text 
Type, and Task. Discourse Processes: A Multidisciplinary Journal (DPr), 29(3): 
223-67. 
Horiba, Y., P. W. v. d. Broek, and C. R. Fletcher. (1994). Second-Language Readers' 
Memory for Narrative Texts: Evidence for Structure-Preserving Processing. In 
A. H. Cumming(Ed). Bilingual Performance in Reading and Writing Ann 
Arbor: Lang. Leaming/Benjamins. 
Hosenfeld, C. (1977). A Preliminary Investigation of the Reading Strategies of 
Successful and Non-Successful Second Language Learners. System, 5: 110-23. 
Hudson, T. (1988). The Effects of Induced Schemata on the 'Short Circuit' in L2 
Reading: Non-Decoding Factors in L2 Reading Performance. In P. L. 
Carrell(Ed). (Ed &Introd); Devine, Joanne (Ed); Eskey, David E (ed ); 
Long,-MSchael-H. (pref.); Richards,-Jack-C. (pref.). Interactive Approaches to 
Second Language Reading. Cambridge: Cambridge UP. 
Jacobs, J. E., and S. G. Paris. (1987). Children's Metacognition About Reading: Issues 
in Definition, Measurement, and Instruction. Educational Psychologist, 22.3-4: 
255-78. 
Just, M. A., and P. A. Carpenter. (1980). A Theory of Reading: From Eye Fixations to 
Comprehension. Psychological Review, 87.4: 329-54. 
Just, M. A., and P. A. Carpenter. (1992). A Capacity Theory of Comprehension: 
Individual Differences in Working Memory. Psychological Review, 99.1: 122- 
49. 
Ke, C. (1996). An Empirical Study on the Relationship between Chinese Character 
Recognition and Production. Modem Language Journal, 80.3: 340-49. 
Ke, C. (1998a). Effects of Language Background on the Learning of Chinese Characters 
among Foreign Language Students. Foreign Language Annals, 31(1): 91-100. 
Ke, C. (1998b). Effects of Strategies on the Learning of Chinese Characters among 
Foreign Language Students. JCLTA, 33: 93-112. 
208 
Ke, C., and M. Everson. (1999). Recent Research in Cfl Reading and Its Pedagogical 
Implications. In M. Chu(Ed). Mapping the Course of the Chinese Language 
Field. 
Keenan, J. M., S. D. Baillet, and P. Brown. (1984). The Effects of Causal Cohesion on 
Comprehension and Memory. Journal of Verbal Learning and Verbal Behavior, 
23.2: 115-26. 
Keenan, J. M., G. R. Potts, J. M. Golding, and T. M. Jennings. (1990). Which 
Elaborative Inferences Are Drawn During Reading? A Question of 
Methodologies. In D. A. Balota and G. B. Flores d'Arcais(Eds.). Comprehension 
Processes in Reading Hillsdale, NJ, England: Lawrence Erlbaum Associates 
Inc. 
Kim, S. (1995). Types and Sources of Problems in L2 Reading: A Qualitative Analysis 
of the Recall Protocols by Korean High School Efl Studetns. Foreign Language 
Annals, 28: 49-70. 
Kintsch, W. (1988). The Role of Knowledge in Discourse Comprehension: A 
Construction-integration Model. Psychological Review, 95.2: 163-82. 
Kintsch, W., and T. A. van-Dijk. (1978). Toward a Model of Text Comprehension and 
Production. Psychological Review, 85.5: 363-94. 
Koda, K. (1987). Cognitive Processes in Second Language Reading. Dissertation- 
Abstracts-Intemational, 47.9-A: 3382. 
Koda, K. (1989). Effects of LI Orthographic Representation on L2 Phonological 
Coding Strategies. Journal-of-Psycholinguistic-Research, 18.2: 201-22. 
Koda, K. (1990a). Factors Affecting Second Language Text Comprehension. National 
Reading Conference Yearbook, 39: 419-27. 
Koda, K. (1990b). The Use of LI Reading Strategies in L2 Reading: Effects of LI 
Orthographic Structures on L2 Phonological Recoding Strategies. Studies in 
Second Language Acquisition, 12.4: 393-410. 
Koda, K. (1992). The Effects of Lower-Level Processing Skills on FI Reading 
Performance: Implications for Instruction. Modern-Language-Journal, 76.4: 
502-12. 
Koda, K. (1993). Transferred LI Strategies and L2 Syntactic Structure in L2 Sentence 
Comprehension. Modern Language Journal, 77.4: 490-500. 
Koda, K. (1994). Second Language Reading Research: Problems and Possibilities. 
Applied-Psycholinguistics, 15.1: 1-28. 
209 
Koda, K. (1996). L2 Word Recognition Research: A Critical Review. Modem- 
Language-Journal, 80.4: 450-60. 
Koda, K. (2000). Crosslinguistic Interactions in the Development of L2 Intraword 
Awareness: Effects of Logographic Processing Experience. Psychologia:-An- 
Intemational-Joumal-of-Psychology-in-the-Orient, 43.1: 27-46. 
Kroll, M. D., and M. L. Ford. (1992). The Illusion of Knowing, Error Detection, and 
Motivational Orientations. Contemporary Educational Psychology, 17.4: 371- 
78. 
LaBerge, D., and S. J. Samuels. (1974). Toward a Theory of Automatic Information 
Processing in Reading. Cognitive Psychology, 6.2: 293-323. 
Liu, H., E. Bates, and P. Li. (1992). Sentence Interpretation in Bilingual Speakers of 
English and Chinese. Applied Psycholinguistics, 13.4: 451-84. 
Long, D. L., and T. Bourg. (1996). Thinking Aloud: Telling a Story About a Story. 
Discourse Processes, 21.3:329-39. 
Magliano, J. P., W. B. Baggett, B. K. Johnson, and A. C. Graesser. (1993). The Time 
Course of Generating Casual Antecedent and Causal Consequence Inferences. 
Discourse Processes, 16.1-2: 35-53. 
McKoon, G., and R. Ratcliff. (1989). Semantic Associations and Elaborative Inference. 
Journal of Experimental Psychology: Learning, Memory, and Cognition, 15.2: 
326-38. 
McLaughlin, B. (1987). Reading in a Second Language: Studies with Adult and Child 
Learners. In S. R. Goldman and H. T. Trueba(Eds.). Becoming Literate in 
English as Second Language Norwood, NJ: Ablex. 
Meichenbaum, D. (1980). A Cognitive Behavioral Perspective on Intelligence. 
Intelligence, 4.4: 271-83. 
Muljani, D., K. Koda, and D. R. Moates. (1998). The Development of Word 
Recognition in a Second Language. Applied-Psycholinguistics, 19.1: 99-113. 
Mulling, S. (1994). A Study of Directed Comprehension Monitoring. College ESL, 4: 
59-66. 
Myers, J. L., and S. A. Duffy. (1990). Causal Inferences and Text Memory. In A. C. G. 
G. H. Bower(Ed). The Psychology of Learning and Motivation: Inferences and 
Text Comprehension San Diego, CA: Academic Press. 
210 
Myers, J. L., M. Shinjo, and S. A. Duffy. (1987). Degree of Causal Relatedness and 
Memory. Journal of Memory and Language, 26.4: 453-65. 
Nisbett, R. E., and T. D. Wilson. (1977). Telling More Than We Can Know: Verbal 
Reports on Mental Processes. Psychological Review, 84.3: 231-59. 
Omanson, R. C. (1982). The Relation between Centrality and Story Category Variation. 
Journal of Verbal Learning and Verbal Behavior, 21.3: 326-37. 
Palincsar, A. S., and A. L. Brown. (1984). Reciprocal Teaching of Comprehension 
Fostering and Comprehension Monitoring Activities. Cognition and Instruction, 
1.2:117-75. 
Paris, S. G., and M. Myers. (1981). Comprehension Monitoring, Memory, and Study 
Strategies of Good and Poor Readers. Journal of Reading Behavior, 13.1: 5-22. 
Peng, D. L., Y. P. Li, and H. Yang. (1997). Orthographic Processing in the 
Identification of Chinese Characters. In H. C. Chen(Ed). Cognitive Processing 
of Chinese and Related Asian Languages Hong Kong: The Chinese University 
Press. 
Phifer, S. J., and J. A. Glover. (1982). Don't Take Students' Word for What They Do 
While Reading. Bulletin of the Psychonomic Society, 19.4: 194-96. 
Pressley, M., and P. Afflerbach. (1995). Verbal Protocols of Reading: The Nature of 
Constructively Responsive Reading. Hillsdale, NJ, England: Lawrence Erlbaum 
Associates Inc. 
Raymond, P. M. (1993). The Effects of Structure Strategy Training on the Recall of 
Expository Prose for University Students Reading French as a Second 
Language. Modem Language Journal, 77.4: 445-58. 
Riley, G. L. (1993). A Story Structure Approach to Narrative Text Comprehension. 
Modem Language Journal, 77A: 417-32. 
Rumelhart, D. E. (1994). Toward an Interactive Model of Reading. In R. B. Ruddell and 
M. R. Ruddell (Eds.). Theoretical Models and Processes of Reading (4th Ed) 
Newark, DE, US: International Reading Association. 
Samuels, S. J., and M. L. Kamil. (1988). Models of the Reading Process. In P. L. 
Carrell(Ed). (Ed &Introd); Devine, Joanne (Ed.); Eskey, DavidE (ed.); 
Long,-Michael-H. (prefi); Richards,-Jack-C. (prefi). Interactive Approaches to 
Second Language Reading. Cambridge: Cambridge UP. 
211 
Sanford, A. J. (1990). On the Nature of Text-Driven Inference. In D. A. Balota, G. B. 
Flores-d'-Arcais and K. Rayner(Eds.). Comprehension Processes in Reading 
Hillsdale, NJ: Erlbaum. 
Sasaki, Y. (1994). Paths of Processing Strategy Transfers in Learning Japanese and 
English as Foreign Languages: A Competition Model Approach. Studies in 
Second Language Acquisition, 16.1: 43-72. 
Schank, R. C., R. P. Abelson, and A. Joint. (1977). Scripts, Plans, Goals, and 
Understanding: An Inquiry into Human Knowledge Structures. Hillsdale, N. J. 
L. Erlbaum Associates: New York. 
Shen, H. (2000). Radical Knowledge and Character Learning among Learners of 
Chinese as a Foreign Language. Proceedings of the International Conference on 
Chinese Pedagogy. . 85-93. 
Shih, M. (1992). Beyond Comprehension Exercises in the Esl Academic Reading Class. 
TESOL Quarterly, 26.2: 289-318. 
Singer, M. (1994). Discourse Inference Processes. In M. A. Gemsbacher(Ed). 
Handbook of Psycholinguistics San Diego, C A: Academic Press. 
Singer, M., and F. Ferreira. (1983). Inferring Consequences in Story Comprehension. 
Journal of Verbal Learning and Verbal Behavior, 22.4: 437-48. 
Smith, F., (ed.) Understanding Reading: A Psycholinguistic Analysis of Reading and 
Learning to Read Oxford, England: Holt Rinehart and Winston, 1971. 
Smith, H. K. (1967). The Responses of Good and Poor Readers When Asked to Read 
for Different Purposes. Reading Research Quarterly, 3.1: 53-83. 
Spires, H. A. (1993). Learning from a Lecture: Effects of Comprehension Monitoring. 
Reading Research and Instruction, 32.2: 19-30. 
Stanovich, K. E. (1980). Toward an Interactive Compensatory Model of Individual 
Differences In the Development of Reading Fluency. Reading Research 
Quarterly, 16: 32-71. 
Steinberg, I., G. Bohning, and F. Chowning. (1991). Comprehension Monitoring 
Strategies of Nonproficient College Readers. Reading Research and Instruction, 
30.3: 63-75. 
Suh, S., and T. Trabasso. (1993). Inferences During Reading: Converging Evidence 
from Discourse Analysis, Talk Aloud Protocols, and Recognition Priming. 
Journal of Memory and Language, 32.3: 279-300. 
212 
Swaffar, J. K. (1988). Readers, Texts, and Second Languages: The Interactive 
Processes. Modem Language Journal, 72.2: 123-49. 
Taft, M., and X. P. Zhu. (1995). The Representation of Bound Morphemes in the 
Lexicon: A Chinese Study. In L. B. Felmdan (Ed). Morphological Aspects of 
Language Processing Hillsdale: NJ: Erlbaum. 
Taylor, I., and K. Park. (1995). Differential Processing of Content Words and Function 
Words: Chinese Characters Vs. Phonetic Scripts. In I. Taylor and D. R. Olson 
(Eds.). Scripts and Literacy. The Netherlands: Kluwer Academic. 
Trabasso, T., and J. P. Magliano. (1996a). How Do Children Understand What They 
Read and What Can We Do to Help Them? In M. Graves, P. van den Broek and 
B. M. Taylor (Eds.). The First R: Every Child's Right to Read New York: 
Teachers College Press. 
Trabasso, T., and J. P. Magliano. (1996b). Conscious Understanding During 
Comprehension. Discourse Processes, 21.3: 255-87. 
Trabasso, T., and S. Suh. (1993). Understanding Text: Achieving Explanatory 
Coherence through on Line Inferences and Mental Operations in Working 
Memory. Discourse Processes, 16.1-2: 3-34. 
Trabasso, T., S. Suh, P. Payton, and R. Jain. (1995). Explanatory Inferences and Other 
Strategies During Comprehension and Their Effect on Recall. In R. F. J. E. 
Lorch and E. J. O'Brien (Eds.). Sources of Coherence in Reading Hillsdale, NJ, 
England: Lawrence Erlbaum Associates. 
Trabasso, T., and P. Van-den-Broek. (1985). Causal Thinking and the Representation of 
Narrative Events. Journal of Memory and Language, 24.5: 612-30. 
Tzeng, O. J. L., D. L. Hung, and L. Garro. (1978). Reading the Chinese Characters: An 
Information Processing View. Journal of Chinese Linguistics, 6: 287-305. 
Tzeng, O. J., D. L. Hung, and W. S. Y. Wang. (1977). Speech Recoding in Reading 
Chinese Characters. Journal of Experimental Psychology: Human Learning and 
Memory, 3.6: 621-30. 
van-den-Broek, P. (1990). The Causal Inference Maker: Towards a Process Model of 
Inference Generation in Text Comprehension. In D. A. Balota and G. B. Flores 
d'Arcais(Eds.). Comprehension Processes in Reading Hillsdale, NJ, England: 
Lawrence Erlbaum Associates Inc. 
van-den-Broek, P. (1994). Comprehension and Memory of Narrative Texts: Inferences 
and Coherence. In M. A. Gemsbacher(Ed). Handbook of Psycholinguistics San 
Diego, CA: Academic Press. 
213 
van-den-Broek, P., C. R. Fletcher, and K. Risden. (1993). Investigations of Inferential 
Processes in Reading: A Theoretical and Methodological Integration. Discourse 
Processes, 16.1-2: 169-80. 
Vygotskii, L. S. (1962). Thought and Language. Cambridge: M.I.T. Press 
Massachusetts Institute of Technology. 
Wagoner, S. A. (1983). Comprehension Monitoring: What It Is and What We Know 
About It. Reading Research Quarterly, 18.3: 328-46. 
Wang, J., A. W. Inhoff, and H. C. Chen, (eds.), Reading Chinese Script: A Cognitive 
Analysis Mahwah, NJ, US: Lawrence Erlbaum Associates Publishers, 1999. 
Wellman, H. M. (1985). The Origins of Metacognition. In D. L. Forrest-Pressley, G. E. 
MacKinnon and T. G. Waller (Eds.). Metacognition, Cognition, and Human 
Performance, I: Theoretical Perspectives; Ii: Instructional Practices Orlando, 
FL: Harcourt Brace Jovanovich. 
Wham, M. A. (1987). Metacognition and Classroom Instruction. Reading Horizons, 27: 
95-102. 
Whitney, P., and D. Budd. (1996). Think Aloud Protocols and the Study of 
Comprehension. Discourse Processes, 21.3: 341-51. 
Whitney, P., B. G. Ritchie, and M. B. Clark. (1991). Working Memory Capacity and the 
Use of Elaborative Inferences in Text Comprehension. Discourse Processes, 
14.2: 133-45. 
Whitney, P., B. G. Ritchie, and R. S. Crane. (1992). The Effect of Foregrounding on 
Readers’ Use of Predictive Inferences. Memory and Cognition, 20.4: 424-32. 
Winograd, P. N., and P. Johnston. (1982). Comprehension Monitoring and the Error 
Detection Paradigm. Journal of Reading Behavior, 14.1: 61-76. 
Wixson, K. K., A. B. Bosky, M. N. Yochum, and D. E. Alvermann. (1984). An 
Interview for Assessing Students' Perceptions of Classroom Reading Tasks. 
Reading Teacher, 37.4: 346-52. 
Wolf, D. F. (1993). A Comparison of Assessment Tasks Used to Measure FI Reading 
Comprehension. Modern Language Journal, 77.4: 473-89. 
Woytak, L. (1984). Reading Proficiency and a Psycholinguistic Approach to Second 
Language Reading. Foreign Language Annals, 17: 509-17. 
214 
Wray, D. (1994). Comprehension Monitoring, Metacognition and Other Mysterious 
Processes. Support for Learning, 9.3: 107-13. 
Xiao, Y. (2002). The Effect of Character Density on Learning Chinese as a Foreign 
Language. JCLTA, 37.3: 71-84. 
Yang, J. (2000). Orthographic Effect on Word Recognition by Learners of Chinese as 
Foreign Language. Journal of Chinese Language Teachers Association, 35: 1- 
18. 
Yu, B. L., L. Peng, and H. Q. Chao. (1990). Visual Perception of Chinese Characters. 
Acta Psychologica Sinica, 2: 141-48. 
Zhang, Z. (1992). The Effects of Teaching Reading Strategies on Improving Reading 
Comprehension for Esl Learners. Paper presented at the Annual Meeting of the 
Mid-south Educational Research Association. 
Zheng, Z. M. (1982). The Processing of Chinese Character Recognition. In H. S. R. Kao 
and Z. M. Zheng (Eds.). Psychological Research on Chinese Language.: Wenhe 
Publish Limited Co.. 
Zhu, X. P., and M. Taft. (1994). The Influence of Perceptual Experience on Chinese 
Character Processing. In H. W. Cheng, J. T. Huang and C. W. a. O. J. L. Tzeng 
(Eds.). Advances in the Study of Chinese Language Processing (Volume 1). 
Zwaan, R. A., and C. M. Brown. (1996). The Influence of Language Proficiency and 
Comprehension Skill on Situation Model Construction. Discourse Processes, 
21.3: 289-327. 
215 

