This paper is concerned with near-optimal control of manufacturing systems consisting of two unreliable machines in tandem and having the objective of minimizing the total discounted cost of inventories/shortages over an in nite horizon. Asymptotic optimal feedback controls are constructed with respect to the rate of machine breakdown/repair as compared to the given discount rate. Performance of these controls known as Hierarchical Controls is compared with the optimal cost (when possible) and the costs obtained with two well known heuristics known as Kanban Controls and Two Boundary Controls. It is shown that hierarchical controls perform better than Kanban controls in some cases and no worse in others. Costs of hierarchical and two boundary controls are not signi cantly di erent, although the former is a simpler policy than the latter. Also examined computationally is the asymptotic nature of hierarchical controls.
Introduction
Beginning with Sethi and Thompson (1981) and Kimemia and Gershwin (1983) , there has been a substantial interest in analyzing production planning problems under uncertainty as continuous-time stochastic optimal control problems with an objective of minimizing costs of inventory/shortages and of production over a nite or in nite horizon. While Sethi and Thompson formulated uncertainty in demand as a di usion process, Kimemia and Gershwin modelled production capacity as a nite state Markov Process. Since then, a number of authors such as Bensoussan et al. (1984) , Akella and Kumar (1986) , Fleming, Sethi and Soner (1986) , Haurie and van Delft (1991) , Sethi et al. (1992a) , Ghosh, Aropostathis and Markus (1992) , and Lou, Sethi and Zhang (1994) , have extended one or the other or both.
With the exception of Akella and Kumar (1986) (see also Bielecki and Kumar 1988 and Shari nia 1988) , who explicitly solved the in nite horizon problem of a manufacturing system consisting of a single failure-prone machine with two states: up and down, and with a simple discounted cost structure, this line of research has resulted in existence and partial characterization of optimal production policies. Indeed, it is by now well known that computation of optimal solutions is extremely di cult except in simple cases.
The recognition of the complexity of the production planning problems in stochastic manufacturing systems has resulted in various attempts to obtain suboptimal or near-optimal controls. We shall mention some of these e orts. Gershwin, Akella and Choong (1985) proposed a heuristic approximation of the value function of the problem in order to obtain near-optimal controls. Caramanis and Sharifnia (1991) utilize a capacity set modi cation, based on the work of Kimemia and Gershwin (1983) and Sharifnia (1988) , in order to design near-optimal controllers. Caramanis and Liberopoulos (1992) use perturbation analysis to obtain approximate solution of the dynamic programming equation for the value function. Van Ryzin, Lou and Gershwin (1993) , Lou and van Ryzin (1989) , and Bai and Gershwin (1990) provide an approximation of optimal feedback controls in the case of manufacturing systems consisting of two or three machines in tandem.
Of particular importance to us is the so-called hierarchical controls approach based on the reduction of a given complex problem into simpler approximate problems or subproblems and to construct a satisfactory solution for the given problem from the solutions of the simpler problems. Moreover, in cases with stochastic systems, in which uctuation rates or frequencies of some processes are much faster than the frequencies associated with other processes, the hierarchical approach provides us with solutions that are asymptotically optimal as the frequencies of the faster processes tend to become in nitely large. The approach is used by Gershwin (1989) , Lehoczky et al. (1991) , Sharifnia, Caramanis and Gershwin (1991) , Zhou (1994, 1992b) , Soner (1993) , Zhang (1993, 1994a) , and Zhou (1993a, b, 1994) , to name a few; see also Zhang (1994b, 1994d) for an earlier survey of the literature and a recent book on the topic. Furthermore, Gershwin, Caramanis and Murray (1988) have reported some simulation experience with the hierarchical approach, while Srivatsan, Bai and Gershwin (1992) have looked into its application to semiconductor manufacturing.
The purpose of this paper is to make a computational evaluation of the hierarchical controls approach by comparing hierarchical controls to the optimal solutions (when possible) and to the solutions obtained by other heuristic approaches published in the literature. For this purpose, we select manufacturing systems with two failure-prone machines in tandem with an objective of minimizing a convex, piecewise-linear cost of inventories/shortages discounted over an in nite horizon. This system is relatively simple for computational evaluation and is, at the same time, su ciently rich for possible applications. This is because, such a system has an internal bu er which must contain nonnegative inventories. The state constraint represents a typical complexity present in systems with machines in tandem or in a network con guration.
While asymptotically optimal open-loop controls have been constructed for such systems in Sethi, Zhang and Zhou (1992b) and , it is reasonable to expect that one needs to construct asymptotically optimal feedback controls (limited so far to single or parallel machine systems; see Sethi and Zhang, 1994a , 1994c and Sethi, Zhang and Zhou, 1994 for a superior performance. Recently, however, it has become possible to construct such controls for two-machine owshops. We provide these controls in Section 3 of the paper along with a heuristic explanation of their asymptotic optimality, whereas a rigorous proof is supplied in Sethi and Zhou (1993b) and in Sethi and Zhang (1994b) . Moreover the method seems to be generalizable to owshops with more than two machines given a su cient tolerance for tedium.
We shall compare the performance of our constructed control, denoted as Hierarchical Control (HC) to optimal control (when possible) and to a stochastic extension of Kanban Control (KC) developed in and Two Boundary Control (TBC) developed in van Ryzin, Lou and Gershwin (1993) and Lou and van Ryzin (1989) . It turns out that TBC and KC can be shown also to be asymptotically optimal, under conditions assumed in this paper; see Sethi and Zhou (1993b) for details.
All of these policies are speci ed in terms of a number of parameters. KC requires two parameters, which can be termed thresholds in the sense of Kimemia and Gershwin (1983) . HC and TBC are de ned in terms of two and three parameters, respectively; strictly speaking, these cannot be called thresholds. Rather they are simpli ed turnpike policies, where a turnpike is an attractor for the optimal trajectories emanating from di erent initial states. Furthermore, contrary to the commonly-held notion, there is no such thing as an`optimal Kanban policy' or aǹ optimal Two Boundary Policy' in the discounted cost case. This is because`optimal' values of the required parameters for each of these policies would depend on the initial state. Once the state changes, the computed parameter values are no longer optimal in general. Of course, a continuous re-optimization of parameters defeats the purpose utterly, since it is no longer a policy belonging to a family of policies speci ed by even a nite, let alone two or three parameters. For further details, see Section 3, where we formally de ne HC, KC, and TBC policies.
The plan of this paper is as follows. In Section 2, we state the optimal control problem for a two-machine owshop and review relevant results on hierarchical controls. In Section 3, we construct asymptotically optimal feedback controls along with a heuristic explanation, and de ne Kanban and Two Boundary Control Policies. Testing and validation of our algorithms and software are carried out in Section 4. In Section 5, we compare HC with the optimal policy (when possible) and with KC and TBC. The optimal policy is computed by formulating the problem as a Markov decision process (see Appendix) and performing value iteration. As much as computationally feasible, an asymptotic analysis is also carried out. Finally, Section 6 concludes the paper.
A Review of Hierarchical Controls Results
We consider a dynamic two-machine owshop or a manufacturing system consisting of two machines in tandem devoted to producing a single product. The machines are subject to breakdown and repair over an in nite time horizon. Each machine is assumed to have two states: up and down. When up, the rst and the second machines have production capacities m 1 and m 2 , respectively. Without any loss in generality, these capacities are expressed in units so that a unit of each machine's capacity is required to process one unit of the product at rate 1. When a machine is down, its capacity is zero. Therefore, the system has 4 machine states: k 1 = (m 1 ; m 2 ) corresponds to both machines up, k 2 = (m 1 ; 0) to rst machine up while the second one down, k 3 = (0; m 2 ) to rst machine down while the second one up, and k 4 = (0; 0) to both machines down. Let M = fk 1 ; k 2 ; k 3 ; k 4 g. We denote by k(";t) = (k 1 ("; t); k 2 ("; t)) the machine capacity process, a Markov process on a given probability space f ; F;Pg taking values in M, where " is a small parameter to be speci ed later.
Here and elsewhere we use boldface letters to stand for vectors (e.g., x = (x 1 ; x 2 ), u = (u 1 ; u 2 ), etc.). We use u 1 (t) and u 2 (t) to denote the production rates on the rst and the second machine, respectively. We denote the inventory level at the rst machine as x 1 (t) 0 and the surplus level at the second machine as x 2 (t). A positive surplus means inventory and a negative surplus means shortage. With an assumed constant demand rate d, the dynamics of the system can be written as follows: 8 > < > : _ x 1 (t) = u 1 (t) ? u 2 (t); x 1 (0) = x 1 _ x 2 (t) = u 2 (t) ? d; x 2 (0) = x 2 ; (2:1) where 0 u i (t) k i ("; t); t 0; i = 1; 2: (2:2) Let S = 0; 1) R 1 R 2 denote the state constraint domain. We can now de ne the set of admissible controls u( ) = (u 1 ( ); u 2 ( )). De nition 2.1. We say that a control u( ) = (u 1 ( ); u 2 ( )) is admissible with respect to the initial state value x = (x 1 ; x 2 ) 2 S and the initial machine state k if (i) u(t) is adapted to F " t = fk(";s) : 0 s tg, the sigma algebra generated by the process k(";s); 0 s t, (ii) 0 u i (t) k i ("; t) for t 0 and i = 1; 2, and (iii) the corresponding state x(t) = (x 1 (t); x 2 (t)) 2 S for all t 0:
In words, a control is admissible if: (i) it is based only on the past realizations of the machine capacity process, (ii) it satis es capacity constraints, and (iii) it keeps the inventory in the internal bu er nonnegative.
De nition 2.2. We say that a function u = u(x;k) : S M ! R 2 is an admissible feedback control if (i) the following equation has a unique solution x( ): 8 > < > : _ x 1 (t) = u 1 (x(t); k(";t)) ? u 2 (x(t); k(";t)); x 1 (0) = x 1 _ x 2 (t) = u 2 (x(t); k(";t)) ? d;
x 2 (0) = x 2 ;
and (ii) u(x( ); k("; )) is admissible with respect to x and k. Our problem is to nd an admissible control u( ) that minimizes the cost function J " (x; k;u( )) = E Z 1 0 e ? t (c 1 x 1 (t) + c + 2 x + 2 (t) + c ? 2 x ? 2 (t))dt; (2:4)
where c 1 ; c + 2 and c ? 2 are given nonnegative constants and k = (k 1 ; k 2 ) is the initial value of k("; ).
For a feedback control u, we shall write the cost J " (x; k;u(x( ); k("; ))) as J " (x; k;u), where x( ) is the corresponding trajectory under u with the initial state x and the initial machine state k.
We use A " (x; k) to denote the set of admissible controls with respect to the initial state x 2 S and the initial machine state k, and v " (x; k) to denote the minimal expected cost, i.e., v " (x; k) = inf u( )2A " (x;k) J " (x; k;u( )):
Assumptions. For convenience in exposition, we limit the cost coe cients in the objective functional (2.4) and the random process k(";t) to satisfy the following: (A1) c 1 c + 2 and c ? 2 > 0.
(A2) The capacity process k("; ) is represented as a nite state Markov chain with generator Q " = " ?1 Q, where Q = (q ij ) is a 4 4 matrix such that q ij 0 if j 6 = i, and q ii = ? P j6 =i q ij . Moreover, Q is irreducible and is taken to be the one that satis es min ij fjq ij j : q ij 6 = 0g = 1: We use P " to denote our control problem, i.e., P " : 
Intuitively, as the rates of breakdown and repair of the machines approach in nity, the problem P " , which is termed the original problem, can be approximated by a simpler deterministic problem called the limiting problem, in which the stochastic machine capacity process k(";t);t 0; is replaced by its average value. The limiting problem P is formulated as follows. w( ) 2 A(x) value function v(x) = inf w( )2 A(x) J(x; w( )); where A(x), x 2 S, denotes the set of the deterministic controls w( ) = (w 1 ( ); w 2 ( )) with 0 w 1 (t) m 1 ; 0 w 2 (t) m 2 ; and the corresponding solution x( ) of the state equation appearing in P satis es x(t) 2 S for all t 0:. Here, as is usual in deterministic control theory, controls w( ) must be measurable with respect to t so that the system equations of P are well de ned in the sense that they admit a solution.
The following theorem says that the problem P is indeed a limiting problem in the sense that the value function v " of P " converges to the value function v of P. Moreover, it gives the corresponding convergence rate.
Theorem 2.1. (Sethi, Zhang and Zhou 1992b) There exists a positive constant C such that jv " (x; k) ? v(x)j C(1 + jxj)" 1 3 ; (2:6) for x 2 S and su ciently small ".
Before we go to the next section, we de ne what are asymptotically optimal feedback controls:
De nition 2.3. An admissible feedback control u " (x; k) is asymptotically optimal if lim "!0 jJ " (x; k;u " ) ? v " (x; k)j = 0:
Moreover, if there exist positive constants C(x) and such that jJ " (x; k;u " ) ? v " (x; k)j C(x)" ; then C(x)" is called an asymptotic error bound and " is called the rate of convergence. Remark 2.1. Note that in the one machine case, the entire previous mathematical analysis remains valid if the set S is replaced by R 1 and the rst of the two equations in (2.1) is eliminated. In this case, the variable x 2 (t) is replaced by x(t), the surplus level, u 2 (t) is replaced by u(t), the production rate, m 2 is replaced by m, the maximum machine capacity, k 2 is replaced by k, the machine state, and variables x 1 (t), u 1 (t), and capacity k 1 are removed. The generator Q " is replaced by a two dimensional matrix
3 Construction of Feedback Controls
In this section, we shall construct a feedback control for P " , and provide a heuristic argument for its asymptotic optimality. The main idea is to use a control for the original stochastic problem P " that has the same form as a near-optimal feedback control for the limiting deterministic problem P, and then to show that the two trajectories of P " and P under their respective controls are very close to each other on average. A rigorous proof is somewhat more involved and appears in Sethi and Zhou (1993b) and in Sethi and Zhang, 1994b , even without Assumptions (A1) and (A3).
The construction begins with the optimal feedback control for P which can be obtained easily.
Since the most desirable state is x 1 = x 2 = 0; it makes sense to shoot for it and then stay there. In the absence of production cost in (2.4), the production control should be bang-bang except possibly on the manifolds x 1 = 0 or x 2 = 0: With these observations and with Assumptions (A1) and (A3), it is safe to conjecture the following control as optimal: Moreover, Sethi and Zhou (1993a) have proved its optimality by using the Hamilton-Jacobi-Bellman equation.
As the next step toward constructing an asymptotic optimal control, we write w (x) = r (x; m), where
(0; 0); x 1 0; x 2 > 0; (0; minfk 2 ; dg); x 1 > 0; x 2 = 0; (0; k 2 );
x 1 > 0; x 2 < 0;
(minfk 1 ; k 2 g;minfk 1 ; k 2 g);
x 1 = 0; x 2 < 0; (minfk 1 ; k 2 ; dg; minfk 1 ; k 2 ; dg); x 1 = x 2 = 0:
This is done in order to extend the ideas used in obtaining w (x); to a situation in which machine capacities are denoted by k 1 and k 2 , which are arbitrary. Note that simply replacing m 1 by k 1 and m 2 by k 2 on the right-hand side of (3.1) give us a function that represents a feasible control only when k 1 k 2 d: While the condition is satis ed by m 1 , and m 2 , it is not satis ed in our stochastic case when, for example, the rst machine is down and the second is up, i.e., when k 1 = 0 and k 2 = m 2 : Clearly, this function would not serve us well toward the construction of the desired control. The function de ned in (3.2), on the other hand, gives us not only a feasible control for all possible capacities but also preserves the insights contained in (3.1). Yet, as we shall see next, we are almost, but not quite, nished.
In the one-machine case as de ned in Remark 2.1, it has been shown in Sethi and Zhang (1994a) that u " (x; k) = r (x; k) is asymptotically optimal for P " , where
as can be easily obtained from the reinterpretation of (3.2) in the one-machine case. In our twomachine owshop, however, it is easy to see that u " (x; k) = r (x; k) cannot be asymptotically optimal. This is because, when the trajectory under this control reaches (0; x 2 ); x 2 < 0, it moves along the line x 1 = 0 at a strictly smaller average rate than the trajectory does in P along x 1 = 0;
x 2 < 0 with control w (0; x 2 ) = ( m 2 ; m 2 ): More speci cally, the shortage decreases at the rate m 2 ? d in P, while the average rate of the decrease of the shortage in P " is 1 (minfm 1 ; m 2 g ? d)
Since the unit shortage cost c ? 2 is strictly positive, the expected cost associated with u " (x; k) in P " is too large in comparison to that associated with w (x) in P. In other words, there is a signi cant loss of capacity during the movement along x 1 = 0; x 2 < 0, whenever one of the machines is under repair. This is an unfortunate consequence of the requirement that x 1 (t) is not to become negative.
Thus, any construction of an asymptotically optimal control for P " would require that not too much time is spent on the line x 1 = 0; x 2 < 0. One way to accomplish this might be to introduce a small region fxj0 x 1 < " 1 3 ; x 2 < 0g as a neighborhood of x 1 = 0; x 2 < 0, where the policy is such that in this region there is a tendency for the state trajectory to go away from x 1 = 0, while still staying in the neighborhood. This tendency is in a marked contrast from the feedback policy r (x; k), which brings the trajectory down to x 1 = 0 as quickly as possible.
Let us therefore introduce the following modi cation of function r (x; k): Furthermore, let y( ); y(0) = x 0 , denote the trajectory of P under w " (x) and x( ); x(0) = x 0 , denote the trajectory of P " under u " (x; k) constructed in (3.4). Since there are only inventory and shortage costs and no production costs, asymptotic optimality would follow from the \closeness" of x(t) and y(t), t 0. Our heuristic justi cation of asymptotic optimality of u " (x; k) for P " rests on the following points:
(i) For x = 2 B, the average production rates in P " equal the corresponding rates in P, i.e.,
This means that the average rate of descent of x 2 (t) along M 1 is d, which is also the rate of descent of y 2 (t) in P along M 1 . From (i) to (iv), it is plausible to conclude that the average cost in P " of getting to M 2 M 4 from any x 0 2 S nM 5 is close to the cost of doing the same in P. Moreover, once x( ) 2 M 2 M 4 for some , then x(t) 2 M 5 ; t . That is, 0 x 1 (t) " 1 3 ; t . But y 1 (t) also satis es 0 y 1 (t) " 1 3 after it reaches M 2 M 4 . Thus, we need only to see if x 2 (t) stays close to y 2 (t). i.e., we need to verify (v) and (vi).
In connection with (v), let us observe that
We would want therefore that until x(t) reaches M 2 , it does not spend too much time along M 3 . It is proven in Sethi and Zhou (1993b) that the upward moving tendency built in u " (x; k) = r " (x; k) in the region M 5 n(M 2 M 4 ) is su cient to keep the trajectory away from x 1 = 0 most of the time, so that the loss of capacity resulting from movements along x 1 = 0 remains bounded by a constant times " 1 3 .
With regards to (vi), let us observe that when x 0 2 M 2 , x 2 (t) will become negative in certain states. But once it is in M 5 n M 2 , the situation is the same as in (v). As a result, the probability of x 2 (t) escaping the neighborhood ?" 1 3 ; 0] can be shown to be bounded by a constant times " 1 3 ; see Sethi and Zhou (1993b) .
We have therefore made a good case for the following result.
Lemma 3.2. (Sethi and Zhou 1993b) For each x 2 S, there exists a positive constant C(x) such that jJ " (x; k;u " ) ? J(x; w " )j C(x)" 1 6 :
Theorem 2.1 along with Lemmas 3.1 and 3.2 imply the following theorem on asymptotic optimality.
Theorem 3.1. For each x 2 S, there exists a positive constant C(x) such that
Remark 3.1. In fact, the rate of convergence " 1 6 in Lemma 3.2 and Theorem 3.1 can be improved to " 1 4 ? for any > 0; see Sethi and Zhou (1993b) . Let us now de ne various policies that we shall use for our computational experiments. One of them is a generalization of (3.4) and (3.3), that is also asymptotically optimal. It is de ned below.
Hierarchical Control (HC). This is the control of type given in equations (3.4) and (3.3) with f" 1 3 ; 0g replaced by some f 1 ("); 2 (")g with 1 (") 0 and 2 (") 0, and de ned as follows:
(0; 0); x 1 0; x 2 > 2 ("); (0; minfk 2 ; dg); x 1 > 1 ("); x 2 = 2 ("); (0; k 2 ); x 1 > 1 ("); x 2 < 2 (");
(minfk 1 ; k 2 g;k 2 );
x 1 = 1 ("); x 2 < 2 ("); (minfk 1 ; k 2 ; dg; minfk 2 ; dg); x 1 = 1 ("); x 2 = 2 ("); (k 1 ; k 2 ); 0 < x 1 < 1 ("); x 2 < 2 ("); (k 1 ; minfk 2 ; dg); 0 < x 1 < 1 ("); x 2 = 2 ("); (k 1 ; minfk 1 ; k 2 ; dg); x 1 = 0; x 2 = 2 (");
(k 1 ; minfk 1 ; k 2 g);
x 1 = 0; x 2 < 2 (");
(3:7)
where ( 1 ("); 2 (")) ! (0; 0) as " ! 0.
Next we de ne three types of controls for comparison purposes.
Optimal Control (OC). This is a feedback control u = u (x; k) such that J " (x; k;u ) = v " (x; k):
In this paper whenever possible we shall obtain u (x; k) computationally by discretizing the problem, formulating it as a Markov decision process (see Appendix), and then solving it by a value iteration procedure. When " is very small, the procedure becomes too burdensome and will not be carried out. Needless to say, u (x; k) obtained in the paper is our best approximation of it.
Kanban Control (KC). This is a threshold type control. Using the pull approach to production that underlies KC, it can be de ned as follows for some f 1 ("); 2 (")g with 1 (") 0 and 2 (") 0:
(0; 0); x 1 1 ("); x 2 > 2 ("); (0; minfk 2 ; dg); x 1 > 1 ("); x 2 = 2 ("); (0; k 2 ); x 1 > 1 ("); x 2 < 2 (");
x 1 = 1 ("); x 2 < 2 ("); (minfk 1 ; k 2 ; dg; minfk 2 ; dg); x 1 = 1 ("); x 2 = 2 ("); (k 1 ; k 2 ); 0 < x 1 < 1 ("); x 2 < 2 ("); (k 1 ; minfk 2 ; dg); 0 x 1 < 1 ("); x 2 = 2 ("); (k 1 ; minfk 1 ; k 2 ; dg); x 1 = 0; x 2 = 2 (");
x 1 = 0; x 2 < 2 ("); (k 1 ; 0); 0 x 1 < 1 ("); x 2 > 2 ("):
The Kanban Control is an adaptation of Just-In-Time (JIT) method to our stochastic problem; see also Buzacott and Shanthikumar (1992) . Indeed KC reduces to conventional JIT when 1 (") = 2 (") = 0. But given unreliable machines, one could lower the cost by selecting nonnegative (usually positive) values for the threshold inventory levels 1 (") and 2 ("). This is because positive inventory levels hedge against machine breakdowns. While the general idea seems to have been around, the formula (3.9) appears in for the rst time. It should be noted that under Assumptions (A1) -(A3), KC is also asymptotically optimal if 1 (") and 2 (") go to zero as " ! 0.
It is not asymptotically optimal however, when c 1 > c + 2 . For further details, see Sethi and Zhou (1993b) .
Two Boundary Control(TBC). It is de ned as follows for some f 1 ("); 2 ("); 3 (")g, with 0 1 (") 3 (") and 2 (") 0, under an additional assumption that m 2 2d: For x 1 0
x 2 > 2 ("); x 1 + x 2 > 1 (") + 2 ("); (0; minfk 2 ; dg); x 2 = 2 ("); x 1 + x 2 > 1 (") + 2 ("); (0; k 2 ); x 2 < 2 ("); x 1 > 3 ("); (0; k 2 ); x 2 < 2 ("); x 1 + x 2 > 1 (") + 2 ("); (minfk 1 ; k 2 ; dg; minfk 2 ; dg); x 2 = 2 ("); x 1 + x 2 = 1 (") + 2 ("); (k 1 ; k 2 ); x 1 < 3 ("); x 2 < 2 ("); x 1 + x 2 < 1 (") + 2 ("); (minfk 1 ; dg; 0); x 2 > 2 ("); x 1 + x 2 = 1 (") + 2 ("); (k 1 ; minfk 2 ; dg); x 2 = 2 ("); x 1 + x 2 < 1 (") + 2 ("); x 1 > 0 (k 1 ; minfk 1 ; k 2 g);
x 1 = 0; x 2 = 2 ("); (k 1 ; 0); x 2 > 2 ("); x 1 + x 2 < 1 (") + 2 ("); (minfk 1 ; dg; minfk 2 ; k 2 + (2d ? k 2 )sgn(k 1 )g); 1 (") + 2 (") ? 3 (") x 2 < 2 (");
x 1 + x 2 = 1 (") + 2 ("); (3:10) where sgn(k 1 ) = 1 if k 1 > 0, and sgn(k 1 ) = 0 if k 1 = 0. The Two Boundary Control policy was proposed by van Ryzin, Lou and Gershwin (1993) and Lou and van Ryzin (1989) as a heuristic approximation of the structure of the optimal switching manifolds as they conjectured it. As implied in Section 1, no one has been able to solve for optimal switching manifolds for two-machine owshops. It should be noted that if 1 ("); 2 ("); 3 (") ! 0 as " ! 0, then TBC turns out to be asymptotically optimal under Assumptions (A1) -(A3) and m 2 2d. Note also that TBC is de ned in Lou and van Ryzin (1989) only under these assumptions.
In addition to the four policies speci ed above, there are others such as uniform loading (UL), CONWIP and starvation avoidance (SA) that one might consider. We shall not include them in our experiment for a variety of reasons. Uniform loading, known also as a xed quantity release strategy, releases the jobs at the same rate as the demand rate, and is a common industry practice; see Wight (1970) . It is an open-loop policy and is known to perform badly in uncertain environments such as ours; see Roderick, Phillips and Hogg (1992) and Yan et al. (1993) .
CONWIP proposed by Spearman, Woodru and Hopp (1990) is a hybrid push/pull approach based on keeping a constant total WIP in the shop. Jobs are "pulled" into the system when the total WIP is less than a certain desirable amount, and they are "pushed" from one machine to another. Furthermore, the production is stopped when the nished good inventory exceeds a prespeci ed level. Moreover, there is a capacity shortage trigger indicating when additional capacity such as overtime should be used. For our continuous-time two-machine owshop, the total WIP can be de ned as x 1 +max x 2 ; 0]: Also, there is no provision of additional capacity in our case. With these, CONWIP in the context of our owshop can be seen to be a special case of TBC with 3 = 1 + 2 ; if x 2 2 or fx 2 2 and x 1 + x 2 > 3 g. Note that in CONWIP, parameter 3 is the desirable WIP level and 2 is the maximum nished good inventory level. In the triangular region de ned by x 1 0; x 2 > 2 ; and x 1 + x 2 3 ; CONWIP could set u = u T or u = (0; 0) depending, respectively on whether the WIP rule or the nished good inventory rule is followed. In the rst case, CONWIP becomes a special case of TBC in the entire state space, and in the second case the di erence between TBC and CONWIP is minor and is relevant only if the initial state is in the triangular region and then only in the initial transient phase. Given these observations and given that the full power of CONWIP may not be re ected in the absence of the availability of additional capacity, we have chosen not to consider CONWIP any further in this paper.
Starvation avoidance proposed by Glassey and Resende (1988) is a bottleneck strategy which seeks to avoid starving a bottleneck machine by ensuring that there is enough work in the bu er in front of the machine. Roderick, Phillips and Hogg (1992) have shown based on their simulation that CONWIP outperforms SA in every categories of shop size, routing type, or processing distribution that they consider. Recently, in Yan et al. (1993) , we have concluded that TBC outperforms SA in our extensive simulations based on a simpli ed wafer fab model as well as on a model of a reallife fab. In view of these earlier studies, we shall exclude SA from further considerations.
Before commencing our computational experiments, let us pause for a moment to brie y examine di erences and similarities for the policies under consideration. The switching manifolds for HC, KC and TBC are given in Figures 2a, 2b , and 2c, respectively. In each of these policies, the idea is to get fairly quickly to a desirable point in the state space and then stay close to it thereafter. This point can be called a turnpike or a hedging point; see Haurie, Leizarowitz, and van Delft (1994) for further details. How we choose this point in each of the three policies will be described shortly. The structural di erence between the three polices is the ways to get to the turnpike. The di erence between HC and KC is that the switching manifold x 1 = 1 (") in KC is applicable in HC only in the region x 2 2 ("). Note that the manifold in HC arises from the consideration of avoiding the capacity loss incurred wherever x 1 = 0. The presence of the manifold decreases the occupancy measure of x 1 = 0. The manifold x 1 = 1 (") in KC, on the other hand, arises from the very local nature of a threshold type policy, which it is by de nition. That is, whenever x i (t), i = 1 or 2, is below (above) the threshold i ("), the system must behave in a way to increase (decrease) it. Because of this reason, even when x 2 (t) is large, machine 1 will produce when x 1 (t) < 1 (t). Clearly, a hedge is not needed when we have a large positive surplus. Machine 1 in HC, on the other hand, will produce only when x 1 (t) < 1 ("), provided x 2 (t) 2 ("). It is clear that HC is not a threshold type policy; it is simply a two-parameter policy dictated from capacity loss considerations. TBC is also not of threshold type. It is a three parameter policy, whose rst two parameters de ne the hedging points. An additional degree of freedom is needed in de ning TBC to more closely approximate the optimal switching manifolds when both machines are up. It should be noted that even with the additional parameter 3 ("), TBC is not a generalization of HC. With 3 (") = 1 ("); it does, however, reduce to HC in all but the triangular region fx 2 > 2 (")g \ f0 x 1 g \ fx 1 + x 2 1 (") + 2 (")g.
While we do not know explicitly what the optimal control is, we do know that it di ers from the other three policies in two signi cant ways. One is that it has di erent switching manifolds in each of the four machine states. This means that the turnpike or hedging points are also di erent in each of the four states. The other is that the switching manifolds cannot be characterized by a nite number of parameters. Rather they are determined by nonlinear equations of the form f(x 1 ; x 2 ) = 0. See Lou, Sethi and Zhang (1994) for these characteristics of optimal control.
Since HC, KC, or TBC are not optimal, one would like to imagine each of them to be optimal within a certain class of feedback policies. This is unfortunately not possible in the two-machine case with the discounted cost criterion, since we cannot obtain parameters of these policies in a way so that they are optimal for every given initial state.
Remark 3.2. Note that in the case of average cost minimization, the initial state does not matter; thus, one can de ne optimal parameter values within a class of HC policies, or KC policies, or TBC policies; furthermore, under Assumptions (A1) -(A3), it can be shown that the optimal hedging points as well as the costs for HC and KC will coincide. Also in the one-machine case even with the discounted cost objective, the optimal policy is a threshold policy and as a result it is easy to see that the notion of an optimal Kanban threshold makes sense in this case, since it would simply be the same as the threshold of the optimal policy. Thus the optimal Kanban policy is nothing but the optimal policy. It should also be obvious that in the one-machine case, both HC and TBC become threshold policies, and thus optimal HC and optimal TBC are the same as the optimal policy.
These considerations complicate our comparison experiments. That is, what values of the parameters should we assign to each of the three policies, before we can compare them? Whatever we shall do will be arbitrary in the absence of \optimal" parameter values.
In this paper, we have therefore decided on three di erent criteria to obtain parameter values for HC, KC, and TBC for comparison purposes. The rst criterion is to choose an initial state and nd the minimum cost for each of the three policies beginning with that state. The parameter values that accomplish this will be known as the best such for the given initial state. This criterion is used in Table 5 . Also used in this table is the second criterion, which obtains an initial state for each of the methods for which the best hedging point is that initial state. Finally, in Table 6 we use the third criterion in which the parameter values obtained are the best for the initial state (0,0). Costs of various policies de ned by these parameters (best for (0,0)) are then computed assuming di erent initial states, for comparison purposes.
The reason for choosing three di erent criteria, as has already been indicated, is that there is no one single perfect criterion. The rst criterion is fair, but it depends on the initial state. Thus, the cost di erences between the policies would depend in general on the initial state. Some initial states may favor one policy over the others. Moreover, in practice it may be quite di cult or even infeasible to obtain the best policy parameters for each possible initial state. To alleviate the last di culty, the third criterion chooses the best policy parameters for the initial state (0; 0): Our choice of the initial state is arbitrary to the extent that it is not motivated to favor any one policy over another. Rather, it is a distinguished state associated with an empty system. Of course, the cost comparison would depend in general on our choice of (0; 0) as well as on the initial state of the system as in the rst criterion. Finally, we have introduced the second criterion, which in some sense compares the best costs that could be obtained by each individual policy if each was allowed to choose its own initial state. In other words, costs that are compared are minima minimora over the choices of policy parameters and initial states. While it may be unfair to compare costs associated with di erent initial states, the second criterion by requiring each policy to bring its best face on the table makes the comparison, unlike the rst and the third, independent of the initial state.
We now describe the procedures used to compute i (") for HC, KC, and TBC under each of the three criteria. We maintain the same sample paths (or realizations) of the machine breakdown process for given values of parameters i (") for each policy. This is accomplished by selecting a common random number stream for the machine breakdown/repair process for HC, KC, and TBC policies, and advancing the simulation clock time based on the time epochs at which a machine breaks down or gets repaired or the value of a control variable changes from one constant to another. For the HC policy as well as the KC policy, we carry out a two dimensional downhill simplex search to obtain the best values for ( 1 ("); 2 (")) according to each of the three criteria. Refer to Ferziger(1981) for an introduction to such numerical solution approaches. For TBC, we use a three dimensional downhill simplex method to search for the three parameters 1 ("); 2 ("), and 3 (") starting with 1 (") and 2 (") as those obtained for HC and 3 (") = 1 (") + 2 (").
Testing and Validation
To carry out our computational evaluation, we have written optimization algorithms to solve Markov decision processes and simulation software to nd expected cost of any given policy. In this section we validate these algorithms and software by using three independent tests.
The rst test validates the simulation software in the one-machine case by comparing simulated costs to optimal ones obtained explicitly by Akella and Kumar (1986) .
The second test evaluates both the value iteration algorithm and the simulation software by comparing our optimal control computations to those carried out by van Ryzin, Lou and Gershwin (1993) .
Finally, the third test further validates our simulation software by comparing the value function computed via solving the MDP using value iteration to the simulated cost MDP-SM of using the optimal policy (or the switching manifolds) obtained by the value iteration procedure. Moreover, we also see how close is the discretized solution to the solution of the optimal continuous-time, continuous-space problem P " by using no space discretization and a much ner time discretization scheme in simulating MDP-SM than is used in the value iteration procedure. This is important since the controls that are feasible for any discretized problem are not feasible for the continuous problem except in the limit. As noted in the Appendix, the limit can be approximated by using a su ciently ne time discretization and a su ciently large nite state space.
Test 1: Comparison in the One Machine Case
In the one machine case speci ed in Remark 2.1, HC reduces to the following simple form:
which is also the form of the optimal policy obtained in Akella and Kumar (1986) . Unlike in the two-machine case, optimal policy in the one-machine case as mentioned earlier is a threshold policy even with a discounted cost criterion. Therefore, there exist an optimal parameter (") in HC, and this will be equal to the threshold ak obtained by Akella and Kumar. It is clear that (") = ak will also be the optimal threshold in KC.
For our test, we select a set of 10 problems shown in Table 1 as our test data. Note that = + in Table 1 denotes the fraction of the time machine is up. We assume that d = 1, c ? = 1, and = 1.
From Table 1 , one can see that the Akella-Kumar threshold ak and the value function v " (0; m) when the machine is up are very close, respectively, to the optimal HC threshold (") and the corresponding cost J " (0; m; (")).
In addition to the numerical computation of the value functions via the Akella-Kumar formula, we also simulate the two policies using the technique of common random variable simulation method. As shown in Table 1 , this results in an identical value for the cost J " (0; m; ak ) associated with ak , and the cost function J " (0; m; (")) of the HC policy.
We believe that simulation results for the value function of the optimal control may be more accurate than the analytically computed results for initial inventory levels that may deviate signicantly from the optimal threshold, due to the inadequate real number range in the computer used. This is caused by the behavior of the matrix Taylor series terms that need to be computed in order to numerically evaluate the optimal solution given by the Akella -Kumar formula. Note that our computer (a DEC5000S work station) has only a number range from 10 ?27 to 10 28 , which in some instances is inadequate to accommodate the Taylor series computations of the exponential matrix given in the Akella-Kumar paper. Finally we select Problem P1 in Table 1 and compare for it, v " (x; m) and the optimal HC cost J " (x; m; (")) at di erent initial inventory values x. Once again, we see from Figure 3 , that the two costs are very close to each other. In Figure 3 , we have also plotted v " (x; 0) as well as J " (x; m; 0), the HC cost with zero threshold.
Before we go to the next section, let us look at Problems P2, P7, and P10 in Table 1 . These have the same data except for ". One can see that as " becomes smaller, the di erence jv " (0; m)?v " (0; 0)j decreases. This is consistent with our asymptotic analysis, which says that the di erence goes to zero as " ! 0.
Test 2: Comparison with Results of van Ryzin et al.
For the two-machine case de ned in Remark 2.2, we use problem series C of van Ryzin, Lou and Gershwin (1993) as our test data. Data representing the problem series C is given in Table 2 . We also assume that " = 10.0, in order to be compatible with van Ryzin et al. This problem series uses a discount factor e ? = 0.9, which represents 0:105, a discount rate of roughly 10%. We present our computational results along with those of van Ryzin et al. in Table 3 
Value Function Comparisons
In Column 6 of Table 3 we give the value functions v " (0; 0; 2; 2) for problem series C based on the value iteration procedure for the MDP formulation described in Appendix.
Our numerical results for the MDP value iteration evaluation are very close to the results obtained via the program used by van Ryzin et al. The slight discrepancy can be attributed to the fact that the boundary conditions used by van Ryzin et al. is an assignment of zero value for the value function outside the domain of the truncated state space, while we assign the explicitly computable cost of the corresponding limiting deterministic control problem to the value functions at the boundary of the truncated state space. It is no surprise therefore that the value functions obtained from the program developed by van Ryzin et al. are slightly lower (although likely to be less accurate) than ours.
We also found that our switching manifolds for the parameter values of = 10 and M = 30 obtained via the value iteration for problem series A through C speci ed in the paper by van Ryzin et al. were very close to the corresponding switching manifolds obtained by them, for brevity, the details of these computations are omitted from this paper. Here is a time discretization parameter in the sense that each period in our computations consists of " time units. The space truncation parameter M bounds the state variables as 0 x 1 M " and ?M " x 2 M " for computational purposes. For further explanation on these parameters, see Appendix. 
Comparison of MDP Value Functions to Costs Using MDP Switching Manifolds
These comparisons are made to validate our simulation software. First we note that in our simulations, we use an alternate discrete event simulation approach which does not discretize the state space or simulation clock time. This is based on the fact that simulation events could be generated by solely considering the timed epochs at which changes to the control policy, machine breakdowns, and machine repair completions occur. While the traditional approach is by event generation on state space discretization or time discretization, this simulation technique exactly simulates the model in question without resorting to any approximations such as a need to assume a discrete state space or a need to require a \time-sliced" discretization of events.
We used our simulation software to compute the expected costs of the control policies (i.e., switching manifolds) obtained in the value iteration procedure for each of problems C1, C2, C3, and C4. These gures are reported in Table 3 , Column 5 in SSZ rows. These costs are very close to the value function in Column 6 in SSZ rows obtained by the (completely di erent) value iteration procedure. This along with Test 1 gives us con dence in our simulation software.
We have also reported in Column 5 the corresponding gures obtained by van Ryzin et al. via simulation. These are quite di erent from ours. This is to be expected, since the state space used by van Ryzin et al. is the space of integers, which is a very coarse discretization scheme for simulation.
Test 3: Analysis of Convergence of MDP Value Iteration.
In this section, we examine the convergence behavior of our MDP value iteration procedure as discretization is made ner by increasing and as the truncated space is made larger by increasing M.
In rows representing MDP value iteration of Table 4 , we present value functions for Problems C1 obtained by xing M = 30 and varying from 10 to 40. It is seen that the value functions for = 30 and = 40 are identical. In MDP-SM rows, we present simulated expected cost obtained by using the switching manifolds obtained by value iteration. Moreover, in this simulation as noted earlier, we use a very ne time discretization and no space discretization. These costs are quite close to the value function obtained by value iteration. This tells us that our discretized MDP is quite faithful to the original problem
Finally, we analyze the convergence with respect to M. In Figure 4 , we see that the value functions for Problems C1 computed for M = 15 and M = 30 are quite close to each other for values of 5. In conclusion to this section, we have tested and validated our algorithms and software rather thoroughly and now proceed to do our computational comparisons of various policies under consid- In this section we compare HC to the other three policies, namely, OC, KC, and TBC, as well as study their asymptotic behavior as " decreases. For this purpose we select Problem C1. Recall that the qualitative similarities and di erences in these policies have already been discussed in Section 3.
In Table 5 , we select di erent initial states and use the rst criterion mentioned in Section 3 to nd the best parameter values for di erent initial states for each of HC, KC, and TBC; Table  5a provides the ratios of costs reported in Table 5 . In the last two rows, initial states are selected according to the second criterion. For this criterion, parameter values for HC and KC must be identical. For the last but one row, the initial state (2.70, 1.59) is such that the best hedging point for HC and KC are (2.70,1.59). The best TBC parameter values for this initial state are (2.64,1.58,2.71). In the last row, the initial state (2.64,1.58) is such that the best hedging point for TBC is (2.64,1.58) along with some 3 ("), which in this case is 2.64. The best hedging point of HC and KC for initial (x 1 ; x 2 ) = (2:64; 1:58) is (2.62,1.60). Table 6 uses the third criterion so that the parameter values used for all di erent initial states are the ones that appear in Table 5 in the row with the initial state (0,0).
In Table 7 , we provide computational times for obtaining HC and TBC with respect to problems C1-C4. In Table 8 , we obtain costs of HC, TBC and OC (when possible) for Problems C1-C4 with " = 10; 1, and 0.1. Finally, Figure 5 gives the variation of the switching curve (when both machines are up) when is varied for Problem C1.
In what follows, we analyze these computational results and compare HC with each of OC, KC and TBC.
HC vs. OC
In Tables 5, 5a and 6, the costs of HC are quite close to the optimal cost, if the initial state is su ciently removed from point (0,0). Moreover, the farther the initial (x 1 ; x 2 ) is from point (0,0), the better the approximation HC provides to OC. This is because the hedging points are close to point (0,0), and hierarchical and optimal controls agree at points in the state space that are further from (0,0) or further from hedging points. In these cases, transients contribute a great deal to the total cost and transients of HC and OC agree in regions far away from (0,0). HC vs. TBC From Tables 5, 5a and 6, we see that the costs of HC and TBC are quite close to one another. A more detailed comparison reveals that sometimes HC is slightly better and sometimes it is the other way around. Both of these situations are theoretically possible. Of course, if initial x 2 2 for HC (which covers the situation of x 2 0), the trajectory under HC will stay in the region x 2 2 : In this case, as indicated in Section 3, TBC can duplicate the performance of HC by setting its 1 and 2 as those of HC and its 3 = 1 of HC. However, with three policy parameters to choose, provided the parameter search procedure is accurate, the cost of TBC cannot be larger than that of HC. One can see this in Table 5 and (20,-20) . It is also important to point out that the best value of 2 for HC obtained in Table  5 depends on the initial state (x 1 ; x 2 ): Therefore, the relative performance of HC and TBC cannot be decided a priori when x 2 > 0:
While costs of HC and TBC are not signi cantly di erent, it should be emphasized that HC is a simpler policy than TBC is, with regard to the computation of policy parameters (see Table 7 ) as well as to their implementation. In connection with the computation, we should note that our CPU time comparisons in Table 7 are based on our numerical method given at the end of Section 3 for computing TBC policy parameters and not on the method of van Ryzin et al. (1993) . When it comes to implementation, both HC and TBC are technically not di cult to implement. However, TBC given in (3.9) is quite complicated to understand especially along the 45 o manifold in Fig.  2c , whereas HC does not have this complication. Moreover, it should be noted as in Buzacott and Shantikumar (1992) that the lack of understanding of a control policy by the operator may at times outweigh the bene ts that could be obtained by implementing a more optimal complicated policy over a less optimal simpler policy.
Finally, the construction of TBC in Section 3 requires additional assumptions not needed for HC. Moreover, HC can be easily de ned in cases when some of the assumptions made in this paper do not hold or when the system has more than two machines, see Sethi and Zhou (1993b) and Sethi, Zhang and Zhou (1992a) .
HC vs. KC
Let us now compare HC and KC in detail. Of course, if the initial state is in a shortage situation (x 2 0), then HC and KC must have identical costs. This can be easily seen in Table 5 or Table 6 when initial (x 1 ; x 2 ) = (0, -5), (0, -10), (0, -20), (5, -5), (10, -10) and (20, -20) .
On the other hand, if the initial surplus is positive, cost of HC is either the same as or slightly smaller than the cost of KC, as should be expected. This is because, KC being a threshold type policy, the system approaches 1 even when there is large positive surplus, implying higher inventory costs. In Tables 5, 5a and 6, we can see this in rows with initial (x 1 ; x 2 ) = (0, 5), (0, 10), (0, 20), and (20, 20) . Moreover, by the same argument the values of 1 for KC must not be larger than those for HC in Table 5 . Indeed, in cases with large positive surplus, the value of 1 for KC must be smaller than that for HC. Furthermore, in these cases with positive surplus, the cost di erences in Table 6 must be larger than those in Table 5, since Table 6 uses hedging point parameters that are best for initial (x 1 ; x 2 ) = (0,0). These parameters are the same for HC and KC. Thus, the system with an initial surplus has higher inventories in the internal bu er with KC than with HC.
We also note that if the surplus is very large, then KC in order to achieve lower inventory costs sets 1 = 0, with the consequence that its cost is the same as that for HC. For example, this happens when the initial (x 1 ; x 2 ) = (0,50); see Table 5 . As should be expected, the di erence in cost for initial (x 1 ; x 2 ) = (0,50) in Table 6 is quite large compared to the corresponding di erence in Table  5. Asymptotic Behavior of HC, TBC and OC Before concluding the paper in the next section, let us make some important remarks regarding asymptotic optimality. We shall discuss only HC, TBC and OC. We exclude KC from our discussion, since, as indicated in Section 3, it is not asymptotically optimal in general. Of course, OC is trivially asymptotic optimal. The main intuition behind the asymptotic optimality of HC and TBC is that these policies try to keep the system away from x 1 = 0 boundary, when x 2 < 0; without letting x 1 get too big. This is so because with m 1 m 2 assumed in the paper, the optimal solution of the limiting problem P stays on x 1 = 0; once it gets there. This is not the case, however, when m 1 < m 2 and we do not therefore know how to construct HC; see Sethi and Zhou (1993a, b) for a conjecture.
It is also clear from the above that asymptotic optimal controls are not unique. Moreover, the theory provides only the order of the error bounds. Generally speaking, the higher the order,the faster the convergence, and the better the policy. The main bene t of the asymptotic analysis lies in the identi cation of the essential structural requirement for asymptotic optimality, as has been done in Section 3 for the problem under consideration. Beyond this, we must resort to computational experiments for further evaluation of di erent asymptotic optimal policies.
In Table 8 , we have carried out a computational asymptotic analysis as " decreases. Since the initial condition is assumed to be (0,0), the deterministic value function is zero, to which costs of HC, TBC, and OC will converge as " ! 0. The results provide some idea about the rate at which HC and TBC are converging to the value 0 as " ! 0.
Conclusions
In this paper we have compared the performance of hierarchical control policies to the optimal and some other existing control policies in the literature in the context of two-machine owshops with unreliable machines. We construct a simple hierarchical feedback control and provide a heuristic argument for its asymptotic optimality as the rates of machine breakdowns and repair become large.
We have shown that the hierarchical controls perform as well or better than Kanban controls. There does not appear to be a signi cant di erence in the costs of hierarchical controls and twoboundary controls. Moreover, hierarchical controls are simpler to construct, to understand, and perhaps to implement than are two boundary controls. More importantly, however, the additional degree of freedom in de ning TBC does not provide much of an advantage, and that two parameters de ning HC are in most cases su cient to construct e ective policies in practice.
We have also compared hierarchical controls to optimal controls. This has been only possible for large values of ". Even for these values, hierarchical controls perform reasonably well compared to optimal controls provided the initial state is su ciently removed from (0,0).
Finally, we should emphasize that it is not di cult to construct hierarchical controls for larger systems. We have chosen to deal with a two-machine system partly because of simplicity in exposition and partly because we are able to compute optimal solutions in some cases for comparison purposes.
7 Appendix: Markov Decision Process Formulation.
In this Appendix, we describe a procedure to obtain computationally an optimal control for P " . We proceed by time and space discretizations in order to formulate the problem as a Markov decision process and then solve the discretized problem by using dynamic programming equations. A detailed discussion of such method can be found in Kushner (1977) and Kushner and Dupuis (1992) . In what follows, we shall only deal with P " speci ed in Remark 2.2.
Let us rst formulate a discretized version of P " , denoted asP " . In this let each period consist Note: Simulation Relative Error 2%, Con dence Level = 95%. The CPU times are based on using a DECStation 5000S machine. with Initial x = (0; 0) and k = (2; 2). noting d = 1 as in Remark 2.2. The discretized state spaceS can be de ned as follows: S = f(x 1 ; x 2 )jx 1 = n 1 ; x 2 = n 2 ; n 1 2 Z + ; n 2 2 Zg;
where Z is the set of all integers and Z + is the set of all nonnegative integers.
Finally, control decisions can only be taken at time epochs n " , n 2 Z + , and once taken, they remain unchanged during the nth period, i.e., during the time interval n " ; (n + 1) " ), regardless of changes in the machine states during the interval. More speci cally, if we let u i (n ), i = 1,2, to denote the control decisions taken at the beginning of the nth period, then u i (n ) 2 f ; 2 ; ; k i (n) g; where k i (n) is the capacity of the ith machine at the beginning of the nth period. Note that k i (n) = 0 or k i (n) = m i under Remark 2.2. We can now write the discretized problemP " as follows: x 1 ((n + 1) ) = x 1 (n ) + u 1 (n ) ? u 2 (n ); x 1 (0) = x 1 ; x 2 ((n + 1) ) = x 2 (n ) + u 2 (n ) ? ;
x 2 (0) = x 2 ; u( ) 2Ã " (x; k) value functionṽ " (x; k) = inf u( )2Ã " (x;k)J " (x; k;u( )); whereÃ " (x; k) can be de ned easily according to the foregoing discussion. It is a standard result, that for given x, k and ", lim !1 jṽ " (x; k) ? v " (x; k)j = 0:
ThusP " provides a good approximation to P " for a su ciently large .
ButP " is de ned over an unbounded space. In order to perform computations, we should further approximateP " byP " M , where M is a large positive integer. Let us now de ne the following state space:S M = f(x 1 ; x 2 ) 2Sj x 1 M ; jx 2 j M g: Next, we de ne admissible production rates forP " M . It is su cient to de ne the set A M (x; k) of feasible production rates for each period, given the state x 2S M , x 2 ?(M ? 1) and the machine state k at the beginning of the period: A M (x; k) = f(u 1 ; u 2 )ju i = ; 2 ; ; k i ; i = 1; 2; 0 x 1 +u 1 ?u 2 M ; jx 2 +u 2 ? j M g: (7:1)
If we de ne to be the stopping time when x 2 rst reaches ?M , thenP " M is given as follows:
for any given x and k. In our computations, therefore, we x M and keep increasing until two successive value functions are su ciently close. This gives us our approximation ofṽ " M (x; k). We then begin increasing M and stop when two successive value functions are su ciently close to one another. It is this value function that we use as our approximation of the value function v " (x; k) of the original problem.
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