Local linear dependence seen through duality I by Pazzis, Clément de Seguins
ar
X
iv
:1
30
6.
18
45
v3
  [
ma
th.
RA
]  
10
 A
ug
 20
14
Local linear dependence seen through duality I
Cle´ment de Seguins Pazzis∗†
September 25, 2018
Abstract
A vector space S of linear operators between vector spaces U and V is
called locally linearly dependent (in abbreviated form: LLD) when every
vector x ∈ U is annihilated by a non-zero operator in S. A duality argument
bridges the theory of LLD spaces to the one of vector spaces of non-injective
operators. This new insight yields a unified approach to rediscover basic
LLD theorems and obtain many additional ones thanks to the power of
formal matrix computations.
In this article, we focus on the minimal rank for a non-zero operator in
an LLD space. Among other things, we reprove the Bresˇar-Sˇemrl theorem,
which states that an n-dimensional LLD operator space always contains a
non-zero operator with rank less than n, and we improve the Meshulam-
Sˇemrl theorem that examines the case when no non-zero operator has rank
less than n− 1.
We also tackle the minimal rank problem for a non-zero operator in
an n-dimensional operator space that is not algebraically reflexive. A the-
orem of Meshulam and Sˇemrl states that, for all fields with cardinality
large enough, a non-reflexive operator space with dimension n must con-
tain a non-zero operator with rank at most 2n − 2. We show that there
are infinitely many integers n for which this bound is optimal for general
infinite fields. Moreover, under mild cardinality assumptions, we obtain a
complete classification of the non-reflexive n-dimensional operator spaces
in which no non-zero operator has rank less than 2n− 2. This classification
involves a new algebraic structure called left-division-bilinearizable (in ab-
breviated form: LDB) division algebras, which generalize a situation that
is encountered with quaternions and octonions and whose systematic study
occupies a large part of the present article.
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1 Introduction
1.1 Local linear dependence
Let U and V be vector spaces over a commutative field K. Linear operators
f1, . . . , fn from U to V are locally linearly dependent (LLD) when, for
every x ∈ U , the vectors f1(x), . . . , fn(x) are linearly dependent in V . There are
two obvious situations in which the family (f1, . . . , fn) is LLD, in which case we
say that f1, . . . , fn are trivially LLD:
• f1, . . . , fn are linearly dependent in the vector space L(U, V ) of all linear
operators from U to V .
• There exists a finite-dimensional subspace W of V such that dimW < n
and fi(x) ∈W for every i ∈ [[1, n]] and every x ∈ U .
Let S be a finite-dimensional linear subspace of L(U, V ). We say that S is locally
linearly dependent (LLD) when every vector x ∈ U is annihilated by some non-
zero operator f ∈ S. Given a positive integer c, we say that S is c-locally
linearly dependent (c-LLD) when, for every vector x ∈ U , the linear subspace
{f ∈ S : f(x) = 0} has dimension greater than or equal to c. Obviously, the
operators f1, . . . , fn are locally linearly dependent if and only if they are linearly
dependent or span(f1, . . . , fn) is locally linearly dependent.
The systematic study of LLD systems of operators is a surprisingly fresh
research area in operator theory and linear algebra. Although some basic results
of the theory, such as the fact that an LLD pair (f, g) of operators is always
trivial, have widespread usage in operator theory, it is only quite recently that
theorems for more general LLD systems have started to blossom. We regard
the topic as worth investigating for itself, in particular because it is a natural
generalization of Kaplansky’s theorem stating that, if an endomorphism u of a
vector space is such that (id, u, u2, . . . , un) is LLD, then id, u, . . . , un are linearly
dependent. However, LLD operators also have interesting applications to various
problems in mathematics, and it is those applications that have shaped the topic
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as it is today. Amitsur [1] showed that finding non-zero operators of small rank
in LLD operator spaces yields results on rings satisfying generalized polynomial
identities (in that, the operators are actually homomorphisms of abelian groups,
with the target group enriched with a structure of left vector space over a skew
field). In particular, he proved that an n-dimensional LLD operator space always
contains a non-zero operator with rank less than
(
n+ 1
2
)
− 1. More recently,
Bresˇar and Sˇemrl [5] have classified the 3-dimensional LLD operator spaces over
infinite fields in order to classify commuting pairs (d, g) of continuous derivations
of a Banach algebra A such that dg(x) is quasi-nilpotent for all x ∈ A. In their
work, they also improved Amitsur’s upper bound for the minimal rank of a non-
zero operator in an LLD space by showing that it is actually less than n for an
infinite field.
The theory of LLD spaces is also interesting for its connection with the
currently fashionable topic of algebraic reflexivity. Recall that a vector space S of
linear operators from U to V is called algebraically reflexive when every linear
operator f : U → V which satisfies ∀x ∈ U, f(x) ∈ Sx belongs to S. If, on the
contrary, one can find an operator f : U → V which satisfies ∀x ∈ U, f(x) ∈ Sx
but does not belong to S, then one sees that the operator space S ⊕Kf is LLD,
and S is a (linear) hyperplane of it. If one is able to give an upper bound for
the minimal rank of a non-zero element in a hyperplane of an LLD space, then
one recovers a sufficient condition for algebraic reflexivity. Before the present
article, the best known sufficient condition for algebraic reflexivity based upon
the minimal rank of non-zero operators had been obtained by Meshulam and
Sˇemrl for fields with cardinality large enough thanks to this method [16].
In the current state of the topic, the various problems that have been inves-
tigated are the following ones:
(1) The minimal rank problem for LLD spaces: give an upper bound for the
minimal rank of a non-zero operator in an n-dimensional LLD space.
(2) The minimal rank problem for hyperplanes of LLD spaces. Studying this
yields sufficient conditions for reflexivity based upon the minimal rank.
(3) The classification problem: classify minimal LLD operator spaces. Prior
to this paper, such classifications were known only for 2-dimensional and
3-dimensional LLD spaces, and for n-dimensional minimal LLD spaces with
an essential range (see Definition 1.2) of dimension
(
n
2
)
and, in each case,
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provided that the underlying field is large enough [6].
(4) The maximal rank problem for minimal LLD spaces: give an upper bound for
the maximal rank in a minimal LLD space of dimension n (note that such an
operator space contains only operators of finite rank, see Proposition 3.11).
Until now, the theory of LLD operators has been developed as an independent
subject, with no reference to prior existing theories save for very basic tools of
linear algebra. Our main point is that, with a simple duality argument, we
can translate all the above problems into questions on spaces of non-injective
linear operators, and, in the finite-dimensional setting, into questions on spaces
of matrices with bounded rank, a theory for which many powerful computational
tools and classification theorems are now available. Although this duality idea
has already surfaced in earlier works [5, 16], we believe that its potential has
been dramatically underestimated. In some instances, this has led the above
cited authors to obtain non-optimal results, and in some other ones, to rediscover
previously known results with far longer proofs without realizing it (compare [6]
with [2]).
Thus, this article and its sequel have two aims:
• Reboot the theory of LLD operator spaces by establishing the duality
argument as the prime method. We will show how this argument helps
one to prove most if not all the known results of the theory in a way that
is both efficient, intuitive and elegant.
• Use the duality argument and the power of matrix computations to advance
the theory of LLD operators in all directions. With this method, we will
obtain improved results for all the above four problems.
In this first article, we shall focus on minimal rank problems, i.e. problems (1)
and (2) above. The next article will be devoted to advances in the classification
problem and in the maximal rank problem.
In the next section, we lay out the duality argument.
1.2 The duality argument
Let S be an n-dimensional linear subspace of L(U, V ). The adjoint map of the
natural embedding S →֒ L(U, V ) is the linear map
x ∈ U 7−→ [f 7→ f(x)] ∈ L(S, V ),
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the image of which we denote by
Ŝ := {f 7→ f(x) | x ∈ U} ⊂ L(S, V ).
Then, S is LLD if and only if Ŝ is defective, i.e. no operator in Ŝ is injective,
i.e.
∀ϕ ∈ Ŝ, rkϕ < n.
Moreover, S is c-LLD if and only if Ŝ is c-defective, i.e. the kernel of every
operator in Ŝ has dimension greater than or equal to c, that is
∀ϕ ∈ Ŝ, rkϕ ≤ n− c.
Assume furthermore that V has finite dimension m. By choosing respective
bases of S and V , we may represent Ŝ by a linear subspaceM of Mm,n(K) (the
space of m × n matrices with entries in K). For V to be LLD (respectively, c-
LLD), it is necessary and sufficient that rkM ≤ n−1 (respectively, rkM ≤ n−c)
for all M ∈ M. Thus, studying LLD operator spaces essentially amounts to
studying linear subspaces of matrices with rank less than the number of columns.
The theory of such matrix spaces has made good progress in the last sixty years,
see e.g. [2, 3, 10], and although some typical problems on LLD spaces do not
have a well-studied counterpart in the theory of matrix spaces with bounded
rank, the use of computational tools from the latter will help us advance them
substantially.
To give a simple though illuminating illustration of the power of the duality
method, let us solve the classification problem for n = 2. Assume that S is a 2-
dimensional LLD subspace of L(U, V ). Then, Ŝ is a linear subspace of L(S, V )
in which all the non-zero operators have rank 1. By a classical result that
is generally attributed to Isaiah Schur, it follows that either there is a linear
hyperplane of S on the whole of which all the elements of Ŝ vanish, or there
is a 1-dimensional subspace of V which contains the range of every element of
Ŝ. However, the former case cannot hold as it would mean that some non-zero
operator f ∈ S satisfies f(x) = 0 for all x ∈ U . This yields a 1-dimensional
subspace D of V which contains f(x) for every f ∈ S and every x ∈ U . Thus,
every LLD pair of operators is trivially LLD.
1.3 Additional definition and notation
Following the French convention, we use N to denote the set of non-negative
integers.
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Given non-negative integersm and n, we denote by Mm,n(K) the vector space
of matrices with m rows, n columns and entries in K. We denote by Mn(K) the
algebra of square matrices with n rows and entries in K, by In its unit element,
and by GLn(K) its group of invertible elements. The transpose of a matrix M
is denoted by MT . One denotes by An(K) the subspace of alternating matrices
of Mn(K) (i.e. skew-symmetric matrices with all diagonal entries zero).
Definition 1.1. Let S be a linear subspace of L(U, V ). We say that S has finite
minimal rank when it contains a non-zero operator of finite rank, in which
case we define theminimal rank of S, denoted by mrk(S), as the smallest rank
among the non-zero finite rank operators in S.
Assume now that U is finite-dimensional. The maximal rank of an operator
in S is called the upper-rank of S and denoted by urk(S).
For linear subspaces of matrices, we define the same notation by identifying
Mm,n(K) with L(Kn,Km) in the usual way.
In later parts of the article, the following notions shall be useful:
Definition 1.2. Let S be a linear subspace of L(U, V ).
The kernel of S is defined as ⋂
f∈S
Ker f , i.e. the set of vectors of U at which all
the operators in S vanish.
The essential range of S is defined as ∑
f∈S
Im f , i.e. the linear subspace of V
spanned by the ranges of the operators in S (note that the union of those ranges
is generally not a linear subspace of V ).
We say that S is reduced when its kernel is {0} and its essential range is V .
Studying c-LLD operator spaces amounts to studying reduced ones. Indeed,
let S be a linear subspace of L(U, V ) with kernel U0 and essential range V0. For
every operator f ∈ S, the inclusions U0 ⊂ Ker f and Im f ⊂ V0 show that f
induces a linear mapping
f : [x] ∈ U/U0 7−→ f(x) ∈ V0.
Then,
S :=
{
f | f ∈ S
}
is a reduced linear subspace of L(U/U0, V0) and f 7→ f is a rank-preserving
isomorphism from S to S. One notes that S is c-LLD if and only if S is c-LLD.
We say that S is the reduced space attached to S.
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Definition 1.3. Let S and S ′ be two vector spaces of linear operators, from U
to V and from U ′ to V ′, respectively.
We say that S is equivalent to S ′, and we write S ∼ S ′, when there are
isomorphisms F : U
≃→ U ′ and G : V ′ ≃→ V such that S = {G ◦ g ◦ F | g ∈ S ′}.
In that case, we note that H : f 7→ G−1 ◦ f ◦ F−1 is an isomorphism from S to
S ′, so that
∀f ∈ S, f = G ◦H(f) ◦ F.
In the special case when U = V and U ′ = V ′, we say that S is similar to S ′
when, in the above condition, one can take G = F−1.
When U , V , U ′ and V ′ are all finite-dimensional, we note that S is equivalent
to S ′ if and only if both operator spaces are represented by the same set of
matrices in different choices of bases of the source and target spaces.
We adopt similar definitions for spaces of matrices. In particular, we say that
two vector spaces M and M′ of m× n matrices are equivalent when there are
matrices P ∈ GLm(K) and Q ∈ GLn(K) such that M = PM′Q. This means
that M and M′ represent the same operator space in different choices of bases.
A vector space M of m×n matrices is called reduced when the space of linear
operators from Kn to Km which it represents in the canonical bases is reduced,
which means that no non-zero vector X ∈ Kn satisfies MX = {0}, and no non-
zero vector Y ∈ Km satisfies Y TM = {0}; in other words, M is inequivalent to
a space of matrices with last column zero, and M is inequivalent to a space of
matrices with last row zero.
1.4 Structure of the article
Section 2 regroups some basic results on spaces of matrices with rank bounded
above. In particular, the Flanders-Atkinson lemma is restated there and given
a short new proof.
Section 3 is devoted to minimal rank theorems for LLD operator spaces.
There, we reframe the proof of the Bresˇar-Sˇemrl theorem (and its extension by
Meshulam and Sˇemrl) as a straightforward corollary to the Flanders-Atkinson
lemma (for fields with large cardinality). The Meshulam-Sˇemrl theorem on the
critical rank is also given an improved treatment there, and our new method
helps us slightly relax the cardinality assumption on the field. At the end of
the section, we show that all the operators in a minimal c-LLD space have finite
rank: an important application is that reduced minimal LLD spaces have finite-
dimensional source and target spaces.
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The rest - and the largest part - of the article deals with the minimal rank
problem in a hyperplane of an LLD space and its connection with non-reflexive
operator spaces. In [16], Meshulam and Sˇemrl showed that in such a non-reflexive
n-dimensional space of operators, there always exists a non-zero operator with
rank at most 2n − 2 (provided that the underlying field has more than n ele-
ments), and even one with rank at most n if the underlying field is algebraically
closed. Meshulam and Sˇemrl conjectured that the latter result held for any large
enough field. This however fails, and we shall demonstrate this by giving several
counterexamples. Our most significant contribution to the problem consists of a
classification of the n-dimensional non-reflexive spaces in which all the non-zero
operators have rank greater than or equal to 2n− 2. The result can be summed
up as follows:
Theorem 1.1. Let T be an n-dimensional reduced non-reflexive operator space
between finite-dimensional vector spaces. Assume that #K > n ≥ 3 and that all
the non-zero operators in T have rank at least 2n− 2.
Then, T is equivalent to a hyperplane of the twisted operator space associated
with an LDB division algebra.
This result is Corollary 6.3 of Section 6. LDB division algebras are defined in
Section 5.1, and their associated twisted operator spaces are defined in Section
5.2.
In short, LDB division algebras are non-associative division algebras in which
the left-division mapping is bilinear up to multiplication by a scalar-valued func-
tion. As it seems that no theory of those division algebras has ever appeared
in the literature, a large part of the article is devoted to their systematic study.
For the ease of read, we have divided our considerations on the minimal rank
problem in a hyperplane of an LLD space into three sections: in Section 4, we
quickly reprove the known results on the topic and give elementary counterex-
amples to the Meshulam-Sˇemrl conjecture; in Section 5, we introduce the theory
of left-division-bilinearizable division algebras and show that it yields examples
in which the upper bound 2n− 2 of Meshulam and Sˇemrl is attained; in Section
6, it is proved that our construction yields all the possible situations in which
the upper bound 2n− 2 of Meshulam and Sˇemrl is attained for reduced spaces,
up to equivalence and with the usual cardinality assumptions on the underlying
field.
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2 Preliminary results from matrix theory
2.1 Field extension lemmas
Definition 2.1. Let S be a linear subspace of Mm,n(K). Given a basis (A1, . . . , As)
of S and indeterminates x1, . . . ,xs, the matrix x1A1+· · ·+xsAs of Mm,n
(
K(x1, . . . ,xs)
)
is called a generic matrix of S.
If we only assume that A1, . . . , As span S, then x1A1 + · · · + xsAs is called
a semi-generic matrix of S.
Note that the entries of x1A1 + · · · + xsAs are 1-homogeneous polynomials in
K[x1, . . . ,xs].
Lemma 2.1 (Generic rank lemma). Let S be a linear subspace of Mm,n(K) with
#K > urk(S), and A be a semi-generic matrix of S. Then, urk(S) = rkA.
Proof. Set r := urk(S). As specializing the indeterminates which constitute A
yields all the possible matrices of S, it is obvious, by looking at all the sub-
determinants of A, that r ≤ rkA.
Let I and J be respective subsets of [[1,m]] and [[1, n]] with #I = #J = r + 1.
For an m× n matrix M , we denote by M(I | J) the (r+1)× (r+ 1) submatrix
of M obtained by selecting the rows indices in I and the column indices in J .
Then, det
(
A(I | J)) is an (r+1)-homogeneous polynomial with coefficients in K.
By specializing the indeterminates x1, . . . ,xs, we find the polynomial function
M ∈ S 7→ det(M(I | J)), which vanishes everywhere on S as r + 1 > urk(S).
Since r + 1 ≤ #K, we deduce that det(A(I | J)) = 0. Varying I and J yields
rkA ≤ r.
Definition 2.2. Given a linear subspace S of Mm,n(K) and a field extension L
of K, we define SL as the L-linear subspace of Mm,n(L) spanned by S.
Any basis of S as a K-vector space is a basis of SL as an L-vector space.
In particular, the spaces S and SL have a common generic matrix. Therefore,
Lemma 2.1 yields:
Lemma 2.2 (Field extension lemma). Let S be a linear subspace of Mm,n(K),
with #K > urk(S). Then, urk(S) = urk(SL) for any field extension L of K.
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2.2 The Flanders-Atkinson lemma
Lemma 2.3 (Flanders-Atkinson lemma). Let (m,n) ∈ (N r {0})2 and let r ∈
[[1,min(m,n)]] be such that #K > r.
Set Jr :=
[
Ir [0]r×(n−r)
[0](m−r)×r [0](m−r)×(n−r)
]
and consider an arbitrary matrix M =[
A C
B D
]
of Mm,n(K) with the same decomposition pattern.
Assume that urk(span(Jr,M)) ≤ r. Then,
D = 0 and ∀k ∈ N, BAkC = 0.
In the original result of Flanders [10], only the conclusionsD = 0 and BC = 0
were stated. The more complete result is due to Atkinson [2] and was later
rediscovered by Fillmore, Laurie and Radjavi [9] with stronger assumptions on
the cardinality of the underlying field. Here is a new, simplified proof of this
lemma.
Proof. Denote by L = K((t)) the quotient field of the power series ring over
K with one indeterminate t. Using the field extension lemma, we find that
rk(Jr − tM) ≤ r. Note that
Jr − tM =
[
Ir − tA −tC
−tB −tD
]
and that Ir − tA is invertible, with (Ir − tA)−1 =
+∞∑
k=0
tkAk.
Using Gaussian elimination on the block rows, we find that Jr−tM is equivalent
to [
Ir − tA −tC
[0](m−r)×r −tD − (tB)(Ir − tA)−1(tC)
]
.
Since rk(Jr − tM) ≤ r and rk(Ir − tA) = r, it follows that
−tD − (tB)(Ir − tA)−1(tC) = 0,
whence
tD +
+∞∑
k=0
tk+2BAkC = 0.
This readily yields the claimed results.
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2.3 The decomposition lemma
Lemma 2.4. Let S be a linear subspace of Mm,n(K) and assume that there exists
a pair (r, s), with 1 ≤ r ≤ m and 1 ≤ s ≤ n, such that every matrix M of S
splits up as
M =
[
[?]r×s C(M)
B(M) [0](m−r)×(n−s)
]
.
Consider a semi-generic matrix of S of the form
M =
[
[?]r×s C
B [0](m−r)×(n−s)
]
.
Assume that #K > urkS. Then, rkB = urkB(S), rkC = urkC(S) and
urk(S) ≥ urk(B(S)) + urk(C(S)).
Proof. It is obvious that B and C are semi-generic matrices, respectively, of
B(S) and C(S); this yields the first result. The last result comes from writing
urkS = rkM ≥ rkB+ rkC = urkB(S) + urkC(S).
3 The minimal rank problem in an LLD operator
space
3.1 Basic theorems
Definition 3.1. Let S be a finite-dimensional subspace of L(U, V ). An operator
ϕ ∈ Ŝ is called rank-optimal when it has the greatest rank among the elements
of Ŝ.
Here is the basic method for finding a non-zero operator of small rank in
an LLD space: we take a rank-optimal operator ϕ ∈ Ŝ and then we choose
a non-zero operator f ∈ Kerϕ. As we are about to see, f has always finite
rank. For large fields, the following lemma, which is an easy consequence of the
Flanders-Atkinson lemma, yields a powerful (and sharp) result:
Lemma 3.1. Let S be a finite-dimensional subspace of L(U, V ), and ϕ be a
rank-optimal element in Ŝ. Assume that #K > rkϕ. Then, Im f ⊂ Imϕ for all
f ∈ Kerϕ.
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As a straightforward consequence, we have:
Corollary 3.2 (Meshulam and Sˇemrl). Let S be an n-dimensional c-LLD sub-
space of L(U, V ). Assume that #K > n−c. Then, there are respective subspaces
T and V0 of S and U such that dim T ≥ c, dimV0 ≤ n − c and Im f ⊂ V0 for
every f ∈ T .
The case c = 1 in this corollary is the “basic theorem” on LLD operator spaces:
Theorem 3.3 (Aupetit, Bresˇar and Sˇemrl). Let S be an n-dimensional LLD
operator space. Assume that #K ≥ n. Then, S contains a non-zero operator f
such that rk f < n.
Proof of Lemma 3.1. We use the same basic ideas as Meshulam and Sˇemrl, the
only difference being that we rely explicitly on the Flanders-Atkinson lemma.
Assume first that V is finite-dimensional, and set r := rkϕ and m := dimV .
Bases B and C of S and V may then be chosen so that
MB,C(ϕ) = Jr :=
[
Ir [0]r×(n−r)
[0](m−r)×r [0](m−r)×(n−r)
]
.
Denote by M the linear subspace of Mm,n(K) obtained by representing the
elements of Ŝ in the bases B and C. Then, urk(M) = r and hence the Flanders-
Atkinson lemma shows that every matrix of M has the form[
[?]r×r [?]r×(n−r)
[?](m−r)×r [0](m−r)×(n−r)
]
.
The first r vectors of C span Imϕ and the last n − r ones of B span Kerϕ.
Therefore Im f ⊂ Imϕ for every f ∈ Kerϕ.
Let us now consider the general case. Assume that some f ∈ Kerϕ does not
satisfy Im f ⊂ Imϕ. Let us choose y ∈ Im f r Imϕ, and set V0 := Imϕ ⊕ Ky.
Choose an idempotent π ∈ L(V ) with image V0. As Imϕ ⊂ V0, we have rk(π ◦
ϕ) = rkϕ and hence π ◦ ϕ is rank-optimal in πŜ. Representing the operators
g ∈ S 7→ π(g(x)) ∈ V0, for x ∈ U , by matrices in the same way as above, we
find that π(f(x)) ∈ Im(π ◦ ϕ) = Imϕ for all x ∈ U , contradicting the fact that
y 6∈ Imϕ.
Note that the same method yields a useful result on defective spaces of
matrices:
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Proposition 3.4. Let M be a linear subspace of Mm,n(K) with urkM < n.
Assume that #K > urkM. Then, there exists a non-zero vector x ∈ Kn such
that dimMx ≤ urkM.
For small finite fields, Lemma 3.1 fails: assume indeed that K has cardinality
q ≤ r, let n > r, and consider the linear subspace of Mn(K) spanned by the
matrices
A =
[
Ir [0]
[0] [0]
]
and B =
[
D [0]
[0] D′
]
,
where D is an r × r diagonal matrix in which all the elements of K show up
at least once on the diagonal, and D′ is the (n − r) × (n − r) diagonal matrix
Diag(1, 0, . . . , 0). One checks that every linear combination of A and B has rank
less than r + 1. However, A is rank-optimal in span(A,B) and the (r + 1)-th
vector er+1 of the canonical basis of K
n belongs to KerA although Ber+1 6∈ ImA.
For finite fields, the known results are weaker, but nevertheless interesting.
Meshulam and Sˇemrl [15] proved that every n-dimensional c-LLD operator space
contains a non-zero element f with rk f ≤ n − c. We shall use their counting
method to improve the result a little bit:
Proposition 3.5. Let S be an n-dimensional linear subspace of L(U, V ), and
let c ∈ [[1, n − 1]]. Assume that S is c-LLD and that K is a finite field with q
elements. Then, at least qc elements of S have rank less than or equal to n− c.
Proof. As in [15], we assume first that U is finite-dimensional. Set p := dimU .
Denote by N the cardinality of the set of all elements of S which have rank less
than or equal to n− c. Consider the set
A :=
{
(f, x) ∈ S × U : f(x) = 0}
and its two canonical projections π1 : (f, x) 7→ f and π2 : (f, x) 7→ x. Then, A
is finite and we may estimate its cardinality in two different ways:
• For every non-zero vector x ∈ U , the assumptions show that dimπ−12 {x} ≥
c and therefore #π−12 {x} ≥ qc. Taking the zero vector into account yields:
#A ≥ qn + qc(qp − 1).
• For every f ∈ S, the rank theorem shows that #π−11 {f} = qp−rk f ; thus:
either f = 0 and then #π−11 {f} = qp; or 1 ≤ rk f ≤ n − c and then
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#π−11 {f} ≤ qp−1; or rk f > n − c and then #π−11 {f} ≤ qp+c−n−1. This
yields:
#A ≤ qp + (N − 1)qp−1 + (qn −N)qp+c−n−1.
We deduce that
qn + qc(qp − 1) ≤ qp + (N − 1)qp−1 + (qn −N)qp+c−n−1
and hence
(qp−1−qp+c−n−1)(N+1−qc) ≥ qn−qc+qp+2c−n−1−qp+c−n−1+qc+p−2qp+c−1−qp+2qp−1.
However qn > qc, qp+2c−n−1 ≥ qp+c−n−1 and
qc+p − 2qp+c−1 − qp + 2qp−1 = (q − 2)(qp+c−1 − qp−1) ≥ 0.
As qp−1 > qp+c−n−1, it follows that N > qc − 1. This finishes the proof in the
case U is finite-dimensional.
Now, let us move on to the general case. Assume that more than qn − qc
operators f1, . . . , fs in S have rank greater than n − c (possibly with infinite
rank). For each i ∈ [[1, s]], choose an (n − c + 1)-dimensional linear subspace
Ui which intersects Ker fi trivially. For every non-zero operator f of S, choose
some xf ∈ U such that f(x) 6= 0. Set U0 := span
{
xf | f ∈ S r {0}
}
+
s∑
i=1
Ui,
and note that U0 is finite-dimensional and that Ψ : f ∈ S 7→ f|U0 ∈ L(U0, V ) is
a one-to-one linear map. Noting that Ψ(S) is a c-LLD subspace of L(U0, V ) and
that Ψ(f1), . . . ,Ψ(fs) are all distinct with rank greater than n − c, one finds a
contradiction with the first part of the proof.
Note that this does not prove that enough small rank operators may be found
in a common (n−c)-dimensional subspace of S as in Corollary 3.2. On the other
hand, for an arbitrary field, we can give an upper bound on the rank that is not
as tight but holds for all operators in a specific (n− c)-dimensional subspace:
Proposition 3.6. Let S be an n-dimensional LLD subspace of L(U, V ), and ϕ
be a rank-optimal element of Ŝ, with rank r.
Then, rk f ≤
(
r + 1
2
)
+ r(n− r) for all f ∈ Kerϕ.
As r 7→
(
r + 1
2
)
+ r(n − r) is increasing on [1, n] (its derivative being r 7→
−r + n+ 12), we deduce the following corollary:
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Corollary 3.7. Let S be an n-dimensional c-LLD subspace of L(U, V ).
Then, there are subspaces T and V0, respectively, of S and V such that dim T ≥
n− c, dimV0 ≤
(
n− c+ 1
2
)
+ c(n − c) and Im f ⊂ V0 for all f ∈ T .
Note that the upper bound
(
n− c+ 1
2
)
+ c(n − c) is of the same order of
magnitude as the upper bound in Amitsur’s lemma [1, Lemma 1].
Proof of Proposition 3.6. We start with the case when V is finite-dimensional.
We may then find respective bases B and C of S and V such that
MB,C(ϕ) = Jr :=
[
Ir [0]r×(n−r)
[0](m−r)×r [0](m−r)×(n−r)
]
.
Denote byM the vector space of the matrices associated with Ŝ in the bases B
and C. Split every M ∈ M as
M =
[
L(M) + U(M) B(M)
[?](m−r)×r D(M)
]
,
where L(M), U(M), B(M) and D(M) are, respectively, r× r, r× r, r× (n− r)
and (m− r)× (n− r) matrices, with L(M) lower-triangular and U(M) strictly
upper-triangular; write also E(M) :=
[
B(M)
D(M)
]
. For every M ∈ M such that
L(M) = 0 and B(M) = 0, combining inequality rk(Jr +M) ≤ r with the fact
that Ir + U(M) is invertible yields D(M) = 0 and therefore E(M) = 0. Using
the rank theorem for the map M 7→ E(M), we deduce that
dimE(M) ≤ dimL(M) + dimB(M) ≤
(
r + 1
2
)
+ r(n− r),
and our claim follows as dimMX = dimE(M)Y ≤ dimE(M) for all X =[
[0]r×1
Y
]
∈ {0} ×Kn−r.
For the general case, assume that some f ∈ Kerϕ satisfies rk f >
(
r + 1
2
)
+
r(n−r), choose a finite-dimensional linear subspace V1 of Im f such that dimV1 >(
r + 1
2
)
+r(n−r), and set V0 := Imϕ+V1. Choose an idempotent π of L(V ) with
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range V0. Then, with the same line of reasoning as in our proof of Lemma 3.1,
one deduces from the finite-dimensional case that rk(π◦f) ≤
(
r + 1
2
)
+r(n−r),
which contradicts the fact that V1 ⊂ Im(π ◦ f).
With the above results, we rediscover the following known theorem:
Theorem 3.8 (Bresˇar, Meshulam and Sˇemrl). Every n-dimensional LLD oper-
ator space contains a non-zero operator with rank less that n.
The following application of Theorem 3.8 was kindly suggested to us by
Jean-Pierre Barani:
Proposition 3.9. Let L be a field extension of finite degree d over K, and V be
a finite-dimensional L-vector space. Then, for every K-linear subspace W of V
whose dimension is a multiple of d, there is an L-linear subspace W ′ of V such
that V =W ⊕W ′.
Proof. The result is obvious if W = V . Assume now that W ( V , so that
dimK(V/W ) ≥ d. In that case, we show that there is a non-zero vector x ∈ V
such that Lx ∩W = {0}. To prove the claimed result, we consider the space S
of all K-linear operators
λ̂ : x ∈ V 7−→ [λx] ∈ V/W, with λ ∈ L.
Obviously, for all λ ∈ L r {0}, the operator λ̂ is surjective, whence its rank
equals dimK(V/W ) ≥ d. In particular, all these operators are non-zero, leading
to dimK S = d. We deduce from Theorem 3.8 that S is not LLD, which yields
a vector x ∈ V such that λx 6∈ W for all λ ∈ L r {0}. Thus, Lx ∩W = {0},
as claimed. Noting that dimK(Lx⊕W ) = d+ dimKW , the result is then easily
obtained by downward induction on dimKW .
An important consequence of Theorem 3.8 is the known fact that any LLD
operator space contains a non-zero operator with finite rank. In [14], Larson uses
this fact to prove that in an LLD operator space, the linear subspace of finite
rank operators is LLD itself, to the effect that every minimal LLD operator space
contains only finite rank operators. We generalize his results to c-LLD spaces:
Proposition 3.10. Let S be a c-LLD subspace of L(U, V ), and denote by SF
its linear subspace of finite rank operators. Then, SF is c-LLD.
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Proof. Our method is essentially similar to Larson’s. We extend a basis B =
(f1, . . . , fp) of SF into a basis (f1, . . . , fn) of S. Let x ∈ U . Set V1 := span(f1(x), . . . , fn(x)),
choose an idempotent π in L(V ) with kernel V1, and set U0 :=
p⋂
k=1
Ker fk. Note
that U0 has finite codimension in U since f1, . . . , fp have finite rank. Consider
the space of operators T := {π◦f|U0 | f ∈ span(fp+1, . . . , fn)}. For any non-zero
operator f ∈ span(fp+1, . . . , fn), the operator π ◦ f|U0 does not have finite rank
as f 6∈ SF ; therefore dim T = n−p and no non-zero operator in T has finite rank.
We deduce that T is not LLD, yielding some y ∈ U0 such that dim span
(
π
(
fp+1(y)
)
, . . . , π
(
fn(y)
))
=
n−p. Now, set V0 := V1+span(fp+1(y), . . . , fn(y)),m := dimV0 and q := dimV1.
Note that given a basis (v1, . . . , vq) of V1, the family C = (v1, . . . , vq, fp+1(y), . . . , fn(y))
is a basis of V0. Choose finally an idempotent π
′ of L(V ) with range V0. Then,
for any z ∈ U , the matrix M(z) of f 7→ π′(f(z)) in the bases B and C has rank
at most n− c, whereas
M(x) =
[
A [?]q×(n−p)
[0](n−p)×p [0](n−p)×(n−p)
]
and M(y) =
[
[0]q×p [0]q×(n−p)
[0](n−p)×p In−p
]
where A is q × p matrix with rkA = rk(f1(x), . . . , fp(x)). Then,
M(x+ y) =
[
A [?]q×(n−p)
[0](n−p)×p In−p
]
.
As rkM(x+ y) ≤ n− c, we deduce that
rk(f1(x), . . . , fp(x)) = rkA ≤ rkM(x+ y)− rk In−p ≤ p− c.
Therefore, SF is c-LLD.
Proposition 3.11. Let S be a finite-dimensional reduced minimal c-LLD sub-
space of L(U, V ). Then, U and V are finite-dimensional.
Proof. As S is minimal among c-LLD subspaces of L(U, V ), Proposition 3.10
yields SF = S, meaning that every operator in S has finite rank. As S is finite-
dimensional, one finds a basis (f1, . . . , fn) of S, and then
n⋂
k=1
Ker fk has finite
codimension in U , while
n∑
k=1
Im fk has finite dimension. As S is reduced, this
shows that U and V are finite-dimensional.
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3.2 On a refinement of Meshulam and Sˇemrl
In [15], Meshulam and Sˇemrl proved the following beautiful refinement of The-
orem 3.3:
Theorem 3.12 (Meshulam and Sˇemrl). Let S be an n-dimensional LLD sub-
space of L(U, V ), with #K ≥ n+2. Then, either S contains a non-zero element
of rank less than n− 1, or else all the non-zero elements of S have rank n− 1.
This result has been widely used in subsequent works of Chebotar, Meshulam
and Sˇemrl [6, 15, 16]. In [15], it is proven first for infinite fields with an argument
from algebraic geometry, and then for finite fields with a counting argument. We
shall improve the result as follows, with a unified proof:
Theorem 3.13. Let S be an n-dimensional LLD subspace of L(U, V ). Assume
that #K ≥ n and that S is not 2-LLD. Then:
(i) Either rk f ≤ n− 1 for every f ∈ S.
(ii) Or, for every rank-optimal operator ϕ ∈ Ŝ and every f ∈ Kerϕ, one has
rk f < n− 1.
As Corollary 3.2 shows that every 2-LLD space of operators contains a non-
zero operator of rank less than n− 1, Theorem 3.13 yields:
Theorem 3.14. Let S be an n-dimensional LLD subspace of L(U, V ), with
#K ≥ n. Then, either S contains a non-zero element of rank less than n − 1,
or else all the non-zero elements of S have rank n− 1.
Proof of Theorem 3.13. Set r := n − 1 for convenience. Assume first that V
is finite-dimensional. Let ϕ be a rank-optimal element of Ŝ, so that rkϕ = r,
and assume that Kerϕ contains a non-zero element f with rk f ≥ r. Then
Im f = Imϕ as we already know from Lemma 3.1 that Im f ⊂ Imϕ. We may
then find respective bases of S and V such that the matrix of ϕ in those bases
is
J :=
[
Ir [0]r×1
[0](m−r)×r [0](m−r)×1
]
, where m := dimV .
Denote by M the vector space formed by the matrices associated with the op-
erators of Ŝ in the above bases. By Lemma 2.3 and our assumptions on S, we
see that M has the following properties:
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(a) urk(M) = r.
(b) For every C ∈ Kr, the subspace M contains a matrix of the form[
[?]r×r C
[?](m−r)×r [0](m−r)×1
]
.
Let us say that a vector X ∈ Kn is M-good when it belongs to the kernel of a
rank r matrix of M. By Lemma 3.1, one has dimMX ≤ r for every such X.
For infinite fields, our basic idea is to show that the set of all M-good vectors
is algebraically dense in Kn.
Consider a basis D of M, denote by C the canonical basis of Km, and, for
X ∈ Kn, consider the linear operator Xˇ :M ∈ M 7→MX ∈ Km.
Set p := dimM. Fix arbitrary finite subsets I of [[1,m]] and J of [[1, p]], both
with cardinality n, and, for a matrix N ∈ Mm,p(K), denote by N(I | J) the
matrix of Mn(K) obtained from N by selecting the rows indexed over I and the
columns indexed over J . Then X ∈ Kn 7→ detMD,C(Xˇ)(I | J) is a polynomial
function associated with an n-homogeneous polynomial G ∈ K[x1, . . . ,xn], and
it vanishes at everyM-good vector. We wish to show that G vanishes everywhere
on Kn.
Obviously, G is unchanged by replacing the ground field K with one of its
extensions L (as D is also a basis of the L-vector space ML). Moreover, the
spaceML still has upper-rank r (see Lemma 2.2), and hence G vanishes at every
ML-good vector.
Let X ∈ Kr. Using point (b) above, we may find a matrix in M of the form
M =
[
A X
[?] [?]
]
, where A ∈ Mr(K).
We now work with L = K((t)), the quotient field of the power series ring over K
with one indeterminate t. The space ML contains
J − tM =
[
Ir − tA −tX
[?] [?]
]
.
However Ir − tA is invertible, with inverse
+∞∑
k=0
tkAk. As rk(J − tM) ≤ r, we
deduce that
Ker(J − tM) = Ker [Ir − tA −tX] .
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Therefore, the vector
[
t(Ir − tA)−1X
1
]
belongs to the kernel of J − tM , which
shows that it is ML-good. Thus,
G
(
t(Ir − tA)−1X , 1
)
= 0. (1)
Let us split
G =
n∑
k=0
Gk(x1, . . . ,xn−1) (xn)
n−k,
where Gk is a k-homogeneous polynomial for all k ∈ [[0, n]]. As (0, . . . , 0, 1) is
M-good, we already have G0 = 0.
Assume now that G 6= 0, and set d := min{k ∈ [[1, n]] : Gk 6= 0}. Expanding
identity (1) then yields
tdGd(X) = 0 mod. t
d+1,
and hence Gd(X) = 0. Varying X then yields Gd = 0 as #K ≥ n ≥ d. This
contradiction shows that G = 0.
Varying I and J , we deduce that rk Xˇ ≤ r for all X ∈ Kn, and hence rk f < n
for all f ∈ S.
We finish by reducing the general case to the finite-dimensional one. Assume
that S contains an operator g such that rk g > n− 1. Let ϕ be a rank-optimal
operator in Ŝ. Then, we may choose a finite-dimensional linear subspace V1
of V such that V1 ⊂ Im g and dimV1 > n − 1. Therefore, V0 := Imϕ + V1 is
finite-dimensional, and we may choose an idempotent π ∈ L(V ) with range V0.
Using the above matrix method for the operator space
{
π ◦ ψ | ψ ∈ Ŝ}, we find
that rk(π ◦ f) < n − 1 for all f ∈ Ker(π ◦ ϕ). Therefore, for every f ∈ Kerϕ,
one concludes that rk(f) = rk(π ◦ f) < n− 1 as Im f ⊂ Imϕ.
For c-LLD operator spaces, we have the following easy corollary:
Corollary 3.15. Let S be an n-dimensional c-LLD subspace of L(U, V ). As-
sume that #K > n− c and that S is not (c+ 1)-LLD. Then:
(i) Either rk f ≤ n− c for all f ∈ S.
(ii) Or, for every rank-optimal ϕ ∈ Ŝ and every f ∈ Kerϕ, one has rk f < n−c.
20
Proof. Assume that (i) is false, and choose some h ∈ S with rkh > n − c. Let
ϕ be a rank-optimal operator in Ŝ. Then, rkϕ = n − c and Lemma 3.1 shows
that ϕ(h) 6= 0.
Let f ∈ Kerϕr{0}. We may choose a splitting S = S ′⊕Kerϕ such that h ∈ S ′,
and set T := S ′⊕Kf . Then, T is an (n−c+1)-dimensional LLD operator space
and ϕ|T is rank-optimal in T̂ as ϕ(S ′) = Imϕ is (n− c)-dimensional. As h ∈ T
and rkh > n − c, Theorem 3.13 applied to T yields rk f < n − c. Therefore,
property (ii) holds.
As the following example shows, it is hard to come up with a significant
strengthening of Corollary 3.15.
Example 3.1. Let p be an even integer with p > 2. Set n :=
(
p
2
)
. Consider
the space S = Ap(K), naturally seen as an n-dimensional linear subspace of
L(Kp). We endow Kp with its canonical non-degenerate symmetric bilinear form
(X,Y ) 7→ XTY , for which orthogonality is now considered. For every non-zero
x ∈ Kp, the space Sx = {x}⊥ is (p − 1)-dimensional. It follows that S is a
c-LLD operator space for c :=
(
p
2
)
− (p−1) =
(
p− 1
2
)
and that every non-zero
operator in Ŝ is rank-optimal.
However:
• S is obviously not (c+ 1)-LLD.
• As p is even, there is an invertible matrix in Ap(K); therefore, some oper-
ator in S has rank greater than n− c = p− 1.
• For every x ∈ Kp r {0}, the kernel of ϕ : f 7→ f(x) consists of all the
alternating matrices A ∈ Ap(K) for which Ax = 0: one checks that {Ay |
A ∈ Kerϕ, y ∈ Kp} = {x}⊥ = Imϕ.
Therefore, even if conclusion (i) of Corollary 3.15 does not hold for a given space
S, the set {f(y) | f ∈ Kerϕ, y ∈ U} may equal Imϕ for some rank-optimal
operator ϕ ∈ Ŝ.
3.3 A note on Amitsur’s lemma
Amitsur’s work on rings with polynomial identities [1] was one of the reasons
why the minimal rank problem was studied in the first place. In this work,
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Amitsur actually needed a generalization to skew fields (Lemma 3 in [1]), which
boils down to the following statement:
Lemma 3.16 (Amitsur’s lemma). Let A be an abelian group, V be a left vector
space over a skew field D, and f1, . . . , fn be group homomorphisms from A to V
such that (f1(x), . . . , fn(x)) is linearly dependent over D for all x ∈ A. Then,
for some (α1, . . . , αn) ∈ Dnr {0}, the operator α1f1+ · · ·+αnfn has finite rank
less than or equal to
(
n+ 1
2
)
− 2.
Here, we wish to make a couple of remarks on that lemma. First of all,
by following Amitsur’s proof, one actually comes up with the improved upper
bound
(
n
2
)
. Indeed, in the notation of the proof of Lemma 3.1 of [1], inequality
dimU1 ≤ dimU0+dim T v1 ≤ dimU0+τ can be replaced with dimU1 ≤ dimU0+
dimT v1− 1 ≤ dimU0+ τ − 1 since it is assumed that the vectors T1v1, . . . , Tτv1
are linearly dependent mod. U0, and one can proceed by induction to obtain the
claimed upper bound.
Secondly, Meshulam and Sˇemrl claimed (see p. 452 of [15]) that Bresˇar and
Sˇemrl’s proof of Theorem 3.3 actually applies to infinite skew fields and, together
with the corresponding theorem for finite fields, yields the improved upper bound
n − 1 in Amitsur’s lemma. This is doubtful however as their method would
require that, for every n × n square matrix M with entries in D, there should
be an element of the prime subfield of D which is not a left-eigenvalue of M , a
statement which is obviously false for skew fields of small positive characteristic.
However, in order to prove Theorem 4.1 of [15], it is not necessary to improve
the upper bound in the general context of Amitsur’s lemma, but only in the one
where D is finite-dimensional over its center C, the abelian group A is endowed
with a structure of C-vector space, and the group homomorphisms f1, . . . , fn are
actually C-linear. In that situation, we can indeed prove:
Lemma 3.17. Let D be a division algebra which is finite-dimensional over its
center C. Let U be a C-vector space, V be a D-left vector space, and f1, . . . , fn
be C-linear maps from U to V . Then, some non-trivial linear combination of
f1, . . . , fn over D has rank at most n− 1.
Proof. If C is finite, then D is also finite, and hence D = C as every finite skew
field is commutative. In that case, the result follows from Proposition 3.5, or,
alternatively, from Corollary 2.3 of [15].
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Let us now assume that C is infinite. Then, Bresˇar and Sˇemrl’s Lemma 2.1
of [5] may be adapted by taking W as a vector space over D and by stating that
at least one α in C is such that w1+αz1, . . . , wr+αzr are linearly independent:
indeed, its proof ultimately rests on the fact that a matrix of Mr(D) has finitely
many left-eigenvalues in C, which holds true because the set of left-eigenvalues
of such a matrix is a finite union of conjugacy classes in D, and those associated
with central scalars are singletons. From there, the proof of Theorem 2.2 of [5]
may be adapted effortlessly, the only difference being that we require that α
belongs to C.
With a similar line of reasoning, one sees that the upper bound n−1 holds in
the conclusion of Amitsur’s lemma provided that the skew field be of character-
istic zero: in the above proof, we replace C with the ring of integers, naturally
seen as a subring of D. For skew fields with positive characteristic, we do not
know whether a better upper bound than
(
n
2
)
can be obtained in general.
4 The minimal rank problem in a non-reflexive op-
erator space (I)
In this section, all the vector spaces are assumed to be finite-dimensional.
4.1 Definitions and aims
Definition 4.1. Let S be a linear subspace of L(U, V ). The reflexive closure
R(S) of S is the set of all linear operators g ∈ L(U, V ) for which g(x) ∈ Sx for
every x ∈ U .
We say that S is (algebraically) reflexive when S = R(S).
Note that the reflexive closure of S is the smallest reflexive linear subspace
of L(U, V ) which contains S.
There is an obvious link between LLD spaces and non-reflexive spaces: let
S be a non-reflexive operator space, and f be an operator in R(S) r S. Then,
S⊕Kf is obviously LLD and has dimension dimS+1. Moreover, R(S) is c-LLD
for c := dimR(S)− dimS.
The converse statements are not true in the sense that, for a non-LLD oper-
ator space S, there may be an operator f outside of R(S) for which S ⊕ Kf is
LLD. For example, one takes S = Kπ1 and f = π2, where π1 and π2 are the two
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canonical projections of K2 onto K. Then, S ⊕ Kπ2 is LLD, but surely π2 does
not belong to R(S), and one can even prove that S is reflexive.
If we take a non-reflexive space S and f ∈ R(S)rS as above, then S appears
as a linear hyperplane of the LLD space S⊕Kf . Thus, if we have general results
on the minimal rank of a hyperplane of an LLD space, then those results yield
theorems on the minimal rank of a non-reflexive space of operators, which leads
to sufficient conditions for reflexivity.
4.2 Two results of Meshulam and Sˇemrl
Here, we shall review and reprove results of Meshulam and Sˇemrl [16] on the
minimal rank in a non-reflexive space of operators.
Theorem 4.1 (Meshulam and Sˇemrl [16]). Let S be an (n + 1)-dimensional
LLD subspace of L(U, V ), with #K > n ≥ 2, and T be a hyperplane of S. Then,
mrkT ≤ 2n− 2.
This yields the following result for algebraic reflexivity:
Corollary 4.2. Let S be a non-reflexive n-dimensional subspace of L(U, V ).
Assume that #K > n ≥ 2. Then, mrkS ≤ 2n− 2.
It follows of course that an n-dimensional subspace of L(U, V ) is reflexive
whenever all its non-zero operators have rank greater than 2n − 2. This was
a recent success of the strategy of using LLD operator techniques to analyze
reflexivity.
We recall the proof of Theorem 4.1, as its line of reasoning will be crucial in
the study of the critical case.
Proof of Theorem 4.1. We choose a rank-optimal operator ϕ ∈ Ŝ, whose rank
we denote by r. We know that rk f ≤ r for all f ∈ Kerϕ. If Kerϕ ∩ T 6= {0},
then we deduce that mrkT ≤ r ≤ n ≤ 2n−2. Assume now that Kerϕ∩T = {0};
since dimKerϕ > 0, this yields r = n, S = T ⊕Kerϕ and Kerϕ = Kg for some
operator g ∈ S r {0}. If rk g = n, then we deduce from Theorem 3.13 that
rk f ≤ n for all non-zero operators f ∈ S, and in particular mrk T ≤ n ≤ 2n−2.
Assume now that rk g ≤ n− 1. Set s := rk g. Let us choose a basis B of S that
is adapted to the decomposition S = T ⊕Kerϕ, together with a basis C of V in
which the first vectors form a basis of Im g. Denote byM the space of matrices
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representing the operators of the dual operator space Ŝ in the bases B and C.
Then, setting m := dimV , every M ∈ M splits up as
M =
[
[?]s×n [?]s×1
B(M) [0](m−s)×1
]
,
where, by Lemma 2.4, B(M) is a linear subspace of Mm−s,n(K) with urkB(M) ≤
n− 1. Proposition 3.4 yields a non-zero vector y ∈ Kn such that dimB(M)y ≤
n− 1. Denoting by f the (non-zero) vector of T whose coordinate matrix in the
chosen basis of T is y, we deduce that rk f ≤ s + dimB(M)y ≤ 2n − 2, which
completes the proof.
For algebraically closed fields, Meshulam and Sˇemrl have proved an even
better result:
Theorem 4.3 (Meshulam, Sˇemrl [17]). Assume that K is algebraically closed,
and let S be an n-dimensional non-reflexive subspace of L(U, V ). Then, mrkS ≤
n.
It is noteworthy to point out that Meshulam and Sˇemrl’s method actually
delivers a theorem that is, at the core, a statement on LLD spaces:
Theorem 4.4. Let T be a hyperplane of an (n+ 1)-dimensional LLD space S.
Assume that K is algebraically closed. Then, mrk T ≤ n.
In this last theorem, the upper bound n is optimal. To see this, one considers
an arbitrary (n+1)-dimensional vector space U , and the space S of all operators
from U to U ∧ U of the form y 7→ x ∧ y for some x ∈ U . One checks that S is
(n+1)-dimensional LLD space and that every non-zero operator in S has rank n.
Thus, every hyperplane of S has minimal rank n. However, one can also prove
that every hyperplane of S is reflexive, so this example does not tell us anything
on the optimality of the upper bound in Theorem 4.3. In [17], Meshulam and
Sˇemrl prove that the optimal upper bound on the minimal rank of a non-reflexive
n-dimensional operator space must be greater than or equal to ⌊n2 −
√
n⌋.
The following proof of Theorem 4.4 is largely similar to the one of Meshulam
and Sˇemrl, with the notable exception of the middle section, which does not use
the “differentiation trick” that is found in the original proof, but only points to
earlier known results on matrix spaces.
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Proof of Theorem 4.4. Let ϕ be a rank-optimal element of Ŝ, and set r := rkϕ.
Using the line of reasoning from the proof of Theorem 4.1, we find that mrkT ≤
n if Kerϕ ∩ T 6= {0}, which holds true whenever r < n. Now, we assume that
r = n, we write Kerϕ = Kg, and we assume that S = T ⊕Kerϕ. Denote byM
the matrix space associated with Ŝ in respective bases of S and V , the first of
which is adapted to the decomposition S = T ⊕Kg, and with the first n vectors
of the second one forming a basis of Imϕ. Then, by Lemma 2.3, some generic
matrix of M has the form
M =
[
A X
B [0]
]
,
where A and X are, respectively, n× n and n× 1 matrices, with rkA = n. We
write K[x1, . . . ,xs] for the polynomial ring used to construct M. As rkM = n,
we find that the kernel of M is spanned by the vector
Y :=
[
A−1X
−1
]
,
the entries of which are 0-homogeneous fractions of polynomials. Thus, KerM
contains a non-zero vector of the form
Z =
[
p1 · · · pn pn+1
]T
,
where p1, . . . ,pn+1 are homogeneous polynomials with the same degree d and
gcd(p1, . . . ,pn,pn+1) = 1.
According to Lemma 3.1, if by specializing A and Z at some point of Ks,
we find a rank n matrix A and a vector Z, then dimMZ ≤ n. Thus, using an
algebraic density argument, the last result must hold for any specialization of
Z. Indeed:
(i) The set of all Y ∈ Kn+1 such that dimMY ≤ n is linearly isomorphic,
through duality, to the one of all operators in S with rank less than or
equal to n, and that one is Zariski-closed.
(ii) The set of all (x1, . . . , xs) ∈ Ks at which the specialization ofA is invertible
is Zariski-open in Ks.
In order to conclude, it suffices to show that some specialization of Z is a
non-zero vector of Kn × {0}, as such a vector would yield a non-zero operator
f ∈ T with rk f ≤ n. Assume that such a vector does not exist. In other words,
every zero of pn+1 is a zero of all the polynomials p1, . . . ,pn; thus, by Hilbert’s
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Nullstellensatz, pn+1 divides some power of each polynomial p1, . . . ,pn, and
the assumption that gcd(p1, . . . ,pn,pn+1) = 1 yields that pn+1 is constant.
Therefore, d = 0 and Z is a constant vector. By specializing, this yields a non-
zero vector x ∈ Kn+1 on which all the matrices ofM vanish, meaning that some
non-trivial linear combination of the chosen basis of S is zero. This contradiction
concludes the proof.
4.3 Disproving a conjecture of Meshulam and Sˇemrl
In [17], Meshulam and Sˇemrl went on to conjecture that the upper bound n in
Theorem 4.4 could hold for all large enough fields, not only for algebraically
closed ones. Here, we disprove this through a very simple counterexample.
Let n ≥ 4 be an even integer. Let us assume for the moment that there exists
a linear subspace V of An(K) with dimension n − 1 in which all the non-zero
matrices are non-singular (in which case we say that V is non-singular). We
consider orthogonality with respect to the symmetric bilinear form (X,Y ) 7→
XTY on Kn. Note then that, for every non-zero vector X ∈ Kn, one has
dimVX = n − 1 for, if not, we would find a non-zero element A ∈ V with
AX = 0. Thus VX = An(K)X = {X}⊥ for all such X, as the inclusions VX ⊂
An(K)X ⊂ {X}⊥ are obvious and dimVX = n − 1 = dim{X}⊥. Considering
V as a linear subspace of the endomorphism space L(Kn), it follows that the
reflexive closure of V contains An(K), and one can even check that this reflexive
closure equals An(K). As dimAn(K) =
(
n
2
)
> n − 1, this shows in particular
that V is non-reflexive. However, we have assumed that every non-zero element
of V has rank n. Thus, we have an (n − 1)-dimensional non-reflexive space of
operators in which all the non-zero operators have rank greater than n− 1.
It remains to give examples of such spaces V. Applying the Chevalley-
Warning theorem to the pfaffian, one sees that no such subspace exists for a
finite field (see [12, Satz 1] and [11, Lemma 3]).
For the case n = 4, a 3-dimensional linear subspace V of A4(K) is non-
singular if and only if the pfaffian does not vanish on V r {0}. Thus, we have
the example of the subspace of A4(R) defined by the generic matrix
0 −b c −d
b 0 d c
−c −d 0 b
d −c −b 0
 ,
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the pfaffian of which is −b2 − c2 − d2. Note the connection with the standard
representation of pure quaternions.
The division algebra of octonions yields an example of a non-singular sub-
space V of A8(R) with dimension 7: the one defined by the generic matrix
0 −b −c −d −e −f −g −h
b 0 −d c f −e h −g
c d 0 −b g −h −e f
d −c b 0 h g −f −e
e −f −g −h 0 b c d
f e h −g −b 0 d −c
g −h e f −c −d 0 b
h g −f e −d c −b 0

.
In general, if we have a non-singular linear subspace V of An(K) with di-
mension n − 1 together with a non-isotropic matrix P ∈ Mn(K), i.e. a matrix
such that the quadratic form X 7→ XTPX is non-isotropic, then KP ⊕ V is a
linear subspace of Mn(K) in which every non-zero matrix is invertible. Indeed,
we already know that every non-zero matrix of V is invertible while, for every
λ ∈ Kr {0} and every M ∈ V, the matrix λP +M is invertible since the associ-
ated quadratic form X 7→ XT (λP+M)X = λXTPX is non-isotropic. However,
we know - see e.g [19, Section 4] - that the n-dimensional linear subspaces of
Mn(K) in which all the non-zero elements are non-singular correspond to the
regular bilinear maps from Kn × Kn to Kn, i.e. to the structures of division
algebra on the vector space Kn.
For K = R, we can take P = In, and hence the Bott-Kervaire-Milnor theorem
[4, 13] on real division algebras shows that a non-singular linear subspace V of
An(R) with dimension n− 1 exists only if n ∈ {1, 2, 4, 8}.
4.4 The case of small finite fields
In Section 3, we have recalled a theorem of Meshulam and Sˇemrl that states
that every n-dimensional LLD operator space contains a non-zero operator of
rank less than n. We have seen that this result holds for all fields, although a
different argument is needed for small finite fields.
What can be said of the minimal rank in a hyperplane of an (n + 1)-
dimensional LLD space when the underlying field has less than n+ 1 elements?
Although the upper bound 2n − 2 of Theorem 4.1 probably looks like a good
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candidate, it is currently out of our reach. On the other hand, Ding [8] has
proved that every n-dimensional non-reflexive operator space has minimal rank
at most n2, whatever the underlying field. In this section, we shall improve
Ding’s result as follows:
Theorem 4.5. Let T be a linear subspace of an (n + 1)-dimensional LLD op-
erator space S, with n > 0 and dim T ≥ n. Then, mrkT ≤
(
n+ 1
2
)
.
Note how this also improves Amitsur’s lemma (see Section 3.3). Unsurpris-
ingly, our proof will borrow from Amitsur’s method (see his proof of Lemma 1
in [1]).
Proof. We prove the result by induction on n. For n = 1, we know that the
essential range of S has dimension 1, and hence rk f = 1 for every non-zero
operator f ∈ S. Assume now that n > 1. We may assume that S is minimal
among LLD spaces: indeed, if the opposite is true, then we may find an LLD
subspace S ′ of S with 2 ≤ dimS ′ < dimS, and in any case dim(T ∩ S ′) ≥
dimS ′ − 1, so the result follows by induction.
As S is minimal, it is not 2-LLD and hence Ŝ has upper-rank n. Let ϕ be
a rank-optimal element of Ŝ, set V0 := Imϕ and choose a non-zero operator
g ∈ Kerϕ. Let us denote by π : V ։ V/V0 the canonical projection, and set
C := {f ∈ S : π ◦ f = 0}.
If dim C > 1, then C ∩ T contains a non-zero element f , so that Im f ⊂ V0;
in that case, we have found an element of T with rank at most n ≤
(
n+ 1
2
)
.
Now, we assume that dim C ≤ 1 and that C does not contain g. Then, we
can choose a hyperplane U of S such that C ∩ U = {0} and g ∈ U . Thus,
S ′ := {π ◦ f | f ∈ U} has dimension n. Following Amitsur, we prove that S ′ is
LLD. Indeed, assume on the contrary that some x ∈ U is such that π(f(x)) 6= 0
for all non-zero operators f ∈ U . Then, dim{f ∈ S : π(f(x)) = 0} ≤ 1, and,
as S is LLD, we deduce that {f ∈ S : π(f(x)) = 0} = {f ∈ S : f(x) = 0}.
However, writing ϕ : f 7→ f(y) for some y ∈ U , we note that π(f(x + y)) =
π(f(x)) for all f ∈ S. Applying the above results to both vectors x and x+ y,
we deduce that {f ∈ S : f(x) = 0} = {f ∈ S : f(x + y) = 0}, whence
∀f ∈ S, f(x) = 0 ⇒ f(y) = 0. Since S is LLD, we may choose a non-zero
operator f ∈ S with f(x) = 0. Then, f ∈ Kerϕ, and hence f ∈ U . But
π(f(x)) = 0 contradicts the above results on U . Therefore, S ′ is LLD.
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From there, we note that dim
(
(πT )∩S ′) ≥ dimS ′− 1, which, by induction,
yields a non-zero operator f ∈ T such that rk(π ◦ f) ≤
(
n
2
)
. Therefore,
rk f ≤ dimV0 + rk(π ◦ f) ≤ n+
(
n
2
)
=
(
n+ 1
2
)
.
It remains to consider the case when C = Kg = Kerϕ (note that the Flanders-
Atkinson lemma shows that this is always the case if #K > n). In that situation,
we note that Im g ⊂ V0.
If g ∈ T , we deduce that mrkT ≤ dimV0 = n.
Let us assume further that g 6∈ T , so that T ′ := {π ◦ f | f ∈ T } = {π ◦ f |
f ∈ S} has dimension n. If T ′ is LLD, the above line of reasoning yields
mrkT ≤
(
n+ 1
2
)
, once more. Assume further that T ′ is not LLD, and choose
x ∈ U such that π(f(x)) 6= 0 for all non-zero operators f ∈ T . Then, for
ψ : f ∈ S 7→ f(x), we have dimKerψ ≤ 1, and hence ψ is rank-optimal in
Ŝ. Note that {f ∈ S : π(f(x)) = 0} contains g and has dimension at most
1. Hence, {f ∈ S : π(f(x)) = 0} = Kg. It follows that Kerψ ⊂ Kg, and,
as Kerψ 6= {0}, one deduces that Kerψ = Kerϕ. Setting V1 := Imψ, we see
that V0 ∩ V1 = {0} for the opposite would yield dim(V0 + V1)/V0 < dimV1 = n,
contradicting the fact that f ∈ T 7→ π(f(x)) ∈ (V0 + V1)/V0 is linear and one-
to-one. Finally, we can conclude. Replacing ϕ with ψ in the first part of our
proof, we see that either mrkT ≤
(
n+ 1
2
)
or Im g ⊂ V1. In the second case, we
would find Im g ⊂ V0 ∩ V1 = {0}, contradicting the fact that g 6= 0.
Therefore, in any case we have shown that mrkT ≤
(
n+ 1
2
)
, which com-
pletes the proof by induction.
5 The minimal rank problem in a non-reflexive op-
erator space (II)
Now that the Meshulam-Sˇemrl conjecture has been disproved, the question re-
mains whether the upper bound 2n− 2 in Corollary 4.2 is the best one available
in general or if one can come up with a lower one. In this section, we give a
general construction of examples in which the upper bound 2n− 2 is attained.
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Quadratic forms play a large part in the following considerations, and the
reader should be aware that a solid knowledge of the theory of quadratic forms
over fields is necessary beyond this point. In particular, Witt’s theory will be
needed in the last part of the section. Nevertheless, we shall recall some basic
facts here as they are sufficient to grasp the main results.
Over an arbitrary field (whatever its characteristic), a quadratic form on a
finite-dimensional vector space V is a map of the form q : x 7→ b(x, x), where
b : V × V → K is a bilinear form (but b can be non-symmetric). The polar
form of q is then defined as the symmetric bilinear form bq : (x, y) 7→ q(x+ y)−
q(x)−q(y) = b(x, y)+b(y, x), and orthogonality refers to this bilinear form when
one speaks of orthogonality with respect to q. Note that if b is symmetric, then
the polar form of q is 2 b (and thus it is zero if in addition K has characteristic
2). Note that, for fields of characteristic not 2, the polar form of q is usually
defined as (x, y) 7→ 12 (q(x+y)−q(x)−q(y)) but the need for a unified treatment
motivates the above definition. Over a field of characteristic 2, the polar form
of q is always alternating, in the sense that bq(x, x) = 0 for all x ∈ V .
The radical of the quadratic form q is defined as {x ∈ V : bq(x,−) = 0},
and q is called non-degenerate (or regular) when its radical equals {0}. The
form q is called isotropic when there is a non-zero vector x ∈ V r {0} such that
q(x) = 0. Over a field of characteristic not 2, a non-isotropic quadratic form is
always non-degenerate (this is not true however over fields of characteristic 2;
for example the quadratic form x 7→ x2 on such a field is non-isotropic although
its polar form is zero).
Two quadratic forms q and q′ (respectively on V and V ′) are called equivalent
when there is a linear isomorphism u : V
≃→ V ′ such that ∀x ∈ V, q(x) =
q′(u(x)); in this case, we write q ≃ q′ and we say that u is an isometry from
q to q′. The orthogonal group of the quadratic space (V, q) is the group of all
isometries from q to itself.
Given quadratic forms q1 and q2 on, respectively, spaces V1 and V2, we denote
by q1⊥q2 their orthogonal direct sum as defined by (q1⊥q2) : (x, y) ∈ V1 × V2 7→
q1(x)+q2(y). Given scalars a1, . . . , an, one denotes by 〈a1, . . . , an〉 the quadratic
form (x1, . . . , xn) 7→
n∑
k=1
akx
2
k on K
n. A quadratic form q is called hyperbolic
when it is equivalent to the orthogonal direct sum of finitely many copies of the
standard hyperbolic form (x, y) 7→ xy on K2.
We shall not recall the general definition of the tensor product of quadratic
forms, but we simply remind the reader that 〈a1, . . . , an〉⊗q ≃ (a1 q)⊥(a2 q)⊥ · · · ⊥(an q)
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whenever q is a quadratic form and a1, . . . , an are scalars.
Assume for now that K has characteristic 2: given (a, b) ∈ K2, one denotes
by [a, b] the quadratic form (x, y) 7→ ax2 + xy + by2 on K2. In particular, every
2-dimensional hyperbolic form is equivalent to [0, 0]. The map P : x 7→ x2 + x
is an endomorphism of the group (K,+). If q is a regular quadratic form with
dimension 2n, then, in some basis, one of the bilinear forms b that satisfies
∀x ∈ V, q(x) = b(x, x) is represented by
[
A [?]n×n
[0]n×n B
]
, where A and B belong
to Mn(K), and the class of tr(AB) in the quotient group K/P(K) depends only
on q and is called the Arf invariant of q. In particular, the Arf invariant of [a, b]
is the class of ab mod. P(K) (see [18, Chapter XXXII Section 4]).
5.1 LDB division algebras
Definition 5.1. Let A be a vector space. A bilinear map ⋆ : A × A → A is
called regular when a ⋆ b 6= 0 for all (a, b) ∈ (Ar {0})2.
Definition 5.2. Let (A, ⋆) be a finite-dimensional division algebra, i.e. A is a
finite-dimensional vector space over K and ⋆ is a regular bilinear mapping from
A×A to A. A quasi-left-inversion of ⋆ is a binary operation • : A×A→ A
which vanishes exactly on (A×{0})∪({0}×A) and for which the vectors x⋆(x•y)
and y are colinear for all (x, y) ∈ A2.
A left-division-bilinearizable (in abbreviated form: LDB) division alge-
bra is a triple (A, ⋆, •), where (A, ⋆) is a finite-dimensional division algebra, with
positive dimension, and • is a bilinear quasi-left-inversion of ⋆.
Here is the first important result on LDB division algebras:
Proposition 5.1. Let (A, ⋆, •) be an LDB division algebra. Then, there exists
a unique quadratic form q on A such that
∀(x, y) ∈ A2, x ⋆ (x • y) = q(x) y.
Moreover, q is non-isotropic. We shall say that q is the quadratic form at-
tached to (A, ⋆, •).
Proof. Let x ∈ A. Then, y 7→ x ⋆ (x • y) is linear and maps every vector of A to
a collinear vector. Therefore, there is a unique scalar q(x) ∈ K such that
∀y ∈ A, x ⋆ (x • y) = q(x) y.
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Let us choose a non-zero vector y ∈ A and a linear form ϕ ∈ A⋆ such that
ϕ(y) = 1. Then, ∀x ∈ A, q(x) = ϕ(x ⋆ (x • y)), and as
(x1, x2) 7→ ϕ(x1 ⋆ (x2 • y))
is a bilinear form on A we deduce that q is a quadratic form on A. Finally, if
x 6= 0 then q(x) y 6= 0 as ⋆ and • are regular, whence q(x) 6= 0.
It follows that for a finite field K, an LDB division algebra over K has di-
mension at most 2.
If K has characteristic 2, then one should be aware that the quadratic form
q may be degenerate, in the sense that its (alternating) polar form (x, y) 7→
q(x+ y)− q(x)− q(y) may be degenerate, even when the dimension of A is even.
An example of this will soon be given.
Remark 5.1. Let (A, ⋆, •) be an LDB division algebra with attached quadratic
form q. Then, (A, •, ⋆) is an LDB division algebra with attached quadratic form
q! Indeed, let (x, y) ∈ A2 be with x 6= 0. Then,
x ⋆ (x • (x ⋆ y)) = q(x) (x ⋆ y) = x ⋆ (q(x) y),
and since x is non-zero and ⋆ is regular, this yields
x • (x ⋆ y) = q(x) y.
Now, say that A = Kn with its standard vector space structure. Using
canonical matrix representations, a regular bilinear map ⋆ : A2 → A can be seen
as a one-to-one linear map M : a ∈ Kn 7→ (a ⋆ −) ∈ Mn(K) which maps every
non-vector vector a to an invertible matrix. A bilinear quasi-left-inversion of ⋆
can then be viewed as a one-to-one linear map N : Kn →֒ Mn(K) for which there
exists a non-isotropic quadratic form q in Kn such that
∀a ∈ Kn, N(a)M(a) = q(a) In
i.e.
∀a ∈ Kn r {0}, N(a) = q(a)M(a)−1.
For n = 2, a basic example is obtained by taking a 2-dimensional linear subspace
V of M2(K) in which every non-zero matrix is invertible; then one takes an
arbitrary isomorphism i : K2
≃→ V. An obvious bilinear quasi-left-inversion
of i is x 7→ i˜(x), where M˜ denotes the transpose of the comatrix of M , the
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associated quadratic form being x 7→ det i(x). This shows in particular that
every 2-dimensional division algebra has a bilinear quasi-left-inversion. Recall
that every 2-dimensional division algebra is equivalent to a quadratic extension
of K, and two quadratic extensions of K are equivalent as division algebras if
and only if they are isomorphic as field extensions of K. Note also that if L is a
quadratic extension of K, then:
• Either L is separable over K, and then (x, y) 7→ σ(x)y is a bilinear quasi-
left-inversion of the product on L, where σ is the non-identity automor-
phism of the K-algebra L; the attached quadratic form is the norm of L
over K.
• Or L is inseparable over K, and K has characteristic 2; then, the product
on L is a bilinear quasi-left-inversion of itself and the attached quadratic
form is x ∈ L 7→ x2 ∈ K. In that case, the attached quadratic form is
totally degenerate, i.e. its polar form is zero!
Another set of examples is yielded by quaternion algebras. Let q be a 2-
dimensional quadratic form over K such that 〈1〉⊥(−q) is non-isotropic. Then,
we consider the Clifford algebra C(q) associated with q. Recall that C(q) is then
a skew-field extension of K of degree 4, on which there is an anti-automorphism
of K-algebra x 7→ x⋆ called the conjugation, together with a quadratic form
N on C(q) called the norm of the quaternion algebra C(q) and which satisfies
∀x ∈ C(q), x⋆x = xx⋆ = N(x). Thus, (x, y) 7→ x⋆y is a bilinear quasi-left-
inversion of the product of C(q) and the attached quadratic form is N . Note
that if K has characteristic not 2, thenN ≃ 〈1, δ〉⊥(−q), where δ is a determinant
of q; if K has characteristic 2, then either q ≃ 〈a, b〉 for some (a, b) ∈ (K∗)2 and
then N ≃ 〈1, a〉 ⊗ 〈1, b〉, or q is non-degenerate and then N ≃ [1, δ]⊥q where δ
represents the Arf invariant of q.
In particular, for the field of real numbers and q = 〈−1,−1〉, this construc-
tion yields the standard skew field of quaternions, and a relevant 4-dimensional
subspace of M4(K) is given by the generic matrix
a −b −c −d
b a d −c
c −d a b
d c −b a
 .
Finally, we can find larger LDB division algebras by using Cayley’s general-
ized octonions: starting from the above quaternion algebra C(q), one chooses,
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if possible, a scalar ε such that 〈1,−ε〉 ⊗ N is non-isotropic (note that this is
equivalent to having ε outside the range of N , since N is multiplicative), and
one uses the Cayley-Dickson construction to define an inner composition law ∗
on C(q)2 by
(a, b) ∗ (c, d) := (ac− db⋆ , a⋆d− εcb).
One checks that this endows C(q)2 with a structure of 8-dimensional division
algebra over K, and the pairing defined by
(a, b) • (c, d) := (a⋆c+ db⋆ , ad+ εcb)
provides a bilinear quasi-left-inversion of ∗ with attached quadratic formN⊥(−εN) ≃
〈1,−ε〉 ⊗N .
Let us resume the general theory of LDB division algebras. Note that if •
is a bilinear quasi-left-inversion of ⋆, then λ • is obviously another one for each
λ ∈ Kr{0}. We prove that this yields all the possible bilinear quasi-left-inversion
maps:
Proposition 5.2. Let ◦ and • be two bilinear quasi-left-inversion maps for the
division algebra (A, ⋆). Then, • is a scalar multiple of ◦.
Proof. The result is obvious if A has dimension at most 1, for in that case all the
bilinear maps from A2 to A are collinear. Assume now that dimA > 1. Then,
for all x ∈ Ar {0}, the endomorphisms x • − and x ◦ − are collinear vectors of
L(A) as they are both scalar multiples of (x ⋆−)−1.
It follows that the maps f : x 7→ x • − and g : x 7→ x ◦ − are locally linearly
dependent. However, rk g = dimA ≥ 2 as ◦ is regular, and hence f is a scalar
multiple of g, which yields the claimed result.
It follows that the quadratic form attached to an LDB division algebra
(A, ⋆, •) is uniquely determined, up to multiplication by a non-zero scalar, by ⋆.
Interestingly, LDB division algebras are connected with the examples we
have discussed in Section 4.3:
Proposition 5.3. Let (A, ⋆, •) be an n-dimensional LDB division algebra, with
n ≥ 2. Then, there exists an (n − 1)-dimensional linear subspace of An(K) in
which all the non-zero matrices are invertible, and n is even.
Proof. Without loss of generality, we may assume that A = Kn. Denote by q the
quadratic form attached to (Kn, ⋆, •). For X ∈ Kn, let us denote, respectively,
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by A(X) and B(X) the matrices of X⋆− and X•− in the canonical basis. Then,
X 7→ A(X) and X 7→ B(X) are one-to-one linear maps from Kn to Mn(K), and
we have
∀X ∈ Kn, A(X)B(X) = q(X)In. (2)
We may find matrices A1, . . . , An and B1, . . . , Bn, all in Mn(K), such that
∀X ∈ Kn, A(X) =
X
TA1
...
XTAn
 and B(X) = [B1X · · · BnX] .
As A(X) and B(X) are non-singular for all non-zero vectors X ∈ Kn, each non-
trivial linear combination of A1, . . . , An is non-singular, and so is each non-trivial
linear combination of B1, . . . , Bn. From (2), we find
∀X ∈ Kn, ∀i ∈ [[2, n]], XTA1BiX = 0,
and hence every matrix of V := A1 span(B2, . . . , Bn) is alternating. On the other
hand, every non-zero matrix of V is non-singular, and dimV = n. One concludes
by noting that An(K) contains a non-singular matrix only if n is even.
By way of consequence, if there is an n-dimensional LDB division algebra
over K, with n ≥ 4, then there is also an (n − 1)-dimensional non-reflexive
operator space in which all the non-zero operators have rank n (see Section 4.3).
Remark 5.2. Using the arguments of the proof, one sees that defining an n-
dimensional LDB division algebra structure on the K-vector space Kn amounts
to finding a list (A1, . . . , An) ∈ Mn(K)n for which there is a non-isotropic matrix
P ∈ GLn(K) together with a list (B1, . . . , Bn) ∈ Mn(K)n satisfying
∀(i, j) ∈ [[1, n]]2, AiBj − δi,jP ∈ An(K),
where δi,j = 1 if i = j, and δi,j = 0 otherwise.
Here is an alternative proof that the dimension of an LDB division algebra
is either 1 or an even number. Let (A, ⋆, •) be an n-dimensional LDB division
algebra with attached quadratic form denoted by q. Assume that n ≥ 3. Then,
as q is non-isotropic the field K must be infinite. For all x ∈ A, we have
(x ⋆−) ◦ (x • −) = q(x) idA and hence
det(x ⋆−) det(x • −) = q(x)n.
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Note that x 7→ det(x⋆−) and x 7→ det(x•−) are both homogeneous polynomial
functions of degree n on the vector space A. However, as q is a non-isotropic
quadratic form and n ≥ 2, the polynomial map q is irreducible. Thus, x 7→
det(x ⋆−) is the product of a power of q with a non-zero scalar; as its degree is
n and the one of q is 2, we deduce that n is even.
5.2 The twisted operator space attached to an LDB division
algebra
Let (A, ⋆, •) be an LDB division algebra. The bilinear mapping
ΓA,⋆,• :
{
(A⊕K2)×A2 −→ A2(
x+ (λ, µ), (y, z)
) 7−→ (x ⋆ z + λ y , x • y + µ z)
is left-regular. Indeed, given (x, λ, µ) ∈ A×K2 such that ΓA,⋆,•(x+(λ, µ),−) = 0,
we find λ y = 0 and x•y = 0 for all y ∈ A by taking the vector (y, 0), and similarly
we find µz = 0 for all z ∈ A; this yields λ = 0, x = 0 and µ = 0.
Definition 5.3. The twisted operator space TA,⋆,• attached to the LDB
division algebra (A, ⋆, •) is the vector space of all endomorphisms ΓA,⋆,•(x +
(λ, µ),−) of A2, for (x, λ, µ) ∈ A×K2.
As is customary, we shall simply write TA (respectively, ΓA) instead of TA,⋆,•
(respectively, of ΓA,⋆,•) when no confusion can reasonably arise on the pair of
laws (⋆, •). Note that TA has dimension dimA + 2. Moreover, TA is reduced
because it contains idA2 = ΓA
(
(1, 1),−).
Obviously, TA,⋆,• depends on both laws ⋆ and •. However, given α ∈ Kr{0},
the operator spaces TA,⋆,• and TA,⋆,α• are equivalent. Indeed, for the isomor-
phisms F : x + (λ, µ) ∈ A ⊕ K2 7−→ x + (λ, α−1µ) ∈ A ⊕ K2 and G : (y, z) ∈
A2 7→ (y, αz) ∈ A2 one checks that
∀(X,Y ) ∈ (A⊕K2)×A2, ΓA,⋆,α•(X,Y ) = G
(
ΓA,⋆,•(F (X), Y )
)
.
Proposition 5.4. Let (A, ⋆, •) be an LDB division algebra. Then, TA is LLD
and more precisely {f ∈ TA : f(y, z) = 0} has dimension 1 for all (y, z) ∈
A2 r {(0, 0)}.
Proof. Denote by q the quadratic form attached to (A, ⋆, •). Let (y, z) ∈ A2 r
{(0, 0)} and (x, λ, µ) ∈ A×K2. Then,
ΓA
(
x+ (λ, µ), (y, z)
)
= 0 ⇔
{
x ⋆ z = −λ y
x • y = −µ z.
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If z = 0, then y 6= 0 and the above condition is equivalent to λ = 0 and x = 0;
in that case, {f ∈ TA : f(y, z) = 0} has dimension 1.
If y = 0, then a similar line of reasoning yields the same conclusion.
Assume finally that y 6= 0 and z 6= 0. In the above condition, the additional
condition x = 0 would lead to λ = µ = 0. Assume now that x 6= 0, and denote
by x0 the sole vector of A for which x0 ⋆ z = y. Then,
x • y = −µ z ⇔ x ⋆ (x • y) = x ⋆ (−µz) ⇔ q(x) y = −µx ⋆ z,
and hence the above set of conditions is equivalent to
x = −λx0 and µ = q(x0)λ,
which defines a 1-dimensional subspace of A⊕K2, as claimed.
Using ΓA to identify TA with A⊕K2, we may consider the quadratic form
q˜ : x+ (λ, µ) 7→ q(x)− λµ
on TA. Note that q˜ is equivalent to q⊥〈1,−1〉 if K has characteristic not 2, and
to q⊥[0, 0] otherwise.
Now, we show that the singular operators in TA are the zeros of the quadratic
form q˜:
Proposition 5.5. Let (A, ⋆, •) be an n-dimensional LDB division algebra with
attached quadratic form q. Let f ∈ TA r {0}. Then rk f = n or rk f = 2n,
whether f is a zero of the quadratic form q˜ or not.
Proof. Let (x, λ, µ) ∈ A×K2 be such that f = ΓA(x+ (λ, µ),−).
If x = 0, λ = 0 and µ 6= 0, one obviously has rk f = n. The same holds if x = 0,
λ 6= 0 and µ = 0.
Assume now that x 6= 0. Let (y, z) ∈ A2. Then,
f(y, z) = 0 ⇔
{
x ⋆ z = −λy
x • y = −µz.
As x is non-zero, the second condition is equivalent to x ⋆ (x • y) = −µx ⋆ z, i.e.
to q(x) y = −µx ⋆ z. Therefore,
f(y, z) = 0 ⇔
{
x ⋆ z = −λy(
q(x)− λµ) y = 0.
If q(x) 6= λµ, one deduces that f is one-to-one. Otherwise, the kernel of f is the
n-dimensional subspace
{
(x ⋆ t,−λt) | t ∈ A}, and hence rk f = 2n−n = n.
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Thus, any non-isotropic hyperplane of TA yields a case when the upper bound
in Corollary 4.2 is attained for the integer n+1. Moreover, the following results
show that such a hyperplane is always non-reflexive, and, better still, that TA is
its reflexive closure whenever dimA ≥ 3.
Proposition 5.6. Let H be a non-isotropic hyperplane of TA. Then TA ⊂ R(H).
Proof. Let f ∈ TA rH. Let (y, z) ∈ A2. As TA is LLD, some non-zero operator
g ∈ TA vanishes at (y, z). However g 6∈ H as all the non-zero operators of H are
non-singular. Therefore g = αf + h for some α ∈ K r {0} and some h ∈ H,
which yields f(y, z) = − 1
α
h(y, z). Therefore, f ∈ R(H).
Proposition 5.7. Let (A, ⋆, •) be an LDB division algebra with dimension n ≥
3. Then, TA is reflexive.
Proof. Denote by q the quadratic form attached to (A, ⋆, •). Let f ∈ R(TA).
Since our goal is to prove that f ∈ TA, we will subtract well-chosen elements of
TA to f so as to obtain 0. First of all, we find four endomorphisms g, h, i and j
of A such that
∀(y, z) ∈ A2, f(y, z) = (g(y) + i(z) , j(y) + h(z)).
Let y ∈ A. Then, f(y, 0) = (g(y), j(y)) belongs to {(λy, x • y) | (x, λ) ∈ A×K},
and hence g(y) is a scalar multiple of y. Thus, g = α idA for some α ∈ K, and
the same line of reasoning applied to the pairs (0, z) shows that h = β idA for
some β ∈ K. Subtracting from f the operator (y, z) 7→ (αy, βz), which belongs
to TA, we see that no generality is lost in assuming that
∀(y, z) ∈ A2, f(y, z) = (i(z) , j(y)).
Let us choose an arbitrary non-zero vector z0 ∈ A, and let x0 ∈ A be such
that x0 ⋆ z0 = i(z0). Then, subtracting the operator (y, z) 7→ (x0 ⋆ z, x0 • y)
from f , we see that no further generality is lost in assuming that i(z0) = 0.
Let us examine the image of j. Let y ∈ A. Then, there must be a triple
(x, λ, µ) ∈ A×K2 such that
(0, j(y)) = f(y, z0) =
(
x ⋆ z0 + λy , x • y + µz0
)
.
If λ = 0, then one finds x ⋆ z0 = 0 with z0 6= 0, and hence x = 0 and j(y) = µz0.
Assume now that j(y) 6∈ Kz0. Then, λ 6= 0 and hence
x • y = − 1
λ
x • (x ⋆ z0) = −q(x)
λ
z0,
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and hence j(y) ∈ Kz0. In any case, one finds that Im j ⊂ Kz0. As ⋆ is a
quasi-left-inversion of •, this method proves in general that
∀z ∈ Ker ir {0}, Im j ⊂ Kz and ∀y ∈ Ker j r {0}, Im i ⊂ Ky. (3)
One successively deduces that rk j ≤ 1 (using the first statement in (3) together
with the assumption that Ker i 6= {0}), and that dimKer j ≥ 2 (as n ≥ 3); using
the second statement in (3), this leads to i = 0, and then j = 0 by using once
more the first statement in (3) (as n ≥ 2). Finally, f = 0, which finishes the
proof.
Corollary 5.8. Let H be a non-isotropic hyperplane of the twisted operator space
TA attached to an LDB division algebra (A, ⋆, •) whose dimension is greater than
2. Then, R(H) = TA.
In the case n = 2, the operator space attached to an LDB division algebra
is never reflexive:
Proposition 5.9. Let (A, ⋆, •) be a 2-dimensional LDB division algebra. Then,
in well-chosen bases of A2, the space TA is represented by a 4-dimensional sub-
space of A4(K). In such bases, R(TA) is represented by A4(K), which has di-
mension 6.
Proof. As we can replace TA with an equivalent subspace, we may use Propo-
sition 5.2 and the classification of 2-dimensional division algebras to reduce the
situation to two canonical cases:
• Case 1: A is a separable quadratic extension of K. Denote by σ the non-
identity automorphism of the K-algebra A. The pairing (x, y) 7→ σ(x)y is
obviously a bilinear quasi-left-inversion of the product, so that the attached
operator space TA is the set of all linear maps
(y, z) ∈ A2 7→ (xz + λy , σ(x)y + µz), with (x, λ, µ) ∈ A×K2.
The (alternating) bilinear form on the K-vector space A2 defined by
B
(
(a, b) , (c, d)
)
:= σ(a)c− aσ(c) + σ(b)d − bσ(d)
is obviously non-degenerate, and one checks that
∀(y, z) ∈ A2, ∀f ∈ TA, B
(
(y, z), f(y, z)
)
= 0.
Thus, in bases B and C of A2 in which the bilinear form B is represented
by I4, the space TA is represented by a 4-dimensional subspace of A4(K).
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• Case 2: A is an inseparable quadratic extension of K. Then, the product
on A is a bilinear quasi-left-inversion of itself, and the attached operator
space TA is the set of all linear maps
(y, z) ∈ A2 7→ (xz + λy , xy + µz), with (x, λ, µ) ∈ A×K2.
Let us choose a linear form α : A→ K with kernel K. One checks that
B : ((a, b), (c, d)) 7→ α(ac+ bd)
is a non-degenerate bilinear form on the K-vector space A2. Using the fact
that y2 ∈ K for all y ∈ A, one sees that
∀(y, z) ∈ A2, ∀f ∈ TA, B
(
(y, z), f(y, z)
)
= 0.
As in Case 1, this shows that TA is represented by a 4-dimensional subspace
of A4(K) in well-chosen bases of A
2.
Remember from Proposition 5.4 that dim TAY = 3 for all Y ∈ A2r{0}. In order
to conclude, we let V be an arbitrary 4-dimensional linear subspace of A4(K)
- seen as a linear subspace of L(K4) - satisfying dimVX = 3 for all non-zero
vectors X ∈ K4. Then, for the standard non-degenerate symmetric bilinear form
on K4, we have VX = {X}⊥ for all non-zero vectors X ∈ K4, and hence the
reflexive closure of V is the set of all matrices A ∈ M4(K) satisfying XTAX = 0
for all non-zero vectors X ∈ K4, i.e. R(V) = A4(K).
In order to find a non-isotropic hyperplane of TA, it suffices to find a non-
zero value a ∈ K outside the range of q. Then, the quadratic form q⊥〈−a〉 is
non-isotropic, and hence the hyperplane of all operators ΓA(x+λ(a, 1),−) with
(x, λ) ∈ A×K is non-isotropic. For fields of characteristic not 2, we shall prove
that a non-isotropic hyperplane of TA is always equivalent to a hyperplane of
that type.
Now, we may at last give explicit examples of fields for which the upper
bound 2n − 2 in Theorem 4.1 is optimal, for some values of n that are greater
than 2.
Assume that there are two non-zero scalars a and b in K such that 〈1,−a〉 ⊗
〈1,−b〉 is non-universal (i.e. its range does not contain every non-zero scalar)
and non-isotropic (note that if K has characteristic not 2, a non-degenerate
isotropic form is always universal). Then, 〈1,−a〉 ⊗ 〈1,−b〉 is equivalent to the
norm N of the quaternion algebra A = C(〈a, b〉) over K. Choosing a value c
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outside the range of 〈1,−a〉⊗〈1,−b〉, one sees that the quadratic form N˜ is non-
isotropic on the subspace of TA corresponding to C(〈a, b〉) × K(1, c); this yields
a 5-dimensional non-reflexive subspace of TA in which all the non-zero operators
have rank 8. Using c, we may also construct an 8-dimensional LDB division
algebra B whose attached quadratic form is equivalent to 〈1,−a〉 ⊗ 〈1,−b〉 ⊗
〈1,−c〉 (see the construction of octonions recalled in Section 5.1), and, if we can
find a value d outside the range of this form, then we can find a 9-dimensional
non-reflexive operator space in which all the non-zero operators have rank 16.
For the field of reals, the above constructions with a = b = c = d = −1
give rise to examples for n = 5 and n = 9, respectively associated with standard
quaternions and standard octonions. Note that this kind of construction may
also be done for non-real fields: for example, one may take the quotient field
C((a, b, c, d)) of the ring of formal power series in four independent variables
a, b, c, d and complex coefficients; over this field, the quadratic form 〈1,−a〉 ⊗
〈1,−b〉 ⊗ 〈1,−c〉 ⊗ 〈1,−d〉 is non-isotropic.
For some fields of characteristic 2, it is possible to construct LDB division
algebras of arbitrary large dimension. Consider a list (t1, . . . , tn, tn+1) of inde-
pendent indeterminates, and denote by L = F2(t1, . . . , tn+1) the field of frac-
tions of the corresponding polynomial ring (with coefficients in F2). Then,
K := F2(t
2
1, . . . , t
2
n, tn+1) is a subfield of L, and L has dimension 2
n over K.
Considering L as a K-algebra, we note that the two pairings ⋆ : (x, y) 7→ xy
and • := ⋆ are regular and ∀(x, y) ∈ L2, x ⋆ (x • y) = x2y, and x 7→ x2 is a
non-isotropic quadratic form on the K-vector space L. Thus, (L, ⋆, •) is an LDB
division algebra over K with attached quadratic form q : x 7→ x2. Note that
this quadratic form is totally degenerate, i.e. it is additive! Note also that q is
equivalent to the quadratic form 〈1, t21〉⊗ · · · ⊗ 〈1, t2n〉. Obviously, the scalar tn+1
of K does not belong to the range of q, and hence TL contains a non-isotropic
hyperplane.
For fields of characteristic not 2, the existence of LDB division algebras with
dimension larger than 8 remains an open issue.
5.3 On the equivalence between twisted operator spaces associ-
ated with LDB division algebras
Here, we delve deeper into the structure of the twisted operator space attached
to an LDB division algebra.
First of all, we introduce two notions of similarity between LDB division
algebras. Let (A, ⋆, •) be an LDB division algebra with attached quadratic form
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q, and B be a vector space such that dimB = dimA. Let f : B
≃→ A, g : B ≃→ A
and h : A
≃→ B be isomorphisms. The bilinear mapping ⋆′ defined on B2 by
x ⋆′ y := h(f(x) ⋆ g(y))
is obviously equivalent to ⋆, and hence regular, and one checks that the bilinear
mapping •′ defined on B2 by
x •′ y := g−1(f(x) • h−1(y))
is a quasi-left-inversion of ⋆′ and that x 7→ q(f(x)) is the quadratic form attached
to the LDB division algebra (B, ⋆′, •′). This motivates the following definitions:
Definition 5.4. Let (A, ⋆, •) and (B, ⋆′, •′) be LDB division algebras.
• We say that (A, ⋆, •) and (B, ⋆′, •′) are weakly equivalent when the
division algebras (A, ⋆) and (B, ⋆′) are equivalent, i.e. when there are iso-
morphisms f : B
≃→ A, g : B ≃→ A and h : A ≃→ B such that
∀(x, y) ∈ B2, x ⋆′ y = h(f(x) ⋆ g(y)).
• We say that (A, ⋆, •) and (B, ⋆′, •′) are equivalent when there are isomor-
phisms f : B
≃→ A, g : B ≃→ A and h : A ≃→ B such that
∀(x, y) ∈ B2, x ⋆′ y = h(f(x) ⋆ g(y)).
and
∀(x, y) ∈ B2, x •′ y = g−1(f(x) • h−1(y)).
Obviously, the equivalence between two LDB division algebras implies their
weak equivalence. Using Proposition 5.2, one sees that if (A, ⋆, •) is weakly
equivalent to (B, ⋆′, •′), then, for some α ∈ K r {0}, the LDB division algebras
(A, ⋆, •) and (B, ⋆′, α •′) are equivalent.
Our aim in the rest of the section is to study the relationship between those
properties and the structure of the associated twisted operator spaces. Here are
two interesting issues:
• On what conditions on A and B are the operator spaces TA and TB equiv-
alent?
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• On what conditions on A and B are the endomorphism spaces TA and TB
similar?
The following theorem answers both questions:
Theorem 5.10. Let A and B be LDB division algebras. Then:
(a) The LDB division algebras A and B are weakly equivalent if and only if the
operator spaces TA and TB are equivalent.
(b) The LDB division algebras A and B are equivalent if and only if the endo-
morphism spaces TA and TB are similar.
Proving the converse implications in Theorem 5.10 is rather straightforward:
assume indeed that (A, ⋆, •) and (B, ⋆′, •′) are equivalent. Then, we have three
isomorphisms f : B
≃→ A, g : B ≃→ A and h : A ≃→ B such that
∀(x, y) ∈ B2, x ⋆′ y = h(f(x) ⋆ g(y)).
and
∀(x, y) ∈ B2, x •′ y = g−1(f(x) • h−1(y)).
Thus, for every (x, y, z, λ, µ) ∈ B3 ×K2, one finds that
ΓB(x+(λ, µ), (y, z)) =
(
h
(
f(x) ⋆ g(z)+λh−1(y)
)
, g−1
(
f(x) •h−1(y)+µ g(z))).
Therefore, the two isomorphisms
F : x+ (λ, µ) ∈ B ⊕K2 7−→ f(x) + (λ, µ) ∈ A⊕K2
and
G : (y, z) ∈ B2 7−→ (h−1(y), g(z)) ∈ A2
satisfy
∀X ∈ B ⊕K2, ΓB(X,−) = G−1 ◦ ΓA(F (X),−) ◦G,
and hence TA and TB are similar.
With the weaker assumption that A is weakly equivalent to B, we would find
some α ∈ K r {0} such that (B, ⋆′, •′) is equivalent to (A, ⋆, α•); as T(A,⋆,α •) ∼
TA,⋆,•, one would deduce that TB,⋆′,•′ ∼ TA,⋆,•.
In contrast, the proof of the direct implications in Theorem 5.10 is highly
non-trivial. It is based upon the following technical result, of which we will later
derive other consequences.
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Lemma 5.11 (Rectification lemma). Let (A, ⋆, •) be an LDB division algebra
with attached quadratic form q. One endows A ⊕ K2 with the quadratic form
q˜ : x+(λ, µ) 7→ q(x)−λµ. Let s be an orthogonal automorphism of the quadratic
space (A ⊕ K2, q˜). Then, there are automorphisms F : A2 ≃→ A2, G : A2 ≃→ A2
and an orthogonal automorphism H of A⊕K2 such that H fixes every vector of
K2 and
∀x ∈ A⊕K2, ΓA(s(x),−) = G ◦ ΓA(H(x),−) ◦ F.
Proving this lemma requires the following result on the orthogonal group
of q˜. Recall that, given a quadratic space (E,ϕ) with polar form b : (x, y) 7→
ϕ(x+y)−ϕ(x)−ϕ(y), together with a non-isotropic vector a ∈ E, the reflection
along Ka is defined as the linear map x 7→ x− b(x,a)
ϕ(a) a.
Lemma 5.12. The orthogonal group of the quadratic space (A⊕ K2, q˜) is gen-
erated by the reflections along the non-isotropic lines of A ⊕ K2 that are not
included in K2.
Proof of Lemma 5.12. First of all, we show that the orthogonal group of (A ⊕
K2, q˜) is generated by reflections.
As q˜ is regular on K2, and as K2 is q˜-orthogonal to A, the radical of q˜
is included in A, and hence q˜ is non-isotropic on its radical. It is a general
fact that whenever a finite-dimensional quadratic form ϕ is non-isotropic on
its radical, its orthogonal group is generated by reflections, unless ϕ is a 4-
dimensional hyperbolic form over a field with two elements. If the underlying
field has characteristic not 2, then ϕ is regular as it vanishes everywhere on its
radical, and hence the result is simply Witt’s theorem, see [18, Chapter XXI,
Theorem 2.1.1]. When K has characteristic 2, there are two subcases:
• Case 1: K has more than 2 elements. Then, one can use an equivalent
of Witt’s extension lemma (see [18, Lemma 5.2.3]) to reduce the situation
to the one where ϕ is totally isotropic, i.e. its radical is the source space
E of ϕ. In that special case however, ϕ is a linear injection from E to K
(where the scalar multiplication on K is defined by λ.x := λ2x) and hence
the only orthogonal automorphism for ϕ is the identity.
• Case 2: K ≃ F2. Then, the radical of ϕ has dimension 0 or 1 because ϕ is
linear on it, and hence one-to-one as it is non-isotropic on it. In the first
case, the result is a theorem of Dieudonne´ [7, Proposition 14, p.42]. In
the second one, it is known that the orthogonal group of ϕ is isomorphic
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to a symplectic group, through an isomorphism that turns reflections into
symplectic transvections [7, Section V.23], and one concludes by using
the classical theorem stating that every symplectic group is generated by
symplectic transvections [7, Proposition 4, p.10].
Now, for a non-isotropic vector x of (A⊕K2, q˜), denote by sx the reflection
along Kx. In order to conclude, we fix an arbitrary non-isotropic vector a ∈ K2
and we prove that the reflection sa is a product of reflections along vectors of
(A⊕K2)rK2. However, given a non-isotropic vector b of A⊕K2, one computes
that sa = s
−1
b ◦ ssb(a) ◦ sb. If b is not orthogonal to a, then b ∈ span(a, sb(a)).
In order to conclude, it suffices to show that b may be chosen outside of K2 and
non-orthogonal to a, so that sb(a) cannot belong to K
2. Note that b0 = (1, 0)
is not orthogonal to a since a is non-isotropic; choosing an arbitrary vector
x0 ∈ Ar{0}, we see that b := x0+b0 is not orthogonal to a and q˜(b) = q(x0) 6= 0,
which completes the proof since b 6∈ K2.
Proof of Lemma 5.11. We start with the case when s is the reflection along a
non-isotropic vector X0 = x0+(λ0, µ0) of (A⊕K2)rK2. Then, we have x0 6= 0
and hence q(x0) 6= 0. Set
−→a := s((1, 0)) and −→b := s((0, 1)),
f := ΓA(
−→a ,−) and g := ΓA(−→b ,−).
Setting bq : (y, z) ∈ A2 7→ q(y + z)− q(y)− q(z), we have
∀(x, λ, µ) ∈ A×K2, s(x+(λ, µ)) = x+(λ, µ)−bq(x, x0)− λµ0 − µλ0
q(x0)− λ0µ0
(
x0+(λ0, µ0)
)
.
In particular,
−→a = µ0
q(x0)− λ0µ0 x0 +
( q(x0)
q(x0)− λ0µ0 ,
µ20
q(x0)− λ0µ0
)
and
−→
b =
λ0
q(x0)− λ0µ0 x0 +
( λ20
q(x0)− λ0µ0 ,
q(x0)
q(x0)− λ0µ0
)
.
One computes that
Ker f =
{
(y, z) ∈ A2 : q(x0) y = −µ0 x0 ⋆ z
}
=
{
(µ0 x0 ⋆ t,−q(x0) t) | t ∈ A
}
Ker g =
{
(y, z) ∈ A2 : q(x0) z = −λ0 x0 • y
}
=
{
(−q(x0) t, λ0 x0 • t) | t ∈ A
}
.
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Indeed, if we consider f for example, the identity
{
(y, z) ∈ A2 : q(x0) y =
−µ0 x0 ⋆ z
}
=
{
(µ0 x0 ⋆ t,−q(x0) t) | t ∈ A
}
and the inclusion Ker f ⊂ {(y, z) ∈
A2 : q(x0) y = −µ0 x0⋆z
}
are obvious; as s is a reflection and (1, 0) is q˜-isotropic,−→a is also q˜-isotropic; then, Proposition 5.5 yields rk f = dimA; one concludes
by noting that
{
(µ0 x0 ⋆ t,−q(x0) t) | t ∈ A
}
has dimension dimA, visibly. The
case of g is handled similarly.
Noting that −→a + −→b = s((1, 1)) is non-isotropic, we find that f + g is non-
singular, and hence Im f +Im g = A2 and Ker f ∩Ker g = {0}. As rk f = rk g =
dimA2
2 , one deduces that Ker f ⊕Ker g = A2 = Im f ⊕ Im g.
Now, let us consider the isomorphism g1 : A
≃→ Im f (respectively, g2 : A ≃→
Im g) obtained by composing the isomorphism
f1 : y ∈ A 7→ (q(x0) y , −λ0 x0 • y) ∈ Ker g
with the isomorphism Ker g
≃→ Im f induced by f (respectively, by composing
the isomorphism
f2 : z ∈ A 7→ (−µ0 x0 ⋆ z , q(x0) z) ∈ Ker f
with the isomorphism Ker f
≃→ Im g induced by g). One computes that
∀y ∈ A, g1(y) =
(
q(x0) y , µ0 x0•y
)
and ∀z ∈ A, g2(z) =
(
λ0 x0⋆z , q(x0) z
)
.
Set
G : (y, z) ∈ A2 7−→ g1(y)+g2(z) ∈ A2 and F : (y, z) ∈ A2 7−→ f1(y)+f2(z) ∈ A2.
As A2 = Ker f ⊕ Ker g = Im f ⊕ Im g, both maps F and G are automorphisms
of A2.
Now, let x ∈ A and set α := bq(x0, x). Then,
s(x) =
(
x− α
q(x0)− λ0µ0 x0
)
− α
q(x0)− λ0µ0 (λ0, µ0).
Fixing y ∈ A, one computes that
ΓA(s(x), f1(y)) =
(
−λ0 x ⋆ (x0 • y) , (q(x0)x− bq(x0, x)x0) • y
)
.
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Writing (y1, y2) = ΓA(s(x), f1(y)), one finds that
1
q(x0)
x0 ⋆ y2 =
1
q(x0)
(
q(x0)x0 ⋆ (x • y)− bq(x0, x)x0 ⋆ (x0 • y)
)
=
(
x0 ⋆ (x • y)− bq(x0, x) y
)
= −x ⋆ (x0 • y)
=
1
λ0
y1,
where the identity bq(x0, x) y = x ⋆ (x0 • y) + x0 ⋆ (x • y) comes from polarizing
the quadratic identity ∀t ∈ A, t ⋆ (t • y) = q(t) y. With this, one sees that
ΓA(s(x), f1(y)) ∈ Im g2, and more precisely that
G−1(ΓA(s(x), f1(y))) =
(
0, r(x) • y),
where r : t 7→ t− bq(t,x0)
q(x0)
x0 denotes the reflection of (A, q) along Kx0. Similarly,
one computes that
∀z ∈ A, G−1(ΓA(s(x), f2(z))) =
(
r(x) ⋆ z, 0
)
.
One concludes that
ΓA(s(x),−) = G ◦ ΓA(r(x),−) ◦ F−1.
Finally, it is obvious from the definitions of F and G that
ΓA
(
s
(
(1, 0)
)
,−) = f = G ◦ ΓA((1, 0),−) ◦ F−1
and
ΓA
(
s
(
(0, 1)
)
,−) = g = G ◦ ΓA((0, 1),−) ◦ F−1.
Therefore, the isomorphisms F−1, G and the orthogonal automorphism H :
x+ (λ, µ) ∈ A⊕K2 7→ r(x) + (λ, µ) ∈ A⊕K2 satisfy the claimed properties.
Let us return to the general case. Let u be an orthogonal automorphism of
A ⊕ K2 and s be a reflection of A ⊕ K2 along a line which is not included in
K2. Assume that there are two automorphisms F and G of A2 together with
an orthogonal automorphism H of A ⊕ K2 which fixes every vector of K2 and
satisfies
∀x ∈ A⊕K2, ΓA(u(x),−) = G ◦ ΓA(H(x),−) ◦ F.
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Then, we prove that the claimed result also holds for u ◦ s.
Let us endow B := A with a new structure of LDB division algebra: for all
(x, y) ∈ B2, one sets:
x ⋆′ y := H(x) ⋆ y and x •′ y := H(x) • y.
Thus, we have
∀x ∈ A⊕K2, ΓB(x,−) = ΓA(H(x),−),
whence
∀x ∈ A⊕K2, ΓA(u(x),−) = G ◦ ΓB(x,−) ◦ F
and q is the quadratic form attached to B! Thus, s is a reflection of the quadratic
space (B ⊕ K2, q˜) along a line which is not included in K2. Applying the first
step in the LDB division algebra (B, ⋆′, •′) yields two automorphisms F ′ and G′
of A2 together with an orthogonal automorphism H ′ of (A⊕K2, q˜) such that H ′
fixes every vector of K2 and
∀x ∈ B ⊕K2, ΓB(s(x),−) = G′ ◦ ΓB(H ′(x),−) ◦ F ′.
For all x ∈ A⊕K2, this yields
ΓA(u(s(x)),−) = G ◦ ΓB(s(x),−) ◦ F
= G ◦G′ ◦ ΓB(H ′(x),−) ◦ F ′ ◦ F
= (G ◦G′) ◦ ΓA
(
(H ◦H ′)(x),−) ◦ (F ′ ◦ F ).
Since H ◦H ′ is an orthogonal automorphism of (A⊕K2, q˜) that fixes every vector
of K2, we find that u ◦ s has the claimed property.
Finally, Lemma 5.12 shows that every orthogonal automorphism of (A ⊕
K2, q˜) is the product of reflections along lines that are not included in K2, and
hence the result follows by induction on the number of such reflections.
Proof of the direct implications in Theorem 5.10. We have already proved the
converse statements. Let us write the considered LDB division algebras formally
as (A, ⋆, •) and (B, ⋆′, •′), and denote the attached quadratic forms by qA and
qB, respectively.
Assume that TA is equivalent to TB. Then, we have isomorphisms F : A2 ≃→
B2 and G : B2
≃→ A2, and an isomorphism K : A⊕K2 ≃→ B ⊕K2 such that
∀x ∈ A⊕K2, ΓA(x,−) = G ◦ ΓB(K(x),−) ◦ F.
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Let us define ϕ : TA → TB as the sole isomorphism which satisfies
∀x ∈ A⊕K2, ϕ(ΓA(x,−)) = ΓB(K(x),−).
Then, ϕ : TA → TB is a rank-preserving isomorphism of vector spaces, and
hence the linear map K : A⊕K2 → B ⊕K2 maps the set of isotropic vectors of
q˜A bijectively onto the set of isotropic vectors of q˜B. As each form q˜A and q˜B
has a hyperbolic sub-form, the quadratic Nullstellensatz yields a non-zero scalar
α such that q˜B(K(x)) = α q˜A(x) for all x ∈ A⊕K2. Set x := K
(
(1, 0)
)
and y :=
K
(
(0,−α−1)). Then, x and y are q˜B-isotropic and q˜B(x+y) = α q˜A((1,−α−1)) =
1, so that (x, y) is a hyperbolic pair of the quadratic space (B⊕K2, q˜B). ByWitt’s
extension theorem, there is an orthogonal automorphism u of (B⊕K2, q˜B) such
that K
(
(1, 0)
)
= u
(
(1, 0)
)
and K
(
(0,−α−1)) = u((0,−1)). Then, by Lemma
5.11, we may find automorphisms F ′ : B2 → B2 and G′ : B2 → B2 together
with an orthogonal automorphism H of B ⊕ K2 such that H fixes every vector
of K2 and
∀x ∈ B ⊕K2, ΓB(u(x),−) = G′ ◦ ΓB(H(x),−) ◦ F ′.
This leads to
∀x ∈ A⊕K2, ΓA(x,−) = (G ◦G′) ◦ ΓB(H(u−1(K(x))),−) ◦ (F ′ ◦ F ),
and we note that G1 := G ◦ G′ and F1 := F ′ ◦ F are isomorphisms from
B2 to A2 and from A2 to B2, respectively. The definition of u shows that
(u−1 ◦K)((1, 0)) = (1, 0) and (u−1 ◦K)((0, 1)) = (0, α). As u and K preserve
orthogonality, this yields an isomorphism k : A
≃→ B such that u−1(K(x)) = k(x)
for all x ∈ A. Setting finally h := H ◦ k, one finds that h : A→ B is an isomor-
phism and
∀(x, λ, µ) ∈ A×K2, ΓA
(
x+ (λ, µ),−) = G1 ◦ ΓB(h(x) + (λ, αµ),−) ◦ F1.
As ImΓA
(
(1, 0),−) = A×{0} and ImΓB((1, 0),−) = B×{0}, one deduces that
G1 maps B×{0} into A×{0}. Similarly, one proves that G1 also maps {0}×B
into {0} × A. Looking at the respective kernels of ΓA
(
(0, 1),−), ΓB((0, α),−),
ΓA
(
(1, 0),−) and ΓB((1, 0),−), one shows in a similar fashion that F1 maps
A×{0} into B×{0} and {0}×A into {0}×B. Thus, we have four isomorphisms
f1 : A
≃→ B, f2 : A ≃→ B, g1 : B ≃→ A and g2 : B ≃→ A such that
∀(y, z) ∈ A2, F1(y, z) = (f1(y), f2(z)) and ∀(y, z) ∈ B2, G1(y, z) = (g1(y), g2(z)).
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Then, G1 ◦ ΓB
(
(1, 0),−) ◦ F1 = ΓA((1, 0),−) and G1 ◦ ΓB((0, α),−) ◦ F1 =
ΓA
(
(0, 1),−) yield g1 ◦ f1 = idA and g2 ◦ f2 = α−1 idA, respectively.
Thus, for all x ∈ A, identity ΓA(x,−) = G1 ◦ ΓB
(
h(x),−) ◦ F1 means that
∀(y, z) ∈ A2, x ⋆ z = f−11
(
h(x) ⋆′ f2(z)
)
and x • y = α−1 f−12
(
h(x) •′ f1(y)
)
,
which shows that A and B are weakly equivalent LDB division algebras.
Moreover, if TA and TB are similar, the isomorphisms F and G from the
beginning of the proof may be chosen so as to have G = F−1. In that case,
as ΓA
(
(1, 1),−) = idA2 , we find that ΓB(K((1, 1)),−) = idB2 , and hence
K
(
(1, 1)
)
= (1, 1). Thus, we actually have α = 1, and the rest of the proof
yields that A and B are equivalent LDB division algebras.
Here is a stunning corollary:
Corollary 5.13. Let (A, ⋆, •) be an LDB division algebra. Then, (A, •, ⋆) is
equivalent to (A, ⋆, •).
Proof. By Theorem 5.10, it suffices to show that TA,•,⋆ and TA,⋆,• are similar,
which follows from the simple observation that the “twist” automorphism T :
(x, y) ∈ A2 7→ (y, x) ∈ A2 satisfies
∀(x, λ, µ) ∈ A×K2, Γ(A,•,⋆)
(
x+ (λ, µ),−) = T−1 ◦ Γ(A,⋆,•)(x+ (µ, λ),−) ◦ T.
We finish with another application of the Rectification lemma:
Proposition 5.14. Let (A, ⋆, •) be an LDB division algebra, with attached
quadratic form q, and assume that K has characteristic not 2. Let H be a
non-isotropic hyperplane of TA. Then, there is a non-zero scalar α that is not
in the range of q and such that H is equivalent to the space of all operators of
the form
(y, z) ∈ A2 7→ (x ⋆ z + αλy , x • y + λz) ∈ A2, for (x, λ) ∈ A×K.
Proof. Denote by H0 the hyperplane of A ⊕ K2 corresponding to H through
X 7→ ΓA(X,−). Then, the orthogonal subspace D of H0 in (A ⊕ K2, q˜) is 1-
dimensional and non-isotropic. Choosing a non-zero value α of q˜ on D, we set
D′ := K(−α, 1) ⊂ A⊕K2 and we note that q˜ takes the value α on D′.
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Thus, the quadratic spaces (D′, qD′) and (D, qD) are isomorphic, and hence
Witt’s extension theorem yields an orthogonal automorphism u of (A ⊕ K2, q˜)
such that u(D′) = D. Using Lemma 5.11, one finds automorphisms G and F of
A2, together with an orthogonal automorphism v of (A⊕K2, q˜) that fixes every
vector of K2 and for which
∀x ∈ A⊕K2, ΓA(u(x),−) = G ◦ ΓA(v(x),−) ◦ F.
Thus, H is equivalent to the space of all operators ΓA(y,−) with y in the hy-
perplane H1 := (v ◦ u−1)(H0) of A ⊕ K2. As v ◦ u−1 is an orthogonal au-
tomorphism of (A ⊕ K2, q˜), we see that H1 is the orthogonal complement of
(v ◦ u−1)(D) = v(D′) = D′, that is H1 = A⊕ K(α, 1). Thus, H is equivalent to
the space H′ of all operators ΓA
(
x+ (αλ, λ),−) with (x, λ) ∈ A×K.
Since all the non-zero operators in H′ must be non-singular, the quadratic
form q˜ is non-isotropic on H1; as q˜|H1 ≃ q⊥〈−α〉, it ensues that α does not
belong to the range of q.
5.4 The operator space TA as a Jordan algebra
We close this section with a short remark on the structure of the endomorphism
space TA.
Let (A, ⋆, •) be an LDB division algebra with attached quadratic form q.
Viewing TA as a linear subspace of L(A2), we note that it has the peculiar
property of being stable by squares. Indeed, given (x, λ, µ) ∈ A×K2, one checks
that, for all (y, z) ∈ A2,
ΓA(x+(λ, µ),ΓA(x+(λ, µ), (y, z)))
2 =
(
(λ+µ)x⋆z+(λ2+q(x))y , (λ+µ)x•y+(µ2+q(x))z),
and hence
ΓA(x+ (λ, µ),−)2 = ΓA
(
(λ+ µ)x+ (λ2 + q(x), µ2 + q(x)),−).
In particular, TA is a Jordan subalgebra of L(A2) (for the Jordan product
(f, g) 7→ fg+ gf), and it is isomorphic to the Jordan algebra (A⊕K2, b), where
b
(
x+(λ, µ), x′+(λ′, µ′)
)
= (λ′+µ′)x+(λ+µ)x′+
(
2λλ′+bq(x, x
′), 2µµ′+bq(x, x
′)
)
,
and bq : (x, x
′) 7→ q(x+ x′)− q(x)− q(x′) denotes the polar form of q.
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6 The minimal rank problem in a non-reflexive op-
erator space (III)
In the preceding section, we have shown examples of (n + 1)-dimensional LLD
operator spaces containing a hyperplane with minimal rank 2n− 2. In this final
section, we show that those examples are essentially the only possible spaces of
this type, with the usual restrictions on the cardinality of the underlying field.
6.1 The classification theorem
Theorem 6.1. Let n ≥ 3 be an integer, and assume that #K > n. Let S be an
(n+1)-dimensional reduced LLD subspace of L(U, V ), and H be a hyperplane of
S such that mrkH = 2n− 2. Then:
(a) S is equivalent to the twisted operator space TA attached to some (n − 1)-
dimensional LDB division algebra A;
(b) The LDB division algebra A is uniquely defined by S up to weak equivalence;
(c) The operator space H is equivalent to a non-isotropic hyperplane of TA;
(d) If n ≥ 4, then S is the reflexive closure of H and the weak equivalence class
of the LDB division algebra A is solely dependent on H.
As we have seen that LDB division algebras can only exist in even dimension
or in dimension 1, it follows that Meshulam and Sˇemrl’s upper bound 2n − 2
from Theorem 4.1 can be replaced with 2n−3 provided that n is even and larger
than 3.
A striking feature of the above classification theorem is that one only assumes
that S is LLD, not that it lies within the reflexive closure of H! The following
corollary is straightforward by combining Theorem 6.1 with Proposition 5.14.
Corollary 6.2. Let n ≥ 3 be an integer, and assume that #K > n and that K
has characteristic not 2. Let S be an (n+1)-dimensional reduced LLD operator
space, and H be a hyperplane of S such that mrkH = 2n− 2. Then, there exists
an LDB division algebra A together with a non-zero scalar α such that H is
equivalent to the space of all operators of the form
(y, z) ∈ A2 7→ (x ⋆ z + αλy , x • y + λ z) ∈ A2, with (x, λ) ∈ A×K.
Moreover, α is outside the range of the quadratic form attached to A.
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Finally, with the non-reflexivity assumption, we have found:
Corollary 6.3. Let T be an n-dimensional reduced non-reflexive operator space,
with #K > n ≥ 3. If all the non-zero operators in T have rank at least 2n − 2,
then T is equivalent to a hyperplane of the twisted operator space associated with
an (n− 1)-dimensional LDB division algebra.
6.2 Proof of the classification theorem
Here, we prove Theorem 6.1. First of all, let us obtain points (b), (c) and (d)
as easy consequences of point (a) together with results from Section 5. To begin
with, point (b) is a consequence of point (a) of Theorem 5.10.
Now, assume that there is an LDB division algebra A, necessarily of dimen-
sion n− 1, together with isomorphisms F : U ≃→ A2, and G : A2 ≃→ V such that
S = {G ◦ f ◦ F | f ∈ TA}. As f 7→ G−1 ◦ f ◦ F−1 is linear, one-to-one and
preserves the rank of operators, we see that H′ := {G−1 ◦ f ◦ F−1 | f ∈ H} is a
hyperplane of TA in which all the non-zero operators have rank greater than or
equal to 2n−2. Thus, H′ is a non-isotropic hyperplane of TA, and it is obviously
equivalent to H, proving point (c).
For any linear subspace V of L(U, V ), if we setW := {G−1 ◦f ◦F−1 | f ∈ V},
then one sees that
R(V) = {G ◦ f ◦ F | f ∈ R(W)}.
In particular, if n ≥ 4, then TA = R(H′) by Corollary 5.8, and hence S = R(H);
in that case, we see that the equivalence class of S depends solely on that of H,
and point (b) yields that the weak equivalence class of A depends solely on the
equivalence class of H. Thus, point (d) is proven.
It remains to prove point (a). The basic strategy consists in pushing the
arguments of our proof of Theorem 4.1 further. If H is LLD itself, then we know
from Theorem 3.3 that mrkH < n, contradicting mrkH = 2n − 2. Thus, H
is not LLD. Next, we see that S is a minimal LLD space: indeed, if it were
not, then there would be an LLD hyperplane H′ of S; obviously we should have
H 6= H′, and hence H ∩ H′ would be a hyperplane of H′; then Theorem 4.1
would yield mrk(H) ≤ mrk(H ∩H′) ≤ 2n − 4.
Now, let us choose a rank-optimal operator ϕ ∈ Ŝ. We see that Kerϕ∩H =
{0} as the opposite would ensure that mrkH ≤ rkϕ ≤ n < 2n − 2 by Lemma
3.1. This shows that rkϕ = n and that we may find a non-zero operator g ∈ S
such that S = H⊕Kerϕ and Kerϕ = Kg. As in the proof of Theorem 4.1, the
assumption rk g = n would lead to mrkH ≤ n < 2n − 2. Therefore, rk g < n.
54
The line of reasoning from the proof of Theorem 4.1 yields mrkH ≤ rk g+(n−1),
whence rk g = n− 1.
Now, using Lemma 3.1, we can find a basis C of V in which the first (n− 1)
vectors span Im g, and we can choose a basis B of S such that ϕ is represented
in B and C by
[
In [0]n×1
[0](m−n)×n [0](m−n)×1
]
, so that the last vector of B is g and the
first n vectors spanH. We denote byM the vector space of matrices representing
the operators of Ŝ in the bases B and C. Then:
(a) M is reduced.
(b) Every M ∈ M splits up as
M =
[
[?](n−1)×n [?](n−1)×1
[?](m−n+1)×n [0](m−n+1)×1
]
.
(c) M contains
[
In [0]n×1
[0](m−n)×n [0](m−n)×1
]
.
(d) For everyX ∈ Kn−1, there exists a matrix inM with last column
[
X
[0](m−n+1)×1
]
.
Modifying the last m − n vectors of C further, we may assume that we have
found an integer r ∈ [[0,m− n]] such that every matrix M in M splits up as
M =
 [?]n×(n−1) [?]n×1 [?]n×1J(M) [?]r×1 [0]r×1
[0](m−n−r)×1 H(M) [0](m−n−r)×1

with J(M) ∈ Mr,n−1(K) and H(M) ∈ Mm−n−r,1(K), and so that Kr is the sum
of all column spaces of the matrices J(M), for M ∈ M.
Claim 1. One has H(M) = 0 for all M ∈ M, and r = m− n.
Proof. Assume that H(M) 6= {0}. For M ∈ M, denote by S(M) the matrix
obtained by deleting the last m − n − r rows and the n-th column. Using
Lemma 2.4, we see that urkS(M) + urkH(M) ≤ urkM = n. As H(M) 6= 0,
we deduce that urkS(M) ≤ n − 1. If we write B = (f1, . . . , fn, g), it follows
that span(f1, . . . , fn−1, g) is LLD, contradicting the fact that S is a minimal
LLD space. Thus, H(M) = {0}, which leads to m − n − r = 0 since M is
reduced.
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Next, we split every M of M up as
M =
[?](n−1)×(n−1) [?](n−1)×1 C(M)R(M) ? 0
J(M) [?](m−n)×1 [0](m−n)×1
 ,
with R(M) ∈ M1,n−1(K) and C(M) ∈ Kn−1.
Claim 2. For every M ∈M, equality C(M) = 0 implies J(M) = 0.
Proof. Let M ∈ M be such that C(M) = 0. Let X ∈ Kn−1. Then, some
N ∈ M has last column
[
X
[0](m−n+1)×1
]
. Thus, for all λ ∈ K, the matrix N+λM
has last column
[
X
[0](m−n+1)×1
]
, and hence the Flanders-Atkinson lemma yields
(J(N) + λJ(M))X = 0. Varying λ yields J(M)X = 0. As this holds for all
X ∈ Kn−1, the claimed statement ensues.
Thus, one obtains a linear map K : Kn−1 → Mm−n,n−1(K) such that every
M ∈ M splits up as
M =
[?](n−1)×(n−1) [?](n−1)×1 C(M)R(M) ? 0
K(C(M)) [?](m−n)×1 [0](m−n)×1
 .
Using the Flanders-Atkinson lemma, we note further that
∀X ∈ Kn−1, K(X)X = 0.
Next, we show that R(M) is also solely dependent on C(M).
Claim 3. For every M ∈M, equality C(M) = 0 implies R(M) = 0.
Proof. Let N0 ∈ M be such that C(N0) = 0. Set L0 := R(N0). We shall use
a line of reasoning that is largely similar to that of our proof of Theorem 3.13.
A non-zero vector X ∈ Kn+1 is called M-good when X belongs to the kernel of
some rank n matrix of M. For such a vector, we know from Lemma 3.1 that
dimMX ≤ n.
In a basis D of M and the canonical basis Bc of Km, we consider the space
of all matrices representing the operators Xˇ : M ∈ M 7→ MX ∈ Km, for X ∈
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Kn+1. As obviously urkS ≥ mrkH > n, we may find respective subsets I and
J of [[1,m]] and [[1,dimM]], both with cardinality n+ 1, such that the function
X ∈ Kn+1 7→ detMD,Bc(Xˇ)(I | J) does not vanish everywhere onKn+1 (with the
notation from the proof of Theorem 3.13). We denote by G ∈ K[x1, . . . ,xn+1]
the associated (n+1)-homogeneous polynomial, and note that G is non-zero but
vanishes at every M-good vector.
As in the proof of Theorem 3.13, we see that G is unmodified by extending
the ground field since #K ≥ n + 1. Taking the quotient field L := K((s, t)) of
the ring of formal power series in two independent variables s and t, we deduce
that G vanishes at every ML-good vector of Ln+1.
Writing N0 =
[
T [0]n×1
[?](m−n)×n [0](m−n)×1
]
, with T ∈ Mn(K), we know thatML
contains a matrix of the form
J =
[
In − sT [0]n×1
[?](m−n)×n [0](m−n)×1
]
,
and In − sT belongs to GLn(L).
Let X ∈ Kn−1, and set X˜ :=
[
X
0
]
∈ Kn. We know thatM contains a matrix
of the form
M =
[
A X˜
[?] [?]
]
, where A ∈ Mn(K).
Thus, ML contains a matrix of the form[
(In − sT )− tA −tX˜
[?] [?]
]
and, as (In − sT )− tA is obviously invertible, one deduces that the vector[
t
(
(In − sT )− tA
)−1
X˜
1
]
is ML-good. Thus,
G
(
t
(
(In − sT )− tA
)−1
X˜ , 1
)
= 0. (4)
As we have assumed that G 6= 0, and on the other hand G(0, . . . , 0, 1) = 0 since
the last vector of the canonical basis of Kn+1 is M-good, we may find some
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d ∈ [[1, n+ 1]] such that
G =
n+1∑
k=d
Gk(x1, . . . ,xn) (xn+1)
n+1−k,
where each Gk is a k-homogeneous polynomial in n variables, and Gd 6= 0. Then,
by expanding modulo td+1 as in the proof of Theorem 3.13, one finds
Gd((In − sT )−1X˜) = 0.
Again, we may expand
Gd =
d∑
k=c
Hd−k(x1, . . . ,xn−1)(xn)
k,
where each Hi is an i-homogeneous polynomial, c ∈ [[0, d]] and Hd−c 6= 0. Re-
membering that T =
[
[?](n−1)×(n−1) [?](n−1)×1
L0 ?
]
, we see that (In − sT )−1X˜ =[
Y
p
]
, where Y = X mod. s and p = sL0X mod. s
2. It follows that
Gd
(
(In − sT )−1X˜
)
= Hd−c(X)(L0X)
csc mod. sc+1.
We conclude that
∀X ∈ Kn−1, Hd−c(X)(L0X)c = 0.
As X 7→ Hd−c(X)(L0X)c is a d-homogeneous polynomial function (and #K ≥
n+ 1 ≥ d) whereas Hd−c 6= 0, we find that (L0X)c = 0 for all X ∈ Kn−1. This
yields L0 = 0, as claimed.
From now on, it will be convenient to use a parametrization of M. First of
all, we may find linear maps A : Kn−1 → Mn−1(K), L : Kn−1 → M1,n−1(K),
C1 : K
n−1 → Km−n such that, for every X ∈ Kn−1, the space M contains a
matrix of the form
MX =
A(X) [?](n−1)×1 XL(X) ? 0
K(X) C1(X) [0](m−n)×1
 .
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Setting N := KerC and using Claim 3, we may also find linear maps B : N →
Mn−1(K), and C2 : N → Km−n such that every N ∈ N splits up as
N =
 B(N) [?](n−1)×1 [0](n−1)×1[0]1×(n−1) ? 0
[0](m−n)×(n−1) C2(N) [0](m−n)×1
 .
Note that
M = {MX | X ∈ Kn−1}⊕N .
Claim 4. One has B(N )X = Kn−1 for every non-zero vector X ∈ Kn−1.
Proof. Let X ∈ Kn−1 r {0} seen as a vector of Kn+1 through the canonical
identification map Kn−1
≃→ Kn−1 × {0}. By the rank theorem, one finds
2n− 2 ≤ dimMX ≤ dimNX + dimC(M) = dimNX + (n− 1).
Therefore, dimNX ≥ n − 1. This proves our claim, judging from the form of
the matrices in N .
Now, fix X ∈ Kn−1 and N ∈ N . Let λ ∈ K. Applying the Flanders-Atkinson
lemma to MX + λN for k = 1, one finds:
K(X)
(
A(X) + λB(N)
)
X + L(X)X
(
C1(X) + λC2(N)
)
= 0.
As this holds for all λ ∈ K, one finds
∀(X,N) ∈ Kn−1 ×N , K(X)B(N)X + L(X)X C2(N) = 0. (5)
and
∀X ∈ Kn−1, K(X)A(X)X + L(X)X C1(X) = 0. (6)
Claim 5. The map C2 : N → Km−n is onto.
Proof. Assume on the contrary that C2 is not onto. Note that none of the
previous assumptions is changed by left-multiplyingM with a matrix of the form
In ⊕ P for some P ∈ GLm−n(K). Therefore, we lose no generality in assuming
that C2 maps N into Km−n−1 × {0}. Extracting the last row in identity (5)
yields
∀(X,N) ∈ Kn−1 ×N , Km−n(X)B(N)X = 0,
where Km−n(X) denotes the last row of K(X). However, fixing a non-zero
vector X ∈ Kn−1, one deduces from B(N )X = Kn−1 that Km−n(X) = 0. Thus,
the last row of K(X) is zero for all X ∈ Kn−1, contradicting the assumption
that Km−n be the sum of all the column spaces of the matrices in J(M).
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Using the fact thatM contains
[
In [0]n×1
[0](m−n)×n [0](m−n)×1
]
, it ensues that, for
all Y ∈ Km−n, the space M contains a matrix of the form
NY =
[
[?](n−1)×(n−1) [?](n−1)×1 [0](n−1)×1
[0](m−n+1)×(n−1) Y [0](m−n+1)×1
]
.
Claim 6. One has m = 2n− 2.
Proof. For every M ∈ M, let us write
M =
[
[?](n−1)×n [?](n−1)×1
D(M) [0](m−n+1)×1
]
with D(M) ∈ Mm−n+1,n(K).
On the one hand, Lemma 2.4 yields urkD(M) ≤ n − 1. On the other hand,
dimD(M)X ≥ n − 1 for all non-zero vectors X ∈ Kn, since rk f ≥ 2n − 2 for
all non-zero operators f ∈ H. Theorem 3.13 applied to the LLD operator space{
M 7→ D(M)X | X ∈ Kn} shows that dimD(M)X = n − 1 for all non-zero
vectors X ∈ Kn.
However, the matrices of typeNY show that the vectorX0 :=
[
0 · · · 0 1]T ∈
Kn satisfies dimD(M)X0 = m − n + 1. Therefore, m − n + 1 = n − 1 as
claimed.
Subtracting matrices of type NY , we may now assume that, for all X ∈ Kn,
MX =
A(X) C3(X) XL(X) 0 0
K(X) [0](n−1)×1 [0](n−1)×1
 with C3(X) ∈ Kn−1,
and C3 is an endomorphism of K
n−1.
Now, for X ∈ Kn−1, we consider the matrix
E(X) :=
[
L(X)
K(X)
]
∈ Mn−1(K).
Claim 7. For every non-zero vector X of Kn−1, the matrix E(X) is invertible
and the kernel of K(X) is KX.
Proof. Let X ∈ Kn−1 be a non-zero vector. Assume that E(X) is singular, and
choose a non-zero vector Y ∈ Kn−1 such that E(X)Y = 0. The rank theorem
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yields
dimM
Y0
0
 ≤ (n− 1) + dimE(Kn−1)Y < (n− 1) + (n− 1),
which contradicts the assumption that mrkH = 2n − 2. Thus, E(X) is non-
singular and it follows that rkK(X) = n− 2. As K(X)X = 0 (by the Flanders-
Atkinson lemma) and X is non-zero, one concludes that X spans the kernel of
K(X).
Now, for N ∈ N , we write
N =
[
B(N) C4(N) [0](n−1)×1
[0](n−1)×(n−1) C5(N) [0](n−1)×1
]
with (C4(N), C5(N)) ∈ (Kn−1)2.
Fix N ∈ N together with a non-zero vector X ∈ Kn−1. Then, we have
N +MX =
[
A(X) +B(N) C3(X) +C4(N) X
E(X) C5(N) [0](n−1)×1
]
,
and we choose a non-zero vector
Z0λ
µ
 in its kernel, with Z0 ∈ Kn−2 and (λ, µ) ∈
K2. This leads to(
A(X)+B(N)
)
Z0+λC3(X)+λC4(N)+µX = 0 and E(X)Z0+λC5(N) = 0.
The second identity yields Z0 = −λE(X)−1C5(N). If λ = 0, then we would
deduce that Z0 = 0, and the first identity above would yield µX = 0, and hence
µ = 0. Therefore λ 6= 0, and hence the first identity yields:
∀X ∈ Kn−1r{0}, ∀N ∈ N , (A(X)+B(N))E(X)−1C5(N)−C3(X)−C4(N) ∈ KX.
(7)
Claim 8. There is a scalar λn ∈ K such that C3(X) = λnX for all X ∈ Kn−1.
Proof. Let X ∈ Kn−1r{0}. Applying identity (7) to N = 0 yields C3(X) ∈ KX.
The claimed result ensues since X 7→ C3(X) is an endomorphism of Kn−1.
Thus, identity (7) yields:
∀X ∈ Kn−1r{0}, ∀N ∈ N , (A(X)+B(N))E(X)−1C5(N)−C4(N) ∈ KX. (8)
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Claim 9. The map C5 : N → Kn−1 is an isomorphism.
Proof. We know that C5 is linear, and we have seen right above the statement of
Claim 6 that C5 is onto. Let us prove that C5 is one-to-one. Assume that some
non-zero N0 ∈ N satisfies C5(N0) = 0. Then, identity (8) yields C4(N0) ∈ KX
for all non-zero vectors X ∈ Kn−1. Since n ≥ 3, this yields C4(N0) = 0. As
C2(N0) = 0, identity (5) yields ∀X ∈ Kn−1, K(X)B(N0)X = 0, and hence
∀X ∈ Kn−1, B(N0)X ∈ KX by Claim 7. It follows that B(N0) = αIn−1
for some α ∈ K. Since N0 6= 0 and C4(N0) = C5(N0) = 0, one must have
α 6= 0. Combining linearly N0 with
[
In [0]n×1
[0](n−2)×n [0](n−2)×1
]
, we deduce that M
contains the matrix En,n ∈ M2n−2,n+1(K) with all entries zero save the one at
the (n, n)-spot, which equals one.
Given a matrixM ∈ M, we denote byM ′ the matrix of M2n−3,n(K) obtained
by deleting the n-th row and n-th column of M , thus giving rise to a linear
subspace M′ of M2n−3,n(K). We contend that urkM′ ≤ n− 1. Assume on the
contrary that M contains a matrix M such that rkM ′ = n. As rkM ≤ n, one
deduces that the n-th column of M is a linear combination of the other columns.
Applying the same principle to M +En,n, one deduces that the n-th column C0
of En,n is a linear combination of the columns of M , and hence the matrix M1
obtained from M by replacing its n-th column by C0 has also rank less than
n+ 1. However, one sees that rkM1 = 1 + rkM
′ = n+ 1, a contradiction.
Now, not only do we have urkM′ ≤ n − 1, but the assumptions on M
also show that M′ contains
[
In−1 [0](n−1)×1
[0](n−2)×(n−1) [0](n−2)×1
]
and that, for every
X ∈ Kn−1, it contains a matrix of the form
[
[?](n−1)×(n−1) X
[?](n−2)×(n−1) [0](n−2)×1
]
. Thus,
Theorem 3.13 shows that dimM′Y ≤ n − 1 for all Y ∈ Kn. In particular,
denoting by e1 the first vector of the canonical basis of K
n+1, one deduces that
dimMe1 ≤ 1 + (n− 1) = n < 2n − 2,
contradicting our assumptions. Thus, C5 is one-to-one.
In particular, the rank theorem yields
dimM = dimN + (n− 1) = 2(n− 1).
Moreover, we find a (unique) matrix D ∈ Mn−1(K) such that C4(N) = DC5(N)
for all N ∈ N . As N contains
[
In [0]n×1
[0](n−2)×n [0](n−2)×1
]
, one deduces that the
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first column of D is zero. Setting P :=
[
In−1 −D
[0](n−1)×(n−1) In−1
]
, we have P =[
In [?]n×(n−2)
[0](n−2)×n In−2
]
, and hence none of the previous assumptions is lost in
replacing M with PM (as we have only modified the last n − 2 vectors of the
chosen basis of V by adding to each one of them a well-chosen linear combination
of the first n ones). In the new space M, we have C4(N) = 0 for all N ∈ N .
In this reduced situation, we may find a linear map F : Kn−1 → Mn−1(K)
such that B(N) = F (C5(N)) for all N ∈ N . Thus, N is the set of all matrices[
F (Y ) [0](n−1)×1 [0](n−1)×1
[0](n−1)×(n−1) Y [0](n−1)×1
]
with Y ∈ Kn−1.
We have already shown that dimF (Kn−1)X = dimB(N )X = n − 1 for all
non-zero vectors X ∈ Kn−1. On the other hand, we have proved that dimN =
n− 1. With the same line of reasoning as in the proof of Claim 7, this yields:
Claim 10. For every non-zero vector Y ∈ Kn−1, the matrix F (Y ) is invertible.
Identity (8) now reads:
∀X ∈ Kn−1 r {0}, ∀Y ∈ Kn−1, A(X)E(X)−1Y + F (Y )E(X)−1Y ∈ KX.
Fix X ∈ Kn−1 r {0}. As K(X)X = 0, we deduce that
∀Y ∈ Kn−1, K(X)A(X)E(X)−1Y +K(X)F (Y )E(X)−1Y = 0.
Noting that Y 7→ K(X)A(X)E(X)−1Y is linear and Y 7→ K(X)F (Y )E(X)−1Y
is quadratic (and #K > 2), this yields the two identities
∀Y ∈ Kn−1, K(X)A(X)E(X)−1Y = 0 (9)
and
∀Y ∈ Kn−1, K(X)F (Y )E(X)−1Y = 0. (10)
First of all, (10) can be rephrased as
∀Y ∈ Kn−1, F (Y )E(X)−1Y ∈ KX. (11)
On the other hand, identity (9) yields Im(A(X)E(X)−1) ⊂ KX. Since E(X)−1
is invertible, this shows that ImA(X) ⊂ KX. As this holds for all non-zero
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vectors X ∈ Kn−1, and as X 7→ A(X) is linear, this yields scalars λ1, . . . , λn−1
such that
∀X ∈ Kn−1, A(X) = [λ1X · · · λn−1X] .
We are almost ready to conclude. Now, we can forget the assumption that
dimMZ = 2n − 2 for all non-zero vectors Z ∈ Kn × {0} and focus on finding a
matrix space which is equivalent to M and represents the dual operator space
of the twisted operator space associated with an LDB division algebra. Recall
that, for all X ∈ Kn−1, we have
MX =
[
A(X) λnX X
K(X) [0](n−1)×1 [0](n−1)×1
]
.
Remember also that M = {MX | X ∈ Kn−1} ⊕ N .
Using the column operations Ci ← Ci − λiCn+1 for i from 1 to n, followed
by the column operation Cn ↔ Cn+1, one deduces that M is equivalent to the
space M1 of all matrices of the form[
F (Y ) X [0](n−1)×1
E(X) [0](n−1)×1 Y
]
with (X,Y ) ∈ (Kn−1)2.
By Claims 7 and 10, we see that the rules
∀(X,Y ) ∈ (Kn−1)2, X ⋆ Y := F (Y )X and X • Y := E(Y )X
define two regular bilinear pairings ⋆ and • from Kn−1×Kn−1 to Kn−1. We shall
conclude by proving that A := (Kn−1, ⋆, •) is an LDB division algebra and that
M1 represents the dual operator space of TA in well-chosen bases.
Given (X,Y ) ∈ (Kn−1)2, with X non-zero, identity (11) applied to the pair
(Y,E(Y )X) reads
F
(
E(Y )X
)
E(Y )−1E(Y )X ∈ KY,
and hence
X ⋆ (X • Y ) ∈ KY.
With X = 0, the above statement is obvious, and hence • is a quasi-left-inversion
of ⋆. Thus, A is an LDB division algebra and the dual operator space T̂A is
equivalent to the space V of all linear maps
fY,Z : (X,λ, µ) ∈ Kn+1 7→ (F (Z)X+λY , E(Y )X+µZ) with (Y,Z) ∈ Kn−1 ×Kn−1.
64
Given (Y,Z) ∈ Kn−1×Kn−1, one checks that the matrix of fY,Z in the canonical
bases of Kn+1 and Kn−1 ×Kn−1 is precisely[
F (Z) Y [0](n−1)×1
E(Y ) [0](n−1)×1 Z
]
.
Therefore,M1 represents V, and hence it also represents T̂A. AsM1 represents
Ŝ, one concludes that S is equivalent to TA. This completes the proof of Theorem
6.1.
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