In this paper, we show the existence of uniform attractors for the 3D non-autonomous Benjamin-Bona-Mahony equation by establishing the uniformly asymptotical compactness.
Introduction
Let Ω ∈ R 3 be a bounded domain with sufficiently smooth boundary ∂Ω. We consider the non-autonomous Benjamin-Bona-Mahony (BBM) equation:
Here u = u(t, x) = (u 1 (t, x), u 2 (t, x), u 3 (t, x)) is the velocity vector field, ν > 0 is the kinematic viscosity, − → F is a nonlinear vector function, g is an external forcing term.
The BBM equation is a well-known model for long waves in shallow water which was introduced in Benjamin, Bona, and Mahony (1972) [2] as an improvement of the Korteweg-de Vries equation (KdV equation) for modeling long waves of small amplitude in two dimensions. Contrasting with the KdV equation, the BBM equation is unstable in its high wavenumber components. Further, while the KdV equation has an infinite number of integrals of motion, the BBM equation only has three. More results of BBM equation, we can refer [3] , [4] , [5] , [6] .
Assume that
where
Assume that that F i (i = 1, 2, 3) is a smooth function satisfying
where C 1 and C 2 are positive constants. In this paper, we investigate the uniform attractor for non-autonomous BBM equation, by a contractive function, the uniformly asymptotical compactness will be obtained.
Main Results
Notations: Throughout this paper, we set R τ = [τ, +∞), τ ∈ R. C stands for a generic positive constant, depending on Ω, but independent of t.
) be the hull of f 0 as a symbol space:
denotes the closure in the
Under the assumptions of the initial data, the problem (1)- (3) has a global solution u ∈ C([τ, +∞), V ). U f (t, τ, u τ ) : V → V denotes the processes generated by the global solutions. Let {T (s)} be the translation semigroup on Σ, we see that the family of processes {U f (t, τ )} (f ∈ Σ) satisfies the translation identity if
Next, we recall a simple method to derive uniformly asymptotical compactness.
Definition 2.1 ([7]) Let X be a Banach space and B be a bounded subset of X, Σ be a symbol space. We call a function
We denote the set of all contractive functions on B × B by Contr(B, Σ).
be a family of processes satisfying the translation identity on Banach space X and has a bounded uniform (w.r.t f ∈ Σ) absorbing set f 0 ⊂ X. Moreover, assume that for any ε > 0, there exist T = T (B 0 , ε) and φ T ∈ Contr(B 0 , Σ) such that
By Galerkin method and priori estimate, we easily deduce the existence of global weak solution and uniform attractor:
Then there exists a unique global weak solution of the problem (1)-(3) satisfying
3 Discussion
loc (R, H) and (4)-(7) hold, then there exists uniform attractors A g (t) in V for the non-autonomous system (1)-(3).
Proof. We shall prove the result by two steps as follows, the first one is to get the existence of an absorbing ball, the second is to prove the asymptotical compactness by means of contractive functions.
From the property of solutions, we easily obtain Lemma 3.2 The set class {U g (t, τ, u τ )}(τ ≤ t) is a process in V for all τ ≤ t. Moreover, the mapping U g (t, τ, u τ ) : V → V is continuous.
Lemma 3.3 Assume that (4)-(7) hold, then there exists a global uniform (w.r.t. g ∈ Σ)
absorbing set B 0 of the process {U g (t, τ, u τ )}.
Proof. For all u ∈ V , multiplying both sides of (1) with u and noticing that
we derive
Consequently, for all τ ∈ R
Setting r 2 = u τ 2 + ∇u τ 2 , we easily get
for all u τ ∈ V, t ≥ τ . Setting
then we denote R the nonnegative number given by
and consider the family of closed balls B 0 in V defined by
It is straightforward to check that B 0 is a uniform absorbing ball for the process {U g (t, τ, u τ )}.
Lemma 3. 4 We assume that {u n τ } is a sequence in V and weakly converges to u τ ∈ V . Then
Proof. From the property of the solution, i.e., the solution is boundedness in appropriate topology, we easily conclude the result. (4)- (7), the process {U g (t, τ, u τ )} generated by the global solutions is uniform asymptotically compact, i.e., the sequence U g (t, τ n , u 
Lemma 3.5 Under the conditions of
Denote
then w(t) satisfies
Setting
Multiplying (26) by w and integrating over [s, T ] × Ω, we deduce
where τ ≤ s ≤ T . Then we have
Hence,
Integrating ( 
