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ABSTRACT
Cox, T. G. Hunter M.S.B.M.E., Purdue University, August 2017. Propagation of
Mechanical Strain in Peripheral Nerve Trunks and their Interaction with Epineural
Structures. Major Professor: Ken Yoshida.
Advances in peripheral nerve electrode technology have outpaced the advances in
chronic implantation reliability of the electrodes. An observable trend is the increased
deposition of fibrotic encapsulation tissue around the electrode to shift its position
away from the implantation site and subsequently reducing performance. A finite ele-
ment model (FEM) is developed in conjunction with tensile testing and digital image
correlation of strain to understand the relationship between cuff electrode attachment
and the strain environment of the nerve.
A laminar and bulk nerve model are both developed with material properties found
in literature and geometry found from performing histology. The introduction of a cuff
electrode to an axially stretched nerve indicates a significant behavior deviation from
the expected response of the axial strain environment. When implemented in ex-vivo
tensile testing, results indicate that the reduction of strain is statistically significant
but becomes much more apparent when paired with a digital image correlation system
to compare predicted and measured effects.
A robust FEM is developed and tested to emphasize the effect that the boundary
conditions and attachment methodology significantly effects the strain environment.
By coupling digital image correlation with FEM, predictive models can be made to
the strain environment to better design around the long term chronic health of the
implant.
11. AN INTRODUCTION TO THE USE OF ELECTRODES
IN THE PERIPHERAL NERVOUS SYSTEM
Current estimates predict that by the year 2050 there will be approximately 3.6
million Americans living with the amputation of a limb [1]. In day-to-day life, am-
putees experience loss of function, physical discomfort, lack of mobility, and phantom
limb pain. The use of a prosthetic can help with regaining function and mobility for
amputees, but there is a disconnect that exists in current prosthetic technology. Cur-
rently, there is almost no tactile feedback, and control of the prosthetic limb is often
crude. Fine motor function is often limited, and when coupled with a lack of feedback,
the prosthetic can be difficult to control and learn how to use. If a sophisticated, neu-
rointegrated prosthetic is created with control that closely mimics the pre-amputated
state it may be possible to greatly improve the quality of life of amputees. With
the increase of more than double the current population of amputees predicted by
2050 [1], the need for the advancement of prosthetic technology is apparent. The
problem is that long term stability of these interfaces prevents the use of modern and
cutting edge electrodes. In the case of neural prostheses, the scarring of the tissue
results in electrode-fiber separation and degradation of electrode performance
Currently available technology depends on the use of functional neuromuscular
stimulation (FNS) to evoke activation of muscle or other end organ tissue via the
use of implantable electrodes. The use of these electrodes in the peripheral nervous
system covers a wide range of areas including treatment of epilepsy [2], sleep apnea [3],
and control of upper-limb prostheses [4, 5].
The technical ability to cover a wide range of applications is dependent on un-
derstanding how the electrode and targeted nerve interact in the context of FNS.
Different electrode designs target and seek to reach neural information through vary-
ing means of implantation location and manipulation of the nerve.
2This chapter briefly reviews and discusses the anatomy of the nervous system,
the design and considerations of different electrodes currently in use in FNS, and
how the body interacts with the electrodes. It is necessary to discuss the anatomy
of the body as it is a primary driving force in how electrodes are designed to target
neural information. Current electrode designs cover a large variety of application;
it is important to understand why they are designed by discussing how an electrode
and nerve couple together to make a system for recording and stimulation. When
designing an electrode, it is not only important to consider the acute electrical cou-
pling, it is also important to consider the biocompatibility of the electrode. Neural
integrated prosthetics require long term implantation so it is important to examine
chronic studies in order to improve the chronic longevity of the implant.
While the electrode-fiber interaction is primarily an interaction of electrical ef-
fects, the interaction of the body as a whole with the nerve is a complex mechanical,
chemical, electrical, and biological interaction. Yuan-Cheng Fung first described and
theorized that Wolff’s law had an application in all tissue that mechanical stresses
and strain act as an impetus for change in geometry, composition, and remodeling of
surrounding tissue [6]. It is this theory of strain effects on soft tissue that drives the
fundamental hypothesis and actions of the present work.
1.1 Anatomy of the Peripheral Nervous System
The primary interest for many researchers is to interface with the peripheral ner-
vous system (PNS), hereafter defined as the nerves and ganglia external to the spinal
cord and brain. It consists of efferent and afferent nerve axons that connect with the
motor organs, sensory organs, and the dorsal root ganglia (DRG) [7].
When implanting electrodes, generally the DRG are avoided and the long axons
are targeted. These axonal regions of nerves consist of a well known hierarchical
structure. A peripheral axon (also referred to as a nerve fiber) is surrounded by a
Schwann cell if it is myelinated, which is then surrounded by a volume of connective
3tissue known as the endoneurium. Multiple axons are linked with connective tissue
and wrapped into a fascicle by a membrane known as the perineurium. Figure 1.1
demonstrates this hierarchical nature of the nerve. It is important to note that many
nerves consist of both myelinated and unmyelinated fibers. These fascicles are linked
together with connective tissue and supplied with nutrients through blood vessels
and enveloped by the membrane known as the epineurium. From here, the nerve is
surrounded by connective tissue, muscle, or other organs.
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Fig. 1.1.: A simple diagram (not to scale) of a nerve demonstrating the hierarchy of
axon, myelin, endoneurium, perineurium, and epineurium.
When implanting electrodes, there is much to consider about the targeted place-
ment with respect to the anatomy. For example, one must be consider whether the
electrode is targeting the entire nerve, a single fascicle, or a single fiber. It is also
critically important to understand the end organ being targeted for effect.
4While nerves follow the same hierarchical pattern, there is variation in size, myeli-
nation, and axonal density to create the many functions of the PNS. These many
functionalities are defined by the two main sub-systems of the PNS: the Autonomic
Nervous System (ANS) and the Sensory-Somatic Nervous System (SSNS).
1.1.1 The Sensory-Somatic Nervous System
The Sensory-Somatic Nervous System (SSNS) is primarily responsible for volun-
tary control of the skeletal muscles. It consists of efferent nerves that conduct signal
to stimulate muscle contraction and afferent nerves that send signal from sensory lo-
cations such as the skin to inform the body of external stimuli. The SSNS is composed
of two parts: the spinal and cranial nerves.
The spinal nerves carry sensory information into the spinal cord for primary motor
function with tactile feedback from other peripheral nerves. The cranial nerves carry
information to and from the brainstem.
1.1.2 The Autonomic Nervous System
The Autonomic Nervous System (ANS) is primarily responsible for the control and
functionality of internal organs that act without conscious thought. It acts to regulate
bodily activity such as digestion, urination, sexual arousal, heart and respiratory
rate, and the fight-or-flight response. This regulation and control is through the two
subsystems: the sympathetic and parasympathetic pathways [8].
The sympathetic pathway acts to control the fast acting responses of the viscera.
It consists of cells with their bodies in the thorax (T1) to lumbar (L2/3) region of
the lateral grey column. These preganglionic neurons extend to the General Visceral
Efferent (GVE) neurons with several locations for the synapse to occur.
The parasympathetic pathway acts to control the slow response and dampen the
fast response of the viscera. It consists of cells with their bodies in the the brainstem
and sacral spinal cord. These neurons act to excite and inhibit activity with sensory
5feedback. Of special concern for many researchers, and the nerve examined in this
thesis is the tenth cranial nerve: the vagus.
The Tenth Cranial Nerve: the Vagus
The tenth cranial nerve, known commonly as the vagus, cranial nerve ten (CNX)
and the pneumogastric nerve, is the primary interface of the central nervous system
(CNS) in parasympathetic pathway control of the heart, lungs, and digestive tract
[9]. It also acts to receive and function in a sympathetic pathway using peripheral
receptors. It is the longest nerve in the ANS and is comprised of both afferent and
efferent fibers to conduct information both to and from the end organ and CNS.
This highly complex nerve with bidirectional information is useful for researchers
because of the wealth of information that can be potentially gained. Researchers can
use the nerve to affect end organs and simultaneously record signals being conducted
back to the CNS. Vagal Nerve Stimulation (VNS) has been used with a pacemaker-
like device to control seizures in epilepsy patients [10], treatment of depression [11].
There is potential for many more clinically-refined uses given the known multitude of
organs stimulated by the vagus.
The vagus nerve presents a complex, information-dense source of study that can
be used as an example model in electrode study and refinement. To examine what
information can be gained from the implantation of an electrode into a nerve, it
must be discussed what the considerations are for designing an electrode and what
electrodes are currently in use in the peripheral nervous system.
1.2 Review of Electrodes in the Peripheral Nervous System
To interface electronically with a nerve is to create a physical connection, much
like a plug connects to an outlet. A conductive metal contact is introduced to an elec-
trically active medium with the intention of pulling information about the activity
from the medium. In the case of the peripheral nerve, there are varying methods to
6introduce the contact to the medium. In addition, there are a multitude of methods to
manipulate the medium to access different sets of information that are incorporated
into the design. By manipulating size and geometry, fundamental design considera-
tions can be modulated.
1.2.1 Electrode Design Considerations
Horch and Yoshida [12] describe the ideal peripheral nerve electrode as having
fifteen optimized characteristic properties. Optimized selectivity to record and stim-
ulate from a specified population size of units or axons. Functional unit selectivity
to record and stimulate a singular axon without interference from other units. Dis-
criminating size selectivity to determine activity based on the size of the axon or
unit. Spatial selectivity to record from multiple specific locations along the length of
a nerve. Information reach to determine and estimate information throughout the
entirety of the nerve based on information that is known. Controlled signal-to-noise
ratio to clarify the signal from external influence. Characterized and lowered elec-
trode impedance to reduce the effects of noise and increase functional recording and
stimulation. Defined coherence and correlation to directly infer source, destination,
and effect of a signal. Minimized invasiveness to reduce the chance for the body to
reject the electrode. Surgical speed and ease of implantation to simplify and min-
imize surgical time to reduce risks associated with surgery. Known lifespan of the
implant to critically predict when a failure may occur to prevent any life threatening
situation. Biocompatibility to maximize the life span and use of the electrode through
material properties. Chronic recording stability to increase long term performance of
the electrode. Increased robustness to prevent wear and tear of the electrode over
its lifespan. Minimized cost to increase availability and incentivize use in prosthetic
integration.
Ideally, each of these properties would be optimized for any given electrode but it
is very difficult to achieve this because of conflicting design parameters. Increasing
7total selectivity interferes with unit selectivity. Increasing reach and spatial selectivity
requires more implantation sites and is therefore in contradiction with decreasing cost,
ease of implantation, and minimized invasiveness.
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Fig. 1.2.: An illustration of methods to extract information from the nerve without
true scale. Red illustrates an electrode contact, black represents an axon, and beige
represents general nervous tissue. (A) illustrates an extraneural cuff design which
records and stimulates whole nerve activity. (B) illustrates a transverse electrode to
record and stimulate from specific unit populations. (C) illustrates a longitudinal
electrode to record and simulate at different spatial points of the same axon. (D)
illustrates an extraneural cuff design that compresses the nerve to increase contact
with the nerve for fine-tuned control.
Much of the design consideration for an electrode comes from the desired manipu-
lation of the media. Figure 1.2 illustrates the various orientations of electrode contact
placement to target different information. Extraneural geometries attempt to record
8and stimulate the entire nerve. This is achieved with a contact wrapped around the
whole nerve, with some variation on how tightly fitting the electrode is to the nerve.
Intrafascicular geometries can access the source of electrical potentials more directly
by gaining proximity to the axons. In general, intrafascicular electrodes can be de-
signed in arrays to access axon populations in the same section of longitudinal space
of the nerve or along multiple longitudinal locations of the same axon.
With these considerations in mind, many researchers have attempted to optimize
their electrode designs for varying applications for implantation in the peripheral
nervous system.
1.2.2 Transverse Intrafascicular Multichannel Electrode
The origination of all intrafascicular recording electrodes comes from the concept
of the microneurography needle electrode [13]. In its most basic form, an electrode
recording site is located at the tip of a hypodermic needle that penetrates the per-
ineurium and rests in the endoneural space [14].
It was noted and heavily debated whether or not the microneurography needles
were capable of making the intended recordings [15], and thus the need for a multi-
contact array was determined. An early iteration of these Transverse Intrafascicular
Multichannel Electrode (TIME) arrays were implanted and able to record electromyo-
graphy (EMG) signal, but there was no evidence of neural recording [16]. However,
developments in technology led to these arrays being able to record and stimulate
acute cortical tissue [17], acute peripheral nerve [18, 19], acute spinal cord [20], and
sub-chronic peripheral nerve [21].
The key to the success of the TIME is that, instead of searching for active units
during implantation, the probability of finding an active unit in a given section is
increased by the presence of multiple contacts in the same space. The use of mul-
tiple spatial implantation sites can allow for the spatial averaging technique as seen
9commonly in cortical measurements [22]. However, functionally identifying and cor-
relating recorded activity between spatially separated sites can be cumbersome.
1.2.3 Longitudinal Intrafascicular Electrode
The success of microneurography needles and TIME arrays in being able to record
intrafascicular signal led to the development of the Longitudinal Intrafascicular Elec-
trode (LIFE). While the TIME aims to record from multiple populations in the same
space, the LIFE is implanted parallel to the longitudinal axis of the nerve with active
sites along the length of the electrode and not at the insertion tip. This enables the
structure to be pulled through entry and exit points without exposing the active sites
to the external environment. This method seeks to make recordings along the length
of a single fiber to understand spatial relationships.
The concept was first tested in rabbit and cat models [23] to observe potential for
sub-chronic demyelination or denervation. Soon after, refined iterations of the LIFE
structure were made in Utah utilizing deinsulation techniques to refine structural
composition and use electrodeposition to reduce interfacial impedance and thermal
noise [24]. Later, refined stimulation and recording selectivity were examined [25,26].
Efforts continued to be made in chronic recordings using thin-film [27] and silicone
[28] variations of the LIFE array with effective characterization on electrode spacing
EMG/stimulus artifact rejection. This was confirmed in a sub-chronic human model
with highly selective recording and stimulation [29].
1.2.4 Self-Opening Intraneural Peripheral Interface
While both the TIME and LIFE structures succeed with their intended effects,
there was a chronic risk for electrode displacement with muscular movement or dis-
placement by scar tissue. This displacement renders the electrode unable to function.
Micera and Navarro [30] attempted to solve this problem with the implementation of
the Self-Opening Intraneural Peripheral Interface (SELINE).
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The design of the SELINE creates an active wing array that uses tines to mechan-
ically stabilize itself. The designers found that the SELINE requires ten to fifteen
times more force than a TIME or a LIFE to remove from a peripheral nerve.
Acute studies showed that there was sufficient selectivity in recording and stimulating
but further chronic analysis needs to be performed.
1.2.5 Cuff Electrodes
While the TIME, LIFE, and SELINE arrays focus on the intraneural signal, there
exists the extraneural class of electrodes. The circumferential cuff electrode is one
of the most commonly used and studied electrodes in many applications because of
their low invasiveness. The first cuff electrode used for chronic recording was designed
with cutaneous and muscle afferent targets [31,32]. This electrode was cut down the
long axis and fit around the nerve to create an insulating seal. While this makes
an insulating current [33], it is a necessary step to prevent from cutting the nerve
directly to fit into a cuff.
Iterations of the cuff have been made to address this leak current with piano
hinge designs [28], overlapping flaps [33], and self-spiraling cuffs [34, 35]. With these
electrical improvements, geometric size and surgical implantation complexity increase
making a simple design increasingly difficult to use. While trying to limit electrical
leak, surgical performance is crucial to consider. Snugly fitting cuffs can prevent
current leak but can also cause the nerve to crush and die after post-surgical expansion
[36,37].
Continued iteration and improvement of the cuff electrode developed with the
introduction of multi-contact cuff electrodes [38] that utilized longitudinal grooves and
four sets of tripolar arranged contacts. Polyimide-silicone hybrid cuffs were developed
to stabilize and lower the bulkiness of multi-contact cuffs [39]. These cuffs have
shown promise for being able to increase selectivity in stimulation and recording over
previous iterations.
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These examples of cuff electrodes focus on interacting with the natural geometry
of the nerve without invasive disturbance, but cuff electrodes exist that seek to shape
the nerve for recording and stimulating.
Slowly Penetrating Interfascicular Nerve Electrode
One downside of the cuff electrode is that it may be difficult to access the internal
‘deep’ fascicles within the nerve by using extraneural contact sites. The Slowly Pene-
trating Interfascicular Nerve Electrode (SPINE) used a spring structure embedded in
a cuff to actively insert TIME-like structure over time [40]. This had limited success
in being able to sufficiently insert functional contacts without damaging the nerve
beyond repair.
Flat Interface Nerve Electrode
A later iteration of the SPINE focused on flattening the nerve to force it to re-
model in a flattened state [41] to make all of the internal fascicles accessible to the
extraneural contacts. This design has shown more success with further studies [42]
in the femoral nerve to record and stimulate individual fibers with a verification in
EMG recording. Further studies must be performed to analyze the chronic stability
and biocompatibility of the structure.
1.3 The Common Failure Modus Operandi
The nature of failure in a chronically implanted electrode is a complicated and
nuanced matter, but the primary concern of most researchers is the loss of functional-
ity. To discuss the way in which electrodes chronically fail, it is important to discuss
how an electrode and fiber couple for recording and stimulation. It is also important
to recognize current trends in measures of chronic stability so that a synthesis of the
topics has tangible meaning.
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1.3.1 Electrode-Fiber Coupling
The basis of electrode-fiber coupling originates in the formulation of reciprocity,
lead field theory, and the synthesis of the volume conductor as a spatial filter.
The reciprocity theorem, first introduced by Hermann von Helmholtz [43], is the the-
oretical basis for the lead field theory. By applying a unit reciprocal current, Ir, to a
spatial volume source, Ji, the lead scalar potential field, Φreci, can be determined [44].
By following the the theory of reciprocity, the application of the negative gradient to
Φreci results in the electric field Ereci. The electric field Ereci and the reciprocal cur-
rent density field Jreci in an isotropic medium are related by the scalar multiplication
of the conductivity, κ. This is summarized in Equation 1.1.
Jreci = κEreci = −κ∇Φreci (1.1)
In fact, the reciprocal current density field cannot by measured easily in an exper-
imental environment. It is more practical to measure or examine voltage-potential
signals. The relationship between the electric potential Ve and the volume current
source Ji was derived by Plonsey [44] through Equation 1.2:
Ve =
∫
v
1
κ
Ji · Jrecidv (1.2)
To understand how changes in fundamental, material conductivity of a volume
conductor relates to changes in impedance, the concept of the transfer impedance,
Zt, was developed [45]. The estimation of Zt can be done with a measured electric
potential Ve and an applied current source Ir [44] through the application of Ohm’s
law: Zt ≈ Ve/Ir. However, the relationship between a current source electrode and
voltage measuring electrode is defined in Equation 1.3.
Zt =
∫
v
1
κ
J ′i · Jrecidv (1.3)
In this relationship, J ′i is the uniform current density where J
′
i = Ji/Ireci to
normalize the density to any amount of current supplied in Ireci. Further definition
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of the contribution of unit volumes in the volume conductor from Equation 1.3 for
sensitivity, S, is defined as S = J ′i · Jreci. The sensitivity measure is fundamental to
determine the influence of the field on the influenced medium. In the case of common
monopolar or bipolar configurations the source and reciprocal current densities are
identical [46], and thus, the transfer impedance of a unit voxel reduces to a function
where J = J ′i = Jreci and S = |J |2. With this information it can be determined that
examining the distribution of sensitivity through the transfer impedance can aid in
the characterization of the electrical coupling of current source and voltage measuring
systems in a conductive medium.
In context of applications in tissue engineering, the concept of transfer impedance
has been used as a means to characterize and measure tissue impedance using various
electrode configurations and techniques [47–49]. In the application of neural tissue,
it is possible to consider the active nerve fiber as a current source and an electrode as
a voltage measuring system. The coupling of the two can be analyzed in the context
of transfer impedance but the changes in the extracellular space and its influence on
coupling is explained through the volume conduction theory.
The fundamental work of Lorente de No´ [50] on the mathematical modeling of
intracelluler and extracellular fields of a nerve fiber via action potentials in a volume
conductor laid the ground work for various detailed analyses in multiple theoretical
studies [51–53]. From this work, it is known that the electric potential field, Φ, in
a homogeneous, isotropic material is governed by Maxwell’s equations and can be
reduced to the Poisson equation, shown in Equation 1.4.
∇2Φ = −Iv/κ (1.4)
From Equation 1.4, if the current source lies outside or at the boundary of the
volume conductor, the equation can be reduced to Laplace’s equation (∇2Φ = 0).
When solved using time-variant and quasi-static conditions, the cylindrical coordinate
extracellular potential field in an infinitely conducting homogeneous medium can be
characterized as a modified Bessel function of the second kind [54]. It is then deducible
14
that the extracellular space of a volume conductor acts as a spatial low-pass filter
on the current source nerve fiber activity [55–57]. This means that the extracellular
space’s volume conduction filtering effects have a significant influence on the waveform
of the action potential.
To describe the relationship between the field measuring point and the extracel-
lular waveform, Plonsey proposed a convolution based approach [58]. Explicitly, this
method relates that any point in the extracellular potential field is a convolution of a
weighting function and the second derivative of the transmembrance potential. It is
known by the work of Lorente de No´ [50] that the transmembrane current density is
proportionally related to the second derivative of the transmembrane potential and
therefore the extracellular potential, Φe, can be interpreted as the convolution de-
scribed in Equation 1.5 where im is the transmembrane current density and w is the
weighting function [53,56] expressed in cylindrical coordinates:
Φe(r, z, t) = im(r, z, t) ∗ w(r, z) (1.5)
The weighting function is described by the axial (z) and radial (r) distances of
the field measurement point to the current source of the fiber. The amplitude of the
measured extracellular action decreases as a function of increasing radius [58]; and
thus, it is an important recognition that the ability to record a nerve fiber’s activity
is largely influenced by relative electrode-fiber distance and the conductivity of the
medium. This is a key factor in the chronic performance of implanted electrodes,
and through the lens of reciprocity can also greatly affect the ability of an implanted
electrode to stimulate the nerve.
1.3.2 Recruitment Curves in Chronic Electrode Implantation
A common way to measure the stability of an implanted electrode is through the
creation and analysis of recruitment curves. First discussed by Pierre Rabischong
[59] in acute canine experiments in 1973, recruitment curves measure the ability of
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an electrode to affect an end organ’s response sensitivity to amplitude, frequency,
and pulse width in stimulation. In the work by Rabischong, the force induced by
contraction in the muscle of the canine was related to the electrical stimulation as well
as the duration of the contraction. Conceptually, changing the stimulation intensity
and frequency would cause functionally distinct activation of different fibers in the
nerve or muscle to induce varying responses.
Later work by McNeal et al. [60] established that recruitment curves that are
characterized after chronic implantation of an electrode have large variability in an
adult feline sciatic nerve model. Additional work of implantable electrodes in the
peripheral nerve and muscle [21,61–63] has shown that change in recruitment curves
over time is significant. Polasek et al. [61] noted that threshold for stimulation varied
greatly with a cuff electrode in human implantation over the first fifteen weeks includ-
ing total failure for stimulation recruitment. Jung et al. [62] showed that recruitment
of muscle stimulation in rats varied with up to 300% baseline stimulation threshold
after six weeks of implantation. Harreby et al. [21] showed that stimulation thresh-
old increased over the implant time up to 500% greater than baseline stimulation
threshold and in some cases the implants failed entirely.
It is apparent that the the environment of the electrode is changing post-implantation.
These changes causing increased stimulation through drastically increased medium
impedance are a significant hurdle in creating permanent, compatible implants.
1.3.3 The Influence of Encapsulation on Chronic Stability
With the known changes in chronic stability of implanted electrodes relating to the
environmental change, it is inevitable to examine the commonly observed phenomenon
of connective tissue encapsulation of electrodes.
Branner et al. [64] examined over 400 µm of encapsulating connective tissue around
the tips of an intrafascicular electrode array. In this same study it was determined that
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potential measured by the electrode dramatically dropped over time and stimulation
threshold increased significantly up to failure in some cases.
This is a noticeable trend in even varying electrode types. It has been seen in
TIME configurations that encapsulation connective tissue thickness in excess of 115
µm is seen in a sub-chronic implant [21,65]. It was also noted that LIFE configurations
induced continued inflammation through macrophage recruitment well after 90 days
of implantation causing instability [66]. Even less invasive designs such as a spiral cuff
have shown a propensity for failure in mobile regions due to increased irritation [67].
To be more clear, even in the simplest design configurations, electrodes are being
pushed away from their electrical activity source and are becoming less efficient or
incapable of performing their function. The relationship between the electrode place-
ment and long term stability is clear through a search in the literature. As electrode
technology advances to enhance the design criteria of selectivity, reach, coherence,
and correlation the minimized invasiveness and biocompatibility must also improve
to take advantage of these improvements. Only by using modern techniques for de-
sign and investigating sources of continued can the chronic electric stability issue be
solved.
1.4 Problem Statement
Work by Qiao [68] and Horn [69] explores the relationship between spatial char-
acteristics of a medium and the ability of an electrode to couple with a fiber. The
medium acts as a spatial filter to determine the characteristics of a signal that can
be detected by the recording configuration. Experimental observation of recruitment
curves in chronically implanted electrodes shows that the stimulation characteristics
are significantly affected by the encapsulation of an electrode and that it may be a
cause for total failure. Through an understanding and application of reciprocity, it is
possible that the ability of an electrode to both stimulate and record from a fiber is
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affected by the connective tissue encapsulation, which can be described by weighting
function.
However, the examination of how the implantation affects the encapsulation is
not solely an electrical problem. The experience of many physicians and researchers
shows that the large mechanical and geometrical mismatch of implantable systems
is a source of functional failure, particularly through fibrotic encapsulation [70, 71].
The focus of this work is to explore the mechanical properties and relationship of
implantable electrodes with the peripheral nervous system.
1.4.1 Hypothesis
One of the primary sources of failure in implanted electrodes is due to encapsula-
tion of the electrode. It is important to note that the encapsulation of an electrode
is not necessarily a sign of impending electrode failure. As noted by Grill and Mor-
timer [72], encapsulation tissue can serve as a natural anchor for a cuff electrode
that prevents it from moving during locomotion. It is not known in what way the
mechanical properties of an electrode contribute to the specific immune response as
to whether or not there will be too much fibrotic encapsulation to cause chronic
failure. We hypothesize that this encapsulation is due to a strain mechanism and
that it is necessary to fundamentally characterize the relationship between the strain
environment of the nerve and the material properties of the electrode.
By using advanced modeling techniques in conjunction with mechanical testing
and histology, we will be able to determine the fundamental mechanical interaction of
an electrode and a nerve. We hypothesize that the strain environment of the implant
zone induces a continuous shear effect. By understanding this mechanism a cuff or
stent device could be designed in the future to reduce the stress of the implant site
and control encapsulation to be used as an advantageous design criterion.
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1.4.2 The Use of Finite Element Analysis in Tissue Applications
A search of any literature source for the use of finite element analysis (FEA) shows
that it is a valuable tool widely in use. This widespread use is because FEA has several
advantages that conventional pen and paper analysis is incapable of comparing to:
complex geometry can be easily represented, wide variation in material property can
be easily included, the representation of different solution is easily performed, and
the local effects of complex conditions can be captured [73].
This fundamental advantage comes from the flexibility and application of creating
a finite element model (FEM) for analysis. Geometric domains are created and given
distinct material properties that are necessary for computation for mechanical, electri-
cal, thermal, and fluid dynamic analysis. These geometric domains interact through
boundary relationships. Loading conditions can be defined, a mesh of differential
equation matrices is created and when set sufficiently a solution can be generated
and analyzed. This creation and analysis of the FEM is dependent on accurate repre-
sentations of geometry and accurate estimates of the innate properties of the material.
Obtaining this information is often aided through the use of imaging techniques and
validation testing to measure geometry and isolate material properties.
In biomedical applications, FEA has aided in complex computations of many
scenarios and conditions such as knee joint loading [74], heel pad load distribution in
gait [75], tibial ligaments loading [76], mastication loading [77], arterial elastic loading
[78], cardiac valvular mechanics [79], and many more. By accurately representing the
material properties and geometry of tissues it is apparent that valuable information
and solutions can be obtained from the use of FEA.
1.4.3 The Use Of Tensile Testing in Soft Tissue
The use of tensile or elongation testing in soft tissue is not a new technique;
it is well characterized and understood. Yuan-Cheng Fung, the father of modern
biomechanics, discussed the limitations and methodology of tensile testing to great
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extent [80]. For measuring elasticity in this method, the most significant factor to
consider as interference is the viscosity of the material [81]. As Fung explained, the
viscous property of living tissue contributes to inherent hysteresis and non-linearity.
Through testing he determined that simple repeated cycling of loading conditions
reduced the amount of hysteresis and aided in linearizing the elastic curves for mea-
surement.
In performing these tests, the viscosity of the material is not the only important
factor at play. The hydration of the tissue significantly impacts the performance of
the tissue in mechanical testing, and another important consideration is the process
of excision. In arterial tissue, Fung showed that the existence of residual stresses in
the artery significantly changed the behavior of the tissue in elongation testing and
modeling of stretch [82] and later noted that the effects of residual strain were evident
in other tissues such as cardiac muscle [83], the trachea [84], and the gastrointestinal
tract [85].
In later discussions, Fung postulated that there is a theoretical law in effect that
relates strain to arterial and other soft tissue growth [6] in a similar manner in which
bone density changes as a function of strain [86] through the application of Wolff’s
law [87]. It is this theoretical law that may drive the effects of electrode rejection in
the nervous system.
1.4.4 The Use Of Imaging Techniques In Soft Tissue Deformation
By examining soft tissue in mechanical testing, it is known that whole material
properties are being measured. In many simplified geometries assumptions can be
made about the uniformity of the load distribution, but techniques such as digital
image correlation have been developed to measure strain as a function of location in
soft tissue. Zhou et al. [88] developed a speckle patterning technique to track the
changes of small deformations in two dimensions of dissected aorta. Thompson et
al. [89] developed a technique to measure localized strain in the region of a callus to
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predict loading outcomes using natural surface markers. A technique for measuring
localized strain in uniaxial loading of soft tissue was developed as well by Doehring
et al. [90] using the light deflecting properties of collagen.
By adding an implantable electrode to a nerve, the geometry of the testing en-
vironment becomes more complex, and it becomes necessary to examine the effects
of the electrode on the localized tissue strain environment. The use of sophisticated
imaging techniques will allow for a better understanding of the localized effects and
influence of the material properties of the electrode.
1.4.5 Flexible Shape Memory Polymers
It is well known that the geometric and mechanical mismatch of implants and
tissue is a source for constant failure [70, 71]. This mismatch results in biological
restriction and aggravation of the foreign body response, which is especially exacer-
bated in soft tissues such as the nervous system. The development of softer and more
flexible electrodes is a critical turning point in implantable systems to better enable
biocompatibility during implantation.
A leading development in this field is the creation of a shape memory polymer
(SMP) [91, 92] based cuff electrode to interface with the nervous system. This ap-
plication of thiol-ene polymer electrode is stiff at room temperature and softens to a
tunable range of 6-600 MPa modulus at body temperature. The use of such a ma-
terial enables an electrode that is stiff enough to implant with ease, but soft enough
after implantation to have a lower likelihood of continuous agitation.
1.4.6 Specific Aims
Using the techniques of finite element analysis, mechanical tensile testing, and
imaging in nervous tissue deformation the present work addresses the characterization
of the mechanical relationships between the nerve and the material properties of the
electrode through the following specific aims:
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1. Create and develop a histologically informed finite element model (FEM) to
analyze the strain environment of a nerve and shape memory polymer (SMP)
cuff electrode.
2. Demonstrate a reduction of strain in the nerve using ex-vivo tensile mechanical
testing with shape memory polymer (SMP) cuff electrode attachment.
3. Demonstrate the location and geometry dependence of strain reduction in the
nerve during ex-vivo tensile mechanical testing using digital image correlation
techniques and finite element analysis (FEA).
In Chapter 2, specific aim 1 is addressed by excising the vagus nerve of a canine
model. It is obtained and standard hematoxylin & eosin (H&E) staining is performed
to analyze the geometry of the cross sectional area of the nerve. A simplified model of a
shape memory polymer (SMP) cuff electrode is attached to a geometric representation
in the FEM where a residual tensile load is applied to compare strain environments
after attachment.
In Chapter 3, specific aim 2 is addressed by excising the vagus nerve of a canine
model. Tensile mechanical testing is performed to compare the strain relationship of
the nerve to an electrode-attached counterpart.
In Chapter 4, specific aim 3 is addressed by excising the vagus nerve of a canine
model. An array of visual markers are transferred to the nerve and tensile mechanical
testing is done with digital imaging tracking the strain in the nerve and its electrode-
attached counterpart. This observation is validated with a finite element model and
solutions for solving potential issues are proposed.
By addressing these aims the mechanical relationship of the initial functional
attachment of a less-invasive cuff electrode to the nerve can be determined to move
towards intensive in-vivo studies of chronic implantation.
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2. FINITE ELEMENT MODELING TO ANALYZE
STRAIN
The widespread use of finite element analysis (FEA) is because it has several
advantages that conventional pen and paper analysis is incapable of comparing to:
complex geometry can be easily represented, wide variation in material property can
be easily included, the representation of different solutions are easily performed, and
the local effects of complex conditions can be captured [73].
This fundamental advantage comes from the flexibility inherent in creating a finite
element model (FEM) for analysis. Geometric domains are created and given distinct
material properties that are necessary for computation for mechanical, electrical, ther-
mal, and fluid dynamic analysis. These geometric domains interact through boundary
relationships. Loading conditions are defined, a mesh of differential equation matrices
is created and a solution can be analyzed.
2.1 Development of The Finite Element Model
The creation of the FEM is dependent on the geometric fidelity of the model. In
this chapter, a FEM was developed to compare the strain environment in different
models of the nerve. A laminar model was developed with distinct domains dedicated
to the endoneurium, perineurium, and epineurium and was then compared to a bulk
model where there was a singular nerve domain. The geometry of the nerve and its
sub-domains are informed by the use of a histological procedure and image processing.
Finally, an extraneural cuff was modeled and fit to the surface of the nerve to evaluate
the strain environment upon axial loading of the nerve.
The values of the intrinsic material property of the nerve, and soft tissue, are
debated and range in value from hundreds of pascals (Pa) to Megapascals (MPa) [93].
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It was important to maintain the characterized relationship in a laminar model of a
stiff, thin sheet that bears much of the load as the perineurium [94], an epineurium
up to 100 times less stiff than the perineurium [94], and an endoneurium that was in
between the stiffnesses depending on the axonal density of the nerve [95,96].
For the laminar model, the endoneurium region was given a modulus value of 100
kPa and a Poisson ratio of 0.4. The perineurium was given a sheet stiffness of 106
N/mm and the epineurium was given a modulus of 10 kPa and a Poisson ratio of 0.4.
The values given are based off of literature values and ranges discussed previously by
Sunderland and Borschel [93,95]. For the bulk model, the nerve was given a modulus
of 500 kPa and a Poisson ratio of 0.4. In the bulk nerve model, the cuff was based off
a shape memory polymer (SMP) electrode and was given a modulus of 5 MPa with a
Poisson ratio of 0.3. Its dimensions were 7 mm in length, 100 µm thick, and fits the
circumference of the nerve perfectly.
The boundary conditions and loads of the model were consistent in each iteration.
The nerve was pulled in tension at each end with a 70 mN/1.75 mm2 load. The
cuff was attached to the nerve with two no-slip boundary conditions where the inner
diameter edge of the cuff was perfectly and rigidly attached to the nerve. This was
seen as an ideal attachment case where the cuff is touching the nerve but there is no
slipping at either end of the cuff and could ideally by achieved in vivo using sutures,
surgical glue, or any other number of applications. The geometry of the nerves was
informed by doing histochemical staining of canine vagus nerves and measured using
ImageJ software to discriminate and measure the various domains of the nerve. All
modeling and analysis of the FEM was performed using COMSOL Multiphysics®
version 5.1. Table 2.1 summarizes the assigned material properties for the various
components of the nerve in both the laminar and bulk nerve models.
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Table 2.1.: Summary of the material properties assigned to the various components
of the nerve in FEM from literature values. †The Perineurium does not have a
Young’s Modulus in the laminar model, but rather has a sheet stiffness of 106N/mm
and therefore also does not have a Poisson ratio assigned to it.
Young’s Modulus Poisson’s Ratio (ν)
Endoneurium 100 kPa 0.4
Epineurium 10 kPa 0.4
Perineurium† - -
Bulk Nerve 500 kPa 0.4
2.1.1 Geometric Properties From Histology Analysis
With considerations being made to the material properties of the nerve, the first
step in developing the model was to gather data that informs the dimensions of
the model. A simple and cost effective method for gathering this information is to
perform histology and use image processing programs to gather dimensions. For
the development of this model, the canine vagus nerve was excised and subjected
to hematoxylin & eosin (H&E) staining and the dimensions of the domains were
measured in ImageJ.
Hematoxylin & Eosin Histological Procedure
To perform H&E staining, the canine vagus nerve was excised following euthanasia
of the canine by the Indiana University (IU) Laboratory Animal Research Center
(LARC). The nerve was then preserved in 10% neutral phosphate buffered formalin
before being embedded in a paraffin block. The block was then sectioned at 10 µm and
the sections were stained. This was done by first washing the section in a hematoxylin
solution for one to ten minutes, depending on the strength of the solution. Next, the
section was washed in distilled water carefully before washing in eosin solution for
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approximately one dozen agitating submersions. Next the section was washed in six
consecutive single submersion containers of 195 proof (97.5%) ethanol before being
clarified with six submersions in xylene. After air drying, the section was mounted
with acrytol and taken to imaging. The sections were then imaged using a Nikon ®
Eclipse series microscope.
Figure 2.1 is an example of the results of the histological procedures where there
is a clearly defined perineurium membrane enveloping the endoneurium and it is
wrapped in the folding, loosely connected epineurium. Other stains are available
that could accomplish a similar imaging goal, such as Masson’s trichrome, but the
simplicity and effectiveness of the H&E procedure makes it a valuable tool for this
assessment.
Fig. 2.1.: An example histological cross section of a canine vagus nerve after
hematoxylin & eosin staining to visualize the endoneurium, perineurium, and
epineurium domains.
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Geometric Measurements of The Canine Vagus Nerve
After the nerve was stained and imaged, the images were imported into ImageJ.
The perineurium interior edge was traced and the circumference of the resulting
ovular approximation was recorded. Between 80 and 100 radial measurements were
then taken from the interior perineurium membrane edge to the exterior edge to
determine an average thickness of the perineurium. The exterior membrane edge of
the epinerium was traced and the circumference of the resulting ovular approximation
was recorded. Another 40 to 60 radial measurements are taken from the exterior
membrane edge to the exterior edge of the perineurium to determine the average
epineurium thickness.
The results of these measurements show that the average perineurium thickness of
the canine vagus nerve was 13.63 ± 5.54 µm with an average circumference of 4.146
mm. The epineurium of the canine vagus nerve has an average thickness of 172.67 ±
64.20 µm with an average circumference of 5.156 mm. It is important to consider that
the diameter of the nerve used in the FEM was made by taking the circumference
of an ovular approximation and finding the diameter by using a circle approximation
meaning the nerve diameter is 1.5 mm in the models.
2.2 Results of the Finite Element Models
The results of the FEM indicate that there is a similar behavior between complex
laminar models and a simplified bulk model. Figure 2.2 indicates that the axial strain
in a bulk and laminar model is similar in nature of bearing the load, but the strain
is a different value.
This strain value can be examined more precisely by creating an extraction line
through the central axis of the nerve. This allows the examination of the value
from end-to-end to examine if there are geometric effects. This same method is used
consistently to examine the effects of the addition of flexible SMP cuffs as well.
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(a) Bulk Nerve FEM (b) Laminar Nerve FEM
Fig. 2.2.: The finite element model axial strain results of stretching the bulk nerve
model in tension with loads of 70 mN at each end, a modulus of 1 MPa, and a
Poisson ratio of 0.4 is indicated in 2.2(a). The finite element model axial strain
results of stretching the laminar nerve model in tension with loads of 70 mN at each
end. The endoneurium is given a modulus of 100 kPa and a Poisson ratio of 0.4, the
perineurium is given a sheet stiffness of 106 N/mm, and the epineurium is given a
modulus of 10 kPa and a Poisson ratio of 0.4 is indicated in 2.2(b).
Figure 2.3 shows that the difference between the bulk and laminar nerve models
is a difference of 18.414 mε in the bulk nerve model and 17.460 mε in the laminar
model. Both nerve models conduct consistent axial strain as a function of the length
of the nerve. A major difference in the models is computational complexity. The
addition of a thin sheet domain and two separate domains for the endoneurium and
epineurium increase the mesh size. In achieving similar results with a small difference
of strain, the continued analysis of the nerve with the addition of a cuff uses the bulk
nerve as its central model.
Figure 2.4 shows that in the same loading environment there is a strain reduction
in the region of the cuff with an increase in strain at the cuff boundary regions.
29
Fig. 2.3.: A comparison of central axial strain in the bulk and laminar nerve models
by extracting the axial strain component along a central line through the geometry
of the nerve model. The abscissa reads from left to right as from one end of the
nerve to the other along the central axis.
By examining the axial strain as a function of nerve length the information about the
strain reduction mechanism.
Figure 2.5 shows the comparison of strain along the length of the models. Outside
of the cuff region, the models bear an equal strain of 9.207 m. In the region of 1.5 mm
outside of the cuff on either end, the nerve and cuff model has an increased strain of
9.301 mε. Once reaching the center point of the nerve, the strain is reduced to 0.827
mε. From the edge of cuff at ±3.5 mm there is another artifact of strain magnitude
change. This is a result of the principle angles of the nerve changing as the boundary
conditions of the nerve change from nerve region to nerve and cuff region, causing
anti-clastic strain forces to form as the axial strain reduces by a factor of nearly ten.
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Fig. 2.4.: The finite element model axial strain results of stretching the bulk nerve
model in tension with loads of 70 mN/1.5 mm2 at each end, a modulus of 500 kPa,
and a Poisson ratio of 0.4. The cuff attached is a shape memory polymer cuff with a
modulus of 5 MPa and a Poisson ratio of 0.3
Fig. 2.5.: Comparison of the central tensile axial loading of the nerve and the nerve
with a cuff attached using the no-slip boundary condition. The abscissa reads from
left to right as one end of the nerve to the other end along the central axis.
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2.3 Conclusions of the Finite Element Models
The differences of the laminar and bulk nerve models is a difference of approxi-
mately 5% in terms of strain value with no change in the characteristic mechanism of
equal loading along the length of the nerve. In terms of performance, the bulk nerve
model model uses a mesh of size 106 elements and takes less than 3 minutes to fully
compute a solution while the laminar model takes 108 or more elements and takes
up to 7 minutes to compute a solution. In addition, the inherent variance of intrinsic
material properties would lead us to resolve that increased of complexity for a 5%
becomes unnecessary to the fidelity of the model.
The addition of a flexible shape memory polymer cuff to the nerve has implications
to the long term chronic stability of the implant. If such a boundary condition can be
achieved, the modulation in strain will dictate the encapsulation of the nerve. Highly
stiff electrodes will induce larger strains in the tissue through increased weight and
attachment to surrounding tissues while the flexible shape memory polymer decreases
the strain. The use of a finite element model to predict the strain environment will
aid in designing, manufacturing, and validation of future iterations of electrodes to
examine the mechanical viability of the implant.
However, the question exists on the robustness of the FEM to capture the effects
of the no-slip boundary condition. In the current simulation, eight quadrant circular
arcs make the two no-slip boundary conditions of the cuff attached to the nerve.
In addressing the robustness of the simulation, steps were taken to create a range
of simulations that captured variation in the efficiency of the no-slip condition. In
total, 28 simulations were run using the bulk nerve and cuff model, covering through
symmetry all 256 combinations of the no-slip condition. Figure 2.6 shows that the
variation of no-slip condition causes a change in the region of the cuff, but the overall
strain environment is preserved. The least efficient condition of 2 quadrants of the
cuff being the no-slip condition opposite each other has a strain in the center close to
0.01ε and when the cuff is fully effective, the strain is just under .002ε.
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This information gives boundaries for design variation based on effectiveness of the
no-slip and also indicates that the ability for the cuff to create a reduction in strain is
dependent on the ability for the no-slip condition to be induced. If the implantation
of the cuff is unable to achieve a perfect no slip condition with a cuff, there will still
be some strain reduction somewhere between 10 and 100 times in the region of the
cuff.
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Fig. 2.6.: Comparison of the axial strains in the simulation by varying the
effectiveness of the no-slip boundary condition
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2.3.1 Extended Examination of the Laminar Model
Although there are seemingly small differences between the laminar and the bulk
nerve models, the development of the unpredictably large boundary effects in the bulk
model beget the need for a further examination of the effects in the laminar model.
The cuff model as described in Section 2.1 is attached the laminar nerve in the same
manner as the bulk nerve with the same loading conditions for comparison.
Fig. 2.7.: The finite element model axial strain results of stretching the laminar
nerve model in tension with loads of 70 mN/1.5 mm2 at each end. The cuff attached
is a shape memory polymer cuff with a modulus of 5 MPa and a Poisson ratio of 0.3
Figure 2.7 shows the resulting FEM of the laminar nerve and cuff attachment.
There is a similar stress concentration at the attachment of the cuffs, but the strain
mechanism becomes more apparent when coming the strain as a function of length
between the laminar and bulk nerve models. In Figure 2.8 it is apparent that there
is a minor difference in steady-state strain, but the boundary effects due to the cuff
attachment are much less pronounced in the laminar model. The ends of the nerve
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experience a much more exaggerated boundary effect in the laminar model, but overall
the strain reduces to a similar value.
Fig. 2.8.: Comparison of the axial strains in the simulation with differences between
the laminar and bulk nerve model. The laminar model includes boundary effects at
the ends where surface loads are applied. The length of the nerve prevents boundary
effects from interacting with the cuff region according to Saint-Venant’s principle.
The differences between the models are subtle but could be important tuning
parameters. The boundary effects have significance in the model and the laminar
model’s reduction of these effects could be due to factors such as perineurium mem-
brane not transmitting the boundary effects from epineurium to endoneurium due to
being a thin sheet. Further examination of these differences can be examined with
future models that focus on these subtle differences.
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3. EX-VIVO EXAMINATION OF STRAIN
ENVIRONMENT USING TENSILE TESTING
The use of tensile or elongation testing in soft tissue is not a new technique; it is
well characterized and understood. Fung discussed the limitations and methodology
of tensile testing to great extent [80]. For measuring elasticity in this method, the most
significant factor to consider as interference is the viscosity of the material [81]. As he
explained, the viscous property of living tissue contributes to inherent hysteresis and
non-linearity. Through testing he determined that simple repeated cycling of loading
conditions reduced the amount of hysteresis and aided in linearizing the elastic curves
for measurement.
Once the viscous components of a soft tissue are reduced and loading is performed,
analysis of the force and displacement curves can be done to evaluate properties such
as ultimate force and work to failure [97]. While this can be useful, for materials with
variance in size and shape it is necessary to use the stress-strain curve by normalizing
force applied to the area of a cross section. From this, the elastic modulus E can be
found using the following relationship in Equation 3.1:
σ = Eε (3.1)
Equation 3.1 is a variation of Hooke’s Law [97] for springs that relates the strain,
ε, to the stress, σ, through the slope of the curve as the elastic modulus, E. Simple
tensile or compressive mechanical testing of a material can determine this value by
measuring the slope of the stress-strain curve.
To understand the effects of an attachment or change to a material system, the
modulus can be used to signify a change in the inherent material properties of the
system by comparison. In this chapter, tensile testing is performed on a standardized
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elastic material to measure differences between the material and the material when
the SMP cuff is attached. Next, the same test is performed in excised canine vagus
nerve to compare the modulus of the materials when a cuff is attached to determine
if the cuff electrode changes the inherent mechanical properties of the system.
3.1 Methods for Mechanical Tensile Testing
The canine vagus nerve sections were excised after euthanasia according to the
standards of the Indiana University (IU) Laboratory Animal Research Center (LARC)
and stored in a phosphate-buffered saline solution for no more than two hours before
tensile testing occurred. Testing occurred at a room temperature of 22◦C.
To test the materials, the ends were fixed using alligator clips that have been
soldered to Luer Lock needles that fit onto prefabricated test fixtures. For each
material, the diameter of the approximately cylindrical objects were measured using
a caliper and recorded to make area computations for use in analysis. The length
between the fixed points was measured as the initial length of the material to convert
displacement to strain during analysis. Attaching the shape memory polymer cuff to
the materials required heating the cuff in a warm bath of 50◦C for 5 minutes before
applying it the material. The edge of the cuff received a light application of super
glue (Loctite® 414™ Super Bonder®) using a hypodermic needle to apply the no-slip
condition of the cuff.
According to the works of Fung [81], the first three cycles of loading will have
the largest changes in viscoelastic response, but after this there should be minimal
change indefinitely for cycles. Following this understanding, the nerves w1ere cycli-
cally loaded 5 times to the same stretched length before the measured loading was
analyzed. The materials were stretched at a rate of 0.5 mm/s to a designated length.
Data were extracted and analyzed in MATLAB® R2016b to measure the slope of the
stress-strain curve for the elastic modulus.
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The tensile and mechanical testing system is a custom-built system, created by
Drs. Ken Yoshida and Winnie Jensen [98]. The Vitrodyne V1000 system performs
the tensile or compression actions, which is controlled by the JVL DMC10 controller.
The Sensotec Model 31 load cell interprets the force and the SG010 strain gauge
amplifier sends that signal to the National Instruments (NI) ® BNC 2111 data ac-
quisition board. The Vitrodyne V1000 and the NI BNC 2111 data acquisition system
communicate and synchronize with a Dell® Optiplex computer. Figure 3.1 shows
a simple schematic with data flow indicated by the arrows. Data were analyzed in
MATLAB® R2016b using a custom code to measure the slope of the stress strain
curve. The groups are compared using a one-tailed Student’s t-test to differentiate
between groups with significance at a p < 0.05.
Vitrodyne V1000
Tensile Tester
SG010 Strain Gauge Amplifier
Sensotec Model 31 Load Cell
NI BNC 2111 Data AcquisitionComputer
JVL DMC10
Controller
Fig. 3.1.: A schematic diagram of the tensile testing system to acquire data in
mechanical testing with data flow directed by the arrows.
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Custom LabVIEW® 2015 software synchronizes the tensile tester and load cell
data while low-pass filtering the data to remove noise. It then extracted the data to a
Microsoft Excel® .CSV file that can be analyzed using custom MATLAB® R2016b
code. Figure 3.2 displays the front panel and settings able to be changed in the code.
Fig. 3.2.: The custom LabVIEW® 2015 software built to integrate the tensile
testing system and data acquisition system to control and measure through one
system. The left panel allows the user to modify higher and lower level variables to
control the tensile tester while the right panel displays the acquired data after being
passed through a simple filter.
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3.2 Results of Tensile Testing of a Standardized Material
The tensile testing procedures were done using the methods described in Section
3.1 for the standard elastic material. Figure 3.3 shows an example stress and strain
curve comparison for the elastic test material with and without a cuff attached to it.
The average elastic modulus measured during six tests for the control is 10.57 ± .07
MPa and the average elastic modulus for the test material plus the attached cuff is
11.93 ± .14 MPa. Using Student’s t-test the groups are significantly different at p <
0.05.
Fig. 3.3.: An example stress and strain comparison in a standard elastic material
undergoing tensile testing.
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3.3 Results of Tensile Testing of the Canine Vagus Nerve
The tensile testing procedures were done using the methods described in Section
3.1 for the canine vagus nerve. Figure 3.4 shows an example stress and strain curve
comparison for the elastic test material with and without a cuff attached to it. Mea-
surements for elastic modulus are made by estimating the slope of the curves in the
initial toe region of the test. Table 3.1 summarizes the measurements made for the
elastic modulus. Using a one-tailed Student’s results in a significant difference at
p < 0.05.
Table 3.1.: Summary of the modulus measurements of the nerve and nerve with cuff
attached to it.
Nerve ID Nerve Modulus (kPa) Nerve + Cuff Modulus (kPa)
B70117 235.55 728.05
B70201 102.35 290.74
B70220 172.20 341.21
B70228 260.48 162.21
B70308 187.66 215.76
B70315 230.34 721.83
Mean 198.10 409.97
SD 57.06 251.58
Figure 3.4 shows the example stress and strain curves for the canine vagus nerve
and the canine vagus nerve with a cuff electrode attached. The canine left vagus nerve
and canine vagus nerve with cuff attached both stretched to approximately 10% strain
without failure occurring and remaining elastic. The average elastic modulus for the
canine left vagus nerve is 198.10 ± 57.06 kPa (n=6). The average elastic modulus for
the canine left vagus nerve with a cuff attached is 409.97 ± 251.58 kPa (n=6).
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Using a one-tailed Student’s t-test gives a result of significance at a p< 0.05 for
differences in the elastic modulus of each group.
Fig. 3.4.: An example stress and strain comparison in a canine vagus nerve. The
blue line indicates the stress and strain curve for the canine left vagus nerve, and
the red line indicates the stress and strain curve for the canine left vagus nerve with
a cuff attached to it.
3.4 Conclusions for Tensile Testing of the Canine Vagus Nerve
The attachment of the shape memory polymer cuff induces a variation of the stress
and strain profile of the material in both a standard elastic material and a canine left
vagus nerve according to the elastic modulus measurements in Table 3.1. However,
a potential issue is that the testing environment to induce a 110% stretch is not the
same as the 110% stretching that occurs in vivo. This is because experimentally it is
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observed that upon excising the nervous tissue, it releases tension and shrinks. This is
well visualized through the bands of Fontana [99], a natural strain relief mechanism.
However, this shrinkage was not accounted for during tensile testing, and thus could
skew the results. Figure 3.5 depicts the method of tensile testing. It is also visible
in this figure that the clamping causes a boundary effect and could potentially skew
results in unpredictable ways.
In addition to the attachment being less than realistic to chronic implant cases,
one of the conclusions of Chapter 2 is that the reduction of strain for equivalent forces
is in the region of the cuff. The analogous relationship of increased force or stress
to reach equal strain for the whole material is apparent with an increased inherent
modulus of the material, this whole material measurement does not fully capture the
localized strain effects.
To address the strain locality and boundary effects, Chapter 4 synthesizes and
adapts the FEM with imaging techniques to further characterize this relationship of
strain reduction in the material region of the cuff attachment.
Fig. 3.5.: The fixture for tensile testing with a nerve fixed by alligator clips.
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4. EX-VIVO EXAMINATION OF STRAIN
ENVIRONMENT USING IMAGE PROCESSING
By examining soft tissue in mechanical testing, it is known that whole material
properties are being measured. In many simplified geometries, assumptions can be
made about the uniformity of the load distribution. Techniques such as digital image
correlation have been developed to measure strain as a function of location in soft
tissue. Zhou et al. [88] developed a speckle patterning technique to track the changes
of small deformations in two dimensions of dissected aorta. Thompson et al. [89]
developed a technique to measure localized strain in the region of a callus to predict
loading outcomes using natural surface markers. A technique for measuring localized
strain in uniaxial loading of soft tissue was developed as well by Doehring et al. [90]
using the light deflecting properties of collagen. A similar technique is adapted in
this chapter to make a low-cost strain imaging system.
By adding an implantable electrode to a nerve, the geometry of the testing environ-
ment becomes more complex, and it becomes necessary to examine the effects of the
electrode on the localized tissue strain environment. The use of sophisticated imaging
techniques will allow for a better understanding of the localized effects and influence
of the material properties of the electrode. In this chapter, an imaging and post-hoc
strain tracking technique is developed by applying markers to the nerve surface using
an inkjet printer and freezer paper. This strain tracking technique is compared to a
finite element model developed to imitate the tensile testing environment and partial
attachment of the cuff electrode to the nerve. Observations are made about the stress
conditions of the nerve and solutions are proposed and modeled to solve an identified
potential mechanism for a fibrotic encapsulation conducive environment.
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4.1 Methods
4.1.1 Methods For Mechanical Tensile Testing
The canine vagus nerve sections are excised after euthanasia according to the
standards of the Indiana University (IU) Laboratory Animal Research Center (LARC)
and stored in a phosphate-buffered saline solution for no more than two hours before
tensile testing occurs. Testing occurs at a room temperature of 22◦C.
To test the materials, the ends of the nerve were fixed using alligator clips that have
been soldered to Luer Lock needles that fit onto prefabricated test fixtures. For each
material, the diameter of the approximately cylindrical objects were measured using
a caliper and recorded to make area computations for use in analysis. The length
between the fixation points were measured as the initial length of the material to
convert displacement to strain during analysis. Attaching the shape memory polymer
cuff to the materials required heating the cuff in a warm bath of 50◦C for 5 minutes
before applying it the material. The edge of the materials received a light application
of super glue (Loctite® 414™ Super Bonder®) using a hypodermic needle to apply
the no-slip condition of the cuff. For the imaging tests, the cuff was applied to only
half of the nerve on the non-imaging surface of the nerve.
According to the works of Fung [81], the first three cycles of loading will have the
largest changes in viscoelastic response, but after this there should be minimal change
indefinitely for cycles. Following this understanding, the nerves were cyclically loaded
5 times to the same stretched length before the measured loading is analyzed. The
materials were stretched at a rate of 0.5 mm/s to a designated length. Data were
extracted and analyzed in MATLAB® R2016b to measure the slope of the stress-
strain curve for the elastic modulus.
The tensile and mechanical testing system is a custom-built system, created by
Drs. Ken Yoshida and Winnie Jensen [98]. The Vitrodyne V1000 system performs
the tensile or compression actions, which is controlled by the JVL DMC10 controller.
The Sensotec Model 31 load cell interprets the force and the SG010 strain gauge
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amplifier sends that signal to the National Instruments (NI) ® BNC 2111 data ac-
quisition board. The Vitrodyne V1000 and the NI BNC 2111 data acquisition system
communicate and synchronize with a Dell® Optiplex computer. Figure 3.1 shows a
simple schematic with data flow indicated by the arrows.
4.1.2 Tracking Strain Using Digital Image Correlation
The tracking of stress and strain using digital image correlation has been done in
other applications using complex techniques such as speckle patterning [88] with spray
paint materials and imaging modes like quantum fluorescent dots and collagenous
light diffraction [90]. This chapter develops a low cost technique for creating digital
image markers for tracking displacement using an inkjet printer and plastic coated
freezer paper. The printer uses a ’wet’ ink deposition that quickly dries and evaporates
on standard printing paper. By attaching the freezer paper to normal paper and
depositing the wet ink on the plastic coated surface, the wet ink does not dry as
quickly and can be transferred to moist surfaces. By creating a thinly printed array
of markers and transferring it to the surface of the nerve, a low cost method for
tracking movement on biological surfaces can be developed with an image processing
algorithm.
The primary tool used for identification of the markers in image processing is the
Hough transform [100]. It is a common feature recognition tool used in digital image
processing to extract information and desired characteristics [101]. It generally is
able to do this by finding imperfect instances of objects within tolerances and classes
of objects based on the formulation given. To perform the circular Hough transform
for fast recognition of circular objects, the image is processed using a binarization
technique to convert from a color image to a black and white image. The use of
different thresholding techniques will vary from sample to sample based on the needs
of the image segmentation due to contrast, brightness, and variation in color [102].
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For this method, the built-in localized gray thresholding technique by MATLAB®
was used.
(i− a)2 + (j − b)2 = r2 (4.1)
Equation 4.1 details the fundamental operator for identification of the circular
objects found using the circular Hough transform. Every pixel of an image is binned
into a cell labeled a with a value set to zero. Next, every possible edge point, labeled
i and j, are found using the Sobel edge detection method [103]. If a pixel a that is
within a boundary edge of points (i, j), it is considered a potential circular center
point, and all values of b are then found to satisfy Equation 4.1 and identified as
the center points of circles. The Sobel edge detection method solves for the detected
edges from its magnitude combined components Gx and Gy as noted in Equation 4.2.
G =
√
(Gx)2 + (Gy)2 (4.2)
The Sobel equation is found by convolving the source binary image, A, with two
neighbor matrices, Gx and Gy, to determine edge location. The x and y components
of the neighbor matrix convolution steps are equations 4.3 and 4.4 respectively where
the resulting matrices indicate points where an edge occurs when the magnitude
of G is below a threshold. The MATLAB® default threshold for neighbor matrix
convolution is a value of 3 for any cell. This method is common in digital image
processing for segmentation in many applications for its robust feature identification
ability.
Gx =

1 0 −1
2 0 2
1 0 −1
 ∗ A (4.3)
Gy =

1 2 1
0 0 0
−1 −2 −1
 ∗ A (4.4)
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Once the centers of all circles in the image are found, they are ordered lengthwise
from the base along the central axis of the nerve. A region of interest selection is
performed graphically to exclude any circles that are not of interest or have been
erroneously selected.
To utilize this method of marker tracking, videos are recorded using a Canon®
EOS M3 camera attached to a microscope while the nerve underwent tension. The
strain is tracked by calculating the difference of lengths between the center of the
circular markers in each frame, divided by the initial length between each segment.
Each frame of the video is extracted as the time sampling frequency at 60 frames
per second. Tensile testing is performed following the conditions described in Section
4.1.1. Figure 4.1 details the algorithm procedure where each frame has a region of
interest selected, the Hough transform identifies circles on the surface of the nerve,
and the circular centroid locations are saved before strain is calculated.
Create RoI Hough Transform Save Circle CentroidsFrame Analysis
Proceed to next fram
e
1 mm 1 mm 1 mm
Fig. 4.1.: The algorithm process for extracting frames, selecting a region of interest,
and performing the Hough transform to identify the locations of the centroids of the
circular markers on the surface of the nerve, and then saves the location of the
centroids before proceeding to the next frame in the video.
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4.1.3 Development of the Finite Element Model of the Testing Condition
The creation of the FEM is dependent on the geometric fidelity of the model. In
this chapter, iterations of a FEM were developed to compare the strain of the central
axis and the surface in axial tension as well as exploring the variation in boundary
conditions and nerve length dependence. An extraneural half cuff was modeled and
fit to the surface of the nerve to evaluate the strain environment upon axial loading
of the nerve. This cuff was meant to simulate the more realistic geometry where only
half of the cuff was attached and in contact with the nerve and to account for the
testing conditions to see the surface markers during tensile testing. The nerve was
given a modulus of 500 kPa and a Poisson ratio of 0.4. The cuff was based off a
SMP electrode and was given a modulus of 5 MPa with a Poisson ratio of 0.3. Its
dimensions were 7 mm in length, 100 µm thick, and fit the circumference of the nerve
perfectly with half of the cuff being removed from the geometry in models that have
ideal attachment. In conditions that more realistically interpret the tensile test, the
nerve was 15 mm in length and the cuff was 5 mm in length.
The nerve was pulled in tension at each end with a 70 mN/1.5 mm2 load for the
ideal loading condition. To match the loading of the mechanical tests, the nerve was
fixed at one end and pulled to approximately 110% of its initial length. The cuff was
attached to the nerve with two no-slip boundary conditions where the inner diameter
edge of the cuff is perfectly and rigidly attached to the nerve. This was seen as an
ideal attachment case where the cuff was touching the nerve but there is no slipping
at either end of the cuff and could ideally by achieved in vivo using sutures, surgical
glue, or any other number of applications.
During the tensile mechanical tests and the digital image correlation for strain
tracking, the surface level axial strain was being approximated on the surface opposite
the cuff attachment. To further develop this relationship, both the central axis axial
strain and the surface level axial strain were extracted from the nerve FEM to observe
their relationship.
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4.2 Results of Digital Image Correlation in Tensile Testing
A custom MATLAB® code was used to plot data to visualize strain as a function
of both time and length. Location normalization is done to reduce the redundancy of
markers maintaining close proximity to each other and to make comparison between
measured nerves of different length. Figure 4.2 and Figure 4.3 are results of testing
two segments of the same nerve in tension: one test composed of just the nerve in
tension and the other composed of the nerve with a cuff attached in tension.
Fig. 4.2.: The plot of strain as a function of time and length as a surface plot in the
canine vagus nerve during axial tension with digital image correlation techniques
used to track the markers along the length of the nerve. Lengths are normalized to
their initial length to make comparisons between measurements.
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Figure 4.3 depicts the surface plot of strain in a nerve with a half cuff attached
to it as a function of length and time. Noticeably, the axial strain functions nearly
linear as a function of time for each length segment, but the axial strain functions
non-linearly as a function of length for both Figure 4.2 and Figure 4.3. Figure 4.4
shows the initial frame for the experiment resulting in the data for Figure 4.3 where
the half cuff is attached to the back of the nerve in approximately the middle third
region (normalized length 0.3-0.6) of the canine vagus nerve.
Fig. 4.3.: The plot of strain as a function of time and length as a surface plot in the
canine vagus nerve with a half cuff attachment during axial tension with digital
image correlation techniques used to track the markers along the length of the
nerve. Lengths are normalized to their initial length to make comparisons between
measurements.
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1 mm
Fig. 4.4.: Image of the first frame of the tensile tests in the canine vagus nerve with
an attached cuff and digital image correlation markers to show the location of the
cuff.
In comparing Figure 4.2 and Figure 4.3 it is clear that there is a substantial dif-
ference in the axial strain dependence of the nerve and the nerve with a cuff attached
that is primarily visible near the attachment points of the cuff on the nerve. To
further understand the relationship, one can examine the compliance of the nerve as
a function of length and time. Figure 4.5 and Figure 4.6 depict a compliance ap-
proximation of the two previous tests as functions of length and time by dividing the
strain functions by the measured force during tensile testing. The compliance of the
nerve remains relatively constant with periodic variations where the values increase
rapidly and immediately decrease.
It is not abundantly clear why the compliance of the nerve and nerve with cuff
attachment indicate variations in compliance change over time but a mechanism may
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Fig. 4.5.: A plot of the compliance approximation of the nerve during tensile testing
as as a function of length of the nerve and time in tensile testing.
involve the organizational structuring of the nerve. Axons of various length in the
nerve are not aligned coaxially with the nerve, but rather are in a continuous ‘snaking’
pattern. In tensile testing, the sudden cyclic changes in compliance may be a result of
these axons unfurling and beginning to bear load or possibly even failing. The explo-
ration of this mechanism may require significant method changes, but could possibly
raise important questions about the functions of axons in realistic load bearing. To
further examine the strain relationship between the measured surface axial strain and
the axial strain at the center of the nerve, a finite element model was developed in
Section 4.3 and compared to the measured surface strain.
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Fig. 4.6.: A plot of the compliance approximation of the nerve with a cuff attached
during tensile testing as as a function of length of the nerve and time in tensile
testing.
4.3 Results of Finite Element Modeling of the Testing Condition
The finite element model development in conjunction with the digital image cor-
relation results in a number of scenarios to examine. It is important to examine a
FEM where the conditions remove boundary effects and simply examine fundamental
interactions, but it is also important to use a realistic, experimentally based design
to compare the two analysis methods.
Figure 4.7 summarizes the result of the longer nerve FEM with axial strain dis-
played with the color map. A notable difference between the half cuff model and the
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full cuff model, as discussed in Chapter 2, is the development of a bulge in the cuff
region. A potential reason for this is detailed in Figure 4.8 where the shear stress
streamline is plotted, showing that the shear stress deflects away from the cuff as it
approaches the center of the nerve as its mechanism for reducing strain.
Fig. 4.7.: Finite Element Analysis results of the model with axial strain plotted with
the color map. The nerve is 50 mm in length and the cuff is 7 mm length with
mechanical properties described in section 4.1.3.
Fig. 4.8.: Plot of the shear stress flow through the nerve as it approaches the half
cuff region and causes a bulge in the deformation of the nerve.
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Fig. 4.9.: Comparison of axial strain at the central axis and at the surface of the
nerve from the finite element bulk nerve model.
Another way of examining this bulge development is to examine the axial strain
at the surface and the axis of the nerve. Figure 4.9 examines this by showing that
surface strain reduces in the region of the cuff but is more than ten times larger than
at the axis. This difference is due to the rapid change in principal planes from the
boundary conditions of the cuff and the shear stress flow as depicted in Figure 4.8.
Moving forward, it is important to know if this strain relationship, as charac-
terized, is real and comparable to the measures made in Section 4.1.2. To do this,
the half cuff model’s nerve was truncated to 15 mm, and the cuff length was 5 mm.
The results of the axial strain in the half cuff model are extracted and compared to
the measured results. Figure 4.10 depicts the FEA results of the model where the
previously seen bulge is still prevalent but a flexing of the cuff is more noticeable.
To compare the strain at the surface between the FEM and the digital image
correlation system, the values are plotted against one another. Unlike in the FEM,
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Fig. 4.10.: Finite Element Analysis results of the model with axial strain plotted
with the color map. The nerve is 15 mm in length and the cuff is 5 mm length with
mechanical properties described in section 4.1.3.
the placement of the half cuff is not perfectly symmetrical. To more standardize
the comparison, the length segments are normalized as multiples of cuff length and
centered around 1.5 cuff lengths as each test is approximately 15 mm in length when
the nerve is attached. For comparing the FEM when there is no cuff attached, the
experiments are normalized by nerve length to best compare the data sets. This will
correct some of the variation due to technique and allow for a Pearson’s R correlation
coefficient calculation to be a better measure for relation.
Figure 4.11 shows the comparison of strain between the FEM and 4 measured
strain curves from the digital image correlation system with the nerve. Pearson’s R
correlation coefficient is calculated for the curves and results in an average value of
-.1371 ± .2042. While this shows that there is a difficult correlation in data shape,
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the error associated with the measurements was an average of 2.76% ± .7892% so it
is considered acceptable.
Fig. 4.11.: Plot of the comparison of FEM data of axial strain at the surface of the
nerve when normalized to nerve length.
Figure 4.12 shows the comparison of strain between the FEM and 4 measured
strain curves from the digital image correlation system with the nerve and a cuff
attached. Pearson’s R correlation coefficient is calculated for the curves and results
in an average value of .8574 ± .0481. It is important to also consider that the surface
spatial resolution of the FEM is close to 700 points and the digital image correlation
system uses between 8 and 12 points for measurement.
To continue with comparing the data sets, it is appropriate to examine their
relation when the FEM has a similar spatial sampling rate. To do this, the sampling
rate of the FEM is considered to be sampled at a rate of 40 kξ where 1 ξ is 1
sample/meter. The sampling rate of the digital image correlation system is then
approximately 500 ξ. The data of the FEM is filtered using a simple 4th order low-
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Fig. 4.12.: Plot of the comparison of FEM data of axial strain at the surface of the
nerve with cuff attached and when normalized to cuff lengths and centered around
1.5 cuff lengths.
pass filter at 500 ξ and then decimated to more closely and accurately represent the
sampling rate of the digital image correlation system.
Figure 4.14 shows the comparison of strain between the filtered and decimated
data of the FEM and the measured data from the digital image correlation system.
Pearson’s R correlation coefficient is calculated for the curves and results in an average
value of .5941 ± .1679. This indicates that the digital image correlation system is
sufficiently capable of predicting the behavior of the FEM. This relationship would
indicate that the bulging seen in Figure 4.8 is indeed a real event. Section 4.4 discusses
why this bulge may be a problem and proposes solutions to design cuffs around this
event.
Figure 4.13 shows the comparison of strain between the FEM and its own filtered
and decimated data. Pearson’s R correlation coefficient is calculated for the curves
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Fig. 4.13.: Comparison of the FEM with its own filtered and decimated data set
after being filtered at 500 Hz and decimated to 10 samples.
and results in a value of .9873. This indicates that simple digital filtering without
the introduction of noise causes a non-insignificant difference in the measured strain
function along the length of the nerve.
Another way to visualize the comparison of the predicted strain and the measured
strain is to plot the strains as a function of one or the other. By plotting the measured
values as a function of the predicted values it can be observed in Figure 4.15 that the
values closely follow a line with a slope of one. In Figure 4.15(a) the plot shows a
small range of steady state error around the predicted strain value.
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Fig. 4.14.: Comparison of the FEM data decimated and filtered at 500 Hz to the
measured data of the digital image correlation system
(a) Nerve (b) Nerve with Half Cuff
Fig. 4.15.: Plots of the measured strain values as a function of the predicted FEM
values with a comparison to a line with a slope of 1.
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4.4 Proposed Solutions and Designs for New Cuff Electrodes
An important observation from Section 4.3 is the bulge that occurs in Figure
4.7 and Figure 4.10 in the region of the half cuff. According to simple principles of
cellular mechanotransduction [104], stretch is a primary mechanical signal for cellular
signaling. Epithelial cells in the body are well known to recruit macrophages and
induce fibrotic tissue deposition [105]. Such a mechanism may be responsible for the
continuous fibrotic encapsulation. A potential way to reduce this bulging caused the
shear flow, as seen in Figure 4.8, is to maintain the stiffness in the axial direction,
but allow for radial stretch so that the shear flow more regularly flows through nerve
without deflecting away from the attachment points. To do this, a simple design
would be to make a two phase cuff, where there are stiff axial bars and a very pliable
medium acting as the primary medium of the cuff. Figure 4.16 details the simple FEM
that is developed where 9 equally spaced 50 MPa, .1 mm diameter bars reinforce a
500 kPa, 200 micron thick half cuff that encompasses a nerve with a no-slip condition
at the binding edges.
Fig. 4.16.: Depiction of the simple FEM that is developed where 9 equally spaced 50
MPa, .1 mm diameter bars reinforce a 500 kPa, 200 micron thick half cuff that
encompasses a nerve with a no-slip condition at the binding edges.
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By applying the same load as the model in Figure 4.7 an appropriate comparison
between the models can be made. Figure 4.17 details the result of the FEM with
the nerve and new cuff design simulated. Noticeably there is a distinct lack of visible
bulging in the cuff region.
Fig. 4.17.: Finite Element Analysis results of the nerve and reinforced cuff with
axial strain plotted with the color map.
Figure 4.18 shows the comparison of axial strain at the surface and the axis in the
new reinforced cuff design. The strain values are very close with minor differences.
This would indicate the reinforced bars are bearing the load and the cuff is allowed
to stretch circumferentially evenly to reduce bulging.
By comparison, Figure 4.19 shows the surface axial strain in the reinforced cuff
model and the regular half cuff model. The strain values in the region outside of the
cuff are the same and the inner cuff region strain is distinctly different, showing that
the reinforced model has a change in the shear stress environment which is validated
by examining the displacement flow of the model in Figure 4.20.
In Figure 4.20, the displacement direction more regularly directs itself to the cuff
without the induction of a bulge. The direction of the strain the cuff by shear stress
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Fig. 4.18.: Comparison of axial strain at the surface and central axis of the nerve
with the reinforced half cuff attached to the nerve.
direction change could possibly be an issue. Another potential method for this is
to reduce the surface area of contact of the no-slip by changing the geometry of the
cuff edges with holes, ruﬄes, or other boundary changes. This modulation of the
attachment area is a novel idea in electrode design.
4.5 Conclusions of the FEM and Digital Image Correlation System
To summarize, the strain location dependence seen in the finite element model
is validated with the digital image correlation system that is developed to use the
Hough transform for circular region recognition using a low cost ink transfer method.
This is validated by comparing the measured strains in a modified FEM that closely
resembles the test environment and comparing the results to the measured data of
the digital image correlation system.
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Fig. 4.19.: Comparison of the surface axial strain in the half cuff and the reinforced
half cuff where the nerve region outside of the cuff experiences the same strain in
each model but is significantly within the cuff regions.
Fig. 4.20.: Plot of the shear stress flow as it approaches the reinforced half cuff
region and evenly distributes through the nerve without bulge induction.
The digital image correlation system’s measured values are compared using Pear-
son’s correlation coefficient showing that they are significantly related to their pre-
dicted data and different from each other. The predicted values matching the mea-
sured value indicates that the bulging phenomenon is a possibly real mechanism that
may be driving mechanotransduction cellular signaling to modulate the chronic en-
capsulation of the electrodes causing failure.
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A design method and example is proposed to continue reinforcing the axis of the
cuff for stability while allowing the cuff to expand radially to prevent bulge formation
as seen in the shear flow streamlines in Figure 4.8 and corrected in Figure 4.20.
Potential other mechanisms for reducing this shear change altogether may involve
modulating the boundary edges of the cuff to reduce the no-slip contact area to
modulate the formation of anti-clastic stresses that form.
4.5.1 Extended Comparisons with the Laminar and Bulk Model
The primary model in use in this work is the bulk nerve model which may be
exaggerating some effects due to the homogeneous material property. The results of
the study showed interesting modulation of the boundary effects and an identifiable
relationship between the surface and axial strain of the nerve. Further comparisons
become necessary when considering the effects of the laminar and bulk model, as
well as the effects of the reinforced. As a continuation of the analysis, models that
compare a bulk and laminar nerve with a full, reinforced cuff and a shortened nerve
with a half cuff are developed using the same properties as described in Section 2.1
and Section 4.1.3.
The full, reinforced cuff has the same properties as the cuff designed in Section
4.4 but it is a fully circumferentially attached cuff with sixteen equally spaced rein-
forcement bars.
Figure 4.21 shows the results of the FEA with the bulk nerve and reinforced model.
There is consistent strain in the nerve and cuff region with stress concentrators at the
cuff attachments. Figure 4.22 shows the results of the FEA with laminar nerve and
shows that there are similar effects but a slight difference of strain values in the nerve
and cuff regions with increased strain at ends of the nerve where loading is applied.
To further compare the models, plotting the axial strain as a function of length
shows that there are distinct differences between how the models experience strain
through attachment of the cuff. Figure 4.23 shows that there are differences at the
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Fig. 4.21.: Results of the finite element analysis of the bulk nerve with a full,
reinforced cuff in tension and plotted with a color map of axial strain.
loading points where the laminar model experiences a great boundary effect.
There are also major differences at the cuff attachment point where the bulk model
sees a very large formation of the anti-clastic forces and the laminar model does not
see the same effect. This may be a result of the perineurium membrane reducing the
transmission of the boundary effects between the epineurium and endoneurium.
To further compare this anti-clastic stress formation, the displacement flow stream-
lines aid in visualizing this effect. Figure 4.24 shows these streamlines in the bulk and
laminar nerve models. In the bulk nerve model, the streamlines congest and disperse
in an uneven pattern throughout the cuff region. In the laminar nerve model, the
streamlines flow evenly and disperse in the cuff region. This even dispersement shows
that the strain is being more evenly distributed and that the cuff is able to more
effectively bear the load.
The results of both Figure 4.23 and Figure 4.24 indicate that the anti-clastic strain
is much less pronounced in the laminar model due to the attachment of the cuff to
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Fig. 4.22.: Results of the finite element analysis of the laminar nerve with a full,
reinforced cuff in tension and plotted with a color map of axial strain.
the epineurium and the perineurium preventing the transmission of the boundary
effects to the epineurium and the central axis of the nerve. To further understand
this relationship, a continued comparison with half cuff model is made.
The laminar nerve with a half cuff is developed with the same methods as Section
4.1.3 but the nerve model is from the properties of the laminar nerve in Section 2.1.
The comparisons of axial strain at the surface and the central axis are made to see
the differences as well as to identify the formation of anti-clastic stresses from the
electrode attachment.
Figure 4.25 shows the FEA results of the shortened laminar nerve with a half cuff
attached. It is fixed in displacement at one end and pulled to approximately 110%
of its original length by the other. Again, this method more closely reflects the real
testing conditions in the digital strain tracking system. As expected, a bulge forms
in the nerve and there are stress concentrators around the attachment points of the
half cuff.
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Fig. 4.23.: Comparison of the central axial strain in the bulk and laminar models
with a full, reinforced cuff attached by plotting as a function of length of the nerve.
To continue the analysis, the laminar short nerve is examined to compare the
surface and axial strain. The trend of Figure 4.26 is similar to the bulk nerve’s
comparison of the central axis and surface strain where there is a disparity in the
strain before the cuff region and in the cuff region as well. An observation is that
the laminar model is able to reach a steady state strain value before the cuff region
both the surface and central axis, unlike the bulk model which was only able to
reach the steady state strain the central axis strain. While this indicates there is still
significant anti-clastic stress, there are some differences already present in the model.
These differences are further explored by examining the differences directly.
Comparing the behavior of the bulk and laminar model at the surface for axial
strain in the half cuff shows an immediate difference. Figure 4.27 shows that the
laminar model experiences a more significant immediate boundary effect but is able
to reduce it to a steady state while the bulk model is not able to. Additionally,
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(a) Visualization of the displacement streamline in the bulk nerve model with a fully reinforced cuff.
(b) Visualization of the displacement streamline in a laminar nerve model with a fully reinforced cuff.
Fig. 4.24.: Visualization of the displacement streamlines in the laminar and bulk
nerve models with the full reinforced cuff to compare the effects of the nerve model
on the strain reduction mechanism.
the difference between the surface variation and steady state is much greater in the
laminar model than the bulk model. This would be likely from the epineurium’s very
low modulus value experience a more dramatic strain change compared to the bulk
model.
The difference between models are the magnitude and shape of the boundary
effects caused by the attachment of the cuff. These differences are caused by the per-
ineurium layer preventing boundary transfer to the endoneurium from the epineurium,
and the epineurium experiencing larger surface strain due to its lower stiffness. Fur-
ther use of these models in designing different electrodes can give critical insight to
how the electrodes may behave during chronic implantation.
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Fig. 4.25.: Results of the finite element analysis of the short laminar nerve with a
half cuff in tension and plotted with a color map of axial strain.
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Fig. 4.26.: Comparison of the central axial strain and surface axial strain in the
laminar models with a half cuff attached by plotting as a function of length.
Fig. 4.27.: Comparison of the surface axial strain in the bulk and laminar models
with a half cuff attached by plotting as a function of length of the nerve.
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5. FUTURE DIRECTIONS
5.1 Summary of Outcomes
Using the techniques of finite element analysis, mechanical tensile testing, and
imaging in nervous tissue deformation the present work addresses the characterization
of the mechanical relationships between the nerve and the material properties of the
electrode through the following specific aims:
1. Created and developed a histologically informed finite element model (FEM) to
analyze the strain environment of a nerve and shape memory polymer (SMP)
cuff electrode and predict strain patterns.
2. Demonstrated a reduction of strain in the nerve using ex-vivo tensile mechanical
testing with shape memory polymer (SMP) cuff electrode attachment.
3. Demonstrated the location dependence of strain reduction in the nerve during
ex-vivo tensile mechanical testing using digital image correlation techniques
and FEA. Identified and proposed solutions for a potential mechanism that
may drive chronic encapsulation in implantation.
The work of chapters 2 and 3 synthesize with the developed DIC in chapter 4 to
create a simple and cost efficient predictive model for the strain variation environ-
ment. The identification of a potential mechanism for the continued chronic fibrotic
encapsulation in chapter 4 and the proposal for potential new cuff designs to avoid
this mechanism lead to many new questions that may be asked in future studies to
continue the works explored in this thesis. Section 5.2 expands on this idea with
potential avenues to explore.
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5.2 Potential Future Studies
To further develop the work here, there are multiple avenues to explore that
involve: cuff electrode manufacturing, biocompatibility in chronic studies, model im-
provement, and digital image correlation technique improvement.
Developing various cuffs and manufacturing them for different attachment pur-
poses would serve to create an interesting study. The ends of the cuff’s geometry
could be changed to allow for various attachment methods and the coupling of this
with finite element analysis could allow for significant progress in implantation meth-
ods.
The chronic biocompatibility of these cuffs should be testing through implantation
and observation of fibrous encapsulation. In addition, cellular studies relating to
mechanotransduction could be performed where intentionally stretched nerves are
monitored and stained for cellular presence using immunohistochemistry techniques.
This study would validate mechanisms theorized in this work and would help in
understanding potential next steps for preventing encapsulation.
The finite element model can be continually improved through the adoption of
multi-directional strain dependencies and non-linear strain energy density functions.
Taking the next step in the finite element model to change from perfectly cylindrical
to including various diameters of the nerve may also improve fidelity and model
predictability.
Continuous improvement of the digital image correlation system is also possible.
The simple ink transfer technique results in low spatial sampling, but through the use
of quantum dots or high energy speckling, multi-dimensional analysis can be possible.
In addition, the use of higher speed camera lens will allow for additional time analysis
for higher sampling rates.
There are many directions to take the future work, much of it involving the im-
provement in predictability of finite element modeling techniques to realistic scenarios.
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5.3 Contributions and Outcomes
The work in this thesis was funded and supported through Dr. Ken Yoshida’s
lab by the IUPUI Biomedical Engineering Department with a Graduate Research
Assistantship and through an extended grant with GlaxoSmithKline.
The writing and research in chapter 2 contributed to the authoring of a chapter
in the new edition of Neuroprosthetics: Theory and Practice. The histological work
will also contribute to an article regarding impedance characteristics of the canine
vagus nerve.
The work in chapters 2 and 3 will be combined and submitted as a paper to a
journal such as the Journal for Biology, Engineering, and Medicine.
The work in chapter 4 will be developed into a paper and submitted to a journal
such as the Journal for Biology, Engineering, and Medicine. It will also result in the
creation of a new invention disclosure to the IU Research Technology Corporation.
It will also support a new Spark grant proposal to the National Institute of Health
in conjunction with support from GlaxoSmithKline and Google’s joint venture into
bioelectric medicine, Galvani Bioelectronics.
Projects outside of this work, supported by the IUPUI Biomedical Engineering
Department and the IUPUI School of Engineering and Technology Student Coun-
cil include my election to the position of President of the Biomedical Engineering
Graduate Student Association and the Coordinator for Academic Success Initiatives
with the ET Student Council. As the Coordinator for Academic Success Initiatives I
received support from the Biomedical Engineering and Mechanical Engineering De-
partments to create programs for aiding student success in 200-level courses where I
was awarded a $50,000 grant through the Office of the Dean of Engineering and Tech-
nology. This work is now supporting proposals to the National Science Foundation
in conjunction with IUPUI’s STEM Education Innovation and Research Institute.
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