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Abstract
We discuss an analogy between topological quantum field theories and the theory of Markov processes,
which both rely on the combination of a notion of transition and a notion of locality. We assume no prior
knowledge of topological quantum field theory (TQFT) and devote the first section to a motivation of its
definition, which was originally given by M. Atiyah. We then discuss 1- and 2-dimensional TQFT’s, and
a mild generalization of them which incorporates a notion of time and is suited to the parallel with Markov
processes.
This text is a written version of a talk whose emphasis was on explaining and illustrating ideas. There are
few rigorous statements in it, and no proof.
© 2011 Elsevier Masson SAS. All rights reserved.
1. Partition functions of a classical field theory
1.1. Random fields
A classical field theory, from the probabilistic point of view and in first approximation, is
the specification of a probability measure on a certain set of fields, that is, on a certain set of
mappings between two spaces. It can thus be described by the following data.1
• A Riemannian manifold M , which plays the role of the space–time.
E-mail address: thierry.Levy@upmc.fr.
1 The setting which we choose is neither the most canonical nor the most general one. It is just one in which the
compromise between increase of complexity and loss of rigour seems acceptable.0007-4497/$ – see front matter © 2011 Elsevier Masson SAS. All rights reserved.
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• A set Φ(M) of mappings from M to Σ .
• A σ -field (to which we do not give a name) and a measure μM on the set Φ(M).
For example, the space–time M could be the interval [0,1], the space Σ could be R itself,
the space of fields could be the set C0x,y([0,1],R) of continuous functions on [0,1] taking the
values x at 0 and y at 1, endowed with the cylinder σ -field, and finally the measure μM could be
the distribution of the Brownian bridge of length 1 from x to y.
Physicists are fond of a particular way of describing a classical field theory, namely the La-
grangian way. It consists in specifying the spaces M , Σ and Φ(M), and defining a functional
L : Φ(M) × M → R+, called the Lagrangian density functional. To each field ϕ ∈ Φ(M), one
associates its Lagrangian density L (ϕ) : M → R, which to m ∈ M associates the real number
[L (ϕ)](m) =L (ϕ,m). This function is then integrated over M with respect to its Riemannian
density, denoted by vol, in order to produce a number called the action of the field. The action
functional S : Φ(M) → R is thus defined3 as follows
∀ϕ ∈ Φ(M), S(ϕ) =
∫
M
[
L (ϕ)
]
(m) vol(dm).
Provided the space Φ(M) carries a reference measure, which we simply denote by ηM and
which is meant to be in a certain sense a uniform measure on the space of fields,4 one can define
a measure μM on Φ(M) by the formula
μM(dϕ) = exp
(
−1
2
S(ϕ)
)
ηM(dϕ).
If the space Σ carries a uniform measure νΣ , for example if Σ is a compact Lie group, then the
measure ηM is often written by physicists as (νΣ)⊗M , that is,
ηM(dϕ) =
⊗
m∈M
νΣ
(
dϕ(m)
)
. (1)
One of the problems of the mathematics of field theory is that a measure ηM with the properties
that one would expect it to have does not exist in most cases of interest. Yet, as we will see,
a description like (1) conveys, if not a definition, at least some interesting structural informa-
tion.
Is our example of the Brownian bridge a Lagrangian field theory? At our present level of
rigour, we can almost answer affirmatively. Indeed, we can take as the Lagrangian density the
functional
∀f ∈ C0x,y
([0,1],R), ∀t ∈ [0,1], [L (f )](t) = ∣∣f ′(t)∣∣2.
2 In many physical field theories, the values of a field at different points of the space–time belong to different spaces.
The space Σ should thus be allowed to depend on a point of M and to become a fibre bundle over M . However, we stay
in the more elementary context where Σ is a fixed space. The interested reader will check easily that much of what we
say would not be essentially altered if Σ were a possibly non-trivial bundle.
3 There may of course be problems in computing the integral. Theories in which the Lagrangian is non-negative are
better behaved than the others. On the other hand, some of the most interesting field theories, like the Chern–Simons
theory (see [3]), have a complex-valued Lagrangian.
4 Our use of the letter η is a reference to the Haar measure.
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μ[0,1](df ) = exp
(
−1
2
1∫
0
∣∣f ′(t)∣∣2 dt) ⊗
t∈[0,1]
d
(
f (t)
)
. (2)
It is without great surprise that we bump here into the problem that not every continuous func-
tion on [0,1] is derivable. The subtle interplay between the Cameron–Martin space of derivable
functions with square integrable derivative on one hand, the space of all continuous functions on
the other hand, and finally the Wiener measure, has been studied by no one more deeply than by
Paul Malliavin in his theory of Stochastic Analysis (see [7]).
Much less deeply, the expression (2), which involves no normalization constant, should per-
haps not define a probability measure, but rather a finite measure, namely a multiple of the
distribution of the Brownian bridge. It would be sensible that its total mass be 1√
2π
e− 12 (y−x)2 .
The seemingly peripheral fact that the measure μM is in general not a probability measure will
be one of our main points of interest in this note.
1.2. Locality
In the presence of a Lagrangian density L , one of the tasks physicists regard as the most
important is to solve the model defined by this Lagrangian. Perhaps somewhat surprisingly at
first, this means nothing more than computing as explicitly as possible the total mass of the
measure μM . This mass is called the partition function5 and it is denoted by Z(M):
Z(M) =
∫
Φ(M)
μM(dϕ) =
∫
Φ(M)
e−
1
2 S(ϕ) ηM(dϕ).
One fairly abstract approach to the problem of computing the number Z(M) consists in first
recognizing that it is a function not only of possible parameters of the Lagrangian, but also of the
space–time M itself, as our notation suggests, and in investigating the particular way in which it
depends on M , for example how it is affected by natural geometric operations on M .
One simple such operation is that of disjoint union. Suppose that we consider two space–times
M1 and M2 and form their disjoint union, which we call M (see Fig. 1). Can we express Z(M)
in function of Z(M1) and Z(M2)?
At the level of generality at which we have defined our field theory, we cannot. There might be
a complicated dependence between the restriction of our random field on M1 and its restriction
on M2, which affects Z(M) but is reflected neither in Z(M1) nor in Z(M2) alone. However,
Lagrangian theories are designed to avoid this problem, provided the space of fields, the uniform
measure on it and the Lagrangian density itself fulfil basic locality requirements which we now
explain.
In general, fields are mappings which enjoy some regularity property like measurability, con-
tinuity or smoothness. It is thus natural to make the assumption that the set of fields Φ(M) is
5 In general, the Lagrangian depends on several parameters and solving a model implies of course computing the mass
of the measure as a function of these parameters. This explains the name partition function. It also makes the whole ques-
tion both more difficult and more interesting. In the present setting, we could for example put a multiplicative parameter
in front of the Lagrangian and this would result in a partition function of the form ZT (M) =
∫
Φ(M) e
− 12T S(ϕ) ηM(dϕ),
a variant of the Laplace transform of the action.
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characterized, among all mappings from M to Σ , by a local property: a mapping which, in the
neighbourhood of each point, coincides with a field, is itself a field. Moreover, the regularity re-
quirement does not depend on the particular space–time M . In particular, in the situation where
M is the disjoint union of M1 and M2, we want the mapping
ρ : Φ(M) → Φ(M1) × Φ(M2)
which to a field ϕ associates the pair (ϕ|M1 , ϕ|M2) of its restrictions to be surjective.
In parallel to these assumptions of locality on the spaces of fields, we want to enforce a
condition of locality on the reference measure ηM , which is a condition of independence and
which is strongly suggested by the product form (1). In the situation where M is the disjoint
union of M1 and M2, we want a uniform field on M to be the same thing as the juxtaposition of
two independent uniform fields, one on M1 and the other on M2. This can be written
μM ◦ ρ−1 = μM1 ⊗ μM2 .
Finally, we want the Lagrangian density to be a local functional6 in the sense that if two
fields ϕ and ψ coincide in a neighbourhood, however small it may be, of a point m ∈ M , then
[L (ϕ)](m) = [L (ψ)](m). In virtually every example, [L (ϕ)](m) is a function of the value of ϕ
and finitely many of its derivatives at the point m. Also, the formula which defines the Lagrangian
should not depend on the space–time M , so that if M1 is a submanifold of M , then for all field
ϕ ∈ Φ(M) and all m ∈ M1, one has[
LM1(ϕ|M1)
]
(m) = [LM(ϕ)](m).
Here we are adding subscripts in order to clarify on which space we consider the Lagrangian and
the action. With all these assumptions, the action defined from the Lagrangian density has the
following fundamental property:
∀ϕ ∈ Φ(M), SM(ϕ) =
∫
M
[
LM(ϕ)
]
(m) vol(dm)
=
∫
M1
[
LM1(ϕ|M1)
]
(m) vol1(dm) +
∫
M2
[
LM2(ϕ|M2)
]
(m) vol2(dm)
= SM1(ϕ|M1) + SM2(ϕ|M2).
6 These locality assumptions could be formulated concisely in the language of sheafs. We are assuming that the space
of fields is that of global sections of a soft sheaf and that the Lagrangian density [L (ϕ)](m) depends only on the germ
of ϕ at m.
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The assumption on the reference measure now implies
Z(M) =
∫
Φ(M)
e−
1
2 SM(ϕ) μM(dϕ)
=
∫
Φ(M1)×Φ(M2)
e−
1
2 (SM1 (ϕ1)+SM2 (ϕ2)) μM1(dϕ1) ⊗ μM2(dϕ2)
= Z(M1)Z(M2).
We are thus reduced to the problem of computing Z(M) when the space–time is connected.
This is not a huge improvement, but in the course of the discussion we have introduced locality
assumptions which will be very useful.
1.3. Cut and paste
Let us now investigate the behaviour of the partition function under basic operations of surgery
of space–times. Instead of considering disjoint unions, we are now going to consider gluings.
From now on, it will be useful to allow space–times to be manifolds with boundary, and to
assume that they are oriented.
Let thus M be a space–time and N a hypersurface of M which separates it into two halves
which we denote by M1 and M2 (see Fig. 2). These submanifolds share N as their boundary.
Without spelling out all the assumptions that we are using, we are going to compute Z(M) by
slicing the integration space Φ(M) according to the fibres of the restriction Φ(M) → Φ(N). For
this, we introduce the following notation:
∀ψ ∈ Φ(N), Φ(M;ψ) = {ϕ ∈ Φ(M): ϕ|N = ψ},
and we denote by μM;ψ(dϕ) the measure on Φ(M;ψ) obtained by disintegrating the reference
measure on Φ(M). We define the spaces of fields Φ(M1;ψ) and Φ(M2;ψ) in the same way. We
have
Z(M) =
∫
Φ(M)
e−
1
2 SM(ϕ) μM(dϕ)
=
∫
Φ(N)
∫
Φ(M;ψ)
e−
1
2 SM(ϕ) μM;ψ(dϕ)μN(dψ)
=
∫ ∫
e−
1
2 (SM1 (ϕ1)+SM2 (ϕ2)) μM1;ψ(dϕ1)μM2;ψ(dϕ2)μN(dψ)Φ(N)Φ(M1;ψ)×Φ(M2;ψ)
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=
∫
Φ(N)
( ∫
Φ(M1;ψ)
e−
1
2 SM1 (ϕ1) μM1;ψ(dϕ1)
×
∫
Φ(M2;ψ)
e−
1
2 SM2 (ϕ2) μM2;ψ(dϕ2)
)
μN(dψ).
If we define
Z(M1;ψ) =
∫
Φ(M1;ψ)
e−
1
2 SM1 (ϕ1) μM1;ψ(dϕ1)
and Z(M2;ψ) in the same way, we finally find
Z(M) =
∫
Φ(N)
Z(M1;ψ)Z(M2;ψ)μN(dψ) =
〈
Z(M1; ·),Z(M2; ·)
〉
L2(Φ(N),μN )
.
This computation teaches us two main things. The first is that the partition function on a
space–time with boundary should be regarded as a function of a boundary condition, that is, of a
prescribed value of the field along the boundary. The second is that the operation of gluing two
space–times with boundary along their boundary corresponds to taking the L2 scalar product of
the partition functions with respect to the reference measure on the space of possible boundary
conditions.
Suppose now that we are looking at a more complicated situation like that depicted on Fig. 3.
We have now three space–times M1, M2 and M3 glued along two hypersurfaces N1 and N2. Then
the same computation as above can be performed, and its conclusion formalized as follows.
The partition function Z(M1; ·) is an element of L2(Φ(N1),μN1). The partition function as-
sociated to M2 depends on a boundary condition on each of the two hypersurfaces N1 and N2.
Hence, Z(M2; ·,·) belongs to the space
L2
(
Φ(N1 ∪ N2),μN1∪N2
)
 L2(Φ(N1),μN1)⊗ L2(Φ(N2),μN2).
Finally, Z(M3; ·) belongs to the space L2(Φ(N2),μN2). From the three tensors which we have
described, there is only one sensible way to form a number, by contracting them. This number is
nothing but Z(M). Concretely, if (ei)i∈I and (fj )j∈J are orthonormal bases of L2(Φ(N1),μN1)
and L2(Φ(N2),μN2) respectively, and if
Z(M1; ·) =
∑
αiei, Z(M2; ·,·) =
∑
βi,j ei ⊗ fj and Z(M3; ·) =
∑
γj ej ,i∈I (i,j)∈I×J j∈J
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Z(M) =
∑
(i,j)∈I×J
αiβi,j γj .
Alternatively, Z(M2; ·,·) can be seen as the kernel of an integral operator from L2(Φ(N1),μN1)
to L2(Φ(M2),μM2). Then, using the suggestive bra-ket notation, we can write the formula
Z(M) = 〈Z(M1)∣∣Z(M2)∣∣Z(M3)〉,
whose relationship to the original geometric picture is obvious.
Let us extract the algebraic skeleton from these computations. Let us denote by n the di-
mension of our space–times, so that the hypersurfaces which we have considered have di-
mension n − 1. We have associated to each (n − 1)-dimensional manifold N a Hilbert space
L2(Φ(N),μN), and to each space–time M with boundary N an element Z(M; ·) of the Hilbert
space associated to the boundary of M . We have also observed that the behaviour of the partition
function of our classical field theory is nicely expressed in terms of contraction of tensors, or
simply L2 scalar products.
The last sentences describe the core of what has been called a topological quantum field
theory (TQFT) by M. Atiyah (see [1]), who introduced it precisely in order to give an axiomatic
framework to the computation of partition functions.7
2. Topological quantum field theories
2.1. The axioms
We give a definition of a TQFT which is close to the original one given by Atiyah but deviates
slightly from the framework in which we have worked in the previous section.
Let n 1 be an integer. An n-dimensional TQFT is a functor between two categories8 which
we start by describing.
The first category is the category, denoted by VectC, whose objects are finite-dimensional
complex linear spaces and whose morphisms are complex linear mappings.
The other category that we will consider is perhaps less familiar: it is the category of n-
cobordisms, denoted by Cobn. Its objects are the compact oriented smooth manifolds without
boundary of dimension n − 1. We shall denote them generically by the letter N . If N is such an
oriented (n − 1)-manifold, then we denote by N∗ the same manifold with the opposite orienta-
tion. The morphisms in Cobn are given by cobordisms up to diffeomorphisms which preserve
the boundary. More precisely, if N1 and N2 are two oriented (n−1)-manifolds, then a cobordism
from N1 to N2 is a pair9 (M,ψ), where M is an oriented n-manifold and ψ : N∗1 unionsq N2 → ∂M
is an orientation-preserving diffeomorphism between the disjoint union of N∗1 and N2 and the
7 Atiyah was considering field theories in which the Lagrangian is invariant under diffeomorphisms, hence the name
topological.
8 A category is a collection of objects and the data, for each pair (X,Y ) of objects, of a set Hom(X,Y ) whose elements
are called morphisms from X to Y . Morphisms can be composed and their composition is associative. A functor between
two categories is a rule which to each object of the first category associates an object of the second, and to each morphism
between two objects of the first associates a morphism between their images in the second. This rule must be compatible
with the composition of morphisms. See [4] for a beautiful introduction to category theory.
9 The letter ψ used here has nothing to do with the boundary conditions of the fields in the previous section.
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boundary of M . Two cobordisms (M,ψ) and (M ′,ψ ′) between N1 and N2 are said to be equiv-
alent if there exists an orientation-preserving diffeomorphism ϕ : M → M ′ such that ψ ′ = ϕ ◦ψ ,
that is, such that the following diagram commutes:
N∗1
ψ|N1
ψ ′|N1
M
ϕ
N2
ψ|N2
ψ ′|N2
M ′
The set Hom(N1,N2) of homomorphisms from N1 to N2 in Cobn is the set of equivalence
classes of cobordisms.
An n-dimensional TQFT is a functor, usually denoted by Z, from Cobn to VectC. By defi-
nition, a TQFT, say Z, is thus something which associates to each (n − 1)-manifold N a linear
space Z(N) and to each n-manifold M endowed with a diffeomorphism between its boundary
and the disjoint union N∗1 unionsq N2 of two (n − 1)-manifolds, a linear map Z(M) : Z(N1) → Z(N2)
(see Fig. 4).
A TQFT is required to satisfy a certain number of natural properties.
1. It must be multiplicative10: for all (n−1)-manifolds N1 and N2, we insist that Z(N1 unionsqN2) =
Z(N1) ⊗ Z(N2) (the tensor product of linear spaces) and, for any two n-manifolds M1 and M2,
that Z(M1 unionsq M2) = Z(M1) ⊗ Z(M2) (the tensor product of linear maps).
If ∅ designates the empty (n− 1)-manifold, then this first axiom implies that Z(∅) = Z(∅)⊗
Z(∅). Thus, Z(∅) is either the null linear space or C. In order to avoid trivial situations, we will
assume that Z(∅) = C. In particular, for all n-manifold M without boundary, Z(M) is a linear
map from C into itself, that is, a complex number.
2. It must be involutive. One needs to be careful with this axiom, which is easy to mis-
understand. For all (n − 1)-manifold N , we insist first that Z(N∗) = Z(N)∗ (the dual linear
space). Then, the point is that if (M,ψ) represents a cobordism from N1 to N2, then it also
represents a cobordism from N∗2 to N∗1 . Indeed, (N∗2 )∗ unionsq N∗1 = N∗1 unionsq N2. We then insist that
the two linear maps Z(M) : Z(N1) → Z(N2) and Z(M) : Z(N2)∗ → Z(N1)∗ are adjoint to each
other.11 In fact, still the same pair (M,ψ) also represents a cobordism from N1 unionsq N∗2 to ∅
and one from ∅ to N∗1 unionsq N2. We insist that the linear maps Z(M) : Z(N1 unionsq N∗2 ) → Z(∅) and
10 In categorical language, it must be a monoidal functor.
11 It appears clearly here that our notation is insufficient. Instead of Z(M), or even Z(M,ψ), one should write for
example Z(N1; (M,ψ);N2). The axiom would then read Z(N∗; (M,ψ);N∗) = Z(N1; (M,ψ);N2)∗.2 1
T. Lévy / Bull. Sci. math. 135 (2011) 629–649 637Fig. 5. Composition of two cobordisms in dimension 2.
Z(M) : Z(∅) → Z(N∗1 unionsq N2) correspond with the preceding ones through the identifications
Z(N1 unionsq N∗2 ) = Z(N1) ⊗ Z(N2)∗, Z(N∗1 unionsq N2) = Z(N1)∗ ⊗ Z(N2), and
End(V ,W) 
 End(W ∗,V ∗)
 End(V ⊗ W ∗,C)
 End(C,V ∗ ⊗ W )
 V ∗ ⊗ W.
3. It must behave well with respect to the composition of cobordisms: if (M1,ψ1) realizes
a cobordism between N1 and N2, and (M2,ψ2) a cobordism between N2 and N3, and if M is
formed by gluing M1 and M2 along N2 according to the diffeomorphism ψ2 ◦ ψ−11 , then we
insist that Z(M) = Z(M2) ◦ Z(M1) (see Fig. 5).
4. It must behave well with respect to orientation-preserving diffeomorphisms of manifolds of
dimension n− 1: to each orientation-preserving diffeomorphism θ : N ′ → N is associated a lin-
ear isomorphism12 z(θ) : Z(N) → Z(N ′), in such a way that if θ1 : N ′1 → N1 and θ2 : N ′2 → N2
are two orientation-preserving diffeomorphisms, and if (M,ψ) is a cobordism from N1 to N2,
and if (M,ψθ ) is the cobordism from N ′1 to N ′2 naturally deduced from this data, then the fol-
lowing diagram commutes:
Z(N1)
Z(M,ψ)
z(θ1)
Z(N2)
z(θ2)
Z(N ′1)
Z(M,ψθ ) Z(N ′2).
The third axiom can be reformulated in a more general way by slightly shifting our point of
view. The space of linear maps from Z(N1) into Z(N2) can be naturally identified with the space
Z(N1)∗ ⊗ Z(N2) which, according to the first axiom, is Z(N∗1 unionsqN2), which in turn, by the fourth
axiom, is isomorphic, by z(ψ)−1, to Z(∂M). We can thus say, up to an identification, that Z(M)
is an element of the linear space Z(∂M). In these terms, the axiom becomes the following.
3′. If the boundary of M can be written as N1 unionsq N2 unionsq N3 and if M ′ is formed by gluing N1
and N2 along an orientation-reversing diffeomorphism θ , which induces an isomorphism z(θ)
between Z(N1) and Z(N∗2 ), then we insist that Z(M ′) = κ(Z(M)), where κ : Z(N1) ⊗ Z(N∗2 )∗ ⊗
Z(N3) → Z(N3) is the natural contraction of the first two factors (see Fig. 6).
12 The linear mapping z(θ) has its arrow reversed with respect to θ . This is unimportant, but due to the analogy with the
spaces of fields: a mapping θ : N → N ′ induces, by composition, a mapping · ◦ θ : Φ(N ′) → Φ(N).
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Let us now play with the definition. Consider an (n − 1)-manifold N . Then Z(N × [0,1]) is
an endomorphism of Z(N). Since the cylinder N × [0,1] is diffeomorphic to two copies of itself
glued one at the end of the other, one has the identity
Z
(
N × [0,1])= Z(N × [0,2])= Z(N × [0,1]) ◦ Z(N × [0,1]).
Thus, Z(N × [0,1]) is a projection in the linear space Z(N). Moreover, an n-manifold with a
component of its boundary diffeomorphic to N is not modified up to diffeomorphism if one
glues a cylinder N × [0,1] along this boundary component. Hence, all the tensors which the
TQFT will produce live in the image of the projection Z(N × [0,1]) rather than in Z(N) itself.
Thus, one does not restrict the generality by assuming that this projector is the identity.
Then, gluing the two ends of this cylinder and using the axiom 3′, one finds that Z(N × S1),
where S1 is the circle, is the natural contraction of the identity of Z(N), that is, the trace of this
linear map, which is nothing but the dimension of Z(N): we get the equality
Z
(
N × S1)= dim Z(N).
It seems that even if we would not have assumed that the vector space Z(N) was finite-
dimensional, the theory would have enforced it.13 We are already far from the classical field
theories of the previous section!
2.2. 1-Dimensional TQFT: the integers
Let us apply the axioms in the case n = 1 and try to find out what a TQFT can be in this
case. We need first to determine Z(N) for every compact 0-dimensional oriented manifold N .
Any such manifold is a finite set, each point of which carries a sign which plays the role of the
orientation. The axioms 1 and 2 imply that for all k, l  0, we have
Z(+• · · · +•︸ ︷︷ ︸
k
−• · · · −•︸ ︷︷ ︸
l
) = Z(+•)⊗k ⊗ (Z(+•)∗)⊗l .
Thus, there is only one vector space in the theory, namely Z(+•), which we denote by V . Then,
there are, up to diffeomorphism, only two compact 1-dimensional manifolds: the interval and the
circle. By the discussion of the previous paragraph, we know that Z([0,1]) is a projector of V and
that Z(S1) is the rank of this projector. We loose essentially nothing by assuming that Z(S1) is
the identity of V , in which case Z(S1) = dimV . Finally, 1-dimensional TQFT’s are parametrized
by a single integer, the dimension of Z(+•).
13 Without the assumption that the vector spaces are finite-dimensional, some of the identifications involving duality
which we have made would however be wrong.
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2.3. 2-Dimensional TQFT: Frobenius algebras
TQFT’s in two dimensions are still simple, because the topology of compact surfaces is sim-
ple, but they are much more interesting than in one dimension. To start with, there is only one
connected 1-dimensional compact manifold without boundary, namely the circle S1. Hence, as
in the 1-dimensional case, there is only one vector space in the theory, namely V = Z(S1).
As it is always possible to do, we will assume that Z(S1 × [0,1]) is the identity of V , so that
Z(S1 × S1) = dimV .
In our pictures, we will make the following convention: bounding circles are always oriented
upwards in a neighbourhood of the point which is closest to the reader, and surfaces are oriented
in the natural way, with the normal pointing outwards. Hence, a surface as we draw it represents
a cobordism from the circles drawn on its left, which we call its incoming boundary, to the circles
drawn on its right, which we call its outgoing boundary.
Let us start our investigation by the cylinder. The two cylinders on the left of Fig. 7 determine
respectively a pairing p : V ⊗ V → C and a copairing π : C → V ⊗ V . The pairing p is a
bilinear form on V and can be seen as a linear map p˜ : V → V ∗. Similarly, the copairing π can
be identified with a linear map π˜ : V ∗ → V . The right part of the picture shows that, if these
identifications are made in a compatible way,14 and when contracted in the only sensible way,
p and π yield the identity of V . Hence, they determine an isomorphism between V and V ∗,
which we will use freely henceforward. Geometrically, this isomorphism can be used to transfer
any component of the boundary of a surface from the right to the left (using p) or from the left
to the right (using π ).
Let us now venture to study other surfaces. The zoology of compact surfaces, although simple,
is richer than that of 1-dimensional manifolds. Among all surfaces, the disk and the sphere with
three holes play a special role because, by gluing enough copies of them, one can construct any
orientable compact surface.
Let us start by considering the disk. A disk can be seen as a cobordism from ∅ to a circle, or
as a cobordism from a circle to ∅. Thus, there are two mappings
e = Z ( ) : C → V,
and
ε = Z ( ) : V → C,
14 The pairing p determines two maps from V to V ∗ which are adjoint to each other, and there is a similar ambiguity
with the copairing π . We need to make the two identifications in a compatible way, guided by the surface drawn on the
right of Fig. 7, or convince ourselves, by a glance at Fig. 9, that both p and π are symmetric, so that this discussion is
pointless.
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has x(yz) = (xy)z.
Fig. 9. The mapping m satisfies the identity m ◦ T = m : V ⊗2 → V , where T : V ⊗2 → V ⊗2 is the flip, defined by
T (v ⊗ w) = w ⊗ v.
which correspond to the adjoint of each other through the identification of V and V ∗. More
precisely, we have ε = e∗ ◦ p˜ and e = π˜ ◦ ε∗.
Let us now consider a three-holed sphere. Among the four ways of distributing the boundary
components into incoming ones (on the left) and outgoing ones (on the right), let us choose the
following two:
m = Z ( ) : V ⊗ V → V,
δ = Z ( ) : V → V ⊗ V.
Up to the usual identification of V and V ∗, these maps are adjoint of each other. The map m de-
termines a structure of algebra on V , or at least an internal operation, by the rule xy = m(x ⊗ y).
Since the two surfaces above (see Fig. 8) are diffeomorphic, the operation m is in fact associa-
tive.
Similarly, the fact that the two surfaces depicted above (see Fig. 9) are diffeomorphic implies
that V is a commutative algebra.
Finally, the structure of algebra on V has a unit, namely e : C → V , as the following picture
shows (see Fig. 10).
The triple (V ,m, e) is a commutative unital associative algebra. Dually, the mapping δ is a
comultiplication on V , which is coassociative and cocommutative and whose counit is the linear
form ε. The definition and proof of these facts consists in reading the last three pictures from
right to left.
The pairings p and π can easily be expressed in terms of the structure (V ,m, δ, e, ε): we have
p = ε ◦m and π = δ ◦ e. In other words, the bilinear form p is given by p(x, y) = ε(xy) and the
bivector π is simply δ(1). In particular, both are symmetric.
It appears that in a 2-dimensional TQFT, the vector space V = Z(S1) is endowed with a rich
structure: it is both a commutative algebra and a cocommutative coalgebra. As one might expect,
these two structures satisfy a relation of compatibility, which is again dictated by the topology.15
The main graphical identity is the following (see Fig. 11).
15 This compatibility relation is however not the fact δ and ε are homomorphisms of algebras: in general, (V ,m, δ, e, ε)
is not a bialgebra, a fortiori not a Hopf algebra. To say that δ : V → V ⊗2 and ε : V → C respectively are homomorphisms
of algebras would correspond to the fact that the following two pairs of surfaces are diffeomorphic:
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C ⊗ V 
 V .
Fig. 11. These identities are known as the S = X identities.
The corresponding relation between δ and m is the following equality of operators of V ⊗2:
(idV ⊗m) ◦ (δ ⊗ idV ) = δ ◦ m = (m ⊗ idV ) ◦ (idV ⊗δ), (3)
which can be rewritten, in terms of two arbitrary elements x, y of V , as
δ(xy) = (x ⊗ 1)δ(y) = δ(x)(1 ⊗ y),
or, in terms of three arbitrary elements x, y, z of V , as
δ(xyz) = (x ⊗ 1)δ(y)(1 ⊗ z).
Definition 2.1. A complex commutative unital algebra (V ,m, e) which is at the same time a co-
commutative counital coalgebra (V , δ, ε) and such that (3) is satisfied is called a commutative16
Frobenius algebra.
An equivalent and less symmetric but perhaps simpler way of defining the structure of com-
mutative Frobenius algebra is to say that it is a commutative algebra (V ,m, e) equipped with
a linear form ε such that the bilinear form ε ◦ m, that is, the form (x, y) → ε(xy), is non-
degenerate. Indeed, this form is simply the pairing p from which the structure of coalgebra
can be recovered.
The remarkable fact is that 2-dimensional TQFT’s are in one-to-one correspondence with
commutative Frobenius algebras (see [5] for a clean categorical statement of this result). We
have essentially proved one half of this statement: a 2-dimensional TQFT determines a commu-
tative Frobenius algebra. In order to prove that any commutative Frobenius algebra arises in the
way we have described from a 2-dimensional TQFT, one chooses one such algebra, and starts
but this is clearly not true on the right and, on the left, we are comparing a torus with four holes and a sphere with four
holes, which are not diffeomorphic because their fundamental groups are free with ranks 5 and 3 respectively.
16 Removing the words commutative and cocommutative from this definition yields the definition of a Frobenius alge-
bra. A Frobenius algebra is commutative if and only if it is cocommutative.
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and coalgebra structures. Then, given an arbitrary surface, one writes it as a gluing of disks and
three-holed spheres. This is always possible, but of course not in a unique way. The core of the
proof consists in checking that the Frobenius identity (3) suffices to guarantee that the tensor one
associates in this way to a surface does not depend on the particular way one has split it.
Let us conclude this section by giving an example of a commutative Frobenius algebra. Let G
be a finite group. Let us consider the center Z[G] of the group algebra C[G]. It is a commutative
algebra, and the linear form ε : Z[G] → C which to a formal linear combination of elements of
G associates the coefficient of the identity element makes it a Frobenius algebra.
In the linear basis (χα)α∈Ĝ of Z[G] consisting of irreducible characters, the multiplication
and comultiplication are easily described: one has
μ(χα ⊗ χβ) =
{
(dimα)−1χα if α = β,
0 otherwise,
and δ(χα) = (dimα)−1χα ⊗ χα.
Moreover,
e(1) =
∑
α∈Ĝ
dimαχα and ε(χα) = dimα.
Despite the complicated way in which we describe it, this Frobenius algebra is the direct sum of
1-dimensional Frobenius algebras, one for each irreducible character of G.
3. Volume-dependent field theories
3.1. Why and what
The topological quantum field theories which we have described in Section 2, although con-
ceived as an axiomatisation of the farily general computation of partition functions of classical
field theories described in Section 1, may seem to be disappointingly simple in comparison. It
is certainly true that TQFT’s are finite-dimensional theories, true also that they are trivial in
dimension 1 and classifiable in dimension 2. Nevertheless, Frobenius algebras are well worth
interest, and 3-dimensional TQFT’s are highly non-trivial, and a powerful tool in the exploration
of 3-dimensional topology and knot theory (see [2]). It is however not our purpose to enter this
fascinating subject here.
We are rather going to add a degree of freedom to TQFT’s and revisit them in the 1-
dimensional and 2-dimensional settings, with the objective of convincing the reader that these
field theories have something to do with more or less familiar versions of the Markov prop-
erty.
Topological quantum field theories are meant to axiomatize the computation of partition func-
tions for which the Lagrangian is invariant by all diffeomorphisms. We are going to define what
could be called volume-dependent quantum field theories (let us denote them by VQFT), with
the idea that the Lagrangian could depend on a volume form on the space–time, and hence be
invariant by the subgroup of volume-preserving diffeomorphisms.
We thus define an n-dimensional VQFT by repeating the definition of an n-dimensional
TQFT, only after replacing compact oriented smooth n-dimensional manifolds by compact ori-
ented smooth n-dimensional manifolds endowed with a volume form, and diffeomorphisms
between them by volume-preserving diffeomorphisms. Thus, we replace the category Cobn by
the category VCobn in which n-manifolds are endowed with a volume form.
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nient to replace the category VectC of complex vector spaces by the category HilbC of complex
Hilbert spaces. In this category, it is understood that duals are topological duals and tensor prod-
ucts are tensor products of Hilbert spaces rather than algebraic tensor products.
A VQFT is then a functor from the category VCobn to the category HilbC which satisfies the
four same axioms as a TQFT.
It may seem that endowing n-manifolds with a volume form adds infinitely many degrees of
freedom to the theory. In fact, a classical theorem of Moser asserts that two smooth oriented n-
dimensional manifolds endowed with a volume form are diffeomorphic by a volume-preserving
diffeomorphism if and only if they are diffeomorphic as smooth manifolds and their volume
forms have the same total volume. Hence, for the purpose of VQFT, we need not to know how
the volume is spread on n-dimensional manifolds, but only their total volume.
We can thus go back to the beginning of our experiments with TQFT with this new parameter,
which is a total n-volume attached to each n-manifold.
3.2. 1-Dimensional VQFT: Markov semi-groups
Let Z be a 1-dimensional VQFT. Every word of our analysis of 0-dimensional manifolds in
the case of TQFT (see Section 2.2) is valid in the context of VQFT. Hence, there still is only one
vector space in the theory, namely Z(+•), which we denote by V .
What is new is that 1-dimensional manifolds now carry a measure of 1-volume, that is,
a length. By the theorem of Moser mentioned in the previous paragraph, only the total length
matters. There are thus two families of 1-dimensional manifolds: the intervals and the circles,
both carrying a positive real number which is their total length. Let us emphasize that the total
length of a non-empty 1-manifold is strictly positive.
The VQFT produces a one-parameter family of operators, namely, for all t > 0, an operator
Pt = Z
( ) : V → V,
and a one-parameter family of numbers
Z
( ) ∈ C,
which are related, by the axioms of a VQFT, by the relation
Z
( )= Tr(Z( ))= Tr(Pt ). (4)
We can glue an interval of length s at the end of an interval of length t and get an interval
of length t + s. This topological relation between intervals enforces the fundamental algebraic
relation
∀s, t > 0, Pt+s = Pt ◦ Ps.
Our 1-dimensional VQFT thus produces a one-parameter semi-group (Pt )t>0 of trace-class op-
erators on V .
Keeping in mind that, in Section 1, the space V was an L2 space, namely the L2 space of
boundary conditions for the field with respect to some reference measure, it is fairly natural to
go one step further and to see the Hilbert space V as an L2 space. From the point where we are
standing, we can see the theory of Markov processes getting closer, but there still is a major step
to take, which is that between semi-groups and Markovian semi-groups.
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fold N , the vector space Z(N) is the space L2(XN,μN) for some probability space (XN,μN),
and such that for all n-manifold M , the element Z(M) is non-negative as an element of
Z(M) = L2(X∂M,μ∂M). We also insist that the semi-group (Pt )t>0 satisfies the conservation
equation17 Pt1 = 1.
In the present case of dimension 1, the unique vector space V is the space L2(X,μ) of some
measured space and the Markovianity assumption implies that (Pt )t0 is the semi-group of a
Markov process on X.
Finally, the definition of a Markovian 1-dimensional VQFT provides us with a reformulation
– arguably a clumsy one – of the classical Markov property in topological terms. Let us also
emphasize that this reformulation encompasses only fairly regular Markov processes. Indeed,
we treat the two endpoints of an interval on the same footing: the semi-group (Pt )t>0 has an
integral kernel on L2(X,μ), namely
Z
( ) ∈ L2(X,μ)∗ ⊗ L2(X,μ) 
 L2(X × X,μ ⊗ μ)
seen as a function of two points of X. Thus, the Markov processes which we are considering
have a transition kernel which admits an L2 density with respect to the reference measure μ.
Our formalism does not tolerate the dissymetry which, in general, makes the transition kernel
Pt (x, dy) a function in x and a measure in y.
Despite all these restrictions, the main lesson we would like to draw from this study is that
the usual weak Markov property has something to do with the surgery of intervals. This is a
lesson which we will soon extrapolate in two dimensions, but before doing this, let us dwell one
moment on the 1-dimensional case, where the classical theory transforms for us the semi-group
into a proper Markov process.
3.3. Lifting a 1-VQFT: Markov processes
We are considering a 1-dimensional Markovian VQFT, which we denote by Z, so that the
semi-group (Pt )t0 is a Markovian semi-group on the space Z(
+•) = L2(X,μ). Let us assume
that X is a Polish space and that the transition kernel of the corresponding Markov process
admits a positive continuous density with respect to μ.
It is very tempting to construct, for each 1-dimensional manifold M , a Markov process in-
dexed by the points of M and with values in X. Let us for example consider an interval I of
length t > 0. If we choose an initial point x ∈ X, then we can use the semi-group (Pt )t0 to
construct a probability measure on the set of trajectories in X indexed by I and starting from x.
We denote this probability measure by P( ).
Our assumptions on the Markov process guarantee that it is possible to define its bridges, that
is, to condition it to have a certain value y ∈ X at the other end of the interval. This yields a new
measure, which is a disintegration of the previous one, and which is not naturally a probability
measure, but rather a finite measure, with total mass Z( )(x, y), and which we denote by
P( ).
With this notation, the Markov property of the process can be written∫
X
P
( )⊗ P( )μ(dy) = P( ),
17 It does not seem that this equation is enforced by the axioms of the VQFT alone.
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side. This equality is an equality of finite measures and if we extract from it the underlying
equality of masses, we find an axiomatic property of Z, the VQFT.
We have focused our attention on intervals so far, but we have assumed enough regularity on
our Markov process to be able to close an interval into a circle and consider the measure
P
( )= ∫
X
P
( )
μ(dx),
which is a finite measure of mass Z( ) on the trajectories in X indexed by a circle of length t .
Again, this equality read at the level of masses yields the relation (4).
We could say that the VQFT provides us with the masses of finite measures and that the
classical theory of Markov processes has allowed us to construct these measures, thereby lifting
the VQFT to the level of stochastic processes.
In conclusion, by applying the ideas of topological field theories to a very well-behaved
Markov process, we have produced a family of finite measures P( ) and P( ), one for
each 1-dimensional manifold with or without boundary and endowed with boundary conditions.
For each 1-dimensional manifold, the measure is a multiple of the distribution of a stochastic
process with values in the state space of our Markov process and indexed by the points of this
manifold, that is, by its 0-dimensional submanifolds. Moreover, the Markov property can be
expressed by saying that these finite measures behave nicely under the surgery of intervals.
This is the essence of what we are now going to do in one more dimension.
3.4. 2-Dimensional VQFT: smeared Frobenius algebras
Let us do once again the elementary analysis which will tell us what a 2-dimensional VQFT
looks like. The 1-dimensional part is the same as in the topological case: we have a single vector
space V = Z( ) = L2(X,μ).
Cylinders allow us to define, for all t > 0, an operator
Pt = Z
( ) : V → V.
Since two cylinders glued one at the end of the other form a new cylinder, (Pt )t>0 is again a
semi-group of operators on V . The trace of Pt is given by tori, by the formula
Tr(Pt ) = Tr
(
Z
( ))= Z( ) .
The operations of multiplication and comultiplication which we have defined in the topologi-
cal case still exist, but they now depend on a parameter t > 0. For example, the multiplication
mt = Z
( ) : V ⊗ V → V
associated with a three-holed sphere of total area t is still an associative operation. The same is
true for the comultiplication δt . However, neither of these operations need have a unit. Instead, if
we denote by es : C → A the mapping associated to a disk of area s, we have the relation
mt ◦ (idV ⊗es) = Pt+s ,
which corresponds to the gluing of a cap of area s on a three-holed sphere of area t (see Fig. 12).
Similarly, we have the relation (εs ⊗ idV ) ◦ δt = Pt+s .
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Finally, the Frobenius algebra has been replaced by a structure(
V, (mt )t>0, (et )t>0, (δt )t>0, (εt )t>0; (Pt )t>0
)
in which each operation depends on a new parameter, and in which the following relations are
satisfied
mt ◦ (Pt ′ ⊗ mt ′′) = mu ◦ (mu′ ⊗ Pu′′),
mt ◦ (et ′ ⊗ Pt ′′) = mu ◦ (Pu′ ⊗ eu′′),
(Pt ⊗ δt ′) ◦ δt ′′ = (δu ⊗ Pu′) ◦ δu′′,
(εt ⊗ Pt ′) ◦ δt ′′ = (Pu ⊗ εu′) ◦ δu′′ ,
(Pt ⊗ mt ′) ◦ (δt ′′ ⊗ Pt ′′′) = δu ◦ mu′ = (ms ⊗ Ps′) ◦ (Ps′′ ⊗ δs′′′),
Ps+t = Ps ◦ Pt .
All parameters are assumed to be positive, except those which are in subscript for P , with the
convention P0 = idV . In the first four lines, the equality t + t ′ + t ′′ = u + u′ + u′′ is understood
and, in the fifth, the equalities t + t ′ + t ′′ + t ′′′ = u + u′ = s + s′ + s′′ + s′′′. Without being very
precise about the assumptions that we make on these tensors in Hilbert spaces, we call such a
structure a smeared Frobenius algebra.
For the same reason which makes a 2-dimensional TQFT the same thing as a Frobenius alge-
bra, a 2-dimensional VQFT is the same thing as a smeared Frobenius algebra. Let us now give
two examples of smeared Frobenius algebras, which both are extensions of the example of a
Frobenius algebra which we have given at the end of Section 2.
Consider the group G = R/(2πZ) endowed with the normalized Lebesgue measure μ(dx) =
1
2π dx. Consider V = L2(G,μ). Let (Pt )t>0 be the semi-group of the standard Brownian motion
modulo 2π . For all t > 0, let Qt denote the density of this Brownian motion issued from 0 with
respect to the measure μ. For all f,g ∈ L2(G,μ) and all t > 0, define
mt(f ⊗ g) = Pt (f ∗ g) : x →
∫
G2
Qt(x − y)f (y − z)g(z)μ(dy)μ(dz),
et (1) = Qt,
δt (f ) : (x, y) → (Ptf )(x + y),
εt (f ) = (Ptf )(0).
Here, in describing δt (f ), we have identified L2(G,μ)⊗2 with L2(G × G,μ ⊗ μ).
One can check that these operations satisfy the smeared Frobenius relations. The same op-
erations can in fact more conveniently be expressed in terms of the characters (χn)n∈Z of the
group G, defined by χn(x) = einx : for all n,m ∈ Z,
T. Lévy / Bull. Sci. math. 135 (2011) 629–649 647mt(χn ⊗ χm) =
{
exp(− tn22 )χn if n = m,
0 otherwise,
et (1) =
∑
q∈Z
e−
tq2
2 χq,
δt (χn)e
− tn22 χn ⊗ χn,
εt (χn) = e− tn
2
2 .
More generally, let G be a compact Lie group endowed with its Haar measure μ. Set V =
L2(G,μ)G, the space of invariant square-integrable functions. Here a function f is said to be
invariant if f (xyx−1) = f (y) for all x, y ∈ G. The irreducible characters (χα)α∈Irr(G) of G form
an orthonormal basis of V . Let (Pt )t>0 be the semi-group of an invariant Lévy process on G
whose distribution at each time admits a positive continuous density. For example, one can take
the semi-group of the Brownian motion determined by an invariant scalar product on the Lie
algebra of G. The generator L of this Lévy process acts diagonally in the basis of the characters,
with eigenvalues Lχα = −cαχα . Then the rules
mt(χα ⊗ χβ) =
{
exp(−tcα) χαdimα if α = β,
0 otherwise,
et (1) =
∑
α∈Irr(G)
e−tcα dimαχα,
δt (χα) = e−tcα χα ⊗ χαdimα ,
εt (χα) = e−tcα dimα
define a structure of smeared Frobenius algebra which directly generalizes the one we gave on
R/(2πZ).
Both examples indicate that the remnants of the structure of Frobenius algebra are to be sought
for in the limit where the area tends to 0, the so-called semi-classical limit of the theory. This
limit may not exist as a collection of tensors on V , but only in a generalized sense. For example,
in both examples above, the unit of the multiplication m0, which is the convolution product,
should be the Dirac mass at the unit element of the group. The semi-group (Pt )t>0 acts as a
smoothing agent on this singular Frobenius structure and makes everything well defined in V
itself, the price being the loss of the unital and counital structures.
Nevertheless, it is possible to compute fairly concretely with these smeared Frobenius al-
gebras. Let us continue our second example. For all t > 0, let Qt denote the density of the
distribution at time t of the Lévy process issued from the unit element. Let Z be the 2-dimensional
VQFT determined by the smeared Frobenius algebra associated to this Lévy process. Let us com-
pute Z explicitly by computing Z(M) for an arbitrary surface M .
Let us choose a connected surface M with g handles and p holes, and of total area t . The ten-
sor Z(M) belongs to (L2(G,μ)G)⊗p . In other words, it is a function of p elements of G, invariant
in each argument.
Here, something specific to the dimension 2 occurs. An oriented interval has an initial point
and a terminal point and these notions are invariant under orientation-preserving (that is, increas-
ing) diffeomorphism. On the contrary, the orientation-preserving diffeomorphisms of a surface
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ric role. It follows from this symmetry that Z(M), seen as a function of p elements of G, is a
symmetric function. One can check that this function is given by
Z(M)(x1, . . . , xp) = Zp,g,t (x1, . . . , xp)
=
∫
G2g+p
Qt
([a1, b1] . . . [ag, bg]c1x1c−11 . . . cpxpc−1p )da1 db1
. . . dag dbg dc1 . . . dcp,
where we use the notation [a, b] = aba−1b−1.
3.5. Lifting a 2-dimensional VQFT: Markovian holonomy fields
Is it possible to lift a 2-dimensional VQFT in the same sense as we did for a 1-dimensional
VQFT? Let us first explain what this would mean in the setting that we have already described
of a VQFT associated with a Lévy process on a compact Lie group, and following as closely
as possible the conclusion of Section 3.3. We would like to produce, for each compact surface,
a finite measure which would be, up to normalization, the distribution of a stochastic process with
values in the state space of the Lévy process, that is, in the group G, and this stochastic process
would be indexed by 1-dimensional submanifolds of M , that is, by curves drawn on M . We would
need to specify boundary conditions, namely to specify the random variable, or more likely the
deterministic element of G which we would like our stochastic process to associate to each
bounding circle of our surface. Finally, we would like the collection of all these measures, one
for each surface with boundary conditions, to behave under the surgery of surfaces by relations
dictated by the Markov property.
The central result of [6] is that it is indeed possible to produce such an object. Unfortunately,
stating rigorously the result would take more space than the present note allows. The resulting
object is called a Markovian holonomy field and it satisfies a fundamental property of multiplica-
tivity which amounts to saying that the composition of loops corresponds to the multiplication
of G-valued random variables.
When the Lévy process is the Brownian motion on G, this random field is also known as the
Yang–Mills field, originally constructed by A. Sengupta in [8] and which is, in the spirit of the
first section of this note, the rigorous mathematical object corresponding to a random connection
on a principal G-bundle over a surface associated with the Yang–Mills Lagrangian, which is the
square of the L2 norm of the curvature.
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