Abstract-Depth estimation from single monocular images is a key component in scene understanding. Most existing algorithms formulate depth estimation as a regression problem due to the continuous property of depths. However, the depth value of input data can hardly be regressed exactly to the ground-truth value. In this paper, we propose to formulate depth estimation as a pixelwise classification task. Specifically, we first discretize the continuous ground-truth depths into several bins and label the bins according to their depth ranges. Then, we solve the depth estimation problem as classification by training a fully convolutional deep residual network. Compared with estimating the exact depth of a single point, it is easier to estimate its depth range. More importantly, by performing depth classification instead of regression, we can easily obtain the confidence of a depth prediction in the form of probability distribution. With this confidence, we can apply an information gain loss to make use of the predictions that are close to ground-truth during training, as well as fully-connected conditional random fields for post-processing to further improve the performance. We test our proposed method on both indoor and outdoor benchmark RGB-Depth datasets and achieve state-of-the-art performance.
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I. INTRODUCTION

D
EPTH estimation is one of the most fundamental tasks in computer vision. Many other computer vision tasks such as object detection, semantic segmentation, scene understanding, can benefit considerably from accurate estimation of depth information. Most existing methods [1] - [4] formulate depth estimation as a structured regression task due to the fact of depth values being continuous. These regression models for depth estimation are trained by iteratively minimizing the L 2 norm between the predicted depths and the groundtruth depths, and aim to output depths as close to the actual depths as possible during evaluation. However, it is difficult to regress the depth value of input data to be exactly the groundtruth value. For human beings, we may find it difficult to tell the exact distance of a specific point in a natural scene, but we can easily give a rough distance range of that point. Motivated by this, we formulate depth estimation as a pixelwise classification task by discretizing the continuous depth values into several discrete bins. Instead of training a model to predict the depth value of a point, we train a model to predict the depth range. We show that this simple re-formulation scheme performs surprisingly well.
Another important reason to choose classification over regression for depth estimation is that it naturally predicts a confidence in the form of probability distribution over the output space. Different points have different distributions of possible depth values. Depth estimation of some points are easy while others are not. Typical regression models only output the mean values of possible depth values without the variances, (i.e., the confidence of a prediction is missing). Some efforts have been made to obtain this confidence such as the constrained structured regression [5] , or the Monte-Carlo dropout [6] , [7] . Compared to these methods which either require specific constraints or multiple forward passes during evaluation, our proposed approach is simple to implement.
The obtained probability distribution can be an important cue during both training and post-processing. Although we formulate depth estimation as a classification task by discretization, the depth labels are different from the labels of typical classification tasks such as semantic segmentation. During training, the predicted depth labels that are close to ground-truth and with high confidence can also be used to update model parameters. This is achieved by an information gain loss. As for the post-processing, we apply the fullyconnected conditional random fields (CRF) [8] which have been frequently applied in semantic segmentation [9] , [10] . With the fully connected CRFs, pixel depth estimation with low confidence can be improved by other pixels that are connected to it.
Traditional depth estimation methods enforce geometric assumptions and rely on hand-crafted features such as SIFT, PHOG, GIST, texton, etc. Recently, computer vision has witnessed a series of breakthrough results introduced by deep convolutional neural networks (CNN) [11] , [12] . The success of deep networks can be partially attributed to the rich features captured by the stacked layers. Recent evidence has shown that depth estimation benefits largely from increased number of layers [1] , [4] , [13] . However, stacking more layers does not necessarily improve performance as the training can become very difficult due to the problem of vanishing gradients. In this work, we apply the the deep residual learning framework proposed by He et al. [14] . It manages to learn the residual mapping of a few stacked layers to avoid the vanishing gradients problem.
An overview of our proposed depth estimation model is illustrated in Fig. 1 . It takes as input an arbitrarily sized image and outputs a dense score map. Fully connected CRFs are then applied to obtain the final depth estimation.
Related work Previous depth estimation methods are mainly based on geometric models. For example, the works of [15] - [17] rely on box-shaped models and try to fit the box edges to those observed in the image. These methods are limited to only model particular scene structures and therefore are not applicable for general-scene depth estimations. More recently, non-parametric methods [18] are explored. These methods consist of candidate images retrieval, scene alignment and then depth inference using optimizations with smoothness constraints. These methods are based on the assumption that scenes with semantically similar appearances should have similar depth distributions when densely aligned.
Other methods attempt to exploit additional information. To name a few, Russell and Torralba [19] estimated depths through user annotations. The work of [20] performed semantic label prediction before depth estimation. The works of [3] , [21] have shown that jointly perform depth estimation and semantic labelling can help each other. Given the fact that the extra source of information is not always available, most of recent works formulated depth estimation as a Markov Random Field (MRF) [22] - [24] or Conditional Random Field (CRF) [25] learning problem. These methods managed to learn the parameters of MRF/CRF in a supervised fashion from a training set of monocular images and their corresponding ground-truth depth images. The depth estimation problem then is formulated as a maximum a posteriori (MAP) inference problem on the CRF model.
With the popularity of deep convolutional neural networks (CNN) since the work of [11] , some works attempted to solve the depth estimation problem using deep convolutional networks and achieved outstanding performance. Eigen and Fergus [1] proposed a multi-scale architecture for predicting depths, surface normals and semantic labels. The multi-scale architecture is able to capture many image details without any superpixels or low-level segmentation. Liu et al. [4] presented a deep convolutional neural field model for depth estimation. It learned the unary and pairwise potentials of continuous CRF in a unified deep network. The model is based on fully convolutional networks (FCN) with a novel superpixel pooling method. Similarly, Li et al. [2] and Wang et al. [3] also combined the CNNs with CRFs, they formulated depth estimation in a two-layer hierarchical CRF to enforce synergy between global and local predictions.
Roy and Todorovic [26] proposed a neural regression forest (NRF) architecture which combines convolutional neural networks with random forests for predicting depths in the continuous domain via regression. The NRF processes a data sample with an ensemble of binary regression trees and the final depth estimation is made by fusing the individual regression results. It allows for parallelizable training of all shallow CNNs, and efficient enforcing of smoothness in depth estimation results. Laina et al. [27] applied the deep residual networks for depth estimation. In order to improve the output resolution, they presented a novel way to efficiently learn feature map up-sampling within the network. They also presented a reverse Huber loss which is driven by the value distributions commonly present in depth maps for the network optimization.
Experiment results in the aforementioned works reveal that depth estimation benefits from: (a) an increased number of layers in deep networks; (b) obtaining fine-level details. In this work, we take advantage of the successful deep residual networks [14] and formulate depth estimation as a dense prediction task. We also apply fully connected CRFs [8] as post-processing. Although Laina et al. [27] also applied the deep residual network for depth estimation, our method is different from [27] in three distinct ways. Firstly, we formulate depth estimation as a classification task, while [27] formulated depth estimation as a regression task. Secondly, we obtain the confidence of depth predictions which can be used during training and post-processing. Lastly, in order to obtain high resolution predictions, [27] applied an up-sampling scheme while we simply use bilinear interpolation.
The aforementioned CNN based methods formulate depth estimation as a structured regression task due to the continuous property of depth values. However for different pixels in a single monocular image, the possible depth values have different distributions. Depth values of some pixels are easy to predict while others are not. The output of continuous regression lacks this confidence. Pathak et al. [5] , presented a novel structured regression framework for image decomposition. It applied special constraints on the output space to capture the confidence of predictions. Kendall et al. [6] , proposed a Bayesian neural network for semantic segmentation. It applied the Monte-Carlo dropout during training and obtained the confidence of predictions by multiple forward passes during evaluation. In this work, we obtain the confidence by simply formulating depth estimation as a classification task.
II. PROPOSED METHOD
In this section, we describe our depth estimation method in detail. We first introduce the network architecture, followed by the introduction of our loss function. Finally, we introduce the fully connected conditional random field (CRF) which is applied as post-processing.
A. Network Architecture
We formulate our depth estimation as a spatially dense prediction task. When applying CNNs to this type of task, the input image is inevitably down-sampled due to the repeated combination of max-pooling and striding. In order to handle this, we follow the fully convolutional network (FCN) which has been proven to be successful in dense pixel labeling. It replaces the fully connected layers in conventional CNN architectures with convolutional layers. By doing this, it makes the fully convolutional networks capable of taking input of arbitrarily sized images and output a down-sampled prediction map. After applying a simple upsample such as bilinear interpolation, the prediction map is of the same size of the input image.
The depth of CNN architectures is of great importance. Recent works reveal that the VGG [12] network outperforms the shallower AlexNet [11] . However, simply stacking more layers to existing CNN architectures does not necessarily improve performance due to the notorious problem of vanishing gradients, which hampers convergence from the beginning during training. The recent ResNet model solves this problem by adding skip connections. We follow the recent success of deep residual network with up to 152 layers [14] , which is about 8× deeper than the VGG network but still having fewer parameters to optimize.
Instead of directly learning the underlying mapping of a few stacked layers, the deep residual network learns the residual mapping. Then the original mapping can be realized by feedforward neural networks with "shortcut connections." Shortcut connections are those skipping one or more layers. In our model, we consider two shortcut connections and the building blocks are shown in Fig. 2 . The building block illustrated in Fig. 2(a) is defined as:
where x and y are the input and output matrices of stacked layers respectively. The function F(x, {W i }) is the residual mapping that need to be learned. Since the shortcut connection is an element-wise addition, the dimensions of x and F need to be same. The building block illustrated in Fig. 2 (b) is defined as:
Compared with the shortcut connection in Eq. (1), a linear projection W s is applied to match the dimensions of x and F. The overall network architecture of our depth estimation model is illustrated in Fig. 3 . The input image is fed into a convolutional layer, a max pooling layer followed by 4 convolution blocks. Each convolution block starts with a building block with linear projection followed by different numbers of building blocks with identity mapping. In this article, we consider two deep residual network architectures with 101 and 152 layers respectively. For the network architecture with 101 layers, the number of building blocks with identity mapping in the four convolution blocks (i.e., n 1 , n 2 , n 3 , n 4 in Fig. 3 ) are 2, 3, 22 and 2 respectively. As for the network architecture with 152 layers, the numbers are 2, 7, 35 and 2. The last four layers are three convolutional layers with channels 1024,512 and N, and a softmax layer, where N is the number of ground-truth labels. Batch normalization and ReLU layers are performed between these convolutional layers. Downsampling is performed by pooling or convolutional layers that have a stride of 2. These include the first 7×7 convolutional layer, the first 3×3 max pooling layer, and the first building block of convolution block 2 in Fig. 3 . As a result, the output prediction map is downsampled by a factor of 8. During prediction, we perform a bilinear interpolation on this map to make it the same size with the input image.
B. Loss Function
In this work, we use the pixel-wise multinomial logistic loss function as we formulate depth estimation as a classification task. We uniformly discretize the continuous depth values into multiple bins in the log space. Each bin covers a range of depth values and we label the bins according to the range (i.e., the label index of a pixel indicates its distance). The depth labels however are different from the labels of typical classification tasks. For typical classification tasks such as semantic segmentation and object detection, the predictions 
that are different from ground-truth labels are considered wrong and contribute nothing in updating network parameters. As for depth estimation, the predictions that are close to ground-truth depth labels can also help in updating network parameters. This is achieved by an "information gain" matrix in our loss function.
Specifically, our loss function is defined as:
where
is the ground-truth depth label of pixel i and B is the total number of discretization bins. During prediction, we set the depth value of each pixel to be the center of its corresponding bin. By formulating depth estimation as classification, we can get the confidence of each prediction in the form of probability distribution. This confidence can also be applied during post-processing via fully connected CRFs.
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C. Fully Connected Conditional Random Fields
A deep convolutional network typically does not explicitly take the dependency among local variables into consideration. It does so only implicitly through the field of view. That is why the size of field of view is important in terms of the performance of a CNN. In order to greatly refine the network output, we apply the fully connected CRF proposed in [8] as post-processing. It connects all pairs of individual pixels in the image. Specifically, the energy function of a fully connected CRF is the sum of unary potential U and pairwise potential V :
where D is the predicted depth labels of pixels and i , j are pixel indices. We use the logistic loss of pixel defined in Eq. (3) as the unary potential, which is
The pairwise potential is defined as
where (D i , D j ) is a penalty term on the labelling. Since the label here indicates depth, we enforce a relatively larger penalty for labellings that are far away from ground-truth. For simplicity, we use the absolute difference between two label values to be the penalty:
There is one pairwise term for each pair of pixels in the image no matter how far they are from each other (i.e., the model's factor graph is fully connected). Each k s is the Gaussian kernel depends on features (denoted as f) extracted for pixel i and j and is weighted by parameter w s . Following [8] , we adopt bilateral positions and color terms, specifically, the kernels are:
The first kernel is the appearance kernel, which depends on both pixel positions (denoted as p) and pixel color intensities (denoted as I ). It is inspired by the observation that nearby pixels with similar color are likely to be in the same depth range. The degrees of nearness and similarity are controlled by hyper parameters σ α and σ β . The second kernel is the smoothness kernel which removes small isolated regions, the scale of smoothness is controlled by σ γ .
III. EXPERIMENTS
We evaluate our proposed depth estimation approach on 2 benchmark RGB-Depth (RGB-D) datasets: the indoor NYUD2 [28] dataset and the outdoor KITTI [29] dataset. We organize our experiments into the following three parts:
(1) We show the effectiveness of our depth discretization scheme and compare our discrete depth label classification with continuous depth value regression.
(2) We evaluate the contribution of different components in our proposed approach.
(3) We compare our proposed approach with state-of-theart methods to show that our approach performs better in both indoor and outdoor scenes. Several measures commonly used in prior works are applied for quantitative evaluations:
• root mean squared error (rms):
• average log 10 error (log10): 
A. Depth Label Classification vs. Depth Value Regression
Discretizing continuous data would inevitably discard some information. In this part, we first show that the discretization of continuous depth values degrades the depth estimation model by negligible amount. Specifically, we equally discretize the ground-truth depth values of test images in the NYUD2 dataset into different numbers of bins in the linear and log space respectively and calculate three errors as is mentioned above. The results are illustrated in Fig. 4 .
We can see from Fig. 4 that with the increment of discretization bins, the errors of discretized ground-truth depths decrease and stop at a negligible amount. And the discretization in the log space leads to lower error than the discretization in the linear space.
As for the accuracies, all the discretized ground-truth depths can reach 100% except for the accuracy with threshold 1.25 when linearly discretizing the ground-truth depths into 10 bins. From this experiment we can see that converting the ground-truth depths from continuous values to discrete labels has negligible effect on the performance. We can reformulate depth estimation from a conventional regression task to a classification task.
We next compare our proposed depth estimation by classification with the conventional depth regression and show the results in Table I . In this experiment, we apply the deep residual network with 101 layers and the parameters are initialized with the ResNet101 model in [14] which is trained on the ImageNet classification dataset. We train our models on standard NYUD2 training set with 795 images and standard KITTI training set with 700 images [13] for fast comparison. As for the test sets, we select 650 and 700 images from the raw NYUD2 and KITTI test sets respectively as validation sets. For depth regression, the loss function is standard L 2 norm which minimizes the squared euclidean norm between predicted and ground-truth depths. The output depth map is upsampled to the same size of the input image through bilinear interpolation. As for our depth estimation by classification, we discretize the continuous depth values into different numbers of bins in the log space. We do not apply CRF post-precessing for both regression and classification. As we can see from Table I that depth estimation by classification outperforms the conventional depth regression, and the performance of depth classification is not very sensitive to the number of discretization bins.
One important reason for depth estimation by classification outperforms the depth regression might be that the regression tends to converge to the mean depth values. This may cause larger errors in areas that are either too far from or too close to the camera. The classification with the information gain may alleviate this problem. In order to testify this, we break down the NYUD2 ground-truth depths into 3 ranges and report the results in Table II . The general setting is the same with the aforementioned experiment. The ground-truth depths are TABLE II   TEST RESULTS ON THE NYUD2 DATASET WITH DIFFERENT  GROUND-TRUTH RANGES. WE BREAK DOWN THE  GROUND-TRUTH DEPTHS INTO 0M-3M,  3M-7M AND 7M-10M discretized into 100 bins in the log space and the α defined in Eq. (3) is set to 0.2.
B. Component Evaluation
In this section, we analyze the contribution of key components including the information gain matrix, fully connected CRFs and network architectures in our proposed approach. We evaluate depth estimation on both the NYUD2 and KITTI datasets. We use the standard training set containing 795 images of the NYUD2 dataset and evaluate on the standard 654 test images. The continuous depth values are discretized into 100 bins in the log space. As for the KITTI dataset, we apply the same split in [13] which contains 700 training images and 697 test images. We only use left images and discretize the continuous depth values into 50 bins in the log space. We cap the maximum depth to be 80 meters. 
1) Benefit of Information Gain Matrix:
In this part, we evaluate the contribution of the information gain matrix in our loss function. We train the ResNet101 model on both the NYUD2 and KITTI datasets with and without information gain matrices. The α defined in Eq. (3) is set to 0.2 and 0.5 for NYUD2 and KITTI respectively. In our experiments, we find that the performance is not sensitive to α. The results are illustrated in Table III . As we can see from this table that the information gain matrix improves the performance of both indoor and outdoor depth estimation.
2) Benefit of Fully Connected CRFs: In order to evaluate the effect of the fully connected CRFs, we first train the ResNet101 model on both the NYUD2 and KITTI datasets, and then apply the fully connected CRFs as post-processing. We illustrate the results in Table IV . As we can see from the table, the fully-connected CRF can improve the depth estimation of both indoor and outdoor scenes.
3) Network Comparisons: In this part, we compare the performance of deep residual networks with the baseline VGG16 net [12] on the NYUD2 dataset. Since we formulate depth estimation as a classification task, we can apply network structures that perform well on semantic segmentation task. Specifically, for the VGG16 net, we apply the structure in [9] . We keep the layers up to "fc6" in VGG16 net and add 2 convolutional layers with 512 channels, and 2 fully-connected We also compare the number of parameters in the Table V .
C. State-of-the-Art Comparisons
In this section, we evaluate our approach on the NYUD2 and KITTI datasets and compare with recent depth estimation methods. We apply the deep residual network with 152 layers and the parameters are initialized with the ResNet152 model in [14] . 1) NYUD2: We train our model using the entire raw training data specified in the official train/test distribution and test on the standard 654 test images. We discretize the depth values into 100 bins in the log space. We set the parameter α of the information gain matrix to be 0.2. The fully connected CRFs are applied as post-processing. The results are reported in Table VI . The first row is the result in [3] which jointly performs depth estimation and semantic segmentation. The second row is the result of deep convolutional neural fields (DCNF) with fully convolutional network and superpixel pooling in [4] . The third row is the result of nerual regression forest (NRF) in [26] . The fourth row is the result in [1] which performs depth estimation in a multi-scale network architecture. The fifth row is the result in [27] which applies an upsampling scheme. The last row is depth estimation result by our model. As we can see from the table, our deep fully convolutional residual network with depth label classification achieves state-of-the-art performance of 4 evaluation metrics. We also show some qualitative results in Fig. 5 , from which we can see our method yields better visualizations in general.
2) KITTI: We train our model on the same training set in [30] which contains 33131 images and test on the same 697 images in [13] . But different from the depth estimation method proposed in [30] which applies both the left and right images in stereo pairs, we only use the left images. The missing values in the ground-truth depth maps are ignored during both training and evaluation. The depth values are discretized into 50 bins in the log space. We set the parameter α of the information gain matrix to be 0.5 and apply fully connected CRFs as post-processing. In order to compare with the recent state-of-the-art results, we cap the maximum depth into both 80 meters and 50 meters and present the results in Table VII . We can see from Table VII that our method outperforms the rest methods significantly. Some qualitative results are illustrated in Fig. 6 . Our approach yields visually better results.
3) Cross-Dataset Evaluation: In order to show the generalization of our proposed method, we train our model on the raw NYUD2 dataset and test on the SUN RGB-D dataset [33] . The SUN RGB-D is an indoor dataset contains 10335 RGB-D images captured by four different sensors. We only select 500 images randomly from the test set for crossdataset evaluation. The SUN RGB-D contains 1449 images Fig. 6 . Some depth estimation results of the KITTI dataset. The first row are the ground-truth depths, the second row are the results by [32] , the last row are the results by our approach. from the NYUD2 dataset. Our selected testset exlucdes all the images from the NYUD2. We compare our method with Liu et al. [4] and Laina et al. [27] . We use the trained models and evaluation codes released by these authors. The results are illustrated in Table VIII . We can see that our method can reach satisfactory results on different dataset, and outperforms other methods.
IV. CONCLUSION We have presented a deep fully convolutional residual network architecture for depth estimation from single monocular images. We have made use of the recent deep residual networks, discretized continuous depth values into different bins and formulated depth estimation as a discrete classification problem. By this formulation we can easily obtain the confidence of a prediction which can be applied during training via information gain matrices as well as postprocessing via fully-connected CRFs. We have shown that our discretization approach surprisingly performs well.
Note that the proposed network can be further improved by applying the techniques that have been previously explored. For example, it is expected that 1) Multi-scale inputs as in [1] would improve our result. 2) Concatenating the mid-layers' outputs may better use the low-, mid-layers information as in [34] . 3) Upsampling the prediction maps as in [35] would be beneficial too. We leave these directions in our future work.
