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Abstract
Using the waveforms from a digital electronics system, an offline analysis technique on pulse shape discrimination (PSD)
has been developed to improve the n–γ separation in a bar-shaped NE-213 scintillator that couples to a photomultiplier
tube (PMT) at each end. The new improved method, called the “valued-assigned PSD” (VPSD), quantifies the separation
between neutrons and gamma rays. Position dependence of PSD can be taken into account and automated using VPSD
method. The resulting n–γ identification is much improved when compared to the traditional technique that uses the
geometric mean (GM) of light outputs from both PMTs.
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1. Introduction
Experimental studies of nuclear reactions utilizing scin-
tillator arrays dedicated for fast neutron detection are in-
creasingly common [1, 2, 3, 4, 5]. Emissions of neutrons
from most nuclear reactions are typically accompanied by
other types of radiation including gamma rays and charged
particles, all of which have larger interaction cross sections
with the scintillation material than neutrons. To discrim-
inate charged particles, one can place a charged-particle
veto wall in front of the neutron detector [6] or apply
an external magnetic field to deflect the charged particles
[7, 8] away from the neutron detectors. To distinguish neu-
trons and gamma rays, pulse shape discrimination (PSD)
on light signals emitted by organic scintillators is com-
monly used. This technique utilizes the difference in the
“slow” component of scintillation signal which depends on
the particle type [9].
With the advancement of digital electronics, storage
of the digitized waveforms facilitates the exploration of
better analysis techniques. By analyzing light signals dig-
itized with a flash analog-to-digital converter (FADC), we
explore a new PSD analysis procedure to better distinguish
neutrons and gamma rays. The procedure applies to a bar-
shaped scintillator with a photomultiplier tube (PMT) for
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light collection attached on each of the two ends. How-
ever, the method should be applicable to any PSD anal-
ysis involving two signals such as the traditional “fast”
(early component of the scintillation pulse) and “slow”
signals from analog electronics. The development of new
PSD technique is particularly timely as the existing PSD
method does not work well for long scintillation bars.
2. Experimental setup
A 2 m × 2 m large area neutron wall (LANA) [2, 10]
consists of 25 independent detection units has been used as
the neutron detection system for heavy-ion collision (HIC)
experiments at the National Superconducting Cyclotron
Laboratory (NSCL). Each detection unit is called a “neu-
tron wall (NW) bar”, which stacks horizontally on top of
one another with an inter-bar gap of 0.3 cm. The NW bar
is made up of a two-meter long and 0.3 cm thick Pyrex
glass container that is filled with NE-213 organic liquid
scintillator. Its rectangular cross section has a vertical
height of 7.62 cm and a horizontal width of 6.35 cm. At
the two ends of each NW bar, a 7.5 cm-diameter Philips
Photonics XP4312B/04 photomultiplier (PMT) is coupled
to the Pyrex glass for photons detection.
In a recent experiment, 7 out of 25 NW bars, namely,
bars enumerated as 01, 02, 03, 10, 11, 12, 13, have their
signals split into two: (1) 90% of the total intensity is sent
to the analog electronic system [10]; (2) the remaining 10%
is sent to the digital electronic system described by Ref.
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[11]. The 10% signal is amplified by approximately 8 times
in order to recover the pulse height. Unless otherwise spec-
ified, the analysis results shown in this paper are drawn
from NW bar 01 for illustration. All NW bars show similar
results. Calibration of hit position on the NW bar is done
using cosmic muons [10]. To develop an improved pulse
shape discrimination technique, we use AmBe as our pri-
mary neutron source. Around half a million neutrons and
gamma rays emitted from the collisions of 48Ca +124 Sn
at 56 MeV/u acquired using the analog electronics will be
analyzed to test the effectiveness of the new method.
3. Pre-processing of digitized waveforms
3.1. Cubic spline interpolation
Each digitized pulse consists of 240 samples taken at
a time interval of 2 ns (500 MHz), each with a 12-bit
analog-to-digital converter (ADC). In our experiment, the
detected pulses have a rise time of about 4 ns, defined as
the time difference for the pulse rising from 10% to 90%
of its peak. Hence the choice of interpolation is critical
if we wish to reliably infer any pulse information between
two consecutive samples in order to determine the signal
start time and charge integration. Cubic spline interpola-
tion is favored over linear interpolation as it allows us to
(1) reasonably reproduce any missing peak of a pulse due
to discrete sampling, while (2) avoiding the Runge’s phe-
nomenon that yields unrealistic oscillation in high-order
polynomial interpolation [12].
As will be demonstrated later in the next section, PSD
using cubic spline interpolation offers better n–γ separa-
tion when compared to linear interpolation. Similar im-
provement in time resolution has been reported [13]. In the
remaining part of this paper, all features about a pulse are
drawn from its cubic spline interpolation unless otherwise
specified. To avoid numerical issues in the analysis, the
ADC values are offset by some random numbers between
−0.5 and +0.5.
3.2. Selection of good pulses
The digitized signals in the current setup contain only
10% of the original value, with the remaining 90% be-
ing sent to the primary analog electronic system. Even
though the reduced signals are amplified eight times, the
split in the original signal inevitably leads to some reflec-
tion that causes distortion in the pulse shapes. Hence, it
is important to exclude signals that are not being digitized
properly.
To facilitate the selection of good pulses, we calculate
the normalized ADC values by setting the pulse peak at
one and the baseline at zero. A reference pulse is produced
by overlapping all the pulses and then calculating the me-
dian ADC value for every sampling interval of 2 ns. Each
pulse shape is scored against the reference pulse by em-
ploying the chi-square test. Figure 1 show three examples
of pulses that are excluded in the analysis of PSD. Most of
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Figure 1: Sample pulses have been plotted to illustrate the difference
between a “good pulse” and a “bad pulse”. The dotted lines rep-
resent the cubic spline interpolation, while the circle markers show
where a digital sampling was made at a time interval of 2 ns. All
pulse heights have been normalized to 1.0.
the pulses peak around 120 ns (panel d) after the trigger.
Those that peak much later (panel a), earlier (panel b) or
badly distorted (panel c) are discarded.
4. Hit position calibration
A 13-hour long cosmic ray data set has been collected
to calibrate the hit position on a NW bar from the arrival
time difference between PMTs at both ends. Denote the
signal arrival times due to a single-hit event observed by
the left PMT and the right PMT as tL and tR, respectively;
the arrival time difference is written as td ≡ tL−tR. Multi-
hit events within one bar are rare because the rate from
cosmic muons (and the AmBe neutron source) yields less
than 25 (and 300) counts per second. For cosmic rays,
the hits should be uniformly distributed over the entire
NW bar of length ` and the distribution of arrival time
difference fideal would follow a rectangular function,
fideal(td;A
′, τL, τR) =
{
A′ if τL < td < τR ;
0 if td < τL or td > τR ,
(1)
where τL ≡ min{td} and τR ≡ max{td} corresponding
to the left edge and the right edge, respectively. In re-
ality, smearing around τL,R would be expected. In order
to calibrate the hit position on a NW bar, τL,R has been
extracted by evaluating the absolute derivative of the dis-
tribution of td, i.e. |dfexp(td)/dtd| [10, 11, 14]. The values
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Figure 2: Main plot: Time resolution as function of the constant
fraction used for timing. Only standard errors from edge fitting
are plotted as error bars. Inset top: One-dimensional histogram
of arrival time difference yielded by the optimal constant fraction
timing. Inset bottom: Histogram of the absolute value of derivative
of the arrival time difference.
of τL,R would then be defined as the two local maxima
(bottom panel of inset in Figure 2).
The distribution of td encodes not only τL,R but also
the time resolution, which can be extracted by fitting
the distribution [15, 16]. In the inset top panel of Fig-
ure 2, the two edges in fexp(td) are fitted with a Gaussian-
convoluted edge function Econv, whose mathematical ex-
pression is given by
Econv(td;A, τL,R, σL,Rtd )
=
∫ ∞
−∞
dt′
A
2
sign[±(t′ − τL,R)] · N
(
td − t′; 0, (σL,Rtd )2
)
=
A
2
erf
(
± td − τL,R√
2σL,Rtd
)
,
(2)
where N ≡ N (t; t¯, σ2) refers to the normal distribution.
Here, a plus sign refers to the left edge at τL and a negative
sign refers to the right edge at τR; all parameters includ-
ing A, τL,R and σ
L,R
td
are determined using the maximum
likelihood fitting algorithm, and the result is illustrated in
the top panel of the inset in Figure 2. Fitting a Gaussian-
convoluted edge function is mathematically equivalent to
fitting a Gaussian peak to the absolute derivative of the
original distribution because
∣∣∣∣ ddtd Econv(td)
∣∣∣∣ = A√2piσL,Rtd exp
−( td − τL,R√
2σL,Rtd
)2 , (3)
i.e. σL,Rtd are the standard deviations of the two absolute
derivative peaks shown in the lower panel of inset in Fig-
ure 2.
The aforementioned procedure is automated and re-
peated for arrival times determined at different constant
fractions of the final peak (of the cubic spline interpolated
waveform). As shown in the main plot of Figure 2, σL,Rtd
changes as a function of constant fraction employed for
pulse timing. In principle, both σLtd and σ
R
td
are measuring
the same quantity, namely, the standard error of td; both
quantities are observed to be consistent.
The optimal constant fraction is chosen to minimize the
average σtd ≡ (σLtd + σRtd)/2, and it is found to range from
15% to 30% across all seven NW bars. As a reference, the
constant fraction threshold used in the analog counterpart
during the experiment was 1/3 of the peak height. The res-
olution of td is taken to be Rtd ≡ 2.355σtd in full width at
half maximum (FWHM), and it is found to be 690±10 ps
for NW bar 01. It is important not to confuse between
the resolution of arrival time difference Rtd and the ar-
rival time resolution Rt of a NW bar (folded in with two
PMTs). Typically, the arrival time of a particle into a bar-
shaped scintillator is defined as t ≡ (tL+tR)/2. Therefore,
the time resolution of a bar determined with two PMTs
is just Rt = Rtd/2 = 345 ± 5 ps. Using other timing al-
gorithms including the leading edge threshold (LET) and
the extrapolated leading edge timing (ELET) yield similar
results [17].
Having obtained the parameters τL,R that yield the
minimum Gaussian spreading in arrival time differences,
we may calculate the hit position on an event-by-event
basis using a simple linear relation,
x(td) = ` · td − τL
τR − τL −
1
2
` , (4)
where ` = 200 cm is the total length of a NW bar, and
the −`/2 term is added to set the center of the NW bar at
x = 0. Furthermore, position resolution of a NW bar can
be estimated from the arrival time difference resolution by
Rx ≈ dx(td)
dtd
Rtd =
`
τR − τLRtd . (5)
In terms of FWHM, the position resolution is found to be
6.05 ± 0.09 cm for NW bar 01. This result is consistent
with 6.02 ± 0.04 cm, obtained with analog electronics on
the same NW bar using cosmic muon track reconstruction
[18].
5. Pulse shape discrimination
5.1. Traditional method using geometric mean of the
charge signals
The n–γ PSD is based on the pulse shape differences
between neutrons and gamma rays. Figure 3 shows cumu-
lative neutron pulses (solid) and gamma pulses (dashed).
Most of the difference in pulse shape only emerges after
the peak. The PSD is commonly achieved by analyzing
the difference between two charge-integration gates over
different time ranges [19, 20, 21, 22]. There exist several
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Figure 3: The cumulative waveforms detected by the left PMT of
NW bar 01 with radiations classified according to Figure 6. Only
hits on the closest 50 cm to the left PMT have been included here.
The shaded regions indicate the interquartile range of normalized
ADC. Curves have all been interpolated with cubic spline.
nomenclatures in the literature for naming these two com-
ponents. In this paper, they will be referred to as “SHORT
gate” (Q1) and “LONG gate” (Q2) as illustrated in Fig-
ure 3. Mathematically, they are computed by integration
on the digital pulse within the gate, i.e.
Q1,2 =
∫ tstop1,2
tstart1,2
S(t) dt , (6)
where S(t) is the cubic spline interpolated waveform. Fig-
ure 3 presents the optimal ranges of Q1 and Q2 on pulses
observed in this work. Since the optimal constant time
fraction differs among different NW bars, the pulses have
all been aligned to the constant fraction timing of 20%
instead of the optimal one (e.g. 25% for NW bar 01) to
facilitate comparison among different NW bars; time res-
olution at constant fraction of 20% differs less than 10 ps
from the optimal one.
For a long scintillation detector, it is important to min-
imize the position dependence of signals, which is typically
accomplished by combining signals from both PMTs on a
NW bar. The traditional approach to utilize signals from
two ends is to take the geometric mean (GM) of light out-
puts from two PMTs, QGM ≡
√
QLQR, where QL,R is
the light output from left or right side. The GM signals
reduce position dependence due to attenuation in scintil-
lation material [2, 23]. To see this, we denote λ as the
attenuation length and ` as the total length of a neutron
wall bar. Then the light outputs detected by both PMTs
on a NW bar would be given by{
QL(x) = Q0e
−x/λ
QR(x) = Q0e
−(`−x)/λ , (7)
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Figure 4: Traditional PSD obtained by plotting QGM1 vs. Q
GM
2 . The
two ridges correspond to gamma rays and neutrons.
where Q0 is the ideal light output assuming zero attenua-
tion and x is the distance between the interaction position
and the left PMT. By taking the geometric mean of QL
and QR, i.e.
QGM ≡
√
QLQR = Q0e
−`/λ , (8)
we may recover the ideal light output Q0 up to a position-
independent factor of e−`/λ. In this paper, this PSD
technique that uses GM SHORT (QGM1 ) and GM LONG
(QGM2 ) is referred as the “GM method”, and its perfor-
mance has been visualized in Figure 4 which serves as a
benchmark for the development of an improved method of
this work.
5.2. Value-assigned PSD
While QGM minimizes the position dependence, its
construction also “averages” the individual performance
of the two PMTs. To recover contributions from individ-
ual PMTs, we plot a two-dimensional histogram of Q1/Q2
ratios measured by the PMTs at both ends of NW bar 01
as shown in the left panel of Figure 5. Visually, separation
of neutrons from gamma rays in the left panel of Figure 5 is
superior to that shown in Figure 4. Retaining information
on individual PMT produces better PSD than to construct
the geometric mean quantities. To further improve the
PSD, we account for the non-linearity by fitting the two
ridges corresponding to neutrons and gamma rays in the
right panel of Figure 5 with two quadratic curves that rea-
sonably model the SHORT-LONG relations of neutrons
and gamma rays over the range of interest. The gates
(dashed circles) in the left panel can be applied to the
right panel to ensure better fitting of the ridges.
Having found the quadratic functions for neutron (qn)
and gamma (qγ), we may then assign a value for each pulse
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Figure 5: Left: PSD observed in a two-dimensional histogram of Q1/Q2 ratios measured at both ends of the PMT. Right: A two-dimensional
histogram of (Q2, Q1) from the left end of NW bar 01. The two solid curves in the right panel are quadratic fits on the points gated by the
dashed circles on the left panel.
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Figure 6: Two-dimensional histogram of VPSDs from the same set
of data in Figure 5. As expected from the definition of vL,R, the
clusters are centered near (−1,−1) and (0, 0) for neutron and gamma,
respectively. The solid diagonal line can be used for simple n–γ
classification.
according to
vL,R(Q1, Q2) ≡ Q
L,R
1 − qγ(QL,R2 )
qγ(Q
L,R
2 )− qn(QL,R2 )
. (9)
This quantity and procedure shall be called “valued-
assigned pulse shape discrimination” (VPSD). A two-
dimensional histogram of VPSDs for a NW bar is produced
in Figure 6, in which the shapes of both clusters have be-
come more globular when compared to the left panel of
Figure 5 because the quadratic fits have accounted for the
non-linearity in the SHORT-LONG relations. Compared
to the GM method as shown earlier in Figure 4, we find
this result has improved drastically.
5.3. Position dependence of PSD
By not using the geometric mean of the signals, one
would expect VPSD to exhibit position dependence. In
Figure 7, the two-dimensional VPSD histogram is split
into nine equal segments according to their hit positions.
Each section spans a length of `/9 = 22 29 cm. Counts
are not evenly distributed across all segments but instead
are maximized around the center ones because the AmBe
source was horizontally centered on the NW. Nonetheless,
this non-uniformity of hit position statistics does not hin-
der a clear pattern from emerging: the closer the hits are
to one of the PMTs (see panel 1/9 and 9/9), the better the
separation of both clusters when projected to the vL-axis
or vR-axis, respectively.
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Figure 7: Two-dimensional VPSD plots for all the nine segments
of NW bar 01, with 1/9 representing the leftmost segment and 9/9
representing the rightmost segment. The solid line represents the
n–γ separation line, while the dashed line is the line perpendicular
to the solid line that pass through (−0.5,−0.5).
By observing how the separation of neutron and
gamma clusters evolves as a function of hit position x ∈
[−`/2, `/2] in Figure 7, we propose a separation line with
an angle measured from the horizontal axis as
θsep(x) ≡ pi
2
·
(
x+ `/2
`
+ 1
)
, (10)
shown as the solid lines in Figure 7. While the two-
dimensional VPSD histogram offers more details about
the n–γ clusters, it is still convenient to formulate a one-
dimensional PSD number that can be used to quantify
“neutron-ness” and “gamma-ness”. We project the clus-
ters onto the dashed lines in Figure 7 that are defined to be
perpendicular to the solid separation lines; both lines in-
tercept at the midpoint between centroids of both clusters,
(−0.5,−0.5). Mathematically, we propose a PSD metric
named PPSD (position-corrected VPSD) that is defined
as
PPSD(x, vL, vR) ≡ vL cos θproj + vR sin θproj
cos θproj + sin θproj
, (11)
with the denominator serves to normalize the projected
neutron peak to be at PPSD ≡ −1, and
θproj(x) ≡ pi
2
· x+ `/2
`
. (12)
Having computed the PPSD values, we sort them into
nine one-dimensional histograms according to their hit po-
sitions, and evaluate their respective FOMs by fitting dou-
ble Gaussian distributions. To compare the results against
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Figure 8: Positioned-corrected VPSD (PPSD) significantly improves
the n–γ discrimination especially close to the edge of a NW bar.
the GM method, similar procedure is applied to the VPSD
values computed for data points in Figure 4, i.e.
vGM ≡ Q
GM
1 − qγ(QGM2 )
qγ(QGM2 )− qn(QGM2 )
. (13)
The results are summarized in Figure 8, showing that the
overall FOM obtained using the PPSD (solid circles) is su-
perior to the GM method (solid squares) especially near
the edge of the bar. Signals originating from the far end
tend to suffer from a significant reduction in signal-to-noise
ratio, and taking the geometric mean of signals from both
ends would mean an overall loss in PSD information. In-
stead, it is better to take the linear combination of one-
sided PSD parameters, e.g. vL,R (or even the less accurate
charge-integration ratio QL,R1 /Q
L,R
2 ), and assign with some
position-dependent weights as done in Equation 11.
5.4. Gate optimization on digitized waveforms
In most analyses, both the LONG and the SHORT
gates include the pulse peak [11, 24] as the tail region of a
pulse tends to experience more fluctuation than the leading
edge. In this subsection, we investigate the gate conditions
that optimize the n–γ discrimination. We vary two gate
timings: (1) the common start time for both SHORT and
LONG; (2) the stop time of SHORT. The stop time for
LONG is set to be the end of the pulse. In other words,
we fix tstart1 ≡ tstart2 ≡ tstart, and tstop2 ≡ 480 ns which is at
the end of each digital sampling cycle. For convenience,
we also define a reference time tref for each pulse at its
20% constant fraction timing.
To select the optimal charge-integration gate condi-
tions, we quantify the n–γ separation for every pair of ad-
justable parameters, namely, the common gate start and
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Figure 9: Top panel: Surfaces of FOM as a function of common gate
start and SHORT gate stop with respect to tref (timing at 20%)
are plotted using bilinear interpolation; curves are contours. Cubic
spline interpolation (top panel) yields an optimal FOM of 0.91 (star
marker). Typical gate conditions in an experiment (cross marker)
that uses analog electronics measures at a FOM of 0.85. Bottom
panel: Same as top panel but using linear interpolation.
the SHORT gate stop. This is done by first projecting all
points in the two-dimensional histogram of (vL, vR) in Fig-
ure 6 onto the line connecting both centroids. Then the
figure-of-merit (FOM) defined as
FOM =
|xn − xγ |
wn + wγ
(14)
can be evaluated from the projection, where xn,γ is the
peak position and wn,γ is the FWHM. The evaluations
are done for both cubic spline interpolated and linear in-
terpolated waveforms, as summarized respectively in the
top and bottom panels of Figure 9. Cubic spline interpola-
tion not only yields a better maximum FOM of 0.91 (star
marker), but also offers an optimal gate condition that is
numerically more stable than that of linear interpolation.
The optimal FOM using cubic spline interpolation is at-
tained by a common gate start and a SHORT gate stop at
12 ns and 28 ns after the 20% constant fraction timing tref ,
respectively. Note that the peaks occur around 5 ns + tref ,
that is 7 ns before the optimal common gate starts.
Since recovery of lost signal information is impossible in
analog electronics, caution is exercised in choosing gates.
The gates traditionally include the peak partly because
neutron energy information is derived from the integrated
charge in the LONG pulse. In LANA experiments, a gate
of tstart = −5 ns + tref and tstop = 25 ns + tref is cho-
sen. This choice is not optimal but it still yields an FOM
of 0.85 (cross marker) when using cubic spline interpo-
lation, losing only 6.6% from the optimal FOM of 0.91.
In other words, the optimal gates which are difficult to
achieve in analog electronics is not the most critical factor
in PSD performance as long as sensible choice of SHORT
and LONG gates is adopted.
5.5. Experimental data using analog system
We have applied the new position-corrected VPSD
(PPSD) procedure to the data from a recent experiment
with evident improvement in n–γ discrimination. The ana-
log system was used to process signals from all 25 NW bars
and provide the 12-bit fast gate and total gate information.
The fast gate was adjusted to a width of 30 ns that starts
from around 5 ns before the 20% threshold timing, while
the total gate was set to a width of 340 ns. Neither gates
were set to the optimal settings as suggested by the star
marker in Figure 9. Nonetheless, as we can see from the
FOM surface, the loss in n–γ separability is less than 10%.
Emissions from the reaction of 48Ca beam at 56 MeV/u
on 124Sn target are used to test the new position-corrected
VPSD method. With a veto wall placed in front of the
NW bars, charged particles are “vetoed” from this anal-
ysis, leaving around half a million neutrons and gamma
rays detected by NW bar 01. Significant improvement in
n–γ separation has been presented by comparing the PSD
plots produced using the GM method (left panel) and the
new PPSD method (right panel) in Figure 10. In order to
preserve the two-dimensionality of the clusters in the right
panel for better visualization, we rotate each point (vL, vR)
by (pi4 − θproj(x)) around (−0.5,−0.5). One-dimensional
projections are presented in the respective inset figures. It
is clear that the PPSD method exhibits superior n–γ sep-
aration. Moreover, this new method accommodates many
simple clustering algorithms such as K-means clustering
[25] that may facilitate automations in the analysis.
6. Summary
Using cubic spline interpolated digitized waveforms
from a digital electronics system, we study the properties
of a 2 m long NE-213 liquid scintillator neutron detec-
tor coupled with a photomultiplier tube (PMT) at each
end. In offline analysis, the digitized waveforms allows
optimization of electronic setting parameters such as con-
stant fraction of the timing signals, width and start time of
the LONG and SHORT gates for n–γ pulse shape discrim-
ination (PSD). The study validates the waveform param-
eters used in analog electronics that even though they are
not the optimal, they do not affect the n–γ pulse shape dis-
crimination (PSD) significantly. Using the optimized pulse
shape, the “valued-assigned PSD” (VPSD) is developed to
quantify the separation between neutrons and gamma rays
in both the left and right PMTs. Position dependence of
the light signals is corrected by taking the weighted aver-
age of the left and the right VPSD values, with the weights
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Figure 10: Experimental data on reaction 48Ca +124 Sn at 56 MeV/u using analog processed signals from NW bar 01 using the traditional
GM method (left panel) and using the PPSD method (right panel). Both inset figures are projections onto the perpendicular directions of
the dashed separation lines.
found to be being some linear functions of position. Com-
pared to the traditional technique that uses the geometric
mean (GM) of light outputs from both PMTs, the PSD
figure-of-merit (FOM) increases from ∼ 0.8 to ∼ 1.4 near
the edges of the detector. The resulting VPSD plot is much
improved and allows for easy separation of n and γ that fa-
cilitates automation. VPSD has been applied successfully
to analyze data from heavy ion collisions experiments.
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