Abstract-The problem of frequency estimation for noisy sinusoidal signals from multiple segments or channels, which are referred to as gapped data, is addressed. Based on linear prediction and weighted least squares techniques, an iterative relaxation-based frequency estimator is devised and analyzed. The proposed algorithm is also extended to harmonically related frequencies. Computer simulations are conducted to compare the estimation performance of the developed approach with an existing multichannel frequency estimator and Cramér-Rao lower bound.
I. INTRODUCTION
T HE problem of sinusoidal parameter estimation from noisy data has attracted considerable attention [1] [2] because of its important applications in many fields such as astronomy, radar, sonar, digital communications, biomedical engineering, speech and music analysis as well as instrumentation and measurement. The crucial step is to estimate the frequencies because they are nonlinear functions in the received data. Once the frequency estimates are obtained, the remaining parameters can then be computed straightforwardly. Although numerous frequency estimators have been proposed in the literature, limited attention has been paid to the scenarios of multiple segments or channels. The former occurs when the data sequence acquired by a single receiver has gaps which are due to the failure of the measuring device or the impossibility of performing measurements for certain periods such as in astronomical and radar applications [1] [2] . On the other hand, a representative application example for the latter is quantification of magnetic resonance spectroscopy (MRS) signals from multiple detector coils [3] . Basically, the signal models in both cases are identical although the first and second correspond to the temporal and spatial domains, respectively, and we refer them to as gapped data [ Consider the temporal gapped data scenario, the signal of the th segment at time can be modeled as (1) with and . The , and are the number of segments, size of the th segment and number of sinusoids, respectively. It is assumed that is known a priori or accurately estimated by Akaike information criterion or minimum description length while are allowed to be distinct among segments. The th frequency is represented as , and the amplitude and phase of the th sinusoid in the th segment are denoted by and , respectively. Note that for notation simplicity, we have aligned the time index in all segments by absorbing the effect in the phase parameters. The noises are assumed uncorrelated zero-mean white Gaussian random processes with unknown variances , and extension to general Gaussian distribution is straightforward as long as the noise covariance matrix is known up to a multiplying constant. Our objective is to estimate , given , , and . The rest of this letter is organized as follows. Based on linear prediction (LP) property of sinusoids and weighted least squares (WLS) technique, an accurate frequency estimator for gapped data is developed in Section II. The devised estimation algorithm can be considered as an extension of our previous work for the complete-data case [4] . The special case of harmonic sinusoidal signals, which corresponds to speech and music applications [5] - [7] , is studied in Section III. Simulation results are presented in Section IV to evaluate the performance of the proposed approach by comparing with the multichannel parametric Hankel-(matrix) singular value decomposition (MC-P-HSVD) method [3] and Cramér-Rao lower bound (CRLB). Finally, conclusions are drawn in Section V.
II. ALGORITHM DEVELOPMENT
Based on LP property of , we have 
Using (2), a LP error vector for the th segment, denoted by , can be set up: (5) where (see the equation at the bottom of the page). Here, is the transpose operator. The WLS cost function is then (6) where is a weighting matrix and its optimal form is [4]
with represents the expectation operator and
Here stands for matrix inverse, is the zero matrix, is the Toeplitz matrix with and being the first column and first row, respectively. Stacking and , to form and , respectively, the WLS estimate of , denoted by , is obtained by extending (6) [8] : (8) where , and Table I .
To analyze the variances of the frequency estimates, we first notice that when the data length and signal-to-noise ratio (SNR) are sufficiently large, the mean and covariance matrix of , and , can be approximated as [4] : (9) and (10) where is the noise-free version of and is assumed the ideal form which is characterized by the true . Assuming that is sufficiently smooth around and the corresponding estimate is located at a reasonable proximity of , the variance of , , is computed as [9] :
where are replaced by and their first-order and second-order statistics are obtained from (9) and (10). Although there is no closed-form expression for (11), empirical studies show that (11) is identical to the CRLB for (See Appendix).
III. MODIFICATION FOR HARMONIC FREQUENCIES
In this section, the proposed algorithm is applied to fundamental frequency estimation [5] - [7] which is important for music and speech signal processing. Though both [5] and the proposed algorithm utilize WLS technique, we consider real sinusoids instead of complex cisoids. Moreover, results of [5] indicates its suboptimality while it is shown in Section IV that the performance of the proposed algorithm can attain the CRLB when the SNR is sufficiently high. Unlike Section III, the frequencies considered here are in harmonic relation, that is, , with is the fundamental . frequency. In the first stage, we ignore the harmonic structure of the frequencies and get a set of coarse frequency estimates using the algorithm in Table I and denote the corresponding vector by such that . In the second stage, the harmonic relation is exploited to obtain a fine-tune estimate of by solving another WLS cost function:
where , , with denotes the unknown covariance matrix of . It is seen in (12) that the value of is not required as it will be canceled out. If SNR is sufficiently high, we expect that the WLS estimate gives optimum performance and thus is approximately equal to the CRLB matrix of where with . In the Appendix, the CRLB matrix of all unknown parameters, denoted by where , and , is derived and it is employed for the estimation of . Noting that the complete CRLB matrix is also parameterized by and , we suggest to use the least squares (LS) technique to solve for them as follows. With the estimated fundamental frequency, we construct a system of linear equations [8] : (13) where (see the equation at the bottom of the page). The LS estimate of , denoted by , is 
IV. SIMULATION RESULTS
Computer simulations have been conducted to evaluate the frequency estimation performance of the proposed approach for gapped sinusoidal signals in additive zero-mean white Gaussian noise. The algorithm is terminated if the norm of parameter difference in two successive iterations is less than 0.01. In our study, , and the values of , , and are listed in Tables II-V . The SNR is defined as the average signal power (ASP) divided by where . We scale the noises to produce different SNR conditions. The mean square frequency error (MSFE) is employed as the performance measure to contrast with the MC-P-HSVD algorithm and CRLB. All results provided are averages of 1000 independent runs.
In the first test, there is no harmonic relationship in the frequency parameters. Fig. 1 shows the MSFEs for . It is seen that the MSFE performance of the proposed approach is close to the CRLB when while that of the MC-P-HSVD algorithm deviates from the CRLB by more than 5 dB. The variance expression of (11) is also validated for sufficiently high SNR conditions. In the second test, all the simulation settings remain unchanged except that the frequencies are harmonically related and the structure is known a priori so that the two-step approach is employed in this scenario. The fundamental frequency is set to . The CRLB of is given by the diagonal elements of the inverse of .
