In this paper we introduce a transformation technique, which can on the one hand be used to prove existence and uniqueness for a class of SDEs with discontinuous drift coefficient. One the other hand we present a numerical method based on transforming the Euler-Maruyama scheme for such a class of SDEs. We prove convergence of order 1/2. Finally, we present numerical examples.
Introduction
We consider a time-homogeneous stochastic differential equation (SDE)
where σ is a Lipschitz, R-valued function and where µ is an R-valued function that is allowed to have discontinuities.
It is well-known that the problem of existence and uniqueness of a solution to (1) is readily settled by Picard iteration, if µ is Lipschitz, too. In the case where the diffusion coefficient is bounded, Lipschitz, and (partly) uniformly elliptic, and the drift coefficient µ is only bounded and measurable, the pioneering work by Zvonkin [15] and Veretennikov [13, 14] yields existence and uniqueness of the solution. There the result is achieved by applying a transform that removes the drift. This transform can in principle be computed by solving a non-degenerate elliptic partial differential equation. In the one-dimensional case this reduces to solving an ordinary differential equation. Nevertheless, from the point of view of numerical treatment of (1) this transformation method is impractical.
In Leobacher et al. [11] one can find an existence and uniqueness result for multi-dimensional SDEs, for the case where the drift is allowed to be discontinuous at a hyperplane, or at a hypersurface, but is well behaved everywhere else. Instead of removing the whole drift by a transformation, only the discontinuity is removed by using a different transformation method. For computing this transform one only needs to solve a parametrized family of ODEs which can be done by iterated integration. This transform is therefore much less costly from a computational point of view.
In this paper, we prove another existence and uniqueness result for (1) under conditions weaker than those in Leobacher et al. [11] . The transform constructed here is explicit and thus gives rise to a numerical method that does not require solving any (partial) differential equation.
In setups with non-globally Lipschitz drift coefficient, various authors have studied convergence of numerical schemes. Berkaoui [2] proves strong convergence of the Euler-Maruyama scheme for C 1 drift. Hutzenthaler et al. [7] present an explicit numerical method for which they are able to prove strong convergence in case of an SDE with non-globally Lipschitz coefficient. Gyöngy [5] proves almost sure convergence of the Euler-Maruyama scheme in the case where the drift satisfies a monotonicity condition. Halidias and Kloeden [6] show that the Euler-Maruyama scheme converges strongly in case of a discontinuous monotone drift coefficient, e.g., in the case where the drift is a Heaviside function. Kohatsu-Higa et al. [10] show -in case of a discontinuous drift -weak convergence of a method where they first regularize the drift and then apply the Euler-Maruyama scheme. Étoré and Martinez [3, 4] present an exact simulation algorithm for SDEs with a bounded drift coefficient that has a discontinuity in one point, but is differentiable everywhere else.
In contrast to that, we allow the drift to have a finite number of jumps, but require it to be Lipschitz otherwise. The transformation method and the scheme based on it are the main contributions of this paper. The transformation itself is presented in a constructive way. Moreover, it is chosen such that all the involved functions can be computed efficiently.
The paper is organized as follows. In Section 2 we introduce a transformation method different to those from [11, 15] and show that this also leads to an existence and uniqueness result. In Section 3 we present the numerical method which is based on the transformation introduced earlier and we prove convergence of strong order 1/2. Finally, in Section 4 we present numerical examples.
Existence and uniqueness
Let (E, F, (F) t≥0 , P) be a filtered probability space carrying a standard Brownian motion W = (W t ) t≥0 . Let µ, σ : R → R, be measurable functions. We study the time-homogeneous stochastic differential equation (SDE)
The function µ is allowed to be discontinuous. However, the form of the discontinuities is a special one: we allow only discontinuities in a finite number m of distinct points ξ 1 < . . . < ξ m and we assume that µ is Lipschitz otherwise. Definition 2.1. Let I ⊆ R be an interval. We say a function f : I −→ R is piecewise Lipschitz if there are finitely many points ξ 1 < . . . < ξ m ∈ I such that f is Lipschitz on each of the intervals
We have not assumed anything about the behaviour of f at ξ 1 , . . . , ξ m . However, we have the following elementary lemma: Lemma 2.2. For a piecewise Lipschitz function f the one-sided limits always exist.
Proof. By symmetry it is enough to show that the left limit exists in every point. For given x ∈ I consider a non-decreasing sequence (x n ) with x n → x. According to our assumption there is some L and some n 0 such that |f (
) converges absolutely and the limit of this series is lim n→∞ f (x n ) − f (x n 0 ).
This will enable us to transform the SDE into one with Lipschitz coefficients. The transform presented here is similar to the one in [11] but much simpler to compute. Assumption 2.3. We assume the following for the coefficients of (2): (i) µ is piecewise Lipschitz;
(ii) σ is globally Lipschitz;
We want to stress that those assumptions are satisfied by many practical examples. A classical one is the one-dimensional process X satisfying X 0 = x and
Our assumptions on µ enable us to remove the discontinuity from the drift by a suitable transformation of X. The transformation g is chosen such that g is piecewise linear and is non-zero only on environments of the discontinuities. This yields a piecewise quadratic function g , which is constantly 1 except on environments of the discontinuities. Furthermore, we can guarantee boundedness of the derivatives of g. Proposition 2.4. Let ξ 1 , . . . , ξ m ∈ R with ξ 1 < . . . < ξ m and let α 1 , . . . , α m , β 1 , . . . , β m ∈ R. Let 0 < κ < 1 be fixed.
There exist functions g, h : R −→ R such that
2. g, h ∈ C 1 (R);
and g(x) = x for |x| sufficiently large;
5. g , h are piecewise continuous and bounded on R, both one-sided limits of g at ξ k exist, and both one-sided limits of h at g(ξ k ) exist for k = 1, . . . , m;
where we write ξ = ξ k−1 , α = α k−1 , and c = c k for brevity. Note that
g (x)dx = 0 and
and that we choose c k such that
Then it is easy to verify that g satisfies items 2 -6. The function g is piecewise cubic with positive derivative and therefore has a global inverse h that can be given explicitly as a piecewise radical function. We have
The proof of Proposition 2.4 is constructive. So now we know how we can construct the function for the numerical approximation. Figure 1 shows the functions g and g on the right of some ξ.
The function g is piecewise Lipschitz. The function g , or the constants α 1 , β 1 , . . . , α m , β m are chosen such that the discontinuities are removed from the drift in a way such that the remaining term is locally Lipschitz, i.e., α k = 2μ
. We define the transformed SDE by Z = g(X). Then
Note that 0 < κ < 1 was arbitrary. Therefore, if κ is very close to 0, then g is close to the identity. However, we want to stress that there is no need to make κ particularly small. On the contrary, in general smaller κ gives rise to bigger Lipschitz constants of the transformed coefficients. κ only needs to be smaller than 1 to ensure that g is strictly increasing. Note further that around each discontinuity we build two such splines -one on the right hand side, and one on the left hand side of the discontinuity. This is done to reduce the Lipschitz constant of the coefficients of the transformed equation compared to a one-sided compensation of the jumps. In Section 4 we plot the coefficients of the transformed SDE for Example 4.2.
Now we are ready to prove the existence and uniqueness result, which is obtained by applying the transformation g. Theorem 2.5. Under Assumption 2.3 we have that for every x ∈ R there exists a unique global strong solution Z to the SDE
(Z) is a unique global strong solution to (2).
For the proof we need the following elementary lemma: Lemma 2.6. Let f : R −→ R be piecewise Lipschitz and continuous.
Then f is Lipschitz on R.
Proof. There exist a 1 < . . . < a m such that f is Lipschitz on each of the open intervals (−∞, a 1 ), (a 1 , a 2 ), . . . , (a m , ∞).
From the continuity of f we conclude that f is Lipschitz on each of the closed intervals (−∞,
. . , L m denote the respective Lipschitz constants and let L = max(L 0 , . . . , L m ). Now let x, y ∈ R. W.l.o.g. y < x. If x and y are in the same interval, then it is obvious that |f (x) − f (y)| ≤ L|x − y|. Otherwise, we have y ≤ a k < ... < a j ≤ x with k chosen minimal and j chosen maximal.
Thus the assertion is proven.
Proof of Theorem 2.5.
Due to Assumption 2.3 (ii), σ is globally Lipschitz. Furthermore, g is differentiable with bounded derivative, which implies Lipschitz continuity. So σ and g are both Lipschitz and bounded, thusσ = σg is Lipschitz.
To show thatμ is Lipschitz, we first note that g is chosen in a way such thatμ is continuous. We observe that for |x| large it holds that g (x) = 1 and g (x) = 0. Thus there exists a > max(|ξ 1 |, |ξ m |) such thatμ is Lipschitz on (−∞, −a), (a, ∞).
Furthermore,μ is Lipschitz on the intervals (−a, ξ 1 ), (ξ 1 , ξ 2 ), . . . , (ξ m−1 , ξ m ), (ξ m , a) as a sum of products of bounded Lipschitz functions. That means thatμ is piecewise Lipschitz.
Henceμ is Lipschitz by Lemma 2.6. Since g is bounded away from 0, h is bounded and thus h is Lipschitz. Thus, alsoμ,σ are Lipschitz.
From the Lipschitz continuity ofμ andσ we get existence and uniqueness of a global strong solution to (3) from [12, Theorem 3.1]. Furthermore, note that Itô's formula holds for h by [8, Problem 7.3] . By applying Itô's formula to h we get that there exists a unique global strong solution to (2).
Numerical scheme
The numerical scheme is based on the transformation g introduced in Section 2. In fact, we transform the initial value by applying g and then solve the transformed SDE by applying the Euler-Maruyama method. This converges strongly with order 1/2 to the solution of the transformed SDE. Then we apply h to get the solution of our original SDE.
For any t ≥ 0 and δ > 0 we denote the n-step Euler-Maruyama scheme with step-size δ recursively by
The scheme for solving (2) looks as follows:
Now we are ready to prove convergence of scheme (4).
Theorem 3.1. Let Assumptions 2.3 hold. Then scheme (4) converges with order γ = 1/2 to the solution of (2), i.e.,
Proof. 
Altogether this yields
where C = L h C , and δ = T /n.
Examples
In this section we present numerical examples, where we show the exact choice of the transformation and the transformed parameters. Furthermore, we investigate the convergence of our method and compare it to the Euler-Maruyama method.
Example 4.1. First, we consider the process X mentioned in the beginning and satisfying the equation
That is, µ(x) = − sign(x) and σ(x) ≡ 1. We choose different values of κ = 1/16, 1/64, 1/256. Figure 2 shows the estimated L 2 -error between two consecutive discretizations of the transformed EulerMaruyama method (EMT 1/κ) in comparison to crude Euler-Maruyama (EM). This means we calculate
and plot it over log δ (k) , where X (k)
T is the numerical approximation with stepsize δ = δ (k) andÊ is an estimator of the mean value using 1024 paths. We see that for this parameter choice the crude Euler-Maruyama method is even better than the transformed method. Furthermore, we see that the estimated L 2 -error for the crude Euler-Maruyama method seems to be of order 1. The reason for this is probably that in case of Lipschitz coefficients Euler-Maruyama converges with strong order 1, if the diffusion parameter is constant. However, we cannot expect strong order 1 for the transformed method, sinceσ is not constant, even if σ is constant.
In the next example µ has more than one discontinuity. In addition to the estimated L 2 -error between two consecutive discretizations we will show how the transformation looks like. Example 4.2. Now, we consider the SDE
The coefficients are chosen as follows: Figure 3 shows the parameters µ, σ, Figure 4 shows the derivatives of the transformation g, and Figure 5 shows the parametersμ,σ of the transformed SDE.
Again, we choose different values of κ = 1/16, 1/64, 1/256. Figure 6 shows the estimated L 2 -error between two consecutive discretizations of the transformed Euler-Maruyama method (EMT 1/κ) in comparison to crude Euler-Maruyama (EM).
In this example we reach the calculated order 1/2. Whether the transformed method is better than Euler-Maruyama depends on the choice of κ.
As the last example we solve an SDE appearing in insurance mathematics. Example 4.3 (Threshold dividend strategy). In [1] the authors study the dividend maximization problem from risk theory in a diffusion model. They find that the optimal dividend policy is of threshold type with constant threshold level b. This means that dividends should be paid at the maximum rate whenever the surplus process X of the insurance company exceeds b. Otherwise, no dividends should be paid. Our numerical scheme enables us to simulate the optimally controlled surplus process from [1] :
where θ is the drift of the uncontrolled process, and K is the maximum dividend rate. We choose θ = 1, K = 1.8, σ = 1, and b ≈ 0.895635 is the optimal threshold level, which can be calculated as in [1] . Threshold type control strategies appear frequently when solving stochastic optimization problems in various fields of applied mathematics. Therefore, our scheme potentially serves for a wide range of applications.
