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Résumé
La complexité des algorithmes de fouille de graphes
généraux est telle qu’ils sont peu utilisés en pratique.
Cette complexité est due à la fois aux tests d’isomor-
phisme et au grand nombre de combinaisons permettant
d’étendre un graphe durant le processus de fouille. Dans
cet article, nous proposons d’exploiter des représenta-
tions géométriques régulières (des grilles) pour recher-
cher efficacement des motifs fréquents dans un ensemble
de grilles. Nous présentons un algorithme appelé GRIMA
qui, contrairement aux algorithmes généraux, peut passer
l’échelle. Nous appliquons cet algorithme à un problème
de classification d’images, pour lesquelles nous proposons
une représentation par Sac de grilles. Les expérimenta-
tions montrent l’efficacité de notre algorithme et l’intérêt
d’utiliser une représentation structurée pour représenter
les images.
Mots Clef
Fouille de graphes, grilles, classification d’images.
Abstract
General-purpose exhaustive graph mining algorithms are
seldom used in real life contexts due to the high com-
plexity of the process mostly based on costly isomorphism
tests and countless expansion possibilities. In this paper,
we show how to exploit grid-based representations to effi-
ciently extract frequent grid subgraphs, and we introduce
an efficient grid mining algorithm called GRIMA designed
to scale to large amount of data. We apply our algorithm
on image classification problems. Experiments show that
our algorithm is efficient and that adding the structure may
help the image classification process.
Keywords
Graph Mining, sub-graphs, grids, image classification.
1 Introduction
La complexité des algorithmes de fouille de graphes gé-
néraux est telle qu’ils sont peu utilisés en pratique. Cette
complexité est due à la fois aux tests d’isomorphisme et
au grand nombre de combinaisons permettant d’étendre un
graphe durant le processus de fouille [6]. Afin de pouvoir
effectivement utiliser ces algorithmes dans des applications
réelles, il est souvent nécessaire de réduire la complexité en
considérant des graphes particuliers ((outer)planar, clique,
de degré borné, etc.), en contraignant la stratégie d’expan-
sion, ou en relâchant la propriété de complétude.
Dans cet article, nous nous intéressons au problème de la
recherche de motifs fréquents dans des graphes qui sont des
grilles : les grilles ont une topologie fixée telle que le de-
gré de chaque sommet est constant, e.g., 4 dans une grille
carrée 2D. Cette structure de grille est par exemple naturel-
lement présente dans de nombreux jeux de plateau (dames,
échecs, go, etc), ou encore dans les modélisations d’éco-
systèmes à base d’automates cellulaires [11]. En image en
particulier, il est maintenant reconnu que les représenta-
tions haut niveau à base de graphes (e.g., graphes d’adja-
cence de régions ou triangulations de points d’intérêt) sont
sensibles au bruit de sorte que deux images légèrement dif-
férentes sont représentées par des graphes très différents
[23, 22]. Cependant, les images sont intrinsèquement des
grilles : des grilles 2D de pixels pour les images 2D, des
grilles 3D de voxels pour les images tomographiques ou
IRM, et des grilles 2D+t pour des vidéos. Nous proposons
d’exploiter cette structure de grille naturellement présente
dans les images pour caractériser les images par des histo-
grammes de motifs (sous-grilles) fréquents.
Dans la section 2, nous décrivons des travaux existants à
base de fouille pour classer des images. Dans la section 3,
nous rappelons quelques définitions sur les graphes, et dans
la section 4 nous introduisons les grilles. Dans la section 5,
nous décrivons notre algorithme, GRIMA, en lien avec les
autres algorithmes de fouille de graphes. Dans la section
6 nous comparons expérimentalement ces différents algo-
rithmes et nous montrons l’intérêt de cette approche pour
la classification d’images.
2 Fouille pour la classification
d’images
La fouille a été récemment utilisée avec succès pour faire
de la classification d’images [10, 26] et permet d’obte-
nir des caractéristiques de plus haut niveau et plus dis-
criminantes. Cependant, ces approches exploitent des ca-
ractéristiques telles que les sacs-de-mots (Bags-Of-Visual-
Words, BOW), par exemple, et aucune information spa-
tiale entre ces caractéeristiques n’est exploitée. L’utilisa-
tion de sacs-de-graphes à la place des BOW a déjà été
proposée dans [21] pour la classification d’images satel-
lite : les sommets du graphe correspondent à des régions
de l’image et les arêtes à des pavages de Voronoi (duaux
des triangulations de Delaunay). Dans ce travail, les oc-
currences des sous-graphes dans chaque image sont dé-
nombrées, et un support basé sur un ensemble indépendant
maximum est utilisé. Dans notre approche, nous considé-
rons une définition plus classique de la notion de support,
basée sur le nombre d’images dans lesquelles un motif ap-
paraît. Les auteurs de [21] ne proposent pas d’algorithme
spécifique pour résoudre leur problème de fouille. La tri-
angulation de Delaunay a également été utilisée dans [23]
pour classer des images. Cependant, les triangulations ne
sont pas invariantes aux changements d’illumination ou
d’échelle des objets dans les images de sorte qu’elles ne
permettent pas de bons résultats de classification. Des tra-
vaux récents [2, 24] mentionnent également l’utilisation de
sacs-de-graphes pour de la classification en biologie. Ce-
pendant, les auteurs ne décrivent pas comment les motifs
sont extraits des graphes, ni même comment les graphes
sont créés à partir d’une image (ils considèrent que cela
est dépendant de l’application). Dans [20], les auteurs ont
montré qu’en combinant la fouille de graphes et le boos-
ting, ils peuvent obtenir des règles de classification plus
pertinentes qu’en utilisant simplement des ensembles de
caractéristiques. Dans ces graphes, chaque sommet corres-
pond à un point d’intérêt et est étiqueté par un descripteur
discret. Le graphe est complet et chaque arête est étiquetée
par un vecteur discret modélisant l’échelle, la distance et
l’orientation. L’algorithme GSPAN [27] est ensuite utilisé
pour extraire des sous-graphes fréquents, mais seulement
un nombre limité de caractéristiques est utilisé pour chaque
image afin de permettre un passage à l’échelle sur des jeux
de données réels.
3 Définitions sur les graphes
Nous considérons des graphes non orientés connexes et éti-
quetés. Un graphe est défini par un triplet (N,E,L) où
N est un ensemble de nœuds, E ⊆ N × N un ensemble
d’arêtes et L : N ∪ E → N est une fonction qui asso-
cie une étiquette L(c) à chaque composant (nœud ou arête)
c ∈ N ∪ E. Un graphe géométrique est un graphe dont
les nœuds sont plongés dans un espace 2D. Il est défini par
un tuple (N,E,L, η) tel que (N,E,L) est un graphe et
η : N → R2 associe chaque nœud à un point 2D (appelé
coordonnées). Un graphe plan est un graphe géométrique
dont les arêtes ne s’intersectent pas, à l’exception de leurs
extrémités. Nous considérons des graphes plans dont les
arêtes sont des segments de droites de sorte qu’un graphe
géométrique (N,E,L, η) est plan si pour chaque couple
d’arêtes différentes {(u, u′), (v, v′)} ⊆ E, les deux seg-
ments ouverts ]η(u), η(u′)[ and ]η(v), η(v′)[ ont une inter-
section vide. Les arêtes d’un graphe plan partitionnent le
plans en plusieurs régions, appelées faces. La face corres-
pondant à la région infinie est appelée face externe ; les
autres faces sont des faces internes.
Un sous-graphe d’un grapheG = (N,E,L) est un graphe
G′ = (N ′, E′, L′) tel queN ′ ⊆ N ,E′ ⊆ E etL′ est la res-
triction de L à N ′ ∪E′. L’extension de cette définition aux
graphes géométriques est immédiate : nous ajoutons sim-
plement que le plongement η′ de G′ est la restriction de η
à N ′. Cependant, l’extension aux graphes plans mérite une
discussion. Nous pouvons simplement considérer la même
définition que pour les graphes géométriques, comme cela
est proposé dans [9]. Dans ce cas, certaines faces internes
de G′ peuvent ne plus correspondre à des faces internes de
G (par exemple, si une arête entre deux faces adjacentes
de G est supprimée de sorte que les deux faces de G sont
fusionnées en une seule face dans G′, comme illustré dans
les figures 1(a) et 1(b)). Dans [8], une condition est ajoutée
pour assurer que chaque face interne de G′ est aussi une
face interne de G. Plus formellement, étant donnés deux
graphes plans G = (N,E,L, η) et G′ = (N ′, E′, L′, η′) :
G′ est un sous-graphe plan de G si (N,E,L) est un sous-
graphe de (N ′, E′, L′) et η′ est la restriction de η à N ′ ; G′
est face-induit sous-graphe plan de G si G′ est un sous-
graphe plan deG et chaque face interne deG′ est aussi une
face interne de G.
Deux graphes G = (N,E,L) et G′ = (N ′, E′, L′) sont
isomorphes s’il existe une bijection f : N → N ′, ap-
pelée fonction d’isomorphisme, qui préserve arêtes et éti-
quettes, i.e., ∀i, j ∈ N, (i, j) ∈ E ⇔ (f(i), f(j)) ∈ E′ ;
∀i ∈ N,L(i) = L′(f(i)) ; et ∀(i, j) ∈ E,L(i, j) =
L′(f(i), f(j)). Dans le cas de graphes géométriques, la
fonction d’isomorphisme doit aussi préserver le plonge-
ment, mais les transformations rigides sont autorisées (voir
[1] pour une définition des transformations rigides) : G =
(N,E,L, η) et G′ = (N ′, E′, L′, η′) sont géométrique-
ment isomorphes s’il existe une fonction d’isomorphisme
f : N → N ′ et une transformation rigide T : R2 → R2
telle que T (η(u)) = η′(f(u)) pour chaque nœud u ∈ N .
Dans le cas de graphes plans, la fonction d’isomorphisme
ne doit pas nécessairement préserver le plongement, mais
elle doit préserver les faces, i.e., G et G′ sont plan iso-
morphes s’il existe une fonction d’isomorphisme f telle
que, pour chaque face F de G, les arêtes bordant F sont
appariées par f aux arêtes bordant une face F ′ de G′, dans
le même ordre en tournant autour des faces F et F ′.
Finalement, un graphe (resp. un graphe géométrique)
G1 est sous-isomorphe (resp. géométriquement sous-
isomorphe) à un graphe G2, noté G1 ⊆ G2 (resp. G1 ⊆geo
G2), si G1 est isomorphe (resp. géométriquement iso-
morphe) à un sous-graphe de G2. Dans le cas de graphes
plans, nous obtenons deux relations différentes de sous-
isomorphisme, selon la définition de sous-graphe consi-
dérée : G1 est plan sous-isomorphe (resp. face-induit
plan sous-isomorphe) à G2, noté G1 ⊆plan G2 (resp.
G1 ⊆face G2) si G1 est plan isomorphe à un sous-graphe
plan (resp. face-induit sous-graphe plan) de G2.
Relation de sous-isomorphisme entre Carac. de G1 préservées dans G2
deux graphes G1 et G2 Faces Angles Ordre Longueur
internes voisins arêtes
G1 ⊆ G2 (sous-graphe) Non Non Non Non
G1 ⊆plan G2 (sous-graphe plan) Non Non Oui Non
G1 ⊆face G2 (face-induit sous-graphe plan) Oui Non Oui Non
G1 ⊆geo G2 (sous-graphe géométrique) Non Oui Oui Non
G1 ⊆grid G2 (sous-grille) Non Oui Oui Oui
TABLE 1 – Comparaison des relations de sous-
isomorphisme.
4 Grilles
Soient u et v deux nœuds de coordonnées η(u) = (xu, yu)
et η(v) = (xv, yv). u et v sont voisins dans le plan si |xu−
xv|+ |yu − yv| = 1. Une grille est un graphe géométrique
G = (N,E,L, η) tel que ∀u ∈ N, η(u) ∈ Z2 et ∀(u, v) ∈
E, u et v sont voisins dans le plan. Par définition, les grilles
sont aussi des cas particuliers de graphes plans (les arêtes
ne peuvent se croiser puisqu’elles ne relient que des nœuds
voisins dans le plan).
Chercher des motifs dans des grilles revient à chercher des
isomorphismes de sous-grilles. Dans un contexte d’analyse
d’images, ces motifs doivent être invariants aux transla-
tions et aux rotations de sorte que deux motifs équivalents
à une rotation et/ou une translation près doivent être iso-
morphes. Par conséquent, comme pour l’isomorphisme de
graphes géométriques, l’isomorphisme de grilles autorise
les translations et les rotations 1. Par exemple, les graphes
plans (c) et (d) de la figure 1 sont plan-isomorphes. Cepen-
dant, (d) ne peut être obtenu en translatant et/ou tournant
(c), car l’angle entre les arêtes de (d) est différent de l’angle
entre les arêtes de (c). Par conséquent, (c) et (d) ne sont pas
grille-isomorphes.
Finalement, une grille G1 est sous-grille-isomorphe à une
grille G2 (noté G1 ⊆grid G2) si G1 est grille-isomorphe à
un sous-graphe plan de G2. La table 1 résume les proprié-
tés des cinq relations de sous-isomorphisme définies pré-
cédemment. Pour chacune de ces relations ⊆x∈ {⊆,⊆geo
,⊆plan,⊆face,⊆grid}, siG1 ⊆x G2 alors une fonction d’iso-
morphisme f de G1 vers un sous-graphe de G2 est appelée
occurrence de G1 dans G2.
Complexité. L’isomorphisme de sous-graphes (pla-
naires) est un problème NP-complet. Cependant, il existe
des cas particuliers de graphes planaires pour lesquels ce
problème devient polynomial, e.g., les graphes 2-connexes
outerplanar, et les graphes outerplanar graphs avec la
contrainte block-and-bridge [12]. Le sous-isomorphisme
plan face-induit est polynomial quand le graphe motif
est 2-connexe [8], mais il devient NP-complet quand
on relâche cette contrainte [25]. L’isomorphisme de
sous-grilles n’est pas un cas particulier de l’isomorphisme
de sous-graphes plans face-induits (car il n’impose pas que
les faces soient préservées), et il n’est pas non plus une
1. Pour les graphes géométriques, il est aussi possible d’appliquer une
transformation de changement d’échelle. Cependant, cette transformation
n’a pas de sens dans un contexte de grille où les arêtes ne peuvent relier
que des nœuds voisins dans le plan.
(d)
(g)(f)(e)
(a) (b) (c)
FIGURE 1 – Exemples de graphes. (b) est un sous-graphe
plan de (a), mais pas un sous-graphe plan face-induit de
(a). (c) et (d) sont des graphes isomorphes et sont des sous-
graphes de (a). Cependant, (c) et (d) ne sont pas grille-
isomorphes, et (c) est une sous-grille de (a) tandis que (d)
n’est pas une sous-grille de (a).
généralisation de ce problème (car il ajoute la contrainte
que les angles doivent être préservés). L’isomorphisme
de sous-grilles est un cas particulier de l’isomorphisme
de sous-graphes géométriques, où les arêtes doivent relier
les nœuds voisins dans le plan. Dans [1] (cf section 5),
il est montré que nous pouvons énumérer tous les sous-
graphes géométriques maximaux en temps incrémental
polynomial, et en espace polynomial.
5 Algorithme de fouille de grilles
Nous présentons maintenant notre algorithme de fouille
de grilles, appelé GRIMA, en lien avec les autres algo-
rithmes de fouille de graphes existants. Des algorithmes de
fouille de graphes précurseurs sont GSPAN [27], et les al-
gorithmes similaires de fouille exhaustive de graphes [13].
Ces algorithmes ne tiennent pas compte des angles relatifs
des arêtes pendant la fouille de sorte que GSPAN consi-
dère comme isomorphes des graphes qui sont différents
du point de vue des grilles, comme illustré dans la figure
1 (c et d). Par conséquent, des algorithmes non spéciali-
sés comme GSPAN peuvent considérer comme fréquents
un grand nombre de motifs, et mal passer à l’échelle.
Par ailleurs, PLAGRAM [22] a été conçu pour fouiller des
graphes plans et passe mieux à l’échelle sur ces graphes.
Cependant, dans PLAGRAM, la stratégie d’extension im-
plique une limite forte : les motifs sont composés de faces
et le plus petit motif est une face. Il est possible d’utili-
ser PLAGRAM pour fouiller des grilles mais cela impose
de transformer les grilles de sorte que chaque nœud de la
grille initiale corresponde à une face dans le graphe fourni
à PLAGRAM. Cette transformation est illustrée dans la fi-
gure 1 : les deux graphes isomorphes (c) et (d) (qui sont
des sous-graphes de (a)) sont transformés en deux graphes
non isomorphes (f) et (g) (de sorte que seul (f) est sous-
graphe de (e)). Cependant, cette transformation augmente
artificiellement le nombre de nœuds et d’arêtes, ce qui peut
de nouveau causer des problèmes de passage à l’échelle
pour PLAGRAM. Les grilles ont été introduites dans [17],
mais les auteurs ne tiennent pas compte des informations
d’angles entre arêtes. Enfin, les grilles sont des cas par-
Algorithme Relation Motif Extension
GSPAN ⊆ sous-graphe connexe une arête
FREQGEO ⊆geo sous-graphe géométrique une arête/nœud
PLAGRAM ⊆face sous-graphe plan 2-connexe une face
GRIMA ⊆grid sous-grille connexe une arête
TABLE 2 – Caractéristiques des quatre algorithmes de
fouille de graphes. Le type de motif est une conséquence
de la relation d’isomorphisme et du choix d’extension.
ticuliers de graphes géométriques, pour lesquels un algo-
rithme de fouille a été proposé dans [1]. Cet algorithme,
appelé FREQGEO, peut être vu comme une généralisation
de GRIMA mais, du fait de cette généralisation, il n’est
pas optimisé pour le cas des grilles. De plus, les auteurs ne
fournissent aucune implémentation ni ne rapportent de ré-
sultats expérimentaux, dans leur article comme dans leurs
publications suivantes, ce qui ne nous permet pas de nous
comparer à eux. MAXGEO [1] est une amélioration de
FREQGEO qui ne fouille que des motifs fermés (ou maxi-
maux). Cependant, dans notre application, les expérimen-
tations ont montré que quasiment tous les motifs extraits
sont fermés. Par conséquent, fouiller des motifs clos ne
change pas les résultats, et nous ne parlerons pas de MAX-
GEO ni de graphes clos dans la suite.
Afin de mieux mettre en évidence les points communs et
différences entre GRIMA, GSPAN, PLAGRAM, et FREQ-
GEO, nous décrivons ces différents algorithmes comme des
instanciations d’un unique algorithme générique. Cet algo-
rithme générique calcule des sous-graphes fréquents, i.e.,
des sous-graphes qui apparaissent au moins une fois dans
au moins σ graphes de la base de graphes, où σ est un seuil
fixé par l’utilisateur. Plus formellement, étant donnés un
ensemble de graphes D, un seuil de fréquence σ, et une re-
lation de sous-isomorphisme ⊆x∈ {⊆,⊆face,⊆geo,⊆grid},
le problème de fouille de graphes consiste à trouver tous
les graphes motifs P dont la fréquence dans D est plus
grande ou égale à σ. À l’exception de FREQGEO, la fré-
quence d’un graphe dans D est le nombre de graphes
Gi ∈ D qui contiennent au moins une occurrence de P ,
i.e., fréquence(P ) = |{Gi ∈ D | P ⊆x Gi}|. Cela est dif-
férent du nombre total d’occurrences dans D dans la me-
sure où un motif P peut avoir plusieurs occurrences dans
un même graphe cibleGi. Pour FREQGEO,D est constitué
d’un seul graphe et la fréquence d’un motif P est le nombre
d’occurrences de P dans D.
5.1 Algorithme générique
L’algorithme utilise des codes pour représenter les
graphes : le code d’un graphe peut être une liste d’arêtes
rencontrées pendant le parcours du graphe [27, 22] ou une
liste de nœuds et d’arêtes en ordre lexicographique [1]. Un
graphe peut avoir plusieurs codes, mais un seul est choisi
comme signature : le code canonique. Pour GSPAN et
FREQGEO, c’est le plus petit code tandis que pour PLA-
GRAM et GRIMA c’est le plus grand.
Algorithm 1 Fouille de sous-graphes fréquents générique
Entrée : Une base de graphes D = {G1, ..., Gn} et un seuil de
fréquence σ.
Sortie : L’ensemble des motifs fréquents dans D.
1: for all extension e fréquente dans D do Extend(e,D)
2:
3: function EXTEND(code P , base de graphes D)
4: Output P
5: E ← ∅
6: for all graphe Gi de D et chaque occurrence o du motif P dans
Gi do
7: E ← E ∪ ValidExtensions(P,Gi, o)
8: for all extension e ∈ E do
9: if fréquence(P.e) > σ et P.e est canonique then
Extend(P.e,D)
L’algorithme 1 décrit l’algorithme de fouille générique
(voir [27, 22, 1] pour plus de détails), qui explore l’espace
des codes canoniques en profondeur d’abord et récursive-
ment. Chaque fois qu’un code correspondant à un graphe
fréquent est trouvé, il est étendu en ajoutant une arête et/ou
un nœud ou une face, en fonction de la stratégie d’expan-
sion (voir Table 2). L’algorithme calcule d’abord toutes les
extensions fréquentes et appelle la fonction Extend pour
chacune de ces extensions (ligne 1).
La fonction Extend a deux paramètres en entrée : un
code P fréquent et canonique, et une base de graphes D.
Elle retourne en sortie tous les codes fréquents canoniques
dont P est préfixe. Pour cela, elle calcule l’ensemble E
de toutes les extensions valides de toutes les occurrences
de P dans D : une extension valide est le code e d’un
composant (nœud, arête ou face) tel que P.e apparaisse
dans D. Ensuite, Extend est récursivement appelée pour
chaque extension e telle que P.e est fréquent et canonique.
Ainsi, à chaque appel récursif, le motif grossit. Dans les
paragraphes qui suivent, nous décrivons l’instanciation des
étapes de Extend pour GRIMA.
5.2 Code d’une grille
Dans les algorithmes de fouille de graphes, un point clé
est d’éviter de générer le même motif plusieurs fois. En
effet, un motif avec n arêtes peut être généré en ajoutant
n’importe laquelle de ses n arêtes à un motif de n−1 arêtes.
Nous utilisons pour cela la notion de code canonique [27]
pour représenter des motifs de sorte que nous explorons
l’espace des codes canoniques. Dans cet espace, il existe
un seul chemin pour atteindre un code canonique depuis la
racine (i.e., un seul ordre pour ajouter les arêtes au motif).
Pour GRIMA, un code d’une grille G est une séquence de
n codes d’arêtes C(G) = 〈ec0, ..., ecn−1〉, associée à un
parcours en profondeur de G, au départ d’un nœud donné.
Pendant ce parcours, chaque arête est parcourue une fois,
et les nœuds sont numérotés : le nœud initial a le numéro
0 ; à chaque fois qu’un nouveau nœud est découvert, il est
numéroté avec le plus petit entier pas encore utilisé dans
le parcours. Chaque code d’arête correspond à une arête
différente de G et l’ordre des codes d’arêtes dans C(G)
correspond à l’ordre dans lequel les arêtes sont parcourues.
ab
c
01
11 2de
Code 1 Code 2 Code 3
edge d i j aLiLjLij edge d i j aLiLjLij edge d i j aLiLjLij
(a, b) 0 0 1 0 0 1 0 (a, b) 0 0 1 0 0 1 0 (d, c) 0 0 1 0 2 1 0
(b, c) 0 1 2 3 1 1 0 (b, c) 0 1 2 3 1 1 0 (c, e) 0 1 2 2 1 1 0
(c, e) 0 2 3 1 1 1 0 (c, d) 0 2 3 3 1 2 0 (c, b) 0 1 3 1 1 1 0
(c, d) 0 2 4 3 1 2 0 (d, a) 1 3 0 3 2 0 0 (b, a) 0 3 4 1 1 0 0
(d, a) 1 4 0 3 2 0 0 (c, e) 0 2 4 1 1 1 0 (a, d) 1 4 0 1 0 2 0
FIGURE 2 – Exemples de codes pour une grille (les éti-
quettes des nœuds sont affichées en bleu : toutes les arêtes
ont la même étiquette 0). Les codes 1 et 2 correspondent à
des parcours commencés depuis l’arête (a, b), et diffèrent
pour la troisième arête. Le code 3 correspond à un parcours
commencé depuis l’arête (d, c) et il est canonique.
Ainsi, eck est le code de la ke arête parcourue. Ce code
d’arête eck est le tuple (d, i, j, a, Li, Lj , L(i,j)) tel que
– i et j sont les numéros associés aux nœuds de la ke arête
parcourue ;
– d ∈ {0, 1} est la direction de la ke arête parcourue :
– d = 0 si elle est “en avant”, i.e., i apparaît déjà dans
le préfixe 〈ec0, ..., eck−1〉 du code et j est un nouveau
nœud qui vient d’être découvert ;
– d = 1 si elle est “en arrière”, i.e., à la fois i et j appa-
raissent déjà dans le préfixe ;
– a ∈ {0, 1, 2, 3} est l’angle de la ke arête parcourue :
– a = 0 si k = 0 (première arête) ;
– sinon, a = 2A/pi où A ∈ {pi/2, pi, 3pi/2} est l’angle
entre (i, j) et l’arête utilisée pour atteindre i la pre-
mière fois ;
– Li, Lj , L(i,j) sont les étiquettes de nœuds et d’arête.
Considérons par exemple le code 1 de la figure 2. La qua-
trième arête parcourue est (c, d). C’est une arête en avant
(car d n’a pas encore été découvert) de sorte que d = 0.
L’angle entre (b, c) et (c, d) est 3pi/2 de sorte que a = 3.
La cinquième arête parcourue est (d, a) qui est une arête en
arrière (car a a déjà été découvert) de sorte que d = 1.
Étant donné un code, nous pouvons reconstruire la grille
correspondante dans la mesure où les arêtes sont listées
dans le code, avec leurs angles et leurs étiquettes. Cepen-
dant, il existe plusieurs codes différents pour une même
grille, comme cela est illustré dans la figure 2 : chaque code
correspond à un parcours différent (partant d’un nœud dif-
férent ou parcourant les arêtes dans un ordre différent).
Nous définissons maintenant un ordre total sur l’ensemble
de tous les codes pouvant être associés à une grille. Nous
définissons un ordre total sur les codes des arêtes, en consi-
dérant l’ordre lexicographique induit par l’ordre des com-
posants du tuple (qui sont des valeurs entières). L’ordre
sur les codes de grille est l’ordre lexicographique induit
par l’ordre sur les codes des arêtes. Le code canonique
d’une grille est le plus grand de tous ses codes, selon
l’ordre ainsi défini, et il est unique. Nous pouvons prou-
ver (par manque de place, la preuve est omise) qu’il n’est
pas possible d’étendre un code non canonique en un code
canonique de sorte que tout préfixe d’un code canonique
est également canonique. Ainsi, nous pouvons élaguer les
codes non canoniques de l’espace de recherche.
5.3 Extensions et canonicité d’un code
La fonction Extend de l’algorithme 1 retourne tous les
motifs fréquents canoniques P ′ tels que le motif P en en-
trée est préfixe de P ′. Cela est fait en deux étapes : d’abord
elle recherche toutes les extensions possibles de P (lignes
6-7), où une extension est le code e d’une arête tel que P.e
apparaît dans D ; ensuite, pour chaque extension e, si P.e
est fréquent et canonique, elle étend récursivement P.e.
Pour chaque code motif P et chaque grille Gi ∈ D, nous
mémorisons la liste L(P,Gi) de toutes les occurrences de
P dansGi (pour chaque occurrence, nous mémorisons uni-
quement l’appariement de la première arête). Ces listes
sont maintenues incrémentalement : pour chaque code e
tel que P.e est canonique, la liste L(P.e,Gi) est une sous-
liste de L(P,Gi). Nous utilisons des sparse sets [15] pour
maintenir efficacement ces listes à chaque appel récursif :
les sparse sets permettent de rétablir en temps constant
L(P,Gi) à partir de L(P.e,Gi) au moment d’un retour-
arrière. Les fréquences sont également maintenues incré-
mentalement.
Ainsi, dans la fonction ValidExtensions, pour cher-
cher toutes les extensions de P dans une grille Gi, nous
parcourons la liste L(P,Gi) et pour chaque occurrence
o ∈ L(P,Gi), nous cherchons toutes les arêtes de Gi qui
n’appartiennent pas à o mais sont incidentes à au moins
un nœud de o. Cela est fait en temps linéaire par rapport
au nombre de nœuds de P . Comme le nombre d’occur-
rences de P dansGi est borné par 2|Gi| (pour chaque arête
de Gi, il y a au plus 2 occurrences de P partant de cette
arête), la complexité des lignes 6–7 pour un motif P est
O(|P |.∑i |Gi|).
Enfin, nous devons vérifier si P.e est canonique (ligne 9)
pour chaque code d’arête e tel que P.e est fréquent dans
D. Ce test de canonicité est réalisé en deux temps : d’abord
nous reconstruisons la grille motif à partir du code P ; en-
suite, pour chaque arête (i, j) dans la grille, nous construi-
sons les deux codes P(i,j) et P(j,i) correspondant aux deux
parcours différents partant de i et de j, respectivement, et
commençant par l’arête (i, j). À chaque étape du parcours,
si nous avons le choix entre plusieurs arêtes, nous choisis-
sons toujours les arêtes en arrière d’abord, puis nous dé-
partageons les ex-aequo en choisissant celle dont l’angle
maximise le code. Par exemple, dans la figure 2, si nous
commençons le parcours à partir de a et choisissons en pre-
mier l’arête (a, b), la deuxième arête traversée est (b, c).
Pour l’arête suivante, nous devons choisir entre (c, e) et
(c, d). Comme aucune des deux n’est en arrière, et que
l’angle entre (b, c) et (c, e) est pi/2 et l’angle entre (b, c)
et (c, d) est 3pi/2, nous choisissons l’arête (c, d) qui donne
un plus grand code (Code 2) et nous ne générons pas le
code obtenu en choisissant l’arête (c, e) (Code 1) car nous
savons qu’il sera nécessairement plus petit. Si nous trou-
vons un code P(i,j) plus grand que P , nous concluons que
P n’est pas canonique, tandis que si tous les codes P(i,j)
sont plus petits ou égaux à P , nous concluons que P est
canonique.
Si P contient p arêtes, nous devons faire au plus 2p par-
cours, et chaque parcours est fait en O(p), de sorte que
la complexité du test de canonicité est O(p2). Cependant,
chaque parcours peut être arrêté dès qu’un code d’arête
dans P(i,j) est différent du code d’arête à la même position
dans P , i.e., ce pire des cas n’est quasiment jamais atteint
en pratique (il n’est atteint que si le motif est complètement
symétrique de sorte que tous les codes sont égaux, quelle
que soit la première arête).
Pour un motif P , nous devons tester la canonicité de P.e
pour chaque extension fréquente e. Le nombre d’occur-
rences de P dans un graphe Gi avec pi arêtes est borné par
2pi et chaque occurrence de P a au plus 2pi extensions.
Le nombre total d’extensions de P dans D est donc borné
par 4
∑
Gi∈D p
2
i . Comme les fréquences sont maintenues
incrémentalement (lignes 5–7), le test de fréquence de la
ligne 9 est réalisé en temps constant. Ainsi, la complexité
des lignes 8–9 est O(p2 ·∑Gi∈D p2i ).
5.4 Propriétés de Grima et optimisations
Nous pouvons prouver (non détaillé ici par manque de
place) que GRIMA est à la fois correct, i.e., il ne retourne
que des sous-grilles fréquentes (voir lignes 1 et 9 de l’al-
gorithme 1) et complet, i.e., il retourne tous les motifs fré-
quents. Si la base D de grilles contient k grilles chacune
ayant au plus n arêtes, alors GRIMA énumère tous les mo-
tifs fréquents en O(kn4) pour chaque motif P . En effet,
la complexité d’un appel à Extend pour un motif P est
O(n2) pour les lignes 6–7 de l’algorithme 1 et O(kn4)
pour les lignes 8–9. Cela représente une réelle améliora-
tion par rapport à FREQGEO et MAXGEO qui ont une com-
plexité en temps de O(k2n4. lnn) [1] par motif (quand D
est une grille).
Motifs induits par les nœuds. Dans nos expérimenta-
tions, il n’y a pas d’étiquette sur les arêtes, seulement sur
les nœuds. Par conséquent, la liste des occurrences d’un
motif ne change pas si nous lui ajoutons des arêtes sans
ajouter de nouveau nœuds. Ainsi, nous avons conçu une
variante de GRIMA, appelée node-induced-GRIMA, qui
calcule des sous-grilles induites par les nœuds (ce qui peut
être vu comme une forme relâchée de grilles fermées).
6 Évaluation expérimentale
6.1 Protocole expérimental
Nous avons évalué notre approche sur la base d’images
Oxford-Flowers17 [18], qui contient 17 classes de fleurs,
chaque classe contenant 80 images. Pour évaluer l’intérêt
d’une structure de grille pour la classification d’images,
nous proposons de représenter chaque image par une grille
de mots visuels, et d’extraire des sous-grilles fréquentes
pour obtenir des sacs-de-grilles (BOG). Nous comparons
ces BOG avec une représentation par sacs-de-mots (BOW).
Modélisation par BOW. Étant donné un ensemble de
descripteurs, associés à des régions d’images extraites
d’une base d’images, les mots visuels sont créés en regrou-
pant les descripteurs similaires en utilisant l’algorithme K-
means [7, 4]. L’ensemble des mots visuels est appelé voca-
bulaire visuel. Chaque image est décrite par l’histogramme
de fréquence de ce vocabulaire, appelé sac-de-mots. Jus-
qu’à il y a une dizaine d’années, les régions utilisées pour
créer le vocabulaire visuel étaient sélectionnées en utilisant
des détecteurs de points d’intérêt ou des méthodes de seg-
mentation. Cependant, [19] a montré que les résultats de
classification sont aussi bons, et même souvent meilleurs,
lorsque les régions sont sélectionnées aléatoirement sur
une grille (dense sampling). Cette modélisation est donc
particulièrement bien adaptée pour notre approche. Dans
nos expériences, nous avons utilisé des descripteurs SIFT
[16], qui sont des vecteurs à 128 dimensions décrivant des
informations de gradient dans un carré centré autour d’un
pixel donné. Les descripteurs SIFT sont extraits réguliè-
rement sur une grille telle que les centres des carrés sont
espacés de 8 pixels. Nous sommes conscients que les mé-
thodes basées sur des BOW ne sont plus l’état de l’art pour
la classification d’images, mais notre but est de comparer
un ensemble non structuré de descripteurs et un ensemble
de descripteurs structurés en grille, afin d’évaluer l’apport
de la structuration pour la classification d’images.
Modélisation par BOG. Nous commençons par calcu-
ler un vocabulaire visuel en utilisant la méthode décrite
précédemment. Nous décrivons ensuite chaque image par
une grille obtenue en connectant chaque mot avec ses 4
voisins (sauf sur les bords). Nous recherchons ensuite les
motifs fréquents avec GRIMA, pour chaque classe séparé-
ment. Enfin, nous faisons l’union de tous les motifs fré-
quents trouvés dans chaque classe, et décrivons chaque
image par l”histogramme de fréquence (nombre d’occur-
rences) de ces motifs dans l’image.
Paramètres. Le paramètre K de l’algorithme K-means
détermine le nombre de mots visuels, et nous avons fait va-
rierK dans l’ensemble {100, 200, 250, 500, 1000}. Pour la
classification, nous utilisons l’implémentation Libsvm [3]
de SVM avec le noyau d’intersection de [10]. Nous effec-
tuons une validation croisée en 10 parties : pour chaque
partie, nous avons 72 images par classe dans la base d’en-
trainement (utilisée pour calculer les BOW, extraire les mo-
tifs fréquents pour BOG, et entrainer SVM), et 8 images
par classe dans la base de test (utilisée pour calculer le
pourcentage d’images bien classées).
6.2 Comparaison de l’efficacité
La figure 3 compare GRIMA, node-induced-GRIMA,
GSPAN et PLAGRAM pour les 1360 images de notre base,
avecK=100mots. Rappelons que la stratégie d’expansion
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FIGURE 3 – Nombre de motifs extraits (en haut) et
temps de fouille (en bas) en fonction du seuil de fré-
quence σ, en moyenne pour toutes les classes de Oxford-
Flowers17, pour GSPAN, PLAGRAM, GRIMA et node-
induced-GRIMA. Le temps est limité à 1 heure par classe.
de PLAGRAM ne permet pas de calculer des motifs sans
face. Pour permettre à PLAGRAM de fouiller les mêmes
motifs que les autres algorithmes, chaque nœud de la grille
originale est remplacé par une face à quatre nœuds, de
sorte que chaque motif fréquent dans la grille initiale soit
trouvé par PLAGRAM. Cependant, certains motifs trouvés
par PLAGRAM ne correspondent pas à des motifs dans la
grille initiale (e.g., des faces dans la grille étendue, corres-
pondant à des arêtes dans la grille initiale). Ainsi, PLA-
GRAM trouve plus de motifs que les autres algorithmes, et
est donc logiquement plus lent. GSPAN ne tient pas compte
des angles entre arêtes au moment de la fouille, et deux
sous-graphes isomorphes peuvent ne pas correspondre à
des sous-grilles isomorphes, comme illustré dans la figure
1. Ainsi, GSPAN et GRIMA calculent des ensembles dif-
férents de motifs fréquents. Cependant, la figure 3 montre
que le nombre de motifs est relativement similaire (légère-
ment supérieur pour GSPAN). GRIMA et plus particulière-
ment sa version induite par les nœuds passe bien mieux à
l’échelle que GSPAN, et est capable d’extraire tous les mo-
tifs fréquents en moins de 10 secondes quand σ = 85%
alors que GSPAN n’a pas terminé au bout d’une heure. Le
nombre de motifs trouvés par PLAGRAM et GSPAN pour
un support inférieur à 90% n’est donc pas pertinent et n’est
100 250 500 750 1000
σ % #pat % #pat % #pat % #pat % #pat
BOG 0.9 59.9 2136 57.9 658 59.9 244 61.1 115 61.3 57
BOG 0.8 58.7 8483 59.6 1623 60.0 683 61.2 390 61.6 241
BOG 0.7 53.9 62016 59.6 4142 60.6 1635 60.7 998 61.1 686
BOG 0.6 51.3 302111 59.7 11624 61.2 3878 61.5 2106 62.1 1444
BOW 48.5 55.9 58.7 60.7 61.5
TABLE 3 – Résultats de classification. Les quatre premières
lignes donnent les résultats de BOG, quand σ est fixé à
0.9, 0.8, 0.7 et 0.6, respectivement. La dernière ligne donne
les résultats de BOW. Chaque ligne donne le pourcentage
d’images bien classées (%), quand K est fixé à 100, 250,
500, 750, et 1000 mots, respectivement. Pour BOG, la co-
lonne #pat donne le nombre de motifs extraits par node-
induced-GRIMA.
pas montré dans la figure. Node-induced-GRIMA extrait
moins de motifs et est donc plus efficace que GRIMA, et
bien plus efficace que GSPAN et PLAGRAM.
6.3 Comparaison des taux de classification
La table 3 donne les résultats de classification pour diffé-
rents nombres de mots K, compris entre 100 et 1000. Pour
BOG, nous donnons les résultats obtenus avec différents
seuils de fréquence σ, compris entre 0.9 et 0.6. Le nombre
de motifs extrait augmente quand on diminue σ ou K. Par
exemple, quand σ = 0.9, le nombre de motifs passe de
57 (quand K = 1000) à 2136 (quand K = 100) ; quand
K = 100, il augmente de 2136 (quand σ = 0.9) à 302111
(quand σ = 0.6). Quand le nombre de mots (correspondant
au nombre d’étiquettes sur les nœuds des grilles) est petit
(e.g., 100), nous avons besoin de moins de motifs pour ob-
tenir des gains importants pour BOG (59.9) par rapport à
BOW (48.5). Pour de plus grands vocabulaires (e.g. 1000
mots), nous devons baisser le seuil de fréquence pour obte-
nir des motifs plus pertinents. De façon générale, ces résul-
tats montrent qu’ajouter une information structurelle sous
la forme de grilles améliore la représentation des images,
et que notre algorithme de fouille peut être utilisé dans un
contexte réel.
Nous avons effectué des expériences similaires sur la base
15-Scenes [14]. Cependant, sur cette base, les résultats de
BOW et BOG sont très similaires. Notons enfin que ces
résultats ne sont pas compétitifs avec l’état de l’art. En par-
ticulier, [5] montre que les techniques d’apprentissage pro-
fond permettent d’obtenir de bien meilleurs résultats que
les BOW. Cependant, notre méthode est générique et peut
être appliquée à n’importe quelle grille (dont les nœuds
peuvent être étiquetés par n’importe quelle caractéristique,
y compris des caractéristiques calculées à l’aide de réseaux
de convolution profonds.
7 Conclusion
Nous avons présenté GRIMA, un algorithme de fouille de
grilles permettant de faire de la classification à partir de
sacs-de-grilles. GRIMA exploite les informations d’angle
entre arêtes de la grille et a été conçu pour mieux passer
à l’échelle sur de gros volumes de données. Nous pensons
que cette structure de grille apporte des informations per-
tinentes non seulement dans l’application de classification
d’images présentée ici, mais également dans d’autres ap-
plications telles que les jeux de plateaux (dames, échecs,
go, etc) ou les modélisations d’écosystèmes à base d’auto-
mates cellulaires. Notons que pour ces applications, nous
avons non pas une grille, mais une séquence temporelle
de grilles (i.e., une grille 2D+t). Ainsi, nous prévoyons
d’étendre GRIMA à ce type de grilles. Par ailleurs, nous
envisageons d’ajouter une étape de post-traitement, après
l’extraction des motifs, afin de sélectionner les motifs les
plus discriminants dans le cas où un trop grand nombre de
motifs a été extrait, comme proposé dans [10].
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