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Closing geodesics in C1 topology
L. Rifford
∗
Abstract
Given a closed Riemannian manifold, we show how to close an orbit of the
geodesic flow by a small perturbation of the metric in the C1 topology.
1 Introduction
Given a dynamical system and a recurrent point x, the Closing Problem is concerned
with the existence of a nearby dynamical system with a closed orbit through x. The
statement of the Closing Problem for vector fields in the Cr topology is as follows.
Cr-Closing Problem for vector fields. LetM be a smooth compact manifold, r ≥ 0
an integer, X be a vector field of class Cmax{1,r} on M , and x be a recurrent point of
X. Does there exist a Cr vector field Y arbitrary close to X in the Cr topology so that
x is a periodic point of Y ?
The answer to the Closing Problem in the C0 topology is trivially affirmative (see
[8, §1 p. 958]). The Closing Problem in the C1 topology is much more difficult. In
the 60’s, Charles Pugh [8] solved by a tour de force the Closing Problem in the C1
topology.
Theorem 1 (C1-Closing Lemma for vector fields). Let M be a smooth compact man-
ifold. Suppose that some vector field X has a nontrivial recurrent trajectory through
x ∈M and suppose that U is a neighborhood of X in the C1 topology. Then there exists
Y ∈ U such that Y has a closed orbit through x.
Since then, the Pugh C1-Closing Lemma has been developed in several directions.
Pugh himself [9] extended it to the case of nonwandering points for vector fields, diffeo-
morphisms and flows. Then, in the 80’s, Charles Pugh and Clark Robinson [10] studied
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the Closing Problem for conservative dynamical systems such as the Hamiltonian sys-
tems.
Theorem 2 (Closing Lemma for Hamiltonian vector fields in the C2 topology). Let
(N,ω) be a symplectic manifold of dimension 2n ≥ 2 and H : N → R be a given
Hamiltonian of class C2. Let X be the Hamiltonian vector field associated with H and
φH the Hamiltonian flow. Suppose that X has a nontrivial recurrent trajectory through
x ∈ N and suppose that U is a neighborhood of X in the C1 topology. Then there exists
Y ∈ U such that Y is a Hamiltonian vector field and Y has a closed orbit through x.
Note that a perturbation of the Hamiltonian in the C2 topology induces a pertur-
bation of the associated Hamiltonian vector field in the C1 topology only. We refer the
reader to the exhaustive memoir [1] of Marie-Claude Arnaud for a detailed presenta-
tion and proofs of various versions of the closing lemma as well as comments on the
Closing Problem in the C2 topology (almost nothing is known in that case). Knowing
the Pugh-Robinson Closing Lemma for Hamiltonian vector fields (they prove actually
Theorem 2 for nonwandering points), it is natural to ask what happens for geodesics
flows.
Cr-Closing Problem for geodesic flows. Let (M, g) be a smooth compact mani-
fold, r ≥ 0 an integer, and (x, v) be fixed in the unit tangent bundle UgM . If (x, v) is
recurrent with respect to the geodesic flow of g, do there exist smooth metrics arbitrary
close to g in the Cr topology so that the unit speed geodesic starting at x with initial
velocity v is periodic ?
For that problem, nothing is known. Even the C0-Closing Lemma for geodesic flows
is unproved (see [10, §10 p. 309]). Let us explain why in few words. A geodesic flow
may indeed be viewed as an Hamiltonian flow on the cotangent bundle N = T ∗M
equipped with the canonical symplectic form. Given a smooth Riemannian metric g,
we may define a smooth Hamiltonian H : T ∗M → R by (in local coordinates)
H(x, p) =
1
2
(‖p‖∗x)
2 ∀(x, p) ∈ T ∗M,
where ‖ · ‖∗ denotes the dual metric on T ∗M . In that way, the Closing Problem for
geodesic flows becomes a Closing Problem for Hamiltonian vector fields with a specific
type of perturbation. As a matter of fact, a perturbation of a given metric in a small
neighborhood Ω of some x ∈ M induces a perturbation of the associated Hamiltonian
in all the fibers T ∗yM with y ∈ Ω. However, in Theorem 2, one allows perturbations
of the Hamiltonian in both variables. In other words, in contrast to Theorem 2, the
perturbations allowed in the Closing Problem for geodesic flows cannot be localized in
the phase space T ∗M but only in M .
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The aim of the present paper is to prove a closing lemma for geodesic flows in the
C1 topology on the metric, that is in the C0 topology for the associated dynamics.
To state the result, let us make clear the notations which will be used throughout the
paper.
Let M be a smooth compact manifold without boundary of dimension n ≥ 2
(throughout the paper, smooth always means of class C∞). For every Riemannian
metric g on M of class Ck with k ≥ 2, denote by |v|gx the norm of a vector v ∈ TxM ,
by UgM the unit tangent bundle, and by φgt the geodesic flow on U
gM . Moreover, for
every (x, v) ∈ UgM , denote by γgx,v : R →M the unit speed geodesic starting at x with
initial velocity v. The aim of the present paper is to show how to close an orbit of the
geodesic flow with a small conformal perturbation of the metric in the C1 topology.
Pick a Riemannian distance on TM and denote by dTM (·, ·) the geodesic distance asso-
ciated to it on TM . Note that since all Riemannian distances are Lipschitz equivalent
on compact subsets, the choice of the metric on TM is not important. Our main result
is the following:
Theorem 3. Let g be a Riemannian metric on M of class Ck with k ≥ 3 (resp.
k = ∞), (x, v) ∈ UgM and ǫ > 0 be fixed. Then there exist a metric g˜ = efg with
f : M → R of class Ck−1 (resp. C∞) satisfying ‖f‖C1 < ǫ, and
(
x˜, v˜
)
∈ U g˜M with
dTM
(
x, v), (x˜, v˜)
)
< ǫ, such that the geodesic γg˜(x˜,v˜) is periodic.
The idea of our proof is first to observe that thanks to the Poincare´ recurrence the-
orem, the geodesic flow is nonwandering on UgM . Then we perform the construction
of a connecting metric which preserves the transverse pieces of the geodesics crossing
the box. This is done thanks to Lemma 5.
There is a constant C > 0 such that if (x, v),
(
x˜, v˜
)
∈ TM satisfy (x, v) ∈ UgM and
dTM
(
x, v), (x˜, v˜)
)
< ǫ with ǫ > 0 small enough, then there is a smooth diffeomorphism
Φ :M →M such that
Φ(x) = Φ(x˜), dΦ(x, v) =
(
x˜, v˜
)
, and ‖Φ− Id‖C2 < Cǫ.
Therefore, the following result is an easy consequence of Theorem 3:
Corollary 4. Let g be a Riemannian metric on M of class Ck with k ≥ 3 (resp.
k = ∞), (x, v) ∈ UgM and ǫ > 0 be fixed. Then there exists a metric g˜ of class Ck−1
(resp. C∞) with ‖g˜ − g‖C1 < ǫ such that the geodesic γ
g˜
(x,v) is periodic.
The Pugh C1-Closing Lemma has strong consequences on the structure of the flow
of generic vector fields (see [9, §1 p. 1010]). It is worth noticing that our result is
not striking enough to infer relevant properties for generic geodesic flows (for instance,
the existence of an hyperbolic periodic orbit is not stable under C0 perturbations on
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the dynamics). Such interesting properties would follow from the following conjecture
which is tempting in view of Pugh’s Closing Lemma. (We refer the reader to [2] and
references therein for known generic properties of geodesic flows in the C2 topology.)
Conjecture. Let (M, g) be a smooth compact manifold and (x, v) be fixed in the
unit tangent bundle UgM . There exist smooth metrics arbitrary close to g in the C2
topology so that the unit speed geodesic starting at x with initial velocity v is periodic.
In 1951, Lyusternik and Fet proved that at least one closed geodesic exists on every
smooth compact Riemannian manifold (see [6, 7]). Our Corollary 4 shows that any
pair (x, v) ∈ UgM may indeed be seen as a pair
(
γk(0), γ˙k(0)
)
for some sequence of
closed orbits {γk} with respect to smooth Riemannian metrics {gk} converging to g in
the C1 topology.
The paper is organized as follows: In Section 2, we state and prove a result which is
crucial to the proof of Theorem 3. This result, Proposition 5, shows how to connect
two close geodesics while preserving a finite set of transverse geodesics, by a conformal
perturbation of the initial metric with control on the support of the conformal factor
and on its C1 norm. Then, the proof of Theorem 3 is given in Section 3 and the proofs
of some technical results are postponed to the appendix.
Notations: Throughout this paper, we denote by 〈·, ·〉 the Euclidean inner product
and by | · | the Euclidean norm in Rk, and for any x ∈ Rk and any r ≥ 0, we set
Bk(x, r) := {y ∈ Rk : |y − x| < r}.
Acknowledgements: We are grateful to two anonymous referees for helpful remarks and
suggestions.
2 Connecting geodesics with obstacles
2.1 Statement of the result
Let n ≥ 2 be an integer, τ > 0 be fixed, and let g¯ be a complete Riemannian metric of
class Ck with k ≥ 3 or k = ∞ on Rn. Denote by |v|g¯x the norm with respect to g¯ of a
vector (x, v) ∈ TRn = Rn × Rn, denote by φg¯t the geodesic flow of g¯ on R
n × Rn and
for every (x, v) ∈ Rn × Rn, denote by γ¯x,v the geodesic with respect to g¯ which starts
at x with velocity v. Assume that the curve γ¯ : [0, τ ] → Rn is a geodesic with respect
to g¯ satisfying the following property (e1 denotes the first vector in the canonical basis
(e1, . . . , en) of R
n):
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(A) | ˙¯γ(t)− e1| ≤ 1/10, for every t ∈ [0, τ ].
Set
x¯0 =
(
x¯01, . . . , x¯
0
n
)
:= γ¯(0), v¯0 =
(
v¯01, . . . , v¯
0
n
)
:= ˙¯γ(0),
x¯τ = (x¯τ1 , . . . , x¯
τ
n) := γ¯(τ), v¯
τ = (v¯τ1 , . . . , v¯
τ
n) := ˙¯γ(τ).
Our aim is to show that, given (x, v), (y, w) ∈ Rn × Rn with |v|g¯x = |w|
g¯
y = 1 suffi-
ciently close to
(
x¯0, v¯0
)
, there exists a Riemannian metric g˜ of class Ck−1 which is
conformal to g¯ and whose support and C1-norm are controlled, which connects (x, v)
to (γ¯y,w(τ), ˙¯γy,w(τ)) = φ
g¯
τ (y, w) and which preserves finitely many transverse geodesics.
Set
R(ρ) :=
{
(t, z) | t ∈
[
x¯01, x¯
τ
1
]
, z ∈ Bn−1(0, ρ)
}
∀ρ > 0.
Let us state our result.
Proposition 5. Let τ > 0 and γ¯ : [0, τ ]→ Rn satisfying assumption (A) be fixed. Let
ρ > 0 be such that γ¯ ([0, τ ]) ⊂ R(ρ/2) be fixed. There are δ¯ = δ¯(τ, ρ) ∈ (0, τ/3) and
C = C(τ, ρ) > 0 such that the following property is satisfied: For every (x, v), (y, w) ∈
U g¯Rn satisfying ∣∣x− x¯0∣∣ , ∣∣y − x¯0∣∣ , ∣∣v − v¯0∣∣ , ∣∣w − v¯0∣∣ < δ¯, (2.1)
and for every finite set of unit speed geodesics
c¯1 : I1 = [a1, b1] −→ R
n, · · · , c¯L : IL = [aL, bL] −→ R
n
satisfying
c¯l(al), c¯l(bl) /∈ R(ρ) ∀l ∈ {1, . . . , L}, (2.2)
(c¯l(s), ˙¯cl(s)) 6= φ
g¯
t (x, v), φ
g¯
t (y, w) ∀l ∈ {1, . . . , L}, ∀s ∈ Il, ∀t ∈ [0, τ ], (2.3)
and
∣∣ ˙¯cl(s)− ˙¯cl(s′)∣∣ < 1/8 ∀l ∈ {1, . . . , L}, ∀s, s′ ∈ Il, (2.4)
there are τ˜ > 0 and a Riemannian metric g˜ = ef g¯ on Rn with f : Rn → R of class
Ck−1 (or f of class C∞ if g¯ is itself C∞) satisfying the following properties:
(i) Supp (f) ⊂ R(ρ);
(ii) ‖f‖C1 < C |(x, v)− (y, w)|;
(iii) |τ˜ − τ | < C |(x, v)− (y, w)|;
(iv) φg˜τ˜ (x, v) = φ
g¯
τ (y, w);
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(v) for every l ∈ {1, . . . , L} c¯l is, up to reparametrization, a geodesic with respect to
g˜.
The proof of Proposition 5 occupies Sections 2.2 to 2.4. First, in Section 2.2, we
restrict our attention to assertions (i)-(iv) by showing how to connect two unit speed
geodesics in a constructive way (compare [4, Proposition 3.1] and [5, Proposition 2.1]).
Then, in Section 2.3, we provide a lemma (Lemma 7) which explains how a conformal
factor may preserve geodesic curves. Finally, in Section 2.4, we invoke transversality
arguments together with Lemma 7 to conclude the proof of Proposition 5.
2.2 Connecting geodesics without obstacles
Let us first forget about assertion (v). For every x ∈ Rn, denote by G¯(x) the n × n
matrix whose coefficients are the
(
g¯x
)
i,j
, set Q¯ := G¯−1 and define the Hamiltonian
H¯ : Rn × Rn → R of class Ck by
H¯(x, p) :=
1
2
〈
p, Q¯(x)p
〉
∀x ∈ Rn,∀p ∈ Rn.
There is a one-to-one correspondence between the geodesics associated with g¯ and the
Hamiltonian trajectories of H¯. For every (x, v) ∈ Rn × Rn, the trajectory
(
x(·), p(·)
)
:
[0,∞)→ Rn × Rn defined by
(
x(t), p(t)
)
:=
(
γ¯x,v(t), G¯
(
γ¯x,v(t)
)
˙¯γx,v(t)
))
∀t ≥ 0,
is the solution of the Hamiltonian system{
x˙(t) = ∂H¯∂p
(
x(t), p(t)
)
p˙(t) = −∂H¯∂x
(
x(t), p(t)
) (2.5)
such that
(
x(0), p(0)
)
=
(
x, G¯(x) v
)
. Let (x, v), (y, w) ∈ U g¯Rn be fixed, set
x0 := x, p0 := G¯(x) v, xτ := γ¯y,w(τ), v
τ := ˙¯γy,w(τ), p
τ := G¯(xτ ) vτ . (2.6)
Our aim is first to find a metric g˜ whose associated matrices G˜, Q˜ have the form
G˜(x)−1 = Q˜(x) = e−f(x)Q¯(x) ∀x ∈ Rn,
in such a way that the trajectory
(
x(·), p(·)
)
: [0,∞) → Rn × Rn of the Hamiltonian
system {
x˙(t) = ∂H˜∂p
(
x(t), p(t)
)
p˙(t) = −∂H˜∂x
(
x(t), p(t)
) (2.7)
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associated with the new Hamiltonian H˜ = Hf : R
n × Rn → R defined by
H˜(x, p) = Hf (x, p) :=
1
2
〈
p, Q˜(x)p
〉
=
e−f(x)
2
〈
p, Q¯(x)p
〉
∀x ∈ Rn,∀p ∈ Rn, (2.8)
and starting at
(
x0, p0) satisfies (x(τ), p(τ)) =
(
xτ , pτ
)
. Note that for any x, p ∈ Rn,
∂Hf
∂p
(x, p) = Q˜(x)p = e−f(x)Q¯(x) p (2.9)
and for every i = 1, . . . , n,
∂Hf
∂xi
(x, p) =
1
2
〈
p,
∂Q˜
∂xi
(x) p
〉
=
e−f(x)
2
〈
p,
∂Q¯
∂xi
(x) p
〉
−
1
2
〈
p, Q˜(x) p
〉 ∂f
∂xi
(x). (2.10)
Let us fix a smooth function ψ : [0, τ ]→ [0, 1] satisfying
ψ(t) = 0 ∀t ∈ [0, τ/3] and ψ(t) = 1 ∀t ∈ [2τ/3, τ ].
Given (x, v), (y, w) ∈ U g¯Rn, we define a trajectory
X
(
·; (x, v), (y, w)
)
: [0, τ ] −→ Rn
of class Ck+1 by
X
(
t; (x, v), (y, w)
)
:=
(
1− ψ(t)
)
γ¯x,v(t) + ψ(t) γ¯y,w(t) ∀ t ∈ [0, τ ]. (2.11)
We note that the mapping
(
t, (x, v), (y, w)
)
7→ X
(
t; (x, v), (y, w)
)
is Ck+1 in the t
variable but only Ck−1 in the variables x, v, y, w. Let α
(
·; (x, v), (y, w)
)
: [0, τ ] →
[0,+∞) be the function defined as
α
(
t; (x, v), (y, w)
)
:=
∫ t
0
√〈
X˙
(
s; (x, v), (y, w)
)
, G¯
(
X
(
s; (x, v), (y, w)
))
X˙
(
s; (x, v), (y, w)
)〉
ds,
for every t ∈ [0, τ ]. We observe that α
(
·; (x, v), (y, w)
)
is strictly increasing, of class
Ck+1 in the t variable, and of class Ck−1 in the variables x, v, y, w. Let
θ
(
·; (x, v), (y, w)
)
:
[
0, τ˜ = τ˜
(
(x, v), (y, w)
)
:= α
(
τ ; (x, v), (y, w)
)]
−→ [0, τ ]
denote its inverse, which is of class Ck+1 in t, Ck−1 in x, v, y, w, and satisfies (we set
θ(·) = θ ((·; (x, v), (y, w)) and X (·) = X ((·; (x, v), (y, w)))
θ˙(s) =
1√〈
X˙
(
θ(s)
)
, G¯
(
X
(
θ(s)
))
X˙
(
θ(s)
)〉 ∀s ∈ [0, τ˜ ].
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Then, we define a new trajectory
x˜(·) = x˜
(
·; (x, v), (y, w)
)
:
[
0, τ˜
(
(x, v), (y, w)
)]
−→ Rn
of class Ck+1 by
x˜
(
t; (x, v), (y, w)
)
:= X (θ(t)) ∀t ∈ [0, τ˜ ].
By construction,{
x˜(t) = X
(
t; (x, v), (y, w)
)
= γ¯x,v(t) ∀t ∈ [0, τ/3],
x˜(t) = X
(
t; (x, v), (y, w)
)
= γ¯y,w(t) ∀t ∈ [τ˜ − τ/3, τ˜ ] ,
(2.12)
and 〈
˙˜x(t), G¯ (x˜(t)) ˙˜x(t)
〉
= 1 ∀t ∈ [0, τ˜ ].
This means that the adjoint trajectory
p˜(·) = p˜
(
·; (x, v), (y, w)
)
:
[
0, τ˜
(
(x, v), (y, w)
)]
−→ Rn
defined by
p˜
(
t; (x, v), (y, w)
)
:= G¯ (x˜(t)) ˙˜x(t) ∀t ∈ [0, τ˜ ], (2.13)
satisfies
˙˜x(t) =
∂H¯
∂p
(x˜(t), p˜(t)) ∀t ∈ [0, τ˜ ] (2.14)
and
H¯ (x˜(t), p˜(t)) =
1
2
∀ ∈ [0, τ˜ ]. (2.15)
We now define the function
u˜(·) =
(
u˜1
(
·; (x, v), (y, w)
)
, . . . , u˜n
(
·; (x, v), (y, w)
))
: [0, τ˜ ] −→ Rn
by
u˜i(t) := 2 ˙˜pi(t) +
〈
p˜(t),
∂Q¯
∂xi
(x˜(t)) p˜(t)
〉
∀i = 1, . . . , n, ∀t ∈ [0, τ˜ ]. (2.16)
By construction, the function p˜ is of class Ck in the t variable, u˜ is Ck−1 in the t
variable, and all the functions τ˜ , p˜, u˜ are Ck−1 in the x, y, v, w variables. Furthermore,
it follows that
˙˜p(t) = −
∂H¯
∂x
(x˜(t), p˜(t)) +
1
2
u˜(t) ∀t ∈ [0, τ˜ ],
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{
(x˜(0), p˜(0)) =
(
x0, p0
)
,(
x˜
(
τ˜
)
, p˜
(
τ˜
))
= (xτ , pτ ) ,
(using the notations (2.6) and remembering (2.12)), and
u˜
(
t; (x, v), (y, w)
)
= 0n ∀t ∈ [0, τ/3] ∪ [τ˜ − τ/3, τ˜ ] (2.17)
(by (2.12), (2.13), and (2.16)). Since H¯ is of class Ck with k ≥ 3, the mapping
Q : ((x, v), (y, w), s) ∈ (Rn × Rn)× (Rn × Rn)× [0, 1]
7−→
(
τ˜
(
(x, v), (y, w)
)
, u˜
(
sτ˜
(
(x, v), (y, w)
)
; (x, v), (y, w)
))
is of class at least C1. Therefore, since for all (x, v) ∈ U g¯Rn with
∣∣x− x¯0∣∣ ≤ 1,
Q
(
(x, v), (x, v), s
)
= (τ, 0) ∀ s ∈ [0, 1],
there exists a constant K > 0 such that, for every pair (x, v), (y, w) ∈ U g¯Rn with∣∣x− x¯0∣∣ , ∣∣y − x¯0∣∣ ≤ 1,∣∣τ˜((x, v), (y, w))− τ ∣∣ ≤ ∣∣Q((x, v), (y, w), 0)−Q((x, v), (x, v), 0)∣∣
≤ K |(x, v)− (y, w)| , (2.18)
and analogously ∥∥u˜(·; (x, v), (y, w))∥∥
C0
≤ K |(x, v)− (y, w)| . (2.19)
Furthermore, we notice that differentiating (2.15) yields〈
∂H¯
∂x
(
x˜(t), p˜(t)
)
, ˙˜x(t)
〉
+
〈
∂H¯
∂p
(
x˜(t), p˜(t)
)
, ˙˜p(t)
〉
= 0 ∀ t ∈ [0, τ˜ ] ,
which together with (2.14) and (2.16) gives〈
u˜(t), ˙˜x(t)
〉
= 0 ∀ t ∈ [0, τ˜ ] . (2.20)
In conclusion, for every (x, v), (y, w) ∈ U g¯Rn satisfying
∣∣x− x¯0∣∣ , ∣∣y − x¯0∣∣ ≤ 1, the
function
t ∈
[
0, τ˜
(
(x, v), (y, w)
)]
7−→
(
x˜
(
t; (x, v), (y, w)
)
, p˜
(
t; (x, v), (y, w)
)
, u˜
(
t; (x, v), (y, w)
))
satisfies for every t ∈
[
0, τ˜
(
(x, v), (y, w)
)]
and every i = 1, . . . , n,{
˙˜x(t) = Q¯
(
x˜(t)
)
p˜(t)
˙˜pi(t) = −
1
2
〈
p˜(t), ∂Q¯∂xi
(
x˜(t)
)
p˜(t)
〉
− 12
〈
p˜(t), Q¯
(
x˜(t)
)
p˜(t)
〉
u˜i(t),
(2.21)
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and properties (2.18)-(2.20) hold. In particular, taking the constant K > 0 larger if
necessary, (2.18)-(2.19) and (2.21) together with Gronwall’s Lemma imply that∣∣ ˙˜x(t)− e1∣∣ ≤ K |(x, v)− (y, w)| . ∀t ∈ [0, τ˜ ]. (2.22)
The proof of the following lemma (taken from [4]) is postponed to Section A.1.
Lemma 6. Let T, β, µ ∈ (0, 1) with 3µ ≤ β < T , and let y(·), w(·) : [0, T ]→ Rn be two
functions of class respectively at least Ck and Ck−1 satisfying
|y˙(t)− e1| ≤ 1/5 ∀ t ∈ [0, T ], (2.23)
w(t) = 0n ∀ t ∈ [0, β] ∪ [T − β, T ], (2.24)
〈y˙(t), w(t)〉 = 0 ∀ t ∈ [0, T ]. (2.25)
Then, there exist a constant K depending only on the dimension and T , and a function
W : Rn → R of class Ck such that the following properties hold:
(i) Supp(W ) ⊂
{
y(t) + (0, z) | t ∈ [β/2, T − β/2], z ∈ Bn−1(0, µ)
}
;
(ii) ‖W‖C1 ≤
K
µ
∥∥w(·)∥∥
C0
;
(iii) ∇W (y(t)) = w(t) for every t ∈ [0, T ];
(iv) W (y(t)) = 0 for every t ∈ [0, T ].
Therefore taking δ¯ ∈ (0, τ/3) in (2.1) small enough, applying the above Lemma
with y(·) = x˜(·), w(·) = u˜(·), T = τ˜ , β = τ/3, and µ > 0 small enough, and remember-
ing assumption (A), that γ¯([0, τ ]) ⊂ R(ρ/2), (2.17), (2.19)-(2.20), and (2.22) yields a
universal constant C = C(τ, ρ) > 0 and a function f : Rn → R of class Ck satisfying
the following properties:
(a) Supp (f) ⊂ R(ρ);
(b) ‖f‖C1 < C |(x, v)− (y, w)|;
(c) for every t ∈ [0, τ˜ ], ∇f
(
x˜(t)
)
= u˜(t);
(d) for every t ∈ [0, τ˜ ], f
(
x˜(t)
)
= 0.
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Then, there is a one-to-one correspondence between the geodesics of g˜ := ef g¯ and
the solutions of the Hamiltonian system (2.7) associated with H˜ = Hf given by (2.8).
For every t ∈ [0, τ˜ ], by construction of f , the function
(
x˜(·), p˜(·)
)
: [0, τ˜ ] −→ Rn × Rn
satisfies
˙˜x(t) = e−f
(
x˜(t)
)
Q¯
(
x˜(t)
)
p˜(t)
and for every i = 1, . . . , n,
˙˜pi(t) = −
e−f
(
x˜(t)
)
2
〈
p˜(t),
∂Q¯
∂xi
(
x˜(t)
)
p˜(t)
〉
−
e−f
(
x˜(t)
)
2
〈
p˜(t), Q¯
(
x˜(t)
)
p˜(t)
〉 ∂f
∂xi
(
x˜(t)
)
.
This means that x˜(·) is a geodesic on [0, τ˜ ] with respect to g˜ starting from x˜(0) = x0 = x
with initial velocity v = G¯(x0)−1 p0 = G˜(x0)−1 p˜(0) and ending at x˜(τ) = xτ with final
velocity vτ = G¯(xτ )−1 pτ = G˜(xτ )−1 p˜(τ). This proves assertions (i)-(iv) of Proposition
5.
2.3 One remark about reparametrization
The following result will be useful to insure that the geodesic curves c¯l(Il) are preserved.
Lemma 7. Let c¯ : I = [a, b]→ Rn be a unit speed geodesic with respect to g¯, f¯ : Rn → R
be a function of class at least C2, and λ¯ : Rn → R be such that
∇f¯ (c¯(t)) = λ¯(t)p¯(t) := λ¯(t) G¯ (c¯(t)) ˙¯c(t) ∀t ∈ I, (2.26)
where ∇f¯ denotes the gradient of f¯ with respect to the Euclidean metric. Then up to
reparametrization, c is a unit speed geodesic with respect to the metric ef¯ g¯.
Of course, Lemma 7 is a consequence of the fact that the gradient of f¯ with respect
to g¯ at c¯(t) is always colinear with the velocity ˙¯c(t). Such a result could be found in
textbooks of Riemannian geometry. For sake of completeness, we prove Lemma 7 with
the Hamiltonian point of view.
Proof of Lemma 7. Define the function β : I → R by
β(t) :=
∫ t
0
ef¯(c¯(s))/2 ds ∀t ∈ I. (2.27)
It is a strictly increasing function of class at least C3 from I to I˜ = [0, τ˜ ] := β(I).
Denote by θ : I˜ → I its inverse. Note that θ is at least C3 and satisfies
θ˙(s) = e−f¯(c¯(θ(s)))/2 ∀s ∈ [0, τ˜ ] . (2.28)
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Define c˜, p˜ : I˜ → Rn by
c˜(s) := c¯
(
θ(s)
)
and p˜(s) := ef¯(c˜(s))/2 p¯(θ(s)) ∀s ∈ I˜ .
The metric gˆ := ef¯ g¯ is associated with matrices Gˆ, Qˆ given by
Gˆ(x)−1 = Qˆ(x) = e−f¯(x)Q¯(x) ∀x ∈ Rn.
Then, for every s ∈ I˜, ˙˜c(s) and p˜(s) are given by
˙˜c(s) = θ˙(s) ˙¯c
(
θ(s)
)
= θ˙(s)Q¯
(
c¯(θ(s)
)
p¯(θ(s)) = Qˆ
(
c˜(s)
)
p˜(s)
and (using (2.28))
(
˙˜p
)
i
(s) =
d
ds
(
ef¯(c˜(s))/2
) (
p¯
)
i
(θ(s)) + ef¯(c˜(s))/2 θ˙(s)
(
˙¯p
)
i
(θ(s))
=
d
ds
(
ef¯(c˜(s))/2
) (
p¯
)
i
(θ(s))−
1
2
〈
p¯
(
θ(s)
)
,
∂Q¯i
∂xi
(
c¯(θ(s)) p¯
(
θ(s)
)〉
=
d
ds
(
ef¯(c˜(s))/2
) (
p¯
)
i
(θ(s))−
e−f¯(c˜(s))
2
〈
p˜(s),
∂Q¯i
∂xi
(
c˜(s) p˜(s)
〉
,
where the first term is equal to (using (2.26))
d
ds
(
ef¯(c˜(s))/2
) (
p¯
)
i
(θ(s)) =
ef¯(c˜(s))/2
2
〈
∇f¯
(
c˜(s)
)
, ˙˜c(s)
〉 (
p¯
)
i
(θ(s))
=
1
2
ef¯(c˜(s))/2
〈
λ¯(θ(s)) p¯(θ(s)), Qˆ
(
c˜(s) p˜(s)
〉 (
p¯
)
i
(θ(s))
=
1
2
〈
p˜(s), Qˆ
(
c˜(s)
)
p˜(s)
〉(
λ¯(θ(s))
(
p¯
)
i
(θ(s))
)
=
1
2
〈
p˜(s), Qˆ
(
c˜(s)
)
p˜(s)
〉 ∂f¯
∂xi
(
c˜(s)
)
.
Remembering (2.9)-(2.10) with f = f¯ and Q˜ = Qˆ, this proves that
(
c˜(·), p˜(·)
)
: I˜ →
R
n×Rn is a trajectory of the Hamiltonian system associated with H˜ = Hf¯ and in turn
concludes the proof of the lemma.
2.4 Dealing with obstacles
We now proceed to explain how to modify our construction in order to get assertion
(v) of Proposition 5. We fix (x, v), (y, w) ∈ U g¯Rn satisfying (2.1) and consider a finite
set of unit speed geodesics
c¯1 : I1 −→ R
n, · · · , c¯L : IL −→ R
n
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satisfying assumptions (2.2)-(2.3). We set
Γ¯ :=
L⋃
l=1
c¯l (Il) .
The construction that we performed in the previous section together with transversality
arguments yield the following result. (We recall that for any function u˜(·) : [0, τ˜ ]→ Rn,
Supp
(
u˜(·)
)
denotes the closure of the set of t ∈ [0, τ˜ ] such that u˜(t) = 0.)
Lemma 8. Taking δ¯ > 0 in (2.1) small enough, there are a positive constant C =
C(τ, ρ), τ˜ = τ˜
(
(x, v), (y, w)
)
> 0, a function
(x˜(·), p˜(·)) =
(
x˜
(
·; (x, v), (y, w)
)
, p˜
(
·; (x, v), (y, w)
))
: [0, τ˜ ] −→ Rn
of class Ck, and a function
u˜(·) = u˜
(
·; (x, v), (y, w)
)
: [0, τ˜ ] −→ Rn
of class Ck−1 satisfying (2.20), (2.21),
|τ˜ − τ | < C |(x, v)− (y, w)| , (2.29)
Supp
(
u˜(·)
)
⊂ [τ/5, 4τ/5], (2.30)
∥∥u˜∥∥
C0
≤ C |(x, v)− (y, w)| , (2.31)
(
x˜(0), p˜(0)
)
=
(
x0, p0
)
,
(
x˜(τ˜), p˜(τ˜)
)
=
(
xτ , pτ
)
, (2.32)
such that the following properties are satisfied:
(i) the curve x˜
(
Supp
(
u˜(·)
))
is transverse to Γ¯;
(ii) the set Tu˜ ⊂ Supp
(
u˜(·)
)
defined by
Tu˜ :=
{
t ∈ Supp
(
u˜(·)
)
| x˜(t) ∈ Γ¯
}
is empty.
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Proof of Lemma 8. Let us consider the trajectory
X (·) = X
(
·; (x, v), (y, w)
)
: [0, τ ] −→ Rn
of class Ck+1 defined by (2.11). Since X (·) coincides respectively with γ¯x,v and γ¯y,w on
the intervals [0, τ/3] and [2τ/3, τ ] and since the c¯l’s are unit speed geodesics satisfying
(2.3), there are t1 ∈ (0, τ/3), t2 ∈ (2τ/3, τ) and ν ∈ (0, τ/100) such that
X (t) /∈ Γ¯ ∀t ∈ [t1 − ν, t1 + ν] ∪ [t2 − ν, t2 + ν] . (2.33)
Moreover, since X is a reparametrization of x˜(·) satisfying (2.22), we have∣∣∣X˙ (t)− e1∣∣∣ ≤ K ′ |(x, v)− (y, w)| . ∀t ∈ [0, τ ],
for some positive constant K ′. Then taking δ¯ > 0 in (2.1) small enough and remem-
bering (2.4), to prove (i) it is sufficient to show that we can perturb the curve X ([0, τ ])
to make it transverse to all the geodesic curves c¯(Il) verifying
| ˙¯cl(s)− e1| < 1/2 ∀s ∈ Il = [al, bl].
Without loss of generality, we may assume that for each such curve (denote by L the
set of such l), we have
(
c¯l(al)
)
1
≤ x¯0 and
(
c¯l(bl)
)
1
≥ x¯τ (remember (2.2)). Let us
parametrize both curves X (·) and c¯l(·) by their first coordinates (where l ∈ L is fixed).
Namely, there are two diffeomorphisms θ1 : J1 = [α, β] → [0, τ ], θ2 : J2 = [α
′, β′] → Il
of class Ck+1 such that((
X ◦ θ1
)
(s)
)
1
= s ∀s ∈ J1 and
((
c¯l ◦ θ2
)
(s)
)
1
= s ∀s ∈ J2. (2.34)
Extending Il if necessary, we may indeed assume that J1 ⊂ J2. Define the function
hl : I → R
n of class Ck+1 by
hl(s) :=
(
X ◦ θ1
)
(s)−
(
c¯l ◦ θ2
)
(s) ∀s ∈ J1 = [α, β].
Fix a smooth function ψ : [0, τ ]→ [0, 1] satisfying
ψ(t) = 0 ∀t ∈ [0, t1 − ν] ∪ [t2 + ν, τ ] and ψ(t) = 1 ∀t ∈ [t1 + ν, t2 − ν] . (2.35)
For every ω ∈ Rn with ω1 = 0, define the curve Xω : [0, τ ]→ R
n by
Xω(t) := X (t) + ψ(t)ω ∀t ∈ [0, τ ].
If Xω ([0, τ ]) intersects c¯l(Il), then
0n = Xω(t)− c¯l(s)
= X (t)− c¯l(s) + ψ(t)ω
= (X ◦ θ1)
(
θ−11 (t)
)
− (c¯l ◦ θ2)
(
θ−12 (s)
)
+ ψ(t)ω,
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for some t ∈ [0, τ ] and s ∈ J1. Since ω1 = 0 and (2.34) is satisfied, we must have
θ−11 (t) = θ
−1
2 (s), then we obtain
0n = (X ◦ θ1)
(
θ−11 (t)
)
− (c¯l ◦ θ2)
(
θ−11 (t)
)
+ ψ(t)ω = hl
(
θ−11 (t)
)
+ ψ(t)ω.
Furthermore, by (2.33), if ω is small enough, the restriction of Xω(·) to the two intervals
[t1 − ν, t1 + ν] and [t2 − ν, t2 + ν] cannot intersect Γ¯. By (2.35), we infer that
hl
(
θ−11 (t)
)
+ ω = 0n for some t ∈ [t1 + ν, t2 − ν] .
By Sard’s Theorem (see for instance [3]), almost every value of hl is regular. In addition,
if −ω is a regular value of hl, then h˙l(s) 6= 0n for all s such that hl(s) = −ω. This shows
that if −ω is a small enough regular value of hl, then Xω ([t1 − ν, t2 + ν]) is transverse
to c¯l(Il). Finally, we observe that{
X˙ω(t) = X˙ (t) + ψ˙(t)ω
X¨ω(t) = X¨ (t) + ψ¨(t)ω
∀t ∈ [0, τ ]. (2.36)
Then taking a small enough ω ∈ Rn with ω1 = 0 such that −ω is a regular value for all
the hl’s and proceeding as in Section 2.2 provides τ˜ = τ˜
(
(x, v), (y, w)
)
> 0 and a triple
(x˜(·), p˜(·), u˜(·)) =
(
x˜
(
·; (x, v), (y, w)
)
, p˜
(
·; (x, v), (y, w)
)
, u˜
(
·; (x, v), (y, w)
))
: [0, τ˜ ] −→ Rn
satisfying (2.20), (2.21), and (2.32). Moreover, τ˜ is given by
τ˜ :=
∫ τ
0
√〈
X˙ω(s), G¯ (Xω(s)) X˙ω(s)
〉
ds
and for every t ∈ [0, τ˜ ],
u˜(t) = 2 ˙˜p(t) + 2
∂H¯
∂x
(x˜(t), p˜(t))
= 2
d
dt
{
G¯ (x˜(t)) ˙˜x(t)
}
+ 2
∂H¯
∂x
(x˜(t), p˜(t)) .
From (2.36) and (2.18)-(2.19), we deduce that taking ω small enough yields (2.29) and
(2.31) for some universal constant C = C(τ, ρ) > 0. All in all, this shows assertion (i).
To show assertion (ii), replace the curve x˜(·) (which is a reparametrization of Xω)
by a piece of unit speed geodesic (with respect to g¯) in a neighborhood of each t ∈ [0, τ˜ ]
such that x˜(t) ∈ Γ¯ and reparametrize it as in Section 2.2. Let us explain briefly how
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to proceed. Given t¯ ∈ (0, τ˜) such that x˜(t¯) ∈ Γ¯ and λ > 0, define x˜λ(·) : [0, τ˜ ] → R
n a
small perturbation of x˜(·) by
x˜λ(t) := ϕ
(
t− t¯
λ
)
x˜(t) +
[
1− ϕ
(
t− t¯
λ
)]
γ¯x˜(t¯), ˙˜x(t¯)
(
t− t¯
)
∀t ∈ [0, τ˜ ] ,
where ϕ : R → [0, 1] is a smooth function satisfying
ϕ(t) = 1 ∀t ∈ (−∞,−1] ∪ [1,+∞) and ϕ(t) = 0 ∀t ∈ [−1/2, 1/2].
We leave the reader to check that taking λ > 0 small enough yields the desired result.
Proposition 5 follows easily from the following result whose technical proof is post-
poned to Appendix A.2.
Lemma 9. There are C = C(τ, ρ) > 0 and a function f : Rn → R of class Ck−1 such
that the following properties are satisfied:
(i) Supp (f) ⊂ R(ρ);
(ii) ‖f‖C1 < C |(x, v)− (y, w)|;
(iii) for every t ∈ [0, τ˜ ], ∇f
(
x˜(t)
)
= u˜(t);
(iv) for every l ∈ {1, . . . , L} and every s ∈ Il, , there is λl(s) such that
∇f
(
c¯l(s)
)
= λl(s)p¯l(s) := λl(s) G¯
(
c¯l(s)
)
˙¯cl(s).
3 Proof of Theorem 3
Let γ = γx,v : R →M be the geodesic starting from x with velocity v ∈ U
g
xM and ǫ > 0
be fixed. Let τ ∈ (0, 1/20) be a small enough time such that the curve γx,v([−10τ, 10τ ])
has no self-intersection. There exist an open neighborhood Ux of x and a smooth
diffeomorphism
θx : Ux −→ B
n(0, 1) with θx(x) = 0n and
d
dt
(
θx ◦ γx,v
)
(0) = e1.
Set
γ¯(t) := θx (γx,v(t)) ∀t ∈ [−10τ, 10τ ]
and
x¯0 := γ¯(0) = 0n, v¯
0 := ˙¯γ(0) = e1, x¯
τ := γ¯(τ), v¯τ := ˙¯γ(τ).
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The metric g is sent, via the smooth diffeomorphism θx, onto a Riemannian metric g¯ of
class Ck on Bn(0, 1). Without loss of generality, we may assume that g¯ is the restriction
to Bn(0, 1) of a complete Riemannian metric of class Ck defined on Rn. Denote by φg¯t
the geodesic flow on Rn × Rn. Set
H0 :=
{
y = (y1, . . . , yn) ∈ R
n | y1 = 0
}
.
Since γ¯(0) = 0n and ˙¯γ(0) = e1, taking τ smaller if necessary we may assume that
and
∣∣∣∣ ddt
(
θx ◦ γx,v
)
(t)− e1
∣∣∣∣ ≤ 1/10 ∀t ∈ [0, τ ]. (3.1)
Keeping the notations of Section 2.1, we may also assume that there is ρ > 0 such that
the following properties are satisfied:
(i) γ¯(t) ∈ R(ρ/2) =
{
(t, z) | t ∈ [0, x¯τ1 ] , z ∈ B
n−1(0, ρ/2)
}
⊂ Bn(0, 1),
(ii) for every unit speed geodesic c¯ : I = [a1, b1] −→ R
n with c¯(I) ⊂ R(2ρ) ⊂
Bn(0, 1), there holds ∣∣ ˙¯cl(s)− ˙¯cl(s′)∣∣ < 1/8 ∀s, s′ ∈ I.
Then, we can apply Proposition 5 to the curve γ¯ : [0, τ ]→ Rn. Consequently, there are
δ¯ = δ¯(τ, ρ) ∈ (0, τ/3) and C = C(τ, ρ) > 0 such that the property stated in Proposition
5 is satisfied. Define the section S ⊂ TM by
S := dθ−1x (H0 × R
n) .
Since M is assumed to be compact and the geodesic flow preserves the Liouville
measure, the Poincare´ recurrence theorem implies that the geodesic flow is nonwan-
dering on UgM . Thus, for every neighborhood V of (x, v) in UgM , there exist t ≥ 1
and (x′, v′) ∈ V such that φgt (x
′, v′) ∈ V. Then, since γx,v is transverse to S at time
zero, for every r > 0 small, there exist (xr, vr), (xr∗, v
r
∗) ∈ S ∩ U
gM , T r > 0 and
yr, yr∗, w
r, wr∗ ∈ B
n(0, 1) such that
(a) (xr∗, v
r
∗) = φ
g
T r(x
r, vr).
(b) (yr, wr) = dθx(x
r, vr), (yr∗, w
r
∗) = dθx(x
r
∗, v
r
∗);
(c) (yr, wr), (yr∗, w
r
∗) ∈ U
g¯
R
n;
(d) yr, yr∗ ∈ H0;
(e)
∣∣x− x¯0∣∣ , ∣∣y − x¯0∣∣ , ∣∣v − v¯0∣∣ , ∣∣w − v¯0∣∣ < δ¯;
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(f) |(yr, wr)− (yr∗, w
r
∗)| < r.
Recall that the cylinder R(ρ/2) is defined by
R(ρ/2) :=
{
(t, z) | t ∈ [0, x¯τ1 ] , z ∈ B
n−1(0, ρ/2)
}
⊂ Bn(0, 1).
The intersection of the curve γxr,vr ([5τ, T
r − 5τ ]) with the open set θ−1x (R(ρ/2)) can
be covered by a finite number of connected curves. More precisely, there are a finite
number of unit speed geodesic arcs
c¯1 : I1 = [a1, b1] −→ B
n(0, 1), · · · , c¯L : IL = [aL, bL] −→ B
n(0, 1)
such that the following properties are satisfied:
(g) For every l ∈ {1, . . . , L}, c¯l(al), c¯l(bl) ∈ R(2ρ) \ R(ρ/2);
(h) there are disjoint closed intervals J1, . . . ,JL ⊂ [−5τ, T
r − 5τ ] such that
γxr,vr(Jl) ⊂ Ux, c¯l(Il) = θx (γxr,vr(Jl)) ∀l = 1, . . . , L,
and
(
θx (γxr,vr ([5τ, Tr − 5τ ]) ∩ Ux) ∩R(ρ/2)
)
⊂
L⋃
l=1
c¯l(Il).
From the above properties and (ii), we can connect (yr∗, w
r
∗) to φ
g¯
τ (yr, wr) by preserving
the curves c¯1(I1), . . . , c¯L(IL). We define the metric g˜ on M by
g˜ =
{
g˜ on M \ Ux
θ∗x
(
ef g¯
)
on Ux.
We leave the reader to check that by construction the geodesic starting from xr∗ with
initial velocity vr∗ is periodic. Taking r > 0 small enough yields dTM
(
(x, v), (xr∗, v
r
∗)
)
< ǫ
and ‖f‖C1 < ǫ.
A Proof of Lemmas 6 and 9
A.1 Proof of Lemma 6
Define the function Φ : [0, T ]× Rn−1 → Rn by
Φ(t, z) := y(t) + (0, z) ∀ (t, z) ∈ [0, T ]× Rn−1.
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We can easily check that, thanks to (2.23), Φ is a diffeomorphism of class Ck from
[0, T ] × Rn−1 into [y1(0), y1(τ)] × R
n−1 which sends the cylinder [β/2, T − β/2] ×
Bn−1
(
0, µ
)
into the “cylinder”
Cy(µ) :=
{
y(t) + (0, z) | t ∈ [β/2, T − β/2], z ∈ Bn−1(0, µ)
}
,
and which satisfies
‖Φ‖C1 ,
∥∥Φ−1‖C1 ≤ K0,
for some positive constant K0 depending on T only. Define the function w˜(·) : [0, T ]→
R
n by
w˜(t) :=
(
dΦ
(
t, 0n−1
))∗(
w(t)
)
∀ t ∈ [0, T ].
The function w˜ is Ck−1; in addition, by (2.24) and (2.25), it follows that
w˜(t) = 0n ∀t ∈ [0, β] ∪ [T − β, T ] and w˜1(t) = 0 ∀t ∈ [0, T ].
Let ψ : R → [0, 1] be an even function of class C∞ satisfying the following properties:
- ψ(s) = 1 for s ∈ [0, 1/3];
- ψ(s) = 0 for s ≥ 2/3;
- |ψ(s)|, |ψ′(s)| ≤ 10 for any s ∈ [0,+∞).
Extend the function w˜(·) on R by w˜(t) := 0 for t ≤ 0 and t ≥ T , and define the function
W˜ : [0, T ]× Rn−1 → R by
W˜ (t, z) = ψ
(
|z|
µ
)[ n∑
i=2
∫ zi
0
w˜i(t+ s)ds
]
∀ (t, z) ∈ [0, T ]× Rn−1.
Since w˜ is Ck−1, ψ is Ck, and W˜ (t, z) can be written as
W˜ (t, z) = ψ
(
|z|
µ
)[ n∑
i=2
∫ t+zi
t
w˜i(t+ s)ds
]
,
it is easy to check that W˜ is of class Ck. Moreover, (using that 3µ ≤ β < T ) we check
easily that
Supp
(
W˜
)
⊂ [β/2, T − β/2]×Bn−1
(
0, 2µ/3
)
,
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∇W˜ (t, 0) = w˜(t), W˜ (t, 0) = 0 ∀t ∈ [0, T ],
and that (see the proof of [4, Lemma 3.3])∥∥∥W˜∥∥∥
C1
≤
K1
µ
∥∥w˜(·)∥∥
C0
,
for some constant K1 > 0. Finally, define the function W : R
n → R by
W (x) :=
{
W˜
(
Φ−1(x)
)
if x ∈ Cy(µ)
0 otherwise.
It is easy to see that W satisfies (i)-(iv).
A.2 Proof of Lemma 9
We proceed in several steps.
Step 1: Applying Lemma 6, we get a universal constant C1 = C1(τ, ρ) > 0 and a
function f1 : R
n → R of class Ck such that the following properties are satisfied:
(i)1 Supp (f1) ⊂ R(2ρ/3);
(ii)1
∥∥f1∥∥C1 < C1 |(x, v)− (y, w)|;
(iii)1 ∇f1
(
x˜(t)
)
= u˜(t), for every t ∈ [0, τ˜ ];
(iv)1 f1
(
x˜(t)
)
= 0, for every t ∈ [0, τ ].
Step 2: Let x1, . . . , xN be a set of points in R(2ρ/3) such that
 L⋃
k,l=1,k 6=l
(
c¯k(Ik) ∩ c¯l(Il)
) ∩ R(2ρ/3) = {x1, . . . , xN}.
Note that by Lemma 8 (ii), the set {x1, . . . , xN} does not intersect the curve x˜ (Supp (u˜(·)).
Let µ > 0 be such that the N balls Bn(x1, 2µ), . . . , B
n(xN , 2µ) are disjoint and do not
intersect neither the curve x˜ (Supp (u˜(·)) nor the boundary of R(2ρ/3). Define the Ck
function f2 : R
n → R by
f2(x) := f1
(
N∑
k=1
[
ψ
(∣∣x− xk∣∣
3µ
)
xk +
(
1− ψ
(∣∣x− xk∣∣
3µ
))
x
])
∀x ∈ Rn.
By construction, there is a universal constant C2 = C2(τ, ρ) > 0 such that f2 satisfies
the following properties:
20
(i)2 Supp (f2) ⊂ R(2ρ/3);
(ii)2
∥∥f2∥∥C1 < C2 |(x, v)− (y, w)|;
(iii)2 ∇f2
(
x˜(t)
)
= u˜(t), for every t ∈ [0, τ˜ ];
(iv)2 f2
(
x˜(t)
)
= 0, for every t ∈ [0, τ˜ ];
(v)2 f2(x) = f1(x) for every x ∈ R
n \
(⋃N
k=1B
n
(
xk, 2µ
))
;
(vi)2 ∇f2(x) = 0 for every x ∈
⋃N
k=1B
n
(
xk, µ
)
.
Step 3: Let t1, . . . , tK ∈ [0, τ ] be the set of times such that
x˜
(
Supp (u˜(·)
)
∩
(
L⋃
l=1
c¯l(Il)
)
=
{
x˜(tk) | k = 1, . . .K
}
.
Taking µ > 0 smaller if necessary, we may assume that the balls Bn
(
x˜(t1), 5µ
)
,
. . . , Bn
(
x˜(tK), 5µ
)
are disjoint, do not intersect the boundary of R(ρ/2), and such
that u˜(t) = 0 for every t ∈ [0, τ˜ ] with x˜(t) ∈
⋃Q
k=1B
n
(
x˜(tk), 5µ
)
(remember Lemma 8
(ii)). Set
Ω :=
Q⋃
k=1
Bn
(
x˜(tk), 2µ
)
.
Taking µ > 0 smaller if necessary again, the projection (with respect to the Euclidean
metric) P0 : Ω→ R
n to the set
S :=
K⋃
k=1
(
Bn
(
x˜(tk), 2µ
)
∩ x˜
(
[0, τ˜ ]
))
,
is of class Ck−1, has a C1 norm
∥∥P0∥∥C1 which is bounded by a universal constant, and
satisfies
P0(x) = x ∀x ∈ S,
P0(x) ∈ S ∀x ∈ Ω,
∣∣x− P0(x)∣∣ < µ
2
∀x ∈
K⋃
k=1
(
Bn
(
x˜(tk), µ/2
))
.
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Define the Ck−1 function f3 : R
n → R by
f3(x) :=
{
f2
(
h(x)P0(x) +
(
1− h(x)
)
x
)
if x ∈ Ω
f2(x) otherwise,
where h : Ω→ R is defined by
h(x) := ψ

 Q∑
q=1
2
∣∣x− x˜(tq)∣∣
3µ

 ∀x ∈ Ω.
We note that h(x) = 1 for every x ∈
⋃K
k=1
(
Bn
(
x˜(tk), µ/2
))
and h(x) = 0 for every x ∈
Ω which does not belong to the set
⋃K
k=1
(
Bn
(
x˜(tk), µ
))
. Consequently, by construction,
there is a universal constant C3 = C3(τ, ρ) > 0 such that f3 satisfies the following
properties:
(i)3 Supp
(
f3
)
⊂ R(2ρ/3);
(ii)3
∥∥f3∥∥C1 ≤ C3 |(x, v)− (y, w)|;
(iii)3 ∇f3
(
x˜(t)
)
= u˜(t), for every t ∈ [0, τ˜ ];
(iv)3 f3
(
x˜(t)
)
= 0, for every t ∈ [0, τ˜ ];
(v)3 f3(x) = f2(x) for every x ∈ R
n \ Ω;
(vi)3 ∇f3(x) = 0 for every x ∈
⋃K
k=1B
n
(
x˜(tk), µ/2
)
.
Step 4: Denote by dg¯ : R
n × Rn → R the Riemannian distance with respect to the
Riemannian metric g¯. Denote by distΓ¯g¯ (·) the distance function (with respect to g¯) to
the set Γ¯. For every δ > 0, let Sδ ⊂ R(2ρ/3 + δ) be the subset of Γ¯ defined by
Sδ :=
(
Γ¯ ∩ R(τ, 2ρ/3 + δ)
)
\
(
N⋃
k=1
Bn
(
xk, µ/2
)
∪
K⋃
k=1
Bn
(
x˜(tq), µ/4
))
.
For every δ, µ > 0, we denote by Sµδ the open set of points whose distance (with respect
to g¯) to Sδ is strictly less than µ. There are δ, µ > 0 such that the function dist
Γ¯
g¯ (·)
is of class Ck on Sµδ , the projection P
Γ¯
g¯ to Γ¯ with respect to g¯ is C
k−1 on Sµδ , and
both
∥∥distΓ¯g¯ (·)∥∥C1(Sµ
δ
)
,
∥∥P Γ¯g¯ (·)∥∥C1(Sµ
δ
)
are bounded by a universal constant. Define the
function f : Rn → R by
f(x) :=
{
f3 (P (x)) if x ∈ S
µ
δ
f3(x) otherwise,
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where the mapping P : Sµδ → R
n is defined by
P (x) := ψ
(
2distΓ¯g¯ (x)
3µ
)
P Γ¯g¯ (x) +
(
1− ψ
(
2distΓ¯g¯ (x)
3µ
))
x ∀x ∈ Sµδ .
We leave the reader to check that if µ > 0 is small enough, the function f is of class Ck−1
and satisfies assertions (i)-(iv) of Lemma 9 for some universal constant C = C(τ, ρ) > 0.
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