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In this paper we consider a two-compartment model and analyze the underlying
nonlinear system of differential equations that arises from studying such models. In
particular, we apply a decomposition method to solve the system numerically and
then compare the results with other well-known methods such as the fourth-order
Runge–Kutta method.  2002 Elsevier Science
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1. INTRODUCTION
Compartmental analysis arises in the formulation of many applications,
including physiological and pharmaceutical studies, the administration of a
drug to patients, and the effects of ﬂow in different media, just to mention
a few (see [5]).
Figure 1 represents a two-compartment model which models nonlinear
efﬂux from the peripheral compartment (Compartment 2). The system of
nonlinear differential equations representing this two-compartment model
is (see [8] and [9])
x˙1 = −k01 + k21x1 + k12x2 px2 + u1t
x˙2 = k21x1 − k12x2 px2 (1.1)
x10 = α1 x20 = α2 t > 0
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FIGURE 1
and
k12x2 p =
Vmx
n
2
Km + xn2
 p = VmKm n (1.2)
In (1.1) and (1.2), Vm is the maximum possible effect, Km is a constant
(related to the Michaelis–Menten constant and corresponding to n = 1), xi
is the concentration of the drug in Compartment 1, n is a positive constant
(or the Hill coefﬁcient), k01 and k21 denote linear rate constants, k12x2 p
is the nonlinear ﬂow rate from the peripheral compartment (Compart-
ment 2), with p a parameter vector, and u1t is an input function. The
system (1.1) has been widely used in pharmacokinetics for a number of
years to estimate the quantitative pharmacological effect of a drug (see [3]
and [8]). The nonlinearity related to Compartment 2 may be introduced via
some form of the drug-receptor binding reaction [6] or may be related to
the stoichiometry of ion transport [2].
In this paper we will solve the system (1.1) using a decomposition
method. This extends the work done in [4]. We describe the method in
Section 2 and in Section 3 adapt the method to three different cases of
(1.1), namely, when u1t is impulsive, constant, or an exponential function
of t. We will compare the results of the decomposition method to those
obtained using the fourth-order Runge–Kutta (RK) method.
2. PRELIMINARIES
In this section we will give a brief description of the decomposition
method. For a detailed study, we refer the reader to [1]. The method has
been applied to solve many applied problems and is usually characterized
by its higher degree of accuracy while using only a few terms.
Consider the nonlinear equation
u = Lu +Nu + f (2.1)
where L is a linear operator, N is a nonlinear operator, and f is a known
function in the underlying function space which is normally a Hilbert space.
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The decomposition technique consists of representing the solution as an
inﬁnite series, namely,
u =
∞∑
n=0
un (2.2)
where the terms un are to be determined. Also, the nonlinear operator N
is decomposed as
Nu =
∞∑
n=0
An (2.3)
where An = Anu0 u1     un are the so-called Adomian polynomials.
Substituting Eq. (2.2) and Eq. (2.3) into Eq. (2.1) yields
∞∑
n=0
un =
∞∑
n=0
Lun +
∞∑
n=0
Anu0 u1     un + f (2.4)
Assuming a convergence of the series in Eq. (2.4), both sides of Eq. (2.4)
will match by setting
u0 = f
u1 = Lu0 +A0u0
u2 = Lu1 +A1u0 u1
· · · 
un+1 = Lun +Anu0 u1     un
· · · 
(2.5)
Thus, from Eq. (2.5), the un’s can be obtained in a recursive manner and
hence u in Eq. (2.2) is determined.
For example, if Nu = gu and gu is a nonlinear scalar function, we
ﬁrst consider the Taylor expansion of gu around u0 and then collect the
terms appropriately to determine An. That is,
gu = gu0 + g′u0u− u0 +
1
2!
g′′u0u− u02 + · · ·  (2.6)
Upon substituting the difference u− u0 by the inﬁnite sum into Eq. (2.6),
we get
gu = gu0 + g′u0u1 + u2 + · · · +
1
2!
g′′u0u1 + · · ·2 + · · ·  (2.7)
Adomian polynomials are obtained by reordering and rearranging the terms
of Eq. (2.7). Indeed, to determine the Adomian polynomials, one needs to
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choose each term in Eq. (2.7) according to the order which actually depends
on both the subscripts and the powers of the un’s. Therefore, rearranging
the terms in the expansion Eq. (2.7) according to the order and assuming
that Nu is as given in Eq. (2.3), then we can give each An as
A0u0 = gu0
A1u0 u1 = u1g′u0
A2u0 u1 u2 = u2g′u0 +
1
2!
u21g
′′u0
A3u0 u1 u2 u3 = u3g′u0 + u1u2g′′u0 +
1
3!
u31g
′′′u0
· · · 
(2.8)
Once the An’s are determined, Eq. (2.5) will then yield the solution. In
computing An’s, we note that a computer algebra system (e.g., Maple V )
comes in handy. It is the case in many problems that one needs to compute
only a few of these polynomials in order to obtain good local approximate
solutions.
3. ADAPTING THE DECOMPOSITION METHOD TO (1.1)
In this section, we consider three examples and adapt the decomposition
method to (1.1). The system (1.1) can be written in the form (2.1) as
x1t = α1 +
∫ t
0
k01 + k21x1sds +
∫ t
0
k12x2s px2sds +
∫ t
0
u1sds
311
x2t = α2 +
∫ t
0
k21x1sds −
∫ t
0
k12x2s px2sds 312
Of course, Eq. (3.1)1 is in the form of Eq. (2.1) with
Lx1 = α1 +
∫ t
0
k01 + k21x1sds
Nx1 =
∫ t
0
k12x2s px2sds and f =
∫ t
0
u1sds
Similarly, we obtain the representation for Eq. (3.1)2. We shall seek solu-
tions of the form
x1t =
∞∑
j=0
x1 j x2t =
∞∑
j=0
x2 j (3.2)
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and use the method described in Section 2 to obtain the different iterates
x1 j and x2 j for j = 0 1     In order to do so, we ﬁrst consider obtaining
the Adomian polynomials associated with the nonlinearity
Nxs = xs
k+ xsxs (3.3)
From (2.8), we list the ﬁrst four such polynomials,
A0 = Nx0 =
x0s2
k+ x0s

A1 = x1N ′x0 = x1
2kx0s + x0s2
k+ x0s2

A2 = x2N ′x0 +
x21
2!
N ′′x0
= x2
2kx0s + x0s2
k+ x0s2
+ 1
2!
x21
2k2
k+ x0s3
 (3.4)
A3 = x3N ′x0 + x1x2N ′′x0 +
x31
3!
N ′′′x0
= x3
2kx0s + x0s2
k+ x0s2
+ x1x2
2k2
k+ x0s3
+ 1
3!
x31
−6k2
k+ x04

Once the An’s are determined, an application of Eq. (2.5) to (3.1)1 and
(3.1)2 will yield the desired solution. We now consider three cases with
speciﬁc choices for Vm = 1, k01 = 03, k21 = 07, and Km = k for the
arbitrary constant k.
Case (I): An Impulsive Input. Choose u1t = D1δt with D1 = 1 for
t > 0. Then the system (1.1) takes the form
x˙1 = −x1 +
x2
k+ x2
x2
x˙2 = 07x1 −
x2
k+ x2
x2 (3.5)
x10+ = 1 x20 = 0 t > 0
Then
x1t = 1−
∫ t
0
x1sds −
∫ t
0
x2s
k+ x2s
x2sds
x2t = 07
∫ t
0
x1sds −
∫ t
0
x2s
k+ x2s
x2sds
(3.6)
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If we assume series solutions for x1 and x2, we can get
x1 0 = 1 x1 j+1 = −
∫ t
0
x1 jsds +
∫ t
0
Aj ds
x2 0 = 0 x2 j+1 = 07
∫ t
0
x1 jsds −
∫ t
0
Aj ds j = 1 2    
(3.7)
The Adomian polynomial associated with (3.7) can be determined from
Eq. (3.4) with xi replaced with x2 i. Choosing, for example, k= 100, Eq. (3.7)
together with Eqs. (2.5) and (3.4) imply that
x1 0t = 1, x2 0t = 0, A0 = 0,
x1 1t = − t, x2 1t = 07t, A1 = 0,
x1 2t = 12 t2, x2 2t = − 035t2, A2 = 0049t2,
x1 3t = − 016503t3, x2 3t = 011503t3, A3 = − 000493t3,
x1 4t = 004002t4, x2 4t = − 002765t4, A4 = 000289t4,
x1 5t = − 000743t5, x2 5t = − 000503t5, A5 = − 000124t5,
x1 6t = − 000103t6, x2 6t = 000066t6, · · ·
· · · · · · · · ·
Thus, computing the ﬁrst six terms yields the series solution for x1 and x2 as
x1t = 1− t +
1
2
t2 − 016503t3 + 004002t4 − 000743t5 + · · · 
x2t = 07t − 035t5 + 011503t3 − 002765t4 − 000503t5 + · · · 
(3.8)
Table I shows the comparison between the approximate solutions obtained
by the fourth-order RK method and the decomposition method with only
six iterates. We can see that the absolute error is less than 10−5 for t ∈ 0 1
in both x1 and x2.
Now we consider the other two cases of (1.1) with zero initial conditions.
Case (II): A Constant Continuous Infusion. Choose u1t = c for an
arbitrary constant c where t > 0. Then system (1.1) takes the form
x˙1 = −x1 +
x2
k+ x2
x2 + c
x˙2 = 07x1 −
x2
k+ x2
x2 (3.9)
x10 = 0 x20 = 0 t > 0
Upon integration, we get
x1t = −
∫ t
0
x1sds −
∫ t
0
x2s
k+ x2s
x2sds +
∫ t
0
c ds
x2t = 07
∫ t
0
x1sds −
∫ t
0
x2s
k+ x2s
x2sds
(3.10)
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As in Case 1 we choose k = 100 and c = 01. We get the iterates x1 j and
x2 j from Eq. (3.10), Eq. (2.5), and Eq. (3.4).
x1 0t = 01t x2 0t = 0 A0 = 0
x1 1t = − 005t2 x2 1t = 0035t2 A1 = 0
x1 2t = 0017t3 x2 2t = 0012t3 A2 = 01× 10−4t4
x1 3t = − 0004t4 + 0245× 10−5t5
x2 3t = − 0003t4 − 0245× 10−5t5
A3 = 0817× 10−5t5 − 0429× 10−8t6
x1 4t = 834× 10−3t5 − 0177× 10−5t6 − 0613× 10−9t7
x2 4t = 0583× 10−3t5 + 0165× 10−5t6 + 0613× 10−9t7
· · ·
Thus the series solutions for x1 and x2 are given by
x1t = 01t − 005t2 + 0017t3 − 0004t4 + 0245× 10−5t5 + · · · 
x2t = 0035t2 + 0012t3 − 0003t4 − 0245× 10−5t5 + · · · 
(3.11)
Table II shows the comparison between the local approximate solutions
obtained by the fourth-order RK method and the decomposition method
with the initial 6 iterates again. We can see that the absolute error is less
than 10−5 for t ∈ 0 1 in both x1 and x2.
TABLE I
Comparison between RK4 and Decomposition: Case of an Impulsive Input
t x1(Decomp) x1(RK4) x1(Abs. Err.) x2(Decomp) x2(RK4) x2(Abs. Err.)
0.1 .90484 .90484 0 .06661 .06661 01× 10−10
0.2 .81874 .81874 01× 10−8 .12688 .12688 06× 10−9
0.3 .74085 .74085 0191× 10−7 .18139 .18139 098× 10−8
0.4 .67039 .67039 0145× 10−6 .23070 .23070 0743× 10−7
0.5 .60666 .60666 0691× 10−6 .27530 .27530 0358× 10−6
0.6 .54901 .54901 0248× 10−5 .31562 .31563 0129× 10−5
0.7 .49688 .49687 0729× 10−5 .35209 .35209 0384× 10−5
0.8 .44973 .44972 0186× 10−4 .38505 .38506 0984× 10−5
0.9 .40711 .40707 0423× 10−4 .41484 .41486 0226× 10−4
1.0 .36860 .36851 0884× 10−4 .44175 .44180 0475× 10−4
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TABLE II
Comparison between RK4 and Decomposition: A Continuous Constant Infusion
t x1(Decomp) x1(RK4) x1(Abs. Err.) x2(Decomp) x2(RK4) x2(Abs. Err.)
0.1 .00952 .00952 01× 10−11 .00034 .06661 05× 10−12
0.2 .01813 .01813 0 .00131 .00131 04× 10−11
0.3 .02592 .02592 016× 10−9 .00286 .00286 011× 10−11
0.4 .03297 .03297 0154× 10−8 .00492 .00492 0108× 10−9
0.5 .03935 .03935 0907× 10−8 .00746 .00746 0634× 10−8
0.6 .04512 .04512 0385× 10−7 .01042 .01042 0269× 10−7
0.7 .05034 .05034 0131× 10−6 .01376 .01376 0911× 10−7
0.8 .05507 .05507 0375× 10−6 .01745 .01745 0262 × 10−7
0.9 .05934 .05934 0951× 10−6 .02146 .02146 0663× 10−6
1.0 .06322 .06321 0218× 10−5 .02575 .02575 0884× 10−4
Case (III): A First-Order Input via an Extravascular Route. Choose
u1t = kabADAe−kat with ka = bADA = 1 for t > 0 and k = 100. Then
the system (1.1) takes
x˙1 = −x1 +
x2
k+ x2
x2 + e−t 
x˙2 = 07x1 −
x2
k+ x2
x2
x10 = 0 x20 = 0 t > 0
(3.12)
Then, by integration,
x1t = −
∫ t
0
x1sds −
∫ t
0
x2s
k+ x2s
x2sds +
∫ t
0
e−s ds
x2t = 07
∫ t
0
x1sds −
∫ t
0
x2s
k+ x2s
x2sds
(3.13)
Similarly, again we can get
x1 0t = − e−t + 1 x2 0t = 0 A0 = 0
x1 1t = − t − e−t + 1 x2 1t = 07t + 07e−t − 07 A1 = 0
x1 2t = − 12 t2 − e−t − t + 1 x2 2t = − 035t2 + 07e−t + 07t − 07
A2 = 00107t + 07e−t − 072
x1 3t = − 0165t3 − e−t − 0495t2 − 0995t − 1002 − 001e−t t
− 0002e−t2
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TABLE III
Comparison between RK4 and Decomposition: A First-Order Infusion Rate.
t x1(Decomp) x1(RK4) x1(Abs. Err.) x2(Decomp) x2(RK4) x2(Abs. Err.)
0.1 .09048 .09048 0384× 10−9 .00328 .00328 0148× 10−8
0.2 .16374 .16375 0910× 10−9 .01227 .01227 0120× 10−8
0.3 .22225 .22225 0230× 10−8 .02586 .02586 0170× 10−8
0.4 .26813 .26813 0120× 10−8 .04308 .04308 0147× 10−7
0.5 .30327 .30327 0541× 10−7 .063134 .06314 0796× 10−7
0.6 .32930 .32930 0220× 10−6 .08532 .08532 0326× 10−6
0.7 .34763 .34763 0727× 10−6 .10904 .10905 0107× 10−5
0.8 .35950 .35949 0202 × 10−5 .13381 .13381 0301× 10−5
0.9 .36597 .36596 0499× 10−5 .15921 .15921 0745× 10−5
1.0 .36797 .36795 0112 × 10−4 .18488 .18489 0167× 10−4
x2 3t = 0115t3 + 07e−t − 0345t2 + 0695t − 0702 + 001e−t t
+ 0002e−t2
· · · 
Thus the series solutions for x1 and x2 are given by
x1t = −e−t + 1− t − e−t + 1−
1
2
t2 − e−t − t + 1+ · · · 
x2t = 07t + 07e−t − 07− 035t2 + 07e−t + 07t − 07+ · · · 
(3.14)
From Table III we can see that the absolute error is less than 10−5 for
t ∈ 0 1 again. The accuracy of the method can be improved by adding
more iterates.
In this paper we introduced an alternate method for solving nonlinear
systems of multicompartment models. The alternate decomposition method
based on computing only six iterates resulted in a good approximation when
compared with the fourth-order RK method.
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