ABSTRACT Recent suggestions of a "photon underproduction crisis" (Kollmeier et al. 2014 ) have generated concern over the intensity and spectrum of ionizing photons in the metagalactic ultraviolet background (UVB). The balance of hydrogen photoionization and recombination determines the opacity of the lowredshift intergalactic medium (IGM). We calibrate the hydrogen photoionization rate (Γ H ) by comparing Hubble Space Telescope spectroscopic surveys of the low-redshift column density distribution of H I absorbers to new cosmological simulations. The distribution, f (N HI , z) ≡ d 2 N /d(log N HI )dz, is consistent with an increased UVB that includes contributions from both quasars and galaxies. Our recommended fit, Γ H (z) = (4.6 × 10 −14 s −1 )(1 + z) 4.4 for 0 < z < 0.5, corresponds to unidirectional LyC photon flux Φ 0 ≈ 5700 cm −2 s −1 at z = 0. This flux agrees with observed IGM metal ionization ratios (C III/C IV and Si III/Si IV) and suggests a 25-30% contribution of the Lyα absorbers to the cosmic baryon inventory. The primary uncertainties in the low-redshift UVB are the contribution from massive stars in galaxies and the LyC escape fraction (f esc ), a highly directional quantity that is difficult to constrain statistically. We suggest that low-mass starburst galaxies are important contributors to the ionizing UVB at z < 2. Their additional flux would resolve any crisis in photon underproduction.
INTRODUCTION
One the most important but poorest known parameters in studies of the intergalactic medium (IGM) and circumgalactic medium (CGM) is the intensity of the metagalactic ionizing ultraviolet background (UVB). This uncertainty is not surprising, considering the strong absorption of extreme ultraviolet (EUV) photons at wavelengths λ ≤ 911.75Å by the interstellar medium (ISM). Lacking direct measurements of the metagalactic radiation field in the Lyman continuum (LyC), astronomers rely on indirect probes of photoionizing radiation and theoretical estimates 1 based on the presumed ionizing sources and cosmological radiative transfer. An accurate characterization of this UVB s necessary for modeling the thermal and ionization conditions Boera et al. 2014 ) of the IGM and CGM, for a census of IGM baryon content (Shull et al. 2012a) , and for the ionization corrections needed to derive metallicities Werk et al. 2014) . For photoionization of hydrogen, helium, and many spectroscopically accessible ions of heavy elements (C, N, O, Ne, Mg, Si, S, Fe) the most important spectral range extends from the hymichael.shull@colorado.edu, joshua.moloney@colorado.edu 1 UVB models include calculations by Shull et al. (1999) , Haardt & Madau (2001 , denoted HM01 and HM12, and FaucherGiguère et al. (2009) . HM12 refers to the updated spectrum (with lower ionizing fluxes) and HM05 refers to the higher-flux spectrum in a 2005 August update to the Haardt & Madau (2001) "Quasars+Galaxies" spectra, provided for inclusion in the photoionization code Cloudy.
drogen Lyman edge (energies E ≥ 13.6 eV) through the He II continuum (E ≥ 54.4 eV) and into the extreme ultraviolet (EUV) and soft X-ray (100-1000 eV).
The claim of a "photon underproduction crisis" (Kollmeier et al. 2014 ) generated considerable anxiety in the extragalactic astronomy community and prompted a re-examination of the assumptions in modeling the EUV background at low redshift. These authors compared predictions from smoothed-particle hydrodynamic (SPH) simulations to observed properties of low-redshift H I (Lyα) absorbers. The balance of hydrogen photoionization and radiative recombination rates sets the opacity of the low-redshift IGM, which can be measured from the distribution of Lyα absorbers in redshift (z) and H I column density, N HI (cm −2 ). This allows one to infer the unidirectional ionizing photon flux Φ 0 (cm −2 s −1 ) and specific intensity I ν (erg cm −2 s −1 Hz −1 sr −1 ) of LyC radiation. Kollmeier et al. (2014) found that the hydrogen photoionization rate (Γ H ) required to match their simulated distribution of H I absorbers was five times larger the value predicted in a recent calculation of the UVB by HM12. They found better agreement with previous estimates of a higher UVB (Shull et al. 1999; HM05) that included significant contributions from galaxies. A large part of the UVB discrepancy can be traced to the anomalously low values at z < 2 of the LyC escape fraction, f esc = (1.8 × 10 −4 )(1 + z) 3.4 , adopted by HM12. In this paper, we undertake a careful examination of this UVB discrepancy, comparing observations of low-z Lyα absorbers to models of the IGM. We specifically ex-amine the possibility that differences in the UVB arise from modeling of sources of EUV radiation from galaxies and quasars. We use H I data from our recent surveys of low-redshift Lyα absorbers with the Hubble Space Telescope (HST): the STIS (Space Telescope Imaging Spectrograph) survey of 746 Lyα absorbers (Tilton et al. 2012 ) and the COS (Cosmic Origins Spectrograph) survey of over 2500 Lyα absorbers . These surveys give consistent results for the bivariate distribution, f (N HI , z) ≡ d 2 N /d(log N HI )dz, of absorbers in redshift (z ≤ 0.47) and H I column density (12.5 ≤ log N HI ≤ 14.5). We compare these distributions to our cosmological simulations made with the N-body hydrodynamic grid code Enzo (Bryan et al. 2014) . To fit the distribution of H I in redshift and column density, we require a hydrogen photoionization rate approximately twice that of HM12. For 0 ≤ z ≤ 0.5, our revised rate is Γ H ≈ (4.6 × 10 −14 s −1 )(1 + z) 4.4 . At z = 0, this corresponds to a one-sided ionizing flux Φ 0 ≈ 5700 cm −2 s −1 and specific intensity I 0 = 1.7 × 10 −23 erg cm −2 s −1 Hz −1 sr −1 at the Lyman limit. These parameters are in agreement with photoionization modeling in our recent IGM survey ) of metal-ion ratios (C III/C IV and Si III/Si IV).
In Section 2, we describe current estimates of the UVB and low-redshift hydrogen photoionization rates and compare our HST surveys of intergalactic H I column densities with new grid-code simulations of the IGM. In Section 3, we discuss the implications of the distribution of H I column densities for the flux decrement (D A ) from Lyα line blanketing. We conclude that the low-z ionizing UVB is higher than predicted by HM12. We recommend increasing Γ H by a factor of two, along with other parameters that characterize the UVB: the specific intensity I 0 (erg cm −2 s −1 Hz −1 sr −1 ) at the Lyman limit and the integrated photon flux Φ 0 (cm −2 s −1 ). This increase in the UVB is consistent with previous calculations (Shull et al. 1999; HM01, HM05) and likely arises from incorrect modeling of sources of EUV radiation (galaxies and quasars). The most obvious explanation is an increased contribution of galaxies with LyC escape fractions, f esc ≈ 0.05 at z < 2, in contrast to the very low values f esc < 10 −3 adopted by HM12.
CONSTRAINING THE UV BACKGROUND
2.1. Definitions and Measurements of the Ionizing Radiation Field For an isotropic radiation field of specific intensity I ν , the normally incident photon flux per frequency is (πI ν /hν) into an angle-averaged, forward-directed effective solid angle of π steradians. The isotropic photon flux striking an atom or ion is 4π(I ν /hν), and the hydrogen photoionization rate follows by integrating this photon flux times the photoionization cross section over frequency from threshold (ν 0 ) to ∞.
Here, we approximate the frequency dependence of specific intensity and photoionization cross section by power laws, I ν = I 0 (ν/ν 0 ) −α and σ ν = σ 0 (ν/ν 0 ) −3 , where σ 0 = 6.30 × 10 −18 cm 2 and α ≈ 1.4 for AGN (Shull et al. 2012b; Stevans et al. 2014) . The integrated unidirectional flux of ionizing photons is then
which is related to the density of hydrogen-ionizing photons by Φ 0 = n γ (c/4) for an isotropic radiation field. We then have the relations among parameters:
where we normalize the incident flux of ionizing photons and specific intensity to characteristic values, Φ 0 = (10 4 cm −2 s −1 )Φ 4 and I 0 = (10 −23 erg cm −2 s −1 Hz −1 sr −1 )I −23 at the hydrogen Lyman limit (hν 0 = 13.60 eV). In an HST/COS survey of IGM metallicity at z ≤ 0.4, Shull et al. (2014) found that Φ 4 ≈ 1 and I −23 ≈ 3 gave reasonable fits to the observed ratios of adjacent ionization states of carbon and silicon, (Si III/Si IV) = 0.67 The difference between these radiation fields appears to be the contribution from galaxies. The HM12 background adopts a negligible UVB from galaxies, whereas the background models of Shull et al. (1999) , HM01, and HM05 have comparable intensities from galaxies, owing to higher assumed LyC escape fractions.
HST Observations of the H I Column Density
Distribution Previous ultraviolet spectroscopic surveys of lowredshift Lyα absorbers estimated their contribution to the baryon census through the distribution of H I column densities in the diffuse Lyα forest (e.g., Penton et al. 2000 Penton et al. , 2004 Lehner et al. 2007; Danforth & Shull 2008) . Our recent HST surveys of the low-redshift IGM were more extensive, obtaining 746 Lyα absorbers with STIS (Tilton et al. 2012 ) and 2508 Lyα absorbers with COS . The COS survey used the medium-resolution far-UV gratings (Green et al. 2012) with coverage between 1135-1460Å (G130M) and 1390-1795Å (G160M); a few spectra extended slightly outside these boundaries. Our survey probed 75 AGN sight lines with cumulative pathlength ∆z = 19.9, finding 2508 intergalactic Lyα systems at z < 0.75 with H I column 
a For 613 low-redshift Lyα absorbers taken from HST/STIS survey (Tilton et al. 2012) , the columns show: (1) mean column density (N HI in cm −2 ) with bin width ∆ log N HI = 0.2; (2) bin range in log N HI ; (3) number of Lyα absorbers (N abs ) in bin; (4) total redshift pathlength ∆z eff at each N HI ; (4) bivariate distribution of absorbers in column density and redshift, ) the columns show: (1) mean column density (N HI in cm −2 ) with bin width ∆ log N HI = 0.2; (2) bin range in log N HI ; (3) number of Lyα absorbers (N abs ) in bin; (4) total redshift pathlength ∆z eff at each N HI ; (4) bivariate distribution of absorbers in column density and redshift, densities N HI (in cm −2 ) between 12.5 < log N HI < 16.5. As discussed in these survey papers, the Lyα statistics are consistent with 24-30% of the baryons residing in the Lyα forest and partial Lyman-limit systems. Table 1 summarizes data selected from the STIS survey, with 613 Lyα absorbers at z ≤ 0.4 over the range 12.9 ≤ log N HI ≤ 14.7, reprocessed as described in Danforth et al. (2014) . Table 2 gives similar results for 2383 Lyα absorbers detected by COS at z ≤ 0.47 over the range 12.6 ≤ log N HI ≤ 15.2. For each bin in log N HI , we list the number of absorbers (N abs ) and effective redshift pathlength, ∆z eff , over which our Lyα survey is sensitive. From these data, we derive the bivariate distribution, d
2 N /d(log N HI )dz, of absorbers in H I column density and redshift by dividing N abs by ∆z eff and ∆ log N HI = 0.2. An accurate calculation of this distribution function requires both good absorber counting statistics and knowledge of the pathlength ∆z eff covered in the survey for a given column density. As in Danforth & Shull (2008) , we compute ∆z eff corresponding to the 4σ minimum Lyα equivalent width as a function of wavelength in each spectrum. Asymmetric error bars arise from statistical uncertainties in N abs and ∆z eff , computed for each log N HI bin using the formalism of Gehrels (1986) . At low column densities, the errors are dominated by ∆z eff , while at high column densities the errors are dominated by the small values of N abs in bins at log N HI ≥ 14.6.
Our low-z survey provides useful statistical comparisons to IGM simulations. The most basic of these is the average flux decrement, D A , produced by Lyα forest line blanketing of the continuum flux. Using UV spectra of 74 AGN taken by the HST Faint Object Spectrograph (FOS), Kirkman et al. (2007) measured decrements over the range 0 < z < 1.6 and fitted them to a power law, D A (z) = (0.016)(1 + z)
1.01 with considerable scatter. In Figure 1 we plot the fraction of light removed by Lyα absorption from the continuum as a function of redshift in the HST/COS survey. These statistics were found by summing the rest-frame equivalent widths of all identified (> 4σ) Lyα absorbers in the Danforth et al. (2014) catalog within a given redshift range. We normalize by the effective redshift pathlength probed by the survey for absorbers of that strength. The uncertainty, σ DA , is the quadratic sum of measured equivalent-width uncertainties normalized in the same manner. The errors tend to be quite small at lower redshifts (z 0.2) where most of the Lyα absorbers are found, but they remain small compared to D A , even at higher redshifts where ∆z eff is smaller. We plot our results for bins of width ∆z = 0.01 and ∆z = 0.05 to illustrate the variance on small scales. The scatter in D A is significantly larger than σ DA in both binnings, suggesting that cosmic variance plays a significant role. These fluctuations are particularly large in the top panel, where the ∆z = 0.01 bins are comparable to the mean absorber separations for the observed Lyα absorption-line frequencies dN /dz ≈ 100 − 200.
The mean values in the lower panel are fitted to D A (z) = (0.0147 ± 0.0002)(1 + z)
1.00±0.08
, in good agreement with the lower-resolution FOS results of Kirkman et al. (2007) . In their simulations, Kollmeier et al. (2014) found decrements at z ≈ 0.1 of D A = 0.024 (HM01 background) and D A = 0.050 (HM12 background). In the lower panel, the small dip in D A between 0.2 < z < 0.3 was somewhat surprising and prompted further investigation. This redshift band corresponds to Lyα absorbers at wavelengths 1459Å to 1580Å, observed primarily by the COS/G160M grating (1390-1795Å) since G130M ends at 1460Å. The dip appears in both ranges of column density, 13 < log N HI < 14 and 14 < log N HI < 15. The first range is expected to dominate line blanketing in the Lyα forest for line profiles with Doppler velocity parameters b ≈ 25 − 30 km s −1 . The dip also remains when we offset the redshift bins. Thus, we believe the dip to be real, although we do not have a plausible physical explanation for its presence. Further analysis is clearly warranted in future surveys of Lyα absorbers and galaxies in the range 0.2 < z < 0.3. 1.01 (dotted lines) to the lowerresolution HST/FOS measurements of Kirkman et al. (2007) . The small dip at z ≈ 0.2 − 0.3 appears over several columndensity ranges and remains when we shift the redshift bins.
A more robust IGM diagnostic comes from the distribution of H I column densities. Figure 2 illustrates the observed STIS and COS distributions, f (N HI , z), over the range 12.6 ≤ log N HI ≤ 14.5. The STIS and COS bins are offset by ∆ log N HI = 0.1 for clarity, using data from Tables 1 and 2. The COS survey is more extensive in both absorber numbers and column density, and its statistical accuracy is superior to that in the STIS survey. Over the overlapping range in log N HI , the agreement is good. We over-plot values of f (N HI , z) from our recent IGM simulations using two different ionizing backgrounds (HM05, HM12). As discussed further in Section 2.3 and Appendix A, the inferred baryon density requires ionization corrections for the neutral fraction, n HI /n H , and scales as the square-root of the ionizing UVB. The amplitude of the Lyα absorber distribution, f (N HI , z), is proportional to Γ −1/2 H and therefore provides a constraint on the UVB.
Cosmological Simulations of H I in the low-z IGM
The simulations of the H I absorber distributions were run using the Eulerian N-body + hydrodynamics code Enzo 2 (Bryan et al. 2014) . The N-body dynamics of the dark matter particles was calculated using a particlemesh solver (Hockney & Eastwood 1988) , and the hydrodynamic equations were solved using a direct-Eulerian piecewise parabolic method (Colella & Woodward 1984; Bryan et al. 1995 ) with a Harten-Lax-van Leer-Contact Riemann solver (Toro et al. 1994) . Each simulation was run on a static, uniform grid with 512 3 cells and a box size of 50h −1 comoving Mpc, providing a spatial resolution of 97.6h −1 comoving kpc. The simulations have 512 3 dark matter particles, each with mass 8.8 × 10 7 M ⊙ . Star particles were formed in the simulations using the subgrid physics prescription of Cen & Ostriker (1992) . Star formation occurs in cells where the baryon density is greater than 100 times the critical density, the divergence of the velocity is negative, and the cooling time is less than the dynamical time. We adopted a star formation efficiency of 10% in these cells. Feedback returns gas, matter, and energy from star particles to the ISM and IGM. Although star particles are formed instantaneously, feedback occurs gradually, with an exponential decay over time. Star particles produce 90% of their feedback within four dynamical times of their creation. Of the star particles' total mass, 25% is returned as gas, with 10% of that taking the form of metals and 10 −5 of the rest-mass energy returned as thermal feedback. The feedback is distributed evenly over a 3 3 set of grid cells centered on the star particle. This scheme avoids the overcooling and subsequent runaway star formation that occurs when all of the feedback is returned to a single cell .
The simulations were initialized at a redshift z = 99 and run to z = 0. The ΛCDM cosmological parameters used to create the initial conditions were the WMAP-9 maximum likelihood concordance values (Hinshaw et al. 2013) , with Ω m = 0.282, Ω Λ = 0.718, Ω b = 0.046, H 0 = 69.7 km s −1 Mpc −1 , σ 8 = 0.817, and n s = 0.965. The dark matter density power spectrum used the Eisenstein & Hu (1999) transfer function. Three independent realizations of the initial conditions were created in order to constrain the effects of cosmic variance due to the finite box size. Two of the realizations were created using Music (Hahn & Abel 2011 ) with second-order Lagrangian perturbation theory. The third realization was created using the initial condition generator packaged with Enzo.
The ionization states of H and He in the IGM were calculated with the non-equilibrium chemistry module in Enzo . Metal cooling of the gas was computed using precompiled Cloudy 3 (Ferland 2013 ) tables that assume ionization equilibrium for the metals and are coupled to the chemistry solver (Smith et al. 2008) . Photoionization and radiative heating of the gas come from a spatially uniform metagalactic UVB. For each realization of the initial conditions, we ran two simulations that were identical except for the form of the UVB. The first background is an analytic fit to the HM05 background included in Cloudy, initialized at z = 8.9 and reaching full strength by z = 8. The second background uses the HM12 table implemented in the Grackle 4 chemistry and cooling library (Bryan et al. 2014; Kim et al. 2014 ) that begins at z = 15. 13 .
In order to analyze the distribution of Lyα absorbers in the simulations, we created synthetic quasar sight lines using the YT 5 analysis package (Turk et al. 2011) . For each simulation box, we created 200 synthetic sight lines, each constructed from simulation outputs spanning the redshift range 0.0 ≤ z ≤ 0.4. A randomly oriented ray was chosen through each output, representing the portion of the sight line beginning at the output redshift and with sufficient pathlength to cover the ∆z to the next output file. These rays were then combined to create a sightline spanning the entire redshift range. We used identical random seeds for simulations sharing the same initial conditions; differences in the absorber distributions therefore directly reflect effects of different ultraviolet backgrounds. Each sightline is composed of many line elements, which are the portion of the sightline passing through a single grid cell. We identified Lyα absorbers as sets of contiguous line elements with neutral hydrogen density n HI ≥ 10 −12.5 cm −3 . Egan et al. (2014) compared this method of identifying absorbers to a more sophisticated one involving synthetic spectra. In their Figure 11 , they showed that the resulting absorber column density distributions are in good agreement. Figure 2 shows the differential absorber distribution, d
2 N/d (log N HI ) dz, for each simulation along with the observed distributions from Tilton et al. (2012) and Danforth et al. (2014) . For each UVB, the simulations labeled as 1 and 2 are those with the Music initial conditions, and those labeled 3 use the Enzo-packaged initial conditions. For a fixed ultraviolet background, the scatter between individual simulations is typically at the 15% level or less, indicating that cosmic variance is unlikely to play an important role in our results. In our models, as well as those of Kollmeier et al. (2014) , the lower HM12 background produces significantly more absorbers than earlier versions, ranging from a factor of two for 12.5 ≤ log N HI ≤ 12.7 to roughly a factor of seven for 14.3 ≤ log N HI ≤ 14.5. However, in our simulations, the observed distributions fall between the results for the HM05 and HM12 backgrounds, and they approach the HM12 simulations for log N HI > 14.0. This suggests that there may be significantly less tension between the HM12 background and observations than suggested by the Kollmeier et al. (2014) results.
SUMMARY: A HIGHER UV BACKGROUND?
Using our recent HST spectroscopic surveys of intergalactic Lyα absorbers, we have characterized their distribution in H I column density and redshift. Our observations at z ≤ 0.47 with STIS (Tilton et al. 2012 ) and COS yield consistent values for f (N HI , z), the bivariate distribution of Lyα absorbers in column density and redshift. A least-squares fit of the COS data over the range 12.9 ≤ log N HI ≤ 14.7 had the form,
where we define the dimensionless column density N 13 = [N HI /10 13 cm −2 ]. We can use this line frequency to esti-mate the Lyα line blanketing and flux decrement, 
In the last expression of Equation (6), we assumed unsaturated Lyα lines, with equivalent widths W λ /λ = (πe 2 /m e c)(N f λ/c), where W λ and λ = 1215.67Å are defined in the rest-frame and f = 0.4164 is the Lyα oscillator strength. We adopt limits log N 1 = 12.5 and log N 2 = 14.0 for the integral, which we denote I(N 1 , N 2 ) ≈ 4.19. The estimated decrement D A = (0.00323)I(N 1 , N 2 ) ≈ 0.0135, close to our observations at z ≈ 0. Because line frequency f (N HI , z) ∝ (1 + z) out to z ≈ 0.5 , we expect D A to have the same dependence, as seen in Figure 1 . This calculation shows that for the observed steep distribution of H I column densities, most of the line blanketing occurs from moderate-strength Lyα absorbers at N HI ≈ N 2 , beginning to saturate and appear on the flat portion of the curve of growth. Stronger but rare Lyα absorbers add a small amount to this estimate.
By comparing the observed distribution to our new Enzo simulations of the low-redshift IGM, we find an ionizing background intermediate between the HM05 and HM12 values. The inferred baryon density and absorption-line frequency depend on the UVB, scaling as the square root of the hydrogen photoionization rate, Γ H (z). To fit the the HST data, we require a factor-oftwo increase in the HM12 photoionization rate, considerably less than the factor of five suggested by Kollmeier et al. (2014) . Given the uncertainties in source emissivities, cosmological radiative transfer, and galaxy LyC escape fractions, our H I results do not constitute a crisis in our understanding of the sources of the UVB. The differences between the predicted H I distributions may arise from how various simulation codes treat gaseous sub-structure and inject mass and metals as part of their feedback procedures. In photoionized Lyα absorbers, the hydrogen neutral fraction, n HI /n H , depends on n 2 H . The photoionization rate, Γ H , needed to explain the amplitude of f (N HI , z), is sensitive to the clumping factor, defined as C H ≡ n 2 H / n H 2 . We suspect that differences between SPH-code and grid-code feedback methods may explain why our Enzo simulations with thermal feedback are best fitted by a UVB only two times HM12. The SPH simulations with "vzw" wind-injection feedback (Davé et al. 2010; Kollmeier et al. 2014 ) had more gas-phase clumpiness. To compensate, these simulations required a much higher ionizing background.
A larger UVB was also found in calculations that included contributions from both quasars and galaxies (Shull et al. 1999; Faucher-Giguère et al. 2009 ). The primary uncertainties in the UVB are the contribution from massive stars in galaxies (Topping & Shull 2015) and the LyC escape fraction (HM12; Benson et al. 2013 ), a highly directional quantity that is difficult to constrain statistically from direct observations. The parameterization adopted by HM12, f esc = (1.8×10 −4 )(1+z) 3.4 , was tuned to match observations at z > 2.5, but it is likely much too low at z < 2 where observational constraints are . The HM12 simulations use a lower ionizing flux and produce a higher absorption-line density. Three simulations for each background (labeled in box) illustrate the small level of cosmic variance. For data with the best statistics (13 ≤ log NHI ≤ 14), the observed distribution, f (NHI, z) ≈ (166)[NHI/10 13 cm −2 ] −0.642 , lies between simulations with HM05 and HM12 backgrounds except at the highest column densities. The best-fit distribution requires an ionizing background two times higher than HM12, but with sufficient uncertainty that a crisis in photon production is unlikely.
rare. Reliable values require direct measurements of LyC fluxes from a statistically significant sample (N gal ≫ 20) of starburst galaxies to constrain the low escape fractions expected from a highly directional LyC escape geometry (Dove & Shull 1994) . For example, if theoretical models predict f esc ≈ 0.05, with 5% of the LyC escaping from each side of a gaseous disk through perpendicular conical chimneys, direct detections would be possible, on average, in only 5% of the observations. Constraints on f esc will require large samples to deal with inclination bias. Such a situation is seen in direct-detection observations at z ≈ 3 (Shapley et al. 2006; Nestor et al. 2013; Mostardi et al. 2013 ) and at z ≈ 0.2 (Heckman et al. 2011; Borthakur et al. 2014 ) which find either large (10-40%) fractions of transmitted LyC flux or none at all. The difficulties with low-z constraints on f esc were discussed by Shull et al. (2014) in their low-z census of IGM metal abundances and ionization ratios (C +3 /C +2 and Si +3 /Si +2 ). We therefore suggest that starburst galaxies are important contributors to the ionizing UVB at z < 2. Their additional flux would resolve any crisis in photon underproduction. Their contribution to the ionizing background would explain the observed distribution of Lyα absorbers and could resolve the discrepancy in IGM photoheating inferred from the opacity of the Lyα forest at z < 2 (Puchwein et al. 2014) . It has also been suggested that TeV emission from blazars could add significant heat to the IGM through pair-production of high-energy electrons and positrons (Puchwein et al. 2012 ). We have not investigated their signature on our data, either on D A (z) or the distribution in H I column density. We summarize the main results of our study as follows:
1. Compared to Enzo N-body hydrodynamical simulations of the low-z IGM with different values of the ionizing UV background, the observed distribution of Lyα forest absorbers lies intermediate between the HM05 and HM12 background calculations. A fit to the observations requires a factor-of-two increase in the UVB above HM12 (z < 0.5) with a recommended hydrogen ionization rate Γ H (z) = (4.6 × 10 −14 s −1 )(1 + z) 4.4 .
2. The one-sided ionizing photon flux Φ 0 ≈ 5700 cm −2 s −1 at z = 0 agrees with the observed IGM metal ionization ratios, C III/C IV and Si III/Si IV , and suggests a 25-30% contribution of Lyα absorbers to the cosmic baryon inventory.
3. The increased ionizing background probably re-quires an increase in the escape fraction of ionizing (LyC) radiation from starburst galaxies above the low values (f esc < 10 −3 ) adopted by HM12. Ionizing photons from galaxies with f esc ≈ 0.05 gives results consistent with previous UVB modeling (Shull et al. 1999 ) that found similar contributions from AGN and starburst galaxies, with specific intensities (erg cm 4. Because LyC propagation through the ISM is expected to be highly directional, direct detections of f esc depend on galaxy orientation and will require large surveys to obtain valid statistical inferences.
Future observational and theoretical work could significantly improve our characterization of the ionizing UVB at z < 1. We need better accuracy of the columndensity distribution of Lyα absorbers at log N HI ≤ 13.0 and log N HI ≥ 14.5. Larger surveys of IGM absorbers will allow us to measure the redshift evolution of the distribution, d
2 N /d(log N HI )dz, to test the expected increase in photoionization rate, Γ H (z) ∝ (1 + z) 4.4 . The most critical future experiment will be direct measurements of LyC escape fractions from a large sample of starburst galaxies at z < 0.4.
