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1. INTRODUCTION 
For boundary value problems for linear differential equations in which the 
boundary conditions are linear, the uniqueness of solutions implies the 
existence of solutions. This is not the case in general for nonlinear 
differential equations, but in the past several years a number of results of the 
“uniqueness implies existence” type for boundary value problems for 
nonlinear equations have been proven, for example, [1, 2, 4, 5, 9, 111. In this 
paper we prove some additional results of this type. 
We will be concerned with boundary value problems 
Y Ot) =f(x, y, y’,..., y’“-I’) (1) 
YYX,) =y,v O<i<mj- 1, 1 <j<k, (2) 
where a < x, < x2 < a.. (x,(b, yijER, CjkElm,=n, and 2<k<n. For 
any fixed k with 2 < k < n we will call a boundary value problem of this 
type a k-point boundary value problem and when a particular choice of mj, 
1 (j < k, has been specified we may refer to it as an (m,, ml,..., mk) 
boundary value problem. 
In what follows we will use some or all of the following hypotheses 
concerning the differential equation: 
(A) ~(x,Y,,Y~,--,Y~) is continuous on (a, 6) x R”; 
(B) Solutions of initial value problems for (1) are unique on (a, b); 
(C) All solutions of (1) extend to (a, b); 
(D) If [c, d] is a compact subinterval of (a, b) and if { yj(x)} is a 
sequence of solutions of (1) which is uniformly bounded on [c, d], then there 
* Present address: University of Missouri in Rolla, Rolla, Missouri 65401. 
373 
0022-0396183 $3.00 
Copyright 0 1983 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
374 HENDERSON ANDJACKSON 
is a subsequence {yJx>] such that { J$(x)} converges uniformly on [c, d] 
for each O<i<n- 1. 
In [3] Hartman proved that, if hypotheses (A)-(C) are satisfied and if all 
n-point boundary value problems for (1) on (a, b) have solutions which are 
unique, then all k-point boundary value problems for (1) on (a, b) with 
2 < k < n have solutions which are unique. Later Hartman [4] and Klaasen 
[5] proved independently that, if hypotheses (A)-(D) are satisfied and if all 
n-point boundary value problems for (1) on (a, b) have at most one solution 
on (a, b), then all n-point boundary value problems for (1) on (a, b) do have 
solutions, hence, the result of Hartman quoted above follows. In [6] it is 
proven that, if it is assumed that hypotheses (A) and (B) are satisfied and if 
n-point boundary value problems for (1) on (a, b) have at most one solution, 
then all k-point boundary value problems, 2 < k < n, for (1) on (a, b) have at 
most one solution. 
For linear differential equations which satisfy hypothesis (A) Sherman has 
proven in [ 7] that the existence of unique solutions for all 2-point boundary 
value problems for (1) on (a, b) implies the existence of unique solutions of 
all k-point boundary value problems, 2 < k < n, for (1) on (a, b). Again for 
linear equations, Peterson [S] has proven that the same result follows if it is 
assumed that all (n - I)-point boundary value problems for (1) have unique 
solutions on (a, b). 
In Section 2 of this paper we prove by the methods used in [6] that, if 
hypotheses (A) and (B) are satisfied and if all (n - 1)-point boundary value 
problems for (1) on (a, b) have at most one solution, then all k-point 
boundary value problems, 2 < k < n - 1, for (1) on (a, b) have at most one 
solution. Then in Section 3 we prove that if hypotheses (A)-(D) are satisfied, 
if all 2-point boundary value problems for (1) on (a, b) have solutions, and if 
all (n - I)-point boundary value problems for (1) on (a, b) have at most one 
solution, then all k-point boundary value problems, 2 < k < n, for (1) on 
(a, b) have solutions which are unique. 
2. UNIQUENESS OF SOLUTIONS OF BOUNDARY VALUE PROBLEMS 
In this section we prove that the uniqueness of solutions of certain k-point 
boundary value problems implies the uniqueness of k-point boundary value 
problems for all smaller k. 
THEOREM 1. Assume that dl@zrentiul equation (1) satisfies conditions 
(A) and (B) and assume that there is an integer h such that 2 < h - 1 < 
h < n and such that all h-point and all (h - I)-point boundary value 
problems for (1) on (a, b) have at most one solution. Then all k-point 
boundary value problems for (1) on (a, b) with 2 < k < h have at most one 
solution. 
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Proof. Assume that the hypotheses of the Theorem are satisfied by some 
Eq. (I) but that the conclusion of the Theorem is false. Then h must satisfy 
2 < h - 1 ( h < n and there is a largest integer k with 2 < k < h - 1 such 
that a k-point boundary value problem for (1) on (a, b) has two distinct 
solutions. It follows from the maximality of k and the fact that k < h - 1 < h 
that all (k + 1)-point and all (k + 2)-point boundary value problems for (1) 
on (a, b) have at most one solution. 
Let y(x) and z(x) be distinct solutions of (1) such that, for some a < x, < 
x2 < *** < xk < b, y(x) -z(x) has a zero at xj of exact order pj for each 
1 <j Q k, where pj > 1 for each j and Cf= 1pj > II. Because of the uniqueness 
of solutions of initial value problems, pj < n for each 1 <j < k and, since 
k < n, at least one pi > 1. Let I with 1 < r < k be chosen such that pr = 
max{pjl 1 <j< k). 
Assume that yCPr)(xI) > zCpr)(x,), let (w-, LX ‘) be the maximal interval of 
existence of y(x), and choose x0 and xk+ i such that w - < x0 < x, < a.0 < 
xk < xk+l < wt. 
Now we consider two cases. The first case is that pi = 1 for all 1 <j < k 
with j # r, and the second case is that some pi > 1 with 1 <j < k and j # T. 
In case 1 there is an E, > 0 such that for any 0 < E < .sO the solution y,(x) of 
(1) which satisfies the initial conditions 
yf)(x,) = y”‘(x,) for O<i<n- 1, i#p,- 1, 
y(Pr-‘)(Xr) ,p-yxr) -E 
E 
is such that [x,,, xk+ i] is contained in its maximal interval of existence. 
Then, from the continuity of solutions with respect o initial conditions, we 
conclude that, if 0 < E < E, is sufficiently small, y,(x) -z(x) has a zero in a 
neighborhood of xj for each 1 <j & k with j # r, y,(x) - z(x) has a zero of 
order p, - 1 at x,, and y,(x) - z(x) has a zero in (x,., x,+ i). Thus y,(x) and 
z(x) are distinct solutions of a (k + 1)-point boundary value problem which 
contradicts the uniqueness of the solutions of such problems. 
In case 2 there are integers qj, 1 <j < k, and an integer s > 1 such that 
l<qj<Pj for 1 <j< k, j# r, 
o<q,<P,--s, 
Next there is an a, > 0 such that any solution u(x) of (1) which satisfies 
1 u”‘(xo) - y”‘(x,)l < El 
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for O<i<:n-- 1 is such that [xO,xk+i] is contained in the maximal interval 
of existence of u(x). Let 
A-{(~~,t~,...,~,+,)lx,<t,<t,<~~~<t,+,<x,+,} 
and let 
Q = {(co, cI,..., c,-1 ) 1 ( y”‘(x,) - cil < tzl for 0 < i < n - 1). 
Then define the function $: A x Q + R”+k+’ by 
@I 3 & ,-**T h+ 1, CO, c] ,***, c,- ,) 
= @I 3 tZ,*-, tk+ 1, zqt*), U’(f,) )...) P+yf,), 
. ..) U(tk)9 U’(fk),-*, u(9k- “(t,), U(&+ I)), 
where the function U(x) is the solution of (1) which satisfies the initial 
conditions U”‘(x,) = ci for 0 < i < n - 1 and the last n coordinates of the 
image point are, in the order of the tj’s, 
cP(Cj), O<i<qj-1, l<j<r--1, 
Ui)(tr), O<i<q,, 
V’(Cj), O<i<qj-1, r+l<j<k, 
U(tk+ I>* 
By the continuity of initial value problems with respect o initial conditions, 
4 is continuous on A x Q. From the fact that (k + 1)-point boundary value 
problems for (1) on (a, b) have at most one solution, it follows that ) is one- 
to-one on A x Q. Then, since A x Q is a connected open subset of Rntk+ ‘, it 
follows from the Brouwer Invariance of Domain Theorem that $(A x Q) is a 
connected open subset of R n+ k+ ’ and 4 is a homeomorphism on A X Q. 
Thus, if~withx,<<<x,+, is fixed, there is an .s2 > 0 such that for any 
0 < E < E, there is a solution v,(x) of (1) such that [x0, xk+ ,] is contained in 
the maximal interval of existence of y,(x) and such that y,(x) satisfies the 
conditions 
y’i’(x.) = y”‘(x E I iv ) O<i<qj- 1, l<j<k, j#r; 
y6”(x,) = y(yx,), O<i<q,- 1, (omittedifq,.=O); 
yfyx,) = y’“qx,) - E; 
Y,(C) = Y(O 
Since 4-l is continuous it follows that 
lim Y,(X) = ~(4 E-+0 + 
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uniformly on [x0, xk+ i1. Thus for E > 0 sufftciently small, y,(x) - z(x) has a 
zero of order q/ at x, for 1 <j < k, j # r, has a zero in each of the open 
intervals (x,-i , xr) and (x,, x,+ J, and, if q, > 0, has a zero of order q, at x,. 
Thus, for sufficiently small E > 0, y,(x) and z(x) are distinct solutions of the 
same (k + 1)-point boundary value problem when qr = 0 and are distinct 
solutions of the same (k + 2)-point boundary value problem when q, > 0. In 
either case we have a contradiction since in each case such problems have at 
most one solution. This completes the proof of the Theorem. 
The next result can be considered a generalization of Theorem 1 in [8] to 
nonlinear equations. 
THEOREM 2. Zf hypotheses (A) and (B) are satisfied by Eq. (1) and ifall 
(n - 1)-point boundary value problems for (1) on (a, b) have at most one 
solution, then all k-point boundary value problems for (1) on (a, b) have at 
most one solution for each k with 2 < k < n - 1. 
ProoJ As a consequence of Theorem 1 it suffices to show that all 
(n - 2)-point boundary value problems for (1) on (a, b) have at most one 
solution. Assume that this is not the case and that y(x) and z(x) are distinct 
solutions of (1) such that y(x) - z(x) has a zero of exact order p, > 1 at Xj 
foreach 1<j&n-2,wherea<x,<x,<..~<x,-,<bandC~::pj>n. 
We consider two cases. For the lirst case we assume that each pi is an odd 
integer or that one pi is an even integer and all other pi = 1. For either of 
these alternatives we let 1 < r Q n - 2 be such that pr = max{ pi 1 1 <j < 
n - 2). Then p, > 3 and, using solutions of initial value problems with initial 
data given at x =x, as was done in the first part of the proof of Theorem 1, 
we obtain a contradiction of the uniqueness of solutions of (n - 1)-point 
boundary value problems. 
In the second case, which is the complement of the first case, there is an r, 
1 < r < n - 2, such that pr is even and such that Cin,f,jtr pj > n - 2. It 
follows that we can choose 1 Q qj <pi, 1 <j < n - 2, j # r, such that 
gjf$+,. qj = n - 2. Assume’ yCPr’(x,) > ztpr)(xr) and let r be chosen such 
n-Z < C < b and such that < is in the maximal interval of existence of 
the solution y(x). Then, as in the second part of the proof of Theorem 1, for 
E > 0 sufficiently small there is a solution y,(x) of (1) such that 
y:yxj) = Y”‘(Xj) for O<i<qj- 1, l<j<n-2, j#r, 
Y&r) = Y(X,) - 6 
Y,(r) = Y(O 
For E > 0 sufficiently small, y,(x) - z(x) has a zero in each of the open 
intervals (xrdl, k,) and (x,, x,‘+ i), where x0 = a and x,-, = b and 
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y,(x) - z(x) has a zero of order q, at xj for 1 <j < n - 2, j # r. This again 
contradicts the uniqueness of solutions of (n - I)-point boundary value 
problems and the Theorem is proven. 
3. EXISTENCE OF SOLUTIONS 
In this section we prove a theorem which gives sufficient conditions under 
which the existence of solutions of all 2-point boundary value problems for 
(1) on (a, b) implies the existence of solutions of all k-point boundary value 
problems for (1) on (a, 6) for each 2 < k < n. 
THEOREM 3. Assume that Eq. (1) satisfies hypotheses (A)-(D), that all 
2-point boundary value problems for (1) on (a, b) have solutions, and that all 
(n - 1)-point boundary value problems for (1) on (a, b) have at most one 
solution. Then all k-point boundary value problems, 2 < k < n, for (1) on 
(a, b) have solutions which are unique. 
Proof: From the results obtained by Hartman and Klaasen cited in the 
introduction, it suffices to show that all n-point boundary value problems for 
(1) on (a, b) have at most one solution. Also, we note that as a consequence 
of Theorem 2, for each k with 2 < k < n - 1, all k-point boundary value 
problems for (1) on (a, b) have at most one solution. 
Our proof of the theorem will consist of the following steps: First by an 
induction argument we show that for each 3 <k < n - 3 all k-point 
boundary value problems for (1) on (a, b) have solutions. A similar 
induction is used to show that all (1, m2, m3 ,..., mnp2) boundary value 
problems of (1) on (a, b) have solutions. Then using this fact we show by 
methods imilar to those employed by Jackson [9] and Peterson [ 10) that all 
n-point boundary value problems for (1) on (a, b) have at most one solution. 
For the first part of the proof, let 2 < k < n - 3 be given and assume that 
for each e with 2 < e < k all e-point boundary value problems for (1) on 
(a, b) have solutions. Let m ,,..., mk be positive integers such that 
JJjk=,lllj=n, let a<x,<x,<... < x, < b be given, and let numbers Y,, 
0 < i < mj - 1, 1 <j < k, be given. By induction on m, and m2, we prove the 
existence of a solution of the (m,, m,,..., mk) boundary value problem for (1) 
satisfying y”‘(xj) = y,, 0 < i Q mj - 1, 1 <j < k. 
Let m, = m, = 1 and let m3,..., mk be any positive integers such that 
1+ 1 +m,+... + mk = n. Let z(x) be the solution of the (i,, i, ,..., i,-,) 
boundary value problem for (l), where i, = 2 and i, = mj+ , for 2 <j < k - 1, 
which satisfies 
z(x2) =yo2, z/(x,) = 0, 
zyx,) = Yij, O<i<mj--1, 3<j<k. 
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Define S(z) = {v(x) 1 y( x is a solution of (1) satisfying JJ(X& = z(xZ) and ) 
y”‘(xJ = z(~‘(x~) for 0 < i < mj - 1, 3 <j < k}. Then let S = { JJ(X,) ) y(x) E 
S(z)}. Then S is nonempty since z(xJ E S. 
We claim that S is an open set. Let s E S and let y,(x) E S(z) be such that 
.Y,(x,) = s. Using the Brouwer Invariance of Domain Theorem as in the proof 
of Theorem 1, we conclude that there is a 6, > 0 such that Ixj - tjl < 6, for 
1 <j < k IY,(x,) - ~1 I < 60, IY&J - ~21 < 60, and I Yi”(xj) - Cijl < 60 for 
0 < i < mj - 1, 3 <j < k, imply that there is a solution u(x) of (1) satisfying 
u(t& = Cl 9 @*> = c2 3 
Idi) = cij, O<i<mj-1, 3<j<k. 
In particular this implies that (s - 6,, s + 6,) c S and S is open. 
Next we claim that S is also a closed subset of the reals. Assume that this 
is not the case. Then S has a limit point r,, 65 S and there is a strictly 
monotone sequence {rk} c S which converges to r,,. We will deal only with 
the case that {rk} is monotone increasing since the argument in the other 
case is similar. From the definition of S it follows that there is a sequence of 
solutions { yk(x)} c S( z ) such that yk(xJ = rk for k > 1. From the uniqueness 
results established in Theorem 2, it follows that yk(x) < yk+ ,(x) on (a, x2) for 
each k > 1. Since r0 & S, it follows from hypotheses (C) and (D) that 
( JJ~(x)} is not bounded above on any nondegenerate compact subinterval of 
(a, x2). 
Now let u(x) be the solution of the (i,, &,..., i,- ,) boundary value problem 
for (l), where i,= 1, i,=m,+ 1, and ij=mji, for 3<j<k- 1, which 
satisfies 
u(x,) = ro, 
lP(Xj) = ZCi)(Xj), O<i<m,--1, 
lP’)(XJ = 0, 
di’(Xj) = zyxj), O<i<mj-1, 4<j<k, 
with the last conditions omitted if k = 3. Since { y,Jx)} is not bounded above 
on either (a, x,) or (xi, x2) while y,Jx,) < u(xJ for all k > 1, it follows that 
for some k, > 1, ykO(x) - u(x) has a zero on (a, x,) and a zero on (x,, x2). 
Furthermore, yi!(x.) = 24(‘)(x.) for O<i<mj- 1, 3<j<k, which 
contradicts the uniqieness of ‘solutions of (1, 1, m3 ,..., m,J boundary value 
problems for (1). Thus S is a closed subset of R. Hence, S = R and we 
conclude that (1, 1, m3 ,..., mk) boundary value problems for (1) on (a, b) 
have solutions. 
Next, let m, = 1, let m2 > 1 be fixed, and assume that for all 1 < e < m, 
and for all positive integers mje, 3<j<k, such that l+e+m,,+...+ 
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mkf = n, all (1, e, rn3( ,..., mkl) boundary value problems for (1) on (a, b) have 
solutions. Let m3 ,..., mk be any fixed positive integers such that 1 + ml + 
m3 + .*a t mk = n and let z(x) be the solution of the (il, i*,..., i,-,) boundary 
valueproblemfor (l)wherei,=m,t l,ij=m,+,for 2<j<k-l,andthe 
boundary conditions are 
Z(i)(X*) =yi*) O<i<m,- 1, 
z(“*)(x*) = 0, 
ZCi)(Xj) = yij, O<i<mj-1, 3<j<k. 
Again let S(z) = (y(x) IJJ( x is a solution of (1) and y”‘(xj) = z(~‘(x~) for ) 
0 < i < mj - 1, 2 (j < k} and let S = { JJ(XJ 1 y(x) E S(z)}. Then as argued 
above S is a nonnull open subset of the reals. If r0 is a limit point of S with 
r,, 4 S, there is a strictly monotone sequence {rk] t S with lim rk = r,, and 
again we consider only the case where {rk} is increasing. Let { yk(x)} c S(z) 
be such that ~,Jxi) = rk for each k > 1. As before { yk(x)} is strictly 
increasing on (a, x1) and is not bounded above on any nondegenerate 
compact subinterval of (a, x2). 
Let U(X) be the solution of the (i,, iz,,.., ik) boundary value problem for 
(l), where i,= 1, i,=m,- 1, i,=m, + 1, rj=m, for 4<j<k, and the 
boundary conditions are 
u(xJ = To, 
di)(xz) = z(yx*), O<i,<m,-2, 
di’(xJ = ZCi)(Xj), O<i<m,- 1, 
rP)(X3) = 0, 
,(i’(x.) = ,(i)(, 
J 
) 
1’ O&i<mj- 1, 4<j<k, 
with the last conditions omitted if k = 3. Such a solution exists by the 
induction hypothesis on m,. By an argument similar to the one above, we 
conclude that there is an integer k, > 1 such that yLO(x) and u(x) are distinct 
solutions of the same (i,, i, ,..., ik+, ) boundary value problem for (l), where 
i, = 1, i, = 1, i, = m, - 1, and ii= mJvl for 4 gj< k t 1. Since k + 1 Q 
n - 2, this contradicts the conclusion of Theorem 2. Thus S = R and it 
follows that each (1, m,,..., m,J boundary value problem for (1) on (a, b) has 
a solution. 
For the final induction let m, be a fixed poitive integer with m, > 1 and 
assume that for all 1 < e < m, and all positive integers m,,,..., mkt such that 
e-t-m,,+ e.0 t mkl = n, all (& rnzl ,..., mkl) boundary value problems for (1) 
on (a, b) have solutions. Let m2 = 1 and let m3,..., mk be positive integers 
such that m, + 1 tm, t ... + mk = n and let z(x) be the solution of the 
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(m, - 1, 2, m3 v.., m,J boundary value problem for (1) satisfying the 
boundary conditions 
zyq) =yil ) O<i<m,-2, 
z(x*) =YozY 
z’(x1) = 0, 
Z(“(Xj) = Yij, O<i<mm,-1, 3<j<k. 
Again define S(z) = {y(x) 1 y(x) is a solution of (1) with y’“(x,) = z(~)(x,) 
for 0 < i < m, - 2, y(xz) = z(x,), and y”‘(xj) = z(~‘(x~) for 0 < i < mj - 1, 
3<j<k} and let SE {y (‘“I-‘)(x1) 1 y(x) E S(z)}. Again as before S is a 
nonnull open set of real numbers. As in the previous arguments assume that 
r, is a limit point of S with r. 6?G S, that {rk} c S is a strictly increasing 
sequence with lim rk = ro, and that {y,Jx)} c S(z) is such that 
Yk (ml-l)(xl) = rk for each k > 1. 
In this case it follows from Theorem 2 that either 
6) Yk(X) > Yk+ltX) on (a, X1) and YktX) < Yk+ dx) on (xl9 xz> for each 
k > 1 when m, is even, or 
(ii) yk(x) <Y~+~(x) on (a, x2) - (xi} for each k > 1 when m, is odd. 
It follows from hypotheses (C) and (D) and from the assumption that r. t? S, 
that either 
(i) { yk(x)} is not bounded below on any nondegenerate compact 
subinterval of (a, x,) and is not bounded above on any such subinterval of 
(x,, x2) when m, is even, or 
(ii) { yk(x)} is not bounded above on any nondegenerate compact 
subinterval of (a, x2) - {xl} when m, is odd. 
Now let u(x) be the solution of the (il, i, ,..., i,- i) boundary value problem 
for (1) with i,=m,, i,=m,+ 1, ij=mj+, for 3<j<k- 1, and boundary 
conditions 
zP(xJ = zyx,), O<i<m,-2, 
u(~~-‘)(xJ = ro, 
u”‘(x3) = z(‘)(x3), O,<i<m,-1, 
zPqX3) = 0, 
d”(X,) = zyxj), O<i<mj-1, 4<j<k. 
From the unboundedness conditions on the sequence { yR(x)} observed above 
and from the fact that, for each k > 1, u”‘(xi) =yf’(xi) for 0 Q i < m, - 2 
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while ~(‘“l-~‘(xi) > y(kml-” (x,), it follows that there is a k, > 1 such that 
yk,(x) - U(X) has a zero in (a, x,) and a zero in (x,, x2). Hence yk,(x) and 
U(X) are distinct solutions of the same (i,, i2,..., i,, i) boundary value 
problem where i,=i,=l, i,=m,-1, and ij+l=mj for 3<j<k. Since 
k + 1 <n - 2, this contradicts the conclusion of Theorem 2. Again we 
conclude that S is closed, S = R, and all (m,, 1, m,,..., m,J boundary value 
problems for (1) on (a, b) have solutions. 
For the final step in the induction we recall that m, > 1 and we now 
assume that m2 > 1 and that for all 1 < L’ < m2 and for all positive integers 
m3(y-.7 mk( such that m,+t-tm,,+see + mk( = n, al1 (ml, 6 m3(,.-, mk() 
boundary value problems for (1) on (a, b) have solutions. Following the 
pattern that has been set, let z(x) be the solution of the (m, - 1, m2 + 1, 
m3 ,..., mk) boundary problem for (1) which satisfies the boundary conditions 
Z”‘(Xl) =yil) O<i<m,-2, 
z(yx*) = yi,, O<i<m,-1, 
z(‘“z’(x*) = 0, 
Z(i’(Xj) = Yij, O<i<mj-1, 3<j<k. 
Defining S(z) E {y(x) 1 y( x is a solution of (1) with y”‘(x,) = zCi)(xl) for ) 
O<i<m,-2 andy”‘(xj)=zu’(xj) for O<i<mj- 1, 2<j<k}, we again 
conclude that S E ( y(ml-“(~,) ) y(x) E S(z)} is a nonnull open subset of R. 
To show that S is also closed, assume not, let r,, and {rk} c S be selected 
as before, again with the assumption that { rk} is strictly increasing, and let 
{ yk(x)} be the corresponding sequence of solutions. As in the previous step 
{yk(x)} satisfies condition (i) when m, is even and satisfies condition (ii) 
when m, is odd. If U(X) is the solution of the (m,, mz - 1, m, + 1, m, ,..., m,J 
boundary value problem for (1) with boundary conditions 
di’(XI) = zCi)(xJ, O<i&m,--2, 
u(~~-~‘(x~) = ro, 
zP(x,) = zti’(xz), O<i<mm,-2, 
di’(x3) = z”‘(x3), O<i<m,-- 1, 
dm”(X3) = 0, 
,(i)(,.) = ,(i’(,.) J I ’ O<i<mj- 1, 4<j<k, 
it follows that some ykO(x) and U(X) are distinct solutions of the same 
6, , i2 ,..., ik+ 2 ) boundary value problem for (l), where i, = i, = I, i, = m, - 1, 
i, = m2 - 1, and ij+z = mj for 3 <j < k. Since k + 2 Q n - 1, this contradicts 
either one of the hypotheses of Theorem 3 or the conclusion of Theorem 2. 
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Thus S is closed, S = R, and this completes the proof that, for each k with 
2 <k < n - 3, all (m,, m2 ,..., m,J boundary value problems for (1) on (a, b) 
have solutions. 
Now, given positive integers m,,..., mn-2 such that 1 + m2 + ... + 
m n-2 = IZ, the proof that all (1, m,,..., m,-,) boundary value problems for 
(1) on (a, b) have solutions is a duplication of the induction argument used 
above to prove that for each 3 < k < n - 3 all (1, i2,..., i,J boundary value 
problems for (1) on (a, b) have solutions. In the case where k = n - 2, the 
proof that the corresponding set S is closed depends on contradicting the 
uniqueness of solutions of (n - 2)point boundary value problems when 
m2 = 1 and on contradicting the uniqueness of (n - 1)-point boundary value 
problems when m2 > 1. 
The remainder of the proof of Theorem 3 is devoted to showing that each 
n-point boundary value problem for (1) on (a, b) has at most one solution. 
As was stated in the introduction, once this has been established the proof of 
Theorem 3 will be complete. Assume that on the contrary J(X) and z(x) are 
distinct solutions of the same n-point boundary value problem and that 
y(xj)=z(xj) for l<j<n, where a<x,<x,<...<x,<b. Since (n--l)- 
point boundary value problems have at most one solution, y’(xj) # z’(xj) for 
each 1 <j< n. We will assume that the xj’s are successive zeros of 
Y(X) - z(x), that y(x) < z(x) on (x,- 3, x,- 2) and on (x, - r, x,,), and that 
y(x) > z(x) on (x,-~,x,-,). 
For each k > 1, let yk(x) denote the solution of the (1, m,,..., ma-,) 
boundary value problem for (l), where mj = 1 for 2 <j < n - 3, m,-, = 3, 
and the boundary conditions are 
YkCXi) =Y(xi)3 l<i<n-2, 
YX-L2) =.Y’k-213 
y:(x,-2) =y”(xn-2) + k. 
Since (n - 1)-point boundary value problems for (1) on (a, b) have at most 
one solution, it follows that, for each k > 1, yk+ r(x) > Y,(X) > v(x) on 
(x,-~, b) - {xnp2}. For each k> 1 let E, = {x 1 x,-, <x < x, and 
y,Jx) < z(x)}. Using the Brouwer Invariance of Domain Theorem as was 
done in the proof of Theorem 1, one can conclude that solutions of (n - 2) 
point boundary value problems, with the type of boundary conditions used in 
defining y,Jx), depend continuously on the boundary conditions. From this 
fact and the fact that (n - I)-point problems have at most one solution, we 
conclude that each E, is nonnull. Thus, Ek+ , c E, c (x,- 1, x,) for each 
k > 1 and each E, is nonnull and compact. Therefore ok”=, E, = E c 
(x,- 1, x,J is nonnull and compact. 
Next, if t,, t, E E wit’ x,-, < t, < t, < x,, then an argument similar to 
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the one used to show that each E, is nonnull leads to the conclusion that 
[ti , r2] c E. However, in this case the sequence { YJx)} is uniformly bounded 
on [ti, t2]. In view of hypotheses (C) and (D) this is not possible since 
y[(x,-J-’ +oo as k -+ +co. Hence E = {x0}, where x,-i < x0 < x,, and 
lim,, yk(x,,) -y, < z(x,,). We will show that each of the cases y, = z(x& 
and y, < z(x,,) is impossible. This will show that the existence of two distinct 
solutions of the same n-point boundary value problem is not possible. 
First assume that y, = z(xJ. In this case let E be such that 0 < E < 
z(xJ - y(x,,). Then there is an q > 0 such that the solution z(x; q) of (1) 
which satisfies the boundary conditions 
also satisfies 
z(xj; ?) = z(xj)Y l<j<n--2, 
z’(x,-2; v) = z’(x,-2) 
z”(X,-2; It> = Z”(X”-2) - q, 
Ybo) < 4x0) - 6 < 4x0 ; rt> <4x0) =Yo *
The solution z(x; q) can be used in place of z(x) in defining the sets (Ek} 
with respect o the given sequence of solutions { yYA(x)}. Then it would again 
follow as above that each E, is nonnull but this is impossible. This rules out 
the case y. = z(xo). 
Now assume that y(xo) < y, < z(xo). In this case let z(x; A) be the solution 
of (1) satisfying the boundary conditions 
Z(Xj ; n> = AY(Xj) + (1 - A) Z(Xj) = Z(Xj)’ l&j<n-2, 
z’(x,-2; n> = W(x,-,) + (1 -A> z’(q-J, 
Z”(Xn-*;~)=Ay”(Xn-*)+ (1 -A)z”(X,-2). 
It follows, again from the continuity of the solutions of this type of boundary 
value problem with respect to the boundary conditions, that there is a 1, 
such that 0 < A, < 1 and z(xo ; A,) =y,. There is a 6 > 0 such that 
[x, - 6, xo + aI= (x,- , , x,,) and such that z(x; A,) < z(x) on 
[x0 - 6, x0 + 61. Then with { yL(x)} being the same sequence of solutions 
described earlier we have 
lim yk(x) > z(x; A,) 
k+oo 
on [x,--&x,+6]- {x0} and 
lim y&(x,) = y, = z(xo ; no). 
k-m 
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An argument similar to the one used in the first case shows that this is 
impossible and hence the second case, y, < z(xJ, is also impossible. This 
completes the proof. 
Finally, we should mention that it may be the case that, in the presence of 
hypotheses (A)-(C), the uniqueness and existence of solutions of all 2-point 
boundary value problems for (1) implies the compactness condition (D). If 
this were so, hypothesis (D) could be omitted from this paper. This is so for 
Eqs. (1) of order four, as can be shown by using the Brouwer Invariance of 
Domain Theorem; however, we have not proven it to be true for equations of 
order greater than four. 
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