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Abstract
Gauge theories possess non-local features that, in the presence of boundaries, inevitably
lead to subtleties. In this article we continue our study of a unified solution based on a
geometric tool operating on field-space: a connection form. We specialize to the D+1 for-
mulation of Yang-Mills theories on configuration space, and we precisely characterize the
gluing of the Yang-Mills field across regions. In the D+ 1 formalism, the connection-form
splits the electric degrees of freedom into their pure-radiative and Coulombic components,
rendering the latter as conjugate to the pure-gauge part of the gauge potential. Regarding
gluing, we obtain a characterization for topologically simple regions through closed formu-
las. These formulas exploit the properties of a generalized Dirichlet-to-Neumann operator
defined at the gluing surface; through them, we find only the radiative components and
the local charges are relevant for gluing. Finally, we study the gluing into topologically
non-trivial regions in 1+1 dimensions. We find that in this case the regional radiative
modes do not fully determine the global radiative mode (Aharonov-Bohm phases). For
the global mode takes a new contribution from the kernel of the gluing formula, a kernel
which is associated to non-trivial cohomological cycles. In no circumnstances do we find a
need for postulating new local degrees of freedom at boundaries.
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1 Introduction
In this note, we address the problem of defining quasilocal degrees of freedom (dofs) in
electromagnetism and Yang-Mills (YM) theories. Here, “quasilocal” means “confined in
a finite and bounded region”, with a certain degree of nonlocality allowed within the
region. We will call such properties regional. In fact, gauge theoretical dofs cannot be
completely localized, since gauge invariant quantities have a certain degree of nonlocality;
the prototypical example being a Wilson line.
In electromagnetism, or any Abelian YM theory, although the field strength Fµν =
∂µAν−∂νAµ provides a local gauge invariant observable, a canonical formulation unveils the
underlying nonlocality. The components of Fµν do not provide gauge invariant canonical
coordinates on field space: in 3 space dimensions, {Ei(x), Bj(y)} = ijk∂kδ(x, y) is not a
canonical Poisson bracket and the presence of the derivative on the right-hand-side is the
signature of a nonlocal behavior.
This nonlocality also prevents the factorizability of gauge-invariant observables and
of physical degrees of freedom across regions. This is a viewpoint often adopted in the
literature [1–3].
From a canonical perspective, the constraint whose Poisson bracket generates gauge
transformations, namely the Gauss constraint: G = ∂iE
i, is responsible for these non-
local attributes. The Gauss constraint is an elliptic equation that initial data on a Cauchy
surface Σ must satisfy. In other words, the initial values of the gauge potential Ai and
its momentum Ei cannot be freely specified throughout Σ. Ultimately, this is the source
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of both the nonlocality and the difficulty of identifying freely specifiable initial data – the
“true” degrees of freedom.
To summarize, the identification of the quasilocal dofs requires: (i) dealing with the
Gauss constraint for the electric field and (ii) the separation of pure gauge and physical
components of the gauge potential. Familiar from the theory of symplectic reductions [4],
these two tasks are related but distinct.
We will start with the second task, by reviewing a particular gauge invariant formu-
lation of symplectic geometry. In [5–9], the present authors proposed and developed a
gauge-invariant formulation of symplectic geometry for electromagnetism and YM theo-
ries that takes advantage of a natural geometric tool on the field-space of these theories: a
functional connection-form. At the covariant, perturbative level, this connection-form ful-
fills precisely the aim of (ii): it separates gauge and physical components of perturbations
of the gauge field.
One aim of this paper is to clarify the mathematics of the functional connection frame-
work in configuration space, proving its strengths in addressing the interplay of gauge and
locality in a dynamical context (previous work was done in the Euclidean context). After
introducing all the required machinery and adapting it to the D+1 context in section 2,
this will lead us automatically to the questions of the Gauss constraint, and the overall
effect the split has on symplectic geometric treatments of dynamics. These matters are
treated in section 3. We will show that the connection-form splits the standard symplectic
potential into a pure Coulombic and a pure radiative contribution.
Interestingly, the radiative contributions to the symplectic charges always vanish in
the absence of matter. We then add charged matter and show that non-trivial symplectic
charges arise in its presence, and these charges are precisely associated to ‘global gauge
transformations’, or gauge ‘reducibility parameters’ [10]. The association of charges to
global reducibility parameters is too strict, and the puzzle of extending this association to
encompass merely asymptotic reducibility parameters was resolved in [9].
Once one has the separation of pure gauge and physical components in the gauge
potential, i.e. requirement (ii) above, a natural question we should answer is: when can
we compose, or “glue”, physical components from different regions? How does the gluing
work, exactly? In section 4, we will broach the second main topic of this work: gluing.
For reasons made explicit in [7], our formalism is best adapted to Yang-Mills theory at
the level of perturbations of the gauge and matter fields around a background configuration.
We refer to these as “perturbations” or, sometimes, “modes”. At this level, given two
regions sharing a boundary, we will show that the physical modes of the gauge fields of the
regions can be composed into a global physical mode if and only if there are no physical
modes intrinsic to the boundary itself. In other words, if and only if the boundary is
fiducial. In electromagnetism, this means there are no charged currents at the boundary.1
To smoothly compose physical modes on each region into a global physical mode, we
generically require non-trivial gauge transformations of each region. When the fields are
composable as per above, we will show, using standard machinery of the theory of partial
differential equations in bounded domains, such as the Dirichlet-to-Neumann operator,
precisely which gauge transformations are required in each region. These regional gauge
transformations are uniquely determined by the regional physical field content – actually,
by their mismatch at the common boundary.
The mechanism of gluing underscores the difference between separating horizontal
modes and gauge-fixing: had we gauge-fixed, gauge-transformations in each region would
be unavailable. The gluing of regional physical modes exploits a flexibility which would
1In section 4 the notion of ‘intrinsic boundary modes’ will be appropriately defined.
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not have existed had we gauge-fixed the fields in each region.2
This flexibility plays a decisive role in the last part of our paper. There we exemplify the
gluing construction in one spatial dimensions, gluing physical perturbations on intervals
onto a circle. This case involves a manifold with non trivial cohomology, which gives rise
to an ambiguity in the gluing procedure. It is this ambiguity which underlies the existence
of “would-be-gauge” global or topological modes (Aharonov-Bohm phases).
Since the presence of true boundary charges seems enough to account for any informa-
tion lacking in the regions, our geometric constructions intrinsic to the pre-existing config-
uration space – and in particular our results on gluing at fiducial boundaries – challenge
the necessity of introducing genuinely new boundary degrees of freedom (edge-modes) in
the context of Yang-Mills theories. In other words, our results challenge the introduction
of degrees of freedom beyond the original field content and irrespectively of the nature of
the boundary itself (e.g. [11–14]).3
In section 5 we conclude with a summary of the results.
2 Configuration space geometry
2.1 Horizontal splittings in configuration space
To start, let us introduce some notation and recall some basic facts, which culminate with
a discussion of the generic properties of any functional connection-form. The introduction
of the concrete connection-form – whose properties constitute the focus of this paper –
will wait until section 3.2.
We shall consider a Lagrangian D+1 formulation of Yang-Mills theory on a globally
hyperbolic spacetime M foliated by equal-time Cauchy surfaces Σt. This means that we
work in configuration space, that is the space of Lie-algebra valued one-forms,
A ∈ Φ := Ω1(Σ,Lie(G)).
Here, G is a compact semisimple Lie group, called the charge group. To distinguish issues
of global (topological) nature – which we will discard in this note with the exception of
section 4.4 – from those associated merely with finite boundaries – which constitute our
main focus, – we assume Σ ∼= RD and the configuration space of fields to be given by
compactly supported one-forms on Σ. This space is denoted by Φc. See figure 1 for the
general structures pertinent to this paper.
In the following, we will use the notation, A = Aidx
i = Aαi dx
iτα, where {τa} is a basis
of generators of Lie(G). Notice that the component of A in the transverse direction to Σ,
A0, is left out of the description, for now. We will reintroduce it in due time.
The space of gauge transformations – i.e. the space of G-valued compactly supported
functions on Σ, G := C∞c (Σ, G) 3 g – inherits a group structure from G via pointwise
multiplication. Call G the gauge group. The fundamental fieldsA ∈ Φc, or gauge potentials,
transform under gauge transformations g : Σ→ G as
Ai 7→ Agi = g−1Aig + g−1∂ig. (1)
This formula for the action of a gauge transformation g on a field configuration A
provides an action of G on Φc. This action induces a fiducial principal fibre bundle structure
2A gauge-fixed description is, of course, gauge-invariant, and therefore immune to further gauge transformations.
Nonetheless, many parallels exist between our work and standard gauge-fixings. We discuss this in appendix B, based
on results obtained in [7].
3Camps has an alternative perspective on what constitutes a fiducial boundary [14].
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Figure 1: A pictorial representation of the configuration space Φ seen as a principal fibre bundle, on
the right. We have highlighted a configuration A, its (gauge-transformed) image under the action of
Rg : A 7→ Ag, and its orbit OA ∼= G. We have also represented the quotient space of ‘gauge-invariant
configurations’ Φ/G. On the left hand side of the picture, we have “zoomed into” two representation
of A and Ag as two gauge-related local sections of a connection ω on P , the principal fibre bundle
with structural group G over Σ.
on configuration space, pi : Φc → P . The orbits of this action, OA, are called gauge orbits
and their space P ∼= Φc/G is the space of physical configurations. This is the “true”, or
“reduced”, or “physical”, configuration space of the theory, but it is only defined abstractly
through an equivalence relation, and is most often inaccessible for practical purposes.
An infinitesimal gauge transformation, ξ ∈ Lie(G), defines a vector field tangent to the
gauge orbits. This will be denoted by ξ] ∈ TΦc, and its value at A is
ξ]A =
∫
Σ
dx (Diξ)
α(x)
δ
δAαi (x)
∈ TAΦc, (2)
where Diξ := ∂iξ+[Ai, ξ] is the covariant derivative. The span of the ξ
]’s defines the vertical
subspace of TΦc, i.e. V := Span(ξ
]) ⊂ TΦc. V comprises the “pure gauge directions” in
Φc: vertical changes are “pure gauge” and carry no physical information.
The “physical” directions in TΦc are thus those transverse to V , i.e. the horizontal
directions H ⊂ TΦc. However, the decomposition TΦc = V ⊕H is not canonically defined
by the fibre bundle structure. Nevertheless, the choice of one such decomposition can be
encoded in the choice of a connection form on the bundle pi : Φc → P . This is a functional
1-form valued in the Lie algebra of the gauge group,4
$ ∈ Ω1(Φc,Lie(G)), (3)
which is characterized by the following two properties{
iξ]$ = ξ
Lξ]$ = [$, ξ] + dξ
. (4)
Hereafter, double-struck symbols refer to geometrical objects and operations in configura-
tion space: d is the (formal) field-space deRahm differential,5 i is the inclusion operator
of field-space vectors into field-space forms, and LX is the field-space Lie derivative along
X ∈ X1(Φc). Its action on field-space forms is given by Cartan’s formula, LX = iXd + diX.
4Verbally, the functional connection $ is usually referred to by its typographical name, Var-Pie.
5We prefer this notation to the more common δ, because the latter is often used to indicate vectors as well as forms,
hence creating possible confusions.
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Figure 2: A pictorial representation of the split of TAΦ into a vertical subspace VA spanned by
{ξ]A, ξ ∈ Lie(G)} and its horizontal complementHA defined as the kernel at A of a functional connection
$. With dotted lines, we represent a different choice of horizontal complement associated to a different
choice of $.
The first of the properties (4), the projection property, is required for the definition of
a horizontal complement H to the fixed vertical space V through
H := ker$. (5)
The second of the properties (4), on the other hand, ensures the compatibility of the
above definition with the group action of G on Φc, i.e. it embodies covariance under gauge
transformations. See figure 2 for a pictorial representation.
The term dξ on the right hand side of the covariance condition is only present if ξ is
chosen differently at different points of Φ, i.e. if ξ is an infinitesimal field-dependent gauge
transformation.6 Gauge-fixings are a typical example of field-dependent gauge transfor-
mations.
Field dependent gauge transformations have applications to gravity,7 and must be
contemplated in the presence of gauge-fixings or changes of gauge. But they are more
easily justified by two simple observations. Firstly, their introduction does not require any
extra geometrical information while providing, as we shall discuss, a refined diagnostic
tool in the presence of boundaries (in their absence, generalizing to field-dependent gauge
transformations changes nothing). Secondly, and more abstractly, if gauge has to be only
descriptive fluff, different configurations should be allowed to be acted upon by distinct
and independent gauge transformations. Later on, we will provide a further, more concrete
justification, which is specific to the case with boundaries. It is there that the introduction
of dξ 6= 0 pays dividends.
Now, given a connection-form characterized by (4), alongside d we can introduce the
horizontal differential, dH . Horizontal differentials are by definition transverse to the verti-
cal, pure gauge, directions: iξ]dHA = 0. We opted to emphasize the geometrical properties
of $ by using the subindex H (meaning, horizontal). However, we could have as well
opted for the alternative notation dH ≡ d$, more explicit about the choice of connection
and reminiscent of the notion of “covariant derivative”. Indeed, the horizontal differentials
of Ai and E
i (seen as coordinate functions on Φc) are given by the following “covariant
differentials”
dHAi = dAi −Di$ and dHEi = dEi − [Ei, $]. (6)
6The form of this equation can be deduced from the standard transformation property, Lξ]$ = [$, ξ], for ξ’s constant
throughout Φ and the projection property of $ which holds pointwise in field-space. See [7].
7E.g., in a 3+1 formulation of general relativity, the shift needs to accommodate field-dependence to encode the
commutation algebra [15].
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The covariance property of these expressions, i.e. the homogeneous action of (possibly
field-dependent) gauge transformations on the horizontal differentials, is easy to show,
and reads:
Lξ]dHAi = [ξ, dHAi] and Lξ]dHE
i = [ξ, dHE
i]. (7)
For details see [5].
2.2 Horizontality in the D+1 decomposition
We now further dissect the properties of the electric field in relation to horizontality in
configuration space.
Since we are working on configuration space, the electric field E is here understood as a
functional of A (and A0 – to which we will come back shortly), through the usual formula
Ei := n
µFµi[A], where n
µ is the unit timelike normal to Σ.
For simplicity, we will assume that Σ belongs to an “Eulerian” foliation of spacetime,
i.e. to a foliation whose lapse is equal to one and whose shift vanishes.8 In other words, Σ
is an equal-time hypersurface in a spacetime with metric ds2 = −dt2 + gij(t, x)dxidxj.
Including nontrivial lapse and shift is straightforward, but makes some formulas more
cluttered, without adding anything to our present arguments. However, see [9] for a
situation where the introduction of a nontrivial shift plays a crucial role in dealing with
asymptotic gauge transformations and charges.
With this simplifying hypothesis of Eulerian foliations, the electric field is
Ei = A˙i −DiA0, (8)
the dot standing for the derivation with respect to x0 = t. Three dimensional indices
i, j, . . . will be lowered and raised with the induced metric on Σ, gij, and its inverse, g
ij.
Also, the derivative Di is here understood to be both gauge- and space-covariant, i.e.
symbolically Di = ∇LCi + Ai, where LC indicates the Levi-Civita connection of gij.
Now, recall that A0 is non-dynamical and plays the role of the Lagrange multiplier
enforcing the Gauss constraint, DiE
i ≈ 0. As such, in the configuration space treatment,
A0 is often gauge-fixed to zero.
However, A0 fulfills another, perhaps less appreciated role, as the enforcer of gauge
invariance of Fµν (and hence E
i) under time-dependent gauge transformations.
If A0 is gauge-fixed to be some function (e.g. a constant function), thereby relinquish-
ing its own gauge-transformation properties, the composite field loses the corresponding
invariance, and therefore one must also exclude time-dependent gauge transformations
from consideration.
Thanks to the connection form, we can obviate this problem by defining
A0 = ϕ+$(v). (9)
Here, v is the velocity vector in configuration space, i.e. the tangent vector to the curve
Ai(t) defining the evolution of Ai in Φc:
vA =
∫
dx A˙αi (x)
δ
δAαi (x)
∈ TAΦc. (10)
Also, in (9), we used the notation $(v) ≡ iv$ for mere typographical reasons.
Notice that, with this definition, A0 depends on the history of the configuration variable
Ai, while ϕ is a new variable independent of Ai.
8 If the particular spacetime does not globally admit such a foliation, we restrict our attention to a patch of it that
does, which always exists.
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In electromagnetism, definition (9) implies that ϕ must not transform under gauge
transformations, since the entire burden of ensuring the correct transformation properties
of A0 is carried by the configuration space variable Ai. Indeed, consider a time-dependent
gauge transformation ξ, ξ˙ 6= 0. Since δξAi = ∂iξ, one has from (4) and (2)
δξA˙i = ∂iξ˙, δξA0 = $(ξ˙
]) = ξ˙ (Abelian). (11)
In non-Abelian Yang-Mills theory, the burden of the inhomogeneous transformation of A0
is still carried by Ai (and $), so that ϕ must simply transform covariantly in the adjoint
representation, δξϕ = [ϕ, ξ]. The analogues of (11) once again follow directly from (9),
(10) and (4), but the proof is considerably more subtle (and interesting): it makes full use
of the geometrical framework we are advocating for and does justice to the role played
by $ and the field-dependent gauge transformations. The reader can find this proof in
appendix A.
Now, with the above definition of A0, the electric field (8) reads
Ei = A˙i −DiA0 = A˙Hi −Diϕ, (12)
where we introduced the horizontal component of A˙, i.e. A˙H := iv(dHA) = A˙ − Di$(v)
and used equation (9). Of course, from the transformation properties of Ai and A0, it
follows that δξEi = [Ei, ξ], as it should (again, we refer to appendix A for a proof in
the non-Abelian case). Notice that equation (12) emphasizes the separation in Ei of the
horizontal dynamics of Ai from the contribution due to ϕ.
3 Horizontality and symplectic geometry
3.1 Symplectic structure in finite regions and horizontality
In this section, we introduce the promised gauge-invariant symplectic potential9 over finite
regions. This corresponds to a horizontal version of the standard symplectic potential.
We start with the standard symplectic potential, θ ∈ Ω1(Φ), which reads
θ =
∫
Σ
√
gTr(EidAi). (13)
Here, the integration takes place over the entire, unbounded, Cauchy surface Σ. It is
manifestly gauge invariant under field-independent gauge transformations, dξ = 0. From θ,
and for field-independent gauge transformations, one can construct the Noether charges:10
Q[ξ] := iξ]θ. (14)
These charges are the symplectic generators corresponding to the gauge transformation ξ,
iξ]Ω = −dQ[ξ] (dξ = 0), (15)
where Ω := dθ is the symplectic 2-form.
This fundamental equation, (15), is essentially a re-writing, through Cartan’s formula
LX = iXd + diX, X = ξ], of the gauge invariance of θ. In other words, the gauge invariant
9To keep the language lighter, we won’t distinguish between symplectic and presymplectic potential or form.
10This formula, often written as Q[ξ] := θ(δξ), is not general for any gauge theory, but applies in this form to
Yang-Mills theories, whose Lagrangian density is fully invariant (and not just up to total derivative) under gauge
transformations, and with the choice of the standard symplectic potential of equation (13).
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condition Lξ]θ = 0 translates into the Hamiltonian nature of the gauge flow ξ], which is
generated by Q[ξ] as given in (14).
In fact we can extend this invariance. For field-dependent gauge transformations, dξ 6=
0, the violation of the gauge invariance of θ is proportional to the Gauss constraint, DiE
i ≈
0. Therefore, on-shell (≈) of the Gauss constraint, we have
Lξ]θ = iξ]Ω + dQ[ξ] =
∫
Σ
√
gTr(EiDidξ) ≈ 0. (16)
This means that, although the flow equation (15) does not strictly hold, its violations do not
“interfere” with the gauge structure, since they vanish on-shell of the Gauss constraint.11
This fact is closely related to the vanishing of the Noether charges Q[ξ], in the absence
of boundaries, and on-shell of the Gauss constraint:
Q[ξ] ≈ 0. (17)
In the absence of boundaries, it’s relatively uncontroversial that there really should
be no difference in considering dξ = 0 or dξ 6= 0. However, as we will see below, in the
presence of boundaries, there is a difference between dξ = 0 and dξ 6= 0, and it shows up
uncontrovertibly in the symplectic formalism.
Usually, the presence of boundaries implies restrictions on both the field content and
the gauge group, i.e. both ξ and A obey rigid boundary conditions (see e.g. [16] for a
discussion). But, by not restricting our primary fields, we are treating our boundaries as
fiducial.12 In that case there is no reason to treat bulk and boundary gauge transforma-
tions any differently. And full commitment to the idea that “gauge degrees of freedom are
unphysical or redundant” obliges us to consider also the possibility that gauge transfor-
mations are contingent on the field configuration, dξ 6= 0.13
To see the difference dξ 6= 0 incurs in the symplectic formalism, we first note that the
definition of θ is readily applicable if we replace Σ with R ⊂ Σ, for ∂R 6= ∅. This regional
version of θ morally captures the regional degrees of freedom present in R ⊂ Σ. However,
the properties of the resulting symplectic potential θR are dramatically different: θR fails to
be fully gauge invariant (under field-dependent gauge transformations) and the associated
Noether charges are non-vanishing, even on-shell of the Gauss constraints. This failure is
due to the implicit integration by parts required for those results. Instead, regionally, we
obtain
Lξ]θR ≈
∮
∂R
√
hTr(Esdξ) and iξ]θR ≈
∮
∂R
√
hTr(Esξ), (18)
where the subscript s denotes contraction with the unit outgoing normal si to ∂R ⊂ Σ, and
h denotes the determinant of the induced metric on ∂R, hij = ı
∗
∂Rgij (for the embedding
ı∂R of the boundary into R).
11 It is easy to translate this example to standard Hamiltonian formalism: there, for a field-dependent gauge-parameter
– i.e. a smearing λα(p, q) of first class constraints Hα – we obtain
{Hα(λα(p, q)), F (p, q)} = {Hα, F (p, q)}(λα(p, q)) +Hα({λα(p, q), F (p, q)}) ≈ {Hα, F (p, q)}(λα(p, q))
I.e. the constraints still effect a homomorphism from the gauge group of transformations into canonical transformations
in phase space.
12 By fiducial here we mean: the boundaries do not impose any further restrictions on the field. In section 4, we will
amend this definition to also encompass the fact that they can be “erased” by gluing. In that context, a mathematical
definition of “fiducial” will be put forward.
13One should also note that although for principal fibre bundles one has a natural action of the charge group, G,
this is not the case for associated bundles. There, outside of the normal subgroup of G, one cannot define a “constant”
action of the gauge group: it can only be constant with respect to a given section (see [17] or [18]). Therefore, there is
already some reference to the particular representation of [A]. Although this serves as a good motivation to encompass
dξ 6= 0, it is not clear to us if this dependence on the section is either necessary or sufficient for this purpose.
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These results, illustrated by equations (18), can be interpreted either as a sign that
“gauge transformations turn physical at boundaries”, and this is why the variation dξ
makes its appearance, or as indicating that, although gauge is still unphysical fluff, the
wrong geometric tools are being used.
If the former is the case, there are further mysteries to solve: e.g. why is it that these
new dynamical properties appear only a boundaries? What can this mean physically?14
Here, instead, we embrace the latter viewpoint: as anticipated, the non-invariance of
θ is resolved, and the discrepancy between gauge charges for regions with and without
boundaries is erased, by introducing the regional horizontal symplectic potential
θHR :=
∫
R
√
gTr(EidHAi). (19)
In other words, we claim that the horizontal symplectic potential gives a unified treatment
of bounded and unbounded regions. Indeed, from (6), it is straightforward to recognize
that the regional horizontal symplectic potential is gauge invariant and produces vanishing
gauge Noether charges:
Lξ]θ
H
R ≡ 0 and iξ]θHR ≡ 0. (20)
Easy algebraic manipulations verify that the associated symplectic form is horizontal and
closed ΩHR := dHθ
H
R = dθ
H
R , and, in cases of interest, differs from the standard symplectic
form by an exact form (in configuration space and spacetime), ΩHR ≈ ΩR + ddα (where ≈
denotes use of the Gauss law) [5–7]. On a compact Cauchy surface without boundaries,
or on an infinite region, but taking into account only compactly supported fields, there is
therefore no difference between using the standard or the horizontal symplectic form.
3.2 Radiative degrees of freedom and the Singer-DeWitt functional connection
An important question which naturally arises is: what kind of degrees of freedom do
actually appear in θHR and what is their relation to the nonlocality implicit in the Gauss
constraint?
To answer this question, we will need to go beyond the connection-form’s general
properties used above, and introduce a specific connection-form. Since from the mere
fibre bundle perspective, there is no canonical choice of $, we need a new ingredient –
the kinematical supermetric G – which will pick out a preferred choice. To fully justify
our choice, we first need to further examine the meshing of the electric field E with the
configuration-space geometry we have introduced.
To start with, we insert equation (12) for E into the definition of θHR in (19), giving
θHR =
∫
R
√
g gijTr
(
(A˙Hi −Diϕ)dHAj
)
. (21)
This formula requires two comments. First, whereas the first term represents what we
might have intuitively expected – the pairing of a gauge-invariant (horizontal) degree of
freedom, dHAi, with its corresponding horizontally-projected velocity, A˙Hi – the term con-
taining ϕ looks superfluous: what is its role? Second, as we mentioned in the introductory
remarks, and have since forgotten: E is not freely specifiable, as it must satisfy the Gauss
constraint.
14 For a full criticism, see [7,9]. One can try to make sense of charges with these degrees of freedom [11], but charges
then become independent of the original field-content in the bulk of the region, an undesirable property in our point of
view.
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It turns out that both problems can be solved with one geometrical stroke. Fortuitously,
the tool required for this resolution is the simplest explicitly geometrical connection-form
in configuration space.
The kinetic term in the Lagrangian, K, is quadratic in the velocities A˙. Geometrically,
it can be written as the square of the velocity v, i.e. K = 1
2
G(v, v), where
G(X,Y) =
∫
R
√
g gijTr(XiYj) for any X,Y ∈ TΦc. (22)
Of course, this supermetric defines a conversion of velocities (vectors) into momenta
(covectors) and hence also harbors the definition of the symplectic potential. To illustrate
these properties, we first introduce the following vector on configuration-space
E :=
∫
R
Eαi (x)
δ
δAαi (x)
= Ĥ(v)− ϕ], (23)
where Ĥ(v) := v−$](v) is the horizontal projection of v, and where in the second equality
we used equation (12) for the electric field Ei as well as the definition of the ·] operator
(2) (this sends function(al)s valued in Lie(G) into vertical vector fields on Φc). The vector
field E can be thought of as a modified velocity vector v, better adapted to describe the
physics. It is important to notice that, although ϕ] is vertical in Φc, it is not pure gauge:
it is a physically measurable component of the electric field. The relation between ϕ] and
gauge degrees of freedom will be clarified soon.
Using the kinematical supermetric G, we can now turn E into a 1-form on configura-
tion space: this is precisely the standard symplectic potential θ = G(E, ·) given in (13).
Similarly, the horizontal symplectic potential of (19) can be written as
θH = G(E, Ĥ(·)) = G(Ĥ(v), Ĥ(·))− G(ϕ], Ĥ(·)), (24)
where the last equality is just a re-writing of equation (21).
We are finally in place to introduce a privileged connection form on configuration space.
It is manifest from (24) that ϕ would drop from the horizontal symplectic structure if the
notion of horizontality was tied to that of G-orthogonality with respect to the fibres; then
any vector tangent to the fibres – i.e. one of the form ξ] – would be orthogonal to a
horizontally projected element.
Denoting with ⊥ the fact that horizontality is being defined via orthogonality to the
gauge orbits OA relative to the kinematical metric, we then obtain from these considera-
tions:
θ⊥ := θH⊥ = G(E, Ĥ⊥(·)) = G(Ĥ⊥(v), Ĥ⊥(·)), (25)
which contains no contribution from ϕ.
In gauge theories, the gauge invariance of G, in the sense of Lξ]G = 0 [19], is mani-
festly satisfied. This property guarantees that the corresponding metric-induced connec-
tion form, named Singer-DeWitt connection (SdW) $⊥, satisfies the covariance property
in (4).15
Our choice of naming – Singer-DeWitt connection – makes reference to its original
introduction, made in the absence of boundaries, by Singer and DeWitt in the 1960s and
1970s [20–23] (see section 4.3 in [7] for a complete reference list). It was revived, now in the
presence of boundaries, in [5–7], where it was less transparently denoted as $SdW. In this
article, we provide new and more compelling motivations to make use of this connection
form on configuration space.
15A weaker condition is in fact sufficient [7].
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Deriving the defining equation for $⊥ from G is straightforward; it is equivalent to the
imposition of the following requirement (see references above):
G(ξ], Ĥ⊥(X)) ≡ G(ξ],X−$](X)) != 0 (26)
for all choices of ξ and X.
In the absence of boundaries, the resulting equation for $⊥ is the elliptic equation
D2$⊥ = DidAi, (27)
where D2 is the gauge covariant version of the Laplace-Beltrami operator (D2 = ∆, in
electromagnetism). The SdW connection is therefore nonlocal in space (but local in con-
figuration space!).
Its kernel is the space of “SdW-horizontal field variations”, which correspond by defi-
nition to configuration-space vectors which are orthogonal to the gauge orbits in Φ. As it
is easy to see from (27), horizontal variations must therefore be covariantly divergenceless.
In electromagnetism they correspond to transverse photons.16
However, the above equations are naturally complemented by appropriate conditions
at the boundaries, when they are present. These conditions come from integration by parts
in (26), in order to obtain equation (27). Requiring that also the so obtained boundary
term vanishes for all choices of ξ and X, readily gives the following elliptic boundary value
problem [6,7]: {
D2$⊥ = DidAi in R
Ds$⊥ = dAs at ∂R
(28)
where as above the subscript s stands for contraction with si, the unit normal to ∂R. In
electromagnetism, this boundary value problem for the SdW connection is of the Neumann
type, while in non-Abelian YM theories it is of a specific Robin type.
It is crucial to stress this point: the above boundary value problem involves boundary
conditions for $⊥, but not for the gauge field Ai nor for its perturbations. No boundary
conditions are imposed on the actual field content; the region is fiducial, only “virtually”
carved out of a Cauchy surface Σ. The boundary conditions on $⊥ ensure that the
connection in a region R – and the corresponding horizontal projections – are uniquely
defined. But it does not restrict the value of the fields that we are considering there,
neither the gauge potentials nor the gauge transformations, and neither in R nor at ∂R.
Thus, in the presence of boundaries, SdW-horizontal perturbations, i.e. those in the
kernel of $⊥, are covariantly divergenceless in the bulk and vanish when contracted with
si at the boundary. In particular, the SdW-horizontal contribution to the electric field
vector Ei (23), i.e.
Ĥ⊥(v) = v−$]⊥(v) =
∫ (
A˙−D$⊥(v)
) δ
δA
=:
∫
A˙⊥
δ
δA
, (29)
is such that {
DiA˙⊥i = 0 in R
siA˙⊥i = 0 at ∂R.
(30)
As we will investigate in greater detail in the next section, this means in particular that
the SdW-horizontal contribution to E drops from the Gauss law in R.
16Contract a horizontal perturbation h with equation (27) and use ih$⊥ ≡ 0 and ihdA ≡ h. This kind of projections
is common in QED, Ĥij = 1
i
j − ∂j∆−2∂i.
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Now we can confirm the properties alleged in the beginning of the section for the SdW
connection in relation to the symplectic potential. The explicit formula for the SdW-
horizontal symplectic form in R is:17
θ⊥ =
∫
R
√
g gijA˙⊥i d⊥Aj. (31)
This equation emphasizes the fact that horizontal perturbations are conjugate to horizontal
velocities – an exclusive property of of the SdW connection.
As we will see, the disappearance of ϕ from θ⊥ has an explanation: through the choice
of the SdW connection, ϕ is completely constrained by the matter distribution. In other
words, its initial value cannot be freely specified and it does not have any dynamics of
its own apart from that implied by the instantaneous charge distribution. It is, in this
sense, a non-dynamical variable, i.e. it does not embody an actual degree of freedom of
the system.
We finish this subsection with one important comment. The base-point field-dependence
of the non-Abelian case makes it clear that we only decompose field-space vector fields
X ∈ TΦc, and not the configurations A ∈ Φc. This distinction is particularly important
in the non-Abelian context, where $⊥ is not flat. But in the Abelian context, given a
base-configuration, the SdW connection is flat and can therefore be integrated in a path-
independent way to associate a “decomposition” to field-configurations as well – which is
however best understood in terms of so-called dressings. See section B for a brief and [7]
for a detailed discussion of this important point.
Alternatively, one can use the affine structure of Φc to identify, given an arbitrary
reference configuration, any other configuration with a vector. Such a vector can then be
decomposed through $ at the reference configuration [24].18 This idea, however, is also
problematic in the non-Abelian case [23, 25] and we feel it clashes with the infinitesimal
nature of symplectic geometry.
3.3 Gauss constraint
In the previous section we have used the decomposition of the electric field (into a horizontal
velocity A˙⊥ and a vertical ϕ]) and a choice of a connection form ($ = $⊥) to prove that
the corresponding SdW-symplectic form depends on the electric field E only through the
purely horizontal component A˙⊥ of the configuration-space vector E.19
So, the question naturally arises: what is the role of the vertical component of E? Let
us first clarify a point that could be a source of confusion. With clarification in mind,
we momentarily revert to more standard notation: considering a generic perturbation of
the gauge potential, δAi, its vertical component with respect to a certain connection $
constitutes that component of δAi which is interpretable as “pure gauge”. Conversely,
the horizontal component of δAi is interpreted as encoding the “physical” change. A
different matter is the vertical/horizontal decomposition of the configuration-space vector
E associated to the electric field Ei. By performing that decomposition, we do not imply
that the vertical part of the electric field Ei is pure gauge and the horizontal one is physical.
In fact, the decomposition applies equally well to the Abelian and non-Abelian case, and
in the Abelian, clearly both Ei and ϕ are gauge invariant quantities.
17d⊥ := dH⊥ is the horizontal differential associated to $⊥.
18This construction can be used to explain the geometrical meaning of the Faddeev-Popov determinant.
19For an earlier construction, which is technically very similar to the present one, but different in spirit, see [26]. See
also [27] which comments on the multipole charges related to ϕ⊥ and encoded in the vertical component θV := θ − θ⊥
(see equations (32) and (33)).
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Instead, by using the SdW-horizontal symplectic form: (i) the horizontal part of E
identifies the “radiative” component of the electric field, whereas (ii) its vertical part
consists of the Coulombic component of the electric field. This Coulombic component is
fully constrained by the Gauss law and appears in θ conjugated to the pure-gauge part of
δAi (with respect to $⊥). We now turn to proving these statements.
Using the SdW connection $⊥, and denoting by ϕ⊥ the corresponding SdW-vertical
component of E, it is immediate to see that the burden of the Gauss law is fully entrusted
to ϕ (we will generalize to the case with matter in the next section):
0 ≈ DiEi = DiA˙Hi −D2ϕ = −D2ϕ⊥, (32)
where we specialized to $ = $⊥ only in the last equality, DiA˙⊥i = 0 (notice that the
choice of $ alters the corresponding definition of ϕ, if A0 is considered as the fundamental
object).
Therefore, the SdW connection is not only the unique functional connection with no
contribution of ϕ in θH , but it also identifies ϕ⊥ with those components of E which are fully
and uniquely determined by the Gauss constraint and are, in that sense, non-dynamical.
One can recover the standard form of the symplectic potential, by reintroducing the
vertical component of dA, i.e. dA = dHA + D$, to (31), obtaining the two alternative
expressions:
θ = θ⊥ +
∫
R
√
gTr(EiDi$⊥) ≈ θ⊥ +
∮
∂R
√
hTr(Es$⊥)
= θ⊥ +
∫
R
√
gTr(Diϕ⊥Di$⊥) ≈ θ⊥ −
∮
∂R
√
hTr(Dsϕ⊥$⊥). (33)
The vertical contribution to θ is the instantaneous “Coulombic” contribution to the sym-
plectic form which, on-shell of the Gauss law, results in a pure boundary term. This is
the only contribution that depends on ϕ⊥, which we have therefore isolated. The normal
component of the electric field at the boundary, the “Coulombic term”, is thus identified
with the vertical part of E.
In the next section, we will first extend the results of section 3.3 to the presence of
matter and then specialize them to SdW-horizontality. In doing so, we will see that certain
natural notions of non-vanishing global charges manage to survive [6,7]. The prototypical
such example is the total electric charge contained in a region – i.e. precisely the source
of ϕ.
3.4 Horizontal symplectic potential with matter
Without further ado, let us introduce matter fields. To start with, both Φc and θ are
accordingly modified: e.g. in YM with charged Dirac fermions
ψ ∈ C∞(Σ,W ⊗ C4)
(W is the fundamental representation of G and C are the complex numbers), configuration
space is now given by Φc = {(Ai, ψ)} and20
θ = 1
4pi
θYM + θDirac, where θ
Dirac = − i
2
∫ √
g
(
ψγ0dψ − c.c.
)
(34)
20Due to the presence of matter, that we consider to be of unit charge for simplicity, we have reintroduced a conven-
tional 4pi factor. We have also chosen conventions that make θ real-valued.
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(γµ are Dirac’s γ-matrices). Without altering our definition of $ = $⊥(dA), it is straight-
forward to check that θ can be decomposed in analogy to (33)
θ = 1
4pi
θ⊥YM + θ
⊥
Dirac +
1
4pi
∫ √
gTr
(
Diϕ⊥Di$⊥ + 4piρ$⊥
)
,
≈ 1
4pi
θ⊥YM + θ
⊥
Dirac +
1
4pi
∮ √
hTr
(
Dsϕ$⊥
)
(35)
where we used dHψ := dψ + $ψ, and introduced the Lie-algebra valued (color-)charge
density
ρ = i
2
(
ψγ0ταψ − c.c.
)
τα, (36)
as well as the Gauss constraint with sources
4piρ ≈ DiEi = −D2ϕ⊥. (37)
From these formulas one sees that all the properties derived in the absence of matter still
hold even in its presence. In particular, the difference between the SdW-horizontal and
standard symplectic potentials is given precisely by the Coulombic piece of the electric
field and the pure gauge part of dA, i.e. $⊥.
Again, although ϕ] is clearly vertical, it does not carry the interpretation of a gauge
component of E (E is gauge invariant in electrodynamics). Instead, another sort of de-
composition ensues: the instantaneous states of the charges completely characterize the
instantaneous states of the ϕ⊥ component of E, and have no bearing on the other compo-
nent, A˙⊥ (which is still susceptible to the currents, according to Ampere’s law). Thus, the
characterization of one component as “radiative” and the other as “Coulombic” stands as
in the previous subsection.
In electrodynamics, whereas SdW-horizontal perturbations of the photon field corre-
spond to transverse photons, SdW-horizontal perturbations of the electron field can be
seen as a finite-region generalization of Dirac’s dressed electron [6]. We will come back to
this analogy – and its deficiencies – in section B.
3.5 Horizontal charges
We are now in the position to discuss the horizontal symplectic charges in the presence of
matter. The first observation is that generically, these charges also vanish, for the simple
reason that the horizontal differentials are designed to annihilate vertical perturbations:
QH [ξ] := iξ]θ
H ≡ 0. (38)
However, this conclusion can be avoided in particular situations.
Consider a configuration A˜i such that there exists a gauge transformation χ with the
following property:
δχA˜i = D˜iχ = 0. (39)
Then, A˜i is said “reducible” and χ is called a “reducibility parameter”. The reducibility
parameters χ depend on the global properties of A˜i and constitute a finite dimensional
vector space (possibly of dimension zero). See figure 3 for a representation of such fixed
points of an arbitrary field under a certain group action.
For non-Abelian theories reducible configurations are non-generic, in the same way
as those spacetime metrics which admit Killing vector fields are non-generic.21 In this
21Because of the existence of these configuration Φc is not quite a bona fide fibre bundle, and its base manifold is in
fact a stratified manifold (see [7] for a more thorough discussion of the geometry involved and further references on the
topic).
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Figure 3: In this representation Φ is the page’s plane and the orbits are given by concentric circles; σ
is a section. The field A is generic, and has a generic orbit, OA. The field A˜ has a nontrivial stabilizer
group (i.e. it has non-trivial reducibility parameters), and its orbit OA˜ is of a different dimension
than OA. The projection of A˜ on Φ/G therefore sits at a qualitatively different point than that of A
(a lower-dimensional stratum of Φ/G).
respect, electromagnetism is an exception, since all its configurations have as a reducibility
parameter the constant gauge transformation, χEM = const.
Now, since (iχ]dAi)|A˜ = δχA˜i = 0, it immediately follows that at these configurations
the projection property of $⊥ fails,22 since
($⊥(χ]))|A˜ = 0. (40)
However, in the presence of matter, this happens without χ] being strictly zero, since
ξ] =
∫
dx
(
(Diξ)
α(x)
δ
δAαi (x)
+ (−ξψ)B(x) δ
δψB(x)
)
(41)
⇒ χ]|A˜ =
∫
dx (−χψ)B(x) δ
δψB(x)
. (42)
where here B is a spinorial index, e.g. γµ = (γµ)B
′
B.
Therefore, at reducible configurations, we have a finite number of (non-trivially act-
ing) gauge transformations that are also horizontal with respect to the SdW connection
form. As such, we want to interpret this transformations as being “physical” and thus
corresponding to physical – rather than gauge – symmetries.
This interpretation is further justified by the horizontal charges associated to Q⊥[χ],
which are easily verified to correspond to
Q⊥[χ] := iχ]θ
⊥ =
∫
Σ
√
gTr(χρ) (at A = A˜ and for χ such that D˜χ = 0). (43)
In summary:
Q⊥[ξ] =
{
0 if A and ξ are generic∫
Σ
√
gTr(χρ) if A = A˜ is reducible and ξ = χ, with D˜χ = 0
(44)
In electromagnetism, where all configurations are reducible, the (only) horizontal Noether
charge in R is the total electric charge in R – and this does not need to vanish.
22 More generally, at reducible configurations, the differential operator appearing in equation (4) which defines $⊥
has a kernel, given by the reducibility parameters [9].
16
Finally, notice that χ corresponds to a global symmetry of the background gauge field
and there, if this symmetry happens to be preserved by the time evolution (recall that we
are working in configuration space), the corresponding global charges will be conserved.
This is analogous to the conserved quantities associated to Killing vector fields in general
relativity.
To conclude this part of the paper, let us mention that a generalization of these results
to (seemingly) more general asymptotic symmetries and charges, i.e. Strominger’s leading
soft charges [28], has been proposed in [9].
4 The composition of regions
So far, we have dealt with a single functional connection $, on both manifolds with
and without boundaries. But to analyze the gluing of regions, we must consider such
boundaries to be fiducial : not actual boundaries of the manifold.23 This requires us to
employ distributions, representing the idealized separating surfaces between such regions.
Consider the following setting: assume again that we take Yang-Mills configuration
space to be Φc: compactly supported gauge fields over the simply connected manifold Σ,
assumed here to be without boundaries. This entails that the relevant gauge transforma-
tions are also compactly supported. We embed in Σ a separating surface (of codimension
one), S ⊂ Σ, e.g. the hypersurface formed by the vanishing of one arbitrary (i.e. not
necessarily Cartesian) coordinate, y = 0. For example, S ' Rn−1, splitting Σ ' Rn into
Σ+,Σ− (e.g. regions of positive and negative y coordinates), sharing a single boundary,
S. We denote the respective configuration spaces, and all operators on them by ±, as in
Φ±c ,X
±, etc. (Notice that in previous sections we would have referred to either one of the
Σ± as R.)
Of course, more general situations can be envisaged. The simplest of which is the
gluing of a “shell” around a finite region, implementing “radial evolution”. This case can
be treated with essentially the same techniques as here. The other obvious case is the
gluing of finite regions across portions of their boundaries in such a way that “corners” are
involved. This situation, on the other hand, would require a more careful study of corner
points. We leave the latter problem to future work, and focus on the simplest case of Σ
split in two regions Σ±, joining at ∂Σ± ∼= S (up to orientations).
To formally encode the separation of regions, we introduce the Heaviside function in
the half-maximum convention, on the y direction,
Θ+(x
1, · · · , xn−1, y) :=

0 for y < 0
1
2
for y = 0
1 for y > 0
(45)
and similarly for Θ−. We abbreviate both by Θ±(y). Accordingly, we have that24
d
dxk
Θ±(y) = 0 and
d
dy
Θ±(y) = ±δ(y). (46)
23Even if they are determined by particular properties of the fields themselves, the boundaries are not codimension
one surface where “space ends”—the standard interpretation of bounded manifolds.
24These formulas are also easily derivable by integrating against a compactly supported test function (as is standard
with the space of tempered distributions), e.g.∫
dy ξ(y)
d
dy
Θ+(y) := −
∫
dyΘ+(y)
d
dy
ξ(y) = −
∫ ∞
0+
dy
d
dy
ξ(y) = ξ(0).
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More generally, Θ± are the characteristic functions of the regions Σ±, with value 1/2 at
the boundary. Denoting si the outgoing co-normal at S with respect to the region Σ
+, one
has25 ∂iΘ± = ±siδS which should be interpreted as a distributional expression encoded in
the following equation for a smooth test vector field on Σ, vi(x):∫
Σ±
vi∂iΘ± = ±
∮
S
siv
i. (47)
Since the Heaviside function is constant in field space, it applies equally to both field-
space points and their tangent vectors, so that26
A = A+Θ+ + A−Θ−, and X = X+Θ+ + X−Θ−. (48)
If we suppose that A± ∈ Φ±c join smoothly at S, as do X± ∈ TA±Φ±c since they all descend
from a global smooth A ∈ Φc and X ∈ TAΦc, it means that we require continuity
X+(x, 0) = X−(x, 0). (49)
This continuity condition suffices to get rid of the delta function which might emerge from
C1 smoothness:
d
dy
X =
d
dy
X+Θ+ +
d
dy
X−Θ− + (X+ − X−)δ(y). (50)
Similarly, higher order continuity, and the absence of distributions at S, are ensured by
the coincidence of derivatives of X± at S.
4.1 Regional horizontal gluing
Before proceeding, let us attend to a technical point. Embedding Σ± into Σ, let U± be open
sets, Σ± ⊂ U± ⊂ Σ, which extend over an arbitrarily small neighborhood of Σ± within Σ.
We then define an extension of $± as any functional 1-form over Σ, $˜± ∈ Ω1(Φc,Lie(G)),
which, for x ∈ Σ±, and for all smooth field-space vectors X± ∈ TAΦU± ⊂ TAΦc, with
support over U± satisfies: D2$˜±(X)(x) = DiX±i (x), and s
iDi$˜±(X) = siXi at S (and not
∂U±).
In sum, if $± := ($⊥)± is defined as in (28) for the bounded manifolds Σ±, we are
then constructing arbitrary and smooth extensions of $± to U± ⊃ Σ±.27 These extensions
are needed for mere technical reasons, and thus for what follows we just use $± without
the tildes.
Now, let us ask what are the conditions for gluing, i.e. for reconstructing global hori-
zontal data, from regional horizontal data.28 To phrase this question mathematically, let us
consider two smooth regionally horizontal perturbations h±i supported on U
± respectively,
defined by the horizontal projection of the generic perturbation X±:
h± := X± −$]±(X±) (51)
and which must therefore satisfy, thanks to the defining properties of the SdW connection,
the conditions analogous to (30) {
Dih±i = 0 in Σ
±
sih±i = 0 at S.
(52)
25In local coordinates (xk, y) such that S = {y = 0}, δS(xk, y) = δ(y).
26From here on we will often commit a slight abuse of notation, to simplify formulas; we conflate field-space vectors
with their components in the standard coordinate system, namely: X =
∫
Xi(x) δδAi(x) .
27In other words we consider arbitrary extensions of $± to U±, i.e. $± =
∫
U± dz∆
−1(z, x)DiXi(z), in the sense that
their Green’s functions reduce to the usual SdW connections on the bounded manifold for when x, z ∈ Σ±.
28 We assume throughout that the non-perturbative regional data is already smooth; i.e the base field A is smooth,
and decomposes as in (48).
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Figure 4: The two subregions of Σ, i.e. Σ±, with the respective horizontal perturbations h± on each
side, along with the separating surface S.
See [7] for a complete account. Moreover, we demand that these horizontals satisfy the
following conditions at S:
D[ih
+
j] = D[ih
−
j] +
1
2
[Fij, ξ] at S, (53)
since this ensures that the boundary is only fiducial, since it implies the matching of the
perturbed field-strengths up to an infinitesimal29 gauge transformation. We will come back
to it later.
Finally, we introduce a global horizontal perturbation H, defined in the same manner
as h±, but with respect to the global SdW connection $ on the whole Σ.
The question we will now answer is: how do we construct from the regional h± a
global horizontal field H in a unique manner? In figure 4, we are given the two regional
horizontal perturbations, and would like to uniquely construct a global, smooth horizontal
perturbation.
We will reconstruct the global horizontal field vector by adjoining to h± an appropriate
gauge transformation, functionally dependent solely on h±. Here it is very important to
notice that horizontal projections differ from gauge-fixings: had we gauge-fixed, gauge-
transformations would have no longer been allowed to act non-trivially on either region.
It is only by keeping gauge transformations around that we can compatibilize regional
horizontal fields with a global horizontal field (see also appendix B).
Hence, we want to define two smooth functions ξ± such that, given h± satisfying (52)
and (53) the reconstructed field:
H = (h+ + Dξ+)Θ+ + (h
− + Dξ−)Θ− (54)
is smooth and globally horizontal (here we use simplified notation, see footnote 26).
Let us chart a roadmap, consisting of three steps, on how we will go about finding such
ξ±:
1. First, we will impose restrictions on the difference h+ − h− at the boundary. This
restriction is necessary for H to be smooth at the boundary.30 Combined with the
horizontality of the regional h±, the requirement of smoothness gives us conditions on
the longitudinal and transverse derivatives of (ξ+ − ξ−) at the boundary. In partic-
ular, the transverse condition states the equality of siDiξ±|S, while the longitudinal
condition allows us to solve for the boundary tangential difference (ξ+−ξ−)|S in terms
of (h+ − h−)|S.
29 Recall that, by hypothesis, the backgrounds configurations are supposed to glue smoothly across S.
30 We will later (in section 4.2) find that the restriction is equivalent to demanding ‘no intrinsic boundary horizontal
modes’, and can itself be relaxed with interesting consequences.
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2. Second, imposing the horizontality of the global H, which is now guaranteed to be
smooth, provides us one extra condition on the bulk part of the ξ±’s, stating that the
ξ± must be (covariantly) harmonic in their own regional domains.
3. Finally, we show that the information above is enough to uniquely and fully recon-
struct the ξ± in terms of h±: with the aid of standard machinery of the theory
of partial differential equations, we recast the system of equations above into (i)
two homogeneous elliptic boundary-value problems, one per region, with generalized
Neumann conditions of the type we already encountered in the study of $⊥, together
with (ii) another equation that fixes the generalized-Neumann boundary condition in
terms of (ξ+−ξ−)|S. The latter equation involves the inversion of an elliptic operator
intrinsic to the boundary as well as Dirichlet-to-Neumann operators associated to
each region.
For the first step, we observe that the continuity condition (53) is satisfied if and only
if the curvature perturbation of H is smooth across S. As before, in (48), first order
continuity demands that
(h+ − h−)|S = D(ξ+ − ξ−)|S, (55)
which in turn merely identifies ξ in (53) with (ξ+ − ξ−)|S. Now, we can decompose this
equation into its transverse and longitudinal components with respect to S. Since the
component of h± transverse to S vanishes because of regional horizontality (52), we obtain
that the normals derivatives of ξ± at S must match
siDi(ξ
+ − ξ−)|S = 0 (56)
and that (ξ+ − ξ−)|S is solely determined by the mismatch of the two horizontals at the
boundary:
(ξ+ − ξ−)|S = −(D2S)−1DcS(h+c − h−c )|S, (57)
where DS is the gauge- and space-covariant differential intrinsic to S and D
2
S its Laplacian,
and we have denoted the index contraction intrinsic to S with an early latin letter, c (not
to be confused with the indices used for the Lie algebra basis). The functional space on
which this intrinsic differential acts is ΦSc , i.e. the space of the pullbacks onto S of the
fields in Φc. This concludes the first step of the proof, outlined above.
Now we move to the second step: assuming that the whole Σ has no boundaries, by
smearing the global horizontality condition, DiHi = 0, with H given by (54), we obtain:∫
Σ
Tr
[
ηDi
(
(h+i + Diξ
+)Θ+ + (h
−
i + Diξ
−)Θ−
) ]
= 0 (58)
for any η ∈ C∞(Σ,Lie(G)). Now, since Dih±i = 0 = sih±i , and thanks to the identity
∂iΘ± = ±siδS (47), we get:∫
Σ+
Tr
[
ηD2ξ+
]
+
∫
Σ−
Tr
[
ηD2ξ−
]
+
∮
S
Tr
[
η siDi
(
ξ+ − ξ−) ] = 0, (59)
where the last term above already vanishes thanks to (56). From the arbitrariness of η, we
obtain the last, bulk, condition mentioned in step 2 of the outline above. We thus deduce
that the ξ± must satisfy the following elliptic boundary value problem
D2ξ± = 0 in Σ±
siDi (ξ
+ − ξ−) = 0 on S
(ξ+ − ξ−)|S = −(D2S)−1DcS(h+c − h−c )|S on S
(60)
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This concludes the second step. Now we must use the appropriate PDE tools to show that
this boundary value problem determines ξ± (essentially) uniquely in terms of the regional
horizontal fields h±.
For the third step, we proceed as follows: we start by setting
Π := si(Diξ
±)|S, (61)
from the second equation in (60). Note that in possession of Π, we can determine ξ± by
solving the boundary value problem given by (61) and the first equation of (60). In this
way, given Π, ξ± are uniquely determined up to elements of the stabilizers of A|Σ± respec-
tively, if they exist. In the topologically simple case that we are analyzing so far, this will
be the only ambiguity present in the reconstruction – more on this later in section 4.3. To
determine Π, we then introduce generalized Dirichlet-to-Neumann operators (see [29] and
references therein), R±, mapping – in each region – Dirichlet conditions for a (covariantly)
harmonic function to the corresponding (gauge-covariant) Neumann conditions. But let
us be more explicit.
In general, for a manifold with boundary S and outgoing normal si, the Dirichlet-to-
Neumann operator R is defined by
R(u) := siDi(ζu)|S (62)
for the unique (covariantly) harmonic Lie-algebra-valued function ζu defined by the elliptic
Dirichlet boundary value problem: D2ζu = 0 with (ζu)|S = u. Notice that the subscript u
encodes the Dirichlet boundary condition employed. Using superscripts to denote (gauge-
covariant) Neumann boundary conditions, then by definition we would have ζR(u) ≡ ζu.
Moreover, since the corresponding Neumann problems also have unique solutions,31 R is
invertible, i.e. ζΠ ≡ ζR−1(Π).
We can thus define R± associated to Σ± with boundaries ±S, and their inverses R−1± .
Now, from (61) and the fact that ξ is itself (covariantly) harmonic from the first equa-
tion of (60), we have
ξ± = ζ±Π(±) = ζ
(±)
R−1± (±Π)
(63)
where the sub(super)script (±) here indicates that the respective functions are defined over
Σ± respectively. The challenge now is to use the last equation of (60) to fix Π uniquely.
Once this is done, (63) contains all the information we sought for the gluing.
Notice the ± sign inside the argument of R−1. The sign is due to the fact that, at S,
siDiξ
+ = siDiξ
− but si is the outgoing normal on one side, and the ingoing normal on the
other, so they fix opposite Neumann conditions on the two sides. By the properties of R
we have
R−1± (±Π) = ±R−1± (Π). (64)
Hence, together with (63) and (64) we have
(ξ+ − ξ−)|S = R−1+ (Π)−R−1− (−Π) =
(
R−1+ +R−1−
)
(Π). (65)
This gives us a relation between the (gauge-covariant) Neumann boundary Π and the
difference of the Dirichlet boundary conditions ξ±|S.
This relation finally allows us to provide a formula that fixes Π in terms of the boundary
discrepancy of the regional horizontals, (h+ − h−)|S, thus concluding the third and last
31Again: due to the possible presence of stabilizers, this is not strictly true, but this fact does not alter our conclusions
on H. See below.
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step of our proof. With this goal we replace the formula above into last equation of (60)
to obtain: (
R−1+ +R−1−
)
(Π) = (D2S)
−1DcS(h
+
c − h−c )|S. (66)
This is the equation that Π has to satisfy. Its solution fixes ξ± uniquely through (63) and
subsumes the entire set of equations (60).
For this uniqueness statement to be meaningful, it is important to check that the
operator (R−1+ + R−1− ) is invertible. That this is the case follows from the R± being a
positive self-adjoint operator, and from the relative sign appearing on the left-hand-side
of (66) – a consequence of the sign in (64).
To show that the generalized Dirichlet-to-Neumann operators R± are self-adjoint and
have positive spectrum we proceed as follows. Consider again ζu 6= 0 to be the unique
solution to the problem D2ζu = 0 in the bulk and (ζu)|S = u at the boundary. Then,
for any Lie-algebra valued functions u, v on the boundary, one has (omitting the volume
densities)
0 ≤
∫
Σ+
gijTr(DiζuDjζv) = −
∫
Σ+
Tr(ζuD
2ζv) +
∮
∂Σ
siTr(ζuDiζv)
=
∮
S
Tr(uR+(v)) =
∮
S
Tr(R+(u)v) (67)
Notice that the first step in (67) follows from an integration by parts and the following
identity, valid for any smearing η ∈ C∞(Σ,Lie(G)):
Tr
(
− η ∂iDiζ + gij[Ai, η]Djζ
)
= Tr
(
− η ∂iDiζ − gijη[Ai,Djζ]
)
= Tr
(
− ηD2ζ
)
. (68)
Setting u = v in (67) we obtain positivity:∮
S
Tr(uR+(u)) > 0
Similar manipulations lead to the analogous conclusion for R−.
To summarize, there is a unique choice of ξ± available for the gluing of horizontals
h±. They are found by solving (60), giving a covariant harmonic function with a specific
Neumann boundary condition:
ξ± = ζ±Π(±) with Π =
(
R−1+ +R−1−
)−1 (
(D2S)
−1DcS(h
+
c − h−c )|S
)
(69)
This concludes the argument.
Ambiguities
As we mentioned, the above proof also shows that the only possible kernels correspond
to the reducibility parameters χ± of regionally reducible configurations A˜± := A|Σ± (χ±,
D˜±χ± = 0, is what we identified in the previous sections as “symmetries”). Let us recall
that the existence of these reducibility parameters – and there are at most dim(Lie(G))
of them – depends on the configuration A one is studying. They give rise to a finite
dimensional kernel for R. The ensuing ambiguity arising when trying to invert R can – in
the absence of matter – be fixed arbitrarily, since it does not affect the reconstruction of
H, which depends on Dξ, and not ξ itself.
But we should note there are two possible exceptions to the uniqueness of the gluing:
(i) the presence of stabilizers of the gauge field in conjunction to the presence of matter,
and (ii) a non-trivial topology of Σ. In fact, when the topology is nontrivial, the room for
discrepancy is equivalent to broken cohomology cycles. We will discuss these points after
having further examined in section 4.2 the reconstruction (57) of (ξ+− ξ−)|S subsumed by
equations (53) and (55).
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4.2 Boundary horizontal modes
Two remarks are in order. First of all, as the reconstruction is essentially unique,32 we
conclude that there is no need to add new information, nor degrees of freedom, to be
able to glue regional and horizontal perturbations (at least for trivial topology, but see
section 4.4). The boundary gauge parameter (ξ+ − ξ−)|S can be understood as partially
parametrizing the ignorance of what lies on the other side.
Second, there is a more constructive procedure to deal with the continuity condition
(53) – the condition which implements the fiducial status of the boundaries. This proce-
dure, that we now discuss, can be iteratively applied to the “boundaries of the boundaries”
and so on, opening a door to the discussion of the more general gluing schemes involving
corners that we referred to at the beginning of this section.
In a gauge theory, the space of the pullbacks to S of the fields in Φc defines a new
boundary field space, ΦSc which is isomorphic to the space of gauge fields intrinsic to S.
Moreover, the induced metric on S defines a supermetric GS on ΦSc . From this, one can
define an SdW connection $S,⊥ on ΦSc . Now, thanks to the second of the equations (52),
sihi = 0, the difference between two generic33 horizontal perturbations h± defines, without
any loss of information, a vector field intrinsic to the boundary:
x := ι∗S(h
+ − h−) ∈ Tι∗SAΦSc . (70)
This vector field can be decomposed via $S,⊥ into its horizontal and vertical parts within
ΦSc :
x = hS + DSξ (71)
Given equations (70) and (71), then it becomes clear that the continuity condition for a
fiducial boundary, (55), is equivalent to demanding that x has no horizontal component,
i.e. hS = 0 (in which case, of course, the ξ’s of (71) and (53) are identified).
From these simple observations, we conclude that S can be considered a fiducial bound-
ary if and only if x is purely boundary-vertical, that is a smooth global and horizontal H
exists only if x = $]S,⊥(x). In such a case, this last equation is only a more formal way to
write (55), with (ξ+ − ξ−)|S = −$S,⊥(x) being a rewriting of (57).
Summarizing, we showed that, under the assumption that the h± satisfy conditions
(52) and (53) – in which case there are no horizontal modes intrinsic to the boundary itself
– and for non-reducible configurations, we can construct a unique global horizontal field
from gluing, namely H. This global field depends solely on h±, and yet generically does
not restrict to h± in each region (unless ξ± ≡ 0).
This says that whenever regional horizontal perturbations are even in principle “glu-
able”, they will fully determine the manner in which they can be glued. If they cannot be
glued, then there is no corresponding smooth global horizontal perturbation that treats the
boundary as fiducial. In this case, gauge invariant quantities, such as the electromagnetic
field, have to be non-continuous at the boundary. In electromagnetism this corresponds
to a non-vanishing boundary density of charge or current: in other words, the boundary
has to be physically determined by a physical perturbation, that can be unambiguously
identified.
In conjunction with the gluing results, the intrinsic nature of the difference between
regional horizontals, as expressed in (70), bears an interesting possibility. To see it, note
that if S itself had corners, i.e. if it was subdivided into regions S± sharing a boundary, we
could have repeated the same treatment for two possible horizontal differences, h+S − h−S ,
32 Even at reducible configurations in the presence of matter, the ambiguity is at most finite dimensional and therefore
it also cannot correspond to the presence of new boundary degrees of freedom.
33I.e. that do not have to satisfy the continuity condition (53).
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themselves arising from the difference of horizontals one level up, as expressed in (71). I.e.
given boundaries of boundaries, etc, termed Σn (e.g. Σ = Σ0, S = Σ1), up to the exact
terms DΣn+1ξ used for gluing, we can repeat the treatment we have here developed for the
descending horizontal differences, h+Σn − h−Σn . This procedure suggests an accompanying
chain of descent for h and d, which we plan to explore in the future.
4.3 Gluing with matter
In the presence of matter, gluing is more subtle. Let us first introduce some notation. Let
h± = h±A + h
±
ψ and H = HA + Hψ, where
HA = (h
+
A + Dξ
+)Θ+ + (h
−
A + Dξ
−)Θ−
Hψ = (h
+
ψ − ξ+ψ)Θ+ + (h−ψ + ξ−ψ)Θ−
. (72)
Here, we are implicitly using the SdW connection to assess horizontality. It is important to
note that the matter horizontal components h±ψ are then, in a sense, parasitic on the gauge-
field: they are just the corrected velocity of the matter sector, by the vertical displacement
of the gauge sector, namely, hψ = Xψ −$(XA)Xψ; they need not satisfy equations of their
own.
Then, H (and h±) is horizontal (regionally horizontal, respectively) if and only if HA
(h±A) is. This means in particular that the above procedure aimed at the determination
of ξ± is completely insensitive to the presence of matter, and can be applied in the same
way. The hypothesis of continuity of the original global perturbation X = XA+Xψ ensures
that the same ξ± needed to glue one field will work for the other as well.
Now, this all works seamlessly, unless either one of the regional configuration of the
gauge potential, i.e. A±, admits a stabilizer: then, the reconstruction of the corresponding
ξ± will be ambiguous in a way that will generically34 affect the matter fields in a nontriv-
ial way (recall that these ambiguities have no effect on the reconstruction of the global
horizontal gauge potential).
Let us suppose, for definiteness, that only the regional configuration A˜+ = A|Σ+ is
reducible by a single reducibility parameter χ+, while A− = A|Σ− is not. Generalizations
are straightforward. Then, we face two distinct possibilities: either χ+ stabilizes ψ+ :=
ψ|Σ+ at the boundary – that is χ+ψ+|S = 0 – or it does not.
In the first case, which can materialize e.g. if ψ+ vanishes there, gluing of the two
perturbations h± is still possible but will give rise to physically distinct global perturba-
tions. To see this, we explicitly parametrize the 1-parameter family of solutions for ξ+,
by choosing an origin ξ+o and writing the general solution in the following way (where r
depends on the charge group)
ξ+r := ξ
+
o + rχ
+ r ∈ R or C. (73)
Then, the corresponding global horizontal perturbations Hr = HrA + H
r
ψ are given by
HrA ≡ HoA and Hrψ = Hoψ − rχ+ψΘ+. (74)
Each of the Hr for different r is horizontal – hence physical, according to our identification
– but distinct (unless the even more restrictive condition is given that χ+ stabilizes ψ+
34This is always the case in QED, where we can always add constants c± to the reconstructed ξ± and where a constant
phase shift will affect the Dirac fermions, unless they vanish. In a non-Abelian theory, the zoology is more complicated,
and will depend on the gauge group as well as the type of matter fields (fundamental, adjoint, etc).
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throughout Σ+). This setup formalizes ’t Hooft’s beam splitter thought experiment [34],
and can be used to provide a concrete example for the considerations of Wallace and
Greaves, characterizing “symmetries with direct empirical significance” [35]. We plan to
investigate this setup in more detail in the future.
The second case, on the other hand, allows us to glue the two perturbations together
if and only if we can find an r such that
ξ+r ψ|S = ξ
−ψ|S. (75)
With the continuity hypothesis for the original global field perturbation X = XA+Xψ, this
equation would then fix the global ambiguity.
These compatibility requirements between χ+ and ψ+ could be further formalized in
terms of the kernel of the Higgs functional connection introduced in [7]. We refer the
reader to this reference for further details and considerations.
In the following, we will put aside the more subtle case of gluing reducible configurations
in the presence of matter, and focus on the generic case only.
4.4 Example: 1 dimensional gluing and the emergence of topological modes
In this section we work out a simple example, implementing the gluing of 1-dimensional
intervals. Two cases are given: two closed intervals are glued into a larger closed interval,
and one closed interval is glued on itself to form a circle. This second case falls outside
the topologically trivial setup we adopted for the rest of the paper. Nonetheless, this case
allows us to easily discuss, without introducing a host of new technologies, the emergence of
new global (or “topological”) degrees of freedom associated to the non trivial cohomology
of the circle.
Gluing into an interval
Let us start by considering two closed intervals I+ = [0, 1] and I− = [−1, 0], that we
shall glue together to form a new closed interval I = [−1, 1]. We shall see that, since on
the interval the gauge potential must be pure gauge, the regional horizontal perturbations
must vanish – a fact consistently encoded by our gluing formula. Although somewhat
trivial, this example helps us set the stage for the gluing into a circle.
We first characterize the 1-dimensional gauge fields and their horizontal perturbations.
One dimensional gauge fields are always locally pure gauge,
A± = g−1± dg± (76)
for g+(x) = Pexp
∫ x
0
A on I+ and similarly on I−, where we choose g− such that g−(0) = 1
too (x = 0 is where the gluing takes place). Since in one dimension s ·h|S = 0 implies h|S =
0, SdW-horizontal perturbations h± in I±, according to (52) must satisfy the equations
D±h± = 0 and h±|∂I± = 0, (77)
which can be rewritten in terms of h˜± := g±h±g−1± as ∂h˜
± = 0 and h˜±|∂I± = 0. Now, these
equations can be solved to give h˜± = 0 and hence
h± = 0. (78)
This is solely an immediate consequence of the pure gauge character of all 1-dimensional
configurations, and therefore all perturbations over topologically trivial regions must be
purely vertical.
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At this point we can move on and analyze the gluing. Again, the global horizontal
vector is denoted by
H = (h+ + Dξ+)Θ+ + (h
− + Dξ−)Θ− (79)
as in (54). The relevant equations for gluing arise as in (60), with a couple of new features:
(i) there is no analogue of the last equation of (60); hi has only one component that is
transverse to the zero-dimensional gluing surface S, and (ii) since the total horizontal
vector has two endpoint boundaries, we have to add one equation per global boundary of
the interval I = [−1, 1].
Thus, here the smoothness and horizontality of H imply the following conditions on ξ±:
D2ξ± = 0 in I±
D (ξ+ − ξ−) = 0 at ∂I+ ∩ ∂I− = {0}
Dξ± = 0 at ∂I = {±1}
(80)
Now, again, by defining ξ˜± := g±ξ±g−1± , we can turn the covariant derivatives into ordinary
ones. This allows us to readily solve these equations. In fact, the bulk equations (the first
of (80)) tell us that
ξ˜± = ±Π˜±x+ χ˜±, (81)
where χ˜± are constant functions valued in Lie(G) corresponding to two arbitrary reducibil-
ity parameters of the vanishing configuration A˜± = 0. This is a concrete example of the
discussion in the previous section.
Now, the second equation of (80) sets Π˜+ = −Π˜−, and the third one sets them equal
to zero. Since χ˜± don’t affect the value of the regional horizontal fields, we hence conclude
that in this case the unique solution to the gluing problem at hand is ξ± = 0 which readily
leads to H = 0, consistently with the general regional result (78). This concludes the
gluing of two closed intervals, I±, into a larger one, I = [−1, 1].
Gluing into circle
We now move on to the second case, where one interval, I = [−pi, pi] 3 φ, has its ends
glued to form a unit circle. To keep the two cases notationally distinct, we have denoted
an element of the circle by φ, as opposed to x of the interval in the previous case. This
case requires a little more care.
The idea is to split I into two intervals which overlap around φ = 0, e.g. on the
interval U := (−, ). I.e. let I− = [−pi, ) and I+ = (−, pi], so that we can glue at
φ = ±pi according to the procedures of the above section, while matching the overlap of
charts around φ = 0 to close the interval into a circle.
This allows us to separate the problem of gluing from the problem of covering the
circle. The latter is accomplished by overlapping open charts, with transition functions
which appropriately match the gauge configuration.
Let us start by analyzing the background configuration A± on I±. We assume, as in
the previous sections, that the configurations A± join smoothly at φ = ±pi.35
As above, A± are pure gauge, i.e. A± = g−1± dg± with g+(pi) = g−(−pi). On the
other hand, on U, the configurations A
± do not have to be equal; they need only be
related by the action of a gauge transformation f , the transition function. Since we are in
1-dimension, this does not constitute a restriction; one simply has f = g−1− g+.
Now, we move on to consider the horizontal perturbations. We shall find that the
relevant horizontality equations for h± involve boundary conditions only at φ = ±pi, and
35It would be more appropriate to introduce new coordinates to glue at a specific value of the coordinate. We persist
in this slightly sloppier, but more compact, language, merely flagging the possibility of confusion.
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the one for H does not involve boundary conditions at all. In particular no boundary
conditions are imposed at the open-extrema of the intervals I±. This is not because the
intervals are open, but rather because those boundaries do not exist for the global H : they
are just artificial boundaries of the charts used to describe the circle. For this reason, the
SdW inner product through which horizontality is defined does not see them. But let us
show this more constructively.
We start from the observation that on the overlap region U, generic perturbations X±
must be gauge related through X+ = AdfX−. This means that there is no difficulty nor
ambiguity in the patching (using the appropriate partitions of unity over U) of the SdW
inner products over I+ and I− to obtain an inner product over I between two perturbations
X± and Y± satisfying the overlap condition we have just described. Recalling that SdW-
horizontality is the requirement of being orthogonal with respect to the SdW supermetric
to any purely vertical vector, we hence see that the horizontality condition for H does not
involve boundary conditions at the non-glued boundaries of I±, i.e. at φ = ±. Of course,
this was an expected result from the closed nature of the manifold on which H resides.
Focusing now on horizontal perturbations, it is easy to see that this discussion doesn’t
change the fact that h± = 0, since the manifold on which they reside still has boundaries
at φ = ±pi. Note moreover that h± = 0 implies that their matching on U is automatic.
However, this discussion leads us to a horizontality condition for H that is distinct from
the one found for the gluing into an interval (80). Indeed, in the present case, we find{
D2ξ± = 0 in I±
D (ξ+ − ξ−) = 0 at φ = ±pi (82)
with no extra conditions at φ = ±. Hence, it is readily clear that the solution for ξ± is
here much less restrictive than it was in the closed interval case considered above: in this
case we find that
ξ± = g−1± (Π˜φ+ χ˜
±)g±. (83)
with the same, possibly non-vanishing, Π˜, and therefore
H = g−1± Π˜g±. (84)
As for the background, matching the perturbed configurations in U comes at no cost (since
h± = 0).
In summary, we see that the gluing procedure has no unique solution in this case, as a
consequence of the absence of a second “outer” boundary for the interval (which is glued
into a circle). The second outer boundary is instead replaced by the chart matching.36 We
thus obtain a one-parameter family of solutions parametrized by an element Π˜ ∈ Lie(G).
This element constitutes the perturbation of the Wilson-loop observable around the circle
(Aharonov-Bohm phase), which is precisely the unique physical degree of freedom present
there. The existence of this new topological mode is of course related to the non-trivial
homological properties of the circle. Also note that in our formalism this topological mode
arises automatically and originates solely from the interplay between gauge and topology.
36 The decoupling of chart transitioning and horizontal gluing can be made into a more general feature. For instance,
had we wished to cut up the circle into three segments, we would divide the interval [0, 2pi] into three sets, I1 =
[0, 2pi/3], I2 = [2pi/3, 4pi/3], I3 = [4pi/3, 2pi], with hi ∈ Ii. Then we can cover the circle with three charts U1,2,3, given
in larger, but largely overlapping, domains: D1 = [0, 4pi/3], D2 = [pi/3, 2pi], D3 = [4pi/3, pi/3]. Then h1 and h2 glue
entirely within the U1 chart domain D1; h2 and h3 similarly glue in D2; and h3,h1 glue in D3. In this way, one
decouples the chart matching from the horizontal gluing; we can cyclically glue all hi’s first and find the appropriate
chart transition later, independently. In that case, it is the cyclicity of the equations that yields one less condition.
This type of concatenating construction can be extended to higher dimensional manifolds.
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As a closing remark we point out that in the absence of charged matter, this topological
mode must be conjugated to the electric field present on the interval and detectable at
the boundary of I. The detailed relationship between the two on topologically non-trivial
domains requires an extension of the results of section 3 (and 3.3 in particular) and is left
for future work.
5 Conclusions
There were main themes to previous work [5–9] on the functional connection form. Namely:
(i) that it provides a regional decomposition of field perturbations into physical and gauge,
(ii) that it identifies gauge-invariant, regional charges without the need for gauge-fixing,
(iii) that it provides a straightforward notion of gluing, and (iv) that it provides a general
and unifying notion of dressing (see appendix B).
After reviewing the basic technology of the framework in section 2, this paper advanced
two main innovations: (1 ) as most of the previous work thus far was pursued in the
Euclidean covariant context, we here expanded the results of [7] to the D+1 decomposition,
with the goal of properly accounting for time evolution; (2 ) whereas in previous work
gluing was treated at an abstract level, here we derived the explicit formulae dictating its
behaviour. The novelty of the paper therefore lies in sections 3 and 4, treating points 1
and 2 above, respectively.
The SdW-connection and symplectic geometry in configuration space
Regarding the first innovation, in treating the D+1 properties of the framework, we found
that the choice of the Singer-DeWitt connection, argued to be naturally inherited from
the Lagrangian of the theories in question, has another useful property: the associated
symplectic form is the only one to split the purely radiative modes from the instantaneous
ones determined by the Gauss law. In other words, the special property of the SdW $⊥ we
found in the present paper is the separation between Coulombic and radiative contributions
to the symplectic form. This newly found property strengthens our argument for themes
(i) and (ii), above.
Indeed, the horizontal-vertical decomposition as implemented by the SdW connection
matches the Helmholtz decomposition of vector fields in the Abelian case, but it provides
a natural field-dependent generalization thereof in the non-Abelian case, and it reveals
this standard decomposition as just one incarnation of a richer geometrical structure on
configuration space. Moreover, even in the Abelian case, we are unaware of previous
literature describing the consistent gluing of the Helmholtz decomposition – a project we
undertook in section 4 – and the relationship of the decomposition to Noether charges –
which we covered in section 3.
However, as the saying goes, there is no free lunch: our constructions and results come
at a price. In the Euclidean picture, everything is manifestly covariant, and the price to
pay is the arbitrariness in the choice of a functional connection where none37 is canonically
given. In configuration space, on the other hand, the SdW connection we discussed in this
article is canonically selected by its compatibility relation with the symplectic potential
– a compatibility rooted in the fact that both of them spur from the kinetic supermetric
on configuration space. The price to pay, in this case, is the manifest breaking of Lorentz
symmetry, i.e. the canonical SdW connection we construct is anchored on a specific choice
of foliation. This tie between gauge and Lorentz symmetry is reminiscent of [38,39].
37Even if a covariant analogue of the SdW connection introduced here could be argued more natural also in that
context.
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In describing the gained properties of the horizontal symplectic potential and gen-
erators, we also stressed the importance of considering field-dependent transformations.
Why should gauge transformations be field-independent? If one is committed to the view
that gauge is solely descriptive redundancy, we see no reason. In fact, in the absence of
boundaries, nothing is gained or lost by this extension. On the other hand, incorporating
field-dependent transformations serves as a great diagnostic tool for many of the problems
besetting the formulation of symplectic charges and generators in bounded regions. It also
further explains the efficacy of the functional connection-form in dealing with all of these
issues.
It is worthwhile to note a disparity between the emergence of the boundary terms here
and in [11]. Indulging in a slight abuse of nomenclature, here our boundary terms arise as
a by-product of the complete split of “Coulombic” and “radiative” modes. The radiative
part is completely gauge-invariant, but θ is as it was: still gauge-variant. In [11], no such
split is performed; an extra contribution to the boundary degrees of freedom is posited to
render a modified symplectic potential gauge invariant.
In our case, there is a parallel with reduction processes in gauge theories, which proceed
in two steps: (a) solve the constraints, (b) reduce. These steps correspond to solving the
constraint and then removing ϕ from θ in (13). This parallel can be gleaned as underlying
section 3.3.
The following list summarizes the meaning and gluing properties of quasilocal physical
degrees of freedom we found in this paper. More specifically, it summarizes the standing of
relations between the SdW choice of connection and boundary/bulk information necessary
for gluing, with a focus on the role of the Coulombic component ϕ⊥:
1. Off-shell of the Gauss constraint, ϕ⊥ is an independent variable, unrelated to the
matter content or the boundary-local electric flux ES = s
iEi. It is only isolated
by the geometric horizontality/verticality construction. If ϕ is dropped from the
description at this level, i.e. off-shell of the Gauss constraint, information is lost,
both locally and globally.
2. On-shell of the Gauss constraint: ϕ⊥ is determined by the regional matter content and
Es. The latter ingredient summarizes the relevant nonlocal information coming from
the outside of the region of interest. If there is no outside, there is no Es. Similarly, if
there is no outside, the ϕ⊥ piece to the presymplectic potential automatically drops
out.38 Therefore, θV = θ− θ⊥ can be seen as encoding the (presymplectic) pairing of
the information from the outside of the region, i.e. Es, with the pure gauge piece of
δA, i.e. $(δA). These statements are not automatic; they are achieved by using the
SdW connection. They also support the idea that the significance of gauge lies in the
coupling of subsystems [40].
3. On-shell of the Gauss constraint, in both the regional and the global cases, ϕ⊥ is just
re-evaluated at every step and in every region, in terms of the regional Es and matter
content. In this sense, gluing regional information requires only the knowledge of the
regional horizontal modes.
The SdW-connection and gluing
Moving to the second part of this work, in section 4, we extended the work on gluing
of [7]. We showed here for the first time that – in topologically-trivial domains – regional,
or quasi-local horizontal perturbations contain the necessary and sufficient information for
gluing into a global, smooth, and purely horizontal mode, if and only if the perturbations
38In both bounded and closed cases, θ⊥ is gauge invariant and solely expressed in terms of horizontal quantities (this
morally corresponds to θ⊥ being symplectic rather than presymplectic).
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do not introduce any currents intrinsic to the boundary, i.e. if and only if the boundary
is and remains fiducial. This is in contrast to the wide-spread belief that extra data is
always necessary at the boundary [11–13].
Gluing requires an adjustment of each regional horizontal perturbation, so that the
joined field is smooth and itself horizontal. The adjustment is along the gauge direction in
each region, and is only licensed because we are neither gauge-fixing nor quotienting the
gauge degrees of freedom from the theory, therefore each regional horizontal field can still
be acted on by gauge transformations. We further discuss the relation between gauge-fixing
and the connection-form in appendix B.
In topologically trivial domains, the appropriate regional gauge transformations used
for gluing are unique; they are given by a closed exact formula exploiting the properties of
the Dirichlet-to-Neumann operator (but again, we impose no particular boundary condi-
tions on the underlying fields). Moreover, the vertical adjustments are explicit functionals
of the mismatch between the original regional horizontals at the common boundary. The
role of horizontal modes intrinsic to the boundary was considered in section 4.2, but much
remains to be done. In particular, it seems that a chain of descent could apply for bound-
aries of boundaries, etc. We expect it to be useful when discussing more complex patterns
of gluings, especially into global domains with non-trivial cohomology.
Importantly, non-trivial cohomological cycles give rise to ambiguities in the gluing
procedure, which we review below. Another type of ambiguity arises from the presence of
stabilizers of the fields. This latter ambiguity is irrelevant in the absence of matter, and is
independent of the topology; we studied it in section 4.3. It gives rise to the possibility of
symmetries with “direct empirical significance” [35] which we plan to study in an upcoming
paper.
In the topologically non-trivial case, we found that cohomology cycles can be encoded
in the underdetermination of the global horizontal modes from the regional ones. In a
simple 1-dimensional example, we showed that precisely the global Aharonov-Bohm mode
arises in this space. This provides the concrete mechanism within our framework through
which regional pure-gauge modes can surge to physical status in the presence of a non-
trivial cohomology. Such modes would of course always be finite in number. We conjecture
that the entire difference between regional and global modes arises thus; from non-trivial
cohomology, and can also be recovered from our gluing procedure. In the general case, we
expect that a central role in this reconstruction procedure will be played by the descent
chain of SdW connections discussed above.
Finally, we observe that the operator (R−1+ + R−1− ) coincides, in the Abelian case,
with the operator featuring in the BFK formula for the composition of (zeta-regularized)
functional determinants of Laplacians [29, 30]. Following the considerations of [31], this
suggests that the present construction should be relevant for the calculation of the entan-
glement entropy in gauge theories – where fiducial boundaries are crucial, but not easily
implementable in previous set-ups (see e.g. the “brick wall” of [32,33]).
We leave a complete study of the descent chain, of the gluing into topologically non-
trivial domains, of entanglement entropy, and of a generalization of all these to general
relativity and diffeomorphism symmetry (see [5, 41]) to future work.
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A Time dependent gauge transformations
To properly understand time dependent gauge transformations and the role of the term
$(v) appearing in A0, we need to clarify the geometrical meaning of the quantities ap-
pearing in the relevant equations.
First of all, ϕ has to be included in Φ, giving rise to Φ′ = Φ⊗{ϕ}. The extent to which
ϕ is fully constrained and drops from the horizontal symplectic structure is explained in
section 3.3.
Then, it is important to appreciate that the infinitesimal gauge transformations δξAi,
δξA˙i and δξA0, have to be understood as field-space Lie derivatives of functionals on Φ
along the vertical vector field ξ]. This vertical vector field can be both field dependent,
dξ 6= 0, and time dependent, ∂tξ 6= 0. We reserve the partial derivative for the derivative
of ξ at some fixed point in Φ.
Given an evolution flow d
dt
in configuration space, the function A˙i is understood to be
the total derivative of Ai (understood as a coordinate function on Φ
′) along this flow:
A˙i :=
d
dt
Ai. (85)
This function, constitutes the components of the configuration-space “velocity” field
v =
∫ √
g
( d
dt
Aαi
)
(x)
δ
δAαi (x)
. (86)
where (hereafter, v(ξ) := ivdξ)
ξ˙ := ∂tξ + v(ξ) (87)
With this, it is immediate to compute
δξA˙i := Lξ]
d
dt
Ai =
d
dt
(Diξ) = ∂iξ˙ + [A˙i, ξ] + [Ai, ξ˙] = Diξ˙ + [A˙i, ξ]. (88)
Notice that this the derivative along ξ] of the function A˙i, and not the component of
39
Lξ]v ≡ Jξ], vK, which instead is equal to
Jξ], vK = ∫ √g (ξ](A˙αi )− v(Diξ)α)(x) δδAαi (x) = (ξ˙)] − v(ξ)], (89)
where we used (88) for ξ](A˙i) = δξA˙i, as well as
v(Diξ) = v(∂iξ + [Ai, ξ]) = [A˙i, ξ] + Div(ξ). (90)
From the definition (9) of A0 as
A0 := ϕ+$(v) with Lξ]ϕ := [ϕ, ξ], (91)
the defining properties (4) of $ – i.e. $(ξ]) = ξ and Lξ]$ = [$, ξ] + dξ, – as well as the
above identities, it readily follows that
δξA0 = Lξ]ϕ+ (Lξ]$)(v) +$(Jξ], vK)
= [ϕ, ξ] + [$(v), ξ] + v(ξ) +$((ξ˙)] − v(ξ)])
= [ϕ+$(v), ξ] + ξ˙ = D0ξ. (92)
39Here, J·, ·K denotes the Lie bracket between vector fields in TΦ.
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Finally, we prove that these transformations combine to give the expected transforma-
tion property to Ei = A˙i −Di$(v):
δξEi =
d
dt
(Diξ)−
(
[δξAi, $(v)] + Di(Lξ]$)(v) + Di$(Jξ], vK))
=
(
Diξ˙ + [A˙i, ξ]
)
+
−
(
[Diξ,$(v)] + Di([$(v), ξ] + v(ξ)) + Di$((ξ˙)
] − v(ξ)])
)
= [A˙i, ξ]− [Di$(v), ξ]) = [Ei, ξ] (93)
where we used the projection property (4) of $, i.e. $(η]) = η for any Lie-algebra valued
η.
To avoid confusions, we re-iterate that δξEi = Lξ]Ei is (very!) different from Lξ]E =Jξ],EK. Indeed, a short computation shows that Jξ],EK = −E(ξ)], where E(ξ) stands for
the functional derivative of ξ along E. Both Lξ]Ei and Jξ],EK are Lie-derivative along ξ],
but the first is the Lie derivative of a function on Φ, while the second is the Lie derivative
of a vector field on TΦ.
We conclude this appendix by noticing that equation (92) shows the announced re-
sult that A0 has automatically the correct transformation properties once we assume that
ϕ transforms in the adjoint representation: the burden of instilling A0 with its typical
non-homogenous transformation property under time- (and field-)dependent gauge trans-
foramtions is fully carried by the term built out of $.
B Relation to gauge-fixing and dressings
As mentioned in section 3.2, in the Abelian case, given an initial configuration, we can
“extend” the horizontal decomposition from the infinitesimal X ∈ TAΦc to the full field
configuration, Ai.
Such an extension suggests a parallel between the SdW connection and Dirac’s notion
of dressing – but crucial differences between the two exist and should not be neglected.
Roughly, Dirac’s idea consists of introducing a gauge-invariant version of the electron field
by “dressing” the bare electron field through a nonlocal cloud of photons in the form of a
field-dependent “gauge transformation”,
ψ̂(x) := eie
∫ dy
4pi
∂iAi(y)
|x−y| ψ(x). (94)
Being gauge invariant, this operator can be associated to a “physical” electron. The
specific form of the dressing was chosen so that the associated operator acting on the
vacuum creates not only the electron at x, but also its electrostatic field throughout space.
Now, the analogy with $⊥ is the following: taking Σ to be R3 and ignoring boundary
conditions, the dressing factor on top of the exponential is nothing but ∆−1∂iAi, which
means that [6]
δψ̂ = eie
∫ dy
4pi
(∂iAi)(y)
|x−y| δH,⊥ψ where δH,⊥ψ := δψ +$⊥ψ, (95)
Similarly, by dressing the photon field by the same field-dependent gauge transformation,
one readily obtains the gauge-fixed transverse photon field Â and an analogous relation
between δÂ and δH,⊥A.
This relation between horizontal perturbations and dressings is intriguing, but should
not be taken too literally.
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First, using the functional connection does not correspond to performing a gauge-fixing:
vertical motions in configuration space are still allowed and can actually be assessed – and
possibly factored out – through the use of the connection form. In particular, through
$, it is possible to define a configuration-space analogue of the Aharonov-Bohm phase,
which would be instead completely lost in a gauge-fixed description. Treatments like
the one of [36] seem to suggest that this might be the correct language to geometrically
capture the memory effects revived by Strominger and collaborators (see the discussion of
“historical dressings” of [7]).
Such a distinction between a horizontal/vertical split and a gauge-fixing becomes vivid
in the Hamiltonian case. There, a gauge-fixing requires the introduction of second class
constraints. If conjugate variables are used to eliminate this set of second-class constraints,
nothing is left to harmonize between different regions, and the work done in section 4 would
not have been possible.
Second, this simple relation between dressings and $⊥ is lost in the non-Abelian case.
In fact, the proper generalization of the dressing factor to non-Abelian gauge theories
involves the construction of Wilson-lines along paths in configuration space that link a ref-
erence field configuration, A?i , to the configuration to be “dressed”, Ai. This construction
is non-local in configuration space. In the Abelian case, the role of this field-space nonlo-
cality is lost for two reasons: the flatness of the Abelian $⊥ makes the path dependence
irrelevant, while the “standard” choice A?i = 0 hides the (crucial) dependence of “dress-
ings” on a reference configuration. Dressings as field-space Wilson-lines for $ are related
to other constructions present in the literature, e.g. the Gribov-Zwanziger framework and
the Vilkovisky-DeWitt geometric effective action. We refer to [7] for a more thorough
analysis (see also [37]).
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