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Linear filtering in the presence of contraints is viewed as a multistage 
process. This appeoach gives some new results and leads to a simple building 
block method for the constrained filter. 
1. INTRODUCTION 
A problem of linear filtering with constraints is considered. This problem 
has been considered previously [I] by extending the basic Kalman-Bucy 
filtering theory to constrained spaces. No specific method of determining 
the Lagrange multiplierIs has been mentioned in [l] and the solution has to 
be determined by guessing the values of these functions. In this paper a 
simpler and different approach is suggested. This approach is valid for a larger 
class of constrained problems. The linear constrained optimal estimate is 
shown to be linear transformation of the Kalman filter and a simple method of 
determining exactly the Lagrange multipliers is given. Thus, in order to 
determine the constrained estimate, one finds the unconstrained Kalman- 
Bucy estimate in the first stage and then one makes the optimum transforma- 
tion satisfying the constraint in the next stage. 
2. THE PROBLEM 
Given a vector random process x(t), generated by the model, 
f(t) = F(t) x(t) + G(t) u(t), 
where the dot implies the derivative with respect to t. 
The observed signal is, 
z(t) = H(t) x(t) + v(t). 
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In the above equations, u(t) and o(t) represent gaussian white noise processes 
with zero means and covariance matrices given by, 
cov[u(t), u(s)] = Q(f) S(t - s), (3) 
cov[w(t), w(s)] = R(f) S(t - s), (4) 
cov[u(t), w(s)] = 0 (5) 
for all t, s. The vectors X, u, z’ and z are assumed to be (n x l), (p x I), 
(I x I), and (Y x l), respectively. The matrices F, G, and H are (n x n), 
(rz x p), and (n x Y), respectively. The matrices Q and R are assumed to be 
symmetric and continuously differentiable and of dimension (p x p) and 
(r X r) respectively. 
Given z(s) in the interval 0 < s < t, the problem is to find an estimate y(t) 
of x(t) of the form, 
y(t) = Jot Al(t, s) z(s) ds (6) 
such that E[(x - y)r (X - y)] is minimized subject to the constraints that 
E[y,2] < a,2(t), i = I,..., n, where ai” are specified functions. 
3. THE SOLUTION 
For the above problem, in the absence of any constraints, the optimal 
linear estimate is given by the Kalman-Bucy filter. Let w(t) represent the 
optimal unconstrained estimate and let y(t) represent the optimal constrained 
estimate. Clearly, 
r(t) = 4% whenever qwiw < %V)l i = l,..., n. 
Since y and w are both linear estimates of x, we must have 
~(0 = s,’ W, 4 4s) ds, t > 0, 
where C is an (n x n) matrix. From (l), 
C(t, s) = IS(t - s), if -@%v)l < $Y% i=zl n ,.**, 
where I is an identity matrix. 
Introduce Lagrange multipliers xi(t), i = l,..., IZ such that: 
(i) Ai(t) = 0, i = I,..., n for all those t when, 
~[YCV)l < %v), 
(ii) hi(t) > 0, otherwise. 
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Define, 
J = Tra&fW - Y> lx - ~17 + 4) (&YY*I - 41 
(7) 
and 
where 
4) A . (8) 
Now the problem is to determine y such that J is minimum, where y is of the 
form given by (2). 
THEOREM 1. If w(t) minimizes Trace{E(x - w) (x - w)q} then, 
y(t) = [I + 4)1-’ w(t) 
minimizes Jgium by (6). 
Proof. From (6), 
J = Trace{E[xxT] - E[yxr] - E[xyT] + E[yyT] + AE[yyT] 
Substituting for y from (2) and rearranging terms we get, 
J[C] = Trace IE[xG] - 1’ C(t, s) E[w(s) x=(t)] ds 
0 
- I t I+(t) w=(s)] Cr(t, s) ds 0 
- 
+ [I + A] s ‘j- t C(t, s) E[w(s) w(s’)]r C(t, s’) ds ds’ - AA/ . 
0 0 
J is viewed as a functional of C and the necessary condition for a minimum is 
given by 
SJ[Cl = 0, 
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where SJ[C] denotes the first variation of J for a small arbitrary variation SC 
of C. Therefore we get 
0 = Sj[C] 
-Trace)--I[ SC@, s) E[w(s) x’(t)] ds - j t E[x(t) w’(s)] SCT(t, s) ds 
0 0 
-I [I + 4 [L’Jo’ w, s) .%44 WV)1 CV, 4 
+ C(t, s) E[w(s) w’(s’)] SC@, s’) ds ds’] 1 . 
Since w(t) is the Kalman-Bucy estimate, we have 
-q[@) - w(t)] wT(4) = 0, for all s < t, 
or 
E[x(t) wT(s)] = E[w(t) w’(s)]. 
Using (11) and (2) in (12) and rearranging terms, we get 
(12) 
0 = Trace 11” ([I + A(t)] E[y(t) wr(s)] - E[w(t) W’(S)]) SP(t, S) ds 
0 
- 1 t SC(t, s) E[w(s) wT(t)] ds + [I + A(t)] 1 t 8C(t, s) E[w(s) J+)] ds/ . 
‘0 0 
Using the facts that for any two matrices X and Y 
and 
Trace(X + Y) = Trace(Y -j- X) 
Trace(Xr) = Trace(X) 
we get 
Trace(AX) = Trace(XA) 
0 = Trace 2 
t s 
t ([I + A(t)] @y(t) ~~($1 - @@) ~~‘(41) WC 4 ds. 0 
Since, 8C is arbitrary, the necessary condition is, 
0 3 [I + A(t)] E[y(t) w’(s)] - E[w(t) w’(s)]. (13) 
Substituting for Y(S) from (2) and rearranging terms, we get 
E[w(t) w’(s)] F.2 [I + A(t)] J t C@, s’) E[w(t) wT(s’)] dd. (14) 
0 
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C(t, s) = [I + A(t)]-’ qt - s). 
Substituting (15) in (2) we get 
(15) 
y(t) = [I + /I(t)]-’ w(t). (16) 
Validation 
Now we must show that y given by (16) indeed minimizes J given by (10). 
Substituting for y from (16) in (10) and rearranging terms we get 
J = Trace{E[xxr - (I + /1)-l XZL~~ - (I + rl)-l wxT 
+ (I + A)-1 WWT] - AA}, (17) 
J= Trace((1 + (1)-l E[(x - w) (x - w)‘] + [I -(I + A)-‘] E[xxr] - AA). 
The above quantity ] is minimum when w is the conditional mean of x, 
which is true since we have chosen w to be the output of the Kalman-Bucy 
filter [2]. Therefore, y given by (16) is the minimum constrained estimate. 
This completes the proof of the stated theorem. 
From the above theorem, the filter equations are the usual Kalman- 
Filter [2] equations plus the relations (4), (5), and (16). Thus, 
W)ldt = P’(t) - K(t) fW1 w(t) + G(t) 4th 
K,(t) = P1(t) W(t) R-‘(t), 
dP,(t)/dt = F(t) PI(t) + PI(t)Fr(t) - PI(t) W’(t) R-l(t) N(t) PI(t) 
+ G(t) Q(t) GVh 
(18) 
(19) 
P,(O) = cov[x(O), @VI, 
P1(t) 4 cov[x - w, x - w], 
T,(t) A co+% WI, 
dl;(t)/dt = F(t) T,(t) + T,(t) F=(t) + PI(t) fW) R-l(t) H(t) J’#), 
W) = 0, 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
r(t) = [I+ 4)1-’ 4th 
or 
rim = wi(wr~ + WI; i = I,..., n. P-3 
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From (4), (5), and (6) it is clear that Ai can be obtained by the following 
test: 
(i) if 
(t: E[zQ(t)] < ai2(t)}, hi(t) ZG 0; 
(ii) otherwise find Ai(t) such that (27) 
[ 1 + :&)l’ E[W:(t)] = a,“(t) 
or 
hi(t) = (E[w;(t)]/ai’(t))“’ - 1 = ((T&/ai2)” - 1. 
Therefore, to obtain y(t), Eqs. (18) to (25) are solved in the first stage, to 
obtain w(t). In the second stage, A(t) is obtained as described above and y(t) 
is determined from Eq. (26). Figure 1 shows the optimal filter. 
Kalman Filter 
W(t), T,(t) 
y(t) = w(t) 
I 
cf7 
(I+A)-’ 
I 
i y(t)= [I tAw]-’ w(t) 
STAGE I I STAGE II 
FIGURE 1 
4. DISCUSSION 
1. The method presented here can be extended to cases where different 
types of constraints are imposed, e.g., the constraints on E[jjT]. Thus a 
larger class of linear constrained problems can be considered [I]. 
2. In [l], the authors have obtained directly the filter equations for the 
constrained estimate y in terms of A which are solvable only when Xi are 
known, No method of determining hi is mentioned. Here Xi can be determined 
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exactly and we only have to solve the simpler Kalman filtering equations. 
However, the filter equations for y can be obtained by substituting for w 
from Eq. (3.16) in the Eqs. (3.18) to (3.25). 
Defining, 
P(t) = covp - y, x - y], T(t) = COV[Y, rl
and using (17), (21), (27), and (28) we get 
P(t) = Pl(O + 4) [I + ml-’ T,(t) [I + 4t)J-’ A(t), 
T(t) = [I + A(t)]-’ T,(t) [I + 4tll-‘9 
Kl(t) = (P - ATA) H=R-l. 
Differentiating (3.16) with respect to t, using (3.18) and defining, 
K(t) = (I + /1)-l (P - ATA) H=R-’ 
we get, 
(1) 
(2) 
(3) 
(4) 
dyldt = [(I + /1)-l F(I + A) - KH(I + A) - (I + (1)-l (dA/dt)] y + Kz. 
(5) 
Similarly, differentiation of (I) and (2) with respect to t and use of (3.20) and 
(3.24) yields, 
dT/dt = [(I + A)-lF(I + A) - (I + A)-l dA/dt] T(t) 
+ T[(I + A)-lF(I + A) - (I + A)-’ dA/dt]= 
+ (I + A)-l (P - ATA) H=R-lH(P - ATA) (I + /1)-l, 
(6) 
T(0) = 0, 
and 
dP/dt = FP + [F - (I + A)-l F(I + A) + (I + (1)-l dA/dt] TA 
+ PF’ + AT[F - (I + A)-l F(I + A) + (I + A)-’ dA/dt]= 
+ A(1 + A)-l (P - ATA) H=R-lH(P - ATA) (I + A)-l A (7) 
- (P - ATA) H=R-lH(P - ATA) + GQG=, 
P(0) = cov[.r(O), x(O)]. 
Equations (5), (6), and (7) are the same as the Eqs. (13), (14), and (15), 
respectively, in [I]. These equations can be solved only when A(t) is known. 
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Therefore, the functions hi(t) have to be guessed in order to obtain the optimal 
filter equation [l]. However, we do not have to solve these complicated 
equations in our approach and we can solve for A(t) exactly. 
5. AN EXAMPLE 
We consider a scalar filtering problem. Let 
F=-1, G = 1, Q = 10, H= 1, 
l?(t) = e-*t, t > 0, 
E[x2(0)] = 5, EEr”(41 < 2. 
The first stage filtering equations (for the unconstrained estimate) are, 
dw(t)/dt = [- 1 - PI(t) P] w(t) + PI(t) e2%(t); 
dP,(t)/dt = - 2P,(t) - e2”P12(t) + 10, P,(O) = 5; 
dT,(t)/dt = - 2T,(t) + e2tP12(t), T,(O) = 0. 
The multiplier A(t) is obtained in the next stage according to Eqs. (3.27). 
Then, the constrained estimate is given by, 
y(t) = w(t) [l + ~(~)I-‘. 
This example has been considered in [l]. There, A(t) has been assumed of the 
form of a constant plus an exponential. Table I shows the exact values at 
various t. The exact values of P(t) and T(t) are also tabulated. 
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TABLE 1 
t T,(t) P,(t) 4t) T(t) P(t) 
0.00 0.0000 5.0000 0.0000 0.0000 5.0000 
0.05 0.9949 4.0051 0.0000 0.9949 4.0051 
0.10 1.6397 3.3603 0.0000 1.6397 3.3603 
0.15 2.0800 2.9200 0.0198 2.0000 2.9596 
0.25 2.6261 2.3797 0.1459 2.0000 2.6657 
0.50 3.2591 1.7409 0.2765 2.0000 2.2940 
0.75 3.621 I 1.3799 0.3456 2.0000 2.0690 
1 .oo 3.9066 1.0934 0.3976 2.0000 1.8886 
1.25 4.1361 0.8639 0.4381 2.0000 1.7400 
1.50 4.3198 0.6802 0.4697 2.0000 1.6195 
1.75 4.4658 0.5342 0.4943 2.0000 1.5228 
2.0 4.5813 0.4187 0.5135 2.0000 1.4457 
2.50 4.7438 0.2562 0.5401 2.0000 1.3364 
3.00 4.8438 0.1562 0.5562 2.0000 1.2687 
4.00 4.9422 0.0577 0.5720 2.0000 1.2016 
5.00 4.9787 0.0202 0.5778 2.0000 1.1757 
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