Abstract. This second paper on operational calculus is a continuation of Ernst, T. q-Analogues of some operational formulas. Algebras Groups Geom., 2006, 23(4) Padova, 1965, 35, 237-244). A field of fractions for Cigler's multiplication operator (Cigler, J. Operatormethoden für q-Identitäten II, q-Laguerre-Polynome. Monatsh. Math., 1981, 91, 105-117) is used in the computations. The formulas for q-Jacobi polynomials are mostly formal. We find q-orthogonality relations for q-Laguerre, q-Jacobi, and q-Legendre polynomials using q-integration by parts. This q-Legendre polynomial is given here for the first time, we also find its q-difference equations.
INTRODUCTION
The aim of this paper is to present q-calculus as a truly operational subject. Operational formulas were often used with great success in the theory of classical orthogonal polynomials and Bessel functions. The results obtained here are theoretically of certain interest, and also give important other formulas. The present paper is the second one in a series that tries to shed light on the mysteries of the so-called q-analogues of operational formulas; the first one was [25] .
One example of operator is the Rodriguez operator operating on holomorphic functions, this is a generalization of the Rodriguez formula for Laguerre and Jacobi polynomials. This part of mathematics is not very well known, but it has been used extensively by a few experts on special functions, namely Cigler [15] , Carlitz [12] , Al-Salam [3] , Chatterjea [13] , and Jackson [39] . Leonard Carlitz (1907 -1999 was the tutor of Waleed Al-Salam (1926 -1996 at Duke University in 1958. Operational calculus went into the family as also N. A. Al-Salam, the wife of Waleed, published on the subject. Johann Cigler has tutored many students and built up a school in Vienna. His approach is centred around the Gauss q-binomial coefficients. We will show in this paper that this approach has many similarities with the method used by the author. Chatterjea represents the Indian school of q-calculus, which started after Wolfgang Hahn's (1911 Hahn's ( -1998 visit to India in 1959-1961. F. H. Jackson (1870 Jackson ( -1960 was the first to use a so-called q-umbral calculus, which is treated in [23] and [24] .
There are some similar approaches to this formal procedure in the literature. In [14] a parameter augmentation method for a reciprocal of a q-shifted factorial was used to obtain q-summation formulas. In [20] the equivalent approach (by the q-binomial theorem) to use the q-exponential function E q to obtain formulas for q-Laguerre polynomials was used. As Fujiwara [30] showed, the most important property of the Jacobi, Laguerre, and Hermite polynomials is the generalized Rodriguez formula. That is why our treatment will use the Rodriguez formula for Cigler q-Laguerre polynomials (Chapter 2), q-Jacobi polynomials (Chapter 3), and orthogonality (Chapter 4). Here we will introduce a true operational form of q-Legendre polynomials. In [21] the author introduced q-functions of many variables. This treatment will be continued in Chapter 5, where partial q-difference equations will be found.
We will now describe the q-umbral method invented by the author [18] [19] [20] [21] [22] [23] [24] , which also involves the Nalli-Ward-AlSalam (NWA) q-addition and the Jackson-Hahn-Cigler (JHC) q-addition. This method is a mixture of Heine [36] and Gasper and Rahman [31] . The advantages of this method have been summarized in [20, p. 495 ]. 
Definition 1. The power function is defined by q a ≡ e alog(q)
.
. ∈ C denote certain parameters. The variables i, j, k, l, m, n, p, r will denote natural numbers except for certain cases where it will be clear from the context that i will denote the imaginary unit. The symbol ∼ = will denote that an equality is purely formal. The q-analogues of a complex number a and of the factorial function are defined by:
Let the q-shifted factorial be defined by (n = 0, 1, 2, . . .)
The first formula will often be used, the second one is the Watson notation.
Since products of q-shifted factorials occur so often, to simplify them we shall frequently use the more compact notation
Definition 2. Assume that (m, l) = 1, i.e. m and l are relatively prime. The operator 
where q = 0 when p > r + 1, and
We will assume that all a in â; q n have this value in the rest of the paper. Let the Gauss q-binomial coefficient be defined by
and by
for complex α and β when 0 < |q| < 1.
Let the Γ q -function be defined in the unit disk 0 < |q| < 1 by
Here we deviate from the usual convention q < 1, because we want to work with meromorphic functions of several variables. The reason is that the q-analogue of the Euler reflection formula involves the first Jacobi theta function, which by construction is a complex function, not only real [26] . The simple poles of Γ q are located at x = −n ± 2kπi log q , n, k ∈ N. There is also a Γ q -function for q > 1. We have lim q→1 − Γ q (x) = Γ(x) [48] and lim q→1 + Γ q (x) = Γ(x). For q < 1 the residue at x = −n is [31, p. 17] 
We find by L'Hospital's rule that lim q→1 − of this is
Definition 4.
The following notations will sometimes be used:
Variants of the q-derivative were used by Euler and Heine, but a real q-derivative was invented first by Jackson in 1908 .
Theorem 1.1. 
Furthermore, we put
There is a q-addition dual to the NWA. The following polynomial in 3 variables x, y, q originates from Gauss. 
The generalized (noncommutative) NWA q-addition is the function
Definition 7. If |q| > 1, or 0 < |q| < 1 and |z| < |1 − q| −1 , the q-exponential function E q (z) was defined by Jackson [39] in 1904 and by Exton [27] :
We have now defined both Γ q and E q (z), so we can briefly state a result about the order and type of these functions:
[64] For 0 < q < 1 and 1 ≤ Re(x) ≤ 2, Γ q has order 1 and type < 2π. Also E q (z) has order 1. [31, 40] 
Definition 8. In 1910 Jackson redefined the general q-integral
Following Jackson we will put
provided the sum converges absolutely. Here we allow q to be complex, but only real values correspond in the limit q → 1 to ordinary integrals.
In Chapter 4 we will need these two different kinds of q-integrals to treat orthogonality. In both cases the proof of orthogonality will be done by q-integration by parts. Since the proof of q-integration by parts for a finite interval is well known, we will only sketch the proof for a q-integral over [0, ∞]. 
provided that all expressions have a meaning.
Proof. This follows from a straightforward computation. We observe that lim n→+∞ q n = 0 and lim n→−∞ q n = +∞. 
where I denotes the identity operator, and a is an operator.
We will prove many operational formulas in this paper, so we need a designation for the functions to operate upon. This class of function will be called holomorphic. Convergence is not assumed, just as for formal power series. 
CIGLER'S q-LAGUERRE POLYNOMIALS
In this paper we will be working with two different q-Laguerre polynomials. The polynomial L (α) n,q,c (x) was used by Cigler [16] .
n,q (x) is defined as follows:
We will use the following operator operating on H q as a basis for our calculations; the special case α = 0, q = 1 was treated in [3, 1.1] . A related operator was used in [1, p. 4 (2.1)]. Compare [25] .
The q-Gould-Hopper [46, p. 77, 2.4; 3, 3.4] formula looks as follows:
We will now give an alternative explanation of some of the previous operator formulas with the help of a paper by Viskov and Srivastava [62] .
Then these q-operators are all equivalent.
Then these four q-operators are equivalent.
The q-Gould-Hopper formula follows from the equivalence of 7,q and 8,q . All expressions in (40) are equal to 1 x n θ n q,α . As was pointed out in [1, p. 4] , the operator θ q,α is particularly useful in dealing with q-Laguerre polynomials. We find that the q-Laguerre Rodriguez operator to be presented shortly is equal to E 1 q (x) 8,q E q (−x), and we obtain Theorem 2.3. The following equation is a q-analogue of the corr. version of [3, 3.9] 
We immediately obtain a q-analogue of [13, p. 245 ].
Theorem 2. 4 .
Proof. Use the q-Leibniz theorem.
We will now give an operator expression for Ω (α)
n,q and an extension of Khan's q-analogue of this paper [46, p. 79] . It turns out that we obtain an equivalence class of six objects for each element in Carlitz's paper [12] . [12, p. 219] . All the products begin with k = n and end with k = 1.
Theorem 2.5. A q-analogue of Carlitz
Proof. We will use (42) . We only prove the first identity. The five others are proved in a similar way by permutation of the three functions involved in the q-differentiation. We will use [15, (13) , p. 91] in the computations.
Remark 1. This was the first occasion where multiple q-analogues occurred because of the q-Leibniz theorem. We had three functions and got 3 2 q-analogues. Theorem 2.6. A first q-analogue of [12, (4) , p. 219; 13, p. 246] .
Proof.
The following special case of (46) is a q-analogue of [12, (6) , p. 220], see also [46, p. 79] .
The following formula is the first q-analogue of [12, (7), p. 221], the proof is the same. .
Proof. We will use Cigler [15, (13) , p. 91] in the computations.
The following formula is the second q-analogue of [12,
An interesting consequence of (49) is the following q-analogue of [12, (10) , p. 222].
Theorem 2.8.
where we have used [20, 5.29, p. 28] , a q-Taylor formula, and (77) in the last step.
q-JACOBI POLYNOMIALS
We now come to the definition of q-Jacobi polynomials. In the literature there is a very similar so-called little q-Jacobi polynomial. We will however use the original definition, because it leads to a nice Rodriguez formula with corresponding orthogonality. 
Theorem 3.1. lim
The following Rodriguez formula is a q-analogue of [43, p. 192 
Proof. The q-Leibniz formula gives
The interval for x is chosen to make certain infinite products converge, compare [56, p. 300].
Corollary 3.3.
Proof. Same as above. [58, p. 238] . .
Definition 14. The q-Jacobi Rodriguez operator is a q-analogue of Singh
where
is given by one of the following six equivalent expressions.
Proof. We only prove the first identity for Θ (α,β ) k,q . The five others are proved in a similar way by permutation of the three functions involved in the q-differentiation.
The assertion now follows by induction.
The following generalization of (46) 
Lemma 3.7.
Proof. Use (65) and (15).
Theorem 3.8.
The following generalization of (50) .
Lemma 3.11.
Proof. Use (71) and (15).
Theorem 3.12.
Proof. Apply (64) to 1 and use (73). 
Proof. This follows from a q-analogue of [60, p. 220].
The limit to q-Laguerre polynomials for the above equation leads to [20, 6.11, p. 31] . The second of the following equations shows that the operator D q ε −1 keeps the same function argument, while D q does not. This will be important in future applications.
Theorem 3.14. 
Proof. 
In the limit we obtain the following third q-analogue of [12, (7), p. 221].
The following two formulas are q-analogues of Manocha and Sharma [52, (9) , p. 460].
Theorem 3.16.
Theorem 3.17.
Proof. A slight modification of the previous proof.
ORTHOGONALITY
In this chapter we consider orthogonality relations for q-Jacobi, q-Laguerre, and q-Legendre polynomials. The proofs will all use q-integration by parts, a method equivalent to the previously used recurrence technique. The orthogonality relations are all of discrete type, a well-known phenomenon.
Theorem 4.1.
Proof. q-Integration by parts gives
The q-integral can be computed as follows.
The orthogonality for q-Laguerre polynomials has a weight function which consists of x α times a q-exponential function with negative function argument. This q-exponential function can also be written as an inverse q-shifted factorial
We can use the definition of E q (−x) for x < 1 1−q . For larger x we use the inverse q-shifted factorial formula. We now prove an inequality for a q-exponential function. In the recent past, several research papers were published presenting inequalities for various q-functions. In particular, there exist numerous inequalities for the q-gamma function, e.g. [4, 5, 9, 33, 34, 37, 38, 47, 50, 51, 54, 57] .
Theorem 4.2. An inequality for E q (−x).
Proof. Denote
Now
To do the complete proof of the following theorem, we need a formula for a certain q-integral. 
Since the Stieltje moment problem for q-Laguerre polynomials is indeterminate, there are many orthogonality relations. One of these is the following.
Proof. Assume that n ≥ m. q-Integration by parts gives
Finally use the lemma to complete the proof.
The following polynomial is defined by the Rodriguez formula to enable an easy orthogonality relation. q-Legendre polynomials have been given before, but these do not have the same orthogonality range in the limit q → 1 as in the classical case. To be able to treat orthogonality properly, we only consider the Rodriguez formula.
Definition 15. The q-Legendre polynomial is defined by
This implies Theorem 4.5. An explicit combinatorial formula for q-Legendre polynomials:
Proof. We use the following lemma:
Theorem 4.7. For simplicity we put
Orthogonality relation for q-Legendre polynomials:
All terms disappear when n > m.
Theorem 4.8. The q-Legendre polynomials P n,q (x) for small index are solutions of the following q-difference equations:
has the solution f (x, q) = P 1,q (x).
has the solution f (x, q) = P 2,q (x).
(
has the solution f (x, q) = P 3,q (x). 
then
Operate with D n+1 q on this, and use the q-Leibniz theorem to obtain (101).
SYSTEMS OF PARTIAL q-DIFFERENCE EQUATIONS FOR THE q-APPELL AND q-LAURICELLA FUNCTIONS
In 1880 Paul Emile Appell (1855 Appell ( -1930 [8] introduced some 2-variable hypergeometric series now called the Appell functions. They have the following q-analogues [41, 42] . The convergence area in the x 1 x 2 plane is slightly larger than for the corresponding Appell functions. The convergence areas given are those for q = 1. [21, 41] will be used in some of the computations.
In this chapter we are going to find q-difference equations for q-Appell and q-Lauricella functions. So as a preliminary lemma we need the q-difference equations for a 2 φ 1 q-hypergeometric series.
Lemma 5.1. The series 2 φ 1 (a, b; c|q, x) satisfies the q-difference equation due to Heine:
Proof. The q-difference equation can be written
This can be restated as
There is also a third form [59, p. 11] , which is presented for the generalized series
We have put b p = 1, and e k = elementary symmetric polynomial.
Some of the following equations appeared in different form and different notation in [41, p. 79-80] . The partial q-difference equations for the q-Appell functions
are in a corrected form
The proof of (113) goes as follows: Write the first q-Appell function in the form
Then the q-difference equation for the inner sum becomes:
We have
Therefore we get the terms
In the same way we have
This gives us 8 equivalent q-difference equations for Φ 1 , 4 equivalent q-difference equations for Φ 2 , 2 equivalent q-difference equations for Φ 3 and 16 equivalent q-difference equations for Φ 4 . These equations are stated in a different form in [32, p. 299] . The q-difference equation for Φ 1 can be written in the following canonical form, a q-analogue of [53, p. 146] .
The q-difference equation for Φ 2 can be written in the canonical form
The q-difference equation for Φ 3 can be written in the canonical form
The q-difference equation for Φ 4 can be written in the canonical form
The q-difference equation for Φ 1 can be rewritten in the operator form
Another q-difference equation satisfied by Φ 1 is (special thanks to Axel Riese for finding this equation using Mathematica) 
The four q-Lauricella functions are defined by, compare [44, p. 15] Definition 17. 
There are 16 equivalent q-difference equations for Φ
A , 4 equivalent q-difference equations for Φ
B , 16 equivalent q-difference equations for Φ C , will be treated in a subsequent paper.
DISCUSSION
The first discussion of formal computations was Cardan's formula [11] , which led to the complex numbers. Arbogast [10, p. 127] and Fourier regarded symbolic calculus as an elegant way of discovering, expressing, or verifying theorems, rather than as a valid method of proof [49, p. 172] . DeMorgan said that the symbolic algebra method gives a strong presumption of truth, not a method of proof [49, p. 234 ]. As we see, our method works better for q-Laguerre polynomials than for q-Jacobi polynomials. The reason is that the weight function for q-Laguerre polynomials can be made entire. The weight function for q-Jacobi polynomials is however defined only in a small interval.
