The constrained total variation minimization has been developed successfully for image reconstruction in computed tomography. In this paper, the block component averaging and diagonally-relaxed orthogonal projection methods are proposed to incorporate with the total variation minimization in the compressed sensing framework. The convergence of the algorithms under a certain condition is derived. Examples are given to illustrate their convergence behavior and noise performance.
Introduction
The reconstruction of an image from the projection data in tomography by algebraic approaches involves solving a linear system is determined by the scanning geometry and directions, vector the projection data obtained from computed tomograpgy (CT) scan and the unknown vector m b R  n x R  the image to be reconstructed. It is assumed that system (1) is consistent and underdetermined (m < n). So it has infinitely many solutions. We seek for a solution such that it recovers the original image as good as possible. It is an illposed problem. In general, the dimension of x is very large, thus the conventional direct methods are not appropriate. One of classic iterative algorithms is the algebraic reconstruction technique (ART) given by [1] 
where s j is the number of nonzero entries in the jth column of A. The CAV method was further generalized as the Diagonally-Relaxed Orthogonal Projection (DROP) method [5] given by
where w i 's are positive weights. The block versions of these iterative methods were investigated regarding convergence and computations [5] [6] [7] . The theory of compressed sensing [8] [9] [10] has recently shown that signals and images that have sparse representations in some orthonormal basis can be reconstructed at high quality from much less data than what the Nyquist sampling theory [11] requires. In many cases in tomography, a medical image can be approximately modeled to be essentially piecewise constant so its gradients are sparse. The image can then be reconstructed via the total variation minimization [12, 13] . In other words, a two dimensional image F can be reconstructed by solving the following minimization problem,
where | |  is the magnitude of a gradient and the total variation | | TV f of a two dimensional array f i,j is the l 1 -norm of the magnitude of the discrete gradient,
Under the condition that the gradients are sparse enough, the solution of the l 1 -norm minimization problem (4) is unique and it gives an exact recovery of the image based on compressed sensing theory [8, 10] . A block cyclic projection for compressed sensing based tomograph (BCPCS) for solving (4) was proposed [14] . To describe the algorithm the following notations are needed: Suppose that A and b in are partitioned, respecttively, as 1 1 and , for 1 ,
where 
in the following algorithm:
, where
The convergence of BCPCS with 1 k   was shown with an application of the convergence theory of the amalgamented projection method [15] . Theorem 1. [14] The sequence {x k } generated by Algorithm 1 with 1 k   converges and its limit is a solu-
In this paper, the block component averaging and diagonally-relaxed orthogonal projection methods are proposed to incorporate with the total variation minimization in the compressed sensing framework. The convergence of the algorithms, under a certain condition for example in the strip-based projection model [16] , is derived. Examples are given to illustrate their convergence behavior and noise performance.
BCAVCS Algorithm and Its Convergence
The convergence of the CAV and block CAV methods was proved [4, 5] . Several notations and concepts in [4] are adopted in this paper for literature consistency. For each
a hyperplane in R n and by i a nonnegative diagonal matrix, where
a seminorm in R n corresponding to any nonnegative diagonal matrix G is defined by 1 2 | | ,
which explains the meaning of the generalized oblique projection. For simplicity, we denote
where for a real number  , † 1
With above notations, the CAV iteration (2) can be expressed as
Algorithm 1 can be modified as a block CAV method for compressed sensing based tomography algorithm (BCAVCS) for image reconstruction described as follows:
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end
In order to derive the convergence of Algorithm 2 under a certain condition, we introduce an operator 
Proof. Let . It fol-
Consequently, we have
We complete the proof of the lemma. The convergence of BCAVCS in a certain case will be shown below using the concepts of SPO matrices and generalized oblique projection. Suppose that Ax = b is generated by the strip-based projection model in discrete tomography or CT [16, 17] . The index vector
is associated with the jth subsystem A j x = b j of (5) determined by one projection direction. In each 0-1 submatrix A j , there is exactly one 1 in each column, i.e., s j = 1, Therefore all rows of A j are orthogonal. So G k G l = 0 for distinct coordinates k and l in t j . In this case we will show the following. 
Theorem 3. If each column of every block
It follows from (9) that the iteration scheme of the inner loop of BCAVCS for the jth block can be expressed as It is remarked that the rate of convergence of BCAVCS in general is close to that of BCPCS in sequential computing. Hence, the convergence of BCA-VCS algorithm with parallel computing will be significantly faster than BCPCS algorithm.
BDROPCS Algorithm and Its Convergence
The convergence of the DROP and block DROP methods was proved [5] . In this section, we propose a block DROP algorithm modified for compressed sensing based tomography (BDROPCS) and show its convergence in a certain case. We denote by sj the number of nonzero entries in each column within the jth block and define a DROP operator
corresponding to the jth block as 2 , .
We first show that in a certain case the DROP is identical to the ART in the following Proof. Under the assumption, the DROP method can be expressed as 1 2 1 , .
For convenience, we rewrite Algorithm ART with a constant parameter k s  and weights w i for one cycle which yields x k+1 from x k as follows:
It is easy to see by induction
Then (12) can be rewritten as
from which, the vector x k+1 is given by
which is the same as the vector yielded by the DROP method in one cycle (11) . We now have the convergence of Algorithm 3 in the case where Ax = b is generated by the strip-based projecttion model in DT or CT [16, 17] , which is a direct result of Theorems 1 and 5. It is remarked that BCAVCS is a special case of BDROPCS when w i = 1. Therefore, Theorem 5 can be considered as an alternative proof of Theorem 3 without using the generalized oblique projection. However, it is believed that the concept of generalized oblique projecttion and the idea in the proof of Theorem 3 will be important for our further investigation of the convergence of BCAVCS in a general case.
Numerical Simulations
In order to test the performance of our algorithms in reconstructing images, we implemented algorithms BCAVCS and BDROPCS in Matlab. The performance of the algorithms was compared with some other algorithms. Algorithm BCAV is a non-CS iterative method formed by deleting line 4 in Algorithm BCAVCS so that no perturbation for total variation minimization is performed. Algorithm CAVCS is a nonblock CAV CS-based iterative method obtained by exchanging lines 4 and 5 in Algorithm BCAVCS so that a perturbation for total variation minimization is performed only after all the blocks are done. Note that in our case BDROPCS is same as BCAVCS. We also tested the sensitivity of the algorithms to additional Gaussian noise. We perform the reconstruction of the 256 × 256 Shepp-Logan phantom from a set of 20 reasonably distributed projection directions of rational slopes [16, 17] . The system Ax = b generated by the strip-based projection model, where A ∈ R 20918×65536 is highly underdetermined. Moreover, A is a sparse 0-1 matrix and there is one and only one 1 in each column within each of total 20 blocks [17] .
The experiment data with the algorithms are summarized in Table 1 . We set maximum 500 iterations in the , .
test and algorithms will terminate if the relative error reaches 0.001. The relative error for a reconstructed image G are used to measure the error. The re-constructed images and relative errors by different algorithms are shown in Figure 1 . Our experiment results indicate that algorithms BCAVCS and BDROPCS converge. Algorithm BCAVCS is demonstrated to be much better than BCAV and CAVCS and to have the same converges rate as BDROP. It is remarked that BCAVCS/BDROPCS algorithm is appropriate for parallel computing. We also tested the algorithms with a real CT image of cardiac [18] of size 256 × 256 from projections in 32 directions. The CT image was preprocessed to have a certain gradient sparsity. The reconstructed images and corresponding convergence curves are shown in Figure 2 . The experiment indicates that the BCAVCS and BDR-OPCS are superior to non-CS methods too. 
Conclusions
The total variation minimization is a powerful method to reconstruct piecewise constant medical images based on the compressed sensing theory. We consider the block component averaging and diagonally-relaxed orthogonal projection methods, in the case of the parameter 1 k   , with the total variation in the compressed sensing framework. Their convergence is derived in the striped-based projection model. The experiments indicate that the proposed algorithms BCAVCS and BDROPCS converge faster than algorithms without using block iterations or CS framework. Moreover, algorithms BCAVCS and BDROPCS recover more details of images. The convergence of algorithms BCAVCS and BDROPCS in the general case of 1 k   will be further studied.
Acknowledgements
This study was supported by a Faculty Research Award from Georgia Southern University.
