Abstract. Fix a base B and let X 1 , . . . , X N be independent identically distributed random variables. If the X i 's are drawn from a uniform distribution, then as N → ∞ the distribution of the digits of the differences between adjacent X i 's tends to a universal distribution which is almost Benford's Law; we call this Almost Benford behavior. For each base we develop a rapidly convergent Fourier series expansion. In base e one term yields five digits of accuracy; in base 10 two terms yield three digits.
Introduction
Benford's Law gives the expected frequencies of the digits in many tabulated data. It was first observed by Newcomb in the 1880s, who noticed that pages of numbers starting with 1 in logarithm tables were significantly more worn than those starting with 9. In 1938 Benford [Ben] observed the same digit bias in a variety of phenomenon. From his observations he postulated that in many data sets more numbers began with 1 than with 9. His study of 20 lists of numbers with 20,229 observations supported his belief. See [Hi1, Rai] for a description and history and [BrDu, Dia, Hi2, BBH, KonMi, LS] for some results, ranging from recurrence relations to n! to iterates of power, exponential and rational maps to values of L-functions near the critical line to characteristic polynomials of random matrix ensembles and to iterates of the 3x + 1-Map. Applications of Benford's Law range from rounding errors in computer calculations (see page 255 of [Knu] ) to detecting tax fraud (see [Nig1, Nig2] ).
For any base B we may uniquely write a positive x ∈ R as x = M B (x) · 10 k , where k ∈ Z and M B (x) (called the mantissa) is in [1, B) . A sequence of positive numbers {a n } is Benford (base B) if the probability of observing a mantissa of a n (base B) of at most s is log B s. More precisely, lim N →∞ #{n ≤ N : 1 ≤ M B (a n ) ≤ s} N = log B s.
(1.1)
Benford behavior for continuous systems is defined analogously. Thus base 10 the probability of observing a first digit of j is log 10 (j + 1) − log 10 (j), implying that about 30% of the time the first digit is a 1. This work is motivated by two observations. First, since Benford's seminal paper, many investigations have shown that amalgamating data from different sources lead to Benford behavior; second, many standard probability distributions are close to Benford behavior. We investigate the distribution of digits of differences of adjacent ordered random variables. Provided we do not study too many consecutive differences in a large data set, the resulting distribution of leading digits becomes insensitive to the underlying distribution of the data, and closely approximates Benford's Law. We then investigate whether or not studying all the differences lead to Benford behavior; this question is inspired by the first observation above. To prove our results requires analyzing the distribution of digits of independent random variables drawn from the standard exponential, and quantifying how close the standard exponential is to Benford behavior. This is related to the second observation, and is an interesting question in its own right. In Theorem 1.5 we quantify how close the standard exponential is to Benford behavior by developing a new technique for equidistribution investigations (described in detail in Remark 1.14). This is our main result, from which our other theorems on distributions of digits of differences of ordered random variables follow.
We consider a simple case first, and show how the more general case follows as an easy consequence. Let X 1 , . . . , X N be independent identically distributed from the uniform distribution on [0, L] . We consider L fixed and study the limit as N → ∞. Let X 1:N , . . . , X N :N be the X i 's in increasing order. The X i:N are called order statistics, and satisfy 0 ≤ X 1:N ≤ X 2:N ≤ · · · ≤ X N :N ≤ L. We investigate the distribution of the leading digits of the differences between adjacent X i:N 's, X i+1:N − X i:N . For convenience we periodically continue the data and set X i+N :N = X i:N + L. As we have N differences in an interval of size L, on average X i+1:N − X i:N is of size L/N , and it is sometimes easier to study the normalized differences
As the X i 's are drawn from a uniform distribution, it is a standard result that as N → ∞ the Z i;N 's are independent random variables, each having the standard exponential distribution. Thus as N → ∞ the probability that Z i;N ∈ [a, b] is just b a e −t dt. We provide a proof in Appendix A as we shall need generalizations of that argument; see also [DN, Re] .
In this paper we investigate the distribution of the leading digits of the differences X i+1:N − X i:N as N → ∞, where the X i are independently drawn from a nice probability distribution. Numerical investigations show a preponderance of differences with smaller leading digit to those with larger ones. In fact, for values of N under (say) 10,000, the digit frequencies are so close to those of Benford's Law that the deviations from Benford's Law seem to merely be the result of N being small.
A sequence (or values of a function) is Benford base B if and only if its base B logarithms are equidistributed modulo 1. Recall
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Definition 1.1 (Equidistributed). A sequence
Similarly a continuous random variable on [0, ∞) whose probability density function is p is equidistributed modulo 1 if
The equivalence between equidistribution of logarithms modulo 1 and Benford behavior is the starting point of many investigations of Benford's Law; see [Dia] for a proof of this equivalence. For many problems, a fruitful way of analyzing the logarithms is to apply Poisson Summation; see, for example, [KonMi, Pin] ).
For notational convenience, we define
For uniformly distributed random variables, if we understand the distribution of log B Z i;N mod 1 then we understand the distribution of the digits of the X i+1:N − X i:N base B because 
Once we know how the log B Z i;N mod 1 are distributed, by exponentiating base B we can deduce the distribution of digits of the X i+1:N − X i:N base B. For many bases B, log B Z i;N mod 1 is almost equidistributed modulo 1 as N → ∞; thus the X i+1:N − X i:N will be close to being (but not) Benford distributed for these bases as N → ∞.
As the Z i;N are independent with the standard exponential distribution as N → ∞ if the X i are independent uniformly distributed, the behavior of the digits of the differences X i+1:N − X i:N is an immediate consequence of the following, our main result: Theorem 1.5 (Almost Benford Behavior of the Standard Exponential Distribution). Let ζ have the standard exponential distribution; thus
Re e −2πimb Γ 1 + 2πim log B = 1 + 2
Re e −2πimb Γ 1 + 2πim log B 8) where c 1 (B), c 2 (B) are constants such that for all m ≥ M ≥ 2 we have
For B ∈ [e, 10] we may take c 1 (B) = √ 2 and c 2 (B) = 1/5, which give
with r ≈ 0.000324986, θ ≈ 1.32427186, and Proof. Consider the infinite series expansion in (1.8). As e −2πimb is a sum of a cosine and a sine term, (1.8) gives a rapidly convergent Fourier series expansion. If ζ were Benford base B, then F ′ B (b) must be identically 1; however, Γ 1 + 2πim log B is never zero for m a positive integer because its modulus is non-zero (see (3.13)). As there is a unique rapidly convergent Fourier series equal to 1 (namely, g(b) = 1; see [SS] for a proof), our F The key ingredient in this generalization is that the techniques which show that the differences between uniformly distributed random variables become independent exponentially distributed random variables can trivially be modified to handle more general distributions.
We restricted ourselves to a subset of all consecutive spacings because the normalization factor changes throughout the domain. There is a bin-dependent shift in the Almost Benford behavior, coming from the variations in the normalizing factors. Within a bin the normalization factor is basically constant, and we may approximate our density with a uniform distribution. It is possible for these variations to yield Benford behavior for the digits of all the un-normalized differences. Such a result is consistent with the belief that amalgamation of data from many different distributions becomes Benford; however, this is not always the case (see Remark 1.12). From Theorem 1.5 and Corollary 1.10 we obtain Theorem 1.11 (Benford Behavior for all the Differences of Independent Random Variables). Assume the probability distribution f satisfies the conditions of Corollary 1.10. Let F (x) be the cumulative distribution function for f (x), and fix a δ ∈ (0, 1).
the convergence to zero may depend on ǫ and δ but not on k.
(1.14)
Then the distribution of the digits of the N − 1 differences X i+1:N − X i:N converges to Benford's Law (base B) as N → ∞. The situation is very different if instead we study normalized differences Appropriately scaled, the distribution of the digits of the differences is universal, and is the Almost Benford behavior of Theorem 1.5. Thus Theorem 1.13 implies that the natural quantity to study is the normalized differences of the order statistics, not the differences. See also Remark 5.3. [Nig1, Nig2] ); we hope in future research to use these results to develop new statistical tests to examine data authenticity and integrity.
Remark 1.15. Another motivation for this work is the need for improved ways of assessing the authenticity and integrity of scientific and corporate data. Benford's Law has been successfully applied to detecting income tax and corporate fraud (see
The paper is organized as follows. In §2 we derive a useful expansion for F B (b). We prove Theorem 1.5 in §3 by using Poisson summation to analyze F ′ B (b); the computations for the rapidly convergent series expansions for the Almost Benford behavior of F B (b) in base e and 10 are given in Appendix B. Corollary 1.9 is an immediate result of well-known results for the order statistics of independent uniform variables (for completeness a proof is provided in Appendix A); the proof of Corollary 1.10 is similar, and given in §4. In §5 we prove Theorems 1.11 and 1.13 (on the behavior of the digits of all the normalized and un-normalized differences). Numerical confirmation of our results are provided in Appendix C.
Preliminaries
To prove Theorem 1.5 it suffices to study the distribution of log B ζ mod 1 when ζ has the standard exponential distribution; see (1.7). We have the following useful chain of
If log B ζ were equidistributed modulo 1, then the above would equal b − a. It suffices to investigate (2.1) in the special case when a = 0, as the probability of any interval [α, β] can always be found by subtracting the probability of [0, α] from [0, β]. We are therefore led to studying, for b ∈ [0, 1], the cumulative distribution function of log B ζ mod 1:
Note this series expansion converges rapidly. This is clear for positive k, as in that case the arguments of the exponentials are large negative numbers. If k is a large negative number then the two terms are close to each other and their difference is small. Specifically, if
Note there is no contribution from the j = 0 term, and for large m the factor B −mj decays significantly faster than |1 − B bj | grows. In fact, the difference in (2.3) is bounded by e/B m−1 for m large. To see this we write j = 1 + ℓ, ℓ ranging from 0 to ∞. Then
For all ℓ, |1 − B b B bℓ |B −mℓ < B and thus the ℓ-sum is bounded by e, which implies (since k = −m) that for large m,
Thus there is no difficulty in (2.2) from terms with k < 0, as for k large and negative the individual summands are bounded by e/B m−1 , and the exponential decay makes these summable. Thus Benford behavior for ζ is equivalent to the rapidly converging series in (2.2) equalling b for all b. We explore this in Figure 1 . Note the behavior appears sinusoidal; we discuss this further in Remark 3.1. We plot the difference (in base B = e) between the series expansion of (2.2) and b, though we have truncated the series and only consider k with |k| ≤ 16. If ζ were Benford base e, then log ζ mod 1 would be equidistributed modulo 1, and its difference from b would be zero. We observe, however, that while the difference is small it is not zero. The maximum value occurs around b = .210746. As this number exponentiates to 1.6246, we expect slightly higher probabilities of leading digits b+u , which we then analyze by applying Poisson Summation. We use the fact that the derivative of the infinite sum F B (b) is the sum of the derivatives of the individual summands. This is justified by the rapid decay of the summands; see, for example, Corollary 7.3 of [La] . We find
where we have introduced
for t large and negative the double exponential is bounded and the single exponential is rapidly decreasing), we may apply Poisson Summation; see, for example, [Da, SS] . Thus
where H is the Fourier Transform of H:
Let us change variables by taking w = B t . Thus dw = B t log B dt or dw w = log B dt. As
The k = 0 term gives 1. We group the k = m and k = −m pieces together, using w −2πim/ log B + w 2πim/ log B = e −2πim log w/ log B + e 2πim log w/ log B = 2 cos(2πm log B w) (3.8)
(where we used log B w = log w log B ). This yields
The expression in (3.9) is quite illuminating. We have ζ is Benford (base B) if and only if log B ζ mod 1 is uniformly distributed if and only if F B (b) = b if and only if F ′ B (b) = 1. Thus the sum over m ≥ 1 in (3.9) measures the deviation of log B ζ mod 1 from being equidistributed!
We explore this numerically in Figure 2 . There we plot the difference between F ′ e (b) and 1. While the difference is close to zero, it is not zero. There is a slight bias away from equidistribution (base e). We numerically approximated where F ′ e (b) − 1 = 0. The first such point occurs for b ≈ .210765. As this is the derivative, an immediate consequence is that the maximum value of F e (b) should be for b ≈ .210765; this compares very favorably to the value of .210746 (that we numerically observed was the maximum of F e (b)).
We now collect the pieces and prove our main result. Proof of Theorem 1.5. We may re-write our expression for F ′ B (b) from (3.7). We have
where we have used the definition of the Γ-function:
As Γ(1) = 1 we have We can improve (3.12) by using additional properties of the Γ-function. If y ∈ R then from (3.11) we have Γ(1 − iy) = Γ(1 + iy) (where the bar denotes complex conjugation). Thus the m th summand in (3.12) is the sum of a number and its complex conjugate, which is simply twice the real part. We have terrific formulas for the absolute value of the Γ-function for large argument. We use (see (8.332) on page 946 of [GR] ) that
(3.13)
Note that we may write the summands in (3.12) as 2Re e −2πimb Γ 1 + 2πim log B
. Thus (3.12) becomes
We analyze the contribution from terms with m ≥ M . Using |e −2πimb | = 1 and (3.13), we find that Our choice of constants imply that 4π 2 m/ log B e 2π 2 m/ log B − e −2π 2 m/ log B < 4π 2 c 1 (B)e −(2π
which yields
Re e −2πimb Γ 1 + 2πim log B In fact, if we take M = 1 and B = e (resp., B = 10) the error is at most .00499 (resp., .378), while if M = 2 and B = e (resp., B = 10) the error is at most 3.16 · 10 −7 (resp., .006); if we take M = 3 and B = 10 the error is at most 8.5 · 10 −5 . Thus just one term is enough to get approximately five digits of accuracy base e, and two terms give three digits of accuracy base 10! For many bases we have reduced the problem to evaluating Re e −2πib Γ 1 + 2πi log B
. This is Poisson Summation at its finest, taking a slowly convergent series expansion and replacing it with a rapidly converging one. In fact, (3.14) converges so rapidly that it suffices to evaluate just the first summand base e.
It is easy to pass from a good series expansion for F ′ B (b) to one for F B (b); we include the details for bases e and 10 in Appendix B. This should be contrasted with (3.1), where for base e and b = .28123 we have |k| ≤ 2 only gives two correct decimal digits, |k| ≤ 8 gives four correct digits and |k| ≤ 10 gives five correct digits. This completes the proof of Theorem 1.5.
4. Analysis of Differences of Order Statistics: Proofs of Corollaries 1.9 and 1.10
To prove Corollary 1.9, it suffices to show the normalized differences between the order statistics drawn from the uniform distribution converge to being independent standard exponentials. While this result is well known, we provide a proof in Appendix A for completeness, and because the proof of Corollary 1.10 proceeds similarly. Specifically, over a short enough region any probability distribution is well-approximated by a uniform distribution.
To prove Corollary 1.10, it suffices to show that if X 1 , . . . , X N are drawn from a sufficiently nice distribution, then for any fixed δ ∈ (0, 1) the limiting behavior of the order statistics of N δ adjacent X i 's becomes Poissonian (i.e., the N δ − 1 normalized differences converge to being independently distributed from the standard exponential). We prove this below for distributions f (x) that have a second order Taylor series at each point with the first and second derivatives uniformly bounded, and when the N δ adjacent X i 's are from a region where f (x) is bounded away from zero.
For each N , consider intervals [a N , b N ] such that bN aN f (x)dx = N δ /N ; thus the proportional of the total mass in such intervals is N δ−1 . We fix such an interval for our arguments. For each i ∈ {1, . . . , N } let
Note w i is 1 with probability N δ−1 and 0 with probability 1 − N δ−1 ; w i is a binary indicator random variable, telling us whether or not X i ∈ [a N , b N ]. Thus the expected value and variance of w i are
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; by (4.3) and the Central Limit Theorem we have
We assume that in the interval [a N , b N ] there exist constants c and C such that when-
implying that b N − a N is of size N δ−1 . If we assume f (x) has at least a second order Taylor expansion, then
As we are assuming the first and second derivatives are uniformly bounded, all big-Oh constants below are independent of N . Thus
We now investigate the order statistics of the M N of the
is the density function for the X i ∈ [a N , b N ], and
) of the X i lying in the interval. Thus the average spacing between adjacent ordered X i is
As δ ∈ (0, 1), if we fix a k such that X k ∈ [a N , b N ] then we expect the next X i to the right of X k to be about t N f (aN ) units away, where t is of size 1. For a given X k we can compute the probability the next X i is between 
) and t is of size 1), the first probability is
(4.10)
) and δ ∈ (0, 1), we find
(4.12)
Similarly, for a fixed X k , as N → ∞ the probability that all other
converges to e −(t+∆t) . Thus as N → ∞ the probability that the difference to the next X i from a given X k is in [
This completes the proof of Corollary 1.10.
Distribution of Digits of Differences of all the Order Statistics:
Proofs of Theorems 1.11 and 1.13
We generalize the notation from §4. Let f (x) be a sufficiently nice probability distribution, and let X 1:N , . . . , X N :N be the order statistics. We fix a δ ∈ (0, 1), and consider bins [a k;N , b k;N ] such that 
Note we are using the same normalization factor for all differences between adjacent order statistics in a bin. Later we show we may replace f (a k;N ) with f (X i:N ). As we study all X i+1:N − X i:N in the bin [a k;N , b k;N ], it is useful to rewrite the above as
We have N 1−δ bins, so k ∈ {1, . . . , N 1−δ }. As we only care about the limiting behavior, we may safely ignore the first and last bins. We may therefore assume each a k;N is finite, and a k+1;N = b k;N .
Let F (x) be the cumulative distribution function for f (x). Then
For notational convenience we relabel the bins so that k ∈ {0, . . . , N 1−δ − 1}; thus F (a k;N ) = kN δ−1 . We now prove our theorems which determine when these bin-dependent shifts cancel (yielding Benford behavior), or reinforce (yielding Almost Benford behavior).
Proof of Theorem 1.11. There are approximately N δ differences in each bin [a k;N , b k;N ]. By Corollary 1.10, the distribution of the digits of the differences in each bin is given by the Almost Benford behavior of Theorem 1.5. As we assume the first and second derivatives of f are uniformly bounded, the big-Oh constants in §4 are independent of the bins.
The shift in the Almost Benford behavior in each bin is controlled by the last two terms on the right hand side of (5.5). The log B N shifts the Almost Benford behavior in each bin equally. The bin-dependent shift is controlled by the final term,
Thus each of the N 1−δ bins exhibits Almost Benford behavior, with a bin-dependent shift composed of the two terms in (5.7). By (1.13), the f (a k;N ) are not small compared to min(N −δ/2 , N δ−1 ), and hence the second term log B 1 +
is negligible.
In particular, this factor depends only very weakly on the bin, and tends to zero as N → ∞.
Therefore the bin-dependent shift in the Almost Benford behavior is approximately − log B f (a k;N ) = − log B f (F −1 (kN δ−1 ). If these shifts are equidistributed modulo 1, then the deviations from Benford behavior cancel, and the Almost Benford behavior of each bin becomes Benford behavior for all the differences. We analyze the assumptions of Theorem 1.11. The condition from (1.13) is easy to check, and is often satisfied. For example, if the probability density is a finite union of monotonic pieces and is zero only finitely often, then (1.13) holds. This is because for k ∈ I(ǫ, δ, N ),
and is therefore independent of N (if f vanishes finitely often, we need to remove small sub-intervals from I(ǫ, δ, N ), but the analysis proceeds similarly). The only difficulty is basically a probability distribution with intervals of zero probability. Thus (1.13) is a mild assumption.
If we choose any distribution other than a uniform distribution, then f (x) is not constant; however, (1.14) need not hold (i.e., log B f (a k;N ) mod 1 need not be equidistributed as N → ∞). Proof. The cumulative distribution function of f is F (x) = 1 − x −a . As we only care about the limiting behavior, we need only study
The condition from (1.13) is satisfied, namely
Thus, for a Pareto distribution with exponent a, the distribution of all the differences becomes Benford if and only if j (a+1)/a is Benford. This follows from the fact that a sequence is Benford if and only if its logarithms are equidistributed.
For fixed m, j m is not Benford (see for example [Dia] ), and thus the condition from (1.14) fails. We give a heuristic when m = 1, though similar results hold for general m. If m = 1 then the percent of j ≤ M such that the first digit of j m is 1 oscillates, with a limsup of 5/9 and a liminf of 1/9. For example, if M = 2 · 10 n then the percent of numbers j with first digit 1 is 1 + 10 + 100 + · · · + 10 n 2 · 10 n = (10 n+1 − 1)/9 2 · 10 n ≈ 10 18 = 5 9 ; (5.12) a similar calculation gives about Modifying the proof of Theorem 1.11 yields our result on the distribution of digits of the normalized differences.
Proof of Theorem 1.13. If f is the uniform distribution, there is nothing to prove. For general f , rescaling the differences eliminates the bin-dependent shifts. Let
In Theorem 1.11 we use the same scale factor for all differences in a bin; see (5.4). As we assume the first and second derivatives of f are uniformly bounded, (4.6) and (4.7) imply that for 14) and the big-Oh constants are independent of k. As we assume f satisfies (1.13), the error term is negligible. Thus our assumptions on f imply that f is basically constant on each bin, and we may replace the local rescaling factor f (X i:N ) with the bin rescaling factor f (a k;N ). Thus each bin of normalized differences has the same shift in its Almost Benford behavior. Therefore all the shifts reinforce, and the digits of all the normalized differences exhibit Almost Benford behavior as N → ∞.
As an example of Theorem 1.13, in Figure 3 we consider 500,000 independent random variables drawn from the Pareto distribution with exponent
We chose a to make the variance 1. We study the distribution of the digits of the differences in base 10. Unlike Figure 14 , where the amplitude is approximately .005 for the unscaled differences of 500,000 Pareto distributed random variables, the amplitude is about .018. This is the amplitude of the Almost Benford behavior of Theorem 1.5.
Remark 5.3. The universal behavior of Theorem 1.13 suggests that if we are interested in the behavior of the digits of all the differences, the natural quantity to study is the normalized differences. For any sufficiently nice distribution, we obtain the Almost Benford behavior of Theorem 1.5. 
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Appendix A. Order Statistics for the Uniform Distribution
Below we review some facts about order statistics. We assume X 1 , . . . , X N are independently drawn from the uniform distribution on [0, 1], and X 1:N , . . . , X N :N are the X i 's arranged in increasing order; such behavior is called Poissonian. We set X j+N = X j and consider the wrapped unit interval, where by ||x|| we mean the distance from x to the nearest integer: ||x|| = min n∈Z |x − n|. On the wrapped unit interval .001 is just a bit to the right of .999, though by periodically extending our sequence we could write 1.001 for .001. We also consider the normalized spacings Z i;N = N (X i+1:N − X i:N ), which on average is of size 1. For more details see, for example, [DN, M-TB, Re] .
Theorem A.1 (Nearest Neighbor Spacings). As N → ∞ and then ∆t → 0,
Thus as N → ∞ the normalized nearest neighbor spacings are exponentially distributed.
Proof. We study the probability of observing a nearest neighbor spacing between t N and t+∆t N . By symmetry, on the wrapped unit interval the expected nearest neighbor spacing is independent of i. Explicitly, since X i+1:N − X i:N has the same distribution as X ℓ+1:N − X ℓ:N , it suffices to calculate the probability of observing a spacing in [ (1) The probability that all N − 1 of the other X n 's are at least t N units to the right of X 1 is
2) The probability that all N − 1 of the other X n 's are at least t+∆t N units to the right of X 1 is
3) The probability that no X n 's are within t N units to the right of X 1 but at least one x n is between t N and t+∆t N units to the right is p N (t) − p N (t + ∆t), and
Thus as N → ∞, the difference between normalized nearest neighbor spacings are independent and are given by the standard exponential distribution.
Appendix B. Series Expansions for the Almost Benford Behavior
We use the following standard formulas from trigonometry to simplify the series expansions for F 3) contributes at most 3.16b · 10 −7 ≤ 3.16 · 10 −7 . Thus we finally obtain 5) or more generally after some elementary algebra that
As 2r π ≈ 2 · 10 −4 and the product of the sines is at most 1, we see that log ζ mod 1 is very close to being equidistributed, implying that the distribution of the digits of ζ are very close to satisfying Benford's Law base e. After some simple algebra we find that Therefore B.10) or more generally after some elementary algebra that
Not surprisingly, the distribution of digits base 10 of ζ (which has the standard exponential distribution) is further from the Benford probabilities in base 10 than in base e; however, the probability that log 10 ζ ∈ [a, b] is close to b − a, differing by about at most .036. Further, we get a terrific approximation to these probabilities by keeping just one or two terms. See Figure 4 for a plot of the probability log 10 ζ mod 1 ∈ [0, b]. Let us return to X 1 , . . . , X N being independently drawn from the uniform distribution on [0, L], and let the X i:N 's be the X i 's arranged in increasing order. Set 
Appendix C. Numerical Investigations, Normalized and Un-normalized Differences
Let ζ have the standard exponential distribution. In Figure 4 we plotted the difference between F 10 (b) = Prob(log 10 ζ mod 1 ∈ [0, b]) and b. We choose to examine cumulative distribution functions as this emphasizes trends. Several features of the plot are worth noting:
• the difference is approximately sinusoidal;
• the maximum and minimum values differ by about .035 (so the amplitude is about .018). See Theorem 1.5 and Appendix B.2 for the exact formulas. In (B.10) we see that the first term of the difference is sinusoidal with amplitude r1 π , r 1 ≈ .0569573; the next factor is more than 50 times smaller. Thus the difference between maximum and minimum values is about 2r1 π ≈ .03626. In this section we study the distribution of digits of differences of order statistics. We expect plots of the deviations of the logarithms from Benford behavior to be similar to the plot in Figure 4 . While the deviation should be zero when b = 0 and b = 1, because of the scale factors (log 10 (L/N ) from (1.6) for the uniform distribution; see (4.9) and (5.4) for the general case) all we can say in general is that Almost Benford behavior is a sinusoidal curve with amplitude around .018.
C.1. Differences of Gaussian Order Statistics. For our first experiment, we chose 500, 000 points randomly from the standard Gaussian. We ordered these points into 100 bins of 5000 points each. We chose representative bins from (1) the left tail: bin 3; (2) midway between the left tail and the middle: bin 26; (3) near the middle: bin 49. We chose these bins as they are representative of the three different regions of the Gaussian. In Figures 5, 6 and 7 we plot both the observed distribution of first two digits versus the Benford probabilities (base 10), as well as the difference between the observed cumulative distribution of the logarithms being at most b and b. Note with just 500,000 data points we already have good agreement between the experimental data and Corollary 1.10. As there are 90 possible pairs of leading first two digits, on average there are about 56 observations per bin. For the theoretical distributions, we use the average value over the bin.
Note the shift in the Almost Benford behavior depends on the bin. Interestingly, when we combine all 100 bins in Figure 8 (and thus study all the un-normalized differences), the answer is still similar to the Almost Benford behavior of Theorem 1.5. The difference is that the amplitude of the sinusoidal oscillation is now about .011 and not .018. The decrease in amplitude suggests the bin-dependent shifts are partially canceling. We compare the behavior of adjacent differences from the standard Gaussian to adjacent differences from 500,000 independent random variables from the uniform distribution on [0, 2 √ 3] (see Figure 9 ). We chose this uniform distribution as both it and the standard normal have variance 1. Note the terrific agreement with theory (Corollary 1.9). As predicted, the distribution is sinusoidal, the amplitude is approximately .018, and all 100 bins have approximately the same shift in their Almost Benford behavior.
Comparing the .018 of our theory and the uniform distribution with the .011 from 500,000 independent random variables from the standard Gaussian raises a natural question: in the limit as the number of differences tends to infinity, do differences of independent standard Gaussians tend to Benford's Law (in which case the amplitude decreases to zero), to the Almost Benford behavior of Theorem 1.5 (in which case the amplitude increases to .018), to a new distribution specific to the Gaussian, or does it not converge at all?
To investigate this, in Figure 10 we studied 5000 differences (in 100 bins) from independent standard Gaussians, and in Figure 11 we studied 50,000 differences (in 100 bins) from independent standard Gaussians. In each case we amalgamate all bins so that we considered all the differences. The amplitude does decrease from about .016 when there are 4999 differences, to about .012 when there are 49,999 differences, and to about .011 when there are 499,999 differences. We further explore whether or not the bin-dependent shifts cancel or reinforce each other by studying independent random variables from a Pareto distribution in §C.2. For theoretical investigations, the Pareto distribution is more tractable than the Gaussian because it has a simple cumulative distribution function. This makes it easy to check the conditions of Theorem 1.11. We chose a to make the variance 1 so that the scale would be the same as the standard normal and the uniform distribution on [0, 2 √ 3]. We chose to work with a Pareto distribution for several reasons. First, it satisfies the conditions needed for our theoretical results. Second, only finitely many moments are finite. This gives us a distribution with a fat tail, and it is interesting to see what effect this has on the distribution of the differences. Third, it has a tractable cumulative distribution function. Note the behavior is very similar to the differences from the standard Gaussian. The difference from Benford behavior is again somewhat sinusoidal. The amplitude is approximately .01 for 4999 differences, about .006 for 49,999 differences, and about .005 for 499,999 differences. Note the amplitude of the larger data sets is about half that of the smallest, which is similar to what we saw for the standard Gaussian.
However, for the Pareto distribution, we know from Lemma 5.2 that the bin-dependent shifts are not equidistributed; in fact, the distribution of these shifts oscillates instead of converging. Thus, at least for the Pareto distribution, the limiting behavior of the digits of all the un-normalized differences oscillates between Benford and Almost Benford behavior. Hence the decrease in amplitude in the numerical simulations is misleading as to the limiting behavior of the un-normalized differences, though the digits of the normalized differences do converge to Almost Benford behavior (see Figure 3) .
