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Abstract
Javaslunk egy általános formalizmust, Multi-X, több-osztályú modell-illesztésre – ez a bemeneti adatok több, za-
jjal szennyezett modellként való értelmezésének problémája, melyek származtathatóak különbözo˝ osztályokból.
Kiterjesztjük az általánosan használt α-expansion algoritmus-alapú technikát egy új lépéssel a címke térben. Ez
az új lépés címkék egy halmazát cseréli le a megfelelo˝ su˝ru˝södési pontra (ún. mód) a modell paraméter térben,
így gyorsabb és robusztusabb optimalizációt elérve. A fo˝ optimalizációs paraméterek, mint például a mód meg-
találására vonatkozó küszöb, az algoritmuson belül automatikusan kerülnek beállításra. Ezt feltételezve, hogy
outlierek egy csoportja térben összefüggo˝ struktúrát alkothat, javaslunk egy kereszt-validáción alapuló módszert
a statisztikailag inszignifikáns modellek szu˝résére. A javasolt Multi-X algoritmus felülmúlja a state-of-the-art-ot
publikusan elérheto˝ adatbázisokon különbözo˝ problémákra: homográfia és merev mozgás detekció; mozgás szeg-
mentáció; szimultán sík és henger illesztés; kör és egyenes illesztés.
1. Bevezeto˝
A több-osztályú modell illesztésben, a bemeneti adatokat
több, zajjal szennyezett, különbözo˝ osztályból származó
modellként értelmezzük, például k egyenes és l kör egy 2D
éltérképen, k sík és l henger 3D adaton, több homográfia
vagy fundamentális mátrix pont-megfeleltetéseken egy nem-
merev színtérro˝l (lásd Ábra 1). A robusztusság egy outlier
osztály hozzáadásával érheto˝ el.
A multi-modell illesztést már a 60-as évek eleje óta
vizsgálják, a Hough transzformáció 14, 15 volt az elso˝
népszeru˝ módszer egy osztályhoz tartozó modellek kiny-
erésére 13, 24, 31, 42. A széles körben használt megközelítés
egyetlen modell megtalálására a RANSAC 11 algoritmus,
mely két fo˝ lépést alternál: hipotézis generálás és validálás.
Habár a RANSAC kiterjesztése multi-modell illesztésre
kevéssé volt sikeres. A szekvenciális RANSAC egymás
után találja meg a modelleket mohó stratégiát követve,
mely eltávolítja a hozzájuk tartozó inliereket 38, 17. Ebben
a megközelítésben az adatpontokat az elso˝ olyan modell-
hez illesztjük, amelyhez megfelelo˝en közel vannak, nem a
legjobbhoz. A MultiRANSAC 44 összetett hipotéziseket for-
mál n modellbo˝l. Amellett, hogy a módszer a priori igényli a
színtéren jelenlevo˝ modellek számát, a szignifikánsan meg-
Figure 1: Több-osztályú multi modell illesztési példák.
Példák szimultán sík és henger (bal felso˝), egyenes és kör
(jobb felso˝), mozgás (bal alsó) és homográfia (jobb alsó)
szegmentálásra.
növeli a becsléshez szükséges minimális minta méretét és
így a validálandó hipotézisek számát.
A legújabb megközelítések 16, 21, 22, 23, 35 az egy-osztályú
esetre fokuszálnak: több modell megtalálása ugyanab-
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ból a modell-osztályból. Módszerek egy népszeru˝ cso-
portja 8, 16, 27, 29, 1 egy két lépésbo˝l álló folyamatra épít:
egy RANSAC-alapú módszerrel kezdeti hipotézisek gen-
erálása, majd a pontok modellekhez rendelése egy energia-
minimalizáción alapuló optimalizációval gráf-címkézési
technikákat felhasználva 2. Algoritmusok egy másik cso-
portja a preferencia analízis elvét követi, melyet az RHA 43
módszer vezetett be. Ez a megközelítés az egyes adatpon-
tok modellekre vonatkozó reziduálisainak eloszlásán ala-
pul 21, 22, 35.
A több-osztályú multi-modell illesztés olyan modellek
illesztésének a problémája, melyek nem feltétlenül azonos
osztályba tartoznak. Ez az általánosítás lényegesen kevesebb
figyelembe részesült, mint az egy-osztályú eset. Legjobb
tudásunk szerint, az utolsó jelento˝s hozzájárulás Stricker és
Leonardis 33 cikke, akik több parametrikus modell szimultán
illesztésére javasoltak egy Tabu keresésen alapuló módszert.
A javasolt Multi-H módszer a hagyományos energia-
minimalizáció alapú algoritmust bo˝víti ki egy új lépés-
sel a címke térben: címkék egy halmazának kicserélése a
megfelelo˝ módra a modell parameter térben. A mód keresés
jelento˝sen leszu˝kíti a címke teret és így felgyorsítja folyam-
atot. Ezenfelül megoldja a hasonló paraméterekkel ren-
delkezo˝ modellek problémáját, ami egy gyengesége a state-
of-the-art módszereknek. Az adatpontok modellekhez ren-
delésére aMulti-X osztály-specifikus távolság függvényeket
használ. A Multi-X tekintheto˝ a Hough transzformáció kiter-
jesztésének, vagy általánosítátásának: (1) akkumulátor létre-
hozása és a lokális maximumok megtalálása nélkül (amik
magasabb dimenziós terekben korlátozottan teheto˝ek meg)
kinyeri a paraméter térbeli su˝ru˝södési pontokat, (2) több os-
ztályt kezel – a Hough transzformáció alkalmazása minden
modell osztályra parallel vagy szekvenciális módon nehezen
kezeli az adatpontokért való versengést és (3) képes mod-
ellezni az inlierek térbeli összefüggo˝ségét, vagy magasabb
rendu˝ geometriai prior megkötéseket.
A legfrissebb cikkekben 21, 23, 39 beszámolt eredmények
tesztesetenként hangolva a paramétereket készültek. Az
eredmények impresszívek, de a bemenet-specifikus hang-
olás lényegesen leszu˝kíti a lehetséges alkalmazásokat. Mi
javaslunk a fo˝bb paraméterekre automatikus beállítást, mely
a Multi-X-et különbözo˝ problémákra fekete-doboz módon
(manuális paraméter állítás nélkül) teszi alkalmazhatóvá.
Azt feltételezve, hogy outlierek összefüggo˝ struktúrákat
alkothatnak, javaslunk egy utófeldolgozási lépést, mely egy
kereszt-validáción alapuló módszer modellek törlésére.
A cikk hozzájárulásai: (1) Egy általános formalizmus a
több-osztályú multi-modell illesztésre, mely, a legjobb tudá-
sunk szerint, az elso˝ ilyen megközelítés. (2) Az általánosan
használt energia-minimalizáción alapuló technikát (mely
a PEARL 16 algoritmus által bevezetve) egy új lépéssel
bo˝vítjük ki: címkék egy halmazának kicserélése a su˝ru˝ségi
móddal. Az optimalizáció így felgyorsul, alacsonyabb en-
ergiával terminál és az becsült modell-paraméterek pon-
tosabbak. (3) A javasolt pipeline state-of-the-art technikákat
kombinál, mint például energia-minimalizáció, medián-
alapú mód keresés, kereszt-validáció, annak érdekében,
hogy a jelenlegi multi-modell illeszto˝ algoritmusoknál pon-
tosabb eredményt adjon kisebb feldolgozási ido˝ mellett. Az
automatikus paraméter beállítás segítségével az algoritmus
sokféle valós problémára alkalmazható.
2. Több-osztályú formalizmus
Az általános definíció bemutatása elo˝tt szeretnénk néhány
egyszeru˝ példát megnézni multi-modell illesztésre: h1,h2 ∈
Hl egyenesek megtalálása melyek magyarázzák a bemeneti
2D pontokat P ⊆R2. Az egyenes osztály,Hl = {(θl ,φl ,τl),
az egyenesek tere, ahol θl = [α c]T} a paraméter-vektor,
φl(θl , p) = |cos(α)x+ sin(α)y+c| egy távolságfüggvény és
τl(p1, ..., pml ) = θl egy függvény egyenesek ml ∈ N darab
adatpontra való illesztésére – a θl vektor kiszámolására. Egy
másik egyszeru˝ példa n darab kör h1,h2, · · · ,hn ∈ Hc meg-
találása 2D pontokon. A kör osztályHc = {(θc,φc,τc), ahol
θc = [cx cy r]T} az egyes köröket líró paraméter-vektor,
φc(θc, p) = |r−
√
(cx− x)2 +(cy− y)2| egy távolság füg-
gvény és a τc(p1, ..., pmc) = θc egy becslo˝.
A többszörös egyenes illesztés a {h1,h2, ...} ⊆ Hl egye-
nesek szimultán kinyerésének problémája, míg a több-
osztályú eset a H ⊆ H∀ részhalmaz kinyerése, ahol H∀ =
Hl ∪Hc ∪H. ∪ ·· · . A H∀ halmaz az összes osztály tere,
például egyenesek és körök. A formalizmus tartalmazza a
Ho = {(θo,φo,τo),θo = ∅} outlier osztályt, ahol minden
egyes modellnek konstans, de felteheto˝leg különbözo˝ távol-
sága, φo(θo, p) = k, van az összes ponttól, ahol k ∈ R+
és τo(p1, ..., pmo) = ∅. Megjegyzés: több outlier osztály
feltélezése leheto˝vé teszi különbözo˝ forrásokból származó
outlierek modellezését.
Definition 1 (Több-osztályú modell) A több-osztályú mod-
ell egy H∀ =
⋃Hi halmaz, ahol Hi = {(θi,φi,τi) | di ∈
N,θi ∈Rdi ,φi ∈ P×Rdi →R,τi :P∗→Rdi} egy i osztály,
P a pontok halmaza, di a θi paraméter vektor dimenziója, φi
a távolság függvény és a τi egy becslo˝ eljárás.
A több-osztályú multi-modell illesztés feladata modellek
egy H ⊆H∀ halmazának és egy L ∈ P →H címkézésnek
meghatározása, mely az egyes p ∈ P adatpontokat egy h ∈
H modellhez rendel olyan módon, hogy minimalizálja az E
energia függvényt.
A javasolt módszerben az alábbi energia függvényt
használjuk az illesztés mino˝ségének mérésére:
E(L) = Ed(L)+wgEg(L)+wcEc(L). (1)
A wg és wc súlyok az energia tagok közötti egyensúlyi
paraméterek, míg a Ed , Ec és Eg függvények az adat, a kom-
plexitási tag és a geometriai priorokért felelo˝s (pl. térbeli
összefüggo˝ség, mero˝legesség) energiatagok.
Adattag Ed : (P →H)→R az energia-minimalizáción ala-
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puló módszereknél használt energia
Ed(L) = ∑
p∈P
φL(p)(θL(p), p), (2)
a pontok modellekhez rendelkezésébo˝l származó geometriai
pontatlanságot bu˝nteti, ahol φL(p) a hL(p) modellhez tartozó
távolság függvény.
A geometriai kényszerekért felelo˝s energia tag Eg a pontok
térbeli összefüggo˝ségét feltételezi, hasonlóan mint a 16-ben,
és magasabb rendu˝ geometriai kényszerek 27 is ezen belül fo-
galmazhatóak meg, mint például a modellek mero˝legessége.
A kifejezés, mely azt a feltételezést fogalmazza meg,
hogy a szomszédos pontok nagy valószínu˝séggel tartoznak
ugyanahhoz a modellhez az alábbi módon írható le:
Eg(L) : (P →H)→ R= ∑
(p,q)∈N
wpqJL(p) 6= L(q)K, (3)
ahol N az élek száma az elo˝re meghatározott szomszé-
dossági gráfban, a J.K Iverson zárójel egyenlo˝ eggyel amen-
nyiben a tartalmazott feltétel igaz, ellenkezo˝ esetben nulla.
A wpq skalár a páronkénti tag súlya. A javasolt algoritmus-
ban wpq = 1. Olyan problémák esetén, melyek magasabb
rendu˝ geometriai kényszereket igényelnek, például három
sík mero˝legességét, a Eg felcserélheto˝ a 27-ban javasolttal.
A modellek számát regularizáló kifejezés (amit Delong
és mtsái. 9 javasoltak) a használt címkék számát bu˝nteto˝
formula: Ec(L) : (P → H)→ R = |L(P)|, ahol a L(P) a
L címkézésben szereplo˝ különbözo˝ címkék száma. Annak
érdekében, hogy több-osztályú modelleket kezelhessünk,
melyek különbözo˝, osztály-függo˝ súllyal rendelkezhetnek,
az alábbi definíciót javasoljuk:
Definition 2 (Súlyozott Több-osztályú modell) A súly-
ozott több-osztályú modell egy Ĥ∀ =
⋃Hi halmaz, ahol
Ĥi = {(θi,φi,τi,ψi) | di ∈N,θi ∈Rdi ,φi ∈P×Rdi →R,τi :
P∗→ Rdi ,ψi ∈ R} egy i osztály, P a pontok halmaza, di a
θi paraméter vektor dimenziója, φi a távolság függvény, a τi
egy becslo˝ eljárás és ψi az osztályhoz tartozó súly.
A modellek számát kontrolláló kifejezés az Ec helyett az
alábbi módon adható meg:
Êc(L) = ∑
l∈L(P)
ψl , (4)
ahol a ψl az l címkével meghatározott modellhez tartozó
súly.
A 2, 3, 4 egyenletek kombinálásával az alábbi energia füg-
gvény adódik: Ê(L) = Ed(L)+wgEg(L)+wcÊc(L).
3. Címke Halmazok Cseréje
Az elo˝zo˝leg ismertetett energia optimalizációjára a PEARL
algoritmust 16 adoptáljuk. A PEARL algorithmus a
RANSAC-hez hasonló módon random mintavételezéssel
egy kezdeti modell-halmazt hoz létre, majd két fo˝ lépést al-
ternál konvergenciáig:
(1) Az α-expansion 3 módszer segítségével az L címkézés
meghatározása mely minimalizálja az Ê energiát az aktuális
modell halmazt figyelembe véve.
(2) A θmodell paraméterek újraszámolása minden egyesH-
beli modellre az L címkézés felhasználásával.
A PEARL formalizmusban, egy címke eltu˝nésének egyetlen
módja amennyiben egyetlen adatpont sem kerül hozzáren-
delésre. Tapasztalataink alapján ez a megközelítés egyrészt
sokszor képtelen a hasonló paraméterekkel rendelkezo˝ mod-
elleket törölni, illetve érzékennyé teszi a módszert a wc
címke súly beállítására. Ezért egy új lépést javaslunk a címke
térben: címkék egy halmazának kicserélése a megfelelo˝
su˝ru˝rségi móddal a modell paraméter térben.
Az energia-minimalizáció alapú multi-modell illeszto˝
technikák általában sok (|H|  |Hreal|, ahol Hreal a
ground truth halmaz), kezdeti random hipotézist gen-
erálnak elso˝ lépésként. Így jellemzo˝ állapot a sok, ha-
sonló paraméterekkel rendelkezo˝ modell. Azt feltételezzük,
és igazoljuk tesztekkel, hogy sok pont, mely a keresett
Hreal modellekhez tartozik, az inicializációkor a legjobb
választás helyett, különbözo˝, hasonló paraméterekkel ren-
delkezo˝ modellhez kerül hozzárendelésre. A ground truth
modellek körül su˝ru˝södo˝ klaszter elemei ekkor kicserél-
heto˝ek a su˝ru˝södési ponttra (lásd Fig. 2).
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Figure 2: (Bal) Három egyenesro˝l mintavételezett 100-100
pont nulla várható értéku˝ Guass-zajjal, plusz 50 outlier.
(Jobb) 1000 egyenes a paraméter térben (α szög – füg-
go˝leges, offszet – vízszintes tengely) ábrázolva random
pontpárokból generálva. A ground truth paraméterek (piros
pontok) és a Mean-Shift algoritmus által kinyert módok
(zöld pontok).
Adott egy Θ : H∗∀ →H∗∀ mód kereso˝ függvény, például
Mean-Shift 6, amely az i-edik iterációban az input Hi mod-
ell halmazból kinyeri a módokat. A javasolt lépés az alábbi
módon történik:
Hi+1 :=
{
Θ(Hi) ha E(LΘ(Hi))≤ E(Li),
Hi különben,
(5)
ahol Li a címkézést az i-edik iterációban és LΘ(Hi) az op-
timális címkézés, mely a Θ(Hi) modellekre vonatkozóan
minimalizálja az energiát. Könnyen belátható, hogy a 5
egyenlet nem töri meg a konvergenciát, hiszen akkor és
csak akkor cseréli ki a címke halmazt, amennyiben az
Barath et al. /
energia nem no˝. Megjegyzés: az egyelemu˝ halmazok ál-
talában kezelheto˝ek outlierekként és törölheto˝ek. Ez a lépés
csökkenti a címkék számát és felgyorsítja a folyamatot.
4. Multi-X
A javasolt módszer, ami a PEARL algoritmust, a több-
osztályú modell illesztést és a javasolt címketér beli lépést
kombinálja az alábbi algoritmusban látható.
Algorithm 1 Multi-X
Input: P – adatpontok
Output: H∗ – modellek, L∗ – címkézés
1: H0 := InstanceGeneration(P); i := 1;
2: repeat
3: Hi := ModeSeeking(Hi−1); . Median-Shift-al
4: Li := Labeling(Hi, P); . α-expansion-al
5: Hi := modellFitting(Hi, Li, P); . Weiszfeld
algoritmussal
6: i := i+1;
7: until !Convergence(Hi, Li)
8: H∗ := Hi−1, L∗ := Li−1;
9: H∗, L∗ := modellValidation(H∗, L∗)
4.0.0.1. 1. A modell generálási lépés egy kezdeti mod-
ell halmazt hoz létre mielo˝tt az alternáló optimalizáció al-
kalmazásra kerülne. Azt feltételezve, hogy az adatpontok
térben összefüggo˝ek a NAPSAC 26 módszer által javasolt
vezetett mintavételezést alkalmazzuk. Ez a megközelítés
kiválaszt egy random pontot, majd a következo˝k az o˝ szom-
szédosságából kerülnek kiválasztásra. Ugyanaz a szomszé-
dossági struktúra használható itt, mint a térbeli összefüg-
go˝séget preferáló energia tagnál az α-expansion algoritmus-
ban. Megjegyezzük, hogy ez a lépés könnyen kicserélheto˝
más mintavételezésre, pl. PROSAC 5, olyan problémák es-
etén, ahol a térbeli összefüggo˝ség nem áll fenn, vagy degen-
erált megoldáshoz vezet, pl. fundamentális mátrix becslés.
4.0.0.2. 2. A mód keresési lépés a modell paraméter tér-
ben operál. Feltételezzük, hogy adott egy H modell hal-
maz. Mivel a megoldások száma – módok száma – is-
meretlen, megfelelo˝ választás a Mean-Shift algoritmus 6
vagy egy variánsa. Elo˝zetes tesztelés alapján a legrobusz-
tusabb megoldásnak a Median-Shift 32 algoritmus bizonyult
Weiszfeld 40 vagy Tukey 37 mediánokkal. A két megoldás
között nem volt lényeges különbség, ellenben a Tukey
mediánok kicsivel gyorsabban számíthatóak. A Mean-Shift-
el ellentétben, a Median-Shift nem hoz létre új elemeket
a vektor térbe, hanem mindig a bemeneti halmaz egy el-
emével tér vissza. Tukey mediánokkal ez robusztusabb mint
a Mean-Shift. Ellenben a Locality Sensitive Hashing 7 mód-
szert a Fast Approximated Nearest Neighbors 25 algorit-
musra cseréltük a gyorsabb feldolgozás érdekében.
Reflektálva a tényre, hogy egy általános modell-modell
távolság függvény szükséges, mi a modell ponthalmazokkal
való reprezentálását javasoljuk, pl. egy egyenes két ponttal,
vagy egy homográfia négy megfeleltetéssel. Így a modell-
modell távolság megfogalmazható ponthalmazok közötti
távolságként, amire a Hausdorff-távolság 30 kiváltképp al-
kalmas. Annak ellenére, hogy ez a megközelítéssel a mod-
ellek valamivel több paraméterrel írhatóak le, mint a min-
imális reprezentáció, így lassítva mód keresést, ez a leírási
mód mindig elérheto˝. Ezenfelül a ponthalmazokkal való
leírás megold egy másik nehézséget, miszerint így nem
szükséges anizotropikus távolság-függvényt meghatározni a
modell paraméter térben.
Természetesen általában sokféle ponthalmazzal írható
le ugyanaz a modell, egy kanonikus reprezentáció szük-
séges. Egyenesek esetén a használt pontok: az origóhoz
legközelebbi pont az egyenesen és etto˝l egy fix távolsá-
gra levo˝ másik pont. Homográfiák esetén a H[0,0,1]T,
H[1,0,1]T, H[0,1,1]T, és H[1,1,1]T pontokat használjuk.
A Θmed Median-Shift alkalmazása sosem növeli a mod-
ellek számát (|Hi|): |Θmed(Hi)| ≤ |Hi|. Egyenlo˝ség akkor
és csak akkor áll fenn, amennyiben minden lehetséges mod-
ell pár között a távolság nagyobb, mint a küszöb. Tapaszta-
lataink alapján a mód-keresési függvény alkalmazása az elso˝
iterációban nem csökkenti az eredmény pontosságát, ellen-
ben szignifikánsan gyorsítja az algoritmust még akkor is, ha
az energia némileg emelkedik.
4.0.0.3. A címkézési lépés feladata az adatpontok az elo˝zo˝
lépésekben meghatározott modellekhez való rendelése. Egy
megfelelo˝ választás a feladatra az α-expansion 3 algorit-
mus, hiszen ez tetszo˝leges számú címkét képes kezelni.
AdottHi és egy Li−1 kezdeti címkézés az i-edik iterációban.
Li az α-expansion algoritmussal kerül meghatározásra
minimalizálva a Ê energiát. Megjegyezzük, hogy L0 az
elso˝ lépésben α-expansionnal adódik. A modellek száma
(|Hi|) fix ebben a lépésben és az energia mindenképp
csökken, vagy nem változik: Ê(Li,Hi) ≤ Ê(Li−1,Hi). An-
nak érdekében, hogy csökkentsük az outlier küszöb beál-
lítására való érzékenységet (ahogy azt az egy-modelles es-
etre javasolják a 19-ben), a távolságfüggvényre a truncated
quadratic hiba-függvényt használjuk.
4.0.0.4. A modell illesztés feladata a paraméterek újraszá-
molása az illesztett pontok függvényében. A kinyert
Hi modell halmaz újraillesztésre kerül az elo˝zo˝ lépés-
ben meghatározott címkézés alapján. Az L2 illesztés egy
megfelelo˝ választás, hiszen a címkézési lépéssel kombinálva
ez tekintheto˝ a truncated L2 normának.
Az energia Ê vagy csökken vagy nem változik ezen lépés
következtében, hiszen a három energia tag, amibo˝l áll, a
következo˝: (1) Ed – a hozzárendelési költségek összege, (2)
Eg – a címkézés egy függvénye, ami fixnek tekintett ebben
a lépésben és (3) Êc – ami csak |Hi|-to˝l függ, tehát Êc vál-
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tozatlan marad. Ebbo˝l következik, hogy
Ê(Li,Hi+1)≤ Ê(Li,Hi). (6)
4.0.0.5. 5. A modell validációs lépés azt feltételezi, hogy
az outlierek térben összefüggo˝ struktúrákat alkothatnak. Az
algoritmus t-szer kiválaszt egy random minimális mintát az
I inlier halmazból. Minden egyes iterációban a kiválasz-
tott mintából kiszámoljuk a modell paramétereket és annak
távolságát a többi ponttól. Az eredeti modell stabilnak tek-
intett, amennyiben a számolt távolságok átlaga kisebb, mint
egy γ küszöb. Megjegyezzük, hogy a γ az outlier küszöb,
melyet a korábbi fejezetekben is használtunk.
Algorithm 2 Modell Validáció.
Bemenet: I – inlier pontok, t – iteráció szám,
γ – outlier threshold . alapbeállítás t = 100
Kimenet: R ∈ {true, false} – válasz
1: D̂ := 0
2: for i := 1 to t do
3: MSS := SelectMinimalSubset(I)
4: H := modellEstimation(MSS)
5: D̂ := D̂+ MeanDistanceFromPoints(H, I) /t
6: R := D̂ < γ
4.0.0.6. Az automatikus paraméter beállítás alapveto˝
fontosságú, hogy a javasolt algoritmus alkalmazható legyen
valós problémákra a paraméterek manuális állítása nélkül. A
mód-keresésnél használt küszöb beállítására a 12-ben java-
solt automatikus módszert használjuk, mely az i-edik mod-
ellhez tartozó küszöböt εi-re állítja, ami annak távolsága a
k-adik szomszédjától. Tehát minden egyes modellnek saját
küszöb kerül beállításra az input adatok függvényében.
A wc címke súlyt a 27-ben javasolt módon állítjuk be:
wc =m log(|P|)/hmax, ahol m a minimális minta mérete, |P|
a pont szám és hmax a maximálisan várt modell szám. Meg-
jegyezzük, hogy ennek a súlynak nem szükséges nagynak
lennie, hiszen a mód-keresés sikeresen elnyomja a hasonló
paraméterekkel rendelkezo˝ modelleket. Az elso˝dleges célja
ebben az esetben wc súlynak a kis támogatottsággal ren-
delkezo˝ modellek törlése. Gyakorlatban ez azt jelenti, hogy
a hmax értéke nem korlátozó.
Kísérleteke azt mutatták, hogy az inicializáláskor generált
modellek száma nem befolyásolja szignifikánsan az ered-
ményt. Mi a tesztek alatt azt a ökölszabályt követtük, hogy
kétszer annyi modellt generálunk, mint amennyi pont van.
A wg térbeli összefüggo˝ségi súlyra a 0.3 érték megfelelt.
A probléma-specifikus outlier küszöböt a következo˝kép-
pen állítottuk be: homográfiák (2.4 pixel), fundamentális
mátrixok (2.0 pixel), egyenesek és körök (2.0 pixel), merev
mozgás (2.5), síkok és hengerek (10 cm).
5. Eredmények
Legelo˝ször a javasolt Multi-X-et és a PEARL 16 algo-
ritmust hasonlítjuk össze. Végül a javasolt algoritmust a
számítógépes látás különbözo˝ problémáira alkalmazzuk:
egyenes és kör illesztés, 3D sík és henger illesztés LIDAR
pontfelho˝re, homográfia, illetve mozgás szegmentáció.
5.0.0.1. PEARL és Multi-X. Kizárólag az új lépés hatásá-
nak bemutatása érdekében a két algoritmus ezen teszt
során ugyanazokkal az algoritmikus komponensekkel ren-
delkezik, melyeket az elo˝zo˝ fejezetekben ismertettünk. A
szintetikus környezet, melyet generáltunk, három 2D egye-
nesro˝l mintavételezett 100-100 pontot tartalmaz, illetve 200
outliert.
Az 3a. ábra annak a valószínu˝ségét mutatja, hogy a Multi-
X (bal felso˝) és a PEARL (bal alsó) algoritmusok milyen
valószínu˝séggel térnek vissza egy megadott számú model-
lel. A függo˝leges tengely menti számok a modellek számát
mutatják. Az ábra jobb oldalán látható színes számok pedig
a valószínu˝ségét (∈ [0,1]) annak, hogy a módszer annyi
modellel tér vissza. Például a piros görbe (melynek a bal
oldalán a 3-as szám van) a PEARL esetén közel van a
0.1 valószínu˝séghez, míg ugyanez a görbe a Multi-X es-
etén megközelíto˝leg 0.6 (60%, hogy 3 egyenessel tér vis-
sza). Tehát a javasolt algoritmus nagyobb valószínu˝séggel
tér vissza a várt számú modellel. Továbbá láthatóak még a
feldolgozási ido˝ (jobb felso˝) és a megoldás energiája (jobb
alsó). Az értékeket a kezdetben generált modellek számá-
nak függvényében számoltuk ki ezen ábrához (vízszintes
tengely; a modellek aránya pontok számához viszonyítva).
A pontkoordinátákhoz rendelt nulla várható értéku˝ Gauss-
zaj szórása 20 pixel volt. Reflektálva arra, hogy a zaj szórása
valós probléma esetén nem ismert az outlier küszöböt 6
pixelre állítottuk. Annak érdekében, hogy demonstráljuk,
kizárólag címke-súlyok használata nem elég a címkék
számának csökkentésére, a súlyt a valós értékre állítottuk,
hmax = 3. Látható, hogy a Multi-X algoritmus nagyobb
valószínu˝séggel tér vissza az elvárt számú modellel, a fel-
dolgozási ideje kisebb és a megoldás energiája alacsonyabb.
A 3b. ábra esetén a generált modellek száma kétszere
volt a pontokénak és a küszöb 3 pixel volt. A bemutatott
értékeket a zaj σ paraméterének függvényében ábrázoltuk.
Hasonló trend látható, mint a 3a. ábrán: a Multi-X kevésbé
érzékeny a zajra, mint a PEARL. Ezenfelül gyakrabban
tér vissza a megfelelo˝ számú modellel, a futási ideje és a
megoldási energiája alacsonyabb.
5.0.0.2. A szimultán egyenes és kör illesztést bankjegyek
és érmék 2D éltérképén értékeltük ki. Az éleket a Canny
detektorral nyertük ki és a valós köröket, illetve egyeneset
manuálisan jelöltük ki az adatban.
Mindegyik módszer ugyannyi kezdeti modellt generál:
a pontok számának kétszerese. A kiértékelt módszerek: a
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(1) (2) (3)
FP FN FP FN FP FN
PEARL 16 1 0 3 0 5 3
T-Linkage 21 0 1 1 3 0 6
RPA 22 0 1 0 2 0 5
Multi-X 0 0 0 0 0 1
Table 1: A fals pozitív (FP) és fals negatív (FN) modellek
száma szimultán egyenes és kör illesztésre.
PEARL 8, 16, T-Linkage 21† és RPA 22‡ algoritmusok, melyek
tekintheto˝k a state-of-the-art-nak, illetve az implementá-
ciójuk publikusan elérheto˝. A PEARL és Multi-X algorit-
musok szimultán, míg a T-Linkage és RPA pedig szekven-
ciálisan illesztik a modell osztályokat. A 1. táblázatban
láthatóak az egyes módszerek által visszaadott fals negatív
and fals pozitív modellek száma. A Multi-X minden esetben
a legalacsonyabb hibát vétette.
5.0.0.3. Multi-homográfia illesztést az AdelaideRMF
adathalmazon 41 teszteltünk. Ez az adathalmaz 19 külön-
bözo˝ méretu˝ képpárt tartalmaz, illetve mindegyikhez pont
megfeleltetéseket, melyek manuálisan síkokhoz (homográ-
fiák) lettek rendelve. Kezdeti modell generáláshoz a Barath
és mtsai. 1 által javasolt technikát alkalmaztuk, mely
megfeleltetésenként megbecsli a ponthoz tartozó érinto˝síkot.
Az eredmények a 2. táblázatban láthatóak. Az összehason-
lított módszerek: PEARL 3, FLOSS 18, T-Linkage 21, AR-
JMC 28, RCMSA 29, J-Linkage 35, és Multi-X. A state-of-
the-arttal való összehasonlítás érdekében mindegyik mód-
szer paraméterei, beleértve a javasoltat, minden tesztre külön
lettek hangolva és csak a 21-ben használt 6 képpárt vizsgál-
tuk.
A fix paraméter-beállítást használó eredmények a 3.
táblázatban láthatóak (a Multi-X eredményeit kivéve az
értékeket a 22-ból másoltuk). A Multi-X eredménye a leg-
pontosabb. Összehasonlítva a 2. táblázat eredményeivel
(ahol a módszereket problémánként hangoltuk), a hibák
természetesen jelento˝sen nagyobbak, ellenben a legtöbb
felhasználási területen az automatikus paraméter-beállítás
az egyetlen mód. Ezenfelül a képenkénti-beállítás ún. túl-
tanítás.
5.0.0.4. Kétnézetu˝ mozgás szegmentációt az Adelai-
deRMF adathalmazon értékeltünk ki, mely 21 különbözo˝
† http://www.diegm.uniud.it/fusiello/demo/
jlk/
‡ http://www.diegm.uniud.it/fusiello/demo/
rpa/
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(1) 4 4.02 4.16 4.02 6.48 5.90 5.07 3.75
(2) 6 18.18 18.18 18.17 21.49 17.95 18.33 4.46
(3) 2 5.49 5.91 5.06 5.91 7.17 9.25 0.00
(4) 3 5.39 5.39 3.73 8.81 5.81 3.73 0.00
(5) 2 1.58 1.85 0.26 1.85 2.11 0.27 0.00
(6) 2 0.80 0.80 0.40 0.80 0.80 0.84 0.00
Avg. 5.91 6.05 5.30 7.56 6.62 6.25 1.37
Med. 4.71 4.78 3.87 6.20 5.86 4.40 0.00
Table 2: Homográfia szegmentáció félreosztályozási hibája
(%; átlag és medián) az AdelaideRMF adathalmaz képpár-
jain: (1) johnsonna, (2) johnsonnb, (3) ladysymon, (4)
neem, (5) oldclassicswing, (6) sene.
T-Lnkg RCMSA RPA Multi-H Multi-X
21 29 22 1
Avg. 44.68 23.17 15.71 14.35 9.72
Med. 44.49 24.53 15.89 9.56 2.49
Table 3: Homográfia szegmentáció félreosztályozási hibája
(%; átlag és medián) az AdelaideRMF adathalmaz 19 kép-
párján fix paramétereket használva.
méretu˝ képet tartalmaz és a ground truth-t – megfelel-
tetéseket a domináns mozgásukhoz rendelve.
A 5. ábra példa képpárokat mutat a Multi-X-el partí-
cionálva. A különbözo˝ mozgásokat színekkel jelöltük. A 4.
táblázat a tesztesetenként hangolt tesztek eredményeit mu-
tatja. Az eredmények tíz futtatás átlag és minimum fél-
reosztályozása hibája (százalékosan). A módszerek ered-
ményét (kivéve a javasolt módszerhez tartozót) 39-ból má-
soltuk. A 5. táblázat a fix paraméterekkel elért eredményeket
mutatja. Mindkét teszt típus esetén a Multi-X algoritmus
vezetett a legpontosabb eredményekhez.
5.0.0.5. Szimultán sík és henger illesztést 3D LIDAR
adatokon teszteltünk (lásd 6. ábra). Az annotált adatbázis kö-
zlekedési táblákból, azok tartóiból és három méteres sugár-
ban a környezet pontfelho˝jéból áll. A pontokat manuálisan
síkokhoz és tartókhoz (hengerek) rendeltük.
A Multi-X-et ugyanazokkal a módszerekkel hasonlítottuk
össze, mint egyenes- és kör-illesztés esetén. A PEARL és
Multi-X algoritmusok szimultán módon, míg a T-Linkage
és RPA szekvenciálisan illesztett. A 6. táblázat azt mutatja,
hogy a javasolt algoritmus szolgáltatta a legpontosabb ered-
ményeket egy esetet kivéve.
5.0.0.6. Mozgás szegmentációt képszekvencián a Hop-
kins adathalmaz 36 51 videóján teszteltük. Mozgás szegmen-
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(a) Növekvo˝ kedzeti modellszám. A pontkoordinátákhoz σ = 20
szórású nulla várható értéku˝ Gauss-zajt adtunk. (Bal) Zero-mean
Gaussian noise with σ = 20 pixels added to the point coordinates.
(Bal) annak a valószínu˝sége, hogy a PEARL (felso˝) vagy a Multi-X
(alsó) 0, ..., 7 (függo˝leges tengely) darab modellel tér vissza a kezdet-
ben generált modellek számának függvényében (vízszintes tengely).
(Jobb): a futási ido˝ másodpercekben és a konvergenciakor fennálló
energia.
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(b) Növekvo˝ zaj. Az inicializáláskor generált modellek száma a
pontszám kétszerese. (Bal): annak a valószínu˝sége, hogy a PEARL
(felso˝) vagy a Multi-X (alsó) 0, ..., 7 (függo˝leges tengely) darab
modellel tér vissza a zaj σ (vízszintes tengely) paraméterének füg-
gvényében. (Jobb): a futási ido˝ másodpercekben és a konvergenci-
akor fennálló energia.
Figure 3: A Multi-X és PEARL algoritmusok összehasonlítása. Három random egyenes 100-100 pontja plusz 200 outlier. Az
algoritmusok paraméterei: hmax = 3, és az outlier küszöb (a) 6, illetve (b) 3 pixel.
KF 4 RCG 20 T-Lnkg 21 AKSWH 34 MSH 39 Multi-X
Avg. Min. Avg. Min. Avg. Min. Avg. Min. Avg. Min. Avg. Min.
(1) 8.42 4.23 13.43 9.52 5.63 2.46 4.72 2.11 3.80 2.11 3.45 1.41
(2) 12.53 2.81 13.35 10.92 5.62 4.82 7.23 4.02 3.21 1.61 2.27 0.40
(3) 14.83 4.13 12.60 8.07 4.96 1.32 5.45 1.42 2.69 0.83 1.45 0.41
(4) 13.78 5.10 9.94 3.96 7.32 3.54 7.01 5.18 3.72 1.22 0.61 0.30
(5) 16.87 14.55 26.51 19.54 4.42 4.00 9.04 8.43 6.63 4.55 5.24 1.80
(6) 16.06 14.29 16.87 14.36 1.93 1.16 8.54 4.99 1.54 1.16 0.62 0.00
(7) 33.43 21.30 26.39 20.43 1.06 0.86 7.39 3.41 1.74 0.43 5.32 0.00
(8) 31.07 22.94 37.95 20.80 3.11 3.00 14.95 13.15 4.28 3.57 2.63 1.52
Table 4: Kétnézetes mozgás szegmentáció félreosztályozási hibája (%) az AdelaideRMF adathalmazon. A módszerek a sz-
erzo˝k által egyenként lettek hangolva minden képpárra. A tesztelt képpárok: (1) cubechips, (2) cubetoy, (3) breadcube, (4)
gamebiscuit, (5) breadtoycar, (6) biscuitbookbox, (7) breadcubechips, (8) cubebreadtoychips.
RPA RCMSA T-Lnkg AKSWH Multi-X
22 29 21 34
Avg. 5.62 9.71 43.83 12.59 2.97
Med. 4.58 8.48 39.42 11.57 0.00
Table 5: Kétnézetes mozgás szegmentáció félreosztályozási
hibája (%; átlag és medián) az AdelaideRMF adathalmaz 21
képpárján fix paramétereket használva.
táció videón feladata ponthalmazok csoportosítása és a dom-
ináns merev mozgás kinyerése dinamikus színtéren, mozgó
kamera esetén. A feladat tekintheto˝ egy altér szegmentáció-
nak affin kamerákat tekintve. Affin kamerák esetén, minden
pont-trajektória egy mozgó objektummal azonosítható egy
4D lineáris altérben R2F -ben, ahol F a képkockák száma 36.
A 7. táblázat azt mutatja, hogy a javasolt módszer
felülmúlja a state-of-the-art-ot: SSC 10, T-Linkage 21,
RPA 22, Grdy-RansaCov 23, ILP-RansaCov 23 és J-
Linkage 35. Az eredményeket, Multi-X-et kivéve, 23-bo˝l má-
soltuk. A 5. ábra a tesztelt videók két jelenetét mutatja.
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Figure 4: AdelaideRMF (felso˝) és Multi-H (alsó) példák. A
színek a síkokat jelölik, amihez a Multi-X rendelte a pon-
tokat.
Figure 5: AdelaideRMF (felso˝) és Hopkins (alsó) példák. A
színek a mozgásokat jelölik, amihez a Multi-X rendelte a
pontokat.
Figure 6: Példa eredmények szimultán sík és henger
illesztésre. A színtereket különbözo˝ szemszögekbo˝l mu-
tatjuk be. A színek a Multi-X által illesztett modelleket jelö-
lik.
PEARL 16 T-Lnkg 21 RPA 22 Multi-X
(1) 10.63 57.46 46.83 8.89
(2) 10.88 41.79 53.39 4.72
(3) 37.34 52.97 61.64 2.84
(4) 38.13 38.91 41.41 19.38
(5) 17.20 51.83 53.34 16.83
(6) 17.35 61.77 51.21 21.72
(7) 6.12 12.49 80.45 5.72
Table 6: LIDAR adatra való szimultán sík és henger illesztés
félreosztályozási hibája (%). Lásd 6. ábra példákért.
(1) (2) (3) (4) (5)
SSC 10
Avg. 0.06 0.76 3.95 2.13 1.08
Med. 0.00 0.00 0.00 2.13 0.00
T-Lnkg 21
Avg. 1.31 0.48 6.47 5.32 2.47
Med. 0.00 0.19 2.38 5.32 0.00
RPA 22
Avg. 0.14 0.19 4.41 9.11 1.42
Med. 0.00 0.00 2.44 9.11 0.00
Grdy-RC 23
Avg. 7.48 28.65 8.75 14.89 10.91
Med. 0.00 1.53 0.20 14.89 0.00
ILP-RC 23
Avg. 0.54 0.35 2.40 2.13 0.98
Med. 0.00 0.19 1.30 2.13 0.00
J-Lnkg 35
Avg. 1.75 1.58 5.32 6.91 2.70
Med. 0.00 0.34 1.30 6.91 0.00
Multi-X Avg. 0.05 0.09 0.32 1.06 0.16
Med. 0.00 0.00 0.00 1.06 0.00
Table 7: Multi-mozgás illesztés félreosztályozási hibája (%,
átlag és medián) a Hopkins adathalmaz 51 videóján: (1)
Traffic2 – 2 mozgás, 31 videó, (2) Traffic3 – 3 mozgás,
7 videó, (3) Others2 – 2 mozgás, 11 videó, (4) Others3 –
3 mozgás, 2 videó, (5) Összes – 51 videó.
5.1. Feldolgozási ido˝
A Multi-X algoritmus nagyságrendekkel gyorsabb, mint a
J-Linkage, T-Linkage és RPA módszerek jelenleg elérheto˝
Matlab implementációi. Hasonló technikával megközelítve
a problémát (PEARL vagy SA-RCM), a javasolt módszer a
címkék számának nagymértéku˝ csökkenése miatt gyorsabb
feldolgozást ígér (lásd 8. táblázat).
6. Konklúzió
Egy újszeru˝ többosztályú multi-modell illeszto˝ algorit-
must javasoltunk. Ez a módszer kiterjeszti a hagyományos
energia-minimalizáló eljárásokat egy új lépéssel a címke
térben: címkék egy halmazának kicserélése a su˝ru˝ségi
móddal a modell paraméter térben. Az algoritmus kulcs
paramétereit adaptívan állítjuk be, így leheto˝vé téve az al-
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(1) (2) (3) (4) (5)
# M T M T M T M T M T
100 0.1 0.4 0.1 0.3 0.1 0.3 0.0 0.2 0.1 0.4
500 2.0 14.0 3.2 8.4 2.1 8.4 0.8 7.0 3.8 15.9
1000 5.1 102.8 - - - - - - 7.5 120.9
Table 8: A Multi-X (M) és T-Linkage (T) módszerek futási
ideje (1) egyenes és kör, (2) homográfia, (3) kétnézetes
mozgás, (4) merev mozgás és (5) sík plusz henger illesztés
esetén. Az adatpontok száma az elso˝ oszlopban látható.
kalmazását különbözo˝, valós problémákra. Az algoritmus
felülmúlja a state-of-the-art-ot homográfia, merev mozgás,
szimultán sík és henger illesztés; mozgás szegmentáció; 2D
él-értelmezés (körök és egyenesek) esetén. A módszer futási
ideje megközelíto˝leg lineárisan függ a pontok számától és
nagyságrendekkel kisebb, mint az általánosan használt algo-
ritmusoké.
7. Köszönetnyilvánítás
Az emberi ero˝források minisztériuma ÚNKP-17-3 kód-
számú új nemzeti kiválóság programjának támogatásával
készült.
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