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A WEIGHTED DIFFERENCE OF ANISOTROPIC AND ISOTROPIC
TOTAL VARIATION FOR RELAXED MUMFORD-SHAH
MULTIPHASE AND COLOR IMAGE SEGMENTATION ∗
KEVIN BUI† , FREDRICK PARK‡ , YIFEI LOU§ , AND JACK XIN†
Abstract. In a class of piecewise-constant image segmentation models, we incorporate a
weighted difference of anisotropic and isotropic total variation (TV) to regularize the partition
boundaries in an image. To deal with the weighted anisotropic-isotropic TV, we apply the difference-
of-convex algorithm (DCA), where the subproblems can be minimized by the primal-dual hybrid
gradient method (PDHG). As a result, we are able to design an alternating minimization algorithm
to solve the proposed image segmentation models. The models and algorithms are further extended
to segment color images and to perform multiphase segmentation. In the numerical experiments, we
compare our proposed models with the Chan-Vese models that use either anisotropic or isotropic TV
and the two-stage segmentation methods (denoising and then thresholding) on various images. The
results demonstrate the effectiveness and robustness of incorporating weighted anisotropic-isotropic
TV in image segmentation.
Key words. image segmentation, multiphase, alternating minimization, total variation, differ-
ence of convex algorithm, primal-dual algorithms
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1. Introduction. Image segmentation is an important problem in computer vi-
sion, where the goal is to partition a given image into salient regions that usually
represent specific objects of interest. Each region partitioned has uniform character-
istics such as edges, intensities, color, and texture. Mathematically, given the image
f : Ω→ R, where the image domain Ω is a bounded and open subset of R2, the aim is
to partition Ω into N pre-determined number of regions {Ωi}Ni=1 such that Ωi∩Ωj = ∅
for each i 6= j and Ω = ⋃Ni=1 Ωi.
In the past two decades, image segmentation has been studied extensively us-
ing variational methods and partial differential equations as common and popular
methodologies. One class of models, such as the snake model and geodesic contour
model, uses edge-detection functions and evolves the curves toward sharp gradients
[6, 13, 25, 26]. However, these models are sensitive to noise.
As an alternative, region-based models that incorporate region and boundary
information are robust to noise. One of the most fundamental region-based models is
the Mumford-Shah (MS) model [40], which approximates an image using piecewise-
smooth functions. The MS model is formulated as
min
u,Γ
λ
∫
Ω
(f(x, y)− g(x, y))2 dx dy + µ
∫
Ω\Γ
|∇g(x, y)|2 dx dy + |Γ| ,(1.1)
where g : Ω→ R is a smooth approximation of the given image f , Γ = ⋃Ni=1 ∂Ωi is the
union of the boundaries of the regions Ωi, |Γ| denotes the arc length of Ω, and λ, µ are
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weight parameters. Unfortunately, it is difficult to minimize (1.1) due to discretizing
the set of unknown edges.
Instead of piecewise-smooth functions, the Chan-Vese (CV) model for two-phase
segmentation [11] considered piecewise-constant functions, which is expressed as
min
c1,c2,Γ
λ
∫
inside(Γ)
(f(x, y)− c1)2 dx dy + λ
∫
outside(Γ)
(f(x, y)− c2)2 dx dy + |Γ|,
(1.2)
where c1 and c2 are constant values to be optimized. The CV model (1.2) can be
reformulated using the level-set method [42]. Let φ : Ω → R be a Lipschitz function
such that
Γ = {(x, y) ∈ Ω : φ(x, y) = 0}
inside(Γ) = {(x, y) ∈ Ω : φ(x, y) > 0}
outside(Γ) = {(x, y) ∈ Ω : φ(x, y) < 0}.
We denote the Heaviside function by H(φ) where
H(φ(x, y)) =
{
1 if φ(x, y) ≥ 0
0 if φ(x, y) < 0.
The level-set reformulation of (1.2) is
min
φ,c1,c2
λ
∫
Ω
(f(x, y)− c1)2H(φ(x, y)) + (f(x, y)− c2)2(1−H(φ(x, y))) dx dy(1.3)
+
∫
Ω
|∇H(φ(x, y))| dx dy.
A numerical scheme to solve (1.3) requires solving the Euler-Lagrange equation for φ,
followed by updating c1, c2 as the average intensities inside and outside of Γ, respec-
tively; please see [11, 20] for details. A variant of the level-set method comprising of
binary level-set formulations of the MS model was introduced by Lie et al. [32]. A
more efficient algorithm [15] was later developed by using the Merriman-Bence-Osher
scheme [38]. Chan et al. [9] and Brown et al. [3] proposed a convex relaxation of the
CV model, formulated as
min
u(x,y)∈[0,1],c1,c2
λ
∫
Ω
(f(x, y)− c1)2u(x, y) + (f(x, y)− c2)2(1− u(x, y)) dx dy(1.4)
+
∫
Ω
|∇u(x, y)| dx dy.
The inside and outside regions can be defined by thresholding u as follows:
inside(Γ) = {(x, y) ∈ Ω : u(x, y) > τ}
outside(Γ) = {(x, y) ∈ Ω : u(x, y) ≤ τ},
where τ ∈ [0, 1]. Because model (1.4) is convex in u, a new class of algorithms and
models [1, 46, 7, 24, 29, 46, 56, 58, 57] were developed using convex optimization
methods, such as split Bregman [22], alternating directions of multipliers [2, 19], and
primal-dual hybrid gradient (PDHG) [17, 8].
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The CV model was extended to vector-valued images [10] and to multiphase
segmentation [50]. The vector-valued extension is a straightforward modification of
(1.2), where f is replaced by a vector-valued image f : Ω→ Rn and c1, c2 are replaced
by vector-valued constants c1, c2 ∈ Rn, where n is the dimension of the vector, e.g.
n = 3 for color images. The multiphase CV model requires log2(N) level-set functions
to partition Ω into N regions {Ωi}Ni=1. There are three main advantages of this
approach: 1) it requires fewer number of functions to represent regions of the image;
2) it avoids vacuum and overlapping regions; and 3) it can represent boundaries with
complex topologies including triple junctions. A convex relaxation of the multiphase
CV model was later proposed in [3].
In (1.4), the total variation (TV) term ‖∇u‖1 =
∫
Ω
|∇u(x, y)| dx dy approximates
the length of the curves partitioning the segmented regions. Furthermore, it is the
tightest convex relaxation of the jump term ‖∇u‖0 [5], which counts the number of
jump discontinuities. When u is piecewise-constant, ‖∇u‖0 is exactly the total arc
length of the curves [49]. Unfortunately, minimizing ‖∇u‖0 is an NP-hard combina-
torial problem and hence it is often replaced by ‖∇u‖1 that is algorithmically and
theoretically easier to work with. Numerically, ‖∇u‖1 can be approximated isotropi-
cally [48] or anisotropically [12, 16]:
Jiso(u) = ‖Du‖2,1 =
∫
Ω
√
|Dxu(x, y)|2 + |Dyu(x, y)|2 dx dy(1.5)
Jani(u) = ‖Du‖1 = ‖Dxu‖1 + ‖Dyu‖1 =
∫
Ω
|Dxu(x, y)|+ |Dyu(x, y)| dx dy,(1.6)
where Dx and Dy denote the horizontal and vertical partial derivative operators,
respectively. In order to better approximate ‖∇u‖0, Lou et al. [37] considered the
weighted anisotropic-isotropic TV difference
Jani(u)− αJiso(u) = ‖Du‖1 − α‖Du‖2,1(1.7)
=
∫
Ω
|Dxu(x, y)|+ |Dyu(x, y)| − α
√
|Dxu(x, y)|2 + |Dyu(x, y)|2 dx dy,
with α ∈ [0, 1]. The penalty term was inspired by the recent successes of L1 − L2
minimization in compressed sensing [54, 55, 35, 36, 34]. Lou et al. [37] developed a
difference-of-convex algorithm (DCA) [44, 45, 18, 28] to minimize Jani(u) − αJiso(u)
in various imaging problems and demonstrated that the proposed penalty term out-
performs the standard ‖∇u‖1. In [43], Park et al. applied the work of [37] to (1.4) by
replacing ‖∇u‖1 with Jani(u)−αJiso(u) that led to better results. But this approach
was only applicable for gray-scale images with pre-determined values of c1 and c2.
In this paper, we extend the work by Park et al. [43] to color images and multi-
phase segmentation. In particular, we develop an alternating minimization framework
that iteratively updates u and c1, c2. Each iteration of the algorithm consists of two
steps: the first step updates u by DCA in combination of PDHG for solving a con-
vex subproblem, and the second step updates c1, c2 via closed-form solutions. We also
provide convergence analysis of the proposed algorithms. Experimentally, we compare
our approaches with classic CV models and other segmentation methods to showcase
the effectiveness and robustness of the weighted anisotropic-isotropic penalty.
The paper is organized as follows: in Section 2, we incorporate the proposed
regularization in two-phase segmentation of grayscale and color images. Section 3
extends the models to the multiphase case. Numerical results on various grayscale
and color images are shown in Section 4. Lastly, conclusion and future work are given
in Section 5.
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2. Anisotropic-Isotropic Chan-Vese Model (AICV) for Two-Phase Seg-
mentation. We propose a variant of the relaxed CV model proposed by Chan et
al. [9]. Given an input image f defined on a bounded domain Ω containing a region
Σ, the proposed anisotropic-isotropic Chan-Vese (AICV) model seeks to minimize the
following objective function,
min
u∈[0,1]
c1,c2∈R
F (u, c1, c2) := min
u∈[0,1]
c1,c2∈R
‖Du‖1 − α‖Du‖2,1(2.1)
+ λ
∫
Ω
(c1 − f(x, y))2u(x, y) + (c2 − f(x, y))2(1− u(x, y)) dxdy,
where α ∈ [0, 1] and λ > 0. The anisotropic-isotropic (AI) term ‖Du‖1 − α‖Du‖2,1
enforces regularity on the boundary that separates the regions, on which the average
intensity values are c1 and c2.
We can rewrite model (2.1) into an equivalent unconstrained formulation:
min
u,c1,c2
F˜ (u, c1, c2) := min
u,c1,c2
‖Du‖1 − α‖Du‖2,1(2.2)
+ λ
∫
Ω
(c1 − f(x, y))2u(x, y) + (c2 − f(x, y))2(1− u(x, y)) dxdy + χ[0,1](u)
where χ[0,1] is an indicator function defined by
χ[0,1](u) =
{
0 if u(x, y) ∈ [0, 1] for all (x, y) ∈ Ω
∞ otherwise.
2.1. Numerical Algorithm. We propose an alternating minimization algo-
rithm to find a solution of (2.2). The algorithm framework is
un+1 = arg min
u
F˜ (u, cn1 , c
n
2 )(2.3)
(cn+11 , c
n+1
2 ) = arg min
c1,c2
F˜ (un+1, c1, c2).(2.4)
The subproblem with respect to (c1, c2) can be obtained directly by using calculus of
variation. Assuming that we have un+1, the closed-form solutions for c1, c2 are
cn+11 =
∫
Ω
f(x, y)un+1(x, y) dxdy∫
Ω
un+1(x, y) dxdy
(2.5)
cn+12 =
∫
Ω
f(x, y)(1− un+1(x, y)) dxdy∫
Ω
(1− un+1(x, y)) dxdy .(2.6)
The subproblem with respect to u can be rewritten as
un+1 = arg min
u
F˜ (u, cn1 , c
n
2 ) = arg min
u
‖Du‖1 − α‖Du‖2,1(2.7)
+ λ
∫
Ω
{
(cn1 − f(x, y))2 − (cn2 − f(x, y))2
}︸ ︷︷ ︸
r(x,y,cn1 ,c
n
2 )
u(x, y) dxdy + χ[0,1](u).
We can decompose the objective function in (2.7) into the difference-of-convex (DC)
functionals F˜ (u) = G(u)−H(u) with{
G(u) = ‖Dxu‖1 + ‖Dyu‖1 + c‖u‖22 + χ[0,1](u) + λ 〈r(cn1 , cn2 ), u〉
H(u) = α‖Du‖2,1 + c‖u‖22,(2.8)
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where c > 0 enforces strong convexity on G and H. Experimentally, c can be chosen
arbitrarily small for better performance. We linearize H(u) at un and obtain the
following iterative scheme:
un+1 = arg min
u
‖Dxu‖1 + ‖Dyu‖1 + c‖u‖22 + χ[0,1](u)
+ λ〈r(cn1 , cn2 ), u〉 − α〈Du, qn〉 − 2c〈u, un〉,
where qn := (qnx ; q
n
y ) = (Dxu
n;Dyu
n)/
√|Dxun|2 + |Dyun|2 at the n-th step. Note
that we solve a convex optimization subproblem at each iteration. We adopt a primal-
dual hybrid gradient (PDHG) algorithm [8, 17, 60], since it was claimed in [8] that
PDHG can efficiently solve for L1-related models such as TV [48].
In general, the PDHG algorithm [8, 17, 60] targets at a saddle-point problem,
min
x
max
y
F (x) + 〈Ax, y〉 −G(y),
where F and G are convex functions and A is a linear operator. The algorithm is
outlined as
xk+1 = (I + τ∂F )−1(xk − τAT yk)
x¯k+1 = 2xk+1 − xk
yk+1 = (I + σ∂G)−1(yk + σAx¯k+1),
where τ, σ are stepsize parameters and the inverse operator is the proximal operator
defined by
(I + τ∂F )−1(z) = min
x
(
F (x) +
‖x− z‖22
2τ
)
.
In order to find un+1 for (2.1), we need to solve its saddle-point formulation:
min
u
max
px,py
〈Dxu, px〉+ 〈Dyu, py〉+ c‖u‖22 + χ[0,1](u) + λ〈r(cn1 , cn2 ), u〉(2.9)
− α〈Du, qn〉 − 2c〈u, un〉 − χP (px)− χP (py),(2.10)
where px/py are dual variables of ux/uy and P is a convex set defined as
P = {p : |p(x, y)| ≤ 1 for all (x, y)}.(2.11)
Then we have
F (u) = c‖u‖22 + χ[0,1](u) + λ〈r(cn1 , cn2 ), u〉 − α〈Du, qn〉 − 2c〈u, un〉
Au = [Dxu,Dyu]
G(px, py) = χP (px) + χP (py).
Following a similar derivation in [21], the u-subproblem can be computed as
un,k+1 =(I + τ∂F )−1(un,k − τ (DTx pn,kx +DTy pn,ky ))(2.12)
= min
0≤u≤1
{
F (u) +
‖u− (un,k − τ (DTx pn,kx +DTy pn,ky ) ‖22
2τ
}
.
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Algorithm 2.1 DCA-PDHG algorithm to minimize unconstrained AICV (2.2)
Input:Image f ; parameters c1, c2 ∈ R, c > 0 and λ > 0; DCA (outer) iteration N and
PDHG (inner) iteration K; step sizes τ > 0 and σ > 0
1: Set u1 = 1 for some region Σ ⊂ Ω and 0 elsewhere
2: (q1x, q
1
y) = (Dxu
1, Dyu
1)/
√|Dxu1|2 + |Dyu1|2.
3: Compute (c11, c
1
2) by (2.5)-(2.6).
4: for n = 1 to N do
5: Set un,1 = un and pn,1x = p
n,1
y = 0
6: for k = 1 to K do
7: un,k+1 = min
{
max
{
2cun+ 1τ u
n,k
2c+ 1τ
− λr(c
n
1 ,c
n
2 )−αDT qn+(DTx pn,kx +DTy pn,ky )
2c+ 1τ
, 0
}
, 1
}
8: u¯n,k+1 = 2un,k+1 − un,k
9: pn,k+1x = ProjP (p
n,k
x + σDxu¯
n,k+1)
10: pn,k+1y = ProjP (p
n,k
y + σDyu¯
n,k+1)
11: end for
12: Set un+1 = un,K+1
13: (qn+1x , q
n+1
y ) = (Dxu
n+1, Dyu
n+1)/
√|Dxun+1|2 + |Dyun+1|2
14: Compute (cn+11 , c
n+1
2 ) by (2.5)-(2.6)
15: end for
Output: Solution uN+1
By taking the derivative of the objective function in (2.12) with respect to u, we have
its minimizer satisfies
u =
2cun + 1τ u
n,k
2c+ 1τ
− λr(c
n
1 , c
n
2 )− αDT qn + (DTx pn,kx +DTy pn,ky )
2c+ 1τ
.
We further project the solution onto [0, 1], leading to a closed-form solution for u,
un,k+1
(2.13)
= min
{
max
{
2cun + 1τ u
n,k
2c+ 1τ
− λr(c
n
1 , c
n
2 )− αDT qn + (DTx pn,kx +DTy pn,ky )
2c+ 1τ
, 0
}
, 1
}
,
where min and max are executed element-wise. The (px, py)-substep is computed as
pn,k+1x = ProjP (p
n,k
x + σDxu¯
n,k+1)(2.14)
pn,k+1y = ProjP (p
n,k
y + σDyu¯
n,k+1),
with u¯n,k+1 = 2un,k+1−un,k and ProjP (p) = pmax{|p|,1} . Note that (2.13) is projected
gradient descent of the primal variable u with step size 1/(2c + 1τ ) constrained to
the set [0, 1], while (2.14) is projected gradient ascent of the dual variable (px, py)
with step size σ constrained to the set P . The proposed DCA-PDHG algorithm is
summarized in Algorithm 2.1.
2.2. Convergence Analysis. We show that the sequence {(un, cn1 , cn2 )}∞n=1
generated by Algorithm 2.1 has a convergent subsequence. The proof follows closely
to the one provided in [37] with modifications to the objective function (2.2).
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Lemma 2.1. Suppose α ∈ [0, 1] and λ > 0. Let {(un, cn1 , cn2 )}∞n=1 be a sequence
generated by Algorithm 2.1. Then we have
F˜ (un, cn1 , c
n
2 )− F˜ (un+1, cn+11 , cn+12 ) ≥ 2c‖un − un+1‖22.(2.15)
Proof. Due to (2.4), we have F˜ (un+1, cn+11 , c
n+1
2 ) ≤ F˜ (un+1, cn1 , cn2 ). From (2.1),
by the first-order optimality condition at un+1, there exists
pn+1 ∈ ∂u
(‖Dun+1‖1 + χ[0,1](un+1)) such that
0 ∈ pn+1 − αDT qn + 2c(un+1 − un) + λr(cn1 , cn2 ).(2.16)
Left multiplying it by (un − un+1)T and rearranging it, we obtain
λ〈r(cn1 , cn2 ), un − un+1〉 = −〈un − un+1, pn+1 − αDT qn〉+ 2c‖un+1 − un‖22.(2.17)
Using these results, we have
F˜ (un, cn1 , c
n
2 )− F˜ (un+1, cn+11 , cn+12 ) ≥ F˜ (un, cn1 , cn2 )− F˜ (un+1, cn1 , cn2 )
(2.18)
= ‖Dun‖1 − ‖Dun+1‖1 − α(‖Dun‖2,1 − ‖Dun+1‖2,1) + λ〈r(cn1 , cn2 ), un − un+1〉
= ‖Dun‖1 − ‖Dun+1‖1 − α(‖Dun‖2,1 − ‖Dun+1‖2,1)
− 〈pn+1 − αDT qn, un − un+1〉+ 2c‖un+1 − un‖22
=
(‖Dun‖1 − 〈pn+1, un − un+1〉)− ‖Dun+1‖1
+ α(‖Dun+1‖2,1 − 〈DT qn, un+1 − un〉 − ‖Dun‖2,1) + 2c‖un+1 − un‖22.
By convexity and subgradient definition, we have
‖Dun‖1 − 〈pn+1, un − un+1〉 ≥ ‖Dun+1‖1(2.19)
‖Dun+1‖2,1 − 〈DT qn, un+1 − un〉 ≥ ‖Dun‖2,1.(2.20)
Combining (2.18)-(2.20), we obtain F˜ (un)− F˜ (un+1) ≥ 2c‖un − un+1‖22.
The following theorem shows a weak convergence result of Algorithm 2.1, where the
weak convergence refers to
∂u(‖Du∗‖1 − α‖Du∗‖2,1) ⊆ ∂u‖Du∗‖1 − α∂u‖Du∗‖2,1.
See [37] for details.
Theorem 2.2. Suppose f(x, y) ∈ L∞(Ω), α ∈ [0, 1], and λ > 0. If (u∗, c∗1, c∗2) is
a limit point of {(un, cn1 , cn2 )}∞n=1 generated by Algorithm 2.1, then it satisfies the weak
first-order optimality condition:
0 ∈ ∂u‖Du∗‖1 − α∂u‖Du∗‖2,1 + ∂uχ[0,1](u∗) + λr(c∗1, c∗2)(2.21)
0 ∈ ∂ci F˜ (u∗, c∗1, c∗2) for i = 1, 2.(2.22)
Proof. First, we see that
F˜ (u, c1, c2) ≥λ
∫
Ω
(c1 − f(x, y))2u(x, y) + (c2 − f(x, y))2(1− u(x, y)) dxdy(2.23)
+ χ[0,1](u).
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Since the right-hand side is coercive and nonnegative, so is F˜ (u, c1, c2). It further
follows from Lemma 2.1 that {F˜ (un, cn1 , cn2 )}∞n=1 is nonincreasing. Hence, the sequence
converges, so
F˜ (u1, c11, c
1
2)− lim
n→∞ F˜ (u
n, cn1 , c
n
2 ) ≥ 2c
∞∑
n=1
‖un − un+1‖22,
which implies that ‖un − un+1‖22 → 0. Because F˜ is coercive, the sequence
{(un, cn1 , cn2 )}∞n=1 is bounded, so by Bolzano-Weierstrass Theorem, there exists a sub-
sequence {(unk , cnk1 , cnk2 )}∞k=1 that converges to (u∗, c∗1, c∗2).
We examine the optimality condition of the subsequence {(unk , cnk1 , cnk2 )}∞k=1.
From (2.5)-(2.6), we have
cnk+11 =
∫
Ω
f(x, y)unk+1(x, y) dxdy∫
Ω
unk+1(x, y) dxdy
cnk+12 =
∫
Ω
f(x, y)(1− unk+1(x, y)) dxdy∫
Ω
(1− unk+1(x, y)) dxdy
As nk →∞, we obtain
cnk+11 →
∫
Ω
f(x, y)u∗(x, y) dxdy∫
Ω
u∗(x, y) dxdy
= c∗1(2.24)
cnk+12 →
∫
Ω
f(x, y)(1− u∗(x, y)) dxdy∫
Ω
(1− u∗(x, y)) dxdy = c
∗
2.(2.25)
By (2.4), we have
F˜ (unk+1, cnk+11 , c
nk+1
2 ) ≤ F˜ (unk+1, c1, c2), ∀c1, c2 ∈ R.(2.26)
By (2.24)-(2.25), we pass the limit of nk →∞ in (2.26), thus getting
F˜ (u∗, c∗1, c
∗
2) ≤ F˜ (u∗, c1, c2), ∀c1, c2 ∈ R,(2.27)
or equivalently, F˜ (u∗, c∗1, c
∗
2) = inf(c1,c2) F˜ (u
∗, c1, c2), which implies (2.22).
At the (nk + 1) step of the DCA Algorithm (2.1), we have
0 ∈ ∂u
(‖Dunk+1‖1 + χ[0,1](unk+1))− αDT qnk + 2c(unk+1 − unk) + λr(cnk1 , cnk2 )(2.28)
= ∂u‖Dunk+1‖1 + ∂uχ[0,1](unk+1)− αDT qnk + 2c(unk+1 − unk) + λr(cnk1 , cnk2 ).
Note that ∂u
(‖Dunk+1‖1 + χ[0,1](unk+1)) = ∂u‖Dunk+1‖1 + ∂uχ[0,1](unk+1) since
‖Du‖1 and χ[0,1](u) are both convex. Because unk → u∗ and un − un+1 → 0, we
have Dunk → Du∗, Dunk+1 → Du∗, and χ[0,1](unk+1)→ χ[0,1](u∗). Additionally, by
(2.24)-(2.25), because (cnk1 , c
nk
2 ) → (c∗1, c∗2), it follows that r(cnk1 , cnk2 ) → r(c∗1, c∗2) by
continuity of r.
Let p ∈ ∂uχ[0,1](unk+1). Then we have
χ[0,1](u
′) ≥ χ[0,1](unk+1) + 〈p, u′ − unk+1〉(2.29)
for all u′. Letting nk →∞, we obtain
χ[0,1](u
′) ≥ χ[0,1](u∗) + 〈p, u′ − u∗〉(2.30)
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for all u′, so p ∈ ∂uχ[0,1](u∗). Hence, ∂uχ[0,1](unk+1) ⊆ ∂uχ[0,1](u∗).
From the proof of Theorem 2.3 in [37], we have ∂u‖Dunk+1‖1 ⊂ ∂u‖Du∗‖1, and
DT qnk ∈ ∂u‖Du∗‖2,1 or DT qnk converging to an element of ∂u‖Du∗‖2,1. Altogether,
with nk →∞ in (2.28), the limit point (u∗, c∗1, c∗2) satisfies (2.21).
2.3. Color Image Segmentation. We extend the proposed model (2.1) to
perform segmentation of color images. Let f : Ω→ R3 be defined as f := (fr, fg, fb).
For c1, c2 ∈ R3, where ci = (ci,r, ci,g, ci,b) with i = 1, 2, we solve the model
min
u,c1,c2
F˜C(u, c1, c2) := min
u,c1,c2
‖Du‖1 − α‖Du‖2,1(2.31)
+ λ
∫
Ω
‖c1 − f(x, y)‖22u(x, y) + ‖c2 − f(x, y)‖22(1− u(x, y)) dxdy + χ[0,1](u)
This is an anisotropic-isotropic variant of the Chan-Sandberg-Vese Model [10] as we
replace (c1 − f(x, y))2 and (c2 − f(x, y))2 in (2.2) with the Euclidean vector norms
‖c1−f(x, y)‖22 and ‖c2−f(x, y)‖22. Similar to (2.3)-(2.4), the model (2.31) can be solved
by alternating minimization. With r(x, y, c1, c2) := ‖c1 − f(x, y)‖2 − ‖c2 − f(x, y)‖2,
we can find un+1 by solving
un+1 = arg min
u
‖Dxu‖1 + ‖Dyu‖1 + c‖u‖22 + χ[0,1](u) + λ〈r(cn1 , cn2 ), u〉
− α〈Du, qn〉 − 2c〈u, un〉.
The convex subproblem at each iteration is solved by PDHG and the updates for
c1
n+1 and c2
n+1 are given by
cn+11,j =
∫
Ω
fj(x, y)u
n+1(x, y) dxdy∫
Ω
un+1(x, y) dxdy
(2.32)
cn+11,j =
∫
Ω
fj(x, y)(1− un+1(x, y)) dxdy∫
Ω
(1− un+1(x, y)) dxdy ,(2.33)
where j ∈ {r, g, b}. As the algorithm to solve (2.31) is similar to Algorithm 2.1, we
omit the presentation for the sake of brevity.
3. Anisotropic-Isotropic Chan-Vese Model (AICV) for Multiphase Seg-
mentation. Motivated by Vese and Chan’s work [50], we extend our models in the
previous section to multiphase segmentation by introducing m level-set functions to
represent N = 2m regions. The multiphase AICV model seeks to minimize
min
u∈[0,1]m
c∈RN
FM (u, c) := min
u∈[0,1]m
c∈RN
m∑
i=1
(‖Dui‖1 − α‖Dui‖2,1) + λ
N∑
j=1
∫
Ω
(f − cj)2Rj dxdy,
(3.1)
where u = (u1, . . . , um), c = (c1, . . . , cN ), and Rj ,1 ≤ j ≤ N , represents a region in
Ω corresponding to product combinations of ui, 1 ≤ i ≤ m, such that
∑N
j=1Rj = 1.
For example, when N = 4 (m = 2), we have
R1 = u1u2, R2 = u1(1− u2), R3 = (1− u1)u2, R4 = (1− u1)(1− u2).(3.2)
For N = 8 (m = 3), we have
R1 = u1u2u3, R2 = u1(1− u2)u3, R3 = (1− u1)u2u3, R4 = (1− u1)(1− u2)u3,
R5 = u1u2(1− u3), R6 = u1(1− u2)(1− u3), R7 = (1− u1)u2(1− u3),
R8 = (1− u1)(1− u2)(1− u3).
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Throughout the paper, we focus on the four-phase (N = 4, m = 2) segmentation
for simplicity. The following analysis and algorithms can be applied similarly for a
general N . For the four-phase case, the model (3.1) becomes
min
u∈[0,1]m
c∈RN
F˜M (u, c) = min
u∈[0,1]m
c∈RN
2∑
i=1
(‖Dui‖1 − α‖Dui‖2,1 + χ[0,1](ui))(3.3)
+ λ
4∑
j=1
∫
Ω
fjRj dxdy,
where fj = (f − cj)2 for j = 1 . . . , 4 and Rj is given by (3.2). Given un+1, the update
for cn+1 is as follows:
cn+11 =
∫
Ω
f(x, y)un+11 (x, y)u
n+1
2 (x, y) dxdy∫
Ω
un+11 (x, y)u
n+1
2 (x, y) dxdy
(3.4)
cn+12 =
∫
Ω
f(x, y)un+11 (x, y)(1− un+12 (x, y)) dxdy∫
Ω
un+11 (x, y)(1− un+12 (x, y)) dxdy
(3.5)
cn+13 =
∫
Ω
f(x, y)(1− un+11 (x, y))un+12 (x, y) dxdy∫
Ω
(1− un+11 (x, y))un+12 (x, y) dxdy
(3.6)
cn+14 =
∫
Ω
f(x, y)(1− un+11 (x, y))(1− un+12 (x, y)) dxdy∫
Ω
(1− un+11 (x, y))(1− un+12 (x, y)) dxdy
.(3.7)
With cn fixed, the u-subproblem (3.3) can be expressed equivalently as
min
u
2∑
i=1
(‖Dui‖1 − α‖Dui‖2,1 + χ[0,1](ui))+ λ
(∫
Ω
((cn1 − f(x, y))2(3.8)
− (cn2 − f(x, y))2 − (cn3 − f(x, y))2 + (cn4 − f(x, y))2)u1(x, y)u2(x, y) dxdy
+
∫
Ω
((cn2 − f(x, y))2 − (cn4 − f(x, y))2)u1(x, y) dxdy +
∫
Ω
((cn3 − f(x, y))2
− (cn4 − f(x, y))2)u2(x, y) dxdy
)
.
Observe that the model is biconvex with respect to u, which is convex with respect
to each variable ui, i = 1, 2. We propose an alternating DCA to solve (3.8). With u2
fixed and letting
r1(u2, c
n) = ((cn1 − f)2 − (cn2 − f)2 − (cn3 − f)2 + (cn4 − f)2)u2(3.9)
+ (cn2 − f)2 − (cn4 − f)2,
we can rewrite (3.8) as G1(u1)−H1(u1) with
G1(u1) = ‖Dxu1‖1 + ‖Dyu1‖1 + c‖u1‖22 + χ[0,1](u1) + λ〈r1(u2, cn), u1〉(3.10)
H1(u1) = α‖Du1‖2,1 + c‖u1‖22 − C1(u2, cn)(3.11)
where C1(u2, c
n) = ‖Dxu2‖1 + ‖Dyu2‖1−α‖Du2‖2,1 +χ[0,1](u2) + 〈(cn3 − f)2− (cn4 −
f)2, u2〉 is the remaining constant terms. Similarly, with u1 fixed and letting
r2(u1, c
n) = ((cn1 − f)2 − (cn2 − f)2 − (cn3 − f)2 + (cn4 − f)2)u1(3.12)
+ (cn3 − f)2 − (cn4 − f)2,
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we can rewrite (3.8) as G2(u2)−H2(u2) as
G2(u2) = ‖Dxu2‖2 + ‖Dyu2‖1 + c‖u2‖22 + χ[0,1](u2) + λ〈r2(u1, cn), u2〉(3.13)
H2(u2) = α‖Du2‖2,1 + c‖u2‖22 − C2(u2, cn),(3.14)
where C2(u1, c
n) is the remaining constant terms. Applying DCA to the two decom-
positions of (3.8), we obtain the following iterative scheme:
un+11 = arg min
u1
‖Dxu1‖1 + ‖Dyu1‖1 + c‖u1‖22 + χ[0,1](u1)(3.15)
+ λ〈r1(un2 , cn), u1〉 − α〈Du1, qn1 〉 − 2c〈u1, un1 〉
un+12 = arg min
u2
‖Dxu2‖1 + ‖Dyu2‖1 + c‖u2‖22 + χ[0,1](u2)(3.16)
+ λ〈r2(un+11 , cn), u2〉 − α〈Du2, qn2 〉 − 2c〈u2, un2 〉,
where qni := ((q
n
i )x, (q
n
i )y) = (Dxu
n
i , Dyu
n
i )/
√|Dxuni |2 + |Dyuni |2 for i = 1, 2 at the
nth step. Each minimization problem can be solved using PDHG. The pseudocode
for solving (3.3) is summarized in Algorithm 3.1. The algorithm is guaranteed to
converge by the following theorem. The proof is similar to the one provided in Section
2.2, which is thereby omitted for brevity.
Theorem 3.1. Suppose α ∈ [0, 1] and λ > 0. If (u∗1, u∗2, c∗) is a limit point of
{(un1 , un2 , cn)}∞n=1 generated by the Algorithm 3.1, then it satisfies the weak first-order
optimality condition:
0 ∈ ∂u1‖Du∗1‖1 − α∂u1‖Du∗1‖2,1 + ∂u1χ[0,1](u∗1) + λr1(u∗2)(3.17)
0 ∈ ∂u2‖Du∗2‖1 − α∂u2‖Du∗2‖2,1 + ∂u2χ[0,1](u∗2) + λr2(u∗1)(3.18)
0 ∈ ∂ci F˜M (u∗1, u∗2, c∗) for i = 1, . . . , 4.(3.19)
3.1. Color Multiphase Segmentation. The color multiphase segmentation
model is similar to (3.1) in that we replace (f − ci)2 with ‖f − ci‖22. The algorithm to
solve the color multiphase segmentation model is almost the same as for the grayscale
model, except that any c-related functions need to be adapted accordingly. In partic-
ular for the four-phase case, we have
r1(u2, c
n) = (‖cn1 − f‖22 − ‖cn2 − f‖22 − ‖cn3 − f‖22 + ‖cn4 − f‖22)u2(3.20)
+ ‖cn2 − f‖22 − ‖cn4 − f‖22
r2(u1, c
n) = (‖cn1 − f‖22 − ‖cn2 − f‖22 − ‖cn3 − f‖22 + ‖cn4 − f‖22)u1(3.21)
+ ‖cn3 − f‖22 − ‖cn4 − f‖22.
Given (un+11 , u
n+1
2 ), we can update c = (c1, . . . , c4) ∈ R4×3 as follows:
cn+11,j =
∫
Ω
fju
n+1
1 u
n+1
2 dxdy∫
Ω
un+11 u
n+1
2 dxdy
(3.22)
cn+12,j =
∫
Ω
fju
n+1
1 (1− un+12 ) dxdy∫
Ω
un+11 (1− un+12 ) dxdy
(3.23)
cn+13,j =
∫
Ω
fj(1− un+11 )un+12 dxdy∫
Ω
(1− un+11 )un+12 dxdy
(3.24)
cn+14,j =
∫
Ω
fj(1− un+11 )(1− un+12 ) dxdy∫
Ω
(1− un+11 )(1− un+12 ) dxdy
,(3.25)
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Algorithm 3.1 DCA-PDHG algorithm to minimize unconstrained AICV (3.8)
Input: Image f ; parameters c > 0 and λ > 0; DCA (outer) iteration N and PDHG
(inner) iteration K; step sizes τ > 0 and σ > 0
1: Set u0l = 1 for some region Σ ⊂ Ω and 0 elsewhere for l = 1, 2.
2: ((q1l )x, (q
1
l )y) = (Dxu
1
l , Dyu
1
l )/
√|Dxu1l |2 + |Dyu1l |2 for l = 1, 2.
3: Compute c1 by (3.4)-(3.7).
4: for n = 1 to N do
5: for l = 1 to 2 do
6: Set un,1 = unl and p
n,1
x = p
n,1
y = 0
7: if l = 1 then
8: r := r1(u
n−1
2 , c
n−1) defined in (3.9).
9: else
10: r := r2(u
n
1 , c
n−1) defined in (3.10).
11: end if
12: for k = 1 to K do
13: un,k+1 = min
{
max
{
2cunl +
1
τ u
n,k
2c+ 1τ
− λr−αD
T qnl +(D
T
x p
n,k
x +D
T
y p
n,k
y )
2c+ 1τ
, 0
}
, 1
}
14: u¯n,k+1 = 2un,k+1 − un,k
15: pn,k+1x = ProjP (p
n,k
x + σDxu¯
n,k+1)
16: pn,k+1y = ProjP (p
n,k
y + σDyu¯
n,k+1)
17: end for
18: Set un+1l = u
n,K+1
19: ((qn+1l )x, (q
n+1
l )y) = (Dxu
n+1
l , Dyu
n+1
l )/
√
|Dxun+1l |2 + |Dyun+1l |2
20: end for
21: Compute cn by (3.4)-(3.7).
22: end for
Output: Solution (uN+11 , u
N+1
2 )
with j ∈ {r, g, b}.
4. Numerical Results. In this section, we present extensive experiments to
demonstrate the efficiency of the proposed AICV model, i.e., L1−αL2 CV. In partic-
ular, we consider two values of α = 0.5 and 1, the latter of which is good for images
with more of horizontal or vertical edges, as described in [37]. We also compare
with some baseline methods including anisotropic (L1) CV, isotropic (L2) CV, and
two-stage segmentation methods [4, 53]. The two-stage methods find a smooth ap-
proximation of the underlying image with certain regularizations, followed by k-means
clustering to obtain the segmentation results. Specifically, Cai et al. [4] proposed an
L1 + L
2
2 regularization problem
min
u
λ
∫
Ω
(f(x, y)− u(x, y))2 dxdy + µ
∫
Ω
|∇u(x, y)|2 dxdy + ‖Du‖2,1.(4.1)
In our experiments, we set µ = λ. The L0-regularized model [53] is given by
min
u
λ
∫
Ω
(f(x, y)− u(x, y))2 dxdy + ‖∇u‖0.
All these methods are tested on several synthetic and real (-eps-converted-to.pdfcolor)
images, whose pixel intensities are rescaled to [0, 1]. We only consider L1 + L
2
2 for
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grayscale images, since it is not applicable for color images. We can adapt Algorithms
2.1-3.1 to solve for the L1 CV by setting α = 0 and c = 0. We can use a similar
framework to solve for L2 CV with the only difference being that the dual variables
px and py are updated by
(pn,k+1x , p
n,k+1
y ) = ProjP ′(p
n,k
x + σDxu¯
n,k+1, pn,ky + σDyu¯
n,k+1),
where ProjP ′(px, py) =
(px,py)
max{
√
p2x+p
2
y,1}
with
P ′ = {(px, py) :
√
px(x, y)2 + py(x, y)2 ≤ 1 for all (x, y)}.
Note that all the operations are componentwise. For Algorithms 2.1-3.1, we set c =
10−8, the number of outer iterations N = 20, and the number of inner iterations
K = 300. The step sizes τ and σ vary between images, but we set them equal, i.e.
τ = σ and choose among the set of {1/4, 1/6, 1/8}. We initialize the algorithms with
a step function, which equals to 1 for inside the regions and 0 for outside the regions.
For two-phase segmentation, the region of the step function is a circle with radius
10 centered in the image. For four-phase segmentation, one step function is a circle
with radius 10 shifted 5 pixels left from the center of the image and the other step
function is the same but shifted 5 pixels right. The stopping criterion for the inner
minimization algorithm performed by PDHG is
‖un,k+1 − un,k‖2
max{‖un,k+1‖2, ‖un,k‖2, } < 10
−6,(4.2)
while the stopping criterion for the outer minimization algorithm is
‖un+1 − un‖2
max{‖un+1‖2, ‖un‖2, } < 0.005,(4.3)
where  is the machine’s precision. For multiphase, both u1 and u2 have to satisfy
(4.3).
After reconstructing the images, we threshold to define the regions. For two-phase
segmentation with result u, we define regions
Σ1 = {(x, y) ∈ Ω : u(x, y) > µ} and Σ2 = {(x, y) ∈ Ω : u(x, y) ≤ µ},(4.4)
for µ ∈ (0, 1). For four-phase segmentation with result (u1, u2), we have regions
Σ1 = {(x, y) ∈ Ω : u1(x, y) > µ, u2(x, y) > µ},(4.5)
Σ2 = {(x, y) ∈ Ω : u1(x, y) > µ, u2(x, y) ≤ µ},
Σ3 = {(x, y) ∈ Ω : u1(x.y) ≤ µ, u2(x, y) > µ},
Σ4 = {(x, y) ∈ Ω : u1(x, y) ≤ µ, u2(x, y) ≤ µ}.
Throughout the experiments, we set µ = 0.5. We express a reconstructed image from
the segmentation result using the form of
f˜ =
n∑
k=1
ck1Σk ,(4.6)
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(a) (b) (c)
Fig. 1: Synthetic images for image segmentation. (a) Grayscale image for two-phase
segmentation. Size: 385× 385 (b) Color image for two-phase segmentation. Size: 385× 385
(c) Color image for four-phase segmentation. Size: 100 × 100.
Table 1: DICE indices for segmentation results of images in Figure 1. “-” means that a
method fails in that case.
Figure 1a Figure 1b Figure 1c
Original Noisy Blurry Original Noisy Blurry Original Noisy Blurry
L1 1.0 0.9840 0.9623 1.0 0.9856 0.9601 0.9976 0.9963 0.9190
L2 1.0 0.9869 0.9597 1.0 0.9841 0.9601 0.9972 0.3320 0.9315
L1 + L
2
2 0.9995 0.9945 0.9614 - - - - - -
L0 1.0 0.9995 0.9227 1.0 0.1778 0.9713 1.0 1.0 0.9197
L1 − L2 1.0 0.9900 0.9675 1.0 0.9842 0.9636 - - -
L1 − 0.5L2 1.0 0.9899 0.9713 1.0 0.9952 0.9602 0.9976 0.9979 0.9411
where n is the number of regions and {ck}nk=1 are either pre-determined or provided
by the algorithms.
All the algorithms are coded in MATLAB R2019a and all the computations
are performed on a Dell laptop with a 1.80 GHz Intel Core i7-8565U processor
and 16.0 GB of RAM. The codes are available at https://github.com/kbui1993/
L1mL2Segmentation.
4.1. Synthetic Images. To quantitatively evaluate the performance of various
algorithms, we compute the DICE index [14] between the segmentation result and the
ground-truth. The DICE index is defined as
DICE = 2
#{A(i) ∩A′(i)}
#{A(i)}+ #{A′(i)} ,
where A(i) is the set of pixels with label i in the ground-truth image f , A′(i) is the
set of pixels with label i in the segmented image f˜ , and #{A} refers to the number of
pixels in the set of A. If the DICE index equals to 1, it means the perfect alignment
of the segmentation result to the ground-truth. For multiphase segmentation, we
compute the mean of the DICE indices across the regions.
We apply the segmentation algorithms on the synthetic images presented in Figure
1. To demonstrate the robustness of various methods, we include segmentation results
for images that are noisy or blurred. The noisy images are generated by adding zero-
mean Gaussian noise to the original images, while the blurred ones are obtained by
the convolution with a Gaussian smoothing kernel. We then rescale the resulting
image to [0, 1]. Table 1 lists the DICE indices to evaluate the segmentation results of
all the images in Figure 1. Most algorithms can perfectly segment the original images
(without corruption), as indicated by the DICE indices’ being 1 or at least 0.99. As
L1 + L
2
2 is not applicable to color images, we indicate its results by “-” in Table 1.
In the following, we elaborate on the performance of noisy and blurred inputs for
two-phase grayscale and color segmentation as well as four-phase color segmentation.
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Two-Phase Grayscale Segmentation. The testing image in Figure 1a is for
two-phase grayscale segmentation. We choose step sizes τ = σ = 1/8 for all the CV
methods and tune the parameter λ, which is chosen as 50 for L0 and 2.5 for the CV
models and L1 + L
2
2. Segmentation results are shown in Figures 2-3 for noisy and
blurred inputs, respectively. In Figure 2, the original image is corrupted by Gaussian
noise of mean zero and standard deviation 0.2 before rescaling to [0, 1]. The proposed
L1−αL2 model outperforms its L1 and L2 counterparts in terms of DICE indices and
“eye-ball” norm in Figure 2, especially the third rectangle on the top left corner of the
image. The L0 method can successfully segment all the rectangles, but it also captures
a lot of noisy speckles. According to DICE indices in Table 1, the L1 − αL2 model
with either α = 1 or 0.5 gives comparable results to L1 +L
2
2 and L0. A blurred input
for segmentation is examined in Figure 3, where the original image is convolved with
a 21 × 21 Gaussian blur of standard deviation 5.0. The segmentation results appear
similar across all the methods except for L0 that misses all the rectangles on the top
left corner, which indicates that the L0 model is not robust to blur. Quantitatively,
the proposed L1 − 0.5L2 model achieves the highest DICE index in Table 1.
Two-Phase Color Segmentation. Figure 1b is about a two-phase color seg-
mentation. Additive Gaussian noise with mean zero and standard deviation 0.5 is
added to each color channel before rescaling. Figure 4 shows segmentation results
with λ = 3.0 and τ = σ = 1/8 for the CV methods. Notice that L0 fails to segment
any of the shapes no matter what λ is; here we present the result with λ = 50. The
blurred image is obtained by the convolution of a 21 × 21 Gaussian filter with stan-
dard deviation 5.0 in each channel. For the CV methods, parameters are λ = 150
and τ = σ = 1/8, and for L0, the parameter is λ = 50. The segmentation results are
shown in Figure 5. Figures 4-5 present similar segmentation results among L1, L2,
and L1 − αL2. Quantitatively, both L1 − L2 and L1 − 0.5L2 outperform L1 and L2
in terms of DICE indices. Although L0 attains the highest DICE index according to
Table 1, it misses two small circles in Figure 5.
Four-Phase Color Segmentation. We consider a more challenging synthetic
image for four-phase color segmentation in Figure 1c, compared to two-phase segmen-
tation. The parameter λ needs to be tuned properly in order to separate the three
shapes from each other as well as the background. Unfortunately for L1 − L2, it can
not get four regions no matter what λ to use and hence we do not present its visual
results and use “-” for its DICE indices in Table 1. Figure 6 presents segmentation
results of Figure 1c with additive Gaussian noise on each channel of mean zero and
standard deviation 0.05. For all the methods, parameters are λ = 1.875, and for all
CV methods, τ = σ = 1/6. The proposed L1 − 0.5L2 CV model is able to segment
the four regions from each other, whose results are comparable to L0 with a perfect
segmentation in terms of DICE and visually. A blurred input by a 13× 13 Gaussian
filter of standard deviation 3.0 is examined in Figure 7. For the CV methods, pa-
rameters are λ = 5.425 and τ = σ = 1/6. For L0, the parameter is λ = 50. Both
Figures 6 and 7 show similar results among these competing methods. According to
the DICE indices in Table 1, L1 − 0.5L2 yields the best result of the DICE index.
4.2. Real Images. We consider to compare the aforementioned segmentation
methods on a variety of real images, from medical scans to natural images. Original
images are presented in Figures 8 and 13 for grayscale and color, respectively.
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(a) Noisy (b) L1 (c) L2 (d) L1 + L
2
2
(e) L0 (f) L1 − L2 (g) L1 − 0.5L2
Fig. 2: Two-phase image segmentation results on synthetic grayscale image with additive
Gaussian noise of mean zero and standard deviation 0.20 before rescaling.
(a) Blurry (b) L1 (c) L2 (d) L1 + L
2
2
(e) L0 (f) L1 − L2 (g) L1 − 0.5L2
Fig. 3: Two-phase image segmentation results on synthetic grayscale image with 21× 21
Gaussian blur of standard deviation 5.0 before rescaling.
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(a) Noisy (b) L1 (c) L2
(d) L0 (e) L1 − L2 (f) L1 − 0.5L2
Fig. 4: Two-phase image segmentation results on synthetic color image with additive
Gaussian noise of mean zero and standard deviation 0.5 before rescaling on each channel.
(a) Blurry (b) L1 (c) L2
(d) L0 (e) L1 − L2 (f) L1 − 0.5L2
Fig. 5: Two-phase image segmentation results on synthetic grayscale image with 21× 21
Gaussian blur of standard deviation 5.0 before rescaling on each channel.
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(a) Noisy (b) L1 (c) L0 (d) L1 − 0.5L2
Fig. 6: Four-phase image segmentation results on synthetic color image with additive
Gaussian noise of mean zero and standard deviation 0.05 before rescaling on each channel.
(a) Blurry (b) L1 (c) L2
(d) L0 (e) L1 − 0.5L2
Fig. 7: Four-phase image segmentation results on synthetic color image with 13 × 13
Gaussian blur of standard deviation 3.0 before rescaling on each channel.
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(a) (b)
(c) (d)
Fig. 8: Real grayscale images for image segmentation. (a) Close-up of a target board in a
video [33]. Size: 89 × 121 (b) Image of a vessel. Size: 400 × 400 (c) X-ray image of a hand.
Size: 300× 300 (d) MRI scan of a brain. Size: 512× 512.
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(a) Original (b) L1 (c) L2
(d) L1 + L
2
2 (e) L0
(f) L1 − L2 (g) L1 − 0.5L2
Fig. 9: Two-phase image segmentation results on Figure 8a.
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(a) Original (b) L1 (c) L2
(d) L1 + L
2
2 (e) L0
(f) L1 − L2 (g) L1 − 0.5L2
Fig. 10: Two-phase image segmentation results on Figure 8b.
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(a) Original (b) L1 (c) L2 (d) L1 + L
2
2
(e) L0 (f) L1 − L2 (g) L1 − 0.5L2
Fig. 11: Four-phase segmentation results on Figure 8c.
(a) Original (b) L1 (c) L2 (d) L1 + L
2
2
(e) L0 (f) L1 − L2 (g) L1 − 0.5L2
Fig. 12: Four-phase segmentation results on Figure 8d.
Two-Phase Grayscale Segmentation. The two-phase segmentation methods
are applied to the grayscale images shown in Figures 8a-8b. For Figure 8a, parameters
are λ = 100 for all methods and τ = σ = 1/6 for all CV methods; for Figure 8b,
parameters are λ = 10 for all methods and τ = σ = 1/8 for all CV methods. The
segmentation results are presented in Figures 9-10, both showing notable differences of
using the proposed methods. Specifically in Figure 9, the regions at the bottom right
of the image, which is zoomed in and shown on the top right, are better segmented
by L1 − L2 and L1 − 0.5L2 than by the other methods. We also see that L0 fails
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(a) (b)
(c) (d)
Fig. 13: Real color images for image segmentation. (a) Image of a plane. Size: 491 × 652
(b) Image of a hawk. Size: 318 × 370 (c) Image of a flower. Size: 321 × 481 (d) Image of a
butterfly. Size: 321× 481.
to segment this region. In Figure 10, L1, L2, and L1 + L
2
2 methods produce a gap
in their segmentation of the blood vessel at the bottom right of the image, which is
connected by the proposed L1−αL2 approach. Also, L1− 0.5L2 provides a smoother
connection of this particular part of the blood vessel.
Four-Phase Grayscale Segmentation. The grayscale images in Figures 8c-
8d are for four-phase segmentation. For Figure 8c, parameters are λ = 5000 for
all methods and τ = σ = 1/4 for all CV methods; for Figure 8d, parameters are
λ = 10000 for all methods and τ = σ = 1/4 for all CV methods. In Figures 11-12,
we present the four-phase segmentation results by approximated images of (4.6) with
{ci}4i=1 computed by the algorithms for each method. The visual results show subtle
difference among these competing methods, which even resemble the original images.
In short, the proposed approach is comparable to the baseline methods.
Two-Phase Color Segmentation. The two-phase segmentation methods are
applied to the color images in Figures 13a-13b. For Figure 13a, the parameters are
λ = 20 for all methods and τ = σ = 1/4 for all CV methods; for Figure 13b, the
parameters are λ = 1.5 for all methods and τ = σ = 1/6 for all CV methods. The
segmentation results are shown in Figures 14 and 15. Figure 14 demonstrates that all
four CV methods are able to segment the plane, but mistakenly including a portion
in the bottom right corner of the image, while the L0 method can segment only the
plane but missing the left middle corner. In Figure 15, all the CVs are able to segment
the entire vertical branch on the left side of the image, where L0 fails by capturing
some background. Furthermore, the L0 method produces a gap in segmenting the top
branch on the right, which is preserved by all the CV methods.
Four-Phase Color Segmentation. The four-phase segmentation methods are
applied to the color images in Figures 13c-13d. For Figure 13c, the parameters are
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(a) Original (b) L1 (c) L2
(d) L0 (e) L1 − L2 (f) L1 − 0.5L2
Fig. 14: Two-phase segmentation results of a plane image.
Table 2: Computational time in seconds for segmentation methods on real grayscale images.
Figure Size Time
L1 L2 L1 + L
2
2 L0 L1 − L2 L1 − 0.5L2
target
(Figure 8a)
89 × 121 9.3665 10.4966 0.1677 0.0968 9.1292 7.3948
Vessel
(Figure 8b)
400 × 400 135.7142 117.7014 4.0396 0.4585 145.0135 115.0761
Hand
(Figure 8c)
300 × 300 16.1753 40.9240 0.3723 0.4806 14.8700 24.6868
Brain
(Figure 8d)
512 × 512 104.9631 184.2633 1.3747 1.4208 116.4634 162.5742
λ = 400 for all methods and τ = σ = 1/4 for all CV methods, while for Figure 13d, the
parameters are λ = 50 for all methods and τ = σ = 1/4 for all CV methods. Figures
16-17 present the approximated image of each method based on (4.6) with {ci}4i=1
computed by the algorithms for each method. The segmentation results are similar
among the considered methods. In fact, the approximated images closely resemble
the original images, except that L0 misidentifies some petals of the flowers of having
the color yellow as illustrated in Figure 17.
Finally, we list computational time of each method in Tables 2-3 for grayscale
and color images, respectively. We conclude that L0 is the fastest but with unstable
performance. L1 + L
2
2 is relatively efficient, but it is inapplicable to color images. In
general, the proposed L1−0.5L2 model converges fastest among the CV methods and
often gives reasonable segmentation results.
5. Conclusions and Future Work. In this paper, we proposed the weighted
anisotropic-isotropic CV models for two-phase and multiphase segmentation that can
deal with both grayscale and color images. We developed alternating minimization
algorithms utilizing DCA and PDHG to efficiently solve the models. Convergence
proofs were provided to demonstrate that the objective functions were monotonically
decreasing and that each limiting point is a stationary point. Numerical results illus-
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(a) Original (b) L1 (c) L2
(d) L0 (e) L1 − L2 (f) L1 − 0.5L2
Fig. 15: Two-phase segmentation results of a hawk image.
Table 3: Computational time in seconds for segmentation methods on real color images.
Figure Size Time
L1 L2 L0 L1 − L2 L1 − 0.5L2
Plane
(Figure 13a)
491 × 652 210.2645 153.8824 3.9362 133.9816 185.9372
Hawk
(Figure 13b)
318 × 370 47.2093 51.6079 1.7165 32.7771 26.4367
Flower
(Figure 13c)
321 × 481 336.8808 330.8452 3.9253 306.4601 314.7937
butterfly
(Figure 13d)
321 × 481 341.1321 294.0941 1.7705 160.9380 208.4161
trated that the weighted anisotropic-isotropic CV models provided more satisfactory
results than their anisotropic and isotropic counterparts with faster convergence on
various kinds of images in a robust manner. The segmentation results are comparable
and sometimes better than those of the two-stage segmentation methods.
In the future, we will consider applying the weighted anisotropic-isotropic penalty
to other types of segmentation models, such as piecewise-smooth models [27, 23], the
Potts models [46, 49, 52], and fuzzy segmentation models [39, 30, 31]. Since the
two-stage methods are generally faster than the CV methods, we plan to develop
a weighted anisotropic-isotropic variant as a faster alternative. As the weighted
anisotropic-isotropic CV models indicate the success of using non-convex penalty
terms in image processing, we plan to investigate the application of other non-convex
penalties, such as transformed L1 [41, 59] and L1/L2 [47, 51], to image segmentation
and other imaging problems including denoising and deblurring.
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