Recent studies of a passive scalar diffusing in a rapidly fluctuating Gaussian distributed linear shear layer have demonstrated intermittency in the form of broad tails and non-symmetric limiting probability distribution functions. In this paper the authors explore similar issues within the context of a large class of rapidly fluctuating bounded periodic shear layers. We compute the evolution of the moments by analogy to an N dimensional quantum mechanics problem. By direct comparison of an appropriate system of interacting and non-interacting quantum particles, we illustrate that the role of interaction is to induce a lowering of the ground state energy, which implies that the scalar PDF will have broader than Gaussian tails for all large, but finite times. We demonstrate for the case of Gaussian random wave initial data involving a zero spatial mean, that the effect of this energy shift is to induce diverging normalized flatness factors indicative of very broad tails. For the more general case with Gaussian random initial data involving a non-zero spatial mean, the distribution must approach that of a Gaussian at infinite times, as required by homogenization theory, but we show that the approach is highly non-uniform. In particular our calculation shows that the time required for the system to approach Gaussian statistics grows like the square of the moment number.
I. INTRODUCTION
Understanding intermittency is an important and difficult problem in fluid turbulence. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] Intermittency most often appears as a bursting phenomenon where some measured quantity exhibits very large and sudden fluctuations. Often, by viewing a fluctuation time-history, these bursts may be seen to admit a statistical description, and such a time series is declared to be intermittent if the frequency of these fluctuations does not follow that of a Gaussian distribution, but rather admits a much higher probability for large fluctuations or rare events. Physical examples exhibiting such intermittency include turbulent bursting in the fluid vorticity 1, 7 and intermittent thermal fluctuations in high Rayleigh number thermal convection experiments, 4, 18 and such phenomena have also been observed in numerical simulations of the Boussinesq system. 19 A great deal of recent attention has been focused upon models for understanding intermittent thermal signals in convection based on the study of intermittency in a passive scalar. 6, 7, 9, 10, 12, 14, 16, 17 Such modeling provides an extremely important tool to assist in the understanding of experimental observations of scalar intermittency. Since the detailed structure of turbulence is still poorly understood it is particularly important to try to isolate potential mechanisms leading to intermittent scalar temperature fields. The basis of these models is to assume some sort of Gaussian statistics for the fluid flow field, and then to determine what statistics the passively transported quantity inherits. Naturally, the determination of these statistics requires understanding the evolution of moments of the scalar field. This is an extremely complicated task in general due to standard closure problems, and unfortunately many attempts to model intermittency are forced to include ad hoc assumptions in order to derive closed equations.
For the case of a Gaussian random fluid flow which is rapidly fluctuating in time, however, exact closed evolution equations for the scalar's N-point correlation function are available. 12, 13, 20 Even with closed moment equations, it is a non-trivial task to understand how these moments evolve. Recent studies 12, 17 have yielded a complete analysis of intermittency arising in the following passive scalar equation:
where ␥(t) is Gaussian white noise, and the flow field is a linear shear layer. This particular choice of flow yields a connection between the closed moment equations and a quantum harmonic oscillator, and yields exact solution formulas for arbitrary moments. With these exact solution formulas, it is readily established that the scalar's long-time limiting probability distribution function exhibits broader than Gaussian tails for a range of different initial conditions. Further, in that work it was shown for the case of a linear shear layer that the scalar PDF will develop broad tails provided thermal energy is input on length scales much smaller than the correlation length of the velocity field. Thus this model identifies explicitly in what cases one should expect to observe broad tails. A similar condition guaranteeing intermittency has also been observed in numerical simulations of the full Boussinesq system. 19 In that work, through the use of numerical filtering techniques, they demonstrate similar conditions regarding the relative excited length scales in the fluid and thermal profiles necessary to observe broader than Gaussian tails in the fluctuating thermal profile.
Unfortunately, though the model studied by Majda and McLaughlin makes no ad hoc approximations and does make interesting predictions regarding phenomena, it does not generalize to a larger class of fluid flows or provide a general theory to explain this generic phenomenon of scalar intermittency observed in numerous thermal convection experiments 4 and numerical studies. 16, 19 In this work we explore these issues within a larger class of bounded, rapidly fluctuating periodic shear layers, subject to random wave initial data, and initial data possessing a large-scale structure. This choice of initial data is extremely important, since it allows us to compare the effects of the scale of the thermal energy on the limiting PDF. Periodic flows are, of course, a natural class of flows to study since many flows are observed to be at least approximately periodic, and since many numerical simulations are based on pseudo-spectral 11 methods, which are naturally periodic. From the point of view of modeling, the primary reason for exploring such a generalization of the linear shear model 12, 17 is to determine if the broad tails predicted in that work persist, or if they are somehow an artifact of the unboundedness of the linear shear profile. We proceed by viewing the problem on length scales for which the fluid flow is spatially organized, but on time scales for which the fluid is rapidly fluctuating. By studying such a regime, a general theory for scalar transport on these length scales may be presented. It must be admitted that the restriction to shear flows is somewhat arbitrary. However we believe that considering the shear case makes it possible to calculate the deviations from Gaussianity explicitly while retaining the same basic phenomenology as the general case. In fact the calculation given here extends to a general periodic flow-field, though it is necessary to solve the resulting periodic eigenvalue problem numerically, since simple expressions for the ground state energy such as we give here are not available. Of course, the scenario involving fluid flows possessing a random spatial description characterized by a cascade of energy is more difficult, and we direct the interested reader to some very interesting initial works by Majda 13 and Gawedzki and Kupiainen. 31 We establish conditions determining the nature of the scalar's limiting probability distribution function by comparing the ground state energy of an appropriately selected interacting quantum mechanical system with that of a noninteracting system. We show that this shift in the ground state plays a key role in determining the long time asymptotics of the PDF for the decaying scalar field. We will explicitly compute this shift in the ground state energy and show that the effect of the interaction is always to lower the ground state energy, implying that the distribution will be broader than Gaussian for large but finite times. We will illustrate that for Gaussian random wave initial data possessing no large scale structure this shift in the ground state energy leads to a scalar PDF possessing very broad tails and divergent normalized asymptotic flatness factors. In contrast, if the initial data possess large scale structure, the long time limiting PDF will always be Gaussian, in agreement with predictions based on leading order homogenized averaging. This is an explicit demonstration for a general class of flows of the importance of the scale of the thermal energy in determining the behavior of the PDF. We note that in the random wave case the wave number, , of the thermal energy enters as a parameter, with the PDF approaching Gaussian as →0 and approaching the PDF studied by Majda and McLaughlin in the limit →ϱ.
We also demonstrate that the shift in the ground state energy yields a correction to homogenization methods, and gives an estimate of the time scale on which such predictions based on such methods are valid. This time scale is seen to increase rapidly with high moments of the scalar field. This phenomenon has been observed by Eswaran and Pope 3 using direct numerical simulations of the Navier-Stokes equation, and by Gao using mapping closure techniques. 30 We remark that this part of our calculation is similar in spirit to the work of the Santosa and Symes, who have computed a dispersive correction to the homogenized averaging of a periodic medium. 21 The paper is organized as follows. In Sec. II, we formulate the problem of the evolution of the scalar PDF in the case of a rapidly fluctuating periodic shear layer, and present a general solution formula using the standard theory of periodic Schrödinger operators. 22 In Sec. III we compute the long time normalized flatness factors for random wave initial data. In the limit of small we present explicit formulas for the long time limit of the flatness factors which imply broader than Gaussian tails and slowly diverging flatness factors. We also present a general proof that the same conclusions hold true for arbitrary , though explicit formulas are no longer available, and that in the limit of large , or large values of the velocity, we demonstrate that the periodic shear approaches the linear shear model studied by Majda 12 and McLaughlin and Majda. 17 Since the Reynolds number is proportional to velocity this can be thought of as amounting to high Reynolds number flows, though we must emphasize that we are only considering passive scalar statistics. Finally in Sec. IV, we show for the more general random initial data possessing a large scale spatial structure that the long time limiting distribution is always Gaussian. We further demonstrate, by calculating an explicit correction to the Gaussian behavior, that the time scale on which Gaussian behavior appears diverges rapidly with increasing moment number, which implies a highly non-uniform convergence to the limiting PDF. This difference between random wave data and data possessing large scale structure serves to emphasize the importance of the role of the scale on which the thermal energy is input in determining the presence or absence of broad tails! Further, this non-uniformity in the convergence of the PDF implies that high statisical moments are unlikely to assume Gaussian statistics on the time scales available in a typical experiment even in the case where the thermal energy is input on large scales, and thus these models further demonstrate the robust phenomenon of scalar intermittency.
II. SCALAR INTERMITTENCY
We will study intermittency in the following passive scalar equation considered previously by Majda,
Here the function ␥(t) is taken to be a mean zero Gaussian white noise having the following correlation structure:
͗␥͑t͒␥͑s͒͘ϭ␦͑tϪs͒, and the shear layer, v(x), is a mean zero, periodic function on ͓0,1͔. We take the molecular diffusion constant to be unity for brevity in exposition. We observe that for the case of Gaussian white noise velocity statistics exact closed equations for the evolution of arbitrary moments are available for this equation. 12, 13, 20 Define the N-point correlation function,
Here the brackets ͗•͘ denote ensemble averaging with respect to the Gaussian process, ␥(t). Then, ⌿ N will satisfy the following evolution equation:
with initial data for ⌿ N of the form
Since the velocity field in equation ͑1͒ is a shear layer, we may compute the Fourier transform of the equation in ͑2͒ in the y variables and connect the passive scalar equation with a parabolic Schrödinger equation. This procedure yields the following representation formula for the scalar's N-point correlation function:
where the wave function, ⌿ N is the solution to the following N-body interacting quantum system:
The interaction potential, V int (k,x), is given by
In general, we are interested in calculating the long time normalized asymptotic flatness factors, F 2N , given by
for the special case of N dimensional vectors, x R , y R , given by
We then, with the introduction of Gaussian random initial data, compare these flatness factors with those of a Gaussian distribution, (2N)!/2 N (N)!. By understanding properties of the interacting parabolic quantum mechanics system given in Eq. ͑4͒, we will obtain asymptotic formulas valid at long times for the normalized flatness factors, F 2N . Observe that since the flatness factors are defined as a ratio of the 2Nth moment with the second moment, it is necessary to compare the long time behavior of N independent copies of the interacting two-body problem with the fully interacting 2N-body problem. This task in general is quite complicated due to the nature of the interactions, as well as the arbitrary spatial dimension. However, we will establish below for a large class of initial data that the relevant long time decay is dominated by the behavior of the wave functions at small ͉k͉. Consequently, we utilize regular perturbation theory to obtain the form of the ground state energy near kϭ0 for arbitrary spatial dimension.
In contrast the case of random wave initial data, which contains only one Fourier mode, is no longer dominated by the small k behavior of the spectral problem, and perturbation theory is no longer generally applicable. Nevertheless on the basis of simple, well known results in spectral theory ͑mainly the min-max principle͒ we are able to show that the moments are larger than the Gaussian case for large but finite times.
We first present a spectral theory representation for arbitrary moments. This expansion follows from the standard theory of the spectrum of periodic Schrödinger operators. 22 The equation given in ͑4͒ has the following solution:
where j (k,x) is the jth eigenfunction of the periodic eigenvalue problem ͑ Ϫ⌬ϩV int ͑k,x͒͒ϭ ͑6͒
and j (k) is the corresponding eigenvalue, with the wave vector k entering as a parameter. The function ␤ j (k) is the projection of unity onto the eigenbasis, j :
The first thing to realize is that, by comparison with the free Laplacian under periodic boundary conditions, the jth eigenvalue of the periodic Schrödinger operator satisfies
As a consequence, the series given in Eq. ͑5͒ is dominated at long times by the ground state, jϭ0, since the other terms are o(exp(Ϫ4 2 t)). This yields the following asymptotic formula valid at long times for arbitrary moments of the scalar field:
In the next two sections we will use this explicit representation to calculate the long time asymptotics for the ratio of the 2Nth moment to the Nth power of the second moment for two cases-the case of random wave initial data and the case of random square integrable initial data. In each case we show that the distribution for long but finite times is broader than Gaussian, and that the difference between the ground state energy of a strongly interacting quantum mechanics problem and the ground state energy of a weakly interacting problem determines the deviation from Gaussianity.
III. RANDOM WAVE INITIAL DATA
In this section we will study large scale Gaussian random wave initial data possessing zero spatial mean. We assume that the Fourier transform of the initial temperature profile is highly localized as a function of the transform variable, k:
where A* denotes the complex conjugate of the complex mean zero Gaussian random variable, A, and the statistics on A are assumed to be ͗A͘ϭ͗A*͘ϭ0, ͗AA͘ϭ͗A*A*͘ϭ0, ͗AA*͘ϭ.
Since A is Gaussian distributed we can express an arbitrary moment in terms of all pairwise contractions, and a simple combinatorial argument shows that ͉͗A͉ 2N ͘ϭ N N!. Note that this is somewhat different than the usual expression since A is a complex valued Gaussian random variable, rather than a real valued one.
We are interested in computing the ensemble average of the N-point correlation function, ⌿ N , over this random initial data. Since the random amplitude is a mean zero, Gaussian random variable, we immediately have that the scalar's probability distribution function will be symmetric. Consequently, ͗⌿ N ͘ will vanish for N odd, and we only consider the case of even N.
Computing the ensemble average over random initial data of the 2N point correlation given in ͑8͒ with initial data, T 0 (k), defined in Eq. ͑9͒, we obtain the following representation formula valid at long times:
where the set P 2N is the set of all 2N dimensional vectors which contain N entries of and N entries of Ϫ, and ͗•͘ A denotes the joint ensemble average over both random initial data as well as random advection. Note that P 2N has
Here, since we are primarily concerned with one-point statistics, we consider x, y, only ''along the diagonal,'' i.e., x R ϭ(x,x,x . . . x), y R ϭ(y,y,y . . . y). Recall the definition of the normalized flatness factors presented in Sec. II:
In general there is no explicit formula for F 2N (x,,t). However if we take to be small, or equivalently if we take the flow V(x) to be weak ͑which can, as we mentioned before, be thought of as looking at low Reynolds numbers͒, we can use eigenvalue perturbation theory to calculate the necessary eigenvalues, eigenfunctions, and projections. Assuming that the Fourier coefficients of the basic periodic flow field, v(x), and its square, v 2 (x), are a j and b j , respectively. We find that the ground state energy and wave function of the fully interacting problem have the following expansions for small ͉k͉:
where D,E N ,E I are constants defined by
and the functions I,N are defined by ͑The analogous wave functions and energies for N copies of the two-body problem will be denoted with tildes.͒ Using these asymptotic expansions, which are derived in the Appendix, it is easy to show that the long time normalized flatness factor is given by
where ⌬ is the difference between the ground state energies of N independent copies of the two particle problem and the fully interacting 2N particle problem. To leading order this shift in the ground state is given by
In particular we note that the moments are growing exponentially in time for non-zero wave numbers, though of course for small wave numbers such growth would only be visible over correspondingly long time scales.
To connect this to the standard homogenization theory calculation, we note that taking the limit of large scales and long times amounts to making the replacements →ͱ⑀ and t→t/⑀. In this scaling the ratio of the moments becomes
Clearly, this calculation importantly demonstrates a scenario in which standard homogenized averaging misses important phenomena in that such averaging seeks to obtain averaged behavior in the limit of the largest scales and the longest times. In practice however, the correct ordering of the limiting procedure is to first pick a fixed spatial scale, and then to observe the long time decay. The calculation we present here indeed respects this ordering of limits, and does predict intermittency in the form of broad tails at long times. The crucial point in this argument is that the ground state energy of the fully interacting 2N particle problem is lower than the energy of N independent two particle problems. Obviously by the perturbation theory presented above this holds for small . In the case where is not small we no longer have explicit expressions for the ground state energy, but it is not difficult to extend the above conclusions to the case where is arbitrary by using simple estimates to show that the ground state energy of the 2N particle system is lower than the ground state energy of N copies of the two-particle system. First we observe that permuting the k i 's in the eigenvalue problem in Eq. ͑6͒ leaves the eigenvalue invariant, and simply permutes the x i 's in the eigenfunction. Since we are only interested in the eigenfunctions evaluated along the diagonal this permutation does not concern us, and we are led to the following representation for F 2N :
Again we recall that 0 (k,x) is the ground state wave function of the fully interacting problem and 0 (k,x,x) is the ground state wave function of the two-body problem. In the second expression k is taken to be one representative element of P 2N , say kϭ(,Ϫ,,Ϫ, . . . ,Ϫ), since each term contributes equally to the sum. Note that the denominator never vanishes since the ground state eigenfunction is strictly positive. Since the factor of e ⌬t has factored out we only need to analyze the change in the ground state energy due to the interaction. It is an elementary application of the min-max principle ͑see the Appendix͒ to show that the ground state energy of the fully interacting problem must be strictly less than the ground state energy of the noninteracting problem for k of this form. Thus the behavior for finite is the same as the behavior for small-the moments grow exponentially in time.
Finally we would like to point out that in the opposite limit, where k is large, the above eigenvalue problem can also be analyzed perturbatively. ͓Note that the limit in which k is large is equivalent to the limit in which V(x͒ is large, which physically represents a large Reynolds number limit.͔ In the small k limit, where the periodic potential is weak, the eigenvectors are close to those of the free Schrödinger problem. The behavior when k is large, on the other hand, is very different. In this case the ground state eigenfunction is localized near minima of the potential, and we can Taylor expand the potential, i.e.,
Near these minima the potential looks locally quadratic, and the eigenfunctions look like the eigenfunctions of a quantum harmonic oscillator. The periodic eigenfunctions are then written as a sum of translates of harmonic oscillator wave functions. We refer the interested reader to the text by Mott and Jones 27 for details on this approximation, which is essentially the tight binding approximation. The essential point here is that we need only understand the structure of the local minima in the fully interacting case and in the two-body case. The potentials in each case look like
Obviously, since both potentials are positive, the minimum values are zero. It is easy to check that the set of points where V 2 vanishes is a set of dimension N. Thus in the large k limit the potential function of the N copies of the two-body problem looks like a quantum harmonic oscillator in N directions and a free particle in N directions. The fully interacting problem, on the other hand, has a zero set which is 2NϪ1 dimensional. Thus the fully interacting problem has a potential which looks locally like a quantum harmonic oscillator in one direction and a free particle in the other 2NϪ1 directions. This is essentially the problem analyzed by Majda 12 and McLaughlin and Majda. 17 We will not repeat their analysis here, but it is intuitively quite obvious that the particle which is free in more directions will have the lower energy.
In general the zero set of the potentials will not be exactly flat ͑lines/planes͒ but will have some curvature, making it a slightly more general problem than the one which they consider. However the general conclusions they reached will not change. In the particular case where V(x) is a periodic sawtooth ͓i.e., v(x)ϭx for x ͓Ϫ1/2,1/2͔ periodically repeated͔ the tight binding approximation gives exactly the harmonic oscillator problem they considered!
IV. SQUARE INTEGRABLE SPECTRAL DENSITY
In this section we will consider stratified initial data with a square integrable spectral density which depends only upon the spatial variable, y:
where dW(k) is a Gaussian random measure. In particular we assume that T 0 (k͒ is non-vanishing in a neighborhood of kϭ0. This is in contrast to the random-wave case, where the energy was all in a single mode. We emphasize that the important physical difference between these two cases is that in the random wave case thermal energy is put in at a fixed scale, while in the case considered in this section the thermal energy is put in at very large scales. We also want to emphasize that the particularly simple form we take for the initial data above is simply for ease of exposition, and that an analogous calculation for general initial data varying in both x and y is straightforward but somewhat more tedious. For details on the general Bloch expansion we refer the reader to the paper of Odeh and Keller. 22 The phenomena derived here for the case of stratified initial data persist in the more general case, except for a change in the decay rate of the 2Nth moment from O(t ϪN/2 ) to O(t ϪN ). Recall the representation formula for the 2Nth moment given in Eq. ͑8͒ of Sec. II:
We could use this representation to look at the limiting behavior at large scales and long times, which recovers the familiar homogenization theory calculation. Instead we take random initial data and compute an explicit correction to such averaging. This calculation is closely modeled on a previous calculation due to Majda. 12, 13 We take initial data for ⌿(x,y) which is constant in the x direction and random in the y direction, as defined in Eq. ͑13͒. Here we choose the random measures such that ͗dW͑k͒͘ϭ0, ͗dW͑k͒dW͑kЈ͒͘ϭ␦͑kϩkЈ͒dkdkЈ.
With this choice of random data our eigenfunction expansion for the the 2Nth moment ⌿ 2N (x,y,t) becomes
Next we take the expectation of the above expression with respect to the random measure dW. Using the familiar cluster decomposition for Gaussian random variables we find that
At this point a bit of explanation is in order. The integral is now N dimensional, not 2N dimensional, since we have performed half of the integrals with the assistance of the delta functions. The set P 2N is the set of all decompostions of the 2N components into pairs. The reduced wave vector k R , belonging to the set P 2N , is a 2N dimensional vector with N components which each occur twice. Further the second occurrence of a component has a negative sign attached. For example when Nϭ2 the element of P 2N which associates element 1 with element 3 and element 2 with element 4 has the associated wave vector (k 1 ,k 2 ,Ϫk 1 ,Ϫk 2 ). This set has 2N!/2 N N! elements. We remark again that the more general initial data may easily be considered by simply modifying the projection ␤ j (k). Here we only do the simpler case for clarity, but the general conclusions are unchanged in the general case. As in Sec. III, we are not really interested in the correlation function for arbitrary x,y, but only along the diagonal, i.e., x R ϭ(x,x,x,... x),y R ϭ(y,y,y,... ,y). Taking xϭx R and yϭy R we find that k R •y R ϭ0, since the reduced wave vector has one positive component for each negative component. The expression for the 2Nth moment is
We want to look at the asymptotic behavior of the 2Nth moment for long times. As was discussed in Sec. II, since we are interested in the long time behavior, we need only consider the jϭ0 term, as the other terms are o(exp(Ϫ4 2 t)). Thus the sum reduces to
Further we should note that the contributions from different k R P 2N are the same up to a permutation of the x i 's. Since we are only interested in the value of the correlation along the diagonal then it is obvious that the contribution of each term in the sum is the same, since the vector x R ϭ(x,x,x...x) is clearly invariant under permutation. Thus we replace the sum by the number of elements in the sum multiplied by the value of one term. For simplicity we make the choice kϭ(k 1 ,k 2 ,k 3 ,... ,k N ,Ϫk 1 ,Ϫk 2 ,... ,Ϫk N ) and arrive at the following formula for the 2Nth moment valid at long times:
Please observe that, for large times, the previous integral is of steepest descents type, and assuming that T 0 (k) is nonvanishing in a neighborhood of zero, the leading order of behavior is controlled by the behavior of T 0 , ␤ 0 , 0 , and 0 . For small ͉k͉ the ground state eigenvalue is approximately quadratic. Thus we can use the method of steepest descent to calculate the leading order behavior of the integral above. As before we have the following asymptotic expansions for the ground state eigenvalue, ground state eigenfunction, and projection:
where the constants D,E N ,E I and the functions N (x 1 ), I (x 1 ,x 2 ) are defined in the previous section. Again, the details regarding this expansion may be found in the Appendix. To determine the behavior of the integral for large times, we simply replace ␤ 0 , 0 , T 0 , and 0 by their expansions for small k, and evaluate the resulting Gaussian integrals.
At this point we simply want to evaluate the above expressions at the reduced wave number and position kϭ(k 1 ,k 2 ,k 3 ,...k N ,Ϫk 1 ,Ϫk 2 ,Ϫk 3 ...Ϫk N ) and x R ϭ(x,x,x...x) and use Watson's lemma to find the leading order behavior of the integral. Strictly speaking we need to show that kϭ0 is a global minimum of the eigenvalue ͑k͒, and not simply a local minimum. This is a quite straightforward calculation, and is given in the Appendix. After the evaluation of numerous Gaussian integrals we find that the 2Nth moment satisfies
with the constants D,E I ,E N and the one-and two-body functions I (x 1 ) and N (x 1 ,x 2 ) defined as above. When we look at the ratio of ͗T 2N ͘ to ͗T 2 ͘ N we find
So we see that the initially Gaussian distribution is, for any large, fixed time t, wider than Gaussian, although the limiting distribution does relax to a Gaussian at infinite time. One important thing to notice is that the non-Gaussian correction grows rapidly with N, the moment number. This implies that the approach to Gaussianity is non-uniform, with higher moments taking longer and longer to approach Gaussianity. It is also interesting that the leading order correction to the Gaussian behavior is due strictly to the interaction energy.
We also comment that this same problem can be analyzed in the limit of strong velocity fields ͓v(x)ϾϾ1͔ and fixed times, rather than the limit of long times and fixed velocity fields. This is, again, an application of the tight binding approximation, rather than the weak binding approximation we have presented here, and the eigenvalue problem can be solved in terms of quantum harmonic oscillator wave functions. We refer the interested reader to the original papers of Majda 12 and McLaughlin and Majda 17 for details.
V. CONCLUSION
We have demonstrated an interesting connection between the long time asymptotics for moments of a scalar field diffusing in the presence of a rapidly fluctuating periodic shear layer and the ground state of an appropriately selected system of interacting quantum particles. Further, we have explicitly demonstrated for the model considered here that the role of interaction is fundamental in creating a shift in the ground state energy. This shift is responsible for the development of very broad tails in the limiting scalar distribution function provided the scalar's initial data have zero spatial average. By contrast we have demonstrated for initial data possessing energy in large scales that any corrections due to this shift in the ground state energy always decay as the distribution relaxes to that of a Gaussian, in agreement with predictions made by standard homogenization averaging. Interestingly, in such situations, this shift in the ground state energy provides a correction to such methods of averaging, and predicts that the time scale required to reach Gaussianity grows rapidly for high statistical moments. We remark that these calculations demonstrate that standard, leading order homogenized averaging will miss such predictions as such averaging views the problem on infinitely large scales. In practice, the scale should be fixed, and then the long time decay observed. The results we have derived here indeed respect this ordering of limits. Additionally, the calculations presented here demonstrate for a large family of fluid flows that, for long physical timescales observable in real experiments, high statistical moments are seen to be intermittent and thus the scalar PDF will always possess broad tails.
It should be emphasized that the difference between the case of random wave initial data and the case of initial data containing large scales is that the former contains energy only at fixed scales, while the latter contains energy on the very largest scales. This question of the scale of the inital data has been shown numerically 19 and analytically 12, 17 to be fundamental in determining whether or not broad tails are observed. Our calculation is interesting in that it helps to generically elucidate this interpolation between Gaussian and non-Gaussian limiting distributions as the scale of the thermal energy is varied.
Other interesting questions regard more general flows besides shear layers, the consideration of slow temporal modulation of the large scale flow field, and the effect of finite time correlations on the behavior of the limiting probability distribution function. For non-sheared flows with rapid time decorrelation, similar corrections to homogenized averaging are available, although require numerical implementation of a non-trivial elliptic cell problem. The authors hope to explore these issues in a subsequent publication.
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APPENDIX: PROPERTIES OF THE GROUND STATE
First, we present a brief proof that kϭ0 is the global minimum of 0 . We begin with the eigenvalue problem, Taking the inner product with gives the following expression:
2 ͉͗V͑x͒͑k•V͑x͉͒͒͘ϩ͉͗Ϫ⌬
Since is an eigenvector with eigenvalue 0 the second term on the right hand side is zero, which gives This tells us that the ground state energy 0 (k) is strictly increasing in the outward radial direction. This, in turn, implies that kϭ0 is the unique minimum. We next present a sketch of the proof that the ground state eigenvalue of the fully interacting 2N-body problem, Here the vector k is given by kϭ(,Ϫ,, Ϫ,... ,,Ϫ).
The idea behind the proof is to take the ground state eigenvector of N copies of the two-body problem as the trial wave function in the fully interacting 2N body case, i. where is either i or iϩ1, and l is either j or jϩ1. The sign is positive if k and l have the same parity, and negative if k and l have different parity. The ground state is symmetric with respect to permutation of the two arguments. As a consequence, the contribution from all of these terms will sum to zero since half of these terms have a plus sign and half a negative sign. As a result,
which implies that
It is easy to check that the trial wave function cannot be an eigenvector, and thus the ground state energy of the fully interacting case must be strictly less than the ground state energy of the 2N-body problem. Note that this relies on the fact that k is given by kϭ(,Ϫ,,Ϫ, . . . ,Ϫ), which ensures that the cross terms which arise when calculating the Rayleigh-Ritz quotient vanish. For a general k it is not necessarily true that the ground state of N copies of the two-body problem is less than the ground state of the 2N-body problem-counterexamples are fairly easy to construct, though we have been unable to construct physically interesting situations corresponding to these counter-examples.
Finally, we present the calculation of the approximate ground state energy of the Hill's operator, 
