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Abstract
In this paper, we obtain a theorem on the distribution of eigenvalues for Schur complements
of H-matrices. Further, we give some properties of diagonal-Schur complements on diagonally
dominant matrices and their distribution of eigenvalues.
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1. Introduction
Given a matrix family, it is always interesting to known whether some important
properties or structure of the family of matrices are inherited by their submatrices or
by the matrices associated with the original matrices.
Consider the structural pertubation of stationary linear large-scale systems
dX
dt
= AX, (1)
where A = (aij ) ∈ Cn×n, X = (x1, x2, . . . , xn)T ∈ Cn, let
X = (X1, . . . , Xr)T , Xi =
(
x
(i)
1 , . . . , x
(i)
ni
)T
, i = 1, . . . , r.
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It follows form (1) that
dX
dt
=


A˜11 0
.
.
.
0 A˜rr




X1
...
Xr

+

A˘11 · · · A1r· · · · · · · · ·
Ar1 · · · A˘rr




X1
...
Xr


def= A˜X + A˘X. (2)
The isolated subsystems corresponding to (2) is
d
dt


X1
...
Xr

 =


A˜11 0
.
.
.
0 A˜rr




X1
...
Xr

 . (3)
The incidence system with respect to (2) is

A˘11 · · · A1r· · · · · · · · ·
Ar1 · · · A˘rr




X1
...
Xr

 . (4)
In the study of stability of large-scale systems, we often use some stability of (3),
by properly controlling incidence term, we can conclude the stability of (2).
It followed from (2) that
Aii = A˜ii + A˘ii , i = 1, . . . , r. (5)
We should choose an appropriate decomposition of A. (i) A˜ can control the inci-
dence term A˘ properly. (ii) The decomposition can also make (3) possess certain
stability. (iii) There exists some simpler method for judging the stability in (ii).
Therefore, how to choose an appropriate decomposition is very important for deduc-
ing the stability of (2). It is certain that the stability of (3) can be determined by
the distribution of eigenvalues of the submatrices A˜11, . . . , A˜rr (see [1,2]). Thus,
for some special types of matrices, such as diagonally dominant matrices, H-matri-
ces, the diagonal elements of A11, . . . , Arr play an important role in choosing an
appropriate decomposition.
Let Cm×n (Rm×n) denote the set of m× n complex (real) matrices. For A = (aij )
and B = (bij ) ∈ Cm×n, the Hadamard product of A and B is the matrix (aij bij ),
which we denote by A ◦ B. For A ∈ Cn×n, let λ(A) denote a eigenvalue of A.
Let N = {1, 2, . . . , n}. If α ⊆ N , |α| equals the cardinality of α. For nonempty
index sets α, β ⊆ N , we denote by A(α, β) that submatrix of A ∈ Cn×n lying in
the rows indicated by α and the columns indicated by β. The submatrix A(α, α) is
abbreviated to A(α). Let α ⊂ N and α′ = N − α, both arranged in increasing order.
Then
A/α = A/A(α) = A(α′)− A(α′, α)[A(α)]−1A(α, α′), (6)
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is called the Schur complement with respect to A(α), and
A/◦α = A/A(α) = A(α′)− {A(α′, α)[A(α)]−1A(α, α′)} ◦ I, (7)
is called the diagonal-Schur complement with respect to A(α), where A(α) is non-
singular. We, of course, adopt the convention that A/∅ = A and A/◦∅ = A.
For A = (aij ) and B = (bij ) ∈ Rm×n, we write A  B, if aij  bij for all i, j . A
real n× n matrix A is called an M-matrix if A = sI − B, where s  0, B  0 and
s > ρ(B), the spectral radius of B. Let Mn denote the set of n× n M-matrices. Let
Zn×n = {A = (aij ) ∈ Rn×n : aij  0 for all i /= j}. (8)
Suppose A ∈ Cn×n, the comparison matrix µ(A) = (µij ), is defined by
µij =
{−|aij | i /= j,
|aij | i = j.
A complex n× n matrix A is called a H-matrix if µ(A) ∈ Mn. By Hn denote
the set of n× n H-matrices. Let A ∈ Cm×n, the absolute matrix of A is defined by
|A| = (|aij |).
Let A = (aij ) ∈ Cn×n, α ⊂ N , we define
J+(A) = {i | Re aii > 0}, J−(A) = {i | Re aii < 0},
J α+(A) = {it | Re ait it > 0, it ∈ α}, J α−(A) = {it | Re ait it < 0, it ∈ α}.
(9)
Let A = (aij ) ∈ Cn×n,
Pi(A) =
n∑
j=1
j /=i
|aij |, Qi(A) =
n∑
j=1
j /=i
|aji |.
(i) A matrix A is called a diagonally dominant matrix if
|aii |  Pi(A), i = 1, 2, . . . , n. (10)
We call A strictly diagonally dominant matrix if (10) holds with strict inequality.
(ii) A matrix A is called a γ -diagonally dominant matrix if there exists γ ∈ [0, 1]
such that
|aii |  γPi(A)+ (1 − γ )Qi(A), i = 1, 2, . . . , n. (11)
We call A strictly γ -diagonally dominant if (11) holds with strict inequality.
(iii) A matrix A is called a product γ -diagonally dominant matrix if there exists
γ ∈ [0, 1] such that
|aii |  [Pi(A)]γ [Qi(A)]1−γ , i = 1, 2, . . . , n. (12)
We call A strictly product γ -diagonally dominant if (12) holds with strict inequality.
If there exists D = diag(d1, . . . , dn) > 0 such that AD is strictly diagonally dom-
inant, strictly γ -diagonally dominant or strictly product γ -diagonally dominant, re-
spectively, we call A generalized diagonally dominant, generalized γ -diagonally
dominant or generalized product γ -diagonally dominant, respectively.
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By Dn(SDn),D
γ
n (SD
γ
n ), PD
γ
n (SPD
γ
n ),GSDn,GSD
γ
n ,GSPD
γ
n denote the set
of n× n matrices which are (strictly) diagonally dominant, (strictly) γ -diagonally
dominant, (strictly) product γ -diagonally dominant, generalized diagonally domi-
nant, generalized γ -diagonally dominant and generalized product γ -diagonally dom-
inant, respectively.
2. Eigenvalues of Schur complements of H-matrices
In this section, we obtain a Theorem of distribution of eigenvalues for Schur com-
plements of H-matrices.
Lemma 1 (See [3]). If A ∈ Mn, α ∈ N, then A/α ∈ Mn−|α|.
Lemma 2 (See [3]). If A ∈ Mn,B ∈ Zn, and B  A, then B ∈ Mn.
Lemma 3 (See [3]). Let A ∈ Mn. Then there exists a positive diagonal matrix D
such that AD ∈ SDn.
Lemma 4 (See [3]). Let A ∈ Mn. Then there exists a positive diagonal matrix D
such that D−1AD ∈ SDn.
Lemma 5. If A = (aij ) ∈ Hn, all aii (i = 1, 2, . . . , n) are real numbers and ait it >
0 (t = 1, . . . , l), aiuiu < 0 (u = 1, . . . , m), l +m = n, then A has l eigenvalues
with positive real part and m eigenvalues with negative real part.
Proof. By Lemma 4, there exists a positive diagonal matrix D such that D−1AD ∈
SDn. Furthermore, using the Gers˘gorin Theorem, we obtain the result. 
Lemma 6 (See [4]). Let A ∈ Cn×n, B ∈ Mn, µ(A)  B. Then A ∈ Hn, and B−1 
|A−1|  0.
Lemma 7 (See [5,6]). If A ∈ Hn, then
| detA|  detµ(A). (13)
Theorem 1. Let A ∈ Hn, α ⊂ N . Then
(i) A/α ∈ Hn−|α|.
(ii) If all a11, . . . , ann are real numbers, then A/α has |J+(A)| − |Jα+(A)| eigen-
values with positive real part and |J−(A)| − |Jα−(A)| eigenvalues with negative
real part.
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Proof. We can assume α = {i1, . . . , ik}, α′ = {j1, . . . , jl}.
(i) Since A ∈ Hn, then µ(A) ∈ Mn. By Lemma 1, we have µ(A)/α ∈ Mn−|α|.
Noting µ(A)(α, α′){µ[A(α)]}−1µ(A)(α, α′)  0, we have
µ(A)/α = µ(A)(α′)− µ(A)(α′, α)[µ(A)(α)]−1µ(A)(α, α′)
= µ[A(α′)] − µ(A)(α′, α){µ[A(α)]}−1µ(A)(α, α′)
 µ[A(α′)− A(α′, α)[A(α)]−1A(α, α′)]
= µ(A/α). (14)
Thus, by Lemma 2, we obtain µ(A/α) ∈ Mn−|α|, therefore A/α ∈ Hn−|α|.
(ii) SinceA ∈ Hn, thenµ(A) ∈ Mn. Thus, for t = 1, 2, . . . , l, we haveµ[A(α)] ∈
M|α|, µ[A(α ∪ {jt })] ∈ M|α|+1. By Lemma 6, we have
{µ[A(α)]}−1  |[A(α)]−1|. (15)
Therefore,
|ajt jt | −
∣∣∣∣∣∣∣(ajt i1 , . . . , ajt ik )[A(α)]
−1


ai1jt
...
aikjt


∣∣∣∣∣∣∣
 |ajt jt | − (|ajt i1 |, . . . , |ajt ik |)|[A(α)]−1|


|ai1jt |
...
|aikjt |


 |ajt jt | − (|ajt i1 |, . . . , |ajt ik |){µ[A(α)]}−1


|ai1jt |
...
|aikjt |


= 1
detµ[A(α)] det


|ajt jt |
... −|ajt i1 | · · · −|ajt ik |
· · · ... · · · · · · · · ·
−|ai1jt |
...
...
... µ[A(α)]
−|aikjt |
...


= 1
detµ[A(α)] detµ[A(α ∪ {jt })] > 0. (16)
Since all aii (i = 1, 2, . . . , n) are real numbers,
sign Re

ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]−1


ai1jt
...
aikjt



 = sign ajt jt . (17)
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Note that
ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]−1


ai1jt
...
aikjt

 (t = 1, 2, . . . , l)
are all elements of main diagonal of A/α. By Lemma 5 and (17), we obtain (ii). 
Corollary 1. Let A ∈ Cn×n with all aii (i = 1, 2, . . . , n) real numbers, B ∈ Mn,
α ⊂ N . If µ(A)  B, then
(B/α)−1  |(A/α)−1|  0. (18)
Proof. By Theorem 1 and Lemma 6, we obtain (18). 
Corollary 2. If A ∈ Hn with all aii (i = 1, 2, . . . , n) real numbers, then A/J−(A)
is a positively stable matrix.
Corollary 3. Let A ∈ Hn, α ⊂ N . Then∣∣∣∣ detAdetA(α)
∣∣∣∣  detµ(A)detµ[A(α)] . (19)
Proof. By the proof of (14), we have µ(A)/α  µ(A/α), and A/α ∈ Hn−|α|.
By Lemma 7, we have∣∣∣∣ detAdetA(α)
∣∣∣∣= | det(A/α)|  detµ(A/α)  det[µ(A)/α]
= detµ(A)
detµ[A(α)] . 
3. Some properties for diagonal-Schur complements of diagonally dominant
matrices
In this section, we show that Hn,GSDγn and GSPDγn are equal. Further, we give
some properties of diagonal-Schur complements in Dγn , SDγn and SPDγn , and their
the distribution of eigenvalues.
Lemma 8. If 0  a < b, then f (t) = ta + (1 − t)b is monotone decreasing func-
tion.
Proof. Since f ′(t) = a − b < 0, we obtain the result. 
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Lemma 9 (See [3]). Let A ∈ Mn. Then there exists a positive vector x such that
Ax > 0.
Lemma 10 (See [7]). Let A,B ∈ Mn. If there exists a positive vector x such that
Ax > 0 and Bx > 0, then
det(A+ B)  detA+ detB. (20)
Lemma 11 (See [8]). Let A = (aij ) ∈ Cn×n and let γ ∈ [0, 1] be given. Then all the
eigenvalues of A are located in the union of n discs
n⋃
i=1
{
z ∈ C : |z− aii |  Rγi (A)Q1−γi (A)
}
. (21)
Theorem 2. Let A ∈ Cn×n. Then the following conditions are equivalent:
(i) A ∈ Hn.
(ii) There exists γ ∈ [0, 1] such that A ∈ GSDγn .
(iii) There exists γ ∈ [0, 1] such that A ∈ GSPDγn .
Proof. (i)⇒ (ii). By Lemma 3, for A ∈ Hn there exists D = diag(d1, . . . , dn) > 0
such that B = AD = (bij ) ∈ SDn, that is
|bii | > Pi(B), i = 1, 2, . . . , n. (22)
If all |bii | > Qi(B) (i = 1, 2, . . . , n), then for any γ ∈ [0, 1], we have
|bii | > γPi(B)+ (1 − γ )Qi(B). (23)
Thus B ∈ SDγn , therefore A ∈ GSDγn .
Further, we assume that |bit it |  Qit (B) (t = 1, 2, . . . , k, 1  k  n− 1),
|biuiu | > Qiu(B) (u = 1, 2, . . . , l, 1  l  n− 1), and k + l = n.
Let
θit =
Qit (B)− |bit it |
Qit (B)− Pit (B)
< 1 (t = 1, 2, . . . , k),
θ = max{θit | t = 1, 2, . . . , k},
then 0  θ < 1. Let θ < γ < 1, for t = 1, 2, . . . , k, by Lemma 8, we have
γPit (B)+ (1 − γ )Qit (B)
< θit Pit (B)+ (1 − θit )Qit (B)
= Qit (B)− |bit it |
Qit (B)− Pit (B)
Pit (B)+
|bit it | − Pit (B)
Qit (B)− Pit (B)
Qit (B)
= |bit it |. (24)
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For u = 1, 2, . . . , l, by (23), we have
|biuiu | > γPiu(B)+ (1 − γ )Qiu(B). (25)
Combining (24) and (25), we have B ∈ SDγn , therefore A ∈ GSDγn .
(ii) ⇒ (iii). If there exists γ ∈ [0, 1] such that A ∈ GSDγn , then there exists a
positive diagonal matrix D such that B = AD ∈ SDγn . For i = 1, 2, . . . , n, we have
|bii | > γPi(B)+ (1 − γ )Qi(B)  [Pi(B)]γ [Qi(B)]1−γ . (26)
Thus B ∈ SPDγn , therefore A ∈ GSPDγn .
(iii) ⇒ (i). Since there exists γ ∈ [0, 1] such that A ∈ GSPDγn , then µ(A) ∈
GSPD
γ
n . By Lemma 11, real part of all eigenvalues of µ(A) are positive. Thus
µ(A) ∈ Mn, and hence A ∈ Hn. 
Corollary 4. LetA∈Dn(SDn,Dγn , SDγn , PDγn , SPDγn ,GSDn,GSDγn ,GSPDγn ),
α ⊂ N, and all aii (i = 1, 2, . . . , n) be real numbers. Then A/α has |J+(A)| −
|Jα+(A)| eigenvalues with positive real part and |J−(A)| − |Jα−(A)| eigenvalues with
negative real part.
Theorem 3. Let A ∈ SDn, α ⊂ N . Then
(i) A/◦α ∈ SDn−|α|. (27)
(ii) Further, if all aii (i = 1, 2, . . . , n) are real numbers, then A/◦α has |J+(A)| −
|Jα+(A)| eigenvalues with positive real part and |J−(A)| − |Jα−(A)| eigenvalues
with negative real part.
Proof. Assume α = {i1, . . . , ik}, α′ = {j1, . . . , jl}. Then
A/◦α = A(α′)− {A(α′, α)[A(α)]−1A(α, α′)} ◦ I
=

aj1j1 · · · aj1jl· · · · · · · · ·
ajlj1 · · · ajljl


−


(aj1il · · · aj1ik )[A(α)]−1

ai1j1...
aikj1

 0
.
.
.
0 (ajl il · · · ajl ik )[A(α)]−1

ai1jl...
aikjl




.
Since A ∈ SDn, then A(α) ∈ SD|α|, therefore µ[A(α)] ∈ M|α|. By (15), for t =
1, 2, . . . , l, we have∣∣∣∣∣∣∣ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]
−1


ai1jt
...
aikjt


∣∣∣∣∣∣∣−
l∑
u=1
u /=t
|ajt ju |
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 |ajt jt | −
∣∣∣∣∣∣∣(ajt i1 , . . . , ajt ik )[A(α)]
−1


ai1jt
...
aikjt


∣∣∣∣∣∣∣−
l∑
u=1
u /=t
|ajt ju |
 |ajt jt | −
l∑
u=1
u /=t
|ajt ju | − (|ajt i1 |, . . . , |ajt ik |)|[A(α)]−1|


|ai1jt |
...
|aikjt |


 |ajt jt | −
l∑
u=1
u /=t
|ajt ju | − (|ajt i1 |, . . . , |ajt ik |){µ[A(α)]}−1


|ai1jt |
...
|aikjt |


= 1
detµ[A(α)] det


|ajt jt | −
l∑
u=1
u /=t
|ajt ju |
... −|ajt i1 | · · · −|ajt ik |
· · · ... · · · · · · · · ·
−|ai1jt |
...
...
... µ[A(α)]
−|aikjt |
...


.
(28)
By A ∈ SDn, we have
|ajt jt | >
n∑
i=1
i /=jt
|ajt i | =
l∑
u=1
u /=t
|ajt ju | +
k∑
u=1
|ajt iu |, (29)
and for v = 1, 2, . . . , k, we have
|aiviv | >
n∑
j=1
j /=iv
|aivj | =
k∑
u=1
u /=v
|aiviu | +
l∑
u=1
|aivju | 
k∑
u=1
u /=v
|aiviu | + |aivjt |. (30)
By (29) and (30), we have
Bt
def=


|ajt jt | −
l∑
u=1
u /=t
|ajt ju |
... −|ajt i1 | · · · −|ajt ik |
· · · ... · · · · · · · · ·
−|ai1jt |
...
...
... µ[A(α)]
−|aikjt |
...


∈ SD|α|+1,
(31)
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µ[A(α)] ∈ SD|α|, (32)
and
|ajt jt | −
l∑
u=1
u /=t
|ajt ju | > 0, |aiviv | > 0 (v = 1, 2, . . . , k). (33)
Further, by Lemma 5, we have
detBt > 0, detµ[A(α)] > 0. (34)
Combining (28) and (34), for t = 1, 2, . . . , l we obtain∣∣∣∣∣∣∣ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]
−1


ai1jt
...
aikjt


∣∣∣∣∣∣∣−
l∑
u=1
u /=t
|ajt ju | > 0. (35)
Therefore A/◦α ∈ SDn−|α|.
In a manner similar to the proof of Theorem 1, we obtain (ii). 
By Theorem 3, we can obtain the following well-known inequality.
Corollary 5. Let A ∈ SDn, α ⊂ N, then
| detA| 
n∏
i=1
[|aii | − Pi(A)]. (36)
Proof. Since A ∈ SDn, then µ(A) ∈ SDn ∩Mn. For any ε > 0 (ε <
min1in{|aii | − Pi(A)}), let
A1 = diag([|a11| − P1(A), . . . , |ann| − Pn(A)]).
and
A˜ =
(
µ(A) −(A1 − εI)
−(A1 − εI) A1
)
∈ SD2n ∩M2n.
Thus, by Theorem 3, we have
A˜/◦A1 = µ(A)− A−11 (A1 − εI)2 def= µ(A)−Dε ∈ SDn ∩Mn.
By Lemma 9, there exists a positive vector x such that [µ(A)−Dε]x > 0 . By calcu-
lation, we have Dεx > 0. Note that Dε ∈ Mn, by Lemmas 7 and 10, we
have
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| detA| detµ(A) = det{[µ(A)−Dε] +Dε}
 det[µ(A)−Dε] + detDε
 detDε =
n∏
i=1
[|aii | − Pi(A)− ε]. (37)
Let ε → 0 in (37), we obtain (36). 
Theorem 4. If there exists γ ∈ [0, 1] such that A ∈ SDγn and α ⊂ N, then
(i) A/◦α ∈ Dγn−|α|. (38)
(ii) Further, if all aii (i = 1, 2, . . . , n) are real numbers, then A/◦α has |J+(A)| −
|Jα+(A)| eigenvalues with positive real part and |J−(A)| − |Jα−(A)| eigenvalues
with negative real part.
Proof. Assume α = {i1, . . . , ik}, α′ = {j1, . . . , jl}. Note that A ∈ SDγn , then, for
γ ∈ [0, 1] and t = 1, 2, . . . , l, we have
|ajt jt |> γPjt (A)+ (1 − γ )Qjt (A)
=
[
γ
l∑
u=1
u /=t
|ajt ju | + (1 − γ )
l∑
u=1
u /=t
|ajujt |
]
+
[
γ
k∑
u=1
|ajt iu | + (1 − γ )
k∑
u=1
|aiujt |
]
, (39)
and for v = 1, 2, . . . , k, we have
|aiviv |> γPiv (A)+ (1 − γ )Qiv (A)
=
[
γ
k∑
u=1
u /=v
|aiviu | + (1 − γ )
k∑
u=1
u /=v
|aiuiv |
]
+
[
γ
l∑
u=1
|aivju | + (1 − γ )
l∑
u=1
|ajuiv |
]

[
γ
k∑
u=1
u /=v
|aiviu | + (1 − γ )
k∑
u=1
u /=v
|aiuiv |
]
+ γ |aivjt | + (1 − γ )|ajt iv |.
(40)
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In a manner similar to the proof of (28), combining (39) and (40), for t = 1, 2, . . . , l,
we have
Bt
def=


|ajt jt | − γ
l∑
u=1
u /=t
|ajt ju | − (1 − γ )
l∑
u=1
u /=t
|ajujt |
... −|ajt i1 | · · · −|ajt ik |
· · · ... · · · · · · · · ·
−|ai1jt |
...
...
... µ[A(α)]
−|aikjt |
...


∈ SDγ|α|+1, (41)
µ[A(α)] ∈ SDγ|α|, (42)
and
|ajt jt | − γ
l∑
u=1
u /=t
|ajt ju | − (1 − γ )
l∑
u=1
u /=t
|ajujt | > 0,
|aiviv | > 0 (v = 1, 2, . . . , k).
(43)
Further, by Lemma 5, we have
detBt > 0, detµ[A(α)] > 0. (44)
Combining (43) and (44), for t = 1, 2, . . . , l, we obtain∣∣∣∣∣∣∣ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]
−1


ai1jt
...
aikjt


∣∣∣∣∣∣∣
−
[
γ
k∑
u=1
|ajt ju | + (1 − γ )
k∑
u=1
|aiujt |
]
 1
detµ[A(α)] detBt > 0. (45)
Therefore A/◦α ∈ Dγn−|α|.
In a manner similar to the proof of Theorem 1, we obtain (ii). 
Corollary 6. If there exists γ ∈ [0, 1] such that A ∈ SDγn and α ⊂ N, then
| detA| 
n∏
i=1
[|aii | − γPi(A)− (1 − γ )Qi(A)]. (46)
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Proof. Since A ∈ SDγn , then µ(A) ∈ SDγn ∩Mn. For any ε > 0 (ε < min{|aii | −
γPi(A)− (1 − γ )Qi(A)}), let
A1 = diag
[|a11| − γP1(A)− (1 − γ )Q1(A), . . . ,
|ann| − γPn(A)− (1 − γ )Qn(A)
]
,
A˜ =
(
µ(A) −(A1 − εI)
−(A1 − εI) A1
)
.
For any i ∈ N , we have
|aii | − γ [Pi(A)+ |aii | − γPi(A)− (1 − γ )Qi(A)− ε]
− (1 − γ )[Qi(A)+ |aii | − γPi(A)− (1 − γ )Qi(A)− ε]
= ε > 0
and
|aii | − γPi(A)− (1 − γ )Qi(A)− γ [|aii | − γPi(A)− (1 − γ )Qi(A)− ε]
− (1 − γ )[|aii | − γPi(A)− (1 − γ )Qi(A)− ε]
= ε > 0.
Then A˜ ∈ SDγ2n ∩M2n.
In a manner similar to the proof of Corollary 5, we obtain (46). 
Theorem 5. If there exists γ ∈ [0, 1] such that A ∈ SPDγn , α ⊂ N, then
(i) A/◦α ∈ SPDγn−|α|. (47)
(ii) Further, if all aii (i = 1, 2, . . . , n) are real numbers, then A/◦α has |J+(A)| −
|Jα+(A)| eigenvalues with positive real part and |J−(A)| − |Jα−(A)| eigenvalues
with negative real part.
Proof. Assume α = {i1, . . . , ik}, α′ = {j1, . . . , jl}. For any a > 0, b > 0, c > 0,
d > 0, by the weighted arithmetic–geometric mean inequality, we have(
a
a + c
)γ (
b
b + d
)1−γ
+
(
c
a + c
)γ (
d
b + d
)1−γ

[
γ
a
a + c + (1 − γ )
b
b + d
]
+
[
γ
c
a + c + (1 − γ )
d
b + d
]
= γ + (1 − γ ) = 1.
Thus
aγ b1−γ + cγ d1−γ  (a + c)γ (b + d)1−γ . (48)
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For t = 1, 2, . . . , l and for some γ ∈ [0, 1], by (48), we have
|ajt jt | − {Pjt [A(α′)]}γ {Qjt [A(α′)]}1−γ
−{Pjt [A(α ∪ {jt })]}γ {Qjt [A(α ∪ {jt })]}1−γ
 |ajt jt | − {Pjt [A(α′)] + Pjt [A(α ∪ {jt })]}γ
×{Qjt [A(α′)] +Qjt [A(α ∪ {jt })]}1−γ
= |ajt jt | − [Pjt (A)]γ [Qjt (A)]1−γ > 0.
In a manner similar to the proof of Theorem 3(i), we obtain (i).
Then, in a manner similar to the proof of Theorem 1, we obtain (ii). 
Corollary 7. If there exists γ ∈ [0, 1] such that A ∈ SPDγn , α ⊂ N, then
| detA| 
n∏
i=1
[|aii | − Pγi (A)Q1−γi (A)]. (49)
Proof. Since A ∈ SPDγn , then µ(A) ∈ SPDγn ∩Mn. For any ε > 0 (ε <
min{|aii | − [Pi(A)]γ [Qi(A)]1−γ }), let
A1=diag
(|a11| − [P1(A)]γ [Q1(A)]1−γ , . . . , |ann| − [Pn(A)]γ [Qn(A)]1−γ ),
A˜ =
(
µ(A) −(A1 − εI)
−(A− εI) A1
)
.
Then
A˜/◦A1 = µ(A)− A−11 (A1 − εI)2 = µ(A)− A1 + 2εI − ε2A−11 .
For any i ∈ N , we have{
|aii | − {|aii | − [Pi(A)]γ [Qi(A)]1−γ } + 2ε − ε
2
|aii | − [Pi(A)]γ [Qi(A)]1−γ
}
−[Pi(A)]γ [Qi(A)]1−γ
= 2ε − ε
2
|aii | − [Pi(A)]γ [Qi(A)]1−γ > 0,
then A˜/◦A1 ∈ SPDγn ∩Mn.
In a manner similar to the proof of Corollary 5, we obtain (49). 
Theorem 6. Assume γ ∈ [0, 1]. Let A ∈ SDn(SDγn , SPDγn ), α = {i1, . . . , ik} ⊂
N, α′ = {j1, . . . , jl}, and all aii(i = 1, 2, . . . , n) be real numbers. Then A(α′) has
|J+(A)| − |Jα+(A)| eigenvalues with real part  δ and |J−(A)| − |Jα−(A)| eigen-
values with real part  −δ, where δ = min1tl∑kv=1 |ajt iv aivjt ||aiv iv | .
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Proof. Since µ[A(α)]  diag(|ai1i1 |, . . . , |aikik |), then {µ[A(α)]}−1 
diag
( 1
|ai1i1 | , . . . ,
1
|aik ik |
)
. Thus for t = 1, 2, . . . , l, we have
δt
def= (|ajt i1 |, . . . , |ajt ik |){µ[A(α)]}−1


|ai1jt |
...
|aikjt |


 (|ajt i1 |, . . . , |ajt ik |)diag
(
1
|ai1i1 |
, . . . ,
1
|aikik |
)
|ai1jt |
...
|aikjt |


=
k∑
v=1
|ajt iv aivjt |
|aiviv |
. (50)
Since A ∈ SDn(SDγn , SPDγn ), then µ(A) ∈ SDn(SDγn , SPDγn ). By (50), we
have
{|A(α′, α)|{µ[A(α)]}−1|A(α, α′)|} ◦ I = diag(δ1, . . . , δl)  δI
and
µ(A)/◦α = µ[A(α′)] − {[µ(A)](α′, α)[µ(A)(α)]−1[µ(A)](α, α′)} ◦ I
= µ[A(α′)] − {|A(α′, α)|{µ[A(α)]}−1|A(α, α′)|} ◦ I
= µ[A(α′)] − diag(δ1, . . . , δl)
 µ[A(α′)] − δI. (51)
By Theorem 3(i) (4(i), 5(i)) and Lemma 2, we have µ[A(α′)] − δI ∈
SDn−|α| ∩Mn−|α|(SDγn−|α| ∩Mn−|α|, SPDγn−|α| ∩Mn−|α|). Since µ[A(α′)− δI ]
µ[A(α′)] − δI , then µ[A(α′)− δI ] ∈ SDn(SDγn , SPDγn ), and hence A(α′)− δI ∈
Hn−|α|. By Lemma 5, A(α′)− δI has |J+(A)| − |Jα+(A)| eigenvalues with posit-
ive real part. Note that λ[A(α′)− δI ] = λ[A(α′)] − δ, then A(α′) has |J+(A)| −
|Jα+(A)| eigenvalues with real part  δ.
Since A ∈ SDn(SDγn , SPDγn ), then −A ∈ SDn(SDγn , SPDγn ). Similarly,
−A(α′)− δI has |J−(A)| − |Jα−(A)| eigenvalues with positive real part, then−A(α′)
have |J−(A)| − |Jα−| eigenvalues with real part  δ. Further, A(α′) have |J−(A)| −
|Jα−(A)| eigenvalues with real part  −δ. 
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