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Abstract
We consider a system of nonlinear coupled partial differential equations that models immiscible two-
phase flow through a porous medium. A primary difficulty with this problem is its degenerate nature. Under
reasonable assumptions on the data, and for appropriate boundary and initial conditions, we prove the
existence of a weak solution to the problem, in a certain sense, using a compactness argument. This is
accomplished by regularizing the problem and proving that the regularized problem has a unique solution
which is bounded independently of the regularization parameter. We also establish a priori estimates for
uniqueness of a solution.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The mathematical modeling of immiscible displacement for two-phase incompressible flow
(water/oil, for instance) through a porous medium yields a coupled system of equations for con-
servation of each phase (see Peaceman [17], Bear and Verruijt [2]). These equations may be
reformulated as a system of nonlinear partial differential equations for the pressure (elliptic) and
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the case for miscible flow is a degenerate parabolic equation where the diffusion coefficient van-
ishes as the saturations reach the critical residual saturations for each phase. In this paper we
establish existence, uniqueness, and approximation results for the coupled system. These ques-
tions have been previously established via compactness arguments for the nondegenerate case by
Kružkov and Sukorjanskiıˇ [14] and more recently using similar ideas for miscible displacement
by Feng [12]. While working on this paper, we learned of a paper of Z.J. Chen on the same
topic for which a direct finite difference argument has been given without recourse to regulariza-
tion [5].
The degenerate nature of the saturation equation prevents us from generalizing the proof
in [12] directly to our problem, though, by the results of Chavent and Jaffre [4], the concen-
tration equation is a special case of the saturation equation. Nevertheless Feng’s paper [12] gives
us ideas for proving existence for the saturation system. We go from a family of problems close
to the concentration system with some differences which we can overcome. We then prove that
each of these problems has a weak solution in the general sense. We use a weak compactness
argument on this family of solutions to get a weak solution to our problem in a certain sense to
be defined below. Our definition of a weak solution, (5.1)–(5.7), which differs from Feng’s de-
finition, is justified by some previous works [9,18,19,22] on numerical approximations of these
types of problems.
In order to motivate the model equations studied here, in Section 2, we give a brief descrip-
tion of the physical problem and the essential physical parameters involved. In Section 3, we
formulate a coupled system which generalizes the two phase flow described in Section 2, and
compare this to miscible contaminant transport. In Section 4, we regularize the system to obtain
a nondegenerate problem similar to the concentration problem and obtain a family of nonde-
generate problems whose (unique) solutions are bounded in certain norms independently of the
regularization parameter. Section 5 contains the proof of the weak existence of a solution using
the estimates of Section 4. In Section 6, we establish a priori estimates which lead to uniqueness
under certain conditions. In the final section, we give estimates for convergence of the regularized
solution to the solution of the initial problem.
Finally, we set additional notation which will be used throughout the remainder of this pa-
per. We define (f, g) := (f, g)Ω :=
∫
Ω
fg dx when this has a meaning, and in particular we set
fΩ := 1|Ω| (f,1)Ω. The notation ‖f ‖Lp := ‖f ‖Lp(Ω) is used for the standard Lebesgue norm
of a measurable function, when this quantity is finite. Similarly, we denote by ‖f ‖Lp(Lq) :=
‖f ‖Lp(0,T ,Lq(Ω)) the mixed Lebesgue norm for f , while ‖f ‖Lp(Hq) := ‖f ‖Lp(0,T ,Hq(Ω)) desig-
nates the mixed Sobolev–Lebesgue norm of a function. We use C, c, σ , and η to denote positive
constants which may change from line, but which are independent of the parameters β , n, etc.,
unless otherwise explicitly specified. For positive quantities v and w, we use the notation v ≈ w
to mean c1w  v  c2w, for some positive constants c1 and c2.
2. The physical problem: Defining the parameters
In petroleum reservoir modeling, in order to recover part of the remaining oil from a reservoir
(porous medium), after a primary recovery, one injects water, or an inexpensive fluid, through
injection wells, which drives oil toward production wells. This is the so-called secondary recov-
ery (see [2,4,8,17]). The flow in the porous medium then becomes a two-phase immiscible flow,
and the Darcy law can apply separately to each of the two phases. In this section, we give a brief
description of the physical problem (for details, see [4], for instance).
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of the fluid.
If ui is the Darcy velocity of phase i, i = 1,2, then
ui = −kr,i(Si, x, t)
μi
(∇pi − ρig∇Z(x)), (2.1)
• kr,i is the relative permeability of fluid i,
• Si is the saturation of fluid i,
• μi is the viscosity of fluid i,
• ρi is the density,
• ki(Si, x, t) = kr,i (Si ,x,t)μi is the conductivity of fluid i.
Because S1 + S2 = 1, we focus on determining the saturation S1 of the wetting phase (which we
call S¯), and the pressure p¯i(S¯), i = 1,2.
In what follows, we will neglect the effect of gravity. We also assume that the relative perme-
abilities kr,i , i = 1,2, are functions only of the saturation, and we assume
μi(s) μ0 > 0, ∀s ∈ [0,1],
for some μ0.
It is known that
kr,1(s) = kr,2(t) = 0, for all s  S¯m and t  S¯M, (2.2)
and that the saturation S¯ always remains between the two critical values S¯m and S¯M .
• S¯m is the water (or wetting phase) residual saturation.
• 1 − S¯M is the oil (non-wetting phase) residual saturation.
So
S¯m  S¯(x, t) S¯M.
The conservation law for the wetting phase gives
φ¯
∂S¯
∂t
+ ∇ · u1 = Q(x, t) (2.3)
where we assume that the porosity of the medium, φ¯, changes little with time, and where Q
represents the source/sink term.
To normalize, we define the reduced saturation S by
S = S¯ − S¯m
S¯M − S¯m
,
then
0 S  1
and (2.3) becomes
φ
∂S + ∇ · u1 = Q(x, t) (2.4)
∂t
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S¯M−S¯m . The capillary pressure is the difference between the respective pressure
of the phases,
p¯c(S) = p1(S¯) − p2(S¯),
and we define
pc(S) = p¯c
(
S¯m + S(S¯M − S¯m)
)
.
The mobility of phase i is given by
ki(S) = kr,i(S¯m + S(S¯M − S¯m))
μi
.
Next, we define
k(S) = k1(S)k2(S)
k1(S) + k2(S)
dpc
dS
the conductivity of the porous medium,
f (S) = k1(S)
k1(S) + k2(S)
the fractional flow function, and
a(S) = k1(S) + k2(S) > 0.
Assuming that k1 and k2 are Lipschitz-continuous functions on the interval [0,1], we clearly have
a(s) a0 > 0, for all s ∈ [0,1],
by definition of the ki , i = 1,2, and the fact that k1 is increasing and k2 is decreasing on [0,1].
In the same manner, we see that
k(0) = k(1) = 0.
Set
u = u1 + u2
and define the global pressure to be
p = 1
2
(p1 + p2) + γ0
(
S(x, t)
)
Pcm
where
γ0(S) =
S∫
Sc
(
f (s) − 1
2
)
dpc
ds
ds
for some critical value Sc, and Pcm the maximum absolute value of the capillary pressure. Then,
by [4],
u = u1 + u2 = −a(S)∇p (2.5)
and the system becomes⎧⎨
⎩
φ
∂S
∂t
+ ∇ · (f (S)u)− ∇ · (k(S)∇S)= Q(S),
∇ · u = q(S),
(2.6)
where it has been assumed that all the data are explicit functions of the saturation S only.
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ishing derivative as either phase vanishes (see [9,11,19,20,22]). This justifies the presence of
condition (3.4) below.
3. The mathematical problem
3.1. The problem
Unless further simplifications are made, the mathematical model obtained in the above section
yields a coupled system of nonlinear equations which is unlikely to be solvable analytically.
Therefore one would try to solve the problem through numerical approximations. But, then, the
question of existence and uniqueness of a solution to the system (2.6) comes in mind. In what
follows, we make abstraction of the physical meaning of problem (2.6) and consider the coupled
nonlinear problem:
u = −a(S)∇p in Ω × (0, T ),
div(u) = Q1 in Ω × (0, T ),
u · η = 0 on ∂Ω × [0, T ],∫
Ω
pdx = 0 for all t ∈ [0, T ],
φ
∂S
∂t
+ ∇ · (f (S)u − k(S)∇S)= Q(S) in Ω × (0, T ),
k(S)
∂S
∂η
= 0 on ∂Ω × [0, T ],
S(x,0) = S0(x) in Ω, (3.1)
with k(1) = k(0) = 0 and 0 S0(x) 1.
We recall, from Section 2, that, in fact, k is the conductivity of the medium, u is the total
velocity for the two-phase flow, f is the fractional flow function, S the saturation of the invading
fluid, and p is the global pressure.
We assume that Ω is a connected, sufficiently smooth, bounded domain of Rn, n = 2 or 3 (for
instance, ∂Ω is C2). For numerical approximations of the problem, one usually assumes that Ω
is a polygonal (polyhedral) domain. Then there is an additional condition on the maximum angle
of the domain Ω (see, for instance, [3,13]).
3.2. Assumptions
We make the following assumptions on the data:
a(s) > d0 > 0 for some d0 and for all s ∈ [0,1], (3.2)
k(s)
⎧⎨
⎩
c1sμ 0 s  α1 < 1,
c2 α1  s  α2 < 1,
c3(1 − s)μ α2  s  1,
(3.3)
with 0 < μ 2, and α1 and α2 given.
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f ′(0) = f ′(1) = 0. (3.4)
We suppose the functions s → a(s), s → k(s), and s → Q1(s) are Lipschitz continuous
on [0,1], and that
Q1 ∈ L∞
(
0, T ,L2(Ω)
)∩ L∞(0, T ,L1(Ω)). (3.5)
We define K by
K(s) =
s∫
0
k(τ ) dτ.
We want to show that problem (3.1) has a unique solution, with the precise sense specified
below.
Remark 3.1. We remark that condition (3.2) is used for both existence and uniqueness, while
conditions (3.3) and (3.4) are only required for uniqueness.
3.3. The concentration problem
In case the phases in presence are miscible we get the following system which, by Chavent
and Jaffre [4], is a special case of problem (3.1):
u = −a(c)∇p in Ω × (0, T ),
div(u) = Q1 in Ω × (0, T ),
u · η = 0 on ∂Ω × [0, T ],∫
Ω
pdx = 0 for all t ∈ [0, T ],
φ
∂c
∂t
+ u · ∇c − ∇ · k(u)∇c = Q(c) in Ω × (0, T ),
k(u)
∂c
∂η
= 0 on ∂Ω × [0, T ],
c(x,0) = c0(x) in Ω, (3.6)
with the following hypotheses:
0 < d0  a(t) d1 < ∞, (3.7)
0 < k0  k(t) k1 < ∞, (3.8)
0 < φ0  φ(t) φ1 < ∞. (3.9)
The data a, k, c0, Q are assumed to be sufficiently smooth. Then by [12], problem (3.6) has
a unique weak solution in the following sense: There exists a unique couple of functions (p, c)
such that
p ∈ L∞(0, T ,H 1(Ω)), (3.10)
c ∈ L∞(0, T ,L2(Ω))∩ L2(0, T ,H 1(Ω)), (3.11)
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T∫
0
∫
Ω
a(c)∇p · ∇f dx dt =
T∫
0
∫
Ω
Q1f dx dt ∀f ∈ C∞
(
Ω × [0, T ]), (3.12)
∫
Ω
pdx = 0 ∀t ∈ [0, T ], (3.13)
T∫
0
∫
Ω
(
k(u)∇c · ∇ψ + u · ∇cψ − φcφt
)
dx dt
=
T∫
0
∫
Ω
Qψ dx dt +
∫
Ω
φ(x)c0(x)ψ(x,0) dx dt
∀ψ ∈ C∞(Ω × [0, T ]) such that ψ(x,T ) = 0 ∀x ∈ Ω, (3.14)
0 c(x, t) 1 a.e. Ω¯ × [0, T ]. (3.15)
In this paper we prove that the regularization results obtained in [9,11] also hold here and use
compactness arguments from [12] in the case of nondegenerate coefficients (a and k) to show
problem (3.1) has a solution in the sense of (5.1)–(5.7) in Section 5. Thus we transform this
problem into a family of problems close to the miscible case.
3.4. Differences between the two problems
(1) In Feng’s paper [12], the diffusion coefficients for both the pressure equation, and the satu-
ration equation are bounded away from 0 as stated by conditions (3.7) and (3.8). This is not
the case for our problem since we assume here that k(0) = k(1) = 0, i.e., the conductivity
vanishes for some values of the saturation.
(2) In [12] the diffusion coefficient k depends explicitly on the total Darcy velocity u. In our
case it is an explicit function of the saturation.
(3) There is also some difference with the transport term which is u · ∇c in [12] and ∇ · (f (S)u)
here.
4. Regularization
In [11], the transport equations of problem (3.1) were considered as an independent system,
i.e.,
∇ · (f (S)u − k(S)∇S)= Q(S) in Ω × (0, T ),
f (S)u · η − k(S)∂S
∂η
= 0 on ∂Ω × [0, T ],
S(x,0) = S0(x) in Ω, (4.1)
assuming that a fixed velocity u satisfying appropriate conditions was given. This problem was
regularized and the solution to the regularized problem was shown to be bounded in certain
norms independently of the regularization parameter. We want to use similar ideas for the cou-
pled system where now the velocities u also depend upon the regularization parameter. We will
prove that u is bounded independently of the regularization parameter.
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kβ → k strongly as β → 0. For instance, let δ = max(k(β), k(1 − β)), and define kβ by⎧⎨
⎩
kβ(s) = k(s) if k(s) δ,
1
2
δ  kβ(s) δ otherwise.
(4.2)
It follows that kβ(t) k(t), for all t ∈ [0, T ], and kβ satisfies (3.8), with the corresponding lower
bounds k0 depending on β . The nondegenerate system
uβ = −a(Sβ)∇pβ in Ω × (0, T ),
div(uβ) = Q1 in Ω × (0, T ),
uβ · η = 0 on ∂Ω × [0, T ],∫
Ω
pβ dx = 0 for all t ∈ [0, T ],
φ
∂Sβ
∂t
+ ∇ · f (Sβ)uβ − ∇ · kβ(Sβ)∇Sβ = Q(Sβ) in Ω × (0, T ),
f (Sβ)u · η − kβ(Sβ)∂Sβ
∂η
= 0 on ∂Ω × [0, T ],
Sβ(x,0) = S0(x) in Ω, (4.3)
results by substituting kβ for k in problem (3.1).
In this case for a given β > 0, problem (4.3) satisfies conditions (3.7)–(3.9). Despite the
difference in the transport term, we can still use some of the ideas in Feng [12] to establish
existence and uniqueness for solutions (pβ,Sβ) of the degenerate problem (4.3) with
pβ ∈ L∞
(
0, T ,H 1(Ω)
)
, Sβ ∈ L∞
(
0, T ,L2(Ω)
)∩ L2(0, T ,H 1(Ω)).
Because of these differences, we modify the definition in (3.12) through (3.15) as follows.
There exists a couple (pβ,Sβ) such that
pβ ∈ L∞
(
0, T ,H 1(Ω)
)
, (4.4)
Sβ ∈ L∞
(
0, T ,L2(Ω)
)∩ L2(0, T ,H 1(Ω)), (4.5)
and
T∫
0
∫
Ω
a(Sβ)∇pβ · ∇f dx dt =
T∫
0
∫
Ω
Q1f dx dt ∀f ∈ C∞
(
Ω × [0, T ]), (4.6)
∫
Ω
pβ dx = 0 ∀t ∈ [0, T ], (4.7)
T∫
0
∫
Ω
(
kβ(Sβ)∇Sβ · ∇ψ − f (Sβ)uβ · ∇ψ − φSβψt
)
dx dt
=
T∫
0
∫
Ω
Qψ dx dt +
∫
Ω
φ(x)S0(x)ψ(x,0) dx
∀ψ ∈ C∞(Ω × [0, T ]) such that ψ(x,T ) = 0 ∀x ∈ Ω, (4.8)
0 Sβ(x, t) 1 a.e. Ω¯ × [0, T ]. (4.9)
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We now prove that the regularized problem (4.3) has a unique solution. In all what follows we
may assume that
φ ≡ 1 and Q ≡ 0. (4.10)
Theorem 4.1. For all β > 0, sufficiently small, the regularized problem (4.3) has a unique weak
solution in the sense of (4.4) through (4.9).
We assume that the coefficients in system (4.3) are sufficiently regular, so that we skip the
step of regularizing these coefficients.
Proof. We fix β > 0 and omit the subscript β in this proof. We begin by decoupling the system
by considering the following problems:
u = −a˜(x, t)∇p in Ω × [0, T ],
div(u) = Q1 in Ω × [0, T ],
u · η = 0 on ∂Ω × [0, T ],∫
Ω
pdx = 0 ∀t ∈ [0, T ], (4.11)
and, for v ∈ L∞(0, T ,L2(Ω)),
∂S
∂t
+ ∇ · f˜ (x, t)v − ∇ · k˜(x, t)∇S = 0 in Ω × (0, T ),
(f˜ v − k˜∇S) · η in ∂Ω × [0, T ],
0 S(x,0) = S0(x) 1 in Ω, (4.12)
where a˜ and k˜ satisfy conditions (3.7) and (3.8), respectively.
Then by [12,15] each of the above linear problems has a semi-classical solution, thus a weak
solution. Furthermore, 0 S(x, t) 1.
Next choose S¯ ∈ L∞(0, T ,L2(Ω)), ‖S¯‖L2(L2) R, with R to be specified later, and set
a˜(x, t) = a(S¯(x, t)),
k˜(x, t) = k(S¯(x, t)),
f˜ (x, t) = f (S¯(x, t)).
Then problem (4.11) has a unique weak solution p = p(S¯) ∈ L∞(0, T ,H 1(Ω)), with
u(S¯) = −a(S¯)∇p(S¯) ∈ L∞(0, T ,L2(Ω)).
Now substitute u(S¯) in problem (4.12) for v. Then problem (4.12) has a unique weak solution
S = S(S¯) =F(S¯) ∈ L∞(0, T ,L2(Ω))∩ L2(0, T ,H 1(Ω))∩ C(0, T ,L2(Ω)),
where F is the function defined by{F : L∞(0, T ,L2(Ω))→ L∞(0, T ,L2(Ω))∩ L2(0, T ,H 1(Ω)),
S¯ → S,
(4.13)
with S the solution to (4.12) when v is replaced by u(S¯).
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Lemma 4.1. Let (σn)n be a sequence of elements of L∞(0, T ,L2(Ω)) converging strongly to
σ ∈ L∞(0, T ,L2(Ω)). Set Sn =F(σn), S =F(σ ). Assume a, k, and f are Lipschitz continuous.
Then
‖Sn − S‖2L∞(0,T ,L2(Ω)) +
∥∥√k(σn)∇(Sn − S)∥∥2L2(0,T ,L2(Ω))
C‖σn − σ‖2L2(0,T ,L2(Ω)), (4.14)
T∫
0
∫
Ω
a(σn)
∣∣∇(pn − p)∣∣2 dx dt  C‖σn − σ‖2L2(0,T ,L2(Ω)), (4.15)
‖un − u‖L2(0,T ,L2(Ω))  C‖σn − σ‖L2(0,T ,L2(Ω)), (4.16)
‖un − u‖L∞(0,T ,L2(Ω))  C‖σn − σ‖L∞(0,T ,L2(Ω)). (4.17)
We postpone the proof of this lemma until the end of the proof the theorem.
Proof of Theorem 4.1 (continued). By the above lemma, it is clear that the mapping F is
strongly continuous from L∞(0, T ,L2(Ω)) into L∞(0, T ,H 1(Ω)). So is its restriction to
L∞(0, T ,H 1(Ω)). Next, by [15],
‖S‖L∞(0,T ,H 1(Ω)) =
∥∥F(S¯)∥∥
L∞(0,T ,H 1(Ω)) R0 (4.18)
for some R0 independent of S¯, but a function of d0, d1, k0, k1, φ0, φ1. We thus choose R = R0.
Thus F maps the ball B = {S¯: ‖S¯‖L∞(0,T ,H 1(Ω)) R0} into itself.
Also, H 1(Ω) is compactly imbedded in L2(Ω) for n  2 [1]. Thus the restriction of F to
L∞(0, T ,H 1(Ω)), which we still denote F , is compact, since F is strongly continuous. There-
fore, by the Schauder fixed point theorem (cf. [7,21]), F has a fixed point, i.e., there exists S
with
S ∈ L∞(0, T ,L2(Ω))∩ L2(0, T ,H 1(Ω)), such that F(S) = S.
To find the corresponding pressure p, we consider a sequence (σn)n of elements of
L∞(0, T ,H 1(Ω)), converging to the S we have just found. Let (pn) be the corresponding se-
quence of solutions as in Lemma 4.1. Then by the same lemma (∇pn) converges strongly to ∇p
as n → +∞, where p is the solution to (4.11) when a˜(x, t) = a(S(x, t)). Using the conditions∫
Ω
pdx =
∫
Ω
pn dx = 0 ∀t ∈ [0, T ],
and the Poincaré inequality (4.40) for H 1 [16], we see that pn → p, strongly.
Hence, (p,S) = (pβ,Sβ) (resetting the subscript β) is a (weak) solution to problem (3.1) with
0 Sβ(x, t) 1.  (4.19)
Proof of Lemma 4.1. Subtracting the corresponding equations (4.12) for Sn and for S, we get
∂(Sn − S)
∂t
+ ∇ · (f (σn)un − f (σ )u)− ∇ · (k(σn)∇Sn − k(σ )∇S)= 0 (4.20)
which can be rewritten as
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∂t
+ ∇ · (f (σn) − f (σ ))u + ∇ · f (σn)(un − u)
= ∇ · (k(σn) − k(σ ))∇S + ∇ · k(σn)∇(Sn − S). (4.21)
Multiply the identity (4.21) by Sn − S, integrate over Ω , use the Divergence theorem, the
boundary condition in (4.12), and the arithmetic–geometric mean inequality to get
1
2
d
dt
‖Sn − S‖2L2(Ω) +
∥∥√k(σn)∇(Sn − S)∥∥2L2(Ω)
 C
{∥∥∥∥k(σ ) − k(σn)√k(σn) ∇S
∥∥∥∥
2
L2(Ω)
+
∥∥∥∥ (f (σn) − f (σ ))u√k(σn)
∥∥∥∥
2
L2(Ω)
+
∥∥∥∥ f (σn)√k(σn) (un − u)
∥∥∥∥
2
L2(Ω)
+ 1
2
∥∥√k(σn)∇(Sn − S)∥∥L2
}
. (4.22)
We recall that for a fixed β > 0, k is bounded away from 0. Next, using system (4.11) for pn
and p, we get
−div(a(σn)∇pn − a(σ )∇p)= 0,
which gives in its weak formulation:∫
Ω
(
a(σn)∇pn − a(σ )∇p
) · ∇g dx = 0 ∀g ∈ H 1(Ω) and ∀t ∈ [0, T ]. (4.23)
Rewriting (4.23), and taking g = pn − p ∈ H 1(Ω), we get∫
Ω
a(σn)
∣∣∇(pn − p)∣∣2 dx = −
∫
Ω
(
a(σn) − a(σ )
)∇p∇(pn − p)dx. (4.24)
Applying Hölder’s inequality and the arithmetic–geometric mean inequality to (4.24), we get∫
Ω
a(σn)
∣∣∇(pn − p)∣∣2 dx
 C
∥∥a(σn) − a(σ )∥∥2L2(Ω) + 12
∥∥√a(σn)∇(pn − p)∥∥2L2(Ω). (4.25)
Hiding the second term of the right side of (4.25) in the left side, we get (4.15) in Lemma 4.1
after integrating on [0, T ], and (4.17) by taking the sup over [0, T ].
To obtain (4.16) and (4.17), just notice that
un − u = −a(σn)∇pn + a(σ )∇p =
(
a(σ ) − a(σn)
)∇p + ∇(pn − p)a(σn). (4.26)
Now, thanks to the triangle inequality and (4.15), we get the last two inequalities of the lemma.
Going back to (4.22) and using (4.16), and the fact that a and f are Lipschitz-continuous, we
get (4.14) by integration over [0, T ], after hiding the last term on the right-hand side of (4.22) in
the like term on the left-hand side. This proves the lemma. 
Note. The constants appearing in the lemma depend on β , ∇S, ∇p, d0,d1, k0, k1, φ0, and φ1, but
are independent of n.
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Theorem 4.2. Let (p1, S1) and (p2, S2) be two solutions of problem (3.1) corresponding to the
initial conditions S01 and S
0
2 , respectively. Then
‖S1 − S2‖2L∞(0,T ,L2(Ω)) + η
∥∥√k(S1)∇(S1 − S2)∥∥2L2(0,T ,L2(Ω))
C
∥∥S01 − S02∥∥2L2(Ω) (4.27)
and ∥∥√a(S1)∇(p1 − p2)∥∥L2(Ω)  C
∥∥a(S1) − a(S2)∥∥L2(Ω). (4.28)
Proof. Using the same arguments as in the proof of Lemma 4.1, we get
d
dt
‖S1 − S2‖2L2(Ω) +
∥∥√k(S1)∇(S1 − S2)∥∥2L2(Ω)
C
{∥∥∥∥k(S1) − k(S2)√k(S1) ∇S2
∥∥∥∥
2
L2(Ω)
+
∥∥∥∥f (S1) − f (S2)√k(S1)
∥∥∥∥
2
L2(Ω)
+ ∥∥a(S1) − a(S2)∥∥2L2(Ω)
}
.
(4.29)
Since a, f , and k are Lipschitz, and since k (recall we had dropped the subscript β) is bounded
away from 0, we get from the above inequality:
d
dt
‖S1 − S2‖2L2(Ω) +
∥∥√k(S1)∇(S1 − S2)∥∥2L(Ω) C‖S1 − S2‖2L2(Ω). (4.30)
Next, applying the Grönwall lemma to (4.30), we get
‖S1 − S2‖2L∞(0,T ,L2(Ω)) + η
∥∥√k(S1)∇(S1 − S2)∥∥2L2(0,T ,L2(Ω))
C
∥∥S01 − S02∥∥2L2(Ω). (4.31)
This yields uniqueness for S.
Also using the same arguments as in Lemma 4.1, we get∥∥√a(S1)∇(p1 − p2)∥∥L2(Ω)  C
∥∥a(S1) − a(S2)∥∥L2(Ω). (4.32)
Since a is bounded away from 0, and is Lipschitz, we get uniqueness for p thanks to the Poincaré
inequality (4.40) for H 1 and the condition ∫
Ω
pdx = 0. Hence (resetting the subscripts) the
solution (pβ,Sβ) is unique. 
4.3. Regularity results
Our objective is to bound the solution of the regularized problem independently of the regu-
larization parameter β in necessary norms, in order to extract a weakly convergent subsequence
whose limit will be a candidate for a solution to the degenerate problem (3.1). If u is given with
u ∈ L∞(0, T ,L2(Ω)), and Sβ is the solution to (4.1) with the corresponding coefficient kβ , then
it is known [9,11] that:
‖Sβ‖L∞(0,T ,L2(Ω)) +
∥∥Kβ(Sβ)∥∥ 2 1 M (4.33)L (0,T ,H (Ω))
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Kβ(s) :=
s∫
0
kβ(t) dt (4.34)
and the bound M = M(‖u‖L∞(L∞),‖ut‖L∞(L∞), k, S0) is independent of β . For problem (4.3),
we wish to establish the same estimates, more precisely, we wish to establish the estimates
‖Sβ‖L∞(0,T ,L2(Ω)) M, (4.35)∥∥Kβ(Sβ)∥∥L2(0,T ,H 1(Ω)) M, (4.36)∥∥f (Sβ)∥∥L∞(0,T ,L2(Ω)) M, (4.37)
so that the bounds are independent of the perturbation parameter β . We do this through several
lemmas.
The following lemma was proved in [10], but for completeness, we give a sketch of its
proof. In this lemma we show that ‖uβ‖L∞(0,T ,L2(Ω)) is bounded independently of β , with uβ as
in (4.3).
Lemma 4.2. Under the hypotheses on problem (3.1), if Q1 ∈ L∞(0, T ,L2(Ω)), then
‖uβ‖L∞(0,T ,L2(Ω)) M (4.38)
where M is independent of β .
Proof. A weak formulation for the pressure part of the regularized problem (4.3) is∫
Ω
a(Sβ)∇pβ · ∇ψ dx =
∫
Ω
Q1ψ dx for all ψ ∈ H 1(Ω).
Now choose ψ = pβ to obtain∫
Ω
a(Sβ)|∇pβ |2 dx =
∫
Ω
Q1pβ dx
 C
2
2d0
‖Q1‖2L2(Ω) +
d0
2C2
‖pβ‖2L2(Ω)
 C
2
2d0
‖Q1‖2L2(Ω) +
d0
2
‖∇pβ‖2L2(Ω) (4.39)
where we have used Hölder’s, and then the arithmetic–geometric mean inequality, and where d0
is as in (3.2). We have also made use of the Poincaré inequality for H 1:
‖f ‖L2(Ω) C
{
‖∇f ‖2
L2(Ω) +
(∫
Ω
f dx
)2} 12
(4.40)
for all f ∈ H 1(Ω) [16], and the fact that ∫
Ω
pβ dx = 0. Therefore, after hiding the second term
of the right side of (4.39) in its left side, we have
∥∥√a(Sβ)∇pβ∥∥ 2  C. (4.41)L (Ω)
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∥∥a(Sβ)∇pβ∥∥L2(Ω)

∥∥√a(Sβ)∥∥L∞(Ω)
∥∥√a(Sβ)∇pβ∥∥L2(Ω). (4.42)
Hence the lemma. 
Also, in [10], the following result was proved.
Lemma 4.3. Under the conditions of problem (3.1), if Q1 ∈ L1(0, T ,L1(Ω)), then
‖Sβ |2L∞(L2) + η
∥∥√kβ(Sβ)∇Sβ∥∥2L2(L2) C‖Q1‖L1(L1) +
∥∥S0∥∥2
L2 (4.43)
with C independent of β .
In particular, we get∥∥∇Kβ(Sβ)∥∥L2(L2) M (4.44)
with M independent of β .
With these two results, we get the following lemma.
Lemma 4.4. If (pβ,Sβ) is the solution to (4.3), then∥∥∥∥∂Sβ∂t
∥∥∥∥
L2(0,T ,(H 1(Ω))∗)
M. (4.45)
Proof. We have from (4.1):∫
Ω
Sβtψ dx =
∫
Ω
(
f (Sβ)uβ · ∇ψ − ∇Kβ(Sβ) · ∇ψ
)
dx ∀ψ ∈ L2(0, T ,H 1(Ω)).
Thus, using Hölder’s inequality,
∣∣∣∣∣
T∫
0
∫
Ω
∂Sβ
∂t
ψ dx dt
∣∣∣∣∣

(∥∥f (Sβ)uβ∥∥L2(0,T ,L2(Ω)) +
∥∥∇Kβ(Sβ)∥∥L2(0,T ,L2(Ω)))‖∇ψ‖L2(0,T ,L2(Ω)). (4.46)
By (4.38) and (4.44), we obtain∣∣∣∣∣
T∫
0
∫
Ω
∂Sβ
∂t
ψ dx dt
∣∣∣∣∣M‖∇ψ‖L2(0,T ,L2(Ω)) ∀ψ ∈ L2
(
0, T ,H 1(Ω)
) (4.47)
with M independent of β .
Hence we have ‖ ∂Sβ
∂t
‖L2(0,T ,(H 1(Ω))∗) M . 
Thanks to these results, we get immediately
Theorem 4.3. Let (pβ,Sβ) be the solution to problem (4.3). Assume that Q1 ∈ L∞(0, T ,L2(Ω))∩
L1(0, T ,L1(Ω)). Then conditions (4.35) through (4.38), and (4.45) hold with M independent
of β .
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Because system (3.1) is degenerate, we do not expect its eventual solutions to be as regular as
in the miscible case [18,19]. We will be looking for a solution of the problem in the following
weakened sense.
We say problem (3.1) has a weak solution if there exists a pair of functions (p,S) with
p ∈ L∞(0, T ,H 1(Ω)), (5.1)
S ∈ L∞(0, T ,L2(Ω)), (5.2)
K(S) ∈ L2(0, T ,H 1(Ω)), (5.3)
such that
T∫
0
∫
Ω
a(s)∇p · ∇φ dx dt =
T∫
0
∫
Ω
Q1φ dx dt ∀φ ∈ C∞
(
Ω × [0, T ]), (5.4)
∫
Ω
pdx = 0 ∀t ∈ [0, T ], (5.5)
T∫
0
∫
Ω
(∇K(S) · ∇ψ − f (S)u · ∇ψ − Sψt)dx dt =
∫
Ω
ψ(x,0)S0 dx
∀ψ ∈ C∞(Ω × [0, T ]), ψ(x,T ) = 0 ∀x ∈ Ω, (5.6)
0 S(x, t) 1 a.e. in Ω × [0, T ]. (5.7)
As we noted above, our weak solution is weaker than the weak solution defined for the miscible
case (given by (3.10)–(3.15)). Instead of S ∈ L2(0, T ,H 1(Ω)), we only require that K(S) ∈
L2(0, T ,H 1(Ω)). But if k is bounded away from 0, i.e., k(t) k0 > 0 ∀t ∈ [0,1] (nondegenerate
case), we get the following.
Proposition 5.1. If k is bounded away from 0, and if K(S) ∈ L2(0, T ,H 1(Ω)) then S ∈
L2(0, T ,H 1(Ω)).
Proof. Indeed, recalling that K(S) = ∫ S0 k(τ ) dτ , we have K(S) k0S. This yields∥∥K(S)∥∥
L2(Ω)  k0‖S‖L2(Ω). (5.8)
Next, we have ∇K(S) = k(S)∇S. Thus∣∣∇K(S)∣∣= k(S)|∇S| k0|∇S|.
Hence∥∥∇K(S)∥∥
L2(Ω)  k0‖∇S‖L2(Ω). (5.9)
Inequalities (5.8) and (5.9) prove our claim. Therefore our definition of a weak solution for
(3.1) is a generalization of the usual definition of a weak solution [12], and is motivated by some
previous works on the subject [9,18,19,22] where, for the numerical solution, one solve for K(S),
then for S, by inverting K . 
Now we state the Existence theorem.
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⎩
∂S
∂t
∈ L2(0, T , (H 1(Ω))∗), and
0 S(x, t) 1 a.e. Ω × [0, T ].
(5.10)
Proof. The proof consists in using the uniform bounds (4.35) through (4.45) we have obtained
so far, to get a sequence that converges weakly, in some space, to some S, candidate to be the
second component of a solution to problem (3.1). The pressure p, the first component of the
solution, will be obtained in the same manner.
By (4.35) and classical results [16], there exists a subsequence of (Sβ)0<β<1/2, again denoted
by (Sβ)0<β<1/2, and S ∈ L∞(0, T ,L2(Ω)) such that
Sβ → S weak∗ in L∞
(
0, T ,L2(Ω)
)
, (5.11)
Sβ → S weakly in L2
(
0, T ,L2(Ω)
)
. (5.12)
By (4.45) and classical results, we also have
∂Sβ
∂t
→ ∂S
∂t
weakly in L2
(
0, T ,
(
H 1(Ω)
)∗)
. (5.13)
Next, following the line of [12], define
U =
{
g: g ∈ L2(0, T ,L2(Ω)), ∂g
∂t
∈ L2(0, T , (H 1(Ω))∗)
}
. (5.14)
Since H 1(Ω) is compactly imbedded in L2(Ω), for n 2 (see [16], for instance), (L2(Ω))∗ =
L2(Ω) is compactly imbedded in (H 1(Ω))∗, by [7, Theorem 4.4]. So, by [12, Lemma 4.1], U is
a Banach space, and U is compactly imbedded in L2(0, T , (H 1(Ω))∗), when equipped with the
norm
‖g‖U = ‖g|L2(L2) + ‖gt‖L2((H 1)∗).
Using these facts and (5.11) through (5.13), we see there is a subsequence of (Sβ)0β1/2, still
denoted (Sβ)0β1/2, such that
Sβ → S strongly in L2
(
0, T ,L2(Ω)
)
. (5.15)
Also by (4.19), we get
0 S(x, t) 1 a.e. in Ω × [0, T ]. (5.16)
Claim.
Kβ(Sβ) → K(S) strongly in L2
(
0, T ,L2(Ω)
)
, (5.17)
f (Sβ) → f (S) strongly in L2
(
0, T ,L2(Ω)
)
, (5.18)
a(Sβ) → a(S) strongly in L2
(
0, T ,L2(Ω)
)
. (5.19)
Proof of Claim. We have∥∥Kβ(Sβ) − K(S)∥∥L2(L2) 
∥∥Kβ(Sβ) − Kβ(S)∥∥L2(L2) +
∥∥Kβ(S) − K(S)∥∥L2(L2)
 ‖k‖∞‖Sβ − S‖L2(L2) +
∥∥Kβ(·) − K(·)∥∥ . (5.20)∞
1050 K.B. Fadimba / J. Math. Anal. Appl. 328 (2007) 1034–1056This proves (5.17), by (4.2), (4.34), and (5.15), since then ‖Kβ(·) − K(·)‖∞ → 0 as β → 0.
The proofs of (5.18) and (5.19) proceed similarly by using the fact that f and a are Lipschitz-
continuous. This ends the proof of the claim. 
Similarly, by classical theorems, we get from the uniform bounds (4.36)–(4.45):
∇Kβ(Sβ) → ∇K(S) weakly in L2
(
0, T ,L2(Ω)
)
, (5.21)
uβ → u weakly, for some u ∈ L2
(
0, T ,L2(Ω)
)
, (5.22)
uβ → u weak∗, in L∞
(
0, T ,L2(Ω)
)
, (5.23)
pβ → p weak∗, for some p ∈ L∞
(
0, T ,L2(Ω)
)
, (5.24)
pβ → p weakly in L2
(
0, T ,L2(Ω)
)
, (5.25)
∇pβ → ∇p weakly in L2
(
0, T ,L2(Ω)
)
. (5.26)
To prove, for instance, (5.21), we use (4.36) to see we can find φi ∈ L2(0, T ,L2(Ω)), i =
1,2, . . . , n, such that
T∫
0
∫
Ω
∂
∂xi
Kβ(Sβ)ψ dx dt →
T∫
0
∫
Ω
φiψ dx dt ∀ψ ∈ C∞0
(
Ω × [0, T ]). (5.27)
But
T∫
0
∫
Ω
∂
∂xi
Kβ(Sβ)ψ dx dt = −
T∫
0
∫
Ω
Kβ(Sβ)
∂ψ
∂xi
dx dt ∀ψ ∈ C∞0
(
Ω × [0, T ]). (5.28)
So, by the weak convergence of Kβ(Sβ) to K(S) (actually a strong convergence), we get that
T∫
0
∫
Ω
∂
∂xi
Kβ(Sβ)ψ dx dt → −
T∫
0
∫
Ω
K(S)
∂ψ
∂xi
dx dt =
T∫
0
∫
Ω
∂K(S)
∂xi
ψ dx dt
∀ψ ∈ C∞0
(
Ω × [0, T ]). (5.29)
Putting (5.27) and (5.29) together, we get
φi = ∂
∂xi
K(S), 1 i  n, (5.30)
in a distributional sense.
For (5.24) and (5.26), first notice that, because of (3.2) and (4.38), we also have
‖∇pβ‖L∞(L2) M. (5.31)
Now, using the Poincaré inequality for H 1 (4.40) and the fact that ∫
Ω
pβ dx = 0, we get
‖pβ‖L∞(L2) C‖∇pβ‖L∞(L2) M. (5.32)
Hence (5.24). The convergence (5.26) is obtained in the same way we obtained (5.21).
To get (5.6), use (4.8), the strong convergence of Sβ to S, the weak convergence of ∇Kβ(Sβ)
to ∇K(S), and the weak convergence of f (Sβ)uβ to f (S)u in L2(0, T ,L2(Ω)).
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∇pβ to ∇p in L2(0, T ,L2(Ω)). Relation (5.5) is obvious.
Notice we have used the fact that kβ(Sβ)∇Sβ = ∇Kβ(Sβ) and uβ = −a(Sβ)∇pβ .
Finally, (5.1)–(5.3), and (5.10) follow from (5.32), (4.35), (4.36), (4.45), and (5.16), respec-
tively.
This ends the proof of the existence theorem. 
6. On the uniqueness of a solution
In establishing uniqueness for the regularized problem (4.3), condition (3.8) was essential.
But k0 depends on β , and will vanish with β . So we cannot use exactly the same techniques to
prove uniqueness for the initial problem (3.1).
We give some properties of the Poisson Solution Operator, defined below, which will be used
in establishing our a priori estimates for well-posedness. We then make additional assumptions so
that there is uniqueness. This is done in two theorems, thus giving two sets of a priori estimates.
In this section we make an additional assumption:
a
(
S(·,·))∇p ∈ L∞(L∞) (6.1)
for (p,S) a solution to problem (3.1). We will also need hypotheses (3.3) and (3.4).
Theorem 6.1. Under the hypotheses on problem (3.1), let (p1, S1) and (p2, S2) be solutions
to problem (3.1) with the initial conditions S01 and S02 , respectively. Let u1 = −a(S1)∇p1 and
u2 = −a(S2)∇p2. Assume (6.1) holds. Then∥∥√a(S1)∇(p2 − p1)∥∥L2(0,T ,L2(Ω))  C
∥∥a(S2) − a(S1)∥∥L2(0,T ,L2(Ω)), (6.2)
‖u2 − u1‖L2(0,T ,L2(Ω))  C
∥∥a(S2) − a(S1)∥∥L2(0,T ,L2(Ω)), (6.3)
and
‖S2 − S1‖2L∞(0,T ,(H 1(Ω))∗) + η
T∫
0
(
K(S2) − K(S1), S2 − S1
)
dt
C
{∥∥S02 − S01∥∥2(H 1(Ω))∗ +
∥∥a(S2) − a(S1)∥∥2L2(0,T ,L2(Ω))} (6.4)
where C and η are some positive constants.
Before proving this theorem, we give this immediate corollary.
Corollary 6.1. Under the hypothesis of Theorem 6.1, we have
‖S2 − S1‖2+μL2+μ(0,T ,L2+μ(Ω))
C
{∥∥S02 − S01∥∥2(H 1(Ω))∗ +
∥∥a(S2) − a(S1)∥∥2L2(0,T ,L2(Ω))} (6.5)
and ∥∥K(S2) − K(S1)∥∥2L2(0,T ,L2(Ω))
C
{∥∥S02 − S01∥∥2(H 1(Ω))∗ +
∥∥a(S2) − a(S1)∥∥2L2(0,T ,L2(Ω))} (6.6)
where μ is as in (3.3).
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‖S2 − S1‖2+μL2+μ C
(
K(S2) − K(S1), S2 − S1
)
(see [9]). Estimate (6.6) comes from the fact that K is Lipschitz, therefore |K(t) − K(s)|2 
C|K(t) − K(s)||t − s|. 
To prove Theorem 6.1, we need the following facts (see [9,11,18]) on the Poisson Solution
Operator. We define the Poisson Solution Operator F from (H 1(Ω))∗ to H 1(Ω) by
F(f ) = ω,
where ω is the weak solution to the elliptic problem:
⎧⎪⎨
⎪⎩
−Δω = f − fΩ in Ω,
∂ω
∂n
= 0,
ωΩ = fΩ,
(6.7)
where gΩ = 1|Ω|
∫
Ω
g dx, the integral mean of g over Ω .
Then we have
• f → (Ff,f )1/2 is a norm on the Hilbert space (H 1(Ω))∗ which is equivalent to the usual
dual norm on that space.
• (∇Ff,∇ψ) = (f,ψ) − fΩψΩ , for all ψ ∈ H 1(Ω). (This is, in fact, the weak formulation
of problem (6.7).)
• ‖∇Ff ‖2
L2 + (fΩ)2 = ‖f ‖2(H 1(Ω))∗ ≈ ‖Ff ‖2H 1, for all f ∈
(
H 1(Ω)
)∗
. (6.8)
Proof of Theorem 6.1. Subtract the system corresponding to solution (p1, S1) from the system
corresponding to (p2, S2); multiply the pressure equation by p2 − p1 ∈ H 1(Ω), and the satu-
ration equation by F(S2 − S1) ∈ H 1(Ω), integrate over the domain Ω , apply the divergence
theorem and the boundary conditions, to get
∥∥√a(S1)∇(p2 − p1)∥∥2L2(Ω)
= ((a(S2) − a(S1))∇p2,∇(p1 − p2))

∥∥∥∥ (a(S2) − a(S1))a(S2)∇p2a(S2)√a(S1)
∥∥∥∥
L2
∥∥√a(S1)∇(p2 − P1)∥∥L2
 C
∥∥u(S2)∥∥2L∞
∥∥a(S2) − a(S1)∥∥2L2 + 12
∥∥√a(S1)∇(p2 − p1)∥∥2L2 (6.9)
and (
∂(S2 − S1)
∂t
,F (S2 − S1)
)
+ (∇(K(S2) − K(S1)),∇F(S2 − S1))
= (f (S2)u(S2) − f (S1)u(S1),∇F(S2 − S1)). (6.10)
Estimate (6.9) obviously yields (6.2). Inequality (6.10) and the above properties on the operator
F give
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2
d
dt
‖S2 − S1‖2(H 1(Ω))∗ +
(
K(S2) − K(S1), S2 − S1
)
= ((f (S2) − f (S1))u(S2) + f (S1)(u(S2) − u(S1)),∇(F(S2 − S1))) (6.11)
which yields
1
2
d
dt
‖S2 − S1‖2(H 1(Ω))∗ +
(
K(S2) − K(S1), S2 − S1
)
 C
∗
2
∥∥f (S2) − f (S1)∥∥2L2(Ω) + C
∥∥u(S2) − u(S1)∥∥2L2(Ω)
+ C∥∥∇F(S2 − S1)∥∥2L2(Ω) (6.12)
where we utilize the arithmetic–geometric mean inequality and (6.1). By [9,11,18], under the
assumptions (3.3) and (3.4) on k and f , we have
C∗∗
∥∥f (S2) − f (S1)∥∥2L2(Ω)  (K(S2) − K(S1), S2 − S1) (6.13)
for some positive C∗∗. Thus we can hide the first term of the right side in the like term of the left
side of (6.12). Now the Grönwall lemma does the rest, if we use (6.3), (3.2), (6.8), and the fact
that (S02 − S01)Ω = 0 (see [9]). The same inequality holds for the L∞-norm. 
We see that if the following conditions are satisfied then we have uniqueness:
• a is not a function of the saturation S.
• ∣∣a(s) − a(t)∣∣2  C∣∣(K(s) − K(t))(s − t)∣∣ ∀s, t ∈ [0,1], (6.14)
(see [9,11]).
Estimate (6.14) holds if, for instance,
a′(0) = a′(1) = 0
(see [9,11]).
For the next a priori estimates we add another assumption:
∂(K(S(·,·)))
∂t
∈ L2(0, T ,L2(Ω)). (6.15)
Theorem 6.2. Under the conditions of Theorem 6.1, assume (6.15) holds. Then we have
max
0tT
∫
Ω
(
K(S2) − K(S1)
)
(S2 − S1) dx + η
∥∥∇(K(S2) − K(S1))∥∥2L2(0,T ,L2(Ω))
C
{(
K
(
S02
)− K(S01), S02 − S01)+ ∥∥S02 − S01∥∥
2
2+μ
L2(Ω)
+ ∥∥a(S2) − a(S1)∥∥
2
2+μ
L2(L2)
+ ∥∥a(S2) − a(S1)∥∥2L2(0,T ,L2(Ω))} (6.16)
for some positive η, where μ is as in (3.3).
Proof. We proceed as in the previous theorem, by multiplying by K(S2) − K(S1) (which is in
L2(0, T ,H 1(Ω)) by (5.3)), instead of F(S2 − S1). We obtain
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∂(S2 − S1)
∂t
,K(S2) − K(S1)
)
+ ∥∥∇(K(S2) − K(S1))∥∥2L2(Ω)
= (f (S2)u(S2) − f (S1)u(S1),∇(K(S2) − K(S1))). (6.17)
We split the first term of the left-hand side of (6.17), using the product rule, and also split the
right-hand side, to get
d
dt
(
S2 − S1,K(S2) − K(S1)
)+ ∥∥∇(K(S2) − K(S1))∥∥2L2(Ω)
= ((f (S2) − f (S1))u(S2) + f (S1)(u(S2) − u(S1)),∇(K(S2) − K(S1)))
+
(
∂(K(S2) − K(S1))
∂t
, S2 − S1
)
. (6.18)
Next, apply the arithmetic–geometric mean inequality, to get
d
dt
(
S2 − S1,K(S2) − K(S1)
)+ ∥∥∇(K(S2) − K(S1))∥∥2L2(Ω)
 C
{∥∥f (S2) − f (S1)∥∥2L2(Ω) +
∥∥u(S2) − u(S1)∥∥2L2(Ω)}
+ C∥∥K(S2)t − K(S1)t∥∥Lγ (Ω)‖S2 − S1‖L2+μ(Ω)
+ 1
2
∥∥∇(K(S2) − K(S1))∥∥2L2(Ω) (6.19)
where
γ = 2 + μ
1 + μ (6.20)
is the conjugate of 2 + μ. We hide the last term of the right-hand side in the like term of the
left-hand side of (6.19). We get
d
dt
(
S2 − S1,K(S2) − K(S1)
)+ 1
2
∥∥∇(K(S2) − K(S1))∥∥2L2(Ω)
 C
{(
K(S2) − K(S1), S2 − S1
)+ ∥∥K(S2)t − K(S1)t∥∥Lγ (Ω)‖S2 − S1‖L2+μ
+ ∥∥u(S2) − u(S1)∥∥2L2(Ω)} (6.21)
where we have used (6.13). Finally, apply the Grönwall lemma to (6.21), then use (6.3), (6.5),
and (6.15) to get the theorem. 
7. Convergence estimates
Because of the possible roughness of the solution of problem (3.1), in an attempt to compute
its solution, one would rather approximate numerically the solution of the regularized problem
(4.3) for β sufficiently small. Thus it is necessary to have some estimate on the error due to the
regularization. Though we know by the above existence theorem that a subsequence of (pβ,Sβ)
converges to (p,S), solution to (3.1), the theorem does not give us a quantitative estimate of the
convergence. In this section we give, without proofs, some estimates for convergence (see [6,10]
for proofs). Thus we can approximate directly, numerically, (pβ,Sβ), in place of (p,S), thanks
to the triangle inequality.
For these estimates, we do need the following, rather strong, assumption:
‖uβ‖L∞(L∞)  C (7.1)
independently of β .
K.B. Fadimba / J. Math. Anal. Appl. 328 (2007) 1034–1056 1055These estimates are given through
Theorem 7.1. Let (p,S) and (pβ,Sβ) be solutions to problems (4.3) and (3.1), respectively.
Then under the assumptions of Theorem 6.2 and in view of (7.1), we have∥∥√a(S)∇(pβ − p)∥∥L2(0,T ,L2(Ω))  C
∥∥a(Sβ) − a(S)∥∥L2(0,T ,L2(Ω)), (7.2)∥∥√a(S)∇(pβ − p)∥∥L∞(0,T ,L2(Ω))  C
∥∥a(Sβ) − a(S)∥∥L∞(0,T ,L2(Ω)), (7.3)
and
‖Sβ − S‖2L∞(0,T ,(H 1(Ω))∗) + η
T∫
0
(
Kβ(Sβ) − Kβ(S), Sβ − S
)
(τ ) dτ
C
{∥∥Kβ(.) − K(.)∥∥γL∞(0,1) +
∥∥a(Sβ) − a(S)∥∥2L2(0,T ,L2(Ω))} (7.4)
where γ is defined by (6.20).
Remark 7.1. If kβ is defined by (4.2), then∥∥Kβ(.) − K(.)∥∥∞  Cβδ (7.5)
where δ is defined by (4.2) (cf. [9]).
From Theorem 7.1, we have the following immediate corollary.
Corollary 7.1. Under the hypotheses of Theorem 7.1 we have
‖Sβ −S‖2+μL2+μ(0,T ,L2+μ(Ω))C
{∥∥Kβ(.)−K(.)∥∥γ∞ +
∥∥a(Sβ)−a(S)∥∥2L2(0,T ,L2(Ω))} (7.6)
and ∥∥Kβ(Sβ) − K(S)∥∥2L2(0,T ,L2(Ω))

∥∥Kβ(.) − K(.)∥∥γ∞ +
∥∥a(Sβ) − a(S)∥∥2L2(0,T ,L2(Ω)). (7.7)
Remark 7.2. If (6.14) holds, then, obviously, there is a convergence.
8. Conclusion
In this work, we have proved existence for the pressure/saturation system under reasonable
assumptions on the data, using a weak compactness argument. But, the uniqueness and the
convergence results, as established above, require stronger assumptions than the ones for the
existence results. Also, estimates for uniqueness of (p,S), as well as estimates for convergence
of (pβ,Sβ) to (p,S), appear to depend on a, the diffusion coefficient of the pressure equation.
Indeed, the regularity of this coefficient does determine the smoothness of the pressure equation
and, hence, the whole system. From [9,11], if
a′(0) = a′(1) = 0, (8.1)
then (6.14) holds, so, in this case, there is uniqueness and convergence under the conditions of
Theorems 6.1 and 7.1, respectively.
Thus, under general conditions, uniqueness does not appear to be guaranteed, at least from
the point of view of the present work.
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