The reliability of a distributed computing system depends on the reliability of its communication links and nodes and on the distribution of its resources, such as programs and data files. Many algorithms have been proposed for computing the reliability of distributed computing systems, but they have been applied mostly to distributed computing systems with perfect nodes. However, in real problems, nodes as well as links may fail. This paper proposes two new algorithms for computing the reliability of a distributed computing system with imperfect nodes. Algorithm I is based on a symbolic approach that includes two passes of computation. Algorithm II employs a general factoring technique on both nodes and edges. Comparisons with existing methods show the usefulness of the proposed algorithms for computing the reliability of large distributed computing systems.
INTRODUCTION
A typical distributed computing system (DCS) consists of processing elements (PEs), memory units, data files and programs. These resources are interconnected through a communication network that dictates how information flows between PEs. Programs residing on some PEs can run using data files stored in other PEs. For successful execution of a program, it is essential that communication links between the PE containing the program and other PEs that have the required data files be operational. Distributed program reliability (DPR) is defined as the probability that a distributed program that runs on multiple PEs and needs to communicate with other PEs for remote files will be executed successfully. For example, in the DCS in Figure 1 , there are six PEs (n 1 , n 2 , n 3 , n 4 , n 5 , n 6 ) and eight communication links (e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 ). Program P1 requires data files f1, f2 and f3 to complete its execution, and it is running at node n 2 , which holds the file f1. Hence, program P1 must access the remote files f2 and f3. Since file f2 is resident at node n 3 and file f3 is resident at nodes n 4 and n 5 , the DPR of program P1 can be formulated as
DPR (for program P1)
= Prob((nodes n 2 , n 3 , and n 4 are connected)
OR (nodes n 2 , n 3 , and n 5 are connected)). Many algorithms [1, 2, 3, 4, 5, 6, 7] have been proposed to analyse the reliability of DCSs, but most of these algorithms assume that all nodes in the DCS are perfect. However, in real problems, the nodes as well as edges may fail. In Prasnna Kumar et al. [3] , the minimum file spanning tree (MFST) was proposed to represent the multiterminal connections required to execute a distributed program and a two-pass method for the reliability analysis of a DCS was developed. In this method, all MFSTs are obtained using a breadth-first search method. Since the MFSTs are not 130 M.-S. LIN, D.-J. CHEN AND M.-S. HORNG disjoint from each other, once it has found all the MFSTs, the algorithm still requires other terminal reliability evaluation algorithms, such as SYREL [8] , to generate the reliability expression. Although Prasnna Kumar's method is elegant, it generates many redundant subgraphs during processing and requires extra time to check and remove them. Thus, it is an inefficient reliability analysis algorithm.
In [5] , Ke and Wang proposed an algorithm, ENR/KW (evaluating network reliability/Ke and Wang) which employs a different concept that requires one step to give the reliability expression. The basic idea of the ENR/KW algorithm is to partition the graph directly into a set of disjoint subgraphs. Each disjoint subgraph is generated by maintaining a specific directed graph structure to consider the effect of imperfect nodes. Therefore, the DPR computation can then be carried out by summing all these disjoint probability expressions. This technique represents a onestep approach as there is no need to compute multiterminal connections. Some well known reliability-preserving graph reductions, however, are limited to the specific directed graph structure in the EMR/KW algorithm, and this restriction can increase the complexity of the EMR/KW algorithm that would otherwise use them. The other shortcoming of the EMR/KW algorithm is that it cannot be used to evaluate the reliability of a distributed program running from more than one node. This paper proposed two algorithms, namely the SM (symbolic method) and the FM (factoring method), for computing the reliability of DCSs with imperfect nodes. SM is a two-pass method like Prasnna Kumar's [3] . SM employs the graph expanding procedure used in the FREA (fast reliability evaluation algorithm [1] to find all MFSTs. Since it has been proved that FREA guarantees that no replicated subgraphs will be generated during the expansion of the computation tree, first pass in SM can also guarantee that no replicated subgraphs will be generated. Therefore, SM is more efficient than Prasnna Kumar's algorithm [3] .
The second proposed algorithm, FM (factoring method), is based on the approach of Theologou and Carlier [10] in which a one-pass method of factoring and reduction was proposed to solve the K -terminal reliability problem with imperfect nodes. The K -terminal reliability problem is to determine the probability that a specified set of nodes K ⊆ V are connected, where V is the entire set of nodes in the network. In reality, the DPR problem is a logical OR-ing of Prob{K -terminals are connected}, as shown in Figure 1 , but computing the conditional probabilities required could be rather unpleasant. Belovich [9] has proposed approximation methods in this area. Since the Kterminal reliability problem does not consider the effect of data file distribution and the set of K target nodes is not specified in a DCS, the factoring and reductions [10, 11] developed to compute the K -terminal reliability cannot be directly applied to the DPR problem. Obviously, if there are no duplicated files, i.e. if there is only one copy of each file, in the DCS, then the DPR problem can be transferred into an equivalent K -terminal reliability problem in which the K set is just the set of nodes that contain the data files needed for the programs under consideration. However, data files are usually duplicated in DCSs, so the factoring and reduction methods for the K -terminal problem cannot be directly applied to the DPR problem. General factoring and reduction methods developed for the DPR problem with perfect nodes have been proposed and discussed in [1, 2, 12] ; the FM algorithm concerns the case of a DCS with imperfect nodes.
NOTATION AND DEFINITIONS
In this paper we will use the following notation and definitions. Using this notation, we can represent the DPR of program P1 that needs data files f1, f2 and f3 for its execution in the example in Figure 1 by R(D H ) where D = (V, E, F) and
Notation
, F A n 6 = {P2, f4}, and 
DEFINITION 1. A file spanning tree (FST) [3] is a tree whose nodes hold all needed files in H .

DEFINITION 2. A minimal file spanning tree (MFST) [3] is a FST such that there exists no other FST that is a subset of it.
From the definition of a MFST, the DPR can be written as
where #mfst is the number of MFSTs for a given needed file set H .
DEFINITION 3. A node n is called a reducible node [1] if and only if: (a) the degree of node n is two in the original DCS graph, and (b) node n is not a leaf node of any MFST.
FIGURE 2. The subgraphs generated using Equation (3.1).
DEFINITION 4. A working set is a subset of nodes of V such that if and only if all nodes in the working set fail simultaneously then there are no FSTs in the DCS.
SM ALGORITHM: THE SYMBOLIC METHOD
When the DPR is computed by a symbolic method, node failure can be accounted for by using the following steps: (ii) introduce the nodes which are endpoints of the edges of MFSTs; (iii) a terminal reliability algorithm, such as SYREL [8] , is performed on the resulting expression.
To find all MFSTs, we can use the following equation proposed in FREA [1] to decompose the original DCS graph into d subgraphs:
where {e 1 , e 2 , . . . , e d } is the set of edges incident to the nodes containing the programs being executed, and where with each subgraph we associate a set M E of edges to store the edges merged in that subgraph. This decomposition operation is performed recursively and the set M E is updated for each induced subgraph until the further induced graph is obtained in which either (a) there exists a node containing all needed data files in H , or (b) there are no FSTs. In the first of these two cases, an FST can be identified and composed by the edges stored in the set M E. After the FSTs covered by other FSTs are deleted, all MFSTs can be found.
THEOREM 3.1. The subgraphs generated by Equation (3.1) are completely disjoint.
Proof. According to Equation (3.1), the original graph can be decomposed into d subgraphs as shown in Figure 2 . The leftmost branch corresponds to class T e 1 , the set of subgraphs including edge e 1 . All the other branches correspond to class T e 1 , the set of subgraphs without edges e 1 . Within T e 1 , the second branch splits it into two classes, one to include e 2 , another without it, and so on. When the algorithm progresses at each internal node such kinds of splitting occur. This guarantees that no replicated subgraph will be generated.
Since the subgraphs generated using Equation (3.1) will be completely disjoint, no duplicate M E sets will be generated during the expansion of the computation tree. Therefore, the SM does not need the CLEAN procedure used in Prasnna Kumar [3] to check and remove duplicate sets.
Before the original DCS graph is decomposed by Equation (3.1), the original DCS graph can be reduced to a smaller size by the following reduction methods developed for the DPR problem with imperfect nodes.
• Degree-1 reduction. A node is referred to as a degree-1 node if it has only one incident edge. Degree-1 reduction removes (i) degree-1 nodes that contain none of the needed data files and programs under consideration and (ii) their incident edges.
• • Degree-2 reduction. Suppose node v is a reducible node; then one can apply series reduction on node v and move data files and programs within node v to a node u or w.
The complete SM algorithm can be stated as in Algorithm 1. EXAMPLE 3.1. We use the example in Figure 1 to illustrate our symbolic method. Assume all nodes and edges have the same reliability, 0.9. The process of finding all MFSTs is shown in Figure 3 .
All MFSTs found in the set FOUND are {(e 4 , e 9 ), (e 4 , e 5 , e 10 ), (e 5 , e 9 )}; we then introduce the nodes which are the endpoints of the edges in FOUND. All MFSTs become {(e 4 , e 9 , n 2 , n 3 , n 4 ), (e 4 , e 5 , e 10 , n 2 , n 3 , n 4 , n 5 ), (e 5 , e 9 , n 2 , n 3 , n 5 )}.
Applying the terminal reliability algorithm SYREL [8] to these MFSTs, we obtain the disjoint terms 4 · q e 5 · p e 9 · p e 10 , and d4 = p n 2 · p n 3 · p n 5 · p e 5 · p e 9 .
The DPR is computed to be 4 i=1 di = 0.7736.
FM ALGORITHM: THE FACTORING METHOD
For the K -terminal reliability of a network with imperfect nodes, a modified factoring method has been proposed in [10] . This method is very elegant since it is a one-pass method and only requires a small additional cost for the perfect nodes case. However, the DPR problem is very different from and more complicated than the K -terminal reliability problem. Hence, the factoring and reduction methods proposed in [10] cannot be directly used for the DPR problem.
If we consider a DCS with imperfect nodes, the first step in the FM algorithm is to select a working set of nodes. We can choose as a working set a set of nodes including the programs to be executed. Since there is usually only one copy of each program to be executed and each program is stored in only one site in the DCS, the size of the working set we choose can be very small. Once the working set has been decided, we factor the nodes in this working set just as we do with edges. For example, if we select the working set {n 1 , n 2 } to be factored, then there are four possible combinations in the factoring process and four different disjoint subgraphs D will be produced from the original DCS graph D. The reliability of the original DCS can then be stated as
Since the set {n 1 , n 2 } is a working set, by the definition of a working set, the whole DCS will fail if nodes n 1 and n 2 fail simultaneously. Hence, Equation (4.1) can be rewritten as D with n 1 failed and n 2 working has at least one node working, that is, either n 1 or n 2 . These working nodes can be identified with perfect nodes just as the K target nodes are identified with the perfect nodes in the K -terminal problem. Once we have identified the perfect nodes in each subgraph, the factoring technique used in [10] can be applied to each subgraph D , and the technique can be generalized as follows: where D is a subgraph generated by the process of factoring on the working set of D, the set 
In each subgraph of D with edge e i = (u i , v i ) deleted, the reliability of the two endpoints u i and v i , is updated with the new reliability
and [10] ).
(4.4) Equations (4.3) and (4.4) and the reduction methods described in Section 3 can be recursively applied to each induced graph until either (i) the further induced graph with a node contains all needed data files and all programs to be executed or (ii) the further induced graph contains no FSTs. The former case represents success (reliability = 1); the latter case represents failure (reliability = 0). The complete FM algorithm is stated in Algorithm 2. EXAMPLE 4.1. To illustrate the FM algorithm, we shall again use the example in Figure 1 . Assume the reliability of all the nodes and links is 0.9. The complete computation tree of FM is shown in Figure 4 .
From Figure 4 , the DPR can be computed as DPR = 0.9 · 0.81 · 0.8948 + 0.9 · 0.1662 · 0.81 = 0.7736.
COMPLEXITY AND COMPARISONS
Complexity analysis
It is well known that computing K -terminal reliability in general is N P-hard, or #P-complete [13] . However, for some classes of networks, for example, tree and seriesparallel networks, the K -terminal reliability problems can be computed in linear time by applying well known reductions like series, degree-2, parallel and polygon-tochain reductions [14] . However, the DPR problem is much more complicated than the K -terminal problem, since its computational complexity is dependent not only on the topology of the network but also on the file distributions. Actually we have shown that the DPR problem for seriesparallel, tree and star networks is still N P-hard [15] . Therefore, there exists no polynomial time algorithm to compute the reliability of the distributed program for general distributed computing systems. Naturally, the SM and FM require exponential time, i.e. 2 |V |+|E| , in the worst case. An appropriate and rational comparison for these different algorithms can be made based on the counting approach which counts the number of intermediate trees or subgraphs generated during the whole reliability evaluation. From such a comparison, one can tell how much memory space and time units are required for their algorithms to run the distributed programs under the effects of different topologies of the DCS and file distributions.
Comparisons
The algorithms developed in this paper will now be compared with the existing algorithms under the changes in:
(i) the file distribution on the nodes of the DCS; and (ii) the topology of DCS. Tables 1 and  2. In Tables 1 and 2 , sets, 1-10 are those file distributions for which two copies of each file are distributed randomly in the network while sets 11-20 are for three copies of each file. We also generate randomly the other kind of file distribution, sets 21-30, where each node contains only one data file. Table 3 gives running times and the reliability obtained for the example of Tables 1 and 2 . The execution time is also plotted in Figure 7 . From Table 3 and Figure 7 , it is clear that the SM and FM algorithms are much more efficient than Prasnna Kumar's [3] algorithm.
Effect of data file distributions on performance of different algorithms
Effect of topology on performance of different algorithms
In this study, we want to see the effect of topological configuration on the performance of different algorithms used. Consider the benchmark networks given in ENR/KW [5] . Let D i j be the benchmark DCS with i nodes and node n 1 to node n j being completely connected. Figure 8 depicts the example of D 8, 6 . The file distributions are given in Table 4 . Assume program P1 needs data files { f 1, f 3, f 5} for its executions. These topologies and file distributions are the same as those used in ENR/WK [5] . Table 5 shows the number of subgraphs generated and the actual execution time against different topologies based on program P1 as executed at node n 1 . In addition, Figure 9 shows the plots of Table 5 . From Table 5 and Figure 9 , it is clear that the FM algorithm is much more efficient, compared with the other algorithms, in any of these different topologies.
CONCLUSION
In this paper we have proposed two algorithms for computing the reliability of distributed computing systems with imperfect nodes. The first algorithm, SM, is a twopass method that requires the terminal reliability algorithms to compute the reliability values of symbolic expressions obtained from the SM. The second algorithm, the FM, uses a factoring approach that directly computes the reliability without enumerating the symbolic expressions. In addition, the use of various reliability preserving reduction techniques in the SM and FM implies that the size of the graph will be reduced and, therefore, fewer subgraphs will be generated. Comparisons with existing methods on various file distributions and network topologies show the usefulness of the FM algorithm for complex DCSs.
