Abstract: Almost all proteomic signaling networks in prokaryotes and eukaryotes are based on the simple phosphorylation/dephosporylation cycle; from this simple unit it is possible to construct a huge variety of control and computational circuits, both analog and digital. With the characterization of many signaling networks, researchers are turning to address the question of how a particular physiological response can be understood in terms of the proteins that make up the network; this is one of the central questions in "Systems Biology". In this article I wish to summarize the great versatility of the basic protein cycle as a means to construct complex functional behaviors including the central role that feedback plays in determining the properties of protein based networks.
INTRODUCTION
The ability of biological cells to respond to signals from the external environment is so ubiquitous that the property is considered a fundamental characteristic of life. Living systems receive a multitude of signals, ranging from environmental conditions, mating potential from nearby partners to developmental signals in a multi-cellular organism. In multicellular organisms, cells will often receive a flood of signals aimed at regulating their behavior. It is not surprising therefore, to discover that cells have evolved highly elaborate and complex networks of 'signaling' pathways whose role is to coordinate and integrate an appropriate response.
Although signaling pathways are generally associated with processing signals from the external environment, in recent years it has become apparent that signaling pathways are also used to integrate internal signals. In prokaryotes there are many cases where simple signaling pathways are employed to make decisions and control the state of the cell. Although traditionally we tend to separate gene network regulation from signal transduction systems, work on prokaryotic control systems has shown that the division is actually quite blurred. Indeed, there is a very welcome trend to integrate all control systems, including metabolic as well as signal and gene networks in to one systems approach (Rao and Arkin, 2001; Wolf and Arkin, 2002) . Thus although this article is concerned with protein/protein signaling networks, the reader should bear in mind that these networks integrate in to a much larger network of gene and metabolic subsystems Ryan and Shapiro, 2003) and many of the ideas discussed here are also directly applicable to these other networks. This article will be concerned with work that has been focused on interpreting signaling networks as control and computational systems. Since these networks apparently serve to integrate and interpret external and internal signals *Address correspondence to this author at the Control and Dynamical Systems, California Institute of Technology, Pasadena, CA, 91125, USA; E-mail: Herbert_Sauro@kgi.edu such an approach seems most natural. I will not be concerned here with the variety of specific simulation models that have been published (Kholodenko et al., 1999; Brightman and Fell, 2000; Asthagiri and Lauffenburger, 2001; Schoeberl, et al., 2002; Moehren et al., 2002; Shvartsman et al., 2002; Wiley et al., 2003) . Instead I will focus on some of the computational capabilities of simple signaling networks.
THE BASIC MOTIF OF SIGNALING NETWORKS
One of the central mechanisms used in signaling networks is protein phosphorylation and dephosporylation via kinases and phosphatases, respectively. In eukaryotes, kinases phosphorylate at specific Ser, Thr or Tyr residues thereby altering protein activities. In prokaryotic systems a somewhat similar mechanism exists although phosphorylation occurs at Asp and His residues, as a result the kinases are referred to as histidine protein kinases (West and Stock, 2001 ). In some 'lower' organisms such as yeast and the slime mold Dictyostelium, one finds a small number of histidine protein kinases in addition to Ser/Thr kinases. Additionally, plants have also been found to employ some histidine protein kinases (The Arabidopsis Initiative, 2000) . Animals, such as human, fly or worm do not appear to encode any histidine protein kinases (Manning et al., 2002) .
The most common motif found in signaling networks is the cycle formed by a kinase and an opposing phosphatase (Fig. 1) . These cycles form the backbone of most if not all signaling networks studied thus far and appear to exist in both prokaryotic and eukaryotic systems. The cycles themselves are often linked forming multiple layers of cycles, the so-called cascades. Interestingly the cascades found in prokaryotes tend to be much shorter than those found in eukaryotes. In eukaryotic systems, these cascades will often cross-link with other cascades forming a complex web of inter-connections. In addition to the layers of kinase/phosphatase cycles, there are also positive and negative feedback loops, that crisscross, within and between the layers further complicating the system. To appreciate the complexity of signaling networks in eukaryotes, the book by Gomperts et al. (2002) offers an excellent overview of different networks, ranging from the reception of signal, through to the resulting changes in gene expression. Fig. (1) . Basic Motif used in Signaling Networks. E represents unphosphorylated enzyme, E-P phosphorylated enzyme. The upper arm is catalyzed by a kinase and the lower arm a phosphatase. NTP and NDP represent generic triphosphate and diphosphate moieties.
One of the key issues, which confronts signaling research today, is what is all the complexity for? What are the networks attempting to achieve, what data integration is occurring and is there any advantage to drawing parallels between natural signaling networks and man-made networks? There is a growing appreciation that many of the designs and strategies that man has developed to manipulate information, particularly within the electronics world, are present in biological networks. The excellent reviews by Tyson et al. (2003) , and Wolf and Arkin (2003) offer an exciting glimpse into the parallels between natural and manmade signaling and control systems.
A notable example of a relatively well-studied signaling network is the MAP Kinase families of proteins (Kyriakis and Avruch, 2002) . Besides being highly conserved through evolution, the MAP Kinase families of proteins are common components in signal transduction pathways and are probably the most widespread mechanisms of eukaryotic cell regulation (Chang and Karin, 2001) . All eukaryotic cells that have been examined (ranging from yeast to man) possess multiple MAPK pathways each of which respond coordinately to multiple inputs. In mammalian systems the MAPK pathways are activated by a wide range of signals, including a large variety of growth factors and environmental stresses such as osmotic shock and ischemic injury (Kyriakis and Avruch, 2002) . In yeast, physiological processes regulated by MAPK kinases include mating, sporulation, cell wall integrity and many other processes. In Drosophila, MAP kinase is a regulator of the immune response and embryonic development. Once the MAPK pathways have integrated multiple signals, they coordinately activate gene expression with resulting changes in protein expression, cell cycling, cell death and cell differentiation (Gomperts et al., 2002) .
In prokaryotes the histidine protein kinases are also involved in a wide variety of processes, including chemotaxis, osmoregulation, and sporulation (West and Stock, 2001) . Given the widespread occurrence of protein kinases and their involvement in a broad spectrum of cellular processes it should come as no surprise to learn that they comprise from 1.5 to 2.5 percent of all proteins in almost all genomes that have been analyzed. Table 1 indicates the abundance of kinases in different organisms. 
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Caenorhabditis elegans 454
Human 518
Device Analogs
One of the most well understood properties of the single cascade cycle is ultrasensitivity (Chock and Stadtman, 1977; Goldbeter and Koshland, 1981; Fell, 1997) , which is the property of both species in the cycle to switch rapidly in opposite directions in response to a change in the input signal. The graph in Fig. (3) illustrates the steady state behavior of the two cycle components, E 1 and, E 2 as the activity of the kinase (E 1 → E 2 ) is increased (Fig. 2) . Note the rapid change in concentrations around the central portion of the curves. This switching has the character of a sigmoid curve. The degree of sigmoidicity or switch behavior can be easily modified by changing the Km's of the catalyzing enzymes (the kinase and phosphatase). As a result the behavior can range from simple Michaelian to extremely steep sigmoidicity (Goldbeter and Koshland, 1984) . What is remarkable about this behavior is the resemblance to a man-made device, the transistor. Although not often expressed as such, a plot showing the collector current versus the base current is remarkably similar to the behavior of a cascade cycle undergoing an ultrasensitive response (see Fig. 4 ). Using this analogy, we may speculate that the cascade cycle is acting in a functionally similar way to the transistor, and may be thought of as a type of biological transistor. Such an analog obviously opens up a whole range of possibilities, including the possible close analogies with our own technological devices.
Transistors are the basic components used to build highly complex electronic circuits. The latest Pentium 4 from Intel for example is said to contain forty three million transistors (Intel, 2003) , and the new AMD Hammer microprocessor is reported to include one hundred million transistors (AMD, 2003) . How is such enormous complexity managed and how is it possible to design such an intricate system? The answer to this lies partly with the use of modularity. A modular approach that uses a hierarchy of functional units permits the design of complex circuits. A simple example of this approach can be seen in the design of the electronic division circuit, a circuit that can arithmetically divide one voltage by another.
Figure ( 5) illustrates how, staring with the division unit, we can decompose the circuit into two smaller units, a multiplier unit and an operational amplifier. These units in turn can be further decomposed into even simpler units (Wong and Ott, 1976) .
At this point we may wonder whether biological signaling networks are similarly structured. Of course the main difference between electronic and biological signaling networks is that one is man-made while the other is a product of evolution. Thus, the question arises whether evolution would naturally generate a modular and hierarchical network. Unfortunately the question still remains to be answered although attempts have been made using network analysis (Ravasz et al., 2002) and more significantly, Metabolic Control Analysis (Kahn and Westerhoff, 1991; Rohwer et al., 1996; Hofmeyr and Westerhoff, 2001; Bruggeman et al., 2002) . See also Alam and Arkin (2003) for a more general discussion.
Some interesting research that addresses the question of evolved modularity is presented by Koza et al., (1999) using genetic programming. This research involves the use of artificial evolution to generate electronic circuits. Often, these simulations generated circuits that any competent engineer would recognize, however, more worrying was that the technique also generated dense functional circuitry, which proved very difficult to understand. A striking example of this is the evolution of the square root circuit (Fig. 6) . This circuit does not appear to have much resemblance to the man-made equivalent and the operation of this circuit is poorly understood. A readable account of this work can be found in Koza et al. ( 2003) .
The question thus remains, how has evolution fashioned biological networks? The hope is that biological networks are structured in a modular fashion, if not, we will be confronted with dense, functionally overlapping circuitry, which will be difficult to understand. The most likely scenario is that nature has done both and tentative studies by Alon and coworkers (Shen-Orr et al., 2002) suggest that only a limited number of topological structures exist that are combined in different ways to achieve different outcomes. This study, however, was only concerned with network topology, whereas much of the richness of biological behavior is derived from kinetic properties coupled to topology. In a later section we will discuss an alternative view to generating modular structures through the use of feedback.
NETWORK MOTIFS
As previously discussed, electronic engineering employs a modular strategy to help design electronic networks. The complexity of modern devices is simply too overwhelming to employ any other strategy. Electronic engineers have accumulated over the years a library of basic 'network motifs' i.e. well understood sub-networks, which perform specific functions, such as switches, amplifiers, oscillators, filters and more. The question asked in the previous section was whether evolution has followed a similar approach. Several biological examples demonstrate that this may in fact be true. If this is true it enables us to simplify the descriptions of cellular networks into manageable and understandable subsystems. Two recent and excellent reviews (Tyson et al., 2003, Wolf and discuss the notion of biological motifs and cite a number of examples that cover a broader range of motifs than will be discussed here. This paper will focus on a few motifs and discuss them in greater depth.
The following sections will be divided into two broad categories: digital and analog. Whether evolution has fashioned digital devices on a large scale is still a matter of debate, but considering that our current technological mind set is digital, we may be inadvertently focusing too much attention on the possibility of a digitally driven biological cell. As a result, we may overlook the fact that not so long ago, analog was a critical aspect of man-made computational devices in the form of analog computers (Soroka, 1954) . Given the flexibility of analog and its inherent ability to condense data handling to a far greater degree than a digital counterpart 1 , I would argue that evolution has selected largely for analog based signaling networks. Clearly there are cases when on/off decision-making is crucial, such as cell division (Tyson et al., 2001 (Tyson et al., , 2002 . However, strictly speaking cell division is not governed by a digital circuit in the Boolean sense but rather it is a product of a dynamical system exhibiting hysteresis (see section on positive feedback). A Boolean based digital approach may be employed in some cases by gene regulatory networks, however, even here the case is not certain (Smolen et al., 2000; Bolouri and Davidson, 2002; Rao and Arkin, 2001 ).
Since analog is not as well known to the molecular biology community as to the digital world, in the section on analog devices, I will discuss in some detail one of the fundamental motifs used by analog devices, namely feedback (positive and negative).
Digital Circuits
Basic Logic Gates
Digital circuits generated from reaction networks have been studied theoretically for a number of years (Okamoto et 1 Note that it requires a single transistor to store one bit in a digital device, whereas if the transistor were used as a analog storage device it could represent a value to an arbitrary high number base , 1988 Hjelmfelt et al., 1991 Hjelmfelt et al., , 1992 Sauro, 1993; Arkin and Ross, 1994) . The essential requirement is a system that can exist in two states and can rapidly switch from one state to another through the action of some external stimulus. Fig. (7) . This reaction network will mimic a standard logical NOT gate. The input to the gate is via species, A and the output is taken from E1. If the input species, A, is high, the output species, E1 will be low; if the input species, A, is low, the output species, E1 will be high. Koza et al. (1999) .
Fig. (6). Artificially Evolved Square Root Circuit from
The easiest gate to construct from a simple cascade cycle is a NOT gate, where, a positive input generates a zero output and a zero input generates a positive output. Provided the cycle is operating in ultrasensitive mode (see section 2.1), the switching characteristics of the cycle provides a natural system for realizing a NOT gate.
Ring Oscillator
One of the easiest nontrivial circuits to derive from simple logic gates is the ring oscillator. This is a well known device in electronics and includes of an odd number of NOT gates connected to each other in series, with the last gate connected to the first, thus forming a ring (Fig. 8) . Fig. (8) . This is a classic Ring Oscillator based on three NOT Gates. By inverting the signal three times the signal will go out of phase with the original starting state and as a result the circuit will oscillate.
Provided that the number of gates is odd, this system will oscillate. This type of circuit has been genetically engineered in vivo using gene regulatory components in E. coli (Elowitz and Leibler, 2000) . In theory it should also be possible to construct a ring oscillator from cascade cycles (Sauro, 1993) . Figure ( 9) illustrates such an arrangement with accompanying simulation curves in Fig. (10) . A more detailed analysis of related circuits based on cascade cycles can be found in Gonze and Goldbeter (2001) .
Construction of a NAND Gate
The logical NAND gate is also easily constructed from a cascade cycle. Since the cascade cycle is a threshold device, a NAND gate can be constructed by simply applying two inputs to the kinase step. One input alone is not sufficient to cause the cascade cycle to switch. Each input must have an upper limit to prevent a single input from exceeding the threshold, however, this can be easily arranged since the concentration of the cycle species are limited by the cycle mass conservation law. Fig. (9) . This reaction network act as a ring oscillator. The network is composed of three chained NOT gates made from three simple cascade cycles. Each gate is connected to the other so that the output is the invert of the input. See the previous figure for a digital schematic of the circuit.
Memory Units, Counters and Arithmetic
Once a NAND gate is constructed, it is possible to devise any logical circuit. Three examples are illustrated here, a basic 1-bit memory unit, often called the flip-flop, a 4-bit binary counter constructed from four flip-flops, and finally a half-adder that can sum two input bits, and output the sum and a carry bit. Descriptions of these circuits and numerous others can be found in the TTL cookbook (Lancaster and Lancaster, 1980) . It should be clear from this brief discussion that in principle, it should be possible to construct any digital Fig. (10) . The reaction network shown in the previous figure was simulated using the SBW/BioSPICE tool kits (available at www.sysbio.org) and illustrates the oscillatory behavior of the ring oscillator.
device. Whether biological cells actually employ such 'designs' in signaling pathways is still a matter of debate.
Analog Circuits
Although modern computers are almost exclusively digital, it was not long ago that the bulk of simulation and general computation was performed on analog computers. These computers represented quantities not by a binary number but by some continuously variable physical quantity, such as voltage, the rotational speed of a shaft or the level of fluid in a tank. Unlike digital computers, which compute sequentially, analog computers had the great advantage of being able to compute in parallel, allowing all computations to occur simultaneously. The fundamental processing unit of an analog computer was the operational amplifier. These amplifiers were extremely versatile and could be coerced to perform a great variety of different computations, ranging from normal arithmetic to differential calculus, including the important operation of numerical integration. Analog computers could therefore, be 'programmed' to perform any desired computation, the most common being the solution of sets of nonlinear differential equations.
An analog computer is programmed literally to be an analog of the physical problem in question. The technology used to construct the analog computer must be able to faithfully mimic the behavior of the physical system. In the past the technologies used to build analog computers have been quite varied, including mechanical components, Fig. (11) . This reaction network implements the logical NAND gate. The output, C is only low if both inputs, A and B, are low. If either or both inputs, A or B, are low, the output C is high. The device exploits the thresholding properties of cascade cycles working under ultrasensitivity. Both inputs, A and B are required to be high in order to pass the threshold and toggle the gate. Fig. (12) . A simple memory unit that can be used to store a single bit of information. See the TTL cookbook (Lancaster and Lancaster, 1980) for details.
hydraulic devices and of course electronic components. It should come as no surprise therefore, that we could also use reaction networks to construct analog computers. This begs the question whether nature has employed the analog approach in the evolution of signaling pathways? The answer to this is yes (Yi et al., 2000) , although only a few examples are currently known.
Negative Feedback
One of the most fundamental concepts in control theory and analog computation is the idea of feedback. Put simply, feedback is when information about a process is used to change the process itself. Examples include the control of the water height in a household cistern, or the control of temperature via a thermostat.
Feedback has a huge range of applications both in manmade and natural systems. In many cases, feedback is used to achieve some sort of automatic control, maintaining the level of water in a tank, or controlling the temperature of a water bath. Since the beginning of the 20th century, feedback has also been employed to construct robust signal amplifiers, now probably one of the most important applications of feedback.
In natural systems, such as biological systems, feedback controls are very common, in metabolic pathways, signaling networks and gene regulatory networks, feedback controls abound. In many cases however, the role of these feedback circuits, other than a vague notion of control, is obscure. One of the few individuals, who have looked at feedback in biochemical networks more than anyone else, is Savageau (Savageau, 1976; Alves and Savageau, 2000) .
History of Feedback
The concept of feedback control goes back at least as far as the Ancient Greeks. Of some concern to the ancient Greeks was the need for accurate time keeping. In about 270 BC the Greek Ktesibios invented a float regulator for a water clock. The role of the regulator was to keep the water level in Fig. (13) . Four-bit Binary Counter. The clock input, when repeatedly brought low to high will cause the network to count in binary. The outputs on the right, represent the binary number. a tank at a constant depth. This constant depth yielded a constant flow of water through a tube at the bottom of the tank, which filled a second tank at a constant rate. The level of water in the second tank is thus depended on the time elapsed. Philon of Byzantium in 250 BC is known to have kept a constant level of oil in a lamp using a float regulator and in the first century AD Heron of Alexandria experimented with float regulators for water clocks.
However, it wasn't until the industrial revolution that feedback control, or devices for automatic control, became economically important. In 1788 Watt completed the design of the centrifugal flyball governor for regulating the speed of the rotary steam engine. This device employed two pivoted rotating flyballs, which were flung outward by centrifugal force. As the speed of rotation increased, the flyweights swung further out and up, operating a steam flow throttling valve which slowed the engine down; thus, a constant speed was achieved automatically. So popular was this innovation that by 1868 it is estimated that 75,000 governors were in operation in England. Many similar devices were subsequently invented to control a wide range of processes, include temperature control and pressure control.
During this period devices for automatic control were designed through trial and error and little theory on the nature of feedback existed. One of the difficulties with feedback control is the potential for instability. Too much feedback and a system can begin to oscillate wildly out of control.
Until the 20th century, feedback control was generally used as a means to achieve automatic control, that is to ensure that a variable, such as a temperature or a pressure was maintained at some set value. However, an entirely new application for feedback control was about to emerge with the advent of electronics in the early part of the 20th century.
Feedback Amplifiers
Amplification is one of the most fundamental tasks one can demand of an electrical circuit. One of the challenges facing engineers in the 1920's was how to design amplifiers, whose performance was robust with respect to the internal parameters of the system and, which could overcome inherent nonlinearities of the implementation. This problem was especially critical to the effort to implement long distance telephone lines across the U.S.A. These difficulties were overcome by the introduction of the feedback amplifier, designed in 1927 by Harold S. Black (Mindell, 2000) , who was an engineer for Western Electric (the forerunner of Bell Labs). The basic idea was to introduce a negative feedback loop from the output of the amplifier to its input. At first sight, the addition of negative feedback to an amplifier might seem counterproductive 2 . Indeed Black had to contend with just such opinions when introducing the concept -his director at Western Electric dissuaded him from following up on the idea, and his patent applications were at first dismissed. In his own words, "our patent application was treated in the same manner as one for a perpetual motion machine" (Black, 1977) .
2 As Horowitz and Hill put it in (Horowitz and Winfield, 1990 ) 'Negative feedback is the process of coupling the output back in such a way as to cancel some of the input. You might think that this would only have the effect of reducing the amplifier's gain and would be a pretty stupid thing to do.' Fig. (14) . Half Adder. This is the basic unit required to add two binary bits, A and B. The importance of the half-adder is that it also generates a carry bit, 'Carry', which is used to pass to further half-adders. While Black's detractors were correct in insisting that the negative feedback would reduce the gain of the amplifier, they failed to appreciate his key insight -that the reduction in gain is accompanied by increased robustness of the amplifier and improved fidelity of signal transfer. This tradeoff between gain and system performance can be elegantly demonstrated by considering linear systems.
Analysis of Feedback
There have been numerous discussions on the role of feedback in biochemical networks ever since the discovery by Umbarger (Umbarger, 1956 ) of feedback inhibition in the isoleucine biosynthesis pathway and the feedback inhibition of aspartate transcarbamylase in E. coli by Yates and Pardee (1956) . However, it wasn't until the late 1960's and 1970's that any theoretical work was carried out on the role of negative feedback in metabolic networks.
Probably the most extensive mathematical analysis of biochemical feedback was conducted by Savageau (Savageau, 1972 (Savageau, , 1974 (Savageau, , 1976 , Burns and Kacser (Burns, 1971; Kacser and Burns, 1973) and Othmer and Tyson (Othmer, 1976; Tyson and Othmer, 1978) in the 1970s. Further work was published in the early 1980's by Dibrov et al. (1982) .
Without having to get into any sophisticated arguments, there is a very simple yet insightful algebraic analysis of a simple feedback system. This analysis illustrates many of the key properties that feedback systems possess.
Consider the block diagram in Fig. (15) .
We will consider only the steady-state behavior of the system. We take the input u, the output y, and the error e to be constant scalars. Assume (for now), that both the amplifier A and the feedback F act by multiplication (take A and F as non-negative scalars). Then without feedback (i.e.F = 0), the system behavior is described by y = Au, which is an amplifier (with gain A) provided that A > 1. Assuming for now that the disturbance d is zero and if we now include feedback in our analysis, the behavior of the system is as follows. From the diagram, we have
Eliminating e, we find where G = is the system (or closed loop) gain. Comparing G with A, it is immediate that the feedback does indeed reduce the gain of the amplifier. Further, if the loop gain AF is large (AF >> 1) , then G .
That is, as the gain AF increases, the system behavior becomes more dependent on the feedback loop and less dependent on the rest of the system. This behavior has a number of interesting effects, which makes feedback a very useful device in analog circuits.
Resistance to Internal Parameter Variation
In all real amplifiers, both man-made and natural, there will be variation in the amplifier (A) characteristics, either as a result of the manufacturing process or simply internally generated thermal noise. We can investigate the effect of variation in the amplifier characteristics by investigating how A causes variation in the gain G.
Considering the sensitivity of the system gain G to variation in the parameter A, we find . Clearly, this sensitivity decreases as AF increases. If we look at the relative sensitivity, the effect can be more clearly seen, we find so that for a small change ∆A in the gain of the amplifier, we find the resulting change ∆G in the system gain satisfies . . 
That is the effect of feedback is to reduce the relative sensitivity by a factor, (1 + AF).
Resistance to Disturbances in the Output
Suppose now that a nonzero disturbance d affects the output as in Fig. (15) . The system behavior is then described by
Eliminating e, we find .
The sensitivity of the output to the disturbance is then Again, we see that the sensitivity decreases as the loop gain AF is increased.
In relation to biochemical amplifiers, this property could be quite significant. In the case of the MAPK pathway, the final stage of pathway diffuses to the nucleus in order to initiate changes in gene expression. This diffusion is effectively a load on the MAPK pathway and could potentially disrupt its proper functioning. By the addition of feedback, such a disturbance can be greatly reduced.
Improved Fidelity of Response
Consider now the case where the amplifier A is nonlinear. Then the behavior of the system G (now also nonlinear) is described by
Differentiating, we find
Eliminating , we find .
We find then, that if A´(u)F is large (A´(u)F >> 1), then , so, in particular, G is approximately linear. In this case, the feedback compensates for the nonlinearities A(.) and the system response is not distorted. (Another feature of this analysis is that the slope of G(.) is less than that of A(.), i.e. the response is "stretched out". For instance, if A(.) is saturated by inputs above and below a certain "active range", then G(.) will exhibit the same saturation, but with a broader active range.)
Clearly in a signal amplifier, it is critical that the output actually matches the input, though in an amplified form.
These are only a few of the advantages to adding feedback to an amplifier. Additional advantages include improved frequency response -that is the circuit is able to respond to more rapidly changing signals -and lower input requirements, i.e. the circuit makes less demands (in terms of load) on the circuit that supplies the input signal.
The ability of negative feedback to improve the input and output characteristics of the circuit have interesting implications for biological systems. Since feedback insulates the system from both load demands up-stream and downstream of the circuit, it means that the system can act as an independent module (Lauffenburger, 2000; Ravasz et al., 2002) .
A natural objection to the implementation of feedback as described above is that the system sensitivity is not actually reduced, but rather is shifted so that the response is more sensitive to the feedback F and less sensitive to the amplifier A. However, in each of the cases described above, we see that it is the nature of the loop gain AF (and not just the feedback F), which determines the extent to which the feedback affects the nature of the system. This suggests an obvious strategy. By designing a system which has a small "clean" feedback gain and a large "sloppy" amplifier, one ensures that the loop gain is large and the behavior of the system is satisfactory. Engineers employ precisely this strategy in the design of electrical feedback amplifiers, regularly making use of amplifiers with gains several orders of magnitude larger than the feedback gain (and the gain of the resulting system).
The properties that feedback endows on a network are obviously very attractive. Indeed the use of feedback in the electronics industry is extensive, however, there is at least one draw back.
Although negative feedback tends to be a stabilizing force, there are certain conditions when negative feedback can result in instability. In particular, if the feedback takes too long before it starts to correct a disturbance and/or it corrects too strongly, the network will begin to oscillate out of control. Such effects have been well studied in metabolic systems (Morales and McKay, 1967; Hunting, 1974; Othmer, 1976; Tyson and Othmer, 1978) . In signaling networks there has been less interest except for some efforts by Kholodenko (Kholodenko, 2000) and Bluethgen (Blüthgen and Herzel, 2001) . Both groups discuss the possibility of oscillations in MAPK pathways with feedback. What is most remarkable about this is that such oscillations have now been observed experimentally (Ann E. Rundell, personal communication).
There has been little experimental research in the biological community on the effect of feedback in biological systems. There have clearly been hundreds of recorded instances of feedback loops in biochemical networks but the analysis of such loops, their strength, utility etc. has not been investigated experimentally to any great extent. One of the few experimental papers, which describes the effect of feedback, was work done by Becskei and Serrano (Becskei and Serrano, 2000) . Gardner and Collins discuss the paper in some detail , but essentially Becskei and Serrano construct an artificial gene circuit
where they compare the circuit with and without feedback. They show that with feedback the effect of noise on the system, as indicated by the expression of green fluorescent protein (EGTP), is greatly reduced. This observation clearly matches the theoretical expectation and to a control engineer it would come as no surprise at all.
In signaling networks there has been very little discussion on the utility of feedback loops even though they probably play a critical role in these systems. One of the few studies which discusses briefly the effect of negative feedback on a signaling pathway was the paper by Bhalla et al. (Bhalla et al., 2002) . They point out an interesting observation. They showed, both experimentally and via computer simulations that when the amount of MKP (MAP kinase phosphatase) was increased (thereby increasing the strength of the feedback loop), the response to added growth factor was proportional over at least a 10-fold concentration range. Thus, at high MKP concentrations the system behaves as a proportional-response system whereas at low MKP concentrations it does not. Given the previous discussion on the effect of negative feedback, this is an expected response, that is feedback reduces nonlinearities in the system and makes the system behave in a proportional fashion.
Positive Feedback
Whereas negative feedback tends to instill a stabilizing influence, positive feedback is inherently unstable. It might therefore, come as some surprise to learn that positive feedback in biological networks is not so uncommon, perhaps more common than one might expect . Positive feedback circuits appear to be fairly common in bacterial gene regulatory networks and have been reported in a number of eukaryotic signaling pathways (Ferrell and Machleder, 1998; Ferrell, 2002) . So why, given the instability inherent in a positive feedback should we find it at all in biological systems? The answer is simple, positive feedback can be used to generate bistability, i.e. a device which can turn a graded signal into an all-ornothing response (Edelstein, 1970) . Positive feedback has also been shown to generate oscillatory dynamics (Seno et al., 1978) and chaotic dynamics (Decroly and Goldbeter, 1982; Goldbeter and Decroly, 1983) so it is quite a versatile control motif.
Bistability implies two states, usually a high state and a low state. At any one time, only one state can exist, although both states are accessible at the same parameter values. Both states are generally very stable and movement from one state to the other tends to be difficult.
Probably the most familiar example of a bistable system is the common toggle light switch. This device clearly has two states, on and off, both of which are stable to small perturbations. One of the key characteristics of bistability is hysteresis, i.e. movement from one state to the other is not symmetric. There have been many recent reviews and comments on bistability, including a very readable account by Laurent and Kellershohn (1999) .
Positive feedback circuits are well documented in the prokaryotes (Yildirim and Mackey, 2003; Hasty et al., 2001; Arkin et al., 1998) , and it is likely that they are fairly common in these organisms. In eukaryotes less is known, however a few examples are now emerging, which suggests that positive feedback is also an important control motif in higher organisms (Sha et al., 2003; Bagowski et al., 2003; Bhalla et al., 2002) . In addition some elegant in vitro studies have revealed bistability in yeast glycolytic reconstituted systems (Eschrich et al., 1990) .
There are now a number of instances where positive feedback plays a critical role in the functioning of signaling pathways. For example it is believed that the bistability of cyclin dependent kinases are important for controlling cell progression through the cell cycle (Tyson et al., 2001 (Tyson et al., , 2002 Thron, 1996) . The role of bistability is to make sure that the cell cycle commits to mitosis and does not slip back to interphase. Bistability has been predicted for some time as the primary device for ensuring commitment through computer models. However, it is only very recently that experimental evidence has been obtained that convincingly shows hysteresis, the hall-mark of bistability (Sha et al. 2003; Pomerening et al., 2003) . Ferrell (1999) has argued convincingly that positive feedback is responsible for the maturation of Xenopus oocytes in response to the steroid hormone progesterone. Interestingly, the observation for all-or-nothing response in oocytes is not observed at the population level and it is only when individual cells are studied that bistability like behavior is observed, which clearly illustrates the danger in drawing conclusions from population studies.
Lastly, recent studies by Bhalla et al. (2002) have revealed what appears to be a positive feedback circuit in the MAPK pathway, which responds to platelet-derived growth factor. In addition to a positive feedback, there is also a longer time scale negative feedback associated with this circuit. The rational here is that the positive feedback ensures a definite on state for the networks, but this is turned off by the slower acting negative feedback.
Bistability has also proved to be a rich ground for theoretical studies, including early work by Edelstein (1970) and more recent work by Lisman (1985) on the suggested role of bistability as a means for implementing memory, and some interesting theoretical studies on bistability in cyclic structures by Hervagault and co-workers (Hervagault and Canu, 1987; Hervagault and Cimino, 1989) where bistability as well as the more exotic phenomenon of irreversible bistability ) -i.e. it only possible to switch one way, switching the other way is impossible (or at least extremely difficult) -were investigated.
Neural Nets
Another form of analog computing is based on the idea of the artificial neural network. Although from its name it sounds like it should be closely related to biological neural networks, artificial neural networks do in fact more closely resemble standard numerical curve fitting. Artificial neural network model a complex mathematical function, which by way of modifying weights (function coefficients), can be made to fit fairly complex data patterns.
Bray (Bray 1990 (Bray , 1995 has made the case that reaction networks, in particular, signaling networks may in fact be modeling artificial neural networks. Given that the MAPK pathway is a three-layer structure, it is intriguing to speculate that MAPK might be operating as a neural network since the minimum number of layers required to compute an arbitrary function is three. In addition some cross talk has been suggested to exist between the different MAPK families, which might correspond to the weights in the neural network. However, this is pure speculation at this point. Further discussion can be found in Bhalla (2003) .
CONCLUSION
The engineering sciences, particularly electronic and control engineering are likely to have an ever increasing and pervasive impact on molecular biology. Not only will the concepts from control engineering give us new tools and concepts to understand cellular networks but they will also ultimately enable us to construct new networks with novel functionality -a discipline called synthetic biology (Hasty et al., 2002) .
Signaling networks are probably the archetype system where more then anywhere there is a desperate need not only for quantification but for the infusion of new ideas. Much has been accomplished, including the development of ideas such as ultrasensitivity and new theoretical approaches such as metabolic control analysis as a way of looking at the propagation of perturbations through a network (Savageau, 1972; Kacser and Burns, 1973; Fell, 1997; Heinrich and Schuster, 1996) . Initiatives such as the Alliance for Cellular Signaling (http://www.cellularsignaling.org/) are specifically geared towards the quantification of signaling dynamics. Even more exciting is the initiative from Roger Brent at the Molecular Science Institute in Berkeley who are embarking on a major project to fully quantify the pheromone signal transduction pathway in yeast.
In this short article I have only covered some narrow aspects of signaling networks. In particular I have not discussed any of the current dynamical models of signaling networks that have been published in recent years. In addition there has been considerable work carried out on the analysis of signaling using metabolic control analysis that is not discussed here (Heinrich and Schuster, 1996) . The question of modeling and modeling tools has not been addressed, and the question of stochastic models versus deterministic models and the possible role of noise in signaling networks (Rao et al., 2002) has not been mentioned at all.
Probably one of the most frustrating aspects to understanding signaling networks is not knowing with certainty whether all the regulatory loops and reaction cycles have been accounted for. For example, whether the MAPK pathway (probably one of the most well understood eukaryotic signaling networks) possess a negative feedback or not, what time scale does it operate on, etc. are still open to debate. Clearly the absence or presence of regulatory loops has a profound impact on the subsequent analysis. Thus, there needs to be some systematic approach to determine whether all interactions have been accounted for. In gene regulatory networks there have been many attempts to use gene microarray data to reverse engineer gene networks. However, aside from problems with the microarrays themselves, there is currently no theoretical justification at all that these approaches could ever work. More interesting work is being carried out by , Brazhnik et al. (2002) and Stark et al. (2003) . These authors have devised a systematic and theoretically proven method for the determination of interactions in an arbitrary network given specific perturbations. Kholodenko and co-workers in particular have indicated the minimum number of measurements required in order to fully determine a networks' configuration. Approaches like these hopefully will help us determine unambiguously the structure of signaling networks. Once the structure is known with a high degree if certainty, we can then begin the task of quantifying the dynamic response of the network. Coupling experimental work, with computation and theory should allow us to begin to unravel the logic behind the 'design' of signaling networks.
