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である。できれば見出しカーードを用意して（初回は人間の手でつくらなければ
ならないが，二度目からは機械でつくるとよい），　これをはさみこんでいく。
人間の手は，同じ語形の語について，カードに印字された文脈を見ながら分
類，グループわけをして，見出しを享てるだけでよいのである。ζの文脈を見．
ながらグループ分けをするという作業自体がき’わめてむずかしい作i業であるの
で，その部分だけを人間が行なう6あとは，そのカードを，そのままインプッ
トする。一一種の夕丁一ン9アラウンドである。．OCR．．カ7ドでもIBMカードで
転この条件蜂た響くれる・コンビ・一タの酔にはい・二四・のよ
うにして陛下の手でLemmatisierungされているから，あとはすきなように
処理すればよマ㌔さてこ．の中間の再グループ花作業であるが，あらかじめ文脈
で・一・されていると剛甑のものが平んで喚・ζ遡・⑳（語学
味用法は文脈に具現化されていることが多いのでそうなるのは当然である）作
　　　　　　　　　　　　　　1．　i／業がかなりらくであり，早くできる。岡子午の判別と異形同語の集合は，見出、
し語を立てるというこどとカ「ドをまとめて動かすと・V・・う営とだけですんでし
まう。　　　　　　　　l　　　tt　　　　　l　　　；
　このことは文脈ソートのできるKWICを筆者がもって：使っていることか
ら・大冊りなく鰭で編の鱗る・・のようにす縞漢テ・入力のばあ
い，漢字の読みと単位縛り程度の前編集で，かなりらくとLemmatisierung；
ができると考えられる。途中整理のためだけにカードを作るのは，特に大量の
カードを作るのはよくない，と考えられるかもしれないが，このカードは絹語
用字の分析のためにあと南とまで使えるのであ筒。決してむだにはならない。
蹴すきなよ警輔脚ナて搾で榊でき礁
　以上のことをフU一チャートにかいておく（図4）。　これは一応漢テレを使：
い，漢字の読みを入れIBMカードを使用したケースを考えてみた：。こまかい
modzficationも考えられるが，わかりにくくすることをおそれて，大まかな、
考え方だけを書く。
　ただ，このような大量のアウトプットが理論的には可能であるが，実際閥題
として大変だということはあるかもしれない。カードの保管管理が，データ量
　　　　　　　　　　　　　　　”＝・　14　一
が大きいだけに，大変だろうという心配がある（もっとも他の方法を取って
も，何かの意味でそれはある）。　したがってあまりぼう大な作業にはむいてい
ないかもしれない。まあ召万語萌後のCorpusについて精確な調査をしたい
ときに有効であろう。
　このシステムの利点は，中闘でアウトプットしたカードそのものが，比較的
：少量の人閥の手で行なわれる処理のと，まったくそのまま再入力の媒体となる
ことである。もし必要であれば修正もでき，しかも入力時より電検査しやすい
（同じ種類のデータがソートされて並んでいるので）ので，検査と修正が，人
妻の作業の襯点からみて有効に行なわれるという利点もある。これによって次
の語彙表作成に進むこともでき，さらにさかのぼって原文K情報を加えるとい
うことも，プログラムで可能になる。
　初めの入力がかなやローマ宇であるばあいは，処理が簡単で，カードも見や
すいものができるが，漢字であると，できれほ漢宇の読みがほしい。単位切り
　　　　　　　　　　　　　　　　　　ミがしてあれば，漢字解読ルーチンを使うこともできよう。これは経験上大体エ
ラーは1パーセント以下だから，買枚に1枚opカTドについて読み誤りを直す
ということが必要になってくる。どちらがよいか，設計者の考えにより，微妙
なところである。これをたとえばIBMカードに幽すときは，たとえば
　　　ゲソ（＃C）キソ（9A）
のようにして「現金」を現わすヒとができる。こあコードは国語研究所のコー
ドであって，エンコード・デコ門ドのハンドブックがすでに用意されている。
いちいちデコードするのはやっかいなようであるが，ソートされて出てくるの
で，最初の一系列について行なえばあとにつづく岡文字列は処理しなくてもす
む。意外にらくである。このことも，すでに筆老は心様のKWICを作って実
験ずみなのである。　　i
　なお漢字の読みの入ればはたとえば
　　　　　　　　　　　　　　　　　　き　　漢〔かん」射てじ〕
のようにするのが，今の国語研究所では普通になっている。しかしこれにこだ
わらずに，他の方式を考えてもよい。
　途中でカードに出すのでなく，その間の手続き「がディスプレーに出されて処
　　　　　　　　　　　　　　　一’15一
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回するように設計することもできよう。このばあい，使える入力があることが
煎提である。
3．将来の解決案
　ここに述べることは，現段階ですぐにできることではないが，将来にわたっ
て研究開発を続け，いつの日かに，実現されることを期待する，という解決策
である。その方向はやはりautomatische　Lemmatisierungである。
　そこで，さきに述べたエッガース氏が，アーヘンでどんなことを述べたか，
ということに．なる。
　まずいうべきは，エッガース氏自身，自動化が必ずしも完全にできるといっ
ていないことである。（Ich　will　nicht　behaupten　dass　die　vollautomatische
Herstellung　von　Wdrterbuchern　mごghlch　ist．）。完全にできるためには，
意味の問題が計算機で扱えるように，形式化されたばあいにのみ可能である。
そうではなくてエッガース氏は，これまでより更に広い預域で，コンピュータ
がこのしごとで活用されることを期待しているのである。
　エッガース氏はまず語の曲用活用の処理について，コンピュータのなかに辞
書をたくわえ，テキス｝のなかの語と比較する。辞書は語幹をたくわえ，語尾
はその語幹につけられたインフォーメーションと，それに応じたアルゴリズム
によって作られたナブルーチソによって処理してゆく，というのである。この
方法はプログラムによって解決ずみである。
　統辞的なHomographや同形語の処理も，実際上すでに解決されているの
である。
　die　Erkeni3ung　mehrteiiiger　Formen　und　die　Auf16sung　syntaktischer
　｝｛omographen，　siRd　praktisch　bereits　ge16st．
というのである。これは大変なことである。このためにはエッガース域たち
が，ザールブリュッケンでどんなしごとをしてきたかを紹介し准ければならな
い。　（これについては「ドイソのコンピュータ雷語学」　（文献15）という小文
でも紹介してあるので，参照していた：だきたい。ここで大すじだけ述べる。な
おここでの原典は主として文献3である）。
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　エッガーヌ教授らのしごとのそもそもの目的は現代ドイソ語書ぎごとばのシ
ンタクスについての記述的な研究であった。ところで現代語の資料慮白日に新
たに作られているので，この大量のデータ処理のためにコンピュータを用いる
ことにしたのである。だから研究当初の目的からすると機械に．よる統辞分析は
従属的なものであった。研究者たちはより高次の厨的について片時も忘れたヒ
とがなかったのであるが，問題自体が広範囲であり，そのなかのある部分に長
くかかわってくると，次第にそのととに比重がかかってくることになった。自
動解析めばあいoperativ一な：文法の考え方が必要になるが，そのようなガ向
も一つのアプローチだと次第に考えられてくるようになったのである。この企
画藤1956年置ばじまり，エッガース教授を中心にすぐれた協力者たちの強力な
餉向作業によって推進されたのである。
　クル」プの方向は最初から固定したものとせず，誤りなどの修正がいつでも
可能なような，乏ユー’リスディヅグであることにまず努力した，生成文法もま
だ一卜分発達しでいないときであったので，スタートにおいては昔ながらのta－
xonomischな方法がとられていたが1漸次修正されていった。
　機械による分析とすると，L・テニエールの依存モデル　Abh勘gigke圭ts－
grammatikを使う’こととし，そとから格の多義性をとり除いたり，「synta－
ktisch’ﾈHombgraphを見分ける必要が生じたのである。
　そこで大量のデLタを整理して，Homographをタイプによって分類し，50
の型を得た。この50ののグループについてこれを見分けるサブルーヂンを作っ
たのだ6た。「われ診れば長年この問題に没顛した（Dieses’Problem　hat　uns
l・h・ゆg、肩r・r髄i琴・’）」とエ・ガースは・・う・そうしてrそのうち二・三
のプ・グラムたつ三幅二・三の娘す㌣慮があるva・しても源舳瞭
成功したといえよう。」　というのである。周題になったのはこれだけでなく，
もちちん他の構文解析上のさまざまな部分においてそれがあり，それの解明プ
白グラ云の開発とそれに伴う言語のope妻ativな記述が行なわれ，構文解析が
零量めデ∠・鯉γピ・一タ実脚ヤ・て成凹い・たのであ・・：r準
一夕言語挙k・ついて手きびしい批判をした言語学者Vオ・ワイスゲルバーも，
ボソ大学のLIMASの業績とハンス。エッガース氏らの業績は窩く評価して
　　　　　　　　　　　　　　　一18一
いる。
　ER　SCHREIBT　SEINE　TATEN　AUF．というような文を扱うとき　，，ここ
からLemmaである．AUFSCHREIBENが得られるのは，　AUFが前置調でな
ぐ動詞の前部分であると決定されたどきょうやくきまり，TATENがT，UNと
いう動詞の変化形でなく｝TATという名詞の複数形であるとわからなければ
TATへまとめることはできない。このような語形の整理にあたってes　］文法
的な情報と統辞的な分析への道程においてのみはじめて可能となるのである。
伺憂事語の操作をすることすなわち「ある晃出し語に属する語をまとめようと
するばあい」には，「自動構文解析の方法によって得られよう。そのほかの方
法では得られないだろう。」という。すなわち次のごとくである。
　Aber　dle　Zuordnung　alles　Zugeh5i“igen　zu　einem　Lemma　dUrfte　man
　lnittels　der　automatischen　syntakischen　Analyse　（aber　nicht・anders）
　erre圭chen　k6nne難．
　アーヘンの会議では，エッガース氏はautomatische　LeininatisieruRgの
解決にあたらては，まず全体をsystematisch’に考えるべき・こと，は、じめに文
・法理論を確立しておき，操作のアルゴリズムはあとからいくらでも修正可能な
ようにしておくべきこと，このプログラム運転のための基礎データには十分な
Corpusすなわち大量めデータをもとにした記述がなければならないことを述
べている。　　　・　　　　　　　　　　　　　　　　　　t’
　一つの用語総索引を作るために，一つの用語調査を行なうためだけに，この、
ようなルーチンをつくるのは，その犠牲があまりにも大きすぎるかもしれな
い。しかしいったんできあがれば，次々と用語調査，総索引作成を行なうばあ
しい，有利に利用できる。コンピュータを作うばあいの利点はそこにある。
　以上でエッガース氏らのしごとの紹介を終わるが，ここで大事なことは，最
近のコンピュータ書語学が理論だけに走って，実際の地道なこのような研究を
おろそかにしていることである。いやこれはつンピュ一戸言語学だけでなくコ
ンビ』．一儲・サイXソス全般を通じていえることかもしれない。「・t＞　ra必要な
のは実際に“もの”（ハードウエアまたはソフトウエア）をつくり，、十分多く
の実例に適用することによって検証する研究であり，単なる理論的解析ではな
　　　　　　　　　　　　　　　　一19一
い」と高橋秀俊氏はいわれる。
　最後にはじめに．紹介したアメリカのブラウン大学での例と，ドイソのザール
ブウユッケン大学での例を比較して，筆者の感想を述べておきたい。ブラウン
大のあげた問題点のすべてを，ザールブリュッケン大の処理が含んでいるとは
考えられず，すくなくともその一部ではないかと考えられるが，その重要な一
部と考えられるであろう。むしろかなりの部分ということができるかもしれな
いし，栢当の部分が一致しているといってもよいと思う。ことにそのうちの
‘sow’などをあげた部分は語い的にひん度がそう高くない部分に属しているか
ら，用語調査のばあい語彙表の．大勢に影響が及ぶものではない。語彙表の大勢
に影響が及ぶのはエッガース氏たちが扱ったような用語の部分である。
　このように考えてみると，ブラウン大とザールブリュッケン大の間に大きな
距離があることが感ぜられる。少なくともその姿勢においてである。このよう
な問題が非常に複雑な内容をかかえ，その分類，整理に，特に多くの頭脳を要
することはいうまでもない。問題はその解決に実際に手を下して，とりかかる
かどうかである。そして一方は“beyond　the　reach（～f　comPuter　technology’
と達観してしまった。手をこまねいていればいつまでも昔のままである。現
在でもそのままなのである。一方はそのしごとが重要であると認識した　（“S（＞
stellte　sich　uns　als　erstes　Hindernis　das　problem　der　Homographen　in
den　Weg”）。そうしてそれに「長年没頭」した。そしてっいに“slnd　praktlsch
bereits　ge16st”　ということになった。現在ではできあがっているのである。
　筆籍はもちろん，ザールブリュッケンの業績を高く買うのである。もちろん
方法そのものについては意見がないではないが。
　口本語に．おいて，同形戯評を弁別するために，どのような闇題があるか，デ
・・一N^について調べてみなければならない。それも大量のデータについて調べて
みる必要がある。さいわい，われわれは大量のKWICのアウトプットをもっ
ている。これはそのための最良のデータである。次回から，これを利用して同i
形異事の弁別アルゴリズムを考えていきたい。
一20一
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