of high clouds. The difference in the magnitude of these biases between the two model versions clearly highlights the improvement of the amount of boundary layer clouds, the improvement of the properties of high-level clouds, and the improvement of the simulated mid-level clouds in the tropics in LMDZ5B compared to LMDZ5A, due to the new convective, boundary layer, and cloud parametrizations implemented in LMDZ5B. The correlation between instantaneous cloud properties allows for a process-oriented evaluation of tropical oceanic clouds. This process-oriented evaluation shows that the cloud population characterized by intermediate values of cloud cover and cloud reflectance can be split in two groups of clouds when using monthly mean values of cloud cover and cloud reflectance: one group with low to intermediate values of the cloud cover, and one group with cloud cover close to one. The precise determination of cloud height allows us to focus on specific types of clouds (i.e. boundary layer clouds, high clouds, low-level clouds with no clouds above). For low-level clouds over the tropical oceans, the relationship between instantaneous values of the cloud cover and of the cloud reflectance reveals a major bias in the simulated liquid water content for both model versions. The origin of this bias is identified and possible improvements, such as considering the sub-grid heterogeneity of cloud properties, are investigated using sensitivity experiments. In summary, the analysis of the relationship between different instantaneous and collocated variables allows for process-oriented evaluations. These evaluations may in turn help to improve model parameterizations, and may also help to bridge the gap between model evaluation and model development.
Introduction
The evaluation of clouds simulated by general circulation models (GCMs) generally relies on monthly mean values (e.g. Yu et al. 1996; Webb et al. 2001; Zhang et al. 2005) , which lack detailed information on the transient aspects of cloud behavior. Monthly mean values allow for a quantitative way to calibrate models to match presentday observations with present-day simulations, but these monthly means lack details on the cloud processes creating them.
The A-train jointly observes the cloud radiative properties using the passive remote sensors PARASOL (Polarization & Anisotropy of Reflectances for Atmospheric Sciences coupled with Observations from a Lidar) (e.g. Parol et al. 2004 ) and CERES (Clouds and the Earth's Radiant Energy System) (Wielicki et al. 1996) . The A-train also jointly observes the cloud vertical structure using the new generation of satellites carrying lidar instruments CALIOP/CALIPSO (Cloud-Aerosol Lidar and Infra-red Pathfinder Satellite Observations) ). This joint observation dataset constitutes a unique opportunity to perform quantitative evaluations of GCM cloudiness Marchand et al. 2009; Zhang et al. 2010; Cesana and Chepfer 2013) . The ability of the A-train to simultaneously observe the radiative properties of clouds and their three-dimensional distribution at the instantaneous time scale (typically on the order of tens of seconds) and at high spatial resolution (Konsta et al. 2012 ) is used to provide new observational constraints to evaluate the representation of cloud processes in climate models.
A major aim of physical parameterizations in GCMs is to reproduce the mean properties of cloud variables as well as the relationships between these cloud variables and the dynamic and thermodynamic state of the atmosphere. If models fail to reproduce these key features, they may lack the ability to properly predict the cloud variations under environmental changes, cloud feedbacks and the cloud response to anthropogenic forcing. A key step is thus to evaluate the mean properties of clouds and to evaluate how they vary in response to a change of the physical characteristics of their environment. The instantaneous analysis of cloud properties facilitates a direct comparison between observations and model parameterizations. Some meteorological features occur at instantaneous time scale, but are lacking in climate models when using monthly mean values, such as the complex multi-layer structure of mesoscale convective systems or the inhomogeneous spatial structure of marine stratocumulus. These features have an important impact on the radiative effect of clouds, and therefore on the magnitude of the cloud feedbacks since both are strongly correlated (Brient and Bony 2012 ).
Short time scales may be considered during the development stage of a model. For instance, some recent developments in the LMDZ atmospheric model have been undertaken to improve the diurnal cycle of precipitation and to solve the long-standing problem of too early precipitations in tropical regions (Rio et al. 2013 ). The following questions are addressed:
1. Have the recent developments in the LMDZ5B atmospheric model improved the representation of clouds' physical properties? 2. Can the instantaneous spatial observations allow for the identification of remaining biases in the model representation of clouds? 3. What role do the cloud heterogeneities play at the model's subgrid scale for the biases in simulated clouds?
The occurrence, vertical structure and optical depth of tropical oceanic clouds simulated with LMDZ5 are compared with A-train observations. Monthly mean values are first considered as it is the common time scale used in climate model evaluation. Instantaneous values are then used to facilitate the interpretation of results in term of model parameterization because the statistical relationships between cloud variables at these two time scales have been shown to be significantly different (Konsta et al. 2012) . Observations provided by CERES are used to evaluate the cloud shortwave radiative albedo. Observations provided by PARASOL are used to evaluate the cloud optical depth. And observations provided by CALIOP/CALIPSO are used to evaluate the cloud cover and the cloud vertical profile.
The two versions of the LMDZ5 atmospheric model, the A-train observations and the observations simulators are briefly described in Sect. 2. The cloud properties simulated by the model are first evaluated using monthly mean observations of top-of-the-atmosphere fluxes, reflectance, cloud cover, and vertical structure (Sect. 3). A more advanced process-oriented evaluation is then conducted for tropical oceanic clouds based on the correlation between instantaneous cloud properties observed with the A-train. Illustrations of how this may help to improve model parameterizations are presented in Sect. 4. Conclusions are given in Sect. 5.
Methodology

The LMDZ5 climate model
LMDZ5 is the atmospheric component of the IPSL-CM5 climate model . Two versions of this atmospheric model [LMDZ5A (Hourdin et al. 2013a) and LMDZ5B (Hourdin et al. 2013b) ] are evaluated. Both model versions are described in papers mentioned above, and only key aspects are summarized here. LMDZ5A is similar to LMDZ4 (Hourdin et al. 2006 ) used in the previous version of the IPSL model (Marti et al. 2010 ) but it has an increased vertical resolution (from 19 to 39 vertical levels), an improved representation of the stratosphere, and a modified horizontal grid (1.895° in latitude × 3.75° in longitude). LMDZ5B is a new model version that includes, in addition to LMDZ5A, many new developments on the physical parameterizations such as (1) a new scheme for the boundary layer, which combines a model of turbulent diffusion and a 'mass flux' scheme to represent the coherent structures of the dry or cloudy convective boundary layer (Rio and Hourdin 2008; Rio et al. 2010 ) and a new low-level cloud scheme (Jam et al. 2011) , (2) a parameterization of the cold pools created by re-evaporation of convective rainfall (Grandpeix and Lafore 2010) , and (3) a modification of the triggering and the closure of the Emanuel convective scheme (1991) based on the Available Lifting Energy for the triggering and on the Available Lifting Power for the closure (Rio et al. 2013) . All model results have been obtained with multi-years simulations over the period 1979-2009, during which the sea surface temperature and the sea-ice cover are prescribed to values close to observations (AMIP experiments).
Observations
Cloud cover and cloud vertical structure
Thanks to its vertically resolved measurements, to its high sensitivity to optically thin atmospheric layers and to its high horizontal resolution, the CALIOP/CALIPSO lidar ) is well suited to accurately identify clear sky areas, aerosol regions Vuolo et al. 2009 ), fractionated cloud covers such as the trade winds cumulus (Konsta et al. 2012; Medeiros et al. 2010) , optically thin clouds such as the sub-visible cirrus clouds (Sassen et al. 2008; Noel and Chepfer 2010; Martins et al. 2011) , polar stratospheric clouds (Noel et al. 2008; Pitts et al. 2007; Noel and Chepfer 2010) , and to document the cloud vertical distribution of the atmosphere.
In order to compare the GCM results with CALIOP observations, a dedicated product called CALIPSO-GOCCP has been developed to be fully consistent with the lidar simulator ). This product consists in applying Scattering Ratio (SR) thresholds values to the 532 nm lidar SR signal to detect the presence of clouds. The cloud detection (0 or 1) is done at the original horizontal Level 1 CALIOP resolution (330 m along track and 75 m cross-track of the satellite orbit), but on a lower vertical resolution (40 equidistant vertical levels of 480 m height). The cloud fraction is then interpolated on a 2° × 2° latitude/longitude grid to provide information on cloud cover, on low-mid-and high-levels cloud covers, and on vertical cloud distributions.
The monodirectional cloud reflectance: a surrogate for the cloud optical depth
The PARASOL instrument [POLDER-like, (Deschamps et al. 1994) ] has a multi-viewing angle capability, allowing for the estimation of the instantaneous monodirectional reflectance of clouds. The use of this level-1 product as a surrogate for the optical depth eliminates the need for many of the assumptions made during the retrieval process of the cloud optical thickness (Minnis et al. 1995) . The criteria used to select the viewing angle are described below. Note that Cole et al. (2011) have computed and used CERES SW fluxes integrated over the diurnal cycle to perform a similar analysis, but the PARASOL instantaneous monodirectional reflectance provides more precise information because it contains fewer assumptions than the CERES daily SW fluxes.
Over the ocean surface, the visible directional reflectance is defined as ρ(θs, θ v , φ s , φ v ) = πL(θ s , θ v , φ s , φ v )/ E s μ s , where θ s , θ v , φ s and φ v , are the solar zenith angle, the zenithal viewing angle, the solar and viewing azimuth angles respectively. L is the measured radiance, μ s is the cosine of the solar zenith angle, and E s is the incident solar radiation. This directional reflectance is mostly sensitive to the solar zenith angle (θ s ), to the viewing direction (θ v , φ s − φ v ), and to the cloud optical depth. Some viewing directions are contaminated by the specular reflection of the solar light on the sea surface (i.e. sunglint), or are highly dependent on cloud microphysical properties (e.g. particle shape via their optical properties). Since the aim is to evaluate the optical depth, the reflectance observed in a single viewing direction has been selected. This reflectance is mostly sensitive to the cloud optical depth and less to other parameters. The reflectance in a single constant direction has thus been selected all over the globe, avoiding (1) directions with (90° < φ s − φ v < 270°) that are sensitive to the glitter reflection, (2) the backscattering direction, which is highly sensitive to the cloud microphysical properties, and (3) the nadir direction, which is the direction least sensitive to the optical depth. Among the other possible directions, the one at 865 nm, which is the most frequently observed by PARASOL all globally (θ v = 27° ± 2.5°, φ s − φ v = 320° ± 2.5°) was selected. All directional reflectance values measured by PARASOL in this direction (at 865 mm) have a spatial resolution of 6 × 6 km 2 . They are then projected onto a 2° × 2° grid. The calibration of PARASOL is described by Fougnie et al. (2007) . The calibration accuracy is within 1.5 % for the 865 nm channel. The spatio-temporal sampling of PARASOL and CALIPSO observations is presented in "Appendix 1".
Due to the difference in viewing angles and in pixel sizes between PARASOL and CALIPSO, cloudy and clearsky properties cannot be separated at the pixel scale. The clear-sky and cloud properties are computed on the 2° × 2° grid following the methodology proposed by Konsta et al. (2012) . The monodirectional reflectance R averaged over each grid cell depends on the clear-sky reflectance (CSR), on the cloud cover (CC), and on the cloud reflectance (CR) in this grid cell according to the relation For each horizontal 2° × 2° grid cell, the fraction CC of the highest values of monodirectional reflectance observed at the pixel level is assumed to correspond to cloudy conditions, and the fraction (1-CC) of the lowest values is assumed to correspond to clear-sky conditions. In practice, the cloud cover CC is first determined from CALIPSO daily observations and for each 2° × 2° grid cell. The cloudy monodirectional reflectance CR is then computed as the grid cell average of the fraction CC of the highest values of monodirectional reflectance observed by PARASOL at the pixel level. The clear-sky monodirectional reflectance CSR is the grid cell average of the fraction (1-CC) of the lowest values. Note that the cloud reflectance used here is different from the total reflectance generally used, which contains the contribution of clear-sky surrounding clouds. Except if stated otherwise, the results and figures based on CALIPSO and PARASOL observations are for the twoyear period 2007-2008.
PARASOL and CALIPSO simulators
The purpose of the PARASOL and CALIPSO simulators is to allow for a consistent comparison between the satellite observations described above (Sect. 2.2) and model outputs, by taking into account the effects of cloud overlap with the specificities of the satellite, the model-tosatellite. The first step of the CALIPSO and PARASOL simulators consists in sub-gridding the model outputs (i.e. temperature, pressure, cloud cover, cloud condensate and effective radius of cloud droplets and ice crystals). The model vertical profiles are converted to an ensemble of subgrid-scale profiles by dividing each grid cell into a few tens of subcolumns randomly generated using the Subgrid Cloud Overlap Profile Sampler (Klein and Jacob 1999; Webb et al. 2001) . In each subcolumn, the cloud cover is assigned to be 0 or 1 at every model level with the constraint that the cloud condensate and cloud cover averaged over all subcolumns is consistent with the gridaveraged model diagnostics and the cloud overlap model assumption.
The monodirectional reflectance, the total cloud cover and the vertical cloud distribution, as it would be seen by PARASOL and CALIPSO respectively, are then computed in each subcolumn (see Chepfer et al. 2008 for CALIPSO and "Appendix 2" for PARASOL) and averaged over each model grid cell. Due to the large and highly variable reflection of solar light on ground surfaces, the PARASOL simulator is not used above continents.
Above oceans, the cloud monodirectional reflectance CR is computed for every grid cell at each time step, using the same definition as for the observations (Eq. 2.1):
where the monodirectional reflectance R and the cloud cover CC have been previously computed by the simulator. The clear-sky reflectance has a fixed value in the simulator (CSR = 0.03), which is consistent with the observations under clear-sky conditions (Konsta et al. 2012) .
To simplify the post-processing of simulator outputs, the monodirectional reflectance is computed by the PARASOL simulator at every time step, for a constant solar zenith angle corresponding to the A-train overpass at each latitude, instead of the zenith angle corresponding to the local time in the GCM grid ("Appendix 2"). Sensitivity tests indicate that the cloud cover and the cloud reflectance computed by the PARASOL and CALIPSO simulators with the LMDZ model are only slightly sensitive (1) to the frequency call of the simulator (every 1.5, 3, 6 h), (2) to the number of sub columns (if this number is greater than 20 in each grid cell), and (3) to the use of day or night time outputs (2 % for the cloud cover and 2.5 % for the reflectance; figures not shown). In this study the simulator is called every 3 h and 100 subcolumns are used.
As the cloud reflectance is not commonly used for cloud description, an approximate relationship between cloud reflectance and cloud optical thickness is given. The cloud reflectance (CR) can be converted into cloud optical thickness (Cτ) using the coarse approximation of spherical particles when T > 0 °C, and the coarse approximation of non-spherical particles when T < 0 °C and θ s = 30° (see "Appendix 2"; Fig. 9b ). This cloud optical thickness is not the real cloud optical thickness, but an approximation given for convenience. The rigorous comparison between models and observations should be made using the monodirectional reflectance. The same assumption to convert PARA-SOL cloud reflectance into cloud optical thickness is made for both observed and simulated data, to make sure that this conversion does not introduce an artifact when comparing models and observations. PARASOL and CALIPSO simulators are included in COSP (CFMIP Observational Simulator Package) (BodasSalcedo et al. 2011) , which also includes other simulators
such as the ISCCP (Klein and Jacob 1999; Webb et al. 2001 ) and the CloudSat (Haynes et al. 2007) 3 Assessment of cloud properties using monthly mean statistics
The basic properties of clouds simulated by climate models are usually evaluated by comparing monthly mean values of the observed TOA fluxes, cloud cover, cloud optical depth and cloud top height (i.e. Zhang et al. 2005; Klein et al. 2013) . In this section, this approach based on monthly mean statistics is followed to evaluate the two versions of the LMDZ climate model.
Cloud geographical distribution
The cloud cover has been improved in many regions in the LMDZ5B model compared to the LMDZ5A model (Hourdin et al. 2013b) . Over the North Pacific and the North Atlantic, over the warm pool (where there are high convective clouds), along the East coast of the oceans, and over the trade wind regions (where cumulus clouds dominate), the cloud cover (CC) simulated by LMDZ5B is in better agreement with observations compared to the CC simulated by LMDZ5A but the CC values in LMDZ5B are still too low ("Appendix 3"). When considering zonal mean values, the cloud cover in the tropics in LMDZ5B is underestimated compared to observations, although this bias is reduced by a factor of two compared to LMDZ5A. High-level clouds feature a better vertical distribution in LMDZ5B than in LMDZ5A, with a lower cloud cover which is still too high compared to observations ("Appendix 3"). LMDZ5B is able to simulate mid-level, even though they are still too few. Low-level clouds in LMDZ5B are also better simulated than in LMDZ5A, with a larger cloud cover. But the low-level clouds are too low, and they are too concentrated in one single layer compared to observations. At middle and high latitudes the large vertical extent of the frontal clouds associated with storms is relatively well simulated by LMDZ5B. The cloud fraction is improved in LMDZ5B compared to LMDZ5A, but the cloud reflectance is not. The cloud reflectance, and therefore the cloud optical thickness, is strongly overestimated by both model versions almost everywhere, and in particular over the subtropical oceans and in mid and high latitudes ("Appendix 3").
Tropical oceanic clouds in dynamical regimes
Based on their geographical distribution the cloud properties discussed in the previous sections can be summarized in the tropics using dynamical regimes (Bony et al. 2004) . Figure 1 shows the monthly mean cloud cover (Fig. 1a) , the cloud reflectance (Fig. 1b) , and the SW albedo (Fig. 1c) as a function of the monthly mean vertical velocity at 500 hPa (ω 500 ), as well as the probability distribution function (PDF) of ω 500 (Fig. 1d) over the tropical ocean. In the convective regions (ω 500 < 0), the cloud cover simulated by LMDZ5B is closer to the observations than the cloud cover simulated by LMDZ5A whereas in subsidence regions where ω 500 > 20 hPa/day, the cloud cover is underestimated in both model versions (Fig. 1a) . The cloud reflectance is strongly overestimated in both model versions and this overestimation is smaller in convective regions where ω 500 < −40 hPa/day (Fig. 1b) . Despite these large discrepancies, both model versions simulate the SW albedo in subsidence regions (ω 500 > 0, Fig. 1c ) dominating in the Tropics (65 % of the surface of the entire tropical belt) reasonably well. Even though both model versions reproduce the mean value and the overall geographical pattern of the albedo well (figures not shown), they do not simulate the cloud cover and the cloud reflectance properly.
Relationship between cloud top pressure and cloud optical thickness over the tropical ocean
The joint histograms of cloud top pressure (CTP) and cloud optical thickness (Cτ) obtained with ISCCP data (Rossow and Schiffer 1991) have been widely used for atmospheric studies (e.g. Jakob and Tselioudis 2003; Rossow et al. 2005) and for model evaluation (e.g. Webb et al. 2001; Williams and Tselioudis 2007; Klein et al. 2013) . The joint histograms are produced using two methods. In the first method, the ISCCP-D2 data and ISCCP simulator outputs are used ( Fig. 2d-f ). In the second method, the CALIPSO and PARASOL data and simulator outputs are used, and the CTP is defined as the pressure of the highest level where the instantaneous CALIPSO-GOCCP cloud cover in each 2° × 2° grid cell is greater than 0.1 ( Fig. 2a-c ). Sensitivity tests show that results are not very sensitive to the value of this threshold when it varies from 0.1 to 0.3. The cloud optical thickness Cτ is computed from the cloud reflectance. The 2D histogram features these instantaneous CTP and Cτ data for each grid cell, and averaged over time.
The histogram of CTP and Cτ based on the ISCCP data ( Fig. 2d ) is very different from the histogram based on the CALIPSO-PARASOL data (Fig. 2a) . The 2D histogram over the tropical ocean obtained with the observed features two distinct populations: one cluster located in the high troposphere, and one cluster located in the low troposphere. The histogram based on ISCCP data features a single cluster located in the middle of the troposphere. This difference arises from the much-improved measurement of cloud height by active sensors (CALIPSO) compared to passive ones (ISCCP), as already shown by Chepfer et al. (2008) . A more advanced comparison of histograms using ISSCP, merged CloudSat, and CALIPSO is described in Mace and Wrenn (2013) .
Similar features of CTP and Cτ also occur in the model outputs where two populations of low and high clouds are simulated when using the CALIPSO and PARASOL simulators (Fig. 2b, c) , and one single cluster of high clouds is simulated when using the ISCCP simulator (Fig. 2e, f) . The main biases of the two model versions (e.g. too many high clouds, too few low clouds, too high cloud optical thickness) also appear when using ISCCP observed and simulated data. However, low clouds can be evaluated using CALIPSO, but they do not occur when the ISCCP simulator is used. Similarly, the optically thin clouds can be evaluated using CALIPSO, but they are not detected in ISCCP observations nor simulated by the ISCCP simulator.
Description of an advanced "process oriented"
evaluation of tropical clouds, taking full advantage of the A-train capability
The added value of evaluating the model using instantaneous cloud properties
For climate change and climate variability studies, it is important to characterize and to assess how cloud properties vary, as a function of atmospheric variables describing the clouds environment. For example in climate feedbacks simulator is used for model results. All the data are monthly means over the tropical oceans. The monthly mean vertical velocity are from the ERA interim reanalysis (Simmons et al. 2007 ) and the short wave planetary albedo is estimated from CERES-EBAF (Clouds and the Earth's Radiant Energy System) (Loeb et al. 2009) studies, changes of the cloud environment variables ΔE are assumed to depend on the change of the surface temperature ΔT (e.g. Colman and McAvaney 1997; Soden and Held 2006; Bony et al. 2006) , and cloud properties are therefore assumed to vary as a function of the surface temperature. Within this framework, various studies (e.g. Bony et al. 2004; Webb et al. 2006 ) have analyzed how the cloud radiative effects vary in response to a change in surface temperature, at inter-annual time scales and under climate change situations. This approach has been successful to improve our understanding of cloud feedbacks but the temporal scale used in these studies (i.e. in general monthly mean variables) does not allow for the understanding of the direct relationship between these results and the model parameterizations. Indeed, cloud properties vary instantaneously in parameterizations (or with small time constants) when variables describing the environment (e.g. atmospheric stability, humidity) vary. Since the dependencies between the cloud characteristics and the environment are highly non-linear, the relationship between instantaneous cloud variables may be very different from the relationship between monthly or seasonal mean values of cloud variables. The A-Train offers new possibilities to analyze in more detail the correlation between instantaneous cloud cover and cloud reflectance. Assuming for simplicity reasons that the clear-sky reflectance over the ocean is negligible, the variation of the reflectance R ΔR (Eq. 2.1.) depends on the variations of the cloud cover (CC) and of the cloud reflectance (CR):
The variation ΔR is very different whether the variations ΔCC and ΔCR are of the same sign, or are of the opposite sign. The CC and the CR variables estimated at the same time and location, as well as their joint variations are analyzed, with a focus on the case where the variations have the same or the opposite sign. Evaluating the variations of cloud properties with their environment is more constraining for the models than evaluating the mean state. This may be one way to increase the confidence in model results.
The relationship between cloud cover and cloud reflectance over the tropical oceans is shown in Fig. 3 . In the observations, this relationship has been shown to be significantly different whether monthly or instantaneous values CALIPSO-GOCCP and PARASOL data (2007-2008) and simulator and the lower line d, e, f corresponds to ISCCP-D2 data and simulator respectively. The color bar represents the number of points at each grid cell (PC-tau) divided by the total number of points in the histogram were used (Konsta et al. 2012) . When using monthly mean data (Fig. 3, lower line) , the observations feature an almost linear relationship between cloud cover and cloud optical depth: as the cloud cover increases, the cloud optical depth increases too (Fig. 3d) . The two versions of the model show very different behaviors compared to the observations: the simulated cloud optical depth remains almost constant when the simulated cloud cover varies. The observed highest values of the cloud cover are not simulated by LMDZ5A, and the simulated cloud reflectance is too high on average compared to observations (Fig. 3e) . The clouds simulated in LMDZ5B have a large cover and a reflectance, which is consistent with observations, but clouds with a small cover have a too large reflectance compared to observations (Fig. 3f) .
The use of instantaneous data provides a more accurate description of the relationship between cloud cover and cloud optical depth compared to the monthly means. For the models, using instantaneous data provides a very different picture of clouds compared to observations (Fig. 3 , upper line). The observed cloud reflectance increases where the observed cloud cover increases, as it is the case for monthly mean values. But the instantaneous data reveal two separate cloud populations: one cluster with a low cloud cover (CC < 60 %) and a low reflectance (CR < 0.2) and another cluster with a cloud cover close to 1 and a cloud reflectance value ranging from 0.1 up to 0.9 (Fig. 3a) . Intermediate cloud reflectance (0.2-0.4) and cloud cover (0.5-0.8) values are simulated when using monthly mean values, but they are much less frequent when using instantaneous values. These intermediate values of cloud cover and cloud reflectance do not correspond to observed clouds. Both model versions simulate clouds with a low cover, but their reflectance is much too high (Fig. 3b, c) . LMDZ5A simulates few clouds with a cover close to one, whereas LMDZ5B simulates many clouds with a cover close to one, consistent with the observations. However, the cloud reflectance/cloud cover relationship in both model versions does not show an increase of the cloud reflectance with the cloud cover, as this is the case in the observations. The LMDZ5B model even shows an opposite relationship.
The instantaneous correlation between cloud variables constitutes a key test to improve the confidence in the variations of cloud properties simulated by climate models in a 
Evaluation of tropical clouds using instantaneous clouds properties
Optical thickness of clouds and their vertical distribution
The PDF of the cloud reflectance (CR) observed by PARA-SOL, and simulated by the model and by the PARASOL simulator (Fig. 4a) , confirms that both model versions strongly overestimate the cloud reflectance. The cloud population is divided into three different classes according to their optical thickness: (1) the optically thin and intermediate clouds (CR < 0.2, i.e. Cτ < 3.41) corresponding to 55 % of the clouds for the observations, 29 % of the clouds for the LMDZ5A model, and 25 % of the clouds for the LMDZ5B model, (2) optically thick clouds (0.2 < CR < 0.5, i.e. 3.41 < Cτ < 11.42) corresponding to 34 % of the clouds for the observations, 50 % of the clouds for LMDZ5A and 53 % of the clouds for LMDZ5B, and (3) very thick clouds (CR > 0.5, i.e. Cτ > 11.42) corresponding to the least populated class: 11 % for the observations, 21 % for LMDZ5A and 22 % for LMDZ5B. The mean vertical profile of the cloud fraction observed from CALIPSO-GOCCP and simulated by the two model versions as well as by the simulator is shown on Fig. 4b-d for the three cloud classes. Note that the cloud reflectance is a vertically integrated value and characterizes the whole atmospheric column, while the cloud fraction is a local value at each vertical level. For optically thin and intermediate clouds (i.e. when Cτ < 3 or CR < 0.2), the lidar provides In summary, the fraction of mid-and high-levels clouds increases with the cloud reflectance in the observations but decreases in the models. The fraction of low-level clouds in the observation and in the models does not change with the cloud reflectance, and the altitude of the simulated clouds is generally too low.
High-level clouds
In ascent regions, 2° × 2° areas with no high-level clouds (P < 440 hPa) are rarely observed (15 % of the time, Fig. 5a ) and rarely simulated by both models (10-20 % of the time). The cumulative distribution function (CDF) of high-level cloud cover regularly increases (i.e. their frequency of occurrence is almost constant), until reaching a value close to one. For these very cloudy conditions, the CDF rapidly increases. The frequency of occurrence is typically 5-10 times larger when the cloud cover is close to 1, compared to when the cloud cover is smaller than 1. The cloud cover of high-level clouds is larger than 95 % in more than 25 % of the situations. Compared to observations, too few of these high-level clouds with a large cover are simulated by LMDZ5A, but too many high-level clouds with a too low cover are simulated by LMDZ5A. On the contrary, too many high clouds with a large cover are simulated by LMDZ5B and the high-cloud cover is larger than 95 % in 40 % of the situations. Situations with almost no high-level clouds are much more frequent in subsidence regions (≈40 % of the cases, Fig. 5b ) than in ascent regions and situations with a large cover of high-level clouds are rare. Both model versions simulate the observed general behaviors of the clouds, although the clouds simulated by LMDZ5B are closer to the observations. The normalized cloud cover of high-level cloud is now used to show how the observed clouds can be put in different categories depending on their height (here, high clouds) (Stubenrauch et al. 2012) . The normalized cloud cover of high-level cloud is defined as NCC_high = CC_high/CC, where CC_ high is the cloud cover of high-level clouds and CC is the total cloud cover (Konsta et al. 2012) . In ascent regions, the observed normalized high-cloud cover constantly increases with the total cloud cover (except for very small cloud cover) and reaches values close to one in fully overcast situations (Fig. 5c ). When the total cloud cover is small, the high-level clouds contribute only little to the total cloud cover, which means that mid-and low-level clouds dominate. On the contrary, high-level clouds dominate when the cloud cover is close to one. In LMDZ5A, high-level clouds always dominate, even when the total cloud cover is small. This model version fails to simulate enough midand low-level clouds in ascent regions. This bias is also in the LMDZ5B model version but to a much lesser extent. In subsidence regions, the observed normalized high cloud cover is small and increases with the cloud cover (Fig. 5d) . Low-level clouds dominate, as expected. Both model versions simulate a too large normalized cover of high clouds, which is consistent with a too small value of the low-level cloud cover in these regions.
Boundary layer clouds
Low-level clouds over the tropical oceans are now examined. To do so, only the atmospheric columns where lowlevel clouds dominate are considered. These columns are defined as the 2° × 2° grid cells where the normalized cover of low-level clouds (P > 680 hPa) is greater than 90 % (CC_low/CC > 90 %). The relationship between the cloud cover and the cloud reflectance in these situations is illustrated on Fig. 6 . The observed clouds may be organized in two groups (Fig. 6a) . In the first group, clouds have a small cover and a small reflectance. Further analysis shows that these clouds are present all over the tropics, with the most dominant population confined in the trade cumulus regions. Their properties are consistent with those of small cumulus clouds. The second group is composed of clouds with a cover close to one and with a large reflectance (0.3 < CR < 0.6), i.e. a large optical thickness (5.5 < Cτ < 17). They are mainly located on the east coast of the tropical oceans and their properties are consistent with those of stratocumulus clouds. The results shown in Fig. 6a are broadly consistent with those obtained by Cole et al. (2011) using CERES and MODIS observations (their Fig. 7 ). The LMDZ5A model results show very different characteristics ( Fig. 6b) with most of the low-level clouds having a too large cloud cover and a too large reflectance, i.e. a too large optical thickness. The LMDZ5B model simulates two clusters of low-level clouds, one with small cloud cover values and another cluster with a cloud cover close to one, which is in better agreement with observations. However, when the cloud cover is small, the reflectance is much too large, and it increases when the cloud cover decreases, which is not consistent with the observations.
The relationship between the cloud cover and the cloud reflectance is further examined by focusing on specific cloud regimes, following the methodology proposed by Medeiros and Stevens (2011) that allows for a separation in stratocumulus and shallow cumulus regimes. The stratocumulus regime corresponds to a regime where clouds are characterized by the largest values of cloud cover and cloud reflectance both in the observations and in the model. The shallow cumulus regime corresponds to clouds with the smallest values of cloud cover and cloud reflectance (figures not shown). For the stratocumulus regime, the observed relationship between cloud cover and cloud reflectance is quasi linear. The same relationship is examined using the ISCCP 3 hourly observations projected on the 2° × 2° grid, and the ISCCP simulator (Fig. 6d-f) . The ISCCP cloud optical thickness is converted into cloud reflectance by assuming a fixed solar zenith angle θ s = 30° and spherical particles. The results from ISCCP are consistent with those obtained with CALIPSO-PARA-SOL, both for the observations and for the models. However, the confidence in CALIPSO-PARASOL data is higher because the detection of low-level clouds is much better than in ISCCP, as noted above. In CALIPSO-PAR-ASOL data, cumulus clouds are found to be characterized by larger values of cloud cover compared to the ISCCP observations. The decrease of cloud reflectance with cloud cover observed with CALIPSO-PARASOL is not obvious in ISCCP.
Based on theory and observation, the cloud optical thickness increases with the cloud top height for low-level clouds having the same base height: as the cloud grows vertically, more water can condensate and the cloud optical depth increases. This relationship depends on many phenomena (e.g. turbulent mixing, precipitation efficiency) that are not accurately known. This has motivated many field campaigns (e.g. Coakley et al. 2005; Siebesma et al. 2003) . The analysis of this relationship on the global scale is performed using the CALIPSO-PARASOL observations. The mean cloud reflectance as a function of the cloud top pressure when low-level clouds dominate is shown on Fig. 7 . The cloud top pressure is defined as the first layer below 680 hPa, where the cloud cover is greater than 0.1. Both model and observations show that the cloud optical depth increases with cloud top altitude, as expected. However, the cloud optical thickness simulated by the models is two to three times larger than the observed one.
The poor representation of the low-cloud properties in the models may have important consequences for climate change studies. Indeed, low-level clouds cover most of the tropical ocean and are the main source of spread in climate sensitivity estimates (Bony and Dufresne 2005; Vial et al. 2013) . In addition, the amplitude of the low-level cloud feedback depends on the cloud radiative effect (Brient and Bony 2012 ). An error in the later may impact the value of the former.
From model evaluation to model improvement
The analysis of monthly mean values of cloud properties confirms that the LMDZ5 model, as many other models, simulate low-level clouds with a too low cloud cover and a too high optical thickness (Nam et al. 2012; Klein et al. 2013) . The use of instantaneous values of cloud properties further highlights that the mean values, as well as the variation of the cloud optical thickness with the cloud cover in the LMDZ model, are biased. Key deficiencies in the model parameterizations can be identified and improved using the diagnostics presented above. Presenting new parameterizations for low-level clouds is far beyond the scope of this paper, but the proposed diagnostics are very relevant for future model developments. The major model discrepancy, with increasing optical thickness as the cloud cover decreases (Fig. 6) , is further analyzed in the LMDZ5A model.
Many factors affect both the cloud cover and the cloud reflectance in models, but a sensitivity analysis shows that the liquid water content is the main source of the error in the relationship between these two variables in the LMDZ5A model, and not the micro-physic properties of clouds such as the cloud droplet size. The vertical integrated cloud water amount (or liquid water path) and the cloud reflectance for low-level clouds increase as the cloud cover increases, and the liquid water path is strongly correlated with the cloud reflectance (Fig. 8a) .
The cloud fraction and the liquid water content are diagnosed in the LMDZ5A model from the large-scale value of the total (vapor + condensed) water Q t , the moisture at saturation Q s , and the subgrid scale variability of the total water using a generalized log-normal Probability Distribution Function (PDF) defined by three statistical moments The color bar represents the number of points at each grid cell divided by the total number of points (mean, variance, and skewness) (Bony and Emanuel 2001; Hourdin et al. 2006 ). This parameterization was originally developed for convective clouds, and later applied for all cloud types. Based on off-line calculations, the increase in cloud reflectance with decreasing cloud cover (Fig. 6b ) cannot be explained under low-level cloud conditions. This increase in cloud reflectance with decreasing cloud fraction is due to the frequently activated deep convection scheme, without producing any deep convective clouds but affecting the PDF of the total water content at low level and therefore the cloud properties there. Based on sensitivity simulations, this hypothesis is confirmed and provides an explanation to the lack of data points characterized by high cloud reflectance and low cloud cover in the upper left part of Fig. 6b , if the deep convection scheme is switched off. However, the model does not reproduce the observed increase in cloud reflectance with cloud cover.
An implicit assumption of most (if not all) PDF parameterization approaches is that the sub-grid cloud cover is homogeneous (i.e. either 0 or 1) in the vertical in each atmospheric layer. This assumption may be relevant when the sub-grid total water content is far above, or far below the moisture at saturation. But the assumption is questionable when the two values of total water content and moisture saturation are similar. A very simple test is performed to check the sensitivity of the simulated cloud characteristics to this assumption. The equation for the liquid water content is unchanged, and clouds are assumed to cover only a vertical fraction of the atmospheric layer when the sub-grid humidity is close to the saturation. This vertical fraction varies linearly from 0 when Q t = Q s − ΔQ, to 1, when Q t = Q s + ΔQ. In practical terms, the only change in the cloud cover formula is to use Q s − ΔQ instead of Q s . The same value for the vertical spread of the humidity (ΔQ) as the one used to characterize the horizontal spread of humidity (Hourdin et al. 2006 ) is used. The typical values of ΔQ/Q t are on the order of a few percent, and are comparable with the change of Qs due to the vertical gradient of temperature within an atmospheric layer. These values of the vertical spread of humidity are realistic and relevant for sensitivity tests, even though more work is required to use them in operational parametrization. The impact of this change on the cloud cover and on the relationship between cloud cover and cloud reflectance is very large for all clouds (Fig. 8b compared to Fig. 3b) , and for conditions where low-level clouds dominanate (Fig. 8c  compared to Fig. 6b) . The cloud reflectance increases with the cloud cover, which is consistent with observations and opposite to the results obtained with the original parameterization. A direct consequence of the above change in model's parametrization is a modification of the SW flux at the TOA of about 10 W/m −2 . The geographical distribution of the simulated cloud reflectance is much closer to the observed values, and the cloud cover is more realistic, with more mid-and low-level clouds simulated, which is closer to the observed vertical structure of clouds. Although much more work is required to develop a new parameterization, the sensitivity test presented here illustrates the fact that the diagnostic is accurate enough to help identifying the origins of a major bias in the simulated low-level cloud properties and to show the direct effect of a specific modification of the model parameterizations.
Various studies have analyzed how the effect of sub-grid heterogeneity of cloud properties may affect the parameterization of cloud radiative properties (e.g. Barker and Wielicki 1997; Li et al. 2005 ) and the autoconversion rate (e.g. Kawai and Texeira 2012; Boutle et al. 2014) . But very few studies have analyzed the effect of sub-grid heterogeneity of cloud properties on the parameterization of cloud cover, even though this potentially large effect has been identified (Pincus and Klein 2000) . Based on results obtained with large eddy simulation (LES) models, Neggers et al. (2011) found that this effect is large for cumulus cloud type, which is consistent with the present hypothesis. To the best of our knowledge, few (if any) atmospheric models consider this phenomena in their parameterization. The possible role of this simplification on the tendency of models to simulate too few and too bright clouds deserve further investigation, and is beyond the scope of this study.
Summary and conclusion
An evaluation of cloud characteristics (e.g. cloud cover, cloud vertical distribution and cloud optical depth) simulated by two versions of the LMDZ5 GCM using observations from PARASOL and CALIPSO has been presented. Model and observations have been compared using "observations simulators", which allow direct comparisons between modeled and level 1 observed data by taking into account the spatial scale differences between model and observations and by avoiding most of the apriori hypothesis usually made in retrieval algorithms. This evaluation was performed using both monthly mean and instantaneous values. Instantaneous values have been shown to allow for further analysis and they may be used to help improve cloud parameterizations.
The comparison between the two versions of the LMDZ5 model and PARASOL/CALIPSO observations using monthly mean climatologies clearly shows an improvement in the representation of cloud cover and cloud vertical distribution in LMDZ5B compared to LMDZ5A. This improvement consists of 1)an increase of the cover of the boundary layer clouds, especially in the trade wind regions, 2) an improvement of the altitude and, to a lesser extent, 3) an improvement of the fraction of the high-level clouds and 4) an improvement of the simulated of the large vertical extent of the frontal clouds associated with storms in the middle and high latitudes. Although reduced, some model biases in LMDZ5A are still present in LMDZ5B and are generally shared with many climate models, such as the lack of mid-level clouds in the mid latitudes Zhang et al. 2005) , the presence of optically too thick high-level clouds around the globe (Zhang et al. 2005) , and the lack of boundary layer clouds around the tropical belt (in particular in the trade wind regions). Both versions of LMDZ5 model simulate the SW albedo well, although they strongly overestimate the cloud optical depth. This suggests that errors might be compensating between the cloud cover and the cloud optical depth. This compensation is different in the two model versions.
When using the instantaneous relationship between the cloud properties, new features are simulated, and more precise conclusions can be drawn. Over the tropical oceans, the following results are obtained:
1. Observed clouds can be grouped in two clusters: one cluster where clouds have a low to mid cover (CC < 60 %) and a low reflectance (CR < 0.2), and another cluster where clouds have a cover close to 1 and a reflectance ranging from 0.1 to 0.9. The two model versions reproduce these two clusters but with a lack of fully overcast situations (CC = 1) in LMDZ5A.
In both model versions, clouds with a small cover are too rare and their reflectance is strongly overestimated. In the observations, the cloud reflectance tends to increase with increasing cloud cover, but the models do not reproduce this relationship. Note that the relationship between cloud fraction and cloud optical thickness is very different when using monthly mean and instantaneous values, both in observations and in the models. 2. The CALIPSO-GOCCP data allow for a detailed description of the vertical distribution of clouds. In the observations, the fraction of mid-and high-levels clouds increases with the all clouds reflectance, whereas it decreases in the models. In ascent regions, grid cells are frequently fully overcast with high-level clouds (CC_high > 95 %). This happens 25 % of the time in observations, 10 % of the time in LMDZ5A and 40 % of the time in LMDZ5B. In the observations, high-level clouds co-exist with low-and mid-level clouds, whereas the multi-layer clouds are much less frequent in models. 3. The tropical low-level cloud properties can be grouped in two clusters. The one cluster corresponds to cumulus-type clouds, and the second cluster corresponds to stratocumulus-type clouds. Observations show that the cloud optical depth increases with the cloud cover, and none of the model versions reproduce this general relationship. The model version may even feature an opposite relationship. Both models underestimate the lowlevel cloud cover but overestimate their reflectance. They do not produce enough low-level clouds and the low-level clouds they produce are too thick. These two model biases partly compensate each other when considering the SW albedo. On average, the altitude of the low-level clouds in the two model versions is too low. 4. The relationship between instantaneous cloud cover and cloud reflectance for low-level clouds may be directly compared to what is expected from the parameterizations in these conditions. This diagnostic allows for the identification of key biases in the parameterization and the origin of these biases, as well as for possible improvements. More precisely, part of the biases is due to intermittent triggering of the convection. Another part of the biases is due to a too large incloud liquid water amount. For the latter, the origin of the biases is believed to be the cloud cover in current parameterization, which is assumed to be homogeneous all along the vertical in each atmospheric layer. Sensitivity tests were performed and have shown that removing this assumption may have a large impact, leading to potential improvements in the cloud characteristics. Additional work is required to go from these sensitivity experiments in order to establish useful new parameterizations.
Multi-instrument missions like the A-train offer the possibility to observe many properties of the clouds and their environment, which allows for a better evaluation of the climate simulated by atmospheric models. Beyond the analysis of each variable, the analysis of their joint variations allows for a deeper analysis and a better understanding of the dominant physical processes driving the cloud properties. This has been presented using monthly mean values, and proves to be even more powerful using instantaneous data. Although the instantaneous observations are less precise than averaged values, and although the collocation procedure may lead to the rejection of many observations, the analysis of their joint variations allows for a more precise evaluation of cloud properties. This evaluation may highlight new features or biases and it may facilitate the connection between observations and parameterizations. It may also help to bridge the gap between model evaluation and model development.
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Appendix 1: Spatio-temporal sampling of CALIPSO and PARASOL observations Temporal resolution
The CALIPSO and PARASOL instruments follow the same sun-synchronous A-train orbit, which passes over each location twice a day at about 1:30 AM and 1:30 PM local solar time. Since PARASOL collects measurements during daytime, only the daytime CALIPSO data are considered. The two instruments fly over the same orbit so they document the same cloud parcel simultaneously at about 1:30 AM local solar time.
The incomplete sampling of the diurnal cycle has a negligible impact on the results (less than 1 %) .
Spatial resolution
A PARASOL pixel (6 × 6 km) is much larger than a CALIOP/CALIPSO pixel (330 m along-track, 75 m crosstrack). One value of the directional reflectance is associated to at least 18 lidar profiles. To overcome these differences, the CALIOP cloud cover and the PARASOL reflectance are processed independently on a statistical basis, and then compared to daily mean values on a 2° × 2° grid (several hundreds of km 2 ). To test the impact of the sampling over seasonal mean results on a 2° × 2° grid, two PARASOL reflectance datasets have been built in the same viewing direction (θ v = 27°,φ s − φ v = 320°). The first dataset includes all reflectance values measured by PARASOL, and the second dataset includes only the reflectance measured along the CALIPSO ground track. The maximum distance between a PARASOL and a CALIOP pixel in the first dataset is 50 km. The number of measurements is about 30 % lower in the second dataset compared to the first dataset. Maps of 2° × 2° mean directional reflectances and variances are similar for both datasets (not shown), although the second one is noisier, thus suggesting that both PARASOL datasets (collocated or not with CALIOP) can be analyzed. The similarity between the two datasets also shows that the few PARASOL pixels collocated with CALIOP (6 × 6 km 2 ) are representative of all PARASOL pixels included in the 2° × 2° grid cell.
Similarly, it is reasonable to consider that the CALIOP dataset (even with a 330 m × 75 m resolution), when averaged over several months, is statistically representative of the monthly/seasonal cloud cover within a GCM grid cell.
Appendix 2: Sensitivity of the PARASOL monodirectional reflectance to the atmosphere's composition
Optical properties
The cloud particle optical properties (e.g. single scattering albedo, scattering phase function, and extinction coefficient) depend on the wavelength, on the particle size and on its shape. Since the absorption phenomena is negligible in ice and water at 864 nm (Warren 1984; Hale and Querry, 1973) , the single scattering albedo is close to one regardless of the size and shape of the particles. Since the radius of cloud particles is always larger than the wavelength considered here, the scattering phase function is sensitive to the particle shape, but not highly sensitive to the droplet size. A spherical shape assumption, which is typical of liquid water computed with the Mie theory, is used. A non-spherical shape, which is typical (Chepfer et al. 2002) of ice crystals whose optical properties are computed with Geometric Optic enhanced with Finite Differential Time Domain (Yang et al. 2000; is also used. As shown in Fig. 10a , their scattering phase functions differ significantly for scattering angles close to backscattering (180°), haloes (22° and 44°) and rainbow (140°), and also between 90° and 130°, which corresponds to the viewing angle and to the solar zenith angle selected for PARASOL data in the tropics. Complementary computations (not shown) indicate that the scattering phase function at this wavelength depends less on the particle size than on its shape. On the contrary, the particle extinction coefficient directly depends on the particle size: it is proportional to the scattering efficiency (close to 2, since the particles are larger than the wavelength) multiplied by the particle cross section, which is expressed as a function of the particle size.
Radiative transfer computations
The directional reflectance is computed using a doublingadding radiative transfer code (De Haan et al. 1986 ). The cloud particles optical properties, such as the single scattering albedo and the truncated scattering phase function developed in Legendre polynomial, are introduced in the radiative transfer code. The Rayleigh scattering is also considered in the computation, even though its contribution to the total directional reflectance is small (τ is about 0.013 for the whole atmospheric column). Since the viewing direction studied is off-glitter, the ocean is described as a lambertian surface, with a constant plane albedo of 0.03. The directional reflectance is then computed as in Chepfer et al. (2002) for various cloud optical depths and solar zenith angles. Figure 10b shows that changes of reflectance values due to solar zenith angle variations are less than 0.1 in the tropical regions (30°S-30°N, 18° < θ s < 60°) for a given phase function. It reaches a maximum of 0.15 between the ITCZ and the higher observable latitudes (θ s > 60°). Variations of the latitudinal reflectance that are larger than 0.15 (0.1 in the Tropics) cannot therefore be attributed to variations of θ s . These variations are due to changes in the atmosphere composition (clouds). The sensitivity of the reflectance to the cloud particles scattering phase function is maximum at high latitudes/high solar zenith angle (0.13) and slightly reduces in the tropics (0.1). 
PARASOL simulator
The PARASOL simulator is initiated with the mixing ratios of in-cloud liquid and ice water content in each model grid cell. These mixing ratios are then converted into sub-grid mixing ratios using SCOPS. In each subcolumn, the total cloud optical depth (τ_tot) is the sum of the optical depth of the ice (τ_tot_ice) and liquid (τ_tot_liq) in the subcolumn. These are computed assuming that the cloud particles are spherical, with a radius equal to the simulated effective radius. For five solar zenith angles (θ s = 0°, 20°, 40°, 60° and 80°) and given the total cloud optical depth, two directional reflectance values are then computed for each day and for each solar zenith angle assuming that the cloud is entirely composed of liquid water (Refl_liq) or entirely composed of ice water (Refl_ice). These reflectance values are derived from a bilinear interpolation over pre-calculated look-up tables, which contain results of radiative transfer computations ("Appendix 2") for the cloud particle's shape assumption (spherical and non spherical) used in the model. The subgrid directional reflectance is then computed as follow: Refl = (Refl_liq*τ_tot_liq + Refl_ice*τ _tot_ice)/τ _tot. The directional reflectance obtained for each subgrid is then averaged over each GCM grid cell, for each day and for each θ s . After the simulations have been performed, the five monodirectional reflectances corresponding to the five solar zenith angles from the simulator's outputs are used to linearly interpolate the monodirectional reflectance depending on the monthly mean value of the solar zenith angle at each grid point. The simulated monodirectional reflectance can then be directly compared to the observations (Fig. 9 ).
Appendix 3: Traditional global monthly mean evaluation of cloud properties Cloud cover
On average, cloud cover is underestimated over the tropical regions and is broadly consistent with observations in the mid and high latitudes (Fig. 10) . In the Tropical Western Pacific, along the ITCZ and the SPCZ, the cloud cover simulated by LMDZ5A is about 60-70 % whereas observations indicate a cloud cover ranging from 80 to 100 %. In regions where the cloud cover is low, such as in the trade wind cumulus region, observations indicate a cloud fraction between 40 and 60 % whereas the simulated cloud cover is only about 20 to 50 %. Although LMDZ5B underestimates the averaged cloud cover in the tropics, the bias is reduced by a factor of 2 compared to LMDZ5A. The improvement is very significant in almost all fully overcast regions (e.g. warm-pool, east Pacific, and Atlantic), even with an overestimated cloud cover. 
Cloud vertical profile
The zonal mean vertical distribution of the observed CALIPSO-GOCCP cloud fraction clearly highlights the well-known connetions between the cloud characteristics and the large circulation of the atmosphere (Fig. 11a) . The altitude of the higher clouds follows the tropopause height, and decreases from the equator to the poles. The LMDZ5A model with the lidar simulator produces a cloud fraction of high-level clouds that is too large almost everywhere and the altitude of these clouds is too high, in particular over the polar region of the southern hemisphere (Fig. 11b) . In the tropics, the cloud fraction at low and middle altitudes is strongly underestimated in LMDZ5A. Although this feature is amplified by the masking effect of high clouds on the lidar signal (thick high level clouds, with typical Cτ > 3, attenuate the signal and mask low-and mid-level clouds that might exist below them), this underestimation occurs with the cloud cover simulated by the model (i.e. without using the lidar simulator, cf Chepfer et al. 2008) . At higher latitudes, the model cannot simulate the large vertical extent of the frontal clouds associated with storms. Instead, it simulates two separate groups of low-and high-level clouds. This zonal mean vertical distribution of clouds is improved in LMDZ5B (Fig. 11c) . In the tropics, boundary level clouds are simulated, although too low and too concentrated in one single layer. At middle and high latitudes, the model almost simulates the continuous vertical structure of the cloud fraction.
Cloud reflectance
In the trade wind regions, the observed cloud reflectance (typical value of 0.15) is only slightly higher than the clearsky value (approximately 0.03), indicating that clouds are optically thin. This is not the case in the two model versions (Fig. 12b, c) . They strongly overestimate the cloud reflectance almost everywhere, in particular over the subtropical oceans and in the mid and high latitudes. The models versions cannot reproduce the contrast between the higher values (≈0.3) of cloud reflectance observed along the ITCZ and the Eastern Pacific ocean and the lower values (<0.2) over the tropical trade wind cumulus region. They both simulate high cloud reflectances (>0.2) over the tropics. On average, the cloud reflectance, and therefore the cloud optical thickness, simulated by the models over the ocean is too high almost everywhere.
