ver since the latter half of the twentieth century, regional planning agencies have emerged as a response to both the growing interdependence of cities and counties in U.S. metropolitan areas and increasing federal mandates, particularly around transportation, disaster preparedness, and pollution control (see Altshuler et al. 2001) . To guide their decision making, these "associations of governments" often project socioeconomic variables, such as median household income, at various levels of geography, such as their constituent cities or even census tracts. In making these "small-area" projections, it is commonplace to employ regression analysis over the small-area units of observation, yielding parameters that can then be used to predict future values for those cities or tracts. However, increasing awareness of spatial effects during the past couple decades has raised serious questions about the adequacy of standard linear regressions-the type often employed in deriving the coefficients used in small-area projections-when modeling data observed at spatially contiguous levels of geography. The basic issue is since such data tend to be correlated with themselves through space, the explanatory power offered by the neighbors of any given unit of observation should be taken into account in any regression procedure. If it is not, coefficient estimates and significance levels can be misleading because of an error term that is similarly spatially clustered or autocorrelated (Odland 1988, 15-16; Anselin and Griffith 1988) .
What is the practical impact of such spatial autocorrelation when predicting household income? Consider a regression that tries to examine the effects of tract-level factors, including past household income and other residential characteristics, but ignores the fact that income level in one census tract is highly correlated with the income of neighboring tracts. The "neighbors" may be lifting up or dragging down the income of the tract in question, but the regression has no way to capture thatand so the effect is instead buried in an inaccurate error term. The resulting bias, explained below, is such that predictions of income may be too high in low-income neighborhoods and too low in high-income neighborhoods. This in turn can result in the misallocation of transportation investments and other resources. Thus, a seemingly small technical issue-the failure to account for spatial processes when developing a forecasting model-can create a tendency to underfund the neediest communities in an urban area.
The solution? While there have been statistical methods developed for incorporating spatial effects into regression models through the use of "neighbor" information,
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Regional planning agencies often project future income at the neighborhood level to determine future needs for transportation, jobs, social services, and amenities. Despite a decade of methodological advances regarding the importance of spatial autocorrelation in altering or reducing the reliability of regression estimates, few forecasters have tried to include such spatial relationships in their neighborhoodlevel projections. Part of the reason is that controlling for spatial autocorrelation is complex and can require expensive software. The authors use a free and userfriendly software package to estimate spatial effects in forecasting and then show how to develop and utilize proxy variables that can mitigate such autocorrelation. They illustrate how the failure to include such controls in Southern California could lead to overestimates of income in poor areas and hence a tendency to underserve needy areas. these methods are highly complicated and are not particularly suited to multiyear forecasting models employed by associations of governments and other planning agencies. Forecasting models need to be easily implemented by staff and so tend to use few explanatory variables, mostly to lower the required amount of projected data that serve as inputs to the projection procedure. For this reason, they often methodologically place most of the predictive influence on the past level of income in each tract-which is related to neighbor income and thus introduces bias when forecasting. One remedy involves adding certain carefully selected variables to the right-hand side of an ordinary least squares (OLS) regression that can, to some degree, account for the spatial processes that produce coefficient bias (e.g., Odland 1988, 53-54) .
This article assesses the plausibility of such a "work around" in the context of a model that predicts tract-level median household income for the Southern California region. We specifically show how a set of demographic measures included as independent variables can help reduce spatial dependence and render coefficient estimates generated through OLS more reliable. We also show how the use of weights can help further reduce forecast error, getting us closer to the results that might be obtained if we were able to control for all spatial effects. The result is a model that performs better and can be easily estimated and deployed by planners.
We begin below with a brief literature review that describes some of the small-area income models that have been used by various associations of governments and then discuss how some researchers have dealt with issues that arise when attempting to forecast using regression models that take spatial effects into account. We then lay out the specific methods employed in our analysis, including the use of spatial regression models as a benchmark against which we test our nonspatial work around. Using data for Southern California, we show how a parsimonious version of our correction strategy is quite viable and mitigates the degree of spatial lag autocorrelation present in the residuals while at the same time providing a better fit and lower forecast error. We then illustrate how weighting tracts by their (logged) number of households per tracts can further improve model fit and predictive power and close by discussing both the generalizability of this approach and potential research issues for the future.
Given that our emphasis is on practice rather than the theoretical concepts that underlie spatial econometrics, we primarily rely on the use of a user-friendly spatial statistics software package, GeoDA, which is free to download and hence would be easily accessible to technical personnel at government associations as well as other researchers.
1 There are more sophisticated, but rather unpleasant, software packages that allow for more complex ways to weight the spatial relationships, but it turns out that the results are similar to what we present here. Thus, we stick throughout with more accessible and easily understood methods.
᭤ Review of Practice and Literature
We have not found any literature that explicitly brings together spatial econometrics and small-area income forecasting-apparently, we are "early movers" in what we hope will be a new academic niche. There is, however, a relevant body of practice involving small-area income forecasting models and a formal literature that deals with the incorporation of spatial effects into regional (not small-area) forecasting models.
Regional Small-Area Income Models
Perhaps the most prominent users of forecasting models at small-area levels of geography (e.g., census tracts or transportation analysis zones [TAZs] ) are associations of governments. Such associations forecast everything from income to household size for use as inputs into broader models of resource allocation and transportation planning for the various cities under their jurisdiction. Small-area income projection models used by these associations of governments range from those based on the assumption that the relationship between census tract and county income is stable over time to more sophisticated models that employ regression analysis to obtain prediction parameters.
An example of the simplest sort of forecasting model is one that was previously utilized by the Capital Area Metropolitan Planning Organization (CAMPO) of Raleigh, North Carolina. The model used county-level information on median household income from the Census Summary Tape File 3 for the years 1980 and 1990 to make county-level projections for the years 2000 through 2025 based on the simple linear relationship between the two observed values from 1980 and 1990. The TAZ-level median household income was projected by the forward application of the observed ratio of TAZ to county median household income in 1990, implicitly assuming that the income level in each tract or TAZ will grow at the same rate as county-level income (Vouk and Lane 1998) . Note that this is really a "two-straight-line" method; the overall county income is projected to increase in a linear fashion based entirely on past performance, and the local area income is assumed to maintain a constant relationship to county income. Either assumption could be wrong; our focus is on the notion that the local-county relationship will stay the same since we assume that county-level projections are inputs into a process of determining neighborhood-level income growth.
To show that this "constant ratio" assumption could yield errors, we replicated the CAMPO strategy using a tract-level data set for Los Angeles County, the most populous of the five counties in our study area. Since we are concerned not with overall county income levels but rather with the income of a tract relative to its county, we needed only to compare the 1990 tract-level relative median household income-which is effectively the "constant ratio" model prediction of 2000 relative median household income-to the actual values of relative median household income that were observed in 2000. We then calculated the equivalent of an R 2 statistic for the model, obtaining a value of .8183 and a mean square error value of 381.28. This is a surprisingly good fit, suggesting why this method is sometimes deployed (e.g., Vouk and Lane 1998) . Still, there is little doubt that the use of even a very simple regression model would provide a better fit and lower the forecast error. The model used by the Southern California Association of Governments (SCAG) to predict 2000 income, for example, was built from an OLS linear regression specification in which the dependent variable (the ratio of 1990 median household income at the tract level to that at the county level) was regressed against the historical value of relative median household income (1980) and the 1990 tractlevel percentage of single-occupied housing units.
2 The assumption on the latter measure was that where the ratio of occupied one-unit structures to occupied structures is higher, so is income-both because this signals fewer renters and more homeowners and because renters of single-unit structures tend to pay more (and likely have more income) than those renting a unit within a multiunit structure, say, an apartment complex. This model does lead to more accurate predictions of the 2000 data. Taking this approach for LA County, we obtained an R 2 statistic of .8914 and a mean square error value of 362.44, a significant improvement over the "constant ratio" model. 3 Of course, one problem with this seemingly "better" model, and the issue taken up in this study, is the high likelihood that spatial autocorrelation is present and the regression parameters and projections are thus biased. To understand this issue, we turn to a discussion of spatial data and spatial statistics.
Spatial Econometrics and Forecasting
Although the inclusion of spatial effects in regression models dates back to the late 1970s and early 1980s (see Paelinck and Klaassen 1979; Cliff and Ord 1981; Anselin 1988; Odland 1988) , the empirical application of these models did not become popular until the recent rise of geographic information systems (GIS) and software packages capable of performing the complex spatial econometric techniques implied by the earlier theoretical work. The issue these models address is that data measured at neighboring units of observation tend, because of various spatial interactions, to take on similar values (think of adjoining neighborhoods with similar sorts of housing and income patterns; Odland 1988, 13) . This violates the basic assumption of independence among observations, with one common result being that residuals from regressions on such spatial data are not independently and identically distributed over space but vary systematically with distance or are spatially autocorrelated (LeSage 1997).
Such spatial autocorrelation in the error term of a regression can stem from spatial lag autocorrelation, spatial error autocorrelation, or both (see Anselin and Rey 1991; Florax and Folmer 1992; Niebuhr 2001) . Both types of autocorrelation can perhaps be most easily thought of as an omitted variable bias in which the omitted variable is the uncaptured effects of "neighbors." In the case of spatial error autocorrelation, the cause of the bias could be the omission of any variable with explanatory power whose observed values are correlated through space. 4 In the case of spatial lag autocorrelation, the omitted neighborhood characteristic is related to the dependent itself-it is the weighted average of the values of the dependent for the neighbors of each observation. Error autocorrelation causes the estimates obtained through OLS to be "inefficient," altering tests of statistical significance. Lag autocorrelation causes the estimates to be both biased and inefficient, and this can yield systematically incorrect forecasts.
5
To think through the potential effects on a model with income as the dependent variable, consider Niebuhr's (2001) work on convergence between different regions in West Germany. The standard finding is that income converges over time; Niebuhr finds this to be the case but also finds that the effect is muted when he controls for spatial relationships. To see this, consider the following "true" unconditional model of income convergence:
in which the dependent variable G is the rate of income growth from period t-1 to t and the independent variables are the initial income level (Y t−1 ) and the spatially lagged dependent variable (WG; meaning some weighted average of the neighbors' income growth). The slope coefficient β measures the effect of a region's own past level of income on current growth, while ρ is referred to as the spatial autoregressive parameter, picking up the contemporaneous effect of a region's neighbor's income growth on its own growth. If income is characterized by a process of convergence, then β is expected to be negative (the higher the initial level of income, the lower the rate of growth this year). Suppose, however, that the spatial autoregressive parameter is positive because regions with low (or high) income growth cluster (or spill over) together. This implies that lower income growth in one area is because of both its own relatively high initial income level and the relatively lower income growth in the (since last year's income in one tract is related to last year's income in neighboring tracts, which is related to this year's income in neighboring tracts). Thus, if the autoregressive component, ρWY t , is omitted from the model, it seems likely that the estimate of β (the effect of past income) will rise because it is essentially capturing the impact of both terms.
It is also the case that omitting the autoregressive parameter will result in parameters for forecasting that will tend to underpredict income in high-income areas and overpredict income in low-income areas. To see this, consider that an OLS procedure always produces an estimated error term with a mean of zero. That estimated error term, however, includes both E t , the true error-which is indeed randomly distributed with a mean of zero-and, in this case, the spatial omitted autoregressive component, ρWY t . Since this omitted term, ρWY t , is larger where incomes are high and smaller where incomes are low, the error term obtained from an OLS procedure is overstated in higher-income areas and understated in low-income areas. And since the estimated error is equal to the true value of the dependent minus the estimated value of the dependent, this implies that the predicted level of income from an OLS procedure is too low in high-income areas and too high in low-income areas.
7
The problem of biased parameter estimates because of ignoring spatial issues has been examined in other areas of planning. Goetzke (2003) looks at transit mode choice models and specifically investigates the possibility that the omission of a relevant but unmeasured neighborhood characteristic (e.g., "transit friendliness") could cause overestimation of public transit use in less transit-friendly areas (e.g., the suburbs) and underestimation in more transit-friendly areas (e.g., the central city). He then shows, in theory, how the introduction of the spatial lag of actual transit use on the right-hand side of the model-a measure that should be strongly correlated with transit friendliness of a neighborhood-could remove the bias from the model.
Of course, once such corrections are made, forecasting can be a challenge. Goetzke, for example, provides an algebraic forecasting equation that relies only on the estimated regression coefficients from the spatial lag model. However, the solution requires approximating an infinite series by squaring, cubing, and otherwise raising the power of both the autoregressive parameter and a so-called spatial weights matrix until successive steps in the approximation yield nearzero changes in the forecasted value. This set of computations would be quite complex for planning agencies, and our focus here is on simpler strategies for planners seeking to correct for spatial autocorrelation.
Other techniques for making forecasts using spatial models are reviewed in Longhi and Nijkamp (2005) . Like Niebuhr (2001) , these authors note that the kind of data often used in regional forecasting models-panel data with a limited number of observations over time and a large number of regions-are prone to spatial autocorrelation because of the interaction between proximate regions. To demonstrate the impact on forecast error, Longhi and Nijkamp (2005) The basic finding is that spatial models do better. While a comforting result for theory, application of their method to small-area income forecasting is problematic. First, to control for contemporaneous spatial lag in their forecast, they take the autoregressive parameter and apply it to neighboring income from a previous period.
9 This might work with the annual data Longhi and Nijkamp use, but projections at the tract level rely on decennial data, and this ten-year lag may be too long for having great confidence in the result. Second, although Longhi and Nijkamp (2005) show that a spatial error model yields the lowest forecast error, they are forced to ignore the spatial relationships of residuals in the calculation of ex post forecasts from the model-since such residuals and their relationships are known for past years but not for future years. 10 For this reason, the spatial error model, in our case, is more of a benchmark than it is a feasible approach to reducing forecast error; one practical approach we suggest below involves weighting observations and gets nearly the same results in terms of the reduction of forecast error. In any case, there is an easier way to take into account the spatial patterns, and we present it below.
᭤ Developing the Method

Data and Tests
The data used for this particular investigation come from census tract information for the years 1990 and 2000 for the
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Pastor & Scoggins five counties in the Southern California area: Los Angeles, Orange, San Bernardino, Riverside, and Ventura. It is an area that is close to the jurisdictional coverage of SCAG. We wind up with 3,348 census tracts after the exclusion of tracts that had missing income data in either the 1990 or the 2000 census. 11 The variables used in this exercise are defined in Table   1 . All of the variables were observed in 2000 with the exception of the two income variables (1990 relative median household income and 2000 relative median household income), for which the data reported in the 1990 and 2000 censuses are for the year prior to the survey, 1989 and 1999, respectively. To keep the data in consistent geographic shapes, we reallocated data from the 1990 census through the intersection of the 1990 and 2000 census block shape files.
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In choosing the variables to examine as predictors, we used both exploratory regression analysis and a spatial analysis. For the latter, we looked at the spatial correlation between two variables-income and each variable tested-as well as the spatial correlation of a single variable with itself (see Anselin 2005) . The set of variables listed in Table 1 includes only those that were found to be the most significant in both exploratory and spatial analysis. Because we were interested in neighborhood income-and actually took county-level projections from another source-all of these new variables to be tested were formed as either "relative," meaning a ratio of the tract-level measure to the county-level measure (tract/county), or "differenced," meaning the difference between the tract-level measure and the county-level measure (tract -county).
13
Won't You Be My Neighbor?
Before any of the variables can be tested for spatial autocorrelation, there must first be a method of defining which units of observation are contiguous, or close enough together for spatial interaction to occur. This is done through the use of a spatial weights matrix (Cliff and Ord 1981; Odland 1988, 29-33; Anselin 1999 ) that specifies, for each observation, which of the other observations under analysis are "neighbors" and may have an influence over that observation.
Spatial weights matrices come in several varieties. The simplest assumes that neighbors are those that share a common boundary. Another strategy determines neighbor status by measuring the distance between units of observation-in our case, from tract centroid to tract centroid. Distance effects can then be calculated using a cutoff threshold or using a more complex system in which closer neighbors are given more weight, such as scaling the weights according to the inverse of the distance between observations. In all cases, the formal result is a spatial weights matrix (W) that summarizes the relationship of all geographic units in the data set.
14 For this investigation, we employed a distance-based spatial weights matrix that considers any two observational units "neighbors" if their centroids are within three miles from one another. We do not use the common boundary or "contiguity" standard because census tracts vary widely in size and shape across our study area; some "contiguous" tracts have population centers miles away, while other tracts, particularly in dense urban areas, are very close but do not touch. 15 We do
Autocorrelation and Small-Area Income Forecasting Models ᭣ 435 We experimented with several distance thresholds but chose a threemile standard because this seemed to be the distance at which nearly all of the geographically smaller, more densely populated urban areas had "neighbors" defined, while most of the geographically spread out and more sparsely populated tracts (among which spatial interaction seemed much less plausible) were considered to be unconnected. Also, when we mapped 2000 relative median household income, classifying tracts into fifths (see Figure 1) , three miles turned out to be approximately the distance at which a significant spatial relationship in the dependent variable appeared to exist, at least for the more urban tracts that we would expect to have spatial influence over each other.
Testing for Spatial Autocorrelation
We began our analysis by testing for the presence of spatial autocorrelation in the variables included in Table 1 . This was done using the Moran's I statistic (Moran 1950) , a measure in which a positive result indicates positive spatial autocorrelation of the clustering of similar values in space. While the most important test is on the dependent variable 2000 relative median household income, we also calculate and present Moran's I for each independent variable to illustrate other spatial processes. This is partly because of Odland's (1988) admonition that including variables on the right-hand side of the regression equation that exhibit such processes and are correlated with the dependent can mitigate to some degree the extent of spatial autocorrelation in the resulting disturbance term, making the regression coefficients and standard errors more reliable. This is exactly our strategy below.
In Table 2 , we show the results of this Moran's I exercise. The dependent variable has an I value of 0.47, and the estimate is highly significant, suggesting the presence of a spatial lag. The two regressors from the previous SCAG model (past income and percentage single-occupied housing units) also exhibit spatial dependence, although the housing variable much less so. The remaining variables in the table generally show a stronger presence of autocorrelation, which could bode well for them as spatial controls.
Another way to identify possible controls for spatial lag dependence involves examining bivariate spatial correlation (Anselin 2005) . Essentially, this statistic measures the correlation between the neighborhood weighted average (or spatial lag) of one variable and the observed values of another variable. In Table 3 , we report estimates of the statistic for the correlation between the spatial lag of tract-level relative median household income (the dependent variable) and each of the other variables. All bivariate correlations are significant at better than the .001 level, but some of the variables appear to have more potential than others as spatial controls given their higher levels of correlation. These include the difference between tract-and county-level percentage Hispanic, the relative percentage unemployed, the relative percentage with a BA or higher level of education, and the relative percentage 1980s and 1990s immigrants.
Testing the Previous SCAG Model for Spatial Lag Dependence
With the data arranged and spatial weights generated, our first step was to replicate the model previously used by SCAG and test for the presence and source of spatial autocorrelation in the residuals. To do so, we utilized Lagrange multiplier
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Pastor & Scoggins (LM) tests that are designed to point to spatial autocorrelation in regression residuals and identify whether spatial lag or spatial error is present. 16 Recall that for purposes of forecasting, we are mostly concerned with the lag effect, and so our initial goal is to mitigate the lag. The regression results for the previous SCAG model (with LM tests included) are reported in the first column of Table 4.   17 As expected, both regressors have a positive and significant impact on 2000 relative median household income. However, both the LM error and LM lag statistics are significant, indicating the presence of both error and lag autocorrelation. Our main concern here is with the lag statistic and lag autocorrelation since those can bias the parameters used for forecasting and could theoretically be corrected through the use of a spatial lag model. But because fully accounting for spatial lag in predicting is a challenge, we ask the following question: is there a way to eliminate spatial lag autocorrelation and lower forecast error by simply expanding the right-hand side of the nonspatial equation with carefully selected regressors?
To answer this, we first ran the previous SCAG model under a spatial lag specification, using the appropriate maximum likelihood estimation technique with distance spatial weights, and then examined the effect on coefficient estimates, significance levels, and, perhaps most important, forecast error. The results are reported in the second set of columns in Table 4. 18 As can be seen, the spatial lag parameter, ρ, is highly significant and positive, reflecting the spatial autoregressive process in the dependent variable that was indicated by the Moran's I statistic. As expected, there is a decrease in the significance and the coefficient estimate for past income as compared to the nonspatial specification of the previous SCAG model (column 1). The adjusted R 2 value increases very slightly, and the mean square error, which is key when comparing forecast performance, decreases (improves) by about 2 percent.
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Improving on the SCAG Model with Instruments
Recall, however, it is difficult to implement a formal spatial lag model to make projections. As another way of mitigating spatial lag, we ran a linear regression that included all of the variables listed in Table 1 . The results of this regression appear in the third column of Table 4 under "Full Model, OLS." All variables are highly significant, and the signs are as expected: the household size variable (relative percentage households with one to three persons) indicates that tracts with higher shares of smaller households tend to have lower income levels, which makes sense given that they are likely to have fewer income earners per household; the relative unemployment rate, which tells something about labor market conditions in each census tract, has a negative effect on income; the relative education level (derived from the percentage of persons with a bachelor's degree or higher) has a positive effect on income; the relative percentage of immigrants who arrived in the 1980s and 1990s has a negative impact income; and all of the racial demographic variables show a negative effect on tract-level income. 20 Comparing this "full" specification to the previous SCAG model (shown in the first column of the table), we find large reductions in both coefficients and significance levels for past income and the percentage single-occupied housing units, indicating that these two variables were given undue credit for explaining variation in the dependent variable.
21
Turning to the other reported statistics such as forecast error, model fit, and the LM statistics, we find dramatic improvements over the previous SCAG model. While the adjusted R 2 statistic improved by only about 3 percent relative to its previous level, the mean square error improved by nearly 20 percent and is a much larger improvement than was produced by the spatial lag version of the previous SCAG model. This makes sense given the large number of added regressors over the previous SCAG model, all of which carry significant explanatory power. Most notable for this study, while the expanded model was unable to eliminate the spatial error autocorrelation in the system, it was able to completely eliminate the spatial lag autocorrelation as indicated by the LM lag statistic. 22 Therefore, the "full" specification appears to do just as well as a spatial lag specification of the previous SCAG model in eliminating spatial lag autocorrelation-but without the same level of computational complexity and with a dramatic improvement in forecast error.
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Unfortunately, this model has too many explanatory variables to be a viable forecasting model; all variables other than past income would have to be separately forecasted ahead of time, adding significant potential predictive error to the model. We therefore reduced the model to a more parsimonious set of explanatory variables by dropping everything except for the racial demographics and the relative percentage of households with one to three persons, both of which are data points typically already being generated by many associations of government.
23
The results of the "reduced" model are shown in the final column of Table 4 . While the relative household size measure decreases slightly in coefficient magnitude and significance, all the other explanatory variables increase in significance in comparison to the "full" model, suggesting that these are capturing
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Pastor & Scoggins some of the effects of the variables that were left out. This is not surprising given the strong correlation of, say, non-Hispanic black and Hispanic percentages with level of education, employment, and recency of immigration.
Both the forecast error and the coefficient on past income take values that are fairly close to those from the spatial lag specification of the previous SCAG model, suggesting again that that the racial demographics and relative household size variable are effective in controlling for the spatial lag autocorrelation. The proper test for this is the LM statistic, and it confirms that there is no significant spatial lag autocorrelation remaining in the "reduced" model. While still highly significant, the value for the LM error statistic is slightly lower that it was for the previous SCAG model. 24 The balance of parsimony and highly reduced spatial lag autocorrelation seems to make this a desirable model.
Improving the Model Further
Having reduced the effects of spatial lag autocorrelation, we then sought to reduce forecast error through the use of regression weights, in particular by assigning a weight to each observation that is proportional to the natural log of its number of households with income in 1990. 25 Our reasoning was that tracts with very few households in 1990 are more likely to experience a dramatic increase in households by 2000 (think of a cluster of a few rural homes being replaced by a much denser suburban subdivision), and so past household income levels may be a less reliable predictor there. On the other hand, those tracts with many households in 1990 are more likely to have an observed relationship between 1990 and 2000 median household income that is more indicative of the income shift experienced by the average household in the region (once other explanatory variables are taken into account). Weighting these observations more heavily should thus lead to a set of estimated coefficients that are lower variance for, and more representative of, the average census tract.
26
To explore this, we first set up and ran the previous SCAG model as well as our "full" and "reduced" models under a spatial error specification; the idea was to calculate the implied forecast error from those processes by way of comparison. 27 We then ran the "reduced" model weighted by the log of total households with income in 1990 and similarly calculated the forecast error. We should stress that these regressions are actually tackling different problems in terms of mean error; in particular, our last process should reduce the mean error, but not necessarily in a way that takes into account the spatial relationships of the error. As it turns out, a visual inspection of the residuals suggests that our weighting process does seem to reduce the spatial error somewhat as well as improving the fit, but our focus here is on the fit.
The results for all four regressions are reported in Table  5 . As can be seen, when the previous SCAG model is run under a spatial error specification, past income becomes relatively less important, the percentage of single-occupied housing units becomes more important, and the forecast error decreases by just over 9 percent. Indeed, the mean square error for this model of 309 is even lower than that attained by the "reduced" model of Table 4 by about 3 percent. The "full" model under a spatial error specification (column 2) reduces the forecast error a great deal further, while the "reduced" model under a spatial error specification yields a respectable mean square error of 296.7.
Recall, however, that the spatial error approach cannot be used for forecasting since one does not know the error terms in advance. Column 4 thus shows results from the "reduced" model using least squares techniques but with the observations weighted by the natural log of total households with income in 1990. We find a mean square error that is better than would be expected of a spatial error specification of the previous SCAG model by about 7 percent, taking a value of 286.9. While this is not as good as the "full" model under a spatial error specification, it is slightly better than the "reduced" model under a spatial error specification, and it is far more tractable in terms of producing projections.
As expected, while the use of regression weights substantially improves the forecast error of the "reduced" model, the LM statistics (not shown in the table) indicate that there is still spatial error autocorrelation in the residuals, and although it remains insignificant, the estimated LM lag statistic increased slightly. 28 Thus, the application of regression weights seems to presents a trade-off between improving forecast error and mitigating spatial lag autocorrelation in the residuals. However, considering all of the positive aspects of the weighted version of the reduced model-its substantially lower forecast error, its mitigation of spatial lag autocorrelation in the residuals down to insignificance, and its relative parsimony (particularly given that the weights employed do not need to be projected ahead of time but rely on past decadal data)-it seems to be the best feasible choice. Finally, how does this specification do at avoiding the problem we deemed a central reason for tackling spatial autocorrelation in the first place-the tendency to overpredict future income in poor areas? To look at this, we compared the residuals from each of the models that we see as being practical for forecasting purposes to actual 2000 relative median household income. These models included the previous SCAG estimation, our "reduced" model, and its weighted counterpart. Though not practical for forecasting purposes, we also made the comparison for the previous SCAG model run under a spatial lag specification as a sort of benchmark. To avoid outliers, we focused on those tracts with median household incomes between the 50 and 120 percent of county median; this represented two-thirds of all tracts that are most important for correctly allocating means-based entitlements (households above 120 percent of the median are considered by HUD to be upper income, and tracts where the
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median is at 50 percent, the threshold for very low-income households, are unlikely to be misdiagnosed as wealthy). In this range, we found, as expected, that the residuals from the previous SCAG model were positively correlated with income-indicating a tendency of underprediction for relatively higher-income tracts and overprediction for relatively lower-income areas-at the .001 significance level. 29 Running the previous SCAG model under a spatial lag specification (the benchmark case) cut the estimated correlation coefficient by nearly half, with a significance level considerably shifted to the .062 level. Interestingly, our "reduced" model yielded almost exactly the same correlation coefficient between the residuals and the actual income levels, with a significance level of .064. Finally, the application of the regression weights above reduced the correlation coefficient just a bit further and generated a significance level that did not meet even a .10 threshold.
30
In short, while our "work around" was unable to completely eliminate the tendency for the overprediction of income in relatively lower-income neighborhoods that was present in the previous SCAG model, it performed even better than applying the formal solution to spatial lag dependence (the spatial lag model) to the original SCAG set of regressors (although it would surely be outperformed by a fully specified model with a spatial lag). The additional advantage of our approach is that it is far more practical and easy to implement for planners working in relevant agencies.
Conclusion
Spatial autocorrelation has, to our knowledge, generally gone unaddressed by regional planners implementing smallarea projection models. This is entirely understandable: to
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Pastor & Scoggins Note: SCAG = Southern California Association of Governments; OLS = ordinary least squares; ML = maximum likelihood; MSE = mean squared error. Dependent variable is 2000 relative median household income (tract median/county median). a. The reported adjusted R 2 values for the spatial error models are "pseudo R 2 values" and should not be relied on for comparisons across regression specifications. *Significant at the .05 level. **Significant at the .01 level. ***Significant at the .001 level.
formally incorporate spatial effects into models that are designed to make multiyear projections is not a simple task and may seem to be "beyond the call of duty" to even the most technical personnel in government associations.
This article has explored the spatial issues that arise in small-area income forecasting and developed a pragmatic alternative that can mitigate autocorrelation, reduce forecast error, and be tested against formal spatial models using an easily available and user-friendly software package, GeoDa. As important as the results is the process: while racial demographics and household size variables resulted in the best treatment of spatial autocorrelation in our Southern California case, there may be other covariates that would work better for other regions and/or levels of geography, and the sort of model development and testing described above (combining exploratory regression analysis with examinations of spatial autocorrelation and spatial correlation between variables) offers a path for others to explore in their own regions.
In our case, and probably others, racial demographics are a good choice for covariates as they tend to be both spatially autocorrelated themselves and highly correlated with income and other socioeconomic variables often projected at a smallarea level. Some may find the reliance on a spatial relationship between race and income discomforting-in a more socially just world, they would not exist. But we would stress again that the failure to account for utilizing such correlations to mitigate autocorrelation in the residuals leads most forecasting approaches to overpredict income in lowerincome areas and thus miss pockets of poverty; our approach, if adopted, would help allocate social welfare resources to places that need them.
Further research is needed, including tests of different spatial weights specifications, evaluation of the impact of alternative regression weights, and, of course, application of the procedures used here to a different region. Still, there are important implications for policy from the utilization of our approach, including more accurate forecasts and more effective targeting of resources, and we urge researchers and practitioners to consider the issues raised in this preliminary work.
᭤ Notes
1. GeoDa is downloadable at http://www.csiss.org/clearinghouse/GeoDa/.
2. Request for Proposal No. 02-090, attachment 1, Southern California Association of Governments (SCAG), March 27, 2002. 3. This R 2 statistic likely overstates the goodness of fit when actually projecting into the future since contemporaneous tractlevel variables such as percentage single-occupied housing units would have to be projected separately ahead of time, introducing some additional error into the relative median household income projections. However, given the much higher level of fit for this model over the "constant ratio" model, it is reasonable to assume that it will lead to more accurate projections. 4. A more general explanation of the cause of spatial error autocorrelation is that there is some underlying spatial process in the data that is unrelated to the dependent variable and left unexplained by the independent variables in the model, which would include the presence of spatial dependence in components of a regression residual other than omitted variables, such as measurement error or bias from an inappropriate functional form. We focus here on the omitted variable explanation because we find it to be most intuitive.
5. Spatial error autocorrelation can also lead to systematically biased forecasts, even if it does not bias the coefficients (simply because of the error). However, as discussed below, there is no viable way to account for the autoregressive component in the error term when making forecasts, and so the focus here is mostly on the lag autocorrelation. For ways in which spatial regression is used to correct for bias in the field of criminology, see Anselin et al. (2000) , Kaminski, Jefferis, and Gu (2003) , and Worrall and Pratt (2004) . In another area of research closer to planners' hearts, Voss et al. (2004) redo an earlier piece on child poverty rates in the United States and show how controlling for spatial effects improves fit and corrects "wrong" (unpredicted and theoretically suspect) signs.
6. As readers in this field will know, most convergence regression are actually "conditioned" on some set of regional variables-rather than converging to each other, regions are converging to their own steady state of growth, with the levels differing because of endowments of human capital and other factors. Niebuhr (2001) considers such a conditional model and also finds that including spatial effects mutes the effects of past growth. We eschew a discussion of the conditional factors here because that would introduce another right-hand term, and we are trying to keep readers' attention on the spatial effects; we mention the conditional results because we do not want conversant readers to think the spatial effect is simply picking up the (temporarily) omitted conditional factors.
7. The explanation of coefficient and prediction bias given here was written to be as intuitive as possible for a less-technical audience. For a more formal explanation of why the omission of the spatial lag of the dependent from a regression in the face of spatial lag autocorrelation causes such biases, see Goetzke (2003) .
8. Because of the use of panel (or space-time) data, the assumption of contemporaneous spatial correlation without direct intertemporal spatial dependence was made to simplify the modeling of spatial effects.
9. Technically, Longhi and Nijkamp (2005) include the spatial lag of wages on the right-hand side, under the rationale that wages in nearby regions will affect employment in any particular region. Because they do not know future wages, they use the serial lag; the logic is the same as if they were using the spatial and serial lag of the dependent.
10. Longhi and Nijkamp (2005) thus drop the spatial effect in making their projections. When we tried that on our data, we found that it produced a mean square error that was even higher than when traditional ordinary least squares (OLS) estimation was used. The problem, we think, is that such spatial relationships among residuals are even more important at a tract (rather than labor market) level and ignoring them is problematic.
11. While we did not attempt to "fill in" missing data, a method to do so that takes advantage of the spatial dependence embedded in the data can be found in Griffith, Bennett, and Haining (1989) .
12. There is a standard data reallocation over census years made available by the company Geolytics (www.geolytics.com), but we did not use that here because of concerns that their processing method, which utilizes population weights to shift over all data from 1990 to 2000, created inaccurate calculations for household-level income data. We assume that the Geolytics procedures will improve over time, making this popular and user-friendly database the appropriate choice.
13. While we tried out several different forms of the explanatory variables introduced here, we settled on these specifications both because they turned out to be the most significant in the regression and bivariate spatial correlation tests noted above and because they are more consistent with the way the dependent variable and its historical value are specified.
14. Once the matrix is completed, the rows are standardized to sum up to 1, so that when it is later used in matrix multiplication the total number of observations does not change.
15. In the future, we intend to explore different neighborhood definitions beyond the three-mile distance-based spatial weights matrix used in this exercise.
16. Tests for the spatial error and spatial lag dependence in regression residuals were accomplished using a series of four Lagrange multiplier (LM) tests: the one-directional LM tests of the error term from an OLS model under the assumption of no autocorrelation against a spatial error or spatial lag model alternative as laid out in Anselin (1988) and the robust, twodirectional modifications of these tests as presented in Anselin et al. (1996) , which were derived through application of the modified LM test developed in Bera and Yoon (1993) . While we do not show the formulas here-they are highly complicated and the reader would be better served by going directly to the source-it is important to note that when significance of both one-directional tests is indicated, the two-directional, robust versions should be employed as they will be more powerful (Anselin et al. 1996; Acosta, Carvalho de Mattos, and Fava 2006) . In our case, both one-directional tests were always found to be significant, and so we resorted to and reported only the robust versions. Lest this all sound too complicated, GeoDa automatically generates the values, suggesting that users basically need to make sure they understand when to use which tests.
17. The actual SCAG model ran a separate regression for each of the five counties in the region. However, we included all counties in a single regression for the diagnosis of spatial dependence in the residual; given that the five counties are spatially contiguous and form a regional economy in which there is inevitable spatial interaction (e.g., the exchange of money, goods, services, and information), it would not make sense to consider each county independently, as this would ignore the effect neighboring tracts have on any particular tract that happened to fall near a county line simply because they lie in different counties. Though it is not consistent with the theory of spatial interaction, we also tried running separate regressions for each county and found similar results in terms of residual spatial autocorrelation to those for the reported regression, which takes all counties together.
18. We did not examine spatial lag autocorrelation in the residuals by way of the robust LM lag statistics from the spatial lag model as it is designed to eliminate all such autocorrelation, and thus no such diagnostics are reported.
19. It should be recalled that it is not only the prediction error but also the distribution of the error across census tracts that is improved; under the spatial lag model, the error terms becomes more randomly distributed, reducing the likelihood of ending up with groups of tracts with relatively high or low errors.
20. The comparison or default group is non-Hispanic whites, who tend to have the highest levels of income. The large negative effect for the concentration of non-Hispanic, non-white othersabout three fourths of whom are Asian-may seem surprising in light of relatively high levels of household income for Asians in the region. However, recall that these are spatial variables and that many low-income Asians are spatially concentrated, while many high-income Asians are residentially integrated. As for the smaller negative effect on income from the non-Hispanic black variable as compared to the Hispanic variable, this may be because of the relatively higher concentrations of African Americans in areas of higher unemployment-a negative effect that is captured to some degree by the tract-level unemployment variable (relative unemployment). The coefficients for Hispanics and non-Hispanic blacks become quite similar once relative unemployment is dropped in the reduced model. 21. While collinearity from adding variables is commonly a problem in regression analysis when the goal is to obtain accurate estimates for regression coefficients, in the forecasting context we are concerned with only overall forecasting error, not each individual regression coefficient. Thus, we do not treat it as a problem here, particularly in light of the high levels of significance.
22. The robust LM error statistic did, however, see a decrease from its value in the previous SCAG model, which is similar to the decrease seen for the spatial lag specification of the previous SCAG model and which is moving in the right direction.
23. The percentage of single-occupied housing units-a variable that was included in the previous SCAG model-was dropped from the model and, in a sense, replaced by the household size measure (relative percentage households with one to three persons). These two variables appeared to be competing for significance, and the household size measure turned out to be the more powerful variable once there were controls for racial demographics.
24. We also did a visual inspection by mapping the residuals from the previous SCAG model, both the spatial lag and the spatial error specifications of the previous SCAG model, and the reduced model using geographic information systems. This inspection confirmed that while the spatial error specification produced residuals that appeared to be most randomly distributed across space, both the spatial lag model and the reduced model produced residuals that appeared to be similarly more random than those from the previous SCAG model and in the same general areas of the region.
25. Note that our intention here is not to eliminate heteroskedasticity-a common regression problem in which the variance of the error term is nonconstant across observationsbut rather to improve the mean square error of the model. Heteroskedasticity in its "pure" form is most often caused by a large amount of variation in the dependent variable and in its "impure" form by model misspecification (the omission of important explanatory variables). Both are of concern when their presence is found in a model that is used for hypothesis testing, and the standard correction approach involves the use of weighted least squares or improving the specification of the model. Forecasting models, however, tend to use as few explanatory variables as possible, making the presence of heteroskedasticity virtually inevitable; there will always be important explanatory variables left out, and the residuals of the regression will be correlated with them. Indeed, heteroskedasticity is present in each of the models tested in this article (including the spatial models), and there is no direct attempt made to deal with it. Thus, regression weights are used exclusively to improve model fit and lower forecast error.
26. The natural log of total households with income in 1990 was used as the weight (rather than simply the total number of households with income in 1990-its linear counterpart) because such a transformation yields a weighting scheme that seriously (and appropriately) down weights tracts with very few households in 1990 (less than about 150) without assigning an inordinate amount of weight to those with the highest numbers of households with income in 1990. We found this weighting scheme to be appropriate because while we know that tracts with very few households with income in 1990 have very erratic relationships
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Pastor & Scoggins between the dependent variable and the regressors, once the number of households with income in 1990 reaches about 1,000, the relationships seem to be more or less stable. Given this, there is no justification for assigning 5 times as much weight to a tract with 5,000 households with income in 1990 than a tract with 1,000 households with income in 1990; by using the natural log, the tract with 5,000 households would receive only 1.23 times as much weight as the tract with 1,000 households. 27. For these models, we should note that the symbol λ, reported in Table 5 , is most commonly referred to as the spatial autocorrelation coefficient and indicates the strength and direction of the correlation of residuals across neighbors. In all cases shown, there is a process of positive spatial autocorrelation in the residuals, indicating that higher residual values tend to cluster with other relatively higher values and lower values tend to cluster with other lower values.
28. Within GeoDa, one cannot apply weights to the observations and can use only the weights from a spatial matrix. To obtain the LM statistics, we first transformed the data using standard formulas for heteroskedastic corrections and then ran the regression on the transformed data within GeoDa, using spatial weights to determine the LM measures.
29. We actually compare income to a normalized variable, the residual divided by the tract-level income. Our thought was that since the raw residuals are likely to be higher with higher income, a non-normalized measure would distort the comparison; our measure better gets at the percentage off the mark in our various regressions.
30. We should also note that when we tested these correlations on our "full" model, we found that the correlation coefficient was actually negative and insignificant by any standard cutoff (as noted earlier, the spatial lag is eliminated). The improvement is to be expected-by including additional variables, the nature of the heteroskedasticity becomes more "pure" than "impure"-but once again we are concerned here with parsimonious solutions to the problem of forecasting, and so we focus on the results from the reduced model.
