The extent to which users take precautionary actions against cyber risks is conditional upon how they perceive the value of information security relative to other important personal goals. In most cyber security contexts, users are faced with trade-offs between information security and other important attributes that they desire to maximize. We examined this issue by eliciting the "security premiums" that users were willing to sacrifice to protect their information security in a phishing context. We also examined the effect of usage contexts on value of information security using an experimental design. Respondents from Amazon Mechanical Turk were randomized into one of three conditions in which the context of a phishing attack was varied. Respondents were asked to make trade-offs between pairs of attributes including security, cost, latency, and productivity, from which we could quantify security premiums. Results indicated that half of the respondents were willing to pay a premium between $9 and $11 per month, willing to wait between 8 and 9 additional minutes, and willing to forgo their access to 21-29 valid pieces of information, to obtain a more effective phishing filter that reduces the number of false negatives from 24 to 6 per month. Interestingly, the value of information security was sensitive to the usage context, such that social media invoked greater security premiums in terms of productivity than email and web surfing. We also found that vulnerability and perceived net benefit significantly correlated with security premiums in terms of monthly cost. These results offer valuable insights for the design of more usable information security systems.
Introduction
Researchers are keenly aware that humans are the weakest link in the cyber security chain [1] [2] . Yet the security of any cyber infrastructure mostly depends on the participation of users to practice self-protective information security behavior [3] . Nevertheless, getting users to participate in safe online behavior is a significant challenge. Although studies have shown that internet users are very concerned about the privacy and security of their information [4] [5] [6] [7] [8] , many users are willing to provide access to their private information in exchange for financial gain and convenience [9] [10] . This suggests that even though information security is an important priority, internet users are willing to make security compromises to achieve other goals. Conversely, users are also willing to compromise other priorities, such as usability, to protect their information privacy [11] . Therefore, if the goal is to understand when and how users adopt safety measures against information security risks, those interested in promoting safe online behaviors should consider how users weigh the value of using technology to protect their information against the costs that such preventive measures impose on the achievement of other personal objectives.
Critically, the value that users ascribe to any measures designed to enhance information security, or value of information security (VIS) in general, context dependent. Research implies that various contextual factors can affect how users view the risks, costs, and benefits associated with products designed to enhance information security [12] . Following this reasoning, it is expected that users' perceptions of VIS depend on the specific usage context. For example, an employee can be cautious in making an information securityrelated decision while at work, yet he or she might be less concerned when making such a decision at home.
This article describes a study wherein we explore how people value their information security within a broader value system that consists of multiple conflicting personal objectives. Importantly, we use this valuation of information security as a platform to investigate how internet users perceive and value the security of their private information in different usage contexts, as well as how perception of cyber risk relates to decision making in cyber space. We examine these research questions in the context of phishing attacks. Phishing is a socially engineered crime, through which attackers aim to steal confidential information from users. Examples include bank account details, email and social network usernames, passwords, and other sensitive data [13] . The potential economic losses from phishing attacks are enormous [14] , and phishing is considered one of the most common strategies used by cyber criminals to target individual users. Hence, understanding the value users place on safety measures to mitigate against phishing attacks is an important priority.
Theory and research questions

Quantifying multidimensional value of information security
Because phishing attacks can result in severe consequences, a number of approaches have been initiated to help users become more aware and better able to protect themselves from phishing attacks, and increase information security in general. Two of the most commonly used strategies include (i) providing users with information security training, and (ii) equipping users with technologies designed for information security purposes [15] . However, these approaches have not been very successful in keeping internet users from becoming victims of cyber attacks. As an example, although a number of technologies have been created to enhance information security, many internet users simply do not know how to use those tools to protect their private information online. For example, about 20% of respondents in a recent survey indicated that they did not know how to protect their information in cyber space [16] . In addition, those lacking necessary skills to implement security technology were also reluctant to pay for services that can improve security [17] . Similarly, studies have indicated that conventional security training, in which users simply receive education materials about phishing attacks, do not significantly increase safe online behaviors [18] . However, a new and more promising education intervention has been recently developed. In this approach, internet users are actually exposed to simulated phishing attacks. When they fall prey to these attacks, they receive immediate feedback that helps them recognize illegitimate online contents. Evaluation studies suggest that this type of interactive training is retained for up to 28 days [19] , and reduces the risk of users becoming victims of phishing attacks [20] . Nonetheless, such interactive training can cause unexpected and undesirable consequences. For instance, users may ignore legitimate emails, mistaking them for phishing attempts [21] .
The limitations of these approaches raise the question of how best to motivate users to engage in safe online behaviors. One approach is to identify and examine values that users consider important when adopting new technology for information security purposes. In psychology, "values" have been defined as a cognitive representation of needs [22] . Although individuals differ in how they rank the importance of specific values [23] , it is generally agreed that psychological values are important to maintain in the long run [24] . Thus, information security products that offer substantial value to users will be adopted quickly, whereas products that offer little value to users are unlikely to ever gain acceptance [25] . For example, the effectiveness of interactive training involving pseudo phishing attacks described earlier may be enhanced by identifying the values users appreciate and incorporating these values into the training content. Specifically, because users want to access legitimate online material, the training may become more effective by focusing on teaching users to recognize safe online content from phishing attempts, as opposed to focusing solely on recognizing cues related to phishing attacks.
However, understanding user values and concerns naturally involves accounting for multiple objectives [26] [27] . Such understanding becomes even more challenging in the context of objectives that are conflicting, in the sense that high performance on one means sacrificing performance on another [28] . A usable product may sacrifice some security features (and vice versa), so both designers and users may be required to make hard choices involving trade-offs among these conflicting objectives. Isomursu et al [29] described an approach to explore (conflicting) objectives that users may have when adopting a new technology. These researchers adopted Schwartz's universal model of human values to evaluate how students, parents, and teachers at a Finnish school valued different priorities related to implementation of a new school attendance control system. Employing a case study method, the authors discovered that although both children and their parents highly valued benevolence and conformity, they also had additional distinct concerns. For instance, the children considered self-direction and achievement important priorities, while their parents considered security a top priority.
While identifying and exploring objectives that people value is an important first step, it is imperative to evaluate how individuals make decisions when their objectives are conflicting with one another. The key to understanding this decision making process is to quantitatively examine how individuals prioritize their personal values. Individual users often encounter decisions that require evaluation of multiple alternatives to meet multiple conflicting objectives. For example, users may have to evaluate multiple anti-virus software options that differ in cost and effectiveness. Yet, there has been little research to quantify information security concerns in the context of other competing priorities.
The current experiment bridges this research gap by quantitatively describing how users prioritize relevant conflicting objectives. To achieve this goal-assessing user concerns about information security, we elicited users' willingness to sacrifice for a higher level of information security, given a particular set of conflicting objectives. We called this value a "security premium," to reflect the users' willingness to pay a premium in the form of sacrificing performance in exchange for improved security. Specifically, we elicited security premiums by quantifying internet users' trade-offs between information security and each of the following competing objectives: minimizing cost, minimizing latency (delay time), and maximizing productivity (false alarm rate). Certainly, each individual user will employ an idiosyncratic set of objectives and each decision problem will call on a unique set of evaluation criteria. Thus, it would be impossible to describe an exhaustive set of objectives that addresses all of users' concerns.
Our focus in this study, therefore, is to describe how individual users value security protection within a set of conflicting and desirable objectives that are relevant, independent, and relatively complete [29] . The selection of the aforementioned objectives is motivated by the Technology Acceptance Model (TAM) [30] . For instance, the TAM "usability" factor maps to the time required for users to interact with a security tool, which is captured by the minimizing latency objective in our model. Similarly, the TAM "usefulness" factor is conceptually linked to the maximizing productivity objective in our model. The selection of the cost objective is motivated by the fact that commercial phishing filters are licensed to users for a fee. Likewise, commercial phishing filters vary in terms of missed attacks, depending on the sophistication of the detection algorithm employed, and may also allow control by the user.
We created a decision context in which users consider the purchase of a commercial phishing filter tool that guarantees a particular detection rate of phishing attacks. Phishing attacks are of concern because free online anti-phishing tools (e.g. Gmail spam filter, Firefox 2, eBay Toolbar, etc.) have been shown to vary in their effectiveness to protect users from such attacks. For instance, the best anti-phishing tools missed over 20% of phishing websites [31] . The decision context is characterized by a choice between two filters described on four attributes: security, cost, latency, and productivity, corresponding to four respective objectives: 'maximizing security, minimizing cost, minimizing wait time (latency), and maximizing productivity'. An indirect, sequential binary choice method is used to estimate the value of increased security protection for each user in terms of reductions in achievement on each of the other three non-security attributes. These trade-offs allow us to quantify the value of information security in multiple metrics, i.e., monetary cost, latency, and productivity. We hereafter refer to these values as 'security premiums'.
Obtaining the security premiums is important for several reasons. First, although there is no shortage of studies on information privacy and security trade-offs [32] , many previous studies focus solely on the trade-off between money and security, and ignore other non-monetary concerns. Second, a decision that includes only money and security can lead to a suboptimal choice, because other objectives are not considered. Thus, our study complements prior research by examining multiple metrics designed to triangulate on each user's trade-offs for information security.
To achieve the second goal of examining how information security values and trade-offs vary across cyber contexts and individuals, we investigated whether and how the security premiums vary across multiple manipulated usage contexts and across individuals. We also explored user characteristics that may relate to information security premiums.
Value of information security varies across contexts
Kujala and V€ a€ an€ anen-Vainio-Mattila [12] have argued that the value of a technology does not arise from its properties, but is contingent upon the interactions of users and the product in a particular situation. This perspective suggests that the information security premiums may be contingent on usage context. Conversely, there are reasons to believe that information security premiums are generalizable across usage contexts. These two perspectives suggest two contradictory hypotheses about the effect of usage context on information security premiums. At one extreme, the 'generalized security hypothesis' suggests that security premium(s) should be generalizable. This is because the value of a security tool should be judged in terms of the costs and benefits, independent of the context in which it is used. For example, if a phishing filter successfully detects 20 phishing attempts out of 100 suspicious online contents, its 'objective' value should not be altered whether the online content domain is Facebook posts or pop-up alerts.
In contrast, the 'context-specific hypothesis' posits that security premium(s) should be sensitive to usage context. Studies have identified several important contextual factors that can modify users' security-related behaviors, such as the purpose and requirements of different tasks [33, 34] , the ordering of choices [32] , and user characteristics [35, 36] . Furthermore, Boiney [37] underscored the context-based usefulness of technology by suggesting that the same technology can provide different users with distinct benefits in unique settings. The usage context can make certain pieces of information more salient and prompt users to pay more attention to specific objectives and values. In the current study, the usage context can have an influence on security concerns by highlighting certain contextual characteristics. These features, in turn, can activate different user motivations, trigger unique user perceptions, and engage the user in different judgmental and behavioral strategies. For example, users may be more familiar with, and perhaps feel more competent in handling spam messages than in dealing with social media phishing attempts, since the former are more familiar while the latter are a relatively new and emerging threat. Thus, these perceptions and feelings may lead users to value information protection to a greater extent in the social media context than in the email context.
The two aforementioned hypotheses suggest two opposite predictions. The generalized security hypothesis predicts that the security premiums are invariant across usage contexts, while the context-specific hypothesis suggests otherwise. Methodologically, we explore the effect of various usage contexts by manipulating the context where a phishing attack can occur, including email, web browsing, and social media. Because there are few empirical studies relevant to this research question, we make no a priori hypothesis, and instead 'explore whether the value of security premiums, as found in one context, can be generalized to other contexts'.
Predictors of the security premiums
Kurt Lewin famously postulated that behavior is a function of a person and his or her environment [38] . Thus, it is expected that individual differences play an important role in shaping how users value the security of their private information 'above and beyond' the contribution of situational factors such as the effect of usage context. A factor that can account for such individual differences is perception of cyber risk. In an adversarial context such as cyber security, risk has been defined as a function of 'threat, vulnerability, and consequence' [39] . Threat refers to an adversary's intention and capability to cause loss or damage to an asset and/or population. Vulnerabilities are weaknesses in the design, implementation, or operation of a system that an adversary can exploit. Finally, consequences include short-term and long-term, as well as direct and indirect, loss or damage. Although previous studies have examined the role of cyber risk perceptions in shaping user behavior [40] , little research has examined how different components of risk such as threat, vulnerability, and consequence relate to self-protective behaviors in cyber space. Therefore, another aim of this study is to explore how different components of risk, specifically perceptions of vulnerabilities and consequences, relate to information security trade-offs.
In the current research, perceived vulnerabilities refer to users' perception of the likelihood (or frequency per unit time) of personal phishing attacks over a particular time horizon. Thus, it is expected that a person who perceives a greater likelihood of becoming a target of a phishing attack is more inclined to make greater sacrifices for security than a person who perceives a smaller likelihood of being targeted.
Likewise, internet users who perceive more severe consequences of a phishing attack are expected to indicate larger security premiums compared to those who perceive less severe consequences.
It has been implicitly presumed that users make trade-off(s) for security by evaluating the benefits and costs of a security-enhancing technology. It follows that those who perceive that the cost(s) of implementing such technology is outweighed by the benefits are likely to value the technology more than those who perceive security costs outweighing benefits [26] . This expected association, if found, would highlight the psychological mechanism underlying security trade-offs: The larger the (perceived net) benefits of utilizing technology designed for information security relative to its cost, the larger the security premiums.
User self-efficacy could be another important factor predicting trade-offs for information security. Self-efficacy has been defined as the belief that one is capable of or competent in performing a behavior [40] . Thus, individuals with a high level of self-efficacy may believe that they have the requisite knowledge and skill to protect themselves from being victimized by a phishing attack, or cybercrimes in general. Users who view themselves as technologically competent may see little value in security technologies, because they know about alternative means to protect against cyber attacks, and do not see the need to use technologies designed to specifically address a particular threat. Conversely, an alternative possibility is that users with high self-efficacy also value security-enhancing technologies more because they are more aware of personal cyber risks and feel more competent to address them. Previous research seems to provide support for the former prediction. Paine [16] found that people who had some experience with information technology were not concerned about their online privacy. We explore these contrasting predictions by examining correlations among information security premiums and individual difference variables, including 'perceived vulnerability, perceived consequence, perceived net benefit, and self-efficacy'.
Method Procedure
The experimental session began with a four-minute video of a Powerpoint presentation with audio describing the general purpose of the study and subsequent choice tasks, including a detailed explanation of the four attribute scales on which the phishing filter alternatives were defined. Each respondent was randomly assigned to one of three phishing attack contexts: (i) email, (ii) web browsing, and (iii) social media. Respondents completed trade-off assessments for all six possible attribute pairs, with up to three binary choices per assessment (18 in total). The focus of the current study is on the three trade-offs for security: (i) security versus cost, (ii) security versus latency, and (iii) security versus productivity. The experimental session ended with respondents completing several demographic questions, and various psychometric scales including perceived vulnerability, perceived consequence, perceived net benefit, and selfefficacy. The psychometric scales were adapted from a previous study [25] .
The experiment was hosted on Qualtrics.com and 294 US adults (18 years and over) were recruited from Amazon Mechanical Turk (AMT). Responses from 19 respondents were discarded because these respondents failed an attention check question regarding the assessment instruction. Thus, the final sample included 275 respondents. Previous studies have shown that AMT samples are generally more representative than other convenience samples [41, 42, 43] . The sample sizes under each of the three context conditions were 95 (email), 87 (pop up), and 93 (social media). The median age was 32 years, and 46.5% of the respondents were female.
Objective operationalization
The four relevant user objectives are (i) maximizing information security, (ii) minimizing cost, (iii) minimizing latency, and (iv) maximizing productivity (work and play). The objectives were operationalized in terms of the quantifiable attributes defined in Table 1 . Security is defined as the false negative (miss) rate, or the number of phishing attempts that bypass a filter and appear in the users' inbox (web browser/social media platform) per 100 emails (pop-ups/apps), averaged over a year. Cost is defined as the additional monthly cost to the user for a (email/web browsing/social media) phishing filter. Latency is operationalized as the average time it takes the phishing filter to screen an email/pop-up/app before it is allowed (or disallowed) in the user's email inbox (web browser/social media platform). Finally, productivity is defined as the false positive (alarm) rate, or the number of valid contents that are misclassified as phishing attempts and diverted from the users' inbox (web browser/social media platform) per 100 emails (pop-ups/apps), averaged over a year.
Trade-off elicitation methodology
We used a modified version of an elicitation method used by Tversky, Sattah, and Slovic [44] to compare attribute weights based on a choice versus matching task. The method used in the current experiment requires the user (participant) to choose between two phishing filter alternatives that differ on two attributes only. The first phishing filter is more attractive than the second phishing filter on the first attribute, but the second filter is more attractive on the second attribute. Users are asked to indicate which option is preferable, or they may indicate "indifference," meaning that they perceive the two alternatives as equally attractive. We use this elicitation protocol to estimate users' trade-offs for information security against each of the other three attributes, i.e., cost, latency, and productivity. Figure 1 graphically illustrates the elicitation procedure. The tradeoff between security and cost is estimated using a series of three binarychoice trials with two phishing filter options, A and B i (i ¼ 1. . . 7). Filter A is less effective in detecting phishing emails, but it is inexpensive. On the other hand, B 1 is more expensive but B 1 is more effective in identifying phishing emails. Users are asked to choose either A or B 1 . Depending on the decision makers' choice in the first trial, the cost for B 1 is adjusted dynamically while the cost for A is fixed in the next trial; the next trial has option B 3 > B 1 if respondents choose B 1 ; conversely, B 2 < B 1 if A is chosen. The procedure is repeated until the respondent is indifferent between the two options, or she completes the third trial, at which point the trade-off is bounded.
The dependent variable, a security premium, is determined by taking the difference in cost between two options whenever the respondent indicates indifference. If the respondent does not select the "indifference" option in any of the three trials, the premium for security protection is bounded using an inequality determined from the three trials. 1 For instance, if a respondent selects A in the first trial, B 2 in the second trial, and A in the third trail, we could infer that the respondent is willing to pay between B 6 and B 2 (B 6 < B 1 ) dollars for a more effective phishing filter, i.e. the security premium in terms of dollars is in the range [B 2 , B 6 ]. Elicitations of security premiums in terms of the other two attributes, latency and productivity, follow the same procedure. The appendix provides details on how the binary choices were constructed.
The following provides a concrete illustration of the trade-off procedure. Consider an example in which respondents are presented with two alternatives: filter A costs $5 per month and identifies 50 out of 100 phishing emails, labeled A ($5, 0.5), while filter B costs $10 per month and identifies 90 out of 100 phishing emails, labeled B ($10, 0.9). If a respondent prefers A ($5, 0.5) over B ($10, 0.9), then the implication is that she does not consider it worthwhile to pay an additional $5 to reduce the number of phishing emails by 40%. The choice is then repeated, but the cost of option B is reduced to $8 to make option B more attractive, B ($8, 0.9) If the respondent persists in choosing option A (to save money), the cost of option B is further reduced to $6, B ($6, 0.5). If the respondent is indifferent, then it is inferred that she is willing to pay no more than an additional $1 ($6-$5) to reduce the number of phishing emails by 40%, i.e. the security premium in terms of money is bounded between $0 and $1.
The context-independent versus context-specific hypotheses is tested by manipulating the phishing context. As specified, the manipulation was operationalized by varying the phishing context (email, web browsing, social media). Specifically, phishing attacks can occur when users follow the instruction in a phishing email, 
Decision context
Imagine you are choosing between two email phishing filters. . . In particular, the email phishing filters differ across 4 features: their miss rate, false alarm rate, email latency and cost.
Imagine you are choosing between two social media phishing filters . . . In particular, the social media phishing filters differ across 4 features: their miss rate, false alarm rate, social media app latency and cost.
Imagine you are choosing between two pop-up alert phishing filters . . . In particular, the pop-up phishing filters differ across 4 features: their miss rate, false alarm rate, pop up latency and cost.
Attribute definitions
Cost refers to the monthly dollar amount you have to pay for the (social media/email/pop-up alert) phishing filter Latency refers to the amount of time, in minutes, it takes the phishing filter to screen a (social media app/email/pop-up alert) before determining whether it is legitimate or not. The quicker the filter screens, the sooner you have access to the (social media app/email/pop-up alert). False alarm rate refers to the number of legitimate a (social media app/email/pop-up alert) per 100 a (social media app/ email/pop-up alert) identified as a phishing attack per year and removed from your (social media site/inbox/browser). As such, the greater the false alarm rate, the more legitimate a (social media app/email/pop-up alert) the user will NOT have access to. Miss rate refers to the number of phishing (social media app/email/pop-up alert) per 100 (social media apps/emails/popup alerts) that bypass the filter and are accessible on your (social media site/inbox/browser) per year. The more phishing a (social media apps/emails/pop-up alerts) on your (social media site/inbox/browser), the greater the chance that you will become a victim of a (social media/email/pop-up alert) phishing attack.
The bold and italicize texts highlight the differences between the experimental conditions.. which looks and feels as if it were from a valid entity, resulting in submission of sensitive personal information. Phishing attacks through web browsing are another common context. Attackers carefully craft pop-up window with alert messages asking the recipient to enter sensitive information into a website, from which the attacker collects the data. A third context, social media phishing attacks, has become common recently, in particular through the use of fake applications and feeds on social media sites. Attackers carefully craft fake applications or feeds asking users to "like" or asking users to click on a malicious link. Social media users are then prompted to enter their sensitive information into a website, from which the attacker obtains the data. In this experiment, each respondent was presented with one of the phishing attack contexts in the introductory video. The presentation and audio description included four elements: (i) a general definition of a phishing attack, (ii) a description of the phishing attack context, (iii) a description of the sequential binary choice task, and (iv) definitions of the four attributes representing alternative phishing mitigation alternatives. Respondents received a unique version of the introductory video presentation, corresponding to the context condition to which they were randomly assigned. The three video presentations differed with respect to the language and graphical images used to describe the phishing attack context. For instance, respondents under the email phishing condition were told that they would be asked to select between 'email phishing' filters while respondents under the social media condition were told to select between 'social media phishing filters'. The visual images in the three videos are identical except for some modifications to fit each specific context (e.g. replacing an image of an email inbox with a particular social media app). All video presentations were audio-recorded by the same male research assistant, and were nearly identical in length: (3 minutes, 54 seconds). Table 1 provides an overall summary describing task instructions, manipulated cyber contexts, and valuerelevant attributes. Table 2 is a summary of the response variables and how they are measured in the current study. The key dependent variables are the security premiums, derived from the three security trade-off elicitations. Other variables consist of several psychometric scales that measure users' perceptions of the vulnerability and consequence of cyber threats, users' perceived net benefit, self-efficacy, and demographic information. User participants selected a response to each item contained in the rating scales (see Table 2 ). The measure of Perceived Vulnerability assesses users' belief in becoming a victim of a cyber-hack. The measure of Perceived Consequences assesses the degree of harm that users feel when targeted for a cyber-attack. The measure of Self-Efficacy assesses users' belief in their competency related to information security. Finally, we asked users to report perceived relative benefit(s) of implementing a self-protective security measure versus perceived cost in the measure of Perceived Net Benefit.
Measures
Results
The three security premiums were analyzed as an ordinal response variable, since the sequential binary choice method bounds the premiums into non-overlapping intervals. In particular, the three security premiums were ranked between 1 and 15 in which 1 means "the smallest premium possible" and 15 means the "largest premium possible" (for security). Hence, we applied non-parametric methods to compare contexts, and used correlations to explore individual differences in security premiums. Before comparing the effect of different usage contexts, we describe the security premium distributions.
Security premiums
In this analysis, we describe each of the three security premiums in terms of median and inter-quartile range for each of the three experimental conditions (phishing attack contexts). A more in-depth analysis of the experimental effect follows. Table 3 displays the medians and inter-quartile ranges of the three security premiums for each of the three usage context conditions. Results indicate that 50% of the respondents were willing to pay a premium between $9 and $11 per month, depending on the experimental condition, for a more effective phishing filter that reduces the number of phishing emails (pop-up alerts/apps) from 24 to 6 (per 100 emails/pop-up alerts/apps). We simply refer to the filter that reduces the number of phishing emails/pop-up alerts/apps from 24 to 6 as the 'more effective filter' hereafter. Half of the respondents reported that they chose the more effective filter despite having to wait between 7 and 9 minutes longer for the more effective filter to scan incoming emails (pop-up alerts/apps). Similarly, half of the sample was willing to forgo access to 21-29 valid emails (pop-up alerts/apps) per 100 in order to utilize the more effective filter. Clearly, median security premiums suggest that respondents reported willingness to incur non-trivial sacrifices to mitigate the risk of phishing attacks.
As suggested by the inter-quartile ranges reported, we found substantial individual differences in security premiums among respondents. The cumulative plots of the three security trade-off assessments are displayed in Fig. 2 unambiguously demonstrate striking individual differences in the elicited security premiums. The horizontal axes in all three plots correspond to three security premiums for a more effective filter (lower miss rate), and the vertical axes are the cumulative percentages-the sum of all percentage values up to each category. Each curve corresponds to different context condition. Each point on a curve reflects the proportion of respondents who were willing to pay a monthly amount of money less than or equal to X, are willing to wait an additional number of minutes for filtering less than or equal to Y, and are willing to sacrifice a specific number of valid emails less than or equal to Z, for the more effective filter. The percentage value on the vertical axis that corresponds to a particular premium on the horizontal axis represents the proportion of users who are willing to pay no more than the corresponding premium for a more effective filter. Equivalently, the proportion of respondents who were willing to pay more than that premium equals one minus the percentage value of that premium level.
The left-most security premium category (¼1) represents the proportion of respondents who show 'little (or no) interest' in purchasing the more effective filter. In Figure 2(a) , across the three Figure 2 . Cumulative distributions of the security premiums for a more effective phishing filter with a lower miss rate. The horizontal axes represent the amount of monthly payment (dollars) in Figure 2 (a), the number of minutes it takes a phishing filter to screen an online email/pop-up/app in Figure 2(b) , and the number of legit emails/popups/ apps misclassified out of 100 contents in Figure  2 (c). The "more effective phishing filter" is defined as the reduction of the number of phishing emails/pop-ups/apps by 18 out of 100 online contents in a given year. The 50% reference horizontal lines are shown.
experimental groups, on average, about 7.7% of the respondents in the study were not willing to pay an additional dollar per month to have the more effective filter. In Figure 2 (b), about 13.9% of the respondents revealed their unwillingness to purchase the more effective filter if the additional filtering time required was greater than or equal to one minute per screening. Similarly, in Figure 2 (c), about 13.4% of the respondents, across all three experimental groups, indicated that the value of the more effective filter was worth less than the loss of access to three or fewer valid emails/alerts/apps per 100. On the other hand, the right-most security premium category (¼15) represents the proportion of respondents who were willing to make 'any' sacrifice for protection from phishing attacks. These respondents perceived the value of security protection as "sacred," and were unwilling to compromise or trade-off such security. In Figure 2 (a), across the three experimental groups, on average, about 19.1% of the respondents in the study were willing to pay an additional $18 or more per month for the more effective filter, and in Figure 2 (b), on average, about 26.8% of the respondents were willing to sacrifice more than 16 minutes per screening for the more effective filter. In Figure 2(c) , about 20.8% of the respondents were willing to give up access to more than 39 valid email contents (alerts/apps) per 100 to have the more effective filter.
These results demonstrate clear individual differences in users' concerns about information security. Specifically, whereas some respondents reported willingness to make very large sacrifices for greater security from phishing attacks, others were willing to make little or no sacrifice for security. For instance, 19.1% of the respondents were willing to pay more than $18 per month to eliminate 18 phishing emails, apps, or pop-ups per 100, whereas 7.7% of the respondents were not willing to pay a $1 to reduce the same number of phishing contents.
The effect of context on security premiums
The cumulative plots in Figure 2 also represent graphically the influence of attack context on security premiums. Indeed, the three curves, representing the three context conditions, do not completely overlap. Particularly, 'the lower right curve stochastically dominates the other two upper left curves'. This result indicates that for any level of sacrifice, a greater percentage of respondents in the social media context group were willing to make that level of sacrifice for information security compared to respondents in the email and web pop-up context groups. Indeed, K-independent sample KruskalWallis (KW) tests detected significant differences across the three context conditions in the security premiums measured in terms of productivity (false alarms rate), KW (2) ¼ 13.88, p < 0.01. KW tests also indicated that the differences across the three context conditions for security premiums measured in terms of screening latency and in terms of monthly cost were not different from each other, p ¼ 0.32 and p ¼ 0.09, respectively.
We explored specific differences in the trade-off patterns among context conditions. using follow-up Mann-WhitneyWilcoxon (MWW) tests (analogous to conducting post hoc tests after an omnibus ANOVA). In the trade-off between security (false negatives per 100) and productivity (false positives per 100), we found greater security premiums in the social media group compared to the email group, W ¼ 5766, p < 0.001, and the pop-up alert group, W ¼ 4829, p ¼ 0.02. However, the security premium distributions were not significantly different between the email and web browsing groups.
Relationships among security premiums and individual user characteristics Table 4 presents correlations among the three security premiums and four individual user characteristics. The three pairs of security premiums were all significantly positively correlated. Users who were willing to sacrifice more on one attribute for security were also willing to sacrifice more on other attributes. In addition, four of the six pairs of individual user variables were also significantly correlated. Interestingly, users reporting greater cyber related self-efficacy also indicated lower levels of perceived vulnerability. Noticeably, only perceived vulnerability and perceived net benefit were significantly positively correlated with the cost premium, e.g. users with a higher perception of vulnerability or net benefit for adopting cyber security measures indicated a willingness to pay a greater additional monthly fee for a phishing filter with substantially reduced false negatives.
Discussion
We explored internet users' willingness to sacrifice monetary cost, loss in productivity (missed messages), and message delay to enhance security from phishing attacks. Furthermore, we investigated the extent to which trade-offs involving enhanced security relate to individual user characteristics and application context. Results indicate that some users are willing to make non-trivial sacrifices to mitigate their risk of being the target of a phishing attack. This result is generally consistent with those from previous studies demonstrating that some respondents were willing to pay money to protect their online information [25, 45] . However, the large premiums (see Table 3 ) that some users were willing to pay for an improvement on security are rather surprising. One interpretation is that security is a "protected" or sacred value for some users, who reject the fundamental premise of a trade-off. Quite possibly these users would reject all of the hypothetical forced choice options in an actual decision context, and search for a new alternative. Although there are limited real-world data that allows a triangulation of these results, there is available information that provides indirect support for the results. For example, the fact that Silent Circle, the company that developed the self-proclaimed most secured smartphone, charges its Black Phone customers a monthly subscription fee of 9.95 US dollars for its encryption service 2 lends some credibility to the empirical finding that users' median security premium in terms of monthly cost is between $8 and $9. Granted, encryption services and phishing filters enhance security in quite different ways, their similarity in willingness to pay does lend credibility to our assessed cost premiums. It is important to keep in mind that the assessed security premiums are analyzed in terms of relative magnitude, and accurate estimates of absolute magnitudes are not critical to test the research hypotheses. That is, estimation of only the relative magnitudes of security premiums, both in different attack contexts and across users with different beliefs, is required to address the research questions posed. Thus, while users may not be willing to make such large sacrifices for an enhanced phishing filter, the large elicited premiums reveal the relatively great concern about information security in general, and phishing attacks in particular. Additional analyses (beyond the elicited premium) further strengthen the external validity of the findings. For example, we found that users' perceived net benefits significantly correlated with the security premium in terms of monthly cost. Respondents who perceive the benefits of using an additional level of security protection outweighing the aggregate costs were also willing to pay a higher monthly fee for a more effective phishing filter. Our findings also reveal different clusters of individuals with distinct levels of security concerns. Using Westin's privacy segmentation [46] as an analogy, we classified our respondents into one of three groups: those who were willing to make extremely large sacrifices for enhanced security-the security premium corresponding to the maximum range-were categorized as 'security fundamentalists'. These fundamentalists view information privacy as a 'protected value' [47] . Those who were willing to make minimum sacrifices for security-the security premium corresponding to the minimum range-were considered 'security marginals', and the remaining respondents whose security premiums were in between the maximum and minimum ranges, were classified as 'security pragmatics'. In Table 5 , we compare our results with findings from previous research [48] . It is noteworthy that our results are relatively consistent with previous estimates. For example, the proportion of security marginals, when the trade-off is quantified in terms of monetary value, was about 7.7% (averaging values from three experimental contexts), which falls within the range 5-10% reported in previous research. It is also important to discover that the proportions of different security groups vary as a function of 'the premium type', suggesting that users' concern about security may depend on exactly what they are required to sacrifice in order to enhance security.
Another noteworthy finding is the correlations among the premiums. These significant positive correlations are relatively small, but suggest that users who are willing to incur greater monetary cost are also willing to sacrifice productivity (missed messages) and willing to incur longer delays in receiving messages in order to enhance protection from phishing attacks. This finding has a direct implication for both future research and policy making such that (i) additional efforts should be devoted to identifying individual characteristics of different segments of users and their security concerns, and (ii) customized security policies and procedures may be needed to adapt to the needs of different segments of users.
The value of the present research lies not only in the quantification of security premiums using an indirect, binary choice methodology, but also on the important finding that the value of information security varies as a function of different usage contexts. The generalized and context-specific security hypotheses postulate different predictions about the generalizability of the value of security protection. We found that our respondents placed a higher value on social media phishing filters than on email or browser pop-up phishing filters. However, the results do not completely provide support for the context-specific hypotheses. We found this pattern only when the value of security was evaluated against a loss in productivity, operationalized as miss-identified valid emails, apps, or browser pop-up windows. These mixed results call for greater caution in generalizing the value of information security across contexts. Moreover, these findings seem to suggest a potentially interesting interaction between the attack context and the attribute (monetary cost, time delay, and false alarm rate) used to quantify the security premium. Certainly, this should be the subject of future research.
Another particularly interesting finding is that both perceived vulnerability and perceived net benefit significantly correlate with willingness to pay for an enhanced phishing filter. Ng and colleagues [49] applied the Health Belief Model to explain self-protective behaviors in the context of information systems, and found that perceived consequence, perceived vulnerability, and self-efficacy significantly predicted a measure of safe online behavior. While we found the effect of perceived vulnerability, we did not find the effects of perceived consequence and self-efficacy. This suggests that further research is needed to establish the theoretical links in the Health Belief Model when it is applied in cyber behavioral research.
The current research suggests several implications for developing policies for information privacy and security. The current study presents a method for users to evaluate alternative information security products or services with multiple and conflicting objectives. Indeed, this aspect of decision making, evaluating multiple alternatives with multiple objectives, is addressed within the framework of MultiAttribute Utility Theory [27] . Users may develop their own evaluation model including their own idiosyncratic set of objectives, and apply this model as a tool for evaluating available alternatives. Likewise, at an organizational level, Multi-Attribute Utility Theory *Adopted from Woodruff et al, [48] ; bolded values fall within prior ranges 2 https://www.silentcircle.com/products-and-solutions/software/ can be used to evaluate different policy initiatives related to information security infrastructure. In particular, because organizations often serve multiple stakeholders, it is important to take into account diversity in stakeholder trade-offs. For example, designing a usable, efficient, productive, and secured information system requires inputs from managers, engineers, and users. Undoubtedly, each of these stakeholders has different priorities, and many of these priorities are very likely to be in conflict. The trade-off methodology enables each of the stakeholders to first understand the objectives relevant and important to other stakeholders, and second to quantify the extent to which they are willing to compromise these priorities for greater information security. This process is likely to facilitate communication among stakeholders, and encourage a focus on shared values, which in turn can lead to a better decisionmaking process and better technology design.
User behaviors are the critical component of any effective information security system. Our research examines how users evaluate their information protection in the context of unavoidable trade-offs related to information security. Further research on this topic will undoubtedly improve our insight into the critical importance of user values related to information privacy and security. 
