High precision angular distribution data of (α,α) A systematic fitting procedure was applied to the presented experimental scattering data to obtain comprehensive local potential parameter sets which are composed of a real folding potential and an imaginary potential of Woods-Saxon surface type. The obtained potential parameters were used in turn to construct a new systematic α-nucleus potential with very few parameters.
Introduction
The α-nucleus potential is the key ingredient for the calculation of α-particle induced reaction cross sections. For intermediate mass and heavy target nuclei the reaction cross sections are typically calculated within the framework of the statistical model where the cross section σ (α,X) of an α-induced reaction is given by the product of the compound formation cross section σ CF and the decay branching b X into the X channel. Usually, the compound formation cross section σ CF is approximated by the total reaction cross section σ reac which depends on the transmission coefficient T α of the incoming α-particle. The decay branching is given by b X = T X / ∑ i T i where the summation has to be performed over all open channels i (including T α ). This leads to the well-known
In many cases it turns out that the transmission into other channels is much larger than the transmission into the α channel. This holds in particular for the neutron channel as soon as the energy exceeds the threshold of the (α,n) reaction. In such cases we find T X ≈ ∑ i T i , and the cross section σ (α,X) in Eq. (1) becomes proportional to T α , i.e. it is mainly defined by the transmission coefficient into the α channel and the underlying α-nucleus potential. The full formalism of the statistical model is reviewed e.g.
in [1, 2] .
It has been noticed that predictions of α-induced reaction cross sections at low energies have large uncertainties depending on the chosen α-nucleus potential. This holds in particular for (α,γ) capture reactions for targets with masses above A ≈ 100 [3] [4] [5] [6] [7] [8] [9] [10] but also for (α,n) reactions as e.g. seen recently in [11, 12] . In addition, the uncertainties of (α,γ) cross sections translate into similar uncertainties for the prediction of (γ,α) cross sections and (γ,α) reaction rates under the stellar conditions of the astrophysical p-or γ-process [13] [14] [15] . The stellar reaction rates of these photon-induced (γ,α) reactions are usually determined from the inverse (α,γ) capture cross sections using detailed balance because thermally excited states contribute significantly to the stellar reaction rate of photon-induced reactions [1, 16] ; these thermally excited states are not accessible for (γ,α) experiments in the laboratory.
Despite significant effort over the last decades, there is still no global potential available that is able to describe elastic scattering angular distributions and cross sections of α-induced reactions simultaneously with high quality. Up to now, the four-parameter energy-independent potential by McFadden and Satchler is still widely used [17] . A many-parameter potential has been developed by Avrigeanu and coworkers over the last decade [18, 19] . A simple potential for higher energies is given by Kumar et al. [20] which has turned out to be inadequate at very low energies. A further global potential has been developed by Demetriou et al. [21] , and a simple 6-parameter potential was optimized for reaction cross sections at low energies by Rauscher [22] . An attempt was made to find a common potential for α decay and α capture [23] . Very recently, a further regional potential in the cadmium/tin/tellurium region has been derived from elastic scattering data by the Notre Dame astrophysics group and coworkers [24, 25] .
Elastic scattering is a standard method for the determination of α-nucleus optical potentials. However, at energies close to the Coulomb barrier ambiguities are found for the derived potentials because of the dominating Rutherford contribution to the scattering cross section. It is obvious that experimental data have to be measured with high precision to reduce the ambiguities as much as possible. Here we present a summary of all the data that have been measured over the last 15 years at the cyclotron of ATOMKI, Debrecen, together with a new and consistent analysis within the optical model.
The paper is organized as follows: In Sect. 2 we briefly present our experimental set-up and the data analysis. Sect. 3 provides some information on the theoretical analysis and the derived local parameters of the optical potential. All experimental data are listed in the Tables at the end and are available as supplementary content. A suggestion for a new α-nucleus potential is given in the Appendix (Sect. A). All energies are given as E c.m. in the center-of-mass system except explicitly noted.
Experimental technique

Beam properties and targets
All alpha elastic scattering experiments discussed in the present paper were carried out at the cyclotron laboratory of ATOMKI, Debrecen. In this paper a brief overview on the experimental technique is given. Further experimental details can be found in the original papers [26] [27] [28] [29] [30] [31] [32] , conference proceedings [33, 34] and in a Ph.D. dissertation [35] . The proton and neutron number, the chemical form of the target material, isotopic enrichment of the target, the energy of the first excited states of the target nuclei and energies of the measured angular distributions are summarized in Table A .
The energies of the 4 He ++ beam -provided by the K20 cyclotron of ATOMKI -were between 13.8 and 20.0 MeV with typical beam currents of 300-500 enA. Since the imaginary part of the optical potential depends sensitively on the energy, it is important to have a well-defined beam energy. Therefore the beam was collimated by tight slits (1 mm wide) at the analyzing magnet; this corresponds to an overall energy spread of around 100 keV.
The targets were produced by evaporating isotopically highly enriched material (≥ 95%, see Table A ) onto thin carbon foils (≈ 20 µg/cm 2 ). The target and backing thicknesses were determined via alpha particle energy loss measurement using a mixed alpha source which contains 239 Pu, 241 Am, and 244 Cm radioactive nuclides. Typical energy losses in the carbon backing and the targets are about 15 keV and within 40 and 70 keV, respectively. These energy losses correspond to about 150-200 µg/cm 2 target thicknesses. The targets were mounted on a remotely controlled target ladder in the center of the scattering chamber. The stability of the targets was monitored continuously during the experiment using detectors (see below) built into the wall of the scattering chamber at ± 15 • (with respect to the beam direction).
Scattering chamber, detectors, and angular calibration
For carrying out the alpha elastic scattering experiments the 78.8 cm diameter scattering chamber was used. Ion implanted silicon detectors with active areas of 50 mm 2 and 500 µm thickness have been used to measure the yield of the scattered alpha particles. Two detectors were mounted on the wall of the scattering chamber at fixed angles ϑ = ±15 • left and right to the beam axis. These detectors were used as monitor detectors -their solid angles were 1.1 x 10 −6 -during the whole experiment to normalize the measured angular distribution and to determine the precise position of the beam on the target. The detectors used to measure the alpha scattering angular distributions were mounted onto two independently movable turntables. On each of the turntables between 2 and 5 detectors were placed. The solid angles of these detectors varied between 1.36 x 10 −4 and 1.93 x 10 −4
(calculated from the known geometry), and the ratio of these solid angles was determined precisely by measurements at overlapping angles with good statistics (≤1% uncertainty).
In order to derive precisely the scattering angle, the exact position of the beam on the target has to be known. For this reason, the following procedure was used. An aperture of 2 mm width and 6 mm height was mounted on the target ladder to check the beam position and size of the beam spot before and after every change of the beam energy or current. The beam was optimized until not more than 1% of the total beam current could be measured on this aperture. As a result of the procedure, the horizontal size of the beam spot was below 2 mm during the whole experiment.
The elastic scattering cross section at forward angles differs by several orders of magnitude from the one measured at backward angles (see below), this fact necessitates very different counting times at forward and backward angles. While at forward angles the spectra were collected for typically 5-30 minutes, at backward angles to achieve reasonable statistics the measuring times had to be typically within 3 and 6 hours. Furthermore, a reliable dead-time correction is also crucial. For this reason the automatically determined dead-time provided by the data acquisition system has been verified using a pulser in all spectra.
Knowledge of the exact angular position of the detectors is of crucial importance for the precision of a scattering experiment since the Rutherford cross section depends sensitively on the scattering angle especially at forward directions. The uncertainty in the angular distribution is dominated by the error of the scattering angles in the forward region. To determine the scattering angle precisely, kinematic coincidences were measured between elastically scattered alpha particles and the corresponding 12 C recoil nuclei using a pure carbon backing as target. One detector was placed at a certain angle to measure the yield of the alpha particles scattered on 12 C, and its signal was selected as a gate for the other detector which moved around the expected 12 C recoil angle. A Gaussian had been fitted onto this experimental yield data. From the difference between the expected 12 C recoil angle and the maximum of the Gaussian the angular offsets of the detectors can be calculated. In addition, in some experiments the steep kinematics of 1 H(α,α) 1 H scattering was analyzed using a thin plastics (CH 2 ) n target.
This process was repeated for all detector pairs. The angular offset of each detector was less than 0.17 • and the final angular uncertainty was found to be ∆ϑ ≤ 0.12 • in the case of each detector. The given uncertainties of the measured cross sections contain the uncertainty of the scattering angle using standard error propagation; thus, the uncertainties of the scattering angle are not given explicitly in the tables.
Data analysis
The elastic scattering peaks have to be well separated from the inelastic events and from alpha scattering on carbon (backing), oxygen, and other impurities of the target and/or backing. The energies of the first excited states of the target nuclei are listed in Table A . In principle, if the separation between the elastic and inelastic scattering is not properly done, it can lead to an overestimation of the elastic scattering peak. However, since our energy resolution is about 60-80 keV and the energies of the first excited states are far above 500 keV, typically around 1 MeV, the separation could be properly done. Furthermore, the peaks corresponding to elastic and/or inelastic alpha scattering on the carbon backing or on its oxygen contamination are also well separated from the elastic alpha scattering events of our interest because of the strong kinematic mass dependence of the energies of the scattered particles. 
with ∆Ω being the solid angles of the detectors, and (
is approximately given by the Rutherford cross section. Finally, the measured cross sections are converted to the center-of-mass system.
Whereas the Rutherford normalized cross section data cover about two orders of magnitude between the highest (forward angles at energies below the Coulomb barrier) and the lowest measured cross sections (backward angles at energies above the Coulomb barrier), the underlying cross sections cover more than four orders of magnitude. Over this huge range almost the same accuracy of about 2-5% total uncertainty could be achieved for each of the studied reactions. This error is mainly caused by the uncertainty of the determination of the scattering angle in the forward region and from the statistical uncertainty in the backward region.
The absolute normalization is done in two steps. In a first step the absolute normalization is taken from experiment, i.e. from the integrated beam current, the solid angle of the detectors, and the thickness of the target. This procedure has a relatively large uncertainty of the order of 10 % which is mainly based on the uncertainties of the target thickness. In a second step a "fine-tuning" of the absolute normalization is obtained by comparison to theoretical calculations at very forward angles. It is obvious that calculated cross sections from any reasonable potential practically do not deviate from the Rutherford cross section at the most forward angles; typical deviations are below 0.5 % for all potentials. This "fine-tuning" changed the first experimental normalization by only few per cent and thus confirmed the first normalization within the given errors.
Optical model analysis
The comprehensive analysis of the elastic scattering angular distributions is carried out within the framework of the optical model (OM). The interaction between the α projectile and the target nucleus is described by a complex OM potential
where V (r), W (r), and V C (r) are the real part, imaginary part, and Coulomb part of the potential U OM (r). The real part is calculated from the double-folding model with the widely used DDM3Y interaction [32, [36] [37] [38] [39] where the folding potential V F (r) is modified by two parameters:
λ is the strength parameter of the order of λ ≈ 1.1 − 1.4 leading to real volume integrals 1 of about J R ≈ 350 MeV fm 3 . w ≈ 1 is the width parameter which should remain very close to unity within about 1 − 2 %; a larger deviation of w from unity would indicate a failure of the underlying folding model. The folding potential is given by
with the nucleon densities ρ P,T (r P,T ) and an effective energy-and density-dependent nucleon-nucleon (NN) interaction v eff which factorizes into [37] 
The energy E NN in the NN interaction is usually taken from the energy per nucleon of the α projectile:
is composed of a short-range repulsive and a longer-range attractive part and a zero-range exchange part (e.g. [36] ):
4s − 2134 e −2.5s
The geometrical definition of the interaction distance s in Eq. (7) is shown e.g. in Fig. 1 of [38] (s in fm). The density-dependent
within the so-called frozen-density approximation. The parameters C(E NN ), α(E NN ), and β (E NN ) of the density dependence in Eq. (8) are fitted to reproduce the strength of an effective G-matrix interaction [40, 41] . The results for the parameters C, α, and β as adopted in [38] are listed in Table 1 .
It has to be noted that the influence of the chosen parameters for the density dependence is minor for several reasons. First of all, the energy dependence of the parameters C, α, and β is minor: in the shown energy range in Tab. 1 (5 MeV ≤ E lab ≤ 40 MeV) the parameters C, α, and β do not vary by more than about 5 %; the energy range of the scattering experiments in this study is much smaller. Second, the parameter C scales the total strength of the interaction; any arbitrary choice of the parameter C will be compensated during the fitting procedure by the adjustment of the potential strength parameter λ . The parameters α and β have some influence on the shape of the folding potential; however, this is at least partly compensated by fitting the potential width parameter w. Instead of discussing the parameters λ and w it is recommended to discuss the real volume integrals J R and rootmean-square radii r R,rms of the fitted real potential because these parameters are practically independent of the chosen parameters C, α, and β of the density dependence.
The basic ingredients in the calculation of the real folding potential are the nucleon densities of the colliding nuclei. They are derived from measured charge density distributions which are compiled in [42] . For the α-particle the sum-of-Gaussian parameterization was chosen because the corresponding measurement covers by far the largest range of momentum transfer. For the target nuclei the average potential from all available density parameterizations was used. For 106 Cd the two-parameter Fermi distribution of 110 Cd (with R 0 scaled by A 1/3 ) had to be used because no data for 106 Cd are listed in [42] . The variations of R 0 along the cadmium isotopic chain are of the order of 0.5 %; thus, the uncertainty of the extrapolated density distribution should remain small.
W (r) is taken as Woods-Saxon potential (surface type):
with the potential depth 2 W S and
and
T )/a S with the radius parameter R S and the diffuseness parameter a S . It has been found in many studies that the surface contribution is dominating at low energies, and the volume part is small or even negligible [12, 31] ; this finding has recently been confirmed in a microscopic calculation of the OM potential [43] . Finally, the Coulomb potential V C (r) has been calculated from a homogeneously charged sphere with a Coulomb radius R C identical to the root-mean-square radius r R,rms of the real folding potential (before adjusting the width parameter, i.e. w = 1).
The above choice of the potential reduces the number of adjustable parameters. Three parameters of the imaginary part (W S , R S , a S ) and two parameters of the real part (λ , w) were fitted to the angular distributions using a standard χ 2 search. However, because of ambiguities of the potential the parameter search was restricted to the above mentioned region of real volume integrals J R ≈ 350 MeV fm 3 . The ambiguities increase towards lower energies, and in some cases very shallow minima in χ 2 have been found with parameters w which deviated by more than 3 % from unity. In such cases, the width parameter w has been fixed either at w = 1.0 or at the average value found at the higher energies (note that typically this average value does not deviate by more than 1 % from unity). The fits are shown in Graphs 1, 2, and 3, and the parameters are listed in Table B .
In addition, the total reaction cross section σ reac has been calculated from the obtained potential by the well-known formula
where k = √ 2µE/h is the wave number, E is the energy in the center-of-mass (c.m.) system, and η L are the real reflexion coefficients. The uncertainties of σ reac have been estimated from phase shift fits using the model of [44] and are typically of the order of about 3 % (except at the lowest energies); see also the discussion of uncertainties of σ reac in [45] . Minor differences between σ reac in this work and our previous study [45] -typically within the uncertainties of this work -are due to the fact that σ reac in [45] are calculated from different potential parameterizations (volume and surface Woods-Saxon in the imaginary part) whereas this work uses an imaginary Woods-Saxon potential of pure surface type.
For the comparison of total reaction cross sections σ reac for various projectile-target systems at different energies it has been suggested to present the data as reduced cross sections σ red versus the reduced energy E red which are defined by
The reduced energy E red takes into account the different heights of the Coulomb barrier in the systems under consideration, whereas the reduced reaction cross section σ red scales the measured total reaction cross section σ reac according to the geometrical size of the projectile-plus-target system. It is found that the reduced cross sections σ red show a very similar behavior for all nuclei under study (see Fig. 1 ). Significantly different σ red are found for weakly bound projectiles (like e.g. 6, 7 Li) or halo projectiles (e.g. 6 He), see [46] .
The results of this section are used as the basis for the construction of a new systematic α-nucleus optical potential with very few adjustable parameters. Further details of the new potential are given in the Appendix (Sect.A).
Summary and Conclusions
The extraction of optical potentials from elastic scattering angular distributions requires experimental data with high precision. further experimental cross section data for α-induced reactions are required to determine the weak energy dependence of the real part and the strong energy dependence of the imaginary part of the optical potential. Such a combined effort using elastic scattering and reaction cross sections should be able to resolve or at least to reduce the long-standing problem of α-nucleus potentials at low energies and the resulting uncertainties in the prediction of α-induced reaction cross sections in the near future. 
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A. Appendix: Suggestions for a new α-nucleus potential
In the following we present some suggestions for a new systematic α-nucleus optical potential which is derived from the ATOMKI scattering data in this study. At present the potential is based on elastic scattering data in the mass range 89 ≤ A ≤ 144 and in the energy range 13 MeV E 20 MeV. The mass range can be extended in a standard way by measuring and analyzing angular distributions for targets with A < 89 and A > 144. As has been pointed out in [39] , the α-nucleus potential is not very sensitive to the mass of the target above A ≈ 60; consequently, the new potential may be considered as valid for A > 60. An extension of the energy range to higher energies is not planned because it has been shown (see e.g. [12, 31, 43] ) that the imaginary part of the potential changes from a dominating surface potential at low energies to a dominating volume potential at energies above
MeV. An extension to lower energies is essential for the prediction of low-energy cross sections of α-induced reactions.
Such an extension cannot be done easily by elastic scattering because the cross section approaches the Rutherford cross section.
Instead, experimental reaction cross sections have to be used to further constrain the α-nucleus potential. It is interesting to note that under certain conditions the reaction cross section of a particular (α,X) reaction is almost entirely defined by the α-nucleus potential.
The following suggestions for the new systematic potential are based on two new ideas. First, as a careful inspection of Table   B shows, there is only a relatively weak variation of the potential parameters for all nuclei and all energies under study. Obviously such a finding is very helpful in the construction of a global potential. However, the relatively small variation of the potential parameters turns out to be non-systematic (except the increase of the imaginary volume integral J I with increasing energy) which complicates the determination of a global potential. We will accommodate this finding by a simple averaging procedure for the potential parameters as outlined below to keep the number of adjustable parameters as low as possible. Of course, a many-parameter global potential (as e.g. suggested in [18, 19, 24, 25] ) will be able to reproduce elastic angular distributions with smaller deviations in χ 2 ; however, because of the non-systematic behavior of the potential parameters any extrapolation using many-parameter global potentials may become uncertain.
Second, we suggest a new energy dependence of the imaginary volume integral. This suggestion is based on a new parametrization of the energy dependence of J I as a function of the reduced energy E red (see Fig. 2 ).
We place special emphasis on the reproduction of the total reaction cross section σ reac because σ reac is the essential basis of any calculation of reaction cross sections within the statistical model. As will be shown, the deviation between the experimental σ reac and the prediction from the suggested potential remains small in all cases under study.
Of course, the derived parameters and its uncertainties may be further improved by including more scattering data as e.g. from [12, 24, 25] . The suggested potential has to be tested against experimental cross sections of α-induced reactions, in particular (α,γ), (α,n), and (α,p) reactions. Such tests and further optimizations of this global potential are beyond the scope of the present paper and will be presented elsewhere.
The geometry of the real part of the potential can be determined from the folding procedure with very small uncertainties. From all angular distributions we find an average width parameter w all = 1.0061 ± 0.0095. The analysis of all semi-magic (SM) target nuclei results in w SM = 1.0104 ± 0.0108, and from the non-magic (NM) target nuclei we find w NM = 1.0006 ± 0.0025. Thus, it is reasonable to adopt w = 1.0 for the global potential. It has to be noted that there are still significant uncertainties for the real part of the α-nucleus potentials for unstable nuclei because density distributions from electron scattering are only available for stable nuclei [42] .
The energy dependence of the real part of the α-nucleus potential is expected to be very weak at low energies. The intrinsic energy dependence of the interaction, see Eqs. (7) and (8) above, leads to decreasing volume integrals J R with increasing energy.
However, the coupling of the real and imaginary part by a dispersion relation leads to an opposite effect at low energies. No systematic trend for the energy dependence of the volume integrals J R can be found in our scattering data. Thus, we adopt an energy-independent strength of the real part of our global potential.
The strength parameter λ of the real part has to be derived from the energy-independent volume integral J R . Here we find the average values of J R,all = 354.9 ± 20.8 MeV fm 3 , J R,SM = 342.4 ± 9.6 MeV fm 3 , and J R,NM = 371.0 ± 20.6 MeV fm 3 . Because of the differences between J R,SM and J R,NM we recommend to use the lower value of 342.4 MeV fm 3 for semi-magic targets and the higher value of 371.0 MeV fm 3 for non-magic targets.
It is more difficult to provide a reasonable imaginary part for a global α-nucleus potential because it is well-known that the imaginary part increases with energy because of the increasing number of open channels. (Note that the total reaction cross section σ reac increases strongly with energy even if there is no energy dependence of the imaginary potential; this is simply due to the increasing tunneling probablility at higher energies.) We find from our scattering data that the geometry of the imaginary part is well constrained by the scattering angular distributions. The strength of the imaginary part is parametrized by the imaginary volume integral J I . Here we find a relatively well-defined behavior for the J I vs. E red dependence which can be fitted well by the following formula (similar to the phase shift behavior in a resonance): Table C . It is obvious that the global potential deviates stronger from the experimental data than the locally fitted potential. Nevertheless, the experimental total reaction cross sections σ reac are well reproduced in all cases.
Here we provide a new α-nucleus potential with a very limited number of parameters. The folding potential in the real part has to be scaled to the corresponding volume integral J R for semi-magic or non-magic targets (i.e., one parameter for the real part). The imaginary surface Woods-Saxon potential has an energy-independent geometry (i.e., two parameters for the imaginary geometry R S and a S ), and its energy-dependent strength is parametrized by the saturation value J I,0 , the turning point energy E red,0 , and the slope parameter Γ red (i.e., three parameters for the imaginary energy dependence). The parameters for the calculation of the depth
2) do not count here, because these parameters are only a technical help to calculate W S from a given J I . This small number of parameters is close to the widely used 4-parameter potential by McFadden and Satchler [17] , but significantly smaller than the recent many-parameter potentials by Avrigeanu et al. [18] or Palumbo et al. [25] . It follows the idea of [18] that the energy dependence of the imaginary part should be related to the height of the Coulomb barrier because the imaginary volume integrals J I are parametrized in dependence of the reduced energy E red .
The suggested new potential shows relatively poor χ 2 for 124 Sn and 144 Sm and is also not perfect for 110, 116 Cd. The problems with 124 Sn and 144 Sm may simply be related to the fact that the derived average parameters are not very sensitive to the measurements of 124 Sn and 144 Sm because in these cases only one energy has been measured. It is obvious that the average parameters are most influenced by the many data points from the lower-mass target nuclei with A ≈ 100. This clearly calls for further experimental data for heavier targets with masses far above A ≈ 100, i.e. in the mass range 150 ≤ A ≤ 210.
There is no simple explanation why the new global potential works well for 106 Cd, but shows some problems with 110 Consequently, reaction data have to be taken into account for better constraining these parameters E red,0 and Γ red in particular at lower energies. Furthermore, as pointed out above, the radius R S and diffuseness a S seem to be slightly different for semi-magic and non-magic target nuclei. Of course it is also possible that the parameters J I,0 , Γ red , and E red,0 in Eq. (A.1) depend on whether the proton or neutron number of the target nucleus is magic or not. Such investigations will be presented in a forthcoming study. 
Coefficient β in Eq. (8) The graphs show the experimental data of elastic α scattering which are also given in tabular form in Tables 2 -17 . The angular distributions are normalized to Rutherford scattering of point-like charges. The full lines result from a local fit with the parameters given in Table B . The dashed lines correspond to the global potential in the Appendix (Sect. A). 
