Synchronization of biological functions to environmental signals enables organisms to anticipate and appropriately respond to daily external fluctuations and is critical to the maintenance of homeostasis. Misalignment of circadian rhythms with environmental cues is associated with adverse health outcomes. Cortisol, the downstream effector of hypothalamic-pituitary-adrenal (HPA) activity, facilitates synchronization of peripheral biological processes to the environment. Cortisol levels exhibit substantial seasonal rhythmicity, with peak levels occurring during the shortphotoperiod winter months and reduced levels occurring in the long-photoperiod summer season. Seasonal changes in cortisol secretion could therefore alter its entraining capabilities, resulting in a season-dependent modification in the alignment of biological activities with the environment. We develop a mathematical model to investigate the influence of photoperiod-induced seasonal differences in the circadian rhythmicity of the HPA axis on the synchronization of the peripheral circadian clock and cell cycle in a heterogeneous cell population. Model simulations predict that the high-amplitude cortisol rhythms in winter result in the greatest entrainment of peripheral oscillators. Furthermore, simulations predict a circadian gating of the cell cycle with respect to the expression of peripheral clock genes. Seasonal differences in cortisol rhythmicity are also predicted to influence mitotic synchrony, with a high-amplitude winter rhythm resulting in the greatest synchrony and a shift in timing of the cell cycle phases, relative to summer. Our results highlight the primary interactions among the HPA axis, the peripheral circadian clock, and the cell cycle and thereby provide an improved understanding of the implications of circadian misalignment on the synchronization of peripheral regulatory processes. (Endocrinology 159: 1808(Endocrinology 159: -1826(Endocrinology 159: , 2018 
N umerous biological functions are entrained to adopt circadian rhythms that are synchronous with the 24-hour diurnal fluctuations of light and darkness. Environmental photic cues, initially relayed to the suprachiasmatic nucleus (SCN), are converted into hormonal, metabolic, or neuronal signals, which subsequently synchronize physiological activities (1) . Cortisol, the primary glucocorticoid (GC) in humans, is one such circadian hormone (2) and signaling mediator that entrains the dynamics of processes such as metabolism, immune function, and cardiovascular activity. Given its influential effects, homeostatic regulation of the levels and rhythm of endogenous circulating cortisol is critical for the maintenance of a healthy state (3) . Chronic disease conditions, such as rheumatoid arthritis (4, 5) , advanced breast cancer (6) , and type 2 diabetes (7), are typically characterized by substantial disruptions in cortisol circadian profiles in comparison with profiles in healthy controls (8, 9) .
Plasma cortisol concentrations also vary substantially with changing seasons, wherein cortisol levels are highest in the winter months and lowest during the summer (10) (11) (12) . In temperate regions, the photoperiod, or the duration of light in the day, varies throughout the year such that it decreases as the season progresses from summer through winter and increases toward summer. This environmental cue is a powerful entrainer of seasonal physiological plasticity (13) , inducing seasonal changes in immune function (14) as well as GC secretion (15) . Additionally, coregulated proinflammatory gene expression, interleukin-6 (IL-6) signaling, and C-reactive protein levels (16) are increased in winter. Fascinatingly, inflammatory diseases such as rheumatoid arthritis have also been found to exhibit aggravated symptoms (17) and peak incidence (18) in winter.
Alignment of the internal circadian dynamics with external environmental signals is critical for the health and fitness of an organism with misalignment, leading to detrimental health outcomes (19) . Blunted cortisol circadian profiles are associated with circadian misalignment whereby endogenous circadian rhythms become asynchronous with 24-hour environmental/ behavioral cycles and blood pressure; in addition, the expression of inflammatory markers, such as IL-6, tumor necrosis factor-a, and C-reactive protein, are increased (20) (21) (22) . This potentially explains why shift workers, with behavioral patterns uncoupled from the environment, often have hypertension (23) , cardiovascular disease risk (24) , and inflammation (25, 26) . Furthermore, uncoupling of circadian clock gene expression from the centrally entrained cortisol rhythm has been observed in the peripheral blood leukocytes of humans following in vivo acute endotoxin administration (27, 28) .
In addition to optimal alignment with environmental cues, the synchronization of internal homeostatic mechanisms is critical to the maintenance of host fitness. The synchronization of biological activities, such as immune function (29) , glucose homeostasis (30) , and steroidogenesis (31) , is regulated by the peripheral molecular circadian clock. Despite their intrinsic ability to oscillate autonomously, clock component expression is regulated by humoral signals, such as GCs (1) . Administration of dexamethasone promotes the oscillation of Bmal1, Cry1-2, Dbp, Npas2, Per1-3, and Rev-Erba in mesenchymal stem cells, whereas oral dosing of Cortef (Pfizer), a synthetic glucocorticoid, induces phase shifts of Per2-3 and Bmal1 expression in peripheral blood mononuclear cells (PBMCs) (32) . In vitro analysis of circadian gene expression in mouse fibroblast cells indicates that although these individual clock components oscillate robustly and independently in culture, a loss of synchrony among cells results in the dampening of the ensemble rhythm over time (33) . Synchronous clock gene expression can be restored via pulsed dexamethasone treatment (34) . This GCinduced regulation of molecular clock expression is mediated, at least in part, by the functional glucocorticoid response element in the Per1 promoter region (35) .
Another tightly synchronized biological process is the cell cycle, which describes the series of events leading to cell division. Cell cycle progression is regulated by a family of cyclin-dependent kinases (Cdks) that are activated following binding to cyclin proteins (36) . Cell cycle dynamics are regulated by the molecular clock as well as by GCs. Synchronization between the cell cycle and molecular clock has been observed experimentally in mouse fibroblast NIH3T3 cells as cell division occurs approximately 5 hours before Rev-Erba peak expression (37) , with a robust 1:1 phase-locking between the two oscillators (38) . The influence of GCs in regulating cell cycle dynamics is controversial because dexamethasone, a cortisol analog, can induce cell cycle arrest (39) but also rescue aberrant cell cycle rhythms (40, 41) and stimulate tumor cell proliferation (42) (43) (44) . Just as with the molecular clock, GCs can also entrain the cell cycle. In conjunction with enhancing cell cycle synchrony, pulsed dexamethasone treatment promotes cellular regeneration and suppresses inflammatory cytokine production by asthmatic epithelial cells following mechanical scrape-wounding (45) . Furthermore, circadian variations in cortisol have been correlated to the circadian increases in bone marrow cell proliferation and neutrophil numbers, suggesting that the circadian rhythms in humoral signaling mediators can influence cell cycle dynamics (46) . Moreover, in addition to augmented cortisol levels and increased proinflammatory signaling observed in the winter, there are distinct seasonal differences in immune cell proliferation, with CD4+ and CD25+ T-cell and CD20+ B-cell counts peaking in the winter and reaching a minimum during the summer months (47) .
Given the influential impact of GCs in regulating the molecular clock and cell cycle dynamics, seasonal changes in cortisol's circadian rhythm could differentially modulate the synchronization of a heterogeneous population of cells and influence cell proliferation. Expanding on our previous simulations, which investigated the role of cortisol in modulating seasonal changes in the immune dynamics of a single cell (48) and a cohort of virtual patients (49), we consider the effect of a seasonally varying cortisol signal in entraining molecular clock and cell cycle dynamics in a simulated heterogeneous cell population. Seasonal changes in cortisol's ability to adequately synchronize peripheral processes could result in a seasonal susceptibility to circadian misalignment, inflammatory disease development, and symptom severity. Moreover, investigations into seasonal differences in the synchronization of the peripheral clock and the cell cycle phase could have potential clinical relevance by motivating the development of treatment strategies that take advantage of this rhythmic variation.
Model simulations show that peripheral circadian clock rhythms were strongly entrained to the seasonally varying cortisol rhythms with distinct seasonal differences in the extent of peripheral clock entrainment. In general, we find that winter models exhibit the strongest entrainment whereas summer models exhibit the weakest entrainment of the peripheral circadian clock to endogenous glucocorticoid rhythm. Additionally, model simulations predict a seasonal influence of cortisol and the peripheral circadian clock on cell cycle dynamics, with results indicating a circadian gating of the cell cycle. Notably, our results suggest that the highamplitude winter cortisol profile results in augmented mitotic synchrony in comparison with cortisol profiles associated with other seasons. We speculate that the greater mitotic synchrony over the course of a day in the winter might result in an increased circadian peak in cell number in specific peripheral immune cell populations, such as neutrophils. In agreement with experimental results, our simulations predict a shift in the acrophase of the DNA synthetic phase (S phase) of the cell cycle, to later hours of the day when moving from summer to winter. Our results suggest that a consideration of both circadian and circannual dynamics of the cell cycle could be important in the development of chemotherapeutic and immunologic strategies. Therefore, our results have the potential to provide an improved understanding of the systems-level dynamics by which seasonal changes in environmental signals influence regulatory processes at the interface of the hypothalamic-pituitary-adrenal (HPA) axis, the peripheral circadian clock, and the cell cycle.
Materials and Methods
The biological system was divided into central and peripheral compartments, as can be seen in Fig. 1 . The central compartment consists of the hypothalamus and the anterior pituitary gland, whereas the periphery comprises the immune, renal, hepatic, and adrenal subsystems with accompanying cell cycle and molecular clock machinery. This model expands on our previous work through the development of a model structure that accounts for seasonal differences in the influence of the HPA axis and the peripheral circadian clock on the dynamics of the cell cycle in a heterogeneous cell population. Details regarding the mathematical equations [Supplemental Eqs. (1) through (32) ] describing the HPA axis and peripheral circadian clock dynamics are provided in the Supplemental Material. The reader is referred to our previous report (49) on these equations with accompanying parameter values and descriptions. Briefly, the central compartment is entrained to the seasonally varying light-dark cycle, which ultimately results in the photoperiodinduced seasonal changes in cortisol's circadian profile. The light profiles for each season (Supplemental Fig. 1) were modeled by using a step function of equal intensity (1 a.u.) but with differing photoperiods. Spring was modeled with 12 hours of light and 12 hours of dark (12L/12D), whereas the photoperiods of summer, autumn, and winter were modeled with 16L/8D, 10L/14D, and 8L/16D respectively. This light-dark cycle-mediated entrainment was simulated via the light function in the degradation term of corticotropin-releasing hormone (CRH) [Supplemental Eq. (1)]. The seasonally entrained cortisol signal subsequently regulates the dynamics of the molecular clock and cell cycle, immune function, and its own regulatory enzymes [11b2hydroxysteroid dehydrogenase type 1 (HSD1) and 11b2hydroxysteroid dehydrogenase type 2] via binding and activation of its two receptors; the mineralocorticoid (MR) and glucocorticoid (GR) receptors. These 11b2HSD1 and 11b2hydroxysteroid dehydrogenase type 2 enzymes regulate the bioavailability of cortisol in the periphery.
Cell cycle dynamics
Equations (1) (6)]. With the accumulation of CDC20, the activity of CYCA and CYCB is inhibited via phosphorylation and the cell exits the mitotic phase.
The influence of the circadian clock in regulating cell cycle dynamics was accounted for via the inclusion of the CLOCK-BMAL1 term in Eq. (5). CLOCK-BMAL1 has been implicated as a primary circadian entrainer of the cell cycle because it promotes transcription of the wee1 gene, which encodes for Wee1 kinase, an inhibitor of the cyclin B/cyclindependent kinase-1 complex (51). Our model does not include Wee1 kinase dynamics, and so an indirect response model was used to describe the resultant inhibitory effect of CLOCK-BMAL1 on CYCB activity. Indirect response models are typically used to characterize pharmacokinetic/ pharmacodynamic responses influenced by unknown or indirect mechanisms (52) . The contradictory effects of GCs on cell cycle progression and growth display a dose dependence, whereby high doses of dexamethasone generally inhibit growth whereas lower concentrations stimulate it (53) . These responses may be mediated by different receptors with the proliferative inductive effect arbitrated by the mineralocorticoid receptor and the inhibitory effect by the GC receptor. In an assessment of the response of fetal heart development to cortisol treatment, the MR promoted proliferation whereas the GC receptor induced apoptosis (54) . Additionally, promotion of cell proliferation in rat mesangial cells via aldosterone treatment occurs through the MR-mediated activation of CYCD and CYCA (55) . Given that GC induces cell cycle arrest by inhibiting E2F (39), cortisol-bound glucocorticoid receptor (nuclear) [FGR(N)] was modeled to inhibit E2F [Eq. (2)] and cortisol-bound mineralocorticoid receptor (nuclear) [FMR(N)] to stimulate CYCD [Eq.
(1)]. In contrast to the original model (50), the growth factor (GF) variable, which activates the transition from the quiescent state (G0) to the G1, was omitted. This variable rapidly reaches a steady state, and so its contribution is assumed to be incorporated into the v sd parameter, which represents the basal activation rate of CYCD.
With the inclusion of the three entrainment terms in Eqs. (1), (2), and (5) and the removal of the activating influence of the GF variable, seven new parameters were added to the cell cycle model (v sd , k fd , K fd , k fe2f , K fe2f , k cb , and K cb ). Through use of experimental data from Bjarnason et al. (56) , these newly introduced parameters were optimized to decrease the sum of squared errors between the acrophases of the experimental and simulated spring model profiles for CYCE, CYCA, and CYCB. The optimized profiles are shown in Fig. 2 . The resultant simulated spring acrophases for CYCE, CYCA, and CYCB were 14:12, 17:36, and 22:00 hours, which is similar to the experimentally determined acrophases of 14:59, 16:09, and 21:13 hours for cyclins E, A, and B, respectively. Sustained oscillations should occur in the presence of sufficient GF (50) . As mentioned previously, the influence of GF is assumed to be consolidated into the v sd parameter, which should be high enough to ensure the existence of oscillations in the absence of the entraining signals. To assess this, the entrainment-inducing parameters (k fd, k fe2f, and k cb) were set to zero. As is evident in Fig. 3 , lower-amplitude oscillations for all cyclin complexes are observed. The occurrence of high-amplitude cell cycle rhythms in the presence of GCs in zebrafish (41) renders our cortisol entrained model qualitatively comparable to experimental findings. We refer the reader to Table A1 of the supplemental data for the description and numerical values of all parameters governing Eqs. (1) through (6) .
Generating a heterogeneous cell population
We accounted for biological intercellular variability as we considered the ability of a systemic cortisol circadian rhythm to entrain a simulated heterogeneous population of generic cells with a relatively short cell cycle duration (;24 hours per division). Prior work by other groups used simulated generic cell types or model structures to explore various facets of cell cycle regulation (57, 58) . A population of cells was simulated by sampling the parameters of Supplemental Eqs. (9) through (32) , which describe most of the peripheral processes. We assume that heterogeneity in the cell cycle results from variability in the receptor-mediated GC signaling and in peripheral circadian clock expression. The phase of the molecular clock is inherited by daughter cells upon division (34) , and the duration of the mammalian cell cycle is correlated within a lineage (59) . Given this, parameters characterizing cell cycle dynamics [Eqs. (1) through (6)] were kept constant across the simulated cell population. Through use of Latin hypercube sampling and a population of n = 1000 cells, intercellular variability was introduced by varying the aforementioned parameters by 610% of their nominal values. We previously used such a method for generating a heterogeneous virtual populations of cells (60) . The dynamics of cortisol in the peripheral compartment (F periphery ) [Supplemental Eq. (4) through (8)], the core systemic drivers, were assumed to be homogenous and regulated by the ensemble average of the peripheral signals. As such, Supplemental Eqs. (2), (3), and (32) from our previous model (49) were adjusted as shown below in Eqs. (7) through (9) . The coupling constant (k c ) of Supplemental Eq. (16) was also kept constant. For a given cell, the stimulatory influence of the proinflammatory mediator (P) on Per-Cry mRNA (messenger RNA) [Supplemental Eq. (16) ] and 11b-HSD1 mRNA [Supplemental Eq. (28) ] transcription was modeled to be autocatalytic and not the result of paracrine or endocrine signaling. Modulation of 11b2HSD1 mRNA expression and activity by proinflammatory cytokines occurs via autocrine mechanisms (61, 62) , whereas CCAAT/enhancer-binding protein-b, whose expression, localization, and activity are controlled by autocrine signaling (63) , is believed to mediate the induction of Per1 gene expression by IL-6 (64).
The following are modified equations accounting for cell population influence on core processes: 
where ,.. represents the population average of the specified mediator, and ACTH represents adrenocorticotropic hormone.
Quantifying mitotic and peripheral clock synchrony
Two metrics were used to quantify synchronization among the cellular component oscillations. Temporal profile synchronization was computed by using R syn [Eq. (10)], which compares the ratio of the variance of the mean oscillations to the mean variance of each oscillator (65) . M is the average profile of all oscillators, V i represents the ith oscillator, and n is the number of oscillators. r, the other synchronization index, is based on Shannon entropy and compares the distribution of the circadian metrics to a uniform distribution (66) . This metric is computed by using Eq. (11) . N is the number of bins; S max represents maximum entropy given by S max = ln(N); and the distribution's entropy, S, is measured by S ¼ 2 å N k¼1 p k lnðp k Þ. p k represents the proportion of cells in a given bin. For both metrics, a value of 1 indicates synchronization whereas 0 indicates the most asynchronous state.
Results
The seasonal circadian profiles for cortisol agree with our previous findings (48, 49) and with experimental data (10-12): They displayed the highest amplitude for the winter season and the lowest for the summer season (Supplemental Fig. 2 ). The phase delay predicted to occur with decreasing photoperiod is also congruent with observed human data (15). Per-Cry mRNA is used as our representative variable for the synchronization assessment of the molecular clock. Figure 4 depicts the distributions of the periods (T) and phases (f) of PerCry mRNA for the unentrained oscillators with both k f and kc, which describe the entrainment strength of P and FGR (N), respectively [Supplemental Eq. (16)], set to 0 for all cells. In the absence of systemic entraining signals, the Per-Cry mRNA components oscillate with an average period of 24 6 0.9 hours (6 standard deviation) between 21 and 27 hours. Furthermore, the unentrained oscillators display a broad distribution of phases with very low synchronization indices (r).
In Fig. 5 , the circadian profiles of the unentrained Per-Cry mRNA for the population of 1000 cells are shown. The R syn metric provides a similar quantification of synchronization, indicating little to no synchrony among the Per-Cry mRNA oscillations of the cell population. As a consequence of the asynchrony, a damped, low-amplitude ensemble average profile is observed (black plot).
By setting k c to its nonzero nominal value and using the sampled parameter values for Supplemental Eqs. (9) through (32) (including k f ) as previously described, simulations were repeated to explore the impact of entrainment on Per-Cry mRNA oscillations. Figure 6 reflects the distribution of periods of Per-Cry mRNA following entrainment. With coupling to FGR(N) and P, entrainment is substantially augmented with all individual molecular clocks adopting a period (~24 hours) equivalent to the external photoperiod. The summer season displayed the weakest entrainment to the systemic signal. The phase distributions of the entrained Per-Cry mRNA oscillations (Fig. 7) is much broader than that of the period distributions with a relatively low synchronization index, r. The spring, autumn, and winter seasons are more synchronized than the summer season. The distinct bimodal phase distribution disappears as the season progresses through autumn, spring, and summer. With the exception of summer, a distinct subpopulation of phase-delayed, low-amplitude Per-Cry mRNA oscillations among the cell populace is observed, which is also evident in the oscillations (Fig. 8) . In line with the r parameter, the R syn metric further testifies to the seasonal differences in synchrony with spring exhibiting the most synchronous oscillations and summer the most asynchronous. Figure 9 shows the circadian profiles of CYCD, CYCE, CYCA, and CYCB for the spring season. Despite the introduction of intercellular variability, the cell cycle components oscillated robustly with a period approximating 24 hours for all seasons. Amplitude and phase differences were predicted for all seasons, with phase advanced cyclin profiles in the summer and delayed profiles in the winter. variable], low-amplitude oscillations of CYCD were predicted for the summer model with its damped cortisol profile. Alternatively, higher CYCD oscillations were predicted for the winter model, with an amplitude fluctuation that parallels its cortisol profile.
The transition between cell cycle phases is a result of adequate accumulation of cyclins (67) . In the context of mathematical modeling, the relative amplitude of cyclin oscillations has been used to predict transitions from one phase to another, with large-amplitude cyclin B oscillations used to estimate proliferating cells (50) . Because of seasonal and intercellular variability, the amplitudes of the cyclin/Cdk complexes are diverse. Biologically, basal steady-state concentrations of the cell cycle components result in quiescence. As is the case with our model, it becomes challenging to characterize this quiescent state in the presence of persistent oscillations. There exists, therefore, no one objective threshold that can be used to globally indicate the transition from one phase to another. In line with the method used by Toettcher et al. (68) , it was assumed that all cells would progress through the cell cycle but that transition into a subsequent phase occurred when the corresponding cyclin/Cdk complex, for a given cell, exceeded a 90% threshold. With such an implementation, we ensure that all cells progress through the cell cycle for all seasons. Intervals between successive cyclin/Cdk complex peak thresholds were used to determine the cell cycle phase of a given cell. Figure 11 summarizes the approach used to assign cell cycle phases. The late G1 phase (G1b) is initiated with increasing levels of CYCD and ends when levels exceed 90% of the maxima of CYCD. At this time, the cell enters the G1/S phase with transition into the S phase occurring above 90% of CYCE maximum levels. Termination of the S phase and initiation of the G2/M phase occurs at 90% of peak CYCA levels, with the cell entering the G1 phase when the threshold of 90% of CYCB is surpassed. For some cells, there exists a dormant phase before CYCD levels begin ascending. This time window is assigned the G1a phase. Figure 12 shows the time duration distributions of cell cycle phases for the spring model. For all seasons, the total duration of the cell cycle was on the order of 20 hours, which is consistent with the findings by Hahn et al. (69) .
To assess the circadian and seasonal changes in cell cycle synchrony, the fraction of cells occupying each phase of the cell cycle at each hour of the simulated day was determined. Figure 13 shows a dependence of the cell cycle on Per-Cry mRNA expression, with the greater fraction of cells in the G1 phase during the circadian peak Figure 6 . Seasonal distributions of Per-Cry mRNA periods for the entrained oscillators. In the presence of entraining signals, the individual Per-Cry mRNA oscillators are more aligned with the external 24-hour photoperiod. The period distribution for all seasons is narrowed after entrainment, and the winter population is the most synchronous, with a high synchronization index (r). T avg , average period; T std , standard deviation.
in Per-Cry mRNA expression, whereas the circadian minima in Per-Cry mRNA expression is associated with an increase in the fraction of cells in the S and G2/M phases of the cell cycle. The bar plots in Fig. 14 depict these variations in cell cycle phase occupancy. The plots indicate a time-of-day and seasonal variation in the cell cycle oscillations of the population. For the spring model, the G1b phase is predominantly occupied in the early hours of the morning, with transition into the subsequent phases as the day advances. This G1b phase is later in the day for the winter model, indicating an acrophase shift. This phase shift was a consequence of the seasonal variation in cortisol profiles. To quantify the degree of synchrony throughout the day for each of the modeled seasons, we again used the synchronization metric previously used in the molecular clock entrainment simulations. The index has been modified to quantify synchrony at each hour of the day [Eq. (12)]. p k (t) represents the proportion of cells in a given cell cycle phase at a select time point. In Fig. 15 , we superimpose plots of r(t) and F periphery vs the time of day for each season. The dashed line represents the circadian variation in cortisol's profile, whereas the beaded plot represents the synchronization metric. The circadian variation of r(t) is congruent with the cell cycle phase progression depicted in the bar plots of Fig. 14 . In the early morning of the winter model, for instance, there is a trough in cell cycle synchrony at 2 AM corresponding to more cells occupying the G1a phase at this time. The sharp decrease in synchrony at 8 AM in the spring model is a consequence of an increase in the transition of cells into the G1/S phase. Overall, the winter model displayed the greatest consistency in cell cycle synchrony throughout the day, with summer exhibiting the lowest. Figure 15 reflects the cortisol dependence of the circadian rhythm of cell cycle synchrony. In general, cell cycle synchrony increased with increasing levels of cortisol. . Seasonal distributions of Per-Cry mRNA phases for the entrained oscillators. As was seen with cortisol, the mean phase of the cell population was most advanced in the summer and delayed in the winter (right shift of distribution). Synchrony was relatively low for all seasons, and a small but distinct phase-delayed subpopulation of cells is observed for winter, autumn, and spring. r is the synchronization index; f avg and f std are the phase average and standard deviation, respectively.
With the implementation of entrainment, arbitrated by both the proinflammatory mediator P and activated cortisol-GC receptor complex FGR(N), Per-Cry mRNA rhythms for cells of all seasons adopted periods of oscillations identical or extremely close to the entraining signal's 24-hour period. As defined by Johnson et al. (70) , entrainment quantifies the degree to which the free-running period of the peripheral clock conforms to the 24-hour period of the environment, whereas synchrony measures how well rhythms coincide. In this regard, all our seasonal profiles were sufficiently entrained to the environmental cycle despite displaying moderate intercellular differences in synchronization, quantified on the basis of their phase distributions and circadian profiles. We establish, therefore, that entrainment is necessary but not sufficient for synchrony. The Per-Cry mRNA oscillations were strongly entrained to the environmental signal, with the winter and summer models displaying the strongest and weakest entrainments, respectively, to the environmental photoperiod (Fig.  6) . Both photoperiod and amplitude characterize the strength of a zeitgeber and its ability to robustly entrain (71) . Through use of a generic amplitude-phase oscillator and square-wave entrainment signal, the greatest range of entrainment was predicted for a photoperiod with equal durations of light and darkness (72) . The spring model, therefore, with a light profile described with equal hours of light and darkness (12L/12D), represents the optimum entraining photoperiod. Experimentally, however, the identification of an optimum entraining photoperiod remains elusive and might depend, to a certain extent, on the specific network properties of the circadian clock (73, 74) . The activity of the Southern flying squirrel can be entrained to light schedules ranging from 1 second to 18 hours a day (75), whereas intermittent light exposure is capable of entraining the human biological clock (76) . As discussed by Schmal et al. (72) , although the strength of the zeitgeber may be photoperiod dependent, the effective entraining intensity relies on the organism's sensitivity to the zeitgeber, an emergent property of the systemic network. Within the framework of our developed model, the effective intensity of the zeitgeber signal is manifested in the circadian characteristics of cortisol, which is regulated by the seasonally varying photoperiod and adrenal sensitivity (modeled with seasonal coefficient: n season ). This seasonal coefficient simulates the documented increase in adrenal sensitivity to ACTH stimulation in winter (77) , which is hypothesized to be effected via the autonomous nervous pathway (78) . Moreover, the ensemble amplitude of SCN neuronal activity is augmented in shorter days (79) (80) (81) (82) . Consequentially, the higher-amplitude cortisol oscillations during winter (Supplemental Fig. 2 ) resulted in greater entrainment of Per-Cry mRNA oscillations in winter than in summer. In conjunction with reduced entrainment, the Per-Cry mRNA oscillations of the cells in the summer model were the least synchronous (Fig. 8) .
Unlike the extensively investigated SCN, documented findings on the effects of photoperiod in modulating entrainment and synchrony of peripheral oscillators are lacking. The transition from long to short days was reported to advance the minima of liver Per2, whereas RevErba adjusted by lengthening its expression and activity with no discussion on changes in peripheral clock synchrony (83) . In Siberian hamsters, photoperiod differentially regulated the expression of Per1 in central and peripheral tissues, with body temperature rhythms and feeding identified as additional pathways of peripheral clock regulation (84) . Because of high neuronal connectivity of the SCN and the ability of light to entrain peripheral clocks in an SCN perturbed system, it is speculated that alternative routes of entrainment may involve other hypothalamic and extrahypothalamic nuclei (85) . Apart from the aforementioned, environmental Figure 10 . Seasonal circadian profiles of CYCD. Individual (gray lines) and average (black line) profile for the active cyclin D complex in a population of 1000 simulated cells for each season. Phase-advanced and -damped rhythms were predicted for summer, with higheramplitude and phase-delayed rhythms observed in winter. Figure 11 . Cyclin levels used for cell-cycle phase determination in single cells. For each individual cell in the heterogeneous population, the G1a phase ranges from 90% of the CYCB peak to the minimum of CYCD, the G1b phase from the minimum of CYCD to 90% of the CYCD peak, the G1/S phase from 90% of CYCD to 90% of the CYCE peak, the S phase from 90% of the CYCE peak to 90% of the CYCA peak, and the G2/M phase from 90% of CYCA peak to 90% of the CYCB peak.
factors, such as light intensity and temperature, regulate circadian clock dynamics (86) . It is expected that seasonal changes in these cues would also modulate synchronization of the molecular clock with the environment (87) . Although our developed model does not capture all the complexities associated with seasonal entrainment of peripheral clocks, it does underscore the shortcomings of a damped cortisol profile in regulating dynamics in the periphery. Weaker entrainment of the peripheral circadian clock resulted in select cells exhibiting Per-Cry mRNA with periods .24 hours and ,24 hours for summer (Fig. 6 ). This misalignment between the internal clock and external stimuli is a recently identified risk factor for metabolic disease (88) and can exacerbate cardiovascular disease progression (89, 90) .
Interestingly, the bimodal distributions of PerCry mRNA expression predicted for winter, spring, and autumn ( Fig. 7) have been observed experimentally. After 6 days of oral administration of Cortef, a cortisol analog, a significant bimodal rhythm of PER3 expression in PBMCs was found in a subset of cohorts (32) . PER3 expression displayed two peaks: one in the morning and another in the early evening. In the experimental study, it was assumed that this bimodal response to GC treatment was the result of different cell populations present within the PBMCs (lymphocytes, monocytes, and dendritic cells). Alternatively, it was speculated that one peak was a result of central clock control whereas the shifted peak was in response to GC administration. Furthermore, a biphasic circadian profile of Per expression, with one major and one minor peak, has also been observed in human oral mucosa and skin tissue samples by Bjarnason et al. (91) . However, the authors of this study were unable to confirm whether the biphasic profile was due to the inability of the experimental assay to resolve multiple phase-differentiated Per isomers, or whether Per expression exhibited truly biphasic dynamics. Because the peripheral circadian clocks mediate the activation of diverse signaling pathways, we speculate that the presence of biphasic circadian dynamics might have important regulatory implications. In contrast to a unimodal circadian rhythm, biphasic rhythms might lead to a more prolonged activation of important immune and metabolic signaling pathways. The association of the IL-6 receptor, which is indirectly regulated by Per3 (92) , with the epidermal growth factor receptor has been implicated in the prolonged activation of signal transducer and activator of transcription 3 (STAT3)-mediated proinflammatory pathways as a result of a second wave of STAT3 activation (93) . Moreover, circadian heterogeneity in tissue subpopulations might confer additional adaptive advantages. For example, Janich et al. (94) show that the dormant hair-follicle stem cell niche is composed of coexisting subpopulations of cells with differences in Figure 12 . Representative distribution for duration of cell cycle phases for the spring model. On average, the model predicts that the G1 phase is the longest phase of the cell cycle, accounting for ;8.5 hours. The G1/S transition and S phase last for ;4.8 hours and ;3 hours, respectively. The G2/M phase lasts ;3.6 hours and has the narrowest distribution. L avg , mean phase duration; L std , duration standard deviation. doi: 10.1210/en.2017-03226 https://academic.oup.com/endothe phase and amplitude of clock genes expression. Furthermore, Bmal1 was found to modulate the rhythmic expression of stem cell regulatory genes in a manner that generated subpopulations that were differentially predisposed to respond to activation stimuli, enabling the existence of both dormant and active subpopulations of stem cells, which might be required to promote homeostasis (94, 95 ). For our model, existence of the lower amplitude, phase-delayed oscillations were a result of the simulated intercellular variability in the dynamics of CLOCK-BMAL1. Lower-amplitude CLOCK-BMAL1 oscillations, which predominate in winter, result in diminished inhibition of the FGR(N) entrainment term [Supplemental Eq. (16)]. As a consequence of this, the stronger entrainment resulted in a phase delay of Per-Cry mRNA oscillations, which then become aligned with the minima (and not the maxima) of the second entrainer, P. This diminished entrainment signal from P caused these delayed oscillations to exhibit attenuated amplitudes. Summer's flattened FGR(N) and P profiles preclude the occurrence of this phenomenon in the cell population. Therefore, our results suggest that underlying intercellular heterogeneity in the peripheral circadian clock expression might manifest only in the presence of certain permissive conditions, which in the case of our model are determined by the seasonal variation in cortisol circadian rhythms. This further underscores the importance of accounting for the differential influence of external entrainers on the dynamics of peripheral circadian clock network. Figure 12 shows that the duration of the cell cycle approximates a day and that although the total duration of the cell cycle was seasonally invariant, there were seasonal differences in the time spent in select phases. In the summer model (data not shown), for instance, the average duration of the G1 phase was 7.6 hours, whereas the average duration of the G1/S phase was ;6.3 hours. The shorter duration G1 phase was compensated with a prolonged G1/S phase. Compensatory changes in cell cycle phases has been observed in rat-1 fibroblasts induced to overexpress cyclin D1 and E (96) . In this study, a shorter-duration G1 phase was followed by a compensatory lengthening of the S phase. Similarly, PC12 cells treated with nerve growth factor spend a prolonged time in the G1 phase but with a parallel reduction of time spent in the S phase (69) . Moreover, studies on unicellular photosynthetic algae have shown that photoperiod Figure 13 . Gating of the cell cycle by the circadian clock. The circadian increase in Per-Cry mRNA expression is associated with an increase in the fraction of cells in the G1 phase, whereas a decrease in Per-Cry mRNA expression is associated with an increase in the fraction of cells in the S and G2/M phases.
duration modulates the timing of the S phase, such that there is a minimum duration of time between time of light onset and entry into the S phase (97, 98) . The documented shift of the acrophases of the S and G2 phases from late night/early morning in the summer to later in the day in winter in human bone marrow and rectal mucosa tissue is analogous to our model's predictions (99, 100) .
Together with the seasonal dependence on cell cycle synchrony, these observations could be of potential clinical importance. Several proposals suggest the exploitation of cell cycle synchrony with cancer chemotherapy, such that tumors are treated when most cells are in a sensitive phase of the cell cycle (101, 102) . Knowledge of endogenous circannual differences in cell cycle synchrony can be leveraged to devise chemotherapeutic dosing regimens that can augment the efficacy of treatment while minimizing side effects. Accordingly, the later initiation of these cell cycle processes as the seasons progress from summer to winter might be an important consideration for the development of chronotherapeutic dosing regimens for anticancer treatments that target a specific cell cycle phase (103) .
Our model results predict a gating of the cell cycle with respect to the expression of the peripheral clock genes.
Importantly, these correlations between clock gene expression and the phase of mitotic cycle agree with experimental results that suggest that entry into G1 phase is correlated with an increase in Per-Cry mRNA and Rev-erb a expression (38, 104) . Furthermore, model simulations indicate that the circadian rise in cortisol is correlated with entry into the G1/S and S phases (Figs. 14 and 15 ). Interestingly, a study by Abrahamsen et al. (46) found a correlation between the fraction of neutrophils and bone marrow cells in the S phase of the cell cycle and the circadian peak of cortisol levels in humans. Likewise, our model predicts that in all seasons, the circadian rise in cell cycle synchrony is correlated with the circadian increase in cortisol rhythms, whereas cell cycle synchrony decreases during the declining phase of cortisol. Additionally, the variability in peripheral clock dynamics further contributes to the decrease in mitotic synchrony at low cortisol levels. Therefore, we speculate that intercellular differences in mitotic regulation might become more apparent when cortisol levels are low.
Seasonal changes in cell cycle synchrony were predicted, with cells being more entrained by the highamplitude winter cortisol signal (Fig. 15) . Reports of seasonal oscillations, as well as the associated mediators of such variations, in cell cycle synchrony are limited. Variations in light exposure have, however, been found to modify the circadian rhythms of cell division in the esophagus of melatonin-deficient ICR mice (105) . In this study, the mitotic index (MI), or the ratio between the numbers of cells undergoing mitosis to those of cells that were not, was assessed over 24 hours. Mice exposed to constant darkness exhibited a pronounced diurnal MI variation compared with those in constant light. The phase delayed MI rhythm observed for those in constant light was advanced with the exogenous administration of melatonin. Assuming similar cellular proliferative potential for all conditions, the MI can be considered as a crude measure for cell cycle synchrony. The acrophase shift in MI with melatonin injection implies that systemic signals can mediate in vivo synchronization of the cell cycle. Pulsed GC treatment has been found to restore regenerative synchrony and alleviate the inflamed state of asynchronous and proinflammatory asthmatic cells (45, 106) . As discussed by Freishtat et al. (45) , the pulsed GC signal is somewhat analogous to the circadian rhythm of cortisol's profile. The high-amplitude rhythm of the winter model, therefore, acts as a dominant entrainer to synchronize the cell cycle phase.
Seasonal variations in blood composition have been found in recent human studies (16, 107) , with general increases in the number of white blood cells and neutrophils in the winter-spring season. Synchronization increases the number of cells present in a given cell cycle phase (108). Abrahamsen et al. (46) also found a correlation between the neutrophil count and the fraction of bone marrow cells in both the S2 and S+G2/M phases. Thus, we speculate that despite the anti-inflammatory effects of cortisol, the extended durations of enhanced cell cycle synchronization for a simulated day in winter season could be translated to an increased circadian peak in the cell numbers of specific populations of immune cells. Fascinatingly, such a prediction would also agree with observations from population studies, where the total lymphocyte count as well as the circadian amplitude in lymphocyte count is highest in winter months and lowest in summer months (16, 47, 109) .
The model developed provides a preliminary structure that can be used to assess the cross-communication among numerous interacting subsystems. With the developed network, it is possible to incorporate coupling between the cell cycle and circadian oscillators. This can be accounted for with the direct or indirect modeling of the influence of the tumor suppressor protein, p53, which regulates Per2 expression (110) and is regulated by Per2 (111). Additionally, the dynamic influence of the proinflammatory mediator, P, could be incorporated as nuclear factor-kB, the mediator of proinflammatory signaling, modulates and is itself regulated by the cell Figure 15 . Seasonal and circadian variation in cell cycle synchronization and cortisol levels. Peripheral cortisol level F periphery (left) and cell cycle synchrony r (right) for each season. Synchrony is greatest during winter, and the circadian increase in synchrony is correlated with the circadian rise and peak in cortisol levels.
cycle (112) . However, the model has certain important limitations. We use a simplified version of the cell cycle that does not comprehensively account for the various regulatory features of cell cycle, such as the cell cycle checkpoints, and how these might be influenced by the seasonal cortisol profiles. Moreover, we consider only the unidirectional influence of the circadian clock on the cell cycle, without considering the influence of the cell cycle on clock gene expression. Finally, we account only for the influence of the systemic entrainer, the circadian cortisol rhythm, on cell cycle progression and do not account for intercellular interactions, for example, via gap junctions, that might modulate population cell cycle synchronization (113, 114) . With the inclusion of these influences, more experimentally profound circadian and seasonal predictions are expected.
