We give a simple and transparent proof for the square-root method of solving the continuoustime algebraic Riccati equation. We examine some benefits of combining the square-root method with other solution methods. The iterative square-root method is also discussed. Finally, paradigm numerical examples are given to compare the square-root method with the Schur method.
Introduction
Algebraic Riccati equations play a fundamental role in the analysis, synthesis and design of linear-quadratic Gaussian control and estimation systems. A central question is the efficient determination of the unique nonnegative-definite, symmetric solution X of the continuous-time algebraic Riccati equation There are no entirely satisfactory solution procedures. There are some efficient ones, but they are not stable. Laub [5] proposed a Schur method based on the associated Hamiltonian matrix A 2/i x In real matrix H is called (skew-) Hamiltonian if JH is (skew-) symmetric, where J = Following Byers [1] , there have been a number of methods for solving (1.1) involving finding a basis for the stable invariant subspace of H. One approach is to use a series of similarity transformations to reduce H to a block upper-triangular form j T I with C containing only stable eigenvalues. As is observed in [1] , it is difficult to do this with a stable similarity transformation. However, as van Loan [9] has shown, it is easy to reduce a skew-Hamiltonian matrix to such a form by orthogonal and symplectic similarity transformations. We call a matrix S symplectic if S T JS = J. Here and subsequently the superscript T denotes 'transpose'. Recently Hongguo Xu and Linzhang Lu [9] proposed a way of utilizing van Loan's idea via a "square-root" technique. It is readily verified that JH 2 is skew-symmetric, so that H 2 is skew-Hamiltonian and van Loan's algorithm is applicable. The main task of the technique proposed in [9] is the computation of the principal square root of// 2 . The justification of the square-root technique in [9] turned out to be quite lengthy. In Section 2 we present a very short and simple justification.
We then turn to the implementation of the square-root approach. It can be beneficial to use it in combination with other techniques. In Section 3 we examine it in conjunction with the sign-function method and show how the latter can be used to prevent our having to solve an overdetermined system. In Section 4 we consider the determination of the principal square root of H 2 by iteration. We conclude in Section 5 with some numerical experiments which compare the square-root approach with a Schur approach using benchmark examples given in Laub [5] .
A simple proof of the square-root method
Let X = pe' e be a complex scalar, with p > 0 and \0\ < n. The principal square root of X is defined as p l/2 e' 9/2 . This definition may be extended to cover a general square matrix as follows. It is well-known that if A is a real nonsingular matrix having no negative real eigenvalues, then A has a unique principal square root (see, for example, Gantmacher [3] Simple proof and iteration of square root method to solve AREs 461 [3] ). We shall denote the principal square root of a matrix A by sqrt(A). It is obvious that for any nonsingular matrix P,
The matrix square-root technique for solving (1.1) is based on the following result given in [9] .
THEOREM 2.2. Let H be a In x In Hamiltonian matrix with no eigenvalues on the imaginary axis. Then the first n columns, of H -sqrt(//
2 ) span the invariant subspace of H corresponding to its eigenvalues with negative real part, that is, the stable invariant subspace.
Suppose that the coefficient matrices in (1.1) are such that (A, B) is stabilizable and (C, A) detectable, where C arises from the full-rank factorization Q -C T C of Q. It is well-known [5] that under these mild conditions we have that (a) the Hamiltonian matrix H corresponding to (1.1) has no purely imaginary eigenvalues; (b) a nonnegative-definite solution X exists, is unique and satisfies where X is the unique nonnegative-definite solution to (1.1) and the symmetric matrix Y satisfies the Lyapunov equation
It is easy to verify from the symmetry of X and Y that 5 is a symplectic matrix. From (2.1), (2.2) and Definition 2.1, we must have that
The matrix A -GX is nonsingular because of (2.2). Also / -YX is nonsingular because 5 is symplectic and / -YX is a (1,1) block of 5 (see Laub [5] ). Therefore (A -GX){I -YX) is nonsingular. The desired result (2.4) follows directly from (2.6). [5] Simple proof and iteration of square root method to solve AREs 463
Utilization of other methods
The square-root technique can be sharpened by judicious combination with other algorithms. For example, we may utilize van Loan's algorithm [8] 
To compute sqrt(M) we have only to compute sqrt((/) and then solve a special Lyapunov equation
Note that sqrt((/ r ) = (sqrt(f/)) r and U is only half the size of H. We may also use iteration to compute sqrt(M) directly, as discussed in the next section. Either way we can save on operations and storage requirements.
We now analyze the relationship between the square-root method and the signfunction method and exploit another advantage of the square-root approach.
Let A be a complex scalar with Re(X) ^ 0. Then the sign of k is defined by fl, A faster and more stable algorithm proposed in [4] and [7] employs 
Either the 1 -norm or the 2-norm may be employed. But it has been shown (see (3. 3) and (3.4) in [6] ) that the iteration (4.1) is equivalent to the iteration 
Under our assumption that H has no eigenvalues on the imaginary axis, H 2 has no zero or negative real eigenvalues and (Y k ) will converge to sqrt(// 2 ). Since Y k commutes with H, (4.2a) can be rewritten as 
Because H is Hamiltonian, C is symmetric. There exists an orthogonal matrix U and a diagonal matrix D such that
Because D is diagonal, (4.5) provides a very simple iteration. Furthermore, we claim that P k is skew-symmetric. In fact, since J is skew-symmetric, so is P o and so also P k from the recurrence (4.5). Thus the symmetric structure of the Hamiltonian H is exploited in iteration (4.5) to save some computation and storage. Clearly (P k )
With M defined by (3.1), we can compute sqrt(M) by the iteration 
It is easy to verify that
and that T\ 2 (k) is skew-symmetric. So iteration (4.6) can be reduced to r,,(* + 1) = a k T n (k) + P k T\ 7i,(0) = /, (4.7)
In fact (4.7) computes sqrt(f/) and (4.8) Y in (3.2).
Numerical examples
We now test our square-root method against the Schur method of Laub [5] , using a set of benchmark paradigm examples from [5] . MatLab programs were written for the two algorithms. The code hqr5.m (by Richard Y. Chiang) to produce an ordered Complex Schur Form was downloaded from http://www.mathworks.com. [9] Simple proof and iteration of square root method to solve AREs The algorithm used to compute sqrt(// 2 ) is described in (4.2). The computations are carried out on an Ultra-1 Sun workstation.
We compare CPU times for the two methods using Examples 1, 2 and 4-6 in [5] . (Example 3 is a discrete-time problem.) Chiang's code did not lend itself to a storage comparison. The results are listed in Table 1 where X* is the solution obtained by applying the algorithms. Clearly max{|L|y} is a measure of the accuracy of the solution.
Observations
(1) Both methods give a satisfactorily accurate solution to all the problems other than Example 6. The square-root method was comparable or significantly faster than the Schur method except in the rather small problem of Example 1.
(2) Both methods failed to solve Example 6 due to the ill-conditioned nature of U x x or W n .
