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MAGISTRSKI STUDIJSKI PROGRAM II. STOPNJE: MAG III4IO
NASLOV TEME: Razvoj orodij zatzdelavo dokumentacije v obogateni resniinosti
Obogatena resnidnost omogoda nove pristope k industrijskim procesom z inovativnimi nadini
prikaza, simuliranja in udenja, ki omogodajo hitrej5i in udinkovitej5i potek od zasnove izdelka
do izdelave. Na podrodju montaLe in vzdrLevanja je uporaba obogatene resnidnosti kot
nadomestka ali dodatka navodilom ali tehnidni dokumentaciji koristna za izvedbo procesa z
manj napakami in motnjami. To je moZno dosedi z udinkovitej5im prikazom potrebnih
informacij neposredno v vidnem polju upravljalca. Cilj dela je izdelati skupek orodq za
izdelavo mobilne aplikacije z dokumentacijo izdelka v obogateni resnidnosti.
V magistrskem delu definirajte koncept obogatene resnidnosti in opiSite sestavne dele sistema
zaprikaz obogatene resnidnosti. Preglejte podrodje industrijske uporabe obogatene resnidnosti.
Razvijte nabor programskih orodij, ki bodo omogodala izdelavo mobilne aplikBcije z navodili
za montalo ali vzdrlevanje poljubnega izdelka. Orodja razvite s pomodjo programskega paketa
Unity3D in knjiZnice za obogateno resnidnost Vuforia. Vsebujejo naj tipidne elemente
uporabni5kih vmesnikov, ki jih je moZno uporabljati v okoljih obogatene resnidnosti. Na vzorcu
uporabnikov primerjajte udinkovitost razvitih orodij. Demonstrirajte njihovo delovanje na
primeru izdelave navodil zaupravljanje tarniznega delovnega sistema LAKOS 150.
Magistrsko delo je treba oddati v jezikovno in terminolo5ko pravilnem slovenskem jeziku. Rok
za oddajo tega dela je Sest mesecev od dneva prevzema.
Mentor 
\nn qri
doc. dr. Rok Vrabid, univ. dipl. inZ.
Somentor r---1 \v+*-_,_




. J lllr v'tEl I .





prof. dr. SaSo Medrled" rjniv. dipl. in2.r,' ! .
\'\\
. Mitjan Kalin,'yuniv. dipl. inZP.dpis (ll

Zahvala
Zahvaljujem se mentorju doc. dr. Roku Vrabiču in somentorju prof. dr. Petru Butali
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Obogatena resničnost je vse bolj prisotna v industriji, zato smo razvili orodja za iz-
delavo dokumentacije v obogateni rensičnosti. Uporabna so tudi uporabnikom brez
znanja na področju obogatene resničnosti in omogoča ustvarjanje dokumentacije iz-
delka v preprostem uporabnǐskem vmesniku. Orodja smo zasnovali v programskem
okolju Unity s pomočjo standardnih elementov in knjižnice za obogateno resničnost.
Učinkovitost orodij smo preverili z nalogo, ki so jo udeleženci opravili s pomočjo doku-
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Augmented reality is becoming increasingly common in industrial settings. We develo-
ped tools for creating augmented reality documentation. The tools are usable without
the need for advanced knowledge about the technology of augmented reality and fea-
ture a simple user interface for creating documentation. The tools were created in the
Unity development environment and with the use of augmented reality libraries. We
analyzed the effectiveness of the tools by creating an assignment that had to be solved
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t m faktor translacije
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AR obogatena resničnost (ang. augmented reality)
CAD računalnǐsko podprto načrtovanje (ang. computer aided design)
CNC računalnǐsko krmiljenje strojev (ang. computer numerical control)
MR mešana resničnost (ang. mixed reality)
VR navidezna resničnost (ang. virtual reality)
HMD na glavi nameščen ekran (ang. head-mounted display)
SLAM sočasno določanje lege in izdelava zemljevida (ang. simultaneous lo-
calization and mapping)
OOP objektno orientirano programiranje (ang. object oriented program-
ming)
C# programski jezik za objektno orientirano programiranje
RAM dinamični pomnilnik (ang. random-access memory)
SIFT velikostno neodvisna sprememba značilke (ang. scale-invariant fea-
ture transform)
FAST značilke iz pospešenega segmentnega testa (ang. features from acce-
lerated segment test)
P3 trodimenzionalni projektivni prostor
P2 dvodimenzionalni projektivni prostor





V modernih proizvodnih procesih se soočamo z vedno večjim številom informacij,
večanjem števila različic izdelkov in z vedno kompleksneǰsimi izdelovalnimi procesi [1],
zaradi česar je potrebno tudi prilagajanje nadzora procesov ter vizualizacije poteka
in podatkov. Med inovativnimi načini za prikazovanje velikega števila podatkov na
človeku razumljiv in prijazen način je uporaba obogatene resničnosti zelo primerna [2].
Uporaba obogatene resničnosti narašča in naprave za obogateno in navidezno resničnost
so vedno bolj razširjene in še vedno v rasti [3], zato se pojavljajo novi načini uporabe
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Slika 1.1: Prodaja naprav za prikaz obogatene in navidezne resničnosti in napovedi,
vir [3].
1.2. Cilji naloge
V zaključnem delu bomo pregledali področje obogatene resničnosti v industrijski rabi
in predstavili stanje tehnike in najbolj razširjena področja raziskav. Cilj zaključne
naloge je izdelati set orodij za izdelavo dokumentacije v obogateni resničnosti. Namen
orodij je, da lahko z njimi upravlja tudi oseba, ki nima razširjenega znanja z obogateno
resničnostjo in knjižnicami, ki delujejo v ozadju. Za izdelavo dokumentacije izdelka z
zasnovanimi orodji bo potrebno le nekaj znanja o osnovnem delovanju programskega
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okolja v ozadju in dostopnost do CAD modelov izdelka, o katerem želimo ustvariti
dokumentacijo. S tako ustvarjeno dokumentacijo v obogateni resničnosti lahko lažje
in hitreje vzdržujemo ali sestavimo želeni izdelek in se izognemo morebitnim napakam,
ki bi jih ob uporabi papirnate dokumentacije lahko storili. Ustvarjena orodja bomo
uporabili za izdelavo dokumentacije CNC stroja LAKOS 150 [4].
2
2. Teoretične osnove in pregled li-
terature
2.1. Obogatena in mešana resničnost v industrijski
praksi
2.1.1. Prednosti implementacije obogatene resničnosti v pro-
izvodnih procesih
Implementacija obogatene resničnosti ima veliko prednosti, ki se razlikujejo glede na
področje uporabe. Med največjimi prednostmi uporabe obogatene resničnosti je iz-
bolǰsano prikazovanje podatkov v primerjavi s klasičnimi načini prikaza [5]. Poleg
izbolǰsanega prikaza informacij je lahko prikaz veliko primerneǰsi za določen kontekst,
zaradi česar lahko prikažemo samo informacije, ki so v določenem trenutku potrebne,
kar omogoči uporabniku hitreǰse zajemanje potrebnih informacij [6]. Obogatena re-
sničnost se je izkazala kot uporabna tudi pri učenju vedno zahtevneǰse strokovne vse-
bine [7] ali novih in vedno bolj zapletenih operacijah pri montaži in vzdrževanju [8].
Predvsem pri vzdrževanju omogoča obogatena resničnost tudi večjo varnost v nevarnih
situacijah [9], preko omogočanja hitre vizualizacije kritičnih vrednosti, opozarjanja na
nevarnosti in hkratnega kraǰsanja časa vzdrževanja, kar je koristno tako iz vidika var-
nosti kot trajanja in stroškov zastoja zaradi vzdrževanja. Pri raziskavah v obogateni
resničnosti je bilo veliko pozornosti namenjene postopku montaže, od same zasnove
izdelkov [10], virtualnim simulacijam montaže [11], izdelavi prototipov [12] ter analizi
in iteracijam pri oblikovanju [13]. Vse to omogoča hitreǰsi in ceneǰsi proces izdelave od
idejne zasnove do končnega izdelka. Prav tako omogoča uporaba obogatene in mešane
resničnosti lažje sodelovanje tako v istem prostoru kot na daljavo [14].
2.1.2. Raziskave na področju obogatene resničnosti
Obogateno resničnost in pojem resničnostno-virtualnega (RV) kontinuuma je prvi ja-
sno definiral Milgram [15], prvi večji pregled in popis pa je opravil Azuma [16], ki je
popisal takratno stanje tehnike, področja dela, trende in glavna območja problemov
v obogateni resničnosti. Prvi raziskavi je sledila nova, ki je pregledala napredke in
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2. Teoretične osnove in pregled literature
spremembe, ki so sledile na konferencah in delavnicah [17]. Prvo praktično implemen-
tacijo obogatene resničnosti v industrijskem okolju so izvedli pri podjetju Boeing za
pospešitev in pocenitev izdelave letal 747 že nekaj let prej [18], akademski napredek
na področju pa se je dobro začel šele s prej omenjenimi raziskavami ( [15–17]). Glede
na splošne hitre napredke v računalnǐski tehnologiji, miniaturizaciji in slikovnih siste-
mih, je zadnja leta področje raziskav obogatene resničnosti zelo aktivno [19] in vsakih
nekaj let nastanejo novi pregledni članki, ki se zaradi vse večjega števila raziskav ne
osredotočajo več na splošno področje obogatene resničnosti, ampak na posamezne dele
(npr. montažni procesi [20], obogatena resničnost na mobilnih napravah [21], lokaliza-
cija in pozicioniranje [22]).
Eno izmed najbolj aktivnih in za industrijo privlačnih področij je ravno montaža [20].
Pri zasnovi izdelka, namenjenega montaži, se raziskave usmerjajo v simulacijo za lažjo
vizualizacijo izdelave [11]. Preko prikazovanja morebitnih geometrijskih trkov in prekri-
vanj se tako lahko preprečijo težave pri montaži, ki bi sicer lahko bile spregledane [23].
Največ dela je vloženega predvsem v pomoč pri montaži (ang. assembly guidance) [20].
Poleg praktičnih implementacij in inovativnih načinov prikaza se raziskave izvajajo tudi
v zvezi z optimalnimi načini prikaza informacij glede na zahtevnost postopka, da bi
uporabnik najbolje izkoristil možnosti novih tehnologij [24]. Raziskave implementacij
pomoči pri montaži kažejo na empirične prihranke v času, večjo učinkovitost dela in
manj napak pri procesu montaže [20]. Poleg empiričnih podatkov (porabljen čas, število
napak, ...) so Dünser in sodelavci [25] pregledali tudi dosedanje raziskave o vrednote-
nju učinka obogatene resničnosti v aplikacijah, saj je pogosto večja težava sprejemanje
nove tehnologije s strani uporabnikov kot sama številska učinkovitost. Syberfeldt in
sodelavci [26] so v svoji raziskavi ugotovili, da ima velik vpliv na časovni prihranek
in občutek uporabnikov tudi kompleksnost postopka; v kolikor je prelahek, se učinek
uporabe obogatene resničnosti zmanǰsa in so navadna papirnata navodila učinkoviteǰsa.
Proizvodni proces pa ni vedno samo ročni in za veliko postopkov je potrebno tudi upra-
vljanje z roboti, kjer lahko s pomočjo obogatene resničnosti v realnem času simuliramo
in prikazujemo bodoče gibe robota, kar poveča varnost in učinkovitost dela [27]. Med
večjimi omejitvami pri obogateni resničnosti je potreba po uporabi t.i. markerjev, ki
povezujejo virtualni in realni svet, zato je ena od tem z največ potenciala v prihodnosti
zaznavanje gibov rok uporabnika brez dodatnih značilk [20]. Wang in sodelavci [8] so
ob identifikaciji potenciala področja zasnovali sistem za zaznavanje človeških rok in
gest, s katerimi upravlja z uporabnǐskim vmesnikom. Podobno rešitev ponuja tudi Mi-
crosoft s svojim izdelkom Hololens [28], ki naznanja prehod iz raziskovalno usmerjenih
rešitev obogatene in mešane resničnosti v tržne in robustne sisteme s splošno industrij-
sko uporabnostjo [5]. Poleg pomoči pri samem procesu montaže se lahko z možnostmi
prikazovanja, ki jih ponuja obogatena rensičnost, opravlja nadzor nad avtomatiziranimi
proizvodnimi linijami hitreje in učinkoviteje [29].
Drugo področje, kjer je uporaba obogatene resničnosti razširjena in ima veliko dodano
vrednost v industriji, je vzdrževanje [30]. V raziskavi [9] so Martinetti in sodelavci
pri pregledu problematike vzdrževanja ugotovili, da velik del časa vzdrževalnih tehni-
kov zavzema iskanje in branje dokumentacije za prihajajoče vzdrževalno delo. Prav
tako omenjajo, da je ena izmed ključnih potrebnih lastnosti relevantnost konteksta,
saj je ravno prikaz pravih informacij ob pravem času ključna prednost obogatene re-
sničnosti, zaradi česar je zaznavanje trenutnega konteksta nujno za kvalitetno pomoč
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pri vzdrževalnem delu. S pomočjo obogatene resničnosti lahko servisno dokumentacijo
naprave ali stroja, ki je lahko zelo obsežna in vsebuje veliko informacij, ki v danem
trenutku niso relevantne, strnemo in naredimo interaktivno, s tem pa prikažemo samo
informacije, ki so v kontekstu situacije pomembne, zaradi česar je vzdrževanje hitreǰse
in tudi varneǰse [31]. Pri vzdrževanju je velikokrat potrebno strokovno znanje serviserja,
ki ni nujno vedno prisoten na lokaciji, zato je sodelovanje v realnem času s pomočjo
interakcije serviserja in izvajalca tudi preko sistemov obogatene resničnosti področje z
veliko potenciala za laǰsanje vzdrževalnih del [14,32]. Obogatena resničnost ima koristi
pri vzdrževanju tudi na nivoju potrošnikov, ki lahko lastne naprave lažje popravijo, v
kolikor imajo poleg papirnatih navodil na voljo tudi navodila z obogatenimi elementi,
ki jih vodijo skozi proces [33].
2.2. Elementi obogatene resničnosti
Prvi, ki je pojme obogatena resničnost (AR), navidezna resničnost (VR) in mešana re-
sničnost (MR) definiral v raziskavi, je bil Milgram [15], ki je definiral tudi resničnostno-
virtualni kontinuum, elemente sistema obogatene resničnosti in načine prikaza oboga-













Slika 2.1: Prikaz RV kontinuuma po [15].
Definiral je tudi dva načina prikaza obogatene resničnosti: na glavi nameščen prosojen





























Slika 2.2: (a) Prikaz obogatene resničnosti preko HMD in (b) prikaz preko navadnega
zaslona, obe sliki po [16].
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Sedaj splošno uporabljano definicijo obogatene resničnosti v pojmih, ki je tehnološko
ne omejujejo, je definiral Azuma [16], ki je sistem obogatene resničnosti definiral z
naslednjimi lastnostmi:
– združuje resnično in virtualno,
– je interaktiven v realnem času,
– je registriran v 3 dimenzijah.
S takim opisom je obogatena resničnost opisana v okviru svoje uporabe, brez omejeva-
nja na določeno tehnologijo, saj je zaradi razvoja tehnologije težko predvideti morebi-
tne nove načine prikaza obogatene resničnosti. Sam proces prikaza elementa obogatene
resničnosti sestavljajo 3 elementi [34]:
– sistem za sledenje (ang. tracking system),
– generatorji scene (ang. scene generators),
– prikazovalnik (ang. display).
2.2.1. Sistem za sledenje
Pri sistemih za sledenje je proces ločen na registracijo objekta in določitev transfor-
macijske matrike (homografije), ki jo določa preslikava iz trodimenzionalnega real-
nega prostora na dvodimenzionalno zaznavalo kamere in ekran [35]. Glede na zasnovo
ločimo sisteme obogatene resničnosti na t.i. marker based in markerless sisteme. Oba
načina temeljita na zaznavanju določenih stalnih oblik oz. lastnosti v zajetih slikah
(ang. feature detection), skozi katere lahko nato preračunamo položaj kamere, za-
radi česar lahko nato na ekranu natančno prikažemo želeni objekt pravilne velikosti in
usmerjenosti. Razlika je predvsem v tem, da z markerjem postavimo referenčno ravno
sliko nesimetrične oblike v prostor in ob najdenem ujemanju kamere z referenčnimi la-
stnostmi ugotovimo položaj kamere, pri markerless načinu pa ne potrebujemo zunanje
reference, ampak jo iz nekaj zaporedoma zajetih slik dobimo kar v prostoru, kjer se
nahajamo [22]. Zaradi te razlike je uporaba markerjev hitreǰsa in njihovo zaznavanje
zanesljiveǰse, vendar je uporaba markerless tehnologije bolj splošna in ne potrebuje
vnaprej pripravljenega markerja za delovanje.
Slika 2.3: Primer markerja za uporabo pri obogateni resničnosti, vir [36].
2.2.1.1. Zaznavanje lastnosti v sliki
Ne glede na to, ali uporabljamo markerje ali markerless tehnologijo, potrebujemo način,
da v zajeti sliki prepoznamo določene referenčne značilke [37]. Največja težava je, da ob
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zajemu slike ne poznamo lege kamere v primerjavi z objektom, zato ne poznamo njegove
točne velikosti ali rotacije in ne vemo do kakšnih distorzij bo prǐslo. Potrebujemo torej
način, ki bo neodvisno od lege kamere prepoznal značilke na sliki (npr. robove in





Slika 2.4: Prikaz sprememb lastnosti in težave pri zaznavanju ključnih lastnosti
elementa.
Slika 2.4 prikazuje spreminjanje značilke glede na postavitev kamere in zakaj je to lahko
težava pri prepoznavanju. Za različne oblike značilk obstajajo različni algoritmi za nji-
hovo iskanje [39], med prvimi in še med bolj razširjenimi je t.i. SIFT algoritem [38], ki je
ob objavi poskrbel za popolnoma nove možnosti pri natančnem zaznavanju značilk [22].
SIFT algoritem je zaščiten s patentom, zato je nastalo še veliko podobnih algoritmov
za iskanje značilk. V zadnjih letih je med bolj razširjenimi [22] FAST algoritem [37],
ki se od ostalih razlikuje predvsem po svoji hitrosti, zato je še posebej priljubljen v
aplikacijah z obogateno resničnostjo na mobilnih napravah, kjer ga uporablja tudi ena
izmed najbolj razširjenih knjižnic VuForia [40].
2.2.1.2. Izračun poze kamere
Pri uporabi markerjev aplikacija na sliki iz kamere ǐsče značilke, ki sovpadajo z vnaprej
naloženimi značilkami v programu, ki pripadajo določenemu markerju. Ob zaznanem
ujemanju se nato izračuna transformacijska matrika, preko katere iz referenčnih vredno-
sti pri značilki dobimo zaznane vrednosti. Tako izračunano transformacijsko matriko
imenujemo poza kamere in z njeno pomočjo lahko trodimenzionalne računalnǐske
modele natančno postavimo v prostor v pravi velikosti in usmerjenosti [22].
Pri zajemu slike in posledično izračunu poze imamo opravka s perspektivno preslikavo
(ang. perspective projection). Za strojni vid in posledično zaznavanje značilk za upo-
rabo v obogateni resničnosti so v perspektivni geometriji koristne predvsem homogene
koordinate, ki imajo za razliko od običajno znanih oz. nehomogenih koordinat eno
dodatno koordinato. V primeru trodimenzionalnega zapisa točk tako dobimo zapis:
T = (x, y, z, k) (2.1)
Zadnja koordinata (v našem primeru k) nima geometrijskega pomena v vidnem pro-
storu, nakazuje le navidezno točko v neskončnosti, kar se sklada tudi z našo intuitivno
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razlago perspektive, saj lahko na fotografijah vidimo, da je ”neskončnost”na sliki točka,
kamor se stekajo ravne črte. Vse točke z isto zadnjo koordinato se tako v neskončnosti
sekajo, čeprav so vzporedne, kar je največja razlika z evklidsko geometrijo, ki pravi, da
se vsak par premic seka natanko enkrat, razen če sta premici vzporedni, kar pomeni
da se nikoli ne sekata. V projektivni geometriji pa razlike med vzporednimi in ostalimi
premicami ni, saj se čisto vse sekajo v določeni točki. Za prehod nazaj v nehomogene
koordinate moramo koordinate deliti tako, da je zadnja koordinata enaka 1:
T = (x/k, y/k, z/k, 1) = (x, y, z) (2.2)
Za potrebe analize slik se uporablja model centralne projekcije (ang. central pro-
jection), ki popisuje nastanek slike z žarkom, ki izhaja iz poljubne točke in gre skozi
določeno fiksno točko – center projekcije. Kjer žarek preseka izbrano ravnino – slikovno
ravnino (ang. image plane), nastane slika točke. Ta model je poenostavljena oblika
dejanskega modela kamere, saj predpostavlja, da gredo vsi žarki skozi eno samo točko
v centru leče, medtem ko moramo v praksi upoštevati tudi debelino leče, gorǐsče leče
in distorzije, vendar ima za praktične namene model veliko uporabnost, ki je te poe-
nostavitve ne omejujejo. Ob tem modelu definiramo realni svet kot trodimenzionalni
projektivni prostor P3, ki ga sestavlja realni prostor R3 in dodatne točke v neskončnosti
(četrta koordinata v enačbi 2.1). Centralna projekcija je preslikava homogenih koordi-










Matrika P3×4 v enačbi 2.3 je matrika kamere, ki popisuje preslikavo iz trodimenzional-
nega prostora na dvodimenzionalno sliko.
2.2.2. Generatorji scene
Generatorji scene so naprave oz. programska orodja, ki želen 3D objekt generirajo in
prikažejo na izbranem prikazovalniku. Pri obogateni resničnosti je generiranje scene
manǰsa težava kot pri navidezni resničnosti, kjer je zaradi popolne blokade zunanjih
informacij potrebno v realnem času generirati celotno okolico, medtem ko je pri obo-
gateni resničnosti potrebno le obogatene elemente predstaviti v realnem svetu. Cilj
generatorjev scene je čim hitreǰse izvajanje in osveževanje prikaza, saj registracija in
sledenje elementov zavzameta veliko časa za računanje, ki je pri gladkem prikazu slike
v realnem času z idealno 30 sličicami na sekundo, zelo omejen [37].
Želen 3D model ali CAD model mora generator scene glede na prepoznano pozicijo ka-
mere v prostoru pravilno prikazati s kombinacijo translacije, rotacije in spremembe veli-
kosti modela. Zaradi uporabe homogenih koordinat lahko preko zaporednega množenja
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Slika 2.5: Prikaz preslikave slike iz prostora na ekran, vir slike [41].
matrik enostavno kombiniramo transformacije (paziti moramo, saj operacije niso ko-
mutativne). Sprememba velikosti modela pomeni množenje posamezne točke v homo-
genem zapisu z matriko:
⎡⎢⎢⎣
sx 0 0 0
0 sy 0 0
0 0 sz 0














kjer so sx, sy, sz faktorji za spremembo velikosti v posamezni smeri. Na podoben
način se izvede tudi translacija:
⎡⎢⎢⎣
1 0 0 tx
0 1 0 ty
0 0 1 tz














Pri translaciji so tako kot pri spremembi velikosti tx, ty, tz faktorji premika v posame-
zni smeri. Rotacijo izvedemo na enak način, ki pa se za rotacijo okoli posamezne osi
razlikuje [42]:
⎡⎢⎢⎣
1 0 0 0
0 cos(θ) − sin(θ) 0
0 sin(θ) cos(θ) 0







⎤⎥⎥⎦ za rotacijo okoli osi x (2.6)
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⎡⎢⎢⎣
cos(θ) 0 sin(θ) 0
0 1 0 0
− sin(θ) 0 cos(θ) 0







⎤⎥⎥⎦ za rotacijo okoli osi y (2.7)
⎡⎢⎢⎣
cos(θ) − sin(θ) 0 0
sin(θ) cos(θ) 0 0
0 0 1 0







⎤⎥⎥⎦ za rotacijo okoli osi z (2.8)
Pri rotaciji se z uporabo matrik lahko zgodi, da pridemo do take konfiguracije, da se
dve osi rotacije poravnata in sta vzporedni, s čimer izgubimo eno prostostno stopnjo.
Ta pojav imenujemo gimbal lock in se mu izognemo tako, da namesto rotacijskih ma-
trik s koti uporabimo kvaternione (ang. quaternions). Vsaka rotacija, ki jo lahko
popǐsemo z rotacijskimi matrikami, je lahko popisana tudi s kvaternioni. Splošen zapis
kvaterniona je v obliki:
q = a+ bi+ cj + dk (2.9)
kjer so a, b, c, d realna števila, i, j, k pa kvaternionske enote. Zaradi odpornosti na
prej omenjene težave in zaradi računalnikom prijazneǰsega načina zapisa, ki omogoča
hitreǰse računanje, so kvaternioni zelo razširjeni v računalnǐski grafiki.
2.2.3. Prikaz slike
Na Sliki 2.2 sta prikazana dva glavna načina za prikaz obogatene resničnosti, kot ju
je definiral Azuma [16]. Pri na glavah nameščenih napravah ločimo optične sisteme
(ang. optical see-through), kjer gledamo realni svet skozi prozorno steklo, na kate-
rega projiciramo obogatene modele in s tem prikažemo svet z obogateno resničnostjo.
Med optičnimi sistemi je trenutno najbolj prepoznaven Micorosft hololens [28]. Drugi
način prikaza obogatene resničnosti pri HMD sistemih je sistem z video prikazom (ang.
video see-through), kjer preko kamere zajemamo sliko zunanjega sveta, ji programsko
dodamo obogatene elemente in tako združeno sliko prikažemo uporabniku kot posnetek
v realnem času.
Prednost optičnih sistemov je manǰsa zahteva po procesorski moči za prikazovanje, saj
je potrebno samo generiranje obogatenih elementov, vse ostalo pa vidimo skozi prozorna
stekla. Največja omejitev optičnih sistemov je tehnologija prikaza, saj je vidni kot
omejen, ker ne znamo še projicirati slik na način, da bi zajeli večji del človeškega vidnega
polja, hkrati pa so optični sistemi bolj občutljivi in zahtevajo natančneǰso kalibracijo
[34]. Video sistemi s tem niso omejeni oz. lažje obidejo to težavo s primerno obliko in
dimenzijami ekrana, vendar moramo zaradi prikaza slike preko monitorja zajemati vǐsjo
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kakovost slike, kar zahteva veliko dražjo kamero, kot bi bila sicer potrebna. Največja
težava pri video sistemih je občutek, ki ga uporabnik dobi, saj je vedno prisoten manǰsi
časovni in prostorski zamik med posnetkom in dejansko lego uporabnika v prostoru,
kar povzroča psihične napore in neprijetno uporabnǐsko izkušnjo [26].
Trenutno vedno bolj razširjen način prikaza obogatene resničnosti je prikaz na mobilnih
napravah [21]. Formalno gre sicer za monitorski način, saj zajemamo sliko in jo prika-
zujemo na prikazovalniku, ki ni nameščen na glavi, ampak ga z rokami premikamo in s
tem usmerjamo prikaz kamor želimo. Predvsem s povečevanjem zmogljivosti mobilnih
naprav postaja to področje vedno bolj razširjeno v industrijskih halah in prostorih [29].
2.2.4. SLAM
Načini zaznavanja in algoritmi v poglavju 2.2.1. ter večina sistemov za obogateno
resničnost temeljijo na iskanju ujemanja slike kamere z vnaprej določeno sliko (npr.
markerjem) ali 3D modelom (npr. CAD modelom), ki nam ob pritrdilni zaznavi defi-
nira pozo kamere in s tem primerno transformacijo obogatenega modela. Zadnja leta
pa se pojavlja vedno več raziskav in aplikacij, ki uporabljajo t.i. SLAM algoritme, ki
ne zahtevajo predhodnega poznavanja elementov okolice in jo sproti zaznavajo in s tem
ugotavljajo lastno pozicijo v prostoru - od koder izhaja tudi kratica, ki pomeni simul-
taneous localization and mapping [43]. Uporabnost SLAM algoritmov sega tudi v polje
robotike in avtonomne vožnje [44], kjer je sprotno poznavanje lokacije robota ali vo-
zila ključno, se pa idejno ne razlikuje veliko od zahteve po poznavanju lokacije kamere
v prostoru pri obogateni resničnosti. Z razvijanjem področja se uporabnost algorit-
mov prikazuje tudi v obogateni resničnosti, saj v tem primeru ni potrebno vnapreǰsnje
poznavanje elementov okolice in lahko v poljubnem okolju uporabljamo elemente obo-
gatene resničnosti [45].
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3.1. Zasnova programskega orodja
Cilj naloge je zasnova kompleta orodij, ki bi omogočala izdelavo dokumentacije v oboga-
teni resničnosti. Namen je, da bi bila orodja uporabna za vsakogar s splošnim tehničnim
znanjem in brez potrebe po poznavanju razširjenih konceptov obogatene resničnosti ali
računalnǐskega programiranja. Za omogočanje preprosteǰse uporabnǐske izkušnje smo
uporabili programsko okolje Unity [46] in knjižnico za obogateno resničnost VuFo-
ria [40].
Unity je sicer v osnovi program za izdelavo računalnǐskih iger, vendar vključuje veliko
orodij, ki bi jih sicer bilo potrebno ločeno nadzirati in zasnovati (npr. grafični prikaz 3D
elementov, zaznavanje strojne opreme, možnosti definiranja uporabnǐskega vmesnika,
...), hkrati pa je že zasnovan z mislijo na podporo navidezni in obogateni resničnosti.
VuForia je razširitev za Unity, ki velik del teorije, predstavljene v 2. poglavju, po-
enostavi v nekaj korakov, zaradi česar lahko hitro preidemo iz referenčnega modela
do prikaza obogatenih elementov brez skrbi pri pisanju algoritmov za prepoznavanje
elementov in računanju poze kamere.
Izdelava orodij je potekala s kombinacijo uporabe grafičnega vmesnika programskega
okolja Unity, kjer lahko veliko lastnosti določimo preko menijev, in skriptnega jezika
C#. Programsko okolje Unity sicer omogoča urejanje skript tako v C# ali Javascript
jeziku, ki sta po funkcionalnosti enakovredna in je njuna izbira predvsem odvisna od
posameznikove preference. Skriptno urejanje omogoča dodajanje funkcionalnosti, ki
jih z grafičnim vmesnikom v Unity ne moremo ustvariti, saj lahko samo s skriptami
dinamično spreminjamo elemente, krmilimo dogodke in odziv programa na pritiske
gumbov ter še veliko večino zapleteneǰsih funkcij, ki so za aplikacijo z obogateno re-
sničnostjo nujne.
Programsko okolje Unity preko kombinacije grafičnega vmesnika in skriptnega jezika
uporablja t.i. objektno orientirano programiranje (ang. object oriented programming
- OOP), kjer so posamezni elementi postavljeni v objekte posameznih razredov (ang.
class), ki jih definirajo lastnosti (ang. attributes) in metode (ang. methods). Za
vsak razred ima objekt definirane različne lastnosti in metode, zato lahko samo z
definiranjem razreda, ki mu objekt pripada, hitro ločimo in izvajamo primerne operacije
nad objekti brez skrbi, ali je posamezna operacija na določenem objektu izvedljiva. V
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programskem okolju Unity se objektni pristop do programiranja prepozna v tem, da
so vsi elementi del določenega razreda in imajo zato različne lastnosti in funkcije,
do katerih lahko dostopamo. Na Sliki 3.1 je prikazan zelo preprost primer razreda s




























Slika 3.1: Primer razreda Oseba in objektov Oseba1 in Oseba2.
3.1.1. Standardni elementi programskega okolja Unity
3.1.1.1. Platno
Razred platno (ang. canvas) je splošno uporaben, saj se znotraj teh elementov nahajajo
vsi elementi, ki tvorijo uporabnǐski vmesnik aplikacije (gumbi, besedila, pojavna okna,
...). Platno je prikazano nad elementi v 3D svetu in nanj ne moremo vplivati s fizikalnim
modelom ali ostalimi vplivi, ki so možni na elementih znotraj sveta v programskem
okolju. Platno ima več načinov prikaza:
Screen space – overlay: platno vedno prikazuje v ospredju na ekranu v dimenzijah,
ki jih definiramo. Ne glede na pozicijo kamere je platno v takem načinu prikazano vedno
popolnoma poravnano. V kolikor se dimenzije ekrana spremenijo (npr. različni mobilni
telefoni ali ekrani), se bo platno prilagodilo, da bo v celotu prikazano na ekranu, čeprav
bodo morda določena razmerja napačna, če nismo pozorni.
Screen space – camera: način prikaza je podoben kot preǰsnji, vendar je definiran
glede na določeno kamero, ki je element programskega okolja Unity in je zato prikaz
odvisen od nastavitev elementa kamere. V kolikor postavimo platno glede na to kamero
postrani in omogočimo prikaz perspektive, bomo dobili učinek perspektive tudi na
platnu, kar se v načinu overlay ne zgodi.
World space: platno je v prostor postavljeno kot kateri koli drugi predmet in je
prikaz odvisen od pozicije kamere. V kolikor je kamera usmerjena stran od platna, ga
ne bo prikazalo, če je kamera preblizu, pa bo platno prikazano le delno. Pri obogateni
resničnosti je ta način prikaza uporaben za prikaz t.i. ”plavajočega teksta”v prostoru,
ki se ne premika s premikanjem naprave.
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Na sliki 3.2 so prikazani različni načini prikaza platna. Med elementoma 3.2b in 3.2c je
razlika manj očitna, vendar bi v drugem primeru ob premiku kamere po urejevalniku
ostalo platno na mestu in ga ne bi več videli v kolikor ne bi bilo v vidnem polju, v prvem
primeru pa bo platno vedno ostalo v enaki perspektivi ne glede na lokacijo kamere.
(a) (b) (c)
Slika 3.2: Prikaz platna: (a) v načinu overlay, (b) načinu camera in (c) načinu world
space, vir [46].
3.1.1.2. Igralni objekt
V razredu igralnega objekta (ang. GameObject) se nahajajo vsi elementi v prostoru, ki
ga modeliramo v programskem okolju Unity. Iz tega razreda črpajo lastnosti vsi ostali
elementi, ki so nato dodatno definirani z drugimi lastnostmi in metodami. Razred
GameObject vsebuje osnovne podatke o elementu, npr. njegovo postavitev v prostoru
ali njegov status aktivnosti.
Vsak GameObject vsebuje komponento transformacije (ang. transform), ki definira
lego objekta v prostoru. Na to komponento lahko delujemo in s tem spreminjamo
postavitev elementa, prav tako pa lahko z delovanjem na komponento transform v
skriptnem jeziku dostopamo do vseh elementov, ki so hierarhično postavljeni pod Ga-
meObject, ki mu komponenta priprada:
List<GameObject> objects = new List<GameObject>();
void Start () {





Izsek iz skripte ActiveWhenStep
Izsek iz programske kode prikazuje primer, kako lahko v seznam objects dodamo vse
elemente GameObject, ki so hierarhično podrejeni elementu, ki mu je skripta dodana.
Pozorni moramo biti na razliko med GameObject in gameObject : prvi ponazarja ra-
zred GameObject, drugi pa se nanaša samo na element, ki mu je skripta dodana in
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je spremenljivka s točno določeno vrednostjo. Z zanko foreach iteriramo preko vseh
elementov vrste Transform, ki se nahajajo v spremenljivki transform elementa, ki mu
skripto dodajamo. V zanki nato v seznam dodamo element, ki pripada transforma-
ciji in s tem ustvarimo seznam celotne hierarhije v nekaj vrsticah kode, brez ročnega
vstavljanja imen.
Na GameObject lahko pripnemo skoraj katero koli komponento, zato je velikokrat upo-
rabno ustvariti prazen objekt, ki mu nato pripnemo skripto, ki deluje na druge elemente
ali v praznem elementu ustvari dodatne podelemente v skriptnem jeziku.
3.1.1.3. Besedilo
Znotraj platna lahko postavimo elemente besedila, ki so v grafičnem vmesniku de-
finirani s statičnimi lastnostmi, vendar lahko na vsak element besedila delujemo v
skriptnem jeziku preko razreda besedila in tako aktivno spreminjamo obliko in vsebino
ter postavitev besedila na ekranu.
Osnovni element besedila ima zelo omejeno uporabnost, z zadnjo različico so razvijalci
programskega okolja brezplačno dali na voljo v preteklosti plačljivo razširitev TextMe-
shPro, ki element besedila razširi in doda veliko dodatnih nastavitev. Poleg dodatnih
možnosti je glavna prednost razširitve, ki bo v prihodnji verziji postala del osnovnega
programskega okolja ta, da s spreminjanjem velikosti črke ohranjajo ločljivost, kar pred-
hodno ni držalo in so bile večje pisave zelo slabe kvalitete. Na Sliki 3.3 je prikazana
postavitev elementa besedila in lastnosti, ki jih v urejevalniku lahko spreminjamo. Vse
lastnosti, ki jih lahko spreminjamo v urejevalniku preko grafičnega vmesnika, lahko
spreminjamo tudi v skriptnem jeziku in s tem ustvarimo interaktivna in od konteksta
odvisna besedila.
Slika 3.3: Prikaz elementa besedila in lastnosti.
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3.1.1.4. Gumb
Element gumb je prav tako postavljen znotraj platna, pod seboj pa ima tudi pomožni
element besedila, ki je prikazano na gumbu. Razred gumba vključuje tako grafične
prikaze klika ali pritiska na gumb kot tudi učinek, ko na gumb pritisnemo, kjer lahko
kličemo vnaprej določene ali posebej spisane funkcije, ki nato delujejo tako na grafični
vmesnik kot na ostale elemente znotraj aplikacije.
3.1.1.5. Kolizijska komponenta
Komponenta za kolizijo (ang. collider) je podelement 3D modela in definira element za
fizikalne interakcije. Na element brez kolizijske komponente ne moremo delovati preko
trkov ali ostalih interakcij z drugimi elementi, prav tako pa nanj ne moremo klikniti z
mǐsko ali s prstom preko zaslona na dotik, kar pomeni, da je komponenta za kolizijo
ključna za interaktivnost aplikacije s 3D elementi.
Programsko okolje Unity vsebuje več kolizisjkih komponent, ki jih lahko dodelimo
elementu:
– kvader (ang. box collider),
– kapsula (ang. capsule collider),
– krogla (ang. sphere collider),
– mreža (ang. mesh collider).
Glede na obliko elementa lahko dodamo komponento, ki je primerneǰsa. V kolikor ne
ustreza nobena od primitivnih oblik, lahko uporabimo mrežo (mesh), ki se bo prilago-
dila obliki elementa, vendar je zaradi tega za izračun in prikaz veliko kompleksneǰsa,
zaradi česar jo je bolje čim manj uporabljati.
Izsek iz programske kode prikazuje del skripte, ki jo lahko dodamo elementu z name-
nom, da lahko ob dotiku na model odpremo pojavno okno z več informacijami. V izseku
ni prikazan del, kjer ob zagonu dodamo kolizijske elemente. Funkcija OnMouseDown se
sproži, ko aplikacija zazna klik ali dotik elementa in je standardna funckija program-
skega okolja Unity. Spremenljivka firstclick nam preprečuje, da bi ob primeru, ko
smo na en element že kliknili in s tem priklicali pojavno okno, lahko kliknili še na drugi
element in priklicali novo pojavno okno nad tem, saj so vsi kolizijski elementi, razen
tistega, ki mu pojavno okno pripada, ta čas deaktivirani, s tem pa na njih ne moremo
delovati s klikom ali dotikom.
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public GameObject panel; // Panel z besedilom
Collider[] colliders;
bool firstclick = false;
bool status = false;
private void OnMouseDown() // zaznava tudi kot touch
{




foreach (Collider col in colliders)
{
col.enabled = false; // deaktivira colliderje
if (col.name == gameObject.name)
{




status = true; // prikaze tooltip
panel.SetActive(status);
}




foreach (Collider col in colliders)
{
col.enabled = true; // jih aktivira vse
}




Izsek iz skripte TouchObject
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Na Sliki 3.4 je prikazan rdeč model cilindra, ki mu pripada kolizijska komponenta, ki
je cilindru najbolj podobna – capsule collider, prikazana z zelenim robom.
Slika 3.4: Prikaz cilindričnega elementa s pripadajočo kolizijsko komponento.
3.1.1.6. Tarča
Knjižnica VuForia združuje vse potrebne algoritme, skripte in postopke za prepozna-
vanje značilk v element tarče (ang. target). Glede na način prepoznavanja obstajajo
različni elementi:
– ImageTarget : prepoznavanje 2D markacije,
– MultiTarget : prepoznavanje več 2D markacij, postavljenih v obliko kvadra,
– CylinderTarget : prepoznavanje cilindričnih referenčnih oblik (npr. pločevinke),
– ObjectTarget : prepoznavanje kompleksnih oblik, pridobljenih iz 3D skena.
Uporabnik mora samo izbrati primeren element za svoje potrebe, uvoziti element in ga
izbrati v meniju elementa, kar olaǰsa veliko dela z algoritmi in omogoča osredotočanje
na implementacijo obogatene resničnosti brez težav pri samem procesu iskanja in za-
znavanja elementov. Vsi elementi, ki jih hierarhično uvrstimo pod target element bodo
ob zaznavi prikazani v primerni pozi glede na element, kot smo jih postavili v 3D svet
v programskem oknu.
Na Sliki 3.5 je prikazan element tarče v urejevalniku programskega okolja Unity. Na
desni strani vidimo nastavitve elementa, kjer lahko spreminjamo njegovo postavitev v
prostoru in velikost, v komponenti Image Target Behaviour pa izberemo podatkovno
bazo, iz katere črpamo podatke o želenem markerju in ostale lastnosti tarče, ki jih po
potrebi označimo.
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Slika 3.5: Primer elementa ImageTarget v urejevalniku.
Postopek nastanka baze podatkov iz slikovne datoteke z markerjem poteka preko sple-
tne strani razvijalca razširitve VuForia, uporabnik pa lahko uvozi že ustvarjeno bazo
podatkov z določenimi markerji, če nima potrebe po ustvarjanju lastnih.
3.1.1.7. Skripta
Element skripte je lahko dodan kateremu koli elementu. V kolikor je element aktiven,
je znotraj njega aktivna tudi dodeljena skripta. Preko skripte lahko aktivno vplivamo
na element, ki mu je skripta dodana ali na kateri koli drugi element. Ena skripta je
lahko dodeljena tudi več elementom, kjer si nato nekatere spremenljivke ali objekte v
skripti vsi elementi delijo ali pa ima vsak svojo verzijo (ang. instance) spremenljivke,
odvisno od tega, ali spremenljivko definiramo s pojmom javna (ang. public) ali zasebna
(ang. private) spremenljivka.
Preko skripte lahko delujemo na vsak element, komponento ali elementu hieararhično
pripadajoč podelement in dinamično spreminjamo lastnosti elementov, ki jih sicer v
urejevalniku nastavimo ob urejanju programa. Zaradi objektno orientiranega pristopa
je uporaba skript preprosta, saj vsakemu elementu ali komponenti pripada razred s
pripadajočimi lastnostmi in metodami.
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3.1.2. Struktura programa
AR documentation



























Slika 3.6: Drevesna struktura programa.
Slika 3.6 prikazuje drevesno strukturo programa s podelementi, kot so postavljeni v
strukturi programa Unity. Glavni elementi prikaza uporabnǐskega vmesnika so platna,
kamor nanašamo besedila in gumbe ter so vedno prisotna v ospredju naprave ne glede
na njeno usmerjenost. Beli bloki na sliki ponazorujejo elemente (GameObject, platna
ipd.), modri elementi pa skripte, ki so tem elementom dodane.
Na Sliki 3.7 je prikazan funkcijski diagram programa. Večina elementov se izvaja brez
uporabnikovega vnosa, prepoznavanje markerjev in računanje poze poteka ob vsakem
ciklu, saj lahko le tako zagotovimo tekoče prikazovanje obogatenih elementov. Uporab-
nik na program vpliva preko izbire koraka, ki nato programu narekuje, katere obogatene
elemente in elemente uporabnǐskega vmesnika aktivirati in prikazati.
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Slika 3.7: Funkcijski diagram programa.
3.1.2.1. Glavni meni
Glavni meni je platno, ki se pojavi ob zagonu aplikacije. V meniju lahko začnemo s
pregledom dokumentacije po korakih ali ponastavimo korak na prvega. Napisana so
tudi kratka navodila za uporabo in morebitne dodatne informacije po želji izdelovalca
dokumentacije. Gumb za začetek je vezan na funkcijo znotraj skripte Start, kjer ob
pritisku na gumb deaktiviramo platno glavnega menija in aktiviramo platni s koraki
in sistemskimi teksti ter pričnemo prikazovati obogatene elemente in sliko s kamere
telefona.
3.1.2.2. Glavno platno
Glavno platno je glavni element uporabnǐskega vmesnika in vsebuje elemente, potrebne
za premikanje po dokumentaciji in informacije o programu:
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– gumb za glavni meni,
– gumb za ponastavitev korakov,
– gumba za naslednji in preǰsnji korak,
– število trenutnega koraka,
– število trenutno zaznanih elementov (markerjev in objektov).
Gumbi za spreminjanje korakov delujejo preko preklapljanja platen in GameObjectov,
ki vsebujejo elemente za posamezen korak. Zaradi želje po izdelavi orodij, ki bi bile
dostopne tudi osebam brez predhodnega znanja programiranja, je bilo ključno poskr-
beti, da je možno izdelati poljubno število korakov brez uporabe skriptnega jezika in
samo s postavljanjem elementov v grafičnem vmesniku. S tem namenom aplikacije ob
zagonu pregleda vse prisotne elemente s koraki in jih postavi v seznam, prikazovanje
različnih korakov pa pomeni samo spreminjanje indeksa aktivnega elementa v seznamu
s koraki. To storimo z uporabo skripte, ki ob zagonu programa (kar nakazuje funkcija
Awake, ki jo Unity izvede ob zagonu aplikacije) pregleda vse elemente, ki smo jih pri
ustvarjanju aplikacije dodali pod element Koraki navodila na Sliki 3.6. Po pregledu ele-
mentov postavi vse najdene elemente v seznam, skozi katerega nato po želji aktiviramo
ali deaktiviramo želene korake.
3.1.2.3. Koraki navodila
Element z navodili za posamezen korak je platno, ki vsebuje podelemente z navodili oz.
tekstom, ki se pojavi pri vsakem koraku. Poleg besedila vsebuje tudi pojavna okna,
ki se pojavijo ob dotiku določenega elementa in prikažejo dodatne informacije, slike in
gumb s povezavo do dokumentacije ali spletne strani proizvajalca.
Elementu z navodili je dodana skripta StepChange, ki vsebuje seznam z vsemi koraki.
V skripti so definirane tudi funkcije, ki jih kličejo gumbi v uporabnǐskem vmesniku
za napredovanje po korakih. Prikaz elementov je zastavljen tako, da je v določenem
trenutku aktiven samo element s trenutnim indeksom koraka. Ob pritisku na gumb za
preǰsnji ali naslednji korak se spremeni in s tem tudi prikazani element.
3.1.2.4. ARCamera
Element ARCamera je element knjižnice VuForia, ki združuje vse potrebno za prepo-
znavanje markerjev, računanje poze kamere in prikaza obogatenih elementov na ekranu.
V tem elementu lahko nastavljamo sredǐsče koordinatnega sistema ob zaznavanju ele-
mentov, največje število elementov, ki jim hkrati sledimo in mnoge druge nastavitve.
Elementu ARCamera je dodana tudi skripta, ki spremlja število različnih elementov,
ki jih naprava zaznava. S tem lahko v aplikaciji hitro ugotovimo, če smo pravilno
zaznali vse želene elemente, sicer moramo nekoliko premakniti napravo in omogočiti
prepoznavanje markerja ali objekta.
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3.1.2.5. Target
V elementu tarča se nahaja marker ali objekt, ki služi kot referenca pri prepoznavanju
poze. Vsak marker ali element, ki ga v svetu želimo prepoznati, mora biti dodan
kot ločen element, vsi elementi, ki jih ob zaznavi posameznega markerja ali objekta
želimo prikazati, pa morajo biti podelementi tega elementa. V našem primeru želimo
za vsak korak prikazati samo nekaj obogatenih elementov, saj želimo prikazati samo
relevantne informacije za določen trenutek v pregledu dokumentacije. To storimo z
ustvarjanjem podobnega seznama, kakršen je za korake z navodili, ki ga nato krmilimo
z istim indeksom seznama kot seznam navodil. S tem zagotovimo prikaz istega koraka
za navodila in elemente v vsakem trenutku.
Za dodajanje dodatnih lastnosti obogatenim elementom uporabljamo skripte, ki jih
priložimo posameznemu elementu. V kolikor želimo na določen element delovati z
dotikom na ekran za prikaz dodatnih informacij mu dodamo skripto TouchObject, s
katero dodamo collider in izberemo želeno okno v korakih z navodili, ki se prikaže ob
dotiku. Za animiranje elementov lahko dodamo skripte ObjectMove ali ObjectRotate,
s katerimi povzročimo premikanje naprej-nazaj ali vrtenje okrog določene osi.
Ob korakih je lahko poljubno dodan tudi celoten CAD model elementa, ki ga obravna-
vamo, ki mu dodelimo teksturo depth mask, s čimer CAD model na ekranu ne bo viden,
bo pa prekrival vse elemente za njim, kot bi jih fizični predmet, ki ga obravnavamo.
S tem lahko izdelamo učinek okluzije 3D elementov z izbranim predmetom v realnem
svetu.
3.2. Uporabnǐski vmesnik
Pri izdelavi dokumentacije ima uporabnik nadzor nad markerji, obogatenimi elementi
in navodili pri korakih, uporabnǐski vmesnik pa je izdelan vnaprej, tako da se z akti-
vacijo gumbov, njihovim prikazom in delovanjem ni potrebno ukvarjati.
Slika 3.8: Zajeta slika uporabnǐskega vmesnika.
Na Sliki 3.8 vidimo izsek iz zajete slike uporabnǐskega vmesnika aplikacije, kjer so na
robovih vidni statični elementi uporabnǐskega vmesnika, sredinski prostor pa zavzemajo
navodila, ki se za vsak korak spreminjajo, in pojavno okno, ki se pojavi samo, ko se
dotaknemo določenega elementa, ki mu je pojavno okno dodeljeno.
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Slika 3.9: Primer okluzije elementa.
Na Sliki 3.9 vidimo sliko iz aplikacije, ko ob zaznavi objekta (v tem primeru mikro-
krmilnik Arduino) aplikacija prikaže obogateni element ob njem (na sliki je to vijak).
Opazno je tudi, da je ob postavitvi obogatenega elementa za realni element opazen le
del, ki sega nad objekt. Okluzija deluje, ker ima aplikacija vnešen CAD model mikro-
krmilnika, ki ga prikaže kot prozoren element, ki pa preprečuje prikaz elementov za
seboj.
Največji izziv pri uporabnǐskem vmesniku je najti pravilno ravnovesje med podajanjem
vseh potrebnih informacij in puščanjem dovolj prostora na ekranu, da ima uporabnik
jasen pogled na sliko iz kamere in obogatene elemente. Prav tako je pomembno tudi
podajanje informacij samo takrat, ko so potrebne. V primeru, da se lahko obogatenega
elementa dotaknemo in s tem prikličemo pojavno okno z več informacijami, se pod
gumboma za naslednji in preǰsnji korak pojavi okno, ki nam pove, da ob dotiku na
obogateni element lahko dobimo dodatne informacije. V kolikor obogateni element na
določenem koraku nima dodanega pojavnega okna, se to sporočilo ne prikaže in s tem
uporabnika ne moti.
Na Sliki 3.10 vidimo uporabnǐski vmesnik in poziv za dotik obogatenega elementa, ki je
prisoten samo takrat, ko je na obogateni element dodana skripta z aktivacijo pojavnega
okna ob dotiku. Ob dodajanju pojavnih oken in vklapljanju dotika program ob zagonu
pregleda v katerih korakih so elementi prisotni in samo v tistih korakih prikaže poziv za
dotik. Omenjeni dogodki potekajo v ozadju, zaradi česar ni potrebe, da bi uporabnik
poznal delovanje skriptnega jezika za pravilen prikaz okna.
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(a)
(b)
Slika 3.10: Uporabnǐski vmesnik ob (a) prisotnosti pojavnega okna ob dotiku in (b)
odsotnosti pojavnega okna.
Pri uporabi obogatene resničnosti je potrebna minimizacija nepotrebnih informacij,
zato je uporabnǐski vmesnik preprost in vsebuje samo ključne elemente za navigacijo.
Pri izdelavi dokumentacije so vsi elementi že postavljeni in ni potrebno nikakršno
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Slika 3.11: Potek uporabe orodja za izdelavo dokumentacije.
Slika 3.11 prikazuje potek uporabe zasnovanih orodij z namenom izdelave dokumen-
tacije. Po uvozu potrebnih knjižnic lahko uporabnik orodij takoj začne z izdelavo
navodil ali dokumentacije. V kolikor ima uporabnik nekaj izkušenj s CAD program-
skimi orodji, lahko takoj učinkovito deluje, saj je potrebno samo postavljanje CAD
modelov v prostor glede na vnaprej določen marker in dodajanje ter zapisovanje navo-
dil, ki jih želimo prikazati, ves potek in skriptni del pa je vnaprej določen in pripravljen
tako, da za izdelavo dokumentacije ni potrebno pisanje programske kode.
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3.3.1. Priprava elementov
Pred pisanjem dokumentacije je potrebno pripraviti načrt, kako naj dokumentacija
izgleda. Posamezen korak si lahko najbolje predstavljamo kot stran v papirnatih navo-
dilih za uporabo, kjer za vsako stran ali korak naredimo eno dejanje. S pripravljenim
načrtom moramo uvoziti vse želene CAD elemente. Potrebno je paziti, ker Unity
neposredno ne podpira inženirskih parametričnih formatov datotek (npr. Solidworks







Obstaja več potekov za pretvorbo v primerne formate in najbolje je, da si uporabnik
glede na svoje potrebe in želje izbere format, ki mu najbolj ustreza.
Uvoženim elementom lahko za izbolǰsanje predstavitve dodamo teksturo, ki jo želimo
prikazati preko dodajanja elementov material, ki določajo barvo in izgled elementa in
so vnaprej pripravljeni. Izberemo lahko različne barve, v kolikor želimo lahko elementu
dodamo tudi material transparent, ki omogoča izdelavo okluzije, kot predstavljeno v
podpoglavju 3.2. pri okluziji, vidno na Sliki 3.9.
Poleg materiala za okluzijo sta vnaprej pripravljena še materiala z zeleno in rdečo
barvo, ki se od običajnih materialov razlikujeta po tem, da omogočata prosojnost, kar
lahko tudi ojačamo s skriptami (več o skriptah v poglavju 3.3.3.) tako, da utripajo.
V kolikor želimo ustvariti nov material, lahko v mapi Materials v programskem okolju
Unity ustvarimo tudi nov material in ga po želji sami definiramo.
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float alfa = 0.5f;
int alfamod = 1;
Color tcolor;





void Update () {
alfa += 0.015f * alfamod;










Izsek iz skripte ObjectPulse
V izseku iz skripte ObjectPulse je prikazano, kako lahko elementu z definiranim mate-
rialom dodamo efekt utripanja med polno barvo in prosojnostjo. Tudi pri definiranju
barv so elementi objektno orientiranega programiranja zelo uporabni, saj je tudi barva
definirana kot razred in lahko zaradi tega elementom preprosto skriptno menjujemo
barve in materiale.
3.3.2. Izdelava navodil
Po pripravi elementov in izdelavi načrta lahko uporabnik prične z izdelavo dokumenta-
cije. Iz Slike 3.6 je razvidna struktura navodil, pomembno pa je, da je število korakov
v elementu Koraki navodila in elementu Koraki enako, saj program nadzira prekla-
pljanje med koraki z istim indeksom, s čimer predpostavlja enako velikost seznamov
korakov z obogatenimi elementi in navodili.
3.3.2.1. Besedilna navodila
Slika 3.12 prikazuje okno urejevalnika ob uporabi orodij. Tekstovni del navodil urejamo
tako, da v hierarhiji (v primeru na sliki na levi strani okna) izberemo element z navodili,
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ki ga želimo. Element se bo nato pojavil v nadzornem oknu (na sliki na desni strani
okna). Po izbiri elementa lahko urejamo njegove lastnosti.
Postavitev lahko urejamo tudi preko premikanja z mǐsko v prikazovalniku scene (na
sliki na sredini), kar najpogosteje uporabljamo za grobe premike, ki jih nato natančneje
postavimo v urejevalniku.
Na spodnjem delu Slike 3.12 prikaz programa v t.i. igralnem načinu (ang. Play mode),
ki nam omogoča sprotno preverjanje in testiranje programa brez potrebe po izdelavi
mobilne aplikacije za vsako spremembo. V primeru uporabe orodij za izdelavo doku-
mentacije je potrebna spletna kamera, saj moramo zajemati sliko iz okolice za uporabo
obogatene resničnosti.
Slika 3.12: Okno urejevalnika pri izdelavi dokumentacije.
V element Koraki navodila (na Sliki 3.12 imenovan AllSteps) dodajamo besedilne ele-
mente, ki ob obogatenih elementih predstavljajo tekstovno podporo uporabniku. V
vsakem koraku se nahaja element besedila, kamor vnesemo želeno besedilo, ki ga nato
lahko urejamo in mu spreminjamo barvo, pisavo in ostale lastnosti, če nam slog, ki
je za orodje privzet, ne ustreza (npr. če je prevladujoča barva okolja uporabe preveč
podobna barvi pisave). Poleg besedila je prisoten še element pojavnega okna, ki se
pojavi ob dotiku na obogateni element, ki mu v urejevalniku dodelimo pojavno okno.
V pojavnem oknu lahko napǐsemo dodatna pojasnila, prikažemo lahko sliko elementa
ali kakšne podrobnosti, ki jih z besedami težje opǐsemo, dodamo pa lahko tudi gumb,
ki ob pritisku odpre spletno stran, ki jo določimo v urejevalniku (npr. spletna stran
proizvajalca elementa, članek s pojasnili).
3.3.2.2. Dodajanje 3D elementov
Po izdelavi posameznega koraka z navodili sledi še izdelava obogatenih elementov za
posamezen korak. Obogatene elemente dodajamo v urejevalniku v 3D prostor glede na
izbran marker, kot bi v katerem koli CAD programu izdelovali sestav, preko vpisovanja
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koordinat ali premikanja in vrtenja z mǐsko. Dodamo lahko CAD modele, ki smo jih
prej uvozili, mnogokrat pa so za prikaz dovolj že primitivni elementi, ki s svojo grobo
obliko ponazorijo kompleksneǰse elemente. Te lahko ustvarimo kar v programskem
okolju Unity, kjer poznamo naslednje elemente:
– kocka (ang. cube),
– krogla (ang. sphere),
– kapsula (ang. capsule),
– cilinder (ang. cylinder),
– ravnina (ang. plane).
Kljub pomanjkanju podrobnosti so mnogokrat primitvni elementi v okvirnih dimenzi-
jah dovolj za ponazoritev elementa, hkrati pa vse podrobnosti velikokrat niso potrebne
in so celo moteče za opravljanje določenega opravila. Ne smemo pozabiti, da sta že
samo računanje poze in prikaz obogatenih elementov v realnem času računsko zelo zah-
tevno, kar postane ob potrebi po prikazu elementov z veliko podrobnostmi prezahtevno
celo za najsodobneǰse mobilne telefone in aplikacija ne teče več gladko v realnem času,
s čimer se učinkovitost dokumentacije zmanǰsa bolj, kot če bi uporabili preprosteǰso
obliko. Poleg oblik pa lahko tudi z barvami dodamo potrebne informacije, ki bi jih
sicer morali prikazati z natančneǰsim modelom.
Poleg primitivnih elementov in uvoženih CAD modelov smo za potrebe orodij ustvarili
še dva vnaprej pripravljena modela, ki ju lahko uporabljamo za prikaz: vijak in puščico.
Z modelom vijaka lahko ponazorimo potrebno vijačenje ali odvijačenje, s puščico pa
lahko točneje pokažemo na določen del sestava. Na Sliki 3.13 sta prikazana oba modela,
ki jima lahko dodamo tudi različne teksture in skripte za gibanje.
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(a) (b)
Slika 3.13: Model (a) puščice in (b) vijaka.
Za pravilen prikaz obogatenih elementov ob primernem koraku jih moramo pravilno
hierarhično umestiti. 3D modeli, za katere želimo da so vedno prisotni, so lahko po-
stavljeni neposredno kot podelementi objekta tarče (target). To velja predvsem za
objekte, ki so vedno v vidnem polju ali za elemente, na katere namestimo material za
prikaz okluzije. Elemente, ki jih želimo prikazati samo v določenem koraku, pa posta-
vimo v element s koraki, ki se bodo aktivirali v sosledju in jih nadziramo z gumboma
za naprej in nazaj.
Na Sliki 3.14 vidimo primerjavo postavljanja elementa v urejevalniku in njegovo de-
jansko postavitev v aplikaciji. Na Sliki 3.14a je prikazana postavitev v urejevalniku,
kjer prosojno moder kvader prikazuje območje objekta, ki smo ga skenirali za Object-
Target, na Sliki 3.14b pa vidimo kako izgleda postavljeni element v aplikaciji. Enako
postopamo tudi pri postavljanju elementov ob ImageTarget, kjer bi postavitev modela





Slika 3.14: Prikaz postavitve elementov (a) v urejevalniku in (b) v končni aplikaciji.
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3.3.3. Dodajanje skript
Za dodatne funkcije elementov dokumentacije lahko uporabnik elementom dodaja skripte.
Skripte so vnaprej pripravljene in delujejo brez spreminjanja programske kode. V Pre-
glednici 3.1 so zbrane skripte za dodajanje funkcionalnosti, napisan je tudi element,
kamor se funkcija doda in parametri, ki jih lahko uporabnik spreminja v urejevalniku.
Preglednica 3.1: Skripte za dodajanje funkcij elementom.
Ime element Funckija Parametri
ObjectMove X 3D model
premikanje naprej-nazaj
razdalja premika
v smeri x osi
ObjectMove Y 3D model
premikanje naprej-nazaj
razdalja premika
v smeri y osi
ObjectMove Z 3D model
premikanje naprej-nazaj
razdalja premika
v smeri z osi
ObjectRotate X 3D model rotacija okoli x osi hitrost rotacije
ObjectRotate Y 3D model rotacija okoli y osi hitrost rotacije
ObjectRotate Z 3D model rotacija okoli z osi hitrost rotacije






do prosojnega in nazaj
TouchObject 3D model
prikaz pojavnega okna pojavno okno,


























aktivira elemente korak, ko se
druge tarče prikažejo modeli
Skripto uporabimo tako, da jo v programskem okolju v brskalniku poǐsčemo (vse skripte
se nahajajo v mapi Scripts), primemo in povlečemo (ang. drag and drop) v element.
V urejevalniku nato skripta izgleda kot vsi drugi elementi programskega okolja Unity,
zato je jasno razvidno katere elemente moramo še ročno dodati, da bo delovala pravilno.
Številske vrednosti (npr. hitrosti premikov) imajo že določeno privzeto vrednost, ki jo
lahko spremenimo ali pustimo na privzeti vrednosti.
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public float move_dist = 45.0f;
Vector3 translation;






public MoveDir StartDirection = MoveDir.positive;
private void Start()
{













Izsek iz skripte MoveObject X
Programski izsek prikazuje skripto za premikanje modela naprej-nazaj v x smeri. Objekt
Vector3 ponazarja vektor treh dimenzij, s katerim lahko definiramo premike, lokacije in
vse spremembe, vezane na 3D prostor. Imamo še spremenljivko timer, ki se povečuje,
ob določenem času pa ponastavi, kar povzroči spremembo smeri gibanja, iz česar na-
stane gibanje objekta naprej-nazaj. Poudariti gre še spremenljivko tipa enum, ki deluje
kot seznam, ki ima vsaki besedni spremenljivki dodeljeno številko, zaradi česar lahko
pri pisanju skript uporabljamo besedne vrednosti namesto številk, kar naredi program-
sko kodo jasneǰso. V našem primeru je uporabljen tudi zato, ker se taka spremenljivka
v programskem okolju Unity prikaže kot preprosta izbira smeri, kar pomeni, da lahko
uporabnik smer gibanja označi besedno v uporabnǐskem vmesniku, koda bo pa nato
uporabljala številski vrednosti +1 in −1.
Vse skripte v Preglednici 3.1 delujejo na podoben način, uporabnik jih mora le postaviti
v želen objekt, njihovo delovanje pa je v ozadju.
Poleg že ustvarjenih skript lahko uporabnik orodij napǐse tudi lastno skripto, ki jo nato
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uporablja kot vnaprej napisane skripte in s tem razširi uporabnost tudi preko okvirov
osnovnih orodij.
3.3.4. Dodatni markerji
Velikokrat potrebujemo pri izdelavi dokumentacije več elementov, ob katerih prikažemo
obogatene elemente. Uporabnik lahko v urejevalnik poleg glavnega elementa target
doda še poljubno število dodatnih tarč. Dodatne tarče dodamo v urejevalniku v
osnovni pogled hierarhije, za pravilno delovanje ob glavni tarči jim dodamo skripto
SecondTarget (predstavljena v Preglednici 3.1). V skripti določimo, v katerih korakih
dokumentacije je druga tarča aktivna, saj bi lahko v določenem primeru aktivirana
druga tarča povzročala napačen prikaz informacij ali neželeno prekrivanje. Podobno
kot je urejena hierarhija glavne tarče s koraki, kakor prikazuje Slika 3.6, je tudi druga
tarča urejena s praznimi elementi GameObject, kamor vstavimo elemente, ki se ob
določenem koraku prikažejo in pripnemo skripto ActiveWhenStep, v kateri določimo
korak, ko se ti elementi aktivirajo.
Slika 3.15 prikazuje hierarhični razpored glavne tarče in ostalih. Modra elementa sta
skripti, ki povezave urejata, skripta SecondTarget skrbi, da je druga tarča ob korakih 1
in 2 aktivna, skripta ActiveWhenStep pa aktivira elemente, ki jih želimo prikazati pod
tarčo v določenem koraku glavne tarče. Na enak način kot drugo tarčo lahko poljubno
nizamo še več tarč.








Slika 3.15: Prikaz ureditve glavne tarče in drugih tarč.
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void Update () {
NowStpChng = StepChange.CanvasIndex;
if (NowStpChng != PrevStpChng)
{
for (int i = 0; i < StepActive.Length; i++)
{














Izsek iz skripte SecondTarget
Izsek iz programske kode prikazuje preverjanje, ali je v določenem koraku aktivirana še
kakšna sekundarna tarča. Spremenljivka script je ena izmed skript knjižnice VuForia,
ki je ključen del tarče in brez katere prepoznavanje določene tarče ni aktivirano. Ob
spremembi koraka skripta pogleda, ali je v vektorju StepActive definirana številka
koraka. StepActive definira uporabnik v uporabnǐskem vmesniku z vsemi koraki, ko
želi, da je sekundarna tarča aktivna.
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3.4. Preverjanje implementacije orodij na realnem
sistemu
Za preverjanje učinkovitosti orodij za izdelavo dokumentacije smo se odločili opraviti
preizkus, ki bi pokazal, ali se lahko z orodji ustvari dokumentacija, ki je za uporabnike
koristna pri opravljanju določene naloge ali postopka.
3.4.1. Zasnova
Za preverjanje učinkovitosti smo potrebovali nalogo, ki bo dovolj težavna, da bo imela
obogatena resničnost pozitiven učinek, saj smo že pri pregledu literature v 2. po-
glavju ugotovili, da ima obogatena resničnost pri opravljanju prelahkih opravil celo
negativen učinek. Z upoštevanjem zahtev po določeni stopnji zahtevnosti ter hkra-
tnem upoštevanju izvedljivosti poskusa smo se odločili ustvariti navodila za menjavo
spominskega modula (ang. Random Access Memory - RAM ) na hǐsnem stacionarnem
računalniku.
Slika 3.16: Prikaz zadnjega dela računalnika, na katerem smo izvedli eksperiment.
Na Sliki 3.16 je prikazan zadnji del računalnika, kjer se postopek menjave začne. Na
zadnjem delu je postavljen marker, ki deluje kot tarča za zadnji del, kjer pričnemo
z odstranjevanjem stranice računalnika. Postavitev smo določili tako, ker je enakost
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postavitve markerja v realnem svetu in v programskih orodjih ključna za natančnost
prikaza.
Slika 3.17: Prikaz notranjosti računalnika, na katerem smo izvedli eksperiment.
Na Sliki 3.17 je prikazana notranjost računalnika, kjer je postavljen drugi marker, ki ga
ob zaznavi postavimo kot tarčo, ki definira notranjost računalnika in s pomočjo kate-
rega lokaliziramo RAM modul, ki ga moramo zamenjati. Zaradi možnosti razširjenega
sledenja (ang. extended tracking) v knjižnici VuForia ni potrebno imeti markerja vsak
trenutek v vidnem polju telefona. Na začetku ga je potrebno samo posneti in se nato
počasi premikati, ob čemer bo naprava sproti ustvarjala referenčne točke, zaradi česar
lahko kljub 2D markerju z napravo gledamo notranjost računalnika iz vseh strani in
razdalj.
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Slika 3.18: RAM modul, ki ga bo potrebno zamenjati v računalniku.
Na Sliki 3.18 je prikazan RAM modul, ki ga moramo zamenjati. Opremljen je z mar-
kerjem, saj bo uporabnik imel ob menjavi prisotnih na mizi več modulov, opremljenih
z različnimi markerji, pravilen bo pa samo en, kar mu bo aplikacija ob zaznavi mar-
kerja tudi sporočila. S tem želimo prikazati koristnost obogatene resničnosti pri izbiri
delov, ki so na videz zelo podobni in nam pri izbiri lahko prikaz obogatenega elementa
omogoči hitro zaznavo primernega kosa za menjavo.
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Slika 3.19: RAM modul, vstavljen v računalnik.
Na Sliki 3.19 je viden RAM modul, vstavljen v računalnik. Pri tem velja opozoriti
na postopek vstavljanja modula, saj ga v matični plošči držijo zatiči, s katerimi je
onemogočeno, da bi modul med uporabo izpadel. Dokumentacija prikaže zatiče in
njihov potreben premik ob zaznavi notranjosti računalnika pri koraku, ki zapoveduje
izvleko modula. Ob dotiku obogatenega elementa modula se pokaže pojavno okno z
dodatno sliko, ki prikazuje pravilen postopek menjave modula, da lahko tudi oseba, ki
se z notranjosto računalnika srečuje prvič, uspešno zamenja RAM modul.
Postopek menjave smo definirali kot sosledje opravil:
– odvijanje vijakov stranice ohǐsja,
– odstranitev stranice,
– lokalizacija RAM modula,
– odstranitev RAM modula,
– izbira pravilnega modula za vstavitev s pomočjo obogatene dokumentacije,
– vstavljanje RAM modula,
– namestitev stranice ohǐsja,
– privijanje vijakov stranice.
Pri izvedbi nas je zanimalo predvsem, ali je z orodji, ki smo jih zasnovali in razvili možno
ustvariti dokumentacijo v obogateni resničnosti, ki je uporabna za izvedbo naloge in
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kakšna je koristnost tako ustvarjene dokumentacije, predvsem glede na različne nivoje
tehničnega znanja pri uporabnikih.
3.4.2. Izvedba
Za ugotavljanje zadanih vprašanj smo sestavili vprašalnik iz dveh delov: v prvem delu,
ki so ga udeleženci izpolnili pred izvedbo naloge, so podali oceno svojega tehničnega
znanja in seznanjenosti s pojmom obogatene resničnosti, v drugem delu, ki so ga iz-
polnili po opravljanju naloge, pa so ocenili koristnost obogatene resničnosti v doku-
mentaciji in težavnost naloge. Vprašalnik je bil kombiniranega tipa, nekaj vprašanj
je bilo odprtega tipa, s čimer so lahko udeleženci izrazili svoje mnenje in občutene
pomanjkljivosti. Celoten vprašalnik je dodan kot priloga v 8. poglavju.
Pred izpolnjevanjem naloge nas je pri uporabnikih zanimalo njihovo tehnično znanje,
saj smo želeli izvedeti, ali bodo posamezniki, ki so se ocenili kot tehnično bolj uspo-
sobljeni, imeli manǰso korist od dokumentacije kot ljudje, ki tehničnega znanja nimajo
in jim je sestavljanje oz. razstavljanje tehnoloških izdelkov popolnoma tuje. S tem
namenom smo podali lestvico za ocenjevanje tehnične usposobljenosti in podali pri-
mere za vsako izmed njih, tako da lahko uporabnik dobi občutek, kaj posamezna ocena
pomeni. Še vedno pa je bilo nekaj prostora za ocenjevanje tehnične usposobljenosti
po lastni presoji, kar smo tudi želeli doseči, saj nas je bolj kot objektivni kazatelj
tehnične usposobljenosti zanimala subjektivna zaznava uporabnika o lastni tehnični
usposobljenosti.
Zanimalo nas je tudi, ali je uporabnik predhodno že razstavil ali sestavil osebni računalnik,
saj bo nekdo, ki tega še ni storil, ob pogledu na notranjost računalnika imel drugačne
težave kot nekdo, ki vsaj približno ve, kako notranjost računalnika izgleda. To nas je za-
nimalo predvsem zato, ker smo želeli preveriti razliko v koristnosti orodij med posame-
zniki, ki notranjosti računalnika še niso videli in tistimi, ki so z izgledom računalnǐskih
komponent že seznanjeni.
Zanimalo nas je tudi, ali uporabnik že pozna pojem obogatene resničnosti, saj je že
pregled literature pokazal, da je sprejemanje take tehnologije lahko težavno in smo
želeli imeti informacijo, ali se je posamezni uporabnik s tehnologijo šele seznanil, ali
pa njeno delovanje pozna vsaj okvirno.
Pred opravljanjem naloge smo vsakemu udeležencu razložili princip obogatene re-
sničnosti in uporabe dokumentacije, saj nihče izmed udeležencev ni imel praktičnih
izkušenj s to tehnologijo, čeprav so nekateri bili s pojmom seznanjeni. Pri vsakem
udeležencu smo merili tudi porabljen čas za opravljanje naloge.
Po opravljeni nalogi so uporabniki izpolnili še drugi del vprašalnika, kjer nas je najprej
zanimalo, ali bi lahko nalogo opravili brez kakršnih koli navodil. To nas je zanimalo
predvsem zato, ker bi uporabnik, ki postopek pozna, imel od dokumentacije manǰso
korist kot nekdo, ki se z razstavljanjem računalnika ni še nikoli srečal.
Zanimalo nas je tudi, ali je uporabnik uspel nalogo opraviti do konca. V kolikor bi
uporabnik označil, da naloge ni uspel opraviti do konca, bi bila potrebna podrobna
analiza razlogov, ali gre za pomanjkljivost pri navodilih oz. dokumentaciji ali za kakšen
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vzrok, ki je izven našega nadzora. V kolikor naloge ne bi opravila večina uporabnikov,
bi to pomenilo morebitno večjo pomanjkljivost zasnovane dokumentacije.
Uporabniki so nato ocenili zaznano težavnost naloge. To nas je zanimalo predvsem
zato, ker smo že pri pregledu literautre ugotovili, da je lahko obogatena resničnost
pri prelahkih nalogah prej moteča kot koristna. Glede na zaznano težavnost naloge in
ocenjeno koristnost dokumentacije bi lahko videli, ali obstaja kakšna razlika v zaznani
koristnosti glede na ocenjeno težavnost, s čimer bi lahko ugotovili, kakšni tipologiji
uporabnika obogatena resničnost bolj koristi.
Sledilo je vprašanje o koristnosti obogatene resničnosti v dokumentaciji. S to oceno
bomo posredno zaznali, ali so orodja, ki smo jih v sklopu tega dela zasnovali, koristna
in lahko z njimi ustvarimo dokumentacijo, ki bo uporabniku koristna za opravljanje
določene naloge montaže ali vzdrževanja. Oceno koristnosti bomo primerjali z neka-
terimi ostalimi vprašanji v vprašalniku, da preverimo, ali se razlikuje glede na druge
ocene uporabnikov. Pričakujemo, da bo pri ljudeh z nižjo ocenjeno stopnjo tehničnega
znanja ocena koristnosti vǐsja, saj bi bila taka dokumentacija uporabniku, ki sicer ne bi
znal znotraj računalnika niti lokalizirati RAM modula veliko koristneǰsa kot nekomu,
ki je celoten proces izvedel že večkrat in ga lahko opravi brez kakršnih koli navodil.
Prav tako nas zanima, kako bo ocenjena koristnost glede na zaznano težavnost, saj
sklepamo, da bodo navodila manj uporabna nekomu, ki nalogo smatra kot trivialno,
saj držanje pametnega telefona in preklapljanje po korakih naredi več težav kot kori-
sti. Nekomu, ki bi mu taka naloga sicer povzročala večje težave v dokumentaciji pa bi
taka dokumentacija, ki ga vodi iz koraka v korak, zelo koristila in bi v njej videl večjo
uporabnost.
Uporabnost dokumentacije nas je zanimala tudi v sklopu posameznih korakov, zato smo
postavili vprašanje, ali je bila bogatena resničnost v katerem izmed korakov moteča.
Glede na dosedanje raziskave o obogateni resničnosti v industrijskem področju vemo,
da je obogatena resničnost tehnologija, ki lahko zelo poenostavi prikaz določenih infor-
macij, določene preproste prikaze pa lahko naredi veliko bolj zapletene, kot bi bili samo
z ikono ali vrstico besedila. Pri snovanju dokumentacije smo bili na to pozorni, vendar
nas je kljub temu zanimalo, kako na to gledajo uporabniki in ali bi identificirali kakšen
korak, kjer jim je obogatena resničnost povzročala več težav kot koristi. Ta korak bi
nato lahko pregledali in videli, kako bi ga lahko spremenili in način prikaza izbolǰsali,
odstranili obogatene elemente ali jih prikazali na kakšen drugačen način.
Prav tako nas je zanimalo, ali uporabniki menijo, da bi bila papirnata navodila za
opravljanje naloge koristneǰsa. Glede na to, da dokumentacija v obogateni resničnosti
v tem primeru nadomešča papirnata navodila s statičnimi slikami, želimo preveriti,
ali je v primerjavi s tem referenčnim načinom obogatena resničnost koristneǰsa. To
vprašanje želimo primerjati z zaznano koristnostjo in s tehničnim znanjem uporabnika,
da vidimo ali obstaja določena tipologija uporabnika, ki mu obogatena resničnost bolj
koristi, medtem ko za druge uporabnike oz. za naloge z drugačno težavnostjo raje
uporabljamo klasična papirnata navodila.
Po opravljeni nalogi so nas zanimale tudi pomanjkljivosti dokumentacije, kjer smo
uporabnikom postavili vprašanje odprtega tipa, da lahko navedejo, kaj jih je pri doku-
mentaciji motilo. Pri pomanjkljivostih nas zanimajo tako pomanjkljivosti glede same
dokumentacije, ki se nanašajo na specifično nalogo in navodila zanjo, kot tudi pomanj-
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kljivosti, ki izhajajo že iz same zasnove orodij za izdelavo dokumentacije. Pomanj-
kljivosti glede dokumentacije bomo obravnavali kot splošne napotke za izdelavo bolǰse
dokumentacije v prihodnosti in izbolǰsanje uporabnǐske izkušnje pri snovanju in upo-
rabi zasnovanih orodij, medtem ko bodo komentarji glede uporabnǐskega vmesnika ali
splošneǰsih vidikov obravnavani kot potencialni nadaljnji koraki pri izbolǰsanju zasno-
vanih orodij ali kot opozorila o splošnih pasteh, na katere lahko naletimo v obogateni
resničnosti in na katere moramo biti pri implementaciji pozorni s sistemskega vidika.
Za konec smo uporabnika vprašali tudi o njegovih splošnih pogledih na obogateno re-
sničnost po uporabi primera impelmentacije te tehnologije. Tudi uporabniki, ki so o
obogateni resničnosti že slǐsali, so večinoma gledali demo posnetke in vnaprej pripra-
vljene primere, ko obogatena resničnost brezhibno deluje v aplikaciji, ki je namenjena
temu, da uporabnika navduši. V našem primeru gre za realno implementacijo splošnih
orodij za opravljanje realne naloge v realnih pogojih in zato nas zanima mnenje upo-
rabnikov po izkušnji s tehnologijo v obliki, veliko bližji vsakodnevni uporabi.
S tako izbranimi vprašanji smo želeli pridobiti celostni pregled nad uporabnǐsko izkušnjo,
ki bi nam povedala, ali so orodja, ki smo jih zasnovali, koristna za izdelavo dokumenta-
cije v obogateni resničnosti. Poleg same koristnosti smo želeli s temi vprašanji preveriti,
ali se pri različnih tipih uporabnikov uporabnǐska izkušnja razlikuje. Zanimalo nas je,
ali morda obstaja določena kombinacija lastnosti (npr. zelo visoka tehnična usposo-
bljenost), kjer dokumentacija v obogateni resničnosti ni koristna. Poleg številskih ocen
želimo tudi z vprašanji odprtega tipa dobiti splošne povratne informacije ter informa-
cije, ali prej omenjeni različni tipi uporabnikov zaznavajo različne prednosti in slabosti
dokumentacije.
3.4.3. Rezultati
V nalogi je sodelovalo 14 udeležencev, od tega 6 žensk in 8 moških. Povprečna starost
udeležencev je bila 33 let. Povprečen čas opravljanja naloge je bil 6 minut. Povprečno
tehnično znanje je bilo 2,6. 29 % udeležencev je pred opravljanjem naloge že razstavilo
stacionarni računalnik, 43 % udeležencev pa je pred opravljanjem naloge že poznalo
pojem obogatena resničnost. 29 % udeležencev bi nalogo opravilo brez kakršnih koli
navodil. Vsi udeleženci so nalogo opravili do konca. Težavnost naloge so v povprečju
označili z 3,1, koristnost obogatene resničnosti pa s 4,9. Nobenemu posamezniku se
obogatena resničnost v nobenem koraku ni zdela moteča. Le en udeleženec je označil,
da bi bil učinkoviteǰsi s papirnatimi navodili s slikami in vsi udeleženci so označili, da
bi jim obogatena resničnost koristila v vsakdanjem življenju tudi na drugih področjih.
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3.4. Preverjanje implementacije orodij na realnem sistemu
Udeleženci so pri 12. vprašanju definirali morebitne pomanjkljivosti naloge in predla-
gali izbolǰsave. Pomanjkljivosti in izbolǰsave, ki so jih predlagali, so:
– aplikacija bi lahko zaznala opravljen korak in šla sama na naslednji korak,
– detekcija tarče bi lahko bila bolǰsa,
– rdeča barva v navodilih ni primerna, saj da zmoten občutek, da je komponenta
napačna,
– v navodilih bi moralo biti poudarjeno, da se element za zamenjavo ob skeniranju
obarva,
– črke navodil so premajhne, saj imajo posamezniki, ki slabše vidijo, s tem težave,
– posamezniki, ki so barvno slepi, bi imeli težave pri opravljanju naloge,
– pisava bi lahko bila druge barve, da bi bila bolj vidna,
– 3D element bi moral biti bolj viden (označen še s puščico),
– manjka zaključni korak, ki bi sporočil konec naloge.
Vsi udeleženci so označili, da bi jim v vsakdanjem življenju obogatena resničnost kori-
stila tudi v drugih področjih.
Ugotovili smo, da ni bilo statistično pomembnih razlik med ocenjeno koristnostjo in
tehničnim znanjem ter med težavnostjo in koristnostjo, saj so vsi posamezniki kori-
stnost označili s 4 ali 5 kljub temu, da so se v tehničnem znanju precej razlikovali. Glede
na enolično pozitivne rezultate, ki ne kažejo na nikakršno korelacijo med učinkovitostjo
dokumentacije in ostalimi parametri, nismo izvajali poglobljenih statističnih analiz.
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3.5. Izdelava dokumentacije za namizni obdelovalni
sistem LAKOS150
Za demonstracijske namene smo izdelali tudi dokumentacijo za namizni obdelovalni
sistem LAKOS 150 [4]. Dokumentacija prikaže elemente sistema, jih opǐse in prikaže
lokacije pomembneǰsih gumbov. Namen je prikazati delovanje dokumentacije, hkrati
pa koristi kot prvi korak in predstavitev naprave, ki je v laboratoriju LAKOS dostopna
študentom in je zato tega pred upravljanjem ne poznajo, zaradi česar se morajo pred
upravljanjem spoznati z njenimi elementi in pravilno uporabo.
Slika 3.20: Slika namiznega obdelovalnega sistema LAKOS 150 [4].
Za prikaz funkcionalnosti dokumentacije in naprave smo dokumentacijo razdelili na več
korakov:
– 3D model celotne naprave s t.i. depth mask teksturami (več v poglavju 3.1.2.5.),
– prikaz delovne mize,




– prikaz E-stop gumba na napravi.
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3.5. Izdelava dokumentacije za namizni obdelovalni sistem LAKOS150
Prikazani elementi so označeni z rdečim materialom, medtem ko je pri prikazu osi
gibanja uporabljen tudi standardni element puščice, ki smo ga ustvarili za potrebe
orodij (element puščice je viden na Sliki 3.13a) in je označena z materialom zelene barve.
Pri prvem koraku je predstavljena celotna naprava in lahko z dotikom nanjo prikličemo
pojavno okno z več informacijami in povezavo do strani laboratorija, kjer so na voljo
podrobneǰse informacije o napravi. Vsak korak je pospremljen tudi z besedilom, ki na
kratko opǐse prikazan obogateni element. Slike prikaza osi s puščicami so s pomočjo
skript tudi animirane in se gibljejo v smeri gibanja označene osi.
Tako prikazani elementi nudijo osnovno predstavitev naprave, hkrati pa pokažejo tudi
osnovne funkcije dokumentacije, ki jo z razvitimi orodji lahko ustvarimo in s tem
omogočimo demonstracijo na elementu, ki je v laboratoriju vedno prisoten in na vo-
ljo morebitnemu obiskovalcu. LAKOS 150 smo izbrali tudi zaradi fleksibilnosti, saj
omogoča naprava komunikacijo in pošiljanja informacij o stanju, s čimer je odlična
platforma za nadgradnjo orodij, ki so zasnovana za čim večjo možnost nadgradenj in
robustnost, zato česar ob dodajanju funkcij ne vplivamo na delovanje obstoječih ele-
mentov. Ob tem bi lahko s pomočjo zasnovanih orodij ob nadaljnjem razvoju delali
tudi na simuliranju obdelovalnih procesov, zaradi česar se nam je zdelo zelo pomembno
imeti pripravljeno ogrodje, na katerem lahko gradimo aplikacije v industrijski obogateni
resničnost brez potrebe po začetku iz ničelne točke ob vsakem poskusu.
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4. Rezultati
V sklopu naloge smo pregledali področje obogatene resničnosti v industrijskem okolju.
Pregled je pokazal hitro rast področja obogatene resničnosti v industrijski praksi in ve-
likem številu raziskav, ki postopoma prehajajo iz same zasnove algoritmov za izvajanje
elementov obogatene resničnosti v implementacijo obogatene resničnosti za uporabo v
industrijskem okolju. Raziskave se osredotočajo predvsem na izbolǰsanje uporabnǐske
izkušnje, nove načine prikazovanja informacij in metode za oddaljeno sodelovanje.
Vedno več je poudarka na oddaljenem sodelovanju, kjer se obogatena resničnost upora-
blja kot dodatno orodje za sodelovanje na velike razdalje in nudenje oddaljene pomoči
na nove načine poleg glasovnega in video komuniciranja. Poleg uporabe obogatene
resničnosti kot načina komunikacije se z uporabo te tehnologije oddaljenemu sodelova-
nju lahko doda tudi interaktivnost, saj lahko preko obogatene resničnosti na virtualne
modele tudi delujemo, jih premikamo, preko povezav z roboti pa celo presežemo mejo
virtualnega in delujemo na realne elemente.
Na področju samega računanja poz se večina raziskav odvija predvsem na področju
iskanja rešitev za odpravo potreb po dvodimenzionalnih tarčah ali markerjih. V ta na-
men se razvijajo načini prepoznave 3D elementov in oblik, ki nato služijo kot referenca
namesto markerjev, vedno bolj relevantne pa so raziskave na področju računanja poze
brez potrebe po markerjih, kjer prednjačijo predvsem različne oblike SLAM algoritmov.
Zasnovali in ustvarili smo orodja za izdelavo dokumentacije v obogateni resničnosti,
ki omogočajo tudi izdelavo dokumentacije neizkušenim uporabnikom in prikaz doku-
mentacije v aplikaciji za mobilni telefon. Orodja smo opremili s standardnimi elementi
in skriptami tako, da ni potrebno poznavanje obogatene resničnosti in je za izdelavo
potrebno samo osnovno poznavanje programskega okolja Unity. Cilj so bila orodja,
ki so preprosta, hkrati pa omogočajo napredneǰsim uporabnikom veliko fleksibilnost.
To smo dosegli z velikim številom vnaprej pripravljenih skript, elementov in modelov,
s čimer lahko hitro ustvarimo dokumentacijo poljubnega izdelka brez večjega pozna-
vanja obogatene resničnosti, programskega okolja Unity ali knjižnice za obogateno
resničnost VuForia. Kljub preprostosti pa ima uporabnik na voljo celotno programsko




Zasnovana orodja smo implementirali na namiznem obdelovalnem sistemu LAKOS 150,
kjer dokumentacija prikazuje osnovne elemente sistema in njegove dele, predvsem pa
prikazuje delovanje tehnologije obogatene resničnosti na realnem stroju. Zaradi modu-
larne zasnove orodij in odprtosti naprave LAKOS 150 je tako zasnovana dokumentacija
tudi izhodǐsče za nadaljnje delo na področju industrijske obogatene resničnosti.
Zadani cilj izdelave orodij za dokumentacijo v obogateni resničnosti smo preverili tudi
z zasnovo naloge, ki jo mora uporabnik opraviti s pomočjo obogatene resničnosti in
nam je pokazala, ali je dokumentacija, ustvarjena s takimi orodji, koristna uporab-
niku, ki se z njo prvič sooča. Implementacijo smo preverili z vprašalnikom, kjer so
udeleženci koristnost dokumentacije ocenili z oceno 4,9. Zanimalo nas je tudi, kako
tehnično znanje vpliva na občuteno koristnost dokumentacije, vendar povezave nismo
našli, saj so uporabniki ne glede na tehnično znanje aplikacijo označili kot koristno
pri opravljanju naloge. Zanimalo nas je tudi, ali se bo ocena koristnosti razlikovala
glede na zaznano težavnost naloge, vendar so bile ocene koristnosti visoke ne glede na
zaznano težavnost, saj je tudi uporabnikom, ki naloge niso označili kot težavne, do-
kumentacija olaǰsala lokalizacijo elementov in pospešila postopek. Čeprav statistične
povezave nismo našli, podane ocene kažejo na to, da se z orodji lahko ustvari koristna
dokumentacija v obogateni resničnosti. Pridobili smo tudi veliko povratnih informacij
ob vprašanjih odprtega tipa, ki so definirale določene omejitve same dokumentacije in




Učinkovitost in kakovost samih orodij za izdelavo dokumentacije težko ocenimo, lahko
pa preučimo njihovo učinkovitost preko uporabnosti dokumentacije, ki jo s takimi
orodji ustvarimo. Pregled vprašalnikov pri uporabnikih nam najprej pokaže, da so
vsi v dokumentaciji videli koristno orodje, ne glede na zaznano težavnost naloge ali
lastno tehnično usposobljenost.
Poleg številskih ocen smo veliko informacij pridobili iz vprašanj odprtega tipa, kjer so
uporabniki lahko podali opažene pomanjkljivosti dokumentacije, dodatne ugotovitve
pa smo videli pri opazovanju uporabnikov ob prvem stiku z aplikacijo v obogateni
resničnosti, ki so razkrile tako prednosti kot pomanjkljivosti te tehnologije.
Veliko korist je obogatena resničnost pokazala predvsem pri lokalizaciji elementov, saj
lahko z aplikacijo hitro vidimo trodimenzionalen prikaz in lego elementa, ki ga ǐsčemo,
kar se je pri iskanju RAM modula v preizkusu izkazalo za zelo koristno. Predvsem pri
osebah, ki pred opravljanjem naloge niso imele izkušnje z razstavljanjem in sestavlja-
njem osebnega računalnika, je obogatena resničnost prikazala notranjost računalnika
in točno lokacijo elementov. Poleg lokalizacije elementov v sestavu se je izkazalo za
koristno tudi označevanje primernega elementa za vstavljanje s pomočjo obogatene re-
sničnosti, saj lahko namesto prebiranja serijskih številk ali primerjanja elementa s sliko
v navodilih dobimo jasno in nedvoumno prikazano, kateri element moramo izbrati, ne
glede na količino elementov, med katerimi izbiramo.
Obogatena resničnost dobro prikaže tudi gibe, ki so za določen korak naloge potrebni,
česar papir ne more prikazati v celoti. Z obogateno resničnostjo lahko preko 3D ele-
menta pokažemo točen postopek za izvedbo zapletenega giba (npr. odstranitev kosa,
ki ga držijo zatiči), s čimer si uporabnik lahko točno predstavlja, kako mora gib izvesti,
papir namreč lahko pokaže le vmesne pozicije, nikakor pa ne animiranega giba.
Med opravljanjem naloge so se pokazale tudi omejitve pri obogateni resničnosti, pred-
vsem pa opomniki, da je vsaka tehnologija koristna le, če je implementirana smiselno
in premǐsljeno. Ne smemo pozabiti, da je obogatena resničnost spremljevalna tehno-
logija, ki omogoča bolǰsi prikaz informacij s čim manj motečimi elementi. Tega se
moramo zavedati pri implementaciji in uporabi obogatene resničnosti, saj lahko z obo-
gatenimi prikazi pretiravamo, zaradi česar postane obogatena resničnost bolj moteča
kot koristna.
Pri izvedbi eksperimenta smo opazili, da je predvsem pri uporabi dokumentacije v
mobilni aplikaciji za pametne telefone zelo pomembno vprašanje, kdaj je za izvedbo
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posameznega koraka potrebno izpustiti telefon iz rok, saj uporabniki niso vedeli, ali
lahko postopek opravijo z eno roko ali morajo telefon odložiti in uporabiti obe roki.
Pri tem se ponovno pojavi težava z gostoto prikazanih informacij, saj bi v tem primeru
morali uporabniku nakazati, da lahko za ta korak napravo izpusti iz rok, kar bi dodalo
še en element k uporabnǐskemu vmesniku, kar lahko hitro privede do prenasičenosti z
informacijami in nejasnosti dokumentacije.
Ob opazovanju uporabnikov, ki pred opravljanjem naloge z obogateno resničnostjo niso
bili seznanjeni, je bilo opaziti, da je pri uvedbi tehnologije obogatene resničnosti potre-
ben tudi določen čas za spoznavanje tehnologije. Po opravljeni nalogi so povedali, da
bi ob opravljanju drugega postopka s podobno dokumentacijo v obogateni resničnosti
bili pri uporabi dokumentacije bolj suvereni, saj ob prvem stiku niso točno vedeli kaj
pričakovati in kako tehnologija obogatene resničnosti v praksi deluje. Iz tega je jasno
razvidno, kako je primeren uvod v nove tehnologije ključen pri pozitivnem sprejemanju,
kar je predvsem v industrijskem okolju ključno za produktivnost.
Poleg komentarjev, ki se nanašajo na interakcijo med uporabnikom in napravo, je
potrebno omeniti tudi, da je za trenutne mobilne naprave lahko aplikacija v obogateni
resničnosti zelo strojno zahtevna, saj je sam postopek zaznavanja tarče, računanja
poze in prikaza 3D elementov v realnem času ob vsaj 20 sličicah na sekundo, kolikor je
potrebnih za gladek prikaz, zelo računsko zahteven. Pri tem velja opozoriti predvsem na
razlike v trgu mobilnih naprav, saj je njihov razpon zmogljivosti veliko večji in manj
nadzorovan kot pri industrijski strojni opremi. Aplikacija z obogateno resničnostjo
lahko posledično na zmogljiveǰsi napravi deluje relativno gladko in pri tem ne porabi
preveč baterije, pri nekoliko stareǰsi ali šibkeǰsi napravi pa deluje neodzivno ali celo
porabi baterijo v zelo kratkem času. V industrijskem okolju to predvsem pomeni, da se
je pred vpeljavo obogatene resničnosti potrebno prepričati, ali imamo strojno opremo,
ki lahko to tehnologijo dohaja in v kolikor je potrebna nadgradnja, upoštevati stroške
nove strojne opreme v strošek vpeljave obogatene resničnosti v industrijski proces.
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6. Zaključki
Glavni cilj naloge je bila zasnova orodij za preprosto izdelavo dokumentacije v oboga-
teni resničnosti. Ob zaznanem pomanjkanju orodij, ki bi širšemu krogu uporabnikov
omogočala implementiranje obogatene resničnosti v industrijski proces, prinašajo naša
orodja korak v smeri uporabneǰse obogatene resničnosti izven krogov raziskovalnih
nalog in projektov. Modularna zasnova omogoča razširitev in rast orodij skupaj s
tehnološkimi napredki in nudi osnovo za nadaljnje delo.
1. Pregledali smo področje industrijske obogatene resničnosti,
2. zasnovali smo orodja za izdelavo dokumentacije v obogateni resničnosti,
3. ustvarili smo uporabnǐski vmesnik, ki omogoča čim večje število prikazanih in-
formacij na ekranu brez prekrivanja celotnega vidnega polja,
4. preverili smo učinkovitost orodij preko naloge, ki so jo uporabniki izvedli s pomočjo
dokumentacije,
5. preverjanje je vključevalo ocenjevanje porabljenega časa, vprašalnik s številskimi
ocenami in vprašanja odprtega tipa, kjer so uporabniki podali svoje mnenje o
dokumentaciji,
6. rezultati preverjanja so pokazali pozitiven doprinos dokumentacije v obogateni
resničnosti ne glede na stopnjo tehničnega znanja,
7. orodja smo implementirali za prikaz dokumentacije namiznega CNC stroja LA-
KOS 150,




9. pri analizi odzivov uporabnikov smo opazili ključnost dobrega uvajanja v tehno-
logijo, s katero večina ljudi še ni seznanjena.
Predlogi za nadaljnje delo
Ob diskusiji o pomanjkljivostih orodij, kot omenjeno v 5. poglavju, se lahko nadaljnje
delo osredotoča na eno izmed tam opisanih področij. Poudarili bi predvsem delo na
zaznavanju konteksta in avtomatskem zaznavanju opravljanja naloge, kjer bi lahko v
kombinaciji s senzorji dokumentacija sama zaznala pravilno opravljen korak.
Nadaljnje delo bi se lahko osredotočilo tudi na optimizacijo uporabnǐskega vmesnika in
čim bolǰse sprejemanje nove tehnologije, saj je pravilen prikaz podatkov v obogateni
resničnosti ključen za uporabnost te nove tehnologije. Potrebna bi bila širša raziskava
in primerjava različnih konfiguracij prikaza na ekranu, da se najde način za čim manj
moteč prikaz potrebnih informacij. Ustvarjena orodjabi s svojo modularno sestavo in
robustno podlago to omogočala brez potrebe po ponovnem začetku.
V zadnjem času se snovalci knjižnic vse bolj usmerjajo na načine računanja poze ka-
mere brez potrebe po 2D markerjih. Tako knjižnica VuForia kot vse ostale ponujajo
vedno več načinov za prepoznavanje 3D objektov ali različne oblike SLAM algoritmov
preko izkorǐsčanja novih senzorskih paketov v novih pametnih telefonih. Nadaljnje delo
na dokumentaciji v obogateni resničnosti, ki ne potrebuje 2D markerjev, je zagotovo
področje, kjer se lahko naredi veliko napredkov in za kar so orodja, ustvarjena v tej
nalogi že pripravljena, da se lahko ti napredki hitro in preprosto implementirajo.
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Priložen je vprašalnik, ki so ga uporabniki izpolnjevali v okviru eksperimentalnega
preverjanje učinkovitosti orodij.
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Z naslednjo nalogo želim preveriti uporabnost svojih orodij za izdelavo dokumentacije v obogateni 
resničnosti, ki sem jih zasnoval v okviru svoje magistrske naloge. Zanima me predvsem povezava med 
različnimi nivoji tehničnega znanja in uporabnostjo dokumentacije v obogateni resničnosti. 
 
1. Starost: ________ 
2. Spol (obkroži):     M  Ž 
3. Kako bi ocenil svoje tehnično znanje? (obkroži) 
1 
 
2 3 4 5 
Brez tehničnega 
znanja 













































4. Ali si že sestavil/a ali razstavil/a stacionarni osebni računalnik? (obkroži)    DA      NE 




6. Ali bi nalogo (menjava RAM) opravil/a brez kakršnih koli navodil? (obkroži)  
DA     NE      NE VEM 
7. Si uspel/a nalogo opraviti do konca? (obkroži)      DA      NE 
8. Kako bi ocenil/a težavnost naloge? (obkroži) 
1 
 





Zahtevna Zelo zahtevna 
 










Koristen Zelo koristen 
 
10. Ali se ti je pri katerem od korakov obogatena resničnost zdela bolj moteča kot koristna? 
(obkroži)       DA      NE 
Če ja, zakaj? _________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
11. Ali meniš, da bi bil pri opravljanju naloge učinkovitejši s papirnatimi navodili s slikami? 
(obkroži)      DA      NE       NE VEM 






13. Ali meniš, da bi ti obogatena resničnost koristila v vsakdanjem življenju? (npr. virtualno 
pomerjanje oblačil, postavljanje virtualnega pohištva v svojo dnevno sobo, GPS navigacija s 
pomočjo obogatene resničnosti, popestritev računalniških in družabnih iger) (obkroži) 
DA      NE      NE VEM 
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