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Parallélisme des nids de boucles pour l’optimisation 
du temps d’exécution et de la taille du code 
Yaroub ELLOUMI 
Résumé 
Les algorithmes des systèmes temps réels incluent de plus en plus de nids de boucles, qui 
sont caractérisés par un temps d’exécution important. De ce fait, plusieurs démarches de 
parallélisme des boucles imbriquées ont été proposées dans l’objectif de réduire leurs temps 
d’exécution. Ces démarches peuvent être classifiées selon deux niveaux de granularité : le 
parallélisme au niveau des itérations et le parallélisme au niveau des instructions.  
Dans le cas du deuxième niveau de granularité, les techniques visent à atteindre un 
parallélisme total des instructions appartenant à une même itération. Cependant, le 
parallélisme est contraint par les dépendances des données inter-itérations ce qui implique le 
décalage des instructions à travers les boucles imbriquées, provocant ainsi une augmentation 
du code proportionnelle au niveau du parallélisme. Par conséquent, le parallélisme total au 
niveau des instructions des nids de boucles engendre des implémentations avec des temps 
d’exécution non-optimaux et des tailles du code importantes. 
Les travaux de cette thèse s’intéressent à l’amélioration des stratégies de parallélisme des 
nids de boucles. Une première contribution consiste à proposer une nouvelle technique de 
parallélisme au niveau des instructions baptisée « retiming multidimensionnel décalé ». Elle 
vise à ordonnancer les nids de boucles avec une période de cycle minimale, sans atteindre un 
parallélisme total. Une deuxième contribution consiste à mettre en pratique notre technique 
dans le contexte de l’implémentation temps réel embarquée des nids de boucles. L’objectif est 
de respecter la contrainte du temps d’exécution tout en utilisant un code de taille minimale. 
Dans ce contexte, nous avons proposé une première démarche d’optimisation qui consiste à 
utiliser notre technique pour déterminer le niveau parallélisme minimal. Par la suite, nous 
avons décrit une deuxième démarche permettant de combiner les parallélismes au niveau des 
instructions et au niveau des itérations, en utilisant notre technique et le « loop striping ». 
 
Mots clés :  





Nested loop parallelism for execution time and 
code size optimization 
Yaroub ELLOUMI 
Abstract 
The real time implementation algorithms always include nested loops which require 
important execution times. Thus, several nested loop parallelism techniques have been 
proposed with the aim of decreasing their execution times. These techniques can be classified 
in terms of granularity, which are the iteration level parallelism and the instruction level 
parallelism. In the case of the instruction level parallelism, the techniques aim to achieve a 
full parallelism. However, the loop carried dependencies implies shifting instructions in both 
side of nested loops. Consequently, these techniques provide implementations with non-
optimal execution times and important code sizes, which represent limiting factors when 
implemented on embedded real-time systems. 
In this work, we are interested on enhancing the parallelism strategies of nested loops. 
The first contribution consists of purposing a novel instruction level parallelism technique, 
called “delayed multidimensional retiming”. It aims to scheduling the nested loops with the 
minimal cycle period, without achieving a full parallelism. The second contribution consists 
of employing the “delayed multidimensional retiming” when providing nested loop 
implementations on real time embedded systems. The aim is to respect an execution time 
constraint while using minimal code size. In this context, we proposed a first approach that 
selects the minimal instruction parallelism level allowing the execution time constraint 
respect. The second approach employs both instruction level parallelism and iteration level 
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1.1 Domaine d’intérêt 
Les systèmes informatiques sont spécifiés par leurs domaines d’utilisation et les 
fonctionnalités qui les sont associées. Plusieurs domaines d’utilisation exigent des contraintes 
temporelles lors de la génération automatique des résultats finaux. Les systèmes 
informatiques sont ainsi dans l’obligation d’exécuter les applications en toutes circonstances 
tout en respectant un délai de réponse limité, comme exemples d’applications on peut citer : 
les applications audiovisuelles, le contrôle des systèmes industriels et le transport. Ces 
applications sont qualifiées de temps réel et les systèmes les implémentant de « systèmes 
temps réel ». Plusieurs de ces systèmes doivent aussi s’adapter à leurs environnements. Vu le 
phénomène exhaustif de portabilité, ils doivent aussi répondre à des contraintes 
d’embarquabilité telles que la taille, la consommation et le coût. On s’intéresse dans cette 
thèse à ce type de système : les systèmes temps réel embarqués. 
En effet, les fonctionnalités assurées par les systèmes informatiques ont influé 
directement sur les valeurs des contraintes des systèmes temps réel embarqués. Les 
applications à implémenter se caractérisent par une complexité toujours croissance, 
impliquant une augmentation de la puissance de calculs. Les traitements de ces applications 
nécessitent des ressources matérielles importantes pour assurer leurs exécutions (processeurs, 
mémoires). Cette augmentation est proportionnelle aux coûts des systèmes. De plus, elle 
limite leurs facteurs d’embarquabilité, surtout pour le cas des systèmes portables (autonomie, 
poids, etc). De ce fait, les concepteurs sont ainsi dans l’impératif de faire recours à des 
techniques optimisations. Ces techniques consistent à modifier la spécification initiale à 
travers tous les niveaux de conception dans l’objectif de respecter les contraintes temporelles 
tout en réduisant des ressources matérielles. Les techniques d’optimisation à haut niveau 
offrent des espaces de solutions plus importants, ce qui conduit généralement au respect des 
contraintes temporelles de conception. Ces techniques d’optimisation assurent la modification 
de l’ordonnancement les traitements dans le but de minimiser les paramètres temporels de 
l’application, tout en garantissant une utilisation minimale des ressources matérielles. Les 
travaux de cette thèse s’intéressent aux méthodes et techniques d’optimisation appliquées aux 
niveaux algorithmiques, pour l’optimisation des contraintes du temps d’exécution et des 
ressources matérielles de l’implémentation. 
1.2 Contexte 
Les spécifications algorithmiques des systèmes temps réels intègrent de plus en plus de 
nids de boucles impliquant une augmentation des temps d‘exécution des implémentations. Par 
ailleurs, les architectures actuelles ont subi une grande évolution en matière d’augmentation 
des unités de traitement. De ce fait, plusieurs travaux de recherche ont été proposés pour 
exploiter les potentialités offertes par les architectures dans le but d’augmenter le niveau du 
parallélisme des nids de boucles, afin de réduire leurs temps d’exécution. Ces travaux 
décrivent des techniques de ré-ordonnancement des traitements des structures itératives, 
permettant de sélectionner les traitements indépendants pour les exécuter dans le même 
espace temporel. Ces techniques de parallélisme procèdent à la modification de la structure 
algorithmique du nid de boucles tout en conservant le comportement global de l’application. 
Nous pouvons classifier les techniques de parallélisme des nids de boucles selon leur 
granularité : le parallélisme au niveau des itérations et le parallélisme au niveau des 
instructions. Le premier type consiste à sélectionner les itérations indépendantes en vue de les 
exécuter en parallèle [5, 9, 17, 15, 14]. Le deuxième type assure le parallélisme de l’exécution 
des instructions appartenant à une même itération [16, 22, 4]. D’autres travaux de recherche 




d’améliorer les performances des implémentations et l’utilisation des ressources matérielles 
[10, 8, 6, 3]. 
Pour le cas du parallélisme au niveau des instructions, plusieurs techniques ont été 
proposées pour le parallélisme d’une seule boucle. Certaines techniques sont appliquées à un 
niveau spécifique de boucle tel que la boucle interne [7, 23] ou la boucle externe [21]. 
D’autres techniques consistent à choisir le niveau de boucle dont le parallélisme assure la 
meilleure amélioration des performances [16]. Cependant, l’apport de ces techniques est 
limité au parallélisme d’un seul niveau de boucle. Un nombre restreint de techniques 
adressent le parallélisme des boucles imbriquées [20, 22, 1, 2, 4]. Elles visent généralement à 
atteindre un parallélisme total au niveau des instructions dans le but d’ordonnancer 
l’implémentation avec la période de cycle minimale. Dans le cadre de cette thèse, nous nous 
intéressons aux techniques de parallélisme des instructions des nids de boucles intitulées « 
retiming multidimensionnel » [1, 2, 4]. Elles modélisent les nids de boucles par 
l’intermédiaire des Graphes Flot de Données Multidimensionnels (GFDM), dont le 
formalisme permet une représentation explicite des instructions ainsi que leurs dépendances 
de données [4, 5, 12, 13, 17]. Par la suite, elles formalisent le parallélisme par l’intermédiaire 
de transformations basées sur la théorie des graphes. 
1.3 Problématique  
Le choix du parallélisme au niveau des instructions des boucles imbriquées est effectué 
en se basant sur les dépendances de données. Ce choix est contraint par les dépendances des 
données inter-itérations. De ce fait, le parallélisme implique le décalage des blocs de codes en 
amont et en aval des boucles imbriquées, intitulé respectivement prologue et épilogue [1, 2, 
11]. 
Les techniques de retiming multidimensionnel visent à ordonnancer le nid de boucles 
avec une période de cycle minimale. Pour atteindre cette objectif, elles augmentent le niveau 
du parallélisme jusqu’à atteindre un parallélisme total. En effet, chaque parallélisme engendre 
l’ajout des blocs de code de prologue et d’épilogue, ce qui a pour effet d’accroitre la taille du 
code du nid des boucles proportionnellement avec le niveau du parallélisme. Les codes 
ajoutés impliquent une utilisation importante des mémoires locales et caches [18, 19]. De 
plus, ils nécessitent un ensemble de période de cycles pour leurs exécutions, ce qui présente 
une perte en temps [1, 4]. 
Par conséquent, pour atteindre une période de cycle minimale, le parallélisme total des 
nids de boucles engendre aussi bien des tailles importantes de codes, que des temps 
d’exécution non-optimaux, ce qui présente un facteur limitant pour les cas des 
implémentations embarquées. Respecter la contrainte du « temps d’exécution » tout en 
utilisant une « taille du code » minimale est un chalenge pour les concepteurs des systèmes 
embarqués temps réel [17].  
1.4 Contribution 
Dans le cadre des travaux de cette thèse, nous nous intéressons à améliorer les stratégies 
de parallélisme au niveau des instructions des nids de boucles. Par la suite, nous visons la 
mise en œuvre de ces stratégies dans le cadre de la conception des systèmes temps réel 
embarqués. 
Notre première contribution consiste à proposer une nouvelle technique de parallélisme 
des instructions du nid de boucles, intitulée « retiming multidimensionnel décalé » [83, 84], 
permettant l’ordonnancement du nid de boucles avec une période de cycle minimale, sans 




des instructions de calcul, mais de décaler des chemins de données entiers. Son formalisme 
permet d’extraire les caractéristiques temporelles et les dépendances de tous les chemins de 
données, puis d’en faire l’analyse afin de déterminer la liste des chemins à paralléliser. Par la 
suite, elle extrait le vecteur de parallélisme des chemins sélectionnés. Nous avons proposée 
une extension de cette technique dans [86]. Elle se base sur le choix d’un vecteur optimal de 
parallélisme et son utilisation itérative, jusqu’à atteindre la période de cycle minimale. 
Notre deuxième contribution consiste à mettre en pratique notre technique dans le 
contexte d’implémentation temps réel embarquée des nids de boucle. L’objectif est de 
respecter la contrainte de temps d’exécution tout en utilisant un code de taille minimale. Dans 
ce contexte, nous avons proposé une première démarche d’optimisation utilisant notre 
technique pour déterminer le niveau parallélisme minimal permettant de respecter l’objectif. 
Elle permet de prédire les temps d’exécution et les tailles des codes en fonction du retiming 
multidimensionnel, puis de sélectionner le niveau minimal. Par la suite, nous avons proposé 
une deuxième méthode permettant de combiner les parallélismes au niveau des instructions et 
au niveau des itérations [85]. Cette deuxième méthode est basée sur l’utilisation conjointe du 
« retiming multidimensionnel décalé » et du « loop striping », pour respecter une contrainte 
de temps d’exécution tout en générant une taille de code minimale. 
Ces contributions sont évaluées et validées par l’implémentation d’applications en 
traitement du signal et d’images, sur les architectures multi-GPUs. Cette étape a montré que la 
technique de « retiming multidimensionnel décalé » génère des implémentations avec des 
temps d’exécution et des tailles de codes inférieurs à celles générées par les techniques 
similaires existantes. Pour la deuxième contribution, la validation expérimentale a montré que 
l’utilisation conjointe de la technique (« retiming multidimensionnel décalé ») et le « loop 
striping » permet de respecter des contraintes de temps d’exécution, que chacune de ces deux 
techniques appliquée séparément ne le permettait. De plus, même si la contrainte est satisfaite, 
elle permet de générer une solution avec une taille de code inférieure à celles générées par 
chacune de ces deux techniques. 
Les travaux de recherche menés et présentés dans ce manuscrit ont été effectués au 
Laboratoire Informatique Gaspard Monge (LIGM), Equipe ESIEE A3SI, Unité Mixte CNRS-
UMLV-ESIEE (UMR 8049) de l'Université Paris-Est (en France), et au Laboratoire 
Technologie et Imagerie Médicale (LTIM-LR12ES06) de l’université de Monastir (en 
Tunisie), dans le cadre d’une thèse en cotutelle entre l’université de Paris-Est et l’université 
de Sfax. 
1.5 Plan de la thèse 
Le deuxième chapitre permet de détailler le contexte du parallélisme des nids de boucles. 
Nous débutons par décrire la structure des nids de boucles et les dépendances des données. 
Par la suite, nous traitons le problème du temps d’exécution des nids de boucles et nous 
montrons l’impératif de les optimiser pour le cas des implémentations temps réel embarquées. 
Après, nous décrivons la notion du parallélisme des nids de boucles en détaillant les étapes de 
la démarche et en mettant l’accent sur la contrainte des dépendances de données inter-
itérations. Par la suite, nous listons les modèles de représentation des nids de boucles et les 
techniques de parallélisme qui y sont associées. Nous finissons par présenter une synthèse des 
modèles de formalisme des nids de boucles en se référant sur les critères algorithmiques 
qu’elles présentent. 
Dans le troisième chapitre, nous décrivons la modélisation des nids de boucles par les 
Graphes Flot de Données Multidimensionnel (GFDMs). Par la suite, nous étudions les 




Cette étude nous permettra d’établir une synthèse des techniques d’optimisation des GFDMs 
et de dégager les limites de celles appliquant le parallélisme au niveau des instructions. 
Dans le quatrième chapitre, nous proposons une nouvelle technique de retiming 
multidimensionnel intitulé « retiming multidimensionnel décalé » permettant d’ordonnancer 
le nid de boucles avec la période de cycle minimale, sans atteindre un parallélisme total. Nous 
démontrons la théorie permettant d’explorer les paramètres temporels et de dépendances des 
données du GFDMs, et d’en déduire le vecteur de parallélisme. Par la suite, nous étendons 
l’étude théorique dans l’objectif d’augmenter le niveau du parallélisme en utilisant le même 
vecteur déduit. Cette technique est validée par une étude expérimentale permettant de 
comparer les résultats générés par la technique que nous avons proposée, par rapport à ceux 
générés par les techniques existantes. 
Dans le cinquième chapitre, nous mettons en pratique la technique du « retiming 
multidimensionnel décalé » pour la conception des implémentations respectant une contrainte 
du temps d’exécution en utilisant une taille de code minimale. Dans la première partie, nous 
décrivons une approche d’optimisation permettant de déterminer le niveau de parallélisme 
minimal permettant de respecter la contrainte du temps d’exécution. Dans une deuxième 
partie, nous combinons le « retiming multidimensionnel décalé » avec une technique de 
parallélisme au niveau des itérations. Nous décrivons une démarche d’estimation du temps 
d’exécution et de la taille du code, en fonction des deux techniques. Par la suite, nous 
montrons la théorie nécessaire pour le choix de l’ordre d’utilisation des techniques. Ce 
chapitre est clôturé par une étude expérimentale comparant les résultats générés par cette 
approche à ceux générés par chacune des techniques séparément. 
Dans le sixième chapitre, nous résumons les contributions proposées et nous évaluons 
leurs apports pour la conception des implémentations temps réel embarquées. Par la suite, 
nous décrivons la continuité de ce travail en détaillant les perspectives envisagées. Ces 
perspectives s’intéressent à l’extension de la théorie algorithmique des stratégies du 
parallélisme, et à l’orientation de cette théorie vers l’optimisation d’autres contraintes de 
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2.1 Introduction  
Les nids de boucles représentent des blocs de code nécessitant une fraction importante du 
temps d’exécution total d’une application. De plus, leurs implémentations exigent le recours à 
des ressources matérielles considérables, tel que la taille de la mémoire cache et le nombre 
des unités de calcul. Une grande partie de ces applications sont soumises à des contraintes 
temps réel et d’embarquabilité. Ces contraintes ne cessent d’être de plus en plus strictes, vu 
les exigences des consommateurs en matière de temps de réponse, de taille, de consommation, 
etc. Par conséquent, Il s’avère nécessaire de recourir à des procédures d’optimisation des nids 
de boucles, dans l’objectif de générer une implémentation respectant les contraintes. 
L’optimisation des nids de boucles consiste à exploiter les potentialités des architectures 
en matière de multitude d’unités de calcul, afin de paralléliser le traitement. La démarche du 
parallélisme consiste à dégager les traitements itératifs pouvant être exécutés dans la même 
période du temps, puis d’affecter chacune à une unité de calcul distincte. Le choix du 
parallélisme dépend considérablement de l’ordre des dépendances de données des nids de 
boucles. L’absence des dépendances de données inter-itérations présentent une faciliter dans 
le choix du parallélisme ainsi que dans son niveau. Dans le cas contraire, elle contraint le 
choix des traitements à exécuter en parallèle. Dans ce contexte, les concepteurs procèdent à 
représenter les nids de boucles en modèle formel, reflétant les détails des dépendances de 
données. Puis, les démarches du parallélisme sont formulées autant que modification du 
modèle, dont nous verrons leurs principes dans ce chapitre. 
Nous débutons par définir les nids de boucles ainsi que les dépendances de données. 
Ensuite, nous décrivons la notion du parallélisme des nids de boucles et son impact sur les 
performances de l’implémentation. La dernière partie est consacrée à la description des 
différents modèles de représentation des nids de boucles, ainsi que les démarches de 
parallélisme y associées. 
2.2 Nid de boucles 
2.2.1 Structure d’une boucle 
Une « boucle » est considérée comme étant une structure itérative d’un programme fini, 
dont la structure algorithmique est schématisée dans la figure 2.1 [77, 108]. 
Pour  de  à  pas  faire 
   Inst_1 
   …                  Corps de la boucle 
   Inst_n 
Fin pour 
Figure 2.1 Structure d'une boucle 
Où  est une variable entière appelée « indice » ou « itérateur »,  et  sont des 
expressions entières représentant respectivement les bornes minimale et maximale de l’indice ,  est une variable entière indiquant les pas de l’indice. Dans le cas où   1, on parle de 
boucle régulière. 
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Chaque itération d’indice  exécute l’ensemble des instructions délimitées par « faire » et 
« fin pour », appelée corps de la boucle. Une instruction est le plus petit élément du code 
exécutable. Elle peut être simple telle qu’une affectation, un appel de fonction, ou bien 
composée telle qu’une structure conditionnelle ou une autre boucle. 
2.2.2 Nid de boucles 
Un nid de boucles est une imbrication d’un nombre fini  boucles (	, 
, …, ) avec   1 [60, 61, 62], un exemple de cette structure est illustrée dans la figure 2.2. 
Pour 	 de 	 à 	 pas 	 faire 





      … 
      Pour  de  à  pas  faire 
         Inst_1 
         …                         Corps de la boucle 
         Inst_n 
      Fin pour 
      … 
   Fin pour 
Fin pour 
Figure 2.2 Structure d’un nid de boucles 
 est appelé profondeur ou dimension du nid. On dit que 	 est la boucle la plus externe 
et  la boucle la plus interne. La profondeur d’une boucle  est le nombre des boucles 
externes qui l’englobent. Un nid de boucles est dit « uniforme » si toutes les instructions 
appartiennent à la boucle la plus interne. De plus, il est dit « parfait » si le corps des 
instructions est composé d’une seule instruction. Chaque itération est représentée par un 
vecteur d’itération   	, 
, … ,  tel que      et 1    . 
2.3 Dépendances de données  
Une dépendance de donnée représente le transfert d’une donnée entre deux instructions. 
Elle peut être classifiée selon l’ordre des actions de lecture et d’écriture dans les variables 
utilisées, dont on distingue 3 types : 
- Dépendance de flot : une instruction 	 écrit une variable, suivie d’une autre 
instruction 
 qui la lit. 
- Anti-dépendance : une instruction 	 lit la variable avant qu’une instruction 
 l’écrive. 
- Dépendance de sortie : deux instructions 	 et 
 écrivent dans la même variable. 
Les anti-dépendances et les dépendances de sorties peuvent être éliminées en modifiant le 
programme initial par l’utilisation de nouvelles variables [40, 41]. 
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Par ailleurs, les dépendances des données dans les nids de boucles peuvent être classifiées 
selon l’appartenance des instructions productrices et consommatrices aux itérations, dont nous 
distinguons deux types [63, 64, 65]: 
- Dépendance de donnée inter-itération : est une dépendance de données entre deux 
instructions appartenant à deux itérations différentes. 
- Dépendance de donnée intra-itération : est une dépendance de données entre deux 
instructions appartenant à une même itération. Dans le cas d’un nid de boucles 
uniforme, ces deux instructions appartiennent à la boucle la plus interne. 
2.4 Caractéristiques temporelles des nids de boucles 
2.4.1 Temps d’exécution des nids de boucles 
Un nid de boucle uniforme assure l’exécution répétitive du corps de la boucle interne, tel 
que le nombre des répétitions est défini en fonction des itérateurs des boucles imbriquées. Le 
temps théorique nécessaire pour l’exécution d’un nid de boucles  est calculé par la 
multiplication du temps d’exécution du corps de la boucle  et les valeurs des itérateurs des 
boucles, tel que indiqué dans l’équation 2.1. 
    ∏   	   (2.1) 
Avec  est la dimension du nid de boucles,  et  sont respectivement la valeur 
minimale et la valeur maximale de l’itérateur de la boucle . 
Les nids de boucles ont connu une augmentation excessive dans leurs domaines 
d’utilisation, telles que les applications de traitement de l’image et du signal [46], de 
télédétection, de reconstruction 3D/4D [94, 95], etc. Ce phénomène a été favorisé par leurs 
capacités de traiter un ensemble important de données. Les fonctionnalités assurées par ces 
applications sont caractérisées par des tailles de données de plus en plus importantes. En 
prenant l’exemple des images numériques, la dimension matricielle est exprimée de l’ordre de 
dizaines de Méga pixels. De plus, l’amélioration de la qualité des images a engendré 
l’augmentation des marges des couleurs, exprimées en termes de millions de couleurs. Ces 
deux critères impliquent l’augmentation des intervalles des itérateurs    ! des nids de 
boucles des applications de traitement d’images. De ce fait, ils entraînent l’augmentation du 
temps d’exécution du nid de boucles . Par ailleurs, les applications actuelles ont recours à 
des nids de boucles avec des dimensions plus importantes. Pour le cas des applications de 
reconstruction 4D, le nid de boucles assurant la reconstruction spatiale est imbriqué dans les 
boucles assurant la répétition du traitement à l’échelle temporel. De ce fait, ces critères 
entraînent une augmentation dramatique du temps d’exécution du nid de boucles, au point 
qu’il représente la fraction la plus importante du temps d’exécution total de l’application. 
2.4.2 Implémentation temps réel des nids de boucles 
Les propriétés informant sur la rapidité du traitement sont devenues des caractéristiques 
primordiales de chaque système informatique. Plusieurs applications, dont la structure est 
basée sur les nids de boucles, sont généralement soumises à des contraintes temporelles pour 
l’exécution. De plus, les exigences de l’utilisation de ces applications ont imposé aux 
concepteurs des valeurs de contraintes de plus en plus strictes. Ces applications sont qualifiées 
de temps réel. Par définition, Un système temps réel est « un système dont l’exactitude des 
résultats ne dépend pas seulement de l’exactitude logique des calculs mais aussi de la date à 
laquelle le résultat est produit. Si les contraintes temporelles ne sont pas satisfaites, on dit 
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qu’une défaillance système s’est produite » [47]. La borne maximale sur le temps d’exécution 
est appelée contrainte temps réel. Ces applications se caractérisent essentiellement par les 
notions de réactivité et de temps. Le terme réactif qualifie ainsi le comportement de ces 
systèmes alors que le terme temps réel est relatif aux contraintes qui leurs sont imposées [48]. 
On peut répartir les contraintes temporelles en deux types : 
- contraintes temporelles relatives : chaque tâche du système correspond à une 
échéance. Cependant, une exigence temporelle non respectée n’entraîne pas une 
violation des fonctionnalités du système. Elle est ainsi tolérable en dépit d’une 
dégradation dans la qualité du service. Le retard de quelques millisecondes ou la perte 
d’une trame lors d’une projection audio-visuelle ne nuira qu’au confort de l’utilisateur. 
- contraintes temporelles strictes [71, 72, 73]: le système doit assurer des tâches à 
contraintes strictes. Une échéance est associée à chaque tâche ; le système doit 
impérativement respecter cette échéance. Une défaillance temporelle peut engendrer 
des conséquences catastrophiques, telles que les applications de supervision médicale 
ou de pilotage automatique. 
Notre travail s’intéresse aux implémentations ayant des contraintes temporelles strictes. 
Les implémentations intégrant des nids de boucles risquent de ne pas respecter les contraintes 
temporelles, en vue de leurs temps d’exécution importants. Par conséquent, il s’avère 
indispensable de réduire les temps des implémentations des applications. Cet objectif ne peut 
être atteint sans l’optimisation des temps d’exécution des nids de boucles. 
2.5 Optimisation des nids de boucles 
2.5.1 Optimisation Vs Niveau de conception 
Les concepteurs sont de plus en plus confrontés au difficile problème de déterminer les 
implémentations qui respectent les contraintes de conception. Cet objectif nécessite le recours 
à des approches d’optimisation assurant l’exploration des espaces de solutions, afin de trouver 
une adéquation entre l’architecture et l’application développée. L’exploration peut intervenir à 
tous les niveaux d’abstraction du flot de conception. 
L’optimisation à bas niveau de conception nécessite la mise en œuvre d’un flot de 
synthèse ou de compilation complet de l’application sur chacune des architectures à comparer. 
Ce niveau de conception assure l’obtention des mesures de performance très précises. 
Cependant, la synthèse met en jeu des algorithmes complexes et requiert des outils matériels 
et logiciels de synthèse pour chaque architecture. De ce fait, l’exploration à ce niveau est 
caractérisée par un temps et un coût important. Par conséquent, le concepteur est dans 
l’obligation de se limiter à un espace de solutions restreint. 
L’optimisation à haut niveau de conception s’appuie sur l’exploration de la spécification 
algorithmique des solutions. Dans ce cas, les étapes de synthèse ou de compilation sont 
remplacées par des algorithmes de faible complexité et plus rapides que ceux utilisés lors de 
la synthèse. Par conséquent, elle permet d’explorer un nombre plus important de solutions. 
Les performances estimées peuvent être peu précises, mais la précision n’est pas le critère 
essentiel pour le cas de comparaison des différentes solutions. Il est par contre indispensable 
d’assurer une erreur relative constante pour garantir un choix fiable des résultats. 
D’après [106], plus l’approche d’optimisation est appliquée à un haut niveau, plus 
l’espace d’exploration est plus grand, ce qui permet généralement de sélectionner une solution 
plus optimale, tel que formulé dans la figure 2.3. Donc, il s’avère indispensable d’appliquer 
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des techniques d’optimisation à haut niveau pour respecter les contraintes temporelles. Dans 
ce travail, nous nous intéressons à l’optimisation des nids de boucles au niveau algorithmique 
de conception. 
 
Figure 2.3. Pyramide d’abstraction : exploration successive [106] 
2.5.2 Optimisation au niveau algorithmique : le parallélisme 
Le principe de l’optimisation est de modifier la spécification algorithmique dans 
l’objectif de minimiser les caractéristiques temporelles. Dans le cas des nids de boucles, 
l’optimisation consiste à explorer, d’une part l’aspect répétitif au niveau de l’algorithme, et 
d’autre part les potentialités offertes par l’architecture, pour augmenter le niveau du 
parallélisme des nids de boucles [81]. La modification de la structure algorithmique est dans 
l’impératif de conserver les mêmes résultats que l’algorithme initial. Le parallélisme décrit 
une démarche de ré-ordonnancement des structures itératives, permettant de sélectionner les 
traitements indépendants pouvant être exécutés dans le même espace temporel. Le 
parallélisme est traduit par la duplication des blocs de code correspondant aux traitements à 
exécuter en parallèle, et ainsi par l’allocation des ressources matérielles nécessaires pour les 
exécuter. Par conséquent, le parallélisme améliore les temps d’exécution des nids de boucles 
en dépit d’une augmentation des ressources matérielles. 
Le parallélisme engendre une augmentation proportionnelle en matière de coût, de 
consommation et de portabilité des implémentations finales. Cependant, plusieurs 
implémentations à base de nid de boucles sont soumises à des contraintes à la fois de temps 
réel et d’embarquabilité. Cette classe d’applications temps réel embarquées, principalement 
ciblées par nos activités de recherche, occupe une place de plus en plus importante dans le 
monde qui nous entoure. On les trouve maintenant aussi bien dans les produits grand public 
(téléphonie, automobile, appareil photo, équipements hifi et audio…) que dans les 
équipements industriels lourds (chaine de fabrication, ferroviaire, avionique, aérospatial …). 
D’où, la sélection des traitements à paralléliser est contrainte par les ressources matérielles 
nécessaires à leurs exécutions. Donc, il s’avère important de prendre en considération les 
contraintes de temps d’exécution et des ressources matérielles lors du choix du parallélisme. 
2.6 Concepts de base du parallélisme 
2.6.1 Démarche du parallélisme 
Le parallélisme des nids de boucles se base principalement sur l’exploration des 
dépendances des données, dans l’objectif d’identifier les instructions à exécuter en parallèle. 
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Il s’avère difficile d’identifier les dépendances à partir des appels et des affectations des 
variables dans les instructions. La complexité de cette tâche augmente avec la taille des 
instructions et des chemins de données. D’une part, ce point est un facteur limitant pour 
définir un ordonnancement parallèle des instructions. D’autre part, le nombre des solutions de 
parallélisme est restreint. 
Dans ce contexte, les concepteurs procèdent à représenter les nids de boucles par un 
modèle formel. Ce modèle doit garantir la représentation de toutes les caractéristiques 
algorithmiques du nid de boucles tel que les dépendances des données, les opérateurs de 
calcul, les intervalles des itérateurs, etc. De plus, la structure du modèle doit offrir les 
potentialités nécessaires pour appliquer le parallélisme, dont l’algorithme ne le permet. Un 
modèle de représentation est indépendant de la structure du nid de boucles à représenter, tel 
que soit son traitement de calcul. De plus, la structure du modèle permet un retour adéquat 
vers la structure algorithmique de l’application. 
Par la suite, le parallélisme est formulé par une démarche d’exploration du modèle pour 
sélectionner les traitements indépendants, puis par une transformation de la structure du 
modèle. Cette transformation doit préserver les fonctionnalités initiales du nid de boucles. 
Chaque technique de parallélisme est caractérisée par la granularité des composantes à 
paralléliser, dont nous distinguons trois types : 
- Parallélisme au niveau des instructions [1, 2, 4, 51, 52, 53, 54, 55] : les approches 
visent à réduire la taille des chemins de données appartenant à une même itération, 
dont l’exécution est effectuée dans un le même espace temporel. Elles procèdent à 
décaler des séquences des chemins dans le but d’atteindre une exécution parallèle des 
opérations. 
- Parallélisme au niveau des itérations [5, 9, 56, 57, 58, 59, 79]: la réduction du nombre 
des cycles consiste à réduire le nombre d’itérations des boucles appartenant au chemin 
critique. Les approches procèdent ainsi à la modification des structures des boucles 
dans le but de paralléliser l’exécution d’un ensemble d’itérations. 
- Utilisation conjointe des deux niveaux de parallélisme [10, 8, 6, 3, 31] : la démarche 
consiste à prédire l’apport de chaque parallélisme dans l’objectif de choisir le(s) 
parallélisme(s) offrant une meilleur amélioration des performances et des ressources 
matérielles des implémentations finales. 
2.6.2 Contrainte des dépendances de données 
L’analyse des dépendances des données est primordiale pour le choix du parallélisme. 
Pour le cas des nids de boucles sans dépendance inter-itération, les instructions du corps de la 
boucle interne peuvent être réordonnancer en utilisant les techniques de retiming ou de 
pipeline des graphes flot de données acycliques [24, 93]. De plus, les techniques de déroulage 
des boucles permettent de réordonnancer les " itérations du nid de boucles sur # unités de 
calcul tel que 1  #  " [90, 91, 92]. Le parallélisme maximal consiste à allouer chaque 
itération à une unité de calcul. Ces deux niveaux de parallélismes peuvent être utilisés 
conjointement. De ce fait, les nids de boucles sans dépendances de données inter-itérations 
offrent un espace important de solution de parallélisme, ce qui permet au concepteur de 
choisir l’implémentation adéquate aux contraintes du temps d’exécution et de ressources 
matérielles. 
Pour le cas des nids de boucles avec des dépendances inter-itérations, autres techniques 
ont été présentées pour assurer le parallélisme. Plusieurs d’entre elles ont été proposées pour 
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le parallélisme des instructions d’une seule boucle du nid. Certaines techniques sont 
appliquées à un niveau spécifique de boucle tel que la boucle interne [7, 23] ou la boucle 
externe [21]. D’autres techniques consistent à choisir le niveau de boucle dont le parallélisme 
assure une meilleure amélioration des performances [16]. Cependant, l’apport de ces 
techniques est limité au parallélisme d’un seul niveau de boucle.  
Un nombre restreint de techniques adressent le parallélisme à travers des boucles 
imbriquées. Pour le cas du parallélisme au niveau des instructions, les techniques procèdent à 
décaler les instructions dans des itérations différentes à celles initiales, afin les exécuter en 
parallèle [20, 22, 1, 2]. Pour le parallélisme au niveau des itérations, les techniques regroupes 
les itérations indépendantes dans l’objectif de les exécuter en parallèle [5, 9, 14]. En présence 
des dépendances inter-itérations, les deux types d’ordonnancement parallèle engendrent un 
décalage des blocs de codes en amont et en aval des boucles imbriquées [1, 2, 9, 11], ce qui 
requiert plus de ressources matérielles pour l’implémentation. De ce fait, proposer une 
implémentation avec un rapport adéquat en « temps d’exécution » et en « ressources 
matérielles » est un chalenge pour les concepteurs des systèmes embarqués temps réel [17]. 
Dans ce manuscrit, on s’intéresse aux techniques du parallélisme à travers les niveaux du nid 
de boucles ayant des dépendances inter-itérations. 
2.7 Modèle de représentation des nids de boucles 
2.7.1 Graphe factorisé et conditionné de dépendances de données 
Un nid de boucles peut être représenté par un Graphe Factorisé et Conditionné de 
Dépendances de Données (GFCDD), permettant la mise en évidence du parallélisme potentiel 
de l’algorithme. Ce graphe est modélisé par l’intermédiaire du couple $, % tel que [87]: 
- O est l’ensemble fini des nœuds. 
- D est l’ensemble fini des arcs représentant des dépendances de données. 
La fonction () retourne les nœuds récepteurs de l’arc ), et la fonction (*	) 
retourne le nœud émetteur. L’ensemble des nœuds du GFCDD sont répartis en nœuds de 
calcul et nœuds de factorisation. Un nœud de calcul représente une instruction élémentaire 
telle qu’une addition, une soustraction, etc. Les nœuds de factorisation permettent de 
représenter l’aspect itératif des traitements dans le graphe [88, 89]. Ces nœuds sont classifiés 
selon le flux des données de la boucle. Les données en entrée à la boucle sont représentées par 
un nœud « Fork » (F) et les données en sortie sont représentées par un nœud « Join » (J). Une 
boucle est représentée par l’encapsulation des nœuds de calcul par les nœuds de factorisation, 
dont la structure est appelée frontière de factorisation. Une boucle est représentée dans le 
GFCDD par : 
- l’insertion de nœuds de factorisation dans les arcs d’entrée et de sortie des données à 
la boucle. 
- l’étiquetage des arcs entrants et sortants des nœuds de factorisations par les tailles des 
données acheminées. 
- l’étiquetage de la frontière par le nombre des itérations. 
Prenons l’exemple du nid de boucles de la figure 2.4(a) assurant la multiplication de deux 
vecteurs + et +’ dans le vecteur résultat -, dont le GFCDD est schématisé dans la figure 
2.4(b). La boucle est représentée par une frontière de factorisation, schématisée par un trait 
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discontinu. Les données en entrée des vecteurs + et +’ sont modélisées par deux sommets 
Fork et les données en sortie du vecteur - sont modélisées par un sommet Join. 
 
Figure 2.4 Multiplication de deux vecteurs : (a) le code de la boucle, (b) le GFCDD [87] 
Le formalisme des GFCDDs permet de modéliser les dépendances de données entre deux 
itérations successives d’une même boucle, par l’intermédiaire d’un nœud de factorisation 
intitulé « Iterate(I) » [88]. Ce nœud récupère par un arc entrant une donnée de l’itération  
et la fournit par un arc sortant à l’itération  . 1. Prenons le cas de la boucle de la figure 
2.5(a) assurant le produit scalaire d’un vecteur # et d’un entier + dont les résultats sont 
rangés dans un vecteur /. Dans le GFCDD de la figure 2.5(b), le nœud Iterate récupère le 
résultat du nœud d’addition autant que contenu de / ! et fournit la même donnée au nœud 
d’addition pour le calcul de /  . 1!. 
 
Figure 2.5 Produit scalaire d’un vecteur par un entier : (a) le code de la boucle, (b) le GFCDD [87] 
2.7.2 Graphe flot de données multidimensionnel  
Un Graphe Flot de Données Multidimensionnel GFDM [4, 5, 12, 13, 17, 109] permet de 
modéliser un nid de boucles  par l’intermédiaire d’un graphe sous la forme de 0  +, 1, ), 2 
tels que + est l’ensemble des nœuds, 1 est l’ensemble des arcs, )3 est le délai 
multidimensionnel de l’arc 3 tel que 3 4 1, et 25 est le temps d’exécution du nœud 5 , tel 
que 5 4 + [31, 32]. Chaque instruction est modélisée par un nœud et chaque dépendance de 
données est modélisée par un arc. Le sens d’une dépendance de donnée est formulé par un 
délai )3 sous la forme d’un vecteur de  entiers tel que )3  6	, … , 6. Chaque 
paramètre 6 indique la différence entre l’itération du nœud d’arrivée et l’itération 
d’exécution du nœud de départ. Une dépendance de donnée intra-itération est modélisée par 
un arc de délai nul )3  0,0. Une dépendance de donnée inter-itération est modélisée par 
un arc dont le délai contient au moins un indice non-nul. 
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Prenons l’exemple du filtre numérique d’ondelettes de la figure 2.6. L’algorithme est 
composé par deux boucles imbriquées, d’où chaque arc est étiqueté par un délai sous la forme 
d’un vecteur de deux indices )3  ). 9, ). :, dont « ). 9 » et « ). : » correspondent 
respectivement à la différence des itérations par rapport à la boucle externe et à la boucle 
interne. L’instruction %, = représente la multiplication de deux variables calculées dans des 
itérations différentes. De ce fait, le GFDM contient deux arcs 3>:  @ % et 3A: B @ % ayant 
des délais non-nuls. 
 
Figure 2.6 Filtre numérique d’ondelettes : (a) l’algorithme, (b) le GFDM 
2.7.3 Modèle polyédrique 
Le modèle polyèdrique permet de représenter le nid de boucles dans une structure 
matricielle [66, 67, 68]. Il assure la formulation de l’aspect itérative des boucles ainsi que les 
dépendances des données. Pour un nid de boucles /, le modèle polyédrique représente les 
itérateurs des boucles encapsulant / par le vecteur d’itération 9C [78]. Par la suite, il définit les 
bornes des itérateurs du corps / dans une structure matricielle, intitulée domaine %D. 
Pour i de 0 à M-1 pas 1 faire 
      Pour i de 0 à N-1 pas 1 faire 
            S1 : A[i,j] = A[i-1][j+1] × 3 
            S2 : B[i,j] = A[i,j] + 2 
      Fin pour 
Fin pour 
Figure 2.7 Nid de boucles 
Prenons l’exemple du nid de boucles de la figure 2.7. Les bornes inférieures et 
supérieures des itérateurs des boucles peuvent être représentées sous la forme de l’ensemble 
des inéquations (2.2). 
E   1 F 0=  1 F 0 . " F 0= . " F 0G  (2.2) 
Les inéquations sont représentées dans le domaine des itérations %D sous la forme de 
multiplication de deux matrices, tel que définit dans l’équation (2. 3). La deuxième matrice 
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est composée par les itérateurs et les constantes utilisées, tandis que la première est composée 
de leurs coefficients dans les inéquations : 
%D  HIJ 4 K² |  N	 O	 O O *	O *		 O	 O 	 O	 O P  Q
	
R F 0S             (2.3) 
Chaque dépendance de données est modélisée en se basant sur les indices des variables 
appelées dans les instructions. Dans le cas de l’instruction /1, la lecture de la variable T   1! = . 1! correspond à une fonction UVW9C. De même, l’écriture du résultat dans T ! =! est formulée par UXW9C. Le modèle polyédrique représente les fonctions sous la 
forme de produit de matrices, tel que indiqué dans les équations (2.4) et (2.5). 
UVW9C  I1 0 0 10 1 0 1 J  N
	
P    (2.4) 
 UXW9C  I1 0 0 00 1 0 0J  N
	
P (2.5) 
2.8 Contraintes d’optimisation 
Les systèmes temps réel embarqués requiert le respect d’un ensemble de contraintes lors 
de l’implémentation de l’algorithme sur l’architecture finale. Elles doivent être prédites à 
partir du modèle algorithmique du nid de boucles pour vérifier le respect des contraintes avant 
l’implémentation physique. De plus, les concepteurs sont dans l’obligation de quantifier 
l’évolution des paramètres en fonction des transformations du parallélisme du modèle. En fait, 
les architectures actuelles se caractérisent par une divergence des paramètres physiques et 
technologiques (tels que la fréquence, le type de la mémoire, etc) et des structures des 
architectures parallèles (telle que la répartition mémoire et communication inter-processeurs). 
Générer une technique d’optimisation pour chaque architecture cible est loin d’être une 
solution adéquate. Par ailleurs, le principe du parallélisme consiste à assurer un apport sur la 
performance de l’implémentation indépendamment de la cible. 
Dans ce contexte, plusieurs travaux de recherche simulent d’une façon formelle les 
valeurs des contraintes à partir du modèle de représentation des nids de boucles tel que le 
temps d’exécution, le nombre des processeurs, etc. D’autres travaux se réfèrent à des 
paramètres algorithmiques tels que la taille du code et l’accélération. Ces paramètres 
permettent d’en déduire les contraintes de l’implémentation. De plus, elles garantissent les 
mêmes évolutions que les grandeurs physiques. 
2.8.1 Contraintes temporelles 
2.8.1.1 Temps d’exécution 
Un algorithme peut être considéré comme une fonction de transfert de données, à laquelle 
est associé un retard équivalent au temps de calcul : c’est le temps d’exécution. Pour garantir 
que le temps d’exécution ne dépassera jamais une certaine valeur critique, à partir de laquelle 
les performances du système ne seraient plus satisfaisantes ou à partir de laquelle le système 
serait instable, il est nécessaire de borner ce temps d’exécution. Cette borne est appelée aussi 
contrainte de latence [74, 75]. De manière générale, elle correspond à l’intervalle de temps 
maximal pendant lequel le système réactif doit produire les actions engendrées par les 
données d’entrée. Elle est définie comme étant la durée totale d'une seule exécution de 
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l’algorithme. Au niveau algorithmique, le temps d’exécution est exprimé en fonction d’une 
unité élémentaire, intitulé généralement « période de cycle (PCycle)» [69, 70]. Le temps 
d’exécution est le nombre des périodes de cycles NCycles nécessaire pour l’exécution de 
l’algorithme [96, 97]. 
• Période du cycle [103, 2, 4] 
Le temps d’exécution de chaque instruction est généralement exprimé en fonction d’unité 
de temps, dont les valeurs sont proportionnelles à leurs temps d’exécution mesurés. La 
période de cycle YZ[Z\] est définie par la durée nécessaire pour l’exécution d’une suite 
d’instructions aléatoires. Pour calculer ce temps du cycle, on cherche à évaluer le chemin le 
plus "long" (appelé chemin critique) que les données empruntent après l'implantation sur 
l’architecture. La longueur de ce chemin critique ZZ, une fois identifiée, détermine la valeur 
minimale de la période du cycle de l’application YZ[Z\] : YZ[Z\] F ZZ. 
• Nombre de cycles 
Cette contrainte représente le nombre de stabilité des données, depuis l’interception des 
données en entrées jusqu’à la génération des résultats. Cette valeur est liée à 
l’ordonnancement choisi pour l’implantation de l’algorithme. Le nombre de cycles dépend 
fortement des structures itératives appartenant à l’algorithme. Pour le cas d’un nid de boucles, 
la valeur représente la multiplication du nombre de cycles d’une itération par les nombres des 
itérations des boucles. De plus, il dépend aussi de la récursivité des dépendances de données : 
une opération ne peut être lancée à la période du cycle  que si toutes les données en entrées 
sont prêtes à la période du cycle   1. 
2.8.1.2 Accélération 
Ce terme est proportionnel au temps d’exécution sur des architectures parallèles. Il 
représente le rapport entre le travail de l’algorithme ^, Avec  est la taille des données,  
et le temps d’exécution sur  processeurs ,  [98], tel que indiqué dans l’équation 2.6. 
T    ^/,       2.6 
Théoriquement, le temps d’exécution ,  diminue en fonction du nombre des 
processeurs. De ce fait, plus la valeur de l’accélération est grande, plus la performance de 
l’algorithme est importante. 
2.8.1.3 Période d’itération [4] 
Elle représente le temps de calcul moyen d’une itération. Pour le cas d’un déroulage 
d’une boucle en U instances, la période de l’itération est le temps d’exécution d’une itération 
divisé par U. La valeur minimale de la période d’itération b est décrite dans l’équation 2.7. 
b    2bcd+/U       (2.7) 
Avec 2bcd+ est temps maximal d’exécution des instructions +, et U est le facteur de 
déroulage. La valeur minimale est susceptible d’être atteint dans le cas ou les instructions du 
corps de la boucle sont ordonnancées avec un parallélisme maximal. 
2.8.2 Contraintes matérielles 
La spécification logicielle ne peut être complètement indépendante de la spécification 
matérielle. Les opérations à exécuter ainsi que les entrées et les sorties de l’algorithme doivent 
correspondrent aux ressources matérielles. Il est donc nécessaire d’aboutir à une adéquation 
entre l’algorithme et l’architecture à partir du haut niveau de conception. 
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2.8.2.1 Nombre des unités de calcul 
L’ordonnancement du nid de boucles consiste à explorer le modèle de représentation pour 
identifier les traitements à exécuter en parallèle. De ce fait, chaque traitement doit être 
exécuté sur une unité de calcul (CPU ou GPU). Chaque démarche de parallélisme consiste à 
augmenter les traitements parallèles. Cependant, ce parallélisme est contraint par le nombre 
des unités disponible dans l’architecture. D’où, plusieurs techniques de parallélisme procèdent 
à réordonnancer le nid de boucles en respectant une contrainte de nombre maximal d’unités 
de calcul. 
2.8.2.2 Mémoire 
Les mémoires assurent la collecte et l’échange des données entre les unités de calcul, 
suivant l'ordonnancement du traitement exigé par le compilateur. Vue les différents types de 
dépendances de données, l’utilisation de la mémoire diffère d’une application à une autre. 
Dans ce contexte, les concepteurs ont proposé des architectures à plusieurs unités de calcul, 
dont les structures diffèrent selon la stratégie de répartition de la mémoire. L’architecture à 
mémoire partagée est adéquate pour le cas d’échange intensif de données générées par les 
traitements parallèles des processeurs. En contraste, l’architecture à mémoire dédiée est 
utilisée dans le cas où les traitements affectés aux processeurs sont proportionnellement 
indépendants. Plusieurs autres architectures de réseaux de processeurs sont générées, 
combinant l’utilisation des mémoires dédiées et partagées, en se basant sur les caractéristiques 
d’exécution d’une famille d’application bien spécifiques. Par conséquent, les démarches 
d’optimisation sont dans l’impératif de choisir la hiérarchie de mémoire adéquate dans 
l’objectif d’améliorer les performances de l’implémentation. 
2.8.2.3 Taille du code 
Les techniques de parallélisme entraînent une augmentation de la taille du code du nid de 
boucles. Le parallélisme au niveau des itérations engendre la duplication du code itératif des 
corps de boucles, ce qui correspond à une duplication similaire en ressources matérielles. De 
plus, pour le cas des nids de boucles avec dépendances inter-itérations, les techniques de 
parallélisme impliquent l’ajout des blocs de code de prologue et d’épilogue à travers les 
structures des boucles. Ces instructions engendrent une utilisation importante des registres 
pour le stockage des variables de l’itération en aval. Par conséquent, la taille du code du nid 
de boucles est similaire à l’utilisation des ressources matérielles de l’architecture. 
2.9 Techniques du parallélisme 
2.9.1 Parallélisme au niveau des instructions 
2.9.1.1 La technique « Outer Loop Pipelining » 
Cette technique procède à réordonnancer le nid des boucles de la boucle interne à la 
boucle externe [21]. Ce travail affirme que l’inconvénient du pipeline logiciel est le temps 
d’exécution des instructions en prologue et épilogue, surtout dans le cas des latences réduites 
des itérations. La première étape consiste à appliquer le parallélisme au niveau des itérations 
de la boucle interne. La deuxième assure le parallélisme des prologues et des épilogues due au 
premier parallélisme. 
Le temps du corps de la boucle interne est représenté sous la forme d’une latence 
exprimée en unité de périodes de cycle. Le parallélisme consiste à appliquer le pipeline aux 
périodes de cycle des itérations de la boucle interne. Prenons l’exemple du nid de boucles de 
la figure 2.8(a), dont la boucle interne est composée de 2 itérations. Pour le cas où la latence 
de l’itération est égale à 4, le pipeline décale l’exécution des itérations de la boucle interne par 
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un seul cycle. Cette ordonnancement est répartie en un corps de boucle incluant   cycles de 
chaque itération, limité par un prologue et un épilogue, tel que affiché dans la figure 2.8(b). 
Par la suite, elle vise à réduire leurs temps de calcul en exécutant en parallèle l’épilogue 





Figure 2.8 (a) Code du nid de boucles ; (b) Ordonnancement parallèle des itérations de la boucle interne 
Ce parallélisme est contraint par les dépendances des données des séquences des 
instructions à exécuter pendant la même période de cycle. Ces dépendances de données sont 
celles liant l’épilogue de l’itération , les instructions de l’itération  . 1 et le prologue le 
l’itération  . 2. La technique est dans l’obligation de retarder le déclenchement de 
l’exécution de l’itération suivante de la boucle externe. 
 
Figure 2.9 Ordonnancement du nid de boucles après la technique « Outer loop pipelining » 
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2.9.1.2 La technique « Polyhedral Bubble Insertion » 
Cette technique représente le nid des boucles en utilisant le modèle polyédrique. Le 
problème des dépendances de données inter-itérations est résolu en deux étapes en fonction 
des dépendances de données inter-itérations [20]. 
Dans la première étape, la technique procède à paralléliser les instructions appartenant à 
la boucle interne. En fait, les instructions ne sont pas représentées explicitement. Mais, le 
temps d’exécution total d’une itération est représenté sous la forme d’un ensemble de 
périodes de cycle. Par la suite, l’ordonnancement assure le parallélisme des périodes de cycles 
dont le traitement est indépendant. Prenons l’exemple du nid de boucles de la figure 2.10 (a), 
dont le nombre des itérations de la boucle interne est égal à 5. Dans le cas où le temps 
d’exécution d’une itération est égal à 4 cycles, l’ordonnancement est répartit en 4 stages ; i.e., 
le stage numéro  assure l’exécution des èb] cycles des itérations. D’où, les itérations de la 
boucles internes sont ordonnancées telles que schématisées dans la figure 2.10 (b). 
 
Figure 2.10 (a) Code du nid de boucles ; (b) Ordonnancement parallèle des itérations de la boucle interne 
dans la deuxième étape, la technique réordonnance les traitements des itérations de la 
boucle externe, par l'exécution sérielle de leurs blocs de code. L’ordonnancement assure 
l'exécution successive des itérations , = et , = . 1, telle que schématisée dans la figure 
2.11. 
 
Figure 2.11 Ordonnancement du nid de boucles généré par la technique « Polyhedral Bubble Insertion » 
Une étape de vérification est effectuée sur l’ordonnancement précédent : le regroupement 
des blocs peut altérer l’ordre de lecture et d’écriture des dépendances de données inter-
itérations. Dans ce cas, des périodes de cycle de retard sont insérés entre les blocs pour 
assurer une exécution cohérente du nid de boucles. 
2.9.1.3 L’approche du « Retiming Multidimensionnel » 
Cette technique procède à redistribuer les opérations dans les itérations des boucles 
imbriquées. Tout algorithme est modélisé sous la forme d’un Graphe Flot de Données 
Multidimensionnel (GFDM) [1, 2, 3, 4]. L’algorithme de la figure 2.12(a) est formé par deux 
boucles imbriquées, dont le graphe bidimensionnel est schématisé dans la figure 2.12(b). 




Figure 2.12 (a) Nid de boucles (b) GFDM du nid de boucles 
Les arcs sont étiquetés par l’ordre des dépendance de données inter-itérations. Vue que 
tout chemin de données appartenant à une même itération est exécuté dans une même période 
de cycle, cette approche procède à réduire la taille de ces chemins en décalant l’exécution des 
nœuds à travers les itérations du nid de boucles. Les travaux proposés décrivent une méthode 
formelle pour le décalage des nœuds, en supposant que le temps d’exécution de tous les 
nœuds est égal à une seule unité de temps. Les techniques existantes basées sur l’approche de 
retiming multidimensionnel procèdent aux décalages des nœuds jusqu’à atteindre un 
parallélisme maximal. 
2.9.2 Parallélisme au niveau des itérations 
2.9.2.1 La technique « loop striping » 
La technique de "loop striping" répartit les itérations du nid des boucles en se basant sur 
deux paramètres qui sont le facteur U et l’offset f. le premier paramètre représente le nombre 
des itérations collectées dans le même groupe. Le deuxième paramètre définit le sens de 
collection des itérations. Le choix de l’offset f est effectué de façon qu’il n’existe aucune 
dépendance de données entre les itérations collectées [5].  
Les instructions des itérations collectées sont regroupées dans la boucle interne pour les 
exécuter en parallèle. Les dépendances de données inter-itérations implique l’exécution d’un 
nombre  d’itérations en amont de la boucle interne initiale, intitulées prologue. 
Simultanément, d’autres itérations sont à exécuter en aval, intitulées épilogue. 
L’augmentation du niveau du parallélisme consiste à l’augmentation du facteur U, dans 
l’objectif d’améliorer les performances des nids de boucles. Cependant, cette augmentation 
est proportionnelle à l’augmentation de la taille du code ce qui engendre l’augmentation des 
ressources matérielles de l’implémentation. 
2.9.2.2  La technique « Loop tiling » 
Cette technique répartit les itérations du nid de boucles en partitions formulées par  
vecteurs, tel que  est le nombre des boucles imbriquées. Chaque vecteur correspond à une 
boucle et indique le sens d’appartenance des itérations de la boucle à la partition. La 
répartition est effectuée de façon qu’il n’existe aucune boucle de dépendances de données 
entre deux groupes, pour garantir un ordonnancement cohérent. Les techniques du « loop 
tiling » différent selon leurs démarches de répartition qui sont basées principalement sur 
l’exploitation des dépendances des données et sur les choix des vecteurs des répartitions. Les 
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travaux [9, 99, 100] décrivent des démarches dont les partitions ont des formes architecturales 
similaires point de vue vecteurs de groupement et nombre d’itérations. Dans le travail 
proposée dans [101], les répartitions ne sont pas définies avec les mêmes vecteurs, telles que 
indiquées dans l'exemple de l’espace d’itérations de la figure 2.13. La technique permet 
d’augmenter le niveau du parallélisme en incrémentant les itérations collectées dans le même 
groupe. Cependant, la taille du corps de la boucle et le nombre des itérations à exécuter en 
amont et en aval des boucles augmentent, entrainant ainsi une taille de code plus importante 
de l’implémentation. Notons que cette démarche a été décrite pour le cas des nids de boucles 
modélisés par le modèle polyédrique ou par d'autres modèles de représentation des nids de 
boucles à deux dimensions.  
 
Figure 2.13 Espaces d’itérations du nid de boucles [9] 
2.10 Synthèse des modèles de représentation des nids de boucles 
2.10.1 Critères de classification des modèles de représentation 
Après avoir passé en revue les plus importants modèles de représentation des nids de 
boucles et leurs techniques d’optimisation, nous avons jugé indispensable de rappeler les 
principales exigences et caractéristiques que doit disposer un modèle de représentation, avant 
de dresser leur bilan comparatif. Une telle liste pourrait servir à indiquer les défis actuels ainsi 
que les degrés d’efficacité de ces modèles. Ces caractéristiques portent sur plusieurs aspects 
de la spécification algorithmique :  
- Dimension du nid de boucles : indique le nombre des boucles imbriquées du nid. Ce 
paramètre est de plus en plus primordial en vue de l’augmentation de la complexité 
des applications en matière de traitement itératif. Un modèle présentant explicitement 
la dimension du nid permet d’augmenter le nombre des scénarios du parallélisme et 
ainsi de choisir une solution plus optimale. 
- Occurrences des itérations des boucles : représente le nombre des itérations de chaque 
boucle. Ce paramètre est indispensable lors du choix du parallélisme, vue la contrainte 
de décalage d’un nombre d’itérations en dehors des structures des boucles. 
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- Granularité au niveau des itérations : indique la représentation explicite de chaque 
itération des boucles. Ce paramètre renseigne principalement sur les caractéristiques 
de chaque itération tel que le vecteur d’itérations, le temps d’exécution, etc. 
- Granularité au niveau des instructions : informe sur les caractéristiques des 
instructions appartenant au nid de boucles en matière de type de calcul et de temps 
d’exécution. 
- Dépendances des données inter-itérations : indique la représentation des dépendances 
des données à travers deux itérations différentes. 
- Dépendances des données intra-itérations : représente la formulation des dépendances 
de données entre deux instructions d’une même itération. Ce critère reflète l’ordre 
d’exécution des instructions ainsi que les différents chemins de données appartenant à 
une même itération. Ce paramètre est nécessaire pour définir le nombre des unités de 
traitement nécessaires pour l’exécution d’une seule itération. 
2.10.2 Bilan des modèles de représentations des nids de boucles 
Nous tentons à comparer les modèles de représentation des nids de boucles  en se basant 
sur les critères détaillées dans le paragraphe 2.10.1. Cette évaluation est représentée dans le 
tableau 2-1, dont nous avons coché les critères assurés par chaque modèle. Cette étude nous a 
permis de relever les constatations suivantes : 




GFCDD GFDM Modèle polyédrique 
Dimension du nid de boucles × × × 
Occurrences des itérations des boucles ×  × 
Granularité au niveau des itérations 
 × × 
Granularité au niveau des instructions × ×  
Dépendances des données inter-itérations 
 × × 
Dépendances des données intra-itérations × ×  
- La formulation de l’aspect itératif diffère entre les modèles. Même si les trois modèles 
reflètent la dimension des nids de boucles, les occurrences des itérations sont 
explicitement formulées par le modèle polyédrique à travers les inéquations des 
valeurs des compteurs, et par le GFCDD à travers l’étiquetage des frontières de 
factorisation. Cependant, le GFDM fait recours à la représentation des espaces 
d’itérations, à partir du quel il est possible de déterminer les occurrences. 
PARALLÉLISME DES NIDS DE BOUCLES 
39 
 
- Le GFDM et le modèle polyédrique assurent une représentation détaillée des 
itérations. Ce critère est validé par les potentialités offertes pour le parallélisme des 
itérations. 
- Les modèles de représentation graphique, tel que le GFCDD et le GFDM, permettent 
de décrire explicitement la granularité des instructions en matière de nombre et de 
temps d’exécution. Ce critère reflète la quantité du traitement du corps de la boucle, ce 
qui  assure une exploration efficace des instructions lors du choix du parallélisme. 
- Le GFDM permet de modéliser les dépendances des données à l’intérieur d’une même 
itération. le balayage du graphe en suivant l’ordre des dépendances des données 
permet de calculer le temps d’exécution d’une itération et le nombre des instructions 
appartenant au chemin critique. Ces deux informations sont utilisées lors du choix du 
parallélisme au niveau des instructions. Par contre, le modèle polyédrique ne permet 
pas de représenter les instructions du corps de la boucle ainsi que leurs dépendances. 
De ce fait, les techniques du parallélisme du modèle polyédrique (« Outer Loop 
Pipelining » et « Polyhedral Bubble Insertion ») sont dans l’obligation d’exprimer le 
temps d’exécution d’une itération en fonction du nombre des périodes de cycle, sans 
décrire leur mode de calcul. De plus, l’absence des dépendances des données intra-
itération ne permet pas de dégager les éventuels parallélismes pour l’exécution des 
instructions et ainsi le nombre des unités de calcul nécessaires. Par ailleurs, le 
formalisme du GFCDD ne permet de représenter que les dépendances inter-itérations 
d’une même boucle, ce qui limite l’utilisation de ce graphe pour un nombre restreint 
de nids de boucles.  
2.11 Conclusion 
Ce chapitre a présenté la structure du nid de boucles et a montré la nécessité de son 
optimisation en parallélisant les traitements indépendants. Le parallélisme consiste à 
modéliser le nid de boucles par un modèle formel, puis d’appliquer des transformations 
reflétant le parallélisme sur le modèle. Chaque modèle assure la représentation d’un ensemble 
de critères algorithmiques du nid de boucles. Une technique de parallélisme explore un 
ensemble de critères, représentés par le modèle, pour le choix du parallélisme. De ce fait, plus 
un modèle est capable de représenter des critères algorithmiques, plus il offre des potentialités 
de parallélisme aux techniques d'optimisation. 
Nous avons comparé dans la section précédente les critères des trois modèles de 
représentation des nids de boucles. Nous avons constaté que le GFDM est spécifié par une 
représentation explicite de la granularité au niveau des itérations et au niveau des instructions. 
De plus, il assure la représentation de différents types des dépendances de données des 
instructions, que ce soient inter ou intra itérations. Ces critères offrent un espace de solution 
important pour le choix du parallélisme. Nous décrivons dans le chapitre suivant la 
représentation des nids de boucles par les GFDM, et nous présentons explicitement ses 








































Nous avons montré dans le chapitre précédent que les applications intégrant des nids de 
boucles sont généralement soumises à des contraintes temporelles et de ressources 
matérielles. Dans ce contexte, le processus d’optimisation consiste à représenter le nid de 
boucles par un modèle, et à formuler le parallélisme autant qu'une transformation du modèle. 
A partir de l’étude comparative des modèles de représentation effectuée dans la section 2.10, 
nous avons constaté que le Graphe Flot de Données Multidimensionnel "GFDM" permet une 
représentation efficace des granularités au niveau des itérations et au niveau des instructions. 
Cette représentation graphique a été le sujet de plusieurs techniques d’optimisation qui visent 
à augmenter le niveau du parallélisme de l’ordonnancement des nids de boucles afin de 
réduire le temps d’exécution. Le principe du parallélisme consiste à explorer les dépendances 
de données du graphe dans l’objectif de sélectionner les traitements à exécuter en parallèle. 
Nous distinguons des techniques de parallélisme au niveau des itérations et autres au niveau 
des instructions. Ces dernières assurent le pipeline logiciel dont la démarche est intitulée 
« retiming multidimensionnel ». 
Nous débutons ce chapitre par l’étude du formalise des GFDMs ainsi que les graphes 
d'ordonnancement permettant de décrire l’ordre d’exécution des itérations et des instructions. 
Par la suite, nous décrivons les techniques d’optimisation et leurs démarches de parallélisme. 
Cette étude nous permettra d’établir à la fin du chapitre un bilan de synthèse des techniques 
d’optimisation existantes.  
3.2 Formalisme graphique des nids de boucles 
3.2.1 Graphe flot de données multidimensionnel 
Un GFDM est une extension du graphe flot de données acyclique. Son formalisme est 
adéquat à la représentation des algorithmes contenant des structures répétitives et récursives 
imbriquées. Ce graphe est modélisé sous la forme de 0  +, 1, ), 2 tels que + est 
l’ensemble des nœuds, 1 est l’ensemble des arcs, )3 est le délai multidimensionnel de l’arc 3 tel que 3 4 1, et 25 est le temps d’exécution du nœud 5 , tel que 5 4 + [31, 32, 109]. 
Pour un algorithme donné, chaque instruction est modélisée par un nœud et chaque 
dépendance de donnée est modélisée par un arc. Chaque GDFM est caractérisé par une 
dimension  qui correspond au nombre de boucles imbriquées. Les dépendances de données 
sont schématisées par des délais qui représentent des vecteurs d’étiquetage des arcs. Pour un 
GFDM de  dimensions, un arc 3:  @ 5 est étiqueté par un délai sous la forme d’un vecteur 
de  entiers tel que )3  6	, … , 6. Chaque paramètre 6 indique l’ordre d’exécution du 
nœud d’arrivée par rapport au nœud de départ. La valeur de ce paramètre représente la 
différence entre le numéro de l’itération exécutant 5 et le numéro de l’itération exécutant  
par rapport à la boucle d’indice . 
Prenons l’exemple du filtre numérique d’ondelettes dont l’algorithme illustré dans la 
figure 3.1(b) est composé par deux boucles imbriquées. Sa représentation graphique 
correspond à un graphe flot de données bidimensionnel tel que schématisé dans la figure 
3.1(a). Chaque arc est étiqueté par un délai sous la forme d’un vecteur de deux indices )3  ). 9, ). :, dont « ). 9 » et « ). : » correspondent respectivement à la différence des 
itérations par rapport à la boucle externe et à la boucle interne. Un arc 3:  @ 5 tel que )3  0,0, appelé délai nul, correspond à l’exécution des nœuds  et 5 dans la même 
itération de la boucle externe que la boucle interne, tel que les arcs 3>: % @ T, 3	: T @  et 3
: T @ B du GFDM de la figure 3.1(a). Pour un arc 3 :  @ 5, un délai )3    0, 9 
indique que les nœuds  et 5 sont exécutés dans une même itération par rapport à la boucle 
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externe. Pour la boucle interne, si le nœud  est exécuté dans l’itération , le nœud 5 est 
exécuté dans l’itération  . 9. Par exemple, le délai )34    1, 1 allant du nœud  à % signifie que le nœud  est exécuté une itération avant le nœud %, par rapport à la boucle 
externe, et que le nœud  est exécuté une itération après le nœud %, par rapport à la boucle 
interne. 
 
Figure 3.1 Filtre numérique d’ondelettes : (a) le GFDM, (b) l’algorithme 
Un chemin de données  est défini comme étant une succession de nœuds liés par des 
dépendances de données, noté par : 5 ]hij 5k	 ]hlminnj … ]o@ 5  ou 5 pq 5. Les extrémités d’un 
chemin doivent être impérativement des nœuds de calcul, ce qui implique que le nombre des 
nœuds excède le nombre des dépendances de données par une seule unité. Le temps 
d’exécution 2 d’un chemin : 5 ]hij … ]o@ 5  est la somme des temps d’exécution des nœuds 
de ce chemin, tel que 2  ∑ 25 . De même, le vecteur de délais ) d’un chemin  
est la somme des vecteur des délais des arcs appartenant au chemin tel que ) ∑ )3b . Deux nœuds interconnectés par un arc de délais nuls sont exécutés dans la même 
itération, et ainsi exécutés dans la même période de cycle. La période d’un cycle B0 d’un 
graphe GFDM est égale à la valeur maximale des temps d’exécution des chemins  ayant )  0, … ,0, tel que indiquée dans l’équation 3.1 [7]. 
B0  st9u2, )  0, … ,0v (3.1) 
Dans le cas du GFDM de la figure 3.1(a), la période de cycle est calculée en se référant 
au chemin : % ]w@ T ]m@  ou : % ]w@ T ]x@ B, dont les arcs 3	, 3
 et 3y ont des délais nuls. Dans 
le cas où les temps d’exécution des nœuds sont 2T  2  2B  2%  1, la valeur de 
la période de cycle est B0  3, tel que illustré dans l’ordonnancement statique de la figure 
3.2. 
3.2.2 Les graphes d’ordonnancement des GFDMs 
L’ordonnancement d’un algorithme dépend principalement des dépendances de données 
inter-itérations et intra-itérations. De ce fait, l’espace des itérations permet de représenter 
graphiquement les différentes itérations du nid de boucles ainsi que toutes les occurrences des 
instructions et les dépendances de données. Nous illustrons dans la figure 3.3(a) l’espace 
d’itérations du GFDM de la figure 3.1(a). C’est une représentation cartésienne sous la forme 
d’une grille à deux axes, dont l’axe vertical correspond à la boucle interne et l’axe horizontal 
à la boucle externe. Chaque partition de la grille représente une itération englobant tous les 
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nœuds qui sont exécutés dans la même itération de l’algorithme. Chaque itération est 
étiquetée par un vecteur indiquant les numéros d’itérations par rapport aux boucles. On note 
que l’itération (0,0) est la première à être exécutée. Dans l’exemple rapporté par la figure 3.3, 
on se limite à schématiser 3  3 itérations. L’espace d’itérations total peut être directement 
déduit de la séquence illustrée dans la figure 3.3(a). Les dépendances intra-itérations sont 
représentées avec des arcs discontinus, et les dépendances inter-itérations par des arcs 
continus. Les instances des arcs 3> et 3A du GFDM sont représentées respectivement par des 
arcs des extrémités vides et des arcs des extrémités remplies. Le sens des dépendances B @ % 




Figure 3.2 Ordonnancement des itérations du filtre numérique d’ondelettes 
 
Figure 3.3 Filtre numérique d’ondelettes : (a) espace d’itérations, (b) graphe de dépendance de cellules 
Le Graphe de Dépendance de Cellules (GDC) est une représentation déduite de l’espace 
des itérations, permettant de schématiser uniquement les dépendances de données inter-
itérations du GFDM dont les délais sont non-nuls. pour le cas du filtre numérique d'ondelettes, 
le GDC n'assure la représentation que des arcs 3> et 3A,  tel que affiché dans la figure 3.3(b). 
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De ce fait, il est formé par un ensemble de cellules représentant chacune une itération, et des 
arcs représentant les dépendances des données entre les itérations. Un modèle mathématique 
pour le graphe de dépendance des données peut être présenté sous la forme d’un n-uplets , % avec  est l’ensemble des indices des cellules, et D est une matrice contenant tous les 
vecteurs des délais inter-itérations. Pour le nid de boucles schématisé dans la figure 3.3 avec 
m=30 et n=30, le graphe de dépendances de cellule est décrit par le couple 
, % dont les 
structures sont décrites respectivement dans l'ensemble (3.2) et la matrice (3.3). 

  u, =: 0    30, 0  =  30v    (3.2) 
%  { 1 11 1|    (3.3) 
3.2.3 Vecteur d’ordonnancement 
Le graphe de dépendances de données est utilisé pour déterminer un ordre d’exécution 
des itérations, permettant un déroulement adéquat du nid de boucles et ainsi vérifiant une 
exécution cohérente de l’application. Cet ordre d’exécution doit garantir qu’une itération n’est 
exécutée que si les données en provenance des autres itérations (acheminer par des arcs de 
délais non nuls) ont été bien exécutées. Si cet ordre d’exécution existe alors le GFDM 0  +, 1, ), 2 est qualifié réalisable. Un formalise mathématique a été proposé par [2] 
permettant de vérifier cette caractéristique. Il consiste à prouver l’existence d’un vecteur 
d’ordonnancement } du graphe de dépendance de cellules tel que )  } F 0 pout tout ) 4 0. 
Un vecteur d’ordonnancement } représente un vecteur normal à tout les hyper-plans 
représentant les arcs de délais non-nuls. L’ordre d’exécution correspondant au vecteur } ne 
doit entraîner aucun cycle entre les cellules du GDC. Un vecteur assurant un ordre 
d’exécution des cellules du graphe de dépendances de données, est un vecteur qui respecte 
l’exécution de 0. Le GFDM du filtre numérique d’ondelettes peut être exécuté suivant le 
vecteur d’ordonnancement }  0,1. Cet ordre signifie que les itérations peuvent être 
exécutées en incrémentant le compteur de la boucle interne. Par contre, on peut facilement 
constater à partir du graphe de dépendances des cellules que le vecteur d’ordonnancement }  1,0 ne permet pas d’obtenir un GDFM réalisable, vue la dépendance de données  @%. On note que pour deux vecteurs bidimensionnels Y  Y. 9, Y. : et ~  ~. 9, ~. :, 
l’addition des deux vecteurs est égale à Y . ~  Y. 9 . ~. 9, Y. : . ~. :, et le produit 
scalaire est égal à Y. ~  Y. 9   ~. 9 . Y. :  ~. :. 
Ce vecteur est déterminé en fonction des délais non nul du GFDM. L’ensemble de tous 
les vecteurs d’ordonnancement possibles à un GFDM est intitulé sous espace 
d’ordonnancement tel que décrit dans la définition 3.1. 
Définition 3.1. [1, 2] Un sous espace d’ordonnancement S d’un GFDM réalisable 0  +, 1, ), 2 est la région de l’espace où il existe des vecteurs d’ordonnancement qui 
maintiennent un ordonnancement réalisable de G, i.e., si le vecteur } 4 / donc )3 } F 0 pout tout 3 4 1. 
L’espace d’ordonnancement peut être schématisé par l’intersection d’un ensemble 
d’hyperplans dont chacun correspond à un délai non-nul du graphe. Prenons le cas du filtre 
numérique d’ondelettes initial dont l’espace d’ordonnancement est coloré en gris dans figure 
3.4. Les dépendances de données 3> et 3A  définissent un demi-plan, respectivement limité par 
les droites pointillées. Les équations de ces droites sont déterminées à partir des délais des arcs. 
Chaque hyperplan contient l’ensemble des vecteurs } dont les résultats de leurs multiplications 
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avec les délais sont supérieurs ou égaux à zéro. A partir du sous espace d’ordonnancement, le 
GFDM de la figure 3.1(a) peut être ordonnancé en suivant le vecteur }  1,0. 
 
Figure 3.4 Espace d’ordonnancement du filtre numérique d’ondelettes 
3.3 Parallélisme au niveau des itérations 
3.3.1 Principe 
Une famille des techniques d’optimisation vise à augmenter le niveau de parallélisme des 
itérations dans les applications multidimensionnelles, dans l’objectif de réduire le nombre des 
cycles nécessaires pour l’exécution du nid de boucles. Cette transformation exige que les 
itérations regroupées n’aient pas de dépendances de données entre elles. La sélection des 
itérations à exécuter en parallèle doit respecter les fonctionnalités initiales de l’application. Le 
choix de cette répartition est basé sur les dépendances de données inter-itérations ainsi que de 
la contrainte du temps d’exécution à atteindre. 
3.3.2 Les techniques de parallélisme 
3.3.2.1 Loop striping 
La technique du "loop striping" modifie le GFDM en se référant à deux paramètres qui 
sont le facteur U et l’offset f [5]. Le premier paramètre représente le nombre des itérations qui 
sont collectées dans le même groupe. Le deuxième paramètre indique le sens de collection des 
itérations ; i.e, l’itération 1,0 et l’itération 0, f sont placées dans le même groupe, si le 
facteur U est égal à 2. Le choix de l’offset f est effectué de façon qu’il n’existe pas de 
dépendances de données entre les itérations collectées [6]. Ce critère est la différence majeure 
entre la technique de loop striping et le déroulage de boucles. Prenons l’exemple du GFDM 
de la figure 3.1(a), le loop striping permet de regrouper des itérations en suivant les 
paramètres U  2 et f  2, dont le groupe est représenté par une ellipse dans le GDC de la 
figure 3.5(a). 
Les instructions des itérations collectées sont regroupées dans la boucle interne. l'itérateur 
de la boucle externe est incrémenté par un pas égal au facteur U. De plus, dans le cas d’une 
valeur d’offset f non-nulle, les itérations 0, 9, dont 0  9  U, n’appartiennent à aucun 
groupe. Par conséquence, elles doivent être exécutées avant la boucle interne. De ce fait, une 
boucle est ajoutée en amont de la boucle interne initiale, intitulée prologue. Simultanément, 
GRAPHE DE FLOT DE DONNÉES MULTIDIMENSIONNEL ET TECHNIQUES DE PARALLÉLISME 
46 
 
une autre boucle est ajoutée en aval, intitulée épilogue. Par exemple, le loop striping avec U  2 et f  2 appliquée au filtre numérique d’ondelettes génère l’algorithme de la figure 
3.6(b). Les instructions de la boucle interne sont dupliquées par rapport à l’algorithme initial. 
Les itérations 0,0 et 0,1 de l’algorithme initial sont exécutées dans le prologue, tandis que 





Figure 3.5 Filtre numérique d’ondelettes après loop striping: (a) le graphe de dépendance de cellules, (b) 
l’ordonnancement statique des itérations 
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Due à la duplication des instructions dans chaque itération, le GFDM généré par la 
technique de loop srtiping intègre deux occurrences de chaque nœud appartenant au GFDM 
initial. Le GFDM du filtre numérique d’ondelettes après loop striping est schématisé dans la 
figure 3.6(a). Cette technique n'entraîne pas la modification des dépendances de données 
intra-itérations. De ce fait, elle préserve un délai nul dans les arcs % @ T, T @  et T @ B, tel 
que le GFDM initial. Les délais non nuls sont modifiés en se référant au groupement des 
itérations illustré dans le GDC de la figure 3.5(a). L’ordonnancement statique de l’algorithme 
après loop striping est représenté dans la figure 3.5(b), dans laquelle les instructions 
appartenant à la même itération dans le code initial sont représentées par le même motif.  
Dans le cas ou s  20 et   20, la technique de loop striping permet de réduire le 
nombre des cycles de 441 à 291, et ainsi réduire le temps d’exécution de 1764 à 1164 unité de 
temps, représentant une amélioration de 34.01%. En revanche, ce parallélisme engendre 
l’ajout de 17 instructions de prologue et d’épilogue, représentant d’une augmentation de 50% 




Figure 3.6 Filtre numérique d’ondelettes après loop striping: (a) le GFDM, (b) l’algorithme 
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3.3.2.2 Technique du « retiming itérationnel » 
Cette technique procède au parallélisme des itérations en deux étapes : la première 
consiste à répartir les itérations en groupes similaires; la deuxième étape consiste à paralléliser 
l'exécution des itérations du même groupe [13, 76]. Cette technique vise à réduire le temps 
moyen d'exécution d'une itération du nid de boucles. 
Dans ce contexte, elle explore les dépendances de données de l’espace d’itérations. Les 
partitions sont définies en se basant sur  vecteurs, tel que  est la dimension du nid de 
boucles. Chaque vecteur d’une boucle indique le sens de regroupement des itérations de la 
boucle. Pour le cas de l’espace d’itération de la figure 3.7, les partitions sont encadrées par 
des traits pointillés. L’espace d’itération est répartie en groupe dont les vecteurs de la boucle 
externe et interne sont respectivement 0,1 et 2, 2. La répartition est faite de façon qu’il 
n’existe pas de boucle de dépendances entre deux partitions, afin de permettre une exécution 
cohérente. Les dépendances des données inter-itérations peuvent impliquer l’exécution d’un 
ensemble d’itérations en dehors des groupes, sous la forme de prologue et d’épilogue, tel que 
les itérations 0,0, 0,1 et 1,0 de la figure 3.7.  
Par la suite, les itérations appartenant à la même partition sont représentées dans un 
graphe intitulé « Graphe de Flot d’Itérations (GFI) » dont les nœuds représentent des 
itérations et les arcs représentent les dépendances des données inter-itérations. Ces 
dépendances de données sont étiquetées par des délais indiquant l’ordre d’exécution des 
itérations. Chaque partition de l’espace des itérations de la figure 3.7 est modélisée par le GFI 
de la figure 3.8. La démarche de retiming itérationnel fait recours au retiming des graphes 
synchrones [24] pour exécuter en parallèle tout les itérations d’une même partition. 
L’augmentation du niveau de parallélisme consiste à augmenter le nombre des itérations 
dans chaque groupe. Cependant, un niveau de parallélisme élevé engendre l’augmentation du 
nombre des itérations à exécuter en prologue et en épilogue. Cette technique a été étendue 
dans [76] en décrivant la façon de répartir les itérations dans l’objectif de réduire le temps 
d’accès à la mémoire cache et ainsi d’améliorer la performance de l’implémentation. 
 
Figure 3.7 Espaces d’itérations de l’algorithme multidimensionnel [76] 




Figure 3.8 Graphe flot d’itérations [76] 
3.4 Parallélisme au niveau des instructions 
3.4.1 Principe 
Cette famille de techniques procède à modifier l’ordre d’exécution des instructions du 
corps de la boucle pour paralléliser leurs traitements. Ce parallélisme correspond à un pipeline 
logiciel intitulé « retiming multidimensionnel ». Dans le cas des GFDMs, le retiming 
multidimensionnel consiste à déplacer des valeurs de délais à travers les arcs du graphe. Un 
retiming multidimensionnel  appliqué sur le nœud  consiste à soustraire le vecteur  des 
arcs entrants à  et de l’ajouter aux arcs sortant de , tel que  4 + De ce fait, cette 
transformation modifie l’ordre d’exécution des nœuds à travers les itérations. Un retiming 
multidimensionnel  est une fonction dans + qui modifie l’ordonnancement des nœuds du 
graphe de façon qu’elle entraîne l’exécution du nœud dans une itération, autre que celle 
d’origine. Cette modification est appliquée sur toutes les occurrences d’un même nœud pour 
toutes les itérations. 
Pour un GFDM de  dimensions, une fonction de retiming multidimensionnel  
appliquée sur le nœud  est modélisée sous la forme d’un vecteur de taille  ( 	, … , ). Chaque indice  correspond au décalage de l’exécution de nœud  par rapport à 
la boucle. l’occurrence du nœud originalement exécuté dans l’itération 9 est exécutée dans 
l’itération 9 . 	. 
Prenons le cas du GFDM de la figure 3.1(b) dont les nœuds %, =, T, =, , = et B, = sont exécutés dans l’itération , =. Dans le cas de l’application de la fonction de 
retiming multidimensionnel   0,1 sur le nœud %, un vecteur 0,1 est retiré des arcs 3> et 3A et ajouté à l’arc 3y, tel que illustré dans le GFDM de la figure 3.9(a). La transformation du 
délai nul de l’arc 3y: % @ T en délai de valeur 0,1 implique que les nœuds % et T ne sont 
plus exécutés dans la même période de cycle. Leurs exécutions sont décalées d’une seule 
itération par rapport à la boucle interne : si % est exécuté dans l’itération  alors T est exécuté 
dans l’itération  . 1. Cependant, les nœuds sont toujours exécutés dans la même itération 
par rapport à la boucle externe. Ce décalage est fait pour toutes les occurrences des nœuds % 
et T dans toutes les itérations de l’application. 
Pour le cas de la première occurrence du nœud T appartenant à la première itération de la 
boucle interne, le retiming multidimensionnel entraîne l’exécution de la première instance de 
l’instruction %, 0 en amont de la structure de la boucle interne, telle que décrit dans 
l’algorithme du Figure 3.9 (b). L’ensemble des instructions avant chaque structure itérative dû 
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à l’application du retiming multidimensionnel est intitulé prologue. De même, les dernières 
instances des instructions T, , ,  et B,  appartenant à la dernière itération sont 




Figure 3.9 Filtre numérique d’ondelettes après retiming multidimensionnel : (a) le GFDM, (b) 
l’algorithme 
On illustre dans la figure 3.10(a) l’espace d’itérations correspondant au GFDM de figure 
3.9(a). Cette représentation graphique permet de représenter les instructions % appartenant au 
prologue, dont les nœuds sont ordonnancés en dehors de l’espace cartésien des itérations. 
L’espace d’itérations reflète clairement que les dépendances de donnée % @ T sont 
représentées par des arcs continus avec des extrémités doubles. 
 
Figure 3.10 Filtre numérique d’ondelettes après retiming multidimensionnel : (a) espace d’itérations, (b) 
graphe de dépendances de cellules 
L’indice des instructions au niveau de l’algorithme nous montre que toute instruction %, = . 1 appartenant à la boucle interne n’a aucune dépendance de données directe avec les 
nœuds T, =, , = et B, =, appartenant à la même itération. Ce phénomène est 
visualisable explicitement à travers les arcs d’une même cellule de l’espace des itérations. 
GRAPHE DE FLOT DE DONNÉES MULTIDIMENSIONNEL ET TECHNIQUES DE PARALLÉLISME 
51 
 
Cela permet une exécution parallèle du nœud % avec les autres nœuds. La figure 3.11 illustre 
l’ordonnancement statique des itérations après le retiming %  0,1, où on choisit 
d’exécuter en parallèle les nœuds % et T. Cette transformation entraîne une diminution des 
tailles des chemins critiques dont les nouvelles structures sont respectivement T @  ou T @ B. De ce fait, elle entraîne une réduction similaire pour la valeur de la période de cycle. 
Prenons le même cas où s  10 et   10 et 2T  2  2B  2%  1, la période 
minimale de cycle est réduite de 3 à 2 unités de temps. Le temps d’exécution du filtre 
numérique d’ondelettes est réduit de 300 à 210 unités de temps ce qui reflète un gain de 30 % 
du temps d’exécution de l’application, par rapport à l’algorithme original, en dépit d’une 




Figure 3.11 Ordonnancement statique du filtre numérique d’ondelettes après retiming multidimensionnel 
3.4.1 Sélection de la fonction du retiming multidimensionnel 
Une fonction de retiming multidimensionnel est dite légale si le GFDM est qualifié de 
réalisable après le retiming. Cette transformation doit éviter des valeurs de délais qui génèrent 
des conflits et doit assurer un ordre d’exécution cohérent du GFDM. La propriété 3.1 
démontrée dans [1, 2] liste les conditions qu’un GFDM doit vérifier après l’application du 
retiming multidimensionnel légal. Les deux premières conditions de la propriété s’intéressent 
à la notion du déplacement des délais de part et d’autre du nœud décalé et de l’invariance des 
délais des cycles de données dans le GFDM. Les deux dernières conditions consistent à 
l’existence d’un ordre d’exécution pour l’application à partir du vecteur d’ordonnancement du 
graphe de dépendances des cellules. 
Propriété 3.1. [1] Soit 0  +, 1, ), 2 un GFDM réalisable, r un retiming 
multidimensionnel, et s un vecteur d’ordonnancement du graphe 0  +, 1, ) , 2, 
donc : 
1) Pour tout chemin 5 pq 5 , on a )3  )3 .   5 
2) Pour tout cycle  4 0, on a )  ) 
3) Pour tout arc  ]@ 5, )3    } F  0 
4) Pas de cycle dans le GDC du MDFG G. 
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Les techniques existantes adoptent une démarche formelle permettant de sélectionner une 
fonction de retiming multidimensionnel, en se basant sur la propriété 3.1. La sélection de la 
fonction doit se baser sur la valeur des délais initiaux des arcs du GFDM. Elle consiste à 
identifier le sous-espace S+ des vecteurs } vérifiant l’inéquation )3  }  0. Par la suite, 
elle procède à sélectionner un vecteur parmi ceux qui appartiennent à l’hyperplan. La fonction 
du retiming multidimensionnel  est donc le vecteur orthogonale à }. Cette démarche permet 
d’assurer une GFDM légal après l’application du retiming multidimensionnel. 
 L’approche du retiming multidimensionnel vise à la réduction des chemins critiques du 
GFDM. Dans ce contexte, les techniques existantes procèdent à appliquer le retiming sur les 
premiers nœuds des chemins critiques. Le travail décrit dans [2] propose une méthode pour 
prédire une fonction du retiming multidimensionnel pour les nœuds ayant des arcs entrants de 
délais non-nul, tel que décrit le dans théorème 3.1. 
Théorème 3.1. [1, 2] soit 0  +, 1, ), 2 un GDFM réalisable, S+ un sous espace 
d’ordonnancement strictement positive de G,  4 + un nœud dont tous les arcs entrants 
avec un délai non-nul. Un retiming multidimensionnel légal r du nœud u est n’importe 
quel vecteur orthogonal à }. 
Prenons l’exemple du GFDM dans la figure 3.1(b) à partir duquel on déduit l’exactitude 
des inéquations 1,0  1,1 F 0,0 et 1,0  1, 1 F 0,0. De ce fait, le vecteur 1,0 
est un vecteur d’ordonnancement légal, permettant un ordre d’exécution cohérent du GFDM. 
D’après le théorème 3.1, les fonctions du retiming multidimensionnel orthogonales à  1,0 
sont respectivement 0,1 ou 0, 1. D’où, l’application de la fonction %  0,1 génère 
un GFDM légal tel que affiché dans la figure 3.9(a), dont toutes les conditions de la propriété 
3.1 sont vérifiées.  
3.4.2 Les techniques du retiming multidimensionnel 
Les techniques de retiming multidimensionnel procèdent à appliquer les fonctions de 
retiming multidimensionnel jusqu’à atteindre un parallélisme total, dans le but d’exécuter 
l’application avec la valeur minimale de la période de cycle. Elles peuvent être étendues pour 
s’appliquer sur les boucles non-uniformes, contenant des instructions inter-itérations. Leur 
démarche procède à appliquer des fonctions de retiming multidimensionnel d’une façon 
répétitive, jusqu’à obtenir un GFDM sans aucune dépendance de données de délais nul. Les 
travaux [2,3] simulent l’exécution parallèle des nœuds à l’obtention d’une période de cycle 
égale à un, en supposant que les instructions ont la même valeur du temps d’exécution égale à 
une seule unité de temps. La théorie 3.2 présentée dans [2] liste les contraintes pour l’atteinte 
du parallélisme total pour les GFDMs. 
Théorème 3.2. [1, 2] Soit 0  +, 1, ), 2 est un GFDM tel que 25  1 pour tout 5 4 +. r est un retiming multidimensionnel légal de G tel que B0  1 si et seulement 
si : 
1) Le graphe de dépendances de cellules du nouveau GFDM 0  +, 1, ) , 2 ne 
contient aucun cycle. 
2) )3    0, … ,0 pour tout 3 4 1. 
3) Si le temps d’exécution d’un chemin p dans 0 est plus grand que 1, donc )    0, … ,0. 
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Les démarches des techniques existantes procèdent à choisir une fonction du retiming 
multidimensionnel telle que indiquée dans le théorème 3.2 : elles supposent que les temps 
d’exécution des nœuds sont égaux à une période de cycle. De ce fait, l’atteinte de la période 
d’horloge minimale B0  1 nécessite l’application des fonctions de retiming jusqu’à 
atteindre un GFDM sans aucune dépendance de données de délai nul. 
3.4.2.1 Retiming multidimensionnel progressif 
Cette technique vise à atteindre une exécution totalement parallèle des instructions du 
corps de la boucle interne [2]. Elle procède à sélectionner et appliquer itérativement le 
retiming multidimensionnel telle que décrit dans les théorèmes 3.1 et 3.2. Elle débute par 
identifier les premières instructions exécutées dans le corps de la boucle pour décaler leurs 
exécutions. Dans cet objectif, elle identifie tous les nœuds  du GFDM ayant des arcs entrant 
de délais non-nuls. Puis, elle sélectionne un vecteur d’ordonnancement }	 tel que |/d| . |/[| 
est minimale et en déduire une fonction de retiming multidimensionnel 	 pour l’appliquer 
aux nœuds   [2, 3]. Cette transformation réduit les tailles des chemins critiques en retirant les 
nœuds . Cette modification entraîne que les nœuds  successeurs  ont des arcs entrants de 
délais non-nuls et des arcs sortants de délais nuls. De ce fait, ils représentent les nœuds à 
exécuter en premier dans le corps de la boucle. D’où, la technique progressive procède à 
sélectionner un deuxième vecteur d’ordonnancement }
 et en déduire une fonction de 
retiming multidimensionnel 
 pour l’appliquer aux nœuds . La technique progressive 
applique itérativement ces étapes, en balayant progressivement le GFDM dans l’ordre des 
dépendances des données jusqu’à atteindre un parallélisme maximal. Nous illustrons dans les 
graphes de la figure 3.12 le GFDM du filtre numérique d’ondelettes généré par la technique 
du retiming multidimensionnel progressive. La première étape consiste à appliquer la fonction   0,1 sur le nœud %. Le parallélisme total est atteint en appliquant la fonction  1, 3 sur le nœud T. 
En fait, les nouvelles valeurs des délais impliquent l’augmentation des vecteurs 
d’ordonnancement. Pour le cas du filtre numérique d’ondelettes, le vecteur d’ordonnancement 
initial est égal à 1,0 tandis que le deuxième est égal à 3,1. En se basant sur le théorème 
3.1, plus l’ordre d’application une fonction de retiming multidimensionnel   ). 9, ). : est 
plus grand, plus les valeurs des indices "). 9" et "). :" sont importants. 
 
Figure 3.12 GFDM totalement parallèle du filtre numérique d’ondelette par la technique du retiming 
multidimensionnel progressif 
3.4.2.2 Retiming multidimensionnel enchaîné 
Cette technique génère un GFDM totalement parallèle en utilisant une seule fonction de 
retiming multidimensionnel [2, 3]. Pour deux nœuds successifs  et 5 tel que  @ 5, une 
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fonction de retiming multidimensionnel est utilisée comme suit : décaler le nœud  par    . 1 et 5 par    tel que   0. Dans ce contexte, la technique enchaînée débute 
par sélectionner une fonction de retiming optimale multidimensionnel . Ensuite, elle procède 
à balayer le GFDM dans l’objectif de déterminer les facteurs de multiplication  de chaque 
nœud. Le retiming est par la suite appliqué à tous les nœuds du GFDM ayant des arcs sortants 
de délais nuls. Pour le cas du filtre numérique d’ondelettes, la technique applique la fonction   0,2 sur le nœud % puis la fonction   0,1 sur le nœud T, dont le GFDM final est 
illustré dans la figure 3.13. 
 
Figure 3.13 GFDM du filtre numérique d’ondelettes généré par la technique du retiming 
multidimensionnel enchaîné 
La technique de retiming multidimensionnel enchaîné génère des implémentations avec 
des temps d’exécution et des tailles de codes inférieurs à ceux générés par la technique 
progressive. Cette amélioration est due à l’utilisation itérative d’une même fonction optimale 
de retiming multidimensionnel. 
3.4.2.3 La technique SPINE 
Cette technique vise à atteindre un parallélisme total tout en réduisant la taille du code du 
prologue et de l’épilogue. Dans cette objectif, elle procède à regrouper tous les délais non-
nuls dans l’objectif de les disperser par la suite sur tous les arcs du GFDM. le théorème 3.3 
présenté dans [4] décrit les conditions nécessaires qu’un GFDM doit vérifier pour atteindre 
une période de cycle minimale, dans le cas où 25  1. Ce théorème est spécifique pour le 
cas d’un GFDM avec un vecteur d’ordonnancement }  1,0 et   0,1. 
Théorème 3.3. [4] Soit un GFDM 0  +, 1, ), 2,   0,1 est une fonction de 
retiming multidimensionnel et  un cycle dans 0 : 
- La période de cycle minimale Bb  1 est atteinte si ∑ )3  , = avec   0 
- si ∑ )3  0,  avec   0, alors la période minimale de cycle 6 t)3 2/ peut être atteinte, avec 2  ∑ 25 
L’idée de base de cette technique consiste à transformer les GFDMs pour qu’ils vérifient 
la première condition. Par la suite, elle procède à déplacer les délais 0, , pour les regrouper 
dans un arc de délais , = tel que   0. De ce fait, les arcs du GFDM seront étiquetés par des 
délais nuls ou de type , =. Cette structure du GFDM permet d'atteindre la période minimale 
du cycle B0  1. Dans le cas contraire, le théorème exige que l’indice = du délais , = 
(correspondant à la boucle interne) doit être supérieur au nombre des nœuds du chemin 
critique pour atteindre un parallélisme total. Si aucun des vecteurs ne peut être appliqué, elle 
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sélectionne un vecteur d’ordonnancement } en déployant la même démarche de la technique 
de retiming multidimensionnel enchaînée. 
La répartition du délai total se base sur le principe du retiming des graphes 
synchrones [24]. Elle convertit le GFDM en un graphe de données unidimensionnel. Ensuite, 
elle transforme les délais existants en entiers. Ces nouvelles valeurs d'étiquetage permettent 
d'appliquer la démarche du retiming [24]. Si le graphe est susceptible d'être ordonnancé avec 
la période de cycle minimale, la technique procède à décaler l'exécution des noeuds et génère 
le graphe correspondant. Par la suite, elle transforme les délais du graphe, de la structure 
entier à la structure multidimensionnel. Dans le cas contraire, la période de cycle minimale ne 
pourra pas jamais être atteinte. 
3.4.3 Contraintes du retiming multidimensionnel 
Les études effectuées dans [26] ont dégagé les limites des techniques du retiming 
multidimensionnel pour atteindre un parallélisme total. L’atteinte de ce parallélisme nécessite 
le respect d’un ensemble de contraintes concernant la relation entre les nombres d’itérations 
des boucles et les valeurs de retiming à appliquer. Prenons le cas du filtre numérique de 
l’algorithme de la figure 2.6, dont le chemin critique est composé de 3 nœuds. Si le nombre 
d’itérations de la boucle externe est   0 et le nombre d’itérations de la boucle interne est =  3, alors il n’existe aucun vecteur du retiming multidimensionnel 0,  permettant 
d’atteindre un parallélisme total pour l’exécution des nœuds de ce graphe. 
Pour cela, ces travaux ont définis la notion du vecteur du nombres d’itérations  uO, 	, … , v, avec  est la dimension du GFDM, et dont les valeurs sont comprises entre   uO, 	, … , v et   uO, 	, … , v tel que      . La contrainte /6 du GFDM est 
définie dans l'équation (3.4). 
/6    O  O . 1, 	  	 . 1, … ,    . 1!     (3.4) 
En se basant sur la démarche du retiming multidimensionnel, le parallélisme maximal est 
atteint si la fonction de retiming   O, 	, … ,  appliquée à n’importe quel nœud , 
satisfait la condition de l'inéquation (3.5). 
   }  23 3 0   =      (3.5) 
3.5 Application conjointe des niveaux du parallélisme 
Chaque niveau de granularité explore des critères spécifiques du GFDM pour le choix du 
parallélisme. En se basant sur l'étude effectuée, aucun niveau de parallélisme n’est qualifiée 
d’optimale par rapport l’autre. De plus, le parallélisme au niveau des itérations des GFDMs 
préserve la structure des instructions du corps de la boucle, ce qui préserve les potentialités du 
parallélisme au niveau des instructions, et vice versa. De ce fait, les deux niveaux de 
parallélisme peuvent être appliqués conjointement dans l’objectif de générer des 
implémentations avec des contraintes plus optimales. 
Dans de contexte, nous distinguons un seul travail dont la démarche applique 
conjointement la technique de retiming multidimensionnel SPINE et le retiming itérationnel, 
dans l’objectif d’optimiser la période d’itération tout en utilisant une taille de code minimale 
[33]. Le choix du/des parallélisme(s) est basé sur le respect de la contrainte de la période 
d’itération. La démarche vérifie la possibilité d’appliquer le parallélisme au niveau des 
instructions en testant les deux vecteurs d’ordonnancement }  1,0 et }  0,1. Si la 
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contrainte n’est pas encore respectée, la démarche fait recours au retiming itérationnel pour le 
regroupement des itérations en partitions. Le choix du nombre des itérations regroupées est 
effectué en fonction de la contrainte de période d‘itérations à atteindre. 
3.6 Synthèse des techniques de parallélisme des GFDMs 
L’étude explicite effectuée sur les techniques d’optimisation des GFDMs nous a permis 
de dégager l’ensemble des constatations suivantes : 
- Principe du parallélisme : les techniques d’optimisation des GFDMs visent à 
atteindre un parallélisme maximal, que ce soit au niveau des instructions qu’au niveau 
des itérations. Ces techniques se basent sur la notion d’égalité des temps d’exécution 
des traitements à paralléliser. Cette notion est triviale pour le cas des itérations, due à 
l’aspect itératif du nid de boucles. Cependant, pour le cas du parallélisme au niveau 
des instructions, les techniques prétendent que tous les instructions requièrent le même 
temps d’exécution. 
- Contrainte temporelle : les techniques d’optimisation des GFDMs visent à 
atteindre un parallélisme maximal, que ce soit au niveau des instructions qu’au niveau 
des itérations. L’objectif principal est de réduire la période d’itération du nid de 
boucles. Cet objectif est similaire à ordonnancer le GFDM avec la période de cycle 
minimale. Cependant, toutes les techniques du parallélisme engendrent l’ajout de 
blocs de code en amont et en aval des structures des boucles dues aux dépendances 
des données inter-itérations. En se basant sur les paramètres du parallélisme, ces blocs 
de codes nécessitent un temps d’exécution considérable par rapport au temps global du 
nid de boucles. De ce fait, atteindre la période d’itération minimale ne correspond pas 
à l'atteinte du temps d’exécution minimal. A notre connaissance, il n’existe aucune 
technique de parallélisme des GFDMs visant à respecter une contrainte de temps 
d’exécution. 
- Contrainte de ressources matérielles : le parallélisme au niveau des itérations 
entraîne l’augmentation de la taille du code dans le corps de la boucle. Cet 
augmentation de la taille est similaire à l’augmentation des unités de traitements pour 
l’exécution parallèle. Pour le cas du parallélisme au niveau des instructions, les blocs 
de code du prologue et d’épilogue sont proportionnel à la taille de la mémoire cache 
utilisée ainsi qu’à la fréquence d’accès [13]. Par conséquent, la taille du code 
correspondante au GFDM est proportionnelle aux ressources matérielles de 
l’implémentation. 
- Utilisation conjointe des niveaux de parallélisme : malgré la multitude des 
techniques de parallélisme du GFDM, nous distinguons un seul travail assurant 
l’utilisation conjointe des deux niveaux du parallélisme. De plus, ce travail a été 
proposé pour l’optimisation des mêmes contraintes ciblées par les techniques du 
parallélisme appliquées séparément qui est la période d’itération et la taille du code. 
3.7 Conclusion 
Nous avons présenté dans ce chapitre une étude explicite du formalisme des GFDMs. 
Cette étude a été suivie par la présentation des techniques d’optimisation des GFDMs qui 
nous a permis d’établir une synthèse des techniques existantes du parallélisme. 
En premier lieu, les techniques d’optimisation au niveau des instructions visent à 
ordonnancer le nid de boucles avec la période de cycle minimale dans le but atteindre le 
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parallélisme total. Cet objectif implique l'insertion du code de prologue et d’épilogue à travers 
les structures des boucles. Par conséquent, les techniques existantes génèrent des 
implémentations avec des temps d’exécution non-optimaux et des tailles importantes des 
codes. D’où, les techniques de retiming multidimensionnel existantes ne sont pas adéquates 
pour l’optimisation des implémentations temps réel embarquées. Pour cela, nous proposons 
dans le chapitre 4 une nouvelle stratégie de parallélisme au niveau des instructions permettant 
de réduire le temps d’exécution et la taille du code lors de l’ordonnancement du nid de 
boucles avec une période de cycle minimale. 
En deuxième lieu, nous avons constaté que toutes les techniques d’optimisation visent à 
optimiser la période d’itération du nid de boucles. En se basant sur les tailles des prologues et 
des épilogues, l'optimisation de cette contrainte n’est pas similaire à l'optimisation du temps 
d’exécution de l'implémentation. De plus, nous avons constaté qu’aucune technique ne 
propose une démarche de parallélisme pour le respect d’une contrainte de temps d’exécution 
qui s’avère nécessaire pour le cas des implémentations des systèmes temps réel.  Dans ce 
contexte, nous nous intéressons dans le chapitre 5 à la mise en pratique les techniques de 























































Nous avons détaillé dans le chapitre précédent les principes du retiming 
multidimensionnel ainsi que ses techniques existantes visant à atteindre un parallélisme total. 
Nous avons déduit que le parallélisme maximal engendre des tailles de code importantes et 
des temps d’exécution non optimaux des nids de boucles. L'évolution de ces paramètres nous 
amène à poser la question suivante : est-il nécessaire d’atteindre un parallélisme total pour 
ordonnancer une application multidimensionnel avec la période de cycle minimale ? 
Les théories du retiming multidimensionnel présentées dans le chapitre précédent 
supposent que toutes opérations nécessitent le même temps d’exécution qui est égal à une 
seule unité de temps. Dans ce cas, l’atteinte de la période de cycle minimale correspond à 
l’ordonnancement avec un parallélisme total. Cependant, les techniques duparallélisme au 
niveau des instructions décrites dans [8, 24, 104] explorent la notion des temps d’exécution 
élémentaires des opérations : le choix des traitements à paralléliser est basé sur leurs temps 
d’exécution. 
Dans ce chapitre, nous proposons une nouvelle approche de retiming multidimensionnel 
permettant d’explorer les temps d’exécution élémentaires des opérations lors du choix du 
parallélisme dans les boucles imbriquées. Cette technique permet le décalage des chemins de 
données tout en assurant leurs exécutions dans la limite de la période de cycle minimale. Nous 
démontrons l’ensemble des théorèmes, permettant d’extraire les chemins à décaler, puis de 
sélectionner les fonctions légales du retiming multidimensionnel. Ce chapitre est clôturé par 
une étude expérimentale permettant s’évaluer les apports de notre technique en matière de 
temps d’exécution et de taille du code, par rapport aux techniques existantes. 
4.2 Limites des techniques du retiming multidimensionnel existantes 
Les techniques de retiming multidimensionnel consistent à transformer les structures des 
GFDMs dans le but de minimiser la période du cycle. Cette transformation entraîne une 
modification de l’algorithme correspondant à l’application multidimensionnel. Donc, elle 
affecte la taille du code et le temps d’exécution de l’implémentation finale. Nous décrivons 
dans le premier paragraphe l’ordre d’évolution de ces caractéristiques en fonction du retiming 
multidimensionnel. Puis, nous dégageons les paramètres influant sur la modification de ces 
grandeurs. 
4.2.1 Evolution de la taille du code et du temps d’exécution 
La démarche du retiming multidimensionnel consiste à décaler l’ordre d’exécution des 
instructions. Elle procède à distribuer les nœuds appartenant à un même chemin de délai nul 
dans différentes itérations. Cette modification entraîne l’exécution d’un ensemble 
d’occurrences des nœuds en dehors des boucles affectés par le retiming. Une fonction de 
retiming multidimensionnel   )	, … , ) consiste à décaler les nœuds appartenant à la 
boucle = tel que )  0. Si  est appliqué sur un ensemble de nœuds  4 +, elle implique 
l’exécution d’un ensemble d’occurrences des nœuds  en amont de la boucle =, intitulé 
prologue. De même, un ensemble d’occurrences des nœuds  tel que   +   sont exécuté 
en aval de la boucle =, intitulé épilogue. Ces nœuds correspondent à l'ajout de blocs de codes 
en dehors des structures itératives. De ce fait, ils requièrent un ensemble de périodes de cycles 
supplémentaires pour leurs exécutions. En outre, la démarche de retiming multidimensionnel 
vise à augmenter le niveau de parallélisme des traitements itératifs, et non pas au niveau des 
traitements en amont et en aval des boucles. Par conséquent, le nombre des cycles nécessaires 
pour l’exécution du prologue et d’épilogue est souvent plus important que le nombre des 
cycles nécessaires pour l’exécution d’une seule itération. Cette augmentation est 
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proportionnelle à celle du temps d’exécution total. On déduit que le retiming 
multidimensionnel implique une augmentation considérable du nombre de périodes de cycles 
nécessaires pour l’exécution de l’application multidimensionnel. De plus, la transformation 
due au retiming multidimensionnel affecte l’intervalle des itérateurs des structures itératives. 
Les valeurs minimales et maximales de ces intervalles dépendent du vecteur 
d’ordonnancement utilisé lors de l’exécution de l’application. Il s’avère donc indispensable 
d’ajouter des instructions pour le re-calcul des nouvelles valeurs des itérateurs. Ces 
instructions correspondent à un temps d'exécution et une taille du code supplémentaires de 
l'implémentation finale. 
En fait, l’évolution des caractéristiques temporelles et du code varient en fonction de 
deux critères qui sont : la valeur de la fonction du retiming multidimensionnel, et le nombre 
des fonctions appliquées. 
4.2.2 Impact de la fonction du retiming multidimensionnel 
Le nombre des instructions décalées en prologue et épilogue dépend des valeurs des 
indices de la fonction du retiming multidimensionnel   6	, 6
, … , 6. Chaque indice 
renseigne sur la taille de l’ensemble des instructions à décaler en dehors de la structure 
itérative ; i.e., Si  est appliqué sur un ensemble de nœuds  4 + et 6  0, alors |6| 
occurrences des nœuds  sont décalées en amont de la boucle  (prologue). De même, un 
ensemble de |6| occurrences des nœuds , tel que   +  , sont exécuté en aval de la 
même boucle (épilogue). Nous constatons que plus l’indice |6| est petit, plus la taille du code 
décalé est moins importante. Un indice |6|  0 permet de maintenir la structure de la boucle  et ainsi une taille minimale du code correspondant à cette boucle. Pour le cas du GFDM du 
filtre numérique d’ondelette, un décalage des instructions dans l’ordre des lignes avec la 
fonction   0,1 ou dans l’ordre des colonnes avec la fonction   1,0 génère une taille 
d’algorithme inférieure à celle de l’algorithme généré après le décalage des mêmes nœuds en 
utilisant l’ordre des deux dimensions avec la fonction   1,1 [4]. 
Pour remédier à cet inconvénient, les techniques du retiming multidimensionnel visent à 
choisir des fonctions permettant de générer le minimum de décalage d’instructions. Les 
techniques incrémentale et enchaînée procèdent à choisir des vecteurs d’ordonnancement }  }. 9, }. : tel que la somme |}. 9| . |}. :| est minimale, puis à sélectionner une fonction 
de retiming sous la forme de   }. :, }. 9. Le formalisme des GFDMs implique que les 
vecteurs d'ordonnancement augmentent de valeurs en fonction des retimings 
multidimensionnels appliqués. Dans ce contexte, la technique enchaînée procède à utiliser 
itérativement la premier fonction déduite du premier vecteur, afin de réduire les effets du 
prologue et d'épilogue. Dans ce même objectif, la technique SPINE teste successivement les 
vecteurs d’ordonnancement (0,1), (1,0) et (1,1) pour en déduire un retiming légal. Dans le cas 
contraire, elle sélectionne une fonction de retiming multidimensionnel tel que décrit dans les 
techniques progressive et enchaînée. Nous tenons à signaler qu'il n'existe aucun travail de 
recherche décrivant une démarche de sélection de vecteur d'ordonnancement et de fonction de 
retiming multidimensionnel aboutissant à une implémentation optimale. 
4.2.3 Impact du nombre des fonctions du retiming multidimensionnel 
La taille du code et le nombre des périodes de cycles augmentent simultanément avec le 
nombre des fonctions du retiming multidimensionnel. En fait, toutes les techniques procèdent 
à appliquer les transformations à base du retiming multidimensionnel tant qu’il existe encore 
des dépendances de données de délais nuls : si le chemin de données critique est composé de  nœuds, alors toute technique de retiming multidimensionnel utilise   1 fonctions. Elles 
sont appliquées d’une façon incrémentale à partir du premier nœud ayant un arc entrant de 
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délais nul, jusqu’au dernier nœud du chemin. Les blocs de codes correspondant au prologue, 
épilogue et instructions de re-calcul sont ajoutés avec chaque fonction de retiming. De plus, la 
technique de retiming multidimensionnel n’assure pas le décalage des structures itératives 
uniquement, mais aussi des blocs de codes déjà existant en amont et en aval de ces structu
Donc, la taille du code et le nombre des cycles augmente
fonction du nombre des fonctions
réponse impulsionnelle infinie
retiming pour obtenir un GFDM totalement parallèle
technique enchaînée avec une fonction de retiming optimale 
générons le GFDM après chaque fonction de retiming dans le but de déter
code et son nombre de périodes de cycle
figure 4.1. 
Figure 4.1 Evolution du nombre des cycles et de la taille des
En se basant sur ces valeurs expérimentales, nous constatons que plus on applique une 
fonction de retiming, plus le nombre de
ajouté est importante. Le code de l’algorithm
que celui de l’algorithme initial. D’autre part, le nombre des cycles nécessaires pour 
l’exécution du GFDM totalement parallélisé a augmenté de 58% par rapport à 
l’ordonnancement du graphe initial. On peut co
techniques existantes ne permettent pas de respecter des contraintes 
d’exécution. De plus, les tailles des codes importantes engendrent une augmentation des 
ressources matérielles des impléme
adéquat pour l’implémentation dans des systèmes temps réel embarqués.
4.3 Motivation et principes
Nous présentons dans cette section l’idée de base de notre contribution. 
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multidimensionnel. Par la suite, nous décrivons dans le deuxième paragraphe les principes et 
la démarche de notre contribution. 
4.3.1 Exemple de motivation 
La période de cycle minimale d’un graphe flot de données est définie comme étant le 
temps d’exécution maximal parmi les chemins de délai nul st9u2, )  0v. Pour un 
chemin de données : 	 @  @ , les techniques du retiming multidimensionnel 
impliquent l’exécution de chaque nœud  dans une période de cycle séparément, tel que 1    . De ce fait, la période de cycle minimale d’un graphe totalement parallélisé est 
égale à la valeur maximale des temps d’exécution des nœuds appartenant au GFDM st9u25, 5+v. Prenons le cas du filtre numérique d’ondelettes, composé de deux types de 
nœuds (addition et multiplication). Assumant que le premier type nécessite deux unités de 
temps et le deuxième nécessite une seule, le GFDM totalement parallélisé est ordonnancé 
avec la période de cycle minimale 6b  2. L’ordonnancement statique de GFDM 
totalement parallélisé est affiché dans la figure 4.2, dont les nœuds appartenant à la même 




Figure 4.2 Ordonnancement statique du filtre numérique d’ondelettes totalement parallélisé 
Ce choix du parallélisme se base sur la notion d’égalité des temps d’exécution des nœuds 
de calcul. Cependant, d'une façon général, les instructions de calcul des graphes de flots de 
données n’ont pas le même temps d’exécution ; Ils dépendent des natures des tâches à 
effectuer (addition, multiplication, division, …). 
En fait, le GFDM totalement parallélisé peut être exécuté suivant le vecteur 
d’ordonnancement }  1,0. Vue que ce dernier a deux vecteurs orthogonaux qui sont 0,1 
et 0, 1, et que les délais des arcs 3> et 3A sont non nuls, nous procédons à appliquer le 
fonction de retiming %  0, 1, dont le GFDM résultat est affiché dans la figure 4.3(b). 
Essayons de focaliser sur la structure du GFDM de la figure 4.3(a). L’arc 3y est de délai nul, 
ce qui implique que les nœuds % et T sont exécutés dans la même période de cycle et ainsi 
dans la même itération, que le GFDM initial. Les délais des arcs 3	 et 3
 sont égaux à 0,1  
ce qui signifie que le chemin  : % @ T est exécuté une période de cycle avant celle des 
nœuds  et B. Par conséquent, le chemin  : % @ T appartenant à la première itération du 
code initial est exécuté dans le prologue de la boucle interne, et chaque chemin  : % @ T 
appartenant à l’itération , tel que   1, est exécuté dans l’itération   1. D’une façon 
similaire, les instructions  et B appartenant à la dernière itération de la boucle interne dans le 
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code initial sont exécutées en aval de la boucle. De ce fait, l’algorithme correspondant au 
GFDM de la figure 4.3(b) est décrit dans la figure 4.3(a). 
 
Figure 4.3 Filtre numérique d’ondelettes généré par la technique de retiming multidimensionnel décalé : 
(a) l’algorithme, (b) le MDFG 
Le GFDM de la figure 4.3(b) contient 3 chemins de délais nuls, qui sont , B et  : % @T. Admettant que leurs temps d’exécution est égal à 2 unités de temps, l’algorithme est 
ordonnancé avec la période de cycle B0  2. Nous déduisons que même si le graphe n’est 
plus totalement parallélisé, il est toujours exécuté avec la période minimale de cycle 6b 2. A partir de la figure 4.4, nous déduisons que les périodes de cycles sont totalement 
exploitées, et que les données générées sont directement consommées dans la période de cycle 
suivante. D’autre part, le code correspondant ne contient que deux instructions en amont et en 
aval de la boucle interne, telles que affichées dans la figure 4.3(a). La taille du code est 
réduite de 25% par rapport au code correspondant au graphe totalement parallélisé. De même, 
le nombre de périodes de cycle est réduit de 7.69% et ainsi une même amélioration en temps 
d’exécution. Par conséquent, même si la solution générée n’est pas totalement parallèle, elle 




Figure 4.4 Ordonnancement statique du filtre numérique d’ondelettes généré par la technique du retiming 
multidimensionnel décalé 
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4.3.2 Principes du retiming multidimensionnel décalé 
En se basant sur les valeurs des délais du GFDM de la figure 4.3(b), les cycles des nœuds 
conservent les valeurs des délais du graphe initial : l’équation )  ) . 5   
est vérifiée pour tous cycles de nœuds appartenant au GFDM. De plus, l’espace d’itérations 
affiché dans la figure 4.5(a) ne contient aucun cycle entre les occurrences des itérations. On 
peut conclure qu’à partir du graphe de dépendances des cellules qu’il existe une infinité de 
vecteurs d’ordonnancement qui peuvent assurés un ordre d’exécution légal du filtre. On cite à 
titre d’exemple le vecteur d’ordonnancement }  3,1. Par conséquent, cette modification 
génère une GFDM réalisable, et préserve les fonctionnalités initiales du filtre. 
Nous focalisons maintenant sur les détails de la transformation appliquée pour générer le 
GFDM de la figure 4.3(b). Nous remarquons à partir de l’ordonnancement statique de la 
figure 4.4 que les nœuds appartenant initialement à la même itération dans le graphe initial, 
sont partagés en deux périodes de cycle. En fait, le délai de l’arc 3y est nul, ce qui signifie que 
tout chemin % @ T est exécuté dans une seule période. L’espace d’itérations dans la figure 
4.5(a) montre que chaque chemin % @ T initialement exécuté dans l’itération interne , est 
exécuté dans l’itération   1, tel que   1. De plus, chaque occurrence de ce chemin 
appartenant à la première itération de la boucle interne est exécutée en amont de cette boucle, 
et ainsi en dehors de l’espace d’itérations, telle que affichée dans la figure 4.5(a). 
 
Figure 4.5 (a) Espace d’itérations du GFDM généré par le retiming multidimensionnel décalé ; (b) Graphe 
de dépendances de cellules 
En se basant sur ces caractéristiques, la transformation peut être considérée comme étant 
l’application de la fonction de retiming multidimensionnel   0,1 au chemin : % @ T du 
GFDM initial du filtre. Cette transformation consiste à soustraire un délai de 0,1 des arcs 3> 
et 3A entrants à % et l’ajouter aux arcs 3	 et 3
 sortants de T. En fait, le chemin est exécuté en 
deux unités de temps. Malgré que le délai du chemin est nul et ainsi exécuté dans la même 
période de cycle, le GFDM peut être toujours ordonnancé avec la valeur minimale de période 
de cycle 6b  2. En outre, ce résultat est atteint après l’application d’une seule fonction de 
retiming multidimensionnel. Le décalage des instructions est appliqué une seule fois, ce qui 
explique la réduction de la taille du prologue et d’épilogue par rapport à la solution totalement 
parallèle. Elle engendre une diminution de la taille du code et une diminution similaire dans le 
nombre des périodes de cycles nécessaires pour l’exécution de toute l’application. Nous 
constatons que cette transformation génère une solution plus optimale en matière de temps 
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d’exécution et de taille de code par rapport aux solutions générées par les techniques du 
retiming multidimensionnel existantes. 
Nous proposons ainsi une nouvelle technique d’optimisation basée sur la démarche de 
retiming multidimensionnel. Cette technique ne procède pas à décaler tout les nœuds du 
GFDM, mais à décaler les chemins de données dont l’exécution est effectué dans la même 
itération. L’objectif de notre technique consiste à l’atteinte de la période de cycle minimale, 
en employant le moins de fonctions de retiming multidimensionnel possibles. 
Cette technique nécessite l’exploration des temps d’exécution élémentaires des 
opérations, afin de sélectionner les chemins à exécuter en parallèle. De plus, la théorie du 
parallélisme démontrée dans les travaux précédents [2, 3] se limite à sélectionner une fonction 
de retiming pour le décalage d’un seul nœud. Cette théorie doit être étendue pour permettre le 
décalage de tout un chemin de données. Ces deux tâches sont décrites respectivement dans les 
sections 4.4 et 4.5. 
4.4 Sélection des chemins de données 
La sélection des chemins à paralléliser doit se baser sur leurs temps d’exécution, dans 
l’objectif de les ordonnancer dans la période de cycle minimale. De plus, ce choix doit 
prendre en considération le sens des dépendances de données des nœuds. Dans ce contexte, 
nous décrivons dans le premier paragraphe notre méthode pour extraire les temps d’exécution 
et les délais de tous les chemins du GFDM. Dans le deuxième paragraphe, nous détaillons 
notre démarche d’exploration de ces valeurs pour la sélection des chemins à exécuter en 
parallèle. 
4.4.1 Propriétés du temps d’exécution et des dépendances de données du GFDM 
Cette étape consiste à balayer le GFDM pour identifier tous les chemins de données dont 
les délais sont nuls, ainsi que leurs temps d’exécution. En effet, deux nœuds  et 5 peuvent 
être liés par plusieurs chemins de données, dont les délais sont généralement différents. Vue 
que notre démarche s’intéresse principalement aux chemins de délais nuls, un chemin  :  @ 5 n’est décalé que si au moins un parmi les chemins liant  et 5 a un délai nul. Dans 
ce contexte, nous définissons une nouvelle grandeur %, 5 représentant le délai minimal des 
chemins liant  et 5, telle que décrite dans l’équation (4.1). Si un seul chemin, parmi tous 
ceux liant  et 5, est de délai nul alors %, 5  0, … ,0 ; Sinon, %, 5  0, … ,0. 
%, 5  su),  :  @ 5v (4.1) 
Par ailleurs, deux nœuds  et 5 peuvent être liés par différents chemins de délai nul. Ces 
chemins n’ont pas forcement le même temps d’exécution. Un chemin  :  @ 5 ne sera décalé 
que si tous les chemins liant  et 5 sont exécutés dans la limite de la période de cycle, tel que 
soit leurs valeurs de temps d’exécution. Pou cela, nous définissons une deuxième grandeur , 5 qui représente la valeur maximale parmi les temps d’exécution des chemins de délais 
nuls entre les nœuds  et 5, telle que indiquée dans l’équation (4.2). 
, 5  st9u2,  :  @ 5 32 )  %, 5v (4.2) 
Le principe de notre démarche implique le test de toutes les combinaisons des chemins de 
données du GFDM. Dans cet objectif, nous utilisons la notion de matrice permettant de 
représenter les chemins de données entre tous couples de nœuds du GFDM. Nous procédons à 
déclarer deux matrices % et  contenant respectivement les valeurs de %, 5 et , 5. 
Chaque matrice est de dimension +  + dont les lignes et les colonnes sont indexées par les 
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noms des nœuds. Un chemin  :  @ 5 est indexé par la cellule de la ligne  et de la colonne 5. Les étapes de remplissage des matrices sont décrites dans l’algorithme 4.1. La démarche 
débute par le calcul des valeurs %,  et ,  correspondant aux chemins de données 
composés par un seul nœud, et représentant les cellules des diagonales des deux matrices. Par 
la suite, nous associons chaque nœuds  à ces successeurs 5, dans le but de déterminer les 
valeurs %, 5 et , 5. Cette étape est répétée d’une façon incrémentale dans le sens de 
dépendances de données jusqu’à remplir toutes les cellules des matrices. 
Algorithme 4-1 Calcul des matrices D et T 
Entrée : 0  +, 1, ), 2 un GFDM réalisable 
Sortie : les matrices D et T 
1: Début 
/* Calculer D et T pour chaque nœud et pour chaque arc */ 
2: Pour chaque noeud  4 + faire 
3: Du, u  0,0 
4: Tu, u  tu 
5: Fin pour 
6: Pour chaque arc 3 4 1 avec 3:  @ 5 faire 
7: Du, v  de 
8: Tu, v  tu . tv 
9: Ajouter l’élément u @ v, Du, v, Tu, v à la liste EDGE 
10: Fin pour 
/* Calculer D et T pour chaque chemin de données */ 
11: PATH  EDGE 
12: Répéter 
13: Pour chaque élément u q v, x, y de la liste PATH faire 
14: Pour chaque élément u @ v, x, y de EDGE faire 
15: Si v  u & u q v, d, t∉ R alors 
16: Ajouter Iu q v, x . x, y . yJ à la liste R liste 
17: Sinon si v  u & u q v, d, t 4 R alors 
18: Ajouter  u @ v, min d, x . x¤ , max t, y . y¤ à la liste R list 
19: Fin si 
20: Fin pour 
21: Fin pour 
22: Pour chaque élément u q v, x, y de R faire 
23: Du, v  x  
24: Tu, v  y 
25: Fin pour 
26: TEST  R 
27: Jusqu’à D et T sont totalement remplis 
28: Fin 
Prenons l’exemple du graphe flot de donnée bidimensionnelle du filtre numérique 
d’ondelette, composé de quatre nœuds. L’algorithme 4.1 génère les matrices % et  illustrées 
respectivement dans le tableau 4-1 et le tableau 4-2. Cette démarche permet de déterminer 
directement les chemins de données de délais nuls, dont les cellules correspondantes sont 
colorées en gris. 
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Tableau 4-1 Matrice D du filtre numérique d’ondelettes 
u\v A B C D 
A (0,0) (0,0) (0,0) (1,1) 
B (1,1) (0,0) (1,1) (1,1) 
C (1,1) (1,1) (0,0) (1,1) 
D (0,0) (0,0) (0,0) (0,0) 
Tableau 4-2 Matrice T du filtre numérique d’ondelettes 
u\v A B C D 
A 1 3 3 3 
B 4 2 6 3 
C 4 6 2 3 
D 2 4 4 1 
L’application de la fonction du retiming multidimensionnel légal %  0,1 génère un 
nouveau GFDM dont la valeur du délai de l’arc 3y est 0,1. Cette modification affecte les 
délais des trois chemins % @ T, % @  et % @ B tels que affichés dans la matrice % du 
tableau 4-3. 
Tableau 4-3 Matrice D du filtre numérique d'ondelettes après r(D)=(0,1) 
u\v A B C D 
A (0,0) (0,0) (0,0) (1,1) 
B (1,1) (0,0) (1,1) (1,1) 
C (1,1) (1,1) (0,0) (1,1) 
D (0,1) (0,1) (0,1) (0,0) 
Tableau 4-4 Matrice T du filtre numérique d'ondelettes après r(D)=(0,1) 
u\v A B C D 
A 1 3 3 3 
B 4 2 6 3 
C 4 6 2 3 
D 2 4 4 1 
4.4.2 Sélection des chemins de données 
Nous procédons à identifier les chemins de données à paralléliser, à partir des matrices % 
et . Ces chemins doivent respecter des contraintes en matière du temps d’exécution et du 
délai. En fait, ordonnancer le GFDM avec la période de cycle 6 implique que les temps 
d’exécution de tous les chemins de données de délais nuls sont inférieurs à 6. Nous formulons 
cette notion d’ordonnancement des GFDMs dans le théorème 4.1. 
Théorème 4.1. soit G =(V,E,t,d) un GFDM réalisable, et c une période de cycle 
quelconque. Les deux conditions suivantes sont équivalentes : 
- §0  6 
- Pour tous nœuds u et v de V, si , 5  6 alors %, 5  0. 
Preuve. On suppose que §0  6, et  et 5 deux nœuds dans V tel que , 5  6. Si %, 5  0, alors il existe un chemin p de u à v dont le temps d’exécution est 2 
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, 5 qui est supérieur à 6 et le délai )  %, 5  0, ce qui est contradictoire 
avec la supposition initiale. 
On suppose maintenant que la deuxième condition est vérifiée, et soit  @ 5 n’importe 
quel chemin de délai nul dans G, alors on a %, 5  )  0, ce qui implique 2  , 5  6. 
Donc, pour ordonnancer le GFDM avec la période de cycle minimale, notre technique 
doit transformer les valeurs des matrices en respectant la deuxième condition du théorème 
4.1 : aucun chemin :  @ 5 ayant un temps d’exécution supérieur à 6b ne doit avoir un 
délai nul. Ce principe signifie que tout chemin ayant , 5  6 et %, 5  0 doit être 
affecté par le retiming multidimensionnel dans l’objectif d’avoir %, 5  0. 
En premier lieu, les valeurs des matrices % et  peuvent nous indiquées directement si la 
condition du théorème est respectée. Prenant l’exemple du filtre numérique d’ondelette dont 
les matrices % et  sont respectivement affichés dans le tableau 4-1 et le tableau 4-2, nous 
distinguons que les chemins critiques % @ , % @ B, T @  et T @ B ont des délais nuls 
dont leurs temps d’exécution excèdent 6b. En deuxième lieu, les valeurs des matrices nous 
renseignent sur les chemins de données à paralléliser. En fait, le retiming multidimensionnel 
est appliqué aux nœuds dont toutes les arcs entrants sont de délais non nuls. Pour le cas du 
GFDM de la figure 3.1, les premiers chemins à paralléliser sont ceux commençant par le 
nœud %. D’où, nous explorons les lignes des matrices correspondant à ce nœud. De plus, 
atteindre la période de cycle minimale par retiming multidimensionnel implique le 
parallélisme des chemins de données de délais nuls dont le temps d’exécution est inférieur à 6b. Pour le cas du filtre numérique d’ondelette, les cellules appartenant à la ligne % et ayant %, 9  0, … ,0 et 29,   6b sont les chemins % et % @ T. 
4.5 Retiming multidimensionnel pour un chemin de données 
En fait, les travaux existants ont décrit une procédure formelle pour la sélection d’une 
fonction de retiming multidimensionnel. Elle consiste à déterminer l’ensemble des vecteurs 
d’ordonnancement du graphe G, i.e., les vecteur s qui vérifient )3  }  0 pout tout 3 4 1, 
et par la suite choisir une fonction  orthogonale à }. Ce choix dépend uniquement des délais 
non nuls, et ne prend pas en considération les nœuds à paralléliser. Cependant, la théorie des 
techniques existantes se limitent à appliquer la fonction à des nœuds ayant des arcs sortants de 
délais nuls. En fait, ces derniers peuvent être considérés autant que des premiers nœuds 
appartenant à des chemins de délais nuls. Dans ce contexte, nous décrivons dans le théorème 
4.2 la façon de déduire une fonction de retiming multidimensionnel pour un nœud ayant un 
arc entrant de délais nul. 
Théorème 4.2. 0  +, 1, 2, ) un GFDM réalisable,  32 5 4 + tel que v a un seul arc 
entrant 3 :  @ 5 et )3  0, … ,0. Si r une fonction de retiming légale de u, alors r 
est une fonction de retiming légale de v. 
Preuve. Soit : … c,inj  O,Oinj 5 d,[inj … un chemin dans G.   , = une fonction de 
retiming multidimensionnel légale de G signifie qu’il existe un vecteur 
d’ordonnancement s tel que , =  } F 0 et 9, :  } F 0. La somme de ces deux 
inéquations vérifie que 9 . , : . =  } F 0. Sachant que t  , ©  =  } F 0 et 
0,0  } F 0, le GFDM contenant : … c*,*innnnnj  O,Oinj 5 dk,[kinnnnnj … est réalisable, 
pouvant être exécuté dans l’ordre du vecteur d’ordonnancement s. Par conséquent, r(v) 
est une fonction de retiming multidimensionnel légal. 
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Ce théorème prouve qu’une fonction de retiming légal d’un nœud peut être appliquée à 
son successeur, si ce dernier a un seul arc entrant. De plus, cette théorie peut être testée 
successivement sur une séquence de nœuds respectant la même condition. D’où, le théorème 
4.2 permet d’identifier une fonction de retiming multidimensionnel pour un chemin  de 
données de délai nul, tel que soit le nombre des nœuds qu’il intègre et tant que 2  6b. 
Un GFDM peut intégrer plusieurs chemins de délais nuls ordonnancés dans le même 
espace temporel. Cependant, déterminer un vecteur de retiming pour chaque chemin à décaler 
est loin d’être une solution adéquate. Il s’avère donc indispensable de réduire les fonctions de 
retiming. Dans ce contexte, nous proposons de déterminer l’ensemble des chemins qui 
peuvent être décalés avec la même fonction de retiming. En fait, les travaux existants 
décrivent une procédure formelle pour décaler un ensemble de nœuds avec la même fonction. 
Cette démarche nécessite que tous les arcs entrants aux chemins soient de délais non nuls. 
Nous décrivons dans le théorème suivant une procédure de prédiction d’une fonction de 
retiming pour un ensemble de chemins de délais nuls. 
Théorème 4.3. Soient ,  ⊆ +,  ª   «, tel que tout arc entrant à y est sortant de x, 
avec : 4  et 9 4 . Si  est un retiming multidimensionnel légal alors  est un 
retiming multidimensionnel légal. 
Preuve. Soient s un vecteur d’ordonnancement vérifiant )3  }  0 et r est un 
vecteur orthogonal à s. d’après [2], si X est un ensemble de nœuds dont tous les arcs 
entrants de délais non nul, alors r(X) est une fonction de retiming légal. Prenant en 
considération le théorème 4.2, on peut conclure que r(Y) est une fonction de retiming 
légal. 
4.6 Technique du retiming multidimensionnel décalé 
4.6.1 Démarche 
L’objectif de notre technique est d’ordonnancer le GFDM avec la période de cycle 
minimale. En premier lieu, le principe de notre technique consiste à sélectionner les chemins 
de données ayant des arcs entrant de délais non nuls. Ces chemins doivent avoir un délai nul 
et des temps d’exécution inférieurs à 6b. Cette sélection est effectuée en déterminant les 
nœuds ayant des dépendances de données non nul, et en explorant leurs lignes dans les 
matrices % et . De ce fait, nous sélectionnons les chemins dont les lignes vérifient la 
deuxième condition du théorème 4.1. Cette tâche est décrite explicitement dans le paragraphe 
4.5.2. En deuxième lieu, les chemins sélectionnés sont à paralléliser pour réduire le chemin 
critique du GFDM. En se basant sur le théorème 4.3, ils peuvent être décalés par la même 
fonction de retiming. Nous procédons par la suite à sélectionner une fonction de retiming tel 
que décrit dans le théorème 4.2. Pour atteindre la période de cycle minimale, ces étapes sont à 
répéter à partir des nœuds successeurs des chemins décalés. Vue la modification des valeurs 
de délais du GFDM, les matrices % et  sont ainsi à rectifier après chaque retiming 
multidimensionnel. 
4.6.2 Identification des chemins 
Cette étape consiste à explorer les matrices % et  dans le but de sélectionner les chemins 
à décaler, tel que décrit dans l’algorithme 4.2. Elle débute par déterminer les nœuds ayant des 
arcs entrants de délai non nul. Par la suite, elle explore les lignes des matrices % et  
correspondante à chaque nœud dans l’objectif de sélectionner les chemins ayant %, 5 0, … ,0 et 2, 5  6b. Ces chemins sont ainsi rangés dans la liste .  
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En fait, notre démarche doit employer le minimum de fonctions de retiming pour 
atteindre la période de cycle minimale. De ce fait, elle doit maximiser le nombre des nœuds 
dans les chemins sélectionnés, tout en gardant une exécution dans la limite de période de 
cycle. De ce fait, si deux chemins de liste  sont totalement superposés, la démarche doit 
choisir ceux ayant la taille maximale, dont la tâche est assurée par l’instruction 9 de 
l’algorithme. 
Algorithme 4-2 Sélection les chemins 
Entrée : un GFDM réalisable 0  +, 1, 2, ) 
Sortie : liste de nœuds L 
1: Début 
2: Déterminer les nœuds n ayant tout les arcs entrants de délais non nuls et au moins un arc 
sortant de délai nul 
3: Pour chaque nœud n  
4: Pour chaque nœud x du GFDM 
5: Si %, 9  0, … ,0 et , 9  6b alors  
6: Ajouter le chemin :  @ 9 à  
7: Fin si 
8: Fin pour 
9:  Mettre à jour la liste  
10: Fin pour 
11: Fin 
4.6.3 Algorithme du retiming multidimensionnel décalé 
Notre technique débute par le calcul de la période de cycle minimale. Puis, elle fait appel 
à l’algorithme 4.1 pour calculer les valeurs des cellules des matrices % et  correspondant au 
GFDM. Si les matrices contiennent des chemins qui ne satisfassent pas le théorème 4.1, la 
technique choisit une fonction de retiming . Par la suite, elle fait appel à l’algorithme 4.2 
pour identifier les chemins dans le but de les décaler par la fonction . Les valeurs des 
matrices doivent être actualisées en fonction du décalage effectué. Ces étapes sont répétées 
jusqu’il n’existe aucun chemin critique  dans le GFDM dont 2  6b, tel que décrit dans 
l’algorithme 4.3. 
Prenons l’exemple du filtre numérique d’ondelette. L’algorithme 4.3 détermine une 
période de cycle 6b  2. Les matrices % et  correspondant au GFDM initial sont affichées 
respectivement dans le tableau 4-1 et le tableau 4-2. La première itération de l'algorithme 4.3 
détermine une fonction de retiming légal   0,1. Puis, elle fait appel à l’algorithme 4.2 
pour identifier les chemins à décaler. Elle se positionne au niveau de la ligne du nœud %, vue 
qu’il est le seul ayant tout les ars entrants de délais non nul. Les chemins susceptibles d’être 
décalé sont le nœud D et le chemin : % @ T. D’où, l’algorithme 4.2 retourne le chemin : % @ T qui sera décalé % @ T  0,1. Ce décalage entraîne la modification des valeurs 
des matrices % et , dont le nouveau contenu est affiché dans le tableau 4-5 et le tableau 4-6, 
correspondant au GFDM de la figure 4.3(b). Ce graphe vérifie les conditions du théorème 4.2 
et représente une solution plus optimale que celles générés par les techniques existantes. 
4.7 Extension de la technique de retiming multidimensionnel décalé 
4.7.1 Utilisation multiple d’une fonction de retiming 
Dans le cas général, l’atteinte de la période de cycle minimale nécessite d’application de 
plusieurs fonctions de retiming multidimensionnel. Pour l’exemple du filtre à RII dont 
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2#  2T  1, l’atteinte de la période de cycle minimale nécessite l’utilisation de 4 
fonctions de retiming multidimensionnel. Cependant, nous avons montré dans la section 4.2 
que les valeurs des indexes de la fonction de retiming ). 9 et ). : augmente en fonction du 
rang ; e.i, plus l’ordre de la fonction de retiming est grand, plus les valeurs des indexes sont 
importantes. Pour le cas du filtre à RII, la première fonction de retiming est égale à 1, 1 
tandis que la quatrième est égale à (8,-15) [2,3]. 
Algorithme 4-3 Retiming multidimensionnel décalé 
Entrée : un GFDM réalisable 0  +, 1, 2, ) 
Sortie : un GFDM réalisable 0   +, 1, 2, ) avec la période de cycle §0  6b 
1: Début 
2: Déterminer la période de cycle minimale ¬­®¯ 
3: Calculer les matrices ° et ± 
4: Tant que ² 23 3 )  0, … ,0 32 2    6b faire 
5: Trouver un vecteur d’ordonnancement }  }. 9, }. : tel que }. 9 . }. : est minimale 
6: Choisir une fonction de retiming MD ³ orthogonal à ´ 
7: Identifier la liste des nœuds µ à décaler (tel que indiqué dans l’algorithme 4.2) 
8: Pour chaque chemin ¬¶ de la liste µ 
9: Appliquer la fonction ³¬¶ 
10: Fin pour 
11: Actualiser les matrices ° et ± 
12: Fin tant que 
13: Fin 
Tableau 4-5 Matrice D du filtre numérique d’ondelettes après retiming r(D→A)=(0,1) 
u\v A B C D 
A (0,0) (0,1) (0,1) (1,1) 
B (1,1) (0,0) (1,1) (1,1) 
C (1,1) (1,1) (0,0) (1,1) 
D (0,0) (0,1) (0,1) (0,0) 
Tableau 4-6 Matrice T du filtre numérique d’ondelettes après retiming r(D→A)=(0,1) 
u\v A B C D 
A 1 3 3 3 
B 4 2 6 3 
C 4 6 2 3 
D 2 4 4 1 
En premier lieu, les valeurs des indexes impliquent des tailles importantes de prologue et 
d’épilogue. La taille de ces blocs de code est similaire au nombre des périodes de cycle 
nécessaires pour leurs exécutions. En outre, plus la taille de prologue et d’épilogue est 
importante, plus l’implémentation requiert des ressources matérielles. Par conséquent, les 
fonctions de retiming multidimensionnel ayant des indices de valeurs importantes sont 
inadéquates pour des implémentations temps réel embarquées. En deuxième lieu, l’application 
du retiming multidimensionnel dépend du nombre d’itérations des boucles [5]. Le nombre des 
itérations d’une boucle 9 doit être impérativement supérieur à l’index |). 9| de la fonction du 
retiming multidimensionnel. Pour le cas du filtre à RII, la dernière fonction de retiming 
multidimensionnel (8,-15) signifie que 15 itérations de la boucle interne sont à décaler. De ce 
fait, les fonctions de retiming multidimensionnel ayant des valeurs importantes d’indexes 
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admettent des limites lors de l’application à des nids de boucles dont les nombres d’itérations 
sont réduits. En troisième lieu, la démarche de sélection d’une fonction retiming 
multidimensionnel requiert un temps d’exécution d’une complexité de $|1|. Par 
conséquent, l’extraction multiple des fonctions de retiming engendre une augmentation du 
temps de conception pour la généralisation du GFDM final. 
Cependant, la fonction du retiming ayant les valeurs minimales d’indexes (et engendrant 
le minimum de taille de prologue et d’épilogue) est la première fonction, intitulé U	, dont les 
indexes sont extraits à partir du GFDM initial. De ce fait, dans l’objectif d’optimiser les 
GFDMs finaux, nous proposons une démarche permettant d’utiliser la même fonction de 
retiming multidimensionnel pour tous les chemins à décaler. Dans ce contexte, nous décrivons 
dans le théorème 4.4 la théorie permettant d’identifier différents fonctions de retiming 
multidimensionnel à partir d’une seule. 
Théorème 4.4. soit 0   +, 1, ), 2  un GFDM réalisable, ,  ⊆ +,  ª   « tel 
que : 4  and 9 4  et 3: 9 O,…,Oinnnj : pour tout arc allant de x à y, et un entier   1. Si  est une fonction de retiming legal alors     est une fonction de retiming 
légal. 
Preuve. r(X) est une fonction de retiming légal signifie qu’il existe un vecteur 
d’ordonnancement s du GFDM tel que  · } et ainsi   }  0. Sachant que k est 
strictement positif,     }  0. D’où,    est une fonction de retiming 
multidimensionel légal. En se basant directement sue le théorème 4.3,     est 
un retiming multidimensionnel légal. 
Ce théorème offre une flexibilité dans le choix des fonctions de retiming 
multidimensionnel de façon qu’il permette de décaler deux chemins avec la même fonction. 
Prenons l’exemple du GFDM de la figure 4.6(a) contenant un chemin critique Z¸: T @  @B @ %. Dans le cas où 2T  2  1 et 2B  2%  2, nous distinguons deux chemins 	: T @  et 
: B à décaler. La premier fonction engendrant des tailles de prologue et 
d’épilogue optimales est   0,1. Si le chemin 	 est décalé avec la fonction 	  0,1, 
le chemin 
 est dans l’obligation d’être décalé par la fonction 
  1, 2, engendrant 
une implémentation finale composée de 35 instructions et exécutée dans 150 unités de temps. 
Cependant, le théorème 4.4 permet d’appliquer la fonction 2  0,1 sur le chemin 	, dont 
le GFDM résultat est schématisé dans la figure 4.6(b). Le délai de arc  @ B permet de 
décaler le chemin 
 par la fonction de retiming 1  0,1. L’implémentation du GFDM 
final dans la figure 4.6(c) est composée de 19 instructions et exécutée dans uniquement 95 
unités de temps. Par conséquent, l’utilisation de la fonction de retiming minimale à plusieurs 
reprises résulte une implémentation avec un temps d’exécution et une taille de code réduits. 
Les pourcentages de gain en matière de temps d’exécution et de la taille du code, par rapport à 
la technique enchaînée, sont respectivement de 36.66% et 45.71%. 
4.7.2 Démarche 
Le théorème 4.4 montre qu’une succession de chemins de données de délais nuls peuvent 
être décalés successivement en utilisant une seul fonction de retiming : pour un GFDM 
composé de 9 chemins de données de délais nuls, chaque séquence du chemin peut être 
décalée avec la fonction    telle que  est un entier strictement positif et plus petit que 
celui du chemin prédécesseur. Nous proposons donc une démarche permettant d’identifier les 
chemins à décaler, de les étiqueter par des entiers positifs, dont les valeurs sont décroissantes 
dans le sens des dépendances de données. 
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Dans ce contexte, les chemins doivent être étiquetés par des valeurs minimales pour 
réduire la taille des prologues et des épilogues. D’où, le paramètre  est dans l’impératif de 
commencer par la valeur 1 et d’être incrémenté par une seule unité. Cependant, le retiming 
multidimensionnel est appliqué à partir des chemins ayant tout les arcs entrants de délais non 
nuls, et ayant les valeurs maximales d’étiquetage. Or, ces valeurs d’étiquetage ne sont 
déterminées qu’après l’étiquetage des chemins successeurs. Pour cela, nous procédons à 
répartir la démarche de cette technique en deux étapes : la première assure l’identification et 
l’étiquetage des chemins à décaler. Elle génère ainsi un « Graphe Flot de Données 
Multidimensionnel Etiqueté (GFDME) », dont la démarche est décrite dans le paragraphe 
4.7.3. La deuxième étape consiste à sélectionner et appliquer une fonction de retiming 
multidimensionnel, dans le sens décroissant des valeurs d’étiquetage. 
 
Figure 4.6 (a) GFDM initial, (b) GFDM après r(p1)=2×(0,1) ;(c) GFDM après r(p2)=(0,1) 
4.7.3 Génération du graphe flot de données multidimensionnel étiqueté 
Cette étape consiste à balayer d’une façon incrémentale le GFDM dans le sens inverse 
des dépendances de données, en commençant par les nœuds ayant tous les arcs entrants de 
délais non nuls. Pour chaque nœud , on vérifie les colonnes d’indice  dans les matrices % et  : si un chemin  : 9 @  est de délais nuls et 29 @   6b alors il est ajouté à liste des 
chemins à décaler. En se basant sur le principe de maximisation des nœuds dans les chemins 
de données, nous procédons à filter la liste  dans le but d’éliminer la redondance des 
chemins. Par la suite, ils sont étiquetés par   1. Ces étapes sont répétées en incrémentant la 
valeur de , jusqu’à tester tous les nœuds du GFDM, telles que décrites dans l’algorithme 4.4. 
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Algorithme 4-4 Génération du GFDME 
Entrée : 0  +, 1, ), 2 un GFDM réalisable 
Sortie : GFDME, valeur maximale du niveau  
1: Début 
2: initialiser    0 
3: Déterminer la période de cycle minimale ¬­®¯ 
4: Calculer les matrices ° et ± 
5: Extraire tous les arcs de délais non nuls 
6: Remplir NC par tous les nœuds sans aucun arc sortant 
7: Tant qu’existe des chemins de D non testés faire 
8: Pour chaque nœud n de NC 
9: Pour chaque nœud x du GFDM 
10: Si °¹, ¯  º, … , º et ±¯, ¹  ¬­®¯ alors  
11: Ajouter le chemin »: ¹ @ ¯ à ¼ 
12: Fin si 
13: Fin pour 
14: Fin pour 
15: Raffiner la liste ¼ 
16: Etiqueter les chemins de ¼ par µ 
17: Incrémenter µ 
18: Remplir ½¾ par les nœuds prédécesseurs des chemins de ¼ 
19: Fin tant que  
20: Fin 
4.7.1 Algorithme de l’extension du retiming multidimensionnel décalé 
Notre technique débute par choisir la fonction de retiming multidimensionnel optimale 
dans le but de l’appliquer sur les chemins sélectionnés. Dans ce contexte, le choix de la 
fonction de retiming est à effectuer tel que décrit dans [2]. Par la suite, elle fait recours à 
l’algorithme 4.4 pour générer le GFDME et la valeur maximale d’étiquetage. Notre démarche 
procède à appliquer la fonction de retiming sélectionnée sur les chemins selon l’ordre 
décroissant des valeurs d’étiquetage. Elle débute par l’exploration du GFDM par les nœuds / 
ayant tous les arcs entrants de délais non nuls jusqu’à trouver les nœuds T ayant la plus 
grande valeur d’étiquetage . Par la suite, elle calcule le délai   , le soustraire des arcs 
entrants aux nœuds / et l’ajouter aux arcs sortants des nœuds T. Ces étapes sont répétées 
jusqu’à atteindre les nœuds ayant la valeur d’étiquetage égal à 1, tel que décrit dans 
l’algorithme 4.5. 
En utilisant la technique de retiming multidimensionnel décalé, un GFDM ordonnancé 
avec la période de cycle minimale est toujours achevé, dont l’efficacité de la démarche est 
démontrée dans le théorème 4.5. 
Théorème 4.5. Soit 0  +, 1, ), 2 un GFDM réalisable. La technique de retiming 
multidimensionnel décalé transforme 0 en 0 tel que 0 est ordonnancé avec la période 
de cycle minimale, dont la complexité est $+² . 1. 
Preuve. L’algorithme 1 permet le calcul des matrices D et T pour chaque pair de 
nœuds du MDFG, avec une complexité de $1 . +². Par la suite, l’algorithme 2 teste 
au maximum toutes les cellules des matrices D et T, dans   + instructions tel que   0. Finalement, l’algorithme 3 sélectionne une fonction de retiming 
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multidimensionnel nécessitant au maximum 1 instructions, et l’appliquer à chaque 
chemin sélectionné. D’où, la complexité de la technique de retiming multidimensionnel 
décalé est de $+² . 1. 
Algorithme 4-5 Extension de la technique de retiming multidimensionnel décalé 
Entrée : un GFDM réalisable ¿  À, Á, Â, Ã 
Sortie : un GFDM réalisable ¿³   À, Á, Â, Ã³ avec la période de cycle Ä¿³  ¬­®¯ 
1: Début  
2: Trouver un vecteur d’ordonnancement Å  Å. Æ, Å. Ç tel que Å. Æ . Å. Ç est minimal 
3: Choisir une fonction de retiming multidimensionnel ³ orthogonal à ´ 
4: Générer le GFDME (tel que indiqué dans l’algorithme 4.4) 
5: Définir l’ensemble S des nœuds ayant tous les arcs entrants de délais non-nul 
6: Pour j de k à 1 faire 
7: Définir l’ensemble des nœuds A étiquette par j 
8: Pour tout n 4 S faire 
9: Soustraire j   r de tous arcs entrants à n 
10: Fin pour 
11: Pour tout n 4 A faire 
12: Ajouter j   r à tous arcs sortants de n 
13: Fin pour 
14: S  (S-A) + successeurs (S ª A  
15: Fin pour 
16: Fin 
Prenons le cas du filtre numérique d’ondelettes schématisé dans la figure 3.1. 
L’algorithme principale choisit la fonction   0,1. Par la suite, il fait appel à l’algorithme 
4.4 pour générer le GFDME correspondant. Après la génération des matrices % et  affichées 
respectivement dans le tableau 4-1 et le tableau 4-2, l’algorithme extrait les arcs 3> et 3A et 
commence par tester les chemins ayant comme extrémité finale le nœud  ou B. Pour le nœud B, la démarche teste les cellules de la colonne C et identifie les chemins p dont %  0 et   6b. Cette étape identifie deux chemins vérifiant la condition qui sont 
respectivement les nœuds  ou B. De ce fait, l’algorithme identifie leurs nœuds prédécesseurs T pour l’étiqueter par 1. La deuxième itération de l’algorithme 4-4 teste le chemin dont 
l’extrémité est le nœud T, et achève le nœud % sans que le temps d’exécution dépasse Bb. 
D’où, le GFDME final est illustré dans la figure 4.7. L’algorithme n’applique la fonction de 
retiming qu’une seule fois, dont le chemin décalé est % @ T. 
 
Figure 4.7 GFDME du filtre numérique d’ondelettes 
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4.8 Résultats expérimentaux 
4.8.1 Principe 
Nous validons dans cette section l’extension de la technique du retiming 
multidimensionnel décalé. Notre expérimentation consiste à comparer les résultats générés 
par notre technique à ceux générés par les techniques progressive et enchaînée. Cette 
validation évalue l’évolution de deux paramètres : le temps d’exécution et la taille du code. 
Nous utilisons dans notre démarche de validation deux applications multidimensionnelles 
types, qui sont respectivement : l’Algorithme de Jacobi (AJ) [102] et le Transformé de Walsh-
Fourrier (TWF) [26]. Chaque application est implémentée pour le cas de différentes tailles de 
matrices en entrée. Nous déterminons ainsi le GFDM de chaque application, tel que décrit 
dans l’Annexe B. Les applications sont implémentées dans deux cibles d’architecture 
NVIDIA qui sont la carte Quadro-600 et la carte G-105-M dont les informations des nombres 
des GPUs, les fréquences des GPUs et les fréquences des mémoires sont indiquées dans le 
tableau 4-7. 
Le choix du parallélisme de la technique du retiming multidimensionnel décalé est basé 
sur le temps d’exécution des instructions. Dans ce contexte, nous identifions les instructions 
de calcul des applications multidimensionnelles afin de mesurer leurs temps d’exécution, dont 
les valeurs sont affichées dans le tableau 4-7. Pour des raisons de simplification, ces temps 
d’exécution sont convertis en périodes de cycles, tel que indiquées dans la dernière ligne du 
tableau 4.7. 
Tableau 4-7 Caractéristiques techniques des cartes NVIDIA 
Architecture QUADRO-600 G-105-M 
GPUs 96 16 
Fréquence GPU (GHZ) 1.28 1.23 





10-5 secondes 0.3 0.59 
Cycle 1 1 
Multiplication 
10-5 secondes 0.31 0.61 
Cycle 1 1 
division 
10-5 secondes 0.61 1.19 
Cycle 2 2 
4.8.2 Validation de la technique du retiming multidimensionnel décalé 
Les temps d’exécution des nœuds sont utilisés lors de l’application des trois fonctions de 
retiming multidimensionnel. Dans le cas du TWF, la technique de retiming multidimensionnel 
décalé utilise une seule fonction 1, 1. La technique progressive et enchaînée utilisent 
chacune deux fonctions de retiming qui sont respectivement u2, 2, 1, 1v et u1, 1, 2, 3v. Dans le cas de l’application AJ, la technique de retiming 
multidimensionnel décalé nécessite une seule fonction de retiming 0,1 tandis que les 
techniques progressives et enchaîné nécessite deux dont les valeurs sont u0,2, 0,1v et u0,1, 1, 3v. Les tailles des codes des implémentations générées par les trois techniques 
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sont affichées dans le tableau 4-8. En fait, les transformations dues au retiming 
multidimensionnel sont indépendantes des nombres des itérations des boucles. D’où, les 
tailles des codes des GFDMs générés par les trois techniques sont indépendantes de la taille 
de la matrice en entrée. En se basant sur ces valeurs, nous constatons que la technique de 
retiming multidimensionnel décalé génère des implémentations avec des tailles de codes 
nettement inférieures aux celles générées par les deux autres techniques, dont elle présente un 
gain de 70.31% par rapport à la technique progressive et 35.35% par rapport à la technique 
enchaînée. 












TWF 22 42 68 
AJ 10 13 37 
Gain 35.35% 70.31% 
À partir des GFDMs générés, nous déduisons six codes tel que chacun correspond à une taille de 
matrices d’entrée parmi les suivantes (8*8, 10*10, 12*12, 14*14, 16*16, 18*18). Chaque code est 
édité par la plateforme de programmation parallèle CUDA, et ordonnancé avec les directives offertes, 
telles que indiquées dans l’Annexe A. Chaque code est exécuté et compilé sur chacune des cibles 
citées dans le paragraphe 4.8.1. Les temps d’exécution de l’implémentation de la TWF sur QUADRO 
600 et G-105-M sont illustrés respectivement dans les histogrammes des figures 4.8 et 4.9. De 
même pour l’AJ, les temps d’exécution sont illustrés dans les figures 4.10 et 4.11. 
 
Figure 4.8  Temps d'exécution du transformée de Walsh Fourrier sur l'architecture QUADRO 600 
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Les valeurs expérimentales ont prouvé que notre technique présente un gain en matière 
de temps d’exécution par rapport aux résultats générés par les techniques existantes, 
permettant une moyenne de gain de 34.56% par rapport à la technique progressive et 20.67% 
par rapport à la technique enchaînée. 
 
Figure 4.9 Temps d'exécution du transformée de Walsh Fourrier sur l'architecture G 105 M 
 
Figure 4.10  Temps d'exécution de l'algorithme du JACOBI sur l'architecture QUADRO 600 
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Figure 4.11  Temps d'exécution de l'algorithme du JACOBI sur l'architecture G 105 
La technique de retiming multidimensionnel décalé offre une amélioration considérable 
par rapport au code initial, tel que soit la taille de la matrice d’entrée. Pour le cas du TWF, le 
code avec une matrice d’entrée de taille 8*8 présente le gain minimal par rapport aux autres 
tailles de matrice, dont la valeur est supérieure à 25%. Cependant, les techniques existantes 
n’assurent pas une amélioration pour tous les cas des matrices d’entrée. Par exemple, la 
technique progressive entraîne une augmentation du temps d’exécution par rapport au code 
initial du TWF pour le cas de la matrice d’entrée de taille 8*8. De même, la technique 
enchaînée n’assure qu’une amélioration de 9.20% uniquement. Ces résultats sont dus aux 
valeurs des fonctions de retiming multidimensionnel, qui engendre un décalage d’un nombre 
important d’itérations dont le code est exécuté en prologue et épilogue. 
Par ailleurs, pour chaque taille de matrice d’entrée, les pourcentages d’évolution des 
temps d’exécution pour les deux cibles sont similaires. Ce critère est vérifié pour les trois 
techniques de retiming multidimensionnel. Par conséquent, la contribution de notre technique 
est garantie indépendamment de l’architecture parallèle utilisée. 
4.9 Conclusion 
Dans ce chapitre, nous avons proposé une nouvelle technique du retiming 
multidimensionnel, permettant d’atteindre l’ordonnancement avec une période de cycle 
minimale sans atteindre un parallélisme total. La technique proposée génère des solutions en 
employant moins de fonctions de retiming multidimensionnel, tout en assurant l’utilisation 
des mêmes vecteurs optimaux. L’étude expérimentale nous a montré que notre technique 
génère des solutions avec des temps d’exécution et des tailles du code nettement inférieures à 
ceux générés par les techniques progressive et enchaînée. D’où, la stratégie du parallélisme 
proposée par la technique du retiming multidimensionnel décalé permet de respecter des 
contraintes de temps d’exécution plus inférieurs et de minimiser les ressources matérielles de 
l’implémentation. 
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Cependant, le processus l’optimisation des systèmes temps réel embarqués exige la 
prédiction de l’évolution des performances en fonction de la technique du parallélisme. Cette 
étape est indispensable, d’une part pour choisir les paramètres du parallélisme engendrant un 
résultat optimal, et d’autre part pour vérifier le respect des contraintes. De ce fait, il s’avère 
obligatoire d’estimer le temps d’exécution et la taille du code des implémentations générées 
par la technique du retiming multidimensionnel décalé, pour la faire recours lors de la 


















































CHAPITRE 5 : IMPLÉMENTATION TEMPS 




























Les techniques de parallélisme sont généralement utilisées pour la conception des 
systèmes temps réel embarquées. Ces systèmes nécessitent une implémentation qui respecte 
les contraintes de temps d’exécution, tout en utilisant le minimum de ressources matérielles. 
Cet objectif consiste à explorer les différentes solutions offertes par les techniques 
d’optimisation dont le choix du parallélisme se base principalement sur les améliorations 
qu’elles proposent en matière de performance et ressources matérielles. De ce fait, une étape 
d’estimation s’avère indisponsable pour vérifier le respect des contraintes. Cependant, les 
techniques de parallélisme des GFDMs procèdent à augmenter progressivement le niveau de 
parallélisme, sans pour autant vérifier si les performances sont déjà atteintes. De plus, la taille 
du code augmente en fonction du parallélisme. Donc, le niveau de paralléisme achevé par ces 
techniques d’optimisation est inadéquat pour le cas des implémentations temps réel 
embarquées. 
Dans ce chapitre, nous utilisons des démarches de parallélisme des GFDMs pour générer 
des implémentations qui respectent une contrainte de temps d’exécution tout en utilisant une 
taille minimale de code. En premier lieu, nous utilisons la technique du retiming 
multidimensionnel décalé pour la réalisation de cet objectif. Nous détaillons la théorie 
d’estimation du temps en fonction du parallélisme choisi par le retiming multidimensionnel 
décalé. Puis, nous décrivons une démarche d’optimisation qui applique itérativement le 
retiming multidimensionnel dans l’objectif d’atteindre la contrainte de conception. Une 
deuxième partie est consacrée à l’utilisation conjointe du parallélisme au niveau des 
instructions et du parallélisme au niveau des itérations, dont le choix des techniques de 
parallélisme est basé sur leurs apports en matière de temps d’exécution et de taille de code. 
5.2 Respect de contrainte de temps d’exécution par retiming 
multidimensionnel décalé 
5.2.1 Exemple de motivation 
Le retiming multidimensionnel décalé applique un parallélisme au niveau des instructions 
du nid de boucles dans le but d’atteindre la période de cycle minimale [1, 2, 4, 10]. Ce 
parallélisme entraîne une diminution dans le temps d’exécution de l’implémentation, en dépit 
d’une augmentation de la taille du code. Vu que la technique augmente le niveau du 
parallélisme itérativement, le temps d’exécution de l’application diminue à plusieurs reprises. 
Cette augmentation du niveau de parallélisme se poursuit indépendamment de la valeur du 
temps d’exécution réalisée. Cependant, le code des boucles imbriquées augmente 
considérablement en fonction du niveau du parallélisme. Nous procédons à étudier l’évolution 
du temps d’exécution et de la taille du code en fonctions du retiming multidimensionnel pour 
le cas du filtre à Réponse Impulsionnelle Infinie (RII). Dans le cas où 2#d  2 T[¤  1, la 
technique du retiming multidimensionnel décalée applique 4 transformations de retiming 
multidimensionnel pour générer l’implémentation finale du filtre. Après chaque 
transformation, nous générons le GFDM et nous déduisons le code dans le but de calculer son 
temps d’exécution et sa taille, dont les valeurs sont illustrées dans la courbe de la figure 5.1. 
L’implémentation ordonnancée avec la période d’horloge minimale est exécutée en 632 unités 
de temps, avec une taille de code de 402 instructions. Par conséquent, même si le GFDM 
ordonnancée avec la période d’horloge minimale respecte la contrainte de temps d’exécution, 
il nécessite des ressources matérielles importantes pour l’implémenter. 
Nous proposons d’implémenter le filtre à RII en imposant une contrainte de temps 
d’exécution égale à 900 unités de temps. En se basant sur les valeurs présentées dans la figure 
 5.1, l’implémentation générée par la troisième transformation de retiming multidimensionnel 
requiert un temps d’exécution égal
représentant ainsi une amélioration de 35.82% par rapport à l’implémentation 
parallèle. D’où, la solution générée après la
contrainte du temps d’exécution 
l’implémentation ordonnancé ave
Figure 5.1 Evolution du temps d'exécution de la taille du code du fit
5.2.2 Principes 
Nous avons conclu de l’exemple précédent que, même si l’implémentation ordonnancée 
avec la période d’horloge minimale respecte la contrainte de temps d’exécution, elle nécessite 
des ressources matérielles importantes. Il s’avère donc 
parallélisme permettant de respecter la contrainte d
présentons une nouvelle approche d’optimisation permettant d’utiliser la technique de 
retiming multidimensionnel décalé pour déterminer le niveau du parallélisme minimale 
assurant le respect de la contrainte de temps 
l’implémentation résultat est inférieure ou égale à celle de l’implémentation ayan
de cycle minimale. La démarche 
GFDM après chaque fonction
fonction de retiming suivante
d’exécution ou bien atteindre la période de cycle minimale
la figure 5.2. 
Ce travail consiste à prédire l’évolution du temps d’exécution en fonction des 
transformations du retiming multidimensionnel. De
le temps d’exécution à haut niveau de conception, à partir de la spécification algorithmique. 
Elle explore le GFDM et les paramètres de la fonction d
l’objectif de prétendre la valeur du temps d’exécution. Nous décrivons dans le paragraphe 




















nombre de fonctions de retiming multidimensionnel
IMPLÉMENTATION TEMPS RÉEL EMBARQUÉES DES GFDMs
83 
 à 861. De plus, la taille du code est de 258 
 troisième fonction de re
et utilise une taille de code inférieure par rapport à 
c la période de cycle minimale. 
re à RII en fonction du retiming 
multidimensionnel 
bénéfique de se limiter au
u temps. Dans ce contexte, nous 
d’exécution. De ce fait, la taille du code 
de cette approche procède à vérifier le temps d’exécution du 
 du retiming : si la contrainte n’est pas encore respectée, la 
 est appliquée, jusqu’à atteindre la con
, telle que modélisé
 ce fait, notre approche procède à estimer 
u retiming multidimensionnel 
1 2 3 4




timing respecte la 
 
 niveau de 
de 
t la période 
trainte de temps 















IMPLÉMENTATION TEMPS RÉEL EMBARQUÉES DES GFDMs 
84 
 
retiming. Par la suite, nous présentons dans la partie 5.2.4 la démarche de notre approche 
d’optimisation en décrivant les algorithmes et leurs complexités. Même si le formalisme est 
décrit pour le cas des graphes bidimensionnels, il est directement extensible au cas général 
des boucles imbriquées. Nous tenons à signaler que le temps d’exécution est composé en deux 
parties : le temps de calcul et le temps de communication [38, 39]. Cette dernière correspond 
au temps nécessaire à l’ordonnancement des données et à l’accès mémoire, dont les valeurs 
dépendent de la technologie des processeurs et de l’hiérarchie de la mémoire. Dans ce travail, 
nous nous contentons de prendre en considération le temps de calcul. 
 
Figure 5.2 Flot de l’approche d’optimisation 
5.2.3 Estimation du temps d’exécution 
5.2.3.1 Temps d’exécution du MDFG uniforme 
D’une façon générale, le temps d’exécution représente la multiplication de la période du 
cycle B0 et du nombre des cycles "ËÌÍ nécessaire pour l’exécution de toute l’application. 
La période de cycle d’un GFDM est égale au temps d’exécution du chemin critique. De plus, 
chaque itération appartenant à une structure uniforme de boucles imbriquées est exécutée dans 
une seule période. De ce fait, pour le cas des nids de boucles uniformes, le nombre des 
périodes de cycles est égal à la multiplication des intervalles des itérateurs de toutes les 
boucles imbriquées, tel que formulé dans l’équation (5.1). 
   st9u2, )  0v    Î  
	
    5.1 
Dont  est un chemin de données du GFDM,  est le nombre des boucles imbriquées,  
et  sont respectivement la valeur minimale et maximale de l’itérateur de la boucle ©. 
Prenons l’exemple du GFDM schématisé dans la figure 5.3(b) dont le chemin critique est 
le suivant : T @  @ B. Dans le cas où 2T  2  2B  1, la période du cycle est 
égale à 3 unités de temps. De plus, si les nombres des itérations de la boucle externe et interne 
sont respectivement 4 et 6, l’application nécessite 24 périodes de cycle, telle que schématisée 
dans l’espace d’itérations dans la figure 5.4 dont chaque cellule correspond à une itération. 




Figure 5.3 Nid de boucles : (a) l’algorithme, (b) le GFDM 
 
Figure 5.4 Espace d’itérations du GFD bi-dimensionnel 
5.2.3.2 Temps d’exécution après une fonction du retiming multidimensionnel 
Chaque transformation à base du retiming multidimensionnel affecte la valeur et le 
nombre des périodes de cycle. D’une part, le chemin critique est réduit après le retiming 
multidimensionnel, dont nous sommes dont l’obligation de déterminer la nouvelle valeur. 
Cette étape nécessite le parcours du graphe à partir des nœuds décalés jusqu’aux nœuds ayant 
tous arcs entrants de délais non nuls. Le GFDM après le retiming multidimensionnel T 1, 1 est affiché dans la figure 5.5(a). Le chemin critique après retiming est  @ B ayant un 
temps d’exécution égal à 2 unités de temps. D’autre part, le retiming multidimensionnel 
affecte le nombre des périodes de cycles correspondant aux itérations "\ÐÐp et ajoute des 
périodes de cycles "pÐ*]p pour l’exécution des prologues et des épilogues. De ce fait, pour 
calculer la valeur total du nombre de cycles "Z\, nous procédons à calculer indépendamment 
ces deux composantes, telles que indiquées dans l’équation (5.2). 
"Z\  "\ÐÐp .  "pÐ*]p 5.2 
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Pour le "\ÐÐp, une fonction de retiming   ). 9, ). : entraîne le décalage de |). 9| 
itérations de la boucle externe en amont et en aval de sa structure. De ce fait, le nombre 
d’itérations de la boucle externe est réduit de |). 9|. De même, le terme ). : entraîne la 
diminution des itérations de la boucle interne par |). :|. Par conséquent, le nombre des cycles 
nécessaires pour l’exécution de la nouvelle structure des boucles est décrit dans l’équation 
(5.3). 
"\ÐÐp  	  |). 9|  
  |). :|      5.3 
dont ). 9 et ). : sont les termes de la fonction de retiming multidimensionnel tel que   ). 9, ). :, et dont 	 et 
 sont les nombres d’itérations respectivement de la boucle 
externe et de la boucle interne.  
L’application du retiming multidimensionnel   1, 1 sur le GFDM de la figure 
5.3(b) résulte le GFDM de la figure 5.5(b). L’espace d’itérations correspondant est schématisé 
dans la figure 5.6, dont les instructions de la boucle interne sont modélisées par des cellules 
en gris. L’espace d’itérations nous montre que les nombres d’itérations de la boucle externe et 
interne décroissent respectivement de 6 à 5 et de 4 à 3. 
 
Figure 5.5 Nid de boucles après retiming multidimensionnel : (a) l’algorithme, (b) le GFDM  
Pour le "pÐ*]p, l’utilisation du retiming multidimensionnel T  1, 1 implique 
l’exécution des nœuds T appartenant à toutes les itérations de la boucles internes 0, = et , 
 en dehors de la structure des boucles, dont 0  =  
 et 0    	. Les nœuds T 
appartenant au prologue sont illustrés dans des carrés blancs dans l’espace d’itérations de la 
figure 5.6. Chaque cellule de l’espace d’itérations est exécutée en une période de cycle, ce qui 
implique que les instructions du prologue nécessitant (
 . 	  1 périodes de cycle. De 
même, les nœuds  et B appartenant initialement aux itérations , 0 et 	, = sont exécutés 
en dehors des itérations de la boucle interne, représentant ainsi l’épilogue. De ce fait, le 
prologue et l’épilogue nécessitent le même nombre de cycles pour leurs exécutions. Nous 
indiquons que les cellules d’indice 	 . 1, 0 et 0, 
 . 1 appartiennent à la fois au 
prologue et au épilogue. Dans le cas général, le nombre de cycles nécessaires pour l’exécution 
du prologue et de l’épilogue est défini dans l’équation (5.4). 
"pÐ*]p  2    |). 9|  
 . |). :|  	  |). 9|  |). :|¤    5.4 




Figure 5.6 Espace d’itérations du GFDM après r(A)=(1,-1) 
5.2.3.3 Temps d’exécution après plusieurs retiming multidimensionnel 
Nous décrivons dans cette section une démarche pour l’estimation du temps d’exécution 
du GFDM final, dont la structure est atteinte après l’application itérative d’un ensemble de 
fonctions de retiming multidimensionnel. Prenons l’exemple du nid de boucles de la figure 
5.3(a). Le GFDM final généré par la technique de retiming multidimensionnel décalé 
nécessite deux fonctions de retiming qui sont respectivement T  2, 2 et   1 1. L’espace d’itérations correspondant à cette solution est représenté dans la figure 5.7. 
Chaque retiming multidimensionnel modifie le nombre des cycles du nid de boucles "\ÐÐp et 
le nombre des cycles du prologue et d’épilogue "pÐ*]p. Les fonctions du retiming sont des 
multiples du vecteur . De ce fait, le décalage des instructions est effectué dans le même sens, 
ce qui résulte des instructions de prologue et d’épilogue partiellement superposées. A partir de 
l’espace d’itérations de la figure 5.7, nous déduisons que les instructions T1,4 et 0,5 
appartiennent à la même cellule, et ainsi exécutées dans la même période de cycle. Par 
conséquent, le nombre de cycles total ne peut pas être le cumul des nombres de cycle des 
prologues et des épilogues de chaque retiming. 
En fait, le nombre des cycles est égal au nombre "ËÌÍ des cellules utilisées de l’espace 
d’itérations. Ce nombre peut être calculé en déterminant la dimension totale de l’espace 
d’itérations "Ñb et en soustrayant le nombre des cellules vacantes "Ò, tel que définie dans 
l’équation 5.5. Nous procédons donc à calculer le "Ñb et le "Ò itérativement après chaque 
fonction de retiming. "ËÌÍ  "Ñb  "Ò  (5.5) 
La dimension de l’espace d’itérations représente la taille initiale en ajoutant l’extension 
due aux fonctions du retiming multidimensionnel, telle que indiquée dans l’équation 5.6. 
"ËD  s,  .  ÓÔV  |). 9|, |). :|  (5.6) 
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Dont s et  sont les nombres d’itérations respectivement de la boucle externe et la 
boucle interne, ÓÔV est le nombre des fonctions de retiming et d, [ est la fonction de 
retiming. 
Le nombre des cellules vacantes "Ò dépend de la fonction du retiming multidimensionnel  et de son nombre applications. Prenons l’exemple de l’espace d’itérations de la figure 5.7. 
Les cellules vacantes sont dues à la première et la deuxième fonction du retiming. Le cadre 
bleu englobe les cellules correspondantes au prologue et épilogue de la première fonction. Le 
deuxième cadre rouge contient les codes du prologue et d’épilogue due à la deuxième 
fonction. Le nombre des cellules correspondante au prologue et à l’épilogue est à déterminer 
directement par la multiplication des nombres des itérations et les valeurs des indexes de la 
fonction de retiming. La formule générale calculant le nombre "Ò indépendamment du rang 
de la fonction de retiming est indiqué dans l’équation (5.7). 
"Ò  "ÑbÕ  "ÑbÖ  "ÑbÕ  ×]ÑØD  "ÑbÖ   ."ÑbÖ  ×]ÑØD  "ÑbÕ  s (5.7) 
Dont "ÑbÕ et "ÑbÖ sont la largeur et la hauteur de l’espace d’itérations, ×]ÑØD et ×]ÑØD sont la largeur et la hauteur de l’espace d’itérations précédent, et s et  sont les 
nombres des itérations respectivement de la boucle externe et la boucle interne. 
 
Figure 5.7 Espace d’itérations après r(A)=(2,-2) et r(B)=(1,-1) 
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5.2.4 L’algorithme de l’approche d’optimisation 
Ce travail vise à générer une implémentation qui respecte une contrainte de temps 
d’exécution. De ce fait, notre approche définit le temps d’exécution initial dans le but de le 
comparer à la contrainte. Si cette valeur est supérieur à Ë, l’approche procède à sélectionner 
une fonction de retiming multidimensionnel - et l’appliquer au GFDM. Ensuite, elle estime le 
temps d’exécution correspondant à la fonction -. Cette étape est répété jusqu’à atteindre la 
contrainte de temps d’exécution Ë ou que le GFDM est totalement parallèle. Le flot de notre 
approche d’optimisation est décrit dans l’algorithme 5.1. 
Algorithme 5-1 Respect de la contrainte de temps d’exécution par retiming 
multidimensionnel décalé 
5.3 Respect de contrainte de temps d’exécution et utilisation minimale de 
code par retiming multidimensionnel décalé et le loop striping 
5.3.1 Contexte 
Notre travail s’intéresse à l’optimisation du temps d’exécution des nids de boucles. Dans 
cet objectif, le principe d’optimisation consiste à augmenter le parallélisme du traitement. 
Cette transformation entraîne la réduction du temps d’exécution en dépit d’une augmentation 
de la taille du code. En fait, le retiming multidimensionnel n’exploite que le parallélisme au 
niveau des instructions. Ce parallélisme est limité par l’atteinte de la période de cycle 
minimale. Cet objectif ne correspond pas à l’atteinte du temps d’exécution optimal. Prenons 
le cas du filtre à RII, le temps d’exécution minimal, que le retiming multidimensionnel décalé 
Entrée : GFDM 0  +, 1, ), 2, contrainte de temps d’exécution Ë, les compteurs de la 
boucle externe s et de la boucle interne  
Sortie : GFDM respectant la contrainte 
0: Début 
/* calcul du temps d’exécution  et la période de cycle minimale Bb */ 
1: Extraire les chemins critiques YZ¸ 
2: Calculer la période de cycle courante B  st9u2,  4 YZ¸v  
3: "Ë\  ∏ U	  
4:   B  "Ë 
5: Sélectionner une fonction de retiming multidimensionnel -  9, : 
6: Déterminer le nombre maximal bcd des fonctions de retiming multidimensionnel 
7:   0, "ÙÚ  0 
8: $  s,  
9: Y3)/   Y3)/, Y3)/ 
10: ")s   ")s, ")s 
/* appliquer itérativement le retiming multidimensionnel */ 
11: Tant que   Ë et B  Bb faire 
12:    . 1 
13: Calculer la valeur de "Ò tel que l’équation 3  
14: "ÙÚ   "ÙÚ  . "Ò 
15: "  9 Û  :   "ÙÚ 
16: NÝÞßà  nx, ny   N 
17: T  NÝÞßà    Clkã 
18:  Fin tant que 
19: Fin 
IMPLÉMENTATION TEMPS RÉEL EMBARQUÉES DES GFDMs 
90 
 
peut atteindre, est d’une valeur de 623 unités de temps. Cette technique est incapable 
d’atteindre une contrainte de temps plus inférieure. Par ailleurs, plus la démarche 
d’optimisation réduit le temps d’exécution, plus le code de l’implémentation augmente. 
Malgré que la technique décalée permette de réduire la taille du code par rapport aux 
techniques de retiming multidimensionnel existantes, cette taille persiste à être toujours 
importante pour le cas des implémentations avec un niveau de parallélisme élevé. A titre 
d’exemple, le code de l’implémentation du filtre à RII avec la période de cycle minimale est 
d’une taille égale à 258 instructions. Dans le cas du parallélisme au niveau des itérations des 
GFDMs, les travaux de [5] décrivent une technique, intitulée « Loop Striping » permettant de 
sélectionner les itérations ayant des traitements indépendants dans le but de les exécuter en 
parallèle. Autant qu’une technique de parallélisme, le loop striping présente les mêmes 
inconvénients que le retiming multidimensionnel décalé : une contrainte de temps d’exécution 
n’est pas toujours atteinte ; De plus, elle génère des implémentations avec des tailles de codes 
importantes. 
Cependant, plusieurs travaux ont décrit des démarches de parallélisme pour le respect de 
la contrainte du temps d’exécution [38, 39]. Ces démarches permettent d’exploiter les 
granularités du parallélisme que ce soit au niveau des instructions qu’au niveau des itérations. 
De ce fait, ils génèrent des solutions plus performantes que celles générées par le parallélisme 
à un seul niveau. De plus, ils permettent d’atteindre la contrainte en utilisant le moins de taille 
de code. Nous distinguons des démarches d’optimisation qui sont appliquées à des graphes de 
flot de données permettant le parallélisme d’une seule structure itérative [5, 8, 10, 31]. 
D’autres démarches de parallélisme ont été proposées à travers toutes les boucles du nid 
modélisées par la structure polyédrique [105, 3]. Pour le parallélisme du GFDM, le seul 
travail combinant le parallélisme au niveau des instructions et le parallélisme au niveau des 
itérations pour les GFDM vise à réduire le temps d’exécution moyen d’une itération. Ce 
travail ne prend pas en considération le temps d’exécution du aux prologues et aux épilogues. 
De ce fait, l’évolution du temps moyen d’une itération n’est pas similaire à l’évolution du 
temps d’exécution [35]. 
De ce fait, nous proposons dans cette partie une nouvelle approche d’optimisation 
permettant de combiner l’utilisation des techniques du retiming multidimensionnel décalé et 
du loop striping. Elle permet d’explorer l’espace des solutions proposées par les deux 
techniques, dans le but d’atteindre la contrainte de temps d’exécution tout en utilisant le 
minimum de code. Cette approche permettra d’atteindre des contraintes que chacune des 
techniques appliquées séparément ne le permet. De plus, même si la contrainte est atteinte, 
elle permet de générer une solution avec une taille de code inférieure à celles des codes 
générés par chacune des techniques. Dans ce contexte, nous présentons la théorie nécessaire 
pour la combinaison des deux techniques. Ensuite, nous proposons des algorithmes efficaces 
assurant la sélection du parallélisme en se basant sur l’évolution du temps d’exécution et de la 
taille du code. 
5.3.2 Principes 
Notre travail s’intéresse à la conception des systèmes temps réel embarqués, nécessitant 
le respect d’une contrainte de temps d’exécution. Nous prenons l’exemple du GFDM de la 
figure 4.1(a) dont nous visons à l’exécuter dans la limite de 550 unités de temps. Le retiming 
multidimensionnel décalé génère la solution finale qui s’exécute en 924 unités de temps, telle 
que schématisée dans la figure 4.3. Cette technique est incapable de respecter la contrainte, 
telle que soit la fonction du retiming choisie. La technique de loop striping incrémente le 
facteur ä dans l’objectif de réduire le temps d’exécution de l’application. En respectant la 
valeur de l’offset å  æ, cette technique doit collecter 5 itérations dans le même groupe pour 
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atteindre la contrainte du temps d’exécution. Cependant, la boucle interne demeure contenir 
20 instructions. De plus, les itérations qui ne sont pas regroupées, sont intégrées en mont et en 
aval de la boucle interne autant que prologue et épilogue. Par conséquent, même si la 
technique du loop striping respecte la contrainte de temps, elle entraîne une augmentation de 
8 fois de la taille du code. 
En fait, le temps d’exécution est défini comme étant la multiplication de la période de 
cycle et le nombre des cycles. Donc, la réduction du temps d’exécution est similaire à la 
réduction de l’un de ces deux termes oubien la réduction des deux termes en même temps. 
Prenons le cas du GFDM après retiming multidimensionnel dont le GDC est affiché dans la 
figure 5.3(b). Nous constatons que les itérations 1,0 and 0,3 n’ont aucune dépendance de 
données en elles. Cette condition est vérifiée pour tous pairs d’itérations:  . 1, = et , = .
3, tel que 0      3 et 0  j  s  1. Nous procédons à appliquer le loop striping /U  2, f  3 au GFDM après retiming dont les itérations sont collectées dans des 
partitions telles que affichées dans le l’espace d’itérations de la figure 5.8(a). Cette 
transformation implique la duplication des itérations de la boucle interne, et l’ajout du 
prologue et d’épilogue dont chacun contient 3 itérations de la boucle interne initial. Le GFDM 
généré dans la figure 5.9(a) est un graphe réalisable, dont l’exécution peut être ordonnancée 
en suivant le vecteur }  4,1. L’algorithme correspondant est structuré de 32 instructions 
tel que affiché dans la figure 5.9(b). 
En se basant sur l’ordonnancement statique de la figure 5.8(b), l’algorithme nécessite 250 
cycles pour être exécuté ; cependant, le période de cycle est toujours égale à B0  2, d’où 
l’application est exécutée dans 500 unités de temps. Nous déduisons donc que l’application du 
retiming multidimensionnel décalé et le loop striping permet d’atteindre la contrainte de 
temps d’exécution. Ce résultat ne peut jamais être atteint par le retiming multidimensionnel 
décalé. De plus, l’implémentation présente un gain en matière de taille de code par rapport au 
loop striping d’une pourcentage de 41.06%. 
Dans ce contexte, nous proposons une approche d’optimisation permettant d’utiliser les 
deux techniques de retiming multidimensionnel décalé et de loop striping, dont l’objectif 
d’atteindre la contrainte du temps d’exécution tout en utilisant le minimum de la taille du 
code. En fait, les deux techniques entraînent la même évolution en matière du temps 
d’exécution et de la taille du code. D’après l’étude bibliographique effectuée, il n’existe aucun 
travail affirmant qu’une des techniques est considérée autant qu’optimale par rapport à l’autre. 
Pour cela, notre approche d’optimisation assure l’exploitation de l’espace de solutions 
proposées par les deux techniques dans l’objectif de sélectionner celle offrant la meilleur 
performance. Nous décrivons dans les paragraphes suivants la théorie nécessaire pour le choix 
du niveau du parallélisme parmi ceux proposés par la technique de retiming 
multidimensionnel décalé et le loop striping. Même si le formalisme correspond au graphe 
flot de données bi-dimensionnel, il est directement extensible pour le cas général. 
5.3.3 Ordre d’utilisation des techniques de parallélisme 
Nous définissons dans ce paragraphe la théorie de l’application conjointe du retiming 
multidimensionnel décalé et du loop striping. Dans ce contexte, nous procédons à étudier 
explicitement la structure du GFDM avant et après l’application de chaque technique. En fait, 
le loop striping engendre la duplication des itérations, et ainsi la modification de la structure 
des boucles du GFDM. Nous introduisons dans le théorème 5.1 la structure du GFDM après 
le loop striping. 
 






Figure 5.8 Filtre numérique d’ondelettes après retiming multidimensionnel et loop striping: (a) le GDC, 
(b) l’ordonnancement statique 
Théorème 5.1 soit un MDFG 0  +, 1, ), 2 et f est un offset de 0. Si f  0 alors le 
GFDM après loop striping représente une structure de boucles imbriquées non-
uniforme. 
Preuve. f  0 signifie que les iterations (1,0) et (0,g) composent la première partition. 
Les itérations , = dont   1 et =  f  1 doivent être exécutées avant les itérations 
regroupées. D’où, f F 1 implique l’ajout de boucle en amont de la boucle interne dans 
l’objectif d’exécuter les iterations (i,j). Par conséquence, le GFDM après loop striping 
est de structure de boucles imbriquées non-uniforme. 
















Pour i de 0  m de pas 2 faire
D(i,0) = B(i-1 , 1) × C(i-1 , -1)
A(i,0) = D(i,0) × 5
D(i+1,0) = B(i , 1) × C(i , -1)
A(i+1,0) = D(i+1 ,0) × 5
Pour j de 0 à g-1 faire
D(i,j+1) = B(i-1 , j+2) × C(i-1 , j)
A(i,j+1) = D(i,j+1) × 5
B(i,j) = A(i,j) + 1
C(i,j) = A(i,j) + 2
Fin pour
Pour j de g à n-1 faire
D(i,j+1) = B(i-1 , j+2) × C(i-1 , j)
A(i,j+1) = D(i,j+1) × 5
B(i,j) = A(i,j) + 1
C(i,j) = A(i,j) + 2
D(i+1,j-2) = B(i , j-1) × C(i , j-3)
A(i+1,j-2) = D(i+1,j-2) × 5
B(i+1,j-3) = A(i+1,j-3) + 1
C(i+1,j-3) = A(i+1,j-3) + 2
Fin pour
pour j de n-g-1 à n-1 faire
D(i+1,j-2) = B(i , j-1) × C(i , j-3)
A(i+1,j-2) = D(i+1,j-2) × 5
B(i+1,j-3) = A(i+1,j-3) + 1
C(i+1,j-3) = A(i+1,j-3) + 2
Fin pour
B(i,n) = A(i,n) + 1
C(i,n) = A(i,n) + 2
B(i+1 ,n) = A(i+1 ,n) + 1






















Figure 5.9 Filtre numérique d’ondelettes après retiming multidimensionnel et loop striping: (a) le GFDM, 
(b) l’algorithme 
En se référant à l’exemple de la figure 5.8(b), le loop striping implique la duplication 3 
fois de la boucle interne. Donc, pour le cas d’un GFDM généré par la technique du loop 
striping, un retiming multidimensionnel se limite à optimiser uniquement la boucle interne, ce 
qui minimise l’apport de son parallélisme. 
Contrairement au loop striping, le retiming multidimensionnel préserve la structure des 
boucles imbriquées du GFDM initial. Ce critère est assuré telle que soit la fonction du 
retiming choisie. La figure 4.3 montre que l’algorithme après retiming multidimensionnel 
contient les mêmes structures des boucles, même après l’ajout des codes en amont et en aval 
des boucles. Nous étudions dans le théorème 5.2 la possibilité d’appliquer le loop striping 
après le retiming multidimensionnel.  
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Théorème 5.2 soit GFDM 0  +, 1, ), 2, un retiming multidimensionnel légal - de 0 et 0V le résultat du retiming de G par -. Si f est un offset de 0 alors il existe un 
offset f’ de 0V. 
Preuve. f est un offset de G qui signifie qu’il existe ©  9, 1 et que ©  )  0 pour 
tout ) 4 1. Cette condition prouve que © est un vecteur d’ordonnancement de 0, et 
ainsi © et - sont orthogonaux [1]. R est un retiming légal de 0, donc il existe un vecteur 
d’ordonnancement }  9, : tel que )V  }  0 pour tout )V 4 1V, dont 0V +, 1, )V , 2, ce qui vérifie l’existence d’un offset f’ de 0V. 
Ce théorème prouve que le loop striping peut être appliquer à un GFDM déjà parallélisé 
par le retiming multidimensionnel , tel que soit les valeurs des indices de la fonction . En se 
basant sur les théorèmes 5.1 et 5.2, les solutions peuvent être générées en appliquant le loop 
striping, le retiming multidimensionnel ou les deux ensembles. En fait, le retiming 
multidimensionnel décalé applique plusieurs fonctions de retiming, pour atteindre la période 
de cycle minimale. En ce basant sur le théorème 5.2, le loop striping peut être appliqué sur un 
GFDM tel que soit le nombre de fonctions de retiming multidimensionnel y appliquées. Cette 
notion est introduite dans le lemme suivant. 
Lemme 3.1 soit un GFDM 0  +, 1, ), 2, un retiming multidimensionnel légal -  , = de 0 et un GFDM 0ÔV après le retiming multidimensionnel décalé en 
utilisant -. Si f est un offset de 0, alors il existe un offset fÔV de 0ÔV. 
Preuve. Le retiming multidimensionnel décalé applique n fois la fonction  au même 
GFDM jusqu’à atteindre la période de cycle minimale. Donc, le lemme 5.1 est vérifié 
directement par la répétition n fois la vérification du théorème 5.2. 
Le lemme 5.1 offre plusieurs cas de retiming multidimensionnel, du premier GFDM 
généré après une seule fonction de retiming, à celui généré après l’ensemble des fonctions 
assurant l’atteinte la période de cycle minimale. Le loop striping peut être appliqué à chacun 
de ces GFDMs. D’où, l’espace des solutions des parallélisme possibles sont celles générées 
après le loop striping, après chaque fonction du retiming multidimensionnel, ou bien après 
chaque fonction du retiming multidimensionnel suivie par un loop striping. 
Donc, l’approche d’optimisation sélectionne les paramètres de chaque technique. Ensuite, 
elle procède à choisir celle proposant le meilleur gain tel que décrit dans le paragraphe 5.3.4. 
Cette optimisation choisie est appliquer sur le GFDM courant. Si la contrainte n’est pas 
encore atteinte, l’approche reprend les étapes décrites itérativement, telles que illustrées dans 
le flot de l’approche de la figure 5.10. 
5.3.4 Choix des techniques de parallélisme 
Ce travail vise à générer une implémentation qui respecte la contrainte du temps 
d’exécution tout en utilisant le minimum de taille du code. Donc, le choix d’un parallélisme 
est basé sur son apport en matière de ces deux caractéristiques. Pour cela, après la sélection 
des paramètres d’optimisation de chaque technique, qui sont la fonction  pour le cas du 
retiming multidimensionnel et le facteur U et l’offset f pour le loop striping, l’approche 
procède à prédire l’amélioration du temps d’exécution et l’augmentation de la taille du code 
due à chaque technique. Ces valeurs prédites sont utilisées pour le choix du niveau 
parallélisme à appliquer entre le retiming multidimensionnel et le loop striping. 
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retiming multidimensional R 
Sélectionner les paramètres du 
loop striping LS










Figure 5.10 Flot de l’approche d’optimisation 
En premier lieu, le choix d’un parallélisme entraînant une réduction du temps d’exécution 
peut conduire à une implémentation avec une taille de code importante. Pour le cas de 
l’optimisation décrite dans le paragraphe 5.3.1, le loop striping atteint la contrainte du temps 
d’exécution dont le retiming multidimensionnel est incapable de l’atteindre. Par contre, le 
code de l’implémentation générée par le loop striping est plus important que celle générée par 
l’application des deux techniques.  
En deuxième lieu, l’approche ne peut pas choisir un parallélisme en se basant sur sa taille 
minimale, vue qu'une telle modification peut impliquer une amélioration négligeable en 
matière du temps d’exécution. Pour cela, le choix doit être basé à la fois sur le temps 
d’exécution et la taille du code. Dans ce contexte, nous proposons l’utilisation d’une fonction 
de coût telle que utilisée dans [36], dont l’équation est décrite dans 5.8. 
TCfcoût ∆∆= /   (5.8) 
Dont ∆B représente l’augmentation de la taille du code et ∆ représente la réduction du 
temps d’exécution. 
Une fonction de coût est calculée pour chaque parallélisme parmi le retiming 
multidimensionnel et le loop striping. Par la suite, notre approche choisit le parallélisme 
présentant le coût minimal afin de l’appliquer au GFDM courant. Les étapes de notre 
approche sont décrites dans l’algorithme 5.2. La démarche commence par la prédiction du 
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temps d’exécution  du GFDM et la période de cycle minimale. Par la suite, elle exécute une 
structure itérative qui sélectionne les paramètres du loop striping /  U, f et du retiming 
multidimensionnel   ). 9, ). :. Après, elle calcule le coût de chacune des techniques afin 
de choisir celle qui présente le coût minimale. Ces étapes sont répétées itérativement jusqu’à 
atteindre la contrainte du temps d’exécution ou jusqu’à atteindre la période minimale de 
cycle. Dans ce dernier cas, l’approche succède par l’application du loop striping. 
Algorithme 5-2 Respect de la contrainte de temps d’exécution et utilisation de code de 
taille minimale par retiming multidimensionnel décalé et loop striping 
Entrée : GFDM 0  +, 1, ), 2, contrainte de temps d’exécution Ë, compteur de la 
boucle externe s et la boucle interne  
Sortie : GFDM respectant la contrainte Ë 
20: Début 
/* Calculer le temps d’exécution  et la période de cycle minimale Bb */ 
21: Calculer la période de cycle B  st9u2, )  0v 
22: "Ë  s   
23:   B  "Ë 
24: Calculer la période de cycle minimale Bb  st9u25, 5 4 +v 
/* Choisir la technique d’optimisation */ 
25:  Si   Ë alors 
26: Sélectionner une fonction de retiming multidimensionnel -  9, :  
27: Tant que   Ë faire 
28: Calculer le coût du retiming UV (tel que décrit dans l’algorithme 2) 
29: Sélectionner un loop striping /  U, f 
30: Calculer le coût du loop striping U\è (tel que décrit dans l’algorithme 3) 
31: Si B  Bb et UV    UÌD alors 
32: Appliquer le retiming multidimensionnel - 
33:   V 
34:  Sinon 
35: Appliquer le loop striping / 
36:   ÌD 
37:  Fin si 
38:  Fin tant que 
39: Fin si 
40: Fin 
5.3.5 Calcul des fonctions du coût  
5.3.5.1 Principes du calcul des fonctions du coût 
Nous décrivons dans cette section notre démarche pour la prédiction des coûts du 
parallélisme. Le premier terme qui correspond à la réduction du temps d’exécution ∆, 
représente la différence entre le temps d’exécution avant et après le parallélisme. Admettant 
que les deux valeurs du temps sont utilisées dans la démarche, elles doivent être prédites pour 
chaque technique du parallélisme. Pour le second terme, qui est l’augmentation de la taille du 
code ∆B, l’objectif de l’optimisation ne consiste pas à achever une valeur de taille de code 
bien définie. De plus, la taille du code ajouté en prologue et épilogue peut être calculée en 
fonction des paramètres du parallélisme que ce soit dans le cas du retiming multidimensionnel 
ou dans le cas du loop striping. Pour cela, nous procédons à prédire directement la différence 
du code ∆B à partir des paramètres de chaque technique. 
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5.3.5.2 Algorithmes des fonctions de coût 
Dans le cas du retiming multidimensionnel, l’optimisation modifie la période de cycle, le 
nombre des cycles et la taille du code, dont elles doivent être tous prédits. Le nombre de 
cycles est calculé tel que décrit dans la fonction 5.4. La taille du code ajouté est 
proportionnelle à la différence entre le nombre des cycles ajoutés, dont la première moitié 
contient les instructions de prologue et la deuxième contient les instructions d’épilogue. Le 
coût du retiming multidimensionnel est calculé tel que décrit dans l’algorithme 5.3. 
Algorithme 5-3 Calcul du coût du retiming multidimensionnel décalé 
Entrée : GFDM 0  +, 1, ), 2, function de retiming -  9, :, le nombre des périodes 
de cycle "Ë 
Sortie : coût du retiming multidimensionnel UV 
0: Début 
1: Définir les chemins des données à décaler 
/* Calculer la période de cycle après le retiming multidimensionnel */ 
2: Extraire les chemins critiques YZ¸ aprés retiming 
3: Calculer la période du cycle après retiming BV  st9u2, )  0v avec  4 YZ¸ 
4: Calculer la taille du code de la boucle interne B 
/* Calculer le nombre des periods de cycles et la taille du code ajoutée après le retiming 
multidimensionnel */ 
5: Si 9   0 32 :   0 alors 
6: "Ë\é  "Ë\   . |:|  /  
7: ∆B  B  |:| 
8: Sinon 
9: "Ë\é  2  |9| . "Ë\  s . |9|   . |:|/s   
10: ∆B  B  |9| . |:| 
11: Fin si 
/* Calculer la fonction du coût du retiming multidimensionnel */ 
12:  UV  ∆B/  BV  "Ë\é 
13: Fin si 
14: fin 
Dans le cas du loop striping, l’optimisation consiste à la duplication U fois des 
instructions de la boucle interne et l’ajout des itérations non regroupées autant que prologue et 
épilogue. D’où, cette technique modifie uniquement le nombre de cycles et la taille du code. 
Nous débutons par définir le nombre des itérations qui seront exécutées dans chaque partie du 
prologue et d’épilogue. Ensuite, nous calculons le nombre des cycles en prenant en 
considération les nouvelles valeurs des itérateurs des boucles. L’augmentation du code ∆C 
représente l’ajout des instructions dans la boucle interne et celles du prologue et d’épilogue. 
Le coût du loop striping est calculé tel que décrit dans l’algorithme 5.4. 
Notre approche génère une implémentation avec une taille de code minimale dont 
l’efficacité est prouvée dans le théorème 5.3. 
Théorème 5.3 Soit le GFDM 0  +, 1, ), 2, Le nombre d’instructions de la boucle 
interne B et le nombre maximal d’itérations , l’approche d’optimisation génère le 
GFDM final dont la complexité est $+2 . 1 .   B . 
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Preuve. La complexité de la technique de retiming multidimensionnel décalé est $1 . +². Par la suite, le loop striping nécessite $1 pour la selection du facteur f et 
l’offset g et $1 . U  B pour générer le code final [5]. De plus, les fonctions de coût 
sont exécutées dans $+ dans le cas du retiming multidimensionnel décalé et dans $B dans le cas du loop striping dont chacune est associé à la complexité de la 
sélection. Admettant que la génération du code après le loop striping est exécutée une 
seule fois et U  , la complexité de l’approche d’optimisation est de $+² . 1 .  B. 
Algorithme 5-4 Calcul du coût du loop striping 
Entrée : GFDM 0  +, 1, ), 2, les parameters du loop striping U, f, la période du cycle 
courante B 
Sortie : coût du loop striping UÌD 
0: Début 
/* Calculer le nombre des periodes de cycles après loop striping */ 
1: 23  0 
2: Pour  de 0 à U  2 faire 
3: Pour = de 0 à f  1 faire 
4: 23  23 . 1 
5: Fin pour 
6: Fin pour 
7: "Ë\êë  ìbí î    2  23 .   f¤ 
/* Calculer la taille du code ajoutée après le loop striping */ 
8: Calculer la taille des instructions de la boucle interne B 
9: ∆B  B  23 . B  U 
/* Calculer la fonction du coût du loop striping */ 
10:  UÌD  ∆ËïÚ*IË\ðñòêëJó 
11:  Fin 
5.3.6 Résultats expérimentaux 
5.3.6.1 Principes 
Dans cette section, nous évaluons l’apport de notre approche d’optimisation par rapport 
aux techniques du retiming multidimensionnel décalé et du loop striping. Dans une première 
étape, nous évaluons le respect des valeurs des contraintes du temps d’exécution. Par la suite, 
nous comparons les tailles des codes des implémentations générées par chacune des 
techniques, dans le cas où les contraintes sont respectées. 
Notre expérimentation est guidée par l’intermédiaire de trois applications qui sont : le 
Filtre Numérique d’Ondelette (FNO) [2], le Filtre à Réponse Impulsionnelle Infinie (FRII) [1] 
et la Transformée de Walsh-Fourier (TWF) [26]. Pour valider la contribution de notre 
approche, nous comparons ses résultats à ceux générés par le loop striping et à ceux générés  
par le retiming multidimensionnel décalé. Cette étape consiste à appliquer les trois techniques 
d’optimisation sur les mêmes GFDMs. En fait, le retiming multidimensionnel décalé choisit le 
parallélisme en fonction des temps d’exécution des instructions. Ces derniers diffèrent en 
fonction des technologies et des cibles d’implémentations. De ce fait, nous procédons à 
modéliser chaque GFDM avec différent temps d’exécution des instructions. Après la 
génération des GFDMs résultats, nous en déduisons les codes optimisés des trois techniques 
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et nous déterminons leurs temps d’exécution en matière de périodes cycles et leurs tailles des 
codes en matières d’instructions, dont la démarche de mesure est décrite dans [13, 76]. 
5.3.6.2 Respect de la contrainte du temps d’exécution 
La démarche de notre approche d’optimisation consiste à augmenter le parallélisme que 
ce soit au niveau des instructions qu’au niveau des itérations, dans l’objectif de respecter la 
contrainte du temps. Nous évaluons dans ce paragraphe l’apport de notre approche en matière 
de respect de la contrainte du temps d’exécution par rapport aux deux techniques 
d’optimisation. Pour le cas du filtre numérique d’ondelettes, nous varions les temps 
d’exécution des instructions et les contraintes des temps d’exécution telles que affichées dans 
la courbe de la figure 5.11. Les temps d’exécution des GFDMs optimisés sont schématisés 
dans l’histogramme de la même figure. Ces valeurs montrent les limites du retiming 
multidimensionnel et du loop striping par rapport à notre approche. 
Prenons le cas de la transformée de Walsh-Fourrier dont les valeurs des temps 
d’exécution sont affichées dans la figure 5.12. Notre approche d’optimisation permet de 
respecter toutes les contraintes tandis que le loop striping permet de respecter une seule, et le 
retiming multidimensionnel n’a pu atteindre aucune des contraintes exigées. d'ou, elle 
respecte des contraintes d’optimisation dont les deux techniques d’optimisation ne le 
permettent pas. Par conséquent, notre approche d’optimisation permet d’atteindre des temps 
d’exécution minimaux du nid de boucles, dont le pourcentage d’amélioration de 35.21% par 
rapport au retiming multidimensionnel décalé et 20.38% par rapport à la technique de loop 
striping. 
5.3.6.3 Minimisation des tailles des codes 
Pour comparer l’apport en matière des tailles des codes, nous imposons des contraintes de 
temps d’exécution dont les trois techniques peuvent les respecter. Puis, nous déterminons les 
tailles des codes de leurs implémentations. Pour le cas du filtre numérique d’ondelettes, le 
nombre réduit des instructions implique un espace restreint des solutions de parallélisme. 
Nous avons constaté que l’approche d’optimisation choisie l’implémentation ayant le 
minimum du code parmi celles proposées du retiming multidimensionnel ou du loop striping, 
tel que les tailles des codes affichées dans l’histogramme de la figure 5.13. 
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Figure 5.12 Temps d’exécution du transformée de Walsh Fourrier en fonction des techniques 
d’optimisation 
Pour le cas du filtre numérique d’ondelettes, le nombre des nœuds des chemins critiques 
permettent d’appliquer une succession de fonctions de retiming multidimensionnel. Vu que 
chaque fonction de retiming est dans l’obligation de décaler les instructions à travers les deux 
boucles imbriquées, la taille du code augmente intensivement avec les niveaux du 
parallélisme. Dans cette expérimentation, les contraintes des temps d’exécution ont impliqué 
le recours à quatre fonctions de retiming, ce qui explique les tailles importantes de code dont 
les valeurs sont illustrées dans l’histogramme de la figure 5.14. Le choix de l’approche 
conduit toujours à l’implémentation ayant la taille du code minimale par rapport aux deux 
techniques. 
 
Figure 5.13 Tailles des codes du filtre numérique d’ondelettes en fonction des techniques d’optimisation 
Pour la transformée de Walsh-Fourrier dont les tailles des codes sont illustrées dans 
l’histogramme de la figure 5.15, les dépendances des données inter-itérations à travers les 
deux boucles du nid impliquent une augmentation importante du code des solutions générées 
par chacune des deux techniques. Pour le cas de cette application, nous avons imposé des 
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des trois techniques. Pour le cas d’une contrainte proche du temps d’exécution initial du 
GFDM, notre approche choisie la solution générée par le retiming multidimensionnel. Pour 
les deux autres contraintes, elle combine les deux niveaux de parallélisme. 
 
Figure 5.14 Tailles des codes du filtre à RII en fonction des techniques d’optimisation 
Par conséquent, nous constatons que notre technique d’optimisation génèrent des 
implémentations dont les tailles des codes sont inférieures aux celles correspondant aux codes 
générés par chacune des autres techniques, avec des pourcentages d’amélioration de 35.21% 
par rapport au retiming multidmensionnel décalé et 16.38% par rapport à la technique de loop 
striping. 
 
Figure 5.15 Tailles des codes du transformée de Walsh Fourrier en fonction des techniques d’optimisation 
5.4 Conclusion 
Dans ce chapitre, nous avons mis en pratique la technique du retiming multidimensionnel 
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première lieu, nous avons proposé une démarche d’optimisation utilisant la technique 
« retiming multidimensionnel décalé » pour déterminer le niveau minimal du parallélisme, 
dans l’objectif de respecter la contrainte du temps d’exécution tout en utilisant un code de 
taille minimale. Elle permet de prédire les temps d’exécution et les tailles du code en fonction 
du retiming multidimensionnel, puis de sélectionner le niveau minimal permettant de 
respecter la contrainte du temps d’exécution. Par la suite, nous avons décrit une deuxième 
démarche permettant de combiner les parallélismes au niveau des instructions et au niveau 
des itérations, en utilisant notre technique et le « loop striping », pour respecter une contrainte 
de temps d’exécution tout en générant une taille de code minimale. 
La validation expérimentale a montré que l’utilisation conjointe de notre technique et le 
« loop striping » permet de respecter des contraintes de temps d’exécution, que chacune des 
techniques appliquées séparément ne le permettait. De plus, même si la contrainte est 
satisfaite, elle permet de générer une solution avec une taille de code inférieure à celles 
générées par chacune de ces deux techniques. Le résultat de cette validation est à confirmer 


















































































Nous nous sommes intéressés dans ce travail à l’optimisation du temps d’exécution des 
nids de boucles. Ces structures algorithmiques requièrent une puissance de calcul de plus en 
plus importante, en vue d’exécuter les traitements itératifs. La réduction du temps d’exécution 
est réalisée par l’augmentation du niveau du parallélisme des traitements des nids. Dans ce 
contexte, nous avons décrit les différents modèles de représentation des boucles imbriquées et 
les techniques du parallélisme qui y sont associées. A partir de cette description, nous avons 
constaté que le GFDM permet une représentation explicite des granularités au niveau des 
itérations et au niveau des instructions. Cette étape a été poursuivie par une étude détaillée du 
GFDM et ces techniques de parallélisme. Cette deuxième partie de l'état de l'art nous a permis 
de déduire que les techniques du parallélisme au niveau des instructions visent à atteindre un 
parallélisme total, entraînant une augmentation importante des tailles du code, et empêchant 
d’atteindre des temps d’exécution optimaux. 
Dans ce contexte, nous avons proposé une nouvelle technique de parallélisme des 
instructions du nid de boucles, intitulée « retiming multidimensionnel décalé ». Elle permet 
d’ordonnancer le nid de boucles avec une période de cycle minimale, sans atteindre un 
parallélisme total. Cette technique assure le parallélisme des chemins de données entiers 
appartenant aux traitements internes des itérations. Elle explore les dépendances de données et 
les temps d’exécution des différents chemins de données, pour les analyser et déterminer ceux 
à paralléliser. Par la suite, elle extrait un vecteur de parallélisme adéquat aux chemins 
sélectionnés. Cette technique a été étendue en utilisant itérativement une fonction optimale du 
parallélisme pour l’atteinte de la période de cycle minimale. La technique de « retiming 
multidimensionnel décalé » a été validée par l’implémentation d’applications en traitement du 
signal et d’images, sur les architectures parallèles multi-GPUs. Les résultats expérimentaux 
ont montré que la technique de « retiming multidimensionnel décalé » génère des 
implémentations avec des temps d’exécution et des tailles de codes inférieurs à ceux des 
implémentations générées par les techniques du retiming multidimensionnel progressif et 
enchaîné. 
Dans la deuxième contribution, nous avons mis en pratique notre technique dans le 
contexte des implémentations temps réel embarquées des nids de boucle. L’objectif était de 
respecter la contrainte du temps d’exécution tout en utilisant un code de taille minimale. Dans 
ce contexte, une première démarche a été proposée permettant l’utilisation du retiming 
multidimensionnel décalé pour déterminer le niveau du parallélisme minimal assurant le 
respect de la contrainte du temps d’exécution. Par la suite, une deuxième démarche a été 
décrite permettant de combiner les parallélismes au niveau des instructions et au niveau des 
itérations, en utilisant notre technique et celle du « loop striping », pour respecter l’objectif 
fixé. Les résultats expérimentaux de la validation ont montré que l’utilisation conjointe de 
notre technique et le « loop striping » permet de respecter des contraintes du temps 
d’exécution, que chacune des techniques séparément ne le permet. De plus, même si la 
contrainte est satisfaite, elle permet de générer une solution avec une taille de code inférieure 
à celles générées par chacune de ces deux techniques. 
6.2 Perspectives 
Nous étendons les travaux de ce manuscrit dans trois axes différents. Le premier consiste 
à enrichir l’exploration des spécifications algorithmiques du nid de boucles dans l’objectif 
d’améliorer les performances des implémentations générées. Dans Le deuxième axe, nous 
nous intéresserons à la prise en considération des paramètres de l’architecture pour améliorer 
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la précision de l’estimation. Le troisième consiste à automatiser les démarches d’optimisation 
que nous avons proposée. 
En premier lieu, le formalisme de notre technique permet de l’étendre pour prendre en 
considération les structures des nids de boucles non-uniformes, intégrant des instructions à 
travers les boucles. De plus, la démarche d’utilisation conjointe de notre technique avec le 
« loop striping » fera l’objet d’une extension par le recours à d’autres techniques 
d’optimisation au niveau des itérations, tel que la technique du « loop tiling » et la technique 
du « loop distribution and fusion ». 
En deuxième lieu, nos travaux de future s’intéresseront à l’amélioration des démarches 
d’estimation des performances en fonction du parallélisme. Cet objectif implique la prise en 
considération des paramètres technologiques et architecturaux des cibles d’implémentation 
tels que le temps d’accès aux mémoires, la communication inter-processeurs, etc. De plus, 
nous visons à étudier l’évolution de la taille de la mémoire en fonction du parallélisme 
proposé par le retiming multidimensionnel décalé. Cette étape d’évaluation permettra par la 
suite d’orienter notre démarche d’optimisation dans l’objectif de respecter des contraintes en 
matière de taille maximale de mémoire ou de nombre d’unités de traitement. Par ailleurs, 
certaines implémentations temps réel exigent des contraintes temporelles en termes de latence 
ou cadence, dont les valeurs sont calculées à partir des données d’entrées/sorties. De ce fait, la 
démarche d’estimation doit prédire, non seulement le temps d’exécution des unités de 
traitement, mais le temps total de la latence. Pour le cas des implémentations sur des 
architectures multi-GPUs, l’estimation de la latence implique l’estimation du temps du 
lancement du code à partir de l’unité centrale de traitement et le temps d’accès mémoire aux 
données, en plus du temps d’exécution des GPUs. 
En troisième lieu, nous nous intéresserons à concrétiser nos démarches de parallélisme 
dans des outils logiciels. Cette étape consiste à générer ou étendre des compilateurs 
d’architectures parallèles. Ces extensions permettront de générer des implémentations temps 
réel dont le compilateur intercepte les contraintes (temps d’exécution, nombre des processeurs 
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Annexe A : Implémentation des nids de boucles 
sur architectures NVIDIA 
 
A.1. Environnement logiciel 
CUDA est une plate-forme de programmation introduite par NVIDIA dans l’objectif 
d’exécuter des calculs en parallèle. Le modèle de programmation assure l’exécution d’un 
traitement donné sur un périphérique physiquement séparé (appelé Device), et qui fonctionne 
comme un coprocesseur pour l'hôte exécutant le programme C (appelé Hot). CUDA est livrée 
avec un environnement logiciel qui permet aux développeurs d'utiliser C comme un langage 
de programmation de haut niveau. Cet environnement assure la configuration de l’exécution 
du code sur le Device en matière d’accès aux mémoires, d’allocation des traitements aux 
GPUs et de synchronisation de l’exécution des GPUs.  
Le parallélisme en CUDA requiert la définition de tous les traitements à exécuter sur un 
processeur distinct, appelé thread. Pour bien maîtriser le nombre important des threads, 
CUDA procède à les ranger sous la forme d’une « Grille » indexée. De plus, la grille est 
répartie en « Blocs », qui sont définis par leurs positions dans la grille, et le nombre des 
threads qu’y sont inclus. De même, un thread est identifié par son bloc dans la grille, puis par 
sa position dans le bloc. Nous schématisons dans la figure A-1 la répartition des threads par 
blocs bi-dimensionnels, ainsi que la répartition bi-dimensionnel de la grille. Les threads d’un 
même bloc ne peuvent par être exécutés dans le même espace temporel. Pour cela, CUDA 
permet leurs exécutions par groupe de 32 threads, intitulé « wrap ». Un warp doit assurer 
l’exécution d’un ensemble de thread ayant le même calcul interne. 
 
Figure A-1 Répartition des threads de la grille en blocs 
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Le traitement à exécuter sur le Device est à insérer dans une fonction en langage C 
intitulée « Kernel », en utilisant le prescripteur de déclaration « _global_ ». La plateforme 
CUDA exécute en parallèle plusieurs instances du traitement indiqué dans le Kernel, par 
opposition à l’exécution régulière des fonctions de C. Le nombre des instances " est spécifié 
lors de l’appel du Kernel dans le programme principal, en utilisant la syntaxe de configuration 
d'exécution   9, " , avec 9 est le nombre des blocs, telle que affichée dans le code 
de la figure A-2. 
 
Figure A-2 Déclaration et appel du Kernel 
Le modèle de programmation CUDA suppose également que l'hôte et le périphérique 
disposent de leurs propres espaces de mémoire séparés dans la mémoire DRAM, dénommé 
respectivement mémoire de l’hôte et mémoire du périphérique. Lors du lancement d’un 
Kernel, CUDA consiste à réserver un espace mémoire pour y stocker les données 
d’entrée/sortie du Kernel. Cet espace mémoire est à libérer après l’exécution du Kernel. 
A.2. Principe de l’ordonnancement des nids de boucles 
CUDA propose une démarche d'ordonnancement des nids de boucles permettant 
d’exécuter en parallèle toutes les itérations (si le nombre des cores disponibles le permet). 
Chaque itération est allouée à un thread, appartenant à un même bloc. De ce fait, le bloc doit 
être  définie de façon que le nombre des threads blockDim est supérieur ou égal au nombre 
des itérations. Prenons l’exemple d’un nid de boucles assurant l’addition des matrices A et B 
dans la matrice C, dont leurs dimensions sont "  ". Les termes ©6)9. 9  ©6%s. 9 et ©6)9. :   ©6%s. : identifient le bloc dans la grille. Les termes 
de 2ô3t))9. 9 et 2ô3t))9. : identifient les threads à l’intérieur du bloc. Pour allouer 
chaque itération à un thread, les itérateurs des cellules des matrices  et = sont exprimés en 
utilisant les identificateurs du bloc, et les identificateurs du thread dans le bloc, tels que 
affichés dans le code de la figure A-3. Suite à la déclaration des itérateurs, les instructions du 
traitement itératif sont appelées dans une structure conditionnelle testant les valeurs 
maximales des itérations. 
Nous avons exécuté un nid de boucles avec des dépendances de données inter-itérations, 
dont le traitement est indiqué dans le code de la figure A-4. Ayant les matrices A et B de taille 10  10 et initialisées respectivement à 1 et à 0, le code incrémente les valeurs  ! =! en 
fonction de l‘itérateur = : si  ! =!     alors  ! = . 1!   . 1. 
Cependant, l’exécution du Kernel génère des résultats erronés : toutes des cellules de la 
matrice B sont égales à 1, tels que indiqués dans le terminal d’exécution de la figure A-5. Due 
à l’exécution parallèle des itérations, chaque cellule  ! =! est calculée par l’addition de la 
valeur initiale de  ! =!  0 et la valeur T ! =!  1. En fait, ce mode d’exécution consiste à 
affecter chaque itération à un core, afin de les exécuter en parallèle. D’où, elle ne prend pas en 
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considération les dépendances de données inter-itérations. Par conséquent, cette démarche 
n’est pas fonctionnelle pour tous les cas des structures des nids de boucles, en particulier pour 
les nids de boucles ayant des dépendances de données inter-itérations. 
 
Figure A-3 Structure du nid de boucles par indexation des itérations  
 
Figure A-4 Code du nid de boucles par indexation des itérations 
 
Figure A-5 Exécution du nid de boucles par indexation des itérations 
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Dans ce contexte, nous procédons à l’utilisation des structures « For {} » pour la 
modélisation des boucles imbriquées. Pour assurer une exécution dans l’ordre des 
dépendances de données, nous ajoutons l’instruction «__syncthreads() » dans l’objectif 
d’exécuter entièrement une itération, avant d’exécuter la suivante. Nous affichons dans la 
figure A-7 le terminal d’exécution du code de la figure A-6 utilisant les structures « For ». 
Elle valide l’exactitude des valeurs générées par le nid de boucles, prouvant ainsi la prise en 
considération des dépendances de données inter-itérations. 
 
Figure A-6 Code du nid de boucles en utilisant « For » 
 
Figure A-7 Exécution du code du nid de boucles en utilisant « For » 
A.3. Parallélisme des instructions 
Notre travail consiste à identifier les traitements indépendants pour les exécuter en 
parallèle. Ces traitements diffèrent du point de vue des instructions de calcul, dont chacun doit 
être alloué à un cœur distinct. L’environnement CUDA consiste à exécuter en parallèle un 
ensemble de threads, regroupés dans un même wrap, ayant des traitements identiques. Les 
traitements à exécuter en parallèle ne doivent pas appartenir à un même warp. En fait, CUDA 
permet de définir des wraps ayant des traitements différents et pouvant être exécutés en 
parallèle. De ce fait, nous procédons à affecter chacun des traitements à exécuter en parallèle 
à un warp différent. Chaque traitement est alloué à un thread dont l’identifiant appartient à 
l’intervalle des 32 threads du wrap correspondant. 
Prenons le cas du filtre numérique d’ondelette, dont nous visons à exécuter les 
instructions B et C en parallèle, telles que schématisées dans l’ordonnancement statique de la 
figure 3.2(c). Pour affecter chacune des instructions B et C à un warp distinct, on fait recours 
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à une structure conditionnelle testant les identificateurs des threads : l’instruction B est affecté 
au premier warp en exigeant que les identifiants des threads soient compris entre 0 et 31. Par 
la suite, nous affectons l’instruction C au deuxième warp dont les threads sont identifiés du 32 
et 63, telles que décrites dans le code de la figure A-8. 
Nous rappelons que l’appel du Kernel engendre la déclaration du nombre des threads 
nécessaires. Pour le cas d’une exécution parallèle de " traitements, l’exécution du Kernel 
nécessite "  32 threads. Pour le cas du filtre numérique d’ondelettes, deux warps sont 
nécessaires pour l'exécution de ce code, et ainsi nécessite 64 threads à déclarer lors de l’appel 
du Kernel. 
 
Figure A-8 Exécution parallèle des instructions 
A.4. Parallélisme d’un chemin de données 
Un chemin de données peut être réparti en plusieurs fragments d’instructions en se basant 
sur ses dépendances de données. Ces fragments doivent être exécutés d’une façon 
séquentielle, tels que soit les traitements qu’ils assurent. De plus, leurs instructions sont à 
exécuter dans le même espace temporel. Pour respecter cette ordre d’exécution, nous insérons 
des instructions de synchronisation dans le Kernel en appelant la fonction « __syncthreads 
() ». Cette fonction agit comme une barrière à laquelle tous les threads en amont doivent être 
exécutés avant de lancer l’exécution des threads en aval. Reprenons l’exemple du filtre 
numérique d’ondelette, dont nous distinguons trois fragments de code à exécuter en séquentiel 
qui sont respectivement {D}, {A} et {B, C}. Pour assurer un ordre d’exécution, on insère 






/* warp numéro 1 */
{  B[i*N1+j]= A[i*N1+j]+ 1; }
Else If ((tid>=32)&&(tid<=63))
/* warp numéro 2 */
{ C[i*N1+j]= A[i*N1+j]+ 1; }
 




Annexe B :  Génération des exécutables de 
l’algorithme de JACOBI  
 
 
B.1. Ordonnancement de l’application initiale 
L’algorithme de JACOBI, schématisé dans la figure B-1(a), est composé de deux boucles 
imbriquées. Les dépendances de données engendrent des délais dont les valeurs sont affichées 
dans le GFDM de la figure B-1(b). 
 
Figure B-1 Application de JACOBI : (a) l’algorithme, (b) le GFDM, (c) l’ordonnancement statique 
Un vecteur d’ordonnancement sx, y est tout vecteur vérifiant s  de  0 pour tous e 4 E. Le vecteur s est à déterminer à partir des trois inéquations suivantes : 1,0  9, :  0,0 1,1  9, :  0,0 1, 1  9, :  0,0 
Ce qui signifie que :  9  0 9  |:| 
Par ailleurs, un vecteur d’ordonnancement doit être sélectionné de façon que la somme  x . y est minimale. D’où, le vecteur d’ordonnancement s du GFDM est égal à 1,0. 
L’algorithme est ordonnancé suivant l’ordre croissant de l’itérateur de la boucle interne, tel 
que affiché dans l’ordonnancement statique de la figure B-2. Le progranne du Kernel est 
affiché dans la figure B-3. 





Figure B-2 Ordonnancement statique de l’application de JACOBI  
__global__ void filtre( int *X, int *Y, int *a, int *H, float *myclock1) 
{  
clock_t str = clock(); 
for(int m=1;m< ROWS; m++) 
{  for (int n=2; n< COLUMNS; n++) 
  {      X[m * N + n] = a[(m-1) * N + n] + a[(m-1) * N + (n-1)]; 
   Y[m * N + n] = X[m * N + n] + a[(m-1) * N + (n+1)]; 
   a[m * N + n] = Y[m * N + n] / H[1 * N + 1]; 
  }  } 
 clock_t stp = clock(); 
*myclock1  = (((float)stp - (float)str)/(CLOCKS_PER_SEC))/1000000; 
} 
Figure B-3 Code de l’application de JACOBI 
B.2. Ordonnancement après la technique du retiming décalé 
Une fonctions de retiming multidimensionnel  est un vecteur orthogonale à }. D’où, 
nous choisissons la fonction   0,1. En se basant sur les temps d’exécution des nœuds du 
GFDM tels que affichés dans le tableau 4-7, la technique sélectionne le chemin T1 @ T2 pour 
le décaler, dont le GFDM et l'ordonnancement sont affichés respectivement dans la figure B-4 
et la figure B-5. 
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Figure B-4 Application de JACOBI retiming multidimensionnel décalé : (a) l’algorithme ; (b) le GFDM 
 
 
Figure B-5 Ordonnancement de l’application de JACOBI après retiming multidimensionnel décalé 
__global__ void filtre( int *X, int *Y, int *a, int *H, float *myclock1) 
{  
int  j =   blockIdx.x * blockDim.x + threadIdx.x; 
int  i =   blockIdx.y * blockDim.y + threadIdx.y; 
int tid= i * N + j;   clock_t str = clock(); 
for(int m=1;m< ROWS; m++) { 
 X[m * N + 1] = a[(m-1) * N + 1] + a[(m-1) * N + 0]; 
 Y[m * N + 1] = X[m * N + 1] + a[(m-1) * N + 2]; 
 for (int n=1; n< COLUMNS; n++) 
       {     if ((tid>=0)&&(tid<=31)) {a[m * N + n] = Y[m * N + n] / H[1 * N + 1];} 
  Else if ((tid>=32)&&(tid<=63)) 
  {  X[m * N + (n+1)] = a[(m-1) * N + (n+1)] + a[(m-1) * N + n]; 
     Y[m * N + (n+1)] = X[m * N + (n+1)] + a[(m-1) * N + (n+2)]; 
  } __syncthreads(); 
 } 
   a[m * N + b1] = Y[m * N + b1] / H[1 * N + 1]; } 
clock_t stp = clock(); 
*myclock1  = (((float)stp - (float)str)/(CLOCKS_PER_SEC))/1000000; 
} 
Figure B-6 Code de l’application de JACOBI après retiming multidimensionnel décalé 
B.3. Ordonnancement après la technique du retiming enchaîné 
Sachant que   0,1 est une fonction de retiming optimale, la technique de retiming 
multidimensionnel enchaîné applique   2T1 puis   1T2, dont l’algorithme et le 
GFDM finaux sont affichés respectivement dans la figure B-7. 
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Figure B-8 Ordonnancement statique de l’application de JACOBI après retiming multidimensionnel 
enchaîné 
__global__ void filtre( int *X, int *Y, int *a,int *H, float *myclock1) 
{  
int  j =   blockIdx.x * blockDim.x + threadIdx.x; 
int  i =   blockIdx.y * blockDim.y + threadIdx.y; 
int tid= i * N + j; 
clock_t str = clock(); 
for(int m=1;m< ROWS; m++) 
    { 
    X[m * N + 1] = a[(m-1) * N + 1] + a[(m-1) * N + 0]; 
    __syncthreads(); 
    if ((tid>=0)&&(tid<=31)) 
    { 
    X[m * N + 2] = a[(m-1) * N + 2] + a[(m-1) * N + 1]; 
    } 
    else if ((tid>=32)&&(tid<=63)) 
    { 
    Y[m * N + 1] = X[m * N + 1] + a[(m-1) * N + 2];  
    } 
    for (int n=1; n< COLUMNS; n++)  
        {  
    if ((tid>=0)&&(tid<=31)) 
           { 
     X[m * N + (n+2)] = a[(m-1) * N + (n+2)] + a[(m-1) * N + (n+1)]; 
     } 
    else if ((tid>=32)&&(tid<=63)) 
           { 
     Y[m * N + (n+1)] = X[m * N + (n+1)] + a[(m-1) * N + (n+2)]; 
           } 
    else if ((tid>=64)&&(tid<=95)) 
           { 
            a[m * N + n] = Y[m * N + n] / H[1 * N + 1]; 
     } 
    __syncthreads();   
        } 
    __syncthreads(); 
    if ((tid>=0)&&(tid<=31)) 
    { 
    a[m * N + c1] = Y[m * N + c1] / H[1 * N + 1]; 
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    } 
    Else if ((tid>=32)&&(tid<=63)) 
    { 
    Y[m * N + c1] = X[m * N + c1] + a[(m-1) * N + a1]; 
    } 
    __syncthreads(); 
   a[m * N + b1] = Y[m * N + b1] / H[1 * N + 1];  
   } 
 clock_t stp = clock(); 
*myclock1  = (((float)stp - (float)str)/(CLOCKS_PER_SEC))/1000000; 
} 
Figure B-6 Code de l’application de JACOBI après retiming multidimensionnel enchaîné 
