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We propose a paring mechanism between holes in the dilute limit of doped frustrated Mott insulators. Hole
pairing arises from a hole-hole-magnon three-body bound state. This pairing mechanism has its roots on single-
hole kinetic energy frustration, which favors antiferromagnetic (AFM) correlations around the hole. We demon-
strate that the AFM polaron (hole-magnon bound state) produced by a single-hole propagating on a field-induced
polarized background is strong enough to bind a a second hole. The effective interaction between these three-
body bound states is repulsive, implying that this pairing mechanism is relevant for superconductivity.
The long-sought resonating valence bond (RVB) supercon-
ductor [1], based on P. W. Anderson’s proposal for describ-
ing the ground state of the antiferromagnetic (AFM) triangu-
lar Heisenberg model [2], was the germ of two fundamental
ideas in modern condensed matter physics. On the one hand,
it set the basis for the search of quantum spin liquid states in
Mott insulators. On the other hand, it suggested a clear con-
nection between geometric frustration and superconductivity.
The new century is witnessing an explosion of works based on
the first idea [3]. However, while the superconductivity found
in two-dimensional CoO2 layers [4] triggered some efforts re-
lated to the second idea [5–9], the relationship between frus-
tration and superconductivity remained much less explored.
Nagaoka’s theorem reveals a striking interplay between
magnetism and electronic kinetic energy in slightly doped
Mott insulators [10, 11]. The theorem states that a single
hole propagating on a D-dimensional (D > 1) bipartite lattice
with infinite on-site Hubbard repulsion U minimizes its ki-
netic energy in a ferromagnetic (FM) background. This well-
known result inspired Schrieffer et. al. [12] to propose the
“spin-bag" mechanism for pairing in doped Mott insulators.
A single hole propagating on a bipartite antiferromagnet gen-
erates a FM polaron or “spin-bag" inside which the hole is
self-consistently trapped. Two holes are attracted by sharing
a common bag. While this idea was never confirmed for the
square lattice Hubbard model, it provides an interesting angle
on understanding how attraction (pairing) can potentially arise
from strong bare repulsion.
As shown in Fig. 1(a), the kinetic energy of a single-hole on
a bipartite lattice is minimized (−4|t1| for a square lattice with
nearest-neighbor (NN) hopping t1) in a uniform (FM) back-
ground because the interference between different paths con-
necting two given points is always constructive. The situation
can be very different for non-bipartite structures, such as the
triangular lattice [13–15]. In this case, the single-hole kinetic
energy is frustrated if the product of three hopping matrix el-
ements over the smallest closed loop of the lattice is positive.
For instance, the minimum kinetic energy of a single-hole on
a triangular lattice is −3|t1| for a uniform FM background if
the kinetic energy is frustrated (t1 > 0) [see Fig. 1 (b)], while
it is −6|t1| for the unfrustrated (t1 < 0) case. Frustration arises
from destructive interference between different paths. How-
ever, destructive interference can be avoided if the uniform
FM background is replaced with a non-uniform state where
one or more spins are flipped. As shown in Fig. 1(c), hole-
paths connecting two given points no longer interfere if one
of the paths goes through a flipped spin [13–15].
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FIG. 1. (Color online) Single-hole propagation in fully polarized (a)
square l and (b) triangular lattices with t1 > 0. The signs indicate the
optimal phase factor for each path assuming that the hopping matrix
element is positive. (c) Lack of destructive interference when one of
the paths goes through a flipped spin.
In this Letter we demonstrate that kinetic frustration is also
the source of paring between holes near the fully polarized
state induced by an external or a molecular field H. Below
the saturation field, Hsat, it is energetically convenient to flip
at least one spin. The single hole can then lower its kinetic
energy by remaining close to a flipped spin. The resulting
hole-magnon bound state, or AFM polaron [16], has a bind-
ing energy ∼ −|t1|/2. In other words, the lowest single-polaron
kinetic energy can reach a value as low as −3.5|t1|, which must
be compared against the −3|t1| value obtained for a single hole
(magnons have infinite mass for U/|t1| → ∞). Remarkably,
the AFM polaron mass, mp ' 10/|t1|, still has a moderate
value. If a second hole is present, the strong hole-magnon at-
traction also leads to a three-body bound state, or AFM bipo-
laron, which still has an effective mass of order 10/|t1|. More-
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FIG. 2. (Color online) (a) Dispersion relation of the hole-magnon
bound state with minimum at the Γ point for t3 = −0.1t1. (b)
Correlation function between the hole and the magnon ch−m(r) =∑
r′ 〈nh(r − r′)n↓(r′)〉 for the lowest energy bound state at the Γ
point. (c) Binding energy of the hole-magnon bound state ∆h−m =
Eg(1H1S ) − Eg(1H) − Eg(1S ) as a function of t3/t1.
over, our Density Matrix Renormalization Group (DMRG) re-
sults reveal a repulsive interaction between AFM bipolarons,
implying that these composite Cooper pairs should condense
in the dilute limit.
We start by considering a Hubbard model on a triangular
lattice with NN hopping t1 and the third NN hopping t3:
HH = −t1
∑
〈i j〉1σ
c†iσc jσ − t3
∑
〈i j〉3σ
c†iσc jσ − µ
∑
i
ni
+U
∑
i
ni↑ni↓ − H
∑
i
S zi , (1)
where nσ(r) = c†rσcrσ, µ the chemical potential and H the
external magnetic field.
We will initially consider the U/|t1| → ∞ limit. The
ground state is fully polarized for H > Hsat. In this regime
the holes become non-interacting fermions with dispersion
k = 2t1[cos(2kx/
√
3) + 2 cos(kx/
√
3) cos(ky)] (note that the
single-electron dispersion is −k). The minimum energy of
the single-hole spectrum k is 0 = −6|t1| for t1 < 0 and
±K = −3|t1| for t1 > 0 (frustrated case) with K = ( 4pi3 , 0).
AFM polaron. The single-hole ground state is no longer
fully polarized for H < Hsat = −∆hmb , where ∆hmb is the hole-
magnon binding state energy. As anticipated, this bound state
forms to suppress the destructive interference (frustration) of
the single-hole motion. This idea can be illustrated with a
simple variational wave function for the relative coordinate r
of the hole-magnon pair:
ψ(r) =
 cosα√6 eimθ, |r| = a,sinα√
6
ei(mθ+φ), |r| = 2a. (2)
Here, m = 0, ..., 5 is the crystal angular momentum following
from the C6 symmetry of HH , θ = npi/3 (0 ≤ n ≤ 5) is the
relative azimuthal angle and φ is the phase difference between
the two particles separated by one and two lattice spaces a.
We are also assuming that the total momentum of the two-
particle system is equal to zero. Minimization of E(α)/t1 =
1H1S
1H2S
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FIG. 3. (Color online) (a) Phase diagram of one hole system on the
t3 − H plane with t1 > 0. The grey region has stronger finite size
effects. (b) Correlation function between the hole and the magnon
ch−m(r) for different number of flipped spins (t3 = −0.1t1).
(cosα)2
(
2 cos(mpi3 ) + cos(mpi)
)
+ sin 2α cos(φ) for t1 > 0 gives
m = 3, φ = pi, cosα = 0.3907 and E˜min = −3.3028t1, which
is already quite close to the exact ground state energy EG =
−3.4227t1. The binding energy, mink∈BZ(k)−EG, is 0.4227t1,
indicating a strong effective attraction between the magnon
and the hole. The correlation function ch−m(r) =
∑
r′〈nh(r −
r′)n↓(r′)〉, shown in Fig. 2 (b), reveals the spatial distribution
of the magnon around the hole in the exact ground state.
The lowest energy magnon-hole pair can also have finite
center of mass momentum. Fig. 2 (c) shows the exact binding
energy, ∆h−mb = E(1H1S ) − E(1H) − E(1S ), as a function of
t3/|t1| that results from solving the Lippmann-Schwinger (LS)
equation in the thermodynamic limit [17]. For t3 < −0.1615t1,
the lowest energy bound state is at the M point of the Brillouin
zone (BZ). The center of mass momentum of the ground state
moves from the M to the Γ point for t3 > −0.1615|t1|. A pos-
itive t3 does not change the nature of the bound state, which
smoothly crosses over into another limit dominated by t3 [18].
From now on, we will use the notation mHnS to denote
states with m holes and n flipped spins. We will consider
bound states of one hole (m = 1) and n ≥ 1 flipped spins.
Fig. 3 (a) shows the phase diagram as a function of magnetic
field and t3/t1. The 1H1S is stable over a relatively large win-
dow of magnetic field values for small |t3|/t1 . 0.1. The num-
ber of magnons bounded to the hole increases continuously
upon further decreasing the field. The critical field for the
transition into a 1HnS state decreases rapidly with n because
the binding energy of the nth magnon goes asymptotically to
zero for large n. This AFM polaron state is then expected to
evolve smoothly into the long range AFM ordering found in
Ref. [13] for h → 0 (n → ∞) because the radius of the AFM
polaron (AFM correlation length) diverges. Fig. 3 (b) shows
the evolution of the correlation function ch−m(r) as a function
of n for n = 1, 2, 3. For n ≤ 3, the radius of the AFM polaron
turns out to be significantly smaller than the linear size of the
biggest lattices that enable exact diagonalization (ED) ofHH .
Hole paring— An important consequence of the effective
hole-magnon attraction is the possibility of indirect hole-hole
pairing via formation of a three-body bound state of two holes
and one magnon (2H1S ). This state can be regarded as an
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FIG. 4. (Color online) (a) Binding energies ∆p−hb = Eg(2H1S ) −
Eg(1H1S ) − Eg(1H) and ∆h−h−mb = Eg(2H1S ) − 2Eg(1H) − Eg(1S )
as a function of t3/t1. The two kinks of ∆
p−h
b arise from a change in
the center of mass momentum of the AFM polaron (at t3 = 0.175t1)
and the AFM bipolaron ( at t3 = 0.11t1). (b) Hole-hole, ch−h(r) and
hole-magnon, ch−m(r), correlation functions for different values of
t3/t1 (L = 26). (c) Dispersion relation of the bipolaron (2H1S bound
state) for t3 = −0.2t1 obtained from solving the LS equation (line)
and from ED of an L × L lattice with L = 24 (circles). The effective
mass, m2H1S, is extracted by fitting the the long wavelength region
with a parabola. (d) Stability region of 2H1S state in the H − t3/t1
phase diagram (U → ∞ limit).
AFM “bipolaron" or “spin-bag": the two holes share the same
AFM region to lower their kinetic energy at a minimum Zee-
man energy cost. Its wave function is also obtained by solv-
ing the LS equation in the thermodynamic limit [17], which
provides a verification for the size effects of ED and DMRG
calculations on finite lattices [17].
The two holes and the magnon indeed form a tight bound
state for t1 > 0. The lowest energy 2H1S bound state has cen-
ter of mass momentum Q = 0 for t3 < −0.116t1 (t1 > 0). The
binding energy between a 1H1S polaron and a second hole is
defined as ∆p−h = Eg(2H1S )− Eg(1H1S )− Eg(1H). It is also
useful to introduce the binding energy of the three-body bound
state relative to three non-interacting particles: ∆h−h−m =
Eg(2H1S ) − 2Eg(1H) − Eg(1S ). Both binding energies are
shown in Fig. 4 (a). The negative value of ∆p−h demonstrates
the AFM bipolaron formation, as confirmed by the hole-hole,
ch−h(r) =
∑
r′〈nh(r− r′)nh(r′)〉, and the hole-magnon, ch−m(r),
correlation functions shown in Fig. 4 (b). Fig. 4 (c) includes
the AFM bipolaron dispersion relation for t3 = −0.2t1, from
which we extract an effective mass m2H1S ' 9.91t−11 . The
center of mass momentum of the lowest energy bound state
moves to the M point of the BZ for −0.116t1 < t3 < −0.1t1.
However, the bandwidth W2H1S ' 0.0737t1 is significantly
narrower in this regime. Correspondingly, the effective mass
is large and anisotropic: m‖2H1S ' 23.3t−11 and m⊥2H1S66.67t−11
for the parallel and perpendicular directions relative to the M
point.
As shown in Fig. 4 (d), a second spin flips and binds to
the 2H1S bound state upon further lowering H. The crit-
ical field for flipping this spin is Hc2S 2H = −∆b−mb , where
∆b−mb = E(2H2S ) − E(2H1S ) − E(1S ) is the binding energy
between the AFM bipolaron and the second magnon. The crit-
ical field boundary shown in Fig. 4 (d) is obtained from finite
size scaling of the ground state energy [17].
Interaction between AFM bipolarons— Given that hole
pairs are actually 2H1S bound states, we will further elu-
cidate that AFM bipolarons interact repulsively with each
other, instead of forming larger bound states with multiple
holes and magnons. This is demonstrated by solving the six-
body 4H2S problem. Fig. 5(a) shows the hole-hole, hole-
magnon and magnon-magnon correlation functions for the
ground state of the 4H2S system (t3/t1 = −0.2). According to
this result, the particles split into well separated 2H1S AFM
bipolarons with the same correlation functions, ch−h(r) and
ch−m(r), obtained for an individual bipolaron [see Fig. 4(b)].
The magnon density-density correlation function, cm−m(r) =∑
r′〈n↓(r − r′)n↓(r′)〉, confirms that each bipolaron contains
one magnon. The ground state energy of the 4H2S system
Eg(4H2S ) equals twice the ground state energy of the 2H1S
bound state, Eg(4H2S ) = 2Eg(2H1S ), within an error of or-
der 10−4t1. In addition, as shown in Fig. 5(b) for t3/t1 = −0.2,
∆b−bb = Eg(4H2S ) − 2Eg(2H1S ) is positive for finite L and it
extrapolates to zero in the L → ∞ limit, confirming the re-
pulsive nature of the effective interaction. We note, however,
that the two AFM bipolarons form a bound state when t3/t1
approaches −0.1, i.e., in the region of strongest hole-magnon
pairing according to Figs. 2(c) and 4(a). However, as we dis-
cuss below, the interaction between AFM bipolarons becomes
also repulsive in this region for a finite U . 20|t1|.
Effect of spin exchange— Our next step is to analyze the
effect of a finite, but still large, U/|t1|  1. The low-energy
sector of the Hubbard model is now described by the t − J
model:
Ht−J = −t1
∑
〈i j〉1
c˜†iσc˜ jσ − t3
∑
〈i j〉3
c˜†iσc˜ jσ − µ
∑
i
ni
+J1
∑
〈i j〉1
Si · S j + J3
∑
〈i j〉3
Si · S j − H
∑
i
S zi
−
i,k∑
i jkσ
ti jt jk
2U
c˜†iσc˜kσn jσ¯ +
i,k∑
i jkσ
ti jt jk
2U
c˜†iσc˜kσ¯c˜
†
jσ¯c˜ jσ. (3)
Jν = 4t2ν/U (ν = 1, 3) and c˜
(†)
iσ are annihilation (creation) oper-
ators of constrained fermions: c˜†iσ = c
†
iσ¯(1 − c†iσ¯ciσ¯). The XY
part of the AFM exchange interactions, J1 and J3, generate a
finite magnon mass, while the Ising part induces a repulsive
interaction between any pair of particles (magnons or holes).
Consequently, a finite U/|t1| should reduce the binding energy
of the AFM polaron and bipolaron bound states. Indeed, as
shown in Fig. 5(c), the AFM polaron bound state disappears
below a critical value of U/|t1| ' 12.2, implying that the ef-
fective hole-hole attraction decreases upon reducing the bare
Coulomb repulsion U. Moreover, a finite U/|t1| increases the
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FIG. 5. (Color online) Correlation functions for four holes and two
magnons: (a) Hole-hole, ch−h(r), hole-magnon, ch−m(r) and magnon-
magnon, cm−m(r). The calculation is performed by DMRG simula-
tion on 8 × 120 lattice and setting t1 = 1, t3 = −0.2,U = ∞. This
result indicates that the bipolarons (2H1S bound states) are well sep-
arated. (b) Finite size scaling of the binding energy between AFM
bipolarons, ∆b−bb = E(4H2S ) − 2E(2H1S ). ∆b−bb is positive for finite
L and it extrapolates to zero in the L → ∞ limit confirming the re-
pulsive nature of the effective interaction. (c) ED results: Binding
energies ∆h−h−mb and ∆
h−m
b as a function of U.
repulsion between AFM bipolarons [see Fig. 5(b)].
Order parameter— Our results indicate the existence of
a stable gas of AFM bipolarons for low hole concentration
ρh  1 and H . Hsat. In a pure 2D scenario, the AFM bipo-
larons must undergo a Berezinskii-Kosterlitz-Thouless transi-
tion [19–21] into a superfluid state at a transition temperature
TBKT of order ρh/m2H1S. The real space superconducting (SC)
order parameter is ∆ = 〈h†i h†jS −k 〉, where i, j, k are neighbor-
ing sites. Given the three-body nature of the bound state, the
phase θ of the order parameter ∆ includes a charge and a spin
contribution (the superfluid current carries both charge and
spin). The Hubbard Hamiltonian in a magnetic field H = Hzˆ
has a U(1)×U(1) symmetry associated with the conservation
of the total charge and z-component of the total spin. The
phase θ is transformed into θ − θs under a global spin rota-
tion by an angle θs about the z-axis and into θ + 2θc under
a global charge rotation by an angle θc (c
†
jσ → e−iθcc†jσ). In
other words, the condensate is still invariant under the product
of a spin rotation by 2φ and a charge rotation by φ [U(1) sub-
group]. This invariance implies lack of long-range magnetic
ordering in the condensate because the spin field can have ar-
bitrary large phase fluctuations δθs, which are compensated
by fluctuations of θc. Magnetic order can only take place via
single magnon condensation.
Finally, the pairing symmetry is determined by the irre-
ducible representation of the single AFM bipolaron (2H1S )
ground state. For t3/t1 = −0.2 (t1 > 0), the wave func-
tion of the 2H1S bound state has zero total momentum and
it belongs to the B2 representation of the D6 space group ( f2-
wave) [22, 23].
Discussion— The possibility of generating an effective at-
traction between electrons out of the bare Coulomb repulsion
is a long sought-after goal of the condensed matter commu-
nity [24–41]. Here we have shown that magnons provide a
strong glue in the infinitely repulsive limit of a slightly doped
frustrated Mott insulator. The strongly attractive hole-magnon
interaction is a manifestation of the “counter-Nagaoka" mech-
anism reported in Refs. [13–15]: a single-hole can lower its
kinetic energy by creating hole-magnon bound state (AFM
polaron ). The second hole binds to the polaron to lower its
kinetic energy at a minimum Zeeman energy cost (AFM bipo-
laron). We have also verified that AFM bipolarons interact re-
pulsively with each other. We note that these composite pairs
have a pure electronic origin and they are qualitatively differ-
ent from the lattice bipolarons arising from a strong electron-
phonon coupling [42–44].
It is important to clarify that a saturation field of order |t1|/2
is much higher than the maximum fields that can be gener-
ated in the laboratory. Moreover, such a large external field
would produce a huge orbital effect that is not included in
our analysis. For charged systems, like electrons in a solid
(NaxCoO2 is a well-known realization of a triangular lattice
Hubbard model [45]), this problem can be avoided by re-
placing the external field with a molecular field generated by
interaction between the moments S j and an insulating ferro-
magnetic layer. For neutral systems, such as ultracold two-
component fermionic gases of atoms [46–50], the orbital ef-
fect is not present and the system can be easily driven into
the fully polarized state. Nevertheless, the main purpose of
our analysis is to understand how magnetic excitations can
provide the glue for hole-hole pairing in the vicinity of a mag-
netic field induced AFM quantum critical point of the finite-U
Mott insulating state. Remarkably, we find that antiferromag-
netism (single-magnon condensation) is suppressed by the
AFM bipolaron condensate (SC state) because magnons do
not condense individually, but as a component of a three-body
bound state. This simple mechanism then illustrates the com-
petition between antiferromagnetism and superconductivity:
magnons can either condense individually to form an AFM
state or become part of an AFM bipolaron that condenses into
a SC state.
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6We include analytical solutions of the two and three-body
bound state problems via the Lippmann-Schwinger equation.
For states with more than three particles Np = Nh + Ns (Nh is
the number of holes and Ns is the number of flipped spins rela-
tive to the fully polarized state), we used exact diagonalization
(ED) and density matrix renormalization group (DMRG). We
include a finite size scaling analysis of these results, as well
as real space correlations functions revealing the repulsive
nature of the interaction between antiferromagnetic (AFM)
bipolarons.
I. ANALYTIC APPROACH TO THE FEW BODY
PROBLEM
Below we derive the Lippmann-Schwinger equation in the
U → ∞ limit. The extension to finite U is straightforward.
A. Hole-magnon bound state
The wave function of the hole-magnon bound state, |ψ〉 =∑
r ψQ(r) 1√N
∑
R eiQ·R|R, R+r〉, can be obtained by solving the
Lippmann-Schwinger equation:
ψQ(r) =
∑
ν
teνGQ,E(r + eν)ψQ(eν)e
−iQ·eν + VGQ,E(r)ψQ(0),
(4)
where eν are (bond) vectors connecting nearest and third-
nearest-neighbor sites. The hard core constraint of spins and
holes (a flipped spin and a hole cannot occupy the same site)
is imposed by including an infinitely repulsive on-site interac-
tion V → ∞. The hole-magnon Green’s function is:
GQ,E(r1 − r2) = 〈Q, r1| 1E −H0 + i |Q, r2〉 (5)
=
∫
d2k
(2pi)2
eik·(r1−r2)
E − (ξQ−k + ωk) + i . (6)
The hole-magnon hard-core interaction implies∑
ν
teνGQ,E(−enu)ψQ(eν)e−iQ·eν + VGQ,E(0)ψQ(0) = 0. (7)
After applying this condition, the Lippmann-Schwinger equa-
tion (4) becomes
ψQ(r)=
∑
ν
teν
(
GQ,E(r + eν)−GQ,E(r)GQ,E(0)GQ,E(−eν)
)
ψQ(eν)e−iQ·eν .
(8)
By setting r = eη, we obtain twelve coupled linear equations
for ψQ(eν), which determine ψQ(r) through Eq. (8). The co-
efficients of the linear system of equations are computed by
using a numerical integration method to evaluate the hole-
magnon Green’s function given in Eq. (6).
B. Antiferromagnetic Bipolaron
The wave function for two holes and one magnon is:
|ψ〉 =
∑
r1,r2
ψQ(r1, r2)
1√
N
∑
R
eiQ·R|R, R + r1, R + r2〉. (9)
The fermionic statistics of holes implies ψQ(r1, r2) =
−ψQ(r2, r1). The two-hole wave function with total momen-
tum of Q can be re-expressed as a function of the position r of
one hole and the momentum p of the second hole:
ψQ(p, r) =
1√
N
∑
r′
e−ip·r
′
ψQ(r′, r). (10)
The Lippmann-Schwinger equation becomes:
ψQ(p, r) = 2
∑
ν
tν
∫
d2k
(2pi)2
G(3)QE(p, r; k,−eν)e−i(Q−k)·eνψQ(k, eν)
+ 2V
∫
d2k
(2pi)2
G(3)QE(p, r; k, 0)ψQ(k, 0), (11)
where G(3)QE is the non-interacting three-body Green’s function
of the non-interacting hole-hole-magnon system:
G(3)QE(p1, r1; p2, r2) = 〈Q; p1, r1|
1
E −H0 + i |Q; p2, r2〉
=2pi2δp1 p2
∫
d2k
(2pi)2
e−ik·(r2−r1)
E − (ξp2 + ξk + ωQ−p2−k)
− 1
2
e−i(p1·r2−p2·r1)
E − (ξp2 + ξp1 + ωQ−p2−p1 )
. (12)
The hard-core constraint gives a boundary condition at r = 0:
0 = 2
∑
ν
tν
∫
d2k
(2pi)2
G(3)QE(p, 0; k,−eν)e−i(Q−k)·eνψQ(k, eν)
+ 2V
∫
d2k
(2pi)2
G(3)QE(p, 0; k, 0)ψQ(k, 0), (13)
By setting r = eη, we obtain a system of twelve coupled inte-
gral equations for the functions ψQ(p, eν), which in turn deter-
mine the three-body wave function ψQ(p, r).
The other three-body bound state of one hole and two
flipped spins (1H2S) is obtained in a similar way.
II. FINITE SIZE EFFECTS IN EXACT
DIAGONALIZATION SIMULATION
The binding energy and various correlation functions for n
holes and m flipped spins (nHmS ) are calculated by the Lanc-
zos method on finite triangular lattices of L×L sites. The finite
size correction for bound states of linear size ξ  L is expo-
nentially small in ξ/L. This can be verified for the two-body
and three-body bound states, whose solutions are obtained by
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FIG. 6. (Color online) (a) Fit of size dependence of the ground state
energy for 2H1S using Eq. (14). (b) Hole-hole and hole-magnon
density-density correlation functions obtained with ED for a lattice
of 26×26 sites. (c) Fit of size dependence of the ground state energy
for 2H2S using Eq. (14). (d) Hole-hole, hole-magnon and magnon-
magnon density-density correlation functions obtained for 2H2S on
a lattice of 26 × 26 sites. In all cases, the Hamiltonian parameters
are: t1 = 1, t3 = −0.2,U = ∞.
solving the Lippmann-Schwinger equation in the thermody-
namic limit . Finite size corrections become more important
for bound states composed of more than three particles be-
cause ξ increases, while the maximum accessible lattice size
decreases.
To extract the error due to finite size effects, we perform a
finite size scaling analysis of the numerical data. We fit the
ground state energy EG(L) for a finite L × L lattice size using
the formula
EG(L) = EG(∞) + (−1)LA exp(−L/ξ), L  ξ. (14)
The factor (−1)L accounts an oscillation between even and
odd linear system sizes, arising from kinetic energy frustration
on finite lattices. As an example, Fig. 6 shows the fit of the
ground state energy using Eq. (14) for systems composed of
2H1S and 2H2S , respectively. The data obeys Eq. (14) very
well, indicating that the system size is larger than ξ. Within a
confidence interval of 95%, the binding energy for the 2H1S
bound state is EG(∞) = −0.32591 ± 1.1647 × 10−4, while
the binding energy for the 2H2S bound state is −0.59538 ±
0.00205. This is the method that we used to extract the bind-
ing energies reported in the main text.
III. FINITE SIZE EFFECTS IN DMRG SIMULATION
Finding the interaction between AFM bipolarons (2H1S
bound states) requires to solve the six-body 4H2S problem,
which restricts the ED calculations to small system sizes . To
reach large enough system sizes, we use the DMRG algorithm
[1, 2] on a cylindrical lattice with open boundaries along the
x direction and periodic boundaries along the y direction [3].
The lattice size is Lx along the x-direction and L along the
y-direction.
For the DMRG method to be applicable to our problem, the
maximum values of Lx and L must be bigger than the linear
size ξ of the three-body bound state. The following verifica-
tions indicate that the DMRG method is indeed applicable to
our problem.
(I) Comparing the ground state energy with ED.
Tab. I provides a comparison between the DMRG and ED
results on the same lattice size. The difference between the en-
ergy values obtained from both approaches is negligibly small.
TABLE I. Comparison of ground state energy of 2H1S system ob-
tained from DMRG and ED. The model parameters are: t1 = 1, t3 =
−0.2,U = ∞.
Lattice Size EEDG (t1) E
DMRG
G (t1) Truncation error
8 × 30 −6.788045581 −6.78452924 0.33306691 × 10−15
10 × 30 −6.757303233 −6.75351219 0.15909496 × 10−12
(II) Finite size scaling along the L direction.
When using the DMRG method, the length Lx can be made
much larger than the size ξ of the bound state. The main
limitation arises from the width L. To verify that the finite
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FIG. 7. (Color online) (a) Ground state energy obtained from DMRG
(squares) as a function of the strip width (60 × L) for t1 = 1, t3 =
−0.2,U = ∞ compared to ED result (triangles) as a function of lattice
size L×L. The discrete points are numerical results for different sizes
L, while the lines connecting the data points are least-square fits to
Eq. (14). The horizontal lines are the extrapolations of ∆h−h−mb /t1 to
the thermodynamic limit L → ∞ based on the fit of the DMRG and
the ED results to Eq. (14). (b) Density-density correlation functions
obtained from both DMRG and ED for the same model parameters
as in (a) and lattice size Lx×L = 60×8. The size and the color of the
symbols are proportional to the values of the correlation functions.
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FIG. 8. (Color online) The different density-density correlation func-
tions between holes and spin flips on a 16(open)×30(periodic) lattice
for 4H2S system, which is obtained from DMRG simulation with
truncation error about 10−7. The model parameters used here are
t1 = 1, t3 = −0.2 and U = ∞.
width L is not introducing a significant size effect, we per-
formed a finite size scaling study of the ground state energy
EG as a function of L. The results are shown in the Fig. 7
(a). After fitting of the DMRG results with Eq.(14), we obtain
EG/t1 = −0.32174 ± 0.00243 within 95% confidence inter-
val, which is close to ED result: −0.32591 ± 1.1647 × 10−4
(Fig. 7(a)). Furthermore, Fig. 7(b) shows a comparison of var-
ious correlation functions obtained with DMRG and with ED.
The correlation function matches with the ED result very well
in spite of the limited size of the strip width, implying that
the 2H1S bound state is practically not affected for the largest
values of L that can be reached with DMRG. The asymme-
try of the correlation function about the vertical line across
the cloud center is due to the asymmetric open boundary con-
dition of the finite triangular lattice spanned by the primitive
vectors: a1 = xˆ and a2 = (xˆ −
√
3yˆ)/2.
IV. DENSITY PROFILE FOR FOUR HOLES AND TWO
MAGNONS (4H2S )
For the few-body problem, the DMRG algorithm works
very well on a very wide stripe geometry, which is crucial
for illustrating the formation and interaction of the bound
states on a two-dimensional lattice. In this section, we ex-
tend the simulation of the 4H2S system to a lattice of size
Lx×L = 30×16. The new results are consistent with those ob-
tained from simulations of the 8×120 strip shown by Fig.5(a).
Fig. 8 shows the density-density correlation functions. Each
2H1S bound state has the same correlation functions obtained
from ED calculation, which confirms the reliability of the
DMRG simulation and further confirms the repulsion between
AFM bipolarons. The repulsive interaction between AFM
bipolarons becomes even more transparent upon plotting the
accumulated particle density along the x-direction, as shown
in Fig. 9. In agreement with the correlation functions shown
by Fig. 5(a) of the main text, the ground state consists of two
well separated thee-body bound states (AFM bipolarons) in-
cluding two holes and one magnon.
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FIG. 9. (Color online) Accumulated particle number, N(x) =∑
i<x
∑L
j=1 ρs,m(i, j), for holes and magnons. The model parameters
are the same as in Fig.5(a) of the main text. The colored part of the
curve (highest slope) indicates the location of the holes/magnon.
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