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Аннотация. Рассматривается задача разбиения логической схемы на подсхемы, имеющая большое значе-
ние при выполнении оптимизационных преобразований в процессе синтеза схемы. Приводится краткий 
обзор методов и алгоритмов разбиения, выделяются две группы алгоритмов: конструктивные и итератив-
ные. Представляется интерпретация логической схемы в виде графа, формулируется задача разбиения 
в теоретико-графовой модели и предлагается набор алгоритмов для ее решения. Функционирование               
логической схемы задается системой логических уравнений. Алгоритмы осуществляют разбиение систе-
мы логических уравнений на подсистемы с выполнением ограничений по числу входных и выходных пе-
ременных. Рассматриваются структуры данных, необходимых для выполнения алгоритмов. Описываются 
различные виды взаимосвязей уравнений, определяющих получение оптимальных решений. Исследуют-
ся вопросы применения алгоритмов разбиения для улучшения качества схемы на этапе технологически              
независимой оптимизации. Результаты экспериментального исследования, выполненного с помощью                 
процедуры BDD-оптимизации функционального описания схемы и промышленного синтезатора                      
LeonardoSpectrum подтверждают эффективность разработанных алгоритмов. Алгоритмы реализуются 
в виде набора процедур разбиения схемы в рамках экспериментальной системы логического проектирова-
ния FLC. 
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Abstract. The problem of partitioning a logical circuit into subcircuits is considered. It is of great importance 
when performing optimization transformations in the process of circuit synthesis. The brief review of                       
partitioning methods and algorithms is given, and two groups of algorithms are identified: constructive and             
iterative one. The interpretation of a logical circuit in the form of a graph is presented. The problem of partitioning 
in terms of a graph-theoretic model is defined and some algorithms for solving the partitioning problem are          
proposed. Logic circuit functions are defined by a system of logical equations. Algorithms perform the                       
partitioning the system of logical equations into subsystems with the restrictions of the number of input and                
output variables. The data structures to execute the algorithms are defined. Various types of equations                      
connections, obtaining better solutions for partitioning are described. The problems of the use of partitioning 
algorithms to improve the quality of the circuit at the stage of technology-independent optimization are                        
investigated. The results of an experimental study carried out by the BDD optimization procedure for the                       
functional description of the circuit and LeonardoSpectrum synthesis confirm the effectiveness of the developed 
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algorithms. The algorithms are implemented as partitioning circuit procedures in the experimental FLC system 
for logical design. 
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Введение. Задача разбиения логической схемы на подсхемы заключается в преобразовании 
исходного описания схемы в результирующее описание, содержащее множество подсхем (бло-
ков), связанных между собой. На описание подсхемы накладываются ограничения, например, 
по числу входов и выходов, по размерам подсхемы и др. Исходное и результирующее описания 
должны быть функционально эквивалентны. Целью разбиения логических схем на подсхемы 
является решение задач, возникающих при проектировании цифровых устройств. 
Задача разбиения логических схем на подсхемы является важным аспектом процесса проек-
тирования цифровых устройств [1] по многим причинам. Она встречается при размещении 
устройства на отдельных конструктивных компонентах [2–5], таких как печатные платы, мик-
росхемы, и состоит в том, чтобы разбить схему на части (блоки) с учетом ограничений на число 
элементов в блоках, число внешних выводов блоков, суммарную площадь, занимаемую эле-
ментами и соединениями, и др. Основными критериями для данного разбиения являются число 
образующихся блоков, число внешних выводов на блоках, задержки в распространении сигна-
лов, электромагнитная и тепловая совместимость элементов и т. д. 
Задача разбиения часто используется при реализации алгоритмов оптимизации, синтеза, 
размещения в процессе проектирования устройств [6–11]. В рассматриваемом случае оценка 
стоимости разбиения варьируется, но часто минимизируется сложность блоков разбиения 
и количество связей между ними.  
Микросхема может содержать десятки миллионов транзисторов, а оптимизирующие преоб-
разования потребуют большого количества времени даже при современном уровне развития 
вычислительных средств. Большинство задач, возникающих при проектировании, являются             
NP-полными, время их выполнения резко возрастает с увеличением размера схемы. Понижение 
размерности схемы служит хорошим способом решения задачи сокращения времени выполне-
ния процедур оптимизации.  
Целью настоящего исследования является решение задачи понижения размерности логиче-
ской схемы путем разбиения на блоки меньшей размерности, разработка алгоритмов разбиения 
и экспериментальная оценка их эффективности. 
Задача разбиения схемы на подсхемы. Под разбиением будем понимать процесс разложе-
ния логической схемы на более мелкие подсхемы, которые называются блоками. Процедура 
разбиения используется в процессе технологически независимой оптимизации схемы, выпол-
няемой перед процедурой технологического отображения в процессе синтеза схемы, и позволя-
ет существенно сократить время процедур оптимизации, которые работают значительно быст-
рее на блоках меньшего размера. 
Задача разбиения может быть выражена в терминах теории графов. Текущим представле-
нием логической схемы является взвешенный ориентированный граф G = (V, E), каждая вер-
шина которого рассматривается как логический компонент, а дуги представляют связи между 
компонентами. Задачу разбиения можно представить как задачу распределения множества V 
вершин графа G в множестве непересекающихся подмножеств вершин {V1, …, Vp} графа 










  для i, j  {1, …, p}, i  j. Вершины 
графа имеют весовые характеристики, например сложности описания соответствующих ком-
понентов.  
Ограничения и целевые функции для задачи разбиения варьируются для каждого уровня 
применения задачи и этапа проектирования. Наиболее распространенной целевой функцией 
является минимизация числа ребер в разрезе между блоками (проблема mincut): 










                                                        (1) 
где сij – количество дуг между блоками  Vi и  Vj . 
Возможны ограничения на число блоков разбиения, число входов и выходов каждого блока, 
задержку схемы, площадь каждого блока и др. Исходя из ограничений, для решения задачи 
разбиения строится соответствующая целевая функция. 
Классификация алгоритмов разбиения. Алгоритмы разбиения по принципу работы делят-
ся на две большие группы: конструктивные и итерационные. Конструктивные алгоритмы [4, 5] 
обычно используются для формирования некоторого начального разбиения, которое может 
быть улучшено с помощью других алгоритмов. Они выполняют построение разбиения по зара-
нее заданным правилам присоединения вершин к блоку. Процесс характеризуется последова-
тельным построением блоков. Конструктивные алгоритмы обладают высоким быстродейст-
вием. 
Итерационные алгоритмы первоначально используют разбиение графа на заданное число 
блоков произвольным образом либо с помощью конструктивного алгоритма. Затем по опреде-
ленным правилам производится перестановка вершин из одной части в другую с целью мини-
мизации числа дуг между блоками. Оптимизация разбиения достигается парными или группо-
выми перестановками вершин графа между различными блоками. 
Итерационные алгоритмы принимают в качестве исходных данных множество блоков 
и список дуг между ними и генерируют улучшенный набор блоков с измененным списком дуг. 
К итерационным относятся алгоритмы групповой миграции [6–9], алгоритмы моделирования 
отжига [3, 10], генетические алгоритмы [11] и др. 
Алгоритмы групповой миграции можно отнести к наиболее ранним разработкам. Они при-
надлежат к классу алгоритмов итеративного улучшения. Целью таких алгоритмов является 
уменьшение (или увеличение) некоторой целевой функции. Алгоритмы групповой миграции 
начинаются с некоторых начальных разбиений, обычно генерируемых случайным образом. За-
тем к полученному разбиению применяются некоторые локальные изменения, чтобы умень-
шить значение целевой функции. Процесс повторяется до тех пор, пока не будет достигнуто 
допустимое качество решения. Наиболее яркими представителями этих алгоритмов являются 
KL [7], FM [8], hMETIS [9]. 
Алгоритмы, рассматриваемые в настоящей работе, можно отнести к группе конструктивных 
алгоритмов. Они позволяют выполнять процедуры оптимизации исходных описаний для логи-
ческих схем практической размерности. 
Разбиение логической схемы на подсхемы. Среди различных способов задания функцио-
нирования логической схемы важное место занимает описание ее поведения с помощью систе-
мы логических уравнений. В работе рассматриваются системы логических уравнений, пред-
ставленных в алгебраической форме.  
Дана система логических уравнений 
y1 = f1 (x1, x2, ..., xn), 
y2 = f2 (x1, x2, ..., xn), 
 ...,                                                                            (2) 
ym = fm (x1, x2, ..., xn), 
где x1, x2, ..., xn – входные булевы переменные; y1, y2, ..., ym – выходные булевы переменные; 
f1, f2, ..., fm – булевы функции.  
Требуется разбить систему (2) на подсистемы S1, S2, ..., Sk, ..., Sp так, чтобы число входных 
и выходных переменных не превышало заданных ограничений n и m и число блоков 
разбиения p было минимальным. 
Основная идея алгоритма разбиения. Подсистемы формируются последовательно в два                
этапа: 
1. Выбор стартового уравнения для подсистемы. 
2. Включение уравнений системы в подсистему с проверкой ограничений. 
Информатика. 2020. Т. 17, № 3. С. 54–63                                         57 
 
 
На первом этапе возможны различные варианты выбора стартового уравнения:  
 с максимальным числом переменных;  
 описывающее выходную переменную (от выхода);  
 содержащее максимальное число входных переменных (от входа). 
Действия на втором этапе условно можно разделить на две группы: 
 выбор уравнения для включения в подсистему; 
 проверка выполнения ограничений.  
На каждом шаге второго этапа в подсистему включается только одно уравнение. Выбор 
уравнения для включения в подсистему осуществляется исходя из следующих соображений 
(приводятся в порядке предпочтения): 
– поскольку алгоритм направлен на устранение промежуточных переменных, в первую оче-
редь выбираются уравнения, позволяющие удалять промежуточные переменные, т. е. связан-
ные с подсистемой по входам или выходам;  
– выбираются уравнения, добавляющие минимальное число новых входных переменных 
в подсистему. 
Выбранное уравнение включается в текущую подсистему Sk  (рис. 1), которая подвергается 
процедуре элиминации (устранения промежуточных переменных). Если полученная подсистема 
удовлетворяет заданным ограничениям, выбирается очередное уравнение для подсоединения. 
 
Рис. 1. Алгоритм формирования подсистемы Sk 
 
Возможны следующие варианты процедуры элиминации для подсистемы логических урав-
нений: 
 выполнять серию шагов по включению уравнений в подсистему, пока не будут достигну-
ты ограничения на число входов и выходов, затем выполнить элиминацию; 
 выполнять элиминацию при включении каждого уравнения в подсистему. 
Второй вариант требует больших временных затрат, но позволяет получить более каче-
ственное решение. 
Если ни одно из оставшихся уравнений исходной системы не может быть включено в под-
систему (без нарушения ограничений), то формирование подсистемы Sk считается законченным 
и выполняется переход к формированию следующей подсистемы.  
Если все уравнения уже включены в подсистемы, то алгоритм заканчивает работу. 
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Этап включения уравнений системы в подсистему с проверкой ограничений. Для вклю-
чения уравнения в подсистему строится множество смежных вершин для текущего состояния 
подсистемы, в которое помещаются уравнения из исходной системы, содержащие в качестве 
входных переменных выходные переменные подсистемы или в качестве выходных перемен-
ных – входные переменные подсистемы, т. е. вершины, связанные с подсистемой по входам 
или выходам. В дальнейшем изложении для обозначения уравнения используется термин 
«вершина» в тех случаях, когда система уравнений представлена в виде графа. 
Далее выполняется перебор уравнений из множества смежных вершин и делается попытка 
включения каждого из них (по очереди) в подсистему. При включении каждого уравнения в 
подсистему осуществляется проверка ограничений. Если в результате получается подсистема, 
не удовлетворяющая ограничениям на число входных и выходных переменных, то уравнение 
не включается в подсистему и рассматривается следующее уравнение из множества смежных 
вершин. Если множество смежных вершин на данном шаге оказывается пустым, то строится 
новое множество смежных вершин для текущего состояния подсистемы Sk. 
После того как будут достигнуты ограничения и закончится формирование подсистемы, вы-
полняется процедура элиминации внутренних переменных, заключающаяся в подстановке вы-
ражений для внутренних переменных в уравнения подсистемы. При этом осуществляются дей-
ствия по упрощению подсистемы, в результате которых может сократиться число уравнений 
и элементарных конъюнкций в подсистеме. 
Построение множества смежных вершин. На каждом шаге формирования очередного бло-
ка разбиения строится множество смежных вершин для текущего состояния подсистемы. В это 
множество помещаются уравнения, которые позволяют эффективно выполнить процедуру эли-
минации промежуточных переменных подсистемы.  
На рис. 2 показаны простые связи уравнения с подсистемой, когда выходная переменная 
подсистемы является входной переменной уравнения (рис. 2, а) и когда выходная переменная 
уравнения является входной переменной для подсистемы (рис. 2, б).  
 
Рис. 2. Простые связи уравнения с подсистемой по выходу (а) и входу (б) 
 
На рис. 3 изображены связи уравнения с подсистемой в виде разветвления, когда выходная 
переменная подсистемы имеется в качестве входной переменной в нескольких уравнениях 
(рис. 3, а) и когда выходная переменная уравнения имеется в качестве входной переменной 
подсистемы и нескольких уравнений исходной системы уравнений (рис. 3, б). 
 
Рис. 3. Примеры разветвлений при формировании подсистем логических  
уравнений по выходу (а) и входу (б) 
а) б) 
а) б) 
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В случае разветвлений в алгоритме возникают новые критерии при включении очередного 
уравнения в подсистему. Необходимо включать или все уравнения разветвления, или ни одно-
го, так как включение одного уравнения разветвления не позволит сократить число внутренних 
переменных подсистемы. Процедура включения очередного уравнения в подсистему является 
ключевой в алгоритме, от нее зависит качество получаемого разбиения.  
В множестве смежных вершин различают два типа вершин. Вершину, которая связана по 
входу или выходу только с уравнениями подсистемы, назовем вершиной типа А (рис. 2). Она 
может быть выходной (рис. 2, а) или входной (рис. 2, б).  
Вершину, на вход которой поступает выходная переменная подсистемы и эта же выходная 
переменная поступает на вход других вершин в сети (рис. 3, а), назовем выходной вершиной 
типа B. Вершину, выход которой поступает на вход подсистемы и, кроме этого, на вход других 
вершин в сети (рис. 3, б), назовем входной вершиной типа B.  
Множество смежных вершин разделяется на группы, которые перечислены ниже в порядке 
предпочтения просмотра: 
1) выходные вершины типа B на предмет включения всего разветвления с элиминацией; 
2) выходные вершины типа B на предмет включения всего разветвления без элиминации; 
3) выходные вершины типа А с элиминацией; 
4) входные вершины типа А с элиминацией; 
5) выходные вершины типа А без элиминации; 
6) входные вершины типа А без элиминации; 
7) выходные вершины типа В на предмет включения каждой вершины без элиминации; 
8) входные вершины типа В на предмет включения каждой вершины без элиминации. 
Предлагается множество смежных вершин просматривать несколько раз для выбора очеред-
ной вершины и включения ее в подсистему. В каждом просмотре выбираются вершины одной 
группы. 
Алгоритмы модулей. Алгоритм процедуры разбиения логической схемы на подсхемы реа-
лизуется с помощью набора модулей, каждый из которых выполняет определенные функции.  
Для построения множеств смежных вершин используются следующие модули: 
b_out – модуль построения множества смежных вершин AB_Out. В него входят выходные 
вершины типа А (рис. 2, а) и B (рис. 3, а); 
b_in – модуль  построения двух множеств смежных вершин: A_inp, в которое входят вход-
ные вершины типа A (рис. 2, б), и B_inp, в которое входят входные вершины типа B (рис. 3, б); 
b_all – модуль построения множества вершин All, не смежных с формируемой подсистемой. 
В него входят все уравнения исходной системы, которые еще не подключены в сформирован-
ные подсистемы и не смежные с формируемой подсистемой. 
Для включения уравнений из множеств смежных вершин в формируемую подсистему ис-
пользуются следующие модули: 
proc_out – модуль включения уравнений из множества AB_Out; 
proc_in – модуль включения уравнений из множеств A_inp, pB_inp; 
proc_all – модуль включения уравнений из множества All. 
В множество уравнений Equations первоначально помещаются все уравнения исходной си-
стемы, при включении уравнений в формируемую подсистему они удаляются из этого множе-
ства. 
Алгоритм build_k процедуры построения k-го блока разбиения. Алгоритм построения k-го 
блока разбиения (см. рис. 1) содержит шаги по построению множеств смежных вершин (урав-
нений) для текущего состояния k-й подсистемы (AB_Out, A_Inp, B_Inp, All) и шаги по включе-
нию уравнений из этих множеств в формируемую подсистему. 
При описании алгоритма используется следующее обозначение: include – количество под-
ключенных уравнений в подсистему (на очередном шаге алгоритма). 
Шаги алгоритма build_k: 
1. Найти в множестве Equations уравнение с максимальным числом входных переменных. 
2. include = 0. 
3. Выполнить модуль b_out. 
4. Выполнить модуль proc_out (формируется значение include). 
60                                        Informatics, 2020, vol. 17, no. 3, pp. 54–63 
 
 
5. Если include ≠ 0,  переход на шаг 2.  
6. include = 0. 
7. Выполнить модуль b_in. 
8. Выполнить модуль proc_in (формируется значение include). 
9. Если include ≠ 0,  переход на шаг 6.  
10. include = 0. 
11. Выполнить модуль b_all. 
12. Выполнить модуль proc_all (формируется значение include). 
13. Если include ≠ 0,  переход на шаг 10. 
14. Элиминация внутренних переменных. 
15. Конец построения k-го блока разбиения. 
Алгоритм partopt процедуры разбиения системы уравнений на блоки с ограничением на чис-
ло входов и выходов. При описании алгоритма используются следующие обозначения:  
inp – ограничение на число входов подсистемы;  
out – ограничение на число выходов подсистемы; 
num_eq – количество уравнений в множестве Equations, еще не подключенных в уже сфор-
мированные блоки; 
k – номер формируемого блока; 
Blockk – множество уравнений, входящих в формируемую подсистему (k-й блок). 
Шаги алгоритма partopt: 
1. Сформировать множество уравнений Equations, поместив в него все уравнения исходной 
системы. 
2. k = 0. 
3. Определить num_eq. 
4. Если num_eq = 0, переход на шаг 9. 
5. Сформировать пустое множество Blockk. 
6. Выполнить процедуру build_k. 
7. Сформировать SF-описание для блока Blockk. 
8. k = k + 1, переход на шаг 3. 
9. Конец. 
Результаты исследования алгоритмов. Рассмотренные алгоритмы были использованы при 
разработке процедур разбиения логических схем на подсхемы. Процедуры включены в ряд экс-
периментальных систем логического проектирования FLC [12], ЭЛС [13], CMOSLD [14], разра-
ботанных в лаборатории логического проектирования ОИПИ НАН Беларуси.  
Были исследованы три процедуры разбиения. Основной идеей эксперимента являлось ис-
пользование для преобразования схемы сочетания процедур разбиения схемы на блоки и даль-
нейшей логической оптимизации блоков. В качестве средства логической оптимизации выбра-
на процедура BDD-оптимизации функционального описания систем полностью определенных 
булевых функций с минимизацией числа коэффициентов разложений Шеннона с точностью до 
инверсий [15]. Выполнение процедуры разбиения на блоки позволило понизить размерность 
задачи для оптимизационных преобразований (что хорошо сказалось на времени выполнения), 
а также получить функциональные описания, схемная реализация которых даст лучшие харак-
теристики. 
Исследование проведено на примерах известной серии для оценки алгоритмов (URL: 
http://www1.cs.columbia.edu/~cs6861/sis). Для каждого примера синтезировалась схема в базисе 
библиотеки проектирования КМОП-элементов с помощью промышленной системы синтеза 
LeonardoSpectrum [16]. После завершения синтеза система LeonardoSpectrum позволяла оценить 
характеристики полученной схемы: площадь кристалла (число транзисторов синтезированного 
описания) и количество базовых ячеек. В эксперименте рассматривалась только площадь            
схемы.  
В процессе исследования для каждого примера были построены пять вариантов схемы с по-
мощью синтезатора LeonardoSpectrum. Варианты различались применением различных проце-
дур разбиения схем, выполненных перед этапами оптимизации и синтеза. Два варианта не ис-
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пользовали процедуры разбиения логических схем на блоки, а три варианта использовали раз-
личные процедуры разбиения.  
Результаты исследования представлены в таблице. Для каждого примера приведены пара-
метры схемы: n – число входных переменных; m – число выходных переменных; S1, S2, S3, S4, 
S5 – значения площадей схемы (выраженных в числе транзисторов) по разным вариантам син-
теза. Для каждой схемы определены: t1 – время выполнения BDD-оптимизации функциональ-
ного описания, не разбитого на блоки; t2 – время выполнения BDD-оптимизации функциональ-
ного описания, разбитого на блоки. 
Для сравнительной оценки получены следующие варианты решений без разбиения схемы на 
блоки: 
1. Исходная схема синтезировалась без предварительной оптимизации. Площадь получен-
ной схемы S1. 
2. Исходная схема синтезировалась с предварительной оптимизацией с помощью процедуры 
BDD-оптимизации. Площадь полученной схемы S2, время выполнения BDD-оптимизации t1. 
 
 
















Синтез схемы, полученной путем разбиения  















n m S1 S2 t1 S3 S4 S5 t2 
Apex6 135 94 1830 2110 156 1816 1862 1858 9 
C8 28 18 312 324 1,5 310 320 316 1 
Cht 47 36 680 670 1,5 656 668 668 0,7 
Count 35 168 256 256 4 256 256 256 1,2 
Dalu 75 16 1834 1396 266 2070 1876 1886 25 
X3 135 99 3462 3788 2079 3446 3514 3342 25 
term1 34 10 1044 3086 32 1034 908 1090 12 
x4 94 71 1544 2892 23 1424 1528 1488 9 
ttt2 24 21 698 766 20 658 666 654 3 
example2 85 63 850 996 8 836 848 826 3 
Кол-во лучших решений  
по площади 
– 1 8 
 
Для оценки эффективности процедуры разбиения получены три варианта синтезированной 
схемы: 
1. Процедура parti выполняла построение блоков, наполняя их уравнениями в произвольном 
порядке, например в порядке следования в исходном описании. Далее следовали BDD-оптими-
зация каждого блока, процедура устранения иерархии описания и синтез. Площадь полученной 
схемы S3. 
2. Процедура partopt_w выполняла построение блоков, наполняя их уравнениями, связанны-
ми между собой по входам или выходам. Далее следовали BDD-оптимизация каждого блока, 
процедура устранения иерархии описания и синтез. Площадь полученной схемы S4. 
3. Процедура partopt выполняла построение блоков, наполняя их уравнениями, связанными 
между собой по входам или выходам. Для каждого блока осуществлялась процедура ликвида-
ции внутренних переменных (элиминации) в полученной системе булевых уравнений. Далее 
следовали BDD-оптимизация каждого блока, процедура устранения иерархии описания 
и синтез. Площадь полученной схемы S5. 
Время t2 BDD-оптимизации для схем, разбитых на блоки, для процедур 1–3 различается не-
значительно (в таблице представлено среднее значение). 
Заключение. Результаты эксперимента показывают, что процедуры разбиения улучшают 
площадь синтезированных схем в восьми случаях из десяти. В одном случае лучшее решение 
получено при применении BDD-оптимизации к исходной схеме без использования процедуры 
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разбиения на блоки (Dalu). Один пример (Count) дает абсолютно одинаковые результаты для 
любых методов оптимизации. Для всех примеров получен выигрыш по времени оптимизации, 
разбиение на блоки для примера X3 позволило получить выигрыш по времени в 83 раза. Про-
цедуры разбиения схемы на блоки в большинстве случаев повышают эффективность выполне-
ния дальнейших оптимизационных преобразований схемы, сокращают время выполнения про-
цедур оптимизации и позволяют решать оптимизационные задачи для схем большой раз-
мерности за приемлемое время. Полученные схемные решения выигрывают по качеству. 
Разработанные алгоритмы были реализованы в виде набора процедур разбиения схемы 
в рамках экспериментальной системы логического проектирования FLC [12]. 
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