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The behavior of the autumn and winter weather pattern over Europe and Eurasia was
investigated during two periods of high and low ice concentration in September over the Kara-
Siberian sea. The ERA-Interim data set (1979-2014) and Monte-Carlo methods were used to
capture the anomalous behavior of atmospheric parameters and the statistical significance
of the impacted areas. It was found that sea surface temperature shows a statistically
significant positive anomaly at the east Siberian sea during September of the low ice years
(LIYs) possibly due to intrusion of warm water from the Bering strait due to anomalous
behavior fo the atmospheric circulation during September LIYs. Later, during October
LIYs, the open water in the east Siberian sea is exposed to cold air above and anomalous
energy flux from the ocean to the atmosphere takes place. Additionally, water vapor shows
a statistically significant positive anomaly at 1000 hPa level over the east Siberian sea while
the 850 hPa shows a minimal anomaly over the same region. Cloud cover was tested over
the same region during October LIYs, however, no statistically significant behavior was
detected. Furthermore, the geopotential height at 850, 500, and 10 hPa (stratospheric polar
vortex) were investigated for the sign of anomalous behavior. All the levels show a negative
anomaly over the east Siberian sea, however, the behavior of 850 hPa is not statistically
significant. The 500 hPa shows an anomalous behavior at 90 percent significance level and
the 10 hPa geopotential height shows a statistically significant negative anomaly over the
entire Kara-Siberian sea at both 90 and 95 percent significance levels. Additionally, no
statistically significant anomaly was detected in the behavior of the dry static and latent
energy convergence/divergence over the Kara-Siberian sea during October LIYs. In terms
of precipitation and surface air temperature, northern Europe and central Eurasia appear
to be more influenced during the high ice years (HIYs) than LIYs. Precipitation shows a
statistically significant positive anomaly over Eurasia during January HIYs and a significant
positive anomaly over Europe during February HIYs while there is no significant anomaly
during LIYs. Finally, the surface air temperature shows statistically significant anomaly
over both Europe and Eurasia during winter HIYs and LIYs, however, the well know “Warm




The Arctic ocean with an approximate area of ∼ 14 million Km2 is thought to play a
significant role in regulating the weather pattern of the northern hemisphere and Earth.
However, despite its vastness, little is known about its influence over the nearby continents
and countries (e.g. Europe, Russia) during different seasons.
It has been shown that in the past few decades the Arctic temperature has been increas-
ing faster than the global average a phenomenon known as “Arctic Amplification”. Arctic
amplification has resulted in an unprecedented rate of sea ice loss in the Arctic ocean. The
coincidence of rapid sea ice loss in the Arctic ocean and the unusually cold and persistent
weather patterns observed in northeastern United States, Europe, and Eurasia, specially,
in winter season have raised the question whether these extreme phenomena are linked to
the rapid sea ice loss in the Arctic ocean. Numerous studies have attempted to answer this
question and there appears to be a general consensus within the scientific community that
there exists a linkage between Arctic sea ice loss and the extreme weather patterns at mid-
latitudes [Kretschmer et al., 2018, Cohen, 2016, Francis and Vavrus, 2015, 2012, Overland
et al., 2011]. Regarding the sea ice loss in the Arctic ocean, a great number of studies have
paid a special attention to the Barents-Kara section of the Arctic ocean and have shown sea
ice loss in this region can alter mid-latitude weather patterns to some extent [Overland, 2016,
Mori et al., 2014, Overland et al., 2015]. However, there are disagreements amongst studies
regarding the temporal, spatial, and magnitude of these impacts [Sorokina et al., 2016, King
et al., 2016]. A significant part of this uncertainty comes from the fact that weather systems
(similar to many other natural systems) experience natural internal variabilities. (And sea
ice loss in the Arctic ocean is not an exception.) However, the temporal and spatial scale
of these variabilities is not fully understood [Chen and Zhao, 2017, Cavalieri and Parkinson,
2012].
Generally, it is thought that the Arctic sea-ice loss can impact the weather patterns at mid-
latitude through one of the following feedbacks: immediate and delayed. For a given location
such as central Siberia the response time to an immediate scenario could be as fast as a few
days to a few weeks while for the same place for the delayed scenario the response time could
be inter-seasonal.
In the immediate process, the observed atmospheric circulation anomalies are created as a
result of response to the cryospheric changes and the resulting anomalies lead to advection
of cold or warm air over different locations [Inoue et al., 2012, Hori et al., 2011].
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Figure 1: A schematic overview of the contribution of the Arctic sea ice loss to the extreme mid-
latitude weather patterns. On the left are the phenomena through which the governing components
of the mid-latitude weather patterns (i.e. storm tracks, jet streams, and planetary waves) are
altered. On the right are the natural processes that can change the governing components of
the mid-latitude weather pattern. The left-hand side factors can either directly or through their
contribution to Arctic amplification alter the regulatory components of the mid-latitude weather
pattern. Tropospheric polar vortex is the upper most component of this model which through
a feedback mechanism can alter the tropospheric and surface atmospheric parameters. [Figure
adopted from ?]
In the delayed response scenario, processes such as Arctic amplification, global climate warm-
ing, and changes in northern hemisphere cryosphere alter the storm tracks, jet streams, and
planetary waves in northern hemisphere which in turn weaken the stratospheric polar vortex.
Eventually, the weakened polar vortex will alter the troposphere and the surface below (Fig.
1).
In this study an attempt will be made to answer the question whether there is a linkage
between the Arctic sea ice loss in the Kara-Siberian sea section (60-180◦ E and 70-82◦ N)
of the Arctic ocean and the mid-latitude weather pattern. The choice of Kara-Siberian sea
was made due to the lesser-studied contribution of this region to the weather pattern of the
mid-latitude. The structure of the work will be as follows: section 2 describes the theoretical
background methods used in this work. In section 3 a summary of the data used in this work
will be presented. In section 4 results of this study will be presented along with a detailed
discussion of the findings. A special attention will be paid to the impact of sea ice loss at
Kara-Siberian section on the atmospheric circulation at lower and mid-troposphere. Finally,




2.1 Energy Budget and Radiation Balance Near the Surface
Generally, energy budget near the surface is defined as the energy received or lost by the
surface via radiation and/or turbulent heat fluxes. The following equation is a simplified
representation of the energy budget near the surface,
Es = R↑ +R↓ +H↑ +H↓ (1)
where ES is the total energy budge of the surface, R↑ is the reflected shortwave and emitted
longwave radiation from the surface to the atmosphere, R↓ is the absorbed radiation by the
surface, H↑ is the turbulent heat lost by the surface, and H↓ is the turbulent heat component
gained by the surface.
In Eq.1, the radiation and heat terms can be further divided into their building components.
The following equation shows a more detailed version of the Eq. 1
Es = RS↑ +RS↓ +RL↑ +RL↓ +HS↑ +HS↓ +HL↑ +HL↓ (2)
where RS and RL indicate the short and longwave radiation while HS and HL show the
sensible and latent heat components. Also, as in Eq. 1, the ↑ and ↓ arrows show the
direction of the energy going out and to the surface respectively.
In the context of energy budget near the surface, signs and directions play a crucial role,
however, the connection between the two can become quite confusing. In order to avoid any
confusion, the ECMWF sign/direction rule is followed where a “+” sign of any components
of the Eq. 2 shows gain of energy by the surface and a downward direction while a “−”
sign shows the loss of energy by the surface and an upward direction. For instance, heat
flux of HL↑ = −100 Wm2s is an indication of the latent heat flux leaving the surface toward
the atmosphere. And a flux of RL↓ = +100
W
m2s
indicates absorption of downward long wave
radiation by the surface. Figure 2 shows a schematic view of the energy budget near ice
surface.
The short wave radiation terms (RS↑ + RS↓) become quite weak over the Kara-Siberia sea
during autumn and winter. So, this term does not have significant contribution during these
months. However, it will be included in the total energy budget.
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Figure 2: A schematic view of different energy budget component at an ice surface [Credit: Arndt
[2016]]
2.2 Energy Transport
Energy transport in earth’s climate system is the result of cooperation between oceans and
atmosphere. This cooperation reaches its peak value of 5.5 PW (1 PW = 1015 W) at 40 N/S
Yang et al. [2015]. Generally, the atmospheric heat transport (AHT) is the dominant mech-
anism in poleward of 30 N/S and oceanic heat transport (OHT) is the dominant mechanism
in the tropical region.
2.2.1 Atmospheric Energy Transport
Energy in the atmosphere is transported through air mass motion. It is worth noting how
this energy enters the atmosphere in the first place. In its simplest form, the difference
between the net heat flux at the top of the atmosphere (TOA) and at the surface is the







(Ft − Fs)R2e cosφdλ (3)
Where Eatm, Ft, Fs, Re, λ, and φ are total energy in the atmosphere, heat flux at TOA, heat
flux at the surface, radius of the Earth, longitude and latitude respectively. AHT mechanism
can be further divided into two components: dry static and latent energy components. In
7
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the following, these two components will be discussed in more details.
2.2.2 Dry Static and Latent Energy
Atmospheric heat transport is a simple yet very powerful tool in explaining large scale
atmospheric phenomenon around the globe [Graversen et al., 2011]. As stated earlier, energy
transport in the atmosphere is the result of air mass motion. There are two key words in
this statement: air (mass) and motion. The former is a scalar while the latter indicates
velocity where the vector property of velocity can be used to find the direction of the motion.
Although air mass is a scalar it still has important properties such as energy. There are two
types of heat energy that can be associated with an air mass depending on the water content
of the air mass: dry static and latent energy. Dry static energy is the heat content of an air
mass with zero water/vapor content while latent energy depends on the water/vapor content
of the air mass. Using dry static and latent energy one can define a useful atmospheric
parameter called “moist static energy”. It can be computed via the following equation
h = cpT + qvL+ gz (4)
where cp is the heat capacity of the dry air mass at constant pressure, T the temperature, qv
the specific vapor value, L the latent heat of vaporization of liquid water, g the acceleration
of gravity and z the altitude. Equation 4 is the result of the sum of three energy terms.
Regarding this equation, an air parcel at temperature T, humidity q, and height z with
respect to a reference point (usually the Earth surface) contains a specific amount of energy.
Conservation of the moist static energy through atmosphere under adiabatic and hydrostatic
transformation is what makes this parameter very appealing to use [JunIchi and P., 2017].
Earlier it was discussed that energy transport is based on two key components: air mass
and motion. Having found the energy content of an air mass, one can combine the energy
component and velocity of an air mass to find the exact value of the energy transported across
different longitudes and latitudes at different altitudes. Thus, the total vertically integrated
meridional and zonal energy transport components in the atmosphere can be approximated
respectively as follows
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where u = (u, v) is the horizontal wind with v as the meridional (northward) and u as the
zonal (eastward) components, η is the vertical hybrid coordinate used in the ERA-Interim
reanalysis (see Sec. 3), and the rest of the parameters are similar to the ones in Eq. 4.
The Jλ and Jφ components together form the total energy transport vector. On the other
hand, it is well know that the divergence of a vector will reveal information on the divergence
and convergence property of the vector. Here, a similar approach can be taken to investigate
at a gien location whether horizontal energy transport converges or diverges at that point.
The following is the energy divergence equation at a given longitude and latitude










where Re os the Earth’s radius, λ longitude, and φ is the latitude.
It needs to be noted that for the purpose of this work during the rest of this work a slightly






















where g is gravity, v(u, v) is the horizontal wind with v as the northward and u as the
eastward component, cp is the specific heat capacity of moist air at constant pressure, T
is temperature, z is geopotential height, p is pressure, L is the specific heat of condensa-
tion/evaporation, q is the specific humidity and η is the vertical hybrid coordinate used in
the ERA-Interim reanalysis.
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2.3 Atmospheric Circulation
Atmospheric circulation is a large scale mechanism by which energy is distributed across
the planet at different latitudes and longitudes. The large-scale circulation is accomplished
through three smaller-scale components: Hadley cell, Ferrel (mid-latitude) cell, and polar
cell at both norther and southern hemispheres.
2.3.1 Hadley Cell
The Hadley cell is closed circulation loop that extended from equator to 30-40 latitude.
Solar insulation energy is at its maximum at the equator. The resulting radiation causes
surface heating at large scale which in turn leads to deep air convection to upper atmosphere.
The convection process leaves a low pressure region at the surface. The air mass at higher
altitudes moves toward the poles (due to pressure difference). As the air mass moves toward
poles it cools and converges at 30-40 latitudes. The convergence of the air mass at higher
altitudes, also, creates a high pressure region at the surface at this latitudes. Finally, the
cooler air moves along the surface toward the equator to balance the low pressure region
that was created due to deep convection. These processes form the closed circulation of the
Hadley cell.
As stated in the previous paragraph, the existence of low pressure areas in the equator and
high pressure areas in the 30-40 latitude results in a pressure gradient force from high to low
pressure regions. As the air mass starts to move from high pressure regions to low pressure
regions the Coriolis force takes effect and the air mass is deflected to the right of its motion.
This results in an easterly (from east to west) wind close to the surface and westerly (from
west to east) wind in the upper atmosphere in the Hadley cell.
2.3.2 Ferrel Cell
Ferrel cell, similar to Hadley cell, is a closed atmospheric circulation loop that extends from
30-40 to 60-70 latitudes. Unlike Hadley and polar cells Ferrel cell is not direct result of
solar insulation at the surface but rather a response to the ongoing wave activity. Therefore,
circulation, in this cell is weaker than that of the Hadley and polar cells. Thus, the driv-
ing force, and the resulting atmospheric circulation, is noticeably weaker. The interaction
between polar cell and Ferrel cell at 60-70 latitude lifts air to the upper atmosphere leaving
behind a low pressure area at the surface at this latitude. The lifted air moves toward the
10
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equator. While it moves toward lower latitudes it cools and it sinks at 30-40 latitude (see
Hadley cell). Similar to Hadley cell the pressure difference between the high and low areas
within the Ferrel cell creates a pressure gradient force the tends to move the air mass from
high to low pressure region. Deflection of the air mass due to the effect of Coriolis force
creates a westerly wind on the surface and an easterly wind in the upper atmosphere within
the Ferrel cell at mid-latitudes.
2.3.3 Polar cell
Polar cell is extended from 60-70 latitude to 90 in both poles. Air is lifted to the upper
atmosphere at 60-70 latitudes and moves toward the poles and it cools and sinks at the
poles. At higher altitudes, winds are easterly. However, at the poles the air sinks and
creates a region of high pressure at the surface. Then this air mass moves toward the 60-70
low pressure area as a direct result of pressure gradient force. Following this motion and due
to Coriolis force westerly wind form at the surface.
2.3.4 Jet Stream
Jet streams are direct result of conflict between pressure gradient force and Coriolis effect
at upper atmosphere where the geostrophic wind condition is valid. As discussed above, the
air mass under the influence of pressure gradient force will move from high to low pressure
regions. However, due to Coriolis force its motion is deflected until there is a balance between
the two forces. This balance causes a deflection of wind toward right (in the northern
hemisphere) and left (in the southern hemisphere). There are several jet streams in action
at different latitudes and altitudes. Polar jet stream at northern hemisphere circulates at
60-70 (and altitude of 8-12 km), and the sub-tropical jet stream around 30-40 (at altitudes
of 14-16 km) at northern hemisphere. Typically, 250 mb and 100 mb pressure level maps
represent the spatial and temporal evolution of the polar and sub-tropical jet streams.
2.3.5 Geostraphic Balance
In order to explain the geostraphic balance, the following forces are needed: gravitational,
pressure, friction, and the Coriolis force (an apparent force). These forces can horizontally
interact with an air parcel (an element of air).
A moving object in a rotating system will experience the well known apparent force called
11
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Coriolis force. An air mass with velocity V will experience the same force under the following
governing equation
C = f ×V (8)
where C is the Coriolis vector, f is the Coriolis parameter given by f = 2ωsin(θ), and V is
the velocity of an object.
In order for an atmosphere to be in hydrostatic balance, the pressure gradient in vertical





Equation 9 is the hydrostatic equation. It should be noted that the negative sign in the equa-
tion shows that pressure and height follow opposite behavior (increase in height corresponds
to decrease in pressure).

















where the direction of this pressure gradient is from high to low pressure.
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where τ is the vertical component of the shear stress (with units of N m−2).
Using the horizontal force components, the time derivative of the horizontal velocity for an





∇p− fk×V + F. (13)
Typically, the magnitude of the horizontal acceleration experienced by an air parcel in large
scale wind systems (e.g. extra-tropical cyclones) is one order of magnitude smaller than that
of experienced due to Coriolis force. Also, in the free atmosphere where the friction effect
over an air parcel is insignificant, the Eq. 13 can be approximated to the following equation
1
ρ
∇p = −fk×V. (14)
Equation 14 is called Geostrophic approximation. It shows that under certain conditions,
Coriolis force is the only force that can balance the pressure gradient force. The followings













In the northern hemisphere in order for the pressure gradient and Coriolis force to balance
one another, the geostrophic wind must blow parallel to the isobars. This way, the high
pressure system would be on the right and the low pressure system would be on the left
side of the air stream. Consequently, the wind flow around a low pressure system would be
cyclonic and anticyclonic around a high pressure system (Fig. 3)
2.3.6 Geopotential Height
Geopotential (Φ) can be defined as the amount of work that has to be done to raise a mass
of 1 kg against the Earth’s gravity from sea level to a point at a certain height (z). It has
the unit of J kg−1 or m2 s−2. In a mathematical form this transport from z to z + dz can
be written as
13
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Figure 3: The direction of geostrophic wind around a high and low pressure system. Pressure
gradient is from high to low and the Coriolis force acting as a balancing force and the geostrosphic
wind is parallel to the isobars. [Credit: Wallace and Hobbs 2006]




where the Φ(0) is the work done at level pressure where it is equal to zero. Thus, geopotential
height only depends on the height between the initial point and the final point. This height















Measuring atmospheric parameters at different locations is not always possible. However,
advances in numerical forecast models of weather systems have made it possible to acquire
information on weather conditions of the remotest places with an acceptable level of accuracy.
These models are, usually, based on “data assimilation” technique. In this technique, a
numerical weather model is run with an initial set of observational values. After a fixed time
interval, the output values of the model are compared with the a new set of observational
values (acquired at the same time). The validity of the model is checked and the input values
of the model are updated with the new set of observational data and this process is repeated.
This way a through map of atmospheric data over the entire globe can be constructed.
Furthermore, old and present day sets of data can be fed into the data assimilation algorithms
to construct a global map of atmospheric data that can capture global climate change for an
extended period of time. The application of data assimilation technique to old sets of data
to monitor the evolution of the atmospheric parameters is called “reanalysis”.
3.2 ERA-Interim
ERA-Interim is the latest global atmospheric reanalysis of its kind (after ERA15 and ERA40)
developed by the European Centre for Medium-Range Weather Forecasts (ECMWF). This
model is based on a climate reanalysis data set that has been generated with a sequential
data assimilation scheme, advancing forward in time and receiving new set of data every 12
hours. In each cycle the new observations are combined with the output values of the model
to forecast the evolution of the climate model. The observational data form a wide range
of atmospheric parameters such as temperature, pressure and wind at different altitudes,
and surface parameters such as rainfall, soil moisture content, and sea-surface temperature.
The spatial resolution of the data set is approximately 80 km on 60 vertical levels from the
surface up to 0.1 hPa [Dee et al., 2011]. The ERA-Interim spans a time interval of 1979
to present and it is continuously updated in real time (i.e. once per month) though for the
purpose of this work data reanalysis from 1979 to 2014 was used.
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3.2.1 Model grid box and time step
Generally, weather and climate models are based on discretized equations of fluid dynamics
(e.g. continuity) coupled with models of other physical phenomenon such as radiation.
Due to the discretized nature of these models, their outputs show the value of atmospheric
parameters at separate locations. The distance between these discrete point usually shows
that resolution of these models. ERA-Interim uses an 80 km models resolution. That means
the distance between two discrete points in ERA-Interim is 80 km. Generally, models will
not be able to pay attention to any atmospheric phenomena at distances below their defined
distance between two discrete points. The discretization can happen at horizontal (i.e. east-
west and south-north), vertical, and in time.
Horizontal Discretization
In horizontal, the discrete points run in two different directions; west-east and south-north.
The result is a 2D surface called “grid” and the comprising discrete points are called “grid
points”. If the distance between grid points in a grid is kept constant (i.e. square) it is a
regular grid while if it varies, it is called an irregular grid. In case of a regular 2D grid, the
created square area by the grid points on the corners is referred to as the “grid box” (see
Fig. 4 for an illustration of the constructed grid box in ERA-Interim model).
All of the atmospheric parameters calculated by the numerical models are attributed to the
grid boxes where each grid box represents an area of 80 × 80 km (in ERA-Interim). For
instance, a 2m temperature of 10 Kelvin associated with a grid box, represents the surface
temperature of the entire area covered with that grid box which in turn the box is enclosed
by a pair of longitudes and latitudes.
Vertical Discretization
A similar approach to spatial discretization can be taken, however, this time a one dimen-
sional height discretized levels will be implemented. Vertical dimension in the ERA-Interim
model is defined by an eta (η) coordinate (Fig. 5). In the eta coordinate, pressure is a
function of surface pressure and two time-independent coefficients a and b where these co-
efficients are a function of height. The following shows the pressure as a function of surface
pressure, a, and b.
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Figure 4: A schematic view of the grid points in 2D horizontal grid. [Credit: ECMWF]
pk(λ, φ, t) = ak + bkPs(λ, φ, t) (18)
Where k is the vertical index, λ longitude, φ latitude, t time, and Ps is the surface pressure.
The above equation plays a significant role in computing the vertical integrals, derivatives,
and interpolation schemes. Also, 18 is used in computing geopotential height which is a
finite difference form of derived fields.
Time Discretization
Generally, weather and climate models return their outputs at fixed time intervals (e.g. 00:00
or 12:00). These models use smaller discrete time intervals called “time step” to advance
through time and reach the time at which the outputs must be returned. This process is
repeated until the end of the simulation has reached. Usually, the length of time steps varies
from a few minutes to half an hour depending on the model and the purpose of the model.
17
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Figure 5: A schematic comparison of the eta and pressure levels in ERA-15 (red lines), ERA-40
and ERA-Interim (blue lines). The number of eta levels has increased from 31 in ERA-15 to 60 in
ERA-40 and ERA-Interim. [Credit: ECMWF]
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Figure 6: A schematic view of the time steps in the analyses and forecast datasets. [Credit:
ECMWF]
3.2.2 Dataset in ERA-Interim
Generally, ERA-Interim datasets fall into one of the following categories: analyses, forecasts.
The analyses dataset is comprised of data outputs of the ERA-Interim model on a daily basis
and four times per day at 00:00, 06:00, 12:00 and 18:00. On the other hand, for a given time
interval the forecast datasets can be reached on different time steps (for example for the
interval 00:00 and 12:00, time steps can be set to 3, 6, 9, and 12-hour steps, and more, into
the future). Figure 6 shows a schematic view of the similarities and differences between the
two data sets.
3.2.3 Instantaneous and Accumulated Parameters
All the atmospheric parameters in the analyses dataset and many of the parameters in
forecast datasets (e.g. Temperature and pressure) belong to the instantaneous class of data.
It should be noted that here instantaneous doe not mean at very short time steps (e.g.
seconds) but it refers to the 30-minute time steps of the ERA-Interim model. In addition
to instantaneous data type, a second class of data called accumulated exist. Only forecast
values fall into this class data. Depending on the value of the forecast time step, the values
of the atmospheric parameters are accumulated at each time step and is output at the end
of each time step. Precipitation and radiation fluxes are two examples of such data class.
3.2.4 ERA-Interim: monthly means
The followings are four different types of monthly means in ERA-Interim:
19
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 Synoptic Monthly Means (mnth), where the average is taken at four synoptic hours of
00, 06, 12, and 18 UTC for the analyses data or at 3, 6, 9, 12 time steps of the 00 and
12 UTC of the forecast data.
 Monthly Means of Daily Means (moda): this average is only taken at synoptic hours
of 00, 06, 12, and 18 UTC for the analyses data and the instantaneous parameters of
the forecast data.
 Monthly Means of Daily Forecast Accumulations (mdfa): this average is similar to
“moda” except the average is taken over the accumulated parameters such as radiation
and precipitation.
For the purpose of this work “moda” and “mdfa” were used. See table 1 for a more detailed
view of the different types of parameters used in this work.
3.3 Data Types
Table 1 shows a list of the atmospheric parameters that were used in this study. This table
does not provide the entire details of each individual parameter but only the ones that are
relevant to this study. As a good practice, the reader is advised to use the “parameter ID”
column in each row to see a more detailed overview of each parameter in the “Parameter
Database” section of the ECMWF website 1.
The followings are short notes on some of the parameters in the table.
- For all parameters the monthly means were used except the dry static and latent energies.
- In order to find the total precipitation convective precipitation, Convective snowfall, large-
scale precipitation, and large-scale snowfall were added together.
- In order to find the cloud cover the vertical integral of total column liquid cloud water and
vertical integral of total column frozen cloud water (referred to as the liquid cloud water and
frozen cloud water in the table) were added together.
- To find the total energy budget at the surface surface net solar radiation, surface net thermal
radiation, surface sensible heat flux, and surface latent heat flux were added together.
- The ECMWF website states that “by model convention downward fluxes are positive”.
1https://bit.ly/2Ij9rJ4
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- Radiation and heat flux parameters (all together 4 parameters) were divided by 86400 s to
convert their values from J m−2 to W m−2.
- Dry static and latent energy were not taken from the ERA-Interim directly but they were
computed using Eq. 5 (see Sec. 2).
Name Short Name Units Parameter ID
Sea-ice cover ci (0 - 1) 31
Specific humidity q kg kg−1 133
Sea surface temperature sst K 34
Convective precipitation cp m 143
Convective snowfall csf m of water equivalent 239
Large-scale precipitation lsp m 142
Large-scale snowfall lsf m of water equivalent 240
liquid cloud water — kg m−2 —
frozen cloud water — kg m−2 —
Geopotential z m2 s−2 129
Surface pressure sp Pa 134
2 metre temperature 2t K 167
Surface net solar radiation ssr J m−2 176
Surface net thermal radiation str J m−2 177
Surface sensible heat flux sshf J m−2 146
Surface latent heat flux slhf J m−2 147
Dry static energy — — —
Latent energy — — —
Table 1: Table of the atmospheric parameters used in this study. Notice that the
3.4 Monte Carlo Simulation
The main part of the analysis in this study is to capture the anomalous behavior of the
atmospheric parameters and, further, to find the statistical significance of the anomalous
behaviors. Since this study is based on a climatological sample (1979-2014) and sub samples
of the climatological sample, Monte-Carlo method seems to be an appropriate choice in
finding the statistical significance of the anomalous behaviors.
The essence of the Monte-Carlo methods is based on repeated random sampling in which
a series of randomly selected samples (from the parent sample) are compared against their
parent sample to check whether a certain condition is met. (In this study the checking step
happens at every single grid point.) In this study the focus is on anomalous behavior of
atmospheric parameters. In this study, in order to find anomaly, the climatological average
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was subtracted from the average of the subsamples. The result is the deviation from zero
value at each grid point. Therefore, for example, the behavior of an atmospheric parameter
is said to be significantly different from zero at a confidence level of 95 percent if less than
5 percent of the grid points at randomly selected subsamples have a value larger than that
of the original sample. The repeated random sampling step can be done as many time as
needed. In this study the number of iteration is set to 5000. This means that 5000 subsamples




The aim of this work is to investigate a possible linkage between summer SIC extent at
Kara and east Siberian Seas (KSS) and the weather pattern over the European continent
and Eurasia. (Here sea ice concentration is defined as any grid cell with more than 15%
ice content.) To probe this possible linkage, different atmospheric parameters and their
correlations will be investigated in the following sections. Also, in order to avoid unnecessary
repetition and confusion, the following abbreviations will be used throughout the rest of this
work (see table 2).
Abbreviation Complete form
KSS Kara and east Siberian Seas
HIYs A period of high SIC over KSS during September
LIYs A period of low SIC over KSS during September
CC Cloud coverage
EE Europe and Eurasia
LWD Downward Long Wave
SAT Surface Air Temperature
SIC Sea Ice Concentration
SST Sea Surface Temperature
Table 2: Table of abbreviations that will be used in this section.
The findings of this study will be presented and discussed in the following order. First, sea
ice loss and the possible mechanisms behind it will be discussed (e.g. wind forcing and sea
surface temperature). Next, the anomalous behavior of several atmospheric parameters with
a focus on SAT, precipitation, and latent energy divergence/convergence will be investigated.
Finally, in the last section, an attempt will be made to provide an explanation for the
observed behavior of the investigated atmospheric parameters and their possible linkage.
4.1 Sea Ice Concentration over Kara-Siberian Sea
In order to explore a possible connection between summer SIC over the KSS and EE weather
pattern, it was decided to compare the behavior of the atmospheric parameters during years
with unusually high and low area of SIC over the KSS in their summers (i.e. HIYs and
LIYs ). It was found that the SIC over KSS reaches its lowest during August (see Fig. 8),
however, September SIC was selected since the difference between SIC in HIYs and LIYs in
September is higher than that of the August. Also, the selected set of HIYs and LIYs are
identical in September and August, except for one year.
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Figure 7: In order to find years with anomalously high and low SIC over KSS a curve was fit (red
line) to the SIC index time series (blue line) and the fit was subtracted from the time series. The
residual line (in green) shows the diversion from the average at each year. One standard deviation
(dotted line in purple) was used to select years with anomalously high and low SIC.
Next, in order to find years with lowest and highest SIC in September, the climatological
time series of the SIC index over KSS was made. It is important to notice that the SIC
index does not give us any information regarding the shape or thickness of the sea ice but
only the fraction of ice in each grid point and it extends from 0 to 1 where 0 shows no sea
ice cover and 1 shows full sea ice cover in each grid cell.
The time series covers an interval of 36 years (1979-2014). It is clear that the SIC follows
a decreasing trend towards the year 2014. The next step is to find the best fit to the data
sample. For a time series with a straight line behavior (i.e. slope of zero) the process of
finding the best fit can be achieved, simply, by finding the average value of the time series.
However, as a result of the strong decreasing trend the behavior of this time series is far
from a straight line and this trend introduces a bias to the data since most of the years
toward the end of the time series will fall below the average value. This bias results in an
underestimation of the number of high years and overestimation of the number of low years.
In order to neutralize the effect of this trend, the data need to be detrended. To do so,
a second degree polynomial was fit and subtracted from the original data. What is left is
the detrended data from which the high and low years were selected. To select HIYs and
LIYs, 1 σ standard deviation was used as a threshold. The choice of 1 σ was the result of a
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compromise between making a statistically meaningful sample of years while only retrieving
true LIYS and HIYS. Table 3 shows years at which the SIC index is at its highest or lowest




Table 3: Both high and low years during which the 1σ condition of the SIC index was met.
Using 1σ condition, the low ice years of 2005, 2007 and 2012 were captured. Also, a closer
look reveals that the choice of threshold has resulted in a fair distribution of the years with
half of the LIYs before 2000 and the other half after 2000. A similar behavior can be seen
in HIYs.
In order to have a better picture of the SIC index over KSS during the selected years, a map
of the summer SIC (during September) over the entire Arctic region was made (Fig. 8).
It is clear from the map that the KSS is almost deprived of SIC during its low state. On
the contrary, in its high state, most of the Siberian sea is covered with ice. However, Kara
sea shows a lack of ice coverage even during the high years. Looking at the climatological
average, the Kara sea is almost ice free during September. Therefor, it is possible that any
linkage between SIC over the KSS and EE weather pattern is more connected to Siberian
sea than Kara sea since there is a noticeable change in SIC over Siberian sea in HIYs and
LIYs (see Fig. 8-d).
4.2 Energy Budget at the Surface
A number of studies have investigated the impact of radiation and turbulent heat fluxes at the
surface over the Arctic region [Cao et al., 2017, Kapsch et al., 2016, Meiji et al., 2008]. Energy
imbalance at the surface in the Arctic ocean has been suggested as a contributing mechanism
behind the Arctic warming by affecting the surface and atmosphere through gain and loss of
anomalous values of energy. For instance, Cao et al. [2017] have used a long-term (1984-2014)
spatially complete satellite data to investigate how downward longwave (LWD) radiation,
water vapor, cloudiness are connected and what their contribution to Arctic warming is.
They find that there is a strong correlation between increased water vapor and cloudiness
and LWD in winter and spring time. In a different study, Yiyi et al. [2016] focused on 16-year
trends of Arctic springtime cloud and radiation properties on September sea ice retreat and
found a positive correlation between LWD and springtime cloud. On the other hand, Joseph
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Figure 8: Summer SIC over the KSS at four different states; high (a), low (b), average (c), and
low - high SIC state (d). The red green shading shows the SIC while the red and blue shadings
show the difference between SIC in low and high SIC states. Also, the area enclosed by red dashed
lines show the KSS. 26
4.2 Energy Budget at the Surface 4 RESULT
Figure 9: The behavior of SIC and 2m temperature over KSS during HIYs and LIYs. It is apparent
that there is a significant difference between SIC during September and October. However, from
October to November this difference decreases rapidly due to higher temperatures of the KSS at
LIYs. Red dashed (line) and green dashed (line) show the 2m temperature and SIC during LIYs
(HIYs) respectively.
and Michael [2016] found that despite anomalous advection of warm and moist air to Arctic,
summer time outgoing longwave radiation (OLR) of 1-4 Wm−2 act as a cooling mechanism
against Arctic warming.
It is well known that ice cover over ocean acts as an insulator and prevents water from losing
or gaining energy. A possible positive energy imbalance (increase of energy more than the
average value) for an extended period of time will eventually result in ice thinning or loss
processes. Therefor, the insulating criteria of water will weaken and the ocean water below
will, finally, start exchanging heat with the atmosphere above through different energy loss
and gain mechanisms (e.g. latent, sensible, longwave radiation).
In order to explore the energy budget behavior of the surface and the impact of radiation
on energy budget, SIC-2m temperature and energy budget components were plotted (Fig. 9
and 10). Figure 9 shows the behavior of SIC index and area weighted 2m temperature over
KSS. A significant difference in SIC index is apparent in September and October which is the
direct result of the selection procedure (see section 1.1 for further details). However, from
October to November this difference decreases remarkably and the sea ice restores noticeably
faster in LIYs.
The fact that KSS’s SIC increases rapidly in LIYs indicates that water must be losing a
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Figure 10: Area weighted average total energy budget anomaly and some of its components over
KSS. It is clear that in October and November the surface is losing (gaining) energy during LIYs
and HIYs, relative to climatological average, respectively. From September to October the surface
loses (gains) energy during LIYs (HIYS) due to its higher (lower) than average temperature. Note
that the shortwave radiation is included in the total energy budget but not as a separate component.
Solid line and dashed lines show HIYs and LIYs respectively. The thin cyan line shows the zero
value. Also, negative and positive values show loss and gain of energy by the surface.
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substantial amount of energy compared to its counterpart in HIYs. Also, it needs to be
noticed that the temperature over KSS in LIYs is about 3  warmer than HIYs in October,
however, this temperature difference is reduced during transition from October to November
until they both have nearly identical temperatures in November.
To investigate energy budget anomaly of the surface over KSS, the total radiation and heat
flux balance were plotted for Autumn and Winter months (Fig. 10). There are several
noticeable features and an attempt will be made to provide a detailed discussion on these
features.
The first feature is the discernible dichotomy in the behavior of the total energy budget
of the surface with positive values during HIYs and negative values during LIYs. Such
dichotomy reveals that the rate of energy loss from the surface during LIYs on average is
higher (more negative) than that of the surface during HIYs. Consequently, the average
energy subtraction results in two different patterns of positive and negative values for HIYs
and LIYs respectively.
To further explain the observed behavior of the energy components at the surface, it is
assumed that the sea surface temperature does not change considerably (due to high heat
capacity of the water) during autumn and winter. Since the sea surface temperature (SST)
and surface air temperature (SAT) are close, the temperature gradient between them is also
small. As a result of the small temperature gradient between them, there is less energy
transport between atmosphere and ocean. And that explains the small discrepancy between
the total energy budget of the surface in September during LIYs and HIYs. However, as
the SAT decreases during autumn the temperature gradient between ocean and atmosphere
increases. Consequently, the temperature gradient between them increases and there will
be an energy flux from ocean (source with higher temperature) to atmosphere (source with
lower energy) the result of which can be seen in Fig. 10. The resulting energy loss of the
surface will lead to ice formation and a subsequent increase in sea ice coverage (Fig. 9).
Interestingly, from October to November, there is a decrease between the total energy budget
of the surface at HIYs and LIYs while there is an even bigger temperature gradient between
atmosphere and ocean. This apparently contradictory behavior can be explained by minimal
SIC difference during HIYs and LIYs at November. The existing sea ice acts as an insulator
between the ocean water and atmospheric air and reduces the energy flux significantly. Fi-
nally, from November to December, a rather distinct behavior is observed during HIYs and
LIYs, where in the former, the total energy anomaly decreases and approaches the clima-
tological value while the latter shows no changes in total energy anomaly during transition
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from November to December. The resulting constant behavior of the total energy anomaly
of the surface during LIYs is due to increasing (decreasing) energy loss (gain) of the surface
through infrared radiation and heat turbulent fluxes respectively.
A closer look at the components of the total energy anomaly of the surface at Fig. 10 gives
a better insight into the contribution of each component to the energy budget of the surface.
It needs to be noted that the net shortwave radiation is included in the total energy budget
but not as a separate component in the plot. This is due to the fact that the impact of
net shortwave radiation on the surface reduces significantly (specially at higher latitudes)
as autumn and winter months approach. A variation in longwave radiation component of
the HIYs is distinguishable compared to LIYs where all components follow a rather similar
pattern. Such increase in longwave radiation can usually be attributed to higher ice concen-
tration (resulting in less energy to be radiated to the atmosphere) or a sign of presence of
cloud coverage over the region. Clouds can block and absorb the incoming shortwave and
emit back in longwave radiation.
Although these plots show anomalous behavior of the energy budget, they still cannot provide
any information on the statistical significance of the area they are affecting. It is not clear
what fraction of these patterns is an exclusive behavior of energy budget during these specific
years (i.e. LIYs and HIYs; table 3) and what fraction is the natural behavior (regardless
of the choice of years). To overcome this problem, it was decided to indicate the statistical
robustness of these anomalies using a Monte-Carlo (MC) approach (see Sec. 3 for more
details on MC technique). In order to focus the attention of this study on the linkage
between SIC and weather pattern over ENE, only months (either in low or high years) with
anomalies that meet the following conditions are shown and discussed,
i ) anomalies are statistically significant (i.e. 90 and 95 percentile),
ii ) anomalies cover an extended area.
Regarding these two conditions, fig. 11 shows October and November anomaly plots after
running MC with 5000 iterations and superimposing 90 and 95 significance levels. It is
evident that both sets of years show two distinct pattern over the KSS with positive energy
budget anomaly during HIYs and statistically significant negative energy budget anomaly
during LIYs. These results are consistence with the total energy budget anomaly plot (see
Fig. 10).
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Figure 11: Total energy budget anomaly of the surface northward of 70 latitude. The dashed line
shows the area of study (KSS). The green and yellow solid lines show the statistical significance of
90 and 95 percent levels respectively. The distinct negative and positive anomalies of the energy
budget is clear in October and to a lesser extent September and November. Surface is losing
(gaining) energy at a considerable rate during October and November LIYs (HIYs) respectively.
Negative values show an upward direction of the energy (i.e. energy loss by the surface) and positive
values show a downward direction of the energy (energy gain by the surface).
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4.2.1 Water Vapor
Water vapor can accelerate sea ice loss process significantly [Kim and Kim, 2017, Wenchang
and Gudrun, 2016, Woods and Caballero, 2016, Michael et al., 2015]. Zhong et al. [2018]
studied two sources of moisture supply for the Arctic warming over the Barents-Kara seas.
They found that in a time interval of 37 years (1979-2015) about 57.3% of the water vapor is
provided through meridional/poleward transport from lower latitudes and 35.4 % is provided
locally. Also, they find that the negative Arctic oscillation-like pattern tend to reduce the
advection of water vapor from lower latitudes (external sources). However, the same pattern
favors the local evaporation. Wenchang and Gudrun [2016], in a different study, direct their
attention to the impact of extreme daily springtime moisture transport events into the Arctic
region via Atlantic sector (Atlantic longitudes). They find that the blocking weather pattern
over the north Atlantic is the deriving force behind the intrusion of water vapor into the
Arctic region. On the other hand, similar to the findings of Zhong et al. [2018], Wenchang
and Gudrun [2016] find that the negative north Atlantic oscillation pattern rarely coincides
with these extreme water vapor transport events.
In order to have a better understanding of the water vapor content of the atmosphere over
the KSS, geospatial plots of water vapor as a function of pressure levels were made (Fig. 12).
It is evident that in September, October, and November during both HIYs and LIYs (except
October HIYs and LIYs) water vapor shows a statistically significant positive anomaly over
KSS. Interestingly, there is a distinct behavior between the LIYs and HIYs water vapor
pattern specially discernible at 1000 mb level, that is the anomalous behavior during LIYs
happens over the east Siberian sea while during HIYS this pattern is most pronounced over
the Kara sea. This behavior can partially be explained based on the distribution of energy
budget anomaly and SST at this region. The are of the strong positive water vapor anomaly
pattern during September LIYs matches well with that of the SST in the same month (see
Fig. 14-b) a sign that warmer SST directly (and mechanisms responsible for warmer SST
indirectly) is the driving force behind water vapor anomaly during September LIYs. On
the other hand, the October LIYs pattern agrees well with energy budget anomaly at the
surface during the same time (October LIYs). A closer look at Fig. 11-d and Fig. 10 shows
that during October LIYs the surface looses substantial (anomalous) amounts of energy
in the form of latent energy (along with sensible and longwave radiation energies). This
loss of energy is a direct result of water evaporation from the surface toward atmosphere.
Consequently, the anomalous evaporation leads to an anomalous updraft of water vapor
toward atmosphere and, accordingly, the observed patterns (Fig. 12-d). It is very likely that
a similar explanation (i.e. energy budget anomaly at the surface) can be able to explain the
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observed result in Fig. 12-a, however, the positive anomaly of water vapor in September
HIYs is less strong compared to what is seen in September LIYs which can be a result of
the less strong energy budget anomaly at the surface during the same time (see Fig. 11-a).
Despite the statistically significant behavior of the water vapor during November HIYs (12-
b), the surface energy budget shows anomalously positive values during this month a sign
that the surface is gaining energy rather than loosing (Fig. 10 and 11-c). Also, the SST
does not show statistically significant positive anomaly during November HIYs (Fig. 14-e).
Looking at Fig. 17-g there seems to be a minimal latent energy convergence anomaly during
this time. However, this anomaly is insignificant which makes it unlikely to be responsible
for the observed anomaly over the KSS (Fig. 12-e and Fig. 17-g). Nonetheless, further
analysis is required to explain the observed behavior of the water vapor during November
HIYs.
Given the results in Fig. 12, it appears that most of the contribution to the water vapor
anomaly over the KSS is the result of local (Fig. 14 and Fig. 11) rather than external forcing
(Fig. 17), specially, during September and October.
4.2.2 Cloud Coverage
It is widely accepted that cloud coverage (CC) can positively contribute to sea ice loss
process by absorbing and radiating the longwave radiation back to the surface leading to an
enhanced longwave radiation feedback [Yiyi et al., 2016, Kapsch et al., 2016, 2013, Semmler
et al., 2012]. As a result of this process, the surface cannot lose energy and cool compared
to when with sky is clear. In this section CC and its possible contribution to the observed
energy budget anomaly over the KSS will be discussed briefly.
Figure 13 shows the CC anomaly for during September and November over KSS (October is
not shown since there is no significant anomaly during this month for both HIYs and LIYs).
A statistically significant negative anomaly is visible in September during HIYs (Fig. 13-a).
On the other hand, a positive anomaly appears in November during HIYs (Fig. 13-c). The
negative anomaly over the KSS can be due to an unusually lower updraft of water vapor
from ocean to atmosphere. The lower water vapor updraft in turn could be the result of
anomalously lower temperature gradient between the ocean and the atmosphere. Or a good
ice insulation over an unusually larger area. For a more detailed discussion of the possible
sources of the water vapor in the atmosphere over the Artcic ocean see Sec. 4.2.1
It is very likely that the positive CC anomaly in November during HIYs Fig. 13 is connected
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Figure 12: Water vapor anomaly over the KSS at two different pressure levels 1000 and 850 mb
(z-axis) during autumn. The longitudes of the Kara ans Siberian seas run from 60 to 100 and 100
to 180 respectively while the latitude of the both runs from 70 to 82 north. Similar to other plots
the green and yellow solid lines show the 90 and 95 percent statistical significance. LIYs show a
positive anomaly over the Siberian part of the KSS while HIYs mostly show lack of water vapor
over the same region. This behavior is particularly clear in 1000 mb pressure level.
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to the maximum value of the net longwave radiation component at the surface during the
same month in HIYs (see Fig. 10. A probable linkage between the two observed behavior
(CC and net longwave) is as follows. Once the cloud forms over the KSS the outgoing
longwave radiation is absorbed and radiated back to the surface by the CC. Eventually, this
process leads to an anomalously positive net longwave radiation at the surface in November
during HIYs.
It is possible that the reduced CC in September HIYs is the result of smaller atmospheric
moisture transport from lower latitudes the Arctic region [Semmler et al., 2012].
4.2.3 Sea Surface Temperature
Early sea ice loss in a specific region in the Arctic ocean, usually, leads to a higher sea surface
temperature at that location [Michael and Suzanne, 2016]. Although processes through which
SST is regulated are not fully understood, there are mechanisms such as wind-driven vertical
mixing [Davis et al., 2016], lateral mixing due to instability-driven Eddies and meanders [K.
et al., 2015] inflow of warm and fresh water from Bering strait [Watanabe et al., 2017,
Woodgate, 2018, A. et al., 2009] that are known to have effect on the behavior of SST in
the Arctic ocean. Michael and Suzanne [2016], in their study of the processes that warm the
upper ocean during summertime in the Arctic ocean pose the following questions: ”What
causes the ocean to warm in the Pacific Sector during the summer“? and ”What causes
sea ice to melt in the Pacific Sector during summer“? In response to their first question,
they find that the majority (80 %) of the heat over pacific section of the Arctic comes from
ocean surface heat flux and the remaining heat (20 %) comes from the ocean lateral heat
flux convergence. Regarding the second question, they find that above-the-surface ice melt
is the dominant process during early summer months due to atmospheric heating, while
below-the-surface ice melt is the dominant process during late summer due to ocean heat
transport. Recently, Zhang et al. [2018], studied the connection between sea ice, SST, and
wind speed. They find a negative correlation between SIC and wind, however, the correlation
between wind speed and SST is complicated due to the presence of sea ice. Nevertheless,
they find that there is a negative correlation between wind speed and SST over open and low
ice waters and a positive correlation over high ice waters (see Sec. 4.2.7 for a more detailed
discussion of wind and sea ice interaction).
To have a better understanding of SST behavior and anomalies in the KSS, a similar approach
to energy budget was followed. First, the climatological average of SST was calculated. Next,
the climatological average was subtracted from the average SST of both HIYs and LIYs to
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Figure 13: Cloud cover anomaly over KSS during September, October and November. Plot
a) shows a statistically significant negative anomaly over KSS during the HIYs possibly due to
anomalously low updraft from the ocean to atmosphere or meridional water vapor advection to the
Arctic region. On the other hand, November (e) shows a statistically significant positive anomaly
over the KSS possibly a response to the surface and lower tropospheric warming of the ocean due
to anomalously positive energy budget at the surface in this region. Solid green lines show 90 and
solid yellow lines show 95 percent statistical significance. Also, the dashed red lines show the study
area (KSS).
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find the anomalies. Finally, a MC method was run with 5000 iterations to find the statistical
significance of the anomalies. Figure 18 shows the SST anomalies over the KSS during
September, October and November.
Unlike LIYs, HIYs do not show statistically significant anomalies over the KSS during au-
tumn except a small negative anomaly in September. The significant anomalies in September
and October are probably a result of several mechanisms happening concurrently, however,
given the location of high and low pressure systems in September at LIYs (see Fig. 18
for SLP circulation pattern), wind-driven inflow of warm water from Bering strait appears
to play a significant role besides other mechanisms (e.g. higher short and longwave radia-
tion and heat turbulent fluxes at the surface, and locally strong winds). Also, the positive
anomaly at the Barents and Kara seas during November can possibly be explained by the
warm Atlantic water coming through Fram strait and deflected toward this region [Takao
and Hiroyasu, 2015, rthun et al., 2012].
4.2.4 Surface Air Temperature
Surface air temperature (SAT) is amongst the most investigated atmospheric parameters and
there are a number of studies exploring the impact of AA on SAT in mid-latitudes [Wegmann
et al., 2018, Kim and Kim, 2017, Kretschmer et al., 2018]. Despite numerous studies, there
is not an agreement amongst them regarding the existence of a linkage between the mid-
latitude SAT and AA. Nevertheless, the so-called “Warm Arctic, Cold Siberia” (WACS)
is a phenomenon that an increasing number of studies agree on [Wegmann et al., 2018,
Lantao et al., 2016, Cohen et al., 2014]. (Also, see Fumiaki et al. [2017] for an opposing
argument about WACS phenomenon.) (“Warm Arctic, Cold Continents” is a more general
term, however, since the focus of this study is on Eurasia and the European continent the
term “Warm Arctic, Cold Siberia” is used here.) This pattern is usually referred to the
unusually cold winters over northern and central Siberia while the Arctic ocean is unusually
warm. This feature has been found both in observation [Kim et al., 2014] and in model
experiments [Pedersen et al., 2016]. However, the origin of this phenomenon still is a matter
of debate. Several studies have suggested a delayed response to the sea ice loss in the Barents
sea and the resulting stratospheric feedback as the possible explanation behind the WACS
[Kretschmer et al., 2018, Cohen et al., 2014]. On the other hand, other studies have proposed
a more rapid response to the sea ice loss in Barents sea as the possible driving mechanism
behind WACS [Sorokina et al., 2016, Inoue et al., 2012].
As mentioned earlier in this chapter, the aim of this section is to investigate the anomalous
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Figure 14: Sea surface temperature anomaly northward of 70 latitude for September, October,
and November HIYs and LIYs. Region enclosed by dashed red line shows the area of study (KSS).
The green and yellow solid lines show the statistical significance of 90 and 95 percent respectively.
There is a clear positive anomaly during autumn of LIYs. It is clear that the anomaly is persistent
but smaller as it continues to November (but to a lesser extent).38
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behavior of the SAT over EE. Since the purpose of this study is to explore the possible impact
of sea ice loss (over KS) on the EE weather pattern (here SAT) in winter time, only winter
anomaly will be shown here. To fulfill that promise, SAT data are shown and investigate in
this section.
Figure 15 shows the surface air temperature (SAT) anomaly northward of 30 latitude. The
WACS feature is apparent in January HIYs and it is consistent with the result of the [Weg-
mann et al., 2018, Kretschmer et al., 2018, Meiji et al., 2008]. It is important to notice that
during January, both HIYs and LIYs show an opposite pattern specially in Central Siberia
were the anomalies are statistically significant. Also, a noticeable part of the southern Eu-
rope is influence by a statistically significant negative anomaly in December both during
HIYs and LIYs. Finally, in February, there is a significant positive anomaly over most of the
southern and eastern Europe in HIYs. However, such pattern is not observable in LIYs.
Interestingly, the European continent is more influenced (both in terms of frequency of the
occurrence and the statistical significance of the impacted region) during HIYs than LIYs.
Also, during the autumn season, the European continent experiences a statistically significant
negative anomaly during September HIYs but not in any of the LIYs’ months.
4.2.5 Precipitation
Screen [2013] studied the six summers from 2007 to 2012. The important features amongst
these summers are that they were all wetter than average over northern Europe and they
were six consecutive summers. Screen 2013 using composite and model analysis tried to
find the impact of Arctic sea ice on European summer climate. It was found that these
summer months tend to occur when the jet stream (300 hPa) is shifted to the south of its
climatological location. Also, using simulation, it is found that the resulting shift in the
jet stream is the direct consequence of Arctic sea ice loss. Cherenkova and Semenov [2017]
in a separate study tried to investigate the spatial and temporal like between the winter
precipitation variability and variations in the North Atlantic sea surface temperature, the
Arctic sea ice concentration, and 500 hPa geopotential height in the Northern Hemisphere is
analyzed for the period of 19522012. They found that the north Atlantic oscillation (NAO)
can explain most of the observed connection between the studied parameters while the
Atlantic multidecadal oscillation (AMO) explains the winter precipitation anomalies during
years with the same sing as AMO with maximum anomaly over the east European plain and
Balkan region.
In this section, a closer look at total precipitation (i.e. rain and snow) is taken. Figure
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Figure 15: Winter SAT anomaly northward of 40 latitude. Solid Green, Yellow and dashed
red lines are similar to Fig. 11. The area enclosed by the black sold line shows the cold part of
the WACS pattern during LIYs in December and January (coordinates were taken from Fig. 7
of Kretschmer et al. [2018]). There is a statistically significant negative anomaly over southern
Europe in both LIYs and HIYS during December. During January HIYs, northern Eurasia shows
a significant negative anomaly. A pattern well observed during winter time.
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16 shows the total precipitation anomaly during September, October, January, and Febru-
ary. Interestingly, all HIYs’ months except October, show a statistically significant positive
anomaly over Europe and Eurasia while of the all LIYs’ months only October shows a signifi-
cant anomaly where it is located over KSS. The positive and negative anomalies over Europe
and off the coast of Norway and the UK during September HIYs and LIYs are possibly due
to atmospheric circulations. Considering Fig. 18-a, there is one statistically significant high
pressure system over northern Scandinavia and one low pressure system over central Europe.
The two observed negative precipitation regions off the coast of Norway and the UK are the
direct result of this high pressure system while the positive precipitation anomaly over cen-
tral Europe is possibly the result of interaction between the high and low pressure systems.
The low pressure system brings in the warm air from inland while the high pressure system
brings in the cool air from the ocean and they meet over central Europe. Also, Fig. 12-a
shows a strong convergence of latent energy over this region. Nevertheless, given the fact
that during September the temperature gradient between land and ocean is not as large as
what is seen in October and November, further analysis is required regarding the observed
precipitation patterns during September.
The positive anomaly in October LIYs can be explained by connecting the results of the
energy budget anomaly (Sec. 4.2), SST (Sec. 4.2.3), and water vapor (Sec. 4.2.1). Once
the surface looses energy in latent form due to temperature gradient between ocean and
atmosphere (Fig. 11-d and 14-d), the resulting evaporation forms a positive water vapor
anomaly over this region (Fig. 12-d). Eventually, this water vapor falls in the form of
precipitation. Contrary to this explanation, looking at Fig. 13-d the positive cloud anomaly
over KSS does not cover a wide area similar to what is seen in Fig. 16-d.
Figure 16-e shows a strong positive anomaly over the central Siberia where the WACS
happens (see Sec.4.2.4 and Fig. 15). Looking at Fig. 19-c it is clear that there exist
a large anomalous low pressure system that resembles the precipitation pattern very well
(extended from central Siberia toward north east Siberia and the sea of Japan). Also, given
the extension of this low pressure system and the fact that it has a cyclonic motion, it
is very likely that part of the water vapor required for the observed precipitation pattern
originates from the sea of Japan. Looking at latent energy anomaly map in winter season,
two statistically significant convergence anomalies are extended over the same area (central
Siberia to the sea of Japan), however, they are not big in terms of area they cover. It
appears that there is a connection between the sea of Japan and the precipitation in central
and north east Siberia. However, further analysis is required to find a better picture of the
mechanisms in action.
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Finally, Fig. 16-g shows a large area of statistically significant positive anomaly over northern
and central Europe. This anomaly, also, can be explained by the presence of a sizeable low
pressure system over the same region (Fig. 19-e). Similarly, a close inspection of the latent
energy anomaly map of the February HIYs (not shown) reveals that there is a convergence
anomaly over the same region, however, only a small portion of this anomaly is statistically
significant at 90 percent.
4.2.6 Dry Static and Latent Energy
Recently, atmospheric heat transport (AHT) and its contribution to the Arctic weather
pattern has attracted more attention [Kjellsson, 2015, Yang et al., 2015, Yang and Dai,
2015]. It has been suggested that anomalously high AHT to the Arctic region can have
significant impact on the SIC [G. and Mattias, 2016, Graversen et al., 2011]. Generally,
AHT is composed of two components; dry static and latent where the latter is linked to
water vapor (see Sec 4.2.1). Also, it has been found that the latent component of the AHT
has a more pronounced role in sea ice loss process in the Arctic region [Kapsch et al., 2013].
G. and Mattias [2016] investigated the meridional energy transport of planetary and synoptic-
scale waves to the Arctic region using a Fourier decomposition method which differentiates
the contribution of each wave based on zonal wave numbers (i.e. zonal length-scales). They
find that energy transport by planetary waves is considerably higher than the contribution of
the synoptic waves. Also, they find that the latent energy transported by both planetary and
synoptic-scale waves has more impact on the Arctic than the dry static energy transported
by these systems. In a different study, Yang et al. [2015], using a coupled climate model
(CESM1.0), studied AHT in detail. They find that in the extratropics both dry and latent
energy are poleward and strengthen one another. Also, they find that the eddy components
are the driving force behind the dry and latent energies.
Figure ?? shows the smoothed vertically integrated latent energy divergence and convergence
anomaly over Europe and KSS northward of 40 ◦ latitude. It is evident that in September
during HIYs there is a statistically significant energy convergence over Europe while in the
same month during LIYs there is a significant energy divergence anomaly off the western
coast of the UK (Fig. 17-a and b. The considerable convergence of the latent energy over
Europe indicates that there has to be a mechanism that brings about the convergence over
this region and atmospheric circulations are probably the most likely mechanisms. A close
look at the KSS during September LIYs shows that there is no significant anomaly over this
region Fig. 17-d. On the other hand, a statistically significant positive anomaly is observable
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Figure 16: Total precipitation anomaly over Europe (rectangles) and the KSS (squares; dashed
red line) during September, October, January, and February. Notice that only regions with strong
anomalies (along with their counter plot) are shown during each month. The black solid line in (e)
and (f) indicates the central Siberia where the WACS happens (see Fig. 15-c or -d and Sec. 4.2.4
for more details). There is a strong positive anomaly over Europe both in September and February
HIYs.
43
4.2 Energy Budget at the Surface 4 RESULT
over the Barents sea in September during HIYs (Fig. 17-c). It is very probable that the
anomalous latent energy divergence over the Barents sea is the result of two connected
mechanisms, namely anomalously positive SST and atmospheric circulation (see Fig. 14 for
SST and Sec. 4.2.7 on atmospheric circulation). Also, given the fact that latent energy is
associated with water vapor, the observed positive anomaly of the latent energy can result
in lack of moisture and, accordingly, CC in the atmosphere. This can possibly explain the
anomalously low CC over this region during the same month and period (i.e. HIYs; Fig.
13-a).
During November HIYs only a significantly positive anomaly is observable over the western
coast of Portugal (Fig. 17). This pattern is not unexpected since this area is the center of
a statistically significant high pressure system during the same period (Fig. 17-e and Fig.
18-e). A similar pattern can be seen in November but this time during LIYs (Fig. 17-f).
Also, a small but statistically significant convergent region of latent energy is located on
the northern coast of Norway. Both patterns are results of the anomalously high and low
pressure system on these regions respectively (18-e and Fig. 18-f).
Finally, in the KSS region, in November HIYs there is very little anomaly on this region,
however, most of the Barents sea shows a statistically significant convergence anomaly Fig.
17-g. This behavior is possibly the direct result of the anomalous high pressure system over
this region (18-e). Interestingly, in November LIYs there is a small but statistically significant
divergent behavior in latent energy over KSS, however, this time there is no center of low
or high pressure system over this region (Fig. 17-h and Fig. 18-f). Nevertheless, this
pattern can possibly be explained by the atmospheric circulation at this region. Given the
atmospheric circulation over this area, and the temperature gradient between ocean and
continent in this month, it is likely that the cold, dry air from northern Siberia dominates
the warm, moist air from the northern Atlantic over the KSS. The dominance of the cold,
dry air over the KSS result and the warmer than usual temperature of the surface at the
same area result in anomalous cooling of the surface during November LIYs (Fig. 9, Fig.
14-f and Fig. 11-d)
4.2.7 Atmospheric Circulation
Generally, atmospheric circulation and sea ice influence one another through a feedback cycle
with many dynamical and thermodynamical factors involved. In this section an attempt will
be made to investigate the possibility of any atmospheric circulation anomalies and the likely
reasons behind them at SLP, lower (850 hPa), middle (500 hPa). Finally, stratospheric polar
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Figure 17: Smoothed vertically integrated latent energy divergence and convergence anomaly
over Europe and KSS. Notice that only September and November anomalies are shown. Also, no
significant anomaly was observed over Eurasia during any of the HIYs and LIYs.
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vortex (10 hPa) anomaly will be discussed briefly.
4.2.8 Sea Level Pressure and Lower Troposphere Circulation
Studies have shown that close-to-surface atmospheric circulations can dynamically impact
SIC by exerting force on sea ice pieces and moving them in or out of the Arctic region [Masayo
and M., 2007]. For instance, Masayo and M. [2012] studied the yearly and multidecadal
variability of SIC using 925 hPa wind anomalies. They find that winters preceding years
with low September SIC show a higher rate of sea ice flow out of the Arctic region through
Fram strait. Also, they find that the combined effect of winter and summer wind forcing
accounts for ∼ 50 % yearly and ∼ 30 % of 31 year-interval (1979-2009) ice variability in the
Arctic region respectively.
Zhao et al. [2018] focused on the role of wind forcing on what they call CARLIC (record
low ice concentration in the central Arctic) during the Summer of 2010. Using wind stress
curl, they suggest that regional wind forcing may have played a key role in ice loss process
compared to ice melt due to solar radiation in Summer 2010. However, they also argue that
despite large wind stress curls during 2003 and 2006, the CARLIC was not observed (unlike
2007 and 2010). They argue that the presence of heavy multiyear ice in 2003 and 2006
prevented the wind forcing from formation of ice drift divergence as is the case for regions
with thin and first-year ice coverage.
Figure 18 shows several significant anomalies in SLP over KSS and Europe. Looking at
September LIYs (Fig. 18-b), the position of negative anomaly over the Bering strait and the
positive anomaly over the north pole may contribute to the observed positive anomaly of
SST over the Chukchi sea in September LIYs (see Fig. 14). It is well known that an air mass
around low and high pressure systems rotates cyclonically and anti-cyclonically respectively
(see Sec. 2 for further details on air flow around high and low pressure systems). In that
regard, it is possible that the observed positive SST anomaly at September LIYs is the result
of wind forcing due to SLP configuration (see LIYs September atmospheric circulation in
Fig. 18-b and 20-b).
SLP anomaly in October LIYs (Fig. 18-d) shows a statistically significant negative anomaly
over KSS. This behavior is likely the direct result of the considerable amount of energy
flux from the KSS to the atmosphere above during this time (Fig. 10) where this energy
flux is a consequence of anomalously low or thin ice cover at KSS. The ice anomaly during
October LIYs, exposes water to the atmosphere and the energy exchange process accelerates.
Although statistically not significant, but the negative anomaly is still present in 850 hPa
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pressure level (Fig. 20-d). This negative anomaly is only slightly present in November, which
is not unexpected, since the flux anomaly and total energy component plots do not show
strong anomalies. A close look at the October and November anomalies in both SLP and
850 geopotential height in HIYs does not show any statistically significant anomaly over the
KSS (Fig. 18-c,e and Fig. 20-c,e). This lack of strong anomalies over KSS is likely due to
the fact that there is no strong anomaly in energy budget of the surface during these months
in HIYS.
4.2.9 Middle Troposphere Circulation
Pedersen et al. [2016], explore the impact of three different scenarios of sea ice loss (over
the entire Arctic, Atlantic and Pacific sections) on atmospheric circulation using a general
circulation model. They find that in all three models the 500 hPa geopotential height
increases near the sea ice loss area due to transfer of heat flux from ocean to the atmosphere.
They, also, find that considerable surface warming is possible without notable increase in
geopotential height above. However, they do not find any direct relation between the spatial
pattern of the warming region and the 500 hPa geopotential height. Also, they find that
as a result of increased geopotential height in the Arctic region the temperature gradient
between the Arctic and lower latitudes decreases which in turn leads to slower zonal winds
and more persistent weather patterns at lower latitudes.
In order to investigate the possible impact of middle troposphere on lower troposphere and
surface, the 500 hPa gepotential height anomaly map was plotted (Fig. 21). A noticeable
feature of the 500 mb anomaly plot is the negative significant anomaly in October during
LIYs over the KSS (Fig. 21-d). To take a closer look at this anomaly at both 500 and 850
mb, a thickness plot was made (Fig. 22-a and b). Both 850-1000 and 500-1000 mb thickness
levels show a statistically significant anomalous behavior during September HIYs and LIYs.
Unlike LIYs, during HIYs both levels show a sharp increase in the height of thickness from
September to November with its peak in November. Interestingly, during October LIYs at
both levels there is no significantly anomalous behavior. The possible interpretation of this
lack of statistically insignificant anomaly is twofold: the increase in the height of 1000, 850,
500 mb pressure levels has been nearly similar and the fact that these results are the outcome
of an area weighted thickness anomaly and looking at Fig. 20-d and Fig. 21-d no area and
only a small area over the KSS show statistically significant anomaly respectively.
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Figure 18: Sea level pressure anomaly northward of 40 latitude. Kss is enclosed with dashed
red line. The green and yellow solid lines show the statistical significance of 90 and 95 percent
respectively. There several strong anomalies both over the KSS and Europe. The apparent anomaly
over KSS in October is clear.
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Figure 19: Similar to Fig. 18 but for winter season (December, January, February).
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Figure 20: 850 mb geopotential height anomaly northward of 40 latitude. The green and yellow
solid lines show the statistical significance of 90 and 95 percent respectively. There several strong
anomalies both over the KSS and Europe. The anomaly over KSS in October during LIYs is still
visible, however,it is not statistically significant.
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Figure 21: 500 mb geopotential height anomaly northward of 40 latitude. The green and yellow
solid lines show the statistical significance of 90 and 95 percent respectively. There are several
strong anomalies both over the KSS and Europe. The anomaly over KSS in LIYs has become
significant again in October.
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Figure 22: Area weighted 500-1000 (top) and 850-1000 mb (bottom) thickness anomaly over the
KSS. The red and blue solid lines show the thickness in HIYs and LIYs respectively. The green and
yellow circles show the statistical significance of 90 and 95 percent respectively (notice the yellow
circles in September). The thickness shows a statistically significant low value during September
HIYs at both plots, however, the thickness follows a sharp increase toward November with an
anomalous peak in November. It is evident that the thickness during October does not show any
statistically significant anomaly.
4.2.10 Stratospheric Polar vortex
Several studies have suggested a connection between the weak/strong state of the polar
vortex and the extreme weather patterns observed in mid-latitudes [Kretschmer et al., 2018,
Hu et al., 2018, Kretschmer et al., 2016]. Kretschmer et al. [2018], in a recent study, by
applying clustering analysis on the daily mean zonal wind velocity field poleward of 60◦N at
10 hPa during January and February, suggested that a shift in polar vortex toward its weak
states as the possible reason behind the unusually cold winters over Eurasia.
Similar to Kretschmer et al. [2018], the 10 hPa geopotential height was chosen as the strato-
spheric polar vortex pressure level. Figure 23 shows the polar vortex anomalies northward
of 40◦N for autumn. It is evident that September HIYs, November HIYs, and October LIYs
all show a strong dipole pattern over the Arctic region. This pattern has been suggested as
the weak state of the polar vortex and has been associated with the observed cold winter
pattern over Eurasia (see Fig. 1 in [Kretschmer et al., 2018]).
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Figure 23: 10 mb geopotential height anomaly northward of 40 latitude. The green and yellow
solid lines show the statistical significance of 90 and 95 percent respectively. A strong dipole pattern
is evident in September HIYs, November HIYs, and October LIYs. Notice that the colorbar is scaled
differently from the other geopotential heights.
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5 Discussion and Conclusion
The behavior of several atmospheric parameters over Europe and Eurasia were compared
during twp periods of HIYs and LIYs of the KSS. An anomalous behavior was observed for
some of these parameters. Here, a short summary of the important findings of this study
will be presented and a possible mechanism behind the observed behavior will be presented.
A statistically significant negative anomaly was observed in the behavior of the energy budget
at the surface during October of the LIYs. A sign of anomalous loss of energy by the surface
to the atmosphere above (Fig. 10 and 11-d). It appears that the anomalous loss of energy
happens at the east Siberian sea rather than the Kara sea.
Similar to energy budget, water vapor shows an anomalous behavior at 1000 hPa over the
east Siberian sea during October LIYs (Fig. 12). However, there is no anomalous behavior
during the same period and region at 850 hPa.
Conversely, there is no statistically significant cloud formation over the KSS during October
LIYs (Fig. 13-d). This is not consistent with the energy budget and water vapor behavior.
SST, also, shows a statistically significant anomalous behavior over the east Siberian sea
during September and October LIYs (Fig. 14-b,d).
SAT shows the WACS pattern during both December and January LIYs while the same
months in HIYs do not show a similar pattern (Fig. 15-b,d).
Precipitation does not show a statistically significant behavior over Europe or Eurasia during
LIYs (only a positive anomaly over KSS). On the other hand, there are several positive
anomaly over Europe and Eurasia during September, January, and February HIYs (Fig.
16).
Latent energy only shows a statistically convergent behavior over Europe during September
where it is consistent with the anomalous behavior of the precipitation during September
HIYs. Also, there is a strong divergent behavior of the latent energy near the western coast
of Spain ans Portugal (Fig. 17).
Dry static energy does not show any statistically significant anomaly over Europe and Eurasia
at a significance level of 90 and 95 percent (not shown).
SLP shows a statistically significant negative anomaly over the east Siberian sea at 90 percent
significance level (Fig. 18-d).
Geopotential height at 850 hPa does not show a statistically significant behavior over the
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KSS while the 500 hPa geopotential height shows a statistically significant negative behavior
at 90 percent significance level over east Siberian sea during October LIYs (Fig. 20-d and
21-d).
Similar to SLP and 500 hPa geopotential height, stratospheric polar vortex at 10 hPa shows
a statistically significant negative anomaly at both 90 and 95 percent level over KSS during
October LIYs (Fig. 23-d).
In order to put the above findings into a consistent frame, SST can be used as the starting
point. During September and October the SST shows a statistically significant positive
anomaly over the east Siberian sea. This positive anomaly is the result of the presence of
warm water in this region. Further, it is likely that the intrusion of warm water through
Bering strait into the east Siberian sea is the result of the atmospheric circulation in this
region. Given the SLP pattern during September LIYs, there is a strong low pressure
system over the Bering strait and a high pressure system close to the cap of the Arctic sea.
Consequently, the cyclonic circulation of the low pressure system and anticyclonic circulation
of the high pressure system results in the intrusion of the warm water into the east Siberian
sea. The warm water in the east Siberian sea results in a substantial loss of sea ice in this
region. Later during October LIYs, the east Siberian sea is exposed to the cold air above
(Fig. 9) which results in an anomalous energy flux to the atmosphere. This probably explains
the statistically significant negative anomaly of the energy budget over the east Siberian sea
during October LIYs. Since the energy loss of the open water to the atmosphere is partially in
the form of water vapor (water molecules with higher energy will be advected from the water
to the cold atmosphere above) the anomalous behavior of the water vapor during October
LIYs at 1000 hPa level can be explained by the anomalous advection of the water vapor
to the atmosphere during October LIYs. The anomalous flux of energy to the atmosphere
will disturb the atmospheric circulation at 850, 500, and 10 hPa by creating a statistically
significant negative anomaly over the east Siberian sea, however, the process through which
this negative anomaly is created is not fully understood and is out of the scope of this
work. It is likely that the disturbance in the stratospheric polar vortex at 10 hPa later in the
winter impacts the troposphere and, consequently, the surface by disturbing the atmospheric
circulation. It is crucial to notice that the atmospheric parameter’s behavior over Europe
and Eurasia is statistically more significant and pronounced during HIYs than during LIYs.
This is particularly clear in the precipitation pattern. There is a strong positive precipitation
pattern during January HIYs over Eurasia and during February HIYs over Europe where
it mostly effects the central and northern Europe. Considering the SLP anomalies, it is
highly probable that the atmospheric circulation pattern during January and February HIYs
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is the responsible mechanism behind the statistically significant positive anomaly of the
precipitation over Europe and Eurasia. While during HIYs there are several strong anomalies
during winter, there is no statistically significant behavior in the precipitation pattern over
Europe and Eurasia during LIYs. Finally, SAT shows anomalous behavior over Europe and
Eurasia during both HIYs and LIYs, however, the WACS pattern is present, only, during
December and January of the LIYs. Looking at SLP pattern during December can explain
the WACS pattern during the same month in LIYs. The low pressure system over the cap
of the Arctic region brings in the warm humid air from the ocean to the KSS region through
cyclonic motion while the high pressure system extended from the northern Europe to the
east Siberia and Japan can bring in cold air from the east end of the Siberia to the central
Siberia and Eurasia through an anti cyclonic air flow. While January LIYs shows a WACS
pattern, it is hard to explain the observed behavior solely based on the SLP pattern and it
needs further investigation.
This study shows that the SST can play a significant role in the sea ice loss process in the
east Siberian sea and further disturbing the atmospheric circulation over the same region.
Also, it was found that the east Siberian section of the Arctic ocean plays an important
role in disturbing the atmospheric circulation compared to the Kara sea. Also, the study
shows that precipitation increases during the HIYs compared to LIYs. In addition, it was
found that while both LIYs ans HIYs show statistically significant anomalies of the SAT, the
WACS pattern is only observed during LIYs. Dry static energy shows no significant behavior
at 90 and 95 percent level significance while latent energy show some statistically significant
convergent behavior over Europe during September HIYs. Finally, it was shown that the
atmospheric circulation at 500 hPa and stratospheric polar vortex (10 hPa) are significantly
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