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Abstract—With the rapid growth of the scientific literature,
manually selecting appropriate citations for a paper is becom-
ing increasingly challenging and time-consuming. While several
approaches for automated citation recommendation have been
proposed in the recent years, effective document representations
for citation recommendation are still elusive to a large extent.
For this reason, in this paper we propose a novel approach
to citation recommendation which leverages a deep sequential
representation of the documents (Sentence-BERT) cascaded with
Siamese and triplet networks in a submodular scoring function.
To the best of our knowledge, this is the first approach to
combine deep representations and submodular selection for a
task of citation recommendation. Experiments have been carried
out using a popular benchmark dataset – the ACL Anthology
Network corpus – and evaluated against baselines and a state-
of-the-art approach using metrics such as the MRR and F1@k
score. The results show that the proposed approach has been able
to outperform all the compared approaches in every measured
metric.
I. INTRODUCTION
The sustained increase in the volume of scientific pub-
lications in the past decades has made reference selection
substantially more challenging, especially for inexperienced
researchers or investigators who are approaching a new field.
Automated citation recommendation can help ease this chal-
lenge by suggesting the most appropriate citations for a
query document, e.g., a paper draft to be submitted to ICPR
2020. Most existing citation recommendation systems rank
the document candidates based on their relevance to a given
query, and recommend the top entries. In alternative to simple
ranking, other approaches have proposed using submodular
scoring functions to select the best candidates based on a trade-
off between their relevance, coverage and diversity [1] or their
information flow in a citation network [2]. In all cases, query-
based citation recommendation systems heavily rely on the
effectiveness of the underlying textual representation and the
scoring functions used to assess the similarity between the
query and the candidates or the candidates themselves.
Textual representation have been heavily studied as inputs
to natural language understanding tasks, but they also play an
important role in content-based information retrieval. Tasks
in both these fields rely on textual representations that can
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Fig. 1. The citation recommendation task: a query document selects K
citations from a corpus of candidates organized as a citation graph.
express the semantic similarity (or, likewise, dissimilarity)
between textual elements, viewed as sequences of words, word
subunits or characters. Recently, pre-trained language models
such as ELMo [3], GPT-2 [4] and BERT [5] have proved
effective as textual representations in a broad variety of tasks.
These models compute contextualized embeddings for each
token which can be used as inputs for task-specific neural
architectures. In this paper, we show that such models can
also contribute significantly to improve the accuracy of citation
recommendation.
The main contributions of our work can be summarized as:
(i) proposing representing the documents with a recently-
introduced deep sequential representation (Sentence-
BERT [6]) which allows for fast encoding and compari-
son (Section IV-A);
(ii) proposing fine-tuning the representation model with a
training set of positive and negative examples derived
from the citation graph with different strategies (Section
IV-C);
(iii) leveraging a submodular scoring function that balances
the relevance and diversity of the citations to select the
recommended list (Section III-C);
(iv) presenting a comprehensive experimental comparison
ar
X
iv
:2
00
7.
04
07
0v
1 
 [c
s.C
L]
  8
 Ju
l 2
02
0
with approaches that include a strong baseline from Elas-
ticsearch1 and a state-of-the-art citation recommendation
approach, Citeomatic2, on the ACL Anthology Network
corpus3. The proposed approach has outperformed all
other approaches in a range of metrics.
The rest of this paper is organized as follows: Section
II presents the related work. Section III reviews feature-
based document scoring and submodular selection. Section IV
presents the proposed approach for deep textual representa-
tion, including the proposed fine-tuning strategies. Section V
presents the experimental results, and Section VI presents the
conclusion.
II. RELATED WORK
From the perspective of the underlying technology, recom-
mendation approaches can be divided into three main groups:
collaborative filtering (CF) approaches, content-based filtering
(CBF) approaches, and hybrid approaches. Each group has its
own rationale for basing the recommendations: CF approaches
focus on the recommendations or ratings of other users whose
profiles are similar to the user’s [7]; CBF approaches com-
pute the similarity score between keywords extracted from
the user’s query and text from the candidate papers [8];
and hybrid approaches mix content-based and collaborative
filtering techniques in various ways to improve the quality of
the recommendations [9], [10], [11].
Irrespective of the type of approach, most previous works
frame citation recommendation as a ranking problem. This
means that each document in the pool of candidate documents
is individually scored based on the query, and the k top scoring
documents are chosen as the recommendations. Recently,
various submodular approaches to citation recommendation
have also been proposed [2], [1]. Rather than simply selecting
the top scoring documents, submodular approaches choose
each recommendation sequentially based not only on the
candidates’ scores, but also on the set of documents already
recommended. While more expensive computationally, sub-
modular approaches can generate recommendation lists that
are more jointly optimal; i.e., which consist of complementary,
non-redundant documents in a manner more akin to the rec-
ommendations typically made by human experts. Yu et al. [2]
have used a submodular approach to optimize the information
flow in a citation network. Kieu et al. [1] have proposed a
submodular approach based on combinations of three criteria:
relevance to the query, coverage of the corpus and diversity
of the list. Their recommendation approach consists of two
main components: 1) a document similarity function, and 2)
a submodular selection. The document similarity function is
used to compute a similarity score between any pair of docu-
ments (either the query and a candidate, or any two documents
in the corpus). Their results have showed that Okapi BM25,
a ranking function used by many search engines including
1https://www.elastic.co/
2https://github.com/allenai/citeomatic/
3http://clair.eecs.umich.edu/aan/index.php
Elasticsearch, has performed better than the popular TF-IDF
document score. For submodular selection, they have explored
a number of submodular functions, including monotone and
non-monotone, and with and without meta-information. Dif-
ferently from previous approaches, our approach leverages a
deep textual representation of the documents, fine-tuned with
a dedicated objective derived from the citation graph, and uses
it for submodular selection of the recommended citations.
For what concerns textual representations, word embeddings
such as word2vec [12], GloVe [13] and fastText [14] have been
used almost ubiquitously in contemporary natural language
processing (NLP). Since word embeddings are empirically
compositional, they have also been used extensively to encode
sentences, paragraphs and even entire documents. In the more
recent years, contextualized embeddings such ELMo [3], GPT-
2 [4] and BERT [5] have progressively replaced them in a
number of applications. At a high level, all neural networks
build representations of the input data as vectors/embeddings
which encode useful statistical and semantic information about
the input. Such latent representations are then used for per-
forming useful downstream tasks, such as classifying an image
or translating a sentence. In NLP, recurrent neural networks
(RNNs) have historically been used to build the representations
of each word in a sentence in a sequential manner. In turn,
transformers have gradually replaced RNNs in most NLP tasks
[15]. The transformer architecture takes a fresh approach to
the representation of sequences by replacing recurrence with
positional encoding. In this way, all the elements of an input
sequence can be processed simultaneously to generate the
output. In addition to the effectiveness of the representations,
cutting-edge libraries of pre-trained models such as Hugging
Face’s Transformers [16] are strongly contributing to their
widespread adoption.
III. CITATION RECOMMENDATION BACKGROUND
In this section, we review the fundamental concepts of
citation recommendation: a) the task definition, b) the scoring
of the candidate documents, and c) the selection of the
recommended citations.
A. The Citation Recommendation Task
Citation recommendation aims to recommend published
documents as likely citations for a query document. Given
a query and a corpus of published documents, C =
(d1, d2, ..., dN ), the task is to choose a subset S¯ ⊆ C to
be the recommended list, S¯ = {d¯i|d¯i ∈ C} (see Fig. 1).
The query can be a title, a mix of title and abstract, or an
entire manuscript, with the possible addition of metadata such
as authors, venues, years and other. The subset is typically
chosen based on the score of a scoring function, f(S), which
can be defined either heuristically based on expert knowledge
or using supervised learning. In the latter case, we assume the
availability of a supervised training set where each document
is labelled with a ground-truth citation list, S∗, and of a mean-
ingful loss function, l(S∗, S), which is used to evaluate the
quality of a predicted list, S, with respect to the ground truth,
S∗. The prediction is formally expressed as the maximization
of the scoring function, f(S), under a budget constraint:
S¯ = argmaxS f(S)
s.t. S = {di|di ∈ C}
|S| ≤ K
(1)
where K is the maximum number of citations allowed in the
list. The right pane in Fig. 2 shows a depiction of this scheme.
In this paper, we have set K ∈ [10, 20, 50, 100]. Please note
that the selection of the optimal list may not be achieved by
simply selecting each member independently, as in the general
case the list needs to be jointly optimal.
B. Document Scoring
TF-IDF is likely the most common vector representation
for text, where each unique term in a given text is treated as
a vector dimension. Representing text as vectors allows for
the straightforward use of vector operations to measure the
similarity between the query and a candidate document. For
instance, the scalar product or the cosine distance between the
two vectors can be regarded as the relevance of the document
to the query. In the TF-IDF acronym, TF stands for term fre-
quency, which is often just the raw count of the occurrences of
each unique term in the document (many variants are possible).
In turn, IDF is the inverse document frequency, a statistic
defined as the logarithm of the ratio between the number of
documents in the corpus and the number of documents that
contain the term, plus one. The IDF factor is used to weigh
the term frequency with the “distinctiveness” of each unique
term within the corpus. While still very popular in natural
language processing, the TF-IDF representation has displayed
some limitations when used for information retrieval. This has
led to the development of alternative representations such as
the BM25 (standing for Best Match 25) [17]. Both TF-IDF
and BM25 define the weight of each unique term in a given
document as the product of some TF function and some IDF
function, yet varying in the way such functions are defined.
In practical applications, both TF-IDF and BM25 are core
components of the ranking function of Elasticsearch/Lucene, a
powerful tool for document indexing and full-text search [18].
In this paper, we adopt its definition for the TF-IDF and BM25
scores (equations 2 and 3, respectively). Given a query and a
candidate document, their TF-IDF score is defined as:
A(TF ) =
√
TF
docLength
B(IDF ) = log numDocsdocFreq+1
scoreTF−IDF =
∑
termsA(TF ) ∗B(IDF )
(2)
where TF are the frequencies of the query terms in the
candidate document, docLength is the length of the query
document, numDocs is the total number of documents in
the corpus, and docFreq are the numbers of documents in
the corpus containing each term. In turn, the BM25 score is
defined as:
A(TF ) = TF∗(k+1)
TF+k∗(1−b+b∗ docLengthavgdL )
B(IDF ) = log numDocs−docFreq+0.5docFreq+0.5
scoreBM25 =
∑
termsA(TF ) ∗B(IDF )
(3)
where avgdL is the average document length and k and
b are two arbitrary parameters. The avgdL factor is used
to normalize the document’s length, penalizing the score
of documents longer than the average and rewarding those
shorter. Parameter k is used to control the term frequency’s
“saturation”, i.e. to limit how much a single query term can
affect the score. In turn, parameter b is used to control the
impact of the ratio between the document’s length and the
average length. If b is set to zero, the ratio has no bearing on
the score, while its impact increases for positive values of b.
For k and b we have used Elasticsearch’s default values of 1.2
and 0.75, respectively.
C. Document Selection
Most previous works on citation recommendation have
treated the selection of the documents to recommend as a
ranking problem, in the sense that each candidate document
is scored against the query individually, and the k top ranked
documents are selected as the recommended list. Differently
from those works, in this paper we frame the selection of
the documents as the maximization of a submodular scoring
function.
The concept of submodularity naturally fits the citation
recommendation task and is simple to illustrate: let us call
C the set of all the candidate citations, d an element in
C, and A and B two recommendation lists (i.e., subsets
of C). Intuitively, there will be less “gain” for introducing
another citation into a list if such a list is already substantial.
This principle is often referred to as the “law of diminishing
returns” and can be formally expressed as:
A ⊆ B → [f(B ∪ d)− f(B)] ≤ [f(A ∪ d)− f(A)] (4)
The problem of maximizing submodular functions is NP-
hard and usually approximately solved via a simple, greedy
algorithm which, however, enjoys theoretical guarantees for
its worst-case approximation. Positing S0 as the empty set,
at iteration i = 1 . . .K, the algorithm adds to the list the
element d ∈ C \ Si−1 that maximizes the discrete derivative
∆(d | Si−1) := [f(Si−1 ∪ d)− f(Si−1)]:
Si = Si−1 ∪ {argmaxd∈C\Si−1∆(d | Si−1)} (5)
In [1], the authors have proposed several submodular func-
tions which balance relevance, coverage and diversity in the
recommended list. Among the various functions, the one that
achieved the best experimental performance is a monotone
submodular function that leverages the meta-information about
the authors and the venues:
f(S) =
M∑
i=1
√ ∑
j∈S∩Pi
rij (6)
In (6), Pi, i = 1 . . .M , are the clusters of a partition of the
corpus, C, obtained by clustering either authors or venues, and
rij ≥ 0 is the reward for choosing recommended citation dj
from the i-th cluster. Since the square root grows less than
linearly, this function favors selecting citations from different
clusters.
IV. THE PROPOSED APPROACH:
LEARNING DOCUMENT SCORING
Feature-based methods such as TF-IDF, BM25 and also
others have proved remarkably effective for document scoring
and selection. However, in recent years deep neural networks
have been increasingly applied to document modeling and
scoring in an end-to-end fashion. It could thus be tempting to
target a scoring function for citation recommendation that can
learn to optimally score the similarity of any document pair
of a given training set. However, the typical corpora are large
and the number of training pairs would grow too quickly. For
this reason, in the following we limit our choice of similarity
functions to simple, fixed functions such as the cosine and
Euclidean distances, and we focus instead on learning optimal
representations of individual documents. In this way, we have
been able to significantly abate the size of the required training
set, as explained in the following sections.
A. The Deep Textual Representation
It is possible to use trained BERT models also to perform
pairwise comparisons of documents. To this aim, BERT first
uses a cross-encoder to pass the two documents to the trans-
former, and then uses the transformed features to produce the
comparison result. However, the encoding and comparison are
relatively slow – in the order of a few milliseconds on a
modern GPU – making them impractical for any dataset of
relevant size. For instance, finding the document pair with the
highest similarity in a corpus of n = 20, 000 documents (the
size of the dataset used in our experiments) would require
n ∗ (n − 1)/2 = 199, 990, 000 comparisons and a total time
in the order of several tens of hours. For this reason, in this
paper we have adopted Sentence-BERT [6], a model which
instead embeds each document individually using any trained
BERT instance as base model, and then uses fast functions
such as the cosine and Euclidean distances for comparison. To
further increase the speed of the model and limit its memory
occupation, we have used DistilBERT, a lighter and faster
version of BERT, as the base model [19]. This has abated
the total time required to retrieve the most similar document
pair to approximately ten seconds.
B. The Network Architecture
Sentence-BERT [6], that we refer to as SBERT for brevity
in the following, uses Siamese and triplet networks to generate
sentence embeddings for a variety of tasks. Both the Siamese
and the triplet networks have been proven effective for scoring
the similarity (or likewise, the dissimilarity) of two input
sentences or paragraphs. For instance, Siamese networks with
convolutional layers have been applied for matching sentences
[20], or combined with recurrent neural networks to learn text
semantic similarity [21], [22]. For our work, we take advantage
of the existing pre-trained models, that have been learned over
very large corpora, and we fine-tune them for our citation
recommendation task by providing selected samples of query
and candidate documents. At run-time, the models are used to
compute the score between the given query and each candidate
document in the corpus.
1) Siamese network: The Siamese network – also known
as the “twin” neural network – is, de facto, a single network
which is applied in tandem to two input vectors to produce
output representations that can be compared for similarity
with a simple measure such as the cosine or Euclidean
distance [23]. The transformation is provided by a non-linear
feedforward network which has proved effective in a variety of
tasks. To fine-tune the Siamese network, we use the Euclidean
distance (or mean squared error) loss as the objective function.
The left pane of Fig. 2 shows the Siamese network built on
top of the SBERT encoder.
2) Triplet network: The triplet network is a variant of the
Siamese network which uses the same network three times to
contrast the scores of positive and negative training samples
[24]. Given an anchor document dq , a positive document d+,
a negative document d−, and a similarity function between
two documents s(q, d) ≥ 0, the triplet loss tunes the network
so that the similarity between dq and d+ is predicted higher
than that between pair (dq, d−):
triplet loss = max[s(dq, d−)− s(dq, d+) + 1, 0] (7)
Using a simple hinge function, a loss is incurred if s(dq, d+)
is not larger than s(dq, d−) by at least one unit. Otherwise,
the loss is set to zero.
C. The Training Approach
We refer to a positive example as a (dq, d+) pair, where
document dq is treated as the query and document d+ as
a known matching document, and a negative example as
(dq, d
−) where document d− is known not to be matching
query dq . As in [6], we learn the parameters of the document
embedding model by using a training set of (dq, d+/−) pairs
for the Siamese network and (dq, d+, d−) triplets for the triplet
network.
1) Citation graph: To select the training samples for the
supervised training, we leverage the citation graph, i.e. the
graph where the nodes are the documents in the corpus and a
directed edge exists between node pair di and dj if document
di cites document dj . We define a distance level, dis(di, dj),
between nodes di and dj as the number of nodes in the shortest
path from node i to node j in the citation graph. For example,
when document di cites document dj , dis(di, dj) is equal
SBERT SBERT
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Fig. 2. Left: document scoring with a Siamese network with a cosine similarity function; dq : query document; di: candidate document. Right: an illustration
of document selection with K = 4 .
to 1, and when di cites a document which in turn cites dj ,
dis(di, dj) is equal to 2.
2) Selecting the positive examples: From the citation graph,
we have selected the positive examples as the examples with
dis(di, dj) = 1, 2, 3. For the MSE objective in the Siamese
network, we have then defined the target similarity of the
positive examples as sim(di, dj) = θdis(di,dj)−1 where θ is
a positive constant selected using the validation set. For the
triplet network objective, we have directly used the cosine
distance provided by the network to enforce a margin between
the distances of the selected negative and positive examples.
3) Selecting the negative examples: All the non-positive
documents for a query dq have been treated as negatives, and
their target similarity in the MSE objective has been set to
sim(di, dj) = 0. For training, we have only used subsets of
the negative examples, selected with three different strategies:
• Random: random negative documents for dq .
• Nearest: negative documents that are closest to dq in
the SBERT embedding space. The embedding space was
chosen from the best model trained with random negative
examples.
• Farthest: negative documents that are farthest from dq in
the embedding space.
To prevent imbalance between positive and negative exam-
ples, we have set the number of negative examples for each
query document to be equal to that of its positive examples.
V. EXPERIMENTS
A. Dataset
For the experiments, we have used the ACL Anthology Net-
work corpus (AAN), a set of 22, 085 publications in the field
of computational linguistics first presented in [25]. This dataset
has been used by virtually all papers in the field of citation
recommendation and is widely accepted as a benchmark. In
the dataset, each document body is accompanied by a title,
an abstract, a venue, authors, and a set of references that we
use as ground truth for the citation recommendation task. We
replicate the experimental setup of [26] by excluding papers
with no references and using the standard training (16, 128
papers from 1960 to 2010), “dev”/validation (1, 060 papers
from 2011) and test (1, 161 papers from 2012) splits.
B. Compared Approaches
We have compared our approach with a strong baseline
for citation recommendation, BM25, a submodular approach
presented in [1], SubRef, and a state-of-the-art method, Citeo-
matic [26]. The BM25 baseline is our implementation of the
popular ranking function Okapi BM25 that is used effectively
and efficiently in many information retrieval systems, includ-
ing Elasticsearch. SubRef uses BM25 as the similarity function
for document pairs and applies a submodular search with
appropriate submodular scoring functions to choose the set
of recommended citations. Citeomatic is a neural approach
Hyperparameter Siamese network Triplet network
pre-trained model DistilBERT DistilBERT
learning rate 2e-5 2e-5
batch size 16 16
θ 0.4 N/A
d=1
epochs per training 20 10
samples per epoch 144,474 576,970
d=2
epochs per training 10 5
samples per epoch 921,422 7,659,898
d=3
epochs per training 5 3
samples per epoch 3,264,138 50,421,230
TABLE I
HYPERPARAMETERS USED FOR TRAINING THE PROPOSED APPROACH
that first embeds all documents in a learned vector space,
then selects the query’s nearest neighbours as candidates, and
eventually reranks the candidates using a deep discriminative
model to produce the final recommendation list. To train our
models, we have used the hyperparameters listed in Table I.
The learning rate used was SBERT’s default, while the batch
size was set to 16 due to memory limitations. The value for
θ was selected in [0.1− 0.9] in 0.1 steps using the validation
set. The number of epochs for all our models was set to have
approximately equivalent training time. For all the compared
models’ parameters we have used their default values.
C. Evaluation Metrics
Following [26], we have used the Mean Reciprocal Rank
(MRR) and the F1@k score as the evaluation metrics. The
MRR records the position of the first correct citation in the
predicted recommendation list, then computes its reciprocal
(the higher, the better) and averages it over the test set. The
F1@k score is the harmonic mean of the corpus-level precision
and recall at k, i.e. the precision and recall in the k top ranked
citations. The precision and recall are first computed for each
query document, then averaged over the test set to return the
final F1 score.
D. Main Results
Table II reports the MRR, F1@10, F1@20, F1@50 and
F1@100 results for the three compared approaches and two
variants of our method. The first variant, labeled “SBERT”,
only uses the Sentence-BERT model, fine-tuned as described
in Section IV-C, to embed the combined text of the title and
abstract of each document. The top k ranked documents for
each query are selected as the recommendations. The second
variant, labeled “SBERT+SubRef” uses the submodular infer-
ence of SubRef to select the recommendations based on the
similarity score from SBERT. The results in Table II show
that even the first variant, SBERT, has been able to achieve
competitive performance, with improvements over the three
compared approaches in F1@50 and F1@100 and second-best
results in al the other metrics. The best configuration for this
model was chosen using the validation set as shown in Tables
III and IV. However, the second variant, SBERT+SubRef, has
Method MRR F1@10 F1@20 F1@50 F1@100
ElasticSearch
BM25 0.2437 0.0701 0.0632 0.0446 0.0321
Citeomatic
Select 0.3085 0.1281 0.1339 0.0940 0.0548
Select+Rank 0.3777 0.1590 0.1472 0.0959 0.0549
SubRef (best)
BM25-QAIv2 0.3320 0.1310 0.1264 0.0911 0.0621
SBERT (best)
Siamese, d=2, farth. 0.3493 0.1424 0.1400 0.1096 0.0797
SBERT+SubRef
Siamese+QAIv2 0.4431 0.1978 0.1839 0.1327 0.0918
TABLE II
RESULTS ON THE TEST SET
Method MRR F1@10 F1@20 F1@50 F1@100
Siamese, d=1
- random 0.1986 0.0625 0.0652 0.0584 0.0482
- nearest 0.1200 0.0288 0.0271 0.0222 0.0172
- farthest 0.1852 0.0556 0.0568 0.0520 0.0419
Siamese, d=2
- random 0.4308 0.1662 0.1691 0.1352 0.0977
- nearest 0.1394 0.0319 0.0267 0.0176 0.0132
- farthest 0.4382 0.1766 0.1730 0.1332 0.0950
Siamese, d=3
- random 0.3887 0.1412 0.1353 0.1036 0.0774
- nearest 0.1763 0.0541 0.0551 0.0456 0.0347
- farthest 0.3988 0.1477 0.1384 0.1073 0.0782
TABLE III
RESULTS FOR THE SIAMESE NETWORK ON THE VALIDATION SET WITH
DIFFERENT SELECTIONS OF THE TRAINING EXAMPLES
reported the best results under all the metrics, with marked
improvements over the runner-up (Citeomatic/Select+Rank) of
6.56 percentage points in MRR and 3.88, 3.67, 3.68 and 3.69
points in F1@10, F1@20, F1@50 and F1@100, respectively.
E. Discussion
1) Selection of the training examples: The selection of
training examples plays a critical role in the performance
of the proposed approach. Clearly, it is infeasible to train
with all the available negative samples as their number grows
quadratically with the size of the dataset and would lead
to very imbalanced training sets. Also the selection of the
examples to be regarded as positives has a major impact on
the performance. For this reason, in Tables III and IV we
show the results on the validation set for the Siamese and
the triplet networks, respectively, for training with positive
examples with distance levels = 1, 2, 3, and negative examples
with the random, nearest and farthest selection strategies. The
results show that the Siamese network has achieved better
performance in all cases, with a best distance level of 2 (i.e.,
including the citations of directly-cited documents) and the
farthest negative selection.
2) Choice of the submodular inference function: Kieu et. al
[1] had proposed four submodular functions for the selection
stage, including two non-monotone (QFRv1, QFRv2) which
balanced relevance to the query, coverage of the corpus and
non-redundancy of the list, and two monotone (QAIv1, QAv2)
that balanced relevance and diversity of venues and authors.
Method MRR F1@10 F1@20 F1@50 F1@100
Triplet, d=1
- random 0.0943 0.0278 0.0348 0.0335 0.0301
- nearest 0.0882 0.0179 0.0144 0.0094 0.0067
- farthest 0.0990 0.0260 0.0395 0.0356 0.0410
Triplet, d=2
- random 0.1154 0.0339 0.0373 0.0332 0.0282
- nearest 0.0885 0.0215 0.0178 0.0134 0.010
- farthest 0.1103 0.0333 0.0382 0.0392 0.0355
Triplet, d=3
- random 0.3119 0.0888 0.0846 0.0679 0.0507
- nearest 0.1693 0.0380 0.0308 0.0205 0.0149
- farthest 0.3092 0.0986 0.0941 0.0743 0.0563
TABLE IV
RESULTS FOR THE TRIPLET NETWORK ON THE VALIDATION SET WITH
DIFFERENT SELECTIONS OF THE TRAINING EXAMPLES
Method MRR F1@10 F1@20 F1@50 F1@100
BM25-QFRv1 0.2443 0.0711 0.0639 0.0449 0.0328
BM25-QFRv2 0.2428 0.0701 0.0632 0.0446 0.0321
BM25-QAIv1 0.3206 0.1276 0.1218 0.0879 0.0591
BM25-QAIv2 0.3320 0.1310 0.1264 0.0911 0.0621
TABLE V
COMPARISON OF DIFFERENT SUBMODULAR FUNCTIONS (BM25 AS THE
SIMILARITY SCORE)
We have re-implemented these functions and evaluated their
accuracy over our documents (i.e. the concatenations of the
title and abstract of the original publications). Table V shows
that monotone function QAIv2 which balances relevance and
diversity of authors has achieved the best accuracy. For this
reason, we have used it in conjunction with SBERT in the
proposed SBERT+SubRef approach.
VI. CONCLUSION
In this paper, we have proposed a novel approach to citation
recommendation that leverages a deep representation of the
documents. The representation has been obtained by encoding
each document with Sentence-BERT (SBERT), a recently
proposed transformer-based approach for text embedding. In
the paper, we have proposed fine-tuning SBERT with positive
and negative examples derived with various strategies from the
citation graph. In addition, we have proposed performing the
prediction of the recommended list with a submodular scoring
function that balances the relevance of the recommended
citations with the diversity of their authors. The experimental
results over a benchmark dataset (the ACL Anthology Network
corpus) have shown that the proposed approach has been
able to outperform all the compared approaches, including a
state-of-the-art neural approach, by a remarkable margin in
all metrics (3.67 − 6.56 percentage points over the runner-
up). In the near future, we aim to explore the integration
of submodular scoring in the training stage and extend the
evaluation to other domains and document types.
REFERENCES
[1] T. B. Kieu, B. S. Pham, X. H. Phan, and M. Piccardi, “A submodular
approach for reference recommendation,” in Proceedings of the 16th
International Conference of the Pacific Association for Computational
Linguistics (PACLING), Hanoi, Vietnam, Oct. 2019.
[2] Q. Yu, E. L. Xu, and S. Cui, “Submodular maximization with multi-
knapsack constraints and its applications in scientific literature recom-
mendations,” in 2016 IEEE Global Conference on Signal and Informa-
tion Processing (GlobalSIP), Dec 2016, pp. 1295–1299.
[3] M. E. Peters, M. Neumann, M. Iyyer, M. Gardner, C. Clark, K. Lee,
and L. Zettlemoyer, “Deep contextualized word representations,” in
Proceedings of the 2018 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language
Technologies (NAACL), New Orleans, Louisiana, Jun. 2018, pp. 2227–
2237.
[4] A. Radford, J. Wu, R. Child, D. Luan, D. Amodei, and I. Sutskever,
“Language models are unsupervised multitask learners,” OpenAI Blog,
vol. 1, no. 8, p. 9, 2019.
[5] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-
training of deep bidirectional transformers for language understanding,”
in Proceedings of the 2019 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language
Technologies (NAACL-HLT), Minneapolis, Minnesota, Jun. 2019, pp.
4171–4186.
[6] N. Reimers and I. Gurevych, “Sentence-BERT: Sentence embeddings
using Siamese BERT-networks,” in Proceedings of the 2019 Conference
on Empirical Methods in Natural Language Processing and the 9th In-
ternational Joint Conference on Natural Language Processing (EMNLP-
IJCNLP), Hong Kong, China, Nov. 2019, pp. 3982–3992.
[7] D. Goldberg, D. Nichols, B. M. Oki, and D. Terry, “Using collaborative
filtering to weave an information tapestry,” Communications of the ACM,
vol. 35, no. 12, pp. 61–70, Dec. 1992.
[8] Y. Ding, G. Zhang, T. Chambers, M. Song, X. Wang, and C. Zhai,
“Content-based citation analysis: The next generation of citation analy-
sis,” Journal of the Association for Information Science and Technology,
vol. 65, no. 9, pp. 1820–1833, 2014.
[9] X. Bai, M. Wang, I. Lee, Z. Yang, X. Kong, and F. Xia, “Scientific
paper recommendation: A survey,” IEEE Access, vol. 7, pp. 9324–9339,
2019.
[10] J. Chen, Y. Liu, S. Zhao, and Y. Zhang, “Citation recommendation based
on weighted heterogeneous information network containing semantic
linking,” in IEEE International Conference on Multimedia and Expo
2019, 2019, pp. 31–36.
[11] M. Fa¨rber and A. Sampath, “Hybridcite: A hybrid model for context-
aware citation recommendation,” CoRR, vol. abs/2002.06406, 2020.
[12] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean,
“Distributed representations of words and phrases and their composition-
ality,” in Advances in neural information processing systems (NeurIPS),
2013, pp. 3111–3119.
[13] J. Pennington, R. Socher, and C. Manning, “Glove: Global vectors
for word representation,” in Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Processing (EMNLP), Doha,
Qatar, Oct. 2014, pp. 1532–1543.
[14] A. Joulin, E. Grave, P. Bojanowski, M. Douze, H. Je´gou, and T. Mikolov,
“Fasttext.zip: Compressing text classification models,” arXiv preprint
arXiv:1612.03651, 2016.
[15] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez,
L. Kaiser, and I. Polosukhin, “Attention is all you need,” in Advances in
neural information processing systems (NeurIPS), 2017, pp. 5998–6008.
[16] T. Wolf, L. Debut, V. Sanh, J. Chaumond, C. Delangue, A. Moi,
P. Cistac, T. Rault, R. Louf, M. Funtowicz, and J. Brew, “Huggingface’s
transformers: State-of-the-art natural language processing,” ArXiv, vol.
abs/1910.03771, 2019.
[17] S. E. Robertson and S. Walker, “Some simple effective approximations
to the 2-poisson model for probabilistic weighted retrieval,” in Pro-
ceedings of the 17th Annual International ACM SIGIR Conference on
Research and Development in Information Retrieval (SIGIR), New York,
NY, USA, 1994, pp. 232–241.
[18] C. Gormley and Z. Tong, Elasticsearch: The Definitive Guide: A
Distributed Real-Time Search and Analytics Engine. O’Reilly Media,
2015.
[19] V. Sanh, L. Debut, J. Chaumond, and T. Wolf, “Distilbert, a distilled
version of BERT: smaller, faster, cheaper and lighter,” CoRR, vol.
abs/1910.01108, 2019.
[20] B. Hu, Z. Lu, H. Li, and Q. Chen, “Convolutional neural network
architectures for matching natural language sentences,” in Advances
in Neural Information Processing Systems (NeurIPS), Z. Ghahramani,
M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger, Eds.,
2014, pp. 2042–2050.
[21] J. Mueller and A. Thyagarajan, “Siamese recurrent architectures for
learning sentence similarity,” in Proceedings of the Thirtieth AAAI
Conference on Artificial Intelligence, 2016, p. 27862792.
[22] P. Neculoiu, M. Versteegh, and M. Rotaru, “Learning text similarity with
Siamese recurrent networks,” in Proceedings of the 1st Workshop on
Representation Learning for NLP (RepL4NLP), Berlin, Germany, Aug.
2016, pp. 148–157.
[23] J. Bromley, I. Guyon, Y. LeCun, E. Sa¨ckinger, and R. Shah, “Signature
verification using a” siamese” time delay neural network,” in Advances
in neural information processing systems (NeurIPS), 1994, pp. 737–744.
[24] E. Hoffer and N. Ailon, “Deep metric learning using triplet network,”
in International Workshop on Similarity-Based Pattern Recognition
(SIMBAD), 2015, pp. 84–92.
[25] D. R. Radev, P. Muthukrishnan, V. Qazvinian, and A. Abu-Jbara, “The
acl anthology network corpus,” Language Resources and Evaluation, pp.
1–26, 2013.
[26] C. Bhagavatula, S. Feldman, R. Power, and W. Ammar, “Content-based
citation recommendation,” in Proceedings of the 2018 Conference of
the North American Chapter of the Association for Computational Lin-
guistics: Human Language Technologies (NAACL-HLT), New Orleans,
Louisiana, Jun. 2018, pp. 238–251.
