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Abstract
A quantum computing system is typically represented by a set of non-interacting (local)
two-state systems—qubits. Many physical systems can naturally have more accessible states,
both local and non-local. We show that the resulting non-local network of states connecting
qubits can be efficiently addressed via continuous time quantum random walks, leading to sub-
stantial speed-up of multiqubit entanglement manipulations. We discuss a three-qubit Toffoli
gate and a system of superconducting qubits as an illustration.
Keywords: entanglement, quantum information, quantum gates
1 Introduction
Quantum information is built around two-state quantum systems, qubits [1–3], which are ma-
nipulated by applying single- or few-qubit gates [3–13], and can be entangled as required by a
quantum algorithm [3, 14–19]. In order to perform a sustainable quantum computation and ben-
efit from quantum codes [14–18], an error correction [20–22] must take place to battle decoher-
ence [23–26]. Error correction, a quantum algorithm itself, rely on multiqubit entanglement and
must be performed on a sufficiently coherent system to be successful [27]. Therefore quantum op-
erations involving multiple qubits must be sufficiently fast to enable continuous error correction.
Although alternative concepts exist [28–30], in many physical implementations each qubit
is a separate physical system [4, 7, 8, 11] isolated form other qubits. As the result, single qubit
operations are easy to perform, while entangling operations are hard—the qubits must be set to
interact temporarily. In this investigation we focus on systems where interactions are mediated
via cavity modes (as, e.g., in superconducting transmon systems [7]). In these systems multiqubit
gates are performed via simpler one- and two-qubit gates [3,22,31,32]. Thus, temporal complexity
(speed of operation) of a typical entangling multiqubit gate [3] grows rapidly with the number of
qubits, n. Substantial effort has been made to reduce the gate operation time by optimizing two-
qubit representations of multiqubit gates [33–37]. Although some speed-up (a constant factor) can
be achieved this way [35], the complexity class—type of functional dependence on n—remains
the same in most cases.
We propose an approach to mutiqubit entangling operations that relies on accessible extended
Hilbert space in which there is a set of always interacting (non-local) states involving multiple
qubit systems. Unlike in the concept of qudits—multistate quantum units—we discuss excited
states that can naturally remain interacting (non-local) when the qubit states are isolated from
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Figure 1: Extended Hilbert space: (a) A schematic illustration of an entangling operation done via a non-local
auxiliary state |n.l.〉. (b) A schematic illustration of entangling operation on multiple qubits using multiple
non-local auxiliary states to optimize (compress) the operation.
each other. Auxiliary excited states have been widely used to perform single- or two-qubit entan-
gling gates in different qubit architectures [11, 38–42] via optical transitions using, e.g., Λ-system
physics [see Fig. 1(a)]. With this study we do not aim to suggest utility of non-local auxiliary
states, which has been widely accepted [10, 12, 13, 38, 39, 41, 42], rather we aim to demonstrate
that the available structure of multiple auxiliary states [see Fig. 1(b)] can be used to perform
multi-qubit operations more effectively. Specifically, we show that multiqubit operations can be
performed via quantum walks [43–46] through such excited states: quantum data is still encoded
in qubits, facilitating existing quantum codes, but the gate is performed by a quantum algorithm
in an extended Hilbert space. We show that the combination of two factors: (i) non-locality of
higher-energy states and (ii) representation of multiqubit gates via a quantum walk, can speed-up
multiqubit operations potentially reducing their complexity class. Non-local states provide extra
physical connections between qubits and quantum walks explore multiple quantum trajectories
enabled by these connections at once. This approach can contribute to on-going research on gate
compression schemes and can advance quantum algorithms, including error correction, reducing
the fault-tolerance threshold. It can also be of interest in relation to other physical [47–49] and
biophysical [50–55] problems.
Many physical implementations of quantum computing systems have multiple well-defined
quantum states that are routinely addressed in experiments [4, 8, 11, 38, 39, 41, 42, 56]. When such
systems interact, these states form superpositions that are no longer localized in each individual
system but can spread over a number of them [see Fig. 1(b)]. The degree of non-locality of
such superpositions is generally different at different energy levels. This non-local network of
states can be engaged by transferring quantum amplitudes from qubit states to higher energy states
temporarily. As we will demonstrate, one of the most effective ways to accomplish this is to design
continuous-time quantum walks [43–46] through these networks of states. In what follows, we first
introduce terminology. We, then, show how multiqubit gates can be performed via pulse sequences
addressing always interacting auxiliary states. This approach, when optimized, can provide some
gate compression but is limited because the structure of nonlocal states involving multiple qubits
is not used. The pulse-sequence approach is used further as a benchmark to suggest increased
efficiency of the proposed quantum-walk-based scheme.
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2 System and assumptions
In order to illustrate the concept we will focus on one of the simplest systems necessary: a
collection of four-state quantum systems coupled to a single cavity mode of frequency ωC [see
Fig. 1(b)]. Such configuration can be realized in a number of currently most advanced qubit ar-
chitectures [7, 38, 41, 42, 56, 57]. Generalization to larger number of states and other types of
interaction is possible. We set each individual four-state qubit system (QS) to encode a qubit via
the two lowest energy states |i〉 = |0〉, |1〉, and use two additional states, |ei〉 = |e0〉, |e1〉, as
auxiliary states. The Hamiltonian is
H=HQSs + ωCa
†a+
∑
i,n
(
g|i〉(n)〈ei|(n)a† + h.c.
)
+ V (t) (1)
where
HQSs =
∑
i,n

(n)
i |i〉(n)〈i|(n) +
∑
i,n
ε
(n)
i |ei〉(n)〈ei|(n) (2)
Here constant energies i and εi correspond to states |i〉 and |ei〉 respectively, a† (a) is the cavity
mode creation (annihilation) operators, and the superscript n enumerates QSs. External pulse
control enters via V (t). Other choices for cavity-qubit coupling, e.g., to |1〉↔|e0〉, can also be
made [13]. This Hamiltonian (without V ) can be diagonalized to
H =
∑
n
En|ψn〉〈ψn| (3)
where states |ψn〉 approach non-interacting states |ij...〉, |iej ...〉, etc., when g → 0, and index n
runs over the complete set of states as defined by Hamiltonian (1).
When all transitions in QSs are sufficiently detuned away from the resonance with ωC (off-
resonance) or have zero (or negligible) matrix elements, the cavity field can not mediate the inter-
action effectively. In this regime all transitions
|i, jk...〉 A←→|ei, jk...〉, |i, ejk...〉 A
′
←→|ei, ejk...〉, ... (4)
with the same i are identical irrespective of the values of other indexes (j, k, ...). This means that
each QS is isolated and is not affected by the state of the rest of the system—only single-qubit
manipulations are possible.
When, on the other hand, the cavity mode is in resonance with at least one of the transitions in
each QS and the corresponding matrix elements are non-negligible, the degeneracy can be lifted—
a change in the state of one of the qubits can affect the entire system. As the result, entanglement
can be modified, but single- (or few-) qubit operations are difficult to perform. We will label the
superposition states |ψn〉 at g 6= 0 the same way as the states from which they originate when g is
adiabatically increased from zero.
For the purpose of this investigation we will focus on the simplest case, when the cavity has
non-negligible and identical matrix elements for transitions between states in each individual QS.
This assumption simplifies the discussion because in this case it suffices to only discuss frequency
resonance conditions and detunings that are independent of the details of qubit-cavity interactions
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in each individual physical system. On the other hand, this imposes the limit on how many qubits
can be coupled this way until spectral crowding introduces unacceptable levels of cross-talk noise.
This limit can be partially or completely lifted by using multiple cavities, each coupled to only few
QSs, as will be briefly discussed at the end of this paper.
In the systems described by Hamiltonian of type (1) and with the assumptions stated above,
a combination of both resonance and off-resonance limits—an intermediate resonance regime
(IRR) [13]—is possible. In this regime, the cavity mode is somewhat away from resonance with
every qubit system, and the decrease of qubit-cavity interactions (degree of non-locality) is dif-
ferent for different types of qubit-cavity states. Specifically, the cavity may be sufficiently far off
resonance with QSs, such that transitionsA andA′ are indistinguishable for different jk... and k...
respectively, while transitions in group A remain distinguishable from those in group A′. We can
quantify differences in the transition frequencies for transitions in each group by ∆ω, and differ-
ences in transition frequencies between transitions in group A relative to that in group A′ by ∆ω′,
and so on. We can also quantify the detuning of qubit transitions that belong to different qubits
from each other by O, i.e.,
O ∼ |(ε(n)i − (n)j )− (ε(n
′)
i − (n
′)
j )| (5)
for n 6= n′ and specific choice of i, j. When O/g → ∞, both ∆ω and ∆ω′ vanish. The IRR is
achieved at some finite values of O (and an appropriate choice of ωC [13]) when
∆ω  ∆ω′. (6)
While the IRR, as obtained in Ref. 13, is specific to QS coupled via cavity modes, a similar struc-
ture with condition (6) can be present when interactions between QSs occur via other mechanisms.
3 Pulse-controlled gates using a Λ-system
In this section we give a brief overview of a standard Λ-system approach to two-qubit quantum
gates to introduce concepts used in the other sections. This approach (and its variations) is used in
different qubit architectures, e.g., in ion traps [38, 39] or in quantum dots [41, 42], to manipulate
entanglement. The key ingredient is a non-local auxiliary state that has non-zero matrix element
for transitions involving at least one of the basis states in the two-qubit system, e.g., |11〉, as in
Fig. 1(a). The state is non-local if it is formed as the result of interaction between qubits, either
direct or mediated via a cavity field. The non-locality is manifested via the fact that transition
|11〉↔|n.l.〉 is different and distinguishable from |10〉↔|n.l.〉 or |01〉↔|n.l.〉. In order to perform
the simplest entangling operation, a CZ (Control-Z) gate, it suffices to send a 2pi pulse in resonance
with |11〉↔|n.l.〉 transition. Resonance pulses perform a rotation according to
|ψ〉 = cos(θ/2)|11〉 − ieiφ sin(θ/2)|n.l.〉 (7)
where θ is the integral of the pulse amplitude. When θ = 2pi the amplitude is returned back to the
original state in the computational basis with a phase factor of pi. As the result, the initial two-quit
state is altered as
A|00〉+B|01〉+ C|10〉+D|11〉 → A|00〉+B|01〉+ C|10〉 −D|11〉 (8)
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Figure 2: All |0〉↔|e0〉 transitions in a three qubit system (schematically). Transitions are grouped by the
qubit at which transition occurs. When transitions are local, each transition is indistinguishable from the other
in the same group. A similar diagram can be obtained if |1〉↔|e0〉 transitions are of interest (as in Sec. 4.2.1)
by inverting indexes 0 and 1.
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Figure 3: Three-qubit entangling gates performed via a sequence of pulses. (a) A three qubit Toffoli gate.
(b) Cascaded CNOT gate performed by local resonant pulses.
which is equivalent to application of the CZ gate. Several pulse fields using both legs of the
Λ-system can be used to create more complex entangling two-qubit rotations [41, 42]. Despite
the simplicity of this scheme, the existence of suitable “bus” state |n.l.〉 in systems with multiple
qubits is hardware-dependent and may be difficult to have permanently in many architectures.
4 Pulse-controlled gates in IRR
In this section we demonstrate how entanglement can be manipulated in systems under IRR con-
ditions using a pulse-sequence approach.
4.1 Three-qubit CCZ and CZZ gates
We begin with the simplest multiqubit entangling gate—a three-qubit Toffoli gate [3, 58]. The
Toffoli gate can be decomposed into
Toffoli = H3CCZH3, (9)
or represented by six CNOT gates [34]. Here Hi is a Hadamard operation [3] applied to i-th qubit,
and
CNOT = H2CZH2 (10)
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Figure 4: Pulse scheme for multiqubit entangling gates performed via a sequence of pulses.
is a Control-NOT operation. The control-Z gate with one (two) control qubits and one target qubit
is denoted by CZ (CCZ). Note that control-Z operations with arbitrary number of control qubits,
[C](n)Z, are diagonal identity matrices with, e.g., one diagonal entry set to −1. Therefore, to
perform the entangling part of the Toffoli gate one must add a phase of pi to the amplitude residing
on, e.g., one of the basis states. The three-qubit basis states are shown in Fig. 2 schematically.
All |0〉 ↔ |e0〉 transitions in Fig. 2 are grouped by the qubit in which transition takes place. In
the IRR all transitions within each group are indistinguishable (∆ω → 0). If we apply a resonant
pulse to transition |000〉↔|e000〉 it will also affect states |001〉, |010〉, and |011〉 in exactly the
same fashion (solid lines in Fig. 2), and, hence, will be completely local to QS-1. However, if a
local pulse is applied to, e.g., the first qubit such that some part of the population remains in the
excited auxiliary state after the pulse, the next pulse applied to, e.g., the second qubit is no longer
local because two of its transitions (from |000〉 and |100〉) affect only a portion of the population.
The population left on the excited auxiliary states by the first pulse can not be transfered to higher
energy states by the second pulse, because ∆ω′ is not negligible due to condition (6).
A three-qubit CCZ gate can be constructed based on three pulses described above. Each pulse
induces a transition in a pair of states according to Eq. (7). We choose to apply θ = pi and θ = 2pi
pulses as shown in Figs. 3(a) and (b). Because the combination of two pi pulses completely returns
the population back to the initial state adding a phase of pi, a set of pulses shown in Fig. 3(a) will
change the sign of the amplitudes that reside on all states but |111〉, realizing a CCZ gate (up to a
negligible common phase factor). Similarly, pulse sequence shown in Fig. 3(b) will realize a CZZ
gate (two cascaded CZ gates).
4.2 Multi-qubit entangling gates by a pulse train
The above pulse-sequence approach can now be easily generalized to larger number of qubits,
Fig. 4, and arbitrary phase accumulation for the states. The latter can be achieved if in any se-
quence of two consecutive pi pulses, the pulse frequency is detuned from resonance by some value
δ. In the case of cosh-shaped pulses the resulting phase accumulation, φ, is
exp iφ = −z/z∗, z = σ + iδ (11)
where σ is the pulse bandwidth [59].
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If we denote a sequence of pi pulses applied to m-th QS by bits of a binary number
b(m) = {bm1 , bm2 , ..., bm2n}, (12)
such that the value bmi = 1 corresponds to a pi pulse and b
m
i = 0 to free evolution (no pulses), the
pulses will not interfere if
b(1)& b(2)& b(3)& ... = 0, (13)
where & is a bit-wise classical AND operation. This set of pulses can perform any diagonal
multiqubit gate. For example, b(m) = 2m + 22n−m−1 will perform multiqubit Toffoli, [C](n−1)Z,
gate; b(0) = 22n−1+1, b(m>0) = 3×22m−1 will accomplish a cascade of CZ gates, or C[Z](n−1).
A single quantum Fourier transform cascade [3] can be performed with the same sequence of
pulses as C[Z](n−1), detuning each pair of b(m>0) pulses from the exact resonance condition to
accumulate a phase pi/2m.
Note that pulse schemes in Figs. 3 and 4 are optimized versions of multiqubit gates represented
via two-qubit entangling CZ gates, introduced in [13] for similar architectures. Thus, temporal
complexity of the gates still scales asO(n), that is, approximately n two-qubit CZ gates (or pulses
realizing those gates) are needed to perform the operation. Thus, the (temporal) complexity class
is the same as in traditional CNOT representation: the best representation of [C](n−1)Z gate via
two-qubit entangling gates requires 2n individual CZ gates [34]. Therefore these optimized pulse
sequences can be used to benchmark quantum-walk-based gates introduced further against known
CNOT-base decompositions.
4.2.1 Example: CCZ gate in transmon-cavity system
As an example of application of the above scheme, we numerically model a system of three trans-
mons [7, 60] interacting via a single microwave cavity mode. We model the b(m) = 2m + 25−m
sequence and compute fidelity [61] of the resulting CCZ gate operation. For this example we can
describe transmons approximately as anharmonic oscillators [see Fig. 5(a)] with energies [7]
EN =
(
ω0 − α
2
)
N +
α
2
N2, (14)
and anharmonicity α defined as
α = ω1 − ω0 < 0, (15)
where
ω0 = E1 − E0, ω1 = E2 − E1. (16)
The states with N = 0, 1, 2, 3, ... correspond to states |0〉, |1〉, |e0〉, |e1〉, ..., respectively. In
transmon qubits the cavity mode (due to either 3D or planar transmission-line cavity) can couple
strongly to consecutive transition in each transmon. We chose the frequency of the cavity such,
that it is near resonance, but somewhat detuned from |1〉↔|e0〉 transition in each transmon [7] to
realize IRR condition (6).
As it is the case for all transmon qubit systems, multi-qubit computational basis states are
scattered over the large part of the spectrum with multiple other states laying in between due to
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Figure 5: Numerical simulations of a system of three transmons [7,60] in a cavity. Schematic energy structure
of each transmon is shown in panel (a). Representative parts of the combined numerically-obtained spectrum
are shown in panels (b) through (f). The dependence on cavity frequncy ωC is emphasized in panel (c) for
reference. The transmon frequency is 6.8 × 2pi GHz (anharmonicity is −2 × 2pi GHz). The frequencies of
the second and third transmons are scaled by 1.02 and 1.04; g = 10× 2pi MHz.
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very small anharmonicity in these systems. In order to correctly account for all possible relevant
transitions available in this system we used 5 states to represent each of the three qubits and at least
5 states to represent the cavity mode. Some parts of the complete numerical spectrum (over 600
states) are shown in Figs. 5(b)-(f), where we plot energies as a function of cavity mode frequency
ωC . States beyond |e0〉 were not activated by external pulses, but were included to numerically
confirm that the population remains at lower energy states when the gate is effective.
Quantum evolution in systems with many accessible transitions across different frequency
range becomes less stable numerically. Implicit integration techniques can partially mitigate this
problem, however development of appropriate probability-conserving numerical approaches are
needed to correctly account for large number of accessible transitions without artificial cutoffs. In
order to guarantee acceptable levels of numerical error, we chose anharmonicity that is about three
times larger than what is expected for a transmon [7]. Transmons with large coherence times [62]
are designed with even smaller anharmonicities, α ∼ 0.2 × 2pi GHz, to suppress charge fluctua-
tion noise [7]. Due to 2pi-periodic conditions on the phase of the superconducting order parameter,
the system can, in principle, tunnel to the other identical minima. This tunneling is negligible in
the transmon limit [7] due to large potential barrier separating the minima and the approximate
description (14) is well justified. We adopt this approximation in our numerical modeling to in-
vestigate the regime consistent with the experimentally used set of parameters.
In Figure 6 we show numerically computed fidelity of the CCZ gate operation as a function
of the cavity mode frequency and the bandwidth of the pulses. A train of four pi pulses of the
same bandwidth σ, as prescribed by the scheme outlined in Fig. 4, were taken to realize the gate
suggested in Fig. 3(a). Gaussian pulse shapes with appropriate temporal cut-offs were taken for
all pulses. A plateau of high fidelity of the gate operation shrinks and disappears when the pulse
bandwidth approaches g, and cavity-induced splittings are no longer distinguished by the pulses.
This behavior is consistent with the qualitative analysis drawn from the level diagram shown in
Fig. 2 and discussed above. At smaller σ (not shown) the plateau must descent and eventually
vanish when σ approaches the decoherence rates.
5 Overlapping pulses and quantum walks
Note that in the above examples a sequence of non-overlapping pulses was used. This is an artifi-
cial constraint. When a larger Hilbert space is involved and pulses are allowed to overlap, the entire
gate can be executed with a single multicolor pulse of comparable strength per Fourier harmonic.
This suggests a potential change in the (temporal) complexity class for the multiqubit gates. In
what follows, we demonstrate how evolution governed by fully overlapped pulses can be designed
to perform entangling quantum gates.
A network of transitions in a multi-state multiqubit system can be viewed as a graph, with each
node describing a single state, |ψn〉, of the diagonalized Hamiltonian (3), and edges describing
accessible transitions. This graph can have disconnected parts as, e.g., in the case of a three-qubit
system with only |i〉 ↔ |ei〉 transitions allowed [Fig. 7(a)]. Quantum evolution through such
graph becomes non-trivial when external (control) pulse V (t) has harmonics that enable certain
transitions
V (t) ∼ Φ(t)Ω000,e000|000〉〈e000| cos(ω000,e000t) + ... (17)
For simplicity we consider resonant ω frequencies only. In this case the common pulse profile
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Figure 6: Numerically computed fidelity of the three-qubit entangling gate CCZ performed using the pulse-
train approach outlined in Fig. 4 in a system of three transmons in a cavity (see Fig. 5). Fidelity is shown as
a function of the cavity mode frequency ωC and the pulse bandwidth σ. Parameters are the same as in Fig. 5.
Φ(t) enters only via ∫ t
0
dtΦ(t)/~→
∫ ∞
−∞
dtΦ(t)/~ ≡ τ, (18)
and the entire evolution operator in the rotating frame is
Uˆ(t) = exp[−iΩˆτ ]. (19)
Here Ωˆ is the complex hermitian adjacency matrix composed of Fourier amplitudes Ω entering
Eq. (17).
Evolution operator (19) describes propagation of amplitude due to a continuous time quantum
walk [43–46]—a continuous time quantum evolution in a single-particle quantum system initially
set up to occupy only one of the quantum states available. A graph corresponding to such quantum
walk is a set of nodes (states) with edges (connections) representing elements in adjacency matrix
Ωˆ, which have the physical meaning of dimensionless Rabi frequencies set up by external control
pulses. To obtain the desired Uˆ , corresponding to a quantum gate, e.g., CCZ, in the qubits’ com-
putational basis, we analytically solve quantum walk through the graph and chose appropriate Ωˆ
based on that solution.
In order to produce a gate, we need quantum evolution that satisfies specific initial and final
conditions: the walk must start and end (at time τ ) on one of the qubit basis states. The free param-
eters to be adjusted are the amplitudes of the Fourier harmonics of the control pulse (elements of
Ωˆ matrix). The gate is non-trivial if non-trivial phases are accumulated during the walk. Note that
Fourier harmonics Ωˆ play the role of pulse amplitudes if we compare quantum walk approach to
the pulse train approach outlined in Fig. 4. Therefore magnitudes of entries in Ωˆ must be compared
to the magnitudes of pulses in Figs. 3 and 4. The substaintial difference however stems from the
fact that when the gate is performed via quantum walks, the “sequence” of pulses is “applied” in
frequency space rather than in time and the entire gate is executed in a single pulse (concurrently).
In this case the system is left to explore multiple quantum mechanical trajectories involving en-
tangled states at once, as opposed to being guided (classically) through a single trajectory as it
happens for pulse-sequence schemes in Figs. 3 and 4.
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Figure 7: Networks of states. (a) A complete set of graphs for a three-qubit system. (b-d) Sub-sections of (a)
activated to perform CCZ gate. Labels refer to the corresponding Rabi frequencies in Ωˆ. In panels (b), (c),
and (d), we drop the subscript in |e0〉 for clarity.
In most cases, Ωˆ and the corresponding matrix, ωˆ, of frequencies ω entering Eq. (17) are not
unique. In what follows we give several specific configurations to illustrate a three-qubit CCZ
gate and discuss systems with larger number of qubits in the last section. For the purpose of
illustration we discuss a system with only one transition, |0〉↔|e0〉, per qubit system accessible to
external control pulses and show |1〉↔|e1〉 transitions [dashed lines in Fig. 7(a)] to demonstrate the
more general structure of the graph. In order to understand how many different Rabi frequencies
are available for adjustments, we recall that in systems under the IRR condition (6), transitions
between different levels [i,ii, and iii in Fig. 7(a)] are spectrally distinct and can be addressed
independently [13]. Connections within each level correspond to transition in the same QS and
are indistinguishable and can not be adjusted independently. The numbering convention for Rabi
frequencies in Fig. 7 is set to indicate distinguishable frequencies.
5.1 Example: CCZ gate
As an example, we construct a control pulse of five harmonics activating connection 1 on level i,
and connections 2 and 3 on level ii and iii [solid lines in Fig. 7(a)]—all are transitions of type
|0〉↔|e0〉 in different qubit systems if labeled in the limit g → 0. This produces four non-trivial
graphs, each connected to one of the qubit basis states [Fig. 7(b)-(d)]. A CCZ gate is realized if,
e.g., one of the qubit basis states accumulates a phase of pi for the amplitude residing on it. If
we chose Ωii2 = Ω
ii
3 , the phases accumulated for amplitudes residing on |011〉, |001〉, and |010〉
at time τ can be easily found from diagonalization of respective adjacency matrices. They are
Ωi1τ = pi for (b), and
τ
√
(Ωii2,3)
2 + (Ωi1)
2 = 2pi
for (c) graphs. All trivial (one state) graphs accumulate no phase (in rotating frame). Two Rabi
frequencies, Ωiii2 and Ω
iii
3 , must be adjusted to ensure that the phase accumulated for state |000〉 is
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an even multiple of pi. We can set
X = Ωiii3 /Ω
iii
2 6= 1,
transforming the balloon graph (d) into a linear chain of 5 states
|000〉, |e000〉, (|e0e00〉+ |e00e0〉)/
√
2, |e0e0e0〉, (|e0e00〉 − |e00e0〉)/
√
2
with Rabbi frequencies
ωα = Ω
i
1 = pi/τ,
ωβ =
√
2Ωii2 =
√
6pi/τ,
ωδ = Ω
iii
2 (1 +X)/
√
2,
ωγ = Ω
iii
2 (1−X)/
√
2.
The corresponding adjacency matrix has four non-zero eigenfrequencies
±Ω± = ±
√
R2 ± χ/
√
2,
where
R2 = |ωα|2 + |ωβ |2 + |ωδ|2 + |ωγ |2
(R4 − χ2)/4 = |ωα|2|ωδ|2 + |ωβ |2|ωγ |2 + |ωα|2|ωγ |2
with Ω+ 6= Ω−. By setting τΩ+ = 2pin and τΩ− = 2pim with integers n 6= m, we set the
evolution operator Uˆ(τ) for graph (d) to identity. For n = 1 and m = 2 we find
Ωiii2,3=(3±
√
17)pi/2τ.
Note that an arbitrary number of 2pi phase can be added for each Ω±τ , i.e., n andm can be arbitrary
non-equal integers. This means that the choice of Rabi frequencies coming due to external pulse
control and realizing CCZ gate via quantum walks is not unique.
6 Larger number of qubits
Both, the pulse train and the quantum walks approach, as described above, rely on spectrally
distinct states and can suffer from spectral degeneracies and reduction of the effective interaction
strength that can occur in larger systems of qubits interacting via a single quantum resonator.
Considering a system of transmons as an example, it is natural to assume that the condition that
allows to avoid interference due to spectral crowding is
|α(ij)| & |g|, α(ij) = ω(i)1 − ω(j)0 (20)
where superscripts refer to different qubit systems and the frequencies are defined in Eq. (16). Note
that all pulses are designed to distinguish energies ∼ |g| in order to manipulate entanglement. For
the purpose of estimating the above condition, we can assume that QS parameters are scaled as
ω
(i)
n = ωn(1 + ki). This leads to α(ij) = ω1k(i − j) + α(1 + kj), where we recall that α < 0.
12
As the result, condition (20) becomes ||α/ω1|−kM | & |g/ω1|, where M is the number of qubits.
In realistic systems of transmons one can have |g/ω1| ∼ 0.001, |α/ω1| ∼ 0.1− 0.01, and can set
the scaling factor to about k ∼ 0.01− 0.001. This produces the limit of M < 10. In addition, the
effective interaction must be kept larger than all decoherence rates
geff ∼ g g
O
 max[Γ]. (21)
This limits usable coupling strength between QSs at the opposite ends of the spectrum as |g/ω1| 
kM max[|Γ/g|].
The above limitation on M stems from the fact that we have considered a simplified model to
introduce a new approach for entanglement-manipulating gates based on quantum walks. Specif-
ically, the operation of the gate was demonstrated analytically based on spectral selectivity that
relies on frequency detuning. In actual physical systems selectivity of pulses is determined not
only by detuning, but also by the magnitude of the transition matrix elements present for the given
pulse field distribution and the wave functions involved in the transition of interest. In other words,
if the pulse field does not overlap with the states involved in the given transition it does not affect
that transition even if it is in or near resonance with the pulse frequency. This makes transitions
corresponding to different edges of the graph, e.g., in Fig. 7(a), individually addressable even
when the corresponding transition frequencies are near resonance with each other. Furthermore,
in many architectures scalable qubit registers would involve multiple cavities carrying interaction
between different parts of the system, rather then a single quantum resonator coupled to every QS.
This introduces larger number of addressable auxiliary states, hence generating larger graphs with
addressable edges. As the result, restrictions (20) and (21) no longer apply to the entire qubit reg-
ister, although, they can still be important locally. This situation is ideal for the proposed approach
of using continuous time quantum walks to manipulate entanglement in multiqubit systems. Inves-
tigation of quantum walk properties in this context, particularly “return” quantum walks discussed
here, is an interesting direction of further research, which, however, goes beyond the scope of the
present paper. Finally, we note that the evolution through networks of auxiliary states is also af-
fected by decoherence. This can potentially limit sizes of the graphs involved in entangling gates.
At the same time, small decoherence can, in some cases, enhance quantum propagation through
networks [63–66].
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