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Abstract. In this paper we investigate a variational discretization for the
class of mechanical systems in presence of symmetries described by the action
of a Lie group which reduces the phase space to a (non-trivial) principal bun-
dle. By introducing a discrete connection we are able to obtain the discrete
constrained higher-order Lagrange-Poincare´ equations. These equations de-
scribe the dynamics of a constrained Lagrangian system when the Lagrangian
function and the constraints depend on higher-order derivatives such as the
acceleration, jerk or jounces. The equations, under some mild regularity con-
ditions, determine a well defined (local) flow which can be used to define a
numerical scheme to integrate the constrained higher-order Lagrange-Poincare´
equations.
Optimal control problems for underactuated mechanical systems can be
viewed as higher-order constrained variational problems. We study how a vari-
ational discretization can be used in the construction of variational integrators
for optimal control of underactuated mechanical systems where control inputs
act soley on the base manifold of a principal bundle (the shape space). Exam-
ples include the energy minimum control of an electron in a magnetic field and
two coupled rigid bodies attached at a common center of mass.
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2 ANTHONY BLOCH, LEONARDO COLOMBO AND FERNANDO JIME´NEZ
1. Introduction. Reduction theory is one of the fundamental tools in the study
of mechanical systems with symmetries and it essentially concerns the removal of
certain variables by using the symmetries of the system and the associated conser-
vation laws. Such symmetries arise when one has a Lagrangian which is invariant
under a Lie group action G, i.e. if the Lagrangian function is invariant under the
tangent lift of the action of the Lie group on the configuration manifold Q. If we
denote by Φg : Q → Q this (left-) action, for g ∈ G then the invariance condition
under the tangent lift action is expressed by L ◦ TΦg = L. If such an invariance
property holds when the action Φg is given by left translations on the group G, that
is, Φg = Lg where Lg : G→ G is given by Lg(h) = gh we say that the Lagrangian
L is G-invariant. For a symmetric mechanical system, reduction by symmetries
eliminates the directions along the group variables and thus provides a system with
fewer degrees of freedom.
If the (finite-dimensional) differentiable manifold Q has local coordinates (qi),
1 ≤ i ≤ dimQ and we denote by TQ its tangent bundle with induced local co-
ordinates (qi, q˙i), given a Lagrangian function L : TQ → R, its Euler–Lagrange
equations are
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
= 0, 1 ≤ i ≤ dimQ. (1)
As is well-known, when Q is the configuration manifold of a mechanical system,
equations (1) determine its dynamics.
A paradigmatic example of reduction is the derivation of the Euler-Poincare´
equations from the Euler-Lagrange equations (1) when the configuration manifold
is a Lie group, i.e. Q = G. Assuming that the Lagrangian L : TG → R is left
invariant under the action of G it is possible to reduce the system by introducing the
body fixed velocity ξ ∈ g and the reduced Lagrangian ℓ : TG/G ≃ g→ R, provided
by the invariance condition ℓ(ξ) = L(g−1g, g−1g˙) = L(e, ξ). The dynamics of the
reduced Lagrangian is governed by the Euler–Poincare´ equations (see [3] and [9]
for instance) and given by the system of first order ordinary differential equations
d
dt
(
∂ℓ
∂ξ
)
= ad∗ξ
(
∂ℓ
∂ξ
)
. (2)
This system, together with the reconstruction equation ξ(t) = g−1(t)g˙(t), is equiv-
alent to the Euler-Lagrange equations on G, which are given by
d
dt
(
∂L
∂g˙
)
=
∂L
∂g
⇒

g˙ = gξ,
d
dt
(
∂ℓ
∂ξ
)
= ad∗ξ
(
∂ℓ
∂ξ
)
.
Reduction theory for mechanical systems with symmetries can be also developed
by using a variational principle formulated on a principal bundle π : Q → Q/G,
where the principal connection A is introduced on Q [18] (see Definition 2.4). The
connection yields the bundle isomorphism α
(1)
A
: (TQ)/G→ T (Q/G)⊕Q/G g˜,
α
(1)
A
([vq]) := (Tπ (vq) , [q,A(vq)]g) ,
(see equation (8)) where the bracket is the standard Lie bracket on the Lie algebra
g and g˜ := AdQ is the adjoint bundle AdQ := (Q×g)/G. A curve q(t) ∈ Q induces
the two curves p(t) := π(q(t)) ∈ Q/G and σ(t) = [q(t),A(q˙(t))]g ∈ g˜.
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Variational Lagrangian reduction [18] states that the Euler-Lagrange equations
on Q with a G-invariant Lagrangian L are equivalent to the Lagrange-Poincare´
equations on TQ/G ∼= T (Q/G)⊕Q/G g˜ with reduced Lagrangian L : T (Q/G)⊕Q/G
g˜→ R. The Lagrange-Poincare´ equations read

D
Dt
∂L
∂σ
− ad∗σ
∂L
∂σ
= 0,
∂L
∂p
−
D
Dt
∂L
∂p˙
=
〈
∂L
∂σ
, ip˙B˜
〉
,
(3)
where B˜ is the reduced curvature form associated to the principal connection A and
D/Dt denotes the covariant derivative in the associated bundle (see Definition 2.5).
The derivation of variational integrators for (1) and (2) from the discretization
of variational principles has received a lot attention from the Dynamical Systems
Geometric Mechanics community in the recent years [46], [47], [49], [51], [52], [53]
(and in particular for optimal control of mechanical systems [2], [7], [8], [12], [16],
[17], [22], [27], [44], [43], [54]). The preservation of the symplectic form and mo-
mentum map are important properties which guarantee the competitive qualitative
and quantitative behavior of the proposed methods and mimic the corresponding
properties of the continuous problem. That is, these methods allow substantially
more accurate simulations at lower cost for higher-order problems with constraints.
Moreover, if the system is subject to constraints, then, under a regularity condi-
tion, it can be shown that the system also preserves a symplectic form or a Poisson
structure in the reduced case ([26] and [27] for instance).
The construction of variational integrators for mechanical systems where the con-
figuration space is a principal bundle has been studied in the geometric framework
of Lie groupoids [46] and as a motivation for the construction of a discrete time con-
nection form [42], [31]. This line of research has been further developed in the last
decade by T. Lee, M. Leok and H. McClamroch [41]. We focus on systems whose
phase space is of higher-order, i.e. T (k)Q [20], [33], [34], and moreover is invariant
under the action of symmetries. The Euler-Lagrange and Lagrange-Poincare´ equa-
tions for these systems were introduced by F. Gay-Balmaz, D. Holm and T. Ratiu in
[32]. In this work, we aim to develop their discrete analogue for non-trivial principal
bundles and its extension to constrained systems (where the constraints will be as
well of the higher-order type). With this in mind we employ the discrete Hamil-
ton’s principle by introducing a discrete connection and using Lagrange multipliers
in order to obtain discrete paths that approximately satisfy the dynamics and the
constraints. As examples, we will illustrate our theory by applying the obtained
discrete equations to the problem of energy minimum control of an electron in a
magnetic field and two coupled rigid bodies attached at a common center of mass.
The structure of the work is as follows: Section 2 introduces preliminaries on geo-
metric mechanics, Lagrange-Poincare´ equations, higher-order tangent bundles and
the derivation of the constrained higher-order Lagrange-Poincare´ equations (The-
orem 2.6). Section 3 starts by introducing discrete mechanics and the notion of
discrete connection. Next, we study the variational discretization of the constrained
higher-order Lagrange-Poincare´ equations to obtain a discrete time flow that inte-
grates the continuous time constrained higher-order Lagrange-Poincare´ equations.
Moreover we provide sufficient regularity conditions for the discrete flow to exist.
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We proceed by treating the second-order case (the discrete constrained Lagrange-
Poincare´ equations are given in Theorem 3.2 and the regularity conditions in Propo-
sition 1) as an illustration of our approach. Then we carry out the full higher-order
case (the equations are given in Theorem 3.3, while the regularity conditions are in
Proposition 2). Finally, in Section 4, we apply the discrete equations to underac-
tuated mechanical systems in two examples of optimal control, showing that they
give rise to a meaningful discretization of the continuous systems.
2. Constrained higher-order Lagrange-Poincare´ equations. In this section
we introduce some preliminaries about geometric mechanics on Lie groups, Lagrange-
Poincare´ reduction, higher order tangent bundles and we study the constrained
variational principle for higher-order mechanical systems on principal bundles.
2.1. Mechanics on Lie groups and Euler-Poincare´ equations.
Definition 2.1. A Lie group is a smooth manifold G that is a group and for which
the operations of multiplication (g, h) 7→ gh for g, h ∈ G and inversion, g 7→ g−1,
are smooth.
Definition 2.2. A symmetry of a function F : G → R is a map φ : G → G such
that F ◦ φ = F . In such a case F is said to be a G-invariant function under φ.
Definition 2.3. Let G be a Lie group with identity element e ∈ G. A left-action
of G on a manifold Q is a smooth mapping Φ : G × Q → Q such that Φ(e, q) = q
∀q ∈ Q, Φ(g,Φ(h, q)) = Φ(gh, q) ∀g, h ∈ G, q ∈ Q and for every g ∈ G, Φg : Q→ Q
defined by Φg(q) := Φ(g, q) is a diffeomorphism.
Φ : G × Q → Q is a right-action if it satisfies the same conditions as for a left
action except that Φ(g,Φ(h, q)) = Φ(hg, q) ∀g, h ∈ G, q ∈ Q.
We often use the notation gq := Φg(q) = Φ(g, q) and say that g acts on q. All
actions of Lie groups will be assumed to be smooth.
Let G be a finite dimensional Lie group and let g denote the Lie algebra associated
to G defined as g := TeG, the tangent space at the identity e ∈ G. Let Lg : G→ G
be the left translation of the element g ∈ G given by Lg(h) = gh for h ∈ G.
Similarly, Rg denotes the right translation of the element g ∈ G given by Rg(h) = hg
for h ∈ G. Lg and Rg are diffeomorphisms on G and a left-action (respectively right-
action) from G to G [36]. Their tangent maps (i.e, the linearization or tangent
lift) are denoted by ThLg : ThG → TghG and ThRg : ThG → ThgG, respectively.
Similarly, the cotangent maps (cotangent lift) are denoted by T ∗hLg : T
∗
hG→ T
∗
ghG
and T ∗hRg : T
∗
hG → T
∗
hgG, respectively. It is well known that the tangent and
cotangent lifts are actions (see [36], Chapter 6).
Let Φg : Q → Q for any g ∈ G be a left action on G; a function f : Q → R is
said to be invariant under the action Φg, if f ◦ Φg = f , for any g ∈ G (that is,
Φg is a symmetry of f). The Adjoint action, denoted Adg : g → g is defined by
Adgχ := gχg
−1 where χ ∈ g. Note that this action represents a change of basis on
the Lie algebra.
If we assume that the Lagrangian L : TG→ R is G-invariant under the tangent
lift of left translations, that is L ◦ TgLg−1 = L for all g ∈ G, then it is possible to
obtain a reduced Lagrangian ℓ : g→ R, where
ℓ(ξ) = L(g−1g, TgLg−1(g˙)) = L(e, ξ).
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The reduced Euler–Lagrange equations, that is, the Euler–Poincare´ equations (see,
e.g., [3], [36]), are given by the system of n first order ODE’s
d
dt
∂ℓ
∂ξ
= ad∗ξ
∂ℓ
∂ξ
. (4)
where ad∗ : g × g∗ → g∗, (ξ, µ) 7→ ad∗ξµ is the co-adjoint operator defined by
〈ad∗ξµ, η〉 = 〈µ, adξη〉 for all η ∈ g with ad : g× g→ g the adjoint operator given by
adξη := [ξ, η], where [·, ·] denotes the Lie bracket of vector fields on the Lie algebra
g, and where 〈·, ·〉 : g∗×g→ R denotes the so-called natural pairing between vectors
and co-vectors defined by 〈α, β〉 := α ·β for α ∈ g∗ and β ∈ g where α is understood
as a row vector and β a column vector. For matrix Lie algebras 〈α, β〉 = αTβ (see
[36], Section 2.3 pp.72 for details).
Using this pairing between vectors and co-vectors one can write a useful relation
between the tangent and cotangent lifts
〈α, ThLg(β)〉 = 〈T
∗
hLg(α), β〉 (5)
for g, h ∈ G, α ∈ g∗ and β ∈ g.
The Euler–Poincare´ equations together with the reconstruction equation ξ =
TgLg−1(g˙) are equivalent to the Euler–Lagrange equations on G.
2.2. Geometry of principal bundles. In this subsection we recall the basic tools
for analysis of the geometry of principal bundles that are useful in this paper (for
more details see [18] and references therein).
Definition 2.4. Let G be a Lie group and g its Lie algebra. Given a free and
proper left Lie group action Φ : G×Q→ Q, one can consider the principal bundle
π : Q→ Q/G. A connection A on the principal bundle π is a one-form on Q taking
values on g, such that A(ξQ(q)) = ξ, for all ξ ∈ g, q ∈ Q and Φ
∗
gA = AdgA where ξQ
is the infinitesimal generator associated with ξ defined as ξQ(q) :=
d
dt
∣∣∣
t=0
q · exp(tξ).
The associated bundle N with standard fiber M (a smooth manifold), is defined
as
N = Q×G M = (Q×M)/G, (6)
where the action of G on (Q ×M) is diagonal, i.e. given by g(q,m) = (gq, gm) for
q ∈ Q and m ∈ M . The orbit of (q,m) is denoted [q,m]G or simply [q,m]. The
projection πN : N → Q/G is given by πN ([q,m]G) = π(q) and it is a surjective
submersion. The adjoint bundle is the associated vector bundle with M = g under
the adjoint action by the inverse element g−1 ∈ G, ξ 7→ Adg−1ξ, and is denoted
AdQ := Q×G g. (7)
We will usually employ the short-hand notation g˜ :=AdQ. The orbits in this case
are denoted [q, η]g for q ∈ Q and η ∈ g . AdQ is a Lie algebra bundle, that is, each
fibre is a Lie algebra with the Lie bracket defined by
[[q, ξ]g, [q, η]g] = [q, [ξ, η]]g .
Reduction theory for mechanical systems with symmetries can be performed by
a variational principle formulated on a principal bundle π : Q → Q/G, with fixed
principal connection A on Q (see [18]). In other words, the reduced Lagrangian
will be defined on the reduced space TQ/G, say L : TQ/G → R. The bundle
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isomorphism α
(1)
A
: TQ/G → T (Q/G) ×Q/G g˜, provided by the connection, will
facilitate the study of the suitable variations. It is defined by
α
(1)
A
([vq]) := (Tπ (vq) , [q,A(vq)]g) , (8)
where the bracket is the standard Lie bracket on the Lie algebra g, vq ∈ TqQ and
[vq] ∈ (T[q]GQ)/G with [q]G ∈ Q/G. A curve q(t) ⊂ Q induces the two curves
p(t) := π(q(t)) ⊂ Q/G and σ(t) := [q(t),A((q(t), q˙(t)))]g ⊂ g˜, where we denote by
(q(t), q˙(t)) the local coordinates of vq(t) ∈ Tq(t)Q at each t.
Definition 2.5. The connection A also allows to define the curvature form B, a
2-form on Q taking values on g, determined by
B(vq, uq) := dA(vq, uq)− [A(vq),A(uq)]g ∈ g,
where uq, vq are arbitrary vectors in TqQ such that Tqπ(uq) = up and Tqπ(vq) = vp,
with p = π(q). The curvature form B induces a g˜-valued two-form B˜ on Q/G defined
by
B˜(up, vp) = [q,Bq(uq, vq)]g ∈ g˜, up, vp ∈ Tp(Q/G), (9)
where uq, vq and up, vp are related as above. The two-form B˜ is called the reduced
curvature form (for more details see [18] and references therein).
2.2.1. The covariant derivative. It is well know that the covariant derivative on a
vector bundle induces an associated covariant derivative on its dual bundle. In this
work, as in [18] and [32], we use this fact to define the covariant derivative in the
dual of the adjoint bundle. If σ˜(t) is a curve on g˜∗ the covariant derivative of σ˜(t)
is defined in such a way that for some curve σ(t) on g˜, both, σ˜(t) and σ(t) project
onto the same curve p(t) on Q/G. Then
d
dt
〈σ˜(t), σ(t)〉 =
〈Dσ˜(t)
Dt
, σ(t)
〉
+
〈
σ˜(t),
Dσ(t)
Dt
〉
.
In the same way one can define the covariant derivative on T ∗(Q/G) and therefore
a covariant derivative on T ∗(Q/G)×Q/G g˜
∗ (see [18] Section 3 for more details).
2.3. Lagrange-Poincare´ reduction. Lagrangian reduction by stages ([18], The-
orem 3.4.1) states that the Euler-Lagrange equations (1) with a G-invariant La-
grangian L : TQ → R are equivalent to the Lagrange-Poincare´ equations on
TQ/G ∼= T (Q/G) ×Q/G g˜ (under the isomorphism (8)) with reduced Lagrangian
L : T (Q/G)×Q/G g˜→ R. The Lagrange-Poincare´ equations read
D
Dt
∂L
∂σ
− ad∗σ
∂L
∂σ
= 0,
∂L
∂p
−
D
Dt
∂L
∂p˙
=
〈
∂L
∂σ
, ip˙B˜
〉
,
(10)
where B˜ is the reduced curvature form defined in (9) andD/Dt denotes the covariant
derivative in the associated bundle. Note that we are employing coordinates (p, p˙, σ)
for T (Q/G)×Q/G g˜. Moreover, ip˙B˜ denotes the g˜-valued 1-form on Q/G defined by
ip˙B˜(·) = B˜(p˙, ·).
Consider a local trivialization of the principal bundle π : Q → Q/G, i.e. a
trivial principal bundle πU : U × G → U where U is an open subset of Q/G with
structure groupG acting on the second factor by left multiplication. Denote by (ps),
s = 1, . . . , r = dim(Q)−dim(G) local coordinates on U and define maps eb : U → g
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satisfying that for each p ∈ U , {eb} is a basis of g, b = 1, . . . , dim(G). We choose
the standard connection on U , that is, at a tangent vector (p, g, p˙, g˙) ∈ T(p,g)(U×G)
we have A(p, g, p˙, g˙) =Adg(Ae(p)p˙+ ξ) where ξ = g
−1g˙, e is the identity of G, and
Ae : U → g is a 1-form given by Ae(p)p˙ = A(p, e, p˙, 0).
Denote by e¯b a section of g˜ given by e¯b(p) = [p, e, eb(p)]g, σ = σ
ae¯a, and
p¯b =
∂L
∂σ
(e¯b). With this notation the Lagrange-Poincare´ equations (10) read (see
[48] and [18] Section 4.2 for details)
d
dt
p¯b = p¯a(C
a
dbσ
d − CadbA
d
s p˙
s),
∂L
∂ps
−
d
dt
∂L
∂p˙s
=
∂L
∂σa
(Bal sp˙
l + Cadbσ
dAbs),
(11)
where Cabd are the structure constants of the Lie algebra of g, B
a
l s are the coefficients
of the curvature in the local trivialization and Aas(p) are the coefficients of Ae for
given local coordinates ps in U determined by (Ae(p)p˙)
aea = A
a
s(p)p˙
sea, Ae(p)p˙ =
A(p, e, p˙, 0).
2.4. Higher-order tangent bundles. It is possible to introduce an equivalence
relation on the set Ck(R, Q) of k-differentiable curves from R to Q (see [39] for more
details): By definition, two given curves in Q, γ1(t) and γ2(t), where t ∈ I ⊂ R
(0 ∈ I), have a contact of order k at q0 = γ1(0) = γ2(0), if there is a local chart
(U,ϕ) of Q such that q0 ∈ U and
ds
dts
(ϕ ◦ γ1(t))
∣∣
t=0
=
ds
dts
(ϕ ◦ γ2(t))
∣∣∣
t=0
,
for all s = 0, ..., k. This is a well defined equivalence relation on Ck(R, Q) and the
equivalence class of a curve γ will be denoted by [γ]
(k)
q0 . The set of equivalence classes
will be denoted by T (k)Q and it is not hard to show that it has the natural structure
of a differentiable manifold. Moreover, τkQ : T
(k)Q→ Q where τkQ
(
[γ]
(k)
q0
)
= γ(0), is
a fiber bundle called the tangent bundle of order k (or higher-order tangent bundle)
of Q. In the sequel we will employ HO as short for higher-order.
Given a differentiable function f : Q −→ R and l ∈ {0, ..., k}, its l-lift f (l,k) to
T (k)Q, 0 ≤ l ≤ k, is the differentiable function defined as
f (l,k)([γ]
(k)
0 ) =
dl
dtl
(f ◦ γ(t))
∣∣∣
t=0
.
Of course, these definitions can be applied to functions defined on open sets of Q.
From a local chart (qi) on a neighborhood U of Q, it is possible to induce local
coordinates (q(0)i, q(1)i, . . . , q(k)i) on T (k)U = (τkQ)
−1(U), where q(s)i = (qi)(s,k) if
0 ≤ s ≤ k. Sometimes, we will use the standard conventions, q(0)i ≡ qi, q(1)i ≡ q˙i,
q(2)i ≡ q¨i, etc.
2.4.1. HO quotient space: A smooth map f : M → N induces a map T (k)f :
T (k)M → T (k)N given by
T (k)f([γ](k)q0 ) := [f ◦ γ]
(k)
f(q0)
. (12)
The action of a Lie group Φg is lifted to an action Φ
(k)
g : T (k)Q→ T (k)Q, given by
Φ(k)g ([γ]
(k)
q0 ) := T
(k)Φg([γ]
(k)
q0 ) = [Φg ◦ γ]
(k)
Φg(q0)
.
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If Φg is free and proper, we get a principal G-bundle T
(k)Q → T (k)Q/G, which is
a fiber bundle over Q/G. The class of an element [γ]
(k)
q0 ∈ T
(k)
q0 Q in the quotient is
denoted [[γ](k)q0 ]G. From [18] (see Lemma 2.3.4) we know that the covariant derivative
of a curve σ(t) = [q(t), ξ(t)]g ⊂ g˜ relative to a principal connection A is given by
D
Dt
σ(t) = [q(t), ξ˙(t)− [A(q(t), q˙(t)), ξ(t)]]g.
In the particular case when σ(t) = [q(t),A(q(t), q˙(t))]g we have
D
Dt
σ(t) = [q(t), ξ˙(t)]g and
D2
Dt2
σ(t) = [q(t), ξ¨(t)− [ξ(t), ξ˙(t)]]g.
If we denote by ξ1(t) = ξ(t), ξ2(t) = ξ˙(t), ξ3(t) = ξ¨(t) − [ξ(t), ξ2(t)], ..., ξk(t) =
ξ˙k−1(t)− [ξ(t), ξk−1(t)], operating recursively one obtains
Dk−1
Dtk−1
σ(t) = [q(t), ξk(t)]g,
where ξk ∈ g (see [32] for example).
Taking all these elements into account, the bundle isomorphism that generalizes
α
(1)
A
(8) to the HO case is given by α
(k)
A
: T (k)Q/G→ T (k)(Q/G)×Q/G kg˜:
α
(k)
A
([[q](k)q0 ]G) =
(
T (k)π([q](k)q0 ), σ(0),
D
Dt
∣∣∣
t=0
σ(t),
D2
Dt2
∣∣∣
t=0
σ(t), . . . ,
Dk−1
Dtk−1
∣∣∣
t=0
σ(t)
)
.
(13)
Note that with some abuse of notation we are denoting the class [[γ]
(k)
q0 ]G by [[q]
(k)
q0 ]G.
In the expression (13), σ(t) := [q(t),A(q(t), q˙(t))]g, q(t) is any curve representing
[q]
(k)
q0 ∈ T
(k)Q with q(0) = q0, and kg˜ := g˜× g˜× . . .× g˜︸ ︷︷ ︸
k−copies
(see [18] and [42]).
For further purposes, it will be useful to establish a local notation for the reduced
variables. We follow [32] in this respect:
α
(k)
A
([[q](k)q0 ]G) = (p, p˙, p¨, . . . , p
(k), σ, σ˙, σ¨, . . . , σ(k−1)), (14)
where (p, p˙, p¨, . . . , p(k)) are local coordinates on T (k)(Q/G) and the dots denote the
time derivatives in a local chart; σ, σ˙, σ¨, . . . , σ(k−1) are independent elements in g˜,
where we employ the notation σ(l) := D
l
Dtl σ(t) for the covariant derivative.
We introduce the notation M (k) := T (k)(Q/G) ×Q/G kg˜ → R, M := M
(1),
and s(k,k−1) to denote the elements (p, p˙, p¨, . . . , p(k), σ, σ˙, σ¨, . . . , σ(k−1)) ∈ M (k),
s
(k−1)
σ = (σ, σ˙, σ¨, . . . , σ(k−1)) ∈ kg˜ and s
(k)
p = (p, p˙, p¨, . . . , p(k)) ∈ T (k)(Q/G).
2.5. Constrained Hamilton’s principle. We derive the constrained HO Lagrange-
Poincare´ equations using the variational principles studied in [18] and [32] for first
order systems and unconstrained HO systems respectively.
The constraint φα : T (k)Q → R is said to be G-invariant if it is invariant under
the k-order tangent lift of left translations, that is,
φα ◦ T (k)Φg([γ]
(k)
q0 ) = φ
(k)([γ](k)q0 )
where Φg is just the left translation of the Lie group Lg : G→ G, and T
(k)Φg as in
(12).
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Let L : T (k)Q → R, and φα : T (k)Q → R be a G–invariant HO Lagrangian
and G–invariant HO (independent) constraints, respectively, α = 1, . . . ,m. The G-
invariance allows to induce the reduced Lagrangian L : T (k)Q/G→ R and reduced
constraints χα : T (k)Q/G→ R.
After fixing a connection A we can employ the isomorphism (13). Then it is
possible to write the reduced Lagrangian and the reduced constraints L :M (k) → R
and χα :M (k) → R, and employ the local coordinates s(k,k−1) as in (14).
Remark 1. Note that if Q is the Lie group G, the adjoint bundle is identified with
g via the isomorphism αk
A
: T (k)G/G→ kg˜ ∼= kg :
α
(k)
A
([[g](k)g0 ]G) =
(
g−1(0)g˙(0),
d
dt
∣∣∣
t=0
ξ(t), . . . ,
dk−1
dtk−1
∣∣∣
t=0
ξ(t)
)
,
where ξ(t) = g−1(t)g˙(t). If we choose g0 = e, that is, [[g0g]
(k)
e ]G = [[g]
(k)
g0 ]G, we can
define the reduced Lagrangian and the reduced constraints given by L : kg → R
and χα : kg→ R (see [18]). ⋄
In order to establish the variational principle, we must derive the variations on
T (k)(Q/G) ⊕ kg˜ induced by variations on Q, i.e. δq(t) =
d
ds
∣∣∣
s=0
q(t, s) ∈ Tq(t)Q at
each t. Consider an arbitrary deformation p(t, s) ⊕ σ(t, s) with p(t, 0) ⊕ σ(t, 0) =
p(t)⊕ σ(t), the corresponding covariant variation is
δp(t)⊕ δσ(t) :=
∂
∂s
∣∣∣
s=0
p(t, s)⊕
D
Ds
∣∣∣
s=0
σ(t, s).
Since s
(k)
p = T (k)π([q]
(k)
q0 ) := [π◦q]
(k)
p , the variations δp of p(t) are arbitrary except
at the extremes; that is, δp(l)(0) = δp(l)(T ) = 0 for l = 1, . . . , k−1; t ∈ [0, T ]. Then,
locally we have that
δs(k)p := (δp, δp˙, . . . , δp
(k)). (15)
On the other hand, the covariant variations of σ are given by,
δσ(t) =
D
Dt
[q(t),A(q(t), δq(t))]g + [q(t),B(δq(t), q˙(t))]g
+ [q(t), [A(q(t), q˙(t)),A(q(t), δq(t))]]g .
In general, (see [32]) for B˜ the reduced curvature (9), it follows that
δσ(j)(t) =
Di
Dti
δσ(s, t) +
i−1∑
j=0
Dj
Dtj
[B˜(p)(p˙(t), δp(t)), σ(i−1−j)(t)]. (16)
Note that in the expression above, [·, ·] denotes the usual Lie algebra bracket in g˜.
Consider the augmented Lagrangian L˜ :M (k) × Rm → R given by
L˜(s(k,k−1), λα) = L(s
(k,k−1)) + λαχ
α(s(k,k−1))
where λα = (λ1, . . . , λm) ∈ R
m.
A curve on γ(t) ∈ C∞(R,M (k) × Rm) is locally represented by
γ(t) = (s(k,k−1)(t), λα(t)).
Constrained HO Lagrange-Poincare´ equations are derived by considering the con-
strained variational principle for the action S : C∞(R,M (k) × Rm) → R given
by
S(γ) =
∫ T
0
L˜(γ(t)) dt
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for variations δs(k,k−1) = (δp, δp˙, . . . , δp(k), δσ, δσ˙, . . . , δσ(k−1)) such that
(I) δp(j)(0) = δp(j)(T ) = 0, for j = 1, . . . , k − 1
(II) Variations δσ(j) are of the form (16), for j = 0, . . . , k − 1,
(III) δσ = DDtΞ + [σ,Ξ] + B˜(p˙, δp) where Ξ is an arbitrary curve in g˜ with
Dj
Dtj Ξ
vanishing at the endpoints,
Theorem 2.6. Let L : T (k)Q→ R be a G-invariant Lagrangian and χα : T (k)Q→
R G-invariant constraints, α = 1, . . . ,m. Consider the principal G-bundle π :
Q → Q/G and let A be a principal connection on Q. Let L : M (k) → R and
χα : M (k) → R be the reduced HO Lagrangian and the reduced HO constraints,
respectively, associated with A.
The curve γ(t) ∈M (k) satisfies δS(γ) = 0 with respect to the variations δs(k,k−1)
satisfying (I)-(III) if and only if γ(t) is a solution of the constrained HO Lagrange-
Poincare´ equations given by
0 =
k∑
i=0
(−1)(i)
d(i)
dt(i)
(
∂L
∂p(i)
+ λα
∂χα
∂p(i)
)
−
〈 k−1∑
i=0
(
(−1)i
D(i)
Dt(i)
(
∂L
∂σ(i)
+ λα
∂χα
∂σ(i)
)
−
i−1∑
l=0
(−1)lad∗σ(i−1−l)
D(l)
Dt(l)
(
∂L
∂σ(i)
+ λα
∂χα
∂σ(i)
))
; ip˙B˜
〉
,
0 =
(
D
Dt
− ad∗σ
) k−1∑
i=0
(−1)(i)
D(i)
Dt(i)
(
∂L
∂σ(i)
+ λα
∂χα
∂σ(i)
)
,
0 = χα(γ(t)),
(17)
where ip˙B˜ denotes the AdQ-valued 1-form on Q/G defined by ip˙B˜(·) = B˜(p˙, ·), given
in (9).
Proof. The proof follows in a straightforward way by replacing the Lagrangian in
the proof of Theorem 4.1 of [32] by the extended Lagrangian L˜.
Remark 2. If Q is a Lie group G then the constrained HO Lagrange-Poincare´
equations (17) become the constrained HO Euler-Poincare´ equations, i.e: 0 =
(
d
dt
− ad∗σ
) k−1∑
l=0
(−1)l
dl
dtl
(
∂L
∂σ
+ λα
∂χα
∂σ
)
,
0 = χα(γ(t)),
(18)
where γ(t) = (s
(k−1)
σ )(t), λα(t)) ∈ C
∞(R, kg× Rm) (see [25] and [33]). ⋄
Remark 3. In the examples, we will be interested in the case k = 2. In that case,
the second-order Lagrange-Poincare´ equations are locally written as:
∂L˜
∂ps
−
d
dt
(
∂L˜
∂p˙s
)
+
d2
dt2
(
∂L˜
∂p¨s
)
=
(
d
dt
∂L˜
∂σ˙a
−
∂L˜
∂σa
)(
Balsp˙
l + CadbA
b
sσ
d
)
,
d2
dt2
(
∂L˜
∂σ˙b
)
−
d
dt
(
∂L˜
∂σb
)
=
(
d
dt
∂L˜
∂σ˙a
−
∂L˜
∂σa
)
(Cadbσ
d − CadbA
d
s p˙
s),
χα(s(2,1)) = 0,
where L˜(s(2,1), λα) = L(s
(2,1)) + λαχ
α(s(2,1)).
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Note that these equations are the second-order constrained version of the local
expression of the Lagrange-Poincare´ equations derived by Marsden and Scheurle in
[48]. ⋄
3. Discrete constrained higher-order Lagrange-Poincare´ equations.
3.1. Discrete mechanics and variational integrators. Variational integrators
are a class of geometric integrators which are determined by a discretization of a
variational principle. As a consequence, some of the main geometric properties of
continuous system, such as symplecticity and momentum conservation, are present
in these numerical methods (see [35],[49] and [53] and references therein). In the
following we will summarize the main features of this type of geometric integrator.
A discrete Lagrangian is a map Ld : Q × Q → R, which may be considered
as an approximation of the action integral defined by a continuous Lagrangian
L : TQ→ R, that is
Ld(q0, q1) ≈
∫ t0+h
t0
L(q(t), q˙(t)) dt, (19)
where q(t) is a solution of the Euler-Lagrange equations (1) joining q(t0) = q0 and
q(t0 + h) = q1 for small enough h > 0, where h is viewed as the step size of the
integrator.
Define the action sum Sd : Q
N+1 → R corresponding to the Lagrangian Ld by
Sd =
N−1∑
n=0
Ld(qn, qn+1), (20)
where qn ∈ Q for 0 ≤ n ≤ N , N is the number of discretization steps. The discrete
variational principle states that the solutions of the discrete system determined by
Ld must extremize the action sum given fixed endpoints q0 and qN . By extremizing
Sd over qn, 1 ≤ n ≤ N−1, it is possible to derive the system of difference equations
D1Ld(qn, qn+1) +D2Ld(qn−1, qn) = 0. (21)
These equations are usually called the discrete Euler–Lagrange equations. If the
matrix D12Ld(qn, qn+1) is regular, it is possible to define from (21) a (local) discrete
flow map FLd : Q × Q → Q × Q, by FLd(qn−1, qn) = (qn, qn+1). We will refer to
the FLd flow, and also (with some abuse of notation) to the equations (21), as a
variational integrator. Using the discrete Legendre transformations F±Ld : Q×Q→
T ∗Q (which we assume regular), one can construct the discrete Hamiltonian flow
F˜Ld : T
∗Q→ T ∗Q out of the discrete Lagrangian one, namely F˜Ld = F
±Ld ◦ FLd ◦
(F±Ld)
−1, see [49].
The choice of discrete Lagrangian (19) is crucial in the discrete variational pro-
cedure, since it determines the order of local truncation error of the discrete flows
with respect to the continuous ones. The optimal approximation is given by the
so-called exact discrete Lagrangian [35, 49], say
LEd (q0, q1) =
∫ t0+h
t0
L(q(t), q˙(t)) dt,
which provides the exact continuous flow in one time step h via the discrete Euler-
Lagrange equations (21). Nevertheless, the choice of LEd is not practical since it
involves the analytic solution of the continuous Euler-Lagrange equations; thus we
need to take approximations. It was proven in [49] and [58] that, if ||LEd − Ld|| ∼
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O(hr+1), for r ∈ N, then the local truncation error of the variational integrator
is of the same order, i.e. ||F˜Ld(q0, p0) − (q(h), p(h))|| ∼ O(h
r+1), where (q, p)
are the coordinates of T ∗Q, we define by (q(t), p(t)) the continuous flow and we
set (q(0), p(0)) = (q0, p0) (equivalent results can be established at a Lagrangian
level). Furthermore, the symplecticity of F˜Ld ensures its stability in the long-term
performance when h → 0, as proven in [35] (Backward Error Analysis). In other
words, if H : T ∗Q→ R determines the energy of the system, then for a r-th order
consistent F˜Ld , we have that ||H(F˜
N
Ld
(q0, p0))−H(q0, p0)|| ∼ O(h
r+1).
Since LEd is normally not available, what one can pick is the order of the approx-
imation of Ld. This is done by the interpolation of the continuous curves q(t) and
q˙(t) in the right hand side of (19). First order interpolations lead to the well-known
midpoint rule, leapfrog, RATTLE and Sto¨rmer-Verlet methods [49]. High-order in-
terpolations lead to higher-order approximations of LEd and consequently to higher-
order variational integrators, see for instance [17, 55] (note that with high-order we
refer here to the local truncation error of the numerical methods).
In the following sections we are going to concentrate on discrete HO problems
with symmetry, which are the main topic of this work. Our focus is on the discretiza-
tion procedure and the mathematical tools that it involves, whereas the numerical
behavior is planned to be explored in further works. However, regarding the local
truncation error and stability (which will be still ensured thanks to the symplecticity
of the HO variational integrators), discussed in the last paragraphs, the construc-
tion of LEd for HO systems has been developed in [21]. In this reference the reader
can find some numerical tests and more details on numerical aspects.
3.2. The discrete connection. The discretization of the reduced HO tangent
bundle T (k)Q/G ∼= M (k) is based on the decomposition of the space (Q×Q)/G by
means of the so-called discrete connection [42] (see also [31]):
Ad : Q×Q→ G, (22)
which is defined to account for a reasonable discretization of the properties of the
continuous connection A and, moreover, is G-equivariant (see [31, 42, 46] for more
details).
Important properties that characterize the discrete connection are [42]:
1. Ad(q0, g q0) = g,
2. Ad(g q0, h q1) = hAd(q0, q1)g
−1,
3. Consider a local trivialization of the principal bundle π : Q → Q/G; namely,
for any open neighborhood V ⊂ Q we have
V ∼= U ×G, (23)
where U ⊂ Q/G. In other words, for any U ⊂ Q/G, π−1(U) ∼= U × G. In
such a case, we have:
Ad((p0, g0), (p1, g1)) = g1Ad((p0, e), (p1, e))g
−1
0 , (24)
where locally π(q0) = π((p0, g0)) = p0. This defines the local expression of Ad,
say Ad((p0, e), (p1, e)) = A(p0, p1) ∈ G, which according to (24) leads to
Ad((p0, g0), (p1, g1)) = g1A(p0, p1) g
−1
0 . (25)
In particular, if Q = G, this leads to Ad((e, e), (e, e)) = e and consequently
Ad(g0, g1) = g1g
−1
0 .
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Remark 4. Sometimes (see [46]) the discrete connection is defined as the applica-
tion Ad : Q ×Q→ G satisfying the properties (1) and (2) listed above. ⋄
In particular, given a discrete connection Ad the following isomorphism between
bundles is well-defined (see [42] for the proof):
α(1)
Ad
: (Q×Q)/G → ((Q/G)× (Q/G))⊕ G˜,
[q0, q1]G 7→ (π(q0), π(q1))⊕ [q0,Ad(q0, q1)]G,
(26)
[q0,Ad(q0, q1)]G ∈ G˜, where we denote G˜ := (Q×G)/G in analogy with the adjoint
bundle g˜. We note that (26) is the discrete counterpart of the isomorphism (8).
Remark 5. In the caseQ = G, the isomorphism (26) is given byAd(g0, g1) = g
−1
0 g1
in view of property (3), which leads to the usual Euler-Poincare´ discrete reduction
as in [51]. ⋄
We consider the following extension of (26) in the case of HO tangent bundles,
which is local for non-trivial bundles (see [31, 42] for more details):
α
(k)
Ad
:
{
Q(k+1)
}
/G −→ (Q/G)(k+1) ×
Q/G
G˜(k),
[q0, ..., qk]G 7−→ (π(q0), ..., π(qk))×Q/G
k−1⊕
n=0
[q0,Ad(qn, qn+1)]G
(27)
where Q(k+1) denotes the Cartesian product of (k + 1)-copies of Q, (Q/G)(k+1)
denotes the Cartesian product of (k+1)-copies of (Q/G) and G˜(k) denotes the sum
of k-copies of G˜. Consequently, we consider H(k+1,k) := (Q/G)(k+1) ×Q/G G˜
(k) as
the discretization of the space M (k), which is natural according to [2, 42, 49].
3.3. Variational discretization of constrained HO Lagrange-Poincare´ equa-
tions. In the following, we aim to derive the variational discrete flow obtained from
a discretizacion of L and χα. Therefore, we shall work in local coordinates, partic-
ularly in the local trivialization of the principal bundle (23).
The first task consists of obtaining the variational discretization of equations (17).
For this, we must fix the discrete connection (22) and the discrete isomorphism (27).
Next, we can induce through Ad and α
(k)
Ad
the discrete reduced HO Lagrangian and
the discrete reduced HO constraints,
Ld : H
(k+1,k) → R, and χαd : H
(k+1,k) → R, (28)
for α = 1, ...,m.
For a clear exposition, first we develop the first-order case, i.e. k = 1, in the next
subsection, where the main objects employed in the HO case shall be introduced.
3.3.1. Discrete constrained Lagrange-Poincare´ equations. We shall consider the dis-
crete reduced Lagrangian and discrete reduced constraints:
Ld : H
(2,1) → R and χαd : H
(2,1) → R. (29)
where H(2,1) = ((Q/G)× (Q/G)) ×
Q/G
G˜ according to the notation introduced
above. Moreover, we will employ the trivialization (23) to fix a local representation
of G˜, and consequently of [q0, q1]G ∈ (Q × Q)/G. Indeed, employing the discrete
connection Ad and the isomorphism (26), we can make the following identification(
π−1(U)× π−1(U)
)
/G ∼= ((U ×G)× (U ×G)) /G ∼= U × U ×G.
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Moreover, one can prove that the map
((U ×G)× (U ×G)) /G −→ U × U ×G, (30)
[(p0, g0), (p1, g1)] 7−→ (p0, p1,Ad((p0, e), (p1, g
−1
0 g1)))
= (p0, p1, g
−1
0 g1A(p0, p1)),
is a bijection (see [46]), where
A : U × U → G (31)
is the local representation of the discrete connection as established in (25). There-
fore, in this trivialization we can define the local coordinates
an := [qn, qn+1]G = (pn, pn+1, g
−1
n gn+1A(pn, pn+1)), (32)
where n is 0 or a positive integer.
Lemma 3.1. The variations for an element an ∈ U × U × G defined in (32) are
determined by
δan := δ[qn, qn+1]G =(δpn, δpn+1,−ηnWnA(pn, pn+1) +Wnηn+1A(pn, pn+1)
+Wn〈D1A(pn, pn+1), δpn〉+Wn〈D2A(pn, pn+1), δpn+1〉),
(33)
where Wn = g
−1
n gn+1 ∈ G and δgn := gn ηn, with ηn ∈ g.
Proof. We observe that
δ[qn, qn+1]G = (δpn, δpn+1,−g
−1
n δgn g
−1
n gn+1A(pn, pn+1) + g
−1
n δgn+1A(pn, pn+1)
+ g−1n gn+1δA(pn, pn+1)) (34)
= (δpn, δpn+1,−g
−1
n δgn g
−1
s gn+1A(pn, pn+1) + g
−1
n δgn+1A(pn, pn+1)
+ g−1n gn+1〈D1A(pn, pn+1), δpn〉+ g
−1
n gn+1〈D2A(pn, pn+1), δpn+1〉)
where, for i = 1, 2;DiA(pn, pn+1) is a one form on T
∗
pjU taking values on TA(pn,pn+1)G
for j = n if i = 1 and j = n+1 if i = 2, according to (31). UsingWn = g
−1
n gn+1 ∈ G
and δgn := gn ηn, with ηn ∈ g, then (34) can be rewritten as (33).
Given the grid {tn = nh | n = 0, . . . , N}, with Nh = T , define the discrete path
space Cd(U × U × G) := {γd : {tn}
N
n=0 → U × U × G}. This discrete path space
is isomorphic to the smooth product manifold which consists of N + 1 copies of
U×U×G (which is locally isomorphic to N+1 copies of ((Q/G×Q/G)×Q/G×G˜)).
The discrete trajectory γd ∈ Cd(U × U × G) will be identified with its image, i.e.
γd(tn) = {an}
N
n=0 where an = (pn, pn+1, g
−1
n gn+1A(pn, pn+1)). Let us consider
the reduced discrete Lagrangian Ld in (29). Define the discrete action sum, Sd :
Cd(U × U ×G)→ R, by
Sd(γd) =
N−1∑
n=0
Ld([qn, qn+1]G) =
N−1∑
s=0
Ld(pn, pn+1, g
−1
n gn+1A(pn, pn+1)) (35)
where the equality is established at a local level. From now on, we use the notation
An := A(pn, pn+1) and Sd(γd) =
N−1∑
s=0
Ld(an).
The discrete constrained variational problem associated with (29), consists of
finding a discrete path γd ∈ Cd(U × U × G), given fixed boundary conditions,
which extremizes the discrete action sum (35) subject to the discrete constraints χαd .
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This constrained optimization problem is equivalent to studying the (unconstrained)
optimization problem for the augmented Lagrangian L˜d : H
(2,1) × Rm → R given
by
L˜d([qn, qn+1]G, λ
n
α) = Ld([qn, qn+1]G) + λ
n
αχ
α
d ([qn, qn+1]G) (36)
where λnα = (λ
n
1 , ..., λ
n
m) ∈ R
m are Lagrange multipliers. The associated action sum
is given by
Sd(γ˜d) =
N−1∑
n=0
L˜d([qn, qn+1]G, λ
n
α) =
N−1∑
n=0
L˜d(pn, pn+1, g
−1
n gn+1A(pn, pn+1), λ
n
α),
(37)
where again the equality is given at a local level and γ˜d ∈ Cd(U×U×G×R
m) := {γ˜d :
{tn}
N
n=0 → U×U×G×R
m} is the discrete augmented path space. We establish the
result in the following theorem, where the discrete constrained Lagrange-Poincare´
equations are obtained.
Theorem 3.2. A discrete sequence {an, λ
n
α}
N
n=0 ∈ Cd(U × U × G × R
m) is an
extremum of the action sum (37), with respect to variations δ[qn, qn+1]G set in
(33) and endpoint conditions δq0 = δqN = 0 where qj = (pj , gj) (while the Lagrange
multipliers are free), if it is a solution of the discrete constrained Lagrange-Poincare´
equations (42).
Proof. The poof will be divided into two parts. The first one consists on studying the
variations of the action sum (35) associated with Ld. After that, our result follows
by the incorporation of the constraints and Lagrange multipliers by considering L˜d
instead of Ld and (37) instead of (35).
Taking variations on the discrete action sum (35) with q0 = (p0, g0) and qN =
(pN , gN) fixed, which in terms of variations implies δp0 = δpN = 0 and δg0 = δgN =
0, the latter leading to η0 = ηN = 0, and using the Lemma 3.1, we obtain
δ
N−1∑
n=0
Ld(pn, pn+1,Wn An) =
N−1∑
n=1
〈D1Ld(an) +D2Ld(an−1) , δpn〉
+
N−1∑
n=1
〈T ∗Wn−1LW−1n−1
(T ∗Wn−1An−1RA−1n−1
D3Ld(an−1)), ηn〉
−
N−1∑
n=1
〈T ∗WnRW−1n (T
∗
WnAnRA−1n D3Ld(an)) , ηn〉 (38)
+
N−1∑
n=1
〈T ∗WnAnLW−1n D3Ld(an), 〈D1A(pn, pn+1), δpn〉〉
+
N−1∑
n=1
〈T ∗Wn−1An−1LW−1n−1
D3Ld(an−1),D〉,
where D = 〈D2A(pn−1, pn), δpn〉, Di denotes the partial derivative with respect to
the i-th variable, Rg, Lg : G → G are the left and right translations by the group
variables, while T ∗hRg : T
∗
hG → T
∗
hgG, T
∗
hLg : T
∗
hG → T
∗
ghG are their cotangent
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action. Therefore, δSd = 0 for arbitrary variations implies
0 = D1Ld(an) +D2Ld(an−1) + T
∗Lˆ(WA1)(n)D3Ld(an)
+ T ∗Lˆ(WA2)(n− 1)D3Ld(an−1), (39a)
0 = T ∗Wn−1LW−1n−1
(T ∗Wn−1An−1RA−1n−1
D3Ld(an−1))
− T ∗WnRW−1n (T
∗
WnAnRA−1n D3Ld(an)), (39b)
for n = 1, ..., N − 1, where we define locally the operator T ∗Lˆ(WAi) by its action on
T ∗G. Namely, T ∗Lˆ(WAi)(j) : T
∗
gAi
G→ TpjU for U ⊂ (Q/G) is defined by
〈T ∗Lˆ(g Ai)(j)D3Ld(a), δpj〉 := 〈T
∗
gALg−1D3Ld(a), 〈DiA, δpj〉〉, (40)
where a ∈ U × U ×G, a := (p0, p1, g A(p0, p1)), i = {1, 2} and j = i − 1 for each i.
Let us define µn := T
∗
Wn
RW−1n (T
∗
WnAn
RA−1n D3Ld(an)) ∈ g
∗. It is easy to see that
(39b) can be rewritten in its dual version as
µn = Ad
∗
Wn−1
µn−1. (41)
Next, we introduce constraints in our picture by considering the augmented La-
grangian (36) instead of Ld, which inserted into (38) leads to
0 =D1Ld(an) +D2Ld(an−1) + T
∗Lˆ(WA1)(n)D3Ld(an)
+ T ∗Lˆ(WA2)(n− 1)D3Ld(an−1) + λ
n
α
{
D1χ
α
d (an) + T
∗Lˆ(WA1)(n)D3χ
α
d (an)
}
+ λn−1α
{
D2χ
α
d (an−1) + T
∗Lˆ(WA2)(n− 1)D3χ
α
d (an−1)
}
,
(42)
µn =Ad
∗
Wn−1µn−1 − λ
n
αε
α
n + λ
n−1
α Ad
∗
Wn−1ε
α
n−1,
0 =χαd (an),
for n = 1, ..., N−1, where we denote εαn := T
∗
Wn
RW−1n (T
∗
WnAn
RA−1n D3χ
α
d (an)) ∈ g
∗.
To obtain the discrete-time equations (42) we used the approach studied in [46].
That is, by using a discrete connection instead of deriving the local description of
the curvature terms as in [31]. This approach automatically gives preservation of
momentum and symplecticity since we employ a variational approach (see [46] for
further details).
Note that the first equation in (42) represents a discrete-time version of the sec-
ond equation in (10) (or equivalently (11) in a local description) where the curvature
terms are included in the terms that come from (40). The second equation repre-
sents the (constrained) Euler-Poincare´ part (first equation in (42)) in (10), or (11)
in the local representation.
Next, defineM(1,3)(an) := D1χ
α
d (an)+T
∗Lˆ(WA1)(n)D3χ
α
d (an), whereDi denotes
the partial derivative with respect to the i-th component, while Dij = DiDj =
DjDi. Equations (42) determine a numerical integrator giving rise to a unique
(local) variational flow given an initial value on U×U×G×Rm under the following
algebraic conditions:
Proposition 1. Let Md be a regular submaniolfd of (U × U ×G) given by
Md = {an ∈ (U × U ×G)
∣∣ χαd (an) = 0},
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where an is defined in (32). If the matrixD12L˜d(an, λn) D3
(
T ∗L̂(WA1)(n)D3L˜d(an, λ
n)
)
M(1,3)(an)
D2µn(an) D3µn(an) ǫ
α
n(an)
(D2χ
α
d (an))
T (D3χ
α
d (an))
T 0

is non singular for all an ∈ Md, there exists a neighborhood Uk ⊂ Md × R
m of
(a∗n, λ
0
α∗) satisfying equations (42), and an unique (local) application ΥLd : Uk ⊂
Md × R
m →Md × R
m such that
ΥLd(an, λ
0
α) =(an+1, λ
1
α).
Proof: It is a direct consequence of the implicit function theorem applied to
equations (42). 
Remark 6. Note that the regularity condition given in Proposition 1 represents a
first order discretization of the regularity condition for first order vakonomic sys-
tems presented, for instance, in [3] (Section 7.3, Equation 7.3.5), [1], [19], [29], [30]
and [37]. In general such a condition for continuous time systems is expressed as a
2× 2 block-matrix
[
A B
C D
]
where A corresponds to the matrix giving the classical
hyper-regularity condition for the equivalence between Lagrangian and Hamiltonian
formalism in mechanics by means of the Legendre transform (this corresponds with
the first two entries in the first row of the matrix in Proposition 1). The sub-matrix
C corresponds to the partial derivative of the constraints with respect to the veloc-
ities, as does the sub-matrix B, and D is the null sub-matrix. Taking into account
the split into vertical and horizontal variables, it is easy to see the similarities of
the regularity condition of the continuous-time and discrete-time systems. ⋄
Remark 7. In the case Q = G, (41) reduces to the usual discrete Euler-Poincare´
equations [51]. In this case A = e, and therefore an = Wn. Thus, (39b) becomes
T ∗Wn−1LW−1n−1
L′d(Wn−1)− T
∗
WnRW−1n L
′
d(Wn) = 0,
where ′ denotes the derivative with respect to W . Setting µn := T
∗
Wn
RW−1n L
′
d(Wn),
µn ∈ g
∗, we arrive at the discrete Lie-Poisson equations µn = Ad
∗
Wn−1
µn−1. ⋄
3.3.2. Variational integrators for constrained HO Lagrange-Poincare´ equations: Next,
we consider the HO case (28). According to (27) and (30), we can find local coor-
dinates [q0, q1, ..., qk]G in U
(k+1) × Gk given by
(p0, ..., pk, g˜0, g˜1, ...., g˜k−1) , (43)
where by g˜i := g
−1
i gi+1A(pi, pi+1) we denote the element of the i-th copy of G˜, for
i = 0, ..., k − 1 and U (k+1) denotes (k + 1)-copies of the neighborhood U ⊂ Q/G.
The variation of the i-th copy of Q/G is given as before by δpi, for i = 0, ..., k; while
the variation of g˜i is given by
δg˜i =− ηiWiAi +Wiηi+1 Ai +Wi〈D1Ai, δpi〉+Wi〈D2Ai, δpi+1〉, (44)
where we have set Wi = g
−1
i gi+1 ∈ G, ηi = g
−1
i δgi ∈ g and Ai := A(pi, pi+1).
In the HO case, given the grid {tn = nh | n = 0, . . . , N}, with Nh = T , the
discrete path space is determined by
Cd
(
U (k+1) × G˜k
)
:=
{
γ˜d : {tn}
N
n=0 → U
(k+1) × G˜k
}
.
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The discrete space will be identified with its image, i.e. γ˜d(tn) = {a˜n}
N
n=0, where
we employ the notation
a˜n := (pn, pn+1, ..., pn+k, g˜n, g˜n+1, ..., g˜n+k−1). (45)
We see that a˜n is a (2k+1)-tuple with 2k+1 elements. This discrete path space
is isomorphic to the smooth product manifold which consists of N + 1 copies of
U (k+1)× G˜k (which locally is isomorphic to N+1 copies of (Q/G)(k+1)×Q/G×G˜
k).
Let us define the discrete action sum associated with the HO Lagrangian Ld as
Sd : Cd
(
U (k+1) × G˜k
)
→ R given by
Sd(γ˜d) =
N−k∑
n=0
Ld([qn, qn+1, ..., qn+k]G) =
N−k∑
n=0
Ld(a˜n) (46)
where the second equality is established at a local level.
The discrete constrained HO variational problem associated with (28), consists
of finding a discrete path γ˜d ∈ Cd(U
(k+1) × G˜k), given fixed boundary conditions,
which extremizes the discrete action sum (46) subject to the discrete constraints χαd .
This constrained optimization problem is equivalent to studying the (unconstrained)
optimization problem for the augmented Lagrangian L˜d : H
(k+1,k)×Rm → R given
by
L˜d([qn, ..., qn+k]G, λn) := Ld([qn, ..., qn+k]G) + λ
n
αχ
α
d ([qn, ..., qn+k]G), (47)
where λnα = (λ
n
1 , ..., λ
n
m) ∈ R
m are Lagrange multipliers, and its associated action
sum is given by
Sd(γˆd) =
N−k∑
n=0
L˜d([qn, ..., qn+k]G, λn) =
N−k∑
n=0
L˜d(a˜n, λ
n
α), (48)
where again the second equality is given at a local level and γˆd ∈ Cd(U
(k+1) × G˜k ×
Rm) := {γˆd : {tn}
N
n=0 → U
(k+1) × G˜k × Rm} is the discrete augmented path space.
Regarding the endpoint conditions, we shall consider q(0,k−1) = (p(0,k−1), g(0,k−1))
and q(N−k+1,N) = (p(N−k+1,N), g(N−k+1,N)) fixed, where q(0,k−1) = {q0, q1, ..., qk−1},
q(N−k+1,N) = {qN−k+1, qN−k+2, ..., qN}, and analogously for any sequence. In
terms of variations this implies δp(0,k−1) = δp(N−k+1,N) = 0 and δg(0,k−1) =
δg(N−k+1,N) = 0, the latter leading to η(0,k−1) = η(N−k+1,N) = 0. Furthermore,
the Lagrange multipliers are set freely as in the first order case.
We establish the result in the following theorem, where the discrete constrained
HO Lagrange-Poincare´ equations are obtained. As in the case of Theorem 3.2, our
proof strategy consists in studying the unconstrained problem (46), and afterwards
adding the constraints (47).
Theorem 3.3. A discrete sequence {a˜n, λ
n
α}
N
n=0 ∈ Cd(U
(k+1) × G˜k × Rm) is an
extremum of the action sum (48), with respect to variations δ[qn, ..., qn+k]G defined
in (44) and endpoint conditions expressed above, if it is a solution of the discrete
constrained HO Lagrange-Poincare´ equations (50).
Proof. In the proof we will employ the index i for the k+1 first elements, i.e. the p
coordinates, and the index z for the last k, i.e. the g˜ coordinates. Taking variations
in (46), according to the endpoint conditions detailed above and the variations (44)
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we obtain:
δ
N−k∑
n=0
Ld(a˜n) =
N−k∑
n=0
(
k+1∑
i=1
〈DiLd(a˜n), δpi〉+
2k+1∑
z=k+2
〈DzLd(a˜n), δg˜z〉
)
(49)
=
N−k∑
n=0
k+1∑
i=1
〈DiLd(a˜n), δpi〉
+
N−k∑
n=0
2k+1∑
z=k+2
(
〈T ∗WzRW−1z (T
∗
WzAzRA−1z DzLd(a˜n)),−ηz〉
+〈T ∗WzLW−1z (T
∗
WzAzRA−1z DzLd(a˜n)), ηz+1〉
+〈T ∗WzAzLW−1z DzLd(a˜n), 〈D1Az, δpz〉〉
+〈T ∗WzAzLW−1z DzLd(a˜n), 〈D2Az, δpz+1〉〉
)
where we have employed (44). Next, we assume that the z-th component, for
z = k+2, ..., 2k+1, is labeled by n+ z− k− 2 and rearranging the sum above after
taking into account the endpoint conditions we obtain:
δ
N−k∑
n=0
Ld(a˜n) =
N−k∑
n=k
〈
k+1∑
i=1
DiLd(a˜n−i+1), δpn〉
+
N−k∑
n=k
〈−
2k+1∑
z=k+2
T ∗WnRW−1n (T
∗
WnAnRA−1n DzLd(a˜n−z+k+2)), ηn〉
+
N−k∑
n=k
〈
2k+1∑
z=k+2
T ∗Wn−1LW−1n−1
(T ∗Wn−1An−1RA−1n−1
DzLd(a˜n−z+k+1)), ηn〉
+
N−k∑
n=k
〈
2k+1∑
z=k+2
(
T ∗LˆWA1 (n)DzLd(a˜n−z+k+2)
+T ∗Lˆ
WA2
(n− 1)DzLd(a˜n−z+k+1)
)
, δpn〉,
where the operator T ∗Lˆ
WAi
(n) is defined in (40). Equating this variation to zero
and considering that δpn and ηn are free for k ≤ n ≤ N−k, we arrive at the discrete
equations of motion:
0 =
k+1∑
i=1
DiLd(a˜n−i+1)
+
2k+1∑
z=k+2
(
T ∗Lˆ
WA1
(n)DzLd(a˜n−z+k+2) + T
∗Lˆ
WA2
(n− 1)DzLd(a˜n−z+k+1)
)
,
0 =
2k+1∑
z=k+2
(
T ∗WnRW−1n (T
∗
WnAnRA−1n DzLd(a˜n−z+k+2))
−T ∗Wn−1LW−1n−1
(T ∗Wn−1An−1RA−1n−1
DzLd(a˜n−z+k+1))
)
,
for k ≤ n ≤ N − k. The second equation may be rewritten in a more compact way
in its dual version by making the following identifications
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- µ˜zn := DzLd(a˜n−z+k+2) ∈ T
∗
WnAn
G for k + 2 ≤ z ≤ 2k + 1,
- M˜n :=
2k+1∑
z=k+2
µ˜zn ∈ T
∗
WnAnG,
- Mn := T
∗
Wn
RW−1n (T
∗
WnAn
RA−1n M˜n) ∈ g
∗,
which leads to the equation Mn = Ad
∗
Wn−1Mn−1, k ≤ n ≤ N − k.
Next, introducing constraints into our picture by considering the augmented
Lagrangian (47) we find the discrete constrained HO Lagrange-Poincare´ equations
0 =
k+1∑
i=1
DiLd(a˜n−i+1) + T
∗Lˆ
WA1
(n)
2k+1∑
z=k+2
DzLd(a˜n−z+k+2)
+ T ∗Lˆ
WA2
(n− 1)
2k+1∑
z=k+2
DzLd(a˜n−z+k+1) +
k+1∑
i=1
λn−i+1α Diχ
α
d (a˜n−i+1)
+ T ∗Lˆ
WA1
(n)
2k+1∑
z=k+2
λn−z+k+2α Dzχ
α
d (a˜n−z+k+2)
+ T ∗LˆWA2 (n− 1)
2k+1∑
z=k+2
λn−z+k+1α Dzχ
α
d (a˜n−z+k+1),
(50)
Mn =Ad
∗
Wn−1Mn−1 −
2k+1∑
z=k+2
λn−z+k+2α ε
α
(n,z) +Ad
∗
Wn−1
2k+1∑
z=k+2
λn−z+k+1α ε
α
(n−1,z),
0 =χαd (a˜n),
for k ≤ n ≤ N − k, where we define
εα(n,z) := T
∗
WnRW−1n (T
∗
WnAnRA−1n Dzχ
α
d (a˜n−z+k+2)) ∈ g
∗.
As in the first order case, a direct consequence of the implicit function theorem
applied to (50) is the existence of the (local) variational flow for the numerical
method.
Denoting M(1,k+2)(a˜n) := D1χ
α
d (a˜n)+T
∗Lˆ(WA1)(n)Dk+2χ
α
d (a˜n) we arrive at the
following proposition.
Proposition 2. Let M˜d be a regular submanifold of U
(k+1) ×Gk given by
M˜d = {a˜n ∈ U
(k+1) ×Gk
∣∣ χαd (a˜n−j) = 0 for all j = 0, . . . , k}
where a˜n is of the form (45).
If the matrixD(1,k+1)L˜d(a˜n, λn) D2k+1
(
T ∗L̂(WA1)(n)Dk+2L˜d(a˜n, λ
n)
)
M(1,k+2)(a˜n)
Dk+1Mn(a˜n) D2k+1Mn(a˜n) ε
α
(n,k+2)(a˜n)
(Dk+1χ
α
d (a˜n))
T (D2k+1χ
α
d (a˜n))
T 0

is non singular for all a˜n ∈ M˜d, there exists a neighborhood Vk ⊂ M˜d × kR
m
of γ∗ = (a˜∗n−k, . . . , a˜
∗
n−1, λ
n−k
α∗ , . . . , λ
n−1
α∗ ) satisfying equations (50), and an unique
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(local) application Υ˜Ld : Vk ⊂ M˜d × kR
m → M˜d × kR
m such that
Υ˜Ld(a˜n−k, . . . , a˜n−1, λ
n−k
α , . . . , λ
n−1
α ) =(a˜n−k+1, . . . , a˜n, λ
n−k+1
α , . . . , λ
n
α).
Observe that when k = 1 equations (50) are the discrete constrained Lagrange-
Poincare´ equations (42) and the regularity condition given in Proposition 2 is the
one obtained in Proposition 1.
Remark 8. In [26] it has been shown that under a regularity condition equivalent
to the one given in Proposition 2, the discrete constrained system preserves the
symplectic 2-form (see Remark 3.4 in [26]). Therefore the methods that we are
deriving in this work are automatically symplectic methods. Moreover, under a
group of symmetries preserving the discrete Lagrangian and the constraints, we
additionally obtain momentum preservation. In the case when the principal bundle
is a trivial bundle, and therefore the terms associated with the connection and
curvature are zero, we obtain the same results as [22]. ⋄
4. Application to optimal control of underactuated systems. Underactu-
ated mechanical system are controlled mechanical systems where the number of the
control inputs is strictly less than the dimension of the configuration space. In this
section we consider dynamical optimal control problems for a class of underactuated
mechanical systems determined by Lagrangian systems on principal bundles.
We assume that we are only allowed to have control systems that are controllable,
that is, for any two points q0 and qT in the configuration space, there exists an
admissible control defined on some interval [0, T ] such that the system with initial
condition q0 reaches the point qT in time T (see [3] for more details).
Let L : TQ → R be a G-invariant Lagrangian inducing a reduced Lagrangian
L : M → R where M := T (Q/G) ×Q/G g˜ and (p, p˙, σ) are local coordinates on
an open set Ω ⊂ M . Consider the control manifold U ⊆ Rr where r < dimQ
and u ∈ U is the control input (control parameter) which in coordinates reads
u = (u1, . . . , ur) ∈ R
r.
We denote by Γ(M∗) the space of sections of a smooth manifold
M∗ := T ∗(Q/G)×Q/G g˜
∗
and consider a set of linearly independent sections Ba = {(ηa, η˜a)} ∈ Γ(M∗), such
that ηa([q]G) ∈ T
∗
[q]G
(Q/G); η˜a([q]G) ∈ g˜
∗ for a = 1, . . . , r and [q]G ∈ τ(Ω) ⊂ Q/G,
where τ : M → Q/G. Therefore ηa ⊕ η˜a ∈ Γ(M∗).
Definition 4.1. The reduced controlled Euler-Lagrange equations or controlled
Lagrange-Poincare´ equations are
D
Dt
(
∂L
∂p˙
)
−
∂L
∂p
+
〈∂L
∂σ
, ip˙B˜
〉
= uaη
a([q]G), (51a)(
D
Dt
− ad∗σ
)
∂L
∂σ
= uaη˜
a([q]G). (51b)
A controlled Lagrange-Poincare´ system is a controlled mechanical systems whose
dynamics is given by the controlled Lagrange-Poincare´ equations (51).
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We refer to a controlled decoupled Lagrange-Poincare´ system when equations
(51a)-(51b) can be written as a system of equations of the form〈 D
Dt
(
∂L
∂p˙
)
−
∂L
∂p
−
〈∂L
∂σ
; ip˙B˜
〉
, ηa
〉
+
〈( D
Dt
− ad∗σ
)
∂L
∂σ
, η˜a
〉
=ua, (52a)〈 D
Dt
(
∂L
∂p˙
)
−
∂L
∂p
−
〈∂L
∂σ
; ip˙B˜
〉
, ηα
〉
+
〈( D
Dt
− ad∗σ
)
∂L
∂σ
, η˜α
〉
=0, (52b)
that is, a controlled Lagrange-Poincare´ system is written as a control system showing
which configurations are actuated and which ones unactuated.
The next Lemma shows that a controlled Lagrange-Poincare´ system always per-
mits a description for the controlled dynamics as a controlled decoupled Lagrange-
Poincare´ system.
Lemma 4.2. A controlled Lagrange-Poincare´ system defined by (51) is equivalent
to the controlled decoupled Lagrange-Poincare´ system described by (52).
Proof. Given that Ba = {(ηa, η˜a)}, are independent elements of Γ(M∗) we complete
Ba to be a basis of Γ(M∗), i.e. {Ba, Bα}, and take its dual basis {Ba, Bα} on
Γ(M). If we set Ba = {(ηa, η˜a)} and Bα = {(ηa, η˜α)}, where ηa, ηα ∈ X(Q/G) and
η˜a, η˜α ∈ Γ(g˜), we obtain the relationships
〈ηa, ηb〉 = δ
a
b , 〈η
a, η˜b〉 = 〈η
a, ηβ〉 = 〈η
a, η˜β〉 = 0,
〈η˜a, η˜b〉 = δ
a
b , 〈η˜
a, ηβ〉 = 〈η˜
a, η˜β〉 = 0,
〈ηα, ηβ〉 = δ
α
β , 〈η˜
α, η˜β〉 = 0,
〈η˜α, η˜β〉 = δ
α
β .
Coupling (51a) to ηa and (51b) to η˜a, and adding up the results we obtain (52a).
Equivalently, if we couple (51a) to ηα and (51b) to η˜α, and add up the resultants
we obtain (52b).
Remark 9. Observe that (52a) provides an expression of the control inputs as a
function on the second-order tangent bundle M (2) locally described by coordinates
(p, p˙, p¨, σ, σ˙),
ua = Fa(p, p˙, p¨, σ, σ˙) =
〈 D
Dt
(
∂L
∂p˙
)
−
∂L
∂p
−
〈∂L
∂σ
; ip˙B˜
〉
, ηa
〉
+
〈( D
Dt
− ad∗σ
)
∂L
∂σ
, η˜a
〉
.
(53)
⋄
Next we consider an optimal control problem.
Definition 4.3 (Optimal control problem). Find a trajectory γ(t) = (p(t), σ(t),
u(t)) of the state variables and control inputs satisfying (51), subject to boundary
conditions (p(0), p˙(0), σ(0)) and (p(T ), p˙(T ), σ(T )), and minimizing the cost func-
tional
J (s(2,1), u) =
∫ T
0
C(s(2,1)(t), u(t)) dt
for a cost function C : M × U→ R.
Solving the optimal control problem is equivalent to solving a constrained second-
order variational problem [6], with Lagrangian Lˆ :M (2) → R locally described by
L̂(s(2,1)) := C
(
s(1,0), Fa(s
(2,1))
)
, (54)
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where C is the cost function and Fa is defined in (53); and subject to the constraints
χα :M (2) → R given by
χα(s(2,1)) =
〈 d
dt
(
∂L
∂p˙
)
−
∂L
∂p
−
〈∂L
∂σ
; ip˙B˜
〉
, ηα
〉
+
〈( D
Dt
− ad∗σ
)
∂L
∂σ
, η˜α
〉
, (55)
equivalent to equation (52b).
Then, given boundary conditions, necessary optimality conditions for the optimal
control problem are determined by the solutions of the constrained second-order
Lagrange-Poincare´ equations for the Lagrangian (54) subject to (55). The resulting
equations of motion are a set of combined third order and fourth order ordinary
differential equations.
Motivated by the examples that we study in the next section, we restrict ourself
to a particular class of these control problems where we assume full controls in the
base manifold Q/G, that is, using Lemma 4.2, we consider the controlled Lagrange-
Poincare´ equations, in a local trivialization πU : U ×G→ U of the principal bundle
π : Q→ Q/G, i.e.
d
dt
∂L
∂σβ
−
∂L
∂σβ
(Cδγβσ
γ − CδγβA
γ
ǫ p˙
ǫ) = 0, (56a)
∂L
∂pa
−
d
dt
∂L
∂p˙a
−
∂L
∂σb
(Bbcap˙
c + Cbdeσ
dAea) = ua. (56b)
In this context, the optimal control problem consists of finding a solution of the
state variables and control inputs for the previous equations (56) given boundary
conditions and minimizing the cost functional
J (s(2,1)) =
∫ T
0
C
(
pa, p˙a, σa,
∂L
∂pa
−
d
dt
∂L
∂p˙a
−
∂L
∂σb
(Bbcap˙
c + Cbdeσ
dAea)
)
dt.
Necessary conditions for optimality in the optimal control problem are characterized
by the constrained second-order variational problem determined by the second-order
Lagrangian
L̂(s(2,1)) = C
(
pa, p˙a, σa,
∂L
∂pa
−
d
dt
∂L
∂p˙a
−
∂L
∂σb
(Bbcap˙
c + Cbdeσ
dAea)
)
(57)
subject to the second-order constraints
χα(s(2,1)) =
d
dt
∂L
∂σβ
−
∂L
∂σβ
(Cδγβσ
γ − CδγβA
γ
ǫ p˙
ǫ) (58)
whose solutions satisfy the constrained second-order Lagrange-Poincare´ equations
for L˜(s(2,1), λα) = L̂(s
(2,1)) + λαχ
α(s(2,1)) with λα ∈ R
m the Lagrange multipliers.
Those equations are in general given by a set of fourth order nonlinear ordinary
differential equations which are very difficult to solve explicitly. Thus, constructing
numerical methods is in order, a task for which the results in the previous sections
must be implemented.
Remark 10. It is well known that, under some mild regularity conditions, necessary
conditions for optimality obtained through a constrained variational principle, are
equivalent to the ones given by Pontryagin Maximum Principle (see [3], section 7.3,
Theorem 7.3.3 for the proof).
For higher-order systems, the same result can be proved. In particular, in [28] for
unconstrained higher-order mechanical system without symmetries the equivalence
between higher-order Euler-Lagrange equations and higher-order Hamilton equa-
tions was shown. It would be interesting to study such equivalence for constrained
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systems and the relationship with necessary conditions for optimality in optimal
control problems of underactuated mechanical systems. Such results were demon-
strate for nonholonomic systems in [4], where the equivalence between conditions
for optimal solutions obtained by the Pontryagin Maximum Principle and as a con-
strained variational problem for this particular class of constraints was established.
Moreover, once such equivalence for constrained systems can be understood, by us-
ing the results of [32] and [57] the relation between optimality conditions obtained by
a constrained variational principle and the ones obtained by Pontryagin Maximum
principle can be extended for the class of higher-order systems with symmetries
studied in this work. ⋄
Given discretizations of (57) and (58), denoted Ld and χ
α
d respectively, de-
fined on 3U × 2G, with local coordinates a˜n = (pn−2, pn−1, pn, g˜n−2, g˜n−1), g˜i :=
g−1i gi+1A(pi, pi+1), 2 ≤ n ≤ N − 2, the associated discrete optimal control problem
consist of obtaining the sequences {pn}0:N , {g˜n}0:N and {λn}0:N from the second-
order constrained discrete Lagrange-Poincare´ equations, i.e. (50) for k = 2. By
Theorem 3.3, the discrete constrained second-order Lagrange-Poincare´ equations
are given by
0 =D1Ld(a˜n) +D2Ld(a˜n−1) +D3Ld(a˜n−2) + T
∗LˆWA1(n)(D4Ld(a˜n) +D5Ld(a˜n−1))
+ T ∗LˆWA2(n− 1)(D4Ld(a˜n−1) +D5Ld(a˜n−2)) + λ
n
αD1χ
α
d (a˜n)+
+ λn−2α D3χ
α
d (a˜n−2) + T
∗LˆWA1(n)(λ
n
αD4χ
α
d (a˜n) + λ
n−1
α D5χ
α
d (a˜n−1))
+ T ∗LˆWA2(n− 1)(λ
n−1
α D4χ
α
d (a˜n−1) + λ
n−2
α D5χ
α
d (a˜n−2)) + λ
n−1
α D2χ
α
d (a˜n−1),
(59)
0 =Mn −Ad
∗
Wn−1Mn−1 + λ
n
α ε
α
(n,4) + λ
n−1
α ε
α
(n,5)
−Ad∗Wn−1(λ
n−1
α ε
α
(n−1,4) + λ
n−2
α ε
α
(n−1,5)), (60)
0 =χαd (a˜n), 0 = χ
α
d (a˜n−1), 0 = χ
α
d (a˜n−2), (61)
for 2 ≤ n ≤ N − 2, and where
Mn =T
∗
WnRW−1n (T
∗
WnAnRA−1n (D4Ld(a˜n) +D5Ld(a˜n−1))),
εα(n,4) =T
∗
WnRW−1n (T
∗
WnAnRA−1n D4χ
α
d (a˜n)),
εα(n,5) =T
∗
WnRW−1n (T
∗
WnAnRA−1n D5χ
α
d (a˜n−1)),
εα(n−1,4) =T
∗
Wn−1RW−1n−1
(T ∗Wn−1An−1RA−1n−1
D4χ
α
d (a˜n−1)),
εα(n−1,5) =T
∗
Wn−1RW−1n−1
(T ∗Wn−1An−1RA−1n−1
D5χ
α
d (a˜n−2)).
By Proposition 2 the equations given above determine (locally) the flow map for
the numerical method: they indicate how to obtain a˜n and λ
n given a˜n−1, a˜n−2,
λn−1, λn−2 if the matrixD13L˜d(a˜n, λn) D5
(
T ∗L̂(WA1)(n)D4L˜d(a˜n, λ
n)
)
M(1,4)(a˜n)
D3Mn(a˜n) D5Mn(a˜n) ε
α
(n,4)(a˜n)
(D3χ
α
d (a˜n))
T (D5χ
α
d (a˜n))
T 0

is non singular, where M(1,4)(a˜n) := D1χ
α
d (a˜n) + T
∗Lˆ(WA1)(n)D4χ
α
d (a˜n).
4.1. Examples.
DISCRETIZATION OF THE HIGHER-ORDER LAGRANGE-POINCARE´ EQUATIONS 25
4.1.1. Optimal control of an electron in a magnetic field. We study the optimal
control problem for the linear momentum and charge of an electron of mass m in a
given magnetic field (see [3] Section 3.9).
One of the motivations for constructing structure preserving variational integra-
tors for this example is that the charge is a conserved quantity and our method,
since it is variational, preserves the momentum map associated with a Lie group of
symmetries.
Let M be a 3 dimensional Riemannian manifold and π : Q → M be a circle
bundle (that is, S1 acts on Q on the left and then π : Q→M is a principal bundle
whereM = Q/S1) with respect to a left SO(2) action. We will use the isomorphism
(as Lie group) of SO(2) and S1 to make our analysis consistent with the theory.
Let A : TQ→ so(2) be a principal connection on Q and consider the Lagrangian
on TQ given by
L(q, q˙) =
m
2
||Tπ(q, q˙)||2M +
e
c
||A(q, q˙)||so(2) − φ(π(q)),
where e is the charge of the electron, c is the speed of light, || · ||so(2) : so(2)→ R the
norm on so(2), given by ‖ξ‖so(2) = 〈〈ξ, ξ〉〉
1/2 =
√
tr(ξT ξ), for any ξ ∈ so(2) where
the inner product on so(2) is given by 〈〈ξ, ξ〉〉 = tr(ξT ξ). φ :M→ R represents the
potential energy and · denotes the left-action of S1 on Q. Note that in the absence
of potential, L is a Kaluza-Klein Lagrangian type (see [18] for instance).
The motivation for including a potential function in our analysis is twofold.
Firstly, it is inspired by possible further applications including static obstacles in
the workspace. We use φ as a artificial potential function (for instance a Coloumb
potential) to avoid the obstacle. Secondly, it is motivated by use of this example
in the theory of controlled Lagrangians and potential shaping for systems with
breaking symmetries. Note that here V is not invariant under the symmetry group
(see [3] Section 4.7) for more details.
Note also that π(θ · q) = π(q) for all q ∈ Q and θ ∈ S1. Thus
L(θ · (q, q˙)) =
m
2
||Tπ(θ · (q, q˙))||2M +
e
c
||A(θ · (q, q˙))||so(2) − φ(π(θ · q))
=
m
2
||Tπ(q, q˙)||2M +
e
c
||Adθ · A(q, q˙)||so(2) − φ(π(q))
=
m
2
||Tπ(q, q˙)||2M +
e
c
||A(q, q˙)||so(2) − φ(π(q))
= L(q, q˙)
where Adθ =Idso(2) because SO(2) is Abelian. That is, L is SO(2)-invariant and
we may perform Lagrange-Poincare´ reduction by symmetries to get the equations
of motion on the principal bundle TQ/SO(2).
Fixing the connection A on Q, we can use the principal connection A to get an
isomorphism αA : TQ/SO(2)→ TM⊕ s˜o(2) which permits us to define the reduced
Lagrangian
L(x, x˙, ξ) =
m
2
||x˙||2M +
e
c
||ξ||so(2) − φ(x).
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For the reduced Lagrangian ℓ, the dynamics is determined by the Lagrange-
Poincare´ equations (10), in this particular case
m
Dx˙♭
Dt
+ dφ = 〈µ, B˜(x˙(t), ·)〉
D
Dt
µ = 0
where µ = ∂L∂ξ is the charge of the particle. Here, B˜ : TM∧ TM → so(2) is the
reduced curvature tensor associated with the connection form A, d is the exterior
differential and ♭ : g → g∗ is the associated isomorphisms to the inner product
defined by the metric (see [3] and [11] for instance). Note that this equation corre-
sponds with Wong’s equations [18].
In the case where Q = R3 × S1 the Lagrangian is
L(x, x˙, θ, θ˙) =
m
2
x˙2 +
e
c
(A(x, x˙) · x˙)− φ(x).
In this case, we have that TQ/SO(2) ≃ R3 × R where AdQ = R and the reduced
Lagrangian is
L(x, x˙, ξ) =
m
2
x˙2 +
e
c
ξ − φ(x).
The above equations reduce to type of Lorentz force law describing the motion of
a charged particle of mass m in a magnetic field under the influence of a potential
function
mx¨+∇φ(x) =
e
c
(x˙×
−→
B ), µ˙ = 0,
where µ = ∂ℓ∂ξ =
e
c and
−→
B = (Bx, By, Bz) ∈ X(R
3).
Next, we introduce controls in our picture. Let U ⊂ R3, where u = (u1, u2, u3) ∈
U are the control inputs. Then, given u(t) ∈ U , the controlled decoupled Lagrange-
Poincare´ system (52) is given by
m
Dx˙♭
Dt
+ dφ− 〈µ, B˜(x˙(t), ·)〉 = u(t),
D
Dt
µ = 0.
If Q = R3 × S1 then the above system becomes the controlled decoupled Lagrange-
Poincare´ system describing the controlled dynamics of a charged particle of mass
m in a magnetic field under the influence of a potential function:
mx¨+∇φ(x) −
e
c
(x˙×
−→
B ) = u(t)
µ˙ = 0.
The optimal control problem consists of finding trajectories of the state variables
and controls inputs, satisfying the previous equations subject to given initial and
final conditions and minimizing the cost functional,
min
(x,x˙,ξ,u)
∫ T
0
C(x, x˙, ξ, u)dt = min
(x,x˙,ξ,u)
1
2
∫ T
0
||u||2 dt
where the norm || · || represents the Euclidean norm on R3.
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This optimal control problem is equivalent to solving the following constrained
second-order variational problem given by
min
(x,x˙,x¨,ξ,ξ˙)
L̂(x, x˙, x¨, ξ, ξ˙) =
1
2
∣∣∣∣∣∣mx¨+∇φ(x) − e
c
(x˙ ×
−→
B )
∣∣∣∣∣∣2 , (62)
subject to the constraint χ(x, x˙, x¨, ξ, ξ˙) = ec arrising from µ˙ = 0, with L̂ : 3R
3×2R→
R and χ : 3R3 × 2R→ R (note that TQ/SO(2) ≃ R3 × R where AdQ = R).
For a simple exposition of the resulting equations describing necessary conditions
for optimality in the optimal control problem, we restrict our analysis to the par-
ticular case when the magnetic field is aligned with the x3-direction and orthogonal
to the x1 − x2 plane, that is,
−→
B = (0, 0, Bz) with Bz constant, and the potential
field is quadratic φ = (x21 + x
2
2 + x
2
3).
The constrained second-order Lagrange-Poincare´ equations are
x
(iv)
1 = 2ω
...
x 2 + x¨1
(
ω2 −
4
m
)
+
4ω
m
x˙2 −
4x1
m2
, (63a)
x
(iv)
2 = −2ω
...
x 1 + x¨2
(
ω2 −
4
m
)
−
4ω
m
x˙1 −
4
m2
x2, (63b)
x
(iv)
3 = −
4x¨3
m
−
4x3
m2
, (63c)
where ω = eBzmc , λ(t) is constant and ξ(t) =
e
c . ξ(t) comes from the the constraint
given by preservation of the charge and λ(t) is obtained from ec λ˙ = 0, the Lagrange-
Poincare´ equation arising from ξ(t) (note that we obtain the same result for the
multiplier as in [3] Section 7.5.)
In terms of the discretization of this system as presented in Section 3.2, we
need to define the discrete connection (22), but given that the bundle is trivial,
the connection vanishes. Denoting by (xn, ξn) = (x
1
n, x
2
n, x
3
n, ξn, ξn+1), the discrete
second order Lagrangian for the reduced optimal control problem corresponding to
(62), is given by
L̂d(xn, xn+1, xn+2, ξn) =
h
2
∣∣∣∣∣∣xn+2 − 2xn+1 + xn
h2
+∇φ(xn)
−
e
c
xn+1 − xn
h
×
−→
B (xn)
∣∣∣∣∣∣2,
χd(xn, xn+1, xn+2, ξn) =
e
c
,
where
−→
B (xn) := (B1(x
1
n), B2(x
2
n), B3(x
3
n)).
By Theorem 3.3 the discrete second-order constrained Lagrange-Poincare equa-
tions giving rise to the integrator which approximates the necessary conditions for
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optimality in the optimal control problem are given by
x1n+2 − 4x
1
n+1 + 6x
1
n − 4x
1
n−1 + x
1
n−2
h4
= 2ω
x2n+1 − 3x
2
n + 3x
2
n−1 − x
2
n−2
h3
(64a)
+
(
ω2 −
4
m
)
x1n+1 − 2x
1
n + x
1
n−1
h2
+
4ω
m
x2n − x
2
n−1
h
−
4
m2
x1n,
x2n+2 − 4x
2
n+1 + 6x
2
n − 4x
2
n−1 + x
2
n−2
h4
= −2ω
x1n+1 − 3x
1
n + 3x
1
n−1 − x
1
n−2
h3
(64b)
+
(
ω2 −
4
m
)
x2n+1 − 2x
2
n + x
2
n−1
h2
−
4ω
m
x1n − x
1
n−1
h
−
4
m2
x2n,
x3n+2 − 4x
3
n+1 + 6x
3
n − 4x
3
n−1 + x
3
n−2
h4
= −
4
m
x3n+2 − 2x
3
n + x
3
n−1
h2
−
4
m2
x3n, (64c)
together with ξn = ξn−1 = ξn−2 =
e
c , and λn = λn−1 for n = 2, . . . , N − 2. We
observe that (64a), (64b) and (64c) are a discretization in finite differences of (63a),
(63b) and (63c), respectively.1
4.1.2. Energy minimum control of two coupled rigid bodies: We consider a dis-
cretization of the energy minimum control for the motion planning of an under-
actuated system composed by two planar rigid bodies attached at their center of
mass and moving freely in the plane, also known in the literature as Elroy’s beanie
(see [45], [56] for details) which is an example of a dynamical system with a non-
Abelian Lie group of symmetries.
The configuration space is Q = SE(2) × S1 with local coordinates denoted by
(x, y, θ, ψ). The Lagrangian function L : TQ→ R is given by
L(x, y, θ, ψ, x˙, y˙, θ˙, ψ˙) =
1
2
m (x˙2 + y˙2) +
1
2
I1 θ˙
2 +
1
2
I2 (θ˙ + ψ˙)
2 − V (ψ), (65)
where m denotes the mass of the system, I1 and I2 are the inertias of the first and
the second body, respectively, and V is the potential energy. Note that the system
is invariant under SE(2). After choosing a decomposition determined by the metric
on Q which describes the kinetic energy of the Lagrangian (65) (see [45] and [56] for
1Considering the forward difference
xn+1−xn
h
as a first order discretization of the velocity x˙,
it is straightforward to check that
xn+2 − 2xn+1 + xn
h2
,
xn+3 − 3xn+2 + 3xn+1 − xn
h3
,
xn+4 − 4xn+3 + 6xn+2 − 4xn+1 + xn
h4
,
are discretization of x¨,
...
x and x(iv), respectively. The shift of the n index present in equations (64)
comes from the particular expression of the discrete constrained HO Lagrange-Poincare´ equations
provided in Theorem 3.3.
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details) one can fix a connection A : T (SE(2)× S1)→ se(2), with local expression
A =
1 0 y
I2
I1+I2
y
0 1 −x − I2I1+I2 x
0 0 1 I2I1+I2
 , (66)
and vanishing curvature.
Consider the base of se(2) denoted by {e¯a} with a = 1, 2, 3 and given by
e¯1 =
0 0 10 0 0
0 0 0
 , e¯2 =
0 0 00 0 1
0 0 0
 , e¯3 =
 0 1 0−1 0 0
0 0 0
 .
In terms of this basis, ξ ∈ se(2) can be written as ξ = ξ1e¯1 + ξ
2e¯2 + ξ
3e¯3 with ξ
1 =
cos θx˙+sin θy˙, ξ2 = sin θx˙+cos θy˙ and ξ3 = −θ˙− I2I1+I2 ψ˙. Moreover, since [e¯1, e¯2] =
0, [e¯1, e¯3] = e¯2 and [e¯2, e¯3] = −e¯1, then the non-vanishing constant structures of the
Lie algebra se(2) are C213 = C
1
32 = 1 and C
2
31 = C
1
23 = −1.
The isomorphism (8), αA : T (SE(2)× S
1)/SE(2)→ TS1 × s˜e(2) is
αA(ψ, ψ˙, ξ) = (ψ, ψ˙, ξ +Ae(ψ)ψ˙),
with Ae(ψ) = (0, 0,
I2
I1+I2
)T (Ae : U ⊂ S
1 → se(2) is a 1-form determined by
Ae(ψ)ψ˙ = A(ψ, e, ψ˙, 0)). Ae is locally prescribed by the coefficients A
1
1 = A
2
1 = 0
and A31 =
I2
I1+I2
.
The reduced Lagragian (see [45, 56] for details) L : TS1 ⊕ s˜e(2)→ R is given by
L(ψ, ψ˙,Ω) =
1
2
m(Ω21 +Ω
2
2) +
1
2
(I1 + I2)Ω
2
3 +
1
2
I1I2
I1 + I2
ψ˙2 − V (ψ), (67)
where (ψ, ψ˙) are local coordinates for TS1 and Ω for s˜e(2), such that Ω1 = ξ1,
Ω2 = ξ2 and Ω3 = ξ3 + I2I1+I2 ψ˙, for ξ ∈ se(2), and consequently we observe that
Ω1 =cos θ x˙+ sin θ y˙, (68a)
Ω2 =− sin θ x˙+ cos θ y˙, (68b)
Ω3 =− θ˙. (68c)
The local Lagrange-Poincare´ equations (11) in the (ψ, ψ˙,Ω) coordinates read
Ω˙1 =Ω2
(
Ω3 −
I2
I1 + I2
ψ˙
)
, (69a)
Ω˙2 =− Ω1
(
Ω3 −
I2
I1 + I2
ψ˙
)
, (69b)
Ω˙3 =0, (69c)
I1I2
I1 + I2
ψ¨ =−
∂V
∂ψ
. (69d)
Now, we introduce a control input in the equation corresponding to S1, i.e. (69d),
namely
I1I2
I1 + I2
ψ¨ = −∂ψV (ψ) + u. (70)
As discussed in the previous subsection, the optimal control problem consists of
finding trajectories of the state variables and control inputs, satisfying the equations
(69a), (69b), (69c) and (70), subject to boundary conditions and minimizing the cost
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functional
∫ T
0 C(ψ, ψ˙,Ω, u)dt. In particular we are interested in energy-minimum
problems, where the cost function is of the form C(ψ, ψ˙,Ω, u) =
1
2
u2. This optimal
control problem is equivalent to solving the constrained second-order variational
problem defined by the Lagrangian L̂ : T (2)S1 ⊕ 2s˜e(2) → R and the constraints
χα : T (2)S1 ⊕ 2s˜e(2)→ R, α = 1, 2, 3, defined by
L̂(γ) = 12
(
I1I2
I1+I2
ψ¨ + ∂ψV (ψ)
)2
, χ1(γ) = Ω˙1 − Ω2Ω3 +
I2
I1 + I2
ψ˙Ω2, χ2(γ) =
Ω˙2 + Ω1Ω3 − I2I1+I2 ψ˙Ω
1 and χ3(γ) = Ω˙3, where γ = (ψ, ψ˙, ψ¨,Ω, Ω˙), (ψ, ψ˙, ψ¨) are
local coordinates for T (2)S1 and (Ω, Ω˙) for 2s˜e(2). Next, define the augmented
Lagrangian L˜(ψ, ψ˙, ψ¨,Ω, Ω˙) = L̂(ψ, ψ˙, ψ¨,Ω, Ω˙) + λαχ
α(ψ, ψ˙, ψ¨,Ω, Ω˙), that is,
L˜(ψ, ψ˙, ψ¨,Ω, Ω˙, λ1, λ2, λ3) =
1
2
(
I1I2
I1 + I2
ψ¨ + ∂ψV (ψ)
)2
(71)
+ λ1
(
Ω˙1 − Ω
2Ω3 +
I2
I1 + I2
ψ˙Ω2
)
+ λ2
(
Ω˙2 +Ω1Ω3 −
I2
I1 + I2
ψ˙Ω1
)
+ λ3Ω˙
3.
(72)
The constrained second-order Lagrange-Poincare´ equations determining neces-
sary conditions for the optimal control problem (given in Remark 3) are the follow-
ing fourth-order nonlinear system of equations:
I1I2
I1 + I2
ψ(iv) =λ1
(
Ω1Ω3 + Ω˙2 − Ω1ψ˙
I2
I1 + I2
)
+ λ2
(
Ω2Ω3 − Ω˙1 − Ω2ψ˙
I2
I1 + I2
)
(73a)
−
d2
dt2
(
∂V
∂ψ
)
−
(I1 + I2)
I2
∂2V
∂ψ2
(
I1I2
I1 + I2
ψ¨ +
∂V
∂ψ
)
,
λ¨1 =λ2
(
Ω˙3 −
I2ψ¨
I1 + I2
)
+
λ1I2
I1 + I2
(
2ψ˙Ω3 − (Ω3)2 −
ψ˙I2
I1 + I2
)
, (73b)
λ¨2 =λ1
(
ψ¨I2
I1 + I2
− Ω˙3
)
+
λ˙1ψ˙I2(1− λ2)
I1 + I2
− λ2
(
(Ω3)2 −
I2
I1 + I2
ψ˙Ω˙3
)
(73c)
+
λ22ψ˙
I1 + I2
(
Ω3 −
I2ψ˙
I1 + I2
)
,
λ¨3 =Ω
2(λ˙2 − 2λ˙1)− λ1Ω˙
2 + λ1Ω˙
1 + λ˙2Ω
1 + (λ1Ω
1 (73d)
+ λ2Ω
2)
(
Ω3 −
I2
I1 + I2
ψ˙
)
(73e)
Ω˙1 = Ω2Ω3 −
I2
I1 + I2
ψ˙Ω2, (73f)
Ω˙2 =− Ω1Ω3 +
I2
I1 + I2
ψ˙Ω1, (73g)
Ω˙3 = 0, (73h)
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In terms of the discretization of this system as presented in Section 3.2, we need
to define the discrete connection (22) Ad : (SE(2)× S
1)× (SE(2)× S1)→ SE(2),
which should satisfy Ad((gn, ψn), (gn+1, ψn+1)) = gn+1A(ψn, ψn+1)g
−1
n according
to (24) for gn, gn+1 ∈ SE(2) and ψn, ψn+1 ∈ U ⊂ (SE(2)× S
1)/SE(2) ∼= S1 . The
local expression of the discrete connection is given by
A(ψn, ψn+1) =

cos
(
I2
I1+I2
∆ψn
)
− sin
(
I2
I1+I2
∆ψn
)
0
sin
(
I2
I1+I2
∆ψn
)
cos
(
I2
I1+I2
∆ψn
)
0
0 0 1
 , (74)
with ∆ψn = ψn+1 − ψn. We denote An = A(ψn, ψn+1). The reduced discrete
Lagrangian Ld : S
1 × S1 × S˜E(2) → R is locally defined by the coordinates
(ψn, ψn+1, g˜n), where g˜n = WnAn, with Wn = g
−1
n gn+1. According to (74)
g˜n =
cos∆ϕn − sin∆ϕn cos θn∆xn + sin θn∆ynsin∆ϕn cos∆ϕn − sin θn∆xn + cos θn∆yn
0 0 1
 ,
where ∆ϕn = ∆θn +
I2
I1+I2
∆ψn, ∆θn = θn+1 − θn, ∆xn = xn+1 − xn and ∆yn =
yn+1 − yn. Establishing
Ωn1 = cos θn (∆xn/h) + sin θn (∆yn/h),
Ωn2 = − sin θn (∆xn/h) + cos θn (∆yn/h),
Ωn3 = − (∆θn/h)
which represent a discretization of (68) where h is the time-step of the integrator,
we obtain that
g˜n =

cos
(
h(Ωn3 −
I2
I1+I2
∆ψn
h )
)
sin
(
h(Ωn3 −
I2
I1+I2
∆ψn
h )
)
hΩn1
− sin
(
h(Ωn3 −
I2
I1+I2
∆ψn
h )
)
cos
(
h(Ωn3 −
I2
I1+I2
∆ψn
h )
)
hΩn2
0 0 1
 , (75)
and it follows that g˜n is completely determined by (Ω
n
1 ,Ω
n
2 ,Ω
n
3 ) after fixing ∆ψn.
Therefore, the discrete Lagrangian Ld : S
1 × S1 × S˜E(2)→ R is given by
Ld(an) =
1
2
mh((Ωn1 )
2+(Ωn2 )
2)+
1
2
(I1+ I2)h (Ω
n
3 )
2+
1
2
I1I2
I1 + I2
(∆ψn)
2
h
−hV (ψn+1),
(76)
where an = (ψn, ψn+1,Ω
n
1 ,Ω
n
2 ,Ω
n
3 ).
Considering a discretization of the action integral
∫ h
0 L dt determined by (67)
with local truncation error of first order, the discrete equations of motion (39) read
Ωn1 = Ω
n−1
1 + hΩ
n−1
2
(
Ωn−13 −
I2
I1 + I2
∆ψn−1
h
)
, (77a)
Ωn2 = Ω
n−1
2 − hΩ
n−1
1
(
Ωn−13 −
I2
I1 + I2
∆ψn−1
h
)
, (77b)
Ωn3 = Ω
n−1
3 , (77c)
I1I2
I1 + I2
ψn+1 − 2ψn + ψn−1
h
= −h ∂ψV (ψn), (77d)
for the discrete Lagrangian (76), where we we have used the expressions for the
local discrete connection (74), g˜n (75), and we neglected higher-order terms of the
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time step O(h2) (equations (77a),(77b) and (77c) follow from the second equation
in (39), while (77d) follows from the first one). It is easy to check that (77) is a
discretization in finite differences of (69), (see footnote 1).
Remark 11. A different discretization of the potential V in (76), for instance
hV
(
ψn+1 + ψn
2
)
or
h
2
V (ψn+1) +
h
2
V (ψn),
would lead to a second-order discretization of (77d) with respect to (69d). However,
the local truncation error of (77) with respect to (69) does not change, since the
order of the Ω equations remains the same. It seems strange to use asymmetric, O(h)
approximations when this is not necessary as we used in the previous example. This
is a phenomenon due to the “decoupling” of the variables ψ and Ω in equation (77d),
which allows to enhance its local truncation error via the appropriate discretization
of the discrete Lagrangian. However, the overall Ld is O(h), and therefore one
expects the same order of the integrator.
⋄
The discrete second-order augmented Lagrangian L˜d : S
1 × S1 × S1 × 2S˜E(2)×
R3 → R for the constrained higher-order variational problem is given by
L˜d(a˜n, λ
n) =
h
2
(
I1I2
I1 + I2
ψn+2 − 2ψn+1 + ψn
h2
+ ∂ψV (ψn+1)
)2
+ λn3 ∆Ω
n
3 + λ
n
1
(
∆Ωn1 − hΩ
n
2Ω
n
3 +
I2
I1 + I2
∆ψn Ω
n
2
)
+ λn2
(
∆Ωn2 + hΩ
n
1Ω
n
3 −
I2
I1 + I2
∆ψnΩ
n
1
)
,
(78)
with a˜n = (ψn, ψn+1, ψn+2,Ω
n,Ωn+1), Ωn = (Ωn1 ,Ω
n
2 ,Ω
n
3 ), λ
n = (λn1 , λ
n
2 , λ
n
3 ), and
with ∆Ωni = Ω
n+1
i − Ω
n
i . Here, to define L˜d we used
L̂d(a˜n) =
h
2
(
I1I2
I1 + I2
ψn+2 − 2ψn+1 + ψn
h2
+ ∂ψV (ψn+1)
)2
(79)
χ1d(a˜n) =∆Ω
n
1 − hΩ
n
2Ω
n
3 +
I2
I1 + I2
∆ψnΩ
n
2 (80)
χ2d(a˜n) =∆Ω
n
2 + hΩ
n
1Ω
n
3 −
I2
I1 + I2
∆ψnΩ
n
1 (81)
χ3d(a˜n) =∆Ω
n
3 (82)
The discrete constrained second-order Lagrange-Poincare equations giving rise
to the variational integrator to approximate the necessary conditions for optimality
in the optimal control problem are given by equations (59), (60), (61) applied to the
discrete second-order augmented Lagrangian L˜d (78) where the partial derivatives
of L̂d and χ
α
d , α = 1, 2, 3 follows easily from equations (79)-(82) and are understood
as row vectors. The operators T ∗Lˆ(WA1) and T
∗Lˆ(WA2) can be computed using
the tangent lift of left translations as in equation (40), Mn = [0, 0, 0], and the
quantities ǫα(n,4), ǫ
α
(n,5), ǫ
α
(n−1,4), ǫ
α
(n−1,5) are given as follow
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ǫ1(n,4) =[− cos(hϑn) + hϑn sin(hϑn), sin(hϑn) + hϑn cos(hϑn), hΩ
n
1 cos(hϑn)
+ hΩn2 sin(hϑn)− hϑn(hΩ
n
1 sin(hϑn) + hΩ
n
2 cos(hϑn))− hΩ
n
2 ],
ǫ2(n,4) =[− sin(hϑn) + hϑn cos(hϑn), − cos(hϑn)− hϑn sin(hϑn), hΩ
n
1 sin(hϑn)
+ hΩn2 cos(hϑn) + hϑn(hΩ
n
2 sin(hϑn)− hΩ
n
1 cos(hϑn)) + hΩ
n
1 ],
ǫ3(n,4) =ǫ
3
(n−1,4) = [0, 0, 1],
ǫ1(n,5) =[cos(hϑn), − sin(hϑn), −hΩ
n
1 cos(hϑn) + hΩ
n
2 sin(hϑn)],
ǫ2(n,5) =[sin(hϑn), cos(hϑn), −hΩ
n
1 sin(hϑn)− hΩ
n
2 cos(hϑn)],
ǫ1(n−1,4) =[cos(hϑn−1), − sin(hϑn−1), −hΩ
n−1
1 cos(hϑn−1) + hΩ
n−1
2 sin(hϑn−1)],
ǫ2(n−1,4) =[sin(hϑn−1), cos(hϑn−1), −hΩ
n−1
1 sin(hϑn−1)− hΩ
n−1
2 cos(hϑn−1)],
ǫα(n−1,5) =[0, 0, 0], α = 1, 2, 3.
where we have used that, ϑn = Ω
n
3 − (
I2
I1+I2
)∆ψnh ,
g˜−1n = A
−1
n W
−1
n =
[
R−hϑn −R−hϑnhvn
0 1
]
,
vn = [Ω
n
1 ,Ω
n
2 ]
T and Rhϑn =
[
cos(hϑn) sin(hϑn)
− sin(hϑn) cos(hϑn)
]
.
Equations (59)-(61) are used to update the current state (a˜n−1, a˜n−2, λ
n−1, λn−2)
to obtain the next state (a˜n, a˜n−1, λ
n, λn−1). This is accomplished by solving the
dynamics (59)-(61) with boundary conditions satisfying the constraints (61) using a
root-finding algorithm such as Newton’s method in terms of the unknowns (a˜n, λ
n)
to obtain the next configuration. Note that as in the example in Section 4.1.1, the
discrete constrained second-order Lagrange-Poincare´ equations (59)- (61) applied
to (78) represent a discretization in finite differences of (73) (a)-(e).
It would be interesting to study how indirect optimization methods for optimal
control can be developed to implement the equations of motion. One of the main
challenges here is the use of a shooting method to solve the two points boundary
value problem. We believe that, due to the complexity of the equations, one should
use multiple shooting instead of a single one, and/or add a final state to our cost
functional in order to achieve the desired final configurations. In terms of the
integration schemes for Lagrange-Poincare equations, it would be interesting if the
variational integrators are employed on particular examples. For instance, in the
case of an electron in the magnetic field, the potential function can be used to
partially break the symmetry. Then, the extension of the variational integrators
presented in this work for symmetry-breaking Lagrange-Poincare systems can be
studied independently and applied to a concrete example of interest in physics.
Note also that a particular construction and study for the exact discrete La-
grangian associated to higher-order systems on principal bundles deserve attention
and can be an interesting topic to study, based on the previous results obtained in
[21].
We intend in a future work to explore the role of high-order integrators [16], [17],
[54] iin this class of constrained variational problems for optimal control. As we
commented in Section 3.1, higher-order interpolations of the continuous curves lead
to more accurate approximations of the exact discrete Lagrangian, and therefore
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to high-order numerical methods (where here, high-order refers to the local trun-
cation error). This problem, in the context of principal bundles and integration
of Lagrange-Poincare equations, is a promising line of investigation, in particular
how to relate higher-order constrained variational problems on principal bundles
with higher-order integrators, such as Galerkin variational integrators and modified
symplectic Runge-Kutta methods, using the results for first-order systems given in
[17] and [55].
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