Abstract: An approach to reliable modeling, simulation and verification of hybrid systems is interval arithmetic, which guarantees that a set of intervals narrower than specified size encloses the solution. Interval-based computation of hybrid systems is often difficult, especially when the systems are described by nonlinear ordinary differential equations (ODEs) and nonlinear algebraic equations. We formulate the problem of detecting a discrete change in hybrid systems as a hybrid constraint system (HCS), consisting of a flow constraint on trajectories (i.e. continuous functions over time) and a guard constraint on states causing discrete changes. We also propose a technique for solving HCSs by coordinating (i) interval-based solving of nonlinear ODEs, and (ii) a constraint programming technique for reducing interval enclosures of solutions. The proposed technique reliably solves HCSs with nonlinear constraints. Our technique employs the interval Newton method to accelerate the reduction of interval enclosures, while guaranteeing that the enclosure contains a solution.
INTRODUCTION
Detection of states causing discrete changes in continuously evolving hybrid systems plays a significant role in simulation and verification. The problem is described by the conjunction of an ordinary differential equation (ODE) and a condition for a discrete change (guard condition). Many techniques for the problem (e.g. Esposito and Kumar (2007) ) perform numerical computation. Since the techniques may compute unexpected results due to rounding errors, various workarounds have been investigated; for example, Park and Barton (1996) handled the discontinuity sticking problem, that is, the problem of detecting the same discrete event right after a discrete change.
Interval arithmetic (Moore et al. (2009) ) provides rigor in numerical computation. Computation in interval arithmetic produces over-approximation of continuous states which is a set of intervals or boxes enclosing the theoretical solutions and the accumulation of round-off errors. Interval arithmetic has been applied to the simulation (Nedialkov and von Mohrenschildt (2002) ) and verification (Henzinger et al. (2000) ; Ratschan and She (2007) ) of hybrid systems. and Wittenberg (2004) ). The reliable simulation and verification are done by integrating continuous dynamics and discrete changes, together with handling uncertainties and computation errors. It is not obvious to reliably compute hybrid systems described by nonlinear ODEs and nonlinear conditions for discrete changes. This paper proposes a framework for such nonlinear hybrid systems.
• We propose hybrid constraint systems (HCSs) to describe the problem of detecting discrete changes by constraints (Section 4). An HCS consists of a flow constraint on trajectories and a guard constraint on continuous states. Solving the HCS is computation of box-consistent domains, which means enclosing states with intervals that satisfy every constraint. We see how an HCS serves as a key component in the simulation of hybrid systems (Section 6.1).
• We develop a technique for solving HCSs by integrating an interval-based method for nonlinear ODEs by Nedialkov et al. (1999) , and an interval-based constraint programming framework by van Hentenryck et al. (1997) (Section 5). The technique generates a set of boxes smaller than a specified size that encloses the theoretical solution.
• The proposed technique employs the interval Newton method for the quadratic convergence of the reduction of boxes, and to guarantee that the boxes contain a solution (Section 5.3). The method uses an interval Newton operator derived from flow and guard constraints. Experimental results show the efficiency of the method in simulating nonlinear hybrid systems (Section 6).
RELATED WORK
This work extends a technique by Ishii et al. (2008) . This earlier work was limited in formalizing the problem of detecting discrete changes as a constraint system. The efficiency of the method was also limited since pruning on a time domain was based on a binary search technique. Park and Barton (1996) introduced the interval Newton method to the detection process to guarantee the existence of an event within a time interval. However, the guarantee is based on interpolation polynomials converted from the original problems. Nedialkov and von Mohrenschildt (2002) proposed an interval-based method for simulating hybrid systems. The method is limited in efficiency and handling of nonlinear guard conditions.
Cruz (2005), Lin and Stadtherr (2007) , and others are applying constraint programming techniques to intervalbased solving of ODEs. Their frameworks allow the use of parameters in ODEs as well as the addition of various constraints such as value restriction constraints. Although the frameworks do not handle constraints equivalent to the guard constraints in this paper, the frameworks might be integrated with ours.
PRELIMINARIES
This section introduces concepts for describing the technique we propose.
Interval Arithmetic
A set of machine-representable floating-point numbers is denoted by
is a set of real numbers, where I = {r ∈ R | l ≤ r ≤ u}. I denotes a set of intervals. A box B is a tuple of n intervals (I 1 , . . . , I n ). I n denotes a set of boxes. For an interval I, lb(I) denotes the lower bound, ub(I) denotes the upper bound, w(I) denotes the width, int(I) denotes the internal of I, and m(I) denotes the center of I. For r ∈ R, [r] denotes the narrowest interval containing r. 
Interval Newton Method
Given an equation h(t) = 0, where h : R → R is a continuously differentiable function, a solution of the equation in an interval T is also included in an interval obtained by the following interval operator
where Moore et al. (2009) ).
Interval-based Solving of ODEs
Let y denotes a vector-valued continuous function over time R → R n called trajectory. An initial value problem for an ODE (IVP-ODE) is formed by the conjunction of equationsẏ (t) = f (t, y(t)) ∧ y(t 0 ) = y 0 , where t 0 ∈ R, y 0 ∈ R n and f : R n+1 → R n (assuming Lipschitz continuity). Given an IVP-ODE, a solution denoted by y t0,y0 is a trajectory that satisfies the equations.
Given an initial value set (Y 0 , T 0 ) ∈ I n+1 , an interval extension of the solution y t0,y0 , denoted by Y T0,Y0 : I → I n , satisfies the following condition
We employ an existing method VNODE proposed in Nedialkov et al. (1999) and Nedialkov (2006) for solving IVP-ODEs based on interval arithmetic. Consider an IVP-ODE, an initial value set (T 0 , Y 0 ) and a time interval T 1 ∈ I. We obtain a box Y 1 = Y T0,Y0 (T 1 ) using VNODE. As a by-product of the computation, VNODE computes an enclosure Y T0,Y0 ([lb(T 0 ), ub(T 1 )]), because the computation is done iteratively from the initial value.
In our method, we also need an interval extension of the derivative of the solutionẎ T0,Y0 :
should be computed by VNODE beforehand.
Consistency Technique for Continuous Constraints
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return ∅ 12:
end if Fig. 1 . BranchAndPrune algorithm.
than a given error tolerance ϵ, so that the union of boxes is a box-consistent domain (see Section 4.1) for the constraint system. Figure 1 shows the BranchAndPrune algorithm. The algorithm recursively alternates reducing and branching of a domain in a problem. In the algorithm, two procedures are left open as Prune and Branch. Algorithms such as HC4, BC5 and 3B are known as implementations for Prune. Branch is usually implemented as partitioning of a domain into several boxes along a dimension of the domain.
HYBRID CONSTRAINT SYSTEMS
In this section, we define HCSs. We consider continuous states as (n + 1) dimensional real vectors over time and space. An HCS describes a crossing point of a trajectory over time and a time-invariant boundary in the state space. Figure 2 illustrates an HCS.
Consider a tuple of variables X = (x 0 , x 1 , . . . , x n ) consisting of a variable x 0 representing the time at a crossing point and n variables x 1 , . . . , x n representing a state at the time x 0 . We then define the following two kinds of constraints.
• A flow constraint C f is a constraint described by the conjunction of the following equations
, where the first part is an IVP-ODE representing an n-dimensional trajectory y t0,y0 (t 0 ∈ R, y 0 ∈ R n , and
Possible values for the variables belong to a domain
, where each component is associated with a variable in X . Values expressing parameters t 0 and y 0 in the initial condition in C f are given as an initial value set 
x 0 is a variable representing time, x 1 , x 2 , x 3 and x 4 are variables representing the position (x 1 , x 2 ) and velocity (x 3 , x 4 ) of the ball. Movement of the ball is described by C f and a contact with the surface is detected by checking whether C g is entailed. The initial condition in C f is interpreted as ∀t Figure 2 (a) illustrates the trajectory of the ball with parameters set to g = 9.8 and k = 0.3. , . . . , n}) . A solution of the HCS is a valuation satisfying constraints C f and C g . In general, an HCS may have multiple solutions. When applying HCSs to the simulation of hybrid systems, the one we are interested in is the earliest solution. In Figure 2 
Box Consistency for HCSs
In this paper, interval-based solving of an HCS means refining an initial domain to a box-consistent (van Hentenryck et al. (1997) 
, where h min ∈ R + and h min ≥ w(T 0 ), and [−6.1, −6.2] ) is appropriate for the box-consistent domain.
TECHNIQUE FOR SOLVING AN HCS
In this section, a technique for computing the boxconsistent domain of an HCS is described. The technique applies the BranchAndPrune algorithm in Section 3.4 to HCSs with an implementation of Prune called Prune HCS . The proposed method computes a set of boxes that encloses all the solutions in the initial domain. The 
repeat 2:
obtain H andḢ from C g , C f and D 0 4:
return D 
Reduction of the Time Domain
Prune HCS reduces a time domain efficiently by applying the interval Newton method that solves flow and guard constraints simultaneously. At line 3 in Figure 3 , the algorithm constructs functions H andḢ for the interval Newton method. The essential idea is that the numerical solution of the IVP-ODE, denoted hereafter as Y T0,Y0 , is used to construct an interval Newton operator. Y T0,Y0 is obtained by iterative calculation with respect to a flow constraint C f and an initial value set D 0 , as described in Section 3.3. Accordingly, H andḢ are given by At lines 4 and 5 of Prune HCS , procedures NarrowL and NarrowU reduce the lower and upper edges of the domain. This procedure is an adaptation to HCS of the algorithm shown in van Hentenryck et al. (1997) . The NarrowL procedure is as follows (NarrowU is similar except that it operates on the upper edge instead of the lower edge). 
Reduction of the Continuous State Domain
Once the narrowing operators reduce a time interval D 0 , VNODE computes a box Y T0,Y0 (D 0 ) enclosing the trajectories over D 0 as described in Section 3.3 (line 6 of Figure 3 ). Then we can build a continuous constraint system described in Section 3.4 consisting of the guard constraint C g ≡ g(x 1 , . . . , x n ) = 0 and the initial domain
. At line 7 of Prune HCS , the Narrow CCS procedure reduces the domain (D 1 , . . . , D n ) by applying one of the narrowing operators shown in Section 3.4.
Testing the Unique Existence of a Solution
In general, the number of solutions in boxes computed by BranchAndPrune is unknown. Using the interval Newton method, the uniqueness and existence of a solution within a box is determined under a certain condition.
In the computation, suppose the procedure NarrowL or NarrowU reduces a time interval D • A unique trajectory y t0,y0 exists over D 0 with respect to C f and D 0 , 
Computing an Enclosure for the Earliest Solution
The union of boxes computed by the proposed technique may enclose multiple solutions. Boxes enclosing the earliest solution are selected as follows.
(1) Compute the clusters of boxes by concatenating two boxes if they are adjacent. (2) Find a cluster containing the earliest time. (3) If the cluster intersects with the initial value set, then discard this and search for the next earliest cluster.
Note that we assume each of the clusters computed in (1) and the initial value set in (3) enclose a unique solution.
EXAMPLES AND EXPERIMENTATION
We implemented the proposed method on top of the Elisa system (Granvilliers and Sorin (2005) ) which is an implementation of the BranchAndPrune algorithm. We implemented data structures for representing flow constraints. Prune HCS was implemented by extending the reduction procedure in Elisa. VNODE-LP (Nedialkov (2006) ) was used to solve IVP-ODEs. The implementation caches the results by VNODE-LP for reusing. Our implementation consists of about 2000 lines of C++ code.
Section 6.1 shows a simulation of a bouncing ball by modeling each bounce of the ball as an HCS. Section 6.2 reports the results of comparisons with existing methods. The parameters in the proposed method were set as ϵ = 10 −2 and h min = 10 −11 . BC5 was used as Narrow CCS . In the experimentation, we modified the implementation to terminate the computation after an enclosure for the earliest solution was obtained. We experimented on a 2.4GHz Intel Core 2 Duo processor with 2GB of RAM.
Computation of a Bouncing Ball
Consider the bouncing ball described in Section 4. Here, we The left half of Table 1 shows computation results. Each row corresponds to a result of solving an HCS. Each column shows the number of bounces, the time interval, the number of calling Prune HCS , the number of calling NarrowL and NarrowU, and the execution time, in milliseconds, of a solving. The width of the first result was 10 −11 , according to the value of h min . The following results widened as the initial value set widened.
Comparison with Existing Methods
To evaluate the computational efficiency and to confirm the accuracy of the results, we solved several HCS problems with several solvers including the proposed method.
The following problems were solved: (1, 2) the first and second bounces of the bouncing ball; (3) the problem of detecting the intersection of a trajectory following the Van der Pol equatioṅ y 1 = y 2 ,ẏ 2 = 10 · (1 − y 
CONCLUSION AND FUTURE WORK
We have presented HCSs and proposed a technique for solving them. As described in Section 5.1, the technique guarantees the existence and uniqueness of a solution in a domain. This method also helps to find the earliest solutions reliably. We need more experimentation in realistic settings and various optimization of the implementation. HCSs will be extended to have multiple guard constraints either in conjunctive and disjunctive way. We plan to solve such problems by interacting with SAT solvers to compute every combination of constraints.
