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Cayley submanifolds of Calabi-Yau 4-folds.
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Abstract: Our main results are: (1) The complex and Lagrangian points of a non-complex and non-
Lagrangian 2n-dimensional submanifold F :M →N , immersed with parallel mean curvature and with
equal Ka¨hler angles into a Ka¨hler-Einstein manifold (N, J, g) of complex dimension 2n, are zeros of
finite order of sin2 θ and cos2 θ respectively, where θ is the common J-Ka¨hler angle. (2) If M is a
Cayley submanifold of a Calabi-Yau (CY) manifold N of complex dimension 4, then
∧2
+NM is naturally
isomorphic to
∧2
+ TM . (3) If N is Ricci-flat (not necessarily CY) and M is a Cayley submanifold, then
p1(
∧2
+NM) = p1(
∧2
+ TM) still holds, but p1(
∧2
−NM) − p1(
∧2
− TM) may describe a residue on the
J-complex points, in the sense of Harvey and Lawson. We describe this residue by a PDE on a natural
morphism Φ : TM → NM , Φ(X) = (JX)⊥, with singularities at the complex points. We give an explicit
formula of this residue in a particular case. When (N, I, J,K, g) is a hyper-Ka¨hler manifold and M is an
I-complex closed 4-submanifold, the first Weyl curvature invariant ofM may be described as a residue on
the J-Ka¨hler angle at the J-Lagrangian points by a Lelong-Poincare´ type formula. We study the almost
complex structure Jω on M induced by F .
1 Introduction
The role of the complex and anti-complex points on the topology-geometry of closed non-complex
minimal surfaces immersed into complex Ka¨hler surfaces has been studied in [28], [9], [8], and
[31]. In these papers, it is proved that the set C = C+ ∪ C− of complex and anti-complex points
is a set of isolated points, and each of such points is of finite order. The order of the complex
and anti-complex points is defined as a multiplicity of a zero of (1± cos θ), where θ is the Ka¨hler
angle, and adjunction formulas were obtained in [28], [8] and [31]:
−
∑
p∈C−
order(p)−
∑
p∈C+
order(p) = X (M) + X (NM) (1.1)
∑
p∈C−
order(p)−
∑
p∈C+
order(p) = F ∗cI(N)[M ]. (1.2)
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The proofs of these formulas come, respectively, from the following PDEs of second order on the
cosine of the Ka¨hler angle, with singularities at complex and anti-complex points:
1
2
∆ log sin2 θ = (KM +K⊥) (1.3)
1
2
∆ log
(
1 + cos θ
1− cos θ
)
= −RicciN (e1, e2), (1.4)
where KM and K⊥ are respectively the Gaussian curvature of M and the curvature of the
normal bundle NM , and e1, e2 is a direct orthonormal frame of M . Therefore, (1.1) and (1.2)
are formulas that describe some polynomials of topological invariants of the immersed surface,
normal bundle and ambient space, as residue formulas of certain functions that have singularities
at those special points.
In higher dimensions, the papers [17], [29], [30] show how Pontrjagin classes and Euler classes
of a closed (generic) submanifold M of a complex manifold (N,J) are carried by subsets of CR-
singular points, that is, points with sufficiently many complex directions. The investigation of
complex tangents on a m-dimensional submanifold M embedded into a Ka¨hler manifold N of
complex dimension m is very much justified, by the well known embedding theorem of Whit-
ney. More generally, if N has a calibration Ω of rank m (see definitions in [12]) and M is not
Ω-calibrated we may expect that Ω-calibrated points may have a similar role ([21]). Minimality
of M should guarantee the order of such points to be finite.
In [13], [14] a general framework is shown to obtain this sort of geometric residues, inspired
by the above examples. Given two Riemannian vector bundles (E, gE), (F, gF ) over M , of the
same rank m, with Riemannian connections ∇E and ∇F , and a bundle map Φ : F → E,
degenerated at a set of points Σ, we may compare a m-characteristic classe Ch of E and the
one of F , describing these invariants using the curvature tensors with respect to ∇F and ∇E,
via Chern-Weil theory. Φ induces on F a singular connection ∇′= Φ−1∗∇E , Riemannian for
a degenerated metric, and that makes Φ a parallel isometric bundle map, but R′ and Ch(R′)
can be smoothly extended to Σ by the identities R′(X,Y,Z,W ) = gE(RE(X,Y )Φ(Z),Φ(W )),
Ch(R′) = Ch(RE). The difference Ch(R′)−Ch(RF ) is of the form dT where T is a transgression
form with singularities along Σ. If Σ is sufficiently small and regular, the Stokes theorem reads∫
M∼Vǫ(Σ) dT = −
∫
∂Vǫ(Σ)
T , where Vǫ(Σ) is a tubular neighbourhood of Σ of radius ǫ, and letting
ǫ → 0 may describe Ch(E)−Ch(F ) as a residue of T along Σ and expressed in terms of the
zeros of Φ.
Inspired in this framework, the present paper shows some formulas of the type (1.3)-(1.4)
for 4-dimensional submanifolds of certain Ka¨hler manifolds. As we will see, to workout such
formulas in dimension > 2 is considerably more difficult then in the surface case.
We study the set C of complex points and the set L of Lagrangian points of non-holomorphic
and non-Lagrangian immersed submanifolds F : M → N of real dimension 2n of a Ka¨hler-
Einstein (KE) manifold of complex dimension 2n, namely if F is immersed with equal Ka¨hler
angles (e.k.a.s). A natural bundle map Φ : TM → NM , Φ(X) = (JX)⊥, is defined and was
first used by Webster. Φ is degenerated at points with complex directions, and has maximum
norm at Lagrangian points, where it is an isometry. If F has e.k.a.s, Φ is conformal with
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‖Φ(X)‖2 = sin2 θ‖X‖2 where θ is the common Ka¨hler angle, and away from L, one can define
smooth almost complex structures Jω on M and J
⊥ on the normal bundle NM that are natu-
rally inherited from the ambient space, and they coincide with the induced complex structure at
complex points. These almost complex structures, with the Ka¨hler angle, will be fundamental
for our formulas. In section 3, if n = 2 we study Jω.
If n = 2 and (N,J, g) is Ricci-flat KE, M is a Cayley submanifold if it is minimal and with
equal Ka¨hler angles. If N is Calabi-Yau these Cayley submanifolds are calibrated by one of
the S1-family of Cayley calibrations ([12],[16]). The Cayley calibrations Ω do not specify the
complex or the Lagrangian points, but induce a natural isomorphism ΩM :
∧2
+ TM →
∧2
+NM ,
〈ΩM (X ∧ Y ), U ∧ V 〉 = Ω(X,Y,U, V ) (see Prop.3.2)
In Section 4 we prove that complex and Lagrangian points of a n-submanifold with parallel
mean curvature are zeros of a system of complex-valued functions that satisfy a second-order
partial differential system of inequalities of the Aronszajn type, and so, if the submanifold is
not complex or Lagrangian, they are zeros of finite order. These inequalities are obtained from
some estimates on the Laplacian of the pull-back of the Ka¨hler form of N by F , and on the
Laplacian of Φ : TM → NM . Furthermore, the sets C and L have Hausdorff codimension at
least 1, and if M is closed and n = 2, L is a set of Hausdorff codimension at least 2.
In Section 5 we prove the following residue-type formula, in the same spirit as formulas (1.3)
and (1.4):
Theorem 1.1. If F : M → N is a non-J-holomorphic Cayley submanifold immersed into a
4-fold Ricci-flat Ka¨hler manifold (not necessarily Calabi-Yau), the following equalities hold, for
some representatives in the cohomology classes of M :
p1(
∧2
+NM) = p1(
∧2
+TM) (1.5)
p1(
∧2
−NM) = p1(
∧2
−TM) +
1
π2
dη (1.6)
where η = η(Φ) is a 3-form, defined away from the complex points, which is given by
η(Φ) = −1
4
〈Φ−1∇Φ ∧ (Φ(R⊥) +RM + 1
3
[Φ−1∇Φ,Φ−1∇Φ]) 〉 (1.7)
where Φ(R⊥) :
∧2 TM → ∧2 TM is given by Φ(R⊥)(X,Y )(Z) = Φ−1R⊥(X,Y )Φ(Z). Further-
more:
(A) If F has no complex points TM and NM have the same Pontrjagin and Euler classes.
(B) If dΦ = 0, or if g(∇XΦ(Y ),Φ(Z)) is skew symmetric on (Y,Z), then θ is constant and
Φ : TM → NM is a parallel homothetic diffeomorphism.
(C) If g(∇XΦ(Y ),Φ(Z)) is symmetric on (Y,Z), or if R¯(X,Y )Φ = 0, where R¯ is the curvature
tensor of TM∗⊗NM , then p1(
∧2
− TM) = p1(
∧2
−NM) holds, or equivalently M and NM have
the same Pontrjagin and Euler classes.
We will say that F has regular homogeneous complex points , if C = ⋃i Σi is a disjoint finite
union of closed submanifolds Σi of dimension di ≤ 3, and for each i, on a neighbourhood V of
Σi in M , sin θ = f
ri
i where ri is the common order of the zeros of Φ (and of ‖Φ‖) along Σi,
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and fi is a nonnegative continuous function, smooth on V ∼ C, such that ‖∇fi‖ exists as a
positive Cµ function on all V , with µ ≥ ri + 2 and the flow of Xfi = ∇fi‖∇fi‖2 can be extended
to Gt0 = {(p,w) ∈ NΣi : ‖w‖ < t0} as a Cµ+1 diffeomorphism ξ : Gt0 → V . That is, Xfi is
a multivalued vector field at points p ∈ Σi, with sublimits spanning all TpΣ⊥i and for each u
unit vector of TpΣ
⊥
i it is defined an integral curve γ(p,u)(t) = ξ(p, tu) with γ(p,u)(0) = p and
γ′(p,u)(0) =
u
c(p) , where c(p) = ‖∇fi‖(p). This flow map ξ defines for each sufficiently small
ǫ > 0 a diffeomorphism from Cǫ = {(p,w) ∈ NΣi : ‖w‖ = ǫ} onto f−1i (ǫ). Furthermore, for
each sufficiently small coordinate chart y of Σ we have a Farmi-type coordinate chart x of V
of class Cµ+1, extending y and satisfying fi =
√
x2di+1 + . . .+ x
2
4 (see Prop. 5.8). Examples of
such functions fi are the distance function σ to a submanifold Σi. Let π : N
1Σi := C1 → Σi,
π(p, u) = p, and S(p, 1) the unit sphere of TpΣ
⊥
i ⊂ TpM . For u ∈ S(p, 1) and X ∈ TpM , set
X⊥u = X − g(X,u)u, and define ς(u)(X) = (∇uX˜)⊥ ∈ TpM where X˜ is any smooth section of
TM with X˜p = X.
Corollary 1.1. Assume M is compact and F in Theorem 1.1 has regular homogeneous complex
points of order ri on Σi. Let Φ˜ =
Φ
‖Φ‖ and set for each (p, u) ∈ N1Σi and X vector field on M ,
Υi(p, u) := ∇riuriΦ(p), Ψi(p, u)(Xp) := ∇riuri−1,XΦ(p),
Gi(p, u)(Xp) := ∇(ri+1)uri ,X Φ(p) + riΨi(p, u)(ς(u)(Xp))
(1.8)
defining smooth sections Υi of π
−1(TM∗ ⊗ NM) and Ψi, Gi of π−1(TM∗ ⊗ (TM∗ ⊗ NM)).
Then there exist the following limits
lim
ǫ→0
Φ˜(ξ(p, ǫu)) =
1
ri!c(p)ri
Υi(p, u), (1.9)
lim
ǫ→0
ǫ∇XΦ˜(ξ(p, ǫu)) = 1
(ri − 1)!c(p)ri−1Ψi(p, u)(X
⊥u) (1.10)
if X⊥∇fi near p, lim
ǫ→0
∇XΦ˜(ξ(p, ǫu)) = 1
ri!c(p)ri
Gi(p, u)(Xp), (1.11)
with 1
ri!c(p)ri
Υi(p, u) : TpM → NMp an isometry. Furthermore, set
T
(1)
i (p, u)(X) = Υi(p, u)
−1 ◦Ψi(p, u)(X) T (0)i (p, u)(X) = Υi(p, u)−1 ◦Gi(p, u)(X).
Then
p1(
∧2
−NM)[M ]− p1(
∧2
−TM)[M ] =
=
∑
i:di=2
−ri
4
∫
Σi
(
∫
S(p,1)
c(p)−1〈T (1)i (p, u) ∧ (Υ(p, u)(R⊥) +RM)〉(∗u)dS(p,1)(u))dΣi(p)
+
3∑
k=0
∑
i:di=k
∑
α+β+γ=3−k
−r
3−k
i
12
∫
Σi
(
∫
S(p,1)
c(p)−1〈T (α)i (p, u) ∧ [T (β)i (p, u), T (γ)i (p, u)]〉(∗u)dS(p,1)(u))dΣi(p).
In section 6 we prove that if M is a J-complex submanifold and N is Ricci-flat, then (1.5)
still holds. Moreover, if c1(M) = 0, then
∧2
+ TM and
∧2
+NM are both flat, and
∧2
− TM and
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∧2
−NM are both anti-self-dual.
If N = (N, I, J,K, g) is hyper-Ka¨hler (HK) of complex dimension 4, and M is an I-complex
submanifold of complex dimension 2, then, considering on N the complex structure J , M is a
Cayley submanifold with a J-Ka¨hler angle θ that can assume any value. Furthermore, M has a
hyper-Hermitian structure (M, I, JωJ , JωK , g), defined away from totally complex points. More
generally, if M is an ”I-Ka¨hler” Cayley submanifold of a Ricci-flat Ka¨hler 4-fold (N,J, g), i.e.,
locally on a open dense set ofM ∼ L, a smooth Ka¨hler structure I exists and that anti-commutes
with Jω, then we conclude (in subsection 3.2) that the J-Ka¨hler angle θ also satisfies the PDE
∆ log cos2 θ = sM (1.12)
where sM is the scalar curvature of M . If M is closed, this is a residue-type formula for the first
curvature invariant of Weyl of M , κ2(M) = 12
∫
M
sMVolM , in terms of the zero set Σ of cos θ,
which is the set of the the J-Lagrangian points L of M . We prove in section 7:
Proposition 1.1. If N is HK and M is a non-totally complex closed I-Ka¨hler submanifold
with I-Ka¨hler form ωI , then there exist a locally finite union of irreducible analytic subvarieties
of complex codimension 1 (i.e analytic surfaces) Σi and integers ai such that Σ =
⋃
i Σi where
cos θ vanish at homogeneous order ai along Σi and a formula of Lelong-Poincare´ type in terms
of characteristic divisors exist: 1
π
κ2(M) = −
∑
i ai
∫
Σi
ωI .
If I does not exist globally on M , we still can obtain a residue formula under some conditions,
and a removable high rank singularity theorem (see Proposition 7.1 and Corollary 7.1).
In section 8 we give some examples of complete non-linear Cayley submanifolds of (R8, J0, g0),
with no complex J0-points, with only one complex point, with a 2-plane set of complex points,
or with a 2-plane set of Lagrangian points. They are all holomorphic for some other complex
structure of R8. We also observe that all submanifolds, and in particular coassociative ones,
that are graphs of maps f : R4 → R3, do not have J0-complex points.
2 The Ka¨hler angles
We recall the notion of Ka¨hler angles introduced in [22], [23] and [26] for an immersed 2m-
submanifold F :M → N of a Ka¨hler manifold of complex dimension 2n wherem ≤ n. We denote
by J and g the complex and Hermitian structure of N and ω(X,Y ) = g(JX, Y ) its Ka¨hler form.
Let NM = (dF (TM))⊥ be the normal bundle and denote by ( )⊥ the orthogonal projection of
F−1TN onto NM . The pullback 2-form F ∗ω defines at each point p ∈ M the Ka¨hler angles
θ1, . . . , θm of M , θα ∈ [0, π2 ], such that cos θ1 ≥ . . . ≥ cos θm ≥ 0 and {±i cos θα}α=1,...,m are the
eigenvalues of the complex extension F ∗ω to T cpM . Polar decomposition of the endomorphism
(F ∗ω)♯ = |(F ∗ω)♯|Jω where ♯ is the usual musical isomorphism, defines a partial isometry Jω :
TM → TM with the same kernel Kω as F ∗ω. Then M =
⋃m
k=0Lm−k where a point p ∈M is in
Lm−k iff Rank(F ∗ω)p = 2k. At each p ∈ Lm−k, we may take an o.n. basis of TpM of the form
{X1, Y1 = JωX1, . . . ,Xk, Yk = JωXk,Xk+1, Yk+1, . . . ,Xm, Ym} where {Xk+1, Yk+1, . . . ,Xm, Ym}
is any o.n. basis of Kω. If O is an open set of M lying in Lm−k, then Xα, Yα can be chosen
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smoothly on a neighbourhood of each point of O. The complex frame
α = Zα :=
Xα − iYα
2
α¯ = Z¯α α = 1, . . . ,m (2.1)
diagonalizes F ∗ω, (F ∗ω)♯(Zα) = i cos θαZα, and for α ≤ k, Zα ∈ T (1,0)M w.r.t. Jω. We will use
the greek letters α, β, µ, . . . and their conjugates to denote both the integer in {1, 2, . . . ,m} it
represents or the corresponding complex vector of T cM above defined in (2.1). IfM is orientable
then C+ and C−, are the set of points such that cos θα(p) = 1 ∀α, and respectively, Jω defines
the same or the opposite orientation of M . The eigenvalues cos θα are only locally Lipschitz on
M , while the product 2ǫ(p) cos θ1 . . . cos θm = 〈F ∗ωm, V olM 〉 is smooth everywhere, where ǫ(p)
is the orientation of Jω for p ∈ L0. For E subspace of TpM set EJ = E ∩ JE.
Let ω⊥ = ω|NM be the restriction of the Ka¨hler form ω of N to the normal bundle NM , and
(ω⊥)♯ = |(ω⊥)♯|J⊥ be its polar decomposition. We define the following morphisms
Φ : TM → NM Ξ : NM → TM
X → (JX)⊥ U → (JU)⊤
Note that JX = (F ∗ω)♯(X) + Φ(X), and Φ(X) = 0 iff {X,JX} is a complex direction of F .
Similarly for ω⊥ and Ξ. Φ : (TMJ)⊥ → NM , Ξ : (NMJ)⊥ → TM are 1-1. Set 2s = dim(TMJ ),
2t = dim(NMJ ). The o.n. basis {UA, VA} = {U1, JU1, . . . , Ut, JUt,Φ( Yαsin θα ), Φ( Xαsin θα )}, where α
are s.t. sin θα 6= 0, diagonalize ω⊥, and so 2n = 2m+t−s, and for A = α+t−s, σA = θα are the
the non-zero Ka¨hler angles of NM . That is, TM and NM have the same nonzero Ka¨hler angles,
and they have the same multiplicity. Only the eigenvalues ±i of (F ∗ω)♯ and of ω⊥ may or not
exist and may appear with different multiplicity, t and s, respectively. Set Eα = span{Xα, Yα},
FA = span{UA, VA}, and PEα , PFA the corresponding orthonormal projections of TM and NM .
We use the Hilbert-Schmidt inner products on tensors and forms. We have
‖F ∗ω‖2 = 1
2
‖(F ∗ω)♯‖2 =∑α cos2 θα = ‖ω⊥‖2 + (s− t) = ‖ω⊥‖2 − 2(n−m)
g(Φ(X),Φ(Y )) = (1− cos θα cos θβ)g(X,Y ) for X ∈ Eα, Y ∈ Eβ (2.2)
g(Ξ(U),Ξ(V )) = (1− cos θα cos θβ)g(U, V ) for U ∈ Fα, V ∈ Fβ
‖Φ‖2 = 2∑α sin2 θα = ‖Ξ‖2 − 4(n−m)
ω⊥ ◦ Φ = −Φ ◦ (F ∗ω)♯ (F ∗ω)♯ ◦ Ξ = −Ξ ◦ ω⊥
J⊥ ◦Φ = −Φ ◦ Jω Jω ◦ Ξ = −Ξ ◦ J⊥ on L0 (2.3)
−Ξ ◦Φ =∑α sin2 θαPEα − Φ ◦ Ξ =∑α sin2 θαPFα . (2.4)
If X ∈ TpM and U ∈ NMp, then ω(U,Φ(X)) = ω(Ξ(U),X), ω(U, JωX) = ω(J⊥U,X),
g(U,Φ(X)〉) = −g(Ξ(U),X).
We denote by ∇ both Levi-Civita connections ofM and N or F−1TN , if no confusion exists,
otherwise we explicit them by ∇M and ∇N . We take on NM the usual connection ∇⊥, given
by ∇⊥X U = (∇XU)⊥, for X and U smooth sections of TM and NM ⊂ F−1TN , respectively.
We denote the corresponding curvature tensors by RM , RN and R⊥. The sign convention we
choose for the curvature tensors is R(X,Y )Z = −∇X∇Y Z + ∇Y∇Z + ∇[X,Y ]Z. The second
fundamental form of F , ∇XdF (Y ) = ∇dF (X,Y ) is a symmetric 2-tensor on M that takes
values on the normal bundle. Its covariant derivative ∇⊥∇dF is defined considering ∇dF with
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values on NM . We denote by iNM : NM → F−1TN the inclusion bundle map, and its covariant
derivative ∇X iNM is a morphism from NM into TM . Then ∀X,Y ∈ TpM , U ∈ NMp, p ∈M ,
g(∇X iNM (U), Y ) = g((∇NX U)⊤, Y ) = −g(U,∇XdF (Y )) = −g(AU (X), Y ) = −g(U, (∇NX Y )⊥) (2.5)
where A : NMp → L(TpM ;TpM) is the shape operator. Let H = 1dim(M) tracegM∇dF denote the
mean curvature of F . F is minimal (resp. with parallel mean curvature) if H = 0 (resp. ∇⊥H =
0). F is Jω-pluriminimal in L0 if (∇dF )(1,1)(X,Y ) = 12(∇dF (X,Y ) +∇dF (JωX,JωY )) = 0. In
this case F is minimal on L0. For p ∈M , X,Y,Z ∈ TpM , U, V ∈ NMp,
∇ZF ∗ω(X,Y ) = −g(∇ZdF (X),Φ(Y )) + g(∇ZdF (Y ),Φ(X)) (2.6)
∇Zω⊥(U, V ) = −g(∇ZiNM(U),Ξ(V )) + g(∇ZiNM(V ),Ξ(U)). (2.7)
If (E, gE) is a Riemannian vector bundle and T, S : TM → E are vector bundle maps, we define
a 2-form 〈T ∧ S〉 by
〈T ∧ S〉(X,Y ) = gE(T (X), S(Y ))− gE(T (Y ), S(X)).
From the symmetry of ∇dF , 〈∇ZdF ∧∇W dF 〉(X,Y ) = 〈∇XdF ∧∇Y dF 〉(Z,W ). Recall the
Gauss, Ricci and Coddazzi equations: For X,Y,Z ∈ C∞(TM), and U, V ∈ C∞(NM)
RM (X,Y,Z,W ) = RN (X,Y,Z,W ) + 〈∇ZdF ∧∇W dF 〉(X,Y ) (2.8)
R⊥(X,Y,U, V ) = RN (X,Y,U, V ) + 〈AU ∧AV 〉(X,Y ) (2.9)
−RN(X,Y,Z,U) = g( ∇⊥X∇dF (Y,Z)−∇⊥Y ∇dF (X,Z) , U ). (2.10)
2.1 ∆Φ,∆F ∗ω
Lemma 2.1. Let F : M → N be a 2m-dimensional immersed submanifold. For any X,Y ∈
TpM , U, V ∈ NMp, and any local o.n. frame ei of M ,
(i) ∇XΦ(Y ) = ω⊥(∇XdF (Y ))−∇XdF ((F ∗ω)♯(Y )).
(ii) dΦ(X,Y ) = −∇XdF ((F ∗ω)♯(Y )) +∇Y dF ((F ∗ω)♯(X)).
(iii) δΦ = −2m(JH)⊥.
(iv) ∆Φ(X) = 2m(∇⊥(F ∗ω)♯(X)H −∇⊥X ω⊥(H)− ω⊥(∇⊥X H))+∇XdF (δ(F ∗ω)♯)+
+
∑
i∇dF (∇ei(F ∗ω)♯(X), ei) +
∑
i(R
N (ei,X, (F
∗ω)♯(ei))−RN (ei, (F ∗ω)♯(X), ei))⊥.
(v) ∆F
∗ω(X,Y ) = 2m(g(∇⊥X H,Φ(Y ))− g(∇⊥Y H,Φ(X))) + 2mg(H, dΦ(X,Y ))
+TraceMR
N (X,Y, dF (·),Φ(·)) + 〈∇XdF,∇Y Φ〉 − 〈∇Y dF,∇XΦ〉.
(vi) g(∇XΞ(U), Y ) = g((F ∗ω)♯(∇X iNM(U))−∇XiNM(ω⊥(U)), Y ) = −g(∇XΦ(Y ), U).
Proof. We take smooth vector fields X,Y of M such that at a given point p0, ∇Y (p0) =
∇X(p0) = 0, and assume also that ∇ei = 0 at p0. Then at p0
∇XΦ(Y ) = ∇⊥X (Φ(Y )) = (∇X(JdF (Y ))⊥)⊥ = (∇X(JdF (Y )− (F ∗ω)♯(Y )))⊥
= (J∇XdF (Y ))⊥ −∇XdF ((F ∗ω)♯(Y )) = ω⊥(∇XdF (Y ))−∇XdF ((F ∗ω)♯(Y ))
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and we get (i). (ii) follows from dΦ(X,Y ) = ∇XΦ(Y ) − ∇Y Φ(X), and the symmetry of
∇dF . It follows that δΦ = −∑i∇eiΦ(ei) = −2m(JH)⊥ +∑i∇eidF ((F ∗ω)♯(ei)). Note that∑
i∇eidF ((F ∗ω)♯(ei)) = 0 because ∇dF (X,Y ) is symmetric and (F ∗ω)♯ is skew symmetric.
Then (iii) is proved. Now,
dδΦ(X) = −2md((JH)⊥)(X) = −2m∇⊥X (ω⊥(H)) = −2m∇⊥X ω⊥(H)− 2mω⊥(∇⊥X H).
δdΦ(X) = −∑i∇eidΦ(ei,X) = −∑i∇⊥ei (dΦ(ei,X))
= −∑i∇⊥ei (−∇eidF ((F ∗ω)♯(X)) +∇XdF ((F ∗ω)♯(ei)))
=
∑
i∇⊥ei (∇(F ∗ω)♯(X)dF (ei)−∇XdF ((F ∗ω)♯(ei)))
=
∑
i
∇⊥ei ∇dF ((F ∗ω)♯(X), ei) +∇dF (∇ei(F ∗ω)♯(X), ei)
−∇⊥ei ∇dF (X, (F ∗ω)♯(ei))−∇XdF (∇ei((F ∗ω)♯)(ei))
=
∑
i
∇⊥(F ∗ω)♯(X)∇dF (ei, ei)− (RN (ei, (F ∗ω)♯(X))ei)⊥ −∇⊥X ∇dF (ei, (F ∗ω)♯(ei))
+ (RN (ei,X)(F
∗ω)♯(ei))
⊥
+∇dF (∇ei(F ∗ω)♯(X), ei) +∇XdF (δ((F ∗ω)♯))
where we applied Coddazzi’s equation (2.10) in the last equality. Since ∇⊥X ∇dF is symmetric
and F ∗ω is skew symmetric
∑
i∇⊥X ∇dF (ei, (F ∗ω)♯(ei)) = 0. Thus,
δdΦ(X) = ∇⊥(F ∗ω)♯(X)(2mH) +
∑
i(R
N (ei,X)(F
∗ω)♯(ei)−RN (ei, (F ∗ω)♯(X))ei)⊥
+
∑
i∇dF (∇ei(F ∗ω)♯(X), ei) +∇XdF (δ((F ∗ω)♯)).
From ∆Φ = (dδ + δd)Φ(X), we get the expression in (iv). Since F ∗ω is closed, then, for Y
vector field with ∇Y (p0) = 0, and using (2.10) and (2.6)
∆F ∗ω(X,Y ) = (dδ + δd)F ∗ω(X,Y ) = d(δF ∗ω)(X,Y ) =
= ∇X(δF ∗ω)(Y )−∇Y (δF ∗ω)(X) =∑id(−∇eiF ∗ω(ei, Y ))(X) + d(∇eiF ∗ω(ei,X))(Y )
=
∑
id(g(∇dF (ei, ei),Φ(Y ))− g(∇dF (ei, Y ),Φ(ei)))(X)
+
∑
id(− g(∇dF (ei, ei),Φ(X)) + g(∇dF (ei,X),Φ(ei)))(X)
= d(g(2mH,Φ(Y )))(X) − d(g(2mH,Φ(X)))(Y )−∑ig(∇⊥X ∇dF (ei, Y ),Φ(ei))
−∑ig(∇dF (ei, Y ),∇XΦ(ei)) + g(∇⊥Y ∇dF (ei,X),Φ(ei)) + g(∇dF (ei,X),∇Y Φ(ei))
= 2m(g(∇⊥X H,Φ(Y ))− g(∇⊥Y H,Φ(X))) + 2mg(H,∇XΦ(Y ))− 2mg(H,∇Y Φ(X))
+
∑
i g(−∇⊥X∇dF (Y, ei) +∇⊥Y ∇dF (X, ei) , Φ(ei))
+
∑
i − g(∇dF (ei, Y ),∇XΦ(ei)) + g(∇dF (ei,X),∇YΦ(ei))
= 2m(g(∇⊥X H,Φ(Y ))− g(∇⊥Y H,Φ(X)) + g(H, dΦ(X,Y )))+∑iRN(X,Y, ei,Φ(ei)〉
+
∑
i − g(∇dF (ei, Y ),∇XΦ(ei)) + g(∇dF (ei,X),∇YΦ(ei))
obtaining the expression ∆F ∗ω of (v). Finally we prove (vi). From Ξ(U) + ω⊥(U) = JU , and
assuming at a point p0 ∇⊥U(p0) = 0 ( and so ∇NX U = ∇XiNM(U)) we obtain, at p0
∇XΞ(U) +∇X iNM(ω⊥(U)) = (∇NX (Ξ(U) + ω⊥(U)))⊤ = (J∇NX U)⊤
= (J(∇XiNM (U)))⊤ = (F ∗ω)♯(∇X iNM(U)).
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Therefore, using (2.5), and (i),
g(∇XΞ(U), Y ) = −g(∇X iNM(U), (F ∗ω)♯(Y )) + g(ω⊥(U),∇XdF (Y ))
= g(∇XdF ((F ∗ω)♯(Y )), U)− g(ω⊥(∇XdF (Y )), U) = −g(∇XΦ(Y ), U).
3 Cayley submanifolds
We assume m = n and that F : M2n → N2n has equal Ka¨hler angles (e.k.a.s), that is θα = θ
∀α and we denote by L = Ln. In this case Φ and Ξ are conformal bundle maps and
(F ∗ω)♯ = cos θJω ω⊥ = cos θJ⊥ (3.1)
−Ξ ◦Φ = sin2 θIdTM − Φ ◦ Ξ = sin2 θIdNM . on M. (3.2)
On M ∼ L, Jω is gM -orthogonal. Thus ∀α, β,
g(∇ZJω(α), β) = 2ig(∇Zα, β) = −g(α,∇ZJω(β)), g(∇ZJω(α), β¯) = 0. (3.3)
The Ricci tensor of N can be expressed in terms of the frame (2.1) as (see [23])
sin2 θ RicciN (U, V ) =
∑
α4R
N (U, JV, α,Φ(α¯)) = TraceMR
N (U, JV, dF (·),Φ(·)) (3.4)
valid at all points p ∈M , and U, V ∈ TF (p)N . We have
Proposition 3.1. Assume (N,J, g) is KE with Ricci = Rg, and F : M → N is a 2n-
dimensional immersed submanifold with e.k.a.s. Then
(1) dΦ(X,Y ) = 2 cos θ(∇dF )(1,1)(JωX,Y ) and TraceC,JωdΦ =
∑
α dΦ(Xα, Yα) = 2n cos θ H.
(2) d sin2 θ(X) · g(Y,Z) = g(∇XΦ(Y ),Φ(Z)) + g(∇XΦ(Z),Φ(Y )).
(3) dΦ = 0 iff dΦ(X,JωX) = 0 iff F is Jω-pluriminimal or Lagrangian. Furthermore: (a) if
R 6= 0, then dΦ = 0 iff F is complex or Lagrangian; (b) if R = 0, dΦ = 0 iff F has constant
Ka¨hler angle and Φ : (TM,∇, gM )→ (NM,∇⊥, g) is a parallel homothetic morphism.
(4) δΦ = 0 iff H is a Lagrangian direction of NM , iff F is minimal away from L. Conse-
quently, Φ : (TM,∇, gM ) → (NM,∇⊥) is closed and co-closed 1-form (and so harmonic) iff
Φ : (TM,∇, gM )→ (NM,∇⊥) is parallel iff F is Lagrangian or Jω- pluriminimal.
(5) If F has parallel mean curvature then
∆Φ(X) = −2n∇⊥X ω⊥(H) +∇XdF (δ(F ∗ω)♯) +∑i∇dF (∇ei(F ∗ω)♯(X), ei) (3.5)
+
∑
i(R
N (ei,X, (F
∗ω)♯(ei))−RN (ei, (F ∗ω)♯(X), ei))⊥ (3.6)
∆F ∗ω(X,Y ) = 2n g( H , −∇XdF ((F ∗ω)♯(Y )) +∇Y dF ((F ∗ω)♯(X)) )
+ sin2 θRF ∗ω(X,Y ) +
∑
i2ω
⊥(∇eidF (Y ),∇eidF (X))
+〈∇Y dF,∇XdF ◦ (F ∗ω)♯〉 − 〈∇XdF,∇Y dF ◦ (F ∗ω)♯〉.
Proof. (1) follows from Lemma 2.1, (2) from differentiation of (2.2), (3) and (4) are consequence
of [24] and Lemma 2.1 (ii) and (iii), and (5) follows directly from Lemma 2.1., (3.4) and the
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J-invariance of RicciN .
Now we assume n = 2. Four dimensional submanifolds of any Ka¨hler manifold of complex
dimension ≥ 4, immersed with equal Ka¨hler angles, are just the same as submanifolds satisfying
∗F ∗ω = ±F ∗ω.
Since pointwise F ∗ω is self-dual or anti-self-dual, and is a closed 2-form, then it is co-closed as
well. In particular it is an harmonic 2-form. This is not the case of n 6= 2, unless if θ = constant
(see [24], or next lemma 3.1(2)). In case that N is a KE manifold of zero Ricci tensor and of real
dimension 8, a Cayley submanifold is a minimal 4-dimensional submanifold with equal Ka¨hler
angles θ1 = θ2 = θ. If N is a Calabi-Yau 4-fold, that is a Ka¨hler manifold with a complex
volume form ρ ∈ ∧(4,0)
C
M (this condition implies Ricci-flat, and the converse also holds in case
N is simply connected), these submanifolds are characterised by being calibrated by one of the
Cayley calibrations Ω = 1
2
ω ∧ω+Re(ρ), where ρ is one of the S1-family of parallel holomorphic
volumes of N ([12]). Calabi-Yau 4-folds are Spin(7) manifolds. So, locally on N there is a
section {e1, . . . , e8} of the principal Spin(7)-bundle of frames of N defined on a open set U of
N , and that at each point p ∈ U , defines a isometry of TpN onto R8 such that Ω looks like (see
[16])
Ω = dx1234 + dx5678 + (dx12 + dx34) ∧ (dx56 + dx78)
+(dx13 − dx24) ∧ (dx57 − dx68)− (dx14 + dx23) ∧ (dx58 + dx67). (3.7)
From this equation we see that the subspaces spanned by e1, . . . , e4 and e5, . . . , e8 are Cayley
subspaces. We note that we use the opposite orientation on Cayley subspaces that Harvey and
Lawson do in [12] , and the calibration they use is given by Ω′ = − 1
2
ω2 +Re(ρ) that is
Ω′ = dx1234 + dx5678 + (dx12 − dx34) ∧ (dx56 − dx78)
+(dx13 + dx24) ∧ (dx57 + dx68)+ (dx14 − dx23) ∧ (dx58 − dx67) (3.8)
and so −Ω′ and Ω differ on the chosen parallel holomorphic volume, giving opposite fase on
the special Lagrangian calibration. In [12] it is proved that Spin(7) acts transitively on the
grassmannian G(Ω) of Cayley 4-planes of R8 and the isotropic subgroup of a Cayley subspace
E is K ≡ SU(2) × SU(2) × SU(2)/Z2 (see in (1.39) of [12] how K is embedded in Spin(7)).
Thus, we can assume that B = {e1, e2, e3, e4} and B⊥ = {e5, e6, e7, e8} are direct o.n. basis of
TpM and NMp respectively. We identify isometrically in the usual way bivectors with 2-forms.
So JB1 = e1 ∧ e2+ e3 ∧ e4, JB2 = e1 ∧ e3− e2 ∧ e4, and JB3 = e1 ∧ e4+ e2 ∧ e3 defines a direct o.n.
basis (of norm
√
2) of
∧2
+ TpM . Similar for
∧2
+NMp. We define a bilinear map:
Ω△ :
∧2TpM ×∧2NMp → R
Ω△(X ∧ Y,U ∧ V ) = Ω(X,Y,U, V )
Proposition 3.2. Ω△ defines a natural orientation reversing isometric bundle isomorphism
between
∧2
+TM and
∧2
+NM .
Proof. Identifying isometrically in the canonic way (via musical isomorphisms with respect to
the induced metrics) the bilinear map Ω△ restricted to
∧2
+ TpM ×
∧2
+NMp with a linear map
Ω△ :
∧2
+ TpM →
∧2
+NMp, and using the frame ei adapted to M , from (3.7) we see that Ω
△
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applies JB1 to J
B⊥
1 , J
B
2 to J
B⊥
2 and J
B
3 to −JB
⊥
3 , and so it gives a global orientation reversing
isometry bundle map between the vector bundles
∧2
+ TM and
∧2
+NM .
In particular, p1(
∧2
+ TM) = p1(
∧2
+NM). We will see in section 5 that this equality still holds
for the case of M Cayley but N only a Ricci-flat Ka¨hler manifold. In this case, we cannot
guarantee the existence of a global isomorphism between the two bundles. If M were calibrated
for Ω′ we would obtain a global orientation preserving isometry bundle map between the vector
bundles
∧2
− TM and
∧2
−NM .
For simplicity of notation we denote by
gZXY = g(∇dF (Z,X), JdF (Y )) = g(∇ZdF (X),Φ(Y )) (3.9)
and define ωM (X,Y ) = gM (JωX,Y ). We have
dωM (X,Y,Z) = g(∇XJω(Y ), Z)− g(∇Y Jω(X), Z) + g(∇ZJω(X), Y ) (3.10)
= g(dJω(X,Y ), Z) + g(∇ZJω(X), Y ). (3.11)
Recall the Weitzenbo¨ck operator of
∧2 T ∗M applied to F ∗ω is given by
SF ∗ω(X,Y ) =
∑
i −R(ei,X)F ∗ω(ei, Y ) +R(ei, Y )F ∗ω(ei,X)
where ei is an o.n.b. of TpM , and R is the curvature operator on
∧2 T ∗M : ∀X,Y, u, v ∈ TpM , φ ∈∧2 T ∗pM , (R(X,Y )φ) (u, v) = −φ(RM (X,Y )u, v)−φ(u,RM (X,Y )v). Let sM = trace RicciM =∑
µ 4Ricci
M (µ, µ¯) be the scalar curvature of M .
Lemma 3.1. For an immersion with e.k.a.s, ∀X ∈ TpM , ∀α, β:
(1) ‖∇F ∗ω‖2 = n‖∇ cos θ‖2 + 1
2
cos2 θ‖∇Jω‖2.
(2) δ((F ∗ω)♯) = (n− 2)Jω(∇ cos θ).
(3) cos θ(δJω) = (n− 1)Jω(∇ cos θ).
(4) δ(F ∗ω)(X) =
∑
µ(−2gXµµ¯− 2gX µ¯µ) + 2ng(H,JdF (X)).
(5) gXβα = gXαβ + cos θ g(∇XJω(α), β).
(6) gX β¯α = gXαβ¯ +
i
2d cos θ(X).
(7) i2d cos θ(X) = −gXββ¯ + gX β¯β ( no summation on β).
(8) For n = 2, δF ∗ω = 0, and if H = 0 i2d cos θ(X) =
∑
µ−gXµµ¯ =
∑
µ gX µ¯µ.
(9) SM =
∑
µρ 8R
M (µ, ρ, µ¯, ρ¯) + 8RM (µ, ρ¯, µ¯, ρ) =
∑
µρ 16R
M (µ, ρ, µ¯, ρ¯)− 8RM (µ, µ¯, ρ, ρ¯).
(10) 〈SF ∗ω,F ∗ω〉 = 16 cos2 θ∑µρRM(µ, ρ, µ¯, ρ¯) = cos2 θsM +∑µρ 8 cos2 θRM(µ, µ¯, ρ, ρ¯).
(11) For n = 2, H = 0, and N Ricci-flat, ∆cos2 θ = 〈SF ∗ω,F ∗ω〉+ ‖∇F ∗ω‖2.
Proof. All formulas are somewhere proved in [24]. We only need to check (4) and part of (8).
Since 2nH =
∑
µ 2∇µdF µ¯+
∑
µ 2∇µ¯dFµ and ∇dF is symmetric, by (2.6)
δF ∗ω(X) =
∑
µ − 2∇µF ∗ω(µ¯,X) − 2∇µ¯F ∗ω(µ,X) =
∑
µ2gµµ¯X − 2gµXµ¯ + 2gµ¯µX − 2gµ¯Xµ
= g(2nH, JdF (X)) −∑µ(2gµXµ¯+ 2gµ¯Xµ).
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For n = 2, from (2), δF ∗ω = 0 and so if F is minimal by (4),
∑
µ gXµµ¯ = −
∑
µ gX µ¯µ. Finally,
by (7) id cos θ(X) =
∑
µ − gXµµ¯+ gX µ¯µ =
∑
µ − 2gXµµ¯ =
∑
µ2gX µ¯µ.
Consequently
Proposition 3.3. If n = 2 and F :M → N is a submanifold with e.k.a.s, then
(1) dωM = −d log cos θ ∧ ωM ,
(2) d cos θ(1) = −2i cos θ g(∇2¯Jω(2), 1) = 4 cos θ g(∇2¯2, 1),
d cos θ(2) = −2i cos θg(∇1¯Jω(1), 2) = 4 cos θ g(∇1¯1, 2),
(3) and if F is a Cayley submanifold, then gX22¯ = −gX 1¯1.
Proof. (1) From 0 = dF ∗ω = d(cos θωM) = d cos θ ∧ ωM + cos θdωM we obtain (1). From
(1), i2d cos θ(1) = d cos θ ∧ ωM (1, 2, 2¯) = − cos θdωM(1, 2, 2¯). Equations (3.3) and (3.10) give
dωM (1, 2, 2¯) = g(∇2¯Jω(1), 2) = −g(∇2¯Jω(2), 1) = −2ig(∇2¯2, 1) obtaining the first equality in
(2). Similar for d cos θ(2). Lemma 3.1(7)(8), and minimality of F imply −2gX11¯ + 2gX 1¯1 =
id cos θ(X) =
∑
µ−2gXµµ¯ = −2gX11¯− 2gX22¯ and we get (3).
3.1 The almost complex structure Jω
Proposition 3.4. If n = 2, and F has e.k.a.s, on M ∼ L, we have
(1) dJω = 0 iff ∇Jω = 0. In this case dωM = 0.
(2) cos θ = const. iff dωM = 0 iff ∇γ¯Jω(α) = 0 iff δJω = 0.
(3) If ∇Jω = 0 then cos θ = constant and F ∗ω parallel.
(4) Jω is integrable iff dJω(1, 2) = 0 iff ∇γJω(α) = 0.
(5) If F is Jω-pluriminimal then cos θ = constant.
Consequently we have:
(A) If Jω is integrable, then cos θ = constant iff Jω is Ka¨hler.
(B) If Jω is an almost complex structure of the Gray list [10] that is, Ka¨hler, or almost, quasi,
nearly or semi-Ka¨hler, then cos θ is constant. Therefore, immersions with non-constant e.k.a.s
produces submanifolds with an almost complex structure on M ∼ L, that might be integrable but
not one of the Gray list.
Proof. From (3.10) dJω = 0 implies
dωM (X,Y,Z) = g(∇ZJω(X), Y ) (3.12)
with (Z,X) → ∇ZJω(X) symmetric. But then dωM = 0. By (3.12) we get ∇Jω = 0, and we
have proved (1). Since∇Jω(T 1,0M) ⊂ T 0,1M (see (3.3)), then, dωM (α, β, γ¯) = g(∇γ¯Jω(α), β),
and for n = 2, α, β, γ must have repeated vectors, so, 0 = dωM (α, β, γ) = g(dJω(α, β), γ) +
g(∇γJω(α), β). Using Prop.3.3(2) and (3.3)
‖dωM‖2 =
∑
γ,α<β
16|dωM (α, β, γ¯)|2 =
∑
γ,α<β
16|〈∇γ¯Jω(α), β〉|2 =
∑
γ,α
8‖∇γ¯Jω(α)‖2
=
4
cos2 θ
(|d cos θ(1)|2 + |d cos θ(2)|2) = 2‖∇ log(cos θ)‖2 (3.13)
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and we have proved the first 3 equivalences of (2). The last one comes from lemma 3.1(3).
If ∇Jω = 0 then δJω = 0. Thus, by (2) cos θ is constant, and by Lemma 3.1(1) ∇F ∗ω =
0 and (3) is proved. The integrability of Jω is equivalently to the vanishing of the tensor:
NJω(X,Y ) = [JωX,JωY ] − [X,Y ] − Jω[X,JωY ] − Jω[JωX,Y ]. Using the connection on M we
have NJω(X,Y ) = −Jω(dJω(X,Y )) + (∇JωXJω)(Y ) − (∇JωY Jω)(X). From Jω ◦ Jω = −Id we
have ∇XJω(JωY ) = −Jω(∇XJω(Y )). Thus, NJω = 0 iff dJω(X,Y ) = dJω(JωX,JωY ), iff
dJω(α, β) = 0, iff ∇γJω(α) = 0. Recall that pluriminimality implies cos θ = constant ([24]).
Now we prove (A). If Jω is integrable and cos θ is constant, by (2) and (4) ∇Jω = 0, i.e. Jω
is Ka¨hler. Now we prove the last remark (B). If Jω is almost-Ka¨hler, that is dωM = 0, from
(2) cos θ = constant. If Jω is nearly-Ka¨hler, that is ∇XJω(X) = 0, then δJω = 0, and so
it is semi-Ka¨hler. The later implies by (2) that θ is constant. If Jω is quasi-Ka¨hler, then
∇XJω(Y ) = −∇JωXJω(JωY ), and so ∇1Jω(1¯) = ∇2Jω(2¯) = 0. By Proposition 3.3 this implies
cos θ = constant.
Remark. As an observation, we conclude that if R 6= 0 and M is compact immersed with
e.k.as and with almost Ka¨hler Jω (i.e. dωM = 0), then M is Ka¨hler, confirming the Goldberg
conjecture in this case. In fact, from previous proposition we have θ constant, and so theorem
1.2 of [20] concludes that Jω is Ka¨hler.
Let B = {X1, Y1,X2, Y2} be a diagonalising o.n. basis of F ∗ω at the point p ∈ M , and let
ǫ(p) ∈ {−1,+1} be the sign of this basis (well defined for p /∈ L), and if p ∈M ∼ C, we denote
by ǫ′(p) the sign of the basis B′ = Φ(B) of NMp. Then
Φ(Y1)
sin θ ,
Φ(X1)
sin θ ,
Φ(Y2)
sin θ ,
Φ(X2)
sin θ diagonalizes
ω⊥, and has the same orientation as B′.
Lemma 3.2. Let n = 2 and F : M → N be an immersed oriented submanifold with e.k.a.s.
Then Φ : TM → NM is, along M ∼ L ∪ C, an orientation preserving bundle morphism,
with respect to the orientations defined by Jω and J
⊥ respectively. Moreover, for p ∈ M ∼ C,
ǫ(p)ǫ′(p) = +1 always hold.
Proof. From (2.3) Φ is a Jω−J⊥-anti-holomorphic morphism, and so it preserves the orientations.
If p ∈ L, for any chosen basis B, ǫ(p)ǫ′(p) = +1 still holds. Now assume p /∈ L ∪ C. Since
Φ(Xα) = JXα − cos θYα, Φ(Yα) = JYα + cos θXα, then
0 6= AΦ(TpM) := VolN (X1, Y1,X2, Y2,Φ(X1),Φ(Y1),Φ(X2),Φ(Y2)) = ǫ(p)ǫ′(p) sin4 θ
= VolN (X1, Y1, X2, Y2, JX1, JY1, JX2, JY2) = VolN (X1, JX1, Y1, JY1, X2, JX2, Y2, JY2).
Note that if TpM is a Lagrangian subspace, then AΦ = 1 for any o.n.b. X1, Y1,X2, Y2 of TpM
we choose. Now we prove that AΦ > 0 holds for any TpM with e.k.a.s with cos θ 6= 1. We
consider the strictly decreasing continuous curve, a : [0, π2 ] → [0, 1], defined by a(t) = 1−sin(t)cos(t) ,
a(0) = 1, and a(π2 ) = 0. We may identify TpN with V = R
4 × R4, with complex structure
J0(X,Y ) = (−Y,X). We consider the family of maps, for t ∈ [0, π2 ], Γt : R4 → V, Γt(X) =
(X, a(π2 − t)Jω(X)), where Jω is a fixed g0-orthogonal complex structure on R4. For each t, Γt is
an isomorphism of R4 onto a subspace Et = Γt(R
4) with e.k.a θ = (π2 − t) and complex structure
Jω (see [20]), giving a continuous curve of subspaces starting from a Lagrangian subspace E0 =
R
4 of V . Then t ∈ [0, π2 [→ AΦt(Et) is a continuous curve of nonzero numbers, starting with
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value 1 at t = 0. Thus it remains positive on [0, π2 [. Now, all subspaces E of dimension 4 of
V that have the same Ka¨hler angles are the same up to a unitary transformation of V , ( such
transformation maps a diagonalising basis of E and of E⊥ into the corresponding ones of E′
and E′⊥, see [20] or [26]). This proves ǫ(p)ǫ′(p) = AΦ(TpM)
sin4 θ
> 0.
Recall that a hyper-Ka¨hler manifold is a Riemannian manifold (N, g) endowed with two Ka¨hler
structures I, J that anti-commute, IJ = −JI. Then I, J,K := IJ define a family of Ka¨hler
structures indexed on S2, (Jx)x∈S2 , Jx = aI + bJ + cK, x = (a, b, c).
Proposition 3.5. Let n = 2, and F :M → N be an immersed connected oriented submanifold
with e.k.as. Then we have:
(1) With respect to the given orientation of M , Φ : TM → NM is, away from C, an orientation
preserving morphism. Furthermore, we may assume that the orientation of M is such that F ∗ω
is self-dual on all M , and so Jω and J
⊥ define the orientation of M and NM resp..
(2) If (N, (Jx)x∈S2 , g) is hyper-Ka¨hler, and F : M → N is a Jx-complex submanifold, then
∀y ∈ S2, F ∗ωy is selfdual , where ωy is the Ka¨hler form of (N,Jy , g). Moreover M is a Cayley
submanifold of (N,Jy, g) with k.a cos θy(p) = ‖(JyX)⊤‖ where X ∈ TpM is any unit vector.
Proof. (1) follows immediately from Lemma 3.2. Each of the 2-forms η± = F ∗ω ± ∗F ∗ω
is harmonic and so, if not identically to zero, its zero set has empty interior. This implies
that one of the η± must vanish identically. Thus, we may choose the orientation of M s.t.
F ∗ω is self-dual on all M , and so Jω defines the orientation of M . From Lemma 3.2 J⊥
defines the orientation of NM . Now we prove (2). First we recall that for any x, y ∈ S2
JxJy = Jx·y = −〈x, y〉Id + Jx×y. Let B = {e1, e2, e3, e4} = {X,JxX,Z, JxZ} be an o.n.b.
of TpM . We have g(JyJxX,X) = −〈y, x〉 = g(JyJxZ,Z) , g(JyJxZ,X) = −g(JyX,JxZ),
g(JyZ, JxX) = −g(Jy×xX,Z), and g(JyJxZ, JxX) = g(JyX,Z). A basis for the self-dual 2-
forms on M is given by
JBi = e1 ∧ e2 + e3 ∧ e4, JBj = e1 ∧ e3 − e2 ∧ e4, JBk = e1 ∧ e4 + e2 ∧ e3. (3.14)
Then we see that F ∗ωy = cos θy(p)JBu where u =
1
t
(< y, x > i + g(JyX,Z)j + g(Jy×xX,Z)k)
(i, j, k is the usual basis of ∈ R3) and
cos θy(p) = t =
√
(< y, x >2 +g(JyX,Z)2 + g(Jy×xX,Z)2) = ‖(JyX)⊤‖,
proving that F ∗ωy is self-dual. In particular M is a Cayley submanifold (see also [21]).
3.2 A particular case
Let us first assume thatN is an hyper-Ka¨hler (HK) manifold (N, I, J,K, g) of complex dimension
4, where I and J are g-orthogonal Ka¨hler structures on N that anti-commute and K = IJ . If
M is an I-complex submanifold of complex dimension 2, then from Prop.3.5 M is a J-Cayley
submanifold of N . Let ωJ be the Ka¨hler form of (N,J, g). Then F
∗ωJ ♯ = cos θJJωJ . Similar
for K. We are going to describe an o.n. basis that diagonalizes F ∗ωJ and ω⊥J that we use in [2]
and [25]. Let p ∈ M and X ∈ TpM be a unit vector and HX = span{X, IX, JX,KX}. Since
TpN is a vector space of dimension 8 and X ∈ TpM , there exist U ∈ H⊥X ∩NMp unit vector and
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o.n. basis B of TpM and B
⊥ of NMp of the form
B = {W1,W2 = IW1,W3,W4 = IW3} = {X, IX, J(cX + sU),K(cX + sU)}
B⊥ = {U1, U2 = IU1, U3, U4 = IU3} = {−U,−IU, J(cU − sX),K(cU − sX)}
where c2+ s2 = 1. The basis {W1, JωJW1,W2, JωJW2} and {W1, JωKW1,W2, JωKW2} diagonal-
ize F ∗ωJ and F ∗ωK respectively with cos θJ = |c| = cos θK . Moreover, I = JBi , JωJ = ǫJBj ,
JωK = ǫJ
B
k , where ǫ = sign c (if c = 0 take ǫ = 1) (see (3.14)). Consequently, the hyper-
Hermitian structure on TM defined by the orientation determined by I is given by {I, JωJ , JωK},
defined on L0, that is, away from totally complex points, i.e. points with c=0, (see next remark).
Remark. A convenient multiple of the m-power of the fundamental 4-form Ω gives a calibration
([27]). Then we may define a quaternionic angle for any 4m-dimensional submanifold. The
Ω-angle of a complex 4-submanifold (in the sense of quaternionic-Khaler geometry) is given by
θ(p) s.t. cos θ(p) = Ω(X1,X2,X3,X4) where Xi is a d.o.n.b. of TpM , and has values between
1
3
and 1. The first extreme value corresponds to a totally complex point, that is a point s.t. TpM
is I-complex and J-Lagrangian, for a local almost hyper-Hermitian structure I, J,K = IJ of N .
The other extreme value corresponds to a quaternionic point, a point s.t. TpM is a quaternionic
subspace of TpN , or equivalently TpM is I and J -complex.
Now we return to the general case of (N,J, g) being a Ricci-flat KE 4-fold and F :M → N
an immersed 4-submanifold with e.k.a.s. For each non J-Lagrangian point p and local almost
complex structure I on M orthogonal to Jω we can find a local basis Zα1≤α≤2 defined by (2.1)
satisfying
I(1) = 2¯ I(2) = −1¯ I(1¯) = 2 I(2¯) = −1. (3.15)
In this subsection we are going to assume that for each p0 ∈M∼L a Ka¨hler complex structure
I orthogonal to Jω exists on a open dense set O of a neighbourhood of p0, and we will say that
M is I-Ka¨hler. Then (see e.g. [9], [18]) we have the following orthogonal decomposition w.r.t.
I on O: ∧2
+TM = RωI ⊕ (T (2,0)M ⊕ T (0,2)M) (3.16)
where ωI denotes the I-Ka¨hler form on O. Moreover any real self-dual harmonic 2-form ζ
orthogonal to ωI (for the Hilber-Schmidt inner product) is of the form ζ = ϕ + ϕ¯ where ϕ is
a holomorphic (2, 0)-form over O. The I-Ricci form ρM , ρM (X,Y ) = RicciM (IX, Y ) and the
scalar curvature sM of M is given by
ρM = −i∂∂¯ log ‖ϕ‖2 = −i∂∂¯ log ‖ζ‖2 (3.17)
sM = ∆+ log ‖ϕ‖2 = ∆+ log ‖ζ‖2 (3.18)
away from the zero set of ζ. If we take ζ = F ∗ωJ we conclude:
Theorem 3.1. on a open set O of M where M is I-Ka¨hler
RicciM (IX, Y ) = − 1
2
d(d log cos2 θ ◦ I)(X,Y ) (3.19)
sM = ∆ log cos2 θ. (3.20)
Salavessa–Pereira do Vale 16
Proposition 3.6. If M is I-Ka¨hler, then Jω is integrable iff θ is constant. In the particular case
that N is hyper-Ka¨hler, and M is I-complex submanifold, then Jω is integrable iff θ is constant,
iff Jω is Ka¨hler, iff (M, I, Jω , IJω) is hyper-Ka¨hler.
proof. Since Jω and I anti-commute and I is parallel onM , then (∇Jω)◦I =∇(Jω ◦I) = −∇(I ◦
Jω) = −I ◦ ∇Jω. Therefore, g(∇ZJω(1¯), 2¯) = g(∇ZJω(−I(2)), I(1)) = g(I∇ZJω(2), I(1)) =
g(∇ZJω(2), 1). By Prop.3.3(2) and (3.15) d cos θ(1) = 2i cos θ g(∇I(1)Jω(1), 2), d cos θ(2) =
2i cos θ g(∇I(2)Jω(1), 2). Thus, d cos θ(Z) = 2i cos θg(∇IZJω(1), 2), or equivalently
∇ZJω(Y ) = −d log cos θ(IZ)JωI(Y ). (3.21)
From Prop.3.4(4) and the above formula (3.21) we conclude that Jω is integrable iff 0 =
g(dJω(1, 2), 1) = 12d log cos θ(1) and 0 = g(dJω(1, 2), 2) = − 12d log cos θ(2), that is, iff cos θ is
constant. This condition turns out to be equivalent to Jω to be Ka¨hler, by Prop.3.4(A). .
4 Complex and Lagrangian points
In this section we will study the nature of the complex and the Lagrangian points of a subman-
ifold F : M2n → N2n immersed with parallel mean curvature and with e.k.as. We introduce
some natural complex vector subbundles F+ and F− of F−1TN , over M ∼ L, that generalizes
to higher dimensions the special complex vector subbundles defined for immersed real surfaces
into Ka¨hler surfaces given in [8]. Namely, for each point p ∈ M ∼ L, we define the J-complex
vector subspaces of TF (p)N
F+p = {X − JJωX : X ∈ TpM}, F−p = (F+)⊥ (4.1)
and the linear morphisms, over M ∼ L, Ψ± : TM → F±, Ψ±(X) = 1
2
(X ± JJωX), being Ψ+ a
complex morphism, while Ψ− is an anti-complex one, both conformal:
Ψ± ◦ Jω = ±J ◦Ψ±, g(Ψ±(X),Ψ±(Y )) = (1±cos θ)2 g(X,Y ) ∀X,Y.
In particular Ψ+ is an isomorphism over M ∼ L, what implies F+ to be smooth of real rank
2n. Thus, the same holds for F−. Denoting the decompositions TM c = T 1,0M ⊕ T 0,1M and
TN c = T 1,0N ⊕ T 0,1N , with respect to Jω and J respectively, we have Ψ+ : T 1,0M → T 1,0N ,
Ψ− : T 1,0M → T 0,1N . At p ∈ M ∼ L, ∀X ∈ TpM X = Ψ+(X) + Ψ−(X), JJωX =
Ψ−(X) −Ψ+(X). Note that, w.r.t the complex structure J , T 1,0p N = (F+p )1,0 ⊕ (F−p )1,0. Then
we may take a local unitary o.n. frame (
√
2Wα,
√
2Kα)1≤α≤n of T (1,0)N , along M ∼ L s.t.
Wα ∈ T 1,0N ∩ (F+)c Kα ∈ T 1,0N ∩ (F−)c. (4.2)
Let p a non Lagrangian point, and Xα, Yα = JωXα a diagonalising o.n. local frame of F
∗ω, on
a neighbourhood of p and let Zα = α as in (2.1). Note that Zα ∈ T 1,0M with respect to Jω.
Define some local complex maps uαβ, vαβ on M ∼ L by
Ψ+(α) = (Zα)
1,0 =
∑
βuαβWβ, Ψ
−(α) = (Zα)0,1 =
∑
βvαβKβ¯ . (4.3)
Consider the n× n complex matrices u = [uαβ ]1≤α,β≤n, v = [vαβ ]1≤α,β≤n.
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Lemma 4.1. u · u¯t = u¯t · u = 1
2
(1 + cos θ)Id, v · v¯t = v¯t · v = 1
2
(1− cos θ)Id. In particular, for
each α, µ, |uαµ|2 ≤ 1+cos θ2 , |vαµ|2 ≤ 1−cos θ2 .
Proof. We have
∑
γ
1
2
uαγuβγ =
∑
γρ g(uαγWγ , uβρWρ¯) = g(Ψ
+(α),Ψ+(β)) = 1
2
(1 + cos θ)
δαβ
2 ,
and similar for v. Recall that for matrices, AA¯t = D, where D is a real diagonal matrix, implies
A¯tA = D.
Now we obtain some estimates:
Lemma 4.2. On a neighbourhood of a point p ∈M ∼ L, there exists a constant C > 0 s.t.
∀β, µ and ∀A,B ∈ C∞(T cN) |RN (β, µ,A,B)| ≤ C‖Φ‖ (4.4)
‖∇Jω‖ ≤ C‖Φ‖. (4.5)
Proof. Since (N,J, g) is Ka¨hler, by (4.3)
RN(β, µ,A,B) =
∑
α,ρuβαvµρR
N (Wα,Kρ¯, A,B) + vβαuµρR
N (Kα,Wρ, A,B)
Thus, the estimate of |vµρ| in Lemma 4.1 and that ‖Φ‖2 = 4 sin2 θ = 4(1 − cos θ)(1 + cos θ)
implies (4.4). By (3.3), to estimate ‖∇Jω‖ we need only to estimate |〈∇ZJω(µ), ρ〉|. We have
∇ZF ∗ω(µ, ρ) = 〈∇Z(F ∗ω)♯(µ), ρ〉 = 〈d cos θ(Z)Jω(µ) + cos θ∇ZJω(µ), ρ〉 = cos θ〈∇ZJω(µ), ρ〉
and from (2.6) we obtain (4.5).
Proposition 4.1. Assume F with parallel mean curvature and e.k.as.
(1) Locally there exist a constant C > 0 such that ‖∆Φ‖ ≤ C‖Φ‖.
(2) If N is KE, locally there exist a constant C > 0 such that ‖∆F ∗ω‖ ≤ C‖F ∗ω‖.
Proof. Note first that by the expression of ∇ZF ∗ω in (2.6), we have ‖∇F ∗ω‖, ‖δF ∗ω‖ ≤ C‖Φ‖.
The term ∇⊥X ω⊥(H) of ∆Φ(X) in Prop.3.1(5) can be estimate using (2.7): ‖∇⊥X ω⊥(H)‖ ≤
C‖Ξ‖ ≤ C‖Φ‖. Now let L(X) =∑i (RN (ei,X, (F ∗ω)♯(ei))−RN(ei, (F ∗ω)♯(X), ei) )⊥. L vanish
at Lagrangian points. On M ∼ L we take a local unitary complex frame √2Uα,
√
2Uα¯ of the
complexified normal bundle. Then
L(µ) =
∑
α−4i cosθ(RN (α, µ, α¯))⊥ =
∑
α,γ −8i cosθRN (α, µ, α¯, Uγ)Uγ¯ − 8i cos θRN (α, µ, α¯, Uγ¯)Uγ .
Therefore, by Lemma 4.2 and Lemma 4.1, we conclude that ‖L(µ)‖ ≤ C‖Φ‖, and we have
proved that ‖L(X)‖ ≤ C‖Φ‖. By Prop.3.1(5), away from L, ‖∆Φ‖ ≤ C‖Φ‖. At a point
p ∈ L, Φ is an isometry and is smooth so the inequality also holds. Again by Prop.3.1(5),
‖∆F ∗ω‖ ≤ C(‖F ∗ω‖+ ‖ω⊥‖) ≤ C| cos θ| ≤ C‖F ∗ω‖.
In order to conclude from Proposition 4.1 that complex points and Lagrangian points are zeros
of finite order of Φ and F ∗ω respectively, we need to translate some inequalities of Aronszajn-
type for vector bundle maps to similar inequalities for the components. If ψ is a r-form on M
with values on a Riemannian vector bundle E over M , the Weitzenbo¨ck formula reads
∆ψ = (dδ + δd)ψ =
∑
i −∇ei(∇eiψ) +∇∇eieiψA + S(ψ)
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where ei is any o.n. frame of M and S(ψ) is the Weitzenbo¨ck operator on
∧r T ∗M ⊗E. Assume
M is a connected Riemannian manifold, and EA is a finite family of Riemannian vector bundles
over M , and ∀A, ψA ∈ C∞(
∧rA T ∗M ⊗EA) is EA-valued rA-form on M . We need the following
Aronszajn-type theorem:
Lemma 4.3. AssumeM is connected and there is a constant C > 0 s.t. ‖∆ψA‖ ≤
∑
BC(‖ψB‖+
‖∇ψB‖) ∀A. If {ψA} have a common zero of infinite order, then all ψA ≡ 0 on all M .
Proof. Let ei and wA,α be a local o.n. frames of M and of EA respectively. For each σ = {i1 <
. . . < irA}, eσA,α = ei1∗ ∧ . . .∧ eir∗ ⊗wA,α, defines an o.n. frame of
∧rA T ∗M ⊗EA for the Hilbert-
Schmidt inner product. Let aαA,σ be the local components of ψA w.r.t e
σ
A,α, ψA =
∑
σ,α a
α
A,σe
σ
A,α.
Then ∇XψA =∑α,σ daαA,σ(X)eσA,α + aαA,σ∇XeσA,α and applying Weitzenbo¨ck formula to ψA,
∆aαA,σ = −〈∆ψA, eσA,α〉 −
∑
iβρ2da
β
A,ρ(ei)〈∇eieρA,β, eσA,α〉+
∑
βρa
β
A,ρ〈∆eρA,β, eσA,α〉.
Consequently, there exists constant C ′, C > 0 s.t. |∆aαA,σ| ≤ ‖∆ψA‖+
∑
β,ρC
′(|aβA,ρ|+ ‖∇aβA,ρ‖)
≤ ∑B,βρC(|aβB,ρ| + ‖∇aβB,ρ‖). A common zero of infinite order of {ψA} is a common zero of
infinite order of the family {aαB,σ}, and the lemma follows from last remark of [3] . .
Proposition 4.2. Let m be the dimension of M and Z be the set of common zeros of ψA. If
for each p ∈ Z there exist an A s.t. p is a zero of finite order of ψA, then Z is a countably
(m− 1)-rectifiable set, and in particular has Hausdorff codimension at least 1.
Proof. See, for example, a proof in [5].
Since the zeros of infinite order of Φ (resp. F ∗ω) are zeros of infinite order of sin2 θ (resp.
cos2 θ), and that we call by complex points (resp. Lagrangian points) of infinite order, the above
estimates in Prop.4.1, Lemma 4.3 and Prop.4.2 leads to the conclusion (1) and (2) below:
Corollary 4.1. Let F : M2n→N2n be an immersion with parallel mean curvature and e.k.as.
Then:
(1) If H = 0, and F is not a complex submanifold, the set C of complex points is a set of M of
Hausdorff codimension at least 1.
(2) If N is KE and F is not a Lagrangian submanifold, the Lagrangian points is a set of M of
Hausdorff codimension at least 1.
(3) If n = 2, M is closed, and F is any immersion with e.k.as, the set L of Lagrangian points
is a countably (n − 2)-rectifiable set and so has Hausdorff codimension at least 2.
Proof. (3) If n = 2 and F has e.k.as then F ∗ω satisfies DF ∗ω = 0 where D = d+ δ is the usual
Dirac operator for forms on M , from [5] we obtain the result. .
Remark. In case (3) F ∗ω is an harmonic self-dual 2-form. It is known that the zero set of generic
harmonic self-dual 2-form, is a disjoint union of curves diffeomorphic to S1.
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5 A residue-type formula
5.1 Curvature tensors and characteristic classes
Recall that if (E, g,∇E) is a rank k Riemannian vector bundle over a Riemannian manifold
M of dimension 4, the first Pontrjagin class p1(E) can be represented in the cohomology class
H4(M,R) by the 4-form defined by using the curvature tensor RE of ∇E
p1(E) = p1(R
E) =
∑
i<j
1
4π2
REij ∧REij
where the curvature components REij ∈ C∞(
∧2 T ∗M) are defined w.r.t. a local o.n. frame
B = {Ei}1≤i≤k. If k = 4 and E is oriented, the Euler characteristic class X (E) is given by
X (E) = X (RE) = 1
4π2
(RE12 ∧RE34 −RE13 ∧RE24 +RE14 ∧RE23).
If we take {1, 2, 3} = Λ±1 ,Λ±2 ,Λ±3 the usual corresponding basis of
∧2
±E built from B (see (3.14)
for the selfdual case) we easily verify that R
∧2±
12 = 2R
E
Λ±3
, R
∧2±
13 = −2REΛ±2 , R
∧2±
23 = 2R
E
Λ±1
. With
this basis one derives the well known relation:
p1(
∧2
±E) = p1(E)± 2X (E). (5.1)
Set, for direct orthonormal bases ei of TpM and Ei of Ep,
z1 = 12(e1 − ie2), z2 = 12(e3 − ie4), w1 = 12(E1 − iE2), w2 = 12(E3 − iE4)
Then VolM (z1, z1¯, z2, z2¯) = −14 , and if REAB denotes the curvature components w.r.t. this basis,
i.e. with A,B ∈ {w1, w1¯, w2, w2¯}, we have
X (E) = 1
π2
(RE12 ∧RE1¯2¯ −RE11¯ ∧RE22¯ +RE12¯ ∧RE21¯) (5.2)
p1(E) =
1
π2
(−RE11¯ ∧RE11¯ −RE22¯ ∧RE22¯ + 2RE12 ∧RE1¯2¯ − 2RE12¯ ∧RE21¯) (5.3)
p1(
∧2
+E) = −
1
π2
((RE11¯ +RE22¯) ∧ (RE11¯ +RE22¯)− 4RE12 ∧RE1¯2¯) (5.4)
p1(
∧2
−E) = −
1
π2
((RE11¯ −RE22¯) ∧ (RE11¯ −RE22¯) + 4RE12¯ ∧RE21¯) (5.5)
Herman Weyl introduced some curvature invariants κ2c(M), 1 ≤ c ≤ [n2 ], of a manifold M of
dimension n embedded in a Euclidean space, that appear in its formula on the volume of a tube
of radius r aboutM . These invariants are defined in the same way for any Riemannian manifold
M (see e.g. [11]). For c = 1, and c = 2 they are respectively
κ2(M) = 12
∫
M
sMVolM , κ4(M) =
1
8
∫
M
((sM )
2 − 4‖RicciM‖2 + ‖RM‖2)VolM
where ‖RM‖ is the Hilbert-Schmidt norm of RM as a 4-tensor. Thus, for dim(M) = 4, κ4 reads
the Gauss-Bonnet formula 1
4π2
κ4(M) = X (M) (see e.g [6]).
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If E and F are vector bundles over M and T : TM → E a 1-tensor, l : E × F → RM and
R : TM × TM → F 2-tensors, then l(T ∧R) ∈⊗3 TM∗ denotes the 3-tensor
l(T ∧R)(X,Y, Z) = +
X,Y,Z
l(T (X), R(Y, Z)) = l(T (X), R(Y, Z)) + l(T (Z), R(X,Y )) + l(T (Y ), R(Z,X)).
If R is symmetric (resp. skew symmetric), then so it is l(T ∧ R). We also recall the Kulkarni-
Nomizu operator, a symmetric product for two 2-tensors φ, ξ ∈⊗2 TM∗
φ • ξ(X,Y,Z,W ) = φ(X,Z)ξ(Y,W ) + φ(Y,W )ξ(X,Z) − φ(X,W )ξ(Y,Z) − φ(Y,Z)ξ(X,W )
Assume (E, gE) is a Riemannian vector bundle with a Riemannian connection ∇E . The curva-
ture tensor R¯ of TM∗ ⊗ E is given by
(R¯(X,Y )Φ)(Z) = −∇2X,Y Φ(Z) +∇2Y,XΦ(Z) = RE(X,Y )(Φ(Z)) −Φ(RM (X,Y )Z)
where ∇2X,Y Φ = ∇X(∇Y Φ)−∇∇XY Φ, for a smooth section Φ of TM∗ ⊗ E.
Lemma 5.1. Let (E,∇E, gE) be a rank-4 Riemannian vector bundle over M and Φ : TM → E
a conformal morphism, with gE(Φ(X),Φ(Y )) = hg(X,Y ), and denote by Ξ = −hΦ−1. Then:
(1) g(Ξ(U), Y ) = −gE(U,Φ(Y )), and g(∇XΞ(U), Y ) = −g(∇XΦ(Y ), U).
(2) gE(∇XΦ(Y ),Φ(Z)) + gE(Φ(Y ),∇XΦ(Z)) = dh(X)g(Y,Z).
(3) d2Φ(X,Y,Z) = −(R¯(X,Y )Φ)(Z)− (R¯(Z,X)Φ)(Y )− (R¯(Y,Z)Φ)(X) = −RE ∧ Φ(X,Y,Z).
(4) gE((R¯(X,Y )Φ)(Z),Φ(W )) = −gE((R¯(X,Y )Φ)(W ),Φ(Z)).
(5) RE(X,Y,Φ(Z),Φ(W )) = hRM (X,Y,Z,W ) + gE((R¯(X,Y )Φ)(Z),Φ(W )).
Proof. Using Φ ◦ Ξ = −hIdE , (1) and (5) are obvious. (2) is obtained from differentiation
of gE(Φ(Y ),Φ(Z)) = hg(Y,Z). Since ∇E is a gE-Riemannian connection, from (5) we derive
(4). (3) follows from the definitions dΦ(X,Y ) = ∇XΦ(Y ) − ∇YΦ(X) and d2Φ(X,Y,Z) =
+
X,Y, Z
(∇XdΦ)(Y,Z), and that RM satisfies first Bianchi.
We consider the degenerated metric on M , gˆ(X,Y ) = gE(Φ(X),Φ(Y )), and singular connection
∇′= Φ−1∗∇ with torsion T that makes Φ : (TM,∇′, gˆ)→ (E,∇E, gE) parallel, namely ∇′XY =
∇XY + S(X,Y ), where
S(X,Y ) = Φ−1∇XΦ(Y ) and T (X,Y ) = Φ−1dΦ(X,Y ).
It is a Riemannian connection w.r.t gˆ. Since Φ is conformal then gˆ = hg. Let ∇ˆ denote the
Levi-Civita connection of (M, gˆ), ϕ = log h, and set
Sˆ(X,Y ) = ∇ˆXY −∇XY = 12ϕXY + 12ϕYX − 12g(X,Y )∇ϕ, S′(X,Y ) = ∇′XY − ∇ˆXY.
where ϕX = dϕ(X). Then S = Sˆ+S
′, and T (X,Y ) = S(X,Y )−S(Y,X) = S′(X,Y )−S′(Y,X).
The curvature tensor R′ :
∧2 TM → ∧2 TM of ∇′, that is given by Φ(RE), i.e.
R′(X,Y,Z,W ) = gˆ(R′(X,Y )Z,W ) = gE(RE(X,Y )Φ(Z),Φ(W ))
= hg(Φ−1RE(X,Y )Φ(Z),W ) = gˆ(Φ(RE)(X,Y )Z,W ) (5.6)
may not be a curvature-type tensor. The Bianchi map for R :
∧2 TM → ∧2 TM is defined as
g(b(R)(X,Y,Z),W ) = +
X,Y, Z
R(X,Y,Z,W ). Note that b(R) ∈ ∧3 TM∗⊗TM ⋂ L(∧2 TM ;∧2 TM).
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Proposition 5.1. In the conditions of previous lemma, b(R′) = −Φ−1d2Φ. So R′ satisfies the
first Bianchi identity iff (R¯(X,Y )Φ)(Z) does so, iff d2Φ = 0. In that case R′ is also symmetric.
Thus, R′ = Φ(RE) is a curvature operator at a point p ∈ M (i.e R′ ∈ B, see notation in [25])
iff d2Φ(p) = 0.
Proof. Using the fact that RM satisfies the first Bianchi identity and lemma 5.1(3) gives
b(R′)(X,Y,Z,W ) = +
X,Y, Z
RE(X,Y,Φ(Z),Φ(W )) = +
X,Y, Z
gE((R¯(X,Y )Φ)(Z),Φ(W ))
= −gE(d2Φ(X,Y,Z),Φ(W )) = −gˆ(Φ−1d2Φ(X,Y,Z),W ).
Now we have from symmetry of RM ,
R′(Z,W,X, Y )−R′(X,Y,Z,W ) = g((R¯(X,Y )Φ)(Z),Φ(W )) − g((R¯(Z,W )Φ)(X),Φ(Y ))
= −gE(d2Φ(X,Y,Z),Φ(W )) + gE(d2Φ(X,Y,W ),Φ(Z))
−gE(d2Φ(Y,Z,W ),Φ(X)) + gE(d2Φ(X,Z,W ),Φ(Y )).
Proposition 5.2. If (Y,Z)→ g(∇XΦ(Y ),Φ(Z)) is symmetric then R¯(X,Y )Φ = 0.
Proof. Set ϕ = log h. From lemma 5.1(2) we have ∇XΦ(Y ) = 12dϕ(X)Φ(Y ). It follows that
∇2X,Y Φ(Z) = 12Hessϕ(X,Y )Φ(Z) + 14ϕXϕY Φ(Z). That implies ∇2X,YΦ = ∇2Y,XΦ.
5.2 Proof of (1.5) of Theorem 1.1
If N is KE with RicciN = Rg, (3.4) says that
∑
αR
N (α,Φ(α¯)) =
sin2 θ
4
Rω =
∑
αR
N (α¯,Φ(α)) (5.7)
Note that JX = (JX)⊤ + (JX)⊥ = cos θJω(X) + Φ(X), and so
RN (X,Y,Φ(Z),Φ(W )) = RN (X,Y,Z,W ) + cos2 θ RN (X,Y, JωZ, JωW )
+ cos θ RN (X,Y,Z, JJωW ) + cos θ R
N (X,Y, JJωZ,W )
Since Jω(α) = iα, we have on M ∼ L,
RN(Φ(α),Φ(β)) = sin2 θ RN (α, β), RN (Φ(α), γ¯) = −RN (α,Φ(γ¯)),
RN(Φ(α), γ) = −RN(α,Φ(γ)) − 2i cos θ RN (α, γ),
RN(Φ(α),Φ(γ¯)) = (1 + cos2 θ)RN (α, γ¯)− 2i cos θRN(α, Jγ¯) = sin2 θ RN (α, γ¯)− 2i cos θ RN (α,Φ(γ¯)).
∑
αR
N (Φ(α),Φ(α¯)) =
∑
α sin
2 θRN(α, α¯)−2i cos θRN(α,Φ(α¯)) = sin2 θ(∑αRN (α, α¯)− i2 cos θ Rω).
(5.8)
The Gauss and the Ricci equations (2.8)-(2.9) gives
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Lemma 5.2. On M ∼ L
R⊥(Φ(α),Φ(β)) = sin2 θ RM (α, β) − sin2 θ 〈∇αdF ∧∇βdF 〉+ 〈AΦ(α) ∧AΦ(β)〉 (5.9)
R⊥(Φ(α),Φ(β¯)) = sin2 θ RM (α, β¯)− 2i cos θRN(α,Φ(β¯)) (5.10)
− sin2 θ 〈∇αdF ∧∇β¯dF 〉+ 〈AΦ(α) ∧AΦ(β¯)〉.
We have for A,B ∈ T cpM
〈∇AdF ∧∇BdF 〉(X,Y )− 1
sin2 θ
〈AΦ(A) ∧AΦ(B)〉(X,Y ) =
=
2
sin2 θ
∑
α
( (gXAαgYBα¯− gXαAgY α¯B) + (gXAα¯ gYBα− gX α¯AgY αB)
− (gY AαgXBα¯− gY αAgX α¯B)− (gYAα¯gXBα− gY α¯AgXαB) )
Using lemma 3.1 applied to the above equation we have
Lemma 5.3. For a Cayley submanifold F :M → N , we have on M ∼ (L ∪ C),
1
2
〈AΦ(1) ∧ AΦ(1¯)〉 = sin2 θ2 〈∇1dF ∧∇1¯dF 〉+ i2d cos θ ∧ (g · 1¯1 + g · 11¯)
+ cos θg · 21 ∧ g(∇·Jω(1¯), 2¯)− cos θg · 1¯2¯ ∧ g(∇·Jω(1), 2)
1
2
〈AΦ(2) ∧ AΦ(2¯)〉 = sin2 θ2 〈∇2dF ∧∇2¯dF 〉+ i2d cos θ ∧ (g · 2¯2 + g · 22¯)
+ cos θg · 12 ∧ g(∇·Jω(2¯), 1¯)− cos θg·2¯1¯ ∧ g(∇·Jω(2), 1)
1
2
〈AΦ(1) ∧ AΦ(2)〉 = sin2 θ2 〈∇1dF ∧∇2dF 〉
1
2
〈AΦ(1) ∧ AΦ(2¯)〉 = sin2 θ2 〈∇2dF ∧∇2¯dF 〉+ id cos θ ∧ g · 12¯
− cos θg · 11 ∧ g(∇·Jω(1¯), 2¯)− cos θg · 2¯2¯ ∧ g(∇·Jω(1), 2)
Proof. This is a long but straightforward proof using lemma 3.1(5)(6)(8) and (3.3). We only
prove one of the equalities, for the other ones are similar.
(
sin2 θ
2
〈∇1dF ∧∇2dF 〉 − 12〈AΦ(1) ∧AΦ(2)〉)(X,Y ) =
=
∑
α(gX1αgY 2α¯− gXα1gY α¯2) + (gX1α¯gY 2α− gX α¯1gY α2)
+
∑
α(−gY 1αgX2α¯+ gY α1gX α¯2) + (−gY 1α¯gX2α+ gY α¯1gXα2)
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=
∑
α gX1αgY 2α¯− (gX1α+ cos θg(∇XJω(1), α))(gY 2α¯+ i2δα2d cos θ(Y ))
+ gX1α¯gY 2α− (gX1α¯+ i2δα1d cos θ(X))(gY 2α+ cos θg(∇Y Jω(2), α))∑
α−gY 1αgX2α¯+ (gY 1α+ cos θg(∇Y Jω(1), α))(gX2α¯+ i2δα2d cos θ(X))
− gY 1α¯gX2α+ (gY 1α¯+ i2δα1d cos θ(Y ))(gX2α+ cos θg(∇XJω(2), α))
= − i2gX12d cos θ(Y )− cos θg(∇XJω(1), 2)gY 22¯− cos θgX11¯g(∇Y Jω(2), 1)− i2d cos θ(X)gY 21
+ i2gY 12d cos θ(X) + cos θg(∇Y Jω(1), 2)gX22¯ + cos θgY 11¯g(∇XJω(2), 1) + i2d cos θ(Y )gX21
− i2 cos θd cos θ(Y )g(∇XJω(1), 2)− i2 cos θd cos θ(X)g(∇Y Jω(2), 1)
+ i2 cos θd cos θ(X)g(∇Y Jω(1), 2) + i2 cos θd cos θ(Y )g(∇XJω(2), 1)
= i2d cos θ(X)(−gY 21 + gY 12)− i2d cos θ(Y )(−gX21 + gX12)
− cos θg(∇XJω(1), 2)gY 22¯− cos θg(∇Y Jω(2), 1)gX11¯
+ cos θg(∇Y Jω(1), 2)gX22¯ + cos θg(∇XJω(2), 1)gY 11¯
+i cos θd cos θ(X)g(∇Y Jω(1), 2)− i cos θd cos θ(Y )g(∇XJω(1), 2)
= i2 cos θd cos θ(X)g(∇Y Jω(2), 1)− i2 cos θd cos θ(Y ))g(∇XJω(2), 1)
− cos θg(∇XJω(1), 2)(gY 22¯ + gY 11¯) + cos θg(∇Y Jω(1), 2)(gX22¯ + gX11¯)
+i cos θd cos θ(X)g(∇Y Jω(1), 2)− i cos θd cos θ(Y )g(∇XJω(1), 2)
= − i2 cos θd cos θ(Y )g(∇XJω(1), 2) + i2 cos θd cos θ(X)g(∇Y Jω(1), 2)
+ cos θg(∇XJω(1), 2)( i2d cos θ(Y )) + cos θg(∇Y Jω(1), 2)(− i2d cos θ(X))
= 0 .
The two previous lemmas, (5.7) and (5.8) give us
Proposition 5.3. If F :M → N is a Cayley submanifold of a Ricci-flat N , then on M ∼ L
R⊥(Φ(1),Φ(1¯)) = sin2 θRM (1, 1¯) + 2id cos θ ∧ g · 11¯− 2i cos θRN (1,Φ(1¯))
+2 cos θg · 21 ∧ g(∇·Jω(1¯), 2¯)− 2 cos θg · 1¯2¯ ∧ g(∇·Jω(1), 2)
R⊥(Φ(2),Φ(2¯)) = sin2 θRM (2, 2¯)− 2id cos θ ∧ g · 11¯− 2i cos θRN (2,Φ(2¯))
+2 cos θg · 12 ∧ g(∇ · Jω(2¯), 1¯)− 2 cos θg · 2¯1¯ ∧ g(∇·Jω(2), 1)
R⊥(Φ(1),Φ(2)) = sin2 θRM(1, 2)
R⊥(Φ(1),Φ(2¯))〉 = sin2 θRM (1, 2¯) + 2id cos θ ∧ g · 12¯− 2i cosθRN (1,Φ(2¯))
−2 cos θg · 11 ∧ g(∇·Jω(1¯), 2¯)− 2 cos θg · 2¯2¯ ∧ g(∇·Jω(1), 2)
Furthermore,
∑
αR
⊥(Φ(α),Φ(α¯)) =
∑
α sin
2 θRM(α, α¯).
Proposition 5.4. If F : M → N is a non-J-holomorphic Cayley submanifold and N is Ricci-
flat, then (1.5) holds, that is p1(
∧2
+NM) = p1(
∧2
+ TM).
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Proof. If M is a Lagrangian submanifold, then Φ : TM → NM is an orientation preserving
isometry, and so characteristic classes ofM and NM are the same. Now we assumeM is neither
Lagrangian nor complex submanifold. We consider the formulas (5.2)-(5.4) using the curvature
tensors RM of M and R⊥ of NM w.r.t the connections ∇M of M and ∇⊥ of NM , respectively,
and away from complex and Lagrangian points we may take e1, e2, e3, e4 as X1, Y1,X2, Y2 and
E1, E2, E3, E4 as
Φ(X1)
sin θ ,
Φ(Y1)
sin θ ,
Φ(X2)
sin θ ,
Φ(Y2)
sin θ . By the previous Proposition 5.3 and (5.4) we easily
see that the equality (1.5) is valid on M ∼ L∪C, as forms ( and not only as chomology classes).
Moreover the expressions in (5.2)-(5.5) do not depend on the o.n. basis used, and are smoothly
defined on all M . Since the set of complex and Lagrangian points have empty interior (corollary
4.1). Then (5.4) and so (1.5) stays valid on all M . .
From (5.1) and the previous proposition we obtain:
Corollary 5.1. In the conditions of the Prop.5.4, X (M)− X (NM) = 1
2
(p1(NM)− p1(M)).
5.3 Proof. of (1.6) of Theorem 1.1
Since ∇′ is a gˆ-Riemannian connection, and ∇′= ∇ˆ+ S′, by Theorem 1.1 of [25], we have
p1(R
′)− p1(RM ) = − 1
2π2
d
(
〈S ′ ∧ (RˆM − 1
2
dS ′ − 13(S ′)2)〉gˆ
)
(5.11)
where S ′ : TM→∧2 TM , (S ′)2, RˆM : ∧2 TM→∧2 TM are defined by
〈S ′(X), Y ∧ Z〉gˆ = gˆ(S′(X,Y ), Z)
〈(S ′)2(X ∧ Y ), Z ∧W 〉gˆ = gˆ(S′(X,Z), S′(Y,W ))− gˆ(S′(X,W ), S′(Y,Z))
〈RˆM (X ∧ Y ), Z ∧W 〉gˆ = h(RM(X,Y,Z,W ) + φ • g(X,Y,Z,W ))
where RˆM is the curvature tensor of (M, gˆ = hg), and
φ =
1
2
(− ‖∇ log h‖
2
4
g +
1
2
d log h⊗ d log h−Hess(log h)). (5.12)
The inner product 〈, 〉gˆ is the usual inner product on
∧2 TM , defined w.r.t. gˆ. So we will
compute all the terms in (5.11).
Let ϕ = log h. The letters A,B, ... denote vector fields X,Y,Z,∇ϕ or eA, ..., and we denote by
ΦAB = Φ
−1∇AΦ(B) ΦABC = g(Φ−1∇AΦ(B), C) ϕA = dϕ(A).
The gradient ∇ϕ is w.r.t. g. From lemma 5.1,
ΦABC +ΦACB = ϕAg(B,C). (5.13)
We easily derive
ϕZΦYXA− ϕY ΦZXA = −ϕZΦYAX + ϕY ΦZAX (5.14)
ΦYAZ −ΦZAY = g(Φ−1dΦ(Z, Y ), A) + g(ϕY Z − ϕZY,A) (5.15)
ΦY Z∇ϕ− ΦZY∇ϕ = −ΦY∇ϕZ +ΦZ∇ϕY = g(Φ−1dΦ(Y,Z),∇ϕ). (5.16)
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Now we have
S′(X,Y ) = Φ−1∇XΦ(Y )− 12ϕXY − 12ϕYX + 12g(X,Y )∇ϕ
∇ˆXY = ∇XY + 12ϕXY + 12ϕYX − 12g(X,Y )∇ϕ.
Since ∇′ is a gˆ-Riemannian connection and S′(X,Y ) = ∇′XY − ∇ˆXY , then gˆ(S′(X,Y ), Z) =
−gˆ(S′(X,Z), Y ), and so, the same holds w.r.t. g. Let ei be a g-o.n. basis of TpM . We have
g(S′(X, ei), ej) = ΦXij − 12ϕXδij − 12ϕig(X, ej) + 12g(X, ei)ϕj . (5.17)
We consider from now on TM with the metric g, and from a tensor ̺ ∈ C∞(∧2 TM ⊗∧2 TM)
we define a 4-tensor on M as ̺(X,Y,Z,W ) = 〈̺(X ∧ Y ), Z ∧W 〉g, where 〈X ∧ Y,Z ∧W 〉g =
g(X,Z)g(Y,W ) − g(X,W )g(Y,Z) is the Riemannian structure in ∧2 TM defined w.r.t. g. For
each tangent vector X of TpM we denote by Xˆ = h
− 1
2X.
Lemma 5.4. If ̺ ∈ C∞(∧2 TM ⊗∧2 TM) and ei is a g-o.n. basis of TpM , X,Y,Z ∈ TpM
+
X,Y, Z
∑
ijg(S
′(X, ei), ej)̺(Y,Z, ei, ej) = b(̺)(X,Y,Z,∇ϕ) − +
X,Y, Z
∑
i̺(Y,Z,Φ
−1∇XΦ(ei), ei).
Proof. Since ̺(Y,Z, ei, ej) is skew symmetric on (ei, ej)
+
X,Y, Z
∑
ijg(S
′(X, ei), ej)̺(Y,Z, ei, ej) = +
X,Y, Z
∑
i̺(Y,Z, ei,Φ
−1∇XΦ(ei)) + ̺(Y,Z,X,∇ϕ).
From previous lemma and (5.13) we obtain for any 2-tensor ξ ∈ C∞(⊗2 TM∗)
+
X,Y, Z
∑
ij g(S
′(X, ei), ej)ξ • g(Y, Z, ei, ej) =
= +
X,Y, Z
−ξ(Y,Φ−1∇XΦ(Z)) + ξ(Z,Φ−1∇XΦ(Y )) +∑i ξ(Y, ei)ΦX iZ − ξ(Z, ei)ΦX iY
= +
X,Y, Z
−ξ(Y,Φ−1∇XΦ(Z)) + ξ(Z,Φ−1∇XΦ(Y ))
+ +
X,Y, Z
∑
i ξ(Y, ei)(−ΦXZi+ ϕXg(Z, ei))− ξ(Z, ei)(−ΦXY i+ ϕXg(Y, ei))
= +
X,Y, Z
2ξ(Z,Φ−1dΦ(X,Y )).
Thus
Lemma 5.5.
+
X,Y, Z
∑
ij g(S
′(X, ei), ej)R
M (Y, Z, ei, ej) = +
X,Y, Z
∑
i−RM (Y, Z,Φ−1∇XΦ(ei), ei) (5.18)
+
X,Y, Z
∑
ij g(S
′(X, ei), ej)ξ • g(Y, Z, ei, ej) = +
X,Y, Z
2ξ(X,Φ−1dΦ(Y, Z)). (5.19)
Lemma 5.6. Let ̺(Y,Z,A,B) = g(S′(Y,A), S′(Z,B))− g(S′(Y,B), S′(Z,A)). We have
+
X,Y, Z
∑
ijg(S
′(X, ei), ej)̺(Y,Z, ei, ej) = (5.20)
= +
X,Y, Z
(∑
ij (ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))− 3g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z))
)
+ +
X,Y,Z
(
3
2dϕ⊗ dϕ(X,Φ−1dΦ(Y, Z)) + 34‖∇ϕ‖2g(X,Φ−1dΦ(Y, Z))
)
.
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Proof.
g(S′(Y, ei), S
′(Z, ej)) = g(Φ−1∇Y Φ(ei)− 12ϕY ei − 12ϕiY + 12g(Y, ei)∇ϕ ,
Φ−1∇ZΦ(ej)− 12ϕZej − 12ϕjZ + 12g(Z, ej)∇ϕ).
Using (5.13) and the fact that g(S′(X, ei), ej) is skew symmetric on (i, j) we have, after inter-
changing i with j in some terms,
+
X,Y, Z
∑
ij
g(S′(X, ei), ej)̺(Y,Z, ei, ej) =
= +
X,Y, Z
∑
ij
g(S′(X, ei), ej)(2g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))− ϕZΦY ij + ϕY ΦZij (5.21)
−ϕjΦY iZ + ϕjΦZiY + g(Z, ej)ΦY i∇ϕ− g(Y, ej)ΦZ i∇ϕ ) (5.22)
+ +
X,Y, Z
∑
ij
g(S′(X, ei), ej)((− 34dϕ⊗ dϕ+ 18‖∇ϕ‖2g) • g(Y, Z, ei, ej)) (5.23)
(5.21) + (5.22) =
= +
X,Y, Z
∑
ij
(ΦX ij − 12ϕXδij − 12ϕig(X, ej) + 12g(X, ei)ϕj)(2g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))
−ϕZΦY ij + ϕY ΦZ ij − ϕjΦY iZ + ϕjΦZiY+g(Z, ej)ΦY i∇ϕ−g(Y, ej)ΦZ i∇ϕ )
= +
X,Y, Z
∑
ij + 2ΦX ij g(Φ
−1∇Y Φ(ei),Φ−1∇ZΦ(ej))− ϕZΦX ijΦY ij + ϕY ΦX ijΦZij
+ +
X,Y, Z
∑
i−ΦX i∇ϕΦY iZ +ΦX i∇ϕΦZiY +ΦX iZΦY i∇ϕ− ΦX iYΦZ i∇ϕ
+ +
X,Y, Z
∑
i−ϕXg(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ei)) + ϕXϕZϕY − ϕXϕY ϕZ
+ +
X,Y, Z
+ 1
2
ϕXΦY∇ϕZ − 12ϕXΦZ∇ϕY − 12ϕXΦY Z∇ϕ+ 12ϕXΦZY∇ϕ (5.24)
+ +
X,Y, Z
−g(Φ−1∇Y Φ(∇ϕ),Φ−1∇ZΦ(X)) + 12ϕZΦY∇ϕX − 12ϕY ΦZ∇ϕX (5.25)
+ +
X,Y, Z
+ 1
2
ϕXΦY∇ϕZ − 12ϕXΦZ∇ϕY − 14g(X,Z)ϕY ‖∇ϕ‖2 + 14g(X,Y )ϕZ‖∇ϕ‖2 (5.26)
+ +
X,Y, Z
+g(Φ−1∇Y Φ(X),Φ−1∇ZΦ(∇ϕ)) − 12ϕZΦYX∇ϕ+ 12ϕY ΦZX∇ϕ (5.27)
+ +
X,Y, Z
− 12‖∇ϕ‖2ΦYXZ + 12‖∇ϕ‖2ΦZXY + 12ϕZΦYX∇ϕ− 12ϕY ΦZX∇ϕ (5.28)
The last two terms of (5.27) cancel with the last two of (5.28). From (5.14), (5.15) and (5.16)
+
X,Y, Z
1
2
ϕZΦY∇ϕX − 12ϕY ΦZ∇ϕX = +
X,Y, Z
1
2
ϕXΦZ∇ϕY − 12ϕXΦY∇ϕZ = +
X,Y, Z
1
2
ϕXg(Φ
−1dΦ(Y, Z),∇ϕ)
that we replace in (5.25), and 1
2
ϕXΦY∇ϕZ − 12ϕXΦZ∇ϕY = − 12ϕXΦY Z∇ϕ+ 12ϕXΦZY∇ϕ =
1
2
ϕXg(Φ
−1dΦ(Z, Y ),∇ϕ) that we replace in (5.24) and (5.26). We also have ∀ij
+
X,Y, Z
ϕZΦXijΦY ij − ϕY ΦXijΦZ ij = 0. (5.29)
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Thus,
(5.21) + (5.22) =
= +
X,Y, Z
∑
ij + 2ΦX ij g(Φ
−1∇Y Φ(ei),Φ−1∇ZΦ(ej)) (5.30)
+ +
X,Y, Z
∑
i − ΦX i∇ϕΦY iZ +ΦX i∇ϕΦZ iY +ΦX iZΦY i∇ϕ− ΦX iYΦZi∇ϕ (5.31)
+ +
X,Y, Z
∑
i − ϕXg(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ei)) (5.32)
+ +
X,Y, Z
−ϕXg(Φ−1dΦ(Y, Z),∇ϕ) (5.33)
+ +
X,Y, Z
−g(Φ−1∇Y Φ(∇ϕ),Φ−1∇ZΦ(X)) + g(Φ−1∇Y Φ(X),Φ−1∇ZΦ(∇ϕ)) (5.34)
+ +
X,Y, Z
1
2‖∇ϕ‖2(ΦXY Z − ΦYXZ)− 14‖∇ϕ‖2(ϕY g(Z,X)− ϕZg(Y,X)). (5.35)
Moreover
(5.34) = +
X,Y, Z
−g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y,Z)).
Since +
X,Y, Z
ΦZi∇ϕΦX iY = +
X,Y, Z
ΦY i∇ϕΦZiX, then
(5.31) = +
X,Y, Z
∑
i−ΦX i∇ϕ(ΦY iZ − ΦZ iY ) + ΦY i∇ϕ(ΦX iZ − ΦZ iX)
= +
X,Y, Z
∑
i−2ΦXi∇ϕ(ΦY iZ − ΦZiY )
= +
X,Y, Z
∑
i−2ΦXi∇ϕg(Φ−1dΦ(Z, Y ), ei)− 2ϕY ΦXZ∇ϕ+ 2ϕZΦXY∇ϕ
= +
X,Y, Z
∑
i−2ΦXi∇ϕg(Φ−1dΦ(Z, Y ), ei)− 2ϕY g(Φ−1dΦ(X,Z),∇ϕ)
= +
X,Y, Z
∑
i−2(−ΦX∇ϕi + ϕXϕi)g(Φ−1dΦ(Z, Y ), ei)− 2ϕY g(Φ−1dΦ(X,Z),∇ϕ)
= +
X,Y, Z
2g(Φ−1dΦ(Z, Y ),Φ−1∇XΦ(∇ϕ))− 2ϕXg(Φ−1dΦ(Z, Y ),∇ϕ) − 2ϕY g(Φ−1dΦ(X,Z),∇ϕ)
= +
X,Y, Z
−2g(Φ−1∇XΦ(∇ϕ)),Φ−1dΦ(Y, Z)) + 4ϕXg(Φ−1dΦ(Y, Z),∇ϕ).
We have ΦXY Z − ΦYXZ = g(Φ−1dΦ(X,Y ), Z) and +
X,Y, Z
1
4‖∇ϕ‖2(ϕXg(Y, Z)− ϕZg(Y,X)) = 0, that
we will replace in (5.35). Moreover
(5.30) + (5.32) = +
X,Y, Z
∑
ij (ΦXij −ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej)). (5.36)
Therefore,
(5.21) + (5.22) = +
X,Y, Z
∑
ij (ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))
+ +
X,Y, Z
−3g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)) + 3g(ϕX∇ϕ,Φ−1dΦ(Y, Z))
+ +
X,Y, Z
1
2
‖∇ϕ‖2g(X,Φ−1dΦ(Y, Z)).
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Proposition 5.5.
〈S ′ ∧ (RˆM − 1
2
dS ′ − 13(S ′)2)〉gˆ(X,Y,Z) = (5.37)
= +
X,Y, Z
1
4 〈Φ−1R⊥(Y, Z) +RM (Y, Z),Φ−1∇XΦ〉 − 14d(g(Φ−1dΦ(·, ·),∇ϕ))(X,Y, Z) (5.38)
+ +
X,Y, Z
1
12 〈Φ−1∇XΦ, [Φ−1∇Y Φ,Φ−1∇ZΦ]〉. (5.39)
Proof. Let ei a g-orthonormal frame of TM . Then eˆi is a gˆ-orthonormal frame. We have
〈S ′ ∧ (Rˆ− 1
2
dS ′ − 13 (S ′)2)〉gˆ(X,Y, Z) = +
X,Y, Z
〈S ′(X), (Rˆ− 1
2
dS ′ − 13 (S ′)2)(Y, Z)〉gˆ = (5.40)
= +
X,Y, Z
∑
ij
1
2
〈S ′(X), eˆi ∧ eˆj〉gˆ
(
Rˆ(Y, Z, eˆi, eˆj)− 12 〈dS ′(Y ∧ Z), eˆi ∧ eˆj〉gˆ − 13 〈(S ′)2(Y ∧ Z), eˆi ∧ eˆj〉gˆ
)
= +
X,Y, Z
∑
ij
1
2
gˆ(S′(X, eˆi), eˆj)
(
hRM (Y, Z, eˆi, eˆj) + hφ • g(Y, Z, eˆi, eˆj)− 12〈dS ′(Y ∧ Z), eˆi ∧ eˆj〉gˆ
)
− 16 gˆ(S′(X, eˆi), eˆj) (gˆ(S′(Y, eˆi), S′(Z, eˆj))− gˆ(S′(Y, eˆj), S′(Z, eˆi)))
= +
X,Y, Z
∑
ij
1
2
g(S′(X, ei), ej)
(
RM (Y, Z, ei, ej) + φ • g(Y, Z, ei, ej)
)
(5.41)
− 14g(S′(X, ei), ej)(〈∇ˆY S(Z)− ∇ˆZS(Y ), eˆi ∧ eˆj〉gˆ) (5.42)
− 16g(S′(X, ei), ej) (g(S′(Y, ei), S′(Z, ej))− g(S′(Y, ej), S′(Z, ei))) . (5.43)
We assume that at a given point p0, ∇ˆX = ∇ˆY = ∇ˆZ = ∇ˆˆei = 0. Thus, at p0, ∇XY = −Sˆ(X,Y )
= − 1
2
ϕXY − 12ϕYX + 12g(X,Y )∇ϕ, and similarly for the other vector fields. The following com-
putations are computed at p0.
d(g(X,Y ))(Z) = −ϕZ g(X,Y ) (5.44)
d(ϕX)(Y ) = Hessϕ(X,Y )− ϕXϕY + 12‖∇ϕ‖2g(X,Y ) (5.45)
and since R¯(X,Y )Φ = −∇2X,Y Φ +∇2Y,XΦ, we have
d(ΦXZW )(Y )− d(ΦY ZW )(X) = (5.46)
= −2ϕYΦXZW + 2ϕXΦY ZW+g(Φ−1(R¯(X,Y )Φ)(Z),W )
− 1
2
ϕZg(Φ
−1dΦ(X,Y ),W ) + 1
2
g(Y, Z)ΦX∇ϕW − 12g(X,Z)ΦY∇ϕW
+g(Φ−1∇XΦ(Z),Φ−1∇Y Φ(W ))− g(Φ−1∇Y Φ(Z),Φ−1∇XΦ(W ))
− 1
2
ϕWΦXZY + 12g(Y,W )ΦXZ∇ϕ+ 12ϕWΦY ZX − 12g(X,W )ΦY Z∇ϕ.
Applying eqs (5.44),(5.45), (5.46) and (5.17) we get
(5.42) = +
X,Y, Z
∑
ij − 14g(S′(X, ei), ej)(∇Y (〈S ′(Z), eˆi ∧ eˆj〉gˆ)−∇Z(〈S ′(Y ), eˆi ∧ eˆj〉gˆ))
= +
X,Y, Z
∑
ij − 14g(S′(X, ei), ej)(∇Y (g(S′(Z, ei), ej)−∇Z(g(S′(Y, ei), ej))
= +
X,Y, Z
∑
ij − 14(ΦX ij − 12δijϕX − 12ϕig(X, ej) + 12g(X, ei)ϕj)· (5.47)
·(− 2ϕY ΦZij + 2ϕZΦY ij + g(Φ−1(R¯(Z, Y )Φ)(ei), ej) (5.48)
− 1
2
ϕig(Φ
−1dΦ(Z, Y ), ej) + 12g(Y, ei)ΦZ∇ϕj − 12g(Z, ei)ΦY∇ϕj (5.49)
+g(Φ−1∇ZΦ(ei),Φ−1∇Y Φ(ej))− g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej)) (5.50)
− 1
2
ϕjΦZ iY + 12g(Y, ej)ΦZ i∇ϕ+ 12ϕjΦY iZ − 12g(Z, ej)ΦY i∇ϕ ) (5.51)
− 18g(S′(X, ei), ej) · (−Hessϕ+ 2dϕ⊗ dϕ− 12‖∇ϕ‖2g) • g(Y, Z, ei, ej) (5.52)
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(5.47) + . . . + (5.51) =
= +
X,Y, Z
∑
ij(
1
2
ϕY ΦX ijΦZij − 12ϕZΦX ijΦY ij) (5.53)
+ +
X,Y, Z
− 14 〈Φ−1R¯(Z, Y )Φ,Φ−1∇XΦ〉+ 18 〈Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Z, Y )〉 (5.54)
+ +
X,Y, Z
− 18 〈Φ−1∇XΦ(Y ),Φ−1∇ZΦ(∇ϕ)〉 + 18 〈Φ−1∇XΦ(Z),Φ−1∇Y Φ(∇ϕ)〉 (5.55)
+ +
X,Y, Z
∑
ij − 14ΦX ij g(Φ−1∇ZΦ(ei),Φ−1∇Y Φ(ej)) + 14ΦX ij g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))
+ +
X,Y, Z
∑
i
1
8ΦX i∇ϕΦZ iY − 18ΦX iYΦZi∇ϕ− 18ΦX i∇ϕΦY iZ + 18ΦX iZΦY i∇ϕ (5.56)
+ +
X,Y, Z
− 14ϕY ΦZ∇ϕX + 14ϕZΦY∇ϕX + 14ϕY ΦZX∇ϕ− 14ϕZΦYX∇ϕ (5.57)
+ +
X,Y, Z
+ 18g(Φ
−1(R¯(Z, Y )Φ)(∇ϕ), X)− 18g(Φ−1(R¯(Z, Y )Φ)(X),∇ϕ)
+ +
X,Y, Z
− 116‖∇ϕ‖2g(Φ−1dΦ(Z, Y ), X) + 116ϕXg(Φ−1dΦ(Z, Y ),∇ϕ)
+ +
X,Y, Z
+ 116ϕY ΦZ∇ϕX − 116ϕZΦY∇ϕX − 116g(Y,X)ΦZ∇ϕ∇ϕ+ 116g(Z,X)ΦY∇ϕ∇ϕ (5.58)
+ +
X,Y, Z
1
8g(Φ
−1∇ZΦ(∇ϕ),Φ−1∇Y Φ(X))− 18g(Φ−1∇Y Φ(∇ϕ),Φ−1∇ZΦ(X)) (5.59)
+ +
X,Y, Z
− 18g(Φ−1∇ZΦ(X),Φ−1∇Y Φ(∇ϕ)) + 18g(Φ−1∇Y Φ(X),Φ−1∇ZΦ(∇ϕ)) (5.60)
+ +
X,Y, Z
− 116ϕXΦZ∇ϕY + 116g(Y,X)ΦZ∇ϕ∇ϕ + 116ϕXΦY∇ϕZ − 116g(Z,X)ΦY∇ϕ∇ϕ (5.61)
+ +
X,Y, Z
1
16‖∇ϕ‖2ΦZXY − 116ϕY ΦZX∇ϕ− 116‖∇ϕ‖2ΦYXZ + 116ϕZΦYX∇ϕ. (5.62)
Note that by (5.29), (5.53) = 0, and the second term of (5.54) is equal to (5.55) = (5.59) = (5.60).
We also have using (5.14)(5.16)
(5.56) = +
X,Y,Z
∑
i
1
8 (−ΦX∇ϕi+ ϕXϕi)(ΦZ iY − ΦY iZ)
− 18 (−ΦXY i+ ϕXg(i, Y ))(−ΦZ∇ϕi + ϕZϕi) + 18 (−ΦXZi+ ϕXg(i, Z))(−ΦY∇ϕi + ϕY ϕi)
= +
X,Y, Z
− 18g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)) + 18ϕXg(Φ−1dΦ(Y, Z),∇ϕ)
− 18g(Φ−1∇XΦ(Y ),Φ−1∇ZΦ(∇ϕ)) + 18g(Φ−1∇XΦ(Z),Φ−1∇Y Φ(∇ϕ))
+ 18ϕZ(−ΦX∇ϕY +ΦXY∇ϕ) + 18ϕY (ΦX∇ϕZ − ΦXZ∇ϕ) + 18ϕX(ΦZ∇ϕY − ΦY∇ϕZ)
= +
X,Y, Z
− 14g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)) + 18ϕXg(Φ−1dΦ(Y, Z),∇ϕ)
+ +
X,Y, Z
+ 18ϕZ(−ΦX∇ϕY +ΦXY∇ϕ) + 18ϕY (ΦX∇ϕZ − ΦXZ∇ϕ) + 18ϕX(Φ−1dΦ(Y, Z),∇ϕ).
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And using again (5.16)
(5.57) + (5.58) + (5.61) + (5.62) =
= +
X,Y, Z
3
16ϕY (−ΦZ∇ϕX +ΦZX∇ϕ) + 316ϕZ(ΦY∇ϕX − ΦYX∇ϕ)
+ +
X,Y, Z
1
16ϕX(−ΦZ∇ϕY +ΦY∇ϕZ) + 116‖∇ϕ‖2g(Φ−1dΦ(Y, Z), X)
= +
X,Y, Z
3
16ϕY (− ΦX∇ϕZ − g(Φ−1dΦ(X,Z),∇ϕ)− g(ϕZX−ϕXZ,∇ϕ) + g(Φ−1dΦ(Z,X),∇ϕ) + ΦXZ∇ϕ)
++
X,Y, Z
3
16ϕZ(ΦX∇ϕY + g(Φ−1dΦ(X,Y ),∇ϕ) + g(ϕYX−ϕXY,∇ϕ)− g(Φ−1dΦ(Y,X),∇ϕ)− ΦXY∇ϕ)
+ +
X,Y, Z
1
16ϕX(−ΦZ∇ϕY +ΦY∇ϕZ) + 116‖∇ϕ‖2g(X,Φ−1dΦ(Y, Z))
= +
X,Y, Z
3
16ϕY (−ΦX∇ϕZ +ΦXZ∇ϕ) + 38ϕY g(Φ−1dΦ(Z,X),∇ϕ) + 316ϕZ(ΦX∇ϕY − ΦXY∇ϕ)
+ +
X,Y, Z
3
8ϕZg(Φ
−1dΦ(X,Y ),∇ϕ) + 116ϕX(Φ−1dΦ(Z, Y ),∇ϕ) + 116‖∇ϕ‖2g(X,Φ−1dΦ(Y, Z))
= +
X,Y, Z
3
16ϕY (−ΦX∇ϕZ +ΦXZ∇ϕ) + 316ϕZ(ΦX∇ϕY − ΦXY∇ϕ)
+ +
X,Y, Z
+ 1116ϕX(Φ
−1dΦ(Y, Z),∇ϕ) + 116‖∇ϕ‖2g(X,Φ−1dΦ(Y, Z)).
Thus,
(5.47) + . . . + (5.51) =
= +
X,Y, Z
− 14 〈Φ−1R¯(Z, Y )Φ,Φ−1∇XΦ〉+ 12 〈Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Z, Y )〉
+ +
X,Y, Z
∑
ij
1
4 (ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))
+ +
X,Y, Z
− 14g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)) + 18ϕXg(Φ−1dΦ(Y, Z),∇ϕ)
+ +
X,Y, Z
+ 18ϕZ(−ΦX∇ϕY +ΦXY∇ϕ) + 18ϕY (ΦX∇ϕZ − ΦXZ∇ϕ) + 18ϕXg(Φ−1dΦ(Y, Z),∇ϕ)
+ +
X,Y, Z
+ 18g(Φ
−1(R¯(Z, Y )Φ)(∇ϕ), X)− 18g(Φ−1(R¯(Z, Y )Φ)(X),∇ϕ)
+ +
X,Y, Z
− 116‖∇ϕ‖2g(Φ−1dΦ(Z, Y ), X) + 116ϕXg(Φ−1dΦ(Z, Y ),∇ϕ)
+ +
X,Y, Z
3
16ϕY (−ΦX∇ϕZ +ΦXZ∇ϕ) + 316ϕZ(ΦX∇ϕY − ΦXY∇ϕ)
+ +
X,Y, Z
11
16ϕXg(Φ
−1dΦ(Y, Z),∇ϕ) + 116‖∇ϕ‖2g(X,Φ−1dΦ(Y, Z))
= +
X,Y, Z
− 14 〈Φ−1(R¯(Z, Y )Φ),Φ−1∇XΦ〉 − 34 〈Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)〉
+ +
X,Y, Z
∑
ij
1
4 (ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej)) + 78ϕXg(Φ−1dΦ(Y, Z),∇ϕ)
+ +
X,Y, Z
+ 14g(Φ
−1(R¯(Y, Z)Φ)X,∇ϕ)− 18‖∇ϕ‖2g(Φ−1dΦ(Z, Y ), X)
+ +
X,Y, Z
1
16ϕY (−ΦX∇ϕZ +ΦXZ∇ϕ) + 116ϕZ(ΦX∇ϕY − ΦXY∇ϕ). (5.63)
Now,
(5.63) = +
X,Y, Z
1
16ϕY (ΦXZ∇ϕ− ϕXϕZ +ΦXZ∇ϕ) + 116ϕZ(−ΦXY∇ϕ+ ϕXϕY − ΦXY∇ϕ)
= +
X,Y, Z
1
8ϕY ΦXZ∇ϕ− 18ϕZΦXY∇ϕ = +
X,Y, Z
− 18ϕXg(Φ−1dΦ(Y, Z),∇ϕ).
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Finally using Lemma 5.5 with φ = 1
2
(−‖∇ϕ‖24 g + 12dϕ⊗ dϕ−Hessϕ)
(5.52) + +
X,Y,Z
∑
ij
1
2
g(S′(X, ei), ej)φ • g(Y, Z, ei, ej) = +
X,Y, Z
− 14 (Hessϕ+ dϕ⊗ dϕ)(X,Φ−1dΦ(Y, Z)).
(5.64)
Therefore from (5.41), (5.42), (5.43), and Lemma 5.6
〈S ′ ∧ (Rˆ − 1
2
dS ′ − 13 (S ′)2)〉gˆ(X,Y, Z) =
= +
X,Y, Z
∑
i− 12RM (Y, Z,Φ−1∇XΦ(ei), ei) + (5.47) + (5.48) + (5.49) + (5.50) + (5.51) + (5.43) + (5.64)
= +
X,Y, Z
∑
i− 12RM (Y, Z,Φ−1∇XΦ(ei), ei)− 14 〈Φ−1R¯(Z, Y )Φ,Φ−1∇XΦ〉
+ +
X,Y, Z
− 34 〈Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)〉+
∑
ij
1
4 (ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))
+ +
X,Y, Z
+ 68ϕXg(Φ
−1dΦ(Y, Z),∇ϕ) + 14g(Φ−1(R¯(Y, Z)Φ)(X),∇ϕ)− 18‖∇ϕ‖2g(Φ−1dΦ(Z, Y ), X)
+ +
X,Y, Z
− 14Hessϕ(X,Φ−1dΦ(Y, Z))− 14ϕXg(Φ−1dΦ(Y, Z),∇ϕ)
+ +
X,Y, Z
∑
ij − 16 (ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej)) + 12g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z))
+ +
X,Y, Z
− 14ϕXg(Φ−1dΦ(Y, Z),∇ϕ) − 18‖∇ϕ‖2g(X,Φ−1dΦ(Y, Z))
= +
X,Y, Z
∑
i− 12RM (Y, Z,Φ−1∇XΦ(ei), ei)− 14 〈Φ−1R¯(Z, Y )Φ,Φ−1∇XΦ〉+ 14g(Φ−1(R¯(Y, Z)Φ)(X),∇ϕ)
+ +
X,Y, Z
− 14 〈Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)〉+
∑
ij
1
12 (ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej))
+ +
X,Y, Z
+ 14ϕXg(Φ
−1dΦ(Y, Z),∇ϕ) − 14Hessϕ(X,Φ−1dΦ(Y, Z)).
Note that
−〈Φ−1R¯(Z, Y )Φ,Φ−1∇XΦ〉 =∑i g(Φ−1R⊥(Y, Z)Φ(ei),Φ−1∇XΦ(ei))− g(RM (Y, Z)ei,Φ−1∇XΦ(ei)).
We have +
X,Y, Z
g(Φ−1(R¯(Y, Z)Φ)(X),∇ϕ) = +
X,Y, Z
g(Φ−1(R⊥(Y, Z)Φ(X)),∇ϕ), forRM satisfies Bianchi
equality, and recall that +
X,Y, Z
Φ−1(R⊥(Y, Z)Φ(X)) = −Φ−1d2Φ(X,Y, Z). Now,
+
X,Y, Z
∑
ij(ΦX ij − ΦXji) g(Φ−1∇Y Φ(ei),Φ−1∇ZΦ(ej)) =
= +
X,Y, Z
〈Φ−1∇Y Φ, (Φ−1∇ZΦ) ◦ (Φ−1∇XΦ)〉 − 〈(Φ−1∇Y Φ) ◦ (Φ−1∇XΦ),Φ−1∇ZΦ〉
= +
X,Y, Z
〈Φ−1∇XΦ, (Φ−1∇Y Φ) ◦ (Φ−1∇ZΦ)− (Φ−1∇ZΦ) ◦ (Φ−1∇Y Φ)〉.
Thus
〈S ′ ∧ (Rˆ− 1
2
dS ′ − 13 (S ′)2)〉gˆ(X,Y, Z) =
= +
X,Y, Z
1
4 〈Φ−1R⊥(Y, Z)Φ +RM (Y, Z),Φ−1∇XΦ〉+ 14g(Φ−1(R⊥(Y, Z)Φ(X)),∇ϕ)
+ +
X,Y, Z
− 14g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)) + 112 〈Φ−1∇XΦ, [Φ−1∇Y Φ,Φ−1∇ZΦ]〉
+ +
X,Y, Z
+ 14 (dϕ⊗ dϕ−Hessϕ)(X,Φ−1dΦ(Y, Z)).
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Using (5.13)
+
X,Y, Z
g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z)) = +
X,Y, Z
−g(Φ−1∇XΦ(Φ−1dΦ(Y, Z)),∇ϕ) + ϕXg(Φ−1dΦ(Y, Z),∇ϕ)
with ϕXg(Φ−1dΦ(Y, Z),∇ϕ) = (dϕ⊗ dϕ)(X,Φ−1dΦ(Y, Z)). Since ∇XΦ−1 = −Φ−1(∇XΦ)Φ−1, we
have
−Φ−1d2Φ(X,Y, Z) = −d(Φ−1dΦ)(X,Y, Z) + +
X,Y, Z
−Φ−1∇XΦ(Φ−1dΦ(Y, Z)).
Since b(Φ(R⊥)) = −Φ−1d2Φ we obtain
+
X,Y, Z
g(Φ−1(R⊥(Y, Z)Φ(X)),∇ϕ) = −g(d(Φ−1dΦ)(X,Y, Z),∇ϕ)− +
X,Y, Z
g(Φ−1∇XΦ(Φ−1dΦ(Y, Z)),∇ϕ) =
= −g(d(Φ−1dΦ)(X,Y, Z),∇ϕ) + +
X,Y, Z
g(Φ−1∇XΦ(∇ϕ),Φ−1dΦ(Y, Z))− (dϕ ⊗ dϕ)(X,Φ−1dΦ(Y, Z))
Thus,
〈S ′ ∧ (RˆM − 1
2
dS ′ − 13(S ′)2)〉gˆ(X,Y,Z) = (5.65)
= +
X,Y, Z
1
4 〈Φ−1R⊥(Y, Z) +RM (Y, Z),Φ−1∇XΦ〉 − 14g(d(Φ−1dΦ)(X,Y, Z),∇ϕ) (5.66)
+ +
X,Y, Z
1
12 〈Φ−1∇XΦ, [Φ−1∇Y Φ,Φ−1∇ZΦ]〉 − 14Hessϕ(X,Φ−1dΦ(Y, Z)). (5.67)
Finally d(g(Φ−1dΦ(·, ·),∇ϕ))(X,Y, Z) = g(d(Φ−1dΦ)(X,Y, Z),∇ϕ) + +
X,Y, Z
Hessϕ(X,Φ−1dΦ(Y, Z))
what proves the Proposition.
Proposition 5.6. If F : M → N is a non-J-holomorphic Cayley submanifold and N is Ricci-
flat then (1.6) − (1.7) holds.
Proof. To prove (1.6) we note that from (1.5) and (5.1) and Corollary 5.1
p1(
∧2
−NM) = p1(
∧2
−TM) + 4(X (M) − X (NM)) = p1(
∧2
−TM) + 2(p1(NM)− p1(M)).
Since R′(X,Y,Z,W ) = R⊥(X,Y,Φ(Z),Φ(W )) and Φ : (TM, gˆ,∇′)→ (NM, g,∇⊥) is a parallel
isometry along M ∼ C, then on this open set p1(NM) = p1(R⊥) = p1(R′), as forms defined
by the formulas (5.3). From (5.11), Proposition 5.5, and that d(d(g(Φ−1dΦ(·, ·),∇ϕ))) = 0 we
obtain (1.6)-(1.7).
Proposition 5.7. If (Y,Z)→ g(∇XΦ(Y ),Φ(Z)) is symmetric then p1(∧2−NM) = p1(∧2−TM).
Proof. From Proposition 5.2, R⊥(X,Y,Φ(Zˆ),Φ(Wˆ )) = RM(X,Y,Z,W ) and so the characteristic
classes induced by (R⊥, g) are the same has the ones induced by (RM , g). We could also check
directly from ΦABC = 12ϕAg(B,C) that all terms of η in (1.6) i.e (5.38)-(5.39) vanish. .
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5.4 Homogeneous complex points
Let us assume that F : M → N is a compact Cayley submanifold, and let η be the 3-form
on M ∼ C defined as in (1.7). Since C is the zero set of sin2 θ, that has only zeros of finite
order, this set as some regularity. Indeed, by the Malgrange’s preparation theorem for smooth
functions with zeros of finite order, locally we can find a coordinate chart x = (x′, x4) onto an
open set U of R4 such that sin2 θ can be written as h(x)(
∑
0≤a≤k−1 wa(x
′)xa4 + x
k
4), where h
never vanish on U and wa vanish of order k − a at 0. Thus, the zero set of sin θ can be locally
parametrised as Σ = {x = (x′, x4) :
∑
0≤a≤k−1 wa(x
′)xa4 + x
k
4 = 0}. This set represents the
zeros of a polinomial function on the variable x4, with coeficients on the variable x
′, so it is, in
general, still quite complicate to handle. A simpler case is when we have a polinomial function
of the type (x2d+1+ . . .+x
2
4)
k′ = 0, as is it is the case with k′ = 1, of x a Farmi coordinate chart
of a submanifold Σ of dimension d.
Assume now f is a nonnegative continuous function defined on a open set V ofM containing
Σ = f−1(0) and smooth on V ∼ Σ. For each ǫ > 0 sufficiently small define
Vf (Σ, ǫ) = {q ∈M : f(q) < ǫ}, Cf (Σ, ǫ) = {q ∈M : f(q) = ǫ}
For a dense set of regular values ǫ, Cf (Σ, ǫ) is a smooth hypersurface and is the boundary
of cl(Vf (Σ, ǫ)) and for each q ∈ Cf (Σ, ǫ), TqCf (Σ, ǫ) = [∇f(q)]⊥. If the decreasing sequence
dM (Vf (Σ, ǫ)) converges to 0 when ǫ→ 0, where dM is the Lebesgue measure of M , then∫
M
d(η(Φ)) = lim
ǫ→0
∫
M∼Vf (Σ,ǫ)
d(η(Φ)) = − lim
ǫ→0
∫
Cf (Σ,ǫ)
η(Φ). (5.68)
In case of Σ is a smooth hypersurface of M , f is smooth on V , and ∇f does not vanish
on Σ, then for ǫ sufficiently small, Cf (Σ, ǫ) is connected, diffeomorphic to Σ, and converges (in
the Lebesgue sense) to Σ and M ∼ Vf (Σ, ǫ) to M when ǫ → 0. To see this let ρ : M → [0, 1]
be a smooth map s.t. ρ values 1 on Vf (Σ, 2r) and zero away from Vf (Σ, 3r) for r sufficiently
small, and let ξt : M → M be the one parameter family of diffeomorphisms generated by the
vector field globally defined on M , Xf = ρ
∇f
‖∇f‖2 . Then, there exist ǫ0, δ > 0 such that ∀|t| < ǫ0
and q ∈ Vf (Σ, δ), ξt(q) ∈ Vf (Σ, 2r), and so ∂∂tf(ξt(q)) = df(ξt(q))( ∂∂tξt(q)) = 1 ([19]). That is
f(ξt(q)) = t+f(ξ0(q)) = t+f(q). In particular ∀0 <ǫ< ǫ0, p ∈ Σ, and q ∈ Cf (Σ, ǫ), f(ξǫ(p)) = ǫ
and f(ξ−ǫ(q)) = 0. This means that ξǫ|Σ :Σ→Cf (Σ, ǫ) is a diffeomorphism with inverse ξ−ǫ. Let
ϑ(ǫ) and ϑ˜(ǫ) be the coefficients of dilatation of ξǫ and ξǫ|Σ. From ξ0(q)=q, ∀q, we easily see that
both ϑ(ǫ)(q)→1, ϑ˜(ǫ)(p)→1, when ǫ→0. Moreover if η(Φ) can be defined as an L1-form along
Σ, then (5.68) = − ∫Σ η(Φ). Unfortunately the case Σ a hypersurface is the least interesting, for,
non J-complex Cayley submanifolds of R8 cannot have C as an analytic hypersurface [12].
A key example is of f = σ the intrinsic distance function to a smooth submanifold Σ of
dimension d, σ(q) = d(q,Σ) = infp∈Σ d(q, p). In this case, ∇f is not well defined at each point
p ∈ Σ, but ‖∇f‖ = 1, everywhere. In fact ∇f it is multivalued, with sublimits all unit normal
vectors to Σ in M . Nevertheless the flow can be smoothly extended to Σ, in all directions of
TpΣ
⊥. We explain as follows. Let NΣ denote the total space of the normal bundle of Σ in TM
and N1Σ the spherical subbundle of the unit orthogonal vectors. For each ǫ > 0 let
Gǫ = {(p,w) ∈ NΣ : p ∈ Σ, w ∈ TpΣ⊥, ‖w‖ < ǫ}, Cǫ = {(p,w) ∈ NΣ : p ∈ Σ, w ∈ TpΣ⊥, ‖w‖ = ǫ}.
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For 0 < ǫ ≤ ǫ0, with ǫ0 sufficiently small, the restriction of the exponential map of M , exp :
Gǫ → M , exp(p,w) = expp(w) defines a diffeomorphism onto Vσ(Σ, ǫ) and exp(Cǫ) = Cσ(Σ, ǫ)
is its boundary. For each w ∈ TpΣ⊥, γ(p,w)(ǫ) = expp(ǫw) is the geodesic normal to Σ, start-
ing at p with initial velocity w ∈ TpΣ⊥. Thus, s(p,w) := σ(exp(p,w)) = ‖w‖, is just the
Euclidean norm in TpΣ
⊥. Since NΣ is the total space of a Riemannian vector bundle, then
it has a natural Riemannian structure such that π : NΣ → Σ is a Riemannian submer-
sion. The volume element V olNΣ for such metric satisfies V olNΣ(p,w) = V olΣ(p) ∧ ds(p,w)
and V olCǫ(p,w) = V olΣ(p) ∧ V olS(p,ǫ)(w), where ǫ = ‖w‖, and S(p, ǫ) is the sphere of TpΣ⊥
of radius ǫ. For each u ∈ N1Σp, ϑ(p,u)(ǫ) = 〈V olNΣ(p, ǫu), exp∗V olM (p, ǫu)〉 is the coeffi-
cient of dilatation that measures the volume distortion by exp in the direction u. It satisfies
ϑ(p,u)(0) = 1. We recall the following (see [11]): (1) ν(q) = ∇σ(q) is the unit outward of C(Σ, ǫ),
(2) ν(γ(p,u)(ǫ)) = γ
′
(p,u)(ǫ), (3) ds ∧ ∗ds and dσ ∧ ∗dσ are the volume elements of NΣ and M
respectively. (4) ∗ds and ∗dσ are the volume elements of each hypersurface Cǫ of NΣ and
C(Σ, ǫ) of M respectively, and exp∗(∗dσ)(p,w) = ϑ(p,w
ǫ
)(ǫ)(∗ds)(p,w), where ǫ = ‖w‖. The set
of sublimits of ∇σ at a point p ∈ Σ is the entire sphere S(p, 1) of TpΣ⊥ and by (1) and (2) for
each u ∈ N1Σ, γ(p,u)(t) is an integral curve of ∇σ smoothly extended at t = 0 by p and initial
velocity u. The map ξ : NΣ → V , ξ(p, tu) = γ(p,u)(t), can be seen as the flow of ∇σ, a vector
field multivalued at Σ.
This example motivates the following. We consider functions f : V → R+0 satisfying the follow-
ing conditions (E-1) and (E-2), that generalizes the case of f = σ. Let Xf =
∇f
‖∇f‖2 and Σ a
smooth closed submanifold of dimension d.
(E-1) f is a nonnegative continuous function with zero set Σ, smooth on V ∼ Σ and with
‖∇f‖ defined ∀p ∈ Σ, giving a positive function of class Cµ on M , and such that {u ∈
TpM : u is a sublimit of
∇f
‖∇f‖ at p } = N1Σp.
Set for p ∈ Σ, c(p) = limq→p ‖∇f(q)‖ > 0. We are considering the sublimits defined through
orthogonal curves to Σ, ρ : [0, 1] → M , such that ρ(]0, 1]) ⊂ V ∼ Σ and ρ(0) ∈ Σ, and exist
u = limt→0 ∇f‖∇f‖ (ρ(t)) ∈ N1Σp. The set EΣp = { uc(p) : u ∈ N1Σp} is just the set of sublimits of
Xf at p. An integral curve γ :]0, b[→ V ∼ Σ of Xf has an end point at 0 converging to Σ with
initial velocity u
c(p) where u ∈ NΣ′p, if ∃ limt→0+ γ(t) = p and ∃ limt→0+ γ′(t) = uc(p) .
(E-2) Xf has an extensible flow to Σ, i.e ∀(p, u) ∈ N1Σ there exist a Cµ+1 curve γ(p,u)(t),
defined ∀t ∈ [0, t0], smooth for t > 0, that satisfies:
(a) for t > 0, γ(p,u)(t) is an integral curve of Xf on V ∼Σ, and γ(p,u)(0) = p, γ′(p,u)(0) = uc(p) .
(b) The flow at Σ, ξ : NΣ → V , defined for (p,w) with ‖w‖ < t0, by ξ(p, 0) = p, ξ(p,w) =
γ(p,u)(ǫ), where u =
w
‖w‖ and ǫ = ‖w‖, is a diffeomorphism of class Cµ+1.
So we have for 0 ≤ ǫ < t0, ξǫ : Cǫ → Cf (Σ, ǫ). The coefficient of dilatation of ξ at (p, ǫu),
ϑ(p,u)(ǫ) = 〈V olNΣ(p, ǫu), (ξ∗V olM )(p, ǫu)〉, satisfies ϑ(p,u)(0) = 1c(p)4−d , as we will see below.
The volume element of Cf (Σ, ǫ) is
∗df
‖∇f‖ , for
∇f
‖∇f‖ is the outward unit. Since
df
‖∇f‖ ∧ ∗df‖∇f‖ is the
volume element of M and ξ∗( df‖∇f‖ )(p, ǫu)(0, u) =
df(γ′
(p,u)
(ǫ))
‖∇f((p,ǫu)‖ =
1
‖∇f(ξ(p,ǫu))‖ , then on T(p,ǫu)Cǫ
we have 1‖∇f(p,ǫu)‖ξ
∗( ∗df‖∇f‖ )(p, ǫu) = ϑ(p,u)(ǫ)V olCǫ = ϑ(p,u)(ǫ) ∗ ds. Therefore, ϑ˜(p,u)(ǫ) :=
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‖∇f(ξ(p, ǫu))‖ϑ(p,u)(ǫ) is the coefficient of dilatation of ξ restricted to Cǫ, and limǫ→0 ϑ˜(p,u)(ǫ) =
c(p)d−3.
From (E-2) we have a coordinate system of class Cµ+1 of Farmi-type. Let O be an open set
of Σ where a coordinate system exist and a d.o.n. frame Ed+1, . . . , E4 of NΣ. Then for each
w ∈ NΣp, w =
∑
d+1≤i≤4 tiEi(p). Define on V
′ the image by ξ of the restriction to O,
x : V ′ → NΣ → R4
ξ(p,w) → (p,∑d+1≤i≤4 tiEi(p)) → (y(p), td+1, . . . , t4)
Thus, for q = ξ(p, ǫu) ∈ Cf (Σ, ǫ), ‖u(p)‖ = 1, u(p) =
∑
1+d≤i≤4 ui(p)Ei(p)
∂if(q) =
{
0 ∀i ≤ d
ui(p) =
xi(q)
f(q) ∀i ≥ d+ 1
(5.69)
Hess f(q)(∂i, ∂j) =
{ −∑s≥d+1 Γsij(q)us(p) if i ≤ d or j ≤ d
1
ǫ
(δij − ui(p)uj(p))−
∑
s≥d+1 Γ
s
ij(q)us(p) if i, j ≥ 1 + d
(5.70)
In fact for s ≤ µ, it is defined a tensor T s ∈ Cµ−s(π−1⊗s TM∗), where π : N1Σ→ O ⊂ Σ, and
s.t. ∃ limǫ→0 ǫs−1∇s∂is ,...,∂i1f (ξ(p, ǫu)) =: T s(p, u)(∂i1(p), . . . , ∂is(p)) where ∇Xf = df(X),
∇kXk,...,X1f = ∇Xk(∇k−1Xk−1,...,X1f)−
∑
k−1≥i≥1∇k−1Xk−1,...,∇XkXi,...,X1f. (5.71)
Recall that T(p,0)NΣ = TpΣ × TpΣ⊥, and from ξ(p, 0) = γ(p,u)(0) = p we get ∀X ∈ TpΣ,
dξ(p,0)(X, 0) = X. Now, if 0 6= h ∈ TpΣ⊥, the curve τ(s) = ξ(p, sh) = γ(p, h
‖h‖
)(‖h‖s) satisfies
τ ′(0) = dξ(p,0)(0, h) = ‖h‖γ′(p, h
‖h‖
)
(0) = h
c(p) . Thus, dξ(p,0)(X,h) = X +
h
c(p) , and so ϑ(p,u)(0) =
(c(p))d−4. So we conclude:
Proposition 5.8. If a continuous function f satisfies (E-1) and (E-2) then for each p ∈ Σ there
exist a Cµ+1 coordinate chart x of M , adapted to Σ, and such that f2 = x2d+1+ . . .+x
2
4 and for
i ≥ d+ 1, Ei(p) = c(p) ∂∂xi (p) is an o.n. basis of TpΣ⊥.
From now on we assume sin θ = f r, with Σ = f−1 = C and f satisfying conditions (E-1)
and (E-2), with µ ≥ r + 1. Set Φ˜ = Φ‖Φ‖ = Φsin θ . Then Φ˜ is an isometry and Φ˜−1 = Ξ˜ := Ξ‖Ξ‖ .
Using a Cµ+1 coordinate chart with µ ≥ r, Φ has a zero of order r at 0 iff Φ(x)‖x‖r−1 → 0 and
Φ(x)
‖x‖r
does not converge to 0 when x→ 0, in other words, Φ ( or equivalently ‖Φ‖) is an O(‖x‖r). This
is equivalent to DsΦ(0) = 0 ∀s ≤ r−1 and DrΦ(0) 6= 0. Thus, at all points p ∈ Σ, r is the order
of the zero of Φ at p. Fix p ∈ Σ and y a coordinate system of Σ with y(p) = 0, and consider x the
corresponding Farmi coordinate system. Let V ′′ = x(V ′) open set of R4 and dx−1 : R4V ′′ → TV ′′,
and an isomorphism τ : NV ′′ → R4V ′′ . Then P = τ ◦Φx−1 ◦ d(x−1) : V ′′ → L(R4;R4) has at 0 a
zero of order r. Thus, for v sufficiently close to 0
P (v) =
1
r!
DrP (0)(v)r +
∫ 1
0
(1− t)r
r!
Dr+1P (tv)(v)r+1dt (5.72)
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where DrP (0)(v)r = τp ◦∇r(d(x−1)(0)(v))rΦ(p) ◦ d(x−1)(0). This term does not vanish for some
v. If we take u =
∑
i≥d+1 tiEi ∈ N1Σp, ǫ small enough, and v = (0, ǫtd+1, . . . , ǫt4), then
x−1(sv) = γ(p,u)(sǫ) and so d(x−1)(tv)(v) = ǫγ′(p,u)(tǫ), d(x
−1)(0)(v) = ǫc(p)−1u. Therefore
Φ(ξ(p, ǫu)) = ǫr(A(ξ(p, ǫu)) + ǫQ(ξ(p, ǫu)))
A(ξ(p, ǫu)) = 1
r!c(p)r τ
−1
ξ(p,ǫu) ◦ τp∇rurΦ(p) ◦ dx−1(0) ◦ dx(ξ(p, ǫu)) of class Cµ
(5.73)
for some Q of class Cµ−r. Let ∇kXk,...,X1Φ(p) be defined as (5.71).
Lemma 5.7. ∀Xi ∈ TpΣ, ∇rXr ,...,X1Φ(p) = 0.
Proof. If X is a vector of TpΣ, we can assume X(p) = γ
′(0) for some curve γ(t) on Σ. Then
∇XΦ(p) = ∇ d
dt
γ−1Φ(0). But γ−1Φ is constantly equal to 0. So if X is a vector field of Σ, ∇XΦ
vanish along Σ. Moreover, ∇sXs,...,X1Φ(p) = 0 for any s ≤ r − 1 and Xi ∈ TpM . If r ≥ 2 and
X,Y ∈ TpΣ, we extend X to a vector field along Σ, and so, ∇2Y,XΦ(p) = ∇Y (∇XΦ)(p) = 0,
that is ∇2Y,XΦ vanish along Σ. This implies that if r ≥ 3, for X,Y,Z vector fields of Σ,
∇3Z,Y,XΦ(p) = ∇Z(∇2Y,XΦ)(p) = 0. The same for any r.
A tensor ς in C∞(NΣ∗ ⊗ (T ∗Σ ⊗ NΣ)) is defined by: if u ∈ TpΣ⊥, X ∈ TpΣ then ς(u)(X) =
(∇uX˜)⊥, where X˜ is any vector field of M with X˜p = X.
Proposition 5.9. ∀(p, u) ∈ N1Σ, ∃ limǫ→0 Φ˜(ξ(p, ǫu)) = 1r!c(p)r∇rurΦ(p) =: Υ˜(p, u), is an isom-
etry. Moreover ∀X ∈ TpΣ, Yi ∈ TpM , ∇rYr−1,...,Y1,XΦ(p) = ∇rYr−1,...,Ys,X,Ys+1,...,Y1Φ(p) = 0, and
∇rur(∇XΦ) = ∇r+1ur ,XΦ(p) + r∇rur−1,ς(u)(X)Φ.
Proof. Φ((ξ(p,ǫu))
ǫr
= Φ˜(ξ(p, ǫu) is an isometry. By (5.73), making ǫ → 0 we conclude that
∀u ∈ N1Σp, Υ˜(p, u) = 1r!c(p)r∇rurΦ(p) is an isometry. Extend X to a local section of TΣ, and
then extend X and Yi to local sections of TM . Recall that ∇sΦ vanish along Σ, ∀s ≤ r − 1.
Then ∇X(∇(r−1)Yr−1,...,Y1Φ)(p) = 0, and
0 = ∇X(∇(r−1)Yr−1,...,Y1Φ)(p) =∇X(∇Yr−1(∇(r−2)Yr−2,...,Y1Φ))(p)
= ∇Yr−1(∇X(∇(r−2)Yr−2,...,Y1Φ))(p) + R¯(Yr−1, X)(∇(r−2)Yr−2,...,Y1Φ(p))
= ∇Yr−1(∇X(∇(r−2)Yr−2,...,Y1Φ))(p) =∇Yr−1(∇X(∇Yr−2(∇(r−3)Yr−3,...,Y1Φ)))(p)
= ∇Yr−1(∇Yr−2(∇X(∇(r−3)Yr−3,...,Y1Φ)) + R¯(Yr−2, X)(∇(r−3)Yr−3,...,Y1Φ))(p)
= ∇Yr−1(∇Yr−2(∇X(∇(r−3)Yr−3,...,Y1Φ)))(p) + R¯(Yr−2, X)(∇Yr−1(∇(r−3)Y(r−3),...,Y1Φ)(p))
= ∇Yr−1(∇Yr−2(∇X(∇(r−3)Yr−3,...,Y1Φ))(p)
and successively, 0 = ∇X(∇(r−1)Yr−1,...,Y1Φ)(p) = ∇rX,Yr−1,...,Y1Φ(p) = ∇(r−1)Yr−1,...,Ys,X,Ys+1,...,Y1Φ(p) =
∇rYr−1,...,Y1(∇XΦ)(p) = ∇rYr−1,...,Y1,XΦ(p). Thus, if r = 2 then ∇2u2(∇XΦ)(p) = ∇3u2,XΦ(p) +
2∇2
u,∇uXΦ(p), and ∇
2
u,∇uXΦ(p) = ∇
2
u,(∇uX)⊥Φ(p) = ∇
2
u,ς(u)(X)Φ(p). The proof for r ≥ 3 is
similar, slightly more complicate.
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Proposition 5.10. ∀X vector field on M and ∀(p, u) ∈ N1Σ, set X⊥u = Xp − g(Xp, u)u.
Then ∃ limǫ→0 ǫ∇XΦ˜(ξ(p, ǫu)) = 1(r−1)!c(p)r−1∇rur−1,X⊥uΦ(p) =: Ψ˜(p, u)(X⊥u). If d ≥ 1 and
Xp ∈ TpΣ and for q near p, X(q)⊥∇f(q) then ∃ limǫ→0∇XΦ˜(ξ(p, ǫu)) = 1r!c(p)r (∇r+1ur,XΦ(p) +
r∇rur−1,ς(u)(X)Φ(p)) =: G˜(p, u)(Xp).
Proof. There exist some Q˜ of class Cµ−r−1, s.t.
∇XΦ(ξ(p, ǫu)) = ǫr−1(B(X, ξ(p, ǫu)) + ǫQ˜(ξ(p, ǫu)))
B(X, ξ(p, ǫu)) = 1
(r−1)!c(p)(r−1) τ
−1
ξ(p,ǫu)
◦ τp∇ru(r−1),XΦ(p) ◦ dx−1(0) ◦ dx(ξ(p, ǫu)).
(5.74)
Thus
lim
ǫ→0
ǫ∇XΦ˜(ξ(p, ǫu)) = lim
ǫ→0
ǫ−r+1∇XΦ(ξ(p, ǫu)) − rg(∇f(ξ(p, ǫu)),X)Φ˜(ξ(p, ǫu))
= lim
ǫ→0
B(X, ξ(p, ǫu)) + ǫQ˜(ξ(p, ǫu)) − rg(∇f(ξ(p, ǫu)),X)Φ˜(ξ(p, ǫu))
=
1
(r − 1)!c(p)(r−1)∇
r
u(r−1),XΦ(p)−
1
(r − 1)!c(p)r−1 g(u,X)∇
r
urΦ(p)
=
1
(r − 1)!c(p)(r−1)∇
r
u(r−1),X⊥uΦ(p).
If Xp ∈ TpΣ then by Prop. 5.9, B(X, ξ(p, ǫu)) = 0, and ∇XΦ(ξ(p, ǫu)) = ǫrQ˜(ξ(p, ǫu)), and
limǫ→0 Q˜(ξ(p, ǫu)) = 1r!c(p)r∇rur(∇XΦ)(p). Set X = ∂i where i ≤ d. By (5.69) those vector
fields span exactly the ones that are orthogonal to ∇f at ξ(p, ǫu). Note that Xp = ∂∂yi (p).
Hence, by Prop.5.9, limǫ→0∇XΦ˜(ξ(p, ǫu)) = limǫ→0 ǫ−r∇XΦ(ξ(p, ǫu)) = 1r!c(p)r∇rur(∇XΦ)(p) =
G˜(p, u)(Xp).
Therefore if Xp⊥u,
lim
ǫ→0
ǫΦ˜−1∇XΦ˜(ξ(p, ǫu)) = Υ˜(p, u)−1Ψ˜(p, u)(Xp) = rc(p)(∇rurΦ(p))
−1
◦
(
∇ru(r−1),XΦ(p)
)
, (5.75)
and if X ∈ TpΣ and X(q)⊥∇f(q) for q near p,
lim
ǫ→0
Φ˜−1∇XΦ˜(ξ(p, ǫu)) = Υ˜(p, u)−1G˜(p, u)(Xp) = (∇rurΦ(p))
−1
◦
(
∇r+1ur ,XΦ(p) + r∇rur−1,ς(u)(X)Φ(p)
)
.
(5.76)
We can write Φ = sin θ Φ˜ where Φ˜ : TM → NM is an isometry, away from Σ. More generally,
Lemma 5.8. If V is an open set containing Σ, and on V ∼ Σ Φ = ζrΦ˜, where Φ˜ is a section
of TM∗⊗NM defined on V ∼ Σ and ζ : V ∼ Σ→ R+0 some function , then where ζ and Φ˜ are
differentiable and do not vanish, η(Φ) = η(Φ˜)
Proof. Φ˜ : TM → NM is a conformal morphism. So (5.13) holds for Φ˜ with ϕ˜ = log(‖Φ˜‖24 ). and
Φ−1∇XΦ = rd log ζ(X)IdTM + Φ˜−1∇XΦ˜
Φ(R⊥) = Φ˜(R⊥), b(Φ(R⊥)) = b(Φ˜(R⊥)) = Φ˜−1d2Φ˜
d2Φ = ζrd2Φ˜, d(Φ−1dΦ) = d(Φ˜−1dΦ˜)
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The last two equalities are proved using the symmetry of Hess log ζ. Now
〈IdTM , Φ˜(R⊥)(Y,Z)〉 =∑iζ−rh−1g(Φ˜(ei), R⊥(Y,Z)(Φ˜(ei))) = 0,
〈IdTM , RM (Y,Z)〉 =∑ig(ei, RM (Y,Z)(ei)) = 0,
[(rd log ζ(·)IdTM + Φ˜−1∇Φ˜), (rd log ζ(·)Id+ Φ˜−1∇Φ˜)] = [Φ˜−1∇Φ˜, Φ˜−1∇Φ˜].
Thus, η(Φ) = η(Φ˜)− r12ǫ〈(dζ(·)IdTM ) ∧ [Φ˜−1∇Φ˜, Φ˜−1∇Φ˜]〉. Moreover
〈(dζ(·)IdTM ) ∧ [Φ˜−1∇Φ˜, Φ˜−1∇Φ˜]〉(X,Y,Z) =
= +
X,Y, Z
ζX〈Id, Φ˜−1∇Y Φ˜ ◦ Φ˜−1∇ZΦ˜− Φ˜−1∇ZΦ˜ ◦ Φ˜−1∇Y Φ˜〉
= +
X,Y, Z
∑
i ζXg(ei, Φ˜
−1∇Y Φ˜(Φ˜−1∇ZΦ˜(ei)))− ζXg(ei, Φ˜−1∇ZΦ˜(Φ˜−1∇Y Φ˜))
= +
X,Y, Z
∑
i − ζXg(Φ˜−1∇Y Φ˜(ei), Φ˜−1∇ZΦ˜(ei))) + ζX ϕ˜Y g(ei, Φ˜−1∇ZΦ˜(ei))
+
X,Y, Z
∑
i + ζXgΦ˜
−1∇ZΦ˜(ei), Φ˜−1∇Y Φ˜(ei)))− ζX ϕ˜Zg(ei, Φ˜−1∇Y Φ˜(ei))
= 2ζX ϕ˜Y ϕ˜Z − 2ζX ϕ˜Z ϕ˜Y = 0
Thus, η(Φ) = η(Φ˜). .
Proof of Corollary 1.1. For simplicity of notation we assume Σi = Σ. By (1.6) of Theorem 1.1
and by Lemma 5.8 we have
p1(
∧2
−NM)[M ]− p1(
∧2
−TM)[M ] =
∫
M
dη(Φ) = − lim
ǫ→0
∫
Cf (Σ,ǫ)
η(Φ) = − lim
ǫ→0
∫
Cf (Σ,ǫ)
η(Φ˜)
Now∫
Cf (Σ,ǫ)
η(Φ˜) =
∫
C(Σ,ǫ)
1
‖∇f‖2 〈η(Φ˜)(q), ∗df(q)〉 ∗ df(q) =
∫
Cǫ
ξ∗(
1
‖∇f‖2 〈η(Φ˜), ∗df〉 ∗ df)(p,w)
=
∫
Cǫ
1
‖∇f(ξ(p,w))‖〈η(Φ˜)(ξ(p,w)), ∗df(ξ(p,w)))〉ϑ(p,wǫ )(ǫ)(∗ds)(p,w)
=
∫
Σ
(
∫
S(p,ǫ)
1
‖∇f(ξ(p,w))‖〈η(Φ˜)(ξ(p,w)), ∗df(ξ(p,w))〉ϑ(p,wǫ )(ǫ)dS(p,ǫ)(w))dΣ(p)
=
∫
Σ
(
∫
S(p,1)
1
‖∇f(ξ(p, ǫu))‖〈η(Φ˜)(ξ(p, ǫu)), ∗df(ξ(p, ǫu))〉ϑ(p,u)(ǫ)ǫ
3−ddS(p,1)(u))dΣ(p)
and 1‖∇f(ξ(p,ǫu))‖〈η(Φ˜)(ξ(p, ǫu)), ∗df(ξ(p, ǫu))〉 = η(Φ˜)(ξ(p, ǫu))(e2, e3, e4), where ei ∈ T(ξ(p,ǫu))Cf (Σ, ǫ)
is a d.o.n. frame. We take e1 :=
∇f(ξ(p,ǫu))
‖∇f(ξ(p,ǫu)‖ the outward unit of Cf (Σ, ǫ) at ξ(p, ǫu), and so
e2 ∧ e3 ∧ e4 = ∗∇f(ξ(p,ǫu))‖∇f(ξ(p,ǫu))‖ , giving ei a d.o.n. basis of Tξ(p,ǫu)M . Then
∫
Cf (Σ,ǫ)
η(Φ˜) =
∫
Σ
(∫
S(p,1)
η(Φ˜)
( ∗∇f(ξ(p, ǫu))
‖∇f(ξ(p, ǫu))‖
)
ϑ(p,u)(ǫ)ǫ
3−ddS(p,1)(u)
)
dΣ(p) (5.77)
But ∇f‖∇f‖2 (ξ(p, ǫu)) = γ
′
(p,u)(ǫ) where γ(p,u)(ǫ) = ξ(p, ǫu). Then
∗∇f(ξ(p,ǫu))
‖∇f(ξ(p,ǫu))‖ converges to ∗u
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when ǫ→ 0. Recall that ϑ(p, u)(0) = 1
c(p)4−d
. Now, from Propositions 5.9 and 5.10,
if d = 2 lim
ǫ→0
ǫ〈Φ˜−1∇Φ˜(ξ(p, ǫu)) ∧ (Φ˜(R⊥) +RM )(ξ(p, ǫu))〉 =
= 〈Υ˜(p, u)−1Ψ˜(p, u) ∧ (Υ˜(p, u)(R⊥(p)) +RM (p))〉
if d = 0 lim
ǫ→0
ǫ3〈Φ˜−1∇Φ˜(ξ(p, ǫu)) ∧ [Φ˜−1∇Φ˜(ξ(p, ǫu)), Φ˜−1∇Φ˜(ξ(p, ǫu))]〉 =
= 〈Υ˜(p, u)−1Ψ˜(p, u) ∧ [Υ˜(p, u)−1Ψ˜(p, u), Υ˜(p, u)−1Ψ˜(p, u)]〉
Now if d ≥ 1, ∗∇f(ξ(p,ǫu))‖∇f(ξ(p,ǫu))‖ = X1 ∧ X2 ∧ X3 with Xi⊥∇f(ξ(p, ǫu). By (5.69), we may take
X1, . . . ,Xd an o.n. basis of span{∂i, i ≤ d}. Note that for i ≤ d, limǫ→0 ∂i(ξ(p, ǫu)) = ∂∂yi (p) ∈
TpΣ. This implies by Prop. 5.9, if d = 3
lim
ǫ→0
ǫ3−d〈Φ˜−1∇Φ˜(ξ(p, ǫu)) ∧ [Φ˜−1∇Φ˜(ξ(p, ǫu)), Φ˜−1∇Φ˜(ξ(p, ǫu))]〉(∗∇f(ξ(p, ǫu))‖∇f(ξ(p, ǫu)) ) =
= 〈Υ˜(p, u)−1G˜(p, u) ∧ [Υ˜(p, u)−1G˜(p, u), Υ˜(p, u)−1G˜(p, u)]〉
If d = 2 or d = 1 we get similar expressions, noting for example that if d = 1, Ψ˜(p, u)(X1) = 0
(see Prop.5.10), and so
〈G˜(p, u)(X1), [Ψ˜(p, u)(X2), Ψ˜(p, u)(X3)]〉 = 〈G˜(p, u) ∧ [Ψ˜(p, u), Ψ˜(p, u)]〉(X1,X2,X3).
Using (5.73) and (5.74) we see that η(Φ) = η(Φ˜) is bounded by an L1 form on N1Σ, and so we
can apply the dominate convergence theorem to interchange
∫
with limǫ→0 in (5.80), and the
expression of Corollary 1.1 is proved .
Remark. For any symmetric tensor S ∈ C∞(TM∗⊗TM , 〈S ∧ [Φ−1∇Φ,Φ−1∇Φ]〉 = 0. Thus the
condition of 〈Φ−1∇Φ ∧ [Φ−1∇Φ,Φ−1∇Φ]〉 = 0 is a quite weaker condition then Φ−1∇XΦ to be
symmetric, for each vector field X. In this case, if di 6= 2 ∀i then p1(∧2−NM) = p1(∧2−TM).
6 J-Ka¨hler submanifolds
Assume M is a Ka¨hler submanifold of N . If E is a rank-4 Hermitian vector bundle over M
with a complex structure JE and a unitary connection ∇E , the curvature is JE-invariant. Let
B = (E1, E2 = J
EE1, E3, E4 = J
EE3) be a local o.n. frame of E, and Ξ
+
s defined as J
B
s in
(3.14), and Ξ−s defined in the same way, but replacing E4 by −E4. Let c1(E) and c2(E) be the
first and the second Chern classes of E. Then
2πc1(E) = R
E(Ξ+1 ) R
E(Ξ+s ) = 0 for s = 2, 3. (6.1)
c2(E) = X (E) p1(E) = −c2(Ec) = −2c2(E) + c1(E)2 (6.2)
If E = TM we denote JE by J , Ei by ei, and Ξ
±
s by Λ
±
s . Then 2πc1(M)(X,Y ) = Ricci
M (JX, Y ) =
RM (Λ+1 ,X ∧ Y ) = RM (X ∧ Y,Λ+1 ). The first equation (6.1) implies that c1(E) = 0 iff
∧2
+E is
flat. We also recall that (see e.g. [6])
X (E) = 1
8π2
(‖(RE)++‖2 − ‖(RE)+−‖2 − ‖(RE)−+‖2 + ‖(RE)−−‖2)V olM (6.3)
p1(E) =
1
4π2
(‖(RE)++‖2 + ‖(RE)+−‖2 − ‖(RE)−+‖2 − ‖(RE)−−‖2)V olM (6.4)
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Since M is Ka¨hler , NM is a Hermitian vector bundle and ∇⊥ is a unitary connection, and
F ∗c1(N) = c1(M) + c1(NM) F
∗c2(N) = c2(M) + c1(M) ∧ c1(NM) + c2(NM)(6.5)
p1(M) + 2X (M) = c1(M)2 p1(NM) + 2X (NM) = c1(NM)2 (6.6)
p1(M)− 2X (M) = c1(M)2 − 4c2(M) p1(NM)− 2X (NM) = c1(NM)2 − 4c2(NM) (6.7)
We define for U, V ∈ NMp, X,Y ∈ TpM
Ricci⊥(U ∧ V ) = R⊥(Λ+1 , U ∧ V ), Ricci⊥(X ∧ Y ) = R⊥(X ∧ Y,Ξ+1 ) = 2πc1(NM) (6.8)
Lemma 6.1. If M is a Ka¨hler submanifold of N , then
(1) (‖(R⊥)++‖2 − ‖(R⊥)−+‖2) = 12Ricci⊥ ∧Ricci⊥(E1, E2, E3, E4)
(‖(R⊥)++‖2 − ‖(R⊥)+−‖2) = 12Ricci⊥ ∧Ricci⊥(e1, e2, e3, e4).
(2) p1(
∧2
+NM) =
1
4π2
Ricci⊥ ∧Ricci⊥(E1, E2, E3, E4)VolM = 14π2Ricci⊥ ∧Ricci⊥.
(3) ‖(R⊥)+−‖ = ‖(R⊥)−+‖ and ‖(R∧
2
−NM )+‖ = ‖(R∧2+NM )−‖.
If we replace R⊥ by RM the same equalities holds.
Proof. (1) Using (6.1)
4(‖R⊥++‖2 − ‖R⊥
−
+‖2) =
∑
ts(R
⊥
Ξ+s
(Λ+t ))
2 − (R⊥
Ξ−s
(Λ+t ))
2
= (Ricci⊥(Ξ+1 ))
2 − 2(Ricci⊥(Ξ−1 ))
2 − 2(Ricci⊥(Ξ−2 ))
2 − 2(Ricci⊥(Ξ−3 ))
2
= (Ricci⊥(E1 ∧ JE1) +Ricci⊥(E3, JE3))
2 − (Ricci⊥(E1 ∧ JE1)−Ricci⊥(E3 ∧ JE3))
2
−(Ricci⊥(E1 ∧ E3) +Ricci⊥(JE1 ∧ JE3))
2 − (Ricci⊥(E1 ∧ E4) +Ricci⊥(JE1 ∧ JE4))
2
= 4(Ricci⊥(E1 ∧ JE1)Ricci⊥(E3 ∧ JE3)− (Ricci⊥(E1 ∧ E3))2 − (Ricci(E1 ∧ E4))2)
= 2(Ricci⊥(E1 ∧ JE1)Ricci⊥(E3 ∧ JE3)−Ricci⊥(E1 ∧ E3)Ricci⊥(E2 ∧E4)
+Ricci⊥(E1 ∧E4)Ricci⊥(E2 ∧ E3))
= 4Ricci⊥ ∧Ricci⊥(E1, E2, E3, E4)
Similar for the second equality. From (6.3),(6.4), (1) and (5.1), p1(
∧2
+NM) =
1
2π2
(‖(R⊥)++‖2 −
‖(R⊥)−+‖2)Vol = 14π2Ricci⊥∧Ricci⊥(E1, E2, E3, E4)Vol. But on the other hand by (6.7) and (6.8)
p1(
∧2
+NM) = c
2
1(NM) =
1
4π2
Ricci⊥∧Ricci⊥. Thus Ricci⊥∧Ricci⊥(E1, E2, E3, E4) = Ricci⊥∧
Ricci⊥(e1, e2, e3, e4). So we have obtained (2). (3) Follows immediately from (1), (2) and that
denoting by {1, 2, 3} = {Ξ±1 ,Ξ±2 ,Ξ±3 }, one has (R
∧2+
ab )
+ = ǫ
√
2(RE)+
Ξ+c
, (R
∧2+
ab )
− = ǫ
√
2(RE)−
Ξ+c
,
(R
∧2−
ab )
+ = ǫ
√
2(RE)+
Ξ−c
, (R
∧2−
ab )
− = ǫ
√
2(RE)−
Ξ−c
, where {a, b, c} is a permutation of {1, 2, 3} of
signature ǫ.
Proposition 6.1. If M is a complex submanifold of N , and c1(N) = 0, then:
(1) p1(
∧2
+NM) = p1(
∧2
+TM).
(2) p1(
∧2
−NM)− p1(
∧2
−TM) = 4(−F ∗c2(N) + 2c2(M)− c1(M)2).
(3) If c1(M) = 0, then both
∧2
+ TM and
∧2
+NM are flat and both
∧2
− TM and
∧2
−NM are
anti-self-dual. Moreover, X (M) ≥ 0 (resp. X (NM) ≥ 0) with equality to zero iff M (resp.
NM) is flat. Furthermore, F ∗c2(N)[M ] ≥ 0 with equality to zero iff M and NM are flat.
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Proof. From (6.5), if c1(N) = 0 then c1(M) = −c1(NM) and so by (6.6) p1(
∧2
+NM) =
p1(
∧2
+ TM). Now p1(
∧2
−NM)− p1(
∧2
− TM) = −4X (NM)+4X (M) = −4(c2(NM)+4c2(M).
(6.5) gives the first equality in (2). Now we assume c1(M) = 0. Since 0 = F
∗c1(N) = c1(M) +
c1(NM) along M , then c1(NM) = 0, and both
∧2
+ TM and
∧2
+NM are flat. By Lemma
6.1(3) (R∧
2
−NM )+ = (R∧
2
−TM)+ = 0, and so
∧2
−NM and
∧2
− TM are anti-selfdual. From
(6.8) Ricci⊥ = 0, and since (R⊥)(Ξ+s ) = 0 ∀s = 1, 2, 3, then (R⊥)−+ = (R⊥)++ = 0. From
Lemma 6.1(3) we get (R⊥)+− = 0 as well. The same holds for R
M . The final statement is a
consequence of the previous ones and that by (6.3)(6.4), with E = TM or NM , −p1(E) =
2X (E) = 14π2
∫
M
‖(RE)−−‖2.
Remark. Part of Prop.6.1 (4) is a particular case of some results in [15] and in [4].
7 I-Ka¨hler submanifolds
In subsection 3.2 we saw that if N is an HK manifold of complex dimension 4 and M is an
I-Ka¨hler submanifold, then the zero set Σ of F ∗ωJ is the zero set of a globally defined I-
holomorphic (2,0)-form ϕ on M . Thus, Σ is a locally finite union of irreducible I-complex
hypersurfaces Σi, and ϕ vanish to order ai along Σi. Since 2 cos
2 θ = ‖F ∗ωJ‖2 = 2‖ϕ‖2, cos θ
vanish to homogeneous order ai along Σi. D =
∑
i aiΣi is a divisor of ϕ, and for any closed
2-form φ of M ∫
M
− i
π
∂∂¯ log ‖ϕ‖ ∧ φ =
∫
D
φ. (7.1)
Proof of Proposition 1.1 By Theorem 3.1 we have −i∂∂¯ log ‖ϕ‖ ∧ ωI = Ricci(I(·), ·) ∧ ωI =
1
2
sMV olM . If we take in (7.1) φ = ωI , we get
1
π
κ2(M) =
∫
D
ωI =
∑
i ai
∫
Σi
ωI .
If I does not exist globally on M , we still can obtain a residue formula under some con-
ditions. In [25] we introduced the notion of controlled zero set for a function on M with
zero set a submanifold Σ. For each (p, u) ∈ N1Σ define 1 ≤ κ(p, u) ≤ +∞ the order of
the zero of ϕ(p,u)(r) = cos
2 θ(expp(ru)) at r = 0. We will say that cos
2 θ has a controlled
zero set if there exist a nonnegative integrable function f : N1Σ → [0,+∞] and r0 > 0 s.t.
sup0<r<r0 |r ddr log(ϕ(p,u)(r))| ≤ f(p, u) a.e. (p, u) ∈ N1Σ. For each p ∈ Σ, S(p, 1) denotes the
unit sphere of TpΣ
⊥ and σd′ its volume. The function κ˜(p) = 1σd′
∫
S(p,1) κ(p, u)dS(p,1)u is the
average order of the zero p of cos2 θ, in the normal direction. Next proposition has a very similar
proof to the one of Theorem 1.2 of [25], so we omit it.
Proposition 7.1. Assume (N,J, g) is Ricci-flat KE and M is I-Ka¨hler, closed, and Σ is a
finite disjoint union of closed submanifolds Σi with dimension di ≤ 2 and let
⋃
γ kiγ be the range
set of κ on N1Σi and define N1Σγi = κ
−1(kiγ). If κ is bounded a.e. and cos θ has controlled zero
set, then
k2(M) = −
∑
i:di=2
π
∫
Σi
κ˜(p)V olΣi = − 12
∑
i:di=2
∑
γ
kiγ V olN1Σi(N
1Σγi ).
As a consequence we have got a removable high rank singularity theorem:
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Corollary 7.1. In the conditions of Prop.7.1, k2(M) ≤ 0, with equality to zero iff Σi = 0
∀i : di = 2.
Now we prove
Proposition 7.2. Let M be closed Cayley submanifold of a Ricci-flat Ka¨hler-Einstein 4-fold
(N,J, g), that is not J-complex neither J-Lagrangian but it is I-Ka¨hler on a open dense set U
of M ∼ L. Then
(1) ∀p ≥ 1, ∫
M
cos2p θsMVolM ≤ 0 . Consequently, sM ≥ 0 iff sM = 0. If that is the case then
cos θ is constant.
(2) If M is immersed without J-Lagrangian points, then 2κ2(M) =
∫
M
sMVolM = 0.
Proof. From (3.20) ∆ cos2p θ = p cos2p θsM+4p2 cos2p−2 ‖∇ cos θ‖2. Integration and Stokes gives
the inequalities in (1). If sM ≥ 0 and since the set of J-Lagrangian points has empty interior,
(1) implies sM = 0, and so ∆ cos2p θ ≥ 0. Thus, cos θ is constant. Integration of (3.20) under
the assumption of L = ∅ proves (2).
Corollary 7.2. If M is a closed I-complex 4-submanifold of an HK manifold (N, I, J,K, g) of
real dimension 8, and if sM > 0, then M is a totally complex submanifold.
Proof. Quaternionic submanifolds are HK, and so Ricci-flat, what is not possible. If we assume
M is not totally complex, by Proposition 7.1 sM should vanish.
Proposition 7.3. If M is a closed I-complex 4-submanifold of an HK manifold (N, I, J,K, g)
of real dimension 8, at quaternionic points sM ≤ 0.
Proof. Quaternionic points are maximum points of cos θ. Thus, by (3.20) sM ≤ 0.
Proposition 7.4. Let M be a Cayley submanifold of a Ricci flat KE 8-manifold (N,J, g), that
is neither J-complex nor J-Lagrangian and it is a I-Ka¨hler on a open set O of M . If cos θ is
constant on O then (M, I, Jω , IJω) is HK on O.
Proof. Since cos θ is constant on O, by Prop.3.6, Jω is Ka¨hler on O, and so, M is HK on O.
The following proposition was already announced in [2] and can be also seen as a corollary of
the above propositions:
Theorem 7.1. ([2]) If M is a closed I-complex 4-submanifold of an HK manifold (N, I, J,K, g)
of real dimension 8, and M is neither a quaternionic nor a totally complex submanifold, then
the following assertions are equivalent to each other:
(a) sM = 0
(b) cos θJ is constant
(c) (M, I, JωJ , JωK , g) is HK
(d) the quaternionic angle of M is constant.
Remark. (b) implies (a) and (c) , and (b)⇐⇒ (c)⇐⇒(d) do not need compactness of M . The
proof (d) ⇐⇒ (b) is shown in [2]. In [1] we can find related results.
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8 Cayley submanifolds of R8
8.1 Complex Cayley graphs
We consider R8 = R4 × R4, with the euclidean metric g0 ( in R4, and so in R8). The set of
g-orthogonal complex structures of R8 has two connected components. Let us fix J0 given by
J0(X,Y ) = (−Y,X), and denote by ω0 the Ka¨hler form . If f : R4 → R4 is a smooth map, the
graph of f is the map Γf : R
4 → R8, Γf (x) = (x, f(x)). In [7] we compute the Ka¨hler angles
of Γf with respect to J0. Let gM be the the graph metric on R
4, gM = (Γf )
∗g0. Note that
Γ∗fω0(X,Y ) = g0(−df(X) + df t(X), Y ), where g0 is w.r.t. R4. Using the musical isomorphism
w.r.t. the Euclidean metric g0 on R
4 we have gM = Id + df
t ◦ df and Γ∗fω0 = −df + df t. The
metric gM is complete if f is defined on all R
4. The solutions of
det(Γ∗fω0 − λgM ) = 0 (8.1)
are pure imaginary, and λ2 = − cos2 θα give the Ka¨hler angles. We can compute explicitly (8.1).
Set f(x, y, z, w) = (u, v, s, t). Then
df =


∂u
∂x
∂u
∂y
∂u
∂z
∂u
∂w
∂v
∂x
∂v
∂y
∂v
∂z
∂v
∂w
∂s
∂x
∂s
∂y
∂s
∂z
∂s
∂w
∂t
∂x
∂t
∂y
∂t
∂z
∂t
∂w


Now define
A = −∂u
∂y
+ ∂v
∂x
B = ∂s
∂x
− ∂u
∂z
C = ∂t
∂x
− ∂u
∂w
D = ∂s
∂y
− ∂v
∂z
E = ∂t
∂y
− ∂v
∂w
F = ∂t
∂z
− ∂s
∂w
l = 〈∂f
∂y
, ∂f
∂w
〉 m = 〈∂f
∂z
, ∂f
∂w
〉 p = 〈∂f
∂x
, ∂f
∂y
〉 q = 〈∂f
∂x
, ∂f
∂z
〉 r = 〈∂f
∂x
, ∂f
∂w
〉 k = 〈∂f
∂y
, ∂f
∂z
〉
h = (1+‖∂f
∂x
‖2) o = (1+‖∂f
∂y
‖2) d = (1+‖∂f
∂z
‖2) n = (1+‖ ∂f
∂w
‖2)
A = 2hlkm+ hodn − h(dl2 + om2 + nk2) + p2(−dn+m2) + q2(l2 − no) + r2(−od+ k2)
+2qm(−lp+ or) + 2pr(−mk + dl) + 2qk(pn− rl)
B = 2DE(qr − hm) + 2BE(−rk + pm) + 2BD(lr − np) + 2CE(−dp + qr)
+2AE(dr − qm) + 2CF (−oq + pk) + 2CB(−om+ kl) + 2DF (−rp+ hl)
+2AF (−rk + ql) + 2AD(−rm+ nq) + 2AC(−dl +mk) + 2AB(ml − nk)
+2CD(−ql +mp) + 2FE(qp − kh) + 2FB(or − pl) + E2(dh− q2)
+B2(no− l2) + o(hF 2 + dC2) + n(hD2 + dA2)− c2k2 − r2D2 −m2A2 − p2F 2
D = (AF −BE + CD)2.
The Ka¨hler angles of Γf are the solutions of (8.1) for −λ2 = µ = cos2 θ what explicitly reads
µ2A − µB + D = 0. Thus Γf has e.k.a. iff A 6= 0 and B2 = 4AD, and in this case cos2 θ =
B
2A =
√
D
A , or A = 0 and in this case cos2 θ = DB . We can find a very large family of Cayley
submanifolds M in a hyper-Ka¨hler ambient space N by taking two different complex structures
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Jx, Jy , and considering M Jx-complex and N Jy-complex, where x, y are any elements of S
2.
Those submanifolds are automatically minimal, and the expression of the k.a is simplified (see
Prop.3.5). We will restrict ourselves to this case.
If we consider on R4 a g0-orthogonal complex structure Jω, the complex structure (Jω,−Jω)
of R8, (Jω ,−Jω)(X,Y ) = (JωX,−JωY ) is g0-orthogonal and anti-commutes with J0. Then
(J0, (Jω ,−Jω), J0 × (Jω,−Jω)) defines an Hyper- Ka¨hler structure on R8. If f : R4 → R4 is a
Jω-anti-holomorphic map, then the graph of f is a (Jω,−Jω)-complex submanifold of R8. We
consider Jω the complex structure i =
1√
2
(e1∧e2+e3∧e4), where e1, e2, e3, e4 is the canonic basis
of R4 ≡ R4×0 ⊂ R8. Recall that, considering C with the usual complex structure, also denoted
by J0, J0(x, y) = (−y, x), and if f(x, y) = (u, v) : R2 ≡ C → R2 ≡ C then f(x, y) = (u, v) is
anti-holomorphic iff df ◦ J0 = −J0 ◦ df , iff ∂u∂y = ∂v∂x and ∂v∂y = −∂u∂x , that is, iff h(x, y) = (v, u)
is holomorphic. Let f : R4 → R4, f(x, y, z, w) = (s, t, u, v). Then f is anti-i-holomorphic iff
(x, y)→ (u, v), (x, y)→ (s, t), (z, w)→ (u, v) and (z, w)→ (s, t) are anti-holomorphic, iff{
∂u
∂x
= −∂v
∂y
∂u
∂y
= ∂v
∂x
∂u
∂z
= − ∂v
∂w
∂u
∂w
= ∂v
∂z
∂s
∂x
= − ∂t
∂y
∂s
∂y
= ∂t
∂x
∂s
∂z
= − ∂t
∂w
∂s
∂w
= ∂t
∂z
(8.2)
This implies
A = F = 0; B = −E = ∂s
∂x
− ∂u
∂z
; C = D = ∂s
∂y
− ∂u
∂w
; p = 〈∂f
∂x
, ∂f
∂y
〉 = 0; m = 〈∂f
∂z
, ∂f
∂w
〉 = 0;
q = 〈∂f
∂x
, ∂f
∂z
〉 = ∂u
∂x
∂u
∂z
+ ∂u
∂y
∂u
∂w
+ ∂s
∂x
∂s
∂z
+ ∂s
∂y
∂s
∂w
= l = 〈∂f
∂y
, ∂f
∂w
〉
r = 〈∂f
∂x
, ∂f
∂w
〉 = −∂u
∂y
∂u
∂z
− ∂v
∂y
∂v
∂z
− ∂t
∂y
∂t
∂z
− ∂s
∂y
∂s
∂z
= −k = −〈∂f
∂y
, ∂f
∂z
〉
h = (1 + ‖∂f
∂x
‖2) = (1 + ‖∂f
∂y
‖2) = o; d = (1 + ‖∂f
∂z
‖2) = (1 + ‖ ∂f
∂w
‖2) = n
A = (hd− q2 − k2)2 ≥ 1; B = 4BCkq + 2(B2 + C2)(dh− k2 − q2)
D = (B2 + C2)2; cos2 θ = B2+C2
hd−k2−q2 .
Note that, the linear map (u0, v0) : R
4 → C ≡ R2
(u0, v0)(x, y, z, w) = (x+ y + z +w, x − y + z − w) (8.3)
is anti-holomorphic, considering C = R2 and R4 with the complex structures J0 and i = J0×J0,
respectively, or equivalently, (u0, v0) satisfies the first eq. of (8.2)
Proposition 8.1. If f is anti-i-holomorphic and at a point p, r = k = 0 that is, at p, ∂u
∂y
∂u
∂z
−
∂u
∂x
∂u
∂w
= − ∂s
∂y
∂s
∂z
+ ∂s
∂x
∂s
∂w
, then Γf is a minimal submanifold with e.k.a. θ at p given by
cos2 θ =
( ∂s
∂x
− ∂u
∂z
)2 + ( ∂s
∂y
− ∂u
∂w
)2
(1 + ‖∂f
∂x
‖2)(1 + ‖∂f
∂z
‖2)− 〈∂f
∂x
, ∂f
∂z
〉2
Proof. We only have to apply the above formulas, and the fact that since f is anti-i-holomorphic
∂f
∂x
= (∂u
∂x
, ∂u
∂y
, ∂s
∂x
, ∂s
∂y
), ∂f
∂y
= (∂u
∂y
,−∂u
∂x
, ∂s
∂y
,− ∂s
∂x
), ∂f
∂z
= (∂u
∂z
, ∂u
∂w
, ∂s
∂z
, ∂s
∂w
), ∂f
∂w
= ( ∂u
∂w
,−∂u
∂z
, ∂s
∂w
,− ∂s
∂z
)
and so ‖∂f
∂y
‖ = ‖∂f
∂x
‖.
Salavessa–Pereira do Vale 45
Corollary 8.1. If f : R4 → R4 satisfies
∂u
∂x
= −∂v
∂y
= ∂u
∂z
= − ∂v
∂w
∂v
∂x
= ∂u
∂y
= ∂v
∂z
= ∂u
∂w
∂s
∂x
= − ∂t
∂y
= ∂s
∂z
= − ∂t
∂w
∂t
∂x
= ∂s
∂y
= ∂t
∂z
= ∂s
∂w
(8.4)
Then f is in the conditions of Proposition 8.1 at every p ∈ R4, with h = o = d = n and
q = l = ‖∂f
∂x
‖2 = ‖∂f
∂z
‖2 = (∂u
∂x
)2 + (∂u
∂y
)2 + ( ∂s
∂x
)2 + ( ∂s
∂y
)2, and
cos2 θ =
( ∂s
∂x
− ∂u
∂z
)2 + ( ∂s
∂y
− ∂u
∂w
)2
1 + 2((∂u
∂x
)2 + (∂u
∂y
)2 + ( ∂s
∂x
)2 + ( ∂s
∂y
)2)
Γf is a complete Cayley submanifold with no J0-complex points. Furthermore, (
∂s
∂x
− ∂u
∂z
)2 +
( ∂s
∂y
− ∂u
∂w
)2 is bounded iff cos2 θ is bounded by a constant δ < 1.
Proof. Set X = −∂u
∂x
, Y = −∂u
∂y
, a = (B − 2X)2 + (C − 2Y )2 = ( ∂s
∂x
+ ∂u
∂x
)2 + ( ∂s
∂y
+ ∂u
∂y
)2, and
ζ = B2 + C2. Then cos2 θ = ζ1+a+ζ with ζ, a ≥ 0. This function is an increasing function on ζ,
what implies the last assertion.
Remark. For any constants α, β, the map f = (α(u0, v0), β(u0, v0)), where (u0, v0) is given by
(8.3), satisfies the conditions of Corol. 8.1.
The following example of [7] was announced in [20] (we note that in [20] is missing a sequareroot
on the denominator of the expression of cos θ). It is an example on the conditions of Cor.8.1.
Proposition 8.2. ([D-S], [S,1]) Let φ(t) = sin(t), ξ(t) = sinh(t), and
u(x, y, z, w) = φ(x+ z)ξ′(y + w)
v(x, y, z, w) = −φ′(x+ z)ξ(y + w) (8.5)
then:
(a) If f = (u, v, u, v), Γf is a complete minimal Lagrangian submanifold.
(b) If f = (u, v,−u,−v), Γf is a complete Cayley submanifold with e.k.a and
cos θ = 2
√
cos2(x+ z) + sinh2(y + w)
1 + 4(cos2(x+ z) + sinh2(y + w))
(8.6)
Thus Γf has no J0-complex points, but cos θ assume all values of [0, 1[. The set of Lagrangian
points is an infinite discrete family of parallel 2-planes L = ⋃k∈ZR ·(1, 0,−1, 0)⊕R ·(0, 1, 0,−1)+
(0, 0, π2 + kπ, 0).
Proposition 8.3. Let f : R4 → R4 be a map.
(1) A point p0 is a J0-complex point of Γf iff df(p0) : R
4 → R4 is a complex structure of R4.
If that is the case, then it is gM -orthogonal. It is g0-orthogonal iff gM = 2g0.
(2) If Jω is a g0-orthogonal complex structure of R and at a point p0, df(X) = aJω(X) where a is
any nonzero real number, then Γf has e.k.a. at a point p0, with cos θ =
2|a|
1+a2
and Γ∗fω0(X,Y ) =
gM (cos θǫJω(X), Y ), where Jω is also a gM -orthogonal structure on R
4, and ǫ = sign a.
Proof. (1) At p0, Γf is a J0-complex submanifold iff ∀X ∈ R4 ∃Y ∈ R4 s.t. (Y, df(Y )) =
J0(X, df(X)) = (−df(X),X). that is −df(df(X)) = X, but this is equivalent to df(p0) : R4 →
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R
4 to be a complex structure Jω. Now gM (X,Y ) = g0(X,Y ) + g0(Jω(X), Jω(Y )) and so gM is
Jω-Hermitian, or equivalently Jω is gM -orthogonal. Now easily follows that Jω is g0-orthogonal
iff gM = 2g0.
(2) the condition e.k.a, Γfω0 = cos θJω (under a gM -musical isomorphism), means−g0(df(X), Y )+
g0(X, df(Y )) = cos θg0(Jω(X), Y )+ cos θg0(df(JωX), df(Y )) for some JM -orthogonal structure
Jω on R
4. Obviously if df(p0) = aJω with Jω g0-orthogonal, then immediately we verify that
Γf has e.k.a. at p0 with cos θ =
2|a|
1+a2
and Γ∗fω0 = cos θǫJω.
Corollary 8.2. Assume f is anti-i-holomorphic and Γf is at a point p0 a J0-complex subman-
ifold of R8, that is df(p0) = Jω where Jω is a complex structure of R
4, gM -orthogonal. Then i
and Jω anti-commute and are both gM -orthogonal on R
4.
Proof. Let X,Y ∈ R4. From df(p0)(iX) = −idf(p0)(X) we have Jω ◦ i = −i ◦ Jω. That
is, Jω and i anti-commute. Now, at p0 gM (iX, iY ) = g0(iX, iY ) + g0(df(p0)(iX), df(p0)(iY ))
= g0(X,Y ) + g0(−idf(p0)(X),−idf(p0)(Y )) = gM (X,Y ). So i is also gM -orthogonal.
Now we are ready to get examples of non-J0-holomorphic Cayley submanifolds of (R
8, J0, g0)
with J0-complex points, or non-linear Cayley graphs with cos θ ≤ δ < 1.
Consider the complex structure j of R4 j = 1√
2
(e1 ∧ e3 − e2 ∧ e4). Then ji = −ij, so j can be
seen as a (linear) anti-i-holomorphic map of R4, j(x, y, z, w) = (−z, w, x,−y) (with dj(p) = j
∀p = (x, y, z, w)).
Proposition 8.4. Let f˜ : R4 → R4 be any anti-i-holomorphic with df˜(0) = 0. Then f : R4 →
R
4, f = j + f˜ is s.t. its graph defines a Cayley submanifold of R8 with a J0-complex point 0.
Proof. Since df(0) = j, by proposition 8.3(1) the tangent space of Γf is at 0 a J0-complex
subspace of R8.
Corollary 8.3. (1) f(x, y, z, w) = j(x, y, z, w) + (x2 − y2,−2xy, z2 − w2,−2zw) defines a non
J0-holomorphic Cayley submanifold of R
8 with only one J0-complex point, namely at 0.
(2) f(x, y, z, w) = j(x, y, z, w) + (x2 − y2,−2xy, 0, 0) defines a non J0-holomorphic Cayley sub-
manifold of R8 with set of J0-complex point C = R2 × {(0, 0)}.
Proof. (1) From previous proposition 0 is a J0-complex point. If p = (x, y, z, w) is a J0-complex
point of Γf , then df(p) = j + ξ, with (j + ξ)
2 = −Id, where
ξ = (2xe1∗ − 2ye2∗,−2ye1∗ − 2xe2∗, 2ze3∗ − 2we4∗,−2we3∗ − 2ze4∗)
From −Id = (j + ξ)2 = j2 + jξ + ξj + ξ2 = −Id+ jξ + ξj + ξ2, we should have jξ + ξj = −ξ2.
But ξ2 = 4(x2 + y2)(e1∗ ⊗ e1 + e2∗ ⊗ e2) + 4(z2 + w2)(e3∗ ⊗ e3 + e4∗ ⊗ e4) and (jξ + ξj)(e1) =
2(x+ z)e3+2(y−w)e4, (jξ + ξj)(e3) = −2(x+ z)e1 +2(y−w)e2, and so jξ + ξj = −ξ2 is only
possible for p = 0. The case (2) is similar with ξ = (2xe1∗ − 2ye2∗,−2ye1∗ − 2xe2∗, 0, 0).
Proposition 8.5. Let f˜ = f+(α(u0, v0), β(u0, v0)) where f = (u, v, u, v) is given by Prop.8.2(a)
and (u0, v0) by (8.3) and α, β any constants. Then f˜ is anti-i-holomorphic satisfying (8.4), and
cos θ ≤ 2(α2+β2)
1+2(α2+β2)
< 1.
Proof. Use proof of Cor. 8.1 to check the upper bound of cos θ.
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8.2 Coassociative graphs
A coassociative graph is a Cayley graph of a map f : R4 → R3⊂R4 (see [12]). In this case at
each point p, df(p) : R4 → R3⊂R4 cannot be an isomorphism. Thus, by Prop. 8.3 (1) we have:
Corollary 8.4. If Γf is a coassociative graph then it has no J0-complex points.
An example of a coassociative graph given in [12] is the graph of η : R4 → R3 η(x) =
√
5
2‖x‖ x¯ǫx
where the product is the quaternionic product and ǫ is a unit of R3 = ImR4. This is the cone
of the Hopf map from S3 to S2.
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