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ABSTRACT. In this paper, we deal with variational problems with inequality stat$e$
constraints. The theory of conjugate points for these problems is developed, and necessary





subject to $x(\mathrm{O})=A,$ $x(T)=B$ , $x\in W_{1,\infty}^{n}[0, T]$ ,
$g(t, x(t))\leq 0\forall t\in[0, T]$ ,
, $T>0$ $R^{n}$ 2 $A,$ $B$ . $x$
$W_{1,\infty}^{n}[0, T]:=$ { $x$ : $[0,$ $T]arrow R^{n}|x_{i}$ ; , $||x||<\infty$}
$||x||= \max_{t\in[0,T]}||x(t)||+\mathrm{e}\mathrm{s}\mathrm{s}\sup_{t\in[0,T]}||\dot{x}(t)||$ .
, $f$ : $R^{2n+1}arrow R,$ $g:[0, T]\cross R^{n}arrow R^{m}$ 2
, $R^{3}$ 2 $A$ , $B$
, 2 ( 2.1-2.3 ).
, .
, .
(the Simplest Problem) :
$(SP)$ Minimize $\int_{0}^{T}f(t, x(t),\dot{x}(t))dt$
subject to $x(\mathrm{O})=A,$ $x(T)=B$
1 Euler(-Lagrange) (1744) ,
2 ( ) Legendre (1786) . , )
$\bullet$ $\frac{d}{dt}f_{\dot{x}}(t,\overline{x}(t),\overline{x}(t))-f_{x}(t,\overline{x}(t),\overline{x}(t))=0$ $\mathrm{a}.\mathrm{e}$ . $t$ (Euler)
$\bullet$ $f_{\dot{x}\dot{x}}(t,\overline{x}(t),\overline{x}(t))\geq \mathrm{C}\mathrm{a}.\mathrm{e}$ . $t$ ( , Legendre)
1 $(\mathrm{B})_{\text{ }}$ No. 11440033 –
1114 1999 58-66 58
. Legendre . , $\overline{x}(t)$
Euler Legendre
$f_{\dot{x}\dot{x}}(t,\overline{x}(t),\overline{x}t))>0\mathrm{a}.\mathrm{e}$ . $t$ ( )
$\overline{x}(t)$ , Legendre
, Jacobi (1837) ,
( 1.1 ).
. , $\overline{x}(t)$
, (Legendre ) 2 ,
$y(t)\equiv 0$ .
$(AP)$ Minimize $\int_{0}^{T}\{y^{T}\overline{f}_{xx}y+2y^{T}\overline{f}_{x\dot{x}}\dot{y}+\dot{y}^{T}\overline{f}_{\dot{x}\dot{x}}\dot{y}\}dt$






1. 1 $[0, c]$ Jacobi $y(\mathrm{O})=0,$ $y(c)=0$ $y(t)$
, $c\neq 0$ $t=0$ .
1. 1 (Jacobi 1837)
(1) $\overline{x}(T)$ Euler Legendre $(0, T]$ $t=0$
$\overline{x}(t)$





, . Warga ,
, , Zeidan, Zezza[32] [33] [34],
Zeidan[31]. Loewen, Zheng[23], $\mathrm{F}\mathrm{e}\mathrm{r}\mathrm{r}\mathrm{e}\mathrm{i}\mathrm{r}\mathrm{a}$ $8$], Dontchev[7].
, . ,








. , , .
2
, $(\mathrm{V}\mathrm{P})$ Kawasaki, Zeidan $[20|$
. , . ,
, . , $I(t):=\{j :\overline{g}_{j}(t):=g_{j}.(t,\overline{x}(t))=0\}$ .
$\bullet$ $g(\mathrm{O},\overline{x}(0))<0,$ $g(T,\overline{x}(T))<0$
$\bullet$ $\overline{g}_{jx}(t):=g_{jx}(t,\overline{x}(t)),$ $j\in I(t)$ – (- )
, $t=0$ $\lambda$ : $[0, T]arrow R^{m}$ , 2
:








$\overline{g}_{jx}(t)y(t)\leq 0$ if $\overline{g}_{j}(t)=0$ ,
$y\in W_{1,\infty}^{n}$ , $E(t):=(E_{1}(t), \ldots, E_{m}(t))^{T}$ $u_{j}(t):=-\overline{g}_{j}(t)$
$v_{J}’(t):=\overline{g}_{jx}(t)y(t)$ .
$E_{j}(t):=\{$
$\mathrm{m}8\mathrm{X}\{\lim\sup\frac{v_{j}(t_{n})^{2}}{4u_{j}(t_{n})};\{t_{n}\}$ satisfies $(2.1)\}$ , if $t\in T_{j}^{0}$ ,
$0$ if $t\in T_{j}^{1}\backslash T_{j}^{0}$ ,
$-\infty$ otherwise,
60
$T_{j}^{0}:=\{t\in T|\exists_{t_{n}}arrow ts.t$ . $u_{j}(t_{n})>0,$ $- \frac{v_{j}(t_{n})}{u_{j}(T_{n})}arrow+\infty\}$ , (2.1)
$T_{j}^{1}:=\{t\in T|v_{j}(t)=v_{j}(t)=0\}$ .
, $E(t)$ extra term ,
, Kawasaki [16] [17] [18], Ioffe[13] [14], Penot [28], Pal\’es, Zeidan[26][27],
Bonnans, Cominetti, Shapiro[5].
1 .
2. 1 $y\in W_{1,\infty}^{n}[0, T]_{f}\beta\in W_{1,\infty}^{m}[0, T]_{f}$ $d\in R^{n},$ $t=0$
$\mu$ : $[0, T]arrow R^{m}$ Jacobi system .
$(J1)$ $\overline{f}_{\dot{x}x}(t)y(t)+\overline{f}_{\dot{x}\dot{x}}(t)\dot{y}(t)-\int_{0}^{t}\{\overline{f}_{xx}y+\overline{f_{\ovalbox{\tt\small REJECT}\dot{x}}}\dot{y}\}dt-\int_{(0,t]}\{\overline{g}_{xx}yd\lambda+\overline{g}_{x}d\mu\}=d$ a. $e$ . $t$ ,
$(J2)$ $\beta(t)d\lambda(t)=\overline{g}(t)d\mu(t)=0$ ,
$(J3)$ $\overline{g}_{jx}(t)y(t)+\sqrt{-2\overline{g}_{j}(t)}\beta_{j}(t)\leq 0$ if $d\lambda_{j}(t)=0$ ,
$(J4)$ $\overline{g}_{jx}(t)y(t)\underline{<}0$ if $\overline{g}_{j}(t)=0$ ,
$(J5)$ $\overline{g}_{jx}(t)y(t)d\mu_{j}(t)=\overline{g}_{jx}(t)y(t)d\lambda_{j}(t)=0$ ,
$(J6)$ $d\mu_{j}(t)\geq 0$ if $d\lambda_{j}(t)=0$
for all $j=1,$ $\ldots,$ $m$ and $t\in[0, T]$ .
2. 2 $c\in(0, T]$ , $t=0$ Jacobi
system $(J\mathit{1})-(J\mathit{6})$ $[0, c]$ $y(t),$ $\beta(t),$ $d,$ $\mu(t)$ ,
$y(\mathrm{O})=y(c)=0$ and $\beta(c)^{T}\int_{(c,T]}d\lambda=0$ . (2.2)
$\overline{g}_{jx}(c)^{T}\dot{y}(c-\mathrm{O})\geq 0$ if $\overline{g}_{j}(c)=0$ and $d\lambda_{j}(c)=0$ , (2.3)
$\overline{g}_{jx}(c)^{T}\dot{y}(c-\mathrm{O})=0$ if $d\lambda_{j}(c)>0$ , (2.4)
$\dot{y}(c-0)^{T}\overline{f}_{\dot{x}\dot{x}}(c-0)\dot{y}(c-0)>0$ . (2.5)
















3A concise Jacobi system and conjugate points
4 , $\beta(t)$
. .
3. 1 $\overline{x}(t)$ - , $\overline{g}_{j}(t):=g_{j}(t,\overline{x}(t)),$ $j=1,$ $\ldots,$ $m$





(A2) $j$ , $\{t;g_{j}(t,\overline{x}(t))=0\}$ “








, $\sim^{}$ , $(\mathrm{V}\mathrm{P})$
2 .
3. 1 x-( $(VP)$ , $y\in \mathrm{T}l_{1,\infty}^{\gamma n}[0, T]$
, $a\in R^{n}$ $t=0$ $\lambda$ : $[0, T]arrow R^{m}$
, :
$\overline{f}_{\dot{x}}(t)-\int_{0}^{t}\overline{f}_{x}ds-\int_{(0,t]}d\lambda^{T}\overline{g}_{x}=a^{T}$ a. $e$ . $t\in[0, T]$ , (3.1)
$\int_{0}^{T}\{y^{T}\overline{f}_{xx}y+2y^{T}\overline{f}_{x\dot{x}}\dot{y}+\dot{y}^{T}\overline{f}_{\dot{x}\dot{x}}\dot{y}\}dt+\int_{[0,T]}y^{T}(d\lambda^{T}\overline{g})_{xx}y\geq 0$, (3.2)




subject to $y(\mathrm{O})=y(T)=0$ , $y\in W_{1,\infty}^{n}[0,T]$ ,
$\overline{g}_{jx}(t)y(t)\leq 0$ if $d\lambda_{j}(t)=0$ and $\overline{g}_{j}(t)=0$ ,
$\overline{g}_{jx}(t)y(t)=0$ if $d\lambda_{j}(t)>0$ .
– concise Jacobi system .
3. 2 $y\in W_{1,\infty}^{n}[0, T]$ $(CJl)-(CJ\mathit{5})$ concise Jabobi system
. $a\in R^{n}$ $t=0$ $\lambda$ : $[0, T]arrow R^{m}$
, :
$(CJ1)$ $\overline{f}_{\dot{x}x}(t)y(t)+\overline{f}_{\dot{x}\dot{x}}(t)\dot{y}(t)-\int_{0}^{t}\{\overline{f}_{xx}y+\overline{f}_{x\dot{x}}\dot{y}\}dt-\int_{(0,t]}\{\overline{g}_{xx}yd\lambda+\overline{g}_{x}d\mu\}=d$ a. $e$ . $t$ ,
$(CJ2)$ $\overline{g}(t)d\mu(t)=0$ ,
$(CJ3)$ $\overline{g}_{jx}(t)y(t)\leq 0$ if $d\lambda_{j}(t)=0$ and $\overline{g}_{j}(t)=0$ ,
$(CJ4)$ $\overline{g}_{jx}(t)y(t)d\mu_{j}(t)=\overline{g}_{jx}(t)y(t)d\lambda_{j}(t)=0$ ,
$(CJ5)$ $d\mu_{j}(t)\geq 0$ if $d\lambda_{j}(t)=0$
for all $j=1,$ $\ldots,$ $m$ and $t\in[0, T]$ .
3. 3 $c\in(0, T]$ , $y(\mathrm{O})=y(c)=0$ concise Jacobi system $(CJl)-$
$(CJ\mathit{5})$ $[0, c]$ $y\in W_{1,\infty}^{n}[0, T]$ , $t=0$
.
$\overline{g}_{jx}(c)\dot{y}(c-\mathrm{O})\geq 0$ if $\overline{g}_{j}(c)=0$ and $d\lambda_{j}(c)=0$ ,
$\overline{g}_{jx}(c)\dot{y}(c-0)=0$ if $d\lambda_{j}(c)>0$ ,
$\dot{y}(c-0)^{T}\overline{f}_{\dot{x}\dot{x}}(c-0)\dot{y}(c-0)>0$.
3. 2 $c$ $(0, T]$ , $y$ $y(\mathrm{O})=y(c)=0$ COn e Jacobi system
[$0,$ $c|$ . , $y(t)$
$\overline{y}(t):=\{$
$y(t)$ on $[0, c]$ ,
$0$ on $[c,T]$ .
\sim $(_{A}\tilde{4}P)$ , \sim -\acute .
3.2 $\overline{x}(t)$ $(VP)$ , $(0,T)$ $t=0$ .
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