Audio-visual speech enhancement (AV-SE) is the task of improving speech quality and intelligibility in a noisy environment using audio and visual information from a talker. Recently, deep learning techniques have been adopted to solve the AV-SE task in a supervised manner. In this context, the choice of the target, i.e. the quantity to be estimated, and the objective function, which quantifies the quality of this estimate, to be used for training is critical for the performance. This work is the first that presents an experimental study of a range of different targets and objective functions used to train a deeplearning-based AV-SE system. The results show that the approaches that directly estimate a mask perform the best overall in terms of estimated speech quality and intelligibility, although the model that directly estimates the log magnitude spectrum performs as good in terms of estimated speech quality.
INTRODUCTION
Human-human and human-machine interaction that involves speech as a communication form can be affected by acoustical background noise, which may have a strong impact on speech quality and speech intelligibility. The improvement of one or both of these two speech aspects is known as speech enhancement (SE). Traditionally, this problem has been tackled by adopting audio-only SE (AO-SE) techniques [1, 2] . However, speech communication is generally not a unimodal process: visual cues play an important role in speech perception, since they can improve or even alter how phonemes are perceived [3] . This suggests that integrating auditory and visual information can lead to a general improvement in the performance of SE systems. This intuition has lead to the proposal of several audio-visual SE (AV-SE) techniques, e.g. [4] , including deep-learning-based approaches [5] [6] [7] .
When supervised learning-based methods are used either for AV-SE or for AO-SE, the choice of the target and the objective function used to train the model has a crucial impact on the performance of the system. In this paper, training target denotes the desired output of a supervised learning algorithm, e.g. a neural network (NN), while objective function, or cost function, is the function that quantifies how close the algorithm output is to the target. The effect that targets and objective functions have on AO-SE has been investigated in several works [8] [9] [10] . The estimation of a mask, which is used to reconstruct the target speech signal by an element-wise multiplication with a time-frequency (TF) representation of the noisy signal, is usually preferred to a direct estimation of a TF representation of the clean speech signal [11] . The reason is that a mask is easier to estimate [11] , because it is generally smoother than a spectrogram, its values have a narrow dynamic range [8] , and also because a filtering approach is considered less challenging than the synthesis of a clean spectrogram [7] . Since no studies on this matter have been performed in the AV domain, design choices of AV frameworks [6, 7] and their performance [6] are often motivated by the findings in the AO related works. However, these findings may be inappropriate in the AV domain because, especially at very low signal to noise ratios (SNRs), the estimation of the target is mostly driven by the visual component of the speech. Hence, there is a need for a comprehensive study of the role of training targets and cost functions in AV-SE.
The contribution of this paper is two-fold. First, we propose a new taxonomy that unifies the different terminologies used in the literature, from classical statistical model-based schemes to more recent deep-learning-based ones. Furthermore, we present a comparison of several targets and objective functions to understand if a particular training target that performs universally good (across various acoustic situations) exists, and if training targets that are good in the AO domain remain good in the AV domain.
TRAINING TARGETS AND OBJECTIVE FUNCTIONS
Recent works on AO-SE [8, 10, 12 ] make use of different terminologies for the same approaches. Sometimes, this lack of uniformity can be confusing. In this section, we review cost functions and training targets from the AO domain and introduce a new taxonomy for SE, unifying the terminology used for the classical SE optimisation criteria [13, 14] and for the objective functions adopted in the recent deep-learning-based techniques [8, 10] (cf. Table 1 ).
The problem of SE is often formulated as the task of estimating the clean speech signal x(n) given the mixture y(n) = x(n)+d(n), where d(n) is an additive noise signal, and n denotes a discrete-time index. We can formulate the signal model also in the TF domain, as:
, where k indicates the frequency bin index, l denotes the time frame index, and Y (k, l), X(k, l), and D(k, l) are the short-time Fourier transform (STFT) coefficients of the mixture, the clean signal, and the noise, respectively. Since the STFTs' phases do not have a clear structure, their estimation is hard to perform with a NN [15] . Hence, generally, only the magnitude of the clean STFT is estimated, and the clean signal is reconstructed using the phase of Y (k, l) [8, 10] . forward way to estimate the short-time spectral amplitude (STSA) of the clean signal is a direct mapping (DM) approach [12] , in which a NN is trained to output an estimate A k,l that minimises a cost function, e.g. Eq. (1) [13, 16] , with k = 1, . . . , F and l = 1, . . . , T , where F is the number of frequency bins of the spectrum estimated by the NN, and T is the number of time frames.
Since a logarithmic law reflects better the human loudness perception [17] , a cost function that operates in the log spectral amplitude (LSA) domain may be formulated as in Eq. (2) [14, 18] .
To incorporate the fact that the human auditory system is more discriminative at low than at high frequencies [19] , a Mel-scaled spectrum may be defined as A l = BA l , where A l denotes an Fdimensional vector of STFT coefficient magnitudes for time frame l, and B ∈ R Q×F is a matrix, implementing a Mel-spaced filter bank, with Q being the number of the Mel-frequency bins. We denote the q-th coefficient of the Mel-scaled spectrum at frame l of the clean signal as A q,l , and its estimate as A q,l . Then, a cost function in the Mel-scaled spectral amplitude (MSA) domain can be defined as in Eq. (3) [20] .
We can combine the considerations leading to Eqs. (2) and (3) to find an estimate that minimises a cost function in the log Mel-scaled spectral amplitude (LMSA) domain, as in Eq. (4) [5, 21] .
Considering only the STSA of the clean signal for the estimation can lead to an inaccurate complex STFT estimation, since the phase of X(k, l) is, generally, different from the phase of Y (k, l) [11] . For this reason, in [10] , a factor to compensate for the phase mismatch 1 is proposed. The cost function that makes use of a phase sensitive spectral amplitude (PSSA) is defined in Eq. (5), where θ k,l denotes the phase difference between the noisy and the clean signals.
Indirect mapping
An alternative approach is to have a different training target, and perform an indirect mapping (IM) [9, 10, 12] , where a NN is trained to estimate a mask, which is easier to estimate [11] , using an objective function which is defined based on reconstructed spectral amplitudes. The cost functions analogous to Eqs. (1)- (5) are defined in Eqs. (6)- (10), where M k,l is the estimate of the magnitude mask, 1 In [10] a phase compensation factor is used to learn a mask, cf. Eq. (10).
M q,l is the estimate of the Mel-scaled mask, and R q,l is the Melspectrum in frequency subband q and frame l of the noisy signal.
Mask approximation
Since in the IM approach a NN learns a mask, one can also define an objective function directly in the mask domain and perform a mask approximation (MA). In the literature, many different masks have been defined, but in this work we only consider the ideal am-
, and the phase sensitive mask
cos(θ k,l ), because they appear to be the bestperforming and allow us to directly compare with the respective IM versions, cf. Eqs. (6) and (10) . The cost functions are defined in Eqs. (11) and (12) [8, 11] , respectively. While Eqs. (11) and (12) have led to good performance in the AO-SE domain [8, 15] , the cost functions have been proposed on a heuristic basis. To get insights into their operation, we can rewrite Eq. (11) as
, which differs from Eq. (6) only due to the 1 R k,l 2 factor. Hence, Eq. (11) is nothing more than a spectrally weighted version of Eq. (6) [22] , which reduces the cost of estimation errors at high-energy spectral regions of the noisy signal relative to low-energy spectral regions, and is related to a perceptually motivated cost function proposed in [23] . Similar considerations can be done for Eqs. (10) and (12), leading to the conclusion that Eq. (12) is a spectrally weighted version of Eq. (10). For simplicity, we refer to the approaches that estimate the IAM and the PSM as STSA-MA and PSSA-MA, respectively.
EXPERIMENTS

Audio-visual corpus and noise data
We conducted experiments on the GRID corpus [24] , consisting of audio and video recordings of 1000 six-word utterances spoken by each of 34 talkers (s1−34). Each video consists of 75 frames recorded at 25 frames per second with a resolution of 720×576 pixels. The audio tracks have a sample frequency of 44.1 kHz. To train our models, we divided the data as follows: 600 utterances of 25 speakers for training; 600 utterances of 2 speakers (s14 and s15) not in the training set for validation; 25 utterances of each of the speakers in the training set for testing the models in a seen speaker setting; 100 utterances of 6 speakers (s1−4, s7, and s11, 3 males and 3 females) not in the training set for testing the models in an unseen speaker setting. The utterances have been randomly chosen among the ones for which the mouth was successfully detected with the approach described in Sec. 3.2.
Six kinds of additive noise have been used in the experiments: bus (BUS), cafeteria (CAF), street (STR) pedestrian (PED), babble (BBL), and speech shaped noise (SSN) as in [25] . For the training and the validation sets, we mixed the first five noise types with the clean speech signals at 9 different SNRs, in uniform steps between −20 dB and 20 dB. We included SSN in the test set, for the evaluation of the generalisation performance to unseen noise, and evaluated the models between −15 dB and 15 dB SNRs (the performance at −20 dB and 20 dB can be found in [26] , omitted here due to space limitations). The noise signals used to generate the mixtures in the training, the validation, and the test sets are disjoint over the 3 sets.
Audio and video preprocessing
Each audio signal was downsampled to 16 kHz and peak-normalised to 1. A TF representation was obtained by applying a 640-point STFT to the waveform signal, using a 640-sample Hamming window and a hop size of 160 samples. The magnitude spectrum was then split into 20-frame-long parts, corresponding to 200 ms, the duration of 5 video frames. Due to spectral symmetry, only the 321 frequency bins that cover the positive frequencies were taken into account.
For each video signal, we first determined a bounding box containing the mouth with the Viola-Jones detection algorithm [27] , and, inside that, we extracted feature points as in [28] and tracked them across all the video frames using the Kanade-Lucas-Tomasi (KLT) algorithm [29, 30] . Then, we cropped a mouth-centred region of size 128×128 pixels based on the tracked feature points, and we concatenated 5 consecutive grayscale frames, corresponding to 200 ms.
Architecture and training procedure
Inspired by [5] , we used a NN architecture that operates in the STFT domain. The NN consists of a video encoder, an audio encoder, a feature fusion subnetwork, and an audio decoder.
The video encoder takes as input 5 frames of size 128×128 pixels obtained as described before, and processes them with 6 convolutional layers, each of them followed by: leaky-ReLU activation, batch normalisation, 2×2 strided max-pooling with kernel of size 2×2, and dropout with a probability of 25%. Also for the audio encoder, 6 convolutional layers are adopted, followed by leaky-ReLU activation and batch normalisation. The details of the convolutional layers used for the two encoders can be found in [26] . The input of the audio encoder is a 321×20 spectrogram of the noisy speech signal. Both the audio and video inputs were normalised to have zero mean and unit variance based on the statistics of the full training set.
The two feature vectors obtained as output of the video and the audio encoders are concatenated and used as input to 3 fullyconnected layers, the first two having 1312 elements, and the last one 3840 elements. A leaky-ReLU is used as activation function for all the layers. The obtained vector is reshaped to the size of the audio encoder output, and fed into the audio decoder, which has 6 transposed convolutional layers that mirror the layers of the audio encoder. To avoid that the information flow is blocked by the network bottleneck, three skip connections [31] between the layers 1, 3, and 5 of the audio encoder and the corresponding mirrored layers of the decoder are added to the architecture. A ReLU output layer is applied when the target can assume only positive values (i.e. for all the IM and MA approaches except PSSA-IM and PSSA-MA), otherwise, a linear activation function is used. We clipped the target values between 0 and 10 for the IAM [8] , and between -10 and 10 for the PSM. The NN outputs a 321×20 spectrogram or a mask.
The networks' weights were initialised with the Xavier approach. For training, we used the Adam optimiser with the objectives previously described. The batch size has been set to 64 and the initial learning rate to 4 · 10 −4 . The NN was evaluated on the validation set every 2 epochs: if the validation loss increased, then the learning rate was decreased to 50% of its current value. An early stopping technique was adopted: if the validation error did not decrease for 10 epochs, the training was stopped and the model that performed the best on the validation set was used for testing.
Audio-visual enhancement and waveform reconstruction
To perform the enhancement of a noisy speech signal, we first applied the preprocessing described in Sec. 3.2 and forward propagated the non-overlapping audio and video segments through the NN. The outputs were concatenated to obtain the enhanced spectrogram of the full speech signal. If the output of the NN was a mask, then the enhanced spectrogram was obtained as the point-wise product between the mask and the spectrogram of the mixture. Finally, the inverse STFT was applied to reconstruct the time-domain signal using the noisy phase.
Evaluation and experimental setup
The performance of the models was evaluated in terms of perceptual evaluation of speech quality (PESQ) [32] , as implemented in [1] , and extended short-time objective intelligibility (ESTOI) [33] . These metrics have proven to be good estimators of speech quality and intelligibility, respectively, for the noise types considered here.
We designed our experiments to evaluate the approaches listed in Table 1 in a range of different situations: seen and unseen speaker settings; seen and unseen noise types; different SNRs.
To have a fair comparison for the objective functions, we used the same NN architecture, cf. Sec. 3.3, and the same input, i.e. a 20-frame-long amplitude spectrum sequence, for all the approaches. The output of the NN always has the same size and can be a magnitude spectrum or a mask to be applied to the noisy spectral amplitudes in the linear domain. When the objective function required the computation of the Mel-scaled spectrum, 80 Mel-spaced frequency bins from 0 to 8 kHz are used [5] .
For the DM approaches, an exponential function, which can be interpreted as a particular activation function, is applied to the NN output to impose a logarithmic compression of the output values. This makes the dynamic range narrower improving convergence behaviour during training [8] . No logarithmic compression is applied to PSSA-DM, because PSSA can assume negative values. Table 2 shows the results of the experiments. For the seen speaker case (left half of the table), all SE methods clearly improve the noisy signals in terms of both estimated quality and intelligibility. Regarding PESQ, LSA-DM achieves the best results overall, closely followed by the MA approaches. Among the IM techniques, the ones that operate in the log domain are the best at high SNRs, but at low SNRs the phase-aware target appears to be beneficial. There is no big difference in terms of ESTOI among the various methods, however at very low SNRs, the phase sensitive approaches do not perform as well as the other methods. This is surprising, since it was not observed in the AO setting [10, 26] , and should be investigated further. Even though the approaches that operate in the Mel domain seem to have no advantages in terms of PESQ, they allow to achieve slightly higher ESTOI for both DM and IM. For the unseen speaker case, the behaviour is similar, with small differences among the methods in terms of ESTOI. Regarding PESQ, LSA-DM is the approach showing the largest improvements among the DM ones, and it is slightly worse than PSSA-MA.
RESULTS AND DISCUSSION
A comparison between the seen and the unseen speakers conditions makes it clear that, at very low SNRs, knowledge of the speaker is an advantage: for example, ESTOI values at −15 dB SNR for the seen speakers are higher than the ones for the unseen speakers at −10 dB. This can be explained by the fact that the speech characteristics of an unseen speaker are harder to reconstruct by the NN, because some information of the voice attributes, e.g. pitch and timbre, cannot be easily derived from the mouth movements only.
From the results of the AO models, we observe that, generally, visual information helps in improving systems performance. The widest gap between the AV-SE systems and the respective AO-SE ones is reported for the seen speakers case. However, for unseen speakers, we see no significant improvements in terms of estimated speech quality, but for estimated speech intelligibility, the AV models are, on average, slightly better than the respective AO models. The performance difference between AO and AV models is mostly notable at low SNRs, with a gain of about 5 dB (cf. [26] ).
The results for the unseen noise type (SSN) in isolation have not been reported due to space limitations, but can be found in [26] . All the systems show reasonable generalisation performance to this noise type with an improvement over the noisy signals similar to the one observed for the seen BBL noise type in terms of ESTOI.
Overall, the three best approaches among the ones investigated are LSA-DM, STSA-MA, and PSSA-MA.
CONCLUSION
In this study, we proposed a new taxonomy to have a uniform terminology that links classical speech enhancement methods with more recent techniques, and investigated several training targets and objective functions for audio-visual speech enhancement. We used a deep-learning-based framework to directly and indirectly learn the short time spectral amplitude of the target speech in different domains. The mask approximation approaches and the direct estimation of the log magnitude spectrum are the methods that perform the best. In contrast to the results for audio-only speech enhancement, the use of a phase-aware mask is not as effective in improving estimated intelligibility especially at low SNRs.
