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This t h e s i s  i s  concerned with t h e  development of t h e  s t r u c t u r a l  
form of optimum l i n e a r  d e t e c t i o n  ope ra to r s  when t h e  p u l s e  waveform and 
no i se  parameters are unknown and a re  t o  be obtained by mixture  r e so lv ing  
e s t ima t ion ;  and with t h e  development of  t h e  mixture r e so lv ing  e s t ima to r s  
t o  l e a r n  o r  e x t r a c t  t h i s  parametric information from t h e  noisy s i g n a l  
p a t t e r n  mixture ,  i n  o rde r  t o  obtain t h e  elements f o r  t h e  s t r u c t u r e .  The 
observat ion s i g n a l  model c o n s i s t s  o f  a d i s c r e t e ,  mult idimensional ,  
b ina ry  (two ca t egory )  gaussian mixture.  
An eigenvalue approach i s  taken f o r  t h e  development of  t h e  s t r u c -  
t u r a l  form of  t h e  d e t e c t i o n  ope ra to r ;  t h e  c r i t e r i o n  of  o p t i m a l i t y  being 
t h e  minimum average c o n d i t i o n a l  p r o b a b i l i t y  of e r r o r  a t  t h e  Nth s t a g e ,  
condi t ioned upon t h e  mixture  r e so lv ing  e s t ima t ing  category.  The mixture 
r e so lv ing  c a t e g o r i e s  developed cons i s t  of an optimized, time-varying- 
weighted decis ion-directed category and a moment method category.  
c a t e g o r i e s  d i f f e r  from r e l a t e d  work i n  t h a t ;  (1) I n  t h e  former,  t h e  
i n i t i a l  r e f e rence  i s  e x t r a c t e d  from t h e  s i g n a l  mixture  by c o r r e l a t i n g  
the  f i r s t  observat ion with t h e  next and updating t h e  r e s u l t  w i th  
successive-time-varying-weighted combinations of  t h e  sepa ra t ed  t ime s l o t s  
optimized t o  minimize a measure o f  d i s t a n c e  and d i s p e r s i o n  wi th  a sub- 
sequent "maximization" of convergence r a t e  aid ( ? )  i n  t h e  l a t t e r ,  no 
a p r i o r i  knowledge of e i t h e r  t h e  p u l s e  waveform n o i s e  parameters i s  
r equ i r ed .  
These 
v i i i  . 
Extensive experimental s t u d i e s ,  v i a  d i g i t a l  computer s imulat ion,  of  
t h e  performance c h a r a c t e r i s t i c s  of  t h e s e  s i g n a l  processing algorithms 
are c a r r i e d  out and compared with t h e  conventional dec i s ion  d i r e c t e d  and 
Bayes matched f i l t e r  algorithms under i d e n t i c a l  i npu t  condi t ions.  A 
complete formulation of t h i s  approach, t o  include v e r i f i c a t i o n  of  t h e  
theory by d i g i t a l  computer s imulat ion experimentation, however, is  
c a r r i e d  ou t  only f o r  t h e  bi-polar  case (fi2 = -8 ) i n  t h e  equiprobable 
s i t u a t i o n  (pl = p2 = %). An a n a l y s i s  f o r  t h e  gene ra l  case i s  c a r r i e d  
out and t h e  d i f f i c u l t i e s  encountered by t h e  l a c k  of  s p e c i f i c  a p r i o r i  
information a re  discussed. 
-1 
Both algorithms developed i n  t h i s  work converge f o r  negat ive db. 
values of SNR a t  a rate considerably h ighe r  than t h a t  of t h e  conventional 
decis ion-directed algori thm and are bounded from above i n  performance 
by t h e  conventional decis ion-directed algorithm over  t h e  e n t i r e  SNR 
range invest igated.  I n  a d d i t i o n ,  t h e  weighting i n  t h e  optimized- 
weighted-decision d i r e c t e d  ( "rate maximized")  algorithm, over t h e  SNR 
range inves t iga t ed ,  is dominated only by t h e  observat ion s t a g e ,  N, and 
t h e  cons t r a in t  c o e f f i c i e n t ,  y ;  and, i n  t h a t  sense,  i s  non-parametric i n  
t h e  mixture pulse waveform and no i se  parameters. 
i n t e r p r e t a t i o n  of t h e  d i g i t a l  computer s imulat ion of  t h e  numerical 
experimentation implies t h a t  knowledge of  t h e  r equ i r ed  s i g n a l  dimension- 
a l i t y  i s  ava i l ab le .  
A s i g n a l  processing 
. 
1 
CHAPTER I 
INTRODUCTION 
1-1. In t roduc t ion  t o  t h e  Problem of  Mixture Resolving S igna l  Processing 
This t h e s i s  i s  concerned with t h e  problem of developing and op t i -  
mizing, i n  a s p e c i f i c  manner, mixture r e so lv ing  s i g n a l  processing s t r u c -  
tures.  The problem i s  formulated with t h e  s i g n a l  processing s t r u c t u r e  
fundamentally process de t ec t ion  or c l a s s i f i c a t i o n  o r i e n t e d  as opposed t o  
a process  e x t r a c t i o n  o r  recovery o r i e n t a t i o n .  
The model of t h e  observation s i g n a l  c o n s i s t s  of a formal mixture 
and t h u s  assumes no p r e - c l a s s i f i c a t i o n  of t ime s l o t s  i n t o  i s o l a t e d  c l a s s  
o r  category ensembles. The work i n  t h i s  t h e s i s  i s  based upon a m u l t i -  
dimensional, b ina ry ,  gaussian mixture. 
S t r i c t  mixture r e so lv ing  s i g n a l  processing implies  d e t e c t i o n  o r  
c l a s s i f i c a t i o n  without any a p r i o r i  knowledge of  t h e  s i g n a l  and n o i s e  
p a t t e r n  p r o p e r t i e s .  
c e r t a i n  s p e c i f i c  r e l a t i o n s h i p s  between t h e  mixing parameters (probabi l -  
i t i e s  of t h e  two c l a s s e s  i n  t h e  mixture)  and t h e  l o c a t i o n  parameters 
(mean vec to r s  of t h e  two gaussian c l a s s e s ) .  
out i n  d e t a i l  i n  Sect ion 1-4. 
The formulation of t h e  problem i n  t h i s  work assumes 
These assumptions are po in ted  
I n  gene ra l ,  t h i s  problem in  a d e t e c t i o n  context ,  r e q u i r e s  some 
i n t e g r a t e d  operat ion of  t i m e  s l o t  c l a s s i f i c a t i o n  and e x t r a c t i o n  of  t h e  
2 
* 
information required f o r  t h i s  t i m e  s l o t  c l a s s i f i c a t i o n .  
analogy with t h e  s i g n a l  d e t e c t i o n  problem, it i s  seen t h a t  t h e  r equ i r e -  
ment i s  an i n t e g r a t i o n  of t h e  operat ion of t h e  c l a s s i f i c a t i o n  of a noisy 
pu l se  waveform with t h e  e x t r a c t i o n  of t h e  p u l s e  and n o i s e  parameters f o r  
t h i s  c l a s s i f i c $ t i o n .  This problem i s  common t o  a l l  areas o f  a c t i v e  and 
passive radar ,  sonar,  seismology; a c t i v e  communication systems and bio-  
e l e c t r i c  s i g n a l  a n a l y s i s ,  i n  t h a t ,  i n  t h e s e  areas, r a r e l y  are t h e r e  eve r  
a v a i l a b l e  complete a p r i o r i  d e t e r m i n i s t i c  and s t a t i s t i c a l  d e s c r i p t i o n s  of 
t h e  c h a r a c t e r i s t i c s  of  t h e  ele-ctro-magnetic, a c o u s t i c ,  and e l e c t r o -  
chemical channels, cross-sect ions,  and information obscuring processes .  
I n  drawing an 
1-2. Summary o f  L i t e r a t u r e  Review 
A l i t e r a t u r e  review of d e t e c t i o n  o r i e n t e d  work i n  t h e  adapt ive and 
l e a r n i n g  system areas  and i n  mixture technology has  r e s u l t e d  i n  t h e  
following f indings.  The problems have gene ra l ly  been def ined i n  a 
d i s c r e t e  sense assuming a s c a l a r  or vec to r  sequence of  samples,  of 
a s i g n a l  mixture,  as a model f o r  t h e  observat ions.  The approaches taken 
have been general ly  conventional minimum c o n d i t i o n a l  r i s k  formulated 
giving r i se  t o  a cond i t iona l  l i k e l i h o o d  r a t i o ,  a(&+l l{z ~ 1 T\i ) ,  with t h e  
l i k e l i h o o d  f o r  t h e  i t h  c l a s s  or category, mi,  given by 
thus  introducing t h e  requirement f o r  an a p r i o r i  p r o b a b i l i t y  d e n s i t y ,  
P( (0)) , as a measure of  t h e  u n c e r t a i n t y  about t h e  parameter; {a} ,  a 
sequenCe of  parameters a s soc ia t ed  with t h e  observat ions (mean v e c t o r s ,  
covariance matr ices ,  [pu l se  shapes,  no i se  s t a t i s t i c s ] ) .  The o b j e c t  i s  
t o  develop an optimum (minimum p r o b a b i l i t y  of m i s c l a s s i f i c a t i o n )  
dec i s ion  equat ion ( d e t e c t o r ,  c l a s s i f i e r  , e t c .  ) s t r u c t u r e  f o r  c l a s s i f y i n g  
an observat ion z condi t ioned upon a pas t  sequence of observa t ions ,  
{ z  } 
-N+1 
= 2, with varying amounts of a p r i o r i  information about t h e  observa- 
- k N  
I t i o n s .  Abramson, Braverman and Keehn' formulated (1.1) f o r  the  s c a l a r  
gaussian case wi th  t h e  mean unknown and for t h e  v e c t o r  gaussian case  wi th  
t h e  mean vec to r  and covariance matr ix  unknown r e s p e c t i v e l y .  In  both cases  
it w a s  assumed t h a t  t h e  a p r i o r i  observat ions , z, were c l a s s i f i e d  y i e l d i n g  
an i s o l a t e d  ensemble f o r  w as  
( i)  ( i)  (i) 
i 
( i)  
z = z ; P({OIIZ; W i )  - P(Z I t 0 1  )P({O) 1 (1.2) 
( i )  
I n  add i t ion ,  both assumed a p r i o r i  knowledge of P( (0) ) . Thus , a comple- 
t i o n  of t h e  square i n  t h e  exponents of t h e  i n t e g r a l  of (1.1) y i e l d s  a 
cond i t iona l  mean and a s soc ia t ed  covariance f o r  t h e  e s t ima tes  (0) i n  t h e 7  , 
n 
form of unweighted, l i n e a r  combinations of t h e  e s t ima tes  of t h e  mean, 9 , 
i 
and covariance , 0, condi t ioned  upon, and l i n e a r l y  averaged wi th ,  a p r i o r i  
va lues  r e f l e c t e d  by P ( ( 0 )  
( i )  
).  This i s  r e f e r r e d  t o  as t h e  superv ised ,  
c l a s s i f i e d  o r  "with teacher"  decis ion equat ion s t r u c t u r e  and i s  i n v a r i a n t  
s i n c e  i t e r a t i o n s  occur only i n  t h e  elements of t h e  s t r u c t u r e .  The form 
o f  t h e  s t r u c t u r e  i s  i n v a r i a n t ,  s i n c e  Abramson, Braverman and Keehn assume 
a gaussian and wishar t  form f o r  t h e  a p r i o r i  dens i ty  of t h e  unknown mean 
and covariance r e spec t ive ly  which corresponds t o  a n a t u r a l  conjugate  
( i )  3 p r i o r  dens i ty  f o r  a guass ian  l i ke l ihood ,  P(zl{O) ) ( R a i f f a  ) .  Rai f f a  
has shown t h a t  when a n a t u r a l  conjugate p r i o r  d e n s i t y  on (0) e x i s t s ,  
( i )  ( i )  
t h e  p o s t e r i o r  dens i ty ,  P({O} , w i )  , i s  of t h e  same form (repro-  
d u c i b i l i t y  or i n v a r i a n t  s t r u c t u r e ) .  Spragins has  shown t h a t  when t h e  
lZ 
4 
observa t ions  are c l a s s i f i e d  the  p r i o r  n a t u r a l  conjugate  e x i s t s  f o r  a 
number of cases  inc luding  gaussian. Clear ly  t h e  l e a r n i n g  wi th  t eache r  
decis ion equation s t r u c t u r e  can be obtained by a l i n e a r  s u b s t i t u t i o n  of 
t h e  condi t ional  maximum l i k e l i h o o d  e s t ima tes  , (01, from the  c l a s s i f i e d  
h 
sequence ( i s o l a t e d  ensemble f o r  t h e  i t h  c l a s s )  i n t o  t h e  Bayes matched 
f i l t e r  s t r u c t u r e .  In  view of t h e  c l a s s i f i c a t i o n ,  t h e  e s t ima to r ,  {GI, 
of t h e  elements f o r  t h e  s t r u c t u r e  i s  c l a s s i c a l l y  c o n s i s t e n t  and unbiased 
and hence the s t r u c t u r e  i s  bounded and converges t o  t h e  Bayes matched 
f i l t e r .  Jakowatz5, Shuey, and White consider ,  a sub-optimum cross- 
correlat ion-detect ion-decis ion-directed approach f o r  t h e  case  of  = 
f i x e d  waveform r e p e a t i n g  a t  random i n  a d d i t i v e  n o i s e  (multi-dimensional 
off-on c a s e ) .  Their  approach i s  t o  t a k e  a given t i m e  s l o t ,  o b t a i n  a 
c o r r e l a t i o n  with successive observat ions u n t i l  t h e  c ros s -co r re l a t ion  
"detects"  the presence of t h e  waveform, and up-date t h e  e s t ima te  of t h e  
waveform by a l i n e a r  average of t h e  a c t i v e  t i m e  s l o t  with t h e  previous 
est imate .  The cyoss-correlat ion d e t e c t i o n  concept i s  a l s o  t r e a t e d  i n  
Downing6 f o r  t h e  d e t e c t i o n  of d i f f e r e n t i a l l y  coherent phase reversal 
keying where a previous symbol waveform i s  used as a r e fe rence  aga ins t  
7 which t o  c o r r e l a t e  t h e  t i m e  s l o t  c u r r e n t l y  under observat ion.  Hinich , 
i n  performing a more formal a n a l y s i s  of t h e  Jakowatz approach, showed 
t h e  ex i s t ence  of an asymptot ical ly  s t a b l e  (bu t  no t  n e c e s s a r i l y  unbiased) 
e s t ima to r  f o r  t h e  waveform and developed an expression f o r  an asymptot- 
i c a l l y  e f f i c i e n t  e s t ima to r  f o r  t h e  d i s c r e t e  a u t o c o r r e l a t i o n  func t ion  of 
t h e  waveform i n  t h e  Jakowatz model. 
The f i r s t  at tempt t o  a r r i v e  a t  a minimum cond i t iona l  r i s k  formula- 
t i o n  f o r  t h e  decis ion equat ion s t r u c t u r e  i n  t h e  unsupervised o r  unclass- 
i f i e d  case was made by Daly8, who considered t h e  off-on multidimensional 
gaussian case and allowed t h e  p a s t  sequence of observat ions,  z, t o  be 
N 
p a r t i t i o n e d  i n t o  a l l  p o s s i b l e  2 p a t t e r n s ,  y i e l d i n g  
r=l 
where Z i s  t h e  format of  t h e  r t h  p a r t i t i o n ,  
parameters  a s soc ia t ed  with t h e  p a r t i t i o n ,  and 
t h e  p a r t i t i o n .  The impl ica t ions  of (1 .3)  are 
7 
(r) 
01 i s  t h e  sequence of 
pr i s  t h e  p r o b a b i l i t y  of 
t h a t  f o r  N p a s t  observa- 
N t i o n s ,  2 poss ib l e  s i g n a l  p a t t e r n  formats could have been p resen t  and 
consequently it i s  necessary t o  have t h e  equiva len t  of 2N decis ion  
equat ion  s t r u c t u r e s  conta in ing  t h e  e s t ima tes  of t h e  elements based upon 
a l l  poss ib l e  2 p a t t e r n s ;  t h u s ,  g iv ing  r i s e  t o  an unbounded s t r u c t u r e .  
Subsequently,  Daly’, showed for t h e  off-on case t h a t  t h e  p a r t i t i o n i n g  of  
- Z ,  y i e l d s  a dec is ion  equat ion s t r u c t u r e  t h a t ,  i n  view o f  t h e  formulat ion,  
i s  a minimum cond i t iona l  r i s k  s t r u c t u r e  a t  each s t a g e ,  and by invoking 
mar t inga le  theory ,  proved convergence of t h e  s t r u c t u r e  t o  t h a t  which i s  
optimum f o r  de t ec t ing  known s i g n a l s  i n  known no i se  (Bayes matched f i l t e r ) .  
Daly e i t h e r  d id  not  choose t o  explore or w a s  unaware of t h e  f a c t  t h a t  f o r  
t h e  b ina ry  gaussian case and independent observa t ions ,  (1.3) could be 
w r i t t e n  i n  an equiva len t  two category mixture  r ep resen ta t ion  as 
N 
and Fralick’’, by incorpora t ing  ( 1 . 4 )  i t e r a t i v e l y  f o r  t h e  off-on gaussian 
case  i n  white  no i se ,  ob ta ined  a r ecu r s ive  form f o r  P(0  12). I n  add i t ion ,  -1 
Fralick’l a l s o  showed t h a t  t h e  i t e r a t i v e  cond i t iona l  l i k e l i h o o d  r a t i o  
s t r u c t u r e  i s  a bounded martingale , t h u s ,  proving bounded s t a b l e  perform- 
ance and an asymptotic l i m i t  f o r  t h e  off-on case  when it i s  known t h a t  
6 
one of  t h e  means i s  zero. F r a l i c k  d i d  not  make f u r t h e r  u se  of mixture 
concepts other  than t o  u t i l i z e  ( 1 . 4 )  and Hancock and P a t r i c k  
f i r s t  t o  incorporate  mixture r ep resen ta t ions  such as ( 1 . 4 )  i n  c o n d i t i o n a l  
l i k e l i h o o d  s t r u c t u r e s  as given by (1.1) f o r  t h e  M-ary case ;  and showed 
t h e  equivalence of (1 .3)  and ( 1 . 4 )  i n  t h e  s t r u c t u r e .  
Pa t r i ck13  applied histogram concepts t o  t h e  unsupervised case  and showed 
t h a t  t o  estimate c l a s s  cond i t iona l  cumulative d i s t r i b u t i o n  func t ions  
( c .d . f .  ' s )  r e s u l t s  i n  a mixture of multinomial d i s t r i b u t i o n s ;  and estab- 
l i s h e d  t h e  conditions under which t h e  parameters c h a r a c t e r i z i n g  t h e  mult i -  
nomial d i s t r i b u t i o n s  could be  uniquely l ea rned  i n  t h e  b ina ry  case.  In  
t h e  same work, t hey  drew upon i d e n t i f i a b i l i t y ,  a p a r t i c u l a r  fundamental 
concept of mixtures which i s  a d e f i n i t i o n  of mixture  r e s o l v a b i l i t y ,  i n  
o rde r  t o  a r r i v e  a t  a means of determining t h e  amount of a p r i o r i  informa- 
t i o n  s u f f i c i e n t  f o r  a Bayes s o l u t i o n  t o  ex i s t .  Teicher def ined 
and e s t a b l i s h e d  some very broad and formal cond i t ions  f o r  t h e  ident-  
i f i a b i l i t y  of mixtures although e s t ima t ion  of parameters i n  mixtures 
w a s  t r e a t e d  f i r s t  by Pearson17 and subsequently by Rao18, Rider19, and 
Blischke2'. 
e s t ima to r s  by t h e  method of  moments f o r  t h e  one-dimensional case.  
Pearson and Rao were concerned with t h e  gaussian mixture ,  Rider  t r e a t e d  
t h e  exponent ia l  mixture and Blischke worked with a bi-nomial mixture.  
Mix21 developed computer s imulat ions of t h e  d e t e c t o r  s t r u c t u r e s  f o r  
t h e  supervised, decis ion-directed,  and unsupervised models and pro- 
cessed one-dimensional b ina ry  gaussian mixtures with t h e  means unknown 
and no i se  variance known. The d e t e c t o r  s t r u c t u r e s  f o r  t h e  unsupervised 
12 
were t h e  
Also,  Hancock and 
14,15,16 
All assumed independent observat ions and developed p o i n t  
1 
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case included t h e  p a r t i t i o n e d  (Daly) and t h e  i t e ra t ive  ( F r a l i c k )  forms. 
Mix i l l u s t r a t e d  t h e  c o n t r a s t s  i n  re la t ive rates of  convergence, and, i n  
terms of digital-computer implementation of t h e  data-processing s t r u c t u r e s ,  
a r r i v e d  a t  some measures of r e l a t i v e  complexity i n  terms of  memory and 
processing t i m e  required.  
t h e  p a r t i t i o n e d  and i terat ive forms. 
H e  i l l u s t r a t e d  t h e  equivalence i n  complexity of  
22 
The decis ion d i r e c t e d  approach w a s  t r e a t e d  by Scudder who suggest- 
ed  a l i n e a r  s u b s t i t u t i o n  of the mean v e c t o r  estimates obtained by a l inear ,  
unweighted averaging of t h e  decis ion-directed t i m e  s l o t  w i th  t h e  c l a s s  t o  
which t h e  observat ion w a s  assigned, i n t o  t h e  Bayes matched f i l t e r  s t r u c -  
ture.  Scudder assumed t h a t  the n o i s e  w a s  white ,  t h a t  knowledge of t h i s  
f a c t  w a s  a v a i l a b l e ,  and t r e a t e d  t h e  on-off gaussian case.  H e  demonstra%ed 
convergence f o r  s i g n a l  t o  noise r a t i o s  considerably g r e a t e r  than 0 db 
and i l l u s t r a t e d  t h a t  asymptotic performance dev ia t ed  from t h e  performance 
o f  t h e  Bayes matched f i l t e r  inve r se ly  with t h e  s i g n a l  t o  n o i s e  r a t i o .  
Chang 23 ,  i n  developing t h e  form of  t h e  minimum cond i t iona l  r i s k  
24 
d e t e c t o r  s t r u c t u r e  for t h e  unsupervised b ina ry  gaussian case with i n t e r -  
symbol i n t e r f e r e n c e  between adjacent bands, invoked t h e  mixture concept 
and a r r i v e d  a t  a four-category multi-dimensional gaussian mixture s t r u c -  
t u r e ,  with t h e  c o n s t r a i n t  t h a t  a given waveform and i t s  overlap have t h e  
same s ign .  I n  add i t ion ,  Chang , developed moment e s t ima to r s  f o r  t h e  
means (samples of pu l se  waveforms with intersymbol i n t e r f e r e n c e  between 
adjacent  b a u d s ) ,  however, the est imators  r equ i r ed  a p r i o r i  knowledge of  
t h e  no i se  s t a t i s t i c s .  H e  i l l u s t r a t e d  convergence of t h e  d e t e c t o r  s t ruc -  
tures and consis tency of t h e  est imators  by d i g i t a l  computer s imulat ion.  
8 
1-3 Motivation for Detector  S t r u c t u r e  Optimization Abc;ut Reduced 
Complexity and Convergence T i m e  
It i s  c l e a r  t h a t  i n  t h e  areas of  r a d a r ,  sona r ,  seismo13gy9 :mmuni- 
ca t ions  , and b i o - e l e c t r i c s  , t h e  s i g n a l s  a v a i l a b l e  are ne-vef c l a s s i f i e d  
i n t o  i s o l a t e d  ensembles and thus  t h e  with t e a c h e r  model i s  no t  p r a c t i c a l ,  
Second, t h e  complexity, i n  terms of computer t i m e  and memory r equ i r ed  
f o r  instrumentat ion,  o f  t h e  parametr ic  minimum c o n d i t i m a i  r i s k  s t r u c t u r e  
f o r  t h e  unsupervised 2ase becomes p r o h i b h i v e  as it  s t a n d s ,  I n  a d d i t i o n ,  
same a p r i o r i  parametric measure Df t h e  u n c e r t a i n t y  assDciated with t h e  
unknown parameters, {O), i s  r equ i r edL  Third,  a t tempts  t o  reduce t h e  
s t r u z t u r e  complexity by a l i n e a r  s u b s t i t u t i o n  of p o s s i b l e  mixture res0I-f- 
ing  est imators  f o r  t h e  elements i n t o  t h e  Bayes mat-hed f" i l ter  s t r u c t u r e ;  
have not  been J u s + i . + i e d  as preserving o p t i m a l i t y .  I n  a d d i t f c n ,  t h e  
c o r r e l a t i o n - l o c a t i ~ n ,  decis ion-directed s t r u c t u r e s  simply p s s s e s s  poor 
r e l i a b i l l t y  and performance c h a r a c t e r i s z i c s  for nega t ive  db s i g n a l  t o  
no i se  ra t ias  F i n a l l y ,  t h ?  moment mixture r e so lv ing  elements perform 
somewhat more r e l i a b l y ,  however, mare a p r i o r i  infDrmation about t h e  mix- 
t u r e  i s  required,  and f o r  t h e  methods developed thus  r^ar23, knowledge of  
t h e  no i se  s t , a t i s t i c s  i s  r equ i r edo  
I n  summary, it appears t h a t  the unsupervised s t r u c t u r e s  possessing 
r e l i a b l e  Bayes convergence rates ai-e p r o h i b i t i v e l y  complex and t h a t  t h e  
less  complex s t r u c t u r e s ,  such as t h e  conventional-decision-directed 
system, possess poor r e l i a b i l i t y  f o r  t h e  more p r a c t i z a l  s i g n a l  t o  n o i s e  
rat i o  l e v e l s  
The e f f o r t  i n  t h i s  t h e s i s  research s t r i v e s  for a reduct ion i n  t h e  
complexity of am optimized adapt ive o r  l e a r n i n g  d e t e i t o r  s t r u c t u r e  for 
9 
process ing  noisy b ina ry  s i g n a l  p a t t e r n  mixtures .  I n  add i t ion ,  emphasis 
i s  p laced  upon maximizing convergence r a t e s  and a r r i v i n g  at r e l i a b l e  
performance f o r  low s i g n a l  t o  noise  r a t i o  l e v e l s  ( 0  db and l e s s ) .  
approach taken and t h e  problem d e f i n i t i o n s  i n  mathematical terms a r e  
o u t l i n e d  i n  t h e  next  s e c t i o n .  
The 
1-4. Summary of t h e  Approach and Contr ibut ions 
I n  t h i s  work, t h e  observat ion s i g n a l  model c o n s i s t s  of a d i s c r e t e ,  
multi-dimensional,  b ina ry  (two ca tegory)  gaussian mixture.  The vec to r  
means (pu l se  samples) and noise covariance (no i se  s t a t i s t i c s )  a r e  assumed 
unknown. No a p r i o r i  p robab i l i t y  dens i ty  on t h e  parameters ,  { O ) ,  i s  
assumed a v a i l a b l e ,  and i n  view of t h e  non-bayesian formulat ion of t h e  
problem, none i s  requi red .  A complete formulat ion o f  t h i s  approach, t o  
inc lude  v e r i f i c a t i o n  of t h e  theory by d i g i t a l  computer s imula t ion  experi-  
mentat ion,  i s  c a r r i e d  out  only f o r  t h e  b i -polar  ca se ,  ( 8  = -8 ),  where 
t h e  p r o b a b i l i t i e s  of each c l a s s  occurr ing  a r e  equal  (pl = p 2 ) .  
y s i s  f o r  t h e  gene ra l  case is c a r r i e d  out  and t h e  d i f f i c u l t i e s  encountered 
i n  t h i s  approach, by t h e  l a c k  of s p e c i f i c  a p r i o r i  information a r e  d is -  
cussed i n  Sec t ion  4-5. 
-2 -1 
An anal-  
A po r t ion  of t h e  cont r ibu t ion  of t h i s  t h e s i s  appears i n  Chapter I1 
which conta ins  a formal development of  t h e  average cond i t iona l  probabi l -  
i t y  of m i s c l a s s i f i c a t i o n  under l i n e a r  d i sc r imina t ion  weighting of t h e  
observa t ion  samples. The cont r ibu t ion  l i e s  i n  t h e  f a c t  t h a t  t h e  e r r o r  
p r o b a b i l i t y  i s  developed i n  terms of t h e  expec ta t ion  of t h e  mixture 
r e so lv ing  e s t ima to r s  and t h e  r e l a t i o n s h i p  of t h e s e  expec ta t ions  t o  t h e  
c l a s s i f i c a t i o n  ope ra to r  corresponding t o  t h e  minimum of t h e  e r r o r  
I U  
p r o b a b i l i t y .  
t u r e  f o r  c l a s s i f i c a t i o n  or d e t e c t i o n  which minimizes t h e  average condi- 
t i o n a l  e r r o r  p r o b a b i l i t y  appears as a unique eigenvector  of  t h e  maximized 
eigenvalue i n  t h e  e r r o r  p r o b a b i l i t y  expression,  
I n  p a r t i c u l a r ,  it i s  shown t h a t  t h e  unique ope ra to r  s t r u c -  
Fur the r  con t r ibu t ions  appear i n  Chapter 111, i n  which, through t h e  
veh ic l e  of v a r i a t i o n a l  ca1culus ,  i s  developed a mixture r e s o l v i n g  cate-  
gory,  J ,  which minimizes t h e  expected d i s t a n c e ,  ; 1 1 -  - 
cons t r a in ing  t h e  mean square e s t ima t ion  e r r o r ,  
Further  treatment shows t h a t  by varying t h e  c o n s t r a i n t ,  t h e  convergence 
- 9 I l 2  >, can be maximized. rate given by, - a N  * c I Ii -
Chapters I1 and I11 are a p p l i e d  i n  Chapter I V  t o  t h e  b i -po la r  ca se ,  
{gl, -El, 01, and t h e  more gene ra l  case,  {El, GEl, 0). A s  p rev ious ly  
po in ted  o u t ,  r e s u l t s  t o  include v e r i f i c a t i o n  of  t h e  theo ry  by d i g i t a l  
computer simulation experimentation, are a v a i l a b l e  only f o r  t h e  b i -po la r  
case with p l =  p2. 
9 ( N )  i s  obtained, It i s  v e r i f i e d  experimental ly  t h a t  t h e  convergence 
--R 
rate can be con t ro l l ed  by an adjustment of  t h e  La-Grange m u l t i p l i e r  
c o e f f i c i e n t  i n  t h e  c o n s t r a i n t  
I2 >, while  
116 - < > I  l 2  >. * * 
The r e s u l t s  of a 
A gene ra l  i t e r a t i v e  expression f o r  t h e  r ecu r s ion  on 
A 
F i n a l  contr ibut ion appears i n  Chapter V ,  which con ta ins  t h e  develop- 
ment of a moment method mfxtwe r e so lv ing  e s t ima to r  f o r  t h e  mult i -  
dimensional case which does no t  r e q u i r e  a p r i o r i  knowledge o f  t h e  n o i s e  
s t a t i s t i c s .  Chapter VI contains  a d i scuss ion  of t h e  convergence rates 
and performance c h a r a c t e r i s t i c s .  A computer s imulat ion i s  developed and 
discussed i n  Chapter V I  f o r  t h e  two s i g n a l  processing algorithms developed 
i n  Chapters 111, I V Y  and V ,  and f o r  t h e  conventional dec i s ion -d i r ec t ed  
algori thm and t h e  Bayes matched f i l t e r ,  A comparison i s  made of t h e  
11 
r e l a t i v e  r a t e s  of convergence and t h e  dynamic and asymptotic performance 
c h a r a c t e r i s t i c s  aga ins t  t h e  matched f i l t e r  as a s tandard.  Average per-  
formance i s  obtained over an ensemble of noisy s i g n a l  p a t t e r n  observa- 
t i o n s  with a given s i g n a l  and noise  p a t t e r n  app l i ed  s imultaneously t o  
a l l  s t r u c t u r e s  f o r  an add i t iona l  s tudy  of  r e l a t i v e  performance p r o p e r t i e s  
on a member basis. The super ior  convergence r a t e  c h a r a c t e r i s t i c s  of t h e  
weighted-decis ion-directed ( " ra t e  maximized") s t r u c t u r e  a r e  borne out  
i n  t h e  d i g i t a l  computer s imulat ion experimentat ion.  I n  a d d i t i o n ,  t h e  
rate-maximized" s t r u c t u r e  performs r e l i a b l y  and converges f o r  nega t ive  f I  
db s i g n a l  t o  no i se  r a t i o s  where t h e  convent ional  dec i s ion  d i r e c t e d  
method converges considerably slower and on a member run by member run, 
i s  l e s s  r e l i a b l e .  
F i n a l l y  a numerical technique i s  i l l u s t r a t e d  t o  bound t h e  probabi l -  
i t y  of e r r o r .  
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CHAPTER I1 
EIGENVECTOR OPERATOR FORMULATION 
OF AN OPTIMAL SIGNAL MIXTURE PROCESSING STRUCTURE 
2-1. Erro r  P robab i l i t y  Under Linear Discr iminat ion 
Consider a d i s c r e t e  s i g n a l  composed o f  two p o s s i b l e  unknown p u l s e s  , 
0 (mT ) ,  and 0 (mT ) ,  of du ra t ion  MpTS appearing independently every 
M T sec.  i n  a d d i t i v e ,  zero mean, gaussian n o i s e  with p r o b a b i l i t i e s  p 
and p2 r e spec t ive ly .  
observat ion appear i n  Fig. 2-1. The symbol T r e p r e s e n t s  t h e  sampling 
p e r i o d  and rn ranges from one t o  Mp 
1 s  2 s  
D S  1 
Examples of an arbitrary and a b i -po la r  base-band 
S 
where j i s  a s s o c i a t e d  w i t h  t h e  a c t i v e  
j 
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Fig. 2-1. Noisy S igna l  P a t t e r n  Models 
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pu l se .  The t ime samples, thus  c o n s t i t u t e  a sequence of independent,  
mult idimensional ,  gaussian observa t ions ,  {%IN from c l a s s e s  w1 and w2, 
wi th  unknown parameters (k1, O), and ($, b ) ,  occurr ing  a t  random wi th  
p r o b a b i l i t i e e  p, and p, r e spec t ive ly .  Since t h e r e  i s  a non-zero 
L L 
dis tance"  between t h e  populat ion,  8 # g2, t h e  mixture  can be reso lved  1' -1 
1 Teicher l4-l6 [ i d e n t i f i a b i l i t y ]  ) . 
To a r r i v e  a t  some measure of d i s t ance  between t h e  c l a s s e s  of  a mix- 
t u r e ,  cons ider  a s e t  of hypo the t i ca l  hypersurfaces  which would sepa ra t e  
t h e  popula t ions  with some assoc ia ted  s e t  of p r o p o r t i o n a l i t i e s  and r i s k s .  
I n  p a r t i c u l a r ,  f o r  t h e  two-class gaussian mixture above, a c o l l e c t i o n  of 
such su r faces  c o n s i s t s  of a sequence of hypo the t i ca l  hyperplanes,  {f3m(z) 1 ,  
where a p a r t i c u l a r  mth element i s  given by 
where t h e  
weight ing 
1 
~ ~ ( 2 )  = a z - R ; m = 0 ,  1, 2 ,  ( 2 . 1 )  
7n-  m 
parameters ,  { a  I ,  t am) ,  c o n s t i t u t e  sequences of a s soc ia t ed  
c o e f f i c i e n t s  and thresholds  r e s p e c t i v e l y .  C lea r ly ,  t h e  opt- 
-m 
i m a l  hyperplane,  Bo(z), Bayes matched f i l t e r ,  i s  an element of  t h e  s e t  
w i th  parameters ,  
( 2 . 2 )  
-1 
= @ [ e  -8 ] ; R = 1. a' [gl + g21 + p2c1/p1c2 ; 0 = c 
5 3  -1 -2 0 2 - 0  
where t h e  C ' s  a r e  def ined risks a s s o c i a t e d  wi th  m i s - c l a s s i f i c a t i o n .  By 
r e l a t i v e  t o  + a s s o c i a t i n g  hypotheses H1 and H2 wi th  t h e  observa t ion ,  
t h e  boundary; ( 2 . 1 )  becomes a dec is ion  equat ion,  
1 
H z z  B W  
H z z  E W  ( 2 . 3 )  
"(4) = c& & 2 Em 1 + s  1 
< 'rn 2 *  2 
' Regardless of t h e  element,  a chosen, a p a r t i c u l a r  va lue  of Em, m -m' 
14 
can always be found which corresponds t o  t h a t  region of  c l a s s i f i c a t i o n  
or separat ion fo r  t h a t  category m ( t h a t  p a r t i c u l a r  h y p o t h e t i c a l  se t  of  
parameters f o r  t h e  populat ion,  out  of t h e  sequence { ( 0 ) m ) )  such 
t h a t  t h e  p r o b a b i l i t i e s  of m i s c l a s s i f i c a t i o n  are equal .  Consequently, 
t h e  two as soc ia t ed  e r r o r  p r o b a b i l i t i e s  are 
Taking 
E€Rm(z)lu 1 = 4 f& ; R = 1,2 ; m = 1,2, . * .  (2 .5 )  
mR R 
and 
( 2 . 6 )  
t h e  i d e n t i f i c a t i o n ,  d e t e c t i o n ,  or c l a s s i f i c a t i o n  e r r o r  p r o b a b i l i t i e s  
become 
m 
where 
(2.8) 
' -1 & = a @  a m 111m ~n 
Since t h e  gaussian family i s  symmetric and s i n c e  Om i s  t h e  same f o r  
both populat ions , 
( 2 . 9 )  
~ 
The d e n s i t i e s  o f  t h e  t e s t  s t a t i s t i c s  a s s o c i a t e d  with t h e  mth boundary, 
under t h e  t w o  hypotheses, are i l l u s t r a t e d  i n  Fig.  2-2 along with a 
h y p o t h e t i c a l  c o n t r a s t  t o  t h e  d e n s i t i e s  o f  t h e  Bayes matched-f i l ter-  
weighted tes t  s t a t i s t i c s .  The th re sho lds  given by ( 2 . 9 )  are a l s o  
i l l u s t r a t e d  for t h e  mth group of elements by Ro , and f o r  t h e  Bay= 
m 
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matched f i l t e r  by R . Since the  terms i n  (2 .7 )  are equal ,  equivalent  
resul ts  can be obtained for e i t h e r ,  and t h e  approach i s  s i m p l i f i e d  by 
0 
0 
consider ing one term. 
Thus set  
and with t h e  change of v a r i a b l e s ,  
- (It,(z) - gh & )/% 
2 - -  YE 
us ing  (2.91, ( 2 . 7 )  becomes 
k , R = 1 , 2  ; k # R  
From (2.12)  it i s  seen t h a t  
Min Pe(m) Max h ( m )  
m -m a E En a E F ,  
(2 .10)  
(2.11) 
(2 .12)  
(2 .13)  
n 
En = [ f i n i t e  n dimensional space] 
1 
I I 
1 1 
1 
I 
Fig. 2-2. Hypothetical  Contrast  i n  Test S t a t i s t i c  PDF's 
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where 
1 A 
A m = 6  6 ; 6 =(€& - 8  1 
i n 3  711 1 -2 
(2.14) 
and t h a t  t h e  p r o b a b i l i t y  of e r r o r  f o r  t h e  mth element, P e ( m )  i s  a mono- 
t o n i c a l l y  decreasing funct ion of t h e  p o s i t i v e  d e f i n i t e  form, A ( m ) ;  s i n c e  
A and 0 are  both symmetric. m m 
2-2. S t r u c t u r a l  Form of t h e  mth Optimal Linear  Detector  
I n  view of (2.13), it i s  concluded t h a t  t h e  minimal of e r r o r  prob- 
a b i l i t y  with r e s p e c t  t o  t h e  mth element category corresponds t o  l i n e a r  
weighting o f t h e  s i g n a l  samples by t h e  elements of  a v e c t o r  ope ra to r  
which e f f e c t s  t h e  maximum of A ( m ) .  Taking 
-- W m )  - - aa 
m 
y i e l d s  a homogeneous, eigenvalue equation 
(0, Am - A ( m > I >  = 0 
and M a x  A ( m )  corresponds t o  t h e  l a r g e s t  eigenvalue of Om Am . 
(2.15) 
(2.16) 
However, with R denoting rank, 
R(Om A m )  5 Min [R(Om), R ( A m ) l  ( 2 .17 )  
R 
and i n  view o f  (2.14), s i n c e  Om i s  non-singular and R ( A  ) i s  one, t hen  
t h e  rank o f  the product i s  one. Consequently s i n c e ,  
m 
n 
j=1 
A j  = Trace (M) (2.18) 
where t h e  A .  are t h e  eigenvalues of M and s i n c e  R ( O  
i s  only one eigenvalue. 
A m )  i s  one, t h e r e  J m 
T h i s  eigenvalue & t h e  maximum, f o r  t h e  mth 
group elements, and i s  given by 
I 
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1 
The des i r ed  observation-signal-sample weighting vec to r  ope ra to r  corre- 
sponds t o  t h e  eigenvector  corresponding t o  X o ( m ) .  
(2 .19)  i n t o  (2 .16 )  y i e l d s  
The s u b s t i t u t i o n  of 
and from ( 2 . 1 9 ) ,  t h e  d e s i r e d  vector  ope ra to r  i s  
a = 0  6 
-0 m a  m 
The Bayes matched f i l t e r  vector  ope ra to r  would correspond t o  
a = 06 - 
-00 
which i s  t h e  eigenvector  corresponding t o  t h e  eigenvalue 
(2.20)  
(2 .21)  
(2 .22)  
Sup { Max A ( m ) )  = Sup A o ( m )  = Ao(mo) = 6 06 (2 .23)  
m a E E  m 
m n  
where 0 ,  and 6 are t r u e  population parameters.  This would have t h e  
e f f e c t  of g iv ing  
I n f  Min Pe(m) 1 = Pe(mo) 
m c1 E En m 
(2 .24)  
t h e  e r r o r  p r o b a b i l i t y  of t h e  matched f i l t e r ,  
Thus t h e  vec to r  ope ra to r  s t r u c t u r e  which ope ra t e s  upon a v e c t o r  
observat ion t o  y i e l d  Min Pe(m), re la t ive t o  t h e  mth category elements i n  
%n 
t h e  sequence { ( @ ) , I ,  i s  given by (2 .21 ) .  
ope ra to r  s t r u c t u r e  r e l a t i v e  t o  an element cateogry m out of a sequence, 
The argument of  t h e  optimal 
{ ( 0 ) m } ,  i s  presented i n  o rde r  t o  in t roduce  t h e  concept o f  optimizing a 
s t r u c t u r e  wi th in  or about a category of  elements, J, i n  p a r t i c u l a r  an 
e s t ima t ing  category; which i s  c a r r i e d  out i n  t h e  next s ec t ion .  The a c t u a l  
i n t r o d u c t i o n  of t h e  elements from t h e  mixture i s  t r e a t e d  i n  Chapter 111. 
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2-3. Estimating Category Conditioned Error P r o b a b i l i t y  
Consider a gene ra l  v e c t o r ,  h E E,, wi th  a l l  continuous p o s s i b l e  
elements, {cQ, t h e  gene ra l  v a r i a b l e  &which  can t a k e  on any continuom 
of va lues  i n  t h e  sequence).  
mixture resolving e s t ima to r s ,  { O ( { & l N Y  N ,  J ) ) ,  f o r  t h e  parameters,  (01, 
from some est imat ing cateogry J ,  can be developed such t h a t  
Lim P I I { ~ ( I % I ~ ,  N , J ) )  - { c ) l  > E) = o 
N-tm 
Consider t h e  r a w  samples, {z+)~. If any 
h 
(2 .25 )  
or some o the r  measure of  consis tency,  e x i s t s ,  where {C) i s  some sequence 
of cons t an t s ,  then one can take ac ross  an ensemble of e r r o r  p a t t e r n s  
E[Pe(N, J ) 1  (2 .26)  
That i s ,  i f  some sepa ra t ion  of  an observat ion z from t h e  mixture { z  3’ -k N’ * *  
can be  achieved i n t o  spaces wl, w2 by an ope ra to r  with c o e f f i c i e n t s  
from some category, J E { J , ) ~ ,  where wl, w2 need not i n i t i a l l y  coincide 
* *  
with w and w 
ensemble one can t a k e  t h e  expec ta t ion ,  < > 
and J i s  not  y e t  s p e c i f i e d ,  t hen  over  a sepa ra t ion  
1 2’ 
(2 .28)  I 6-1 - k <O ({%IN ; N ,  J)> h - 
A s  a result, a t  any s t a g e  o f  observat ion and c l a s s i f i c a t i o n ,  N ,  f o r  a 
p a r t i c u l a r  es t imat ing category,  J E { J , } ~ ,  t h e  measure of d i s t a n c e  or 
e r r o r  p r o b a b i l i t y  would be given by 
(p’ E [ i  ( N ,  J ) l / 2  Q ( N ,  J)’ 
Pe{N, J )  = (2 . r rQ(N,  J))-’ exp [-% yJldyJ 2 (2.29)  
-03 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I *  
I 
I 
I 
I 
I 
I 
8 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
19  
where 
Q ( N ,  J )  
and t h e  change of 
YJ = 
= - h '  E[ &l(IV, J)] - h 
v a r i a b l e  
(2 .30)  
has  been introduced as i n  (2 .11) .  
Thus from ( 2 . 2 9 ) ,  it i s  seen t h a t  t h e  e r r o r  p r o b a b i l i t y  a t  t h e  Nth 
s t a g e  i s  a monotonically decreasing func t ion  of t h e  p o s i t i v e  d e f i n i t e  
form 
A ( N ,  J )  = - h'A(N, J)h - 
Q ( N ,  J )  
(2.32)  
where Q ( N ,  J) i s  given i n  (2.30) and 
A A / 
A ( N ,  J )  = < L({&IN ; N ,  J )  > < L({z 1 .; N, J )  > (2 .33)  
-kN 
2-4. S t r u c t u r a l  Form of t h e  Estimating Category, J&{J),, Conditional 
Optimal Linear Detector 
The r e s u l t s  of t h e  previous s e c t i o n  i n d i c a t e  t h a t  a t  t h e  Nth s t a g e  
w i t h i n  t h e  e s t ima t ing  category, J ,  t h e  minimum e r r o r  p r o b a b i l i t y  arises 
when d i sc r imina t ion  i s  c a r r i e d  ou t  by a v e c t o r  ope ra to r ,  %, which i s  
t h e  vec to r  ope ra to r  maximizing t h e  form A ( N ,  J ) .  Thus 
Min Pe{N, J} = M a x  A ( N ,  J )  = Max h'A(N, J )k  (2.34)  - 
- h E En - - h € : E  n Q ( N ,  J )  n h e E  
Taking, again 
(2.35) 
y i e l d s  t h e  corresponding, e s t ima t ing  category condi t ioned eigenvalue 
e quat i on 
(<;({&IN ; N ,  J)> A ( N ,  J) - A ( N ,  J ) I ) h  - -  = 0 (2.36)  
20 
Assuming t h a t  a mixture reso lv ing  category,  J, e x i s t s  such t h a t  6( {z 1 -k N’ ’ 
i s  non-singular ( t h i s  i s  shown l a t e r ) ,  and i n  view of (2.331, t h e  rank of 
<6({&IN,N,J)> A ( N ,  J )  i s  one, hence t h e r e  i s  one and only one eigenvalue 
of (2 .36 ) ,  which i s  given by 
N J )  
Now from (2.36) and (2 .37)  one obta ins  
< ; (N,  J )  > A ( N ,  J)L = x ( N ,  J)& (2 .38)  
0 
and by inspec t ion  
n 
- 0 -  = h(N, J) = < 6 ( N ,  J) > < L(N, J )  > h (2 .39)  
Thus, (2 .39)  gives t h e  s t r u c t u r a l  form of  t h e  unique vec to r  opera tor  
which minimizes t h e  e r r o r  p r o b a b i l i t y  a t  t h e  Nth s t age  r e l a t i v e  t o  o r  
condi t ioned upon t h e  es t imat ing  category,  J ,  as t h e  eigenvector  of a rank 
one eigenvalue equat ion.  By invoking p r o p e r t i e s  of e r g o d i c i t y ,  and 
mart ingale  boundedness, it can be shown t h a t  f o r  a given s i g n a l  p a t t e r n ,  
t h e  range of the  random v a r i a b l e  e r r o r  p r o b a b i l i t y ,  Pe(N, J), at  t h e  Nth 
s t age ,  r e l a t i v e  t o  t h e  es t imat ing  category,  J ,  i s  m i n i m a l  when t h e  opera- 
t o r  s t r u c t u r e  i s  given by 
h 
- h(N, J> = 6({%IN, N ,  J) 6({%lN,  N ,  J )  (2 .40)  
Thus, t h e  form o f  t h e  vec to r  opera tor  i s  f i x e d  whereas t h e  elements,  
{6({+lN,  N ,  J ) ) ,  are func t ions  of t h e  p a s t  observa t ions ,  {&IN, t h e  
number of observat ions,  N ,  and t h e  es t imat ing  category,  J€{JrJR.  
Clear ly ,  for an es t imat ing  category,  J E { J , ) ~ ,  possessing consis tency,  
one has  
(2 .41)  
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2 1  
t h e  asymptotic performance c h a r a c t e r i s t i c  f o r  t h e  J t h  category and 
< ‘Pe(N,  J )  > = Pe(N, J )  
m 
(2.42) 
t h e  t r u e  dynamic performance c h a r a c t e r i s t i c  a t  t h e  Nth s t age .  It remains 
t o  develop, t h e  mixture resolving c a t e g o r i e s ,  J E ~ J ~ ) ~ ,  which e i t h e r  
allow or approach 
due t o  
= sup X,(N, J) (2 .44)  
J &{JrIR 
- h ’  A ( N ,  J )& 
Q(N,J) 
Conditions (2.43)  and (2.44) can be a t t a i n e d  a t  each s t a g e  by t h e  formal 
mixture approach, (Bayes p a r t i t i o n e d  or i t e ra t ive  formulation of t h e  
e s t ima t ing  category,  JB, f o r  the elements of t h e  s t ructure) ,  bu t  w i l l  
not  be pursued due t o  t h e  complexity r equ i r ed ,  as mentioned previously.  
The a c t u a l  value of  P e ( J )  (biasedness ,  i f  any, of  asymptotic performance) 
ape ( N  , J )  
as w e l l  as (performance convergence r a t e )  depends upon t h e  
s p e c i f i c  mixture r e so lv ing  c h a r a c t e r i s t i c s  of  t h e  element, parameter,  
a N  
s igna tu re ,  or f e a t u r e ,  estimators;  and would be expected t o  vary from 
category Ji t o  J . 
category,  Joy which possesses  some r a p i d  convergence c h a r a c t e r i s t i c  
toward t h e  asymptotic performance, P e ( J o ) ,  f o r  t h a t  category while  
Consequently one i s  i n t e r e s t e d  i n  t h a t  e s t ima t ing  
j 
maintaining some minimal dispers ion of performance about t h e  optimal 
performance a t  t h a t  s t a g e .  The development of one e s t ima t ing  category,  
Joy wi th  t h e  foregoing op t ima l i ty  c r i t e r i a  imposed, i s  c a r r i e d  ou t  i n  
t h e  next chapter  . 
22 
2-5. Optimality Preserved Under Linear S u b s t i t u t i o n  of Mixture 
Resolving Estimators 
Recall ing (2.29) and (2.34 ) 
It w a s  seen t h a t  t h e  average e r r o r  p r o b a b i l i t y  a t  t h e  Nth s t a g e  re la t ive 
t o  t h e  est imat ing category, J E { J ~ ) ~ ,  i s  minimal when t h e  v e c t o r  ope ra to r  
app l i ed  t o  t h e  observat ions c o n s i s t s  of t h e  unique eigenvector  corre-  
sponding t o  Ao(N,  J ) .  Fur the r  it i s  seen from ( 2 . 4 0 ) , t h a t  t h e  elements 
of t h i s  operator  are l i n e a r  s u b s t i t u t i o n s  o f  t h e  mixture r e so lv ing  
e s t i m a t o r s ,  { 6 ( N ,  J ) ) ,  for t h e  e s t ima t ing  category J. I n  a d d i t i o n ,  i f  
an est imat ing category,  Jr ,  e x i s t s  which i s  s t a t i s t i c a l l y  c o n s i s t e n t  f o r  
t h e  mixture parameters , t hen  
and t h u s ,  
If t h e  category contains  no b i a s ,  t hen  
Pe(Jr) = Pe(Jg) 
and t h e  s t r u c t u r e  converges t o  t h e  matched f i l t e r .  
(2 .46)  
(2 .47)  
(2 .48)  
Thus , t h i s  research c o n t r i b u t i o n  inc ludes  a formal development of 
t h e  v e c t o r  operator  s t r u c t u r e  which minimizes t h e  e s t ima t ing  category 
condi t ioned e r r o r  p r o b a b i l i t y  and j u s t i f i e s ,  i n  t h e  development con tex t ,  
t h e  l i n e a r  s u b s t i t u t i o n  of  t h e  J t h  category,  mixture r e so lv ing  estimates 
i n t o  t h e  struc-Lure. 
form as t h e  Bayes matched f i l t e r  s t r u c t u r e ,  however, t h e  elements d i f f e r  
For t h e  gaussian case ,  t h e  s t r u c t u r e  has t h e  same 
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i n  t h a t  t hey  possess t he  mixture r e so lv ing  p r o p e r t i e s  (convergence r a t e ,  
cons i s t ency)  bf the  p a r t i c u l a r  J t h  category contained t h e r e i n .  
c4 
CHAPTER I11 
VARIATIONAL DEVELOPMENT OF THE PARAMETER 
ELEMENT ESTIMATING OPERATOR 
3-1. I n i t i a l  Separat ion of  an Observation from a Mixture 
The work i n  t h i s  chapter  i s  concerned with t h e  development of  an 
e s t ima t ing  category, J E{Jr),which i s  t o  r e s o l v e  a mixture with a 
s p e c i f i c  c r i t e r i a  of r e s o l u t i o n  imposed, i n  o r d e r  t o  provide elements 
f o r  t h e  de t ec to r  s t r u c t u r e  developed i n  t h e  previous s e c t i o n .  I n  
p a r t i c u l a r ,  t h e  c r i t e r i a  t h a t  i s  d e s i r e d  i s  some s o r t  of  bounded, t i m e  
minimized consistency. The i n t e r p r e t a t i o n  of  boundedness i s  t o  be taken 
i n  t h e  sense t h a t  one wishes t o  minimize t h e  d i spe r s ion  of t h e  values  
of t h e  parameters being e x t r a c t e d  and thus  minimize t h e  d i spe r s ion  of  
dynamic performance from t h e  c l a s s i c a l l y  optimum. I n  a d d i t i o n ,  it i s  
d e s i r e d  t o  achieve t i m e  minimized consistency i n  some sense i n  o rde r  
t o  achieve asymptotic performance i n  minimum t i m e ,  g r an t ing  t h a t  t h e  
f irst  c r i t e r i a  w i l l  i n s u r e  l ea rn ing  or adap ta t ion  such t h a t  t h e  f i n i t e  
t i m e  asymptotic performance reasonably approaches t h e  c l a s s i c a l l y  
optimum. 
Consider t h e  mixture of observat ions , {%IN, where each observa- 
t i o n  l i es  i n  t h e  space given by 
R = w  t uw2 (3.1) 
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as i l l u s t r a t e d  i n  Fig. 3-1. 
Fig. 3-1. Mixture Observation Space 
I n  order  t o  i n i t i a t e  a r e so lu t ion  of t h e  mixture ,  { s ) ~ ,  cons ider  
an i n i t i a l  s epa ra t ion  of t h e  j t h  observa t ion ,  zj, from t h e  mixture ,  by 
some process ,  i n t o  t h e  space w i = 1, 2 ,  where t h e  s u b s c r i p t  r e f e r s  
t o  t h e  space of t h e  r e fe rence  f o r  s epa ra t ion  and t h e  space i s  s t a r r e d  
* 
i' 
s i n c e  it does not  co inc ide  w i t h  wi as a r e s u l t  of t h e  t r u e  r e fe rence  
be ing  unknown. 
forms), were known, they  would serve  as t h e  r e fe rence  (as elements i n  
t h e  d e t e c t o r  s t r u c t u r e ) ,  and the sepa ra t ion  ( c l a s s i f i c a t i o n ,  de t ec t ion ,  
C lea r ly ,  i f  t he  means, €Il, €13, (samples of  pu lse  wave- 
and recogni t ion  i n  t h i s  c a s e )  would be achieved under t h e  fol lowing 
t o t a l  p r o b a b i l i t y  scheme. 
( 3 . 2 )  
I n  t h e  unsupervised case ,  t h e  reference must be e x t r a c t e d  from t h e  
mixture.  Consider then a separat ion of t h e  ( j + l ) t h  observa t ion ,  z 
from t h e  mixture ,  {z+)~, by some process  based upon t h e  l i k e n e s s  or 
s i m i l a r i t y  of z 
t h e  immediately preceeding observat ion,  zj. 
dec i s ion  r u l e ,  
-j +1' 
i n  p a r t i c u l a r  with %, with any other  observa t ion ,  -j +1 
Consider t h e  hypo the t i ca l  
(3 .3)  
Clear ly ,  i n  order t o  preserve homogeneity of t h e  system, t h e  s t r u c t u r e  
of (3 .3 )  must be compatible with (2.31,  i n  t h e  sense t h a t  as t h e  P a r a -  
eters are learned,  no change i n  s t r u c t u r e  should be necessary with 
changes occurring only i n  t h e  elements. This i s  seen t o  be so  i n  
Chapter I V  where s p e c i f i c  cases  are s tudied .  The s i g n i f i c a n c e  of t h e  
s u b s c r i p t s ,  S and D ,  is  t h a t  t h e  hypotheses imply s i m i l a r i t y  and d is -  
s i m i l a r i t y  respec t ive ly ,  y i e l d i n g  t h e  t o t a l  s t a r r e d  p r o b a b i l i t y  scheme 
corresponding t o  t h e  p r o b a b i l i t i e s  of t h e  e r r o r  of t h e  f irst  and second 
k ind  and t h e  complementary p r o b a b i l i t i e s  of co r rec t  assignment f o r  t h e  
s i m i l a r i t y  hypotheses. 
That i s ,  t h e  observation,Lj+l, and t h e  reference,  z 
from w1 or both from w2, or one from each i n  two poss ib l e  ways. 
s t a r r e d  space nota t ion  i s  used because t h e  sepa ra t ion  of an observat ion,  
zj+1* from the  mixture,  {&IN, by re ferenc ing  with t h e  observa t ion ,  z j ,  
sepa ra t e s  t h e  t w o  i n t o  spaces such t h a t  i f  some combination of t h e  
separa ted  observation were t o  be c a r r i e d  out  t o  achieve an estimate, 
are e i t h e r  both 
The 
-3 , 
t h e  elements or moments achieved would not  coincide with t h e  
elements of the t r u e  spaces ,  C O ) ,  except poss ib ly  asymptot ical ly .  
It i s  appropriate  t o  po in t  out t h a t  t h e  concept of one-shot separa- 
t i o n  on t h e  bas i s  o f  adjacent  s i m i l a r i t y  i s  employed i n  t h e  d i f f e r e n t i a l l y  
I 
1 
I 
I 
I 
I 
I 
I 
1 
I 
1 
1 
I 
1 
I 
1 
I 
I 
I 
coherent phase-shift-keyed system, however, no effor t  i s  made t o  achieve 
any improvement i n  sepa ra t ion  o r  r e f e renc ing ,  by any combination of t h e  
resul ts  o f  t h e  referencing i n  order  t o  e f f e c t  an adap ta t ion  t o  o r  a 
l e a r n i n g  of  t h e  t r u e  reference.  C lea r ly  a sequence of  one-shot compar- 
i s o n s  could be made, however an e r r o r  followed by a sequence of  c o r r e c t  
comparisons o f  s i m i l a r i t y  would r e s u l t  i n  a severe e r r o r  propagation 
format, which f o r  low s i g n a l  t o  n o i s e  r a t i o s ,  i s  t h e  most s e r i o u s  draw 
back of t h e  DC-PSK system concept. 
Thus t h e  philosophy i s  t o  r e i n f o r c e  t h e  s t r u c t u r e ,  h, given by 
(2.40), by combining t h e  separated observat ions i n  a manner which imposes 
t h e  d e s i r e d  c r i t e r i a  previously mentioned. The mathematical f u n c t i o n a l s  
imposing t h e  d e s i r e d  c r i t e r i a  and t h e  manner i n  which t h e  observat ions 
are t o  be combined, are discussed i n  t h e  s e c t i o n s  which follow. 
3-2. T i m e  Dependent, Weighted Combination of  t h e  Separated Observations 
Consider now, two o r  more obse rva t ions ,  -j z ’ 11-J +1 , sepa ra t ed  from 
R = l , 2  ( 3 . 5 )  
Consider a t i m e  (obse rva t ion )  dependent , weighted combination of &he 
two o r  more sepa ra t ed  observations t o  form an estimate, B(NR, z 
t h e  wean a s s o c i a t e d  with t h e ’ s p a c e  o f  t h a t  p a r t i c u l a r  s epa ra t ion .  
e ( W E )  
) ,  of  
The 
weighting process w i l l  always i n i t i a t e  with a combination of  only one 
( t h e  ( j+l ) t h )  observat ion w i t h  t h e  s i m i l a r i t y  r e fe renced  observat ion 
L O  
( t h e  j t h  as an example) and a discussion on t h e  i n i t i a l  s e p a r a t i o n  
appears when s p e c i f i c  cases  are considered. The s u b s c r i p t  R i s  
i d e n t i f i e d  with t h e  f irst  s i m i l a r i t y  dec i s ion  ( s a y  wl) and t h e  next 
a i s - s i m i l a r l y  c o n s t i t u t e s  an observat ion s e p a r a t e d  i n t o  w2; or t h e  
r eve r se ,  s ince t h e  o r d e r  i n  which t h e  space i s  assigned i s  of no con- 
8 
* 
sequence i n  the binary case.  
Consider then , t h e  t i m e  dependent, weighied average given by 
(u;) (ut) (w,) 
"Nk,  2 = N i l  H ( N R ,  2 ) z ( 3 . 6 )  
where 
ana 
, 
- 
( 3 . 8 )  
For s i m p l i c i t y ,  s i n c e  only one group of  s e p a r a t i o n s  w i l l  be considered 
* 
at a t i m e ,  t he  s u b s c r i p t s  R ,  uR can be dropped, and N R  can be taken as 
N1, t h e  number o f  s i m i l a r  observat ions sepa ra t ed  i n t o  one group p r i o r  
t o  a dis-similar observat ion,  under t h e  cond i t ion  t h a t  N1 > 2. 
( 3 . 6 )  can be  wr i t t en  f o r  easier i n t e r p r e t a t i o n  as 
Thus - 
A 
(3.9) 
E(N1, E )  = N 1  -  H ( N 1 ,  2) 2 
and t h e  est imate  of t h e  i t h  sample a s s o c i a t e d  with t h e  d i s c r e t e  unknown 
waveform of dimensionality n i s  given by 
where &(N1) i s  t h e  i t h  v e c t o r  ope ra to r  element of  (3 .7)  and i s  t h e  
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v e c t o r  of t h e  i t h  samples i n  the s e p a r a t i o n  sub-mixture, as 
... z ... i 
j 
... z ... 
k i 
... i ... z 
N1 
Z 
n 
n 
Z 
z 
; z  = i 
(3 .11)  
The s p e c i f i c  p r o p e r t i e s  of t h e  observation-time dependent, weighting, 
ope ra to r  i n  (3 .9 )  must t a k e  i n t o  account t h e  c r i t e r i a  discussed i n  3-1 
and f u n c t i o n a l s  f o r  t h e s e  c r i t e r i a  are developed i n  t h e  next s e c t i o n .  
3-3. Development of  a Constrained Funct ional  f o r  Maximizing Convergence 
Rate and Minimizing Dcspersion 
Consider t h e  following func t iona l s  f o r  an e s t ima t ing  category J ,  
a 
Y y = -  
R D 
(3 .12)  
(3 .14)  
(3 .15)  
where YD r ep resen t s  t h e  normed measure of  d i s t a n c e  i n  n space,  a t  s ta te  
N1, Y 
combination e r r o r ,  and i f  C coinsides  with t h e  t r u e  p u l s e  waveform 
rep resen t s  t h e  ra te  o f  change of  d i s t a n c e ,  Y i s  t h e  mean-square R E 
- 
samples, t h e  e s t ima t ing  categpry i s  unbiased with p r o b a b i l i t y  one. For 
t h e  i t h  element o f  t h e  e s t i m a t e  a s s o c i a t e d  with t h e  i t h  element of  t h e  
multi-dimensional observat ion,  
i i (N1,  5) = NY' $ (Nl ,  5) z+ (3.16) 
consider  t h e  i t h  component i n  the  f u n c t i o n a l s  (3 .12 )  through ( 3 . 1 4 ) ,  
a 'R $D (3.17) 
(3 .18)  
(3 .19)  
One then  wishes a genera l  func t iona l ,  +, composed of cons t ra ined  combina- 
t i o n s  of t h e  func t iona ls  (3 .17)  through (3.18) i n  such a manner t o  e f f e c t  
an opera tor ,  H(N1, - Z ) ,  (henceforth r e f e r r i n g  t o  t h e  i t h  e lement ) ,  corre-  - 
sponding t o  the es t imat ing  category J with t h e  des i r ed  p r o p e r t i e s  of 
maximizing the  convergence r a t e  and minimizing t h e  d i spe r s ion  of dynamic 
performance. The i n i t i a l  approach w a s  t o  cons ider ,  
where y i s  the  so-cal led La-Grangian m u l t i p l i e r  c o e f f i c i e n t  a s soc ia t ed  
with t h e  cons t r a in t ,  and t o  impose upon t h e  v a r i a t i o n  t h e  condi t ions  
(3 .21)  
I 
and 
Min $E 
H E E  
N1 - 
(3 .22)  
I n  t h i s  manner it w a s  hoped t o  d i r e c t l y  maximize t h e  negat ive r a t e  
of change of d is tance  (convergence) and minimize t h e  d i spe r s ion  of t h e  
dynamic performance by cons t ra in ing  t h e  mean square e r r o r  o f  t h e  J t h  
category.  However from (3 .16 ) ,  it i s  seen t h a t  
(3 .23)  
and with a va r i a t ion  s t i l l  t o  be taken on H, t h e  expression f o r  +R is  
both e x p l i c i t  and i m p l i c i t  i n  N1, and thus  a d e r i v a t i v e  cannot be taken 
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d i r e c t l y .  
consider ing 
However t h i s  problem can be circumvented t o  some ex ten t  by 
$ =  $ D + Y  $E (3 .24)  
as t h e  f’unctional upon which a v a r i a t i o n  on H i s  t o  be taken t o  minimize 
t h e  normed measure of  d i s tance  sub jec t  t o  a c o n s t r a i n t  on t h e  mean square 
e r r o r .  
- 
Then upon so lu t ion  f o r  11, t ak ing  
a 
ay 
- $R(I1, (N1 ,y ) )  = a ay * a N 1  $D(!!0(~19 y ) )  (3 .25)  
and ad jus t ing  t h e  normed r a t e  of change of  d i s t ance  with t h e  La-Grangian 
m u l t i p l i e r  while maintaining some con t ro l  over t h e  mean-square e r r o r ,  it 
i s  hoped t o  e f f e c t  
The v a l i d i t y  of t h i s  approach is borne out  i n  experimental  s t u d i e s  of  t h e  
c o n t r o l  e f f e c t e d  upon convergence r a t e  and d i spe r s ion  by t h e  adjustment 
of t h e  La-Grangian m u l t i p l i e r  i n  H+(N1, y ) .  
which s a t i s f i e s  t h e  minimization of t h e  func t iona l ,  $ ( E ) ,  as 
Thus t h e  opera tor ,  H (N1, y )  
-0 
$ ( & ( N ~ Y  2)) = $ D ( % ( N l ,  Y, z)) + Y $E(&(N1,  Y ,  2 ) )  (3 .27)  
followed by an adjustment o f  y obtained by 
(3 .28)  -- iy :Nl $D (%(N1, YY E ) )  = 
t o  y i e l d  some &(NlY yo ,  Z), i s  t h e  opera tor  des i r ed  t o  weight t h e  com- 
b i n a t i o n  of t h e  sepa ra t ed  observat ions,  i n  e f f e c t  y i e l d i n g  t h e  optimum 
es t imat ing  category,  Joy desired.  The e x t r a c t i o n  of  t h e  parameters,  ( 0 ) ;  
i n  t h i s  manner i s  thus  t o  re inforce  t h e  s t r u c t u r e  given by (2 .40)  i n  such 
a manner as t o  minimize convergence t ime and d i spe r s ion  of dynamic per-  
formance. The mechanics a s soc ia t ed  wi th  t h e  minimization of +, and t h e  
s o l u t i o n  f o r  - H a r e  c a r r i e d  out i n  t h e  fol lowing s e c t i o n .  
3-4. Minimization of + and s o l u t i o n  f o r  B. 
Recal l ing t h e  func t iona l  t o  be minimized, 
+(E) = 4JD(K) + y (3 .29 )  
by a v a r i a t i o n  on 11; it i s  seen t h a t  minimization can be achieved by 
p a r t i a l  d i f f e r e n t i a t i o n  as a r e s u l t  of t h e  d i s c r e t e ,  f i n i t e  dimension- 
a l i t y  of ( 3 . 2 9 ) .  Thus, s p e c i f i c a l l y ,  r e c a l l i n g  t h a t  (3 .29)  i s  a s soc ia t ed  
wi th  t h e  i t h  element 
J/D(E) = ; (N1 -1 H .  ' z .  - O i l 2  > 
-1 -1 
which upon expansion becomes 
2 2 r  1 1  +.,(E) = < Oi - - H: zi 0. + - 
9 N 1  -1 1 
(3 .30)  
(3 .31)  
and by a d i s t r i b u t i o n  of the  expec ta t ion ,  y i e l d s  
2 
The v a l i d i t y  o f  (3 .32)  can be checked by expanding (1 H z - O i )  and 
w r i t i n g  t h e  r e s u l t  as a s e r i e s  followed by t h e  s t a r r e d  expec ta t ion  on 
N - 1  -i i 
t h e  f i n i t e  s e r i e s .  A l s o  
1 '  1 '  
N, 7 -1 * N i  1 -1 +E(K) = 5 (- H .  z .  - < - H ;  z .  > ) 2  > (3 .33)  I I 
which upon expansion becomes 
+E(E) = ; - 1 '  H. z . 2; H .  - - < H ' z  > H ' z . + -  < H : z  > 2 >  
-1 2 * - i - i  i - 1  2 9 - l i  
N 1  N 1  
(3 .34)  
N 1 2  -I -l 
and by a d i s t r i b u t i o n  of the  expec ta t ion ,  y i e l d s  
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< z ; H . )  (3.35) *i I
F i n a l l y ,  by c o l l e c t i n g  terms 
(3.36)  
Now, combining (3.32)  and (3.36) 
and t ak ing  
(3 .38)  
y i e l d s  
I 
< z . > ]  H . = O  * -1 -1 (3 .39)  
as the  minimized system of equations.  
i n t o  the s tandard  form, t h e  system i s  
Clear ing (3 .39)  of N1 and r ewr i t i ng  
I 
= N  1 0 - < z  l * i  > (3.40) 
By t h e  na ture  of matrices composed of first and second moment expecta- 
t i o n s  , 
R { [ G  zi 2; > + Y ( 2  2i 2; > - < z .  > 2 zi > ' ) ] I  = M (3 .41)  * -1 1 
thus (3 .40)  i s  a full rank system of equat ions and consequently a 
unique so lu t ion ,  %, for - H e x i s t s ,  given by 
t -1 
H (N1, y )  = [I 4 > + y < > - < z .  > < z .  > ) I  NIOi ; zi > -0 * -1 * -1 
(3 .42)  
Thus t h e  weighting ope ra to r ,  %, which sat isf ies  t h e  cond i t ions  
imposed by (3.27)  i s  given i n  (3 .42 ) .  I n  o r d e r  t o  consider  f u r t h e r ,  t h e  
a p p l i c a t i o n  of (3 .42)  t o  s p e c i f i c  cases ,  it i s  e s s e n t i a l  t o  examine t h e  
elements i n  t h e  system matr ix .  
s e c t i o n .  
This i s  c a r r i e d  out  i n  t h e  following 
H 3-5. Elements of t h e  Weighting Operator, -o 
Recalling ( 3 . 4 2 ) ,  t h e  ma t r ix  of t h e  system of  equat ions i s  given by 
with t h e  expectat ion taken with r e spec t  t o  t h e  s t a r r e d  space de f ined  by 
sepa ra t ion  up t o  s t a g e  N1. Also, r e c a l l i n g  ( 3 . 4 ) ,  it i s  seen t h a t  t h e  * 
s e p a r a t i o n  i n i t i a l l y  produces two submixtures, z (u?) , - Z ('l), w i t h  pro- 
p o r t i o n a l i t y  parameters given by ( 3 . 4 4 )  below. This i d e a  i s  common t o  
t h e  case o f  detect ion with known parameters,  where c l a s s i f i c a t i o n  i s  not  
without e r r o r ,  and t h e  c l a s s i f i e d  observat ions c o n s t i t u t e  two mixtures 
of "zeros i n  ones" and "ones i n  zeros" with f i x e d  parameters of  mixture  
p r o p o r t i o n a l i t y .  I n  t h e  adapt ive and l e a r n i n g  s t r u c t u r e s ,  t h e  parameters 
o f  p r o p o r t i o n a l i t y  a r e  observat ion dependent, r e f l e c t i n g  t h e  convergence 
p r o p e r t i e s ,  and c o n s t i t u t e  a Markov process  with random t r a n s i t i o n  prob- 
ab i l i t i es .  
and t h e  hypotheses given by ( 3 . 4 ) .  
Consider an i n i t i a l  t e s t  of zj+l a g a i n s t  z as a 
The fol lowing submixture 
-j 
scheme i s  observed, with mixing parameters,  
r e f e rence ,  
gene ra t ing  
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I n  words, (3 .44)  means t h a t  re ferenc ing  z aga ins t  z r e s u l t s  i n  a 
sepa ra t ion  such t h a t  t h e  observat ions a r e  both similar and a r e  sepa ra t ed  
-j +1 -3 
as similar o r  d i ss imi la r ,  or are  dissimilar and a r e  sepa ra t ed  as similar 
or dissimilar r e spec t ive ly .  ( j  ) are t h e  prob- 
a b i l i t i e s  t h a t  t h e  observat ions are s t a t i s t i c a l l y  similar o r  d i ss imi la r  
The terms, pll( j ) and p 22 
and a r e  sepa ra t ed  as such. Thus t h e  values  of the  p r o b a b i l i t i e s  a r e  
cons t an t ly  changing as t h e  s t r u c t u r e  i s  re - inforced ,  c h a r a c t e r i s t i c  of 
t h e  l ea rn ing  o r  adapta t ion  t h a t  i s  t ak ing  p l ace ,  and t h i s  i s  represented  
by t h e  subsc r ip t  j .  A s  such, t he  p r o b a b i l i t i e s  a r e  random v a r i a b l e s ,  i n  
p a r t i c u l a r  teranomial  random va r i ab le s  ( m u l t i - n m i a l  w i t h  four  v a r i a b l e s  1. 
A t  any s t a g e ,  j ,  consider  t he  ( k ,  ~ ) t h  element of 
I I  
k,R = 1, 2,  ..., N1 
given by 
> = < ( O i  + Ni ) ( O i  + Ni ) > 
k k R R = < ' i  i * k R  k!L * 
which f o r  zero mean no i se ,  upon expansion, becomes 
r = < ( O i  Oi + Ni Ni ) > 
k R  k R  kR * 
(3 .45)  
(3 .46)  
(3 .47)  
Taking t h e  expec ta t ion  over t he  starred space,  w i t h  r e f e rence  t o  ( 3 . 4 4 )  , 
f o r  the b ina ry  case ,  (3 .47)  y i e l d s  
(3 .48)  
For k = R ,  (3 .46)  i s  
= < z  2 > = < ( 0  * ik + N  ik ) 2 >  (3 .49)  
k 
rkp, = rkk * i 
which upon expansion, f o r  t h e  zero-mean no i se  case ,  and expec ta t ion  
$ > y i e l d s  
Since t h e  expectat ion has  been taken at t h e  j t h  s t a g e ,  t h e  expec ta t ion  
of t h e  random v a r i a b l e ,  p ( j ) ,  i s  rep laced  by t h e  expected va lue  
p ; at tha t  s tage  and consequently no s u b s c r i p t s ,  j ,  appear i n  (3.48) 
and (3 .50 ) .  
* 
* 
The remaining mat r ix  i n  (3 .43)  i s  
(k, E) = n< zi > < Z .  > * -1 z z  M ii (3 .51)  
where t h e  ( k ,  R)th element i s  given by 
which for zero-mean no i se  becomes 
For t h e  case ,  k = E, i n  v i e w  of t h e  zero mean n o i s e ,  
The s u b s t i t u t i o n  of ( 3 . 4 8 ) ,  ( 3 . 5 0 ) ,  (3 .53)  and (3 .54)  i n t o  (3 .43 ) ,  
y i e l d s  the general  expression of  t h e  mat r ix  t o  be inve r t ed ,  a t  t h e  j t h  
s t a g e ,  i n  order  t o  provide weighting c o e f f i c i e n t s  f o r  combining t h e  
sepa ra t ed  observat ions i n  a manner such as t o  m a x i m i z e  convergence rate 
and minimize d ispers ion .  With t h e  r e s u l t s  developed thus  far ,  it i s  
now p o s s i b l e  t o  consider  s p e c i f i c  cases  such as, {gl = -0 I ,  (0 
e t c . ;  and s p e c i f i c  forms o f & ( N  
i n  t h e  next  chapter .  I n  p a r t i c u l a r ,  an i t e r a t i v e  format of t h e  
r ecu r s ion  f o r  H (N Z ,  y )  i s  developed. 
0 I ,  -2 -1' -2 
Z ,  y ) ,  given by (3 .42)  are developed 1' - 
-0 1)- 
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CHAPTER I V  
THE PARMETER ELEMENT ESTIMATING OPERATOR FOR THE 
BI-POLAR AND GENERAL TWO-CATEGORY SIGNAL PATTERN MODEL 
4-1. The I n t e g r a t e d  S igna l  Processing S t r u c t u r e  
The work ' in  t h e  previous chapter r e s u l t e d  i n  t h e  development of an 
ope ra to r ,  
as t h e  weighting opera tor  of t h e  i t h  samples i n  a t i m e  s l o t  of dimentiion- 
a l i t y  n ,  where 
and 
(4.3)  
The vec to r  opera tor  was found t o  be t h e  unique s o l u t i o n  of a f u l l  r ank  
system of equat ions obtained by extremizing a cons t ra ined  f u n c t i o n a l  $. 
The func t iona l  $ w a s  a combination of func t iona l s  arranged 3n a manner 
such as t o  allow t h e  maximization of t h e  convergence ra te  and minimiza- 
t i o n  of t h e  d ispers ion  of dynamic performance, t h e  conten t ion  being t h a t  
maximization of t h e  consis tency of t h e  t ime dependent , weighted estimates 
of t h e  samples of t h e  d i s w e t e  unknom pu l ses  wi th  a cpns t ra ined  mean- 
square es t imat ion  e r r o r  c a r r i e s  t hese  p r o p e r t i e s  over  into t h e  de tec t ion ,  
r ecogn i t ion ,  and c l a s s i f i c a t i o n  p rope r t i e s  of t h e  stFucture. These 
z >  
hypotheses a r e  proven c o r r e c t  by a d i g i t a l  computes s imula t ion  of t h e  
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s i g n a l  processing s t r u c t u r e ,  s i g n a l  p a t t e r n s  i n  no i se ,  and t h e  a c t u a l  
processing o f t h e  observat ion s i g n a l  by t h e  s t r u c t u r e .  The r e s u l t s  of 
t h e  computer s imulat ion experiments and a d i scuss ion  of r e l a t e d  per-  
formance appears i n  Chapter V I .  
A t  t h i s  po in t  it i s  appropr i a t e  t o  in t roduce  a b a s i c  diagram of t h e  
d a t a  processing s t r u c t u r e ,  Fig.  4-1, which can be i n t e r p r e t e d  as fol lows.  
{Q N + 1  
Fig.  4-1. Optimized Feedback-Mixture-Resolving Detector  S t r u c t u r e  
The i n p u t ,  ( z  l i s  an u n c l a s s i f i e d  v e c t o r  sequence of  no isy  d i s c r e t e  
b ina ry  pu l ses  (mixture)  as descr ibed  i n  t h e  in t roduc t ion ,  and n e i t h e r  
t h e  p u l s e  waveforms - nor  t h e  no i se  s t a t i s t i c s  a r e  known. The s t r u c t u r e  
- h ,  as given by (2.40), is t h e  e igenvec tor  ope ra to r  d e t e c t o r  s t r u c t u r a l  
form which m i n i m i z e s  t h e  cond i t iona l  average e r r o r  p r o b a b i l i t y  as it 
i n i t i a l l y  i s o l a t e s  observa t ions  and, wi th  t h e  f i rs t  re-inforcement of 
i t s  elements in  t h e  s t r u c t u r e ,  genera tes  a sequence of b ina ry  dec i s ions ,  
7r N + 1 '  
{2&}N+l. The s t r u c t u r e  k, i n  i t s  i n i t i a l  s e p a r a t i o n  and subsequent ( w 3  
decis ion ,  ga t e s  t h e  t i m e  s l o t s  through t o  t h e  ope ra to r s  H1(N1, y, - z l )  
I 
I 
I 
I 
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I 
I 
1 
1 
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(u;) 
and H2(N2, Y ,  - Z ) ,  which combine, i n  a time-varying, weighted manner, 
t h e  ga t ed  observa t ions ,  t o  generate  up-dated values  of t h e  elements 
(parameters )  f n  t h e  s t r u c t u r e  - h.
H, ( N , ,  y ,  z ) and H 2 ( N 2 ,  y ,  2 ) a r e  not  both a c t i v e  s imultaneously,  
however t h e  sum of t h e  outputs  gene ra t e s  a continuous sequence, Iyk}N+l, 
which i s  t h e  e x t r a c t e d  s i g n a l  p a t t e r n  as "recovered" from t h e  observa t ion  
The t ime varying ope ra to r s ,  
(W,) ($1 
I I  
mixture by t h e  opera tors  H 
t h e  outputs ,  {6}NQ+1, re inforce  & toward more c o r r e c t  dec i s ions ,  t h e  
estimates ] e x t r a c t i o n s )  of t h e  d i s c r e t e  pulse  waveforms improve and t h e  
and H2. A s  t h e  elements converge, eg . ,  as 1 ( a )  
sequence IyklN+l resembles more c l o s e l y  t h e  t r u e  s i g n a l  p a t t e r n .  
sequence i s  t h e  decis ion sequence and agrees  i n  format w i t h  
{Yk'N+l' 
The 
Thus it can be concluded t h a t  t h e  above s t r u c t u r e  i s  a t ime-varying, 
weighted, dec is ion-d i rec ted  s t r u c t u r e ,  which e x t r a c t s  t h e  i n i t i a l  r e f -  
erence from t h e  observa t ions .  The formulat ion and s t r u c t u r e  d i f f e r s  from 
t h e  convent ional  dec is ion-d i rec ted  system i n  two fundamental ways. F i r s t ,  
t h e  convent ional  decis ion-directed system does not e x t r a c t  t h e  i n i t i a l  
r e f e rence  from t h e  observat ions,  and second, unweighted l i n e a r  averages 
a r e  taken t o  provide reinforcement of  t h e  d e t e c t o r  s t r u c t u r e .  A s  a 
r e s u l t ,  t h e  conventional decis ion-directed system i s  seen t o  be u n r e l i -  
a b l e  a t  s ignal- to-noise  r a t i o s  from j u s t  above 0 db. down. 
It can be seen t h a t  t h i s  is i n h e r e n t l y  a feedback s t r u c t u r a l  re -  
inforcement system and w i l l  be c o n t r a s t e d  i n  Chapter V wi th  a feed- 
forward mixture r e so lv ing  s t r u c t u r e .  However, it w i l l  be seen t h a t  t h e  
feed-forward system r e q u i r e s  m o r e  a p r i o r i  in format ion ,  i n  c e r t a i n  terms , 
regard ing  t h e  observat ion mixture. 
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4-2. The Optimized Weiahting Operator f o r  t h e  Bi-Polar S i g n a l  P a t t e r n  
Model 
For t h e  mixture observat ion,  {z+l , as desc r ibed ,  t h e  most 
N + 1  
gene ra l  r e l a t i o n s h i p  between t h e  two unknown d i s c r e t e  p u l s e s  i s  given by 
(4.4) - % - - G L ! . l  
where t h e  elements d i f f e r  by a matr ix  ope ra to r  t r ans fo rma t ion  G.  For 
t h e  case 
G = k I  ( 4 . 5 )  
t h e  s i g n a l  pa t t e rn  model i s  s a i d  t o  c o n s i s t  of two s i g n a l  c a t e g o r i e s  
d i f f e r i n g  only by a l o c a t i o n  parameter, and f o r  t h e  s p e c i f i c  case;  
k = -1, t h e  s igna l  p a t t e r n  i s  bi-polar  with unknown p u l s e  waveforms. 
Consider t h e  b i -po la r  case then and r e f e r  t o  t h e  upper branch 
JC 
i n  Fig.  4-1 as wl. The weighting ope ra to r  f o r  t h e  i t h  element of  t h e  
d i s c r e t e  pulse  g,,  upon t h e  i t h  elements of t h e  sequence of  n dimensional 
I* 
{ Z ( " l ) )  t i m e  s h t s ,  , where N 1. 2, depending upon t h e  number of l i k e -  N, 1 - 
I * * ness  decis ions ga t ed  t o  w or w2 p r i o r  t o  a t  least two observat lons 1 
g a t e d  t o  t h e  "other" branch, i s  given by 
I * \  
Now s i n c e  8 = -g2, (4 .3)  becomes -1 
Also from (3.43) and (4.2), 
where R and M are N dimensional ma t r i ces  given by 1 
and 
I 
I 
I 
I 
I 
1 
1 
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For the bi-polar case, the (k, R)th elements of R, from (3.48) and 
( 3.50) become 
and 
(4.12) 
where u i 
each time slot. 
is the variance of the zero-mean noise in the ith sample of 
From (3.53) and (3.54), the (k, L)th elements of M are 
(4.13) 
Consider for the time being, stationary, white noise, such that 
< N  N . > = O  (4.14) * ik lR 
and 
(4.15) ui2 = 02 i = 1, 2, ..., n 
Thus from (4.14), (4.15) and representing (pll * - p12) * by Ap, the elements 
of R and M become 
(4.16) 
Also 
k,R = 1, 2, ..., N1 (4.18) 
(4.19) 
where 
= o  k f R  
Thus from (4.16) through (4.201, (4.8) becomes 
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0 2) I ]  * 2 + u2] - Ap * C(N1, Y )  = [R + Y{(Pll + P12)[01 
i ki 
(Pl; + P12) ................... 
;\p2 o1 ............. Ap2 0 
* + a2] Ap2 O1: 
.. 2 0 2  % *  [O12+u2] Ap2 0 2 i 
li ( P l l + P 1 2  i 
2 2 =I.- i 'i i 
(4.21) 
where I i s  the  i d e n t i t y  matr ix .  
i n  (4 .21 )  and combining, (4.21) becomes t h e  N 
Now by f a c t o r i n g  Ap2 0 from each term 
li 
dimensional,  square,  1 
symmetric form 
where 
and 
- 
( a  + yb) 1 .................. 1 
1 ( a  + yb) 1 ........... 1 
1 - ................. 1 ( a  + yb)  
For compactness, s e t  
c = a + y b  
y i e l d i n g  t h e  system matr ix  r ep resen ta t ion  
(4.22) 
(4.23) 
(4.24) 
(4.25) 
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(4 .26)  
The matr ix  C(N1, y )  i s  of  f u l l  rank and a gene ra l  i nve r se  of (4 .26)  
s u b s t i t u t e d  i n t o  (4 .6)  would y i e l d  t h e  s p e c i f i c  form of t h e  weighting 
ope ra to r  H . However from (4.7)  and ( 4 . 2 6 ) ,  (4 .6)  can be r e w r i t t e n  
and t h e  equiva len t  of a genera l  i nve r se  can be more r e a d i l y  obta ined  
+i 
i n  compact form. Thus (4 .6)  becomes 
(4 .27)  -1 C ( N 1 ,  Y) Y, z) = N1 AP - 1
Now a full rank system of equat ions such as (4 .27)  has t h e  form 
C Z = g  (4 .28)  
wi th  t h e  a l t e r n a t e  form of so lu t ion  given by 
(4 .29)  
-1 * 
H = IC1 C g - 
where C* i s  t h e  a d j o i n t  of t h e  co fac to r  mat r ix  f o r  C.  Consequently, 
t h e  k t h  element f o r  H i s  given by - 
N, 
(4 .30)  
I 
where 
r ep lac ing  i t s  k t h  column with g. 
1 gR CRk i s  t h e  expansion of t h e  determinant formed from C by R= 1 
However i n  (4 .27 )  
and it can be shown t h a t  
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I n  p a r t i c u l a r ,  by t h e  s p e c i f i c  na ture  of  the symmetry of C(N1, y) ,  
(4 .33)  
atid thus  t h e  elements of H (N1, y, z) a r e  given by 
-Oi ( N 1 - 1 )  
(N1, y, = N1 Ap-l I C 1 - l  ( c-1)  Y 
( N l  ) 
(4 .34)  
-.. 
k = 1, 2 ,  ..., N1 
i s  an Nlth order  determinant of t h e  mat r ix  C ( N  , y ) .  I n  1 where I C 1  ( N ,  I order  t o  complete t h e  development of H (N1, y, z) i n t o  a compact c losed  
-0: I 
form, it i s  necessary t o  obta in  a compact c losed  form expression f o r  
'k' 
IC1 . Since C i s  of f u l l  rank, it has N d i s t i n c t  e igenvalues ,  
1 ( N ,  ) 
and thus  a s i m i l a r i t y  t ransformation,  T ,  e x i s t s  such t h a t  
T' CT = [A,] (4 .35)  
where [ A k ]  i s  t h e  diagonal matr ix  of  eigenvalues of C and i s  similar t o  C .  
Furthermore, s ince  eigenvalues a re  i n v a r i a n t  under t ransformat ion ,  
(4 .36)  
Also 
N l  N l  I I 
T r  C = 1 Ak = 1 ckk = N1 c 
k=l k = l  
(4.37) 
Consequently, from (4.361, (4 .37)  and by t h e  process  of induct ion ,  t h e  
closed form expression f o r  I C (  becomes 
( N 1 )  
( N1-l ) 
= (e-1) ( C  + [N1-lI 
(N1 1 
I C 1  (4.38) 
Thus w i t h  (4.38) and (4 .34 ) ,  t h e  opera tor  f o r  t he  i t h  element becomes, 
(4 .39 )  
. 
The i t e r a t i v e  format of t h e  recursion i s  not  y e t  obvious,  however, t h e  
apparent requirement of t i m e  dependent weighting can be deduced from the  
1' appearance of N 
4-3. The Recursive Operator Format f o r  t he  Bi-Polar S igna l  P a t t e r n  Model 
Reca l l ing  (3.161, t h e  weighting e s t ima te  of t h e  i t h  element of t h e  
d i s c r e t e  pu l se ,  23, i s  given by 
(4 .40)  
* 
(W,) 
Dropping t h e  term z for s impl i c i ty  , and inco rpora t ing  (4 .39)  , ( 4.40) 
becomes 
-1 
where, from ( 3 . 1 1 ) ,  by subsc r ip t ing ,  t h e  vec to r s  become 
z .  = 
-1 
( 4 . 4 1 )  
(4 .42)  
* 
I n  p a r t i c u l a r ,  suppose j=1, the  i n i t i a l  s epa ra t ion ,  then  f o r  wl, t h e  
combinations are as follows , 
+ [ 2  + 2 Ap-l ( c l ) ]  z .  1 (2 ) )  
A 
Now, by s u b s t i t u t i n g  (4 .43)  i n t o  ( 4 . 4 4 ) ,  Oi(2) becomes 
( 4 . 4 3 )  
( 4 . 4 4 )  
46 
(4.45) 
Finally, following the substitution (4.43) through (4.45) , (4.41) yields 
the iterative format of the recursion at the Nlth stage, 
It is immediately seen from (4.46) that the weighted combinations have 
a definite observation-time dependence. For any value of the coefficient 
(e-l), the effect of the time weighting is such that, in obtaining up- 
dated values of Oi(N ) by a weighted combination of z.(N1) with Oi(Nl-l), 1 1 
the weighting of the "accepted" observations incorporated in Oi(N1-l) is 
n n 
n 
Larger, for positive values of c ,  than the weighting for the new obser- 
vation to be ''averaged" in. Also, it is seen that the time dependent 
weighting coefficients , 
(4.47) 
and 
have 
(4.48) 
Lim WO(N1) = Lim WZ(N1) = 1 
N1* N1- 
(4.49) 
however the rates at which each approaches unity differ and depend upon 
the coefficient ( c -1 ) .  From (4.23) , (4.24) , and (4.25) , it is seen that 
c is a function of pll , p12, Oli, a2, and y. It will be shown in the * * 
next section, that for the low-signal to noise ratios considered, an 
adjustment of the La-Grange multiplier coefficient y for "maximizing" the 
47 
convergence r a t e ,  renders  t h e  observat ion t ime v a r i a b l e  N1 dominant 
i n  w ( N  
become non-parametric i n  t h i s  sense. 
and wz(N1) and hence t h e  weighting opera tor  and r e l a t e d  weights 0 1  
4-4. Adjustment of t h e  La-GrangeMultiplier f o r  Maximizing 
Convergence Rate 
The ana lys t s  f o r  t h e  adjustment of t h e  cons t r a in ing  c o e f f i c i e n t  pro- 
ceeds as follows. From ( 3 . 3 2 ) ,  t h e  i t h  element of  t h e  normed d i s t ance  
measure func t iona l  i s  
and upon t h e  s u b s t i t u t i o n  of (4.9), t h e  rate of  change of normed 
d i s t a n c e ,  c losu re  o r  convergence, immediately fol lows as 
-20,2 Ap 
where 
bl = 2012 A p ( 1  + Ap) b2 = b Ap 2 2  O1 
i i 
A =  
............ 
a ............ 
............ 1 
and a i s  given by (4 .23 ) .  Since 
- 1' A - 1= N1(a + N1-l) 
- 1' 1, = N1 
a ! 
(4 .53)  
48 
eg., qDl is the normalized closure rate for the ith element of the 
di s cret e pulse wave f o m ,  
(4.55) 
The associated normalized convergence or closure acceleration follows 
from (4.54) as 1 
The remaining measure, qEY is associated with dispersion and from (3.36) 
and thus $E becomes 
(4.57) 
(4.58) 
(4.59) 
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1' Consequently, from ( 4 . 5 9 ) ,  it is seen t h a t  f o r  any s t age  N 
" 1 $E - - 
Y2 
(4 .60)  
and t h e  d ispers ion  of performance with I$ as a measure i s  reduced by 
l a r g e  p o s i t i v e  values of y .  
gence o r  c losure  rate is  enhanced when t h e  negat ive term i s  dominant and 
y i e l d s  
E 
A t  t h e  same t ime,  from (4.541,  t h e  conver- 
$ D I ( % ( N I Y  y ) )  ' (4.6ij 
I n  p a r t i c u l a r ,  t h e  c losure  r a t e  i s  increased  by t h e  assignment of s m a l l  
p o s i t i v e  and poss ib ly  negat ive values  t o  y s ince ,  including t h e  opera t ion  
(4 .62)  
would y i e l d  some yo as 
a1 yo2(N1) + a2 y0(N1) + a3 = 0 (4 .63)  
Recal l ing (4 .23 ) ,  and f o r  s m a l l  s i g n a l  t o  noise  r a t i o s ,  
IIsl I /a 2 < < 1  ( 4 . 6 4 )  
produces a value of y ,  under the above opera t ion ,  f o r  "maximized" con- 
vergence without invoking any cons t r a in t  upon t h e  d ispers ion ,  $E, as 
From ( 4 . 5 6 ) ,  it i s  seen t h a t  the measure of c losu re  acce le ra t ion ,  I$DIl , 
i s  l a r g e s t  when t h e  p o s i t i v e  term i s  aomrnant. This tond i t ion '  is 
compatible with ( 4 . 5 4 )  i n  form, i n  t h a t  t h e  same range of va lues  f o r  y 
results i n  a negat ive r a t e  of  change of d i s t ance  ( c l o s u r e ) .  
p o i n t ,  from (4 .541 ,  ( 4 . 5 6 ) ,  (4.59),  and t h e  ensuing d iscuss ion ,  it i s  
obvious t h a t  a t rade-off  between d ispers ion  of dynamic performance and 
c losu re  or convergence r a t e  and acce le ra t ion  i s  requi red .  The r equ i r ed  
A t  t h i s  
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t rade-off  i s  not obvious a n a l y t i c a l l y  and resu l t s  are a r r i v e d  at experi-  
mentally by d i g i t a l  computer s imulat ion of t h e  processing with va r ious  
c o n s t r a i n t  coe f f i c i en t s .  These r e s u l t s  appear i n  Chapter V I  where t h i s  
method i s  compared with a feed-forward mixture r e so lv ing  method, t h e  
conventional decis ion-directed method, and t h e  matched f i l t e r .  I n  
p a r t i c u l a r ,  it i s  seen from (4.23)  and ( 4 . 6 4 )  , t h a t  f o r  t h e  low s i g n a l  
t o  no i se  r a t i o  range, t h e  c o e f f i c i e n t  of  $ $, and $ i s  D' ' E 
(4 .66)  
and hence t h e  weighting i s  p r imar i ly  dominated by t h e  t i m e  ( s t a g e  of 
obse rva t ion )  and not  as much upon t h e  parameters of  t h e  mixture ,  and 
hence, i n  t h i s  sense i s  %on-parametric". 
4-5. The Optimized Weighting Operator f o r  t h e  General Two-Category 
Signal P a t t e r n  Model 
For t h e  more gene ra l  two-category s i g n a l  p a t t e r n  model given by 
-2 8 = G g l  (4 .67)  
where 
G = e * * ,  4, a * * >  41 (4.68)  
The ope ra to r  elements i n  ( 4 . 3 )  take on t h e  form 
(4.69) 
Also t h e  elements of 
C ( N 1 ,  Y) = [ R  + y ( R  - 
become, from (3.48) and ( 3 . 5 0 ) ,  
and 
* 2  * r = r  - kR kk 
M) 1 
3 , *  * 
2< N N i  > k # R (4 .71)  
ik R + (P11 + P12 
. 5 1  
Likewise, from (3.53) and (3.54)  
F i n a l l y  f o r  s t a t i o n a r y ,  white  noise ,  from (4.18) and t h e  above, 
Thus t h e  gene ra l  model matr ix  given by (4 .70 )  becomes 
C(N1, y )  = [[l'kg,] + Y ( [ rkg  - m ~ g l ) l  ( 4 . 7 5 )  
and by f a c t o r i n g  and combining terms, can be reduced t o  
1 ........ 1 
C(NIY y )  = 'kg, 
where t h e  diagonal terms are 
(4.77) 
The equ iva len t  of (4 .27)  f o r  t h e  gene ra l  case now becomes 
a d  following t h e  techniques from (4.28) through (4.411,  t h e  form of 
t h e  gene ra l  weighting ope ra to r  f o r  t h e  i t h  element i s  
Likewise , following t h e  procedure from (4.40)  through (4.46)  , t h e  
i t e ra t ive  format of t h e  recursion t a k e s  on t h e  form 
(4 .79)  
and 
gi(N1) 
s s i m i  
52 
(4.80) 
.ar i n  appearance t o  t h e  form f o r  t h e  b i -po la r  s i g n a l  p a t t e r n  
model given by ( 4 . 4 6 ) .  However i n  t h i s  ca se ,  t h e  weighting elements 
and 
(4.81) 
(4.82)  
c m t a i n  t h e  c o e f f i c i e n t  ckk, which from (4.77) , (4 .71 )  , (4.72) , and 
(4 .74)  i s  seen t o  depend upon terms such as (pll Oli + p12 4 -l e ) .  
This p re sen t s  a completely d i f f e r e n t  problem, i n  t h a t ,  t h e  previous 
f a c t o r i n g  and a d j u s t i n g  of t h e  weights f o r  low s i g n a l  t o  n o i s e  r a t i o  
cannot be c a r r i e d  ou t .  S p e c i f i c a l l y ,  s i n c e  G i s  unknown, it i s  no t  
r e a d i l y  e s t a b l i s h e d  how t h e  cons t r a in ing  c o e f f i c i e n t ,  y ,  might be 
ad jus t ed  for low s i g n a l  t o  no i se  r a t i o  condi t ions bo render  t h e  weighting 
p r imar i ly  observation-time dependent. Thus, f o r  t h i s  more gene ra l  case,  
t h e  r equ i r ed  operator  c h a r a c t e r i s t i c s ,  for t h i s  formulat ion,  are 
developed t o  t h i s  p o i n t  and no s imulat ion s t u d i e s  are c a r r i e d  ou t .  
* + ’  
, 
CHAPTER V 
DEVELOPMENT OF A FEEDFORWARD MIXTURE 
RESOLVING DETECTOR STRUCTURE 
5-1. The Feedforward S igna l  Processing S t r u c t u r e  
It i s  r e c a l l e d  t h a t  t h e  work i n  previous chap te r s  contains  t h e  
development of a s i g n a l  processing s t r u c t u r e  which computes a decis ion 
s t a t i s t i c ,  $ N + l )  z(N+1), ani gates t h e  observai ions,  
t o  ope ra to r s ,  Ho(N1, y ,  z 
weighted combination and reinforcement of t h e  s t r u c t u r e  &. The funda- 
mental  cha rac t e r  of t h e  reinforcement,  i n  t h a t  ca se ,  i s  o f  a feedback 
n a t u r e ,  and t h e  d a t a  processing s t r u c t u r e  i s  i l l u s t r a t e d  i n  Fig.  4-1. 
through 
( w 1  ) (w2 1 
1, H o ( N 2 ,  Y, z ) ,  f o r  optimized, 
I n  Chapter I1 it w a s  shown t h a t ,  re la t ive t o  an e s t ima t ing  category,  
J E {J,)R, t h e  average cond i t iona l  e r r o r  p r o b a b i l i t y  i s  minimized when 
t h e  d e t e c t o r  s t r u c t u r e  t akes  on t h e  form given by (2.40 ) , where t h e  
elements of t h e  s t r u c t u r e  are l i n e a r  s u b s t i t u t i o n s  of t h e  e s t ima t ing  
category J. The a c t u a l  values  of t h e  dynamic and asymptotic,  average 
cond i t iona l  e r r o r  p r o b a b i l i t y  depend upon t h e  p r o p e r t i e s  of t h e  cate-  
gory,  J,  i n  quest ion.  
previous chapters  w a s  based upon t h e  minimization of d i s t a n c e  and 
d i spe r s ion  func t iona l s ,  9, and 9 E’ 
c o e f f i c i e n t ,  y ,  adjustment f o r  maximization of convergence or c l o s u r e  
rate and a c c e l e r a t i o n ,  q D I ,  and JIDIl . 
The s p e c i f i c  category,  Jo, developed i n  t h e  
r e s p e c t i v e l y ;  w i th  a c o n s t r a i n t  
54 . 
It i s  the ob jec t  of  t h i s  s e c t i o n  t o  consider  a feed-forward d e t e c t o r  
s t r u c t u r e ,  where t h e  r a w  mixture obse rva t ions ,  
a mixture resolving s t r u c t u r e  i n  o rde r  t o  gene ra t e  $he parameters,  
are processed by 
- 
(q) ( w 2 )  
{6},+,, , f o r  reinforcement of t h e  s t r u c t u r e ,  k(N), and c l a s s i f -  
i c a t i o n  of the observat ion,  z(N+l). 
t h e  feedback and feedforward data-processing s t r u c t u r e  i s  t h e  fol lowing.  
The fundamental d i f f e r e n c e  between 
I n  t h e  feedback s t r u c t u r e ,  k(N), c a r r i e s  out a c l a s s i f i c a t i o n  ope ra t ion  
upon - z(N+l) p r i o r  t o  e x t r a c t i o n  operat ions upon z(N+l) t o  r e i n f o r c e  k(N) 
t o  - h(N+l). 
t h e  mixture resolving ope ra to r  t o  e x t r a c t  information f o r  t h e  up-dating 
I n  t h e  feedforward s t r u c t u r e ,  z(N+1) i s  operated upon by 
or reinforcement of h(N) - t o  h(N+l)  - p r i o r  t o  a c l a s s i f i c a t i o n  ope ra t ion  
of z(N+1) by - h(N+l).  
Fig.  5-1, where i s  a sequence of b ina ry  dec i s ions  as i n  Fig.  4-1. 
A b a s i c  block diagram of t h i s  operat ion appears i n  
Fig.  5-1. Feedforward S t r u c t u r e  
5-2. The Moment Mixture Resolving Category, J 
Thus it is of i n t e r e s t  t o  develop a mixture r e so lv ing  category,  
J E {Jr lR,  cons i s t en t  with t h e  feedforward concept which i n h e r e n t l y  
r e q u i r e s  operation on t h e  r a w ,  un-pre-processed obse rva t ions ,  . 
1 
I .  
1 
I 
I 
I 
I 
I 
I 
R 
I 
1 
I 
I 
I 
I 
I 
I 
1 
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There i s  no s p e c i f i c  optimization of t h e  category i n  t h i s  case,  and t h e  
category s e l e c t e d  i s  t h e  moment mixture r e so lv ing  category,  . It w a s  
p o i n t e d  ou t  i n  Chapter I t h a t  t he  moment method w a s  f irst  app l i ed  t o  t h e  
JM 
mixture r e s o l u t i o n  problem by Pearson'' and Rao,I8 and subsequently by 
R i d e r , l g  and Blischke. 2o All developed p o i n t  e s t ima to r s  f o r  t h e  param- 
eters of t h e  mixture by t h e  method of moments f o r  t h e  one dimensional 
case.  Pearson and Rao were concerned with t h e  gaussian mixture,  Rider 
t r e a t e d  t h e  exponent ia l  mixture,  and Blischke worked with a bi-nomial 
mixture.  Chang23 developed moment e s t ima to r s  f o r  t h e  means of a four- 
category multi-dimensional gaussian mixture,  however h i s  moment method 
r e q u i r e d  a p r i o r i  knowledge of  the n o i s e  s t a t i s t i c s .  This chapter  i s  
concerned with t h e  development of moment e s t ima to r s  f o r  t h e  two-category 
multi-dimensional s i g n a l  p a t t e r n  model which does n o t  r e q u i r e  a p r i o r i  
knowledge of t h e  n o i s e  s t a t i s t i c s , a n d  t h e  development proceeds as 
follows . 
There i s  no formal, systematic method f o r  developing a system o f  
equa t ions ,  such as i n  t h e  previous chap te r s ,  t o  r e so lve  a mixture of 
observht ions by t h e  moment concept i n t o  some parametr ic  decomposition. 
Rather ,  t h e  approach i s  one o f  a n a l y t i c a l  t r i a l  and e r r o r ,  t h e  o b j e c t  
be ing  t o  ob ta in  a desired system o f  equat ions f o r  t h e  parameters i n  t h e  
mixture.  The s p e c i f i c  d e s i r e d  system of equat ions depends upon t h e  
s i g n a l  p a t t e r n  model assumed and t h e  a p r i o r i  information a v a i l a b l e .  
t h e  no i se  s t a t i s t i c s  were known, f o r  i n s t a n c e ,  then t h e  desired system 
o f  equat ions could be pa rame t r i ca l ly  independent of  t h e  no i se  s t a t i s t i c s ,  
however should a s p e c i f i c  system of  equat ions be pa rame t r i ca l ly  dependent 
upon t h e  n o i s e  parameters,  such dependence, i n  t h a t  case,  would no t  
If 
prevent resolut ion.  If t h e  no i se  s t a t i s t i c s ,  along w i t h  t h e  d i s c r e t e  
pu l se  waveform, are unknown, as assumed i n  t h i s  work, t hen  t h e  ' 'desired" 
system of equations must be independent of t h e  p u l s e  & n o i s e  param- 
eters.  The moment method of mixture r e s o l u t i o n  c o n s i s t s  of f i r s t  equat- 
ing r a w  o r  c e n t r a l  mixture populat ion moments t o  r a w  o r  c e n t r a l  mixture 
sample moments and subsequently combining t h e  r a w  or  c e n t r a l  moments, 
l i n e a r l y ,  non-l inear ly ,  weighted, o r  unweighted, i n  o r d e r  t o  arrive a t  
t h e  "desired" system of  equat ions.  I n  t h i s  development, a number of 
f i rs t  moment, auto-correlat ion,  c ros s -co r re l a t ion ,  and h ighe r  moment 
equat ions were examined p r i o r  t o  a r r i v i n g  upon t h e  appropr i a t e  combina- 
t i o n  o f  moments t o  satism t h e  a p r i o r i  information c o n s t r a i n t s ;  t h u s  
y i e l d i n g  t h e  des i r ed  system of equat ions.  
Proceeding, consider  then t h e  r a w  mixture of  obse rva t ions ,  {%IN, 
where, 
Z & ' ' & + $  ; 3 -   
k n 
; k = 1, 2,  ..., N 
( 5 . 1 )  
and t h e  auto-correlat ion matr ix  of  t h e  k t h  observat ion,  
where 
i , j  = 1, 2,  ..., n (5 .3 )  > - < 'i >< 'j > rij = < zi :j 
k k  k k 
ana < > denotes t h e  expec ta t ion  over t h e  mixture.  From (5.11, 
< z i  > = { < e  e .  > + < N ~  e > + < e  N > 
k j k  i k J k  k j k  ik jk  
( 5 . 4 )  + < N  N >) 
ik 'k 
and 
Tn genera l ,  over t h e  mixture ,  
and 
< e > = plel + P2e2ik 
ik ik 
( 5 . 7 )  
s ince  el 
w i th in  t h e  same t i m e  s l o t  andwhere,  f o r  t h e  two-category mixture ,  
and el 
ik j k  
are both elements of t h e  d i s c r e t e  pulse  waveform 
= P { y u 1 1  ; p2 = P{z E u21 (5 .8)  p1 -k 
A s  i n  t h e  previous chapter ,  f o r  zero-mean, white  no i se ,  
( 5 . 9 )  
and using ( 5 . 7 )  and (5.81, t h e  elements of R Z  be come 
-k% 
and 
< Z i  z > = < z 2 > =  + ai2 i = j ( 5 . 1 1 )  
k 'k ik 
Also 
and i n  genera l ,  
y i e l d i n g  
(3Zi = q ' e  -1 i = l ,  2,  ..., j ,  ..., n ( 5 . 1 4 )  
It i s  then  necessary t o  combine equat ions (5.10)  through (5 .12) ,  using 
what a p r i o r i  information i s  ava i lab le  from (5.13) i n  such a manner t h a t  
t h e  s o l u t i o n  f o r  t h e  - 0 ' s  i s  independent of t h e  noise .  
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( 5 . 1 5 )  
(5 .16)  
5-3. Multidimensional Moment Est imators  Requiring no Apr io r i  Noise o r  
Pulse  Waveform Information.  
Consider t h e  bi-polar  case again,  where a p r i o r i  knowledge of  t h e  
b i - p o l a r i t y  provides a p r i o r i  information about G i n  t h e  form 
G = k I  
Then 
- Bi - 
~~ 
and 
Oli ; i = 1, 2,  ..., j ,  ..., n (5 .17 )  - @2i - - 
y i e l d i n g  
and 
(5.19)  
Since a l l  subsequent d i scuss ion  w i l l  refer t o  t h e  k t h  obse rva t ion ,  and 
s i n c e  t h e  noise is  s t a t i o n a r y ,  t h e  s u b s c r i p t s ,  k ,  a s s o c i a t e d  wi th  t h e  
moments and, i ,  as soc ia t ed  with t h e  va r i ance  of  t h e  no i se  samples can 
be dropped. Recal l ing ( 5 . 3 ) ,  t h e  above development, and assuming t h a t  
t h e  two pulses  have equal p r o b a b i l i t y  of occurrence,  
z j  > - < z i  > < z j  > = @lj @Ii i # j  (5.21) = < zi 
I 
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(5.23) 
Now cons ider ing  
(5.24) 
it i~ seen that .  t h e  no i se  var iance i s  e l imina ted .  I n  add i t ion ,  from 
(5.21) 
(5.25) 
I n  view of t h e  b i -polar  a p r i o r i  information from (5.15), t h e  s u b s c r i p t ,  
1, can be dropped, s ince  whatever t h e  value of a s p e c i f i c  B i ( N ) ,  t h e  
s p e c i f i c  va lue  of t h e  o the r  category i s  t h e  nega t ive  of 8 i ( N ) .  
(5.24) and (5.25), a quadra t ic  equat ion i n  e j  can be developed as 
A 
A 
Now wi th  
2 
(5.26) O j  4 - ( r j j  - r i i )  o j  2 - ri j  2 = o 
Also, by r ewr i t i ng  (5.25) as 
2 2  2 
i 
(5.27) 
and t a k i n g  t h e  nega t ive  of (5.24), a similar equat ion f o r  t h e  i t h  
element of t h e  d i s c r e t e  pulse waveform i s  obta ined ,  
- (rii - r j j )  oi - ri j  = o (5.28) 4 2 2 0 i 
It i s  appropr ia te  t o  poin t  out, at t h i s  t i m e ,  t h a t  as long as t h e r e  a r e  
only two ca t egor i e s ,  and au to-cor re la t ion  or c ross -co r re l a t ion  mat r ix  
elements a r e  used t o  combine and develop a system of equat ions ,  t h e  
r e s u l t i n g  equat ions w i l l  always be quadra t i c  i n  t h e  unknown elements of 
t h e  d i s c r e t e  pulse  waveform. From (5.26) and (5.281, t h e  form of t h e  
e s t ima tes  of t h e  category J f o r  t h e  moment method of mixture  reso lu-  
t i o n  becomes, 
M 
i = l,...,j,...,n 
60 
and 
(5.30)  
j = 1, ... ,i ,... ,n 
Reca l l ing  t h e  previous d iscuss ion ,  t h e  moment technique  c o n s i s t s  of  
equat ing the  populat ion moments r 
corresponding popula t ion  moments. 
t o  t h e  mixture  sample moments of  t h e  
i j  
For t h e  popula t ion  moments given by 
sponding mixture sample moments a r e  given by the  norms and i nne r  
products  r e spec t ive ly  
where 
z =  -. 
1 
i = 1, 2, ..., j ,  ..., n (5 .31 )  
(5 .32)  
(5 .33)  
i = 1, 2, ..., j ,  ..., n (5 .34)  
i s  t h e  vec to r  of samples a t  t h e  i t h  i n s t a n t  of each of  t he  N t ime s l o t s .  
Hence a s u b s t i t u t i o n  o f  the  mixture sample moments given by (5 .31)  
through (5.33) i n t o  (5 .29)  and (5 .30)  y i e l d s  f o r  t h e  mixture r e so lv ing  
e s t ima to r s  o f t h e  i t h  and j t h  elements of t h e  d i s c r e t e  pulse  waveform 
a t  t h e  Nth s tage  , 
I 
I *  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
D 
D 
I 
I 
I 
(5.36) 
5-4. Convergence o f  t h e  Mixture Sample Moments 
The convergence o r  consistency of t h e  e s t ima t ing  category,  JM, t h e  
moment method mixture resolving category, follows from (5.18) through 
(5.20). 
sis ts  of  a sequence of N ,  independent, n dimensional random v e c t o r s ,  
I n  p a r t i c u l a r ,  s i n c e  t h e  mixture o f  obse rva t ions ,  {&IN, con- 
then  t h e  i t h  
independent, 
t h e  elements 
element of each vector c o n s t i t u t e s  a sequence, {ziIN, of 
i d e n t i c a l l y  distributed random v a r i a b l e s .  I n  a d d i t i o n ,  
2 2 2 2 
z i N  ; of I I , I /Lj1 I , and ( L ~ ,  z 1, given by zi l ,  .. . , -j 
2 . . . , z z c o n s t i t u t e  t h r e e  sequences o f  iN 3,' 2 2 2 , ..., z j l  jN;  'il 31, 
independent, i d e n t i c a l l y  d i s t r i b u t e d  random v a r i a b l e s  wi th in  each 
sequence, s i n c e  one i t h  square, one j t h  square,  and one i j t h  product i s  
taken from each independent vector.  With t h e  above, and from (5.18) and 
2 2 
1 j 
(5.19), s i n c e  t h e  populat ion moments over t h e  mixture,  <z.>, <z. >, and 
<zi z . >  e x i s t ,  then by t h e  Kolmogorov theorem f o r  t h e  s t r o n g  l a w  of 
l a r g e  number, t h e s e  are necessary and s u f f i c i e n t  condi t ions f o r  
J 
2 2  2 -  = oi + u 1 = 1 i = 1 , 2 ,  ..., j, ..., n P{Lim y 1 I Izil I - rii 
N- (5.37) 
and 
(5.38) 
and hence t h e  mixture sample moments of  t h e  elements of  t h e  auto- 
c o r r e l a t i o n  matr ix ,  R z  z ,a re  s a i d  t o  converge with p r o b a b i l i t y  one. 
Consequently, sequences of random v a r i a b l e s ,  { B i ( N )  IN,  formed from 
- -  
A 
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2 
copbinat ions o f  1 I L ~  I I 
l a w  of l a r g e  numbers and t h u s  t h e  mixture r e s o l v i n g  moment e s t ima to r s  
f o r  t h e  elements of t h e  pu l se  waveform, i i ( N ) ,  converge with p r o b a b i l i t y  
one. 
and ( L ~ ,  z ),  as i n  (5 .35)  and (5 .36)  obey t h e  -j 
The mixture r e so lv ing  c h a r a c t e r i s t i c s  of  t h e  category JM, given by 
(5 .35)  and (5.36) are e s t a b l i s h e d  by d i g i t a l  computer s imula t ion  o f  
noisy s i g n a l  p a t t e r n s ,  t h e  moment mixture r e s o l v i n g  ope ra t ions ,  and 
s i g n a l  p a t t e r n  c l a s s i f i c a t i o n  of t h e  mixture  of  observat ions by t h e  
feedforward s t r u c t u r e  discussed i n  s e c t i o n  5-1. The r e s u l t s  of  t h e  
s imulat ion are discussed i n  Chapter V I  and compared with t h e  opt imal ly  
weighted feedback s t r u c t u r e ,  t h e  conventional decis ion-directed 
s t r u c t u r e ,  and t h e  Bayes matched f i l t e r .  
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CHAPTER V I  
DIGITAL COMPUTER SIMULATION OF THE SIGNAL PROCESSING ALGORITHMS 
6-1. Conditions of t h e  D i g i t a l  Computer Simulation 
I n  order  t o  t e s t  t h e  performance of t h e  two "mixture resolving' '  
d e t e c t o r  s t r u c t u r e s  e s t ab l i shed  i n  t h e  previous chap te r s ,  d i g i t a l  
computer s imula t ions  were developed for noisy b ina ry  s i g n a l  p a t t e r n  
models, t h e  d a t a  processing algori thms,  and t h e  a c t u a l  s i g n a l  process- 
ing .  The d a t a  process ing  algorithms s t u d i e d  exper imenta l ly ,  v i a  d i g i t a l  
computer s imula t ion  , were ; 
(1) The "Convergence Rate Optimized" Feedback Detec tor  S t r u c t u r e  
(Chapters I11 and I V )  
( 2 )  The Moment-Mixture-Resolving Feedforward Detec tor  S t r u c t u r e  
(Chapter V )  
( 3 )  The Conventional Decision Direc ted  Detec tor  S t r u c t u r e .  
A s imula t ion  of t h e  c l a s s i c a l  Bayes matched f i l t e r  d e t e c t o r  s t r u c t u r e  
w a s  included,  under i d e n t i c a l  s igna l  observat ion condi t ions  , i n  order  
t o  e s t a b l i s h  some absolu te  s tandard of comparison. 
The noisy s i g n a l  p a t t e r n  model cons i s t ed  of a sequence of d i s c r e t e ,  
independent,  n-dimensional, binary,  pu l se  v e c t o r s ,  {€&I , with  parameters 
of p r o p o r t i o n a l i t y  , p1 and p2, sub jec t ed  t o  a d d i t i v e ,  whi te ,  zero-mean, 
gauss ian  no i se ;  g iv ing  r i s e  t o  a two-category, n-dimensional mixture of 
observa t ions ,  , as discussed i n  Chapter I. The p r o b a b i l i t y  dens i ty  
func t ion  of any observat ion,  z+, i s  thus  
N 
... 
N 
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where 0 i s  the inve r se  of t h e  no i se  covariance matr ix .  The b ina ry  s i g n a l  
p a t t e r n  sequence, { e  1 w a s  s imulated by s e l e c t i n g  f i x e d  v e c t o r s ,  e 
o r  Ck2, a t  random, success ive ly ,  with p r o b a b i l i t i e s  p1 and p 
* N’ -1 
dependent 
2 
upon t h e  outcome of a uniform random-number-generator subrout ine.  The 
a 4 d i t i v e  noise  p a t t e r n  w a s  simulated by an uncor re l a t ed  gaussian random 
number generator subrout ine approximating N ( 0 , l ) .  
noisy s i g n a l  p a t t e r n  model i s  i l l u s t r a t e d  i n  Fig.  6-1fa) 
The gene ra t  ion of t h e  
Uniform Random 
I----- Number 
I 
I 
I 
I 
I 1 I 
1 U uO 
0 
(Gaussian Random I 
Numbe 
Generafor 
Fig. 6-1(a). .Generation of Noisy S igna l  P a t t e r n  
The n o i s e  var iance w a s  maintained a t  one and t h e  s i g n a l  t o  no i se  r a t i o ,  
given by 
(6.2)  
a 2 2  SNR = Ilg1 - i 2 I  1 /a 
w a s  a d j u s t e d  by a d j u s t i n g  t h e  energy of  t h e  d i s c r e t e  pu l se s ;  e .g . ,  
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
1 
I 
1 
1 
I 
1 
1 
1 
1 
I 
I *  
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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e - 8 I 1 2 .  Various d i sc re t e  waveforms were considered, including 11-1 -2 
t h e  on-off case.  In  view o f  the ex ten t  of t h e  ana lys i s  and development 
f o r  t h e  b i -polar  case,  t h i s  was chosen as t h e  case ,  t o  be t r e a t e d  f o r  
a l l  of t h e  de t ec to r  s t r u c t u r e s  considered. Thus, w i t h  
8 =Ggl ; G = k I  ; k = - 1  (6 .3 )  
7 
t h e  p a r t i c u l a r  shape of t h e  d i sc re t e  pulse  w a s  s e l e c t e d  t o  fol low 
O L t < M T  - P S  (6 .4 )  
y i e l d i n g  t h e  d i s c r e t e  pulse  
e = p~ O < i c n  - - ( 6 . 5 )  -1 
where i i s  t h e  d i s c r e t e  t i m e  increment. The s lope ,  norm, and thus  SNR 
could be ad jus ted  by t h e  sca l a r  p. For each SNR case ,  M = 50 independ- 
e n t  sequences (members), were generated and processed, where each 
sequence { z  } , cons i s t ed  of N = 300, n-dimensional vec tor  observat ions.  
I n  add i t ion ,  t h e  s imulat ion was developed such t h a t ,  f o r  a given SNR case ,  
* N  
t h e  processing of a given member sequence, {&}, of t h e  50, w a s  ca r r i ed  
out  by a l l  of t h e  de t ec to r  s t r u c t u r e s  under i d e n t i c a l  input  condi t ions 
i n  order  t o  allow a s tudy o f  r e l a t i v e  performance c h a r a c t e r i s t i c s  on a 
given sequence. The range af SNR s e l e c t e d  f o r  experimentat ion,  under 
t h e  condi t ions imposed by (5.21, was 
-9.48 db - < SNR - < + .96 db (6 .6 )  
For t h e  s imula t ion ,  t h e  dimensionality o f t h e  pulses  w a s  s e l e c t e d  t o  be 
n = 2. The pu l se  vec to r s  corresponding t o  t h e  lower and upper ends of 
t h e  SNR range were thus  
(6 .7)  
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which were added t o  no i se  wi th  a va r i ance  of one. A t y p i c a l  sequence, 
{&I , f o r  the "low" end of  t h e  SNR range i s  i l l u s t r a t e d  i n  Fig.  6-2. 
N 
6-2. Simulation of t h e  Convergence Rate Optimized Feedback Detector  
S t ruc tu re  
A block diagram of t h e  d a t a  processing by t h i s  a lgori thm i s  i l l u -  
s t r a t e d  i n  Fig. 4-1. The dec i s ion  equat ion,  for t h e  feedback s t r u c t u r e ,  
from (2 .3)  i s  
R(z(N)) = k'(N) z-(N+1) 1- Ro ( 6 .8 )  
< 
wi th  t h e  discr iminat ion,  o r  d e t e c t i o n  v e c t o r  ope ra to r ,  from (2 .40 )  
given by 
The elements of  t h e  vec to r  ope ra to r  s t r u c t u r e  are 
where 
; R = l , 2  (6 .11)  
with t h e  "optimally" weighted estimate of t h e  i t h  element, from (4 .40)  
and (4 .41)  , given by 
From (4.461, the r ecu r s ion ,  normalized with r e spec t  t o  Ap, i s  i t e r a t i v e l y  
expressed as 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I *  
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
(6.13) 
* 
Since t h e  mixing. parameters,  p a r e  unknown, a c t u a l  processing i j '  
r equ i r e s  t h e  above normalization, which has t h e  e f f e c t  of producing a n  
asymptotic,  SNR dependent b i a s  on 6 
'i 
by t ak ing  Lim of t h e  expectation of 6 
t h e  submixture wi. 
c o e f f i c i e n t s  a r e  
( N E ) ;  a r e s u l t  t h a t  can be seen 
'i 
( N Q )  , as given by (4 .46)  , over 
From (4.47) and (4 ,481 ,  f o r  t h e  low SNR case,  t h e  N-m * 
and 
(6 .14)  
(6 .15)  
From (6 .13)~  it i s  seen t h a t ,  i n i t i a l l y  what corresponds t o  N1 = 1 
has t h e  requirements,  t h a t  
(6.16) 
A 
i n  essence,  t h a t  z.(l) be combined with OR ( O ) ,  some a p r i o r i  re fe rence .  
I n  order  t h a t  t h i s  " a p r i o r i  reference" r e f l e c t  information about t h e  
1 i 
populat ion w 
cons i der  
and s t i l l  preserve t h e  s t r u c t u r a l  form given by (6 .9 ) ,  R' 
(6.17) 
- h ( 0 )  = 6(0) - 6 ( 0 )  (6.18) 
i n  t h e  absence of  a d i f fe rence ,  L(O), t h e  s imples t  "pure" measure of 
information about t h e  population value of 6 i s  
- g ( 0 )  = - z ( 0 )  ; 6(0) = K I (6 .19)  
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such t h a t  (6.17) becomes 
0 HS h ' ( 0 )  z ( 1 )  = ~ ' ( 0 )  - z ( 1 )  - > K - l R  - - 
< K-l!Lo H 
D 
(6 .20)  
These assumptions a r e  discussed i n  t h e  s e c t i o n  which fol lows ( s e c t i o n  6-3).  
Now from ( 2 . 9 ) ,  
Lo = (E[k'(O) z(l)l w s l  + E[&'((-)) z(l)I wD1)/2 
where, from (6.20)  and t h e  bi-polar  ca se ,  
E[h'(O) z(1) Ius] = (P,2 + P22) I [Ell I 2 
E[h'(O) z(1) IUD] = -2P1P2 I lgll I 
and 
(6.23)  2 
and where us and w a r e  t h e  spaces of  two ad jacen t  s i m i l a r  and d i s - s imi l a r  D 
vec to r s  r e spec t ive ly .  
no i se  var iance,  t h e  above th re sho ld  i s  zero a n d i s  minimaxfor t h i s  case.  
Thus t h e  i n i t i a l  r e f e rence ,  6 
by c o r r e l a t i n g  t h e  "first" observat ion,  ~(l), with t h e  i n i t i a l  observa- 
t i o n ,  ~ ( 0 ) ~  and i s o l a t i n g  both t o  wl, both t o  w2,  o r  separated,  as 
discussed i n  Section 3-1. 
For p = p2 = 1 / 2 ,  !Lo = 0 ,  and r ega rd le s s  of  t h e  1 
(O), i s  e x t r a c t e d  from t h e  observat ions 
'i 
* * 
The c l a s s i f i c a t i o n  space f o r  t h e  i n i t i a l  
s e p a r a t i o n  i s  i l l u s t r a t e d  i n  Fig.  6-1(b) where p ( j )  and p21( j ) are t h e  
e r r o r  p r o b a b i l i t i e s  i n  s i m i l a r i t y  and d i s - s i m i l a r i t y  as given i n  ( 3 . 4 4 ) .  
12 
(6.21)  
(6 .22)  
Fig. 6 -1 (b ) .  Decision Space for S i m i l a r i t y  Tests 
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A 
Subsequent tes ts  follow (6-81, and t h e  elements of 6 ( N ,  Z+) a r e  up-dated 
i n  t h e  manner i l l u s t r a t e d  by (6.10) through (6.15). 
i s  given by 
- 
The ma t r ix ,  G(N, 31, 
(6.24) 
where, i n  view of t h e  s t a t i o n a r y  n o i s e  assumption ( equa l  n o i s e  covariance), 
t h e  A. (N)'s are co fac to r s  of  t he  elements, sij,  i n  i ( X ,  Z ) .  The 
Ll --N 
elements i n  i(N, Z ) are given by 
+I 
(6.25) 
(6.26) * 
_(q) 
si j with corresponding The pooling of t h e  i n d i z i d u a l  elements , 
i n d i v i d u a l  elements S 
C(N, Z ) i s  c a r r i e d  out i n  order  t o  allow for a comparison with t h e  con- 
v e n t i o n a l  decis ion d i r e c t e d  system under i d e n t i c a l  condi t ions f o r  t h e  
?(N, Z+). I n  t h e  absence of  a r equ i r ed  f m m  i n  (6.~5)~ a computation 
of t h e  pooled covariance e l e m e n t s  would be more c o r r e c t l y  c a r r i e d  out 
by us ing  t h e  within-between method 
_(w2) 
, i n  o rde r  t o  ob ta in  t h e  elements gT j  of 
i j  
A 
-N 
26 . 
The i t h  element of h(N) then becomes - 
(6.27) 
(6.28) 
It  w a s  i l l u s t r a t e d  i n  s e c t i o n  4-4, t h a t  f o r  t h e  s i g n a l  t o  n o i s e  
r a t i o  range defined by ( 6 . 6 ) ,  t h e  weighting c o e f f i c i e n t s  given by (6 .14)  
and (6 .15)  a r e  dominated by t h e  observat ion t i m e ,  N g 5  and t h e  c o n s t r a i n t  
c o e f f i c i e n t  y, e .g . ,  
and 
(6 .29)  
(6 .30)  
Numerous d a t a  processing s imulat ions were c a r r i e d  out with y ranging 
over a 1 0 : l  i n t e r v a l  
l ~ y ~ l 0  (6.31) 
- 
The d e t e c t i o n  performance c h a r a c t e r i s t i c s ,  r ep resen ted  by Pe(N) 
over M = 50 runs of N = 300 t i m e  s l o t s  each, are i l l u s t r a t e d  i n  Figs .  
6-3 through 6-6 f o r  4 cases of  SNR and t h e  two extreme values  of t h e  
averaged 
c o n s t r a i n t  c o e f f i c i e n t  y, given by y1 and y2. 
simulated values of F ( N )  f o r  t h e  matched f i l t e r  appear as a s o l i d  and 
a d o t t e d  l i n e  r e spec t ive ly .  The e f f e c t  of y upon t h e  convergence ra te ,  
as experimentally observed, supports  t h e  a n a l y t i c a l  conclusions a r r i v e d  
The a n a l y t i c a l  and computer 
a t  i n  s e c t i o n  4-4. 
i s  contained in t h e  f i n a l  s e c t i o n  of t h i s  chap te r  f o r  a l l  d e t e c t o r  
s t r u c t u r e s  considered. 
A discussion of  r e l a t i v e  performance c h a r a c t e r i s t i c s  
6-3. Discussion of I n i t i a l  Assumptions o n h  and A l t e r n a t e  Procedures of 
Class i f  i c a t  ion 
I n  view of t h e  assumptions given by (6 .19 ) ,  s i n c e  g ,  = kEl; k = -1; 
and C = 0-l  = u '1; h ( 0 )  becomes N -  
I 
I 
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h ( 0 )  - = K Iz(0) (6.32) 
The assumption, 6(0) = K I,  implies t h a t  knowledge i s  a v a i l a b l e  t h a t  t h e  
no i se  i s  white ,  however, it i s  not known what t h e  noise  power (va r i ance )  
happens t o  be. 
t h re sho ld ,  R , given by (6.21) i s  zero ,  and t h e  dec is ion  equat ion ,  (6.20) 
be comes 
Since it i s  f u r t h e r  assumed t h a t  p1 = p2 = 1/2, t h e  
0 
HS 
< R o = O  HD 
HS 
< o  HD 
- h ' ( 0 )  ~ ( 1 )  = K - z ' ( 0 )  - z ( 1 )  2 Ro = 0 
which i s  equiva len t  t o  
- 2 3 0 )  z(l) - > 0 
I n  view of t h e  equi-probable s i t u a t i o n ,  knowledge of t h e  a c t u a l  value 
(6.33) 
(6.34) 
of  t h e  noise  power ( v a r i a n c e ) ,  given by K ,  i s  not  requi red  s i n c e  R o  i s  
zero.  
b i -polar  s i t u a t i o n ,  f o r  t h e  decis ion equat ion , 
The na tu re  of  t h e  condi t ions e s t a b l i s h e d  by t h e  equi-probable,  
(6.20) , u t i l i z e d  for 
i n i t i a l  s epa ra t ion  i n  t h i s  work, a c t u a l l y  c o n s t i t u t e s  t h e  minimax solu-  
t i o n  for t e s t i n g  t h e  n u l l  hypothesis ,  HS(z(0) and ~ ( 1 )  both from w1 or 
both  from w2) ,  aga ins t  t h e  a l t e r n a t i v e  hypothes is ,  HD(z (0 )  and - z ( 1 )  
from w1 and w2 or w2 and w,). 
s t a t i s t i c  achieves t h i s  minimax i n i t i a l  s epa ra t ion  f o r  t h e  equi- 
It is  emphasized t h a t  t h e  inner-product 
probable ,  b i -polar  case only. 
* There i s  a c t u a l l y  a deeper s ign i f i cance  t o  t h e  assumption - 8 ( 0 ) = z ( 0 ) .  - 
For t h e  b i -polar  ca se ,  i =  2 8 ,  - and t hus  - z ( 0 )  i s  taken f o r  2 6 ( 0 ) .  
t h i s  i n t e r p r e t a t i o n  y i e l d s  , f o r  (6.34) 
* Personal  d i scuss ion  with Prof .  K.  C.  S. P i l l a i ,  Dept. of Mathematical 
Thus, 
S t a t i s t i c s ,  Purdue Univers i ty ,  West Lafaye t te ,  Ind iana ,  J u l y ,  1966. 
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(6.35) 
i n  essence,  a referencing of t h e  f irst  observat ion wi th  t h e  above i n i t i a l  
estimate f o r  one of t h e  means. Under t h e  above i n t e r p r e t a t i o n ,  it must 
be r e c a l l e d  t h a t  t h e  c l a s s i c a l ,  minimum r i s k ,  dec i s ion  equat ion,  for two 
gaussian ca t egor i e s  is given by 
25 
(6.36)  
E 
[OL] '[z - +is] l o g  n H1: 2 
< l o g  .n H .: 2 E w2 2 
s = €I2 + El, and 0 = C -1 where 6 = g2 - 8 
probable,  bi-polar s i t u a t i o n  i n  white no i se ,  (6 .36)  becomes 
. For t h e  equa l  c o s t ,  equi- -1 
(6 .37)  H1 
H2 
e '  Z > O  - -  
< o  
Thus it might be concluded, under t h e  above i n t e r p r e t a t i o n ,  t h a t  t h e  
assumption, &(o) = - z ( ~ ) ,  i n  essence assumes i ( ~ )  = 1/22(0). h 
It w a s  suggested* l a t e r  i n  t h i s  work, t h a t  i n i t i a l  s epa ra t ion  might 
be a l t e r n a t i v e l y  achieved by a use of t h e  s t a t i s t i c  
1 1 1  I 
for some des i r ed  s i g n i f i c a n c e  l e v e l  a, where xn2(a)  i s  t h e  a s soc ia t ed  
c e n t r a l  chi-square v a r i a b l e  for t h e  n u l l  hypothesis ,  HD, i n  t h i s  case.  
The degree of freedom, n, corresponds t o  t h e  v e c t o r  dimensional i ty .  
Each element i n  t h e  norm of (6.38) given by 
420" 2 
P i l l a i ,  op. c i t .  
i s  N ( O ,  1) under t h e  n u l l  hypothesis f o r  t h e  equi-probable, bi-polar  case. 
It i s  seen t h a t  a use of  t h e  s t a t i s t i c  given by (6.39)  would r e q u i r e  no 
assumption i n  regard t o  t h e  r e l a t i o n s h i p  of ~ ( 0 )  t o  5. 
s t a t i s t i c  would r e q u i r e  a knowledge of  t h e  no i se  power ( v a r i a n c e ) .  
Use of  t h i s  
A second a l t e r n a t i v e  f o r  i n i t i a l  s epa ra t ion  might be an a p p l i c a t i o n  
25 
o f  H o t e l l i n g ' s  T2 s t a t i s t i c ,  app l i ed  under t h e  following modif icat ion.  
, *. 
(6.40) 
where 
T 2 =  Mn Fn ,M-n (a) 
( M  - n + l )  0 
(6 .41)  
and M i s  t h e  number o f  degrees of freedom a s s o c i a t e d  with ,?(M); n i s  t h e  
v e c t o r  dimensionality.  Also N is t h e  number o f  v e c t o r  observat ions t h a t  
have been pooled i n  Z(N1) and 0 .  
ment as similar under H 
given as 
1 *  (q, 
, as i n d i c a t e d  below, by t h e  assign- 
-0 
up t o  s t a g e  N .  These vec to r s  i n  T2(N)  a r e  
S' 
tu1) * 
It i s  seen t h a t  % 
(grouped t o g e t h e r  as s i m i l a r )  by N outcomes Of T2(N)  < To2 p r i o r  t o  
s t a g e  N. During t h e  t e s t ,  a t  each s t a g e ,  8 i s  t o  be t r e a t e d  as a 
cons t an t .  
i s  t h e  sample mean of  t h e  v e c t o r s  ass igned t o  w1 
1 (W,) 
-0 
Fur the r  i n s i g h t  i n t o  t h e  r e l a t i o n s h i p  of T2(N) t o  ( 6 . 2 0 ) ~  can be  
developed if (6.40)  i s  modified t o  c o n s i s t  only of t h e  vec to r ,  - z (N) ,  under 
observat ion , y i e l d i n g  
76 
2 
< To 
The number of degrees of freedom assoc ia t ed  with i(M) i n  To2 remains 
as M. For C known or M l a r g e ,  such t h a t  
?(MI uN2 I ( 6 . 4 4 )  
f o r  t h e  white no ise  case,  (6 .44 )  becomes a chi-square s t a t i s t i c ,  * 
( 6 . 4 5 )  Q2(N) = 7 1 I Iz(N) - & (wi) I [ 2 1. xn2(a )  HD Cr 
"N 
I n  e i t h e r  case, use of ( 6 . 4 5 )  would r e q u i r e  e i t h e r  a knowledge of t h e  
noise  s t a t i s t i c s  or  M c l a s s i f i e d  vec to r s  t o  obta in  i(M), and thus  3 2(M). N 
( W 3  
I 
For t h e  i n i t i a l  s tage ,  N = 1 and O+ = - z (  0 ) .  Thus ( 6 . 4 5 )  becomes 
which, upon expansion, y i e l d s  t h e  equiva len t  t e s t ,  
t i o n  i n  t h i s  t h e s i s ,  given by 
A s  it t u r n s  out ,  f o r  t h e  equi-probable, bi-polar  case ,  t h e  zero th re sho ld  
f o r  t h e  s t a t i s t i c  z ( 0 )  z ( 1 )  coincides  with t h e  minimax so lu t ion  f o r  
i n i t i a l  separa t ion  on t h e  b a s i s  of  s i m i l a r i t y  o r  d i s - s i m i l a r i t y  of vec to r  
means, and i s  r e l a t e d  t o  t h e  i n t e r p r e t a t i o n  of ~ ( 0 )  as i(0). It must be 
poin ted  out t h a t  (6.48) appl ied  success ive ly  simply c a r r i e s  out one-shot 
I 
- - 
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minimax separa t ion .  A t  t h e  same t i m e ,  successive app l i ca t ion  of (6.47.) 
i n  t h e  form (6 .45)  would resu l t , in  an increase  of information about 
which would be  r e f l e c t e d  i n  
s imula t ion  experimentation w a s  c a r r i e d  out  f o r  t h e  a l t e r n a t i v e  cases  
( V I )  
given by (6 .42) .  No a c t u a l  computer 
s i n c e  a knowledge of t h e  noise  s t a t i s t i c s  would have been required.  
tests f o r  i n i t i a l  s epa ra t ion ,  as c a r r i e d  out wi th  t h e  use of (6 .48 ) , (6 .20 )  
r equ i r ed  no knowledge of t h e  noise s t a t i s t i c s .  
The 
6-4. Simulation of t h e  Moment Mixture Resolving Feedforward Detector  
S t ruc tu re  
The decis ion equation f o r t h i s  s t r u c t u r e  i s  given by 
(6.49)  
< 20 
as discussed i n  sec t ion  5-1 and h(N) has  t h e  s t r u c t u r a l  form given by 
( 6 . 9 ) .  
(5.341, t h e  elements i n  (6.11) given by (6 .12 ) ,  f o r  t h i s  case ,  a r e  
- 
The elements of t h e  s t r u c t u r e  d i f f e r ,  however, and r e c a l l i n g  
m e  covariance,  6(N, Z ) , has  t h e  same form as (6 .24)  , however, under 
t h e  assumption of a p r i o r i  information necessary t o  develop t h e  moment 
category of Chapter V ,  t h e  elements of 6 ( N ,  Z+) are 
-N 
A~.JN) = o i # j  
- Sii(N) i = j ; i = 1, 2 ,  ..., n 
wi th  
(6 .51)  
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The remaining elements follow (6.27) and ( 6 . 2 8 ) ,  except f o r  t h e  above 
d i f f e r e n c e s  i n  G i ( N ) ,  A .  . ( N )  , and where, i n  view of t h e  b i -polar  model, 
1 J  
The performance c h a r a c t e r i s t i c s  of t h i s  s t r u c t u r e ,  as i n d i c a t e d  by F ( N )  
f o r  values of SNR i d e n t i c a l  t o  those used f o r  t h e  previous d e t e c t o r  
s t r u c t u r e ,  are i l l u s t r a t e d  i n  Fig.  6-7. 
6-5. Simulation of t h e  Conventional-Decision-Directed and Matched- 
F i l t e r  Detect or Struc tures  
A simulation of t h e s e  two de tec tor  s t r u c t u r e s  w a s  c a r r i e d  out under 
input  conditions exac t ly  i d e n t i c a l  t o  those  of t h e  systems developed i n  
t h i s  t h e s i s ,  i n  order t o  e s t a b l i s h  a s t anda rd  f o r  comparison of per- 
formance on a r e l a t i v e  and an absolute  b a s i s  r e s p e c t i v e l y .  The dec i s ion  
equation f o r - t h e  conventional decis ion d i r e c t e d  s t r u c t u r e  i s  given by 
R ( z ( N ) )  = h'(N) z(N+l) - > R 0 
< Ro 
(6 .54)  
where t h e  s t ruc tu re  of  h(N) - i s  given by ( 6 . 9 ) ,  however, where t h e  
elements d i f f e r  i n  a very fundamental manner. I n  t h e  conventional 
decis ion-directed s t r u c t u r e ,  t h e r e  are no s p e c i f i c ,  time-varying or 
otherwise,  weights and the  es t imate  of t h e  i t h  pu l se  sample corresponding 
t o  (6 .11)  i s  given by 
Ttll 
I :  I 
I :  I i = 1, 2,  ..., n 
with  t h e  i t e r a t i v e  form 
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(6.56) 
1 
which i s  fundamentally d i f f e r e n t  from (6.13).  The remaining elements of 
t h e  s t r u c t u r e  follow (6 .24)  through (6 .28)  with 
by (6 .56) .  The dec is ion  equation of t h e  Bayes matched f i l t e r ,  f o r  com- 
( N E )  i n s e r t e d  as given 
i 
pa r i son  purposes i s  
< t o  
where, for  t h e  b i -polar  case 
h = 20 cl ; (6 .58)  
-0 
and where t h e  elements of h f o r  t h e  condi t ions  of t h e  s imula t ion  are 
-0, 
(6 .59 )  
The c h a r a c t e r i s t i c s  of % ( N )  f o r  input  condi t ions  i d e n t i c a l  t o  t h e  
previous cases ,  a r e  i l l u s t r a t e d  i n  F ig .  6-8. The r e l a t i v e l y  slower con- 
vergence r a t e  of  t h e  conventional dec is ion-d i rec ted  s t r u c t u r e  i s  evidenced 
by comparing t h e  r e s u l t s  i n  Fig.  6-8 wi th  those  of Figs .  6-3 through 6-6. 
I n  add i t ion ,  f o r  a t y p i c a l  noisy s i g n a l  p a t t e r n  wi th  a SNR of +.96 db, 
t h e  convergence c h a r a c t e r i s t i c s  o f  t h e  mixture r e so lv ing  e s t ima tes  of 
t h e  elements of B f o r  t h e  weighted and convent ional  dec is ion  d i r e c t e d  
-1 , 
a lgor i thms,  a r e  i l l u s t r a t e d  i n  F igs .  6-9 and 6-10, f o r  t h a t  p a r t i c u l a r  
no isy  s i g n a l  p a t t e r n ,  r e spec t ive ly .  It i s  seen t h a t  t h e  weighted algor-  
ithm achieves q u i t e  accura te  s t a b l e  va lues  wi th in  100 vec to r  observa t ions ,  
whereas t h e  elements ob ta ined  by t h e  convent ional  dec is ion  d i r e c t e d  al- 
gorithm are t o t a l l y  i n  e r r o r .  This i s  bu t  one i l l u s t r a t i o n  i n  numerous 
cases ,  where the  weighted algorithm converged a c c u r a t e l y  for a given 
80 
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noisy s i g n a l  p a t t e r n ,  whereas t h e  conventional dec i s ion  d i r e c t e d  algor-  
ithm converged i n  e r r o r  f o r  t h a t  p a r t i c u l a r  p a t t e r n .  
The performance of  t h e  Bayes matched f i l t e r  d e t e c t o r ,  as obtained 
by t h e  simulation, appears as a d o t t e d  l i n e  i n  F igs .  6-3 through 
Fig.  6-14. This value d i f f e r s  s l i g h t l y  from t h e  average p r o b a b i l i t y  
of  mis -c l a s s i f i ca t ion  computed, f o r  t h e  b i -po la r  and minimax cond i t ions ,  
a n a l y t i c a l l y  as 
l i e  I I  -1 la - -  
which i s  t o  be expected i n  view of t h e  f i n i t e  sample s i z e ,  M = 50, 
N = 300. 
A comparison of  t h e  convergence c h a r a c t e r i s t i c s  f o r  t h e  moment, 
weighted, and decis ion-directed s t r u c t u r e s  i s  presented i n  Figs .  6-11 
through 6-14 f o r  values of S N R  ranging from .96db. t o  -9.48 db. , and 
i n d i c a t e d  by t h e - l e t t e r s  M ,  W ,  and D r e s p e c t i v e l y .  I n  a d d i t i o n ,  t h e  
average r e l a t i v e  performance a f te r  N = 100 v e c t o r  observat ions,  as a 
funct ion of SNR, i s  i l l u s t r a t e d  i n  Fig.  6-15. F i n a l l y ,  a re la t ive 
comparison of t h e  convergence c h a r a c t e r i s t i c s  and dynamic performance 
p r o p e r t i e s  of t h e  weighted and conventional dec i s ion -d i r ec t ed  s t r u c t u r e s ,  
with simulation computed va r i ance  bounds, i s  i l l u s t r a t e d  i n  Fig.  6-16 
n 
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CHAPTER V I 1  
CONCLUSIONS 
7-1. Summary and Conclusions 
This research  has  been concerned with;  
(1) A formal development of t h e  s t r u c t u r a l  form of an optimum 
l i n e a r  de tec t ion  opera tor  when t h e  c l a s s i f i c a t i o n  parameters are unknown, 
A formal development of mixture reso lv ing  es t imat ing  categor- ( 2 )  
i e s  t o  l e a r n  or e x t r a c t  parametric information from t h e  noisy s i g n a l  
p a t t e r n  (mixture)  i n  order  t o  obtain t h e  elements f o r  t h e  s t r u c t u r e .  
The c r i t e r i o n  of opt imal i ty  f o r  t h e  d e t e c t o r  s t r u c t u r e  has been t h e  
average condi t iona l  p robab i l i t y  of de tec t ion-er ror  ( m i s c l a s s i f i c a t i o n ) .  
A formal development of t h i s  c r i t e r i a  has  shown t h a t  t h e  minimum average 
cond i t iona l  p r o b a b i l i t y  of error a t  t h e  Nth s t a g e ,  condi t ioned upon t h e  
mixture  reso lv ing  es t imat ing  category, corresponds t o  t h e  maximum of a 
b a s i c a l l y  r e l a t e d ,  normalized, quadra t ic  form. The maximization of 
t h i s  form leads  t o  a homogeneous eigenvalue equation where t h e  eigen- 
va lues  = t h e  quadra t ic  forms. 
equat ion i s  t h e  maximum of t h e  quadra t ic  form. 
b ina ry  gaussian s i g n a l  p a t t e r n  model, t h e  equation has  rank one and t h e  
maximum eigenvalue i s  es tab l i shed .  The assoc ia ted  e igenvec tor ,  h+(N, J ) ,  
i s  t h e  unique optimum l inear  de tec t ion  opera tor .  It i s  a func t ion  of N ,  
Thus t h e  l a r g e s t  eigenvalue of t h i s  
By t h e  na tu re  of  t h e  
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t h e  observation t i m e ,  and J ,  t h e  mixture r e s o l v i n g  e s t i m a t i n g  category 
r e in fo rc ing  i t s  elements. It i s  thus  seen t h a t  t h e  expec ta t ion  of  t h e  
mixture resolving e s t ima to r s ,  r e l a t i v e  t o  t h e i r  e s t ima t ing  category,  
under l i n e a r  s u b s t i t u t i o n  i n t o  t h e  d e t e c t o r  ope ra to r  s t r u c t u r e ,  h a t  
t h e  Nth s t a g e ,  minimizes t h e  average cond i t iona l  p r o b a b i l i t y  o f  e r r o r  a t  
t h a t  stage, r e l a t i v e  t o  t h e  ca tegqm of  t h e  e s t ima to r s .  
-0’ 
Two techniques,  feedback and feedforward, have been developed t o  
r e i n f o r c e  t h e  d e t e c t o r  s t r u c t u r e  as t h e  no i se  c h a r a c t e r i s t i c s  and d i s -  
c r e t e  pu l se  waveforms are j o i n t l y  l ea rned  through mixture r e so lv ing  
est imat ion.  Charac t e r i s t i c s  common t o  both c a t e g o r i e s  are;  
(1) Neither category r e q u i r e s  a p r i o r i  knowledge of t h e  n o i s e  
parameters or d i s c r e t e  p u l s e  waveforms. 
( 2 )  Neither category r equ i r e s  a p r i o r i  c l a s s i f i c a t i o n  of  t h e  t i m e  
s l o t s  of  t h e  noisy s i g n a l  p a t t e r n  observat ion (mix tu re ) .  
The mixture r e so lv ing  e s t ima t ing  ca t egor i e s  developed, c o n s i s t  o f ;  
(1) An optimized, time-varying-weighted dec i s ion -d i r ec t ed  category 
(feedback reinforcement ) . 
( 2 )  A moment method cateogry (feedforward reinforcement) .  
FPhe ca t egor i e s  d i f f e r  fundamentally, i n  t h a t  i n  t h e  f i rs t ,  t h e  dec i s ion  
i s  made and then t h e  s t r u c t u r e  i s  re- inforced,  and i n  t h e  l a t t e r ,  t h e  
s t r u c t u r e  i s  re-inforced and then t h e  dec i s ion  i s  made. The f i r s t  
category d i f f e r s  from t h e  conventional decis ion d i r e c t e d  category i n  t h a t ;  
(1) The i n i t i a l  r e f e rence  i s  e x t r a c t e d  from t h e  observat ions by 
c o r r e l a t i n g  the f i r s t  observat ion with t h e  n i x t  adjacent  observat ion.  
( 2 )  Time-varying-weighted combination o f  t h e  sepa ra t ed  t i m e  s l o t s  
i s  c a r r i e d  out  under opt imizat ion t o  minimize d i s t a n c e  and d i s p e r s i o n ,  
c 
with  a subsequent adjustment i n  t h e  c o n s t r a i n t  t o  "maximize" t h e  conver- 
gence rate. An i t e r a t i v e  formatl ,  f o r  t h e  weighting recurs ion  i n  e s t i -  
mating t h e  pu l se  waveform is developed. 
The second category d i f f e r s  from previous work using t h e  method of 
moments, i n  t h a t  a p r i o r i  knowledge of n e i t h e r  t h e  pu l se  = t h e  no i se  
parameters is  requi red .  
The i n t e g r a t i o n  of t h e  mixture reso lv ing  e s t ima to r s  i n t o  t h e  detec- 
t i o n  opera tor  s t r u c t u r e  c o n s t i t u t e s  an adapt ive  o r  l e a r n i n g  dec is ion  
equat ion and s i g n a l  processing algorithm. Extensive experimental  s tud ies ,  
via d i g i t a l  computer s imulat ion,  of  t h e  performance c h a r a c t e r i s t i c s  of 
t h e s e  s i g n a l  processing algorithms have been c a r r i e d  out f o r  t h e  equi- 
probable  b i -polar  case  only. The dynamic and asymptotic performance 
c h a r a c t e r i s t i c s  of t h e s e  algorithms have been compared wi th  simu&ation$ 
e s t ab l i5hed  performance c h a r a c t e r i s t i c s  of t h e  convent ional  decis ion-  
d i r e c t e d  and Bayes matched f i l t e r  a lgori thms.  
The p r i n c i p a l  r e s u l t s ,  observat ions,  and conclusions are as fol lows;  
(1) Both t h e  opt imal ly  weighted dec is ion-d i rec ted  and t h e  moment 
method ca t egor i e s  converge for negat ive  db. values  of SNR a t  a r a t e  con- 
s i d e r a b l y  h igher  than  t h a t  of  the conventional dec is ion-d i rec ted  category 
( 2 )  The performance of t he  algori thms developed i n  t h i s  work i s  
bounded from above by t h e  conventional dec is ion  d i r e c t e d  algori thm over 
t h e  e n t i r e  SNR range inves t iga t ed  and reasonably approaches t h e  perfmm- 
a n c e o f t h e  Bayes matched f i l t e r  without t h e  computational complexity of 
t h e  formal' Bayes mixture .approach. 
( 3 )  For t h e  opt imal ly  weighted, dec is ion  d i r e c t e d  algori thm, over  
t h e  e n t i r e  SNR range inves t iga t ed ;  t h e  weighting i s  dominated only by 
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t h e  observation s t a g e ,  N ,  and t h e  c o n s t r a i n t  c o e f f i c i e n t ,  y, and i s  t h u s  
non-parametric i n  t h e  mixture pu l se  waveform and n o i s e  parameters.  
7-2. Recommendations f o r  Future I n v e s t i g a t i o n  
It has been encouraging, i n  t h i s  r e l a k i v e l y  non-Bayesian approach, 
t o  observe s i g n i f i c a n t  improvement over t h e  conventional decision- 
d i r e c t e d  algorithm by processing with a formally developed weighting 
i t e r a t i o n  without t h e  computational complexity of  t h e  formal Bayes mix- 
t u r e  requirement. I n  a d d i t i o n ,  it appears promising, i n  t h e  areas of  
d i g i t a l  d a t a  processing and e s t ima t ion ,  t o  demand more s p e c i f i c s  of  t h e  
output  by placing t h e  a d d i t i o n a l  and p a r t i c u l a r  condi t ioned,  extremized, 
and constrained p r o p e r t i e s  upon t h e  ope ra to r s .  
I n  work r e l a t e d  t o  t h i s  area, it would be i n t e r e s t i n g  t o  c a r r y  out  
some formal study of t h r e s h o l d  e f f e c t s  f o r  a given weighting system and 
t o  i n v e s t i g a t e  s p e c i f i c  t r a d e o f f  e f f e c t s  between d i spe r s ion ,  convergence 
rate , acce le ra t ion  , and perhaps o t h e r  c r i t e r i a .  
An inspect ion of t h e  underlying p r i n c i p l e s  of bo th  t h e  conventional 
and weighted decision d i r e c t e d  phi losophies  , i n d i c a t e s  t h a t  af ter  c l a s s -  
i f i c a t i o n ,  t h e  c l a s s i f i e d  v a r i a b l e s  are never reviewed. It appears t h a t  
a lowering of the th re sho ld ,  i n  terms o f  SNR, f o r  re l iable  performance; 
as w e l l  as a f u r t h e r  i nc rease  i n  t h e  ra te  of  convergence with a reduc- 
t i o n  i n  asymptotic b i a s ,  might be achieved by some sys t ema t i c ,  combina- 
t o r i a l ,  r e - c l a s s i f i c a t i o n  of t h e  e a r l y  da t a .  One p o s k i b i l i t y  would be 
t o  reclassif 'y  all observat ions up t o  stage N which i s  t h a t  t i m e  at  
which %he est imates  of t h e  elements f o r  t h e  s t r u c t u r e s  (mean v e c t o r s ,  
covariance matr ix)  had s t a b i l i z e d ,  having a t t a i n e d  t h e i r  "asymptotic" 
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values. I n  t h a t  case,  t h e  r e c l a s s i f i c a t i o n  of t h e  early d a t a ,  , 
us ing  "asymptotic" values  f o r  the elements of  t h e  s t r u c t u r e  would 
correspond t o  c l a s s i f i c a t i o n  with a f i l t e r  mis-matched by t h e  amount of  
t h e  "asymptotic" bias i n  t h e  elements. 
NA 
I n  as much as adapt ive a n d  l e a r n i n g  algori thms can be formulated i n  
a Markov process  context ,  it would appear t o  be worthwhile t o  consider  
t h e  development of a l e a r n i n g ,  adapt ive,  and mixture r e so lv ing  algori thm 
by working wi th  t h e  t r a n s i t i o n  p r o b a b i l i t y  ma t r ix  equat ions and perhaps 
cons t r a in ing  and extremizing the t r a n s i t i o n  p r o b a b i l i t i e s .  
F i n a l l y ,  t h e  development of mixture r e so lv ing  e s t ima t ing  ca t egor i e s  
i n  t h i s  t h e s i s  as w e l l  as i n  a l l  work t o  d a t e ,  i n s o f a r  as a r a t h e r  
i n t e n s i v e  a r e a  i n v e s t i g a t i o n  has r evea led ,  assumes some form of t i m e  
s l o t  synchronizat ion.  I n  general ,  t h i s  assumption i s  v a l i d ,  from a 
p r a c t i c a l  s t andpo in t ,  only i n  d i g i t a l  communication systems employing a 
t r a n s m i t t e d  r e fe rence ,  o r  o the r  scheme, f o r  b ina ry  d i g i t  synchronization. 
Much more e f f o r t  i s  r equ i r ed  i n  i n v e s t i g a t i n g  techniques and developing 
r e fe rences  f o r  l o c a t i n g ,  i s o l a t i n g ,  and s e p a r a t i n g  ''unknown events" i n  
more gene ra l  mixtures such as discr iminat ion r a d a r ,  sonar ,  and seismic 
echoes; and b i o - e l e c t r i c  s i g n a l s .  
t 
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