14 Multiple attractors and alternative stable states are defining features of scientific theories 15
Introduction 31
Alternative stable states and multiple attractors refer to the multiple possible outcomes of 32 a dynamic system that depend on history (Poincaré, 1885; Strogatz, 2015) . Such dynamics weave 33 chance and necessity (Monod, 1971 ; May, 1977) Nes, & Chapin, 2012), speciation (Jacob, 1977; Gould & Lewontin, 1979) , cell cycles (Song et 38 al., 2010) , human behavior (Skiba, 1978; Brock & Hommes, 1997 ; Tekwa, Fenichel, Levin, & 39 Pinsky, 2019), and other natural sciences, including thermodynamics (Jaeger, 1998) , electronics 40 (Roth & Kinney, 2014) , health (Ngonghala et al., 2014) , weather (Lorenz, 1963) , and cosmology 41 (Layzer, 1975 Song et  3 al., 2010), which requires either expensive manipulation or extensive monitoring in hopes of 4 observing a rare transition. A single-site approach ignores the information from replicate sites 5 with the same underlying dynamics. Moreover, by selectively focussing on cases exhibiting rare 6 transitions, we also miss the considerable information provided by sites that have not transitioned 7 between states. These limitations result in low or ambiguous statistical power and is susceptible 8 to a publication bias that ignores negative findings (Ioannidis, 2005 ). 9 One approach that harnesses independent data is to test for multiple modes in outcomes 10 (Hartigan & Hartigan, 1985; Song et al., 2010) . However, this approach does not directly test 11 whether multiple modes result from intrinsic nonlinear processes rather than multiple modes in 12 external influences. Other approaches reconstruct the empirical stability landscapes (Song et test process models. Finally, stochastic versions of dynamic models can be constructed to predict 16 the long-run stationary distribution of outcomes (Cobb, Koppstein, & Chen, 1983 ; Grasman, 17 Maas, & Wagenmakers, 2009), but this approach only compares empirical outcomes to the 18 highest ("Maxwell convention") or nearest ("delay convention") predicted mode, which do not 19 account for historical conditions. 20
The approaches reviewed above are important sources of empirical evidence for 21 alternative stable states. A common limitation of these approaches is that multiple-attractor 22 predictions can inherently explain more variability in the data than single-attractor predictions 23 (depending on how one chooses among the predictions) and thus should be penalized. Yet 24 standard measures of model complexity, such as Akaike Information Criterion (Akaike, 1974) , 25 built into these approaches only penalizes the number of parameters and not the multiple 26
predictions that even trivial models can produce. For example, a sine model can produce infinite 27 attractors that are arbitrarily close to any observation. Such a model explains a large proportion 28 of the variance but is intuitively insignificant (see Supporting Information (SI): A Trivial Sine  29 Model). 30
Here we describe an approach for fitting and testing models with multiple attractors that 31 uses history (or initial condition) to define a single prediction among the multiple attractors, with 32 the goal of minimizing the artificial explanatory power that multiple attractors can add. The 33 approach harnesses time series of independent replicates of the system but only requires two 34 observations per time series. We use empirical and simulation examples to further address how 35 the method avoids false positives, how it uses information from disturbances that can move 36 systems across basins of attractions, and how it can be extended to systems with oscillatory 37 dynamics. The first two examples exhibit the classic ecological concept of alternative stable 38 states, while the latter represents the more general concept of multiple attractors, where attractors 39 do not necessarily converge on fixed points but on cycles. 40 41
Materials and Methods 42
The first objective of the paper is to translate process models with multiple attractors into 43 testable statistical models. The target data contains multiple independent time series presumably 44 following the same dynamic processes, each with at least two time points and with known 45
bifurcation parameter values if they occur under different conditions that are accounted for by 46 1 Lee, & Rathnayake, 2019), which attributes component identities -basins of attraction -to 2 individual (final) observations based on historical or initial conditions. The attribution of 3 component identities based on history differs from clustering-based methods (Kaufman & 4 Rousseeuw, 2005) , which aim to infer identities from the final observations alone. We first 5
provide an intuition for how to use history to choose among multiple attractors, then formalize 6 the finite mixture procedure. pitchfork bifurcation features a single solution Y when X is below a threshold (and above 0), and 12 three solutions above the threshold: two stable (solid curves) and one unstable (dotted curve). 13 The grey and green regions represent the two basins of attraction, which are assigned the values 14 1 and -1 for the dummy variable R. Sample data consist of initial (grey circle) and final (black 15 circle) states. (B) Plotting Y against RX, the transformed bifurcation variable, yields a one-to-one 16
relationship. All data with initial states in the grey region remains in the positive quadrant, while 17
all data with initial states in the green region are reflected onto the negative quadrant. 18 19 Given a process model with multiple attractors, we aim to define the expected probability 20 density function across these attractors. One aspect of defining this probability is the mode, or 21 the most likely attractor given a time series. The concept of incorporating history in choosing the 22 attractor can be illustrated through a simple pitchfork bifurcation, with a bifurcation parameter X 23 and a response variable Y. This system has two attractors after a critical value in X (Strogatz, 24 2015) ( Figure 1A , SI: Pitchfork Bifurcation). Let us assign R to label the different basins of 25 attraction toward the two stable states: R=1 for the upper basin, and R=-1 for the lower basin. A 26 particular time-series observation belongs to one basin or another depending on where it was 27 historically (initial conditions), assuming stationarity of parameters. Then, we transform the 28 solution and observations along a new x-axis defined by RX ( Figure 1B ). The model now 29
predicts at most one stable state for a given RX. Notice the stringent adherence of the 30 transformation to the model: datapoints 4 and 5 in Figure 1B have crossed the unstable curve 31 between initial and final observations, yet they are classified according to their original basins. 32
This procedure penalizes a model if a perturbation occurs between time points, or if the real 33 system follows dynamic processes that differ from the proposed model (i.e., the real basins are 34 not those hypothesized). If we instead adopted the delay convention of choosing the attractor 35 closest to the final observation, more variance would be explained but this would in fact be an 1 artificial inflation (SI: A Trivial Sine Model). The objective of our method is not to maximize 2 variance explained; rather it is hypothesis testing in order to gain confidence about the model's 3 validity. 4 Even though visualizing RX ( Figure 1B ) becomes difficult when there are more than two 5 attractors, or when X is multivariate or includes negative values, all that is required in practice is 6 that for each datum, its initial state chooses which of the alternative attractors lock in. This can 7 be expressed as: 8
Eq. 1 Y=fi(X)|Yo∈Ri 9
Yo is the observed initial state, and Y is the expected outcome. The function fi(X) is 10 specific to the basin of attraction (Ri) to which Yo belongs. Thus, we establish a way to 11 incorporate history in the relationship between a causal candidate X and a single time-invariant 12 outcome Y. In technical terms, conditioning prediction on history provides a solution to the 13 implicit regression problem of an irregular type (Hartelman, Maas, & Molenaar, 1998 ). 14 15 Definition 16 We now formalize the process and consequences of choosing among attractors in terms 17
of a finite mixture model, which replaces the single outcome expectation Y with a distribution of 18 the response variable y. Let g be the probability density function of y at a given predictor value 19
X. The function is: 20 21 Eq. 2 ( , ) = ∑ , , ( , ; , ) / 0 ,12 22 23 In the equation, NR is the number of components or basins of attraction, pi is the mixing Efron & R. Tibshirani, 1986), and P-values to test the null hypothesis via permutation 44 (Anderson, 2001) . Parameter estimates are important for multiple attractor models just like for 45 traditional models when the parameters cannot be directly measured. The probability distribution 1 defined in Eq. 2 and Eq. 3 allows us to first obtain the likelihood (g) of an observed final state (y)  2 given a parameterized model, then fit the model by iteratively search for the parameters that give 3 the maximum likelihood. The same fitting procedure can be performed repeatedly on 4 bootstrapped data (sampling the X-(Y, Yo) sets with replacement) to obtain a distribution of 5 parameter estimates which generates confidence intervals, thereby quantifying uncertainties 6 about components of the process model. 7
In addition, hypothesis testing can be performed by repeatedly fitting the model to 8 permuted data, with the permutation (sampling without replacement) being performed on the 9 observed initial and final states (Y, Yo) as intact pairs. Alternatively, the predictors (X) can be 10 permuted, with the objective being that Y and Yo are decoupled from X. The model fits to 11 multiple permuted datasets yield the frequency distribution of test statistics, such as likelihood or 12
variance explained, given that the null hypothesis is true; i.e., given that there is no relationship 13 of the form that the multiple attractor model predicts. By comparing how frequent the null 14 distribution of fits equals or exceeds the original model fit, we obtain the P-value, with a low 15 value supporting the multiple attractor model over the null model. 16 This minimal set of statistics conveys not only how well a model explains the data, but 17 also how likely data with no relationship between X and Y, Yo (the null hypothesis) would 18
generate an equal or better fit. This latter question of fit depends on both model complexity (in 19 terms of the number of free parameters) and the number of attractors the model can predict. The 20 key feature of this methodology is that the multiple attractor model's finite equilibria, further 21 narrowed to one prediction by the initial condition, can easily be wrong. The fit to data is not 22
trivially inflated by multiple predictions or temporal autocorrelation, unlike autoregressive 23 models where lagged states are directly correlated with final states. This set of statistical 24 procedure resembles traditional regressions (A.M. Legendre, 1805) and inherits their advantages 25 (easy to interpret and adaptable to different models) and disadvantages (is affected by oscillatory 26 dynamics). The standard assumptions of independence between time series and identical 27 dynamic processes across series apply; on the other hand, differences in parameter values across 28 series are captured in the bifurcation parameter. The issue of oscillatory dynamics will be 29 addressed through simulations in the Results. 30
The inferential steps introduced here are demonstrated using three examples of 31 ascending dimensionalities and dynamic possibilities that are drawn from social-ecological 32 systems, coral ecosystems, and chaotic systems. Matlab code and data are available on an online 33 repository: http://github.com/pinskylab/Multiple-Attractor-Inference.
35
Results 36
Here we present three cases of increasing complexity where multiple attractor model 37 inference is performed. 38 39
Empirical Application in a One-Dimensional System 40 We first study a one-dimensional model that predicts whether human institutions decide 41 to over-harvest or to conserve a renewable resource (Tekwa et al., 2019) . The objective here is to 42 demonstrate an inference of alternative stable states using real data from a fishery bioeconomic 43
system. We will demonstrate how to obtain parameter estimation, confidence interval, and 44 hypothesis testing statistics. 45 dataset after permuting X by stock. Such permuted and re-fit estimates contribute to the null R 2 10 distribution used to obtain P-values. 11 12 Institutions are assumed to adjust their harvest rates in order to maximize the 13 instantaneous economic rent derived from harvesting marine life. We assume that the growth of 14 a biological resource S is a logistic function with intrinsic growth r, competition a, and is 15 reduced due to a harvest rate F (the portion of standing stock that is harvested). The economic 16 parameters are the empirically known average cost-to-benefit ratio , and the unknown number 17 of substitutable stocks (per stock) N. R-X-Y relationship and therefore the precision of the parameter estimates. The confidence 5
intervals are not indicative of the observed high data variance, but rather of uncertainty in the 6
parameters of the pitchfork model, which is low in this case. 7 A hypothesis test is necessary to provide confidence that a multiple attractor model is not 8 only fitting to the data because it is inherently more flexible. We use a permutation test, with the 9 null hypothesis of no relationship of the modelled form (Eq. 5) between ln(MSY) and U. For 10 each permutation set, the harvest rates U and Uo were sampled as intact pairs without 11 replacement and were decoupled from ln(MSY). The one-sided P-value was obtained from 12
permuting X values 10 5 times and fitting the model to the permuted data to obtain a null 13 distribution of R 2 (Anderson, 2001; Tekwa et al., 2019) . Given nP, the number of times that the 14 null R 2 is greater than the original R 2 , the P-value is P=(nP+1)/(10 5 +1). We illustrate the process 15 further with a particular instance of permuted data fit ( Figure 2B ), which yielded R 2 =0.089, a low 16
but non-zero fit. This fit illustrates how non-linear models with predictions conditional on history 17
could explain some portion of variance even when the data comes from a system without the 18 hypothesized dynamics. Nevertheless, the one-sided P-value -the proportion of the permuted 19 fits that were better than the original fit -was low (0.7x10 -4 While empirical inference is the ultimate goal of our methods (e.g., the previous 32 example), here we use simulated data to test the methods where the true data-generating process 33
(and hence the answers to statistical inference) are known in order to reveal subtleties about the 34 method. We examine a two-dimensional coral-macroalgal dynamics model (Mumby et al., 35 2007), which is similar to other bistable systems that contain a fold or cusp bifurcation (Thom, 36 1972) . Two-dimensional systems contrast with the previous one-dimensional example in that the 37 separatrix-the curve that separates the basins of attraction-is also two-dimensional, generally 38 non-linear, and requires non-equilibrium analysis. In particular, we explicitly explore how 39 disturbances (Hughes et al., 2019) , traditionally a source of mismatch between theory and data, 40
provides an opportunity to discover potential basins of multiple attractors. invertebrates on macroalgae is a bifurcation parameter such that coral cover has a low 9 equilibrium at low grazing rates, a bistable region at intermediate grazing rates, and a high 10 equilibrium at high grazing rates due to reduced growth of the competing macroalgae ( Figure  11 3A). Unlike the previous one-dimensional system where the basin of attraction can be 12 determined by whether the initial state is above or below the unstable equilibrium (analogous to 13 Figure 3A dashed curve), both initial coral and macroalgal covers must be used to numerically 14 determine the basin of attraction (Figure 3A open and filled circles, SI: Coral-Macroalgae 15 Model). We followed six replicate sets of 40 time-series, each with random initial coral and 16 macroalgal covers that were far from equilibria and thus emulated disturbances at time zero. 17 Final coral covers, for model evaluation purpose, were measured at eight time steps (i.e., years) 18 between t=0 and 64. As time elapses from disturbance, systems should converge on the 19 equilibria chosen by the historical disturbances. states that belong, respectively, to the lower and higher coral cover basins of attraction (n=40). 24
Color represents initial macroalgal cover (see color bar). (B) We estimated the two free parameters d and , plus a measure of precision at various 31 times since disturbance for each replicate set through iterative maximum likelihood. Precision is 32 defined by the beta distribution, which we use as the probability density, or the likelihood, of 33 each observation given a predicted mode. The predicted mode depends on g and initial 34
conditions. We numerically determined each site's basin of attraction by running the 35 parameterized differential equations for a sufficiently long time (t=64), then choosing the 36 estimates, the predicted basins of attraction shift such that the estimated classification of data by 2 initial condition can be different from their true classification. One instance of a best-fit model is 3
shown in Figure 3B as a reference. Shades are 95% confidence intervals. 13 14 We observed that with greater time elapsed, the parameter estimates converged on the 15 true values and precision increased ( Figure 4A ). Model fit was quantified by: 16 17 Eq. 8
LLM is the log-likelihood of the model and LLN is the log-likelihood of the mode (most likely 20 value) fitted to the data (Kent, 1983) . ⍴ 2 =R 2 if error is assumed Gaussian; both ⍴ 2 and R 2 are 21 plotted in Figure 4B to allow for easier comparison with an alternative (but wrong) model: a 22 linear regression. For both the linear regression and the estimated bistable model, R 2 and ⍴ 2 23 increased with time ( Figure 4B , red and blue lines). As might be expected, we found that a linear 24 regression explains the data reasonably well despite the bistability of the underlying dynamics. 25
However, with sufficient time since disturbance, the estimated bistable model eventually 26 explained more variation in the data. We next conduct permutation tests to show how time since 27 disturbance affects hypothesis testing and false positive rates. 28
The permutation test assessed the P-value of the bistable model by asking how often the 29 model fit permuted data (randomized grazing rate g 100 times) better than it fit to the original 30 data. The null hypothesis is that there is not a bistable relationship of the form predicted by Eq. 6 31 and Eq. 7 between g and C. At time zero when system states were purely random, low P-values 32 would indicate false positives. Assuming that P=0.05 is a cutoff for a positive result, the false 33 positive rate was 0.038 according to the normal distribution of p-values, which was close to the 34 expectation (of 0.05) ( Figure 4B , black line). The mean P-value dropped below 0.05 between 35 times of 4 and 8 since disturbance, after which time the systems had sufficiently converged on 36 the equilibria to be detectably better than the null model. 37 We conducted an additional test for false positive rate based on model comparison. We 1 fit both the bistable model and the linear model to simulated noisy linear datasets that correspond 2 to the linear relationship shown in Figure 3B . The bistable model should not fit the data as well  3 as a linear regression. We then compare the models' likelihoods (Akaike, 1974) , which showed 4 the bistable model was a better fit than the correct linear model with a frequency of 0.041 (i.e., 5 the false positive rate, Figure S1 , SI: Coral-Macroalgae Model). 6 These results show that at and right after a disturbance when the response variable is 7 randomly distributed, or when the underlying dynamics are linear, our method has an acceptably 8 low rate of false positives for identifying bistability. In the bistable system, soon after the 9 disturbance when time series begin to converge on equilibria, we were able to infer the correct 10 bistable model. In general, the time lag after disturbance necessary to ensure reliable statistical 11
inference of the underlying dynamics will depend on disturbance magnitude, frequency, and the 12 speed of the dynamics. Initial observations made after large disturbances rather than before 13 should also help in predicting the correct subsequent states. 14 15 Oscillations in a Three-Dimensional System 16 Finally, we apply our model evaluation method to the three-dimensional Lorenz system 17 (Lorenz, 1963) . The system is a classic example of chaos or the butterfly effect in complex 18 systems such as atmospheric convection (SI: Lorenz System) and biological communities (May, 19 1976; Schaffer, 1985 contains more parameters than the Lorenz system and exhibits similar dynamic possibilities. 25
Here the purpose of using the Lorenz system is not to improve prediction per se, but to examine 26 how the coexistence of both multiple attractors and oscillations presents a challenge to our 27
proposed data-sparse method. We demonstrate how multiple attractors assist inference in the 28 presence of oscillation. 29
The equations for the state variables X, Y, and Z are: 30
Eq. 9 The fixed parameters are =10, β=8/3, and fixed initial conditions of Y(0)=1 and Z(0)=1. 36
This setup leaves Ra as a bifurcation parameter. We illustrate the dynamics of the system using a 37 bifurcation diagram, which shows the points where a trajectory stays (stable points) or turns 38
(extrema in an oscillation). For Ra ranging from 1 to 45, in steps of 0.1, we initialized 40 time 39
series with X(0) ranging from -60 to 60 in steps of 0.25. Each time series was run for 1000 time 40 steps, and 10 extrema of each series, meaning 10 values of X where dX/dt were closest to zero 41 (i.e. the points visited), were recorded and plotted in Figure 5A . The expected states of the true 42 model are E[X] (across 1000 time points) for each Ra and X(0). For example, at Ra=24, the plot 43 of E[X] versus X(0) (Figure 5A, top) illustrates the expected state of a time series given an initial 44 X value. 45 averages of measurements at two random time points. 11 12 For Ra <24.7, there are two stable equilibria associated with a pitchfork bifurcation, but 13 they can be accompanied by oscillatory attractors. At Ra >28, a single chaotic (strange) attractor 14
with E[X]=0 (Lorenz, 1963) emerges, as seen in the high number of extrema ( Figure 5A ). 15 Observations at low temporal resolution (i.e., at lower than the Nyquist rate (Nyquist, 1928)) 16 cannot reconstruct oscillations and phases, which casts doubt as to whether low-resolution 17 independent time series can be harnessed to infer multiple-attractor models even when there is no 18 process or observation error. We propose that observed states can be compared to a model's 19 mean long-run predictions (E[X * ]) rather than to single solutions X * in the previous cases of 20 stable equilibria. These predictions would still use history and should yield meaningful P-values 21 that facilitate inference. 22 We measure the initial condition and a subsequent state at random times in each time 23 series across Ra (Figure 5B circles). We then compute each time series' residual against the 24 long-run average of the attractor (E[X * ], the predictions, Figure 5B black dots) whose basin of 25 attraction the series' initial condition belongs. Using residuals, we evaluate R 2 and P-value from 26
reassessing R 2 in datasets where Ra is permuted 10 6 times (Figure 5B subplot) taken to be the mean of two measurements at different times, R 2 increased and P-value decreased 33 ( Figure 5C ). The Lorenz case is challenging because the oscillatory regime essentially gives no 1 information with low temporal measurements (E[X * ]≈0 for Ra>24.7), but it illustrates that data in 2 the multiple-attractor regime (low Ra) can be instrumental rather than confounding in statistical 3 inference. 4 5
Discussion 6
We established a statistical fitting and test procedure for bifurcation models that exhibit 7
alternative stable states and multiple attractors. The power of this statistical procedure rests in 8 harnessing observational information from multiple independent time-series from replicates with 9 the same process dynamics, but which requires no more than two time-points within each time 10
series. These requirements align well with the spatially replicated but temporally patchy and 11 short nature of typical ecological time series. We demonstrated model fitting with one and two 12 free parameters in empirical and simulation cases, obtained confidence intervals, and obtained P-13 values for the model against the null hypothesis of no relationship between X and Y. We also 14 found A potential problem with incorporating history in prediction, as we do here, is that they 21 are not separable in a causal pathway; i.e., one cannot completely remove the signature of history 22
from predictions since they belong to the same dynamically linked time series (Takens, 1981) . 23 The non-separability of history and outcome may be a defining feature of statistical models with 24 multiple attractors, which mix features of autoregressive models -models that use previous 25 states to predict future states -with ordinary regressions. Our approach goes some way to 26 alleviate the problem, in that here the historical state chooses a process-determined solution 27
rather than predicting the final state through autocorrelation as is typical in autoregressive 28 models. The permutation test further addresses this issue by focussing on how much variation in 29 the data the bifurcation variable explains while retaining the original relationship between history 30 and prediction in constructing the null distribution of the test statistic (e.g., likelihood). In other 31 words, we retain in the null distribution the portion of variance explained purely by the influence 32 of initial conditions on the model, thereby reducing the probability of false positives. 33
The method currently relies on the computational feasibility of iterative maximum 34 likelihood and finding basins of attraction (by running the dynamical equations sufficiently long 35 for convergence). The method therefore shares similar limitations as iterative optimal search 36 methods applied to traditional problems. The method's ability to identify the true model among 37 competing models will depend on how close the models are to each other and how much data is 38 available. A formal theory of the method's properties remains to be developed owing to the 39 implicit and irregular nature of multiple attractors (Hartelman et al., 1998) , but the method 40 appears to be widely applicable and only limited by computational issues.
41
Our examples used time series of any length to generate only an initial and a final state, 42
with the goal of utilizing typical ecological data where long series are harder to obtain than site 43
replicates. If long time series are available, our method is data-inefficient, which prioritizes 44 avoiding false positives at the expense of statistical power. In principle however, we can test 45 model fit and other statistics by performing the residual evaluation on every consecutive time 46 point pairs, akin to panel data methods (Arellano & Bond, 1991) . This approach could be a 1 venue for future development. 2 The statistics demonstrated here constitute self-contained, baseline evidence that have 3 long anchored single-attractor theoretical or statistical models (A.M. Legendre, 1805), but are 4 only first steps in scientific inference (Wasserstein, Schirm, & Lazar, 2019) . Practical 5 implications and novelty should also be considered as criteria for scientific research in addition 6 to traditional statistics such as P-value and confidence intervals (Campbell & Gustafson, 2019 9 2013 ). These theories also potentially score highly on novelty criteria such as pre-study 10 probability-the a priori probability that a study's null hypothesis is false, where a low 11 probability indicates novelty (Campbell & Gustafson, 2019 less curated research with independent replicates, pre-study probabilities may be low and thus 15 highly novel. So far, the combination of novelty and weak evidence has led to the periodic 16 waxing and waning of alternative stable states and multiple-attractor theories throughout the 17 history of ecology and other natural sciences (Monod, 1971; Thom, 1972; Scheffer et al., 2001 ). 18 The basic ingredients of statistical evidence established here should help improve scientists ' 19 ability to support, reject, and further develop precise dynamic theories. 20 21
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