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Abstract
Two steps phase shifting interferometry has been a hot topic in the recent years. We present a comparison study of 12 representative
self–tunning algorithms based on two-steps phase shifting interferometry. We evaluate the performance of such algorithms by
estimating the phase step of synthetic and experimental fringe patterns using 3 different normalizing processes: Gabor Filters Bank
(GFB), Deep Neural Networks (DNNs) and Hilbert Huang Transform (HHT); in order to retrieve the background, the amplitude
modulation and noise. We present the variants of state-of-the-art phase step estimation algorithms by using the GFB and DNNs
as normalization preprocesses, as well as the use of a robust estimator such as the median to estimate the phase step. We present
experimental results comparing the combinations of the normalization processes and the two steps phase shifting algorithms. Our
study demonstrates that the quality of the retrieved phase from of two-step interferograms is more dependent of the normalizing
process than the phase step estimation method.
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1. Introduction
One of the main challenges in two-steps phase shifting interfer-
ometry is the calculation of the phase step, δ. Ideally, the phase
of two given interferograms can be calculated by the formula
proposed by Muravsky et al. [1] if the step between the interfer-
ograms is known and the interferograms are normalized with no
bakground and amplitud variations. Experimentally, the phase
shift is done through optical components such as mirror dis-
placement using a piezoelectric [2], polarizers [3], diffraction
grids [4] or pixelated cameras [5]. The use of this components
in the experimental setup can lead to an erroneous step tun-
ing since if the implementation of the arrangement does not
include characterized components. This detuning of the phase
displacement causes the presence of harmonics in the recovered
phase [6], for this reason, the Two-Steps Phase Shifting Algo-
rithms (TS–PSAs) consider that the phase step is unknown and
include, implicitly or explicitly, its calculation [7–24].
The process to obtain the phase in the TS–PSAs consists of
3 stages:
a) Fringe normalization and filter, to overcome the error in-
duced by noise and illumination changes.
b) Phase step calculation, to avoid the errors caused by detun-
ing.
c) Phase calculation.
In this paper, we present the comparison of different self-
tuning algorithms for two-steps phase analysis. We will eval-
∗Corresponding author
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uate the accuracy of the estimated phase step (δ) of each al-
gorithm using couples of synthetic interferograms with differ-
ent noise levels, random contrast changes and step sizes. Saide
et al. presented an evaluation of six algorithms and their per-
formance using the Hilbert–Huang Transform as normalization
tool of the fringe patterns [25]. In this study, we will com-
pare eleven up-to-date algorithms against our proposals. The
considered algorithms are the following methods: the Fourier
based method proposed by Kreis [7], the Phase–Step Calibra-
tion (PSC) of Van Brug [8], the Gram-Schmidt orthonormaliza-
tion (GS) proposed by Vargas et al. [9] by using the phase
step estimation proposed in Ref [16], the Extreme Value of
Interference (EVI) proposed by Deng et al. [12], the estima-
tion based on Random Points (RP) proposed by Dalmau et al.
[13], the Iterative Robust Estimator (IRE) algorithm proposed
by Rivera et al. [14], the Quadratic Phase Parameter estima-
tion algorithm (QPP) proposed by Kulkarni and Rastogi [15],
the Tilt–Shift Error estimation proposed by Wielgus et al.[17],
the Diamond Diagonal Vectors demodulation algortihm (DDV)
proposed by Lou et al. [18], the General Phase–Shifting In-
terferometry method of Meng et al. [19] and the Simplified
Lissajous Ellipse Fitting by Robust Estimator (SLEF–RE) of
Flores and Rivera [21].
Some of the reviewed methods such as GS [9] or EVI [12]
use the fringe normalization proposed in [26]. Nevertheless, as
proposed in [25], an update for these methods is the use of the
Hilbert–Huang Transform (HHT) as normalization tool [27–30]
. On the other hand, according with Refs. [31, 32], the Win-
dowed Fourier Transform (WTF) based methods have shown to
be a robust normalization method, such is the case of the Ga-
bor Filters Bank (GFB), where the kernel of such window is a
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Gaussian function [14, 33–35]. Finally, the DNNs have grown
in applications such as de–noising and normalization of inter-
ferograms as presented in Refs. [36–39]. Therefore we will
evaluate all the algorithms by using these three normalization
method for preprocessing the FPs.
The objective of the presented comparison is to point-out
which of the stages is more crucial for the phase estimation of
the TS–PSAs in order to concentrate the effort of the design of
such algorithms. In this work we introduce variations of the
presented algorithms in order to improve the performance of
the original algorithms. Such variations are based on the imple-
mentation of a different pre–filtering process used in the origi-
nal proposal (such as HHT, GFB or DNNs). Also, we present a
modified approach to the solution presented Rivera et al. which
increases the accuracy of the method by the use of another ro-
bust estimator (the median) in the IRE method. Such proposals
are included in the comparison here presented.
We organize our paper as follows. We explain the two–step
methodology in Section 2. Then, in Section 3, we present a
brief explanation of the evaluated methods identifying the δ es-
timation formula or procedure. In Section 4 we introduce the
proposed variations that improve the performance of the evalu-
ated methods. In Section 5, we will present the analysis of the
estimation of the unknown phase step of the TS–PSAs with the
HHT, GFB and DNN normalization process at different levels
of Gaussian noise with constant step. Then, we calculate the
response of each algorithm estimating different phase shifts but
with only one normalization process applied to a fixed noise
level. For this purpose, we use ten different synthetic patterns.
In this section we also present experimental results for prove
the feasibility of the proposed algorithms. In Section 6 we dis-
cuss briefly the important aspects of the obtained results and the
considerations to be made when using some TS–PSAs. Finally,
in Section 7 we present our conclusions.
2. Two-step phase shifting methodology
As mentioned before, TS–PSAs consist of three stages: Nor-
malization, step estimation and phase calculation. We start con-
sidering the intensity model of n phase–shifted interferograms:
Ik(x, y) = ak(x, y) + bk(x, y) cos[φ(x, y) + dk] + ηk(x, y), (1)
where k ∈ 1, 2, . . . , n is the interferogram index, ak is the back-
ground intensity which is different for each interferogram (See
[3, 4] for experimental examples.), bk is the variable contrast
also different for each interferogram, φ is the phase to be re-
covered, dk is the phase step, ηk is the noise. For the case of
two–step algorithms we can assume d1 = 0 and d2 = δ.
In order to normalize the variations of intensity of the back-
ground and the contrast, as well as filtering–out the noise, we
apply a pre–filtering process such as the ones proposed in [14,
26, 27, 29, 30, 36–39] and we obtain the normalized interfero-
grams:
Iˆ1(x, y) = cos[φ(x, y)] (2)
Iˆ2(x, y) = cos[φ(x, y) + δ]. (3)
With the filtered images, the phase step can be calculated
by using one of the methods presented in section 3, which will
be the objective of our study.
Finally, using the normalized interferograms and the calcu-
lated step, the phase calculation is done by using the equation
proposed by Muravsky et al. [1]:
φ(x, y) = arctan
[
Iˆ1(x, y) cos(δ) − Iˆ2(x, y)
Iˆ1(x, y) sin(δ)
]
. (4)
t In next section, we will review several methods for estimating
the phase step.
3. Phase step calculation algorithms
The step calculation is one of the main challenges for the TS–
PSAs. In this section we present a brief review of the equations
used for the step estimation proposed in each algorithm. Some
of the algorithms estimate the phase step as a ∆(x, y) function.
In those cases, we will consider the approximation as the mean
value of the phase step map.
3.1. Kreis’ Algorithm
The Kreis algorithm is based on the Fourier transformation. It
proposes the use of the sign of the phase step map (∆) in order
to correct the sign ambiguity of closed fringes. Kreis proposes
to apply the Fourier transform to each intensity pattern with a
width quadrature filter; i.e., Kreis eliminates the low frequen-
cies and one half of the spectra. The phase step is calculated
with:
∆K(x, y) = arctan
[<c1(x, y)=c2(x, y) − =c1(x, y)<c2(x, y)
<c1(x, y)<c2(x, y) + =c1(x, y)=c2(x, y)
]
.
(5)
where c1 and c2 are the filtered Fourier transforms of I1 and I2
respectively, and<, = stand for the real and imaginary parts of
the spectrums.
For more details of this method, please refer to [7]. From
this phase difference map ∆K , we can estimate the scalar phase
step with
δK = E{∆K} (6)
where E{x} represent the expected (mean) value of x.
It is important to remark that the original work does not
consider any pre-filtering process at all, which makes it noise–
sensitive. As we will demonstrate, we can improve the accuracy
of this method by any normalization process.
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3.2. Phase Step Calibration Algorithm (PSC)
The Van Brug’s algorithm achieves the Phase Step Calibration
(PSC) by using only two images. It is based on computation
of the correlation coefficient ρ, which is the cosine of an angle
between two multidimensional vectors (I1 and I2). As a result,
ρ(I1, I2) = cos(δ) and δ can be estimated as:
δPS C = arccos
[ 〈(I1 − 〈I1〉)(I2 − 〈I2〉)〉
σIˆ1σIˆ2
]
, (7)
where 〈·〉 represent the expected (mean) value and σIˆ1 and σIˆ2
are the standard deviations of the interferograms. This method
directly computes the scalar phase step δPS C . For more details
of this method, please refer to [8].
For comparison purposes, we also evaluate the performance
of this method by using normalized interferograms, even though
the original proposal does not consider any pre-filtering pro-
cess.
3.3. Gram-Schmidt orthonormalization Algorithm (GS)
The Gram-Schmidt (GS) orthonormalization method, proposed
by Vargas et al. calculates the phase between two interfero-
grams with unknown step. The method assumes two previously
filtered interferograms, Iˆ1 and Iˆ2 (see (2)). First, Iˆ1 is normal-
ized resulting into I¯1. Then, Iˆ2 is orthogonalized with respect
to I¯1 obtaining its projection as I˜2. Then, I˜2 is normalized. As
result, the orthonormalized pattern I¯2 can be expressed as:
I¯2(x, y) = −b sin(φ(x, y)) sin(δ), (8)
where b is the spatially–constant amplitude. Since the patterns
are orthogonalized, the phase step cannot be estimated directly,
nevertheless, in [16] we proposed an algorithm to estimate the
phase step by using the GS methodology.
δGS = arcsin
[
E
{
I¯1(x, y)I˜2(x, y)
Iˆ1(x, y)I¯2(x, y)
}]
(9)
where E{x} is the expected value of x.
For more details, please refer to [9, 16].
3.4. Extreme Value Interference Algorithm (EVI)
Deng’s algorithm uses the Extreme Value Interference (EVI) to
compute the phase shift between interferograms. Given the pre-
filtered images Iˆ1 and Iˆ2, the EVI phase shift map is estimated
with:
∆EVI(p) = arccos
(
Iˆ2(p)
Iˆ1(p)
)
, ∀p ∈ P ∪ Q; (10)
where P is the set of pixel coordinates with maximum local
value, Q is set of pixel coordinates with minimum local value,
and p are the pixel coordinates that belong to these sets.
The global phase step with:
δEVI =
∑
p∈P∪V ∆EVI(p)
]P + ]Q
, (11)
where ]P and ]Q are the of the sets P and Q, respectively. For
more details, please refer to [12].
3.5. Random Points estimation Algorithm (RP)
Dalmau et al. proposed a phase estimation algorithm based
on computing Random Points (RP) of the interferograms. This
consists on extracting pairs of randomly selected pixels from
images Iˆ1 and Iˆ2.
Then let P = [p1, p2, . . . , pn] and Q = [q1, q2, . . . , qn] be
vectors of randomly selected pixel–coordinates that fulfill
Iˆ1(pi)Iˆ2(pi) , Iˆ1(qi)Iˆ2(qi)
for i = 1, 2, . . . , n. Then, the phase step can be estimated with
δRP =
∑n
i=1 a(pi, qi)b(pi, qi)∑
pi,qi a(pi, qi)2
(12)
where a(p, q) = 2[Iˆ1(p)Iˆ2(p)− Iˆ1(q)Iˆ2(q)] and b(p, q) = Iˆ1(p)2−
Iˆ1(q)2 + Iˆ2(p)2 − Iˆ2(q)2. The accuracy of the estimation is im-
proved by increasing the number of samples sampled pixels, n.
For more details, please refer to [13].
3.6. Iterative Robust Estimator Algorithm (IRE)
The GFB algorithm proposed by Rivera et al. consists on ob-
taining the phase of two interferograms and solving the prob-
lem of sign ambiguity through an Iterative Robust Estimator
(IRE). Considering the individual phases of images Iˆ1 and Iˆ2
expressed as ψ1 and ψ2 respectively, from which we can calcu-
late the phase step map as:
∆IRE = |W[ψ2 − ψ1]|. (13)
where the wrapping operator is defined as W(z) = z + 2pin with
an integer n such that W(z) ∈ [−pi, pi). Then, the global phase
shift can, robustly, be computed by iterating
δIRE =
∑
x,y ω(x, y)∆IRE(x, y)∑
x,y ω(x, y)
, (14)
and
ω(x, y) =
κ2
(κ + [∆(x, y) − δIRE]2)2 ; (15)
where κ is a positive parameter that controls the outlier rejection
sensitivity and ω is the weight; the author proposed κ = pi/10.
The initial set is ω = 1 giving the mean of the phase map as
the result of the first iteration. For more details, please refer to
[14].
3.7. Quadratic Phase Parameter Estimation Algorithm (QPP)
The QPP algorithm was proposed recently by Kulkarni and
Rastogi. They propose the calculation of the phase step by us-
ing a quadratic phase approximation from a small window of
a pre-filtered interferograms, such as Iˆ1 and Iˆ2. The proposed
representation is
φ1(x¯, y¯) = c0 + c1 x¯ + c2y¯ + c3 x¯2 + c4 x¯y + c5y¯2 (16)
φ2(x¯, y¯) = c6 + c1 x¯ + c2y¯ + c3 x¯2 + c4 x¯y + c5y¯2, (17)
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where φ1 and φ2 are the phases of the subsets of Iˆ1 and Iˆ2 re-
spectively, x¯, y¯ are the pixel coordinates inside the subset and ci
are the coefficients of the approximation. Since φ2 = φ1 + δ,
then
δ = φ2 − φ1 = c6 − c0. (18)
Kulkarni and Rastogi proposed the calculation of the coef-
ficients via state space analysis by using the extended Kalman
Filter. For more details, please refer to [15].
3.8. Tilt–Shift Error estimation Algorithm (TSE)
The TSE algorithm proposed by Wielgus et al. consists on the
calculation of the phase distribution from two randomly phase
shifted interferograms under presence of the tilt-shift error. As-
suming two pre–filtered interferograms Iˆ1 and Iˆ2 where, at least,
the background term has been removed, the phase shift map
∆TS E is given by:
∆TS E = arccos
{
2[Iˆ1(x, y)Iˆ2(x, y)] ∗G(x, y)
[Iˆ21 (x, y) + Iˆ
2
2 (x, y)] ∗G(x, y)
}
(19)
where ∗ denotes the convolution operator and G(x, y) is the
Gaussian mask applied through such convolution. From this
phase distribution map ∆TS E , we can estimate the scalar phase
step with
δTS E = E{∆TS E} (20)
and E{x} is the expected value of x. For more details, please
refer to [17].
3.9. Diamond Diagonal Vectors Algorithm (DDV)
The DDV algorithm proposes that if two filtered and equally
sized interferograms, such as Iˆ1 and Iˆ2 , satisfy the condition
that their norms are almost equal, ‖Iˆ1‖ ≈ ‖Iˆ2‖, then, they con-
stitute the adjacent sides of a diamond. Such figure has per-
pendicular diagonals that can be represented as the sum and the
difference of the vectors. The phase shift between the two in-
terferograms can be calculated as:
δDDV = arctan
[ ‖Iˆ1(x, y) − Iˆ2(x, y)‖
‖Iˆ1(x, y) + Iˆ2(x, y)‖
]
. (21)
For more details, please refer to [18].
3.10. Generalized Phase Shifting Interferometry Algorithm (GPSI)
Meng et al. proposed that the GPSI algorithm is able to re-
trieve the complex phase map of two interferograms without
additional preprocessing. Nevertheless, the algorithm considers
noiseless interferograms as well as temporally constant back-
ground illumination and amplitude. If this criteria is met, such
as the case of the use of normalized fringe patterns, the phase
shift can be estimated by the use of the generalized quadratic
equation
δGPS I = arccos
(−B ± √B2 − 4AC
2A
)
(22)
where A = 1, B = 〈−2Iˆ1 Iˆ2〉 and C = 〈Iˆ21 + Iˆ22−1〉. The 〈·〉 denotes
the average value of the resulting term. For more details, please
refer to [19].
3.11. Simplified Lissajous Ellipse Fitting (SLEF)
The use of the Lissajous figure applied to phase shifting inter-
ferometry was originally proposed by Farrell and Player [20].
It consists on using the Lissajous Ellipse Figure (LEF) to repre-
sent pixel–wise the intensities of two interferograms with con-
stant amplitude and background terms. Given that the shift be-
tween two signals represent the eccentricity of an ellipse, it is
possible to obtain such displacement through its conical expres-
sion:
θ1x2 + θ2y2 + θ3x + θ4y + θ5 = 0 (23)
where x = I1 + I2, y = I1 − I2 and θi are the coefficients of
the conical equation of the ellipse. Since the solution can be
obtained by solving an overdetermined system, it is proposed
the use of the Least Squares method in order to calculate the
coefficients of the equation. Given such solution, the phase step
is calculated by
δS LEF = 2 arctan
(√
θ1
θ2
)
. (24)
If the case that the Interferograms present spatial and tempo-
ral dependency of the background illumination and amplitude
term, the normalization process is required. In such case, Flo-
res and Rivera [21] proposed the SLEF algorithm which con-
sists on using normalized fringe patterns to calculate the coeffi-
cients. Given the normalization process, the conical equation is
simplified to
θ1x2 + θ2y2 = 0 (25)
where only two terms are estimated instead of five. For the es-
timation of the coefficients, they propose the use of a robust es-
timator since the pre–filtering process could generate residuals.
The phase step between the interferograms is still calculated by
(24). For more details, please refer to [20, 21].
4. Proposed variations of TS–PSAs
For this comparison, our contribution consists on demonstrat-
ing the impact of the normalization process of the FPs and the
advantages of the use of the GFB as well as the DNNs for
such purpose. We consider that algorithms such as Kreis’, GS,
EVI, PSC, DDV, QPP, GPSI and TSE improve the accuracy of
the phase step estimation as well as the quality of the phase
map (for clarify purposes, Table 1 shows the list of algorithms’
acronyms). The original proposals of the algorithms as well as
their possible combinations with other normalization are sum-
marized in Table 2. The combinations with a check mark (∗)
are, in the best of our knowledge, original contributions of this
work. In section 5, we demonstrate the feasibility of such pro-
posals.
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Algorithm Name Acronyms
Kreis KREIS
Phase Step Calibration PSC
Gram–Schmidt orthogonalization GS
Extreme Value Interference EVI
Random Points estimation RP
Iterative Robust Estimator IRE
Quadratic Phase Parameter Estimation QPP
Tilt–Shift Error estimation TSE
Diamond Diagonal Vectors DDV
Generalized Phase Shifting Interferometry GPSI
Simplified Lissajous Ellipse Fitting SLEF
Median Robust Estimator MRE
Table 1: Algorithms’ acronyms
TS–PSAs GFB HHT DNN Other/None
KREIS ∗ [25] ∗ [7]
PSC ∗ ∗ ∗ [8]
GS ∗ [25, 27] ∗ [9]
EVI ∗ [25, 28] ∗ [12]
RP [13] ∗ ∗ [13]
IRE [14] NA NA
QPP ∗ ∗ ∗ [15]
TSE ∗ [17, 25] ∗
DDV ∗ ∗ ∗ [18]
GPSI ∗ ∗ ∗ [19]
SLEF [21] [40] ∗ [20]
MRE ∗ NA NA
Table 2: References of the evaluated methods. (∗ non-previously reported).
The algorithm proposed by Rivera et al. described in sub-
section 3.6 uses an iterative procedure for the calculation of the
phase step. In addition, we present a variation of the used es-
timator in order to improve the accuracy of the algorithm at
different noise levels. In this case, we propose the use of the
Median of the phase map ∆IRE in (13) in order to estimate the
phase step δMRE , which denotes the Median Robust Estimator
(MRE).
5. Experiments and results
5.1. Constant step, variable noise level
The evaluation of the algorithms was done with ten different
sets of synthetic fringe patterns of 1024 × 1024 pixels, repre-
sented as in (1) with variable background illumination compo-
nents and amplitude modulations as well as five different Gaus-
sian noise levels (σ = [0.0, 0.25, 0.5, 0.75, 1.0]). The phase step
between the two patterns was pi/3. Figure 1 shows the differ-
ent FPs used for the experiment. It is important to remark that
all the images presented the different noise levels with variable
backgrounds and amplitudes, nevertheless, for illustrative pur-
poses, we present each pattern with different noise levels. In
this case Figures 1a and 1f the fringe patterns without noise but
Normalization Process Time (sec)
Gabor Filters Bank (GFB) 6.64
Hilbert–Huang Transform (HHT) 0.39
Deep Neural Network (DNN) 0.12
Table 3: Computational costs of the normalization processes
the background variations and the amplitude modulations are
noticeable. Figures 1c and 1h show the patterns with a noise
level of σ = 0.5. It is important to notice that the spatial
and temporal variations of the background and the amplitude
are still present. Figures 1e and 1j show a high noise level of
σ = 1.0 where the background variation is not noticeable at all
because of the noise level.
(a) σ = 0 (b) σ = 0.25 (c) σ = 0.5 (d) σ = 0.75 (e) σ = 1.0
(f) σ = 0 (g) σ = 0.25 (h) σ = 0.5 (i) σ = 0.75 (j) σ = 1.0
Figure 1: Synthetic patterns.
The methods to be evaluated are the ones presented in Sec-
tion 3 including the MRE proposal of Section 4 giving a total
of 12 methods. The different TS–PSAs names will be abbrevi-
ated as shown in Table 1. In order to carry out a fair compar-
ison, we implemented the algorithm with three different pre–
filtering processes: GFB, DNN and HHT. We evaluated the ac-
curacy of the phase step estimation of each method using these
techniques. In Table 3 we present the computational time re-
quired by each of the normalization process applied on every
FP. All the algorithms were tested on a 3.4 Hz Intel Core i5
computer with 32GB. The GFB was implemented in Python
while the HHT pre?filtering was performed via the EFEMD
method available for Matlab. Also, it is important to note that
the DNN normalization is computed in a GPU NVIDIA GTX
1080ti, which can be applicable to the filtering process after a
training process that takes around 47 min.
5.1.1. Normalization by Gabor Filters Bank (GFB)
As first test, we present the comparison of the phase step cal-
culation of the previously mentioned TS–PSAs. In Figure 2 we
present the resulting normalized patterns which correspond to
each of the figures shown in Figure 1. It is clear that the GFB
have trouble with low frequency fringes but it is robust to high
noise levels.
The results of the evaluation are shown in Figure 3. For
each noise level, the Mean Absolute Error (MAE) of the step
estimation of each algorithm is shown with its respective de-
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(a) σ = 0 (b) σ = 0.25 (c) σ = 0.5 (d) σ = 0.75 (e) σ = 1.0
(f) σ = 0 (g) σ = 0.25 (h) σ = 0.5 (i) σ = 0.75 (j) σ = 1.0
Figure 2: Synthetic patterns normalized with GFB
viation. Some interesting results are that the robust version of
the SLEF algorithm (SLEF–RE) presented good stability but
with some deviation. Kreis, DDV, PSC, GPSI, GS and EVI pre-
sented very similar behavior in all noise levels. Finally, the RP
algorithm as well as the QPP presented high variance and low
accuracy among the test. The RP is quiet inestable since the
random nature of the estimation of the step, because it could
consider some residuals of the filtered patterns. On the other
hand, the QPP algorithm is highly inestable since it depends
of the chosen window of evaluation, This will be discussed in
detail in Section 6. Finally, the MRE and the IRE algorithms
had the best accuracy and less variance among the algorithms
no matter the noise level. Also, the TSE algorithm proved to be
best algorithms of the ones that use a simple formula. Figure 4
depicts in detail, the behavior of the these TS–PSAs.
Figure 3: MAE distribution of the algorithms at different levels of noise with
GFB normalization.
5.1.2. Normalization by Deep Neural Networks (DNNs)
We present the implementation of the pre–filtering process by
using the Deep Neural Network (DNN) proposed by Rivera and
Reyes [36]. An example of these normalized patterns is shown
in Figure 5. These patterns correspond to the normalized ver-
sion of the ones presented in Figure 1. The obtained results are
presented in Figures 6 and 7.
Figure 4: MAE distribution of the MRE, IRE and TSE methods using GFB
normalized patterns.
(a) σ = 0 (b) σ = 0.25 (c) σ = 0.5 (d) σ = 0.75 (e) σ = 1.0
(f) σ = 0 (g) σ = 0.25 (h) σ = 0.5 (i) σ = 0.75 (j) σ = 1.0
Figure 5: Synthetic patterns normalized with DNNs
In Figure 6 we can observe that the phase step estimation of
the algorithms using DNN normalized FPs. It can be seen that
almost the same for the most of the algorithms. It is important
to clarify that the IRE and MRE algorithms did not used DNN
normalized patterns since they are completely based on the use
of GFBs. On the other hand, the QPP method improved drasti-
cally its estimation since the DNN normalization presents less
discontinuities with respect of the GFB normalization. More-
over, the GPSI presented a bias term as well as high variability
compared with its results in the GFB normalization.
In Figure 7 we can see in detail the performance of the most
accurate algorithm, in this case TSE, with respect to the GFB
based ones IRE and MRE. It is important to remark that with
a DNN normalization, the TSE algorithm proposed by Wielgus
[17] presented the best accuracy and stability at different noise
levels.
5.1.3. Normalization by Hilbert–Huang Transform (HHT)
We present the estimation of the phase step of of the TS–PSAs
using the Hilbert–Huang Transform (HHT) normalization, as
proposed by Trusiak et al. [30]. A sample of the resulting nor-
malized patterns is shown in Figure 8, each of them correspond-
ing to the ones presented in Figure 1.
In Figure 9 we present the results of the evaluation of the
phase step estimation of the different TS–PSAs with HHT nor-
malized patterns. In this case, it is noticeable that the best
accuracy was presented by the TSE algorithm. On the other
hand, all the TS–PSAs presented a slight increase in error due
to the higher presence of noise. The most affected TS–PSAs
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Figure 6: MAE distribution of the algorithms at different levels of noise with
DNN normalization.
Figure 7: MAE distribution of the MRE, IRE and TSE algorithms. The TSE
uses patterns with DNN normalization.
are the SLEF–RE and the QPP as the noise increases. It is im-
portant to mention that, for visualization purposes, we did not
include some fliers from the QPP method, which were estima-
tions around 7rad.
Figure 10 depicts in detail the performance of the TSE algo-
rithm with HHT normalization with respect to the GFB based
algorithms, IRE and MRE.
5.2. Variable step, constant noise level
For this analysis, we considered the same ten patterns with a
constant noise level of σ = 0.5 and phase steps of
δ = [pi/10, pi/6, pi/4, pi/3, pi/2]
which are some of the most representative values. The steps of
δ > pi/2 are no considered since they behave the same. The
results of the estimation are shown in Figure 11 where each al-
gorithm was tested with a pre–filtered fringe pattern by the GFB
method. Again, in this test the MRE, IRE and TSE algorithms
presented the best results in all steps. The SLEF–RE and the
RP algorithms presented high variability and low accuracy if
the step is small, but they improve as the step gets bigger. The
non robust version of Kreis’ algorithm also maintained a error
(a) σ = 0 (b) σ = 0.25 (c) σ = 0.5 (d) σ = 0.75 (e) σ = 1.0
(f) σ = 0 (g) σ = 0.25 (h) σ = 0.5 (i) σ = 0.75 (j) σ = 1.0
Figure 8: Synthetic patterns normalized with HHT
Figure 9: MAE distribution of the algorithms at different levels of noise with
HHT normalization.
lower to 0.05rad. The DDV, PSC, GPSI, GS and EVI algo-
rithms behave the same among the different steps. This MAE
distribution shows that all of the algorithms are good estimators
for steps of pi/2 and values near to it.
The RK algorithm also present the tendency of low MAE
on the estimation of steps near to pi/2 as shown in Figure 12.
5.3. Phase error maps, synthetic patterns
In this section we present a comparison of errors in the esti-
mated phase map in order to demonstrate the impact of the nor-
malization process and the used TS–PSAs. Figures 13, 14 and
15 present the phase map errors of the estimated phases using
GFB, HHT and DNN normalizations with TS–PSAs described
in Section 2.
The estimated phases correspond to the synthetic FP shown
in Figure 1b with a noise level of σ = 0.5. First, the FPs were
normalized with the different methods previously mentioned.
Then, the phase step, as well as the phase map, were estimated
with the TS–PSAs here presented. Finally, each phase map was
subtracted to the ideal wrapped phase map, and the obtained er-
ror map was wrapped in order to show the harmonics generated
due to the phase step estimation.
In Figure 13 we present the 12 evaluated methods using the
GFB pre–filtering process. It can be seen that the low frequency
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Figure 10: MAE distribution of the MRE, IRE and TSE algorithms. The TSE
uses patterns with HHT normalization.
Figure 11: MAE distribution of the step estimation. Constant noise level σ =
0.5
regions of the FP present artifacts introduced by the normaliza-
tion process. The range of the phase error maps are between
−pi/2 and pi/2. Kreis’ algorithm presents the most notable vari-
ation, due to the spectral filter used in the algorithm.
Figure 14 shows the phase error maps of HHT normalized
patterns. In this case we present 10 of the methods, since IRE
and MRE are GFB based methods. Even thought the error os-
cillates around zero, it is visible that the noise is not completely
filtered out at FP’s regions with low and very high frequencies.
The phase error maps obtained with the DNN normalized
FPs are presented in Figure 15. In this case, the error maps
are smoother than the previously presented ones, this is mainly
because the DNNs present higher robustness to noise, neverthe-
less, it requires the necessary training data to consider all fringe
cases, contrary to the GFB and HHT processes.
5.4. Optical experimental data
We present the analysis of the response of each algorithm with
experimental FPs with different normalization processes applied.
We obtained such FPs by the implementation of a Polarizing
Cyclic Path Interferometer (PCPI) as the one proposed in [41]
in its radial mode. We used a λ = 532nm laser to illuminate the
sample and the reference arm of the interferometer. The image
Figure 12: MAE distribution of the step estimation. Constant noise level σ =
0.5
was captured with a 2048 × 1536 CCD camera. To generate
the phase shift between the patterns, we rotated the polarizer
an angle of pi/6 which induces a displacement of the fringes of
δ = pi/3 ≈ 1.047rad, such displacement was performed with a
calibrated rotational mount and a polarizer (for more details of
the arrangement refer to [41]). Figures 16a and 16e present the
obtained experimental FPs.
For the evaluation of the TS–PSAs presented in section 3,
we implemented 3 different normalization methods which are
shown in Figure 16.
Figures 16b and 16f present the normalized patterns using
the Gabor Filters Bank (GFB) proposed in [14, 42]. We im-
plemented the filters considering 8 orientations (θk = kpi/8 for
k = 0, 1, 2, . . . , 7) and four frequencies corresponding to the pe-
riods of pixel size τ = {20, 35, 45, 55}.
In Figures 16c and 16g we show the normalized patterns
using Deep Neural Networks as proposed in [36–39]. In this
case, we present the implementation of the V–Net proposed in
[36].
Finally, Figures 16d and 16h present the results of the nor-
malization using the Hilbert–Huang Transform (HHT) proposed
in [25, 29, 30, 43]. For our results, we implemented the En-
haced Fast Empirical Mode Decomposition (EFEMD) [30].
Several of the evaluated algorithms assume that the normal-
ization of the FPs is performed by the algorithm proposed in
[26], nevertheless, as mentioned in [25], the HHT presents bet-
ter results for fringe normalization, such is that, several state-
of-the-art proposals have been done such as Refs. [27, 28, 40]
(Refer to Table 2). For this reason, we start our comparison
with the HHT normalization and compare its results with the
GFB and DNN methods.
5.4.1. Variable step, experimental patterns
Now, we use the optical experimental data corresponding to
fringe patterns presented in Figure 16. The representative steps
were
δ = [pi/4, pi/3, pi/2, 2pi/3, 3pi/4].
Figures 17, 18 and 19 present the graphs of absolute error
of the phase step estimations using the TS–PSAs presented in
Section 2 (we suggest the reader to refer to the digital version
in order to visualize the graph’s colors).
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Figure 13: Phase error maps with GFB normalization.
Figure 14: Phase error maps with HHT normalization.
Figure 17 shows the absolute error obtained with the GFB
normalized patterns. It can be seen that the error is minimum at
a pi/2 phase shift, while it grows as it tends to the extreme val-
ues (closer to zero or pi). The GS and GPSI algorithms present
higher error than the range of the graphic in steps larger than
pi/2, thus, they are omitted in the graph.
The error associated to HHT normalized patterns is pre-
sented in Figure 18, here we can see that most of the algorithms
present high error in the estimation of the phase step in the ex-
treme values. This could be associated to the noisy results of
the normalizing process. The IRE and MRE algorithms are not
included given that they are GFB based.
Finally, in Figure 19 we present errors in the estimation of
the TSPAs using DNN normalized patterns. In general, all the
algorithms present errors minor than 0.1. In this case, the QPP
presented errors higher than the range of the graph, which is
associated to the evaluation region used in the algorithm (more
details are discussed in Section 6. The GPSI algorithm pre-
sented errors higher too, which do not allow to visualize the
accuracy of the other algorithms correctly.
5.4.2. Phase map, experimental patterns
Figures 20 and 21 present the results of the wrapped phases
obtained with the twelve evaluated TS–PSAs by applying the
previously mentioned normalization methods.
On each of the phases, we show the estimated phase step
calculated by the different TS–PSAs. The most accurate are
presented in Figures 20a, 20b, 20e, 21b and 21k with an error
less than 0.005rad.
On the other hand it can be noticed that those TS–PSAs that
presented a wrong estimation, presented high level of detuning,
i.e. Figures 21j, 21l, 21o, 21p, 21q and 21r.
The GS algorithm shown in Figures 21g, 21h and 21i present
a piston term in the phase, due to its orthonormalization pro-
cess. The presented phase step calculation in such results was
obtained by using the algorithm proposed in [16].
The results obtained in Kreis’ algorithm (Figures 20i, 20j
and 20k) as well as DDV (Figures 20l, 20m and 20n) were ob-
tained with their original formulation of the phase map. Such
algorithms do not use 4 for the estimation of the phase.
Since the IRE and MRE (Figures 20a and 20b) algorithms
are based on the phases obtained from the GFB, it is not pos-
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Figure 15: Phase error maps with DNN normalization.
(a) δ = 0 (b) Iˆ1, GFB (c) Iˆ1, DNN (d) Iˆ1, HHT
(e) δ = pi/3 (f) Iˆ2, GFB (g) Iˆ2, DNN (h) Iˆ2, HHT
Figure 16: Experimental results of a Polarizing Cyclic Path Interferometer
(PCPI).
sible to implement them with them directly with the HHT and
DNN normalizations, nevertheless, it can be done indirectly by
first estimating the phase step with the GFB and then, estimate
the phase map by using (4) and using the other normalized FPs.
The result presented on Figure 20e corresponds to the pro-
posal presented in [17]. It can be seen that the algorithm is accu-
rate in the estimation of the phase step, nevertheless, the quality
of the phase is noisy due to the HHT. If the pre–filtering process
is changed to the GFB or DNNs, the quality of the phase map
improves drastically.
As mentioned before, several proposals using HHT as nor-
malization process have been done. Results such as the ones
presented in Figures 20k, 21i, 21l were presented in [25, 27, 28]
respectively.
The RP and SLEF–RE methods were originally proposed
with the use of GFB as normalization process, as shown in Fig-
ures 21m and 20f [13, 21]. Here, we present their variations by
using DNNs and HHT.
Methods such as DDV, PSC, GPSI, QPP are included given
that they present an improvement by using these normalization
process and they represent different perspectives of the TS–
Figure 17: Absolute error of the step estimation with experimental interfero-
grams. GFB normalization.
PSAs.
Finally, QPP presents an inaccurate behavior in the estima-
tion of the phase given that the estimation of the phase step is
totally dependent of the chosen window of analysis, which turns
out to be non–automatic as the other approaches.
6. Discussions
6.1. Kreis and MRE
Given that the GFBs are capable of delivering the phases (ψ1
and ψ2) and the magnitudes of the interferograms but with the
sign ambiguity [14] , we use these phases as arguments in (5),
obtaining:
∆RK(x, y) = (26)
arctan
[
cosψ1(x, y) sinψ2(x, y) − sinψ1(x, y) cosψ2(x, y)
cosψ1(x, y) cosψ2(x, y) + sinψ1(x, y) sinψ2(x, y)
]
,
where we use<[exp z] = cos(z) and =[exp z] = sin(z).
Then, if we simplify the expression by using the trigono-
metric properties sin(x ± y) = sin(x) cos(y) ± cos(x) sin(y) and
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Figure 18: Absolute error of the step estimation with experimental interfero-
grams. HHT normalization.
Figure 19: Absolute error of the step estimation with experimental interfero-
grams. DNN normalization.
cos(x ± y) = cos(x) cos(y) ∓ sin(x) sin(y), resulting the equation
as:
∆RK(x, y) = arctan
[
sin(ψ2(x, y) − ψ1(x, y))
cos(ψ2(x, y) − ψ1(x, y))
]
. (27)
Now, if the wrap operator is implemented as
W(z) = arctan[sin(z)/ cos(z)]
and z ∈ [0, pi), then (27) is equivalent to the formula (13). In
other words, one of the oldest TS–PSAs can be as good as a
novel algorithm as long as the normalization preprocess is well
performed.
6.2. QPP variability
The quadratic phase parameter estimation algorithm for phase
demodulation was recently proposed by Kulkarni and Rastogi
[15]. This method is formulated to obtain the parameters of
a state space formulation by using the extended Kalman filter.
The main disadvantage of this method is that it is completely
dependent of the user entries, such as the window to be used to
estimate the parameters, the initialization of the state vector and
covariance of state estimation error. For this reason we did not
include it in the second test of the variable phase shift in Section
5.2, because of the high variability and error that it presented.
Nevertheless, this method can be automatized by using an
Extreme Value detector, as the one we implemented for this
study, in order to calculate the initial point of the estimation,
so the window to be analyzed can be initialized in a maximum
value in order to reduce the variability of the estimation of the
parameters in different sets of fringe patterns. This basically
consist on generating an EVI map of one of the FPs, and then,
generate a random point p where ∀p ∈ P and P is a set of pixel
coordinates with maximum local value.
Normalization methods such as GFBs may not the most
suitable for this algorithm because of the probable discontinu-
ities that could be presented or even the HHT normalization
could present inconsistencies if the modes are not adequately
chosen. However, a DNN normalization with an Extreme Value
detection improve drastically their performance (as it was pre-
sented in section 5.1.2).
7. Conclusions
We presented a fair methodology for comparing 12 self-tuning
two step phase shift algorithms (TS–PSAs), an active research
area nowadays. Most of the analyzed algorithms were recently
published and are representative approaches to solve the prob-
lem of unknown phase step steps.The performance of the phase
step was done in the same framework by using ten different sets
of patterns with five different noise levels and five phase shifts.
The algorithms were evaluated with and compared using 3 dif-
ferent methods of normalization: GFB, DNN and HHT. Such
processes are also representative among the state of the art nor-
malization tools.
The MRE, IRE and TSE algorithms proved to be the more
accurate and stable, even though, almost all algorithms pre-
sented and error less than 0.05rad at different noise levels as
well as the estimation of different phase steps. On the other
hand, all the algorithms improve their accuracy as the phase
step was closer to pi/2.
The DNN and the HHT normalization processes were ap-
plied to most of the algorithms (except for MRE and IRE).The
DNN and GFB normalized evaluation presented better accu-
racy in the phase step estimation in most of the cases with re-
spect to the HHT normalization. Algorithms such as QPP im-
proved their performance due to the absence of discontinuities
and noise that could be generated from the normalization pro-
cess. In this case, the TSE algorithm had the best performance
in calculation of the phase step with the use of the three normal-
izations. We suggest that the combination of the TSE algorithm
is easy and fast to implement given that it present accurate re-
sults.
In the experimental part, the results present that the GFB
and the DNN normalizations are more robust to speckle noise
than the HHT, but in general terms, the normalization method
does not have a big influence in the estimation of the phase step
with experimental results.
The MRE algorithm was presented in this paper. It had one
of the best performances and on the step estimation. We also
demonstrated that step calculation formula (13) is equivalent to
(26).
Finally, to answer the question about TS–PSAs: ”Where are
we?”. We concluded that the current formulas for the phase-
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step estimation produce appropriated results if the FPs that are
effectively normalized and de–noised. Hence, the aim in the
development of new algorithms should be the improvement of
the speed of the normalization algorithms independently of the
estimation algorithm.
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Algorithm GFB DNN HHT
MRE
(a) δ = 1.044rad
NA NA
IRE
(b) δ = 1.051rad
NA NA
TSE
(c) δ = 1.089rad (d) δ = 1.041rad (e) δ = 1.051rad
SLEF–RE
(f) δ = 1.171rad (g) δ = 1.127rad (h) δ = 1.164rad
Kreis
(i) δ = 1.084rad (j) δ = 1.039rad (k) δ = 1.031rad
DDV
(l) δ = 1.106rad (m) δ = 1.054rad (n) δ = 1.058rad
Figure 20: Experimental results part 1.
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Algorithm GFB DNN HHT
PSC
(a) δ = 1.106rad (b) δ = 1.051rad (c) δ = 1.06rad
GPSI
(d) δ = 0.964rad (e) δ = 0.862rad (f) δ = 0.975rad
GS
(g) δ = 1.108rad (h) δ = 1.086rad (i) δ = 1.060rad
EVI
(j) δ = 1.475rad (k) δ = 1.044rad (l) δ = 1.289rad
RP
(m) δ = 1.073rad (n) δ = 1.022rad (o) δ = 0.947rad
QPP
(p) δ = 1.001rad (q) δ = 4.882rad (r) δ = 2.555rad
Figure 21: Experimental results part 2.
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