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Resumo
A monitorac¸a˜o eletroˆnica baseada em vı´deo digital tem se tornado chave para a efica´cia de di-
versas atividades, pois permite a identificac¸a˜o eficiente de anomalias no local monitorado, a
identificac¸a˜o de indivı´duos suspeitos e o esclarecimento de fatos, entre outras atividades. Por-
tanto, surge a necessidade de algoritmos de rastreamento visual de baixa complexidade, que visa
oferecer a capacidade de identificac¸a˜o da trajeto´ria de indivı´duos em sistemas de monitorac¸a˜o
eletroˆnica em ambientes restritos. Esses algoritmos podem permitir uma compactac¸a˜o diferen-
ciada em uma regia˜o de interesse, permitindo melhor desempenho na maioria dos padro˜es de
codificac¸a˜o de vı´deo, como o High Efficiency Video Coding (HEVC). Este trabalho propo˜e um
algoritmo de rastreamento que utiliza o me´todo de Otimizac¸a˜o por Enxame de Partı´culas (PSO
- Particle Swarm Optimization) com uma func¸a˜o de custo calculada por uma Func¸a˜o Discrimi-
nante Linear (LDF - Linear Discriminant Function), que utiliza histograma RGB (Red, Green
and Blue) dos blocos de cada partı´cula para caracterizac¸a˜o do objeto alvo. De forma sucinta,
o algoritmo desenvolvido realiza, apo´s o segundo quadro capturado, a detecc¸a˜o do objeto alvo,
atrave´s da estimac¸a˜o de movimento e obtenc¸a˜o do fluxo o´ptico. Este processo e´ realizado para o
treinamento da func¸a˜o de custo do me´todo de PSO. Como mencionado anteriormente, a func¸a˜o
de custo foi desenvolvida utilizando Func¸o˜es Discriminantes Lineares, que sa˜o treinadas com
base em histogramas RGB de blocos sobre o quadro atual de cada partı´cula para a caracterizac¸a˜o
do objeto alvo. A partir das caracterı´sticas sa˜o formadas duas classes a alvo e a na˜o alvo. Logo
em seguida, e´ chamado um novo quadro que tera´ o alvo rastreado atrave´s do me´todo de PSO,
que se baseia em treˆs elementos essenciais, a ine´rcia, melhor posic¸a˜o local e melhor posic¸a˜o
global. Estes elementos sa˜o utilizados para atualizar o deslocamento do enxame e, consequen-
temente, acompanhar o alvo. As atualizac¸o˜es da melhor posic¸a˜o local e melhor posic¸a˜o global
sa˜o definidas pela avaliac¸a˜o da proximidade obtida entre o valor atual e o centroide da classe
alvo obtido durante o treinamento. Atrave´s dos testes do foram identificadas as seguintes ca-
racterı´sticas do algoritmo proposto: ra´pida convergeˆncia, pois foram obtidos bons resultados no
algoritmo com poucas iterac¸o˜es no me´todo de PSO; baixo custo computacional, se comparado
com me´todos determinı´sticos comuns, pois realiza uma quantidade menor de operac¸o˜es; capa-
cidade de tratar ocluso˜es que na˜o superam um quarto (1/4) da resoluc¸a˜o do vı´deo e capacidade
satisfato´ria de rastreamento de objeto com movimentos arbitra´rios e abruptos.




Electronic monitoring-based on digital video has become a key element to the effectiveness of
several activities, such as an efficient identification of anomalies in the monitored environment,
the identification of suspects and clarification of facts, among others. Therefore, the need of
visual tracking algorithms with low computational complexity that allow identification of the
subjects’ trajectory in electronic monitoring systems has increase. These algorithms can al-
low differential coding in different image regions, allowing better performance in most video
coding standard, as the High Efficiency Video Coding (HEVC). In this work it is propose an
algorithm that uses Particle Swarm Optimization (PSO), as tracking method, along with a cost
function calculated by a Linear Discriminant Functions (LDF) which utilizes RGB (Red, Green
and Blue) histogram of image blocks for each particle to characterize the target object. Suc-
cinctly, the developed algorithm detects the target object through motion estimation and obtains
the optical flow after the second captured frame. This process is performed for training of the
cost function for the PSO method. As mentioned before the cost function is implemented using
Linear Discriminant Functions, which are train based on RGB histograms of blocks about the
current frame of each particle to characterize of the target object. The characteristics are divided
into two classes target and non-target. Then, for the new frame the object will be tracked by the
PSO method, which is based on three key elements: inertia, local best position and global best
position. These elements are used to update the displacement of the swarm and consequently
track the target. Updates to the global best position and local best position are defined through
an evaluation of the proximity obtained between the current value and the centroid of a target
class obtained during training. Through empirically test the following features of the proposed
algorithm were identified: fast convergence, due to appropriate results obtained with few it-
erations; low computational cost, when compared to common deterministic methods, because
it significantly reduces the amount of operations; an ability to treat occlusions which do not
exceed one-quarter (1/4) of the resolution of the video frame and satisfactory object tracking
capability in objects with arbitrary and abrupt movements.
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A monitorac¸a˜o eletroˆnica baseada em vı´deo digital tem se tornado chave para a eficieˆncia de
diversas atividades. Pois ele permite a identificac¸a˜o eficiente de anomalias no local monitorado,
identificac¸a˜o de indivı´duos suspeitos, esclarecimento de fatos ocorridos, entre outras atividades.
Na esfera pu´blica, os departamentos responsa´veis pelo Monitoramento de Fluxo de Tra´fego de
veı´culos automotivos e as Secretarias de Seguranc¸a Pu´blica veˆm adotando novos sistemas de
monitorac¸a˜o em vias urbanas muito movimentadas e locais com alto ı´ndice de violeˆncia. Para
as empresas privadas de seguranc¸a fı´sica patrimonial, em que e´ comum a comercializac¸a˜o de
servic¸os de monitorac¸a˜o de circuitos internos, um adequado sistema de monitorac¸a˜o eletroˆnica
permite a reduc¸a˜o de custos.
Apesar de possuir inu´meras vantagens, a utilizac¸a˜o de monitorac¸a˜o eletroˆnica baseada em
vı´deo digitais ainda possui problemas a serem abordados. Dentre eles pode-se citar: a ne-
cessidade de recuperac¸a˜o e ana´lise manual do vı´deo quando um fato ocorreu e demorou a ser
detectado; o desafio da qualidade do vı´deo, pois, geralmente, usa-se a codificac¸a˜o em baixa
resoluc¸a˜o espacial para obter menor volume de dados, comprometendo assim, a qualidade do
vı´deo codificado; e a dificuldade de identificar em tempo real o que deve ser tratado para reduzir
o volume de dados que devera´ ser armazenado, ja´ que em muitas situac¸o˜es o monitoramento
deve ser contı´nuo, na˜o sendo possı´vel ignorar qualquer instante.
Em diversas circunstaˆncias, a proposta de se aumentar a complexidade na ana´lise e no pro-
cessamento do sinal de vı´deo digital, de modo a requisitar maior consumo de recursos com-
putacionais, pode ser justificada por uma reduc¸a˜o significativa no armazenamento de dados
de vı´deos digitais. Portanto, este trabalho propo˜e um algoritmo de rastreamento que utiliza o
me´todo de Otimizac¸a˜o por Enxame de Partı´culas (PSO - Particle Swarm Optimization) com
uma func¸a˜o de custo baseada na Func¸a˜o Linear Discriminante (LDF - Linear Discriminant
Function) e histograma RGB (Red, Green and Blue) para classificac¸a˜o de objeto alvo. Tal al-
goritmo visa oferecer a capacidade de identificac¸a˜o da trajeto´ria de indivı´duos em sistemas de
monitorac¸a˜o eletroˆnica em ambiente restritos.
1.1 Descric¸a˜o do Problema
O rastreamento da trajeto´ria de objetos em meios digitais com qualidade e com baixo custo com-
putacional e´ um desafio, devido a limitac¸a˜o de diversos recursos computacionais que realizam
este tipo de processamento e a complexidade no reconhecimento de objetos de forma automati-
zada. A complexidade no tratamento da informac¸a˜o visual se da´ por diversas influeˆncias, dentre
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elas, e´ importante ressaltar as variac¸o˜es de luminaˆncia, sombras, texturas, posic¸a˜o, aˆngulo,
deformac¸a˜o, escala e ocluso˜es. A complexidade no tratamento e´ ampliada quando se tem uma
sequeˆncia de informac¸o˜es visuais atrave´s de um vı´deo, pois, estas aumentam muito quantidade
de informac¸o˜es a serem tratadas, ale´m de agregar novos problemas, os quais pode-se citar o
ra´pido deslocamento dos objetos, deslocamento arbitra´rios, a deformac¸a˜o de objetos e ocluso˜es
dos objetos, impedindo o acompanhamento dos objetos, anteriormente identificados.
Uma forma de resolver os problemas apresentados em sequeˆncias de imagens de um vı´deo
e´ a integrac¸a˜o de dois importantes mecanismos, a estimac¸a˜o de movimento, que permite a
identificac¸a˜o de objetos em movimento atrave´s do ca´lculo da diferenc¸a entre dois quadros do
vı´deo, e o rastreamento visual, que obte´m o deslocamento do alvo no decorrer dos pro´ximos
quadros do vı´deo. A a´rea de rastreamento visual tem demandado diversas pesquisas buscando
a reduc¸a˜o da complexidade computacional e a otimizac¸a˜o da qualidade dos processos apresen-
tados.
Em trabalhos anteriores [1], [2], [3] [4], a utilizac¸a˜o do me´todo de PSO para o rastrea-
mento visual se demonstrou eficiente. Por diversas caracterı´sticas, dentre elas: a ra´pida con-
vergeˆncia, baixo custo computacional, capacidade de tratar pequenas ocluso˜es, movimentos
arbitra´rios e movimentos abruptos. Ainda em trabalhos anteriores [4], e´ apresentado um algo-
ritmo hiera´rquico que utiliza o me´todo de PSO para rastreamento baseado em movimentos do
corpo humano. Tal algoritmo faz uso de um func¸a˜o de custo baseada na func¸a˜o Somato´ria das
Diferenc¸as Quadra´ticas (Sum Squared Differences - SSD) para alcanc¸ar o propo´sito apresentado
anteriormente.
Ja´ Zheng e Meng [3], que tambe´m utiliza o me´todo de PSO para realizar o rastreamento,
utiliza uma func¸a˜o de custo baseada em histogramas acumulativos, pore´m antes de se obter
o histogramas e´ feita a transformac¸a˜o do espac¸o de cores RGB para HSV (Hue, Saturation,
Value), a mudanc¸a dos espac¸os de cores de da´ com o intuito de separar componentes esta´veis
de componentes ruidosos.
Hsu e Dai [1] implementou um algoritmo de rastreamento baseado no me´todo de PSO
para mu´ltiplo alvos, buscando a utilizac¸a˜o em aplicac¸o˜es de tempo real, em que foi utilizada
a diferenc¸a entre histogramas em escalas de cinza para comparar cada partı´cula no espac¸o
de busca com o objeto alvo e mu´ltiplos enxames. Apesar do me´todo criado demonstrar boa
eficieˆncia foi apresentada a necessidade de maior precisa˜o nas buscas por caracterı´sticas dos
alvos que esta˜o sendo rastreados.
1.2 Motivac¸a˜o
Atualmente, com o novo padra˜o de codificac¸a˜o de vı´deo denominado High Efficiency Video
Coding (HEVC) [5], que supera o H.264/AVC em termos de taxa-distorc¸a˜o, introduzindo novas
te´cnicas de codificac¸a˜o, pode gerar maior complexidade de codificac¸a˜o. Logo, um algoritmo
de rastreamento visual bem ajustado e de baixa complexidade capaz de identificar as regio˜es
de interesse dentro de um sistema de monitoramento pode oferecer uma compactac¸a˜o diferen-
ciada nesta regia˜o, permitindo um melhor desempenho do novo padra˜o de codificac¸a˜o. Ale´m
disto, um rastreamento de indivı´duos em sistemas de monitoramento podem permitir realizar
operac¸o˜es de aproximac¸a˜o (zoom) e movimentac¸a˜o da caˆmera de forma automa´tica.
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1.3 Objetivos
Este trabalho tem como objetivo geral a proposta de um algoritmo de rastreamento que utiliza o
me´todo de Otimizac¸a˜o por Enxame de Partı´culas com uma func¸a˜o de custo calculada por uma
Func¸a˜o Discriminante Linear, que utiliza histograma RGB dos blocos de cada partı´cula para
caracterizac¸a˜o do objeto alvo. Para desenvolver esta abordagem foi necessa´rio o cumprimento
dos seguintes objetivos especı´ficos:
• Estruturac¸a˜o de uma func¸a˜o de custo para o algoritmo de rastreamento baseado no me´todo
de Otimizac¸a˜o por Enxame de Partı´culas que oferec¸a a caracterizac¸a˜o eficiente do alvo
pela suas cores.
• Estruturac¸a˜o de um algoritmo que permita a junc¸a˜o do me´todo determinı´stico para indicar
a localizac¸a˜o do alvo atrave´s de movimentos e treinar a func¸a˜o de custo.
• Identificac¸a˜o de paraˆmetros mais indicados para o algoritmo de rastreamento proposto,
para caracterizac¸a˜o do mesmo.
• Comparac¸a˜o do desempenho do algoritmo proposto com o me´todo determinı´stico base-
ado na estimac¸a˜o de movimentos.
1.4 Metodologia
Para alcanc¸ar os objetivos apresentados, realizou-se uma extensa revisa˜o bibliogra´fica em busca
de trabalhos e materiais sobre os me´todos classificac¸a˜o supervisionados, a otimizac¸a˜o por en-
xame de partı´culas e o rastreamento visual para identificar os me´todos satisfato´rios para soluc¸a˜o
do problema.
A codificac¸a˜o do algoritmo de rastreamento foi realizada no programa Matlab. Tal escolha e´
devido a possibilidade de se utilizar dos diversos recursos oferecidos atrave´s de suas bibliotecas
esta´veis elaboradas para a a´rea de processamento de imagens e visa˜o computacional, de modo
a simplificar o processo de codificac¸a˜o e garantir a estabilidade para a realizac¸a˜o dos testes.
A comparac¸a˜o do algoritmo desenvolvido com o me´todo determinı´stico baseado na estima-
c¸a˜o de movimentos, implementado com conceitos apresentados no trabalho de Richardson [6],
avalia o desempenho de tempo na utilizac¸a˜o da CPU, identificado atrave´s da ferramenta Matlab.
1.5 Contribuic¸a˜o do Trabalho
A principal contribuic¸a˜o do trabalho e´ a incorporac¸a˜o de uma te´cnica de classificac¸a˜o supervi-
sionada, baseada em Func¸o˜es Lineares Discriminante, ao modelo estoca´stico de rastreamento
visual gerado a partir do me´todo de Otimizac¸a˜o por Enxame de Partı´culas. Tal te´cnica de
classificac¸a˜o foi elaborada para fazer uso de histogramas RGB de blocos dos quadros para ca-
racterizar o alvo, sendo incorporada na func¸a˜o de custo do me´todo de Otimizac¸a˜o por Enxame
de Partı´culas. A implementac¸a˜o da proposta mostrou-se de grande valia pra´tica, pois, requer
muito menos recursos computacionais do que o me´todo de rastreamento determinı´stico avali-
ado. E ele oferece boa resisteˆncia a movimentos abruptos e ocluso˜es do objeto alvo.
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1.6 Estrutura do Trabalho
A estrutura deste trabalho e´ composta por sete capı´tulos, que sa˜o apresentados a seguir resumi-
damente, e que formam o conjunto da obra:
O Capı´tulo 1, apresentada uma breve introduc¸a˜o do conteu´do que compo˜e o presente tra-
balho, sendo apresentada a descric¸a˜o do problema, a motivac¸a˜o, os objetivos, a metodologia, a
contribuic¸a˜o do trabalho e a estrutura do trabalho.
No Capı´tulo 2, sa˜o apresentados os conceito teo´ricos acerca de rastreamento visual, em
especı´fico sa˜o tratados os conceitos de vı´deo digital e as metodologias de rastreamento visual.
Os conceito teo´ricos acerca da Otimizac¸a˜o por Enxame de Partı´culas (PSO - Particle Swarm
Optimization), em especı´fico, a fundamentac¸a˜o do algoritmo com base em sua meta´fora, as
aplicac¸o˜es mais comuns do algorı´timo, os detalhes do funcionamento e a adaptac¸a˜o para o
rastreamento visual, sa˜o apresentados no Capı´tulo 3.
Os conceito teo´ricos acerca de Func¸a˜o Discriminante Linear (LDF - Linear Discriminant
Functions), desde as metodologias adotadas para a sua utilizac¸a˜o do LDF ate´ a aplicac¸a˜o em
trabalhos anteriores, sa˜o apresentados no Capı´tulo 4.
Ja´ o Capı´tulo 5, apresenta detalhadamente o sistema de rastreamento baseado no PSO e
LDF, desda obtenc¸a˜o dos quadros ate´ a realizac¸a˜o do rastreamento e perda do alvo.
As configurac¸o˜es dos testes e os resultados do algoritmo proposto sa˜o apresentadas no
Capı´tulo 6.
Por u´ltimo, no Capı´tulo 7 sa˜o apresentadas as principais concluso˜es acerca do trabalho




Neste capı´tulo sa˜o apresentados os conceitos ba´sicos de vı´deo digital e rastreamento visual,
ale´m das principais te´cnicas consolidadas na a´rea de rastreamento visual, que serviram de
paraˆmetro de comparac¸a˜o teo´rica com o me´todo de otimizac¸a˜o de rastreamento visual PSO.
2.1 Vı´deo Digital
Um vı´deo digital e´ definido como uma representac¸a˜o do mundo real em cenas visuais, chamadas
de quadros (imagens digitais) que sa˜o capturados por dispositivos que geram a representac¸a˜o
de uma cena natural [6]. Tais quadros sa˜o repetidos, geralmente, em um curto espac¸o de tempo
e em sequeˆncia, provocando a sensac¸a˜o natural do movimento. Logo, um vı´deo digital e´ uma
sequeˆncia de quadros (imagens digitais) que sa˜o organizados em um perı´odo contı´nuo. Cada
quadro do vı´deo e´ formado por um conjunto de pixels (abreviac¸a˜o de picture elements) que e´ o
menor elemento da imagem, organizada em uma matriz [7], para que seja apresentado.
O quadro (imagem digital) que compo˜e um vı´deo pode ser definido como uma func¸a˜o bidi-
mensional
∫
(x, y); onde x e y identificam as coordenadas (localizac¸a˜o) de cada pixel e os pixels
sa˜o definidos atrave´s do valor de
∫
no quadro [7]. O vı´deo pode ser denotado por
∫
i
, onde i ∈
[0, · · · ,ℵ], onde cada ∫
i
representa um quadro.
Em sua estrutura ba´sica o vı´deo digital possuem treˆs elementos: cenas, tomadas e quadros.
A Figura 2.1 apresenta a representac¸a˜o hiera´rquica de um vı´deo digital [8].
• Os quadros, visto anteriormente, sa˜o os elementos ba´sico de um vı´deo, ou seja, sa˜o as
imagens capturadas ou geradas que permitem formar as informac¸o˜es de um vı´deo [9].
• As tomadas sa˜o sequeˆncias de quadros organizados de forma contı´gua e representam uma
ac¸a˜o contı´nua no tempo ou no espac¸o [10].
• As cenas sa˜o um conjunto de tomadas que representa uma sequeˆncia temporal de eventos
naturais (fatos) comuns [11] [10] podendo ser classificadas como esta´ticas ou dinaˆmicas.
2.2 Me´todos de Rastreamento Visual
O rastreamento visual e´ processo aplicado em vı´deos (sequeˆncias de imagens) com o objetivo de
localizar um ou mais objetos ou caracterı´sticas desejadas [12], geralmente identificadas como
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Figura 2.1: Representac¸a˜o hiera´rquica de um vı´deo digital, que e´ composto por um conjunto de
cenas, formadas por uma sequeˆncia de tomadas, que, por sua vez, sa˜o formadas por diversos
quadros [8].
alvo. O rastreamento visual possui inspirac¸a˜o no processo de localizac¸a˜o e acompanhamento,
pelo globo ocular natural, de objetos em movimento. Em trabalhos pre´vios [13] [14] [15], e´
definido que em sua forma elementar o rastreamento compo˜e-se de um modelo de observac¸a˜o
espacial, um modelo de representac¸a˜o do objeto rastreado e um algoritmo de rastreamento. Com
base neste contexto as aplicac¸o˜es do rastreamento visual sa˜o diversas, dentre elas se destacam:
• A detecc¸a˜o automa´tica de objetos atrave´s do movimento;
• A navegac¸a˜o de veı´culos na˜o tripulados, possibilitando desvios de obsta´culos e a identifi-
cac¸a˜o do caminho correto;
• A identificac¸a˜o de fluxo de tra´fego nas estradas, atrave´s da contabilizac¸a˜o de veı´culos;
• A monitorac¸a˜o com a finalidade de identificar atividades suspeitas ou inadequadas;
• Obtenc¸a˜o de informac¸o˜es relativas a gestos ou comportamentos humanos;
• Anotac¸a˜o automa´tica de caracterı´sticas dos vı´deos pre´-existente; e
• Controle em linhas de produc¸a˜o industrial.
Em [16], as formas comuns de identificac¸a˜o do objeto alvo que esta´ sendo rastreado e´ atrave´s
dos seguintes elementos: um ponto ou sı´mbolo centroide sobre o alvo, diversos pontos sobre
o alvo, retaˆngulo sobre o alvo, elipse sobre o alvo, mu´ltiplas elipses articuladas sobre o alvo,
modelo em forma de esqueleto no alvo, contorno por pontos na borda do alvo, contorno atrave´s
de linha nas bordas do alvo e preenchimento total do alvo em um quadro do vı´deo. A Figura
2.2 apresenta as formas comuns de identificac¸a˜o do objeto alvo durante o rastreamento.
A seguir os me´todos de identificac¸a˜o de objetos sa˜o organizados em determinı´sticos e es-
toca´sticos, tal classificac¸a˜o se da´ buscando a segmentac¸a˜o de uma caracterı´stica muito forte
que tem surgido, que e´ baseada na busca por reduc¸a˜o de custo computacional pelos me´todos
estoca´sticos.
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Figura 2.2: Representac¸a˜o do objeto alvo rastreado, sa˜o: (a) um ponto centroide sobre o alvo,
(b) diversos pontos sobre o alvo, (c) retaˆngulo sobre o alvo, (d) elipse sobre o alvo, (e) mu´ltiplas
elipses articuladas sobre o alvo, (f) modelo em forma de esqueleto no alvo, (g) contorno por
pontos na borda do alvo, (h) contorno atrave´s de linha nas bordas do alvo e (i) o preenchimento
total do alvo [16].
2.2.1 Me´todos Determinı´sticos
Os me´todos determinı´sticos de identificac¸a˜o dos objetos alvos rastreados em vı´deos podem
ser classificados em cinco grupos [17]: me´todos baseados em modelos, me´todos baseados em
apareˆncia, me´todos baseados em contornos e malha, me´todos baseados em caracterı´sticas e
me´todos hı´bridos.
Os me´todos baseados em modelos inicialmente exploram o formato comum dos objetos
identificados na cena. Este me´todo e´ sugerido em situac¸o˜es em que o objeto alvo esta´ sem
oclusa˜o ou com oclusa˜o parcial, pois desta forma na˜o perdera´ o objeto alvo durante o rastre-
amento. O me´todo possui algumas desvantagens, dentre elas: elevado custo computacional,
necessita de todos os modelos geome´tricos bem detalhados antes de iniciar suas tarefas e in-
capacidade de generalizac¸a˜o em caso de distorc¸a˜o. A Figura 2.3 apresenta um exemplo de
rastreamento baseados em modelos.
Os me´todos baseados em apareˆncia realizam o rastreamento atrave´s da relac¸a˜o de regio˜es
rudemente correspondente de um objeto no vı´deo em sua forma bi-dimensional, possuindo
como base um modelo dinaˆmico, para isto, geralmente, usam-se cores, texturas e movimento.
Este me´todo na˜o e´ interessante em cenas que o objeto alvo possuem deformac¸o˜es complexas,
pois pode-se impossibilitar o rastreamento do objeto alvo. A Figura 2.4 apresenta um exemplo
de rastreamento baseados em apareˆncia.
Os me´todos baseados em contornos visam rastrear apenas as caracterı´sticas do contorno do
objeto sem analisar pixels internos do objeto, inicialmente este me´todo depende do movimento
para identificar o contorno e posteriormente e´ necessa´rio se adaptar para continuar o rastrea-
mento. Este me´todo possui alta complexidade computacional e na˜o e´ indicado em cenas que
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Figura 2.3: Exemplo de rastreamento utilizando me´todos baseados em modelos, onde em (b) e´
criado um modelo geome´trico o a partir de (a) e em (c) e (d) tal modelo poˆde ser identificado
[18].
Figura 2.4: Exemplo de rastreamento utilizando me´todos baseados em apareˆncia, onde a cor da
regia˜o da ma˜o e´ rastreada independente da modificac¸a˜o do tamanho ou formato da forma [19].
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possuem movimento bruscos com objetos alvo de corpo flexı´vel (na˜o rı´gido), pois, geralmente,
o rastreador na˜o consegue se adaptar rapidamente as mudanc¸as do contorno. O me´todo baseado
em malha, que e´ composto por um conjunto de triaˆngulos delimitados pelo contorno do objeto
alvo, e outros me´todos de modelos deforma´veis teˆm sido adotados no lugar do me´todo baseados
em contornos, pois conseguem sanar a incapacidade de rastrear objetos alvo de corpo flexı´vel
(na˜o rı´gido). Pore´m, tais me´todos na˜o conseguem solucionar problemas de ocluso˜es. A Figura
2.5 apresenta um exemplo de rastreamento baseados em malha e em contorno.
Figura 2.5: Exemplo de rastreamento utilizando me´todos baseados em malha (do lado esquerdo)
e contorno (do lado direito) [20].
Os me´todos baseados em caracterı´sticas utilizam as diversas caracterı´sticas presentes em
um objeto no vı´deo para rastrear parte do objeto alvo. O rastreador pode, por exemplo, utilizar
apenas os cantos (partes) que formam o objeto como estrategia de rastreamento. Tal me´todo de
rastreamento e´ esta´vel e e´ sugerido em cena que o objeto alvo possui pequenas ocluso˜es, isto
sem impossibilitar o rastreamento do objeto alvo. Tal me´todo na˜o e´ sugerido quando na cena
existem diversos objetos com partes semelhantes, pois o rastreador teria dificuldades de definir
quais caracterı´sticas pertencem a um determinado objeto e na˜o a outro.
Ja´ os me´todos hı´bridos, unem o melhor de dois me´todos, como e´ o caso do me´todo base-
ados apareˆncia com o me´todo baseado em caracterı´sticas, onde o objeto e´ definido como uma
entidade para que, posteriormente, ela possa ter suas partes rastreadas. Esta estrate´gia possui
dois nı´veis: o de objeto e o de regia˜o, em que o nı´vel de objeto define a topologia do alvo e o
nı´vel de regia˜o define a topologia de a´reas homogeˆneas que formam o alvo. Tal me´todo oferece
a capacidade de tratar deformac¸o˜es no objeto alvo. A desvantagem deste me´todo e´ o aumento




Existem diversos me´todos de rastreamento visual que fazem uso de procedimentos estoca´sticos,
nesta sec¸a˜o sa˜o abordados apenas alguns dos mais comuns, que sera˜o agrupados em me´todos
por estimac¸a˜o de estados e me´todos por associac¸a˜o de dados.
Me´todos por Estimac¸a˜o de Estados
O processo de rastreamento visual por estimac¸a˜o de estado pode ser divididos em duas etapas:
uma chamada de Predic¸a˜o de Estados, responsa´vel pela a obtenc¸a˜o do estado previsto baseado
no quadro atual e o anterior; e outra chamada Atualizac¸a˜o das Medic¸o˜es, responsa´vel pela
obtenc¸a˜o da nova estimativa atrave´s de uma medic¸a˜o do estado estimado anteriormente [21].
O Diagrama apresentado na Figura 2.6 apresenta a algoritmo do me´todo de rastreamento
visual por estimativa de estados.
Figura 2.6: Algoritmo do me´todo de rastreamento visual por estimativa de estados, que e´ divi-
dida em duas etapas: a “Predic¸a˜o”, que e´ baseada no “Estado Atual”; e a “Atualizac¸a˜o das
Medic¸o˜es” que e´ baseada na interac¸a˜o da “Predic¸a˜o” com a “Medic¸a˜o Atual” que gera a
“Associac¸a˜o de Dados” e que junto com a “Predic¸a˜o” permitira´ a “Atualizac¸a˜o das Medic¸o˜es”.
Permitindo o “Gerenciamento do Rastreamento” e, por fim, a “Estimativa do Pro´ximo Es-
tado” [21].
Assim como apresentado na Figura 2.6, a estimac¸a˜o de estados e´ dividida em duas eta-
pas, em que a “Predic¸a˜o” interage com o “Estado Atual” que permitira´ a “Atualizac¸a˜o das
Medic¸o˜es” baseadas na interac¸a˜o da “Predic¸a˜o” e da “Medic¸a˜o Atual” que realiza a “Associac¸a˜o
de Dados” e que junto a “Predic¸a˜o” permitira´ a “Atualizac¸a˜o das Medic¸o˜es”. Permitindo o
“Gerenciamento do Rastreamento” e, por fim, a “Estimativa do Pro´ximo Estado”. A escolha
adequada do modelo de alvo e´ essencial para a eficieˆncia deste me´todo de rastreamento visual
[21].
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• Filtro de Kalman
O Filtro de Kalman consiste num conjunto de equac¸o˜es matema´tica consideradas com-
putacionalmente eficientes para problemas de estimac¸a˜o de estado, pois minimiza o erro
quadra´tico me´dio [22].
O Filtro de Kalman pode ser aplicado em sistemas com varia´veis de estado contı´nuo,
em que apresentam ruı´dos na medic¸a˜o. Dentre os sistemas comuns que utilizam o Filtro
de Kalman, pode-se citar: trajeto´rias de aeronaves e mı´sseis, rastreamento de pessoas e
objetos, reconstruc¸a˜o da trajeto´ria de partı´culas, determinac¸a˜o de correntes oceaˆnicas e
acompanhamento acu´stico de submarinos [23].
O Filtro de Kalman pode ser utilizado em estimativas analı´ticas de problema em que o
estado sera´ estimado com base em um sistema com processo linear e modelos de medidas
com incerteza gaussianas [23]. E a func¸a˜o de densidade de probabilidade, que e´ uma
distribuic¸a˜o gaussiana inteiramente determinada por seu valor de me´dia e matriz de co-
variaˆncia sobre um vetor de estados, define como sera´ a transic¸a˜o de estados do processo.
• Filtro de Interac¸a˜o de Mu´ltiplos Modelos
Em trabalhos anteriores [24] [25] [26], o Filtro de Interac¸a˜o de Mu´ltiplos Modelos uti-
liza va´rios filtros paralelos interligados, em que cada filtro assume um dos modelos de
modificac¸a˜o possı´veis. Logo, em uma amostragem, entre dois quadros consecutivos, pres-
supo˜em-se que um dos modelos descreve a movimentac¸a˜o do alvo. Durante a execuc¸a˜o
todos os filtros sa˜o utilizados e a estimac¸a˜o do estado global e´ a combinac¸a˜o das estima-
tivas dos filtros individuais.
O processo de rastreamento visual com o Filtro de Kalman, com um simples modelo de
movimento, pode encontrar dificuldades na filtragem caso o cena´rio apresente objetos
alvo com algumas manobras de mudanc¸a de trajeto´rias. Neste cena´rio, e´ indicado o uso
de uma ferramenta que possua a capacidade de utilizar diversos modelos de modificac¸a˜o
de trajeto´ria ou mudanc¸as probabilı´sticas dos modelos associados ao objeto alvo, que e´ o
caso do Filtro de Interac¸a˜o de Mu´ltiplos Modelos [27].
Rastreamento por Associac¸a˜o de Dados
A associac¸a˜o de dados consiste no problema de identificar quais caracterı´sticas sa˜o inicialmente
notadas. Cada medida individual e´ associada com caracterı´sticas requeridas. Isto e´, para que
ao longo de toda a amostragem as medidas e caracterı´sticas sejam coerentemente explanadas
[28]. Ou seja, e´ a definic¸a˜o do processo de mensurac¸a˜o, para qualquer valor que foi utilizado
no estimador de estado, onde e´ assumida a presenc¸a de conjuntos de rastreadores em cada
amostragem e tais medidas sa˜o utilizadas na inicializac¸a˜o ou atualizac¸a˜o dos rastreadores [21].
Os algoritmos relacionados ao rastreamento por associac¸a˜o, que sera˜o apresentados sa˜o:
Procedimento por Bloqueamento, Filtro de Vizinhanc¸a-pro´xima, Filtro de Associac¸a˜o Proba-
bilı´stica Conjunta de Dados e Filtro de Rastreamento por Mu´ltiplas Hipo´teses.
• Procedimento por Bloqueamento - Gating Procedure
Bloqueamento e´ um problema de ordem geral na associac¸a˜o de dados, determinando a
probabilidade de associac¸a˜o significativa entre dois grandes conjuntos lineares, composto
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por elementos de padro˜es multidimensionais [29]. Portanto, o Procedimento por Bloque-
amento e´ adotado na selec¸a˜o de medic¸o˜es candidatas para associac¸a˜o do rastreamento,
permitindo a acelerac¸a˜o da atividade de associac¸a˜o de dados devido a reduc¸a˜o da regia˜o
de busca [21]. Isto, para medic¸o˜es relativas ao alvo de interesse no espac¸o de medic¸a˜o.
Ja´ [30] aborda bloqueamento como Selec¸a˜o de Medic¸a˜o (Measurement Selection) e de-
fine como a selec¸a˜o de um subconjunto de medidas que, uma vez que o objeto alvo existe
e e´ detectado, conte´m a detecc¸a˜o de objetos com alta probabilidade em cada amostra-
gem. Esta probabilidade resultante denominada “Probabilidade de Bloqueamento” sa˜o,
geralmente, calculadas como parte deste processo, isto, para fins de organizac¸a˜o compu-
tacional.
• Filtro de Vizinhanc¸a-pro´xima - Nearest Neighbor Filter
O filtro de vizinhanc¸a-pro´xima e´ definido como uma medic¸a˜o, denotada yk(i), cuja a
distaˆncia estatı´stica do filtro de medic¸a˜o previsto e´ a menor entre todas as medic¸o˜es vali-
dadas yk, que e´ considerada como sendo a medic¸a˜o alvo [30]. Este e´ alicerc¸ado em cinco
hipo´teses recorrente e fortes:
1. E´ verdade que o objeto sempre existe e sempre e´ detectado.
2. A medida que esta´ mais pro´xima (estatisticamente) para a medic¸a˜o e´ predito a partir
do objeto.
3. Todas as outras medidas sa˜o de desordem (na˜o alvo).
4. O movimento do objeto obedece estatı´sticas Gaussianas lineares.
5. O ruı´do de medic¸a˜o e´ Gaussiano branco.
O filtro de vizinhanc¸a-pro´xima e´ uma variac¸a˜o do me´todo por bloqueamento (Gating)
[31] e possui a probabilidade de associac¸a˜o determinada pela escolha da medic¸a˜o yk(i)
a partir do conjunto de yk, que possui as medic¸o˜es ordenadas atrave´s de sua distaˆncia
estatı´stica, que e´ determinada por um teste qui-quadrado [32]. Em algumas situac¸o˜es com
alta desordem ou densidade de medic¸o˜es falsas, a medic¸a˜o de vizinhanc¸a-pro´xima pode
obter resultados ruins. Isso por na˜o considerar que a trajeto´ria possa estar relacionada a
um determinado tipo de alvo [30].
• Filtro de Associac¸a˜o Probabilı´stica Conjunta de Dados - Joint Probabilistic Data Associ-
ation Filter
A Associac¸a˜o Probabilı´stica Conjunta de Dados e´ um me´todo, de aproximac¸a˜o sub-o´tima
de simples verificac¸a˜o, que surgiu para solucionar a associac¸a˜o de dados em problemas
de rastreamento de mu´ltiplos alvos [32]. Suas associac¸o˜es entre as trajeto´rias conhecidas
e as u´ltimas observac¸o˜es sa˜o realizadas sequencialmente. E em cada amostra, sa˜o enu-
meradas as va´rias associac¸o˜es possı´veis entre as observac¸o˜es e as trajeto´rias conhecidas,
para que sejam realizados os ca´lculos de probabilidade de associac¸a˜o, atrave´s do conjunto
βik, em que cada βik e´ a probabilidade da i-e´sima observac¸a˜o do k-e´simo trajeto. Uma
vez calculada a associac¸a˜o, o estado de um alvo e´ estimado atrave´s de um algoritmo de
filtragem e este possı´vel estado e´ ponderado pela probabilidade de associac¸a˜o. Por fim, o
estado de um alvo e´ estimada pela soma de todos os possı´veis estados ponderados [33].
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Por utilizar uma medida de qualidade da trajeto´ria pelo procedimento de discriminac¸a˜o
de falso trajeto, a Associac¸a˜o Probabilı´stica Conjunta de Dados assume que em cada
trajeto existe apenas um u´nico alvo a ser seguido. E que diferentes alvos (rastreados)
podem seguir diferentes modelos de trajeto´rias, pore´m todas as tentativas dos diversos
alvos (rastreados) sa˜o fundidas em uma u´nica tentativa. E a atualizac¸a˜o da trajeto´ria se da´
por meio de um estimador de associac¸a˜o probabilı´stica de dados [30].
Existem dois tipos de modelos do Filtro de Associac¸a˜o Probabilı´stica Conjunta de Dados
um parame´trico, que assume a distribuic¸a˜o de Poisson (Poisson distribution) e um na˜o-
parame´trico, em que assume uma distribuic¸a˜o uniforme [34].
• Filtro de Rastreamento por Mu´ltiplas Hipo´teses
O Rastreamento por Mu´ltiplas Hipo´teses teve origem na principal dificuldades encon-
tradas no rastreamento de mu´ltiplos alvos o problema de associac¸a˜o de medic¸o˜es com
trajeto´rias apropriadas, ainda mais quando se tem relato de perca, alvo desconhecido e
desordem [35]. Com base neste contexto, Reid, em 1979, desenvolveu este me´todo para
calcular as probabilidades de va´rias hipo´teses de associac¸o˜es de dados. Atrave´s deste
me´todo, foi possı´vel a sı´ntese de diversas outras caracterı´sticas, dentre elas: a iniciac¸a˜o
do rastreador, a correlac¸a˜o de mu´ltiplas verificac¸o˜es, capacidade de processar conjuntos
de dados com medic¸o˜es falsas ou inexistentes.
O algoritmo de Rastreamento por Mu´ltiplas Hipo´teses e´ recursivo e faz uso de medic¸o˜es
posteriores para auxiliar em correlac¸o˜es anteriores. Em trabalhos anteriores [36], e´ apre-
sentado que tal me´todo mante´m um banco de filtros de Kalman, onde cada filtro corres-
ponde a uma hipo´tese especı´fica sobre o alvo estabelecido. E cada hipo´tese correspon-
dendo a uma associac¸a˜o postulada entre o alvo e uma caracterı´stica medida. As mu´ltiplas
hipo´teses surgem quando ha´ duas ou mais caracterı´sticas para os quais a associac¸a˜o cor-
reta e´ desconhecida. Estes me´todos, no entanto, assumem que um conjunto de carac-
terı´sticas discretas podem ser obtidas em cada intervalo de tempo, o que pressupo˜e que
para tais existe um sensor. Por muitas vezes, isto na˜o e´ verdade quando o rastreamento e´
de um objeto complexo.
Com base nas te´cnicas e filtros cla´ssicos apresentados anteriormente, onde cada um possuı´a
limitac¸o˜es especı´ficas, e´ que tem surgido diversas te´cnicas de otimizac¸a˜o do rastreamento vi-
sual, onde a maioria combinam as diversas te´cnicas, para se obter um bom desempenho. Uma
te´cnica de otimizac¸a˜o estoca´stica que tem se destacado recentemente e´ a baseada na Otimizac¸a˜o
por Enxame de Partı´culas (PSO - Particle Swarm Optimization [37] que consiste na criac¸a˜o de
esquemas heurı´sticos com baixo custo computacional, permitindo a criac¸a˜o de sistemas de ras-
treamento em tempo real. Tal me´todo sera´ abordado sera´ abordado no pro´ximo capı´tulo.
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Capı´tulo 3
Particle Swarm Optimization (PSO)
Neste capı´tulo e´ apresentado o estado-da-arte do me´todo PSO (Particle Swarm Optimization -
Otimizac¸a˜o por Enxame de Partı´culas), sendo abordada a fundamentac¸a˜o do algoritmo baseada
na meta´fora de um enxame de abelhas, a definic¸a˜o geral do algoritmo PSO e, por fim, e´ apre-
sentado o algoritmo PSO adaptado para o rastreamento visual e que serviu para a obtenc¸a˜o do
algoritmo proposto no capı´tulo 5.
PSO e´ um me´todo iterativo para otimizac¸a˜o de func¸o˜es contı´nuas na˜o lineares, que foi mo-
delado a partir da observac¸a˜o do comportamento social de algumas espe´cies de seres vivos,
como enxame de abelhas, cardumes de peixes e bando de pa´ssaros [38]. Na computac¸a˜o, este
me´todo e´ aplicado no campo da inteligeˆncia artificial bio-inspirada [39], assim como Algo-
ritmos Gene´ticos [40] e Redes Neurais Artificiais [41]. Sua vantagem e´ a simplicidade de
implementac¸a˜o, pois faz uso de operadores matema´tico primitivos, o baixo custo computacio-
nal, dada a relac¸a˜o velocidade e consumo de memo´ria [38] e a simplicidade de compreensa˜o.
PSO e´ um me´todo estoca´stico que explora a inteligeˆncia coletiva [37], sendo composto por
partı´culas, as quais representam integrantes de um grupo ou bando, que exploram uma a´rea em
busca de alimento, ou seja, exploram uma a´rea para alcanc¸ar um determinado objetivo. A busca
iterativa pela otimizac¸a˜o deste processo e´ natural nos diversos contextos biolo´gicos.
3.1 Fundamentac¸a˜o do Algoritmo PSO Baseado em Meta´fora
O algoritmo PSO possui sua origem baseada na observac¸a˜o de sistemas biolo´gicos. Portanto,
nesta sec¸a˜o sera´ apresentada a relac¸a˜o do algorı´timo PSO com o enxames de abelhas. Natural-
mente, o algoritmo matema´tico na˜o e´ ideˆntico aos sistemas que inspiraram a sua criac¸a˜o [38],
logo sa˜o apresentadas as divergeˆncias sob a o´tica do autor do algoritmo, demostrado em [42].
Algumas abelhas possuem a tarefa de colher o ne´ctar e o po´len das flores [43]. Esta tarefa
e´ modelada no PSO atrave´s dos indivı´duos (partı´culas) do enxame, as flores sa˜o as regio˜es de
interesse e o alvo e´ o ne´ctar e o po´len. No PSO, a regia˜o de interesse pode ser definido como,
pelo menos, um local o´timo com base em uma func¸a˜o aplicada em um espac¸o de busca. Tal
func¸a˜o pode ser uma fo´rmula matema´tica, um algoritmo, ou ainda, o resultado de um processo,
real ou simulado. O essencial e´ que seja possı´vel calcular este valor em cada indivı´duo do
enxame.
As informac¸o˜es de onde se encontra uma determinada regia˜o de interesse so´ e´ trocada entre
as abelhas, geralmente, quando as mesmas retornam para a colmeia [42]. Tal caracterı´stica
na˜o foi modelada de modo semelhante, pois reduziria o desempenho matema´tico do algoritmo.
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Na modelagem do PSO, o indivı´duo possui a capacidade de comunicac¸a˜o de onde ele estiver
diferenciando-o das abelhas.
O tamanho de um enxame de abelhas e´ aleato´rio [43], diferenciando do modelo adotado no
PSO, que possui um nu´mero fixo de indivı´duos antes de iniciar as suas tarefas. Ja´ a distribuic¸a˜o
das partı´culas do PSO no espac¸o de busca e´ modelado a partir das caracterı´sticas de um enxame
de abelhas. Como de inı´cio elas na˜o teˆm certeza de onde encontrara˜o o ne´ctar ou o po´len, elas
se distribuem aumentando o campo de busca.
Assim como no enxame biolo´gico, cada indivı´duo guarda o caminho para localizar o alvo,
ou seja, a taxa de deslocamento, obtida atrave´s do deslocamento do ponto de partida ao ponto
aleato´rio na a´rea de busca.
Como no enxame de abelhas, na˜o e´ possı´vel a comunicac¸a˜o remota [43], as caracterı´sticas
de comunicac¸a˜o se diferencia muito da modelada no algoritmo PSO, em que cada partı´cula
deve receber algumas partı´culas informantes, possibilitando a identificac¸a˜o da partı´cula que
encontrou um local o´timo, dentre todas as partı´culas do enxame.
Na modelagem, quanto maior a quantidade de informac¸o˜es armazenadas pela partı´cula, pior
o desempenho e mais complexo o funcionamento. Pore´m, uma informac¸a˜o relevante e´ o melhor
desempenho geral daquela partı´cula, a sua melhor posic¸a˜o vivida e a qualidade desta posic¸a˜o,
perante a busca por seus objetivos.
Calcular a velocidade do pro´ximo deslocamento na modelagem do PSO foi um dos desa-
fios encontrados. Foi relevante considerar no processo que a pro´pria partı´cula ja´ carregava a
informac¸a˜o do seu pro´prio desempenho, uma vez que elas foram distribuı´das aleatoriamente,
sendo necessa´rio armazenar apenas a informac¸a˜o da partı´cula com o melhor desempenho.
Logo, na modelagem do PSO, os elementos essenciais combinados para permitir a realizac¸a˜o
do ca´lculo de velocidade, sa˜o: a pro´pria velocidade, o pro´prio melhor desempenho, e o melhor
desempenho entre os informantes.
A Figura 3.1 apresenta como funciona a relac¸a˜o entre os treˆs elementos essenciais, a ve-
locidade da partı´cula, o melhor desempenho da partı´cula, e o melhor desempenho entre as
partı´culas, para calcular o deslocamento de cada partı´cula.
Assim como apresentado na Figura 3.1, tem-se que o deslocamento e´ baseado na velocidade
atual da partı´cula, na direc¸a˜o ao seu melhor desempenho da partı´cula e a melhor partı´cula
dentre todas as outras, sendo necessa´ria uma ponderac¸a˜o linear, ajustada com coeficientes de
confianc¸a.
3.2 Aplicac¸o˜es Comuns do PSO
Sa˜o diversas as aplicac¸o˜es que fazem uso do me´todo de PSO, em [44] sa˜o sintetizadas algumas
das diversas aplicac¸o˜es do PSO:
• Ana´lise de a´rea para projeto de antenas: com trabalhos aplicados na a´rea de redes
e arranjos de antenas, modelagem e projeto de antenas para banda larga, modelagem e
projeto de arranjos Yagi-Uda, correc¸a˜o de falhas em arranjos, projeto de antenas multi-
bandas, otimizac¸a˜o de arranjos de antenas refletoras, padro˜es de reconstruc¸a˜o de radiac¸a˜o,
antenas de arranjo adaptativo, dentre outros, projeto de antenas implanta´veis e etc.
• Ana´lises me´dicas, aplicac¸o˜es biolo´gicas e farmaceˆuticas: aplicado em trabalhos que
analisam tremores em pessoas com mal de Parkinson, infereˆncia da rede de genes re-
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Figura 3.1: O esquema de deslocamento da partı´cula e´ determinado pelo ca´lculo da direc¸a˜o do
seu melhor desempenho, com a direc¸a˜o do melhor desempenho do seu melhor informante e
com a direc¸a˜o ao ponto de acesso de sua pro´pria velocidade, em que as setas cinzas representa
o fator de influeˆncia de cada um dos treˆs elementos apresentados anteriormente [42].
gulato´rios, otimizac¸a˜o do movimento biomecaˆnico humano, reconstruc¸a˜o de a´rvores fi-
logene´ticas na biologia computacional, planejamento de radioterapia, determinac¸a˜o da
estrutura secunda´ria do RNA, biometria, predic¸a˜o de estruturas de proteı´nas, bem como
acoplagens de estruturas, projeto de drogas, dentre outros.
• Projeto de otimizac¸a˜o em redes de comunicac¸a˜o: incluindo redes de bluetoouth, auto-
sintonia da rede de sistemas universais de telecomunicac¸a˜o mo´vel, redes de radar, algorit-
mos de roteamento, redes peer-to-peer, reserva de largura de banda, alocac¸a˜o de largura
de banda e canal, controle de redes TCP, redes de radar, e assim por diante.
• Agrupamento, classificac¸a˜o e minerac¸a˜o de dados: esta˜o envolvidos temas como o
agrupamento de bases de dados espaciais, classificac¸a˜o baseada em programac¸a˜o gene´tica,
agrupamentos fuzzy, agrupamento de documentos e informac¸a˜o, classificac¸a˜o de dados
biolo´gicos hiera´rquicos, agrupamento dinaˆmico e reduc¸a˜o de dimensionalidade.
• Otimizac¸a˜o combinato´ria: sa˜o exemplos de aplicac¸a˜o, o problema do caixeiro viajante,
a´rvores geradoras mı´nimas, roteamento de veı´culos, sistemas de planejamento urbano,
problema de cobertura dos cavaleiros e os problemas de roteamento e posicionamento em
geral.
• Diversos tipos de controles (incluindo fluxo de tra´fego): inclui ajuste automa´tico de
gerac¸a˜o de controle, projeto de controles, controle adaptativo inverso, controle preditivo,
projeto de motores ultra-soˆnicos, controle de processos, controle de combusta˜o, controle
de sistema de ine´rcia, dentre outros.
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• Esquemas de distribuic¸a˜o de redes ele´trica: envolve planejamento de redes de trans-
missa˜o, reconfigurac¸a˜o e expansa˜o de redes, gerac¸a˜o e distribuic¸a˜o, regulac¸a˜o de volta-
gem, gerenciamento de congesta˜o e micro-grades.
• Sistemas eletroˆnicos e eletromagne´ticos: envolve temas como o controle de sistema
de transmissa˜o AC, indutores em chips, ce´lulas de combustı´vel, controle de temperatura
baseado em FPGA (Field-Programmable Gate Array), projeto de forma eletromagne´tica,
filtros de micro-ondas, CMOS (Complementary Metal-Oxide-Semiconductor) de alta ve-
locidade, Sı´ntese de antena de arranjo linear, condutores, projeto gene´rico de eletromag-
netismo e aplicativos de otimizac¸a˜o, sı´ntese de circuitos, projeto de circuitos digitais,
configurac¸a˜o de FPGAs e processadores paralelos de arranjos.
• Otimizac¸a˜o de motores mecaˆnicos e ele´tricos: agrupa estudos em mecanismos de
classificac¸a˜o de dados, controle de torque em locomotivas, controle de motor em veı´culos
ele´tricos e hı´bridos, controle de velocidade em motor de induc¸a˜o, otimizac¸a˜o de motores
de combusta˜o interna e otimizac¸a˜o de sistemas de propulsa˜o ele´trica nuclear.
• Gerac¸a˜o de mu´sicas e jogos para o mercado de entretenimento: incluindo ana´lise
de no´s folhas em a´rvores de jogos, reiterac¸a˜o do dilema do preso da Teoria dos Jogos,
aprendizado em jogos de tabuleiro e pong solo, todos na a´rea de jogos. Ja´ na a´rea de
mu´sica, pode-se destacar o uso das te´cnicas de swarms para improvisar a composic¸a˜o
interativa de mu´sica.
• Detecc¸a˜o ou diagno´stico de falhas e sua recuperac¸a˜o: esta˜o envolvidos nesse to´pico o
diagno´stico de falhas de geradores de turbina a vapor, circuitos que recuperam-se auto-
maticamente de falhas de componentes, classificac¸a˜o automa´tica de defeitos em pastilhas
semicondutoras, diagno´stico de falhas em circuitos digitais, isolamento defensivo de sis-
tema de energia, servic¸o de restaurac¸a˜o de distribuic¸a˜o de energia, diagno´stico de falhas
de motores, dentre outros.
• Ana´lise econoˆmica e financeira: esta˜o nesse grupo, sistemas de ana´lise de risco, opc¸a˜o
de precificac¸a˜o, selec¸a˜o de carteira de investimento e mercado de energia ele´trica.
• Sistemas de predic¸a˜o e previsa˜o: envolve sistemas de predic¸a˜o da qualidade da a´gua,
previsa˜o de cena´rios cao´ticos, previsa˜o de carga ele´trica, previsa˜o de migrac¸a˜o de elefan-
tes, previsa˜o de vaza˜o e sistemas de previsa˜o de tra´fego urbano.
• Seguranc¸a e aplicac¸o˜es militares: esta˜o inclusos redes de seguranc¸a, detecc¸a˜o de in-
trusa˜o, criptografia e criptoana´lise, gerac¸a˜o de energia com restric¸o˜es de seguranc¸a, identi-
ficac¸a˜o dos limites de seguranc¸a em sistemas de poteˆncia e otimizac¸a˜o da efica´cia de
mı´sseis.
• Computac¸a˜o gra´fica: sa˜o exemplos de aplicac¸o˜es, a apresentac¸a˜o gra´fica de redes,
reduc¸a˜o da dimensionalidade, detecc¸a˜o de colisa˜o em modelos gra´ficos, sı´ntese de tex-
tura, multido˜es de partı´culas interativas e gra´ficos 3D.
• Robo´tica: sa˜o exemplos, controle de brac¸os e manipuladores robo´ticos, corrida de roboˆs,
busca robo´tica coletiva, aprendizado robo´tico sem supervisa˜o, navegac¸a˜o na˜o-tripulada
de veı´culos, futebol de roboˆ, planejamento de trajeto´ria, localizac¸a˜o de fontes de odores,
mapeamento de ambiente, desvio de obsta´culos e controle de voz de roboˆs.
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• Ana´lise de imagens e vı´deos: possuem destaque pela quantidade de trabalhos que apli-
cam o PSO, destacando-se o reconhecimento de ı´ris, detecc¸a˜o e reconhecimento de face,
segmentac¸a˜o de imagens, imagens de radar de abertura sinte´tica, classificac¸a˜o de ima-
gens, inversa˜o de medidas de reflectaˆncia de cores do oceano, fusa˜o de imagens, classifi-
cac¸a˜o de pixels, detecc¸a˜o humana em imagens em infra-vermelho, detecc¸a˜o de defeitos,
recuperac¸a˜o de imagens, imagens de microondas, sı´ntese de textura, realce de contraste,
detecc¸a˜o do sinal de parada no tra´fego, planejamento de tratamento com imagens de raio-
x em ortodontia, recuperac¸a˜o 3D com matriz de feixe estruturado, corte automa´tico para
fotografias digitais, reconhecimento de caracteres, dentre outras aplicac¸o˜es sa˜o exemplos
de aplicac¸o˜es em imagens. No caso dos vı´deos destacam-se otimizac¸a˜o do MPEG, esti-
mativa de movimento, rastreamento de objetos, controle de postura corporal e a detecc¸a˜o
de incidentes de tra´fego.
3.3 Definic¸a˜o do Algoritmo PSO
Antes de abordar o algoritmo PSO completamente faz-se necessa´rio detalhar alguns termos,
entre eles:
• Objetivo: e´ a regia˜o de interesse das partı´cula, ou seja, o alvo do enxame.
• Partı´culas: Sa˜o indivı´duos (agentes) que compo˜e o enxame e carregam consigo informa-
c¸o˜es, localizac¸a˜o e o valor (custo) de sua localizac¸a˜o atual. E sa˜o identificadas por x.
• Enxame: E´ o conjunto formado por todas as partı´culas. Uma caracterı´stica forte do
enxame e´ que todas as partı´culas possuem um objetivo comum.
• Espac¸o de Busca: E´ a regia˜o de atuac¸a˜o do enxame, e´ um delimitador de local de
distribuic¸a˜o de todas as partı´culas pertencentes ao enxame. Tal espac¸o de busca e´ identi-
ficado por d ao longo do trabalho.
• Posic¸a˜o: sa˜o as coordenadas n-dimensional de uma partı´cula que compo˜e o enxame, tal
coordenadas identificam a localizac¸a˜o da partı´cula no plano. Em um plano bi-dimensional
tais coordenadas podem ser apresentadas atrave´s das varia´veis x′ e y′.
• Func¸a˜o de Custo: Tambe´m identificada como aptida˜o, ela representa o valor (custo) da
localizac¸a˜o de cada partı´cula, ou seja, identifica o qua˜o pro´xima a partı´cula esta´ do seu
objetivo. Tal func¸a˜o devera´ possui um u´nico valor a ser armazenado na partı´cula. As
func¸o˜es de custo da partı´cula atual, melhor posic¸a˜o local e melhor posic¸a˜o global, foram
identificada no trabalho como: J , Jp e Jg, respectivamente.
• Melhor Posic¸a˜o Local: Representa uma memo´ria da partı´cula com as coordenadas e
aptida˜o de onde ela esteve mais pro´xima de alcanc¸ar ou alcanc¸ou o seu objetivo. E´ uma
varia´vel que guarda informac¸o˜es da melhor func¸a˜o de custo encontrada pela partı´cula. A
Melhor Posic¸a˜o Local sera´ identificada como p ao longo do trabalho.
• Melhor Posic¸a˜o Global: Representa uma memo´ria relacionada a todo enxame com as
coordenadas e aptida˜o da partı´cula que esteve mais pro´xima de alcanc¸ar ou alcanc¸ou o
objetivo. E´ uma varia´vel que guarda informac¸o˜es da melhor func¸a˜o de custo encontrada
dentre todas as partı´culas. A Melhor Posic¸a˜o Global sera´ identificada como g ao longo
do trabalho.
18
• Velocidade: e´ a movimentac¸a˜o de cada partı´cula no plano. Tal velocidade e´ obtida para
cada partı´cula baseada no ca´lculo da ine´rcia (velocidade que a partı´cula possuı´a) com a
melhor posic¸a˜o local da partı´cula e a melhor posic¸a˜o global do enxame. A velocidade
sera´ identificada como v ao longo do trabalho.
Em trabalhos anteriores [45] [46], o algoritmo base do PSO e´ estruturado da seguinte forma,
ha´ um nu´mero finito total de partı´culas n, tais partı´culas podem se espalhar por um determinado
espac¸o de busca d, a posic¸a˜o da i-e´sima partı´cula na k-e´sima iterac¸a˜o e´ representada por xk[i],
a velocidade da partı´cula e´ representada por vk[i] e o valor de custo da partı´cula e´ Jk[i].
Ale´m dos elementos apresentados, teˆm-se a melhor posic¸a˜o da i-e´sima partı´cula, ou seja, a
mais pro´xima do alvo, nas iterac¸o˜es passadas e seu valor de custo associado, sa˜o representa-
dos por pk[i] e Jpk[i], respectivamente e a melhor posic¸a˜o global dentre todas as partı´culas na
iterac¸a˜o e o valor de custo representados por gk e Jgk, respectivamente.
Para alcanc¸ar o objetivo em um nu´mero n de iterac¸o˜es o algoritmo PSO deve possuir 5
passos, sa˜o eles:
1. Gerar aleatoriamente numa iterac¸a˜o inicial as partı´culas, x0[i], em que i ∈ [1, 2, ..., n] e
x0 sa˜o as posic¸o˜es iniciais de todas as partı´culas do enxame.
2. Comparar as func¸o˜es de custo da iterac¸a˜o passada com a da iterac¸a˜o atual em todas as
partı´culas, sendo determinante para atualizac¸a˜o da melhor posic¸a˜o da partı´cula pk[i].
pk[i] = xk[i], se Jk[i] > Jpk[i] (3.1)
3. Comparar as func¸o˜es de custo da melhor posic¸a˜o global com a da iterac¸a˜o atual, de forma
de determinar gk.
gk = xk[i], se Jk[i] > Jgk (3.2)
4. Mudar a iterac¸a˜o atrave´s das Equac¸o˜es 3.3 e 3.4 apresentadas a seguir.
vk[i] = K· {vk−1[i] + c1·Γ(gk − xk[i]) + c2·Λ(pk[i]− xk[i])} (3.3)
xk+1[i] = xk[i] + vk[i] (3.4)
onde, c1 e c2 e K sa˜o coeficientes de ponderac¸a˜o. Γ, Λ sa˜o denotados por:
Γ = [γ1, γ2, ..., γd].
Λ = [λ1, λ2, ..., λd].
onde γi ∈ [0,1], λi ∈ [0,1] (i = 1, 2, ..., d) sa˜o nu´meros pseudo-aleato´rios com distribuic¸o˜es
uniformes.
5. Atualizar a iterac¸a˜o k para k+1 e repetir os passos de 2 a` 5, ate´ atingir o nu´mero ma´ximo
de iterac¸o˜es ou o algoritmo convergir (a mudanc¸a na velocidade das partı´culas ser insig-
nificante).
No PSO alguns paraˆmetros podem aumentar ou reduzir o desempenho em termos de conver-
gir para alcanc¸ar a posic¸a˜o desejada. Uma abordagem interessante para aumentar o desempenho
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e´ a CFA (Constriction Factor Approach - Abordagem por Fator de Constric¸a˜o) [46], que pode
ser obtido atrave´s da Equac¸a˜o 3.5 apresentada a seguir.
K =
2
| 2− φ−√φ2 − 4φ |′ (3.5)
Onde φ = c1 + c2, φ > 4. O comportamento dos enxames convergem gradualmente porque
qualquer φ satisfaz K < 1 e os coeficientes de peso que se relacionam com a xk, pk e gk sa˜o
ajustados por apenas um paraˆmetro.
3.4 Rastreamento por PSO
Assim como mencionado no inı´cio deste capı´tulo, o PSO e´ muito aplicado em processos envol-
vendo tratamento de imagens e vı´deos, ale´m de ser utilizado em aplicac¸o˜es de visa˜o roboˆ. Nelas,
uma aplicac¸a˜o especı´fica que se destaca e´ o rastreamento de objetos. Assim, sera´ apresentada
a base teo´rica da adaptac¸a˜o do algorı´timo PSO para atender as aplicac¸o˜es de rastreamento de
objetos.
O algoritmo de PSO original e´ adequado para encontrar um objeto numa determinada ima-
gem. Pore´m, para se trabalhar com rastreamento de objetos em vı´deo digital, o PSO deve ser
modificado devido a caracterı´stica de movimentac¸a˜o do objeto.
No algoritmo original de PSO, no final da u´ltima iterac¸a˜o, as partı´culas convergem para uma
determinada posic¸a˜o, um problema no rastreamento visual e´ que se no pro´ximo quadro o objeto
se movimentou de tal forma que saiu da a´rea onde encontram-se todas as partı´culas o algoritmo
perdeu o alvo.
Em trabalhos anteriores [45], foi proposta uma atualizac¸a˜o perio´dica das varia´veis pk[i] e gk
para evitar a perda do alvo. Os autores assumiram que somente um objeto esta´ sendo rastreado
e que esse objeto na˜o se movimenta abruptamente entre quadros contı´guos do vı´deo.
Quando um novo quadro e´ analisado gk, Jgk, pk[i], Jpk[i] e vk[i] sa˜o armazenados e, em se-
guida, as partı´culas sa˜o distribuı´das ao redor de gk, antes da pro´xima iterac¸a˜o, de forma aleato´ria
e dentro de um espac¸o de busca.
A seguir, gk e´ determinado a partir das novas posic¸o˜es das partı´culas. Outro problema, e´
que ao convergir o algoritmo num determinado quadro chega em um ponto que as func¸o˜es de
custo Jgk e Jpk[i] tem um valor alto. Quando objeto se mover no pro´ximo quadro as partı´culas
do enxame teˆm que buscar um valor de Jgk mais alto ainda, o que pode na˜o ser possı´vel. Logo,
para um rastreamento esta´vel, sempre que o quadro muda deve-se atualizar as varia´veis pk[i] e
gk, e utilizar um fator de atenuac¸a˜o, identificados no algoritmo como α e β, respectivamente,
para Jpk[i] e Jgk.
Com base nas mudanc¸as apresentadas e´ que se chegou ao algoritmo PSO adaptado para
rastreamento visual que e´ apresentado a seguir. Onde para alcanc¸ar o objetivo em um nu´mero k
de iterac¸o˜es. O algoritmo PSO devera´ possuir 8 passos, sa˜o eles:
1. Gerar aleatoriamente numa iterac¸a˜o inicial (k = 0) a distribuic¸a˜o das partı´culas, x0[i], em
que i ∈ [1, 2, ..., n], dentro de um espac¸o de busca.
2. Capturar um quadro (frame) do vı´deo.
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3. Comparar as func¸o˜es de custo da iterac¸a˜o passada com a da iterac¸a˜o atual em todas as
partı´culas, sendo determinante para atualizac¸a˜o da melhor posic¸a˜o da partı´cula pk[i].
pk[i] = xk[i], se Jk[i] > α · Jpk[i], onde 0 < α < 1. (3.6)
4. Comparar as func¸o˜es de custo da melhor posic¸a˜o global com a da iterac¸a˜o atual, de forma
de determinar gk.
gk = xk[i], se Jk[i] > β · Jgk, onde 0 < β < 1. (3.7)
5. Atualizar a iterac¸a˜o do enxame atrave´s das equac¸o˜es 3.8 e 3.9 apresentadas a seguir.
vk[i] = K· {vk−1[i] + c1·Γ(gk − xk[i]) + c2·Λ(pk[i]− xk[i])} (3.8)
xk+1[i] = xk[i] + vk[i] (3.9)
onde, c1 e c2 e K sa˜o coeficientes de ponderac¸a˜o. Γ, Λ sa˜o denotados por:
Γ = [γ1, γ2, ..., γd].
Λ = [λ1, λ2, ..., λd].
onde γi ∈ [0,1], λi ∈ [0,1] (i = 1, 2, ..., d) sa˜o nu´meros pseudo-aleato´rios uniformes.
6. Retornar todos os indivı´duos que saı´ram do espac¸o de busca em uma posic¸a˜o aleato´ria.
7. Realizar a iterac¸a˜o dos passos 3 - 6 ate´ que o nu´mero ma´ximo de iterac¸o˜es de um quadro
(frame) seja atingido.
8. Reinicializar o enxame baseado no na fo´rmula 3.10 e retornar para o passo 2.
xk[i] = gk − δ(Rmax −Rmin)(2γ − 1). (3.10)
Onde, Rmax e Rmin sa˜o os limites ma´ximo e mı´nimo do espac¸o de busca, δ representa o
limite de atribuic¸a˜o e γ ∈ [0,1] e´ um nu´mero uniforme do pseudo-limite.
Portanto, o algoritmo do PSO para rastreamento deve funcionar, em uma iterac¸a˜o inicial k
= 0, distribuindo todas as partı´culas sobre o espac¸o de busca, onde sera´ eleita uma partı´cula
melhor global g0 apo´s a ana´lise da func¸a˜o de custo de todas as partı´culas, segundo os passos de
1 a 4 do algoritmo PSO apresentado anteriormente. A Figura 3.2 ilustra a iterac¸a˜o inicial do
algoritmo PSO.
Nas pro´ximas iterac¸o˜es, todas as demais partı´culas ira˜o convergir e va˜o se direcionar para
a partı´cula com melhor posic¸a˜o global gk, aproximando-se do objeto alvo, passos de 5 a 7 do
algoritmo PSO adaptado e apresentado anteriormente. A Figura 3.3 ilustra o momento em que
as partı´culas esta˜o convergindo, ou seja, com todas as partı´culas indo em direc¸a˜o a partı´cula
com melhor posic¸a˜o global gk.
Na mudanc¸a de quadro do vı´deo, apo´s um movimentac¸a˜o do objeto, todas as partı´culas
podem perder o objeto alvo, inclusive a partı´cula com melhor posic¸a˜o global da interac¸a˜o atual
gk, assim como e´ apresentado na Figura 3.4.
Uma vez que o objeto alvo e´ perdido, faz-se necessa´ria uma nova distribuic¸a˜o das partı´culas
dentro da a´rea de reinicializac¸a˜o, que esta´ dentro da a´rea de busca, isto segundo o passo 8 e
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Figura 3.2: Ilustrac¸a˜o do enxame de partı´culas em uma iterac¸a˜o inicial, k = 0, onde a melhor
global e´ a que estiver sobre o alvo [45].
Figura 3.3: Ilustrac¸a˜o do enxame de partı´culas em uma iterac¸a˜o posterior a inicial, onde as
partı´culas convergiram para a melhor global [45].
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Figura 3.4: Ilustrac¸a˜o do enxame de partı´culas na mudanc¸a de quadro apo´s movimentac¸a˜o do
objeto [45].
Equac¸a˜o 3.10 do algoritmo PSO adaptado e apresentado anteriormente. De modo a permitir a
continuidade do rastreamento adequado do objeto alvo, assim como e´ apresentado na Figura
3.5.
O pro´ximo capı´tulo aborda os conceitos gerais da Func¸a˜o Discriminante Linear (LDF -
Linear Discriminant Functions), que e´ um classificador linear baseado em me´todos estatı´sticos,
que pode ser usado no PSO para analisar a func¸a˜o de custo de uma partı´cula e definir o qua˜o
pro´ximo a partı´cula esta´ do alvo.
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Linear Discriminant Functions (LDF)
Neste capı´tulo sa˜o apresentados os conceitos gerais relacionado a Func¸a˜o Discriminante Linear
(LDF - Linear Discriminant Functions), dividido em, metodologia para aplicar a ana´lise dis-
criminante, processo de treinamento e classificac¸a˜o do LDF na sua utilizac¸a˜o. Tais conceitos
fundamentam a elaborac¸a˜o da func¸a˜o de custo do algoritmo de rastreamento proposto baseado
no me´todo de PSO, ale´m de definir a dinaˆmica de treinamento da func¸a˜o de custo do algoritmo
proposto.
Fisher [47] introduziu o conceito “discriminac¸a˜o” ou “separac¸a˜o” no qual e´ abordado neste
trabalho como um problema de classificac¸a˜o. Para ele, as caracterı´sticas especiais de uma
populac¸a˜o permitem a identificac¸a˜o da mesma em um grupo. Estas caracterı´sticas podem ser
melhor analisadas atrave´s de certas func¸o˜es lineares de medic¸a˜o.
A Func¸a˜o Discriminante Linear e a Discriminante Linear de Fisher sa˜o usadas para o pro-
cesso de medic¸a˜o das caracterı´sticas dos objetos, (x1, . . . , xn), a`s quais sa˜o atribuı´das as func¸o˜es
lineares de forma que populac¸o˜es (elementos, objetos) sejam melhores discriminadas [47]. Em
trabalhos anteriores [48], o propo´sito da classificac¸a˜o ou ana´lise discriminante e´ o de assimilar
objetos para um dos diversos grupos ou classes (K) baseado em um conjunto de medidas X =
{x1, x2, . . . xn} obtidas de cada objeto ou observac¸a˜o.
Uma tarefa de ana´lise discriminante tradicional e´ aquela utilizada em algumas situac¸o˜es
onde, a partir de uma classificac¸a˜o pre´via de um grupo alvo de objetos, baseado em um conjunto
de varia´veis X = {x1, x2, . . . , xn}, deseja-se encontrar uma regra de classificac¸a˜o quantitativa
de forma a predizer a adesa˜o de um dado objeto a uma das classes pre´-determinadas [49], [50].
A Ana´lise Linear Discriminante (LDA – Linear Discriminat Analysis) e´ um me´todo que
permite encontrar a pontuac¸a˜o para classificar objetos [49]. Tais pontuac¸o˜es sa˜o expressas na
forma de combinac¸o˜es lineares de varia´veis explanato´rias que separam os grupos previamente
definidos da melhor forma possı´vel. A ana´lise discriminante e´ uma te´cnica estatı´stica apropriada
para testar a hipo´tese de que a me´dia do grupo de um conjunto de varia´veis independentes para
dois ou mais grupos sa˜o iguais [51].
A me´dia das pontuac¸o˜es discriminantes de todos os indivı´duos (objetos) dentro de um grupo
leva a obtenc¸a˜o da me´dia do grupo, tambe´m denominado de centro´ide. Cada grupo formado
na ana´lise possui um centro´ide que e´ um ponto de refereˆncia na formac¸a˜o deste grupo, ou seja,
cada um dos elementos esta´ dentro do raio de abrangeˆncia do grupo, possuindo desta forma uma
distaˆncia mı´nima em relac¸a˜o ao centro´ide. Nesse sentido, se a sobreposic¸a˜o da pontuac¸a˜o e´ pe-
quena, a func¸a˜o separa bem os grupos, pore´m, se houver grande nu´mero de sobreposic¸a˜o torna-
se difı´cil separar os elementos e a classificac¸a˜o retorna resultados ruins na distribuic¸a˜o. A Fi-
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gura 4.1 apresenta na parte superior a sobreposic¸a˜o deseja´vel e na parte inferior a sobreposic¸a˜o
indeseja´vel.
Figura 4.1: Ilustrac¸a˜o da sobreposic¸a˜o deseja´vel (na parte superior da figura) e indeseja´vel (na
parte inferior da figura) da Ana´lise Discriminante Linear [51].
A ana´lise discriminante e´ uma te´cnica adequada a problemas que envolvem uma varia´vel in-
dependente e uma varia´vel catego´rica (nominal ou na˜o me´trica), sendo que as varia´veis indepen-
dentes sa˜o varia´veis me´tricas. As varia´veis catego´ricas sa˜o responsa´veis por nomear os grupos
nos quais as varia´veis me´tricas ira˜o ajudar a classificar. Quando se possui duas classificac¸o˜es
envolvidas, a te´cnica e´ referida como ana´lise discriminante com dois grupos, e no caso de mais
classificac¸o˜es envolvidas, a te´cnica e´ denominada ana´lise discriminante multivalorada (MDA -
Multiple Discriminant Analysis).
A te´cnica de ana´lise discriminante envolve derivar uma varia´vel (varia´vel discriminante),
que e´ a combinac¸a˜o de duas ou mais varia´veis independentes que classificam cada um dos
objetos nos grupos previamente definidos. A te´cnica e´ tambe´m e´ denominada de Func¸a˜o Li-
near Discriminante, a qual faz a discriminac¸a˜o de cada um dos objetos atrave´s de uma func¸a˜o
objetivo que busca maximizar as diferenc¸as entre os grupos [51], com a diferenc¸a obtida da
variaˆncia entre os grupos em relac¸a˜o a variaˆncia dentro do grupo. A Equac¸a˜o 4.1 representa a
func¸a˜o discriminante linear.
Zjk = a+W1X1K +W2X2K + . . .+WnXnK (4.1)
Onde,
Zjk = e´ a pontuac¸a˜o discriminante Z da func¸a˜o discriminante j para o objeto k;
a = interceptac¸a˜o;
Wi = peso discriminante da varia´vel independente i;
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XiK = varia´vel independente i do objeto k.
Conforme observado na Equac¸a˜o 4.1, a pontuac¸a˜o discriminante para cada objeto k na
ana´lise e´ uma soma de valores obtidos pela multiplicac¸a˜o de cada varia´vel independente (XnK)
pelo seu peso discriminante (Wn). Atrave´s da Equac¸a˜o, pode-se observar, ainda, que na ana´lise
discriminante podem ser utilizadas va´rias func¸o˜es discriminantes para obter a pontuac¸a˜o (Zj),
caracterı´stica que possibilita diferentes pontuac¸o˜es para um dado objeto.
4.1 Trabalhos com Aplicac¸a˜o de Ana´lise Linear Discriminante
A Ana´lise Discriminante auxilia no processo de classificac¸a˜o dos objetos e, portanto, teˆm sido
utilizada em pesquisas que envolve reconhecimento de padro˜es e reconstruc¸a˜o de imagens.
Nesta sec¸a˜o sera˜o apresentados alguns trabalhos relatados na literatura que utilizam essa te´cnica
de forma a embasar a sua utilizac¸a˜o aplicada a a´rea de processamento de imagens digitais.
Martı´nez e Kak [52] apresenta um comparativo entre as te´cnicas de LDA e PCA (Principal
Components Analysis) no contexto do paradigma baseado em apareˆncia para reconhecimento
de objetos, ambas bastante utilizadas nesse contexto. Apesar de mostrar em seu trabalho que o
PCA pode apresentar em algumas circunstaˆncias resultados superiores ao da LDA, os autores
reforc¸am que a LDA na grade maioria dos casos apresenta melhores resultados, principalmente
quando envolve um grande conjunto de dados para treinamento. Os autores compararam as
te´cnicas para identificac¸a˜o de faces, que atuam em um espac¸o n x m-dimensional, independente
de questo˜es relacionadas com localizac¸a˜o ou dimensa˜o. Foi considerado na ana´lise um conjunto
de I ipxq, onde p representa o nu´mero de colunas, q o nu´mero de linhas, e i o nu´mero de imagens.
Ja´ no trabalho de Lu, Plantaniotis e Venetsanopoulos [53], e´ proposto um novo me´todo para
LDA com o objetivo de diminuir o problema de pequenos conjuntos de dados de entrada para
o treinamento, denominado Small Sample Size (SSS). Tal problema e´ apontado como o ponto
fraco da LDA, pois devido a ele te´cnica na˜o retorna bons resultados na classificac¸a˜o. Os autores
tratam do contexto de reconhecimento de face, onde seu me´todo, denominado Regularized LDA
(R-LDA) para tentar otimizar o crite´rio de regularizac¸a˜o de Fisher.
Lu, Plantaniotis e Venetsanopoulos [53], discutem ainda, que para resolver o problema do
SSS expandindo a capacidade representacional da base de dados disponı´vel para o treinamento.
Por exemplo, dado um par de proto´tipo que pertencem a mesma classe pode-se aplicar uma
te´cnica denominada Nearest Feature Line (NFL – Linha Caracterı´stica Mais Pro´xima) para
virtualmente generalizar um nu´mero infinito de variac¸o˜es de dois proto´tipos sob variac¸o˜es de
iluminac¸a˜o e de expressa˜o. Ale´m disso, em casos que na˜o se tem o par de proto´tipos, pode-se
aplicar uma te´cnica que rotaciona (gira) e traduz a imagem de proto´tipo para aumentar o nu´mero
de amostras.
Li e Yuan [54] propo˜em um algoritmo para extrac¸a˜o e selec¸a˜o de imagem denominado
2D-LDA, executa a extrac¸a˜o de caracterı´sticas em uma matriz de imagens ao inve´s de utilizar
vetores. O me´todo proposto Ana´lise Discriminante Linear de Fisher para aumentar o efeito da
variac¸a˜o causada por diferentes indivı´duos, com excec¸a˜o da iluminac¸a˜o, expressa˜o e orientac¸a˜o.
O algoritmo calcula a matriz de dispersa˜o entre classes e a matriz de dispersa˜o dentro das
classes. Em comparac¸a˜o com os algoritmos 2D-PCA, Eigenfaces e Fisherface o algoritmo
proposto pelos autores apresentou uma maior precisa˜o no processo de reconhecimento, ale´m de
apresentar um menor custo de computac¸a˜o comparado aos algoritmos testados.
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Os trabalhos apresentados nos u´ltimos para´grafos sa˜o exemplos que mostram como a LDA
veˆm sendo aplicada em problemas de classificac¸a˜o de objetos, e consequentemente, em te´cnicas
de reconhecimento de padro˜es e reconstruc¸a˜o de imagens. Os trabalhos destacam ainda como
alguns pontos fracos e como os mesmos teˆm sido contornados reforc¸ando sua aplicac¸a˜o na
classe de problemas de classificac¸a˜o de objetos.
4.2 Metodologia para Aplicar a Ana´lise Discriminante
Conforme mencionado anteriormente, a ana´lise discriminante e´ aplicada sob um dado domı´nio
tendo como objetivo identificar e classificar membros (objetos) de grupos previamente estabe-
lecidos [55]. Para aplicar a LDA e´ preciso seguir um conjunto de seis esta´gios, apresentados no
diagrama de atividades da Figura 4.2. No diagrama, as atividades sa˜o discriminadas detalhada-
mente as quais inicia-se com a identificac¸a˜o das varia´veis e observac¸a˜o dos grupos, e finaliza-se
com a atividade de validac¸a˜o dos resultados discriminantes. Os esta´gios do diagrama foram
detalhados da sec¸a˜o 4.2.1 ate´ a sec¸a˜o 4.2.6.
4.2.1 Primeiro Esta´gio
No primeiro esta´gio e´ necessa´rio analisar qual o objetivo de se aplicar a LDF ao problema
desejado, pois a LDF e´ utilizada para atender um dos quatro objetivos: determinar se existem
diferenc¸as estatı´sticas significantes na pontuac¸a˜o me´dia dos perfis sob um conjunto de varia´veis
para dois ou mais conjuntos pre´-definidos, determinar quais das varia´veis independentes contam
mais para as diferenc¸as de me´dias na pontuac¸a˜o de dois ou mais grupos, estabelecer o nu´mero
e a composic¸a˜o de dimenso˜es da discriminac¸a˜o de grupos formados a partir de um conjunto de
varia´veis independentes, e estabelecer procedimentos para a classificac¸a˜o de objetos em grupos
baseando-se nas suas pontuac¸o˜es sob um conjunto de varia´veis independentes.
A LDF deve executar ou uma ana´lise de perfil, para entender as diferenc¸as entre os grupos
– baseado nas varia´veis independentes –,ou uma te´cnica de previsa˜o analı´tica, que executa uma
classificac¸a˜o sob um conjunto de objetos, separando as observac¸o˜es em grupos previamente
definidos. Portanto, esse esta´gio no procedimento de aplicac¸a˜o da LDF e´ necessa´rio para iden-
tificar se o problema pode ser resolvido atrave´s da utilizac¸a˜o da LDF e qual e´ o objetivo da
aplicac¸a˜o do me´todo.
4.2.2 Segundo Esta´gio
Neste esta´gio e´ necessa´rio identificar os padro˜es na populac¸a˜o (amostra) que se deseja analisar.
Para isto, executa-se a identificac¸a˜o das varia´veis dependentes e das varia´veis independentes.
Ale´m disso, e´ necessa´rio verificar o tamanho da amostra para estimar as func¸o˜es discriminantes,
bem como tais amostras sera˜o divididas para a identificac¸a˜o do propo´sito de aplicac¸a˜o da LDF.
O primeiro passo nesse esta´gio envolve identificar as varia´veis dependentes e as varia´veis
independentes. As dependentes sa˜o utilizadas para nomear os diferentes grupos que recebera˜o
os conjuntos de objetos. As independentes sa˜o responsa´veis por nortear em qual grupo cada um
dos objetos sera´ classificado (ira´ pertencer), portanto, as varia´veis independentes sa˜o chamadas
varia´veis me´tricas.
Cada um dos objetos deve pertencer a um e somente um grupo, ou seja, os grupos devem
ser mutuamente exclusivos. Vale ressaltar que a LDF pode trabalhar com um nu´mero ilimitado
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Figura 4.2: Processo contendo as atividades para aplicac¸a˜o da Ana´lise Discriminante Linear
(adaptado de [51]).
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de varia´veis dependentes, ou seja, com um nu´mero ilimitado de grupos. Desta forma pode-
se selecionar o nu´mero de varia´veis levando em considerac¸a˜o alguns aspectos, tais como, a
garantia de que os grupos possam ser totalmente exclusivos, e a tentativa de se balancear o
nu´mero total de grupos. Neste u´ltimo caso, quanto mais grupos forem definidos, maior sera´ a
complexidade no processamento de tarefas de ana´lise de perfis e classificac¸a˜o.
Apo´s identificados os grupos e as me´tricas, para dividir e classificar os objetos da populac¸a˜o
em cada um dos grupos, deve-se passar para o segundo passo no esta´gio, que e´ a ana´lise do ta-
manho das amostras. Esse procedimento e´ importante, pois, o tamanho das amostras interfere na
qualidade dos resultados. Amostras pequenas na˜o levam a identificac¸a˜o de grandes diferenc¸as
entre o conjunto de objetos analisados. Todavia, um nu´mero elevado de amostras, estatistica-
mente leva a identificac¸a˜o de diferenc¸as significantes, aumentando a qualidade dos resultados.
Pode-se levar em considerac¸a˜o duas ana´lises quanto ao tamanho das amostras, o tamanho global
das amostras e o tamanho das amostras por categoria (grupo a grupo).
No caso do tamanho global, conforme Hair e Anderson [51], a ana´lise discriminante e´ to-
talmente sensı´vel a raza˜o do tamanho da amostra com nu´mero de varia´veis previstas, por tal
motivo, muitos estudos sugerem uma raza˜o de 20 observac¸o˜es para cada varia´vel prevista, ou
uma raza˜o de 5 amostras para cada varia´vel independente. Um outro tipo de ana´lise, o pesqui-
sador pode considerar o tamanho das amostras por categoria, onde o tamanho do menor grupo
de categorias deve exceder o nu´mero de varia´veis previstas.
4.2.3 Terceiro esta´gio
Neste esta´gio sa˜o desenvolvidas as hipo´teses da ana´lise discriminante, onde devem ser con-
siderados os tipos de hipo´tese e os impactos da aplicac¸a˜o da LDF. As hipo´teses esta˜o relaci-
onadas com os processos estatı´sticos envolvidos nas estimativas e com os procedimentos de
classificac¸a˜o utilizados na interpretac¸a˜o dos resultados.
No que diz respeito aos impactos com a estimativa deve-se atentar aos dados que na˜o aten-
dam a hipo´tese de normalidade multivariada, os quais podem trazer problemas no processo de
estimativa da LDF. Neste caso, pode ser necessa´rio aplicar soluc¸o˜es atrave´s de modificac¸o˜es
nos dados para diminuir a disparidade nas matrizes de covariaˆncia. No caso do processo de
classificac¸a˜o, matrizes de covariaˆncia desiguais podem afetar o resultado negativamente. Tama-
nhos pequenos de amostras e matrizes covariaˆncia desiguais causam problema de significaˆncia
estatı´stica, afetando o processo de classificac¸a˜o. Para diminuir os impactos negativos pode ser
necessa´rio aumentar o nu´mero de amostras analisadas.
4.2.4 Quarto Esta´gio
Este esta´gio envolve a derivac¸a˜o das func¸o˜es discriminantes, onde deve ser decidido o me´todo
de estimativa e o nu´mero de func¸o˜es utilizadas, e tambe´m o modelo de avaliac¸a˜o do ajuste glo-
bal, que e´ responsa´vel por identificar a precisa˜o da classificac¸a˜o e seu impacto sobre o modelo de
estimativa. Nesse esta´gio ocorre comparac¸a˜o dos centroides de cada grupo com as pontuac¸o˜es
discriminantes Z (pontuac¸a˜o calculada para cada um dos objetos), de forma a fornecer uma
medida de discriminac¸a˜o entre os grupos. Esse processo faz a medic¸a˜o da precisa˜o do me´todo
de classificac¸a˜o.
Para derivar as func¸o˜es discriminantes e´ preciso escolher o me´todo de estimativa, que pode
ser feito de duas formas, simultaˆneo ou passo a passo. No primeiro me´todo todas as varia´veis
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independentes sa˜o calculadas concorrentemente no momento da execuc¸a˜o do ca´lculo da func¸a˜o
discriminante, ou seja, a func¸a˜o e´ calculada baseada em todo o conjunto de varia´veis indepen-
dentes. Este me´todo enfatiza o poder de discriminac¸a˜o de cada uma das varia´veis independentes
no ca´lculo da func¸a˜o. Ja´ o me´todo passo a passo, as varia´veis independentes sa˜o analisadas uma
por vez com base em seu poder de discriminac¸a˜o, de forma que se possa escolher pela adic¸a˜o
ou exclusa˜o de uma varia´vel da func¸a˜o discriminante.
Apo´s o processo de estimativa das func¸o˜es discriminantes, e´ necessa´rio avaliar o nı´vel de
significaˆncia estatı´stica do poder discriminato´rio de cada uma das func¸o˜es (uma a uma e o
conjunto como um todo). Quando o me´todo de ana´lise e´ executada sob um conjunto como o
todo, a avaliac¸a˜o tem como objetivo testar a habilidade das func¸o˜es discriminantes em derivar
pontuac¸o˜esZ que sa˜o significantemente diferentes entre os grupos. Quando o nu´mero de grupos
e´ superior a treˆs e´ necessa´rio analisar cada uma das func¸o˜es discriminantes verificando se cada
uma e´ estatisticamente significante.
O nu´mero de func¸o˜es discriminantes estimadas e´ obtido pelo nu´mero de grupos menos um,
ou seja, no caso de N grupos, o numero de func¸o˜es NF sera´ obtido atrave´s do ca´lculo NF =
N–1. Se uma ou mais func¸o˜es forem consideradas com baixa significaˆncia estatı´stica sera´
necessa´rio re-estimar o modelo com o nu´mero de func¸o˜es equivalente ao nu´mero de func¸o˜es
significantes.
O pro´ximo passo neste esta´gio envolve a determinac¸a˜o do ajuste das func¸o˜es mantidas
para a ana´lise discriminante. Este processo engloba o ca´lculo das pontuac¸o˜es discriminantes
Z para cada uma das observac¸o˜es, simplificando o processo de interpretac¸a˜o e ainda avali-
ando a contribuic¸a˜o das varia´veis independentes. Esse processe envolve ainda a avaliac¸a˜o das
diferenc¸as dos grupos baseado nas pontuac¸o˜es discriminante Z, uma vez que a pontuac¸a˜o dis-
tingue em qual grupo o objeto sera´ alocado. Em uma u´ltima ana´lise, o processo faz a avaliac¸a˜o
dos membros do grupo quanto a precisa˜o da classificac¸a˜o, sendo que as pontuac¸o˜es discrimi-
nantes podem ser utilizadas como um instrumento para prever os membros de cada um dos
grupos.
Apo´s aplicar a func¸a˜o discriminante para proceder com a classificac¸a˜o, pode-se verificar vi-
sualmente como os grupos foram formados, atrave´s de uma representac¸a˜o gra´fica. Pode-se ve-
rificar quais elementos ficaram em grupos distintos e quais ficaram em um ponto de intersecc¸a˜o
entre os grupos, ou seja, aqueles que ficaram sobrepostos – cuja suas caracterı´sticas na˜o fo-
ram suficientes para que o me´todo de classificac¸a˜o conseguisse classifica´-los em apenas um dos
grupos [51]. A Figura 4.3 ilustra a distribuic¸a˜o das classe em um plano.
A Figura 4.3, apresenta a ana´lise de dois grupos atrave´s do ca´lculo da func¸a˜o discriminante,
em que A e´ um grupo representado por quadrados e B e´ um grupo representado por elipses.
V1 e V2, representam a medida de cada membro de ambos os grupos no plano. Z e´ um novo
eixo formado pela medida da func¸a˜o discriminante que expressa dois perfis varia´veis com os
nu´meros das medidas. A′ e B′ representam as medidas obtidas pela func¸a˜o discriminante, e a
parte sombreada e´ a sobreposic¸a˜o dos mesmos.
4.2.5 Quinto Esta´gio
Este esta´gio e´ responsa´vel pela interpretac¸a˜o dos resultados, verificando se a LDF e´ estatisti-
camente significante e se a precisa˜o da classificac¸a˜o e´ aceita´vel. Este processo envolve ava-
liar as func¸o˜es discriminantes para determinar a importaˆncia de cada varia´vel independente no
processo de discriminac¸a˜o entre os grupos [51]. Sa˜o aplicados treˆs me´todos para avaliar a im-
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Figura 4.3: Exemplo da ana´lise de dois grupos atrave´s do ca´lculo da func¸a˜o discriminante,
em que A e´ um grupo representado por quadrados e B e´ um grupo representado por elipses.
V1 e V2, representam a medida de cada membro de ambos os grupos no plano. Z e´ um novo
eixo formado pela medida da func¸a˜o discriminante que expressa dois perfis varia´veis com os
nu´meros das medidas. A′ e B′ representam as medidas obtidas pela func¸a˜o discriminante e a
parte sombreada e´ a sobreposic¸a˜o dos mesmos [51].
portaˆncia das varia´veis, os pesos discriminantes padronizados, cargas discriminantes (estrutura
de correlac¸o˜es), e os valores F parciais.
O coeficiente discriminante (ou peso discriminante) e´ associado a cada uma das varia´veis
utilizadas no ca´lculo da func¸a˜o discriminante. Cada um desses pesos tem o seu sinal e sua
magnitude avaliados, sendo que na ana´lise quando o sinal e´ ignorado cada peso representa
a contribuic¸a˜o relativa da varia´vel para a func¸a˜o, ou seja, maiores pesos levam a maiores
contribuic¸o˜es no poder de discriminac¸a˜o da func¸a˜o. O sinal denota se a contribuic¸a˜o da varia´vel
e´ positiva ou e´ negativa. Um grande problema desse me´todo de ana´lise e´ o fato de que a
definic¸a˜o dos pesos e´ feito de forma subjetiva podendo causar problemas na interpretac¸a˜o dos
resultados.
A carga discriminante vem sendo mais utilizada por causa da deficieˆncia na definic¸a˜o e
utilizac¸a˜o dos pesos. Nesse me´todo e´ medido a correlac¸a˜o linear entre as varia´veis indepen-
dentes e a func¸a˜o discriminante, sendo que as cargas discriminantes refletem a variaˆncia que
as varia´veis independentes compartilham com a func¸a˜o discriminante. Essa medida avalia a
contribuic¸a˜o relativa de cada varia´vel independente com a func¸a˜o de discriminac¸a˜o. Esta me-
dida pode ser calculada para todas as varia´veis independente de sua utilizac¸a˜o ou na˜o na func¸a˜o
discriminante. Este me´todo e´ considerado mais va´lido do que a ana´lise de pesos na interpretac¸a˜o
do poder de discriminac¸a˜o de varia´veis independentes.
Duas abordagens computacionais podem ser utilizadas para derivar func¸o˜es discriminantes,
a abordagem passo a passo e a abordagem simultaˆnea. No passo a passo e´ possı´vel usar o
me´todo de denominado valores parciais de F para interpretar o poder de discriminac¸a˜o relativo
das varia´veis independentes. Esse me´todo avalia o tamanho absoluto dos valores significantes
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de cada func¸a˜o F e faz um ranking (posicionamento) do poder discriminato´rio de cada uma das
func¸o˜es F .
4.2.6 Sexto Esta´gio
Esse e´ o u´ltimo esta´gio do processo de ana´lise discriminante, onde os resultados sa˜o validados
de forma a garantir a validade interna (sob as amostras analisadas) e externa (sob um conjunto
generalizado de amostras). Uma das formas de validac¸a˜o externa e´ atrave´s da avaliac¸a˜o dos
ı´ndices de sucesso. A validac¸a˜o pode utilizar um conjunto de amostras de validac¸a˜o, que e´
a forma mais comum de validac¸a˜o e trabalha com observac¸o˜es que na˜o foram utilizadas para
derivar a func¸a˜o discriminante,ou pode utilizar um procedimento que processa repetidamente as
amostras estimadas, que utiliza diversos subconjuntos da amostra total para validar os resultados
e teˆm as func¸o˜es discriminantes calculadas para cada subconjunto de amostras.
4.3 Utilizac¸a˜o do LDF
Com base na metodologia apresentada, sua aplicac¸a˜o na resoluc¸a˜o de problemas de classificac¸a˜o
supervisionada pode ser realizada em dois passos: treinamento e classificac¸a˜o. Ambos os passos
sa˜o apresentados detalhadamente a seguir.
4.3.1 Processo de Treinamento
O processo de treinamento e´ baseado fortemente na obtenc¸a˜o da matriz de caracterı´sticas dos
elementos, que formam as classes e que sera˜o utilizados no treinamento e nos vetores de pe-
sos o´timo. A seguir sa˜o apresentadas as equac¸o˜es necessa´rias para a obtenc¸a˜o da matriz de
caracterı´sticas e dos vetores de pesos o´timo [56]. Para um conjunto K de classes relacionadas
ao problema de reconhecimento de padro˜es, cuja as caracterı´sticas sa˜o organizadas em vetores
com dimensa˜o M . Sendo denotadas pela Equac¸a˜o 4.2:
Xi = [xi,1xi,2 · · ·xi,Ni ]T (4.2)
a sequeˆncia de vetores de caracterı´sticas correspondem a uma determinada classe i, onde Xi e´
uma matriz Ni ×M , e Ni e´ um nu´mero de vetores de caracterı´sticas que pertencem a classe i.
Concatenando as matrizes Xi para todo o conjunto K de classes resulta-se na Equac¸a˜o 4.3:
X = [X1X2 · · ·XK ]T (4.3)
Considerando que yi seja um vetor de saı´da ideal e pertencente a classe i, que e´ uma coluna
do vetor constituı´da de zeros e uns, tal que: yi = [0N1 , 0N2 , · · · , 0Ni−1 , 1Ni , 0Ni+1 , · · · , 0NK ]. O
processo de treinamento consistira´ apenas no ca´lculo do vetor de peso o´timo denotado por wopti
que reduz a distaˆncia entre yi e uma combinac¸a˜o linear dos vetores de caracterı´sticas treinado
Xwi, tal que:
wopti = argwimin ‖ Xwi − yi ‖p (4.4)
A Equac¸a˜o 4.4 indica que o vetor de peso o´timo que poderia ser obtido por minimizac¸a˜o da
norma Lp do vetor de erro ei = Xwi − yi. A minimizac¸a˜o da func¸a˜o apresentada na Equac¸a˜o
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4.3 utilizando a norma L2 conduz a Equac¸a˜o 4.5:
wopti = (X
TX)−1XTyi (4.5)
Logo, na Equac¸a˜o 4.5 e´ apresentada uma equac¸a˜o simplificada para ser utilizada no treinamento,
isto com base nas caracterı´sticas intrı´nsecas dos objetos das diversas classes.
4.3.2 Classificador LDF
Apo´s o treinamento a utilizac¸a˜o do classificador LDF e´ simples. Considerando XC como um
vetor de caracterı´sticas que necessita ser classificado em um dos conjuntos de classes K, o
processo pode ser realizado com base na saı´da da avaliac¸a˜o do vetor de caracterı´sticas compa-





Logo, a classe da sequeˆncia XC e´ determinada pela selec¸a˜o da classe com a maior pontuac¸a˜o,
assim com apresentado na Equac¸a˜o 4.7:
c = argimax(si) (4.7)
34
Capı´tulo 5
Sistemas de Rastreamento Baseado em
PSO e LDF
Este capı´tulo apresenta a proposta de um sistema de rastreamento visual otimizado para aplica-
c¸o˜es com baixo custo computacional. Para este propo´sito, faz uso das estrate´gias do me´todo de
PSO em seu rastreamento, ale´m de contar com a func¸a˜o de custo sendo realizada pela te´cnica
LDF, que atrave´s de histograma RGB (Red, Green, Blue) de blocos (conjunto de pixels) definem
as classes objeto alvo e na˜o alvo do rastreamento. Inicialmente e´ apresentado o algoritmo
da proposta, em seguida e´ apresentada a divisa˜o dos quadros para inicializac¸a˜o do sistema,
a obtenc¸a˜o do fluxo o´ptico, para servir de entrada para o me´todo de PSO, a metodologia do
treinamento do LDF, para se utilizar como func¸a˜o de custo e, por fim, detalhar as contribuic¸o˜es
do trabalho proposto, que e´ a aplicac¸a˜o do LDF baseado em histogramas RGB para proporcionar
a func¸a˜o de custos para o rastreador visual implementado com o me´todo de PSO.
Em trabalhos anteriores [1], [2], [3] [4], a utilizac¸a˜o do PSO para o rastreamento visual
se demonstrou eficiente, chamando a atenc¸a˜o para este me´todo de otimizac¸a˜o. Devido as ca-
racterı´sticas de ra´pida convergeˆncia, baixo custo computacional, capacidade de tratar pequenas
ocluso˜es, movimentos arbitra´rios e movimentos abruptos.
A medida que foram aprofundados os conhecimentos na te´cnica do PSO foi identificada
que a precisa˜o do algoritmo se dava pela func¸a˜o de custo adotada pelo sistema. John, Trucco
e Ivekovic [4] apresenta um algoritmo hiera´rquico que utiliza o PSO para rastreamento base-
ado em movimentos do corpo humano, com func¸a˜o de custo baseada na func¸a˜o Somato´ria das
Diferenc¸as Quadra´ticas (Sum Squared Differences - SSD).
Ja´ Hsu e Dai [1] implementou o rastreamento baseado no PSO para mu´ltiplo alvos tambe´m
buscando a utilizac¸a˜o em aplicac¸a˜o de tempo real, em que foi utilizada a diferenc¸a entre his-
togramas em escalas de cinza para comparar cada partı´cula no espac¸o de busca com o objeto
alvo e mu´ltiplos enxames. Apesar do me´todo criado demonstrar boa eficieˆncia foi apresen-
tada a necessidade de maior precisa˜o nas buscas por caracterı´sticas dos alvos que esta˜o sendo
rastreados.
Zheng e Meng [3] tambe´m utiliza o me´todo de PSO para realizar o rastreamento, mas a
func¸a˜o de custo e´ baseada em histogramas acumulativos, pore´m antes de se obter o histogramas
e´ feita a transformac¸a˜o do espac¸o de cores RGB para HSV (Hue, Saturation, Value), a te´cnica
de mudanc¸a dos espac¸os de cores foi objetivando separar componentes esta´veis de ruidosos.
Buscando o aumento da precisa˜o do me´todo de PSO e´ que foi adotado neste trabalho um me-
canismo de classificac¸a˜o estatı´stico de baixo consumo de recursos computacionais, tal me´todo
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deveria possuir aprendizado supervisionado para aumentar o poder de classificac¸a˜o.
Logo, foram aplicados esforc¸os no desenvolvimento, em Matlab, do sistema de rastrea-
mento baseado no PSO e com func¸a˜o de custo do PSO baseada no LDF treinado, utilizando
histogramas RGB para identificar as classes, alvo ou na˜o alvo do rastreamento. A escolha pelo
histogramas RGB, ocorreu devido as caracterı´stica das cores em vı´deos serem marcantes, ale´m
de possibilitar maior conjunto de dados (caracterı´stica) para diferenciac¸a˜o das classes, alvo e
na˜o alvo, durante o processo de treinamento, uma vez que o desempenho da te´cnica LDF esta´
ligada diretamente a quantidade do conjunto de dados [52].
A pro´xima sec¸a˜o aborda em detalhes o algoritmo do sistema proposto atrave´s de um fluxo-
grama.
5.1 Algoritmo Proposto
A Figura 5.1 apresenta o algoritmo do sistema proposto atrave´s de um fluxograma.
O algoritmo do sistema proposto apresentado na Figura 5.1 e´ composto por uma fonte de
entrada, que sa˜o quadros de um vı´deo ou quadros obtidos em tempo real atrave´s de um equipa-
mento de captura, por exemplo, filmadora posicionada em uma base fixa, caˆmera de monitora-
mento ou webcam.
O sistema inicia com uma varia´vel booleana, chamada “Pronto para Rastrear”, que servira´
de flag para a preparac¸a˜o do ambiente e do momento de rastreamento do visual, configurada
com o valor falso. Pois, antes de iniciar o rastreamento se faz necessa´rio obter o alvo e treinar
a func¸a˜o de custo do rastreador desenvolvido. O sistema iniciara´ apo´s o segundo quadro cap-
turado, uma vez que para se obter o fluxo o´ptico que segmentara´ o objeto alvo sa˜o necessa´rios
pelo menos dois quadros.
No sistema proposto apo´s a “Captura do Quadro” tera´ um condicional que avaliara´ a
varia´vel booleana, apresentada anteriormente, chamada “Pronto para Rastrear”.
Caso a varia´vel “Pronto para Rastrear” esteja configurada com o valor falso, o sistema
passara´ para o processo de comparac¸a˜o do quadro atual com o quadro anterior para se estimar
movimento. Apo´s esta comparac¸a˜o pixel a pixel e´ feito o processo de obtenc¸a˜o do fluxo o´ptico e,
atrave´s deste fluxo o´ptico, e´ feita segmentac¸a˜o do objeto alvo para que o mesmo seja rastreado.
Esta segmentac¸a˜o e´ mantida em forma de ma´scara, com a regia˜o do quadro destacada atrave´s
de contornos. Caso na˜o seja alcanc¸ado o alvo neste quadro, o sistema retorna para captura do
vı´deo para que se possa analisar um novo quadro do vı´deo. Caso contra´rio, uma vez segmentado
o quadro, teˆm-se a localizac¸a˜o do alvo e do na˜o alvo, permitindo, assim, o treinamento da
func¸a˜o de custo do PSO. Atrave´s desta segmentac¸a˜o sa˜o distribuı´das as partı´culas do PSO no
quadro original sobre o alvo delimitado pela ma´scara, em seguida sa˜o distribuı´das o dobro das
partı´culas do PSO no quadro original, para treinar a func¸a˜o de custo do que na˜o e´ alvo. Em
seguida e´ realizado o treinamento da Func¸a˜o Discriminante Linear que em cada partı´cula alvo
ou na˜o alvo obtera´ um histograma RGB do bloco que servira´ como caracterı´sticas de entrada de
cada grupo. Uma vez treinado o sistema de rastreamento, ele devera´ ser capaz de classificar as
novas medidas de custo em um dos dois grupos, alvo ou na˜o alvo. Portando, e´ necessa´rio que a
varia´vel “Pronto para Rastrear” seja configurada com o valor verdadeiro e o sistema retorne
para captura de novos quadros.
Caso esta varia´vel esteja configurada com o valor verdadeiro, o sistema passara´ para o pro-
cesso de rastreamento visual com PSO. Em sua primeira iterac¸a˜o no quadro possui as velo-
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Figura 5.1: Fluxograma do Sistema Proposto.
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cidades aleato´rias baseada na posic¸a˜o obtida durante o treinamento ou herdam as velocidades
do rastreador visual da u´ltima iterac¸a˜o do quadro anterior, caso o processo de rastreamento
ja´ tenha iniciado com outro quadro anterior. As posic¸o˜es das partı´culas do PSO sa˜o as mes-
mas obtidas no processo de treinamento ou sa˜o as das partı´culas da u´ltima iterac¸a˜o do quadro
anterior, tambe´m, caso o processo de rastreamento ja´ tenha iniciado com outro quadro ante-
rior. Logo, com base nestas informac¸o˜es e´ calculada a posic¸a˜o do alvo na primeira iterac¸a˜o
do quadro. Nas demais iterac¸o˜es do quadro sera´ necessa´rio calcular a func¸a˜o de custo de cada
partı´cula, isto, atrave´s classificac¸a˜o do LDF que usa histograma RGB dos blocos. Isto, para que
seja possı´vel eleger a partı´cula com melhor posic¸a˜o global e a com a melhor posic¸a˜o local, que
permitira´ calcular a velocidade e realizar a atualizac¸a˜o da posic¸a˜o das partı´culas em direc¸a˜o ao
alvo, permitindo ao me´todo convergir. Ao final de cada quadro, sa˜o realizadas duas ac¸o˜es: a
limpeza da func¸a˜o de custo da melhor posic¸a˜o local e a avaliac¸a˜o do desempenho da func¸a˜o de
custo da melhor posic¸a˜o global, que devera´ estar sobre o alvo. Caso o valor avaliado esteja em
um limite aceita´vel, apesar de poder estar pro´ximo do insatisfato´rio, e´ realizada uma estrate´gia
de recuperac¸a˜o do rastreamento. Tal estrate´gia realiza a redistribuic¸a˜o das partı´culas ao redor
partı´cula com a melhor posic¸a˜o global. Apo´s o uso desta estrate´gia a varia´vel “Pronto para
Rastrear” sera´ configurada com o valor verdadeiro. Caso o valor avaliado seja bom, a varia´vel
“Pronto para Rastrear” sera´ configurada com o valor verdadeiro. Caso o valor avaliado seja
inaceita´vel a varia´vel “Pronto para Rastrear” sera´ configurada com o valor falso, obrigando
o sistema a fazer uma nova obtenc¸a˜o do alvo e realizar um novo treinamento. Em seguida, o
sistema retorna para captura de novos quadros.
Enquanto houver quadros de entrada para o sistema ler, o sistema ficara´ realizando o rastre-
amento visual.
A pro´xima sec¸a˜o apresenta em detalhes como funciona a divisa˜o dos quadros que alimentam
o sistema, tais quadro podem servir para obtenc¸a˜o do alvo/treinamento ou para o rastreamento
visual.
5.2 Divisa˜o dos Quadros de Treinamento com os de Rastrea-
mento
Todas as tarefas do sistema proposto sa˜o baseadas essencialmente nos quadros de entrada, seja
de um vı´deo gravado ou obtidos em tempo real atrave´s de qualquer equipamento de captura.
Inicialmente, os quadros seguem um dentre dois caminhos, ou ele sera´ utilizado no rastrea-
mento visual atrave´s do me´todo de PSO, ou ele sera´ utilizado na estimac¸a˜o de movimentos
para obtenc¸a˜o do alvo e treinamento da func¸a˜o de custo. A Figura 5.2 apresenta o esquema de
utilizac¸a˜o dos quadros que va˜o alimentar o sistema proposto.
Como os processos de estimac¸a˜o de movimento e obtenc¸a˜o do fluxo o´ptico apresentam alto
custo computacional, o objetivo do sistema proposto e´ o de reduzir ao ma´ximo estas tarefas
utilizando apenas quando for essencial, ou seja, quando o algoritmo de rastreamento baseado
no PSO na˜o conseguir mais rastrear o objeto alvo ou no inı´cio para a identificac¸a˜o do objeto
alvo.
Logo, assim como apresentado na Figura 5.2 o conjunto de M quadros, que sera˜o utilizados
para o a obtenc¸a˜o do objeto alvo e treinamento do rastreamento, caso haja um alvo para ser
rastreado desde o inı´cio da captura dos quadros sera˜o necessa´rios apenas dois quadros nesta
etapa, caso contra´rio o sistema ficara´ a espera de um alvo lendo M quadros capturados ate´ que
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Figura 5.2: Esquema de utilizac¸a˜o dos quadros de entrada do sistema proposto, onde uma
sequeˆncia de imagens sa˜o divididas em M quadros e N quadros, onde M < N e M servira´ de
entrada para o processo de estimac¸a˜o de movimentos e N servira´ de entrada para o processo de
rastreamento.
surja um objeto alvo. Um vez que exista um objeto alvo para ser rastreado os N quadros sera˜o
utilizados nesta tarefa. Apo´s um perı´odo, caso o rastreado na˜o consiga mais rastrear o objeto
alvo ou apo´s um determinado tempo escolhido, o conjunto de quadros M permitira´ reencontrar
o alvo e realizar um novo treinamento. Em um ambiente que constantemente existe um alvo,
espera-se que o conjunto de quadrosM seja bem inferior ao conjunto de quadrosN , garantindo,
assim, a reduc¸a˜o de custo computacional de forma elevada, para o proposito de rastreamento.
Na pro´xima sec¸a˜o sa˜o abordados alguns conceitos utilizados para obtenc¸a˜o do objeto alvo,
que posteriormente sera´ rastreado. Tais conceitos envolvem estimac¸a˜o de movimento e fluxo
o´ptico.
5.3 Estimac¸a˜o de Movimento e Fluxo O´ptico
A segmentac¸a˜o de movimentos em vı´deo digital esta´ basicamente relacionada com a extrac¸a˜o
de movimentos em vı´deos, em que, ale´m de permitir a identificac¸a˜o de movimentos, permite a
modelagem de mudanc¸as ocorridas em regio˜es da imagem [57].
O uso do movimento na segmentac¸a˜o consiste na ana´lise de dois quadros obtida no momento
ti e tj (j < i). Assim como e´ apresentado na Figura 5.3, pore´m identificados como quadro de
refereˆncia e quadro atual, respectivamente.
Com base na Figura 5.3 uma determinada regia˜o no quadro atual , conhecida como ma-
crobloco atual e´ selecionada. Este bloco e´ comparado (pixel a pixel) com blocos do mesmo
tamanho no quadro de refereˆncia dentro de uma janela de busca. O bloco mais similar no qua-
dro de refereˆncia e´ conhecido como predito e a diferenc¸a entre as posic¸o˜es do bloco predito e
original e´ o vetor de movimento. Se o vetor de movimento e´ associado ao bloco original in-
teiro enta˜o pode-se dizer que a estimac¸a˜o de movimento foi feita bloco a bloco, por outro lado
se o vetor de movimento e´ associado somente ao pixel central do bloco enta˜o a estimac¸a˜o de
movimento esta´ sendo realizada no nı´vel de pixels [6].
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Figura 5.3: Ilustrac¸a˜o do processo de estimac¸a˜o de movimentos, onde sa˜o apresentados dois
quadros um de refereˆncia e outro que e´ o quadro atual, que tera´ seu macro bloco comparado
com uma a´rea de busca do quadro de refereˆncia e com base no local com de maior similaridade
e´ registrada a diferenc¸a entre eles [6].
Geralmente, os movimentos de um quadro a outro sa˜o muito pequenos em um sinal de vı´deo
que possui entre 25 a 30 quadros por segundo, logo a ana´lise deve ser sensı´vel para capturar os
movimentos, pore´m resistente o bastante para ignorar os ruı´dos.
Fluxo O´ptico, no entanto, e´ a distribuic¸a˜o bidimensional da velocidade aparente do mo-
vimento dos padro˜es de intensidade, relacionados a objetos, superfı´cie e regio˜es, no plano da
imagem [58]. Geralmente, o resultado do campo de visa˜o do fluxo o´ptico e´ apresentado em
uma malha com trac¸os que representam a velocidade, chamado de “diagrama de agulhas” ou
needle map na lı´ngua inglesa. Um fluxo o´ptico completo pode ser visto como os vetores de
movimentos obtidos de uma estimac¸a˜o de movimento pixel a pixel.
Segundo trabalhos anteriores [59], o fluxo o´ptico pode ser importante para a realizac¸a˜o das
seguintes atividades: interpretac¸a˜o de cena, navegac¸a˜o explorato´ria, acompanhamento de obje-
tos, avaliac¸a˜o de tempo para colisa˜o, segmentac¸a˜o de objetos, codificac¸a˜o de vı´deo, visa˜o de
roboˆs, entre outras. Neste trabalho, o fluxo o´ptico obtido mediante uma estimac¸a˜o de movi-
mento sera´ utilizado para segmentar as regio˜es com mais movimento dentro de uma sinal de
vı´deo. Ja´ que numa cena de um ambiente monitorado, as regio˜es de maior movimento repre-
sentam os objetos de maior interesse.
A Figura 5.6 apresenta a diferenc¸a entre os quadros apresentados na Figura 5.4 e na Figura
5.5, em que a regia˜o cinza representa a diferenc¸a sendo zero, a regia˜o mais clara representa
a diferenc¸a sendo positiva e a regia˜o mais escura representa a diferenc¸a sendo negativa. Ja´ a
Figura 5.7 apresenta o fluxo o´ptico por blocos obtido dos mesmos quadros. Pode-se observar
que as regio˜es com maior magnitude dos vetores de movimento, sa˜o justamente os lugares onde
a diferenc¸a entre os quadros tambe´m sa˜o maiores.
Na pro´xima sec¸a˜o sa˜o apresentados os detalhes para obtenc¸a˜o do objeto alvo, que posterior-
mente sera´ rastreado. Para obtenc¸a˜o do objeto alvo e´ realizada a estimac¸a˜o de movimentos, que
oferecera˜o os vetores de movimento utilizados pelo fluxo o´ptico para se obter a segmentac¸a˜o da
regia˜o do objeto alvo.
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Figura 5.4: Quadro 1 do exemplo para demostrac¸a˜o do processo de estimac¸a˜o de movimento
[6].
Figura 5.5: Quadro 2 do exemplo para demostrac¸a˜o do processo de estimac¸a˜o de movimento
[6].
5.4 Detecc¸a˜o do Objeto Alvo
A detecc¸a˜o do objeto alvo atrave´s de estimac¸a˜o de movimentos e´ um processo muito comum
na a´rea de visa˜o computacional. Ha´ diversos algoritmos que podem ser utilizados para a tarefa
de se obter a estimac¸a˜o de movimento e o fluxo o´ptico, no entanto foi utilizado um algoritmo
muito comum que e´ o de Horn-Schunck [58]. Durante o processo foi identificado que quadros
que apresentavam muitos ruı´dos, na ma´scara gerada a partir do fluxo o´ptico, deveriam receber
um tratamento para para otimizar a identificac¸a˜o do alvo. O tratamento consistia no processo
de realizar erosa˜o e dilatac¸a˜o da ma´scara obtida.
A Figura 5.8 apresenta a ma´scara baseada em quadros aleato´rios do Video1.avi.
Na pro´xima sec¸a˜o e´ apresentada a metodologia adotada no treinamento da func¸a˜o de custo
que permitira´ ao rastreador baseado no PSO maior precisa˜o em seu funcionamento.
5.5 Treinamento da Func¸a˜o de Custo
Ao optar por uma aplicac¸a˜o baseada em classificac¸a˜o supervisionada, o treinamento e´ uma fase
muito sensı´vel e importante no processo, pois ele e´ que ira´ fornecer a capacidade do sistema em
identificar a qual grupo pertence determinado elemento.
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Figura 5.6: Resultado da diferenc¸a dos quadros 1 e 2 do exemplo para demostrac¸a˜o do processo
de estimac¸a˜o de movimento [6].
Figura 5.7: Fluxo O´ptico obtido com base na diferenc¸a dos quadros 1 e 2 [6].
No sistema proposto foi adotada a te´cnica LDF, que possui como entrada diversas carac-
terı´sticas dos grupos que sera˜o classificados. No sistema proposto havera´ apenas duas classes,
a alvo e a na˜o alvo e os elementos que servira˜o de entrada sera˜o escolhidos aleatoriamente com
base em partı´culas (pixels) dentro na a´rea segmentada na ma´scara, pore´m aplicadas no qua-
dro, e com partı´culas (pixels) fora da a´rea segmentada na ma´scara, pore´m aplicadas no quadro,
tambe´m.
As caracterı´sticas escolhidas para representar as classes alvo e na˜o alvo foram histogra-
mas RGB de blocos de tamanhos variados (8 × 8 pixels e 16 × 16 pixels) ao redor de cada
partı´cula, que possuı´am 256 valores para cada canal do histograma, gerando como entrada 768
caracterı´sticas para cada partı´cula representando um elemento de uma das classes. O tamanho
do conjunto de partı´culas para o treinamento foi variado, pore´m e´ baseado nos valores apon-
tados antes de iniciar o sistema de rastreamento baseado no PSO que sera´ identificado como
n × 3. Logo, a quantidade de partı´culas para identificar o grupo de alvos foi n e a quantidade
de partı´culas para identificar o grupo de na˜o alvos foi de n× 2.
Antes de iniciar o treinamento o sistema obte´m um histograma de cada canal do bloco ao
redor da partı´cula, tanto da classe alvo, como da classe na˜o alvo, formando, assim, o vetor de
caracterı´sticas de cada partı´cula, sendo acrescentado apenas os valores ‘1’ no inı´cio do vetor de
caracterı´sticas e a me´dia de todas as caracterı´sticas ao final do vetor de caracterı´sticas. Apo´s
esta atividade em todas as partı´culas, e´ obtida a matriz de caracterı´sticas de todos os elementos
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Figura 5.8: Exemplo de ma´scara baseada em quadros aleato´rios do Video1.avi.
do treinamento. Ale´m desta matriz e´ necessa´rio obter o vetor de saı´da ideal, que para todas as
n partı´culas da classe alvo foi inserido ‘0’ e para todas as n× 2 partı´culas da classe na˜o alvo foi
inserido o valor ‘1’. A Figura 5.9 apresenta um exemplo do vetor de caracterı´sticas de entrada
que exemplifica as entradas alvo e na˜o alvo.
Figura 5.9: Exemplo do vetor de caracterı´sticas de entradas, classe alvo e na˜o alvo, onde a
primeira linha apresenta o vetor de caracterı´sticas do objeto alvo e a segunda linha apresenta o
vetor de caracterı´sticas da regia˜o na˜o alvo, extraı´das de histogramas de cada canal a partir da
coluna 2, indo ate´ a coluna 769, a coluna um apresenta um valor padra˜o 1 para todas as linha e
a coluna 770 possui a me´dia das posic¸o˜es anteriores.
A Figura 5.10 apresenta o histograma de todos os canais das entradas alvo e na˜o alvo do
treinamento da func¸a˜o de custo.
Com base, nestas duas entradas, a matriz de caracterı´sticas e o vetor de saı´da ideal de todos
os elementos do treinamento, utilizando a Equac¸a˜o 4.5, sa˜o obtidos os ca´lculos do vetor de peso
o´timo, que, assim como apresentado anteriormente, minimiza a distaˆncia entre o vetor de saı´da
ideal e a combinac¸a˜o linear dos vetores de caracterı´sticas. Logo, como resultado do processo,
havera´ dois vetores de pesos com 770 valores que permitira˜o a classificac¸a˜o, de alvo ou na˜o
alvo, de uma nova partı´cula apresentada ao rastreador.
Na pro´xima sec¸a˜o e´ apresentado o rastreador baseado no PSO, com a classificac¸a˜o da func¸a˜o
de custo baseado no LDF treinado que usa como caracterı´sticas histogramas RGB baseados em
blocos.
5.6 PSO + LDF + Histograma RGB
O rastreamento utilizando o me´todo de PSO na˜o e´ novidade, outros trabalhos abordam a uti-
lizac¸a˜o do PSO, assim como apresentado anteriormente. Pore´m, a principal contribuic¸a˜o desta
pesquisa e´ a utilizac¸a˜o do me´todo de PSO com func¸o˜es de custo baseada em uma te´cnica de
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Figura 5.10: Exemplo do vetor de caracterı´sticas de entradas, classe alvo e na˜o alvo, onde no
eixo x (abcissa) e´ apresentada a frequeˆncia que e´ o valor que sera´ armazenado em cada posic¸a˜o
do vetor identificado pelo eixo y (afastamento), que vai representar cada elemento de cada canal
de cor e no eixo z (cota) e´ representada cada entrada da classe alvo, de 0 a 200, e da classe na˜o
alvo, de 200 a 600, neste exemplo.
classificac¸a˜o supervisionada, LDF, utilizando histogramas RGB de blocos do quadro para ca-
racterizar o alvo. A seguir e´ apresentada a visa˜o geral do algoritmo de rastreamento proposto.
Apo´s o treinamento, o rastreador proposto (PSO + LDF + Histograma RGB) necessitara´
de um novo quadro para executar a sua primeira iterac¸a˜o, todas as posic¸o˜es das partı´culas que
estavam sobre o alvo e a func¸a˜o de custo treinada. Em seguida e´ obtida a func¸a˜o de custo de
todas as partı´culas do PSO no quadro atual, neste processo sa˜o necessa´rias 770 caracterı´sticas
de entrada, obtidas atrave´s de histogramas RGB do bloco onde se encontra a partı´cula e a me´dia
de todas as caracterı´sticas, este vetor de caracterı´sticas da partı´cula deve ser multiplicado com o
vetor de peso o´timo da classe alvo, obtendo, assim, um valor. Na func¸a˜o de custo quanto mais
pro´ximo o valor estiver de ‘1’ mais pro´ximo ele estara´ do alvo.
Em posse da func¸a˜o de custo de todas as partı´culas do enxame, e´ necessa´ria a comparac¸a˜o
entre elas, a partı´cula que possuir o melhor valor na func¸a˜o custo, baseada na aproximac¸a˜o ao
valor ‘1’ , sera´ eleita a melhor posic¸a˜o global, necessitando informar para todas as partı´culas
a sua func¸a˜o de custo e sua posic¸a˜o atual. Neste primeiro momento a melhor posic¸a˜o local
de cada partı´cula sera´ obtida pela posic¸a˜o anterior da partı´cula, que e´ gerada pela distribuic¸a˜o
aleato´ria da partı´cula no momento do treinamento.
A pro´xima posic¸a˜o da partı´cula xk+1 e´ obtida com base na posic¸a˜o atual da partı´cula calcu-
lada com a velocidade aleato´ria, tal atualizac¸a˜o da posic¸a˜o e´ baseada na Equac¸a˜o 3.8. Ao final
da iterac¸a˜o a velocidade e´ atualizada com base na melhor posic¸a˜o local, melhor posic¸a˜o global
e na velocidade anterior, tal atualizac¸a˜o e´ baseada na Equac¸a˜o 3.9.
No inicio de cada nova iterac¸a˜o e´ necessa´rio o tratamento de borda, que reposicionam as
partı´culas horizontalmente e/ou verticalmente dentro do limite, para evitar que as partı´culas
extrapolem os limites do quadro ou na˜o consigam obter o tamanho de bloco adequado para
calcular a func¸a˜o de custo. Posteriormente, deve-se calcular a func¸a˜o de custo de todas as
partı´culas, utilizando o mesmo me´todo apresentado anteriormente.
A melhor posic¸a˜o local de cada partı´cula sera´ obtida pela comparac¸a˜o do valor da func¸a˜o
de custo da partı´cula atual com o valor da func¸a˜o de custo da melhor posic¸a˜o local na iterac¸a˜o
44
anterior multiplicado com um valor X . X e´ maior do que 0 e menor do que 1 e assume a tarefa
possibilitar a atualizac¸a˜o da melhor posic¸a˜o local quando uma partı´cula atual possui o mesmo
valor de custo da melhor posic¸a˜o local na iterac¸a˜o anterior. Apo´s a comparac¸a˜o, se o valor da
func¸a˜o de custo da posic¸a˜o atual for superior a melhor posic¸a˜o local, a melhor posic¸a˜o local
recebera´ os valores desta partı´cula, posic¸a˜o e valor da func¸a˜o de custo.
Em seguida e´ verificado o maior valor obtido na func¸a˜o de custo dentre todas as partı´culas
da iterac¸a˜o, a posic¸a˜o e o valor da func¸a˜o de custo da partı´cula que obteve maior func¸a˜o de custo
na iterac¸a˜o sa˜o copiados para melhor posic¸a˜o global. A pro´xima posic¸a˜o da partı´cula xk+1 e´
calculada com base na Equac¸a˜o 3.8, utilizando a posic¸a˜o atual e a velocidade calculada na
iterac¸a˜o anterior. Apo´s realizar a atualizac¸a˜o da posic¸a˜o de todas as partı´culas deve-se atualizar
a velocidade. A velocidade e´ calculada utilizando a melhor posic¸a˜o local, melhor posic¸a˜o global
e na velocidade anterior, tal atualizac¸a˜o e´ baseada na Equac¸a˜o 3.9.
Ao final da u´ltima iterac¸a˜o no quadro, deve-se realizar a “limpeza” no valor da func¸a˜o
de custo da melhor posic¸a˜o local de todas as partı´culas, atualizando-a com o valor ‘0’, tal
“limpeza” busca garantir a atualizac¸a˜o da mesma na primeira iterac¸a˜o no novo quadro, que
possivelmente teve o alvo deslocado.
Em seguida e´ necessa´ria a avaliac¸a˜o do desempenho do valor da func¸a˜o de custo da me-
lhor posic¸a˜o global, que devera´ estar sobre o alvo. Caso o valor avaliado esteja em um limite
aceita´vel, sera´ realizada uma estrate´gia de recuperac¸a˜o do rastreamento do alvo, evitando que
o enxame de partı´culas perca o alvo, e, em seguida, e´ feita a leitura do pro´ximo quadro. A
estrate´gia de recuperac¸a˜o do rastreamento do alvo consiste na redistribuic¸a˜o das partı´culas ao
redor partı´cula com a melhor posic¸a˜o global. Caso a avaliac¸a˜o seja boa, perante o patamar esta-
belecido e´ lido um novo quadro reiniciando todo o processo. Caso contra´rio e´ iniciado um novo
processo de detecc¸a˜o do alvo e um novo treinamento.
No pro´ximo capı´tulo sa˜o apresentados os resultados obtido com o algoritmo de rastreamento
proposto, onde sera˜o demostradas as configurac¸o˜es utilizadas nos testes, os resultados dos ras-




Neste capı´tulo sa˜o apresentados detalhes dos testes realizados no sistema de rastreamento pro-
posto. Inicialmente, sa˜o identificados e apresentados todos os paraˆmetros utilizados nos testes
de rastreamento, em seguida, sa˜o abordados os resultados obtidos com a execuc¸a˜o dos testes,
sa˜o avaliados o desempenho e a complexidade do algoritmo proposto em relac¸a˜o a te´cnica tra-
dicional de estimac¸a˜o de movimento por correspondeˆncia de janela. E´ abordado o teste com
algoritmo proposto de forma completa e, por fim, sa˜o realizados testes do algoritmo proposto
com adaptac¸o˜es para tratar ocluso˜es.
O ambiente de testes contou com a utilizac¸a˜o de computadores pessoais baseados na arqui-
tetura de processamento Intel, com os modelos Core i5 1 e Core 2 Duo 2, tendo cerca de 4 Ghz
de memo´ria de acesso aleato´rio (RAM). Os vı´deos foram capturados atrave´s de uma caˆmera de
uso dome´stico que possui a resoluc¸a˜o equivalente a 640× 480 pixels.
Assim como apresentado no capı´tulo anterior, foi desenvolvido um algoritmo que imple-
menta o me´todo de PSO para executar o rastreamento visual dos objetos alvos (os indivı´duos
em movimento), juntamente com func¸o˜es de custo para classificar com precisa˜o de tal objeto,
utilizando o classificador LDF com caracterı´sticas baseadas em blocos de histogramas RGB.
Foi utilizado um conjunto de testes para analisar a eficieˆncia do algoritmo proposto na
execuc¸a˜o dos processos de rastreamento de indivı´duos em movimento e de identificac¸a˜o dos
paraˆmetro que melhores se adequam ao me´todo de PSO. Tambe´m foram utilizadas duas sequeˆn-
cias de imagens com ocluso˜es sobre o alvo, tendo como principal objetivo testar o algoritmo
em situac¸o˜es adversas.
A Tabela 6.1 apresenta as principais propriedades dos vı´deos, dentre elas, o nome do vı´deo,
a quantidade total de quadros, o tempo de durac¸a˜o em segundos e a quantidade de quadros por
segundo (FPS - Frames Per Seconds). A lista abaixo apresenta as caracterı´sticas do conteu´do
de cada um dos vı´deos quanto as cores, o fundo (background) e a distaˆncia do equipamento de
captura para o alvo:
• O Video1.avi apresenta uma pessoa em movimento em uma sala, pro´xima ao equipamento
de captura, onde a pessoa realiza movimentos abruptos com o corpo inteiro. Ao pular,
e com um membro do corpo, ao mexer o brac¸o rapidamente por um intervalo de tempo
relativamente alto, as cores das vestimentas sa˜o parcialmente diferenciadas do fundo. A




• O Video2.avi apresenta uma pessoa em movimento em uma sala, onde a pessoa realiza
movimentos comuns de deslocamento em um u´nico sentido. Nesse vı´deo as cores das
vestimentas sa˜o parcialmente diferenciadas do fundo. A Figura 6.1 (b) apresenta um
quadro que tipifica o Video2.avi.
• O Video3.avi apresenta uma pessoa em movimento em um ambiente aberto de uma
edificac¸a˜o, onde a pessoa realiza movimentos comuns de deslocamento em um u´nico
sentido. As cores das vestimentas sa˜o diferenciadas do fundo, nos pontos com o contato
direto. A Figura 6.1 (c) apresenta um quadro que tipifica o Video3.avi.
• O Video4.avi apresenta uma pessoa em movimento em um ambiente aberto de uma
edificac¸a˜o, nesse momento a pessoa realiza movimentos comuns de deslocamento em
um u´nico sentido. As cores das vestimentas tambe´m sa˜o diferenciadas do fundo, isto e´,
exitem pontos com o contato direto entre o indivı´duo e o fundo. A Figura 6.1 (d) apresenta
um quadro que tipifica o Video4.avi.
• O Video5.avi apresenta uma pessoa em movimento em uma ambiente de fora de uma
edificac¸a˜o, onde a pessoa realiza movimentos comuns de deslocamento em um u´nico
sentido. Nesse vı´dos as cores das vestimentas sa˜o parcialmente diferenciadas do fundo,
onde a pessoa passa por traz de uma pilastra e postes, a pilastra gera um oclusa˜o completa
da pessoa e os postes geram ocluso˜es parciais. A Figura 6.1 (e) apresenta um quadro que
tipifica o Video5.avi.
• O Video6.avi apresenta uma pessoa em movimento em uma sala, onde a pessoa realiza
movimentos comuns de deslocamento em um u´nico sentido, as cores das vestimentas sa˜o
parcialmente diferenciadas do fundo. Pro´ximo ao final do vı´deo a pessoa passa por traz
de uma televisa˜o, gerando uma oclusa˜o completa da pessoa. A Figura 6.1 (f) apresenta
um quadro que tipifica o Video6.avi.
Tabela 6.1: Caracterı´sticas dos vı´deos utilizados para os testes.
Nome Nu´mero de Quadros Tempo (em segundos) FPS Resoluc¸a˜o
Video1.avi 330 11 30 640× 480
Video2.avi 240 8 30 640× 480
Video3.avi 180 6 30 640× 480
Video4.avi 120 4 30 640× 480
Video5.avi 360 12 30 640× 480
Video6.avi 390 13 30 640× 480
6.1 Configurac¸o˜es dos Testes
Os vı´deos utilizados, com excec¸a˜o ao primeiro vı´deo, obtido em [60], foram gravados em um
ambiente controlado, buscando simular as caracterı´sticas desejadas em relac¸a˜o ao ambiente, a
resoluc¸a˜o, a qualidade e o tempo. Conforme mencionado anteriormente, todos os vı´deos pos-
suem resoluc¸a˜o 640×480 pixels, gravados em uma base fixas (sem movimentos no equipamento
de captura), com um u´nico alvo, e em ambientes abertos e fechado de edificac¸o˜es.
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(a) Vı´deo1.avi (b) Vı´deo2.avi
(c) Vı´deo3.avi (d) Vı´deo4.avi
(e) Vı´deo5.avi (f) Vı´deo6.avi
Figura 6.1: Quadros que tipificam os vı´deos utilizados os testes.
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Os vı´deos apresentam diferenc¸as nas cores do alvo, no tamanho do alvo, e na quantidade de
quadros, sendo que esta u´ltima caracterı´stica auxilia na identificac¸a˜o da persisteˆncia do me´todo
de rastreamento. A quantidade dos quadros utilizados na˜o foi superior devido a necessidade de
se realizar uma verificac¸a˜o perio´dica para identificar se na˜o ha´ um novo objeto no ambiente do
vı´deo.
Para se obter a ma´scara que segmenta o objeto alvo foi implementada uma ferramenta para
capturar os quadros do vı´deo, transforma´-los em escala de cinza, compara´-los sequencialmente
e atrave´s do fluxo o´ptico, criar a ma´scara do quadro em formato bina´rio. Para a obtenc¸a˜o do
fluxo o´ptico foi utilizado o algoritmo de Horn-Schunck [58] com os seguintes paraˆmetros:
• Velocidades iniciais desativadas.
• Peso de suavidade com o valor 3 · 10−5.
Foram testados os paraˆmetros listados abaixo com o objetivo de se identificar uma configura-
c¸a˜o que executasse o algoritmo de rastreamento de uma forma que se consumisse o mı´nimo de
recurso computacional. Ou seja, os testes forma realizados de forma a executar o rastreamento
sem onerar de forma agravante o desempenho do equipamento onde o algoritmo sera´ executado.
Portanto, os paraˆmetros testados foram:
• Quantidade de Partı´culas do PSO: n, sendo que o valor de n variou entre 100 e 200
partı´culas. Valor equivalente ao utilizado para o treinamento.
• Nu´mero de Iterac¸o˜es do PSO: n iter, com valores que variaram entre 4 e 12.
• Blocos: testados com 8× 8 pı´xels e 16× 16 pı´xels para calcular histogramas RGB.
• Quantidade de Partı´culas para o Treinamento: n × 3, onde 2n partı´culas sa˜o colocadas
em posic¸o˜es fora do alvo.
Na execuc¸a˜o do algoritmo de rastreamento proposto neste trabalho os paraˆmetros fixados
em todos os testes foram:
• Grau de confianc¸a em si, ou seja, na partı´cula melhor local, representado por c1: 2.05, c1
e´ apresentado na Equac¸a˜o 3.9.
• Grau de confianc¸a no enxame, ou seja, na partı´cula melhor global, representado por c2:
2.05, c2 e´ apresentado na Equac¸a˜o 3.9.
O algoritmo proposto e´ heurı´stico e possui algumas varia´veis, velocidades e distribuic¸a˜o das
partı´culas, iniciadas de forma aleato´ria. Logo, se o algoritmo for executado inu´meras vezes ele
pode apresentar resultados diferentes como resultado de cada uma dessas execuc¸o˜es. Nos testes
foi levado em considerac¸a˜o a primeira execuc¸a˜o com cada conjunto de paraˆmetros.
Os quadros que apresentam o alvo para rastreamento sa˜o os que apresentaram menor quan-
tidade de ruı´dos nas ma´scaras, por na˜o ser o foco da proposta do trabalho eles na˜o foram abor-
dados em detalhes, apesar de ter sido realizada uma estrate´gia de reduc¸a˜o de ruı´do. A Tabela
6.2 identifica o primeiro quadro que e´ a posic¸a˜o de onde o rastreamento sera´ inicializado para
cada um dos vı´deos nos testes do sistema de rastreamento proposto.
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6.2 Resultados dos Testes com Sistema de Rastreamento
Os testes para cada vı´deo sa˜o apresentados em duas etapas. Na primeira etapa sa˜o testadas treˆs
classes de paraˆmetros baseadas na quantidade de partı´culas (100, 150 e 200), sendo que em cada
classe o nu´mero de iterac¸o˜es possui os valores 4, 8 e 12 e os blocos possuem as dimenso˜es de
8× 8. Ja´ na segunda etapa e´ avaliado o resultado da ampliac¸a˜o do tamanho do bloco que neste
caso foi redimensionado para 16 × 16. A Tabela 6.3 apresenta as relac¸o˜es de paraˆmetros dos
testes realizados.
Tabela 6.3: Identificac¸a˜o das relac¸o˜es de paraˆmetro dos testes.
Quantidade de Partı´cula Quantidade de Iterac¸o˜es
Classe 1: 100 Partı´culas (a): 4 iterac¸o˜es
(b): 8 iterac¸o˜es
(c): 12 iterac¸o˜es
Classe 2: 150 Partı´culas (a): 4 iterac¸o˜es
(b): 8 iterac¸o˜es
(c): 12 iterac¸o˜es
Classe 3: 200 Partı´culas (a): 4 iterac¸o˜es
(b): 8 iterac¸o˜es
(c): 12 iterac¸o˜es
Portanto, para cada um dos vı´deos foram executados 18 testes, sendo 9 para cada tamanho
de bloco diferentes. Todas as tabelas relacionadas aos resultados dos testes para identificac¸a˜o do
conjunto de paraˆmetros que melhor se adequam ao sistema de rastreamento proposto sa˜o apre-
sentadas no Apeˆndice A e foram organizadas por vı´deo. Estas tabelas apresentam o tempo (em
segundos) que levou a execuc¸a˜o do rastreamento, o nu´mero de quadros rastreados e se houve
perca parcial ou total do alvo, ou na˜o. Ao todo foram realizados 108 testes de rastreamento com
o sistema proposto.
As Figuras 6.2, 6.3, 6.4, 6.5, 6.6 e 6.7 apresentam as partı´culas sobre o alvo na melhor
relac¸a˜o de paraˆmetros com os blocos da func¸a˜o de custo de 16× 16 no Video1.avi, Video2.avi,
Video3.avi, Video4.avi, Video5.avi e Video6.avi, respectivamente.
Atrave´s da ana´lise das tabelas apresentadas no Apeˆndice A foi possı´vel gerar os gra´ficos,
que sintetizam os resultados, apresentados a seguir. A Figura 6.8 apresenta a porcentagem de
sucesso, rastreamento sem perca do alvo, em cada tamanho de bloco.
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Figura 6.2: Quadros do rastreamento realizado no Video1.avi utilizando bloco 16× 16.
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Figura 6.3: Quadros do rastreamento realizado no Video2.avi utilizando bloco 16× 16.
52
Figura 6.4: Quadros do rastreamento realizado no Video3.avi utilizando bloco 16× 16.
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Figura 6.5: Quadros do rastreamento realizado no Video4.avi utilizando bloco 16× 16.
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Figura 6.6: Quadros do rastreamento realizado no Video5.avi utilizando bloco 16× 16.
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Figura 6.7: Quadros do rastreamento realizado no Video6.avi utilizando bloco 16× 16.
Figura 6.8: Porcentagem de sucesso no rastreamento em blocos 8× 8 e 16× 16.
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Dos 108 testes realizados 73 obtiveram sucesso, ou seja, rastreamento sem perca do alvo,
sendo que 56% possuı´am blocos de 16× 16 e 44% blocos de 8× 8. A Figura 6.9 apresenta os
gra´ficos de desempenho de tempo em CPU das relac¸o˜es que obtiveram sucesso no rastreamento
utilizando blocos 8× 8 e 16× 16.
Apo´s a ana´lise dos resultados apresentados na Figura 6.9, pode-se inferir que, generica-
mente, ou seja, independentemente do vı´deo, o uso do bloco de 16× 16 para a func¸a˜o de custo
oferece maior estabilidade ao algoritmo como um todo. A queda de desempenho em termos de
tempo, devido a` adoc¸a˜o de blocos 16 × 16 e´ baixo, pois, na maioria das vezes na˜o supera 1%,
do tempo total.
A Figura 6.10 apresenta um gra´fico com porcentagem de rastreamento com sucesso no bloco
16 × 16 distribuı´do por nu´mero de partı´culas. Assim e´ possı´vel identificar qual o nu´mero de
partı´culas que apresentaram melhores resultados durante o rastreamento utilizando bloco de
16× 16 no me´todo de PSO.
Com base no gra´fico apresentado na Figura 6.10, e´ possı´vel inferir que o nu´mero de partı´culas
que ofereceu maior estabilidade durante o rastreamento proposto utilizando o bloco 16×16, foi
a classe que possuı´a 150 partı´culas, por ter obtido 37% dos rastreamentos com sucesso, seguido
pela classe que possuı´a 100 partı´culas, por ter obtido 34% dos rastreamentos com sucesso.
Quando analisados os tempos consumidos na CPU, apresentados nas tabelas no Apeˆndice
A, por cada classe com nu´mero de partı´culas diferentes durante o rastreamento com o sistema
proposto, e´ possı´vel identificar que o acre´scimo de 50 partı´culas aumentam o tempo de ras-
treamento em cerca de 10% a 30%, independentemente do nu´mero de iterac¸o˜es. Portanto, a
utilizac¸a˜o do nu´mero de partı´culas entre 100 a 150 pode ser justificado visando o ganho de de-
sempenho de tempo, uma vez que a diferenc¸a de sucesso atrave´s do uso de 100 partı´culas foi de
apenas 3% perante o uso de 150 partı´culas.
A Figura 6.11 apresenta um gra´fico com porcentagem de rastreamento com sucesso no
bloco 16 × 16 distribuı´do por nu´mero de iterac¸o˜es. O objetivo deste gra´fico e´ o de permitir a
identificac¸a˜o de qual nu´mero de iterac¸o˜es que apresentou melhor resultado durante o rastrea-
mento utilizando bloco de 16× 16 no me´todo de PSO.
Com base no gra´fico apresentado na Figura 6.11, e´ possı´vel inferir que o nu´mero de interac¸o˜es
que ofereceram maior estabilidade durante o rastreamento proposto utilizando o bloco 16× 16,
foram as classes que possuı´am 8 e 12 iterac¸o˜es, ambas obtiveram 34% dos rastreamentos com
sucesso e se diferenciaram em apenas 2% da classe com 4 iterac¸o˜es.
Ao analisar os tempos consumidos na CPU, apresentados nas tabelas no Apeˆndice A, por
cada classe com nu´mero de iterac¸o˜es diferentes durante o rastreamento com o sistema proposto,
e´ possı´vel identificar que o acre´scimo de 4 iterac¸o˜es aumentam o tempo de rastreamento em
cerca de 25% a 50%, independentemente do nu´mero de partı´culas. Portanto, a utilizac¸a˜o do
nu´mero de iterac¸o˜es entre 4 a 8 pode ser justificado visando o ganho de desempenho de tempo,
uma vez que a diferenc¸a de sucesso pode ser pequena.
6.3 Testes de Desempenho e Complexidade
Nesta sec¸a˜o e´ apresentada uma comparac¸a˜o do desempenho e complexidade do me´todo deter-
minı´stico de estimac¸a˜o de movimento com o estoca´stico baseado no PSO + LDF + Histogramas
RGB, no momento apo´s a detecc¸a˜o do alvo, utilizando os paraˆmetro que apresentaram resulta-


































































































































































































































































































































































































































































































































































Figura 6.10: Porcentagem de rastreamento com sucesso no bloco 16×16 distribuı´do por nu´mero
de partı´culas.
Figura 6.11: Porcentagem de rastreamento com sucesso no bloco 16×16 distribuı´do por nu´mero
de iterac¸o˜es.
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Foi implementado uma sistema de estimac¸a˜o de movimentos cla´ssico [6], que recebe dois
quadros sequenciais. Tal sistema tem como paraˆmetros, o tamanho do bloco e o tamanho da
janela de busca, com os quais realizara´ o ca´lculo das diferenc¸as entre os blocos para obter o
vetor de movimentos. A Tabela 6.4 apresenta os resultados dos testes com o Video1.avi para os
respectivos paraˆmetros no estimador de movimentos.
Tabela 6.4: Resultados dos testes com o Video1.avi para os determinados paraˆmetros no esti-
mador de movimentos.
Tamanho do Bloco Tamanho da Janela Quantidade de Quadros Tempo
8× 8 32× 32 1 474,73
8× 8 32× 32 10 4814,68
16× 16 64× 64 1 516,75
16× 16 64× 64 10 5240,30
O resultado do estimador de movimentos e´ preciso em relac¸a˜o aos blocos, pore´m, a demanda
por recursos para processar tal sistema inviabiliza a utilizac¸a˜o em aplicac¸o˜es de tempo real. Pois
sua complexidade em cada quadro e´ de O(n2), obtida de N2 ×M2 × B, onde N e´ o tamanho
do bloco que sera´ comparado, M e´ o tamanho da janela de busca e B e´ a quantidade de blocos
do quadro.
Logo, visando a comparac¸a˜o com a estimac¸a˜o de movimentos foram definidos os paraˆmetros
que oferecem estabilidade para o rastreador proposto. A Tabela 6.5 apresenta os resultados dos
testes com o Video1.avi para os respectivos paraˆmetros no rastreador proposto.
Tabela 6.5: Resultados dos testes com o Video1.avi para os respectivos paraˆmetros no rastreador
proposto.
Tamanho do Bloco Nu´m. de Partı´cula Nu´m. de Iterac¸o˜es Quant. de Quadros Tempo
16× 16 150 8 1 15,38
16× 16 150 8 10 25,64
O desempenho de tempo do algoritmo proposto possui maior desgaste no treinamento das
func¸o˜es de custo do PSO. Por ser um algoritmo estoca´stico com treinamento ele na˜o possui
um desempenho de tempo escalar. Pore´m e´ possı´vel identificar que apo´s o treinamento ha´
um desempenho de tempo com poucas oscilac¸o˜es no algorı´timo proposto. A complexidade
assumida pelo do algoritmo proposto nas fases de treinamento e de rastreamento e´ O(n), obtida
de 3×N ×B +N × I ×B, onde N e´ o nu´mero de partı´culas, B e´ a quantidade de blocos do
quadro para obtenc¸a˜o do histograma RGB e I e´ o nu´mero de iterac¸o˜es do PSO.
A Figura 6.12 apresenta o gra´fico com a comparac¸a˜o do desempenho em termos de tempo
para a execuc¸a˜o do estimador de movimentos com o me´todo de rastreamento proposto (PSO +
LDF + Histogramas RGB) no decorrer da leitura das sequeˆncias de imagens.
6.4 Testes de Rastreamento do Algoritmo Proposto
O algoritmo proposto, preveˆ a reinicializac¸a˜o do processo para obtenc¸a˜o do alvo atrave´s de
estimac¸a˜o de movimentos perante a situac¸a˜o da perda do mesmo durante o rastreamento. An-
teriormente, os testes na˜o previam tal reinicializac¸a˜o por estar avaliando as caracterı´sticas de
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Figura 6.12: Gra´fico que apresenta o comportamento de execuc¸a˜o do estimador de movimentos
e da proposta aqui apresentada (PSO + LDF + Histogramas RGB).
diversos paraˆmetro, sendo necessa´ria a verificac¸a˜o da capacidade de recuperac¸a˜o do rastrea-
mento por si pro´prio.
Caso fossem utilizados os paraˆmetros que melhores se adequaram ao algoritmo de rastrea-
mento, possivelmente, o rastreador iria ate´ o fim dos quadros do vı´deo sem a perda do alvo em
nenhum quadro. Portanto, para o teste de recuperac¸a˜o do alvo via a ma´scara de segmentac¸a˜o do
mesmo, obtida atrave´s do processo de estimac¸a˜o de movimento, e´ que para o Video2.avi foram
utilizados os seguintes paraˆmetros:
• Bloco para obtenc¸a˜o do histograma: 8× 8.
• Quantidade de partı´culas: 100.
• Quantidade de iterac¸o˜es: 8.
Tais paraˆmetro sa˜o iguais aos apresentados na Classe 1 (b) da Tabela A.4. A execuc¸a˜o do
rastreamento do alvo foi iniciada no quadro 34 do Video2.avi, no quadro 74 o alvo foi perdido,
sendo necessa´ria nova busca pelo alvo atrave´s da ma´scara com a segmentac¸a˜o do alvo e um
novo treinamento. Em seguida, o rastreamento pelo PSO foi continuado, obtendo sucesso no
rastreamento ate´ o quadro 232, pro´ximo ao desaparecimento do alvo, no vı´deo. Apo´s a busca do
alvo via estimac¸a˜o de movimento e treinamento da func¸a˜o de custo, o rastreamento pelo PSO
foi continuado ate´ que o alvo desaparecesse totalmente do vı´deo.
A Figura 6.13 apresenta os quadros do processo de rastreamento do teste do algoritmo pro-
posto.
Apo´s a realizac¸a˜o do teste foi possı´vel identificar que tal me´todo possibilita a estruturac¸a˜o
do rastreamento visual com grande reduc¸a˜o do consumo de recursos computacionais sem perder
a capacidade de rastreamento do alvo. Em alguns sistemas pode-se utilizar o me´todo proposto
com paraˆmetros menos custosos e fazer uso de uma estrate´gia de reinicializac¸a˜o, que faz a
estimac¸a˜o de movimento e o treinamento da func¸a˜o de custo, de forma contı´nua a cada ciclo de
tempo. Para isto, basta apenas criar uma verificac¸a˜o da posic¸a˜o do quadro lido.
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Figura 6.13: Quadros do teste de rastreamento utilizando o algoritmo completo, onde no pri-
meiro, terceiro e no penu´ltimo quadro e´ realizado o processo de estimac¸a˜o de movimentos.
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6.5 Teste de Rastreamento de Vı´deo com Oclusa˜o
O Video5.avi apresenta durante a movimentac¸a˜o do alvo oclusa˜o total e oclusa˜o parcial do
mesmo, que se desloca em um sentido u´nico, muitas te´cnicas de rastreamento encontram difi-
culdades perante as ocluso˜es totais do alvo. A seguir e´ apresentado um teste de rastreamento no
Video5.avi utilizando o algoritmo proposto com uma pequena adaptac¸a˜o. A adaptac¸a˜o consiste
na ampliac¸a˜o gradativa da janela de busca do me´todo de PSO. Geralmente um vı´deo apresenta
cerca de 25 a 30 quadros por segundo, portanto espera-se que o deslocamento do alvo seja pe-
queno. Baseado nesta caracterı´stica o me´todo proposto, apresentado anteriormente, utilizou um
tamanho de janela de busca na reinicializac¸a˜o das partı´culas do PSO de 32× 32 pixels ao redor
da partı´cula melhor global.
Em se tratando do PSO, tamanho da janela de busca pode ser vantajosa em algumas situac¸o˜es,
dentre elas situac¸o˜es com ocluso˜es e quando ha´ movimentos abruptos, pois torna possı´vel mo-
nitorar uma a´rea maior do vı´deo. Pore´m, como desvantagem tem-se a perda de desempenho
dos recursos computacionais, caso seja adicionada maior quantidade de partı´culas, ou tem-se a
perda de capacidade de rastreamento, caso na˜o seja adicionado mais partı´culas ou exista outro
objeto com as mesmas caracterı´sticas do alvo em outra regia˜o da imagem.
Para implementar a adaptac¸a˜o do algoritmo proposto comentada anteriormente foi necessa´rio
aumentar a toleraˆncia da perda do alvo, pois em um primeiro momento ao rastreador, perder o
alvo, ou seja, obter um baixo valor na func¸a˜o de custo da melhor posic¸a˜o global, era demandada
a imediata obtenc¸a˜o do alvo via estimac¸a˜o de movimento, exigindo novo treinamento da func¸a˜o
de custo. A toleraˆncia implementada foi que somente apo´s o quarto quadro perdido consecuti-
vamente era realizada a obtenc¸a˜o do alvo via estimac¸a˜o de movimento e novo treinamento da
func¸a˜o de custo.
A adaptac¸a˜o contou com ampliac¸a˜o do tamanho da janela de busca atrave´s de uma multi-
plicac¸a˜o por 3 apo´s a primeira perda do alvo e na segunda perda do alvo o tamanho da janela de
busca original foi multiplicada por 5. Para tal resoluc¸a˜o, nos testes realizados, na˜o foi preten-
dido um tamanho de janela de busca superior a 160 × 160, devido a caracterı´stica de reduc¸a˜o
da capacidade de rastreamento com janelas de busca de tamanhos superiores. A Tabela 6.6
apesenta os paraˆmetros adotados no teste com janela de busca ampliada gradativamente no al-
goritmo proposto.
Tabela 6.6: Paraˆmetros adotados no teste com janela de busca ampliada gradativamente no
algoritmo proposto no Video5.avi.
Quantidade de Partı´cula Quantidade de Iterac¸o˜es Tamanho do Bloco Quadro Inicial
150 partı´culas 8 iterac¸o˜es 16× 16 pixels 64
A Figura 6.14 apresenta os quadros do rastreamento realizado no teste do rastreamento com
o algoritmo proposto com a janela de busca ampliada gradativamente no Video5.avi.
63
Figura 6.14: Quadros do teste de rastreamento utilizando o algoritmo proposto com a estrate´gia




Neste trabalho foram abordados conceitos dos principais me´todos de rastreamentos, dentre eles,
o me´todo baseado na Otimizac¸a˜o por Enxame de Partı´culas, que recentemente tem demandado
muitos trabalhos de pesquisa, geralmente, motivados pela criac¸a˜o de sistemas de rastreamento
multi-alvos e rastreamento em tempo-real. Um dos pontos essenciais do me´todo de Otimizac¸a˜o
por Enxame de Partı´culas e´ a refinada caracterizac¸a˜o do objeto alvo durante o rastreamento
visual atrave´s de sua func¸a˜o de custo.
Desta forma, foi proposto um algoritmo baseado em uma te´cnica de classificac¸a˜o super-
visionada, utilizando Func¸o˜es Lineares Discriminante, para fazer uso de histogramas RGB de
blocos dos quadros para caracterizac¸a˜o do objeto alvo, isto, atrave´s da func¸a˜o de custo do mo-
delo estoca´stico de rastreamento visual, gerado a partir do me´todo de Otimizac¸a˜o por Enxame
de Partı´culas.
No algoritmo proposto, apo´s o segundo quadro capturado, seja de equipamento de captura
de vı´deo ou de um arquivo de vı´deo, realiza-se a detecc¸a˜o do objeto alvo atrave´s da estimac¸a˜o
de movimento e obtenc¸a˜o do fluxo o´ptico. Tal processo permite a realizac¸a˜o do treinamento da
func¸a˜o de custo do me´todo de PSO utilizando a LDF. Logo em seguida, e´ chamado um novo
quadro que tera´ o alvo rastreado atrave´s do me´todo de PSO, que se baseia em treˆs elementos es-
senciais, a ine´rcia, melhor posic¸a˜o local e melhor posic¸a˜o global, para atualizar o deslocamento
do enxame e acompanhar o alvo. As atualizac¸o˜es da melhor posic¸a˜o local e melhor posic¸a˜o
global e´ definida pela comparac¸a˜o da func¸a˜o de custo, que quanto mais pro´xima de ‘1’ indica
que a posic¸a˜o esta´ mais pro´xima ou sobre o alvo.
Atrave´s da execuc¸a˜o do conjunto de testes, foi possı´vel a identificac¸a˜o de va´rias carac-
terı´sticas do algoritmo proposto, dentre elas, foi identificado que histogramas RGB de blocos de
16× 16 pixels, agregados com um conjunto de 100 - 150 partı´culas, e cerca de 4 - 12 iterac¸o˜es
oferecem boa estabilidade de rastreamento de indivı´duos em vı´deos de resoluc¸a˜o 640 × 480
pixels utilizando equipamentos de captura esta´ticos. Na identificac¸a˜o dos paraˆmetros para o
algoritmo proposto e´ que os histogramas RGB de blocos com dimenso˜es de 16× 16 pixels ofe-
receram maior estabilidade do que histogramas RGB de blocos de dimenso˜es de 8 × 8 pixels
agregando perda de desempenho quase que insignificante.
Os resultados dos testes de comparac¸a˜o de desempenho do rastreamento proposto com o
me´todo de rastreamento por estimac¸a˜o de movimento demonstraram que e´ possı´vel obter um
ganho de desempenho significativo nos sistemas de rastreamento atrave´s da utilizac¸a˜o do ras-
treamento utilizando o PSO com func¸a˜o de custo LDF e com histogramas RGB. Pore´m, e´
importante ressaltar que o algoritmo proposto completo faz uso da estimac¸a˜o de movimento
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para a obtenc¸a˜o do alvo, para que seja via´vel o treinamento da func¸a˜o de custo baseado no LDF
com histogramas RGB de blocos, sobre o alvo.
Atrave´s de testes foi apresentada uma estrate´gia para tratamento de ocluso˜es do objeto alvo,
sendo que tal estrate´gia consistiu na ampliac¸a˜o gradativa da janela de busca do enxame de
partı´culas e maior toleraˆncia a perda do alvo pelo algoritmo de rastreamento. O resultado dos
testes da estrate´gia demonstrou boa capacidade de superac¸a˜o de ocluso˜es parciais e totais do
alvo, oferecendo maior robustez ao algoritmo proposto.
Atrave´s dos testes realizados e´ possı´vel identificar que o algoritmo proposto oferece ra´pida
convergeˆncia, pois foram obtido bons resultados com poucas iterac¸o˜es no PSO; baixo custo
computacional, se comparado com me´todos determinı´sticos comuns; boa capacidade de tratar
ocluso˜es que na˜o superam 1/4 (um quarto) da resoluc¸a˜o do vı´deo; e boa capacidade de rastrea-
mento de objeto com movimentos arbitra´rios e abruptos.
Em trabalhos futuros, diversos mecanismos podem ser incorporados ao algoritmo proposto,
objetivando a ampliac¸a˜o da aplicac¸a˜o e melhoria no funcionamento do mesmo. Uma possı´vel
melhoria e´ adequac¸a˜o do algoritmo de rastreamento para detecc¸a˜o do mu´ltiplos objetos como
alvo do rastreamento, pois e´ muito comum a existeˆncia de mu´ltiplos alvos em vı´deos de monito-
ramento. Ale´m, da utilizac¸a˜o de mecanismos para obtenc¸a˜o dos objetos alvos com menor custo
computacional, visando melhorar ainda mais o desempenho do algoritmo proposto, e alterac¸a˜o




Tabelas com os Resultados dos Testes com
Sistema de Rastreamento
A Tabela A.1 identifica as relac¸o˜es de paraˆmetros dos testes realizados.
Tabela A.1: Identificac¸a˜o das relac¸o˜es de paraˆmetro dos testes.
Quantidade de Partı´cula Quantidade de Iterac¸o˜es
Classe 1: 100 Partı´culas (a): 4 iterac¸o˜es
(b): 8 iterac¸o˜es
(c): 12 iterac¸o˜es
Classe 2: 150 Partı´culas (a): 4 iterac¸o˜es
(b): 8 iterac¸o˜es
(c): 12 iterac¸o˜es




A Tabela A.2 apresenta os resultados obtidos com a adoc¸a˜o dos paraˆmetros apresentados na
Tabela A.1, utilizando o algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo
com dimenso˜es equivalentes a 8× 8 para o Video1.avi. Na Tabela A.2 a perda total e´ quando o
rastreador perde o alvo e na˜o consegue se recuperar, a perda parcial e´ quando o rastreador perde
o alvo, pore´m o rastreador consegue se recuperar e sem perca e´ quando se esgotou os quadros
do vı´deo e o rastreador em nenhum quadro perdeu alvo.
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Tabela A.2: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo com dimenso˜es de 8× 8 - Video1.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 137,74 157 Total 56%
Classe 1 (b) 226,55 279 Sem Perca 100%
Classe 1 (c) 321,42 155 Total 55%
Classe 2 (a) 186,66 279 Sem Perca 100%
Classe 2 (b) 323,72 279 Sem Perca 100%
Classe 2 (c) 460,33 279 Sem Perca 100%
Classe 3 (a) 233,76 157 Total 56%
Classe 3 (b) 413,67 279 Sem Perca 100%
Classe 3 (c) 598,06 279 Sem Perca 100%
A Tabela A.3 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados em A.1 no
algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo com dimensa˜o de 16 ×
16 para o Video1.avi. Na Tabela A.3 a perda total e´ quando o rastreador perde o alvo e na˜o
consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m o rastreador
consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o rastreador em
nenhum quadro perdeu alvo.
Tabela A.3: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 16× 16 para o Video1.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 139,87 279 Sem Perca 100%
Classe 1 (b) 232,32 279 Sem Perca 100%
Classe 1 (c) 415,43 279 Sem Perca 100%
Classe 2 (a) 186,39 279 Sem Perca 100%
Classe 2 (b) 325,60 279 Sem Perca 100%
Classe 2 (c) 461,03 279 Sem Perca 100%
Classe 3 (a) 233,20 279 Sem Perca 100%
Classe 3 (b) 417,57 279 Sem Perca 100%
Classe 3 (c) 602,48 279 Sem Perca 100%
A.0.2 Vı´deo 2
A Tabela A.4 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1
para a execuc¸a˜o do algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo com
dimenso˜es de 8× 8 para o Video2.avi. Na Tabela A.4 a perda total e´ quando o rastreador perde
o alvo e na˜o consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m
o rastreador consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o
rastreador em nenhum quadro perdeu alvo.
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Tabela A.4: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 8× 8 para o Video2.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 103,81 206 Sem Perca 100%
Classe 1 (b) 172,34 54 Total 26%
Classe 1 (c) 238,16 56 Total 27%
Classe 2 (a) 138,22 64 Total 31%
Classe 2 (b) 238,92 50 Total 24%
Classe 2 (c) 339,68 94 Total 45%
Classe 3 (a) 172,63 100 Total 48%
Classe 3 (b) 306,59 206 Sem Perca 100%
Classe 3 (c) 440,41 68 Total 33%
A Tabela A.5 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela
A.1 para o algoritmo de rastreamento proposto, utilizando os blocos da func¸a˜o de custo com
dimenso˜es de 16 × 16 para o Video2.avi. Na Tabela A.5 a perda total e´ quando o rastreador
perde o alvo e na˜o consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo,
pore´m o rastreador consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo
e o rastreador em nenhum quadro perdeu alvo.
Tabela A.5: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 16× 16 para o Video2.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 104,90 148 Total 71%
Classe 1 (b) 170,87 206 Sem Perca 100%
Classe 1 (c) 238,92 206 Sem Perca 100%
Classe 2 (a) 138,40 206 Sem Perca 100%
Classe 2 (b) 242,33 206 Sem Perca 100%
Classe 2 (c) 340,81 206 Sem Perca 100%
Classe 3 (a) 173,27 206 Sem Perca 100%
Classe 3 (b) 307,91 206 Sem Perca 100%
Classe 3 (c) 444,45 206 Sem Perca 100%
A.0.3 Vı´deo 3
A Tabela A.6 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados em A.1 no algo-
ritmo de rastreamento proposto com os blocos da func¸a˜o de custo de dimensa˜o de 8 × 8 para
o Video3.avi. Na Tabela A.6 a perda total e´ quando o rastreador perde o alvo e na˜o consegue
se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m o rastreador consegue
se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o rastreador em nenhum
quadro perdeu alvo.
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Tabela A.6: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 8× 8 para o Video3.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 75,22 140 Sem Perca 100%
Classe 1 (b) 121,46 140 Sem Perca 100%
Classe 1 (c) 167,53 140 Sem Perca 100%
Classe 2 (a) 98,84 140 Sem Perca 100%
Classe 2 (b) 167,79 140 Sem Perca 100%
Classe 2 (c) 236,59 140 Sem Perca 100%
Classe 3 (a) 122,47 140 Sem Perca 100%
Classe 3 (b) 214,50 140 Sem Perca 100%
Classe 3 (c) 306,92 140 Sem Perca 100%
A Tabela A.7 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1
para o algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo com dimenso˜es
iguais a 16 × 16 para o Video3.avi. Na Tabela A.7 a perda total e´ quando o rastreador perde
o alvo e na˜o consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m
o rastreador consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o
rastreador em nenhum quadro perdeu alvo.
Tabela A.7: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 16× 16 para o Video3.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 75,35 140 Sem Perca 100%
Classe 1 (b) 121,91 140 Sem Perca 100%
Classe 1 (c) 167,95 140 Sem Perca 100%
Classe 2 (a) 99,19 140 Sem Perca 100%
Classe 2 (b) 168,80 140 Sem Perca 100%
Classe 2 (c) 237,83 140 Sem Perca 100%
Classe 3 (a) 123,03 140 Sem Perca 100%
Classe 3 (b) 215,75 140 Sem Perca 100%
Classe 3 (c) 307,79 140 Sem Perca 100%
A.0.4 Vı´deo 4
A Tabela A.8 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1
para o algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo de dimenso˜es
equivalentes a 8× 8 para o Video4.avi. Na Tabela A.8 a perda total e´ quando o rastreador perde
o alvo e na˜o consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m
o rastreador consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o
rastreador em nenhum quadro perdeu alvo.
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Tabela A.8: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 8× 8 para o Video4.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 60,37 116 Sem Perca 100%
Classe 1 (b) 98,86 116 Sem Perca 100%
Classe 1 (c) 136,96 116 Sem Perca 100%
Classe 2 (a) 79,91 116 Sem Perca 100%
Classe 2 (b) 137,26 116 Sem Perca 100%
Classe 2 (c) 252,07 116 Sem Perca 100%
Classe 3 (a) 121,21 116 Sem Perca 100%
Classe 3 (b) 175,76 116 Sem Perca 100%
Classe 3 (c) 251,07 116 Sem Perca 100%
A Tabela A.9 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1
no algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo de dimenso˜es iguais a
16×16 para o Video4.avi. Na Tabela A.9 a perda total e´ quando o rastreador perde o alvo e na˜o
consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m o rastreador
consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o rastreador em
nenhum quadro perdeu alvo.
Tabela A.9: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 16× 16 para o Video4.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 60,20 116 Sem Perca 100%
Classe 1 (b) 98,41 116 Sem Perca 100%
Classe 1 (c) 137,27 116 Sem Perca 100%
Classe 2 (a) 79,95 116 Sem Perca 100%
Classe 2 (b) 137,83 116 Sem Perca 100%
Classe 2 (c) 194,42 116 Sem Perca 100%
Classe 3 (a) 100,77 116 Sem Perca 100%
Classe 3 (b) 176,79 116 Sem Perca 100%
Classe 3 (c) 253,59 116 Sem Perca 100%
A.0.5 Vı´deo 5
A Tabela A.10 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1
para o algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo com dimenso˜es de
8× 8 para o Video5.avi. Na Tabela A.10 a perda total e´ quando o rastreador perde o alvo e na˜o
consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m o rastreador
consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o rastreador em
nenhum quadro perdeu alvo.
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Tabela A.10: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 8× 8 para o Video5.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 125,46 218 Sem Perca 100%
Classe 1 (b) 195,13 218 Sem Perca 100%
Classe 1 (c) 267,17 218 Sem Perca 100%
Classe 2 (a) 163,05 218 Sem Perca 100%
Classe 2 (b) 266,78 218 Sem Perca 100%
Classe 2 (c) 375,05 217 Parcial 99%
Classe 3 (a) 196,81 218 Sem Perca 100%
Classe 3 (b) 340,03 211 Total 96%
Classe 3 (c) 482,68 217 Parcial 99%
A Tabela A.11 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1
para o algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo com dimenso˜es
iguais a 16 × 16 para o Video5.avi. Na Tabela A.11 a perda total e´ quando o rastreador perde
o alvo e na˜o consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m
o rastreador consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o
rastreador em nenhum quadro perdeu alvo.
Tabela A.11: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 16× 16 para o Video5.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 124,19 218 Sem Perca 100%
Classe 1 (b) 196,34 218 Sem Perca 100%
Classe 1 (c) 268,23 218 Sem Perca 100%
Classe 2 (a) 160,27 218 Sem Perca 100%
Classe 2 (b) 267,86 218 Sem Perca 100%
Classe 2 (c) 376,18 218 Sem Perca 100%
Classe 3 (a) 197,85 47 Total 21%
Classe 3 (b) 341,33 42 Total 19%
Classe 3 (c) 484,44 217 Parcial 99%
A.0.6 Vı´deo 6
A Tabela A.12 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1
no algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo com dimenso˜es de
8× 8 para o Video6.avi. Na Tabela A.12 a perda total e´ quando o rastreador perde o alvo e na˜o
consegue se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m o rastreador
consegue se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o rastreador em
nenhum quadro perdeu alvo.
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Tabela A.12: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 8× 8 para o Video6.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 172,69 152 Total 43%
Classe 1 (b) 287,06 174 Total 49%
Classe 1 (c) 402,04 178 Total 50%
Classe 2 (a) 229,65 106 Total 30%
Classe 2 (b) 403,30 173 Total 49%
Classe 2 (c) 575,05 88 Total 25%
Classe 3 (a) 290,81 179 Total 50%
Classe 3 (b) 519,62 106 Total 30%
Classe 3 (c) 575,00 111 Total 31%
A Tabela A.13 apresenta os resultados da adoc¸a˜o dos paraˆmetros demostrados na Tabela
A.1 no algoritmo de rastreamento proposto com os blocos da func¸a˜o de custo de 16 × 16 para
o Video6.avi. Na Tabela A.13 a perda total e´ quando o rastreador perde o alvo e na˜o consegue
se recuperar, a perda parcial e´ quando o rastreador perde o alvo, pore´m o rastreador consegue
se recuperar e sem perca e´ quando se esgotou os quadros do vı´deo e o rastreador em nenhum
quadro perdeu alvo.
Tabela A.13: Adoc¸a˜o dos paraˆmetros demostrados na Tabela A.1 no algoritmo de rastreamento
proposto com os blocos da func¸a˜o de custo de 16× 16 para o Video6.avi.
Paraˆmetros Tempo (s) Quadros Rastreados Tipo de Perca Porcentagem de
Quadros Rastreados
Classe 1 (a) 173,38 179 Total 50%
Classe 1 (b) 288,88 176 Total 50%
Classe 1 (c) 404,56 174 Total 49%
Classe 2 (a) 229,98 177 Total 50%
Classe 2 (b) 402,30 179 Total 50%
Classe 2 (c) 573,90 179 Total 50%
Classe 3 (a) 292,11 169 Total 48%
Classe 3 (b) 521,32 161 Total 45%
Classe 3 (c) 573,54 164 Total 46%
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