T he excessive exploitation of petroleum and coal affect not only the security of energy supply but also air quality and climate change. These shortcomings have triggered the search for cleaner alternative fuels for transportation [1] [2] [3] . Today's PEV technology is one of the most promising candidates to date 4, 5 . The main issues that have hindered their adoption are: range anxiety, charger unavailability and high prices 3 . However, improvements in battery technology, tax breaks and subsidized charging programmes 6,7 have somewhat mitigated these limitations. As a result, PEVs are becoming a more viable means to move and are being adopted by drivers at steadily increasing rates 4 . According to the US Energy Information Administration, the number of PEVs in the United States doubled between 2013 and 2015 and is expected to reach 20 million by 2020 8 . Planning for the mobility needs of PEVs is particularly important in the context of the vulnerability of the power grid to outages that can cascade drastically 9 . Large-scale failures signified a need to reexamine the balance between power demand and the electricity infrastructure, opening the need for interdisciplinary approaches to study this complex system 10 . A body of literature has focused on the nature of network reliability of power grids, the role of network topology on the spread of cascading failures [11] [12] [13] [14] [15] [16] [17] . On the subject of PEVs and their impact on the grid, methods of optimization and control of PEV electricity consumption have a rich set of avenues [18] [19] [20] . Research topics on this front include measuring impact on the grid [21] [22] [23] [24] [25] [26] [27] , developing accurate PEV energy consumption models 28 , energy management 29, 30 , smart charging strategies that probe centralized and decentralized approaches 31, 32 , scheduling 33, 34 , peak shaving, emissions, pricing models 35, 36 and joint optimization of power and transportation networks 37 . A common shortcoming in these works is the narrow scope in incorporating individual mobility needs into the analyses, often limited to the estimation of arrival or departure hours. Up-to-date data on individual mobility demand at metropolitan scale have not yet been incorporated into the planning schemes to manage electricity demand.
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In this work, we target these gaps in the literature to extend the current knowledge of transportation-based electricity. For this purpose, we bring together three independent data sources: (i) mobile phone activity of a large sample of San Francisco Bay Area residents, (ii) charging sessions obtained from the commercial PEV supply equipment in the same region and (iii) surveys on the use of conventional and electric vehicles, together with census data for income information at the ZIP code level (see Methods). In the first part of the work, we estimate individual vehicular mobility per week day in the Bay Area using the mobile phone activity of a large sample of residents. We then present a Bayesian methodology to sample the PEV drivers from all travellers by utilizing information obtained from surveys regarding the household income and daily travel distances of PEV drivers. In the second part, with the charging session data, we analyse the various aspects of charging activity to characterize the nature of electricity demand at charging stations. We observe that PEV charging patterns are highly regular with morning and evening peaks following the traffic peaks. These peaks of demand are undesired because they can cause instabilities in the power grid. To tackle this problem, we explore the relationship between the electricity consumption of simulated PEV commuters working in the selected ZIP codes and the observed energy demand at individual commercial charging stations in the same region. We calibrate the charging behaviours of PEV drivers to match the observed demand. As an application, we lay out a charging scheme that minimizes the peak power by changing the start and end of the charging sessions, while also taking into account the constraints in changing departures and arrivals. We show how not knowing the mobility constraints decreases the potential of the peak minimization schemes. In contrast, introducing the awareness of individual mobility increases the feasibility of their adoption, affecting less the benefits of peak minimization. The resulting effects on the commuting travel times and the monetary benefits from the changes in charging times support the viability of the charging time shifts. Figure 1 depicts a summary of the proposed framework.
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Estimating individual mobility of PEV drivers
We simulate the individual mobility of the entire population of the Bay Area using a fine-scale urban mobility model, TimeGeo 38 . This process begins with the extraction of stay locations in the trajectories of each individual [39] [40] [41] . Each stay is then accordingly labelled as home, work or other, based on temporal properties of the call activities. According to whether the workplaces are detected or not, we model the trips of commuters and non-commuters respectively (see Methods). Figure 2a represents the simulated trajectory and the labelled activities of a mobile phone user. The simulations of individual mobility based on mobile phone data compare very well with the results using two travel surveys, the 2010-2012 California Household Travel Survey (CHTS) 42 and the 2009 National Household Travel Survey (NHTS) 43 . As shown in Fig. 2b,d , the daily visited locations and fraction of departures per time of the day simulated by our model based on phone data agree well with the travel surveys. Further comparisons are presented in the Supplementary Figs. 1 and 2 .
Mobility motifs 44 describe the individual daily travel networks, where nodes are visited locations and directed edges are trips from one location to another. For example, the motif of an individual whose only trips in a day are to and from work will consist of two nodes with two directed edges (one in both directions). On average, individuals visit three different places per day. When constructing all possible directed networks with six or fewer nodes, there exist over a million ways for an individual to travel between. However, 90% of people use one of just 17 networks, called motifs 44 . While nearly half of the population follow the simple two-locations motif. These results can be modelled with a probabilistic Markov model 38 that assigns particular rates to each individual informed by their trip behaviour. The top ten motifs of nearly six million simulated drivers in the Bay Area are summarized in Fig. 2c , which implies that the distribution of our simulated motifs agrees well with the information gathered from mobile phone users. The comparison of motifs of commuters and non-commuters are shown in Supplementary Fig. 1c .
After simulated individual mobility overall, we can probabilistically estimate the individual mobility of PEVs. To that end, we utilize the vehicle usage rate from the US census data and the California Plug-in Electric Vehicle Driver Survey 45 . According to this survey, PEV drivers' income distribution is skewed towards higher income segments. In particular, the percentage of those with average annual incomes above US$150,000 among conventional vehicle drivers is 15%, compared with the 47% observed among PEV drivers. The survey also highlights the typical distances PEV drivers travel: 64% of PEV drivers travel less than 30 miles per day (Table 1 ). This information is used to subsample PEV trips from total vehicular trips by implementing the Bayesian sampling procedure. Namely, we use the individual income estimated from the US census data at the census tract level and daily route distance from TimeGeo to estimate the probability of that the driver travels with a PEV, both for commuters and noncommuters (see Methods). Figure 3a depicts the number of PEVs estimated from the Bayesian method at each ZIP code and the number obtained from the dataset on PEVs collected by the California Air Resources Board's Clean Vehicle Rebate Project 46 , referred as the CVRP dataset. Figure 3b shows a good agreement between the number of PEVs obtained via the Bayesian estimates and the mobility model versus the ground truth of PEV usage. Figure 3c ,d compares the distributions of the morning route distance, D, made by all commuters versus PEV drivers, as well as the commuting travel time, T, under free flow conditions. There are fewer PEV trips shorter than 5 km and longer than 25 km, in agreement with the findings of the survey. Figure 3e depicts the four mobility motifs from PEV commuters, showing that approximately 66% of PEV commuters mostly travel between home and work during weekdays. The simple motif (with ID = 1) is more prevalent among PEV drivers than among commuters using conventional vehicles, this may be a sign of the driver's concerns on the range of PEVs.
Electric vehicle charging session data profiles
In this section, we analyse PEV charging in non-residential regions by examining: visitation patterns and adoption rates, temporal features of arrivals and departures, and typical energy and power consumption levels. PEV drivers display varying degrees of regularity in terms of how often they visit charging stations. Figure 4a reveals that for the majority of PEV drivers the average number of charging sessions per day, N day , is less than one. The bottom left inset in Fig. 4a displays the logarithmic distribution of the number unique PEV charging stations (EVSEs) visited by each PEV driver, N EVSE . Noticeably, the great majority of PEV drivers (95.6%) is observed in less than 20 distinct EVSEs. The top right inset of Fig. 4a depicts the rate of PEV adoption observed throughout the year. The 3,000 drivers observed in January 2013 increases by an average of 1,000 per month, doubling twice over the course of 2013.
We look at the arrival and departure hours of charging sessions, h a and h d , in Fig. 4b . Approximately 50% of all arrivals take place in the 6:00-11:00 morning period, and as expected, the morning and the evening peaks are highly pronounced. This points to the parallels between the temporal component of overall travel demand to electricity demand. We compare the distribution of departure time in the morning of commuters with the arrival time of charging sessions and find notable delay between these two distributions (see Supplementary Fig. 6a ). Such delay represents the driving time 
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of commuters from home to work in the Bay Area, which is around 30 min on average 47 . In the inset of Fig. 4b we look at the distribution of inter-arrival and inter-departure times, Δ h a and Δ h d , that is, the time between two consecutive charging sessions for the same driver ID. These distributions are peaked at multiples of 24 h, pointing to the diurnal periodicity of PEV drivers' charging behaviour. These findings reinforce the notion that commuting and charging behaviour in the non-residential regions are highly related.
Next, we shift our focus to measures per session, such as energy, duration and power. Figure 4c exhibits the average energy consumption per session, E S . The battery sizes of Nissan Leaf (24 kWh) and Chevrolet Volt (16 kWh), two of the most commonly used PEVs in the region, are marked (see also Supplementary Fig. 4 ) 46 . Typically, E S are well below these capacities, indicating that PEV drivers typically stay within the range of their PEVs. PEV drivers can charge at home or not necessarily start their commute at full capacity. On the other hand, the distribution of session durations reveals that 98.4% of all charging sessions last less than a day (Fig. 4c ), in line with the ubiquitous charging at work places. Given the flexibility in terms of battery capacity and mobility patterns, here we assume that the session energy E S represents not a single commuting trip, but rather a number of them.
The actual charging activity does not last as long as the session duration, δ S , as seen in Fig. 4d . We divide sessions into four categories based on their session duration and plot the average power consumption for each segment at various percentages of the total duration. We observed three levels of power rate that are most common, denoted here as levels 1-3 (L1, L2 and L3). The first 
two deliver 120 V and 240 V, typically corresponding to 3.3 kW and 6.6 kW, respectively. L3 chargers are mainly for fast charging at 480 V and are relatively uncommon. As faster charging technology becomes more abundant, the peak load yielded by PEVs will be even higher as the charging sessions start intensively in the morning. In the charging dataset, L1 and L2 chargers make up 99.9% of all the sessions in the dataset (see Supplementary Fig. 6d ). This composition of power ratings explains the 4 kW upper limit to average power consumption observed in Fig. 4d . For sessions lasting less than 4 h, average power stays above 3 kW up to 80% of the duration of the session. Conversely, for sessions that last longer than 12 h but less than a day, only in the starting 25% of the session duration is there active charging. This corresponds approximately to 3-6 h, and the power remains zero thereafter. This is consistent with constantcurrent, constant-voltage battery charging behaviour and it suggests that currently there is no strategy to charging involved: PEVs are charged immediately on arrival.
Coupling PEVs energy demand and mobility patterns
This section presents the coupling of the individual mobility of PEV drivers with the energy demand at each destination. First, we measure the distribution of electricity demand at a ZIP code from the charging sessions, and connect that to the distribution of estimated energy demand of simulated PEVs commuting to that ZIP code. The charging sessions data is provided by a private company with a partial coverage of the market with reasonable agreement of the most popular destinations for charging (see Methods, and the comparison of estimated PEVs versus the charging data in Supplementary Fig. 5 ). To estimate the energy demand of each PEV trip, we first assign each PEV a mode from the four most popular modes (see Supplementary Fig. 4 ). Each PEV mode is associated an energy consumption model. Specifically, we use the drivetrain model for the two battery electric vehicle (BEV) modes, Nissan Leaf and Tesla Model S
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, and the charge-depleting model for the two plug-in hybrid electric vehicle (PHEV) modes, Chevrolet Volt and Toyota Prius 49 . For each PEV trip, we estimate the energy demand using its average speed and route distance (see Methods).
Due to the limited information from charging sessions data, we can not infer the state of charge of each vehicle. Therefore, we assign different shares of charging states: morning consumption, daily consumption and two-days consumption. This corresponds to different charging behaviours respectively: charging both at home and work every day, charging at work once per day or charging at work once every other day, indicating that the energy consumption at the arrival equals to the consumption of the trips in the last two days. In Fig. 3f , we show the comparison of probability distributions of the energy consumption of the three scenarios together with the actual charge, E S , in a selected ZIP code. The peaks in the distribution of E S demonstrate the heterogeneity in the electricity demand, which is mainly caused by the travel distance, the battery capacities and the charging behaviours of various PEVs. The 3-4 kWh peak, which can be observed in both actual and estimated consumptions, is a combination of low energy demand as a consequence of short commuting trips and PHEVs that typically have a battery capacity around 4 kWh (ref. 50 ). Further comparisons between daily consumption estimates and the charging station data in selected ZIP codes are shown in Fig. 3g . The charging data have more pronounced peaks than our daily curves, this may be because our charging behaviours are simplified, leaving room for further improvements.
To estimate the charging behaviour in the given ZIP code, we limit the amount of charging sessions to 30 kWh. The charging behaviour is distributed to match the demand of the ZIP code with most charging sessions. Corresponding to average charging schemes that result in: 10%, 35% and 55% of the PEVs drivers, respectively (see also Supplementary Fig. 6c ). Note that only 10% of the drivers charging at home is in agreement with a recent report by the Department of Energy, which states that 80% of partners in their Workplace Charging Challenge programme provide free PEV charging 51 . We randomly assign the charging speed from the charging session data to the simulated PEVs to make the distribution of charging speed match with the ground truth (see Supplementary  Fig. 6d ).
Strategies to mitigate peak demand with mobility needs
Our goal in this section is to transform the load curve into one that is more uniformly distributed across the day. To that end, we propose changes in the start and end of the charging sessions such that the peak power load is minimized. We cast the problem as a mixed-integer linear program with discrete shifts in arrival times and charging end times as inputs (see Methods). The program modifies the total power P t measured through the day resulting from the overlapping charging activities of a population of PEVs in a way that minimizes the peak power while keeping the total energy consumed constantly. In this context, we test two different strategies. The first fixes the departure times for PEVs and shifts the arrival time in advance by d i , an amount specific to session i within the interval [0,d], to minimize the peak power load P peak . We refer to this strategy as end bound. The second strategy, referred to as flexible, offers modifications to both of the arrival and departure times. In this approach, charging activity is shifted in the interval [− d,d] . In both of the two strategies, the PEVs are charged once they are plugged into the charging station and PEV driver could depart at their scheduled time if the charging session has finished. As a future scenario, we show the peak load saving when the charging station is able to control the start of the charging session independent of the arrival time. The current infrastructure does not allow the start of charging at an optimized time and it is coupled to the PEV arrival. With a smarter charging-shift scenario, the charging could be freely shifted between the plug-in/ arrival and plug-out/departure time. We test the time shifting scenarios on the 448 PEVs travelling to our ZIP code with the largest number of incoming users. Figure 5a illustrates an instance where 40 charging sessions in one day are shifted flexibly. Some users are recommended to charge earlier and others later than their actual request. Fig. 7 presents the results for the end bound strategy). The flexible strategy reduces P peak down 47% from 1,019 kW to approximately 479 kW for d = 4, or 1 h. In contrast, the charging-shift strategy reduces the peak load by 66% as we have more room to operate the PEV charging.
We also evaluate the effects of introducing the constraints of the individual mobility motifs of each PEV. Mobility constraints are introduced via the four motifs depicted in Fig. 3e . More than 30% of PEV drivers have other activities before or after work, NATurE ENErgy therefore, they are limited to accept the recommendations of a timeshift strategy if the recommendation falls before their usual arrival and departure times. Namely, we impose the following restrictions per motif ID.
(1) Home-work-home, can change both of the arrival and departure time; (2) home-work-other-home, indicates activities after work, and they can not delay their departure time; (3) home-other-work-home, which indicates activities before work, and they can not change their arrival time; (4) home-other-workother-home, which indicates the PEV drivers can change neither the arrival nor the departure time. Figure 5c contrasts the estimates of peak saving with and without the consideration of individual mobility constraints in the optimization strategy, looking at the percentage of peak loads of three schemes with variant d. The three schemes are (i) the optimal strategy, where all PEV drivers can follow the time shifts; (ii) the motif blind subtracts to the optimal estimates, all the PEV drivers that will not accept the recommendations due to the individual mobility constraints; (iii) the motif aware is a customized strategy informed by the individual mobility constraints to distribute the time shifts. These three strategies are evaluated under the Similarly, 66% of commuters using PEVs only travel between home and work, and the rest 34% have other activities before or after work. f, Probability distributions of charging energy E S obtained from charging sessions compared to those of the energy demand estimated by energy consumption model on three charging behaviour scenarios, morning, daily and two-days. g, Probability distributions of charging energy E S and those of the daily energy demand of simulated PEVs for the ZIP codes that have the most charging session records.
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end bound and flexible schemes. The comparisons of the power curves of the three schemes and the two strategies are shown in Supplementary Figs. 7 and 8 . The optimal results are the best case scenario because all sessions can be shifted. The motif aware scheme represents the more feasible gains by coupling the charging strategies with the constraints of the drivers. The motif blind scheme is added to show how optimization strategies based on charging data only overestimate the benefits of the savings from 3% to 15%, while this loss can be overcome with the mobility information.
For the motif aware scheme, we examine the peak load saving versus the PEV driver's adoption rate (also known as flexibility) of the time shifts. Figure 5d shows a linear relationship between the acceptance rate and the savings for both of the motif blind and motif aware schemes. With the increase of adoption rate, motif aware contributes more on peak load saving than motif blind. For instance, when 80% of PEV drivers accept the time-shift recommendations, the motif aware scheme reduces the peak load by 424 kW on average, while the motif blind scheme reduces 279 kW on average.
In Fig. 5e , we present the peak load saving of the three flexible schemes versus the number of PEVs travelling to the selected ZIP code. The inset of Fig. 5e shows the estimated peak load without energy demand management. Both the peak load and the three saving powers grow linearly with the numbers of PEVs. The gap between optimal and motif aware is negligible in comparison with optimal versus motif blind.
This framework allows us to evaluate how the time shifts in their departures affect the commuting travel times of the PEV trips into the subject ZIP code. Figure 5f shows that the peak load reductions can be achieved without causing major discomfort to commuters in terms of travel times. The most negatively influenced drivers end up losing a maximum of 20 min in the case of d = 4 (1 h), and are far less than those who are unaffected by the proposed changes. There is a number of drivers that even achieve travel time savings.
Finally, we examine the monetary outcomes of the proposed strategies, end bound and flexible. We use the max part-peak demand summer rates in the E-19 rate structure for the region to calculate the change in demand charge as a proxy of the cost in terms of dollars 32, 52 . When implemented, the possible benefits of the schemes we proposed are displayed in Fig. 5g : monthly potential savings in the demand charge can reach up to US$2,500 for the motif customized and flexible strategy, corresponding to roughly US$5.6 per month per session. Without managing charging, these savings remain unrealized, and are paid by PEV drivers or the companies that subsidize the charging activity. As a sum the savings are substantial, yet for the number of sessions on a typical weekday considered here, the amount saved per individual is relatively small, making the uniform distribution of savings a relatively unexciting reward for cooperation. However, as the 
biggest beneficiary of the PEV traveling management, the power grid operator could pay the PEV drivers to encourage their initiatives on the travel schedule shift. In addition, recent studies have suggested that gamified systems are successful in promoting behaviour that helps achieve social good 53 . More specifically, these systems encourage engagement by building raffles in which each participant has a chance to win a bigger reward with a probability proportional to their cooperation level. This type of mechanism may make incentivization more attractive in the context of PEVs and their electricity demand management.
Moreover, we analyse the potential impact of the PEV travel demand management strategy on the non-EV charging electricity demand in both of the residential regions and commercial buildings. Among the PEV drivers involved in the time-shift strategy, 60% of them are recommended to depart from home earlier and 40% are recommended to depart from home later. Considering most of the household electricity usages have two peaks, morning and evening peak 54 , we argue that the time-shift strategy is more likely to relieve the morning peak of electricity usage in the residential area as a part of PEV drivers are leaving home earlier than usual. Similarly, as the PEV drivers arrive home at variant time, the timeshift strategy is also likely to relieve the evening peak load. For the commercial buildings, the power load curve is more stable during the working hours 55 . The change of arrival time to or departure time from the commercial building will have no significant influence on the power load. 
Discussion
This work presents an exploratory analysis that couples two unique large datasets on urban mobility and energy consumption of electric vehicles. We address a gap in existing PEV management literature, namely the simplistic modelling of urban mobility, by generating a model of individual mobility informed by large-scale mobile phone data. Moreover, we extend the proposed methodology by demonstrating a charging management scheme and assess its applicability by using the information on individual mobility constraints of the drivers. We evaluate recommendation schemes of time shifts in the charging sessions constrained by the individual mobility motif of PEV drivers. That is, about 30% of PEV drivers could be limited to change their travel plan due to their schedule in other activities before or after work. Following these, peak power values can be shed by up to 47%. To assess the feasibility of the recommendations, we estimate the possible monetary benefits and the travel time losses resulting from the proposed schemes. The resulting daily savings, while modest at the individual level, are certainly substantial enough to fund game-based prizes that induce cooperation and raise awareness. On the other hand, the travel time losses are almost imperceptible to the majority of the drivers, and a substantial number of drivers, in fact, benefit from the adjustment of their arrival times as it aids them to escape morning traffic.
The presented framework relies on individual location data from mobile phones and a survey of PEV drivers. We designed a Bayesian inference framework to estimate the PEV usage probability of each vehicle driver. The Bayesian inference framework relies on three properties of the PEV users: the distribution of their household income, the distribution of their daily driving distances, and the adoption rate of PEV in the city. While the profiles of PEV adopters may change due to the rebate policy, new battery technique and so on, the surveys can be updated based on sales. Thus, via changing one or more properties, it's easy to estimate the use of PEV in each ZIP code under different scenarios. Associated with the mobility information, the proposed model is adaptable and can be used to evaluate different scenario analysis of future energy demand of PEVs in time and space. In contrast, the prevalent data-driven energy demand methods mainly predict the future demand in a given region with the historical data, which can not estimate longterm consumption under different scenarios 56 . There are various avenues in which this work can be extended. Better understanding of the charging behaviour of PEV drivers and the energy demand in residential regions would complete and enrich our planning estimates. As the PEVs are spreading widely at the moment, a stronger comprehension of the tie among mobility, socioeconomic characteristics of PEV owners and the PEV incentive policies is necessary to accurately grasp the future energy demand as well as the pressure on the power grid. Another interesting avenue is to investigate PEV management when the future energy structure changes, such as the rise of the wind and solar power.
Methods
Datasets. Mobile phone activity data, also known as call detail records (CDRs), have been widely popular in the past decade, especially in the context of mobility modelling [39] [40] [41] [57] [58] [59] . For this work, we make use of the CDRs for the Bay Area including approximately 1.39 million users and more than 200 million calls they made over 6 weeks. Each record contains the anonymized user ID, timestamp, duration and the geographic location of the associated cell tower. The spatial resolution is discretized to the service areas of 892 distinct cell towers. This information is used to build the TimeGeo mobility model for the Bay Area for a typical weekday. More details of the CDRs can be found in ref. 59 . PEV charging profiles provided by ChargePoint (https://www.chargepoint.com), a charging station construction company, contain information on 580,000 PEV charging sessions at commercial PEV supply equipment (EVSE) locations across the Bay Area in 2013. For each charging session, the following information is available: (i) one-time information on the EVSE location type, unique driver ID, total energy transferred and plug-in/plug-out times; and (ii) charging power readings obtained every 15 min. The locations of the charging stations are anonymized to ZIP code level. As a preprocessing step, we filter out those records lasting less than 1 min, not occuring in 2013 or with erroneous power measurements exceeding typical cable capacity and maximum charging rates.
Census and survey information used in this study consists of shapefiles describing census tracts, their population and income information 60 . The survey information is obtained from the California Plug-in Electric Vehicle Driver Survey carried out in 2013 45 . This survey contains information on various sociodemographic characteristics and travel behaviour of PEV drivers in California. We utilize information regarding income and average daily vehicle miles traveled in the estimation of PEV mobility.
Individual mobility model. From the CDRs data, we are able to extract the visited places and time during the period of the dataset for each user. With that information, TimeGeo models and integrates the flexible temporal and spatial mobility choice of the individual. In the model, each day of a week is divided into 144 discrete intervals. For each interval, the individual decides to stay or move, and then where to go if she chooses to move. To represent the movement mechanisms, TimeGeo introduces a time-inhomogeneous Markov chain model with three individual-specific mobility parameters: a weekly home-based tour number (n w ), a dwell rate (β 1 ) and a burst rate (β 2 ). P(t) is defined as the global travel circadian rhythm of the population in an average week and it is different for commuters and non-commuters.
For the temporal movement choices, TimeGeo begins with determining if the individual is at home. If true, she will move with probability n w P(t), which represents her likelihood of making a trip originated from home in a time-interval t of a week. If false, she will move with probability β 1 n w P(t). Then, if she decides to move, she goes to other places with probability β 2 n w P(t) and goes back to home with probability 1 − β 2 n w P(t). The P(t), distribution of n w , β 1 n w and β 2 n w are illustrated in Supplementary Fig. 3 .
For the spatial movement choices, TimeGeo uses a rank-based exploration and preferential return (r-EPR) to determine the next place of the individual. In detail, when the individual chooses to move to another place, she could return to a visited place or explore a new place. The model assumes that the individual explores a new place with probability P new = ρS −γ , which captures a decreasing propensity to visit new locations as the number of previously visited locations (S) increases with time. The two parameters, 0 < ρ ≤ 1 and γ ≥ 0, are used to control the user's tendency to explore a new location and are calibrated with empirical data. If the individual decides to return, the return location is selected from the visited locations according to her visiting frequency. If she decides to explore a new location, the alternative destinations are selected according to the distance to her origin with probability P(k) ~ k −α , where k is the rank of alternative destinations, the one closest to the current location is k = 1, the second closest k = 2 and so on, and α is calibrated with the empirical data. More details of the TimeGeo model can be found in ref. 38 . To assess the simulation of individual mobility in Bay Area, we compare the aggregate performance of TimeGeo with NHTS and CHTS and show the results in Fig. 2 and Supplementary Figs. 1 and 2 .
Electric vehicle mobility estimation. With the purpose of sampling PEV users from all vehicular drivers in Bay Area, we first extract the vehicular drivers from the entire population with the vehicle usage rate at census tract scale. Then, each vehicular driver is associated with a probability of using PEV, P(EV | I u , D u ) on the basis of the driver's household income I u and daily driving distance D u . I u is the random variable that denotes the income of the trip maker and follows a standard normal distribution centred at the median income of the residential tract. The median income information at tract scale is from census data 60 . P(I u ) is the probability density of the household income of all trip makers in the Bay Area. Similarly, D u is the random variable that denotes the daily travel distance of the trip maker. The visited locations of the trip maker are obtained from the TimeGeo model and the routing distance is calculated by using a publicly available online API service for routing. P(D u ) is the probability density of the daily travel distance of all travelers in the Bay Area. We assume that for a given trip maker, his or her income I u and daily travel distance D u are independent, thereby, P(I u , D u | EV) = P(I u | EV)P(D u | EV), that is, I u and D u are also conditionally independent given a PEV driver.
To estimate the probability of using PEV, P(EV | I u , D u ), we begin by expressing the Bayesian relation:
By imposing our aforementioned assumptions on equation (1), we have
In estimating this value, the share of PEVs within all cars in the Bay Area in 2013 is 0.62% according to the CVRP data 46 , that is, P(EV) = 0.62%. We make use of the PEV driver survey information regarding income and daily travel distance,
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namely P(I u | EV) and P(D u | EV), respectively. Once P (EV | I u , D u ) is estimated, the probabilities are used to select the PEV drivers from all vehicular drivers. Figure 3c represents the distribution of travel distance in the morning of all vehicular and PEV commuters.
Energy consumption models. We design different energy consumption models for the four popular PEV modes in the Bay Area. In detail, we estimate the power demand of Nissan Leaf with a drivetrain model and the trip information. This drivetrain model builds the relationship between the energy consumption and two aggregate properties of the trip, the average travel speed and the route distance, which we estimate from a publicly available online API service for each PEV trip. That is,
trip Nissan trip trip
where V trip and D trip are the average speed and route distance of the trip respectively. f(V trip ) implies the consumed power per mile (kWh mile -1 ) when the PEV is traveling at speed V trip (mile h -1 ). However, f(V trip ) depends on the battery used by the PEV model, meaning that different PEV models show different shapes of f(V trip ). In this work, we fit f(V trip ) with a piecewise linear function using the data observed from Nissan Leaf 3 . The curve of f(V trip ) is given in Supplementary Fig. 6b and the formulation is given as follows: 
trip PHEV trip PHEV
where r and C PHEV are the electricity consumption rate and the battery capacity of the PHEV, respectively. It has been previously calibrated that r = 0.288 kWh mile -1 for PHEVs with 10 mi electric range; r = 0.337 kWh mile -1 for PHEVs with 20 mile electric range; and r = 0.342 kWh mile -1 for PHEVs with 40 mile electric range 49 . In the Bay Area, the two most popular modes of PHEVs are Chevrolet Volt and Toyota Prius, and their electric ranges are 40 and 10 mile, respectively. The energy consumption models used here also match with the EV efficiency ratings released by the US Department of Energy (see Supplementary Table 1) .
Optimization model. We begin by discretizing a day into 15-min intervals such that each day starts at t = 0 and ends at t = 95 (ref. 32 ). For each charging session i among N in a day happen in a selected ZIP code, we define t as the total number of non-zero power measurements in this charging session (that is, total number of elements in Q i ), given that charging sessions start immediately on arrival. We enforce continuity of the charging process, the non-violation of departure times and amounts of session energy.
To capture the constraints proposed above, we introduce the following formal constraints: where d i is the delay of the charging session of the ith PEV driver. As the mobility motif of the PEV driver limits the acceptability of the recommendations, we customize d i for the PEV drivers with different mobility motifs as shown in Fig. 3e . Assuming that the delay of strategy is d, we introduce the following constraints: We construct the proposed constraints using a binary decision matrix to represent charging or non-charging time slots within the optimization duration. To represent the candidate time slot at which Q j i can be positioned, we create binary row vectors Finally, we write the variables in the constraints given in equation (7) The resulting formulation is a mixed-integer linear program, with decision variables X i , P peak and d i of which the latter two are integers. The problem can be proposed to minimize the daily peak load P peak for a group of PEVs arriving to the same ZIP code location, subject to equation (7) and the following additional constraints:
t i peak Data availability. All data needed to evaluate the conclusions in the paper are present in the paper. Additional data related to this paper may be requested from the authors.
