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Abstract 
Throughout the study of dynamic equations on time-scales, one traditionally finds 
many theorems involving the A case (i.e., A-derivatives, A-measure, A-integrability, 
etc.) with only a brief mention of the V case. This thesis is designed to give a greater 
understanding of V-measurability and Riemann V-integration, as well as to give a 
comparison between A and V-measurability. Furthermore, a Mathematica program 
for finding the Riemann V-integral of a function on various time-scales is provided. 
iv 
1. Introduction 
Calculus on time-scales was introduced by Stefan Hilger in 1988 to unify continuous 
and discrete analysis. What once appeared as discrepancies between differential equa-
tions and their discrete counterparts are now producing unifying results in time-scales 
methods. Hence the concepts of A-measure, V-measure, Riemann A-integration, and 
Riemann V-integration were formed. 
A meticulous study of A-measurability has been completed by Cabada and Vivero 
[3]. Chapter 3 of this thesis will parallel a great deal of that research, adapted for 
V-measurability. First, we prove that the set of all left-scattered points is at most 
countable for any time-scale T. Next, we observe the relationship between V-measure 
and Lebesgue measure, which allows us to develop a criterion for V-measurability. 
Furthermore in Chapter 3, we define the notion of a V-measurable function. After 
proving the connection between the V-measurability and the Lebesgue measurability 
of a function, we will observe the properties of Lebesgue measurable functions set 
forth by Royden [4], to see which properties still hold for V-measurable functions. 
While many properties of A and V-measure are the same, the two are not exactly 
alike. Chapter 4 is dedicated to comparing the A and V-measure of certain sets. One 
could easily select a subset of a time-scale, or even select a time-scale, such that the 
A-measure would equal the V-measure. However, the goal of Chapter 4 is to identify 
the more general cases for which the A-measure of a subset equals the V-measure of 




The Riemann A-integral for A-primitives of functions such as tn, cos(t), sin(i), 
or e4 have been calculated by Cabada and Vivero [3, Proposition 6.1]. In Chapter 
5, we use an analog of the formula given by Cabada and Vivero [3, Equation 6.2] to 
calculate the Riemann V-integral of some basic functions on arbitrary time-scales. 
We conclude using Mathematica to calculate some integrals on selected time-scales. 
Mathematica is a powerful tool, and the program in Chapter 5 is designed to let the 
user choose a time-scale and a function for integration. 
2. Preliminaries 
To begin, we will define some basic concepts crucial to the understanding of V-
measure and Riemann V-integration, [1] and [2]. 
DEFINITION 2.1. A time-scale, T, is an arbitrary nonempty closed subset of the real 
numbers. 
EXAMPLE 2.1. Here are a few examples of time-scales: Cantor set, M, Z , or any finite 
union of closed intervals on E. 
N O T E 2.1. All closed sets are Borel sets, and all Borel sets are Lebesgue measurable. 
Thus, all time-scales are Lebesgue measurable. 
We assume that a time-scale, T, has the standard topology of the real numbers. 
DEFINITION 2 .2 . Let T be a time-scale. For any t E T, we define the forward jump 
operator a : T —> T by 
o-(t) = inf {s e T : s > t} 
and the backward jump operator p : T —> T is defined by 
p(t) = sup {s £ T : s < t}. 
N O T E 2 .2 . If T has a maximum, b, then we say a(b) = b. Similarly, if T has a 
minimum, a, then p(a) = a. 
DEFINITION 2.3. Let t e T. If CR(t) > t, we say that t is right-scattered, and if p(t) < t, 
we say t is left-scattered. Points that are both right-scattered and left-scattered at 
the same time are called isolated. Futhermore, if t < max T and a(t) = t, then t is 
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right-dense. Similarly, if t > min T and p(t) = t, then t is left-dense. Points that are 
both right-dense and left-dense are called dense. 
PROPOSITION 2.1. If t is right-scattered and t / max T, then p(a(t)) = t. 
P R O O F . Let t be a right-scattered point in T. Define a(t) = inf{s G T : s > t} — 
n. Then n is a left-scattered point such that t = sup {s G T : s < n}. However, t = 
sup {s € T : s < n} = p(n). Thus p(a(t)) = p{n) =t. • 
A similar proof shows that if t is left-scattered and t ^ min T, then a(p(t)) = t. 
DEFINITION 2.4. The forward graininess function p: T —> [0, oo) is defined by 
fj,{t) = a(t) - t 
and we define a similar function, the backward graininess function, v : T —> [0,oo) 
by 
u(t) = t - p(t) 
Now let us observe a definition involving functions. 
DEFINITION 2.5. A function / : T —> R is right-dense continuous (abbreviated rd-
continuous) if / is continuous at all right-dense points in T and its left-sided limit 
exists (finite) at left-dense points in T. 
N O T E 2.3 . If we take T = R , then a function is right-dense continuous if and only 
if it is continuous. In general, continuity implies right-dense continuity. [1, Chapter 
1.4] 
3. Lebesgue V-Measure 
3.1. Lebesgue V-Measurable Sets. 
We will use the method in [3, Section 2] by Cabada and Vivero to define the Lebesgue 
V-measure of T. 
First, unless specified otherwise, we will be assuming T C [a, b], where a = min T 
and b = max T. The countably additive measure ray on the set 
J~2 = {{a,b} NT : a,b 6 T,G < b} 
is defined by assigning each interval, (a, 6], its length, mv((a,6]) = b — a. The interval 
(a, a] is defined as the empty set. 
Using my, one can generate the outer measure m^ on T, defined for each E C T as 
+oo, a G E, 
771* ( E} 
V
 I a$E 
y ieN 
where 
£ = { {(o"A] nT e T2}iac: E C U (fabi] n T)}. 
ieic 
A set A C T is said to be V-measurable if 
m%(E) = m*v{E n A) + m*v{E n (T\A)). 
is true for all subsets E of T. 
Employing the above definition, we prove a helpful fact about V-measurable sets. 
COROLLARY 3.1. The difference of two V-measurable sets is V-measurable. 
PROOF. Let A and B be V-measurable sets. We wish to show that A\B is V-
measurable. Thus, we must prove that the complement of a V-measurable set is 
V-measurable, and that the intersection of two V-measurable sets is V-measurable. 
5 
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First, the complement of A, Ac, is T \ A Thus, A = T\AC, and since A is V-
measurable, we have 
m*v{E) =m*v(EnA) + m*v(E n (TV)) 
= m*v{E n (T\AC)) + m*v{E n Ac) 
Hence Ac is V-measurable. 
Next, we need to show that the intersection of two V-measurable sets is V-measurable. 
Observe, 
m*v(E) < m*v(E n (4 f l B)) + m*v{E n (T\(A n B))) 
= m*v({E n A) n B) + m*v(E n ((A U AC)\(A n B))) 
= m*v{(E n A) n B) + m*v{E n ((A U Ac) n (Ac U Bc))) 
= m*v((E n A) n B) + m*v(E n ((A n Bc) U Ac)) 
= m*v((E n A) n B) + m*v((E n ( A n Bc)) U ( £ n Ac))) 
< m*v{{E nA)nB) + rriy((E flAjfl Bc) + m*v(E n Ac) 
Since B is V-measurable, we have 
m*v({E C\A)C\B) + m*v{{E n i ) f l Bc) + m*v(ED Ac) 
= m*v(E n A) + m*v{E n Ac) = m*v(E) 
Therefore, m*v(E) = m*v(E n ( A n B)) + m*v{E n ( T \ ( A n B))), and A n B is V-
measurable. 
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Since Ac and A (1 B are both V-measurable when A and B are V-measurable, we 
have A\B = A n Bc is V-measurable whenever A and B are V-measurable. • 
We know from [3, Lemma 3.1] that the set of all right-scattered points of T is at 
most countable. Now we will show a similar property important in the development 
of V-measurable sets. 
LEMMA 3.1. The set of all left-scattered points of T is at most countable, in other 
words, there are K € N and {tk}k€K C T such that 
L={t E T : p(t) < t} ={tk}keK. 
PROOF. Let / : [a, b] —> M be defined as 
( t, te T , 
m = { 
{ S, te{p(s),s),se T. 
It is obvious that the function / is monotonic on [a, b] and continuous on the set 
[a,b]\L. 
Since a monotonic function has at most a countable number of discontinuities, [4, 
page 104] we have that the set L is countable. • 
From now on, given E C T, we denote 
IE = {i el -.tie En L} 
with I c N and L = {U}ieI, be the set of all left-scattered points in E. 
The following result links the outer V-measure, m*v, defined above to the outer 
Lebesgue measure, m*L, studied by Royden [4, Chapter 3]. 
LEMMA 3.2. If E C T , then the following properties are satisfied: 
i) m*L(E) < m*v{E) 
ii) The set L and T\L are Lebesgue measurable. Furthermore, 
m*L(L) = 0 and ml{T\L) = m*L{T) 
in) If a <£E, then 
mS7{E) = Y,(ti-p(ti)) +ml(E) 
ieiE 
iv) m*L(E) = rriy(E) if and only if a £ E and E has no left-scattered points. 
PROOF. Properties (i) and (ii) are easily verified by definitions of m*L and m^. 
We will prove (Hi) because (iv) follows directly from (Hi). Suppose a E. We know 
from (ii), that L and T \ L are Lebesgue measurable sets and m*L(L) = 0. Hence 
ml(E) = ml(En(LU(T\L)) 
= ml(E n L) + m*L(E n (T \L)) 
= m*L(En(Y\L)). 
Thus, since a E D (T \L) and E D (T \L) has no left-scattered points, we have 
m*L(E) = m*L(E n (T\L)) 
= m ^ ( E n ( T \ L ) ) . 
Whence 





This proof is similar to [3, Lemma 3.2]. Now we can utilize this information to prove 
a criterion for V-measurability of sets. 
PROPOSITION 3.1. Let A C T . Then A is V-measurable if and only if A is Lebesgue 
measurable. 
PROOF. (=*») Let A be a V-measurable set, we want to show that A is Lebesgue 
measurable. Suppose a 0 A and E C [a, b], 
i) If a <£ E, then we claim [a, b]\A = (T\A) U ([a, b]\T). Now using A is V-measurable 
and T is Lebesgue measurable, we obtain 
m*L(E) < m*L(E n A) + m*L(E n {{a, b}\A)) 
< m*L(E n A) + m*L{E n (IV)) + m*L(E n ([a, 6]\T)) 
= m*v(E DA)+ m*v(E n (T\A)) - ^{U ~ p(U)) 
ieiE 
+ m l ( E N ( [ a , B } \ T ) ) 
Since A is V-measurable, we have 
m*v(E nA) + m*v{En (T\A)) = m*v{E n T), 
because 
(Bf l4 )U(£n (T\A)) = ( E f ) ((T\A) UA)) = EnT. 
Thus 
m*v(E nA)+m*v{En ( T \ A ) ) P&)) + mKE N 
ieiE 
= m*v{E n T) - ~ P(U)) + m*L(E n ([a, 6]\T)) 
ieiE 
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= m*L(E n T) + m*L(E Pi ([a, b]\T)) 
= mi(E) 
because T is Lebesgue measurable. 
Hence we show that m*L(E) < m*L(E n A) + m*L(E n ([a, b]\A)) < m*L{E), so 
ml(E) — m*L(E f l i ) + ml(E n ([a, b]\A)). 
Therefore, A is Lebesgue measurable, 
ii) If a G E, then since m*L({a})= 0 we have 
ml(E) < m*L{E (li) + m*L(E n ([a, b]\A) 
< m*L((E n [a, 6]) n A) + m*L({E n (a, b]) n ([a, b]\A)) 
= ml(En{a,b])<ml(E). 
Hence m*L(E) = m*L(E n A) + rn*L(E D ([a, so A is Lebesgue measurable. 
Now suppose a G A. Assume A is V-measurable. Whence ^4\{a} is V-measurable 
because the difference of two V-measurable sets is V -measurable (by Corollary 3.1). 
From the previous argument, we know A\{a} is Lebesgue measurable. Since {a} 
is Lebesgue measurable and the union of two Lebesgue measurable sets is Lebesgue 
measurable, we have A = A\{a} U {a} is Lebesgue measurable. 
(•<=) Let A be a Lebesgue measurable set, we wish to show that A is V-measurable. 
Suppose E C [a, b}. 
i) If a g E, then [a, b]\A = (T\A) U ([a, 6]\T). Using the fact that both A and T are 
Lebesgue measurable, we obtain 
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m*v{E) < m*v{E n A) + m*v(E n ([a, b]\A)) 
<m*v(EnA) + m^{E n (T \A)) + m*w(E n ([a, 6]\T)) 
= ml(E n T) + Y / { t i - p(ti)) + m*v{E n ([a, 6]\T)) 
ieiE 
= m*v{E n T) + m*v{E n ([a, 6]\T)) 
= m*L(E n T) + mt(E n ([a, b]\T)) + ] T > - p{U)) 
ieiB 
= ml(E) + - p(ti)) = m*v(E). 
ieiE 
Hence m^(E) = m*v(E n ,4) + m*v(E n ([a, 6]\^4)), so A is V-measurable. 
ii) If a G E, then m^(E) = +00, so we have 
+00 = m*y{E) <m*v{Er\A) + m*v(E n ([a, b]\A)) < +00 = m*v(E). 
Thus m^(E) = m*v(E n A ) + m*v(E n ([a, b]\A)), so A is V-measurable. 
Hence A is V-measurable if and only if A is Lebesgue measurable. • 
The above proposition may lead one to believe that every property of Lebesgue 
measurable sets holds for V-measurable sets. However, this assumption is false. For 
example, by [4, page 66] Royden, if A is a set with m*L(A) > 0, then there exists a 
Lebesgue nonmeasurable subset E C A, but the same conclusion will not hold for a 
set A with m*v{A) > 0. 
EXAMPLE 3.1. If A is any subset of a time-scale with m^(A) > 0, then A does not 
necessarily contain a non V-measurable subset, E C A. 
Take T = [0,1]U[2,3]u{5} and let A = {2, 5}. Clearly, m*L(A) — m*L({2})+m*L({5}) 
— 0, and the V-measure of A is 
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m*v(A) = J^iti ~ P{U)) + m*L(A) = (2 - 1) + (5 - 3) + 0 = 3. 
ieiA 
Since m*L(A) = 0, we have that every subset E of A is Lebesgue measurable. How-
ever, according to Proposition 3.1, if E is Lebesgue measurable, then E must be 
V-measurable. Hence every subset of A is V-measurable. Thus rriy(A) > 0 and A 
contains no non V-measurable subsets. • 
3.2. Lebesgue V-Measurable Functions. 
In this section, we will define the notion of a V-measurable function. Furthermore, 
we will consider some known theorems about Lebesgue measurable functions, modified 
for the V-measurable case. 
DEFINITION 3.1. We say that / : T —> R = [—oo, +oo] is a V-measurable function, 
if for every k G R, the set 
f-1{[-oo,k)) = {teT:f(t)<h} 
is V-measurable. 
First, let us develop a relationship between V-measurable functions and Lebesgue 
measurable functions. 
PROPOSITION 3.2. Let f : D —> R , where D C T and T is our time-scale. Then f 
is V-measurable if and only if f is Lebesgue measurable. 
PROOF. (=>) First, take / : D — R to be V-measurable. Since / is V-
measurable, we have that for all k G R, the set 
f-1([-^,k)) = {teD:f(t)<k} 
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is V-measurable. By Proposition 3.1, we know that {t e D : f(t) < k} is Lebesgue 
measurable for all k G R. Now according to the definition of a Lebesgue measurable 
function [4, page 67], / : D —> R is a Lebesgue measurable function. 
(<£=) Let / : D —> R be Lebesgue measurable. Since / is a Lebesgue measurable 
function, we know for all k G R the set {t € D : f(t) < k} is Lebesgue measurable. 
Now according to Proposition 3.1, the set {t G D : f(t) < k} is V-measurable, for all 
fcGl. Next, Definition 3.1 tells us that if the set 
{t E D : f(t) < k} — /-1([—oo, k)) 
is V-measurable for all k G R, then / : D —> R is V-measurable. • 
Now let us observe some properties of V-measurable functions. 
PROPOSITION 3.3. Let f be an extended real-valued function whose domain, D C T , 
is V-measurable. Then the following statements are equivalent: 
i) For all k G R, the set {x G D : f(x) > k} is V-measurable, 
ii) For all k G R, the set {x £ D \ f(x) > k} is V-measurable, 
Hi) For all k G R, the set {x G D : f(x) < k} is V-measurable, 
iv) For all k G R, the set {x G D : f(x) < k} is V-measurable. 
These statements imply: 
v) For all k G R, the set {x E D : f(x) = k} is V-measurable. 
PROOF. Define f :D —> R where D e l 
(i) (iv) Assume that A = {x G D : f(x) > k}, for all k G R, is V-measurable and 
let B = {x G D : f(x) < k}. Since A is V-measurable, we have from the definition 
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of V-measurable set that m^(E) — m%{E f lA) + m^(E f ) (D\A)) is true for any 
subset E of D. But 
D\A = D - {x £ D : f(x) > k} = {x £ D : f(x) < k} = B, 
and 
A = {x £ D : f{x) > k} = D - {x £ D : f{x) < k} = D\B. 
Thus TO^(E) = m*v(En{D\B))+m^(EnB) is true for all subsets E of D. Therefore, 
B = {x G D : f(x) < k} is V-measurable. 
Since {x G D : f(x) < k} — D — {x G D : f(x) > k}, the same proof holds for (ii) 
(Hi), (Hi) =4> (ii), and (iv) =>• (i). 
Before we show (i) =>• (ii) and (ii) =>• (i), we will show that the intersection of 
a sequence of V-measurable sets is V-measurable, and the union of a sequence of 
V-measurable sets is V-measurable. We know from Royden [4, page 65], that the 
intersection of a sequence of Lebesgue measurable sets is Lebesgue measurable, and we 
know from Proposition 3.1 that every V-measurable set is also Lebesgue measurable. 
Therefore, the intersection of a sequence of V-measurable sets is V-measurable. 
A similar proof shows that the union of a sequence of V-measurable sets is V-
measurable. 
00 ^ 
Now (i) (ii). Since {x G D : f{x) >k} = f ] { x e D : f(x) > k } and the set 71 
n=1 
{x G D : f ( x ) > k } is V-measurable for all n G N, we have {x G D : f ( x ) > k} is 
equal to the intersection of a sequence of V-measurable sets. Thus {x e D : f(x) > k} 
is V-measurable, so (i) =>• (ii). 
oo ^ 
Similarly, (ii) (i) because {x £ D : f(x) > k} = ^J {x £ D : f(x) > k A—} 
1 ^ n = l 
15 
and the set {x £ D : f(x) > k + —} is V-measurable for all n e N, we have 
n 
{x £ D : f(x)>k} is V-measurable. 
Thus (i) (ii) => (Hi) (ii) => (iv) =4> (i), so the four statements are equivalent. 
Finally, we need to show that (i) - (iv) imply (v). We have three cases: 
Case 1 : k£ R: Then 
{x £ D : f(x) = k} = {x £ D : / ( » < fe} n {x € £> : /(x) > k}, 
and we know that the intersection of two V-measurable sets is V -measurable. Thus 
(ii) and (iv) imply (v). 
oo 
Case 2 : k = +oo: Then {x e D : f(x) = +00} = p| {x € D : f(x) > n}, and 
n = l 
since the intersection of a sequence of V-measurable sets is V-measurable, we have 
(ii) implies (v). 
0 0 
Case 3 : k = —00: Then {x £ D : f(x) = —00} = P ] {x £ D : f(x) < —n} and (iv) 
71=1 
implies (v). 
Thus (ii) and (iv) imply (v). • 
PROPOSITION 3.4 . Let c £ R be constant and f and g be two V-measurable real-
valued functions defined on the same domain. Then the functions f + c, c f , f + g, 
g — f , and fg are also V-measurable. 
The proof of this proposition is identical to the proof for the Lebesgue measurable 
case seen in Royden [4, page 68]. 
Now we will consider the concept of / = g almost everywhere (abbreviated a.e.). We 
say / = g a.e. if the set of points where / does not equal g has a Lebesgue measure 
of zero. 
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PROPOSITION 3.5. If f is a V-measurable function and f — g a.e., then g is a 
V-measurable function. 
P R O O F . Le t f , g : D —> R a n d we def ine t h e set E = {x G D : f ( x ) ± g{x)}. By-
hypothesis, the Lebesgue measure of E is zero, m*L(E) = 0. Now observe 
{x eD : g(x) < k} = ({x G D : f(x) < k} U {x G E : g{x) < fc})\{a; G E : g{x) > k} 
for any fceE. Since / is a V-measurable function, we have that for all k G R the set 
{x G D : f(x) < k} is V-measurable. Next if m*L(E) = 0, then all subsets of E are 
Lebesgue measurable. Hence the sets {x G E : g(x) < k} and {x G E : g(x) > k} are 
both Lebesgue measurable. 
From Proposition 3.1, the sets {x G E : g(x) < k} and {x G E : g(x) > k} are V-
measurable sets. We know that the union of two V-measurable sets is V-measurable 
and the difference of two V-measurable sets is V-measurable, so 
{{xeD: f(x) <k}U{xeE: g{x) < k})\{x G E : g(x) > k} 
is V-measurable. Therefore, {x G D : g(x) < k} is a V-measurable set, and g : D —> 
R is a V-measurable function. • 
Now we define the concept of f = g almost everywhere V (abbreviated a.e. (V)), 
where the set of points such that / does not equal g has a V-measure of zero. 
COROLLARY 3.2. If f = g a.e. (V), then / = g a.e. 
P R O O F . L e t f , g : D — • R a n d / = g a.e. ( V ) . T h e n t h e set 
E = {x G D : /(*) ^ g(x)} 
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has a V-measure of zero, rriy(E) — 0. Since m*v{E) > m*L(E) and m*L(E) > 0, we 
have 0 = m^(E) > m*L(E) > 0. Hence m*L(E) = 0. Thus the set of points such that 
/ does not equal g has a Lebesgue measure of zero. Therefore, f = g a.e. • 
The same proof can be used to show that f = g a.e. (A) implies / = g a.e. 
N O T E 3.1. f = g a.e. does not imply f = g a.e. (V). 
E X A M P L E 3.2. Let f,g : D —> R and f = g a.e. Then assume 
C = {x € D : f(x) ^ g(x)} 
be the Cantor Ternary set, and D = [ -1, 0 )UCU (1, 2]. We know m*L(C) = 0, and 
we have that all left-scattered points of C are of the form 
m
 a 2 
= " E -i + ^ T T : m € N a n d a ^ {°> 2> f o r a11 1 <k<m} 
k=1 
from [1, Chapter 1.3]. Thus we find 
00
 2n 
mUC) = - Pit.,«)) + ml(C) = + 0 = 1, 
ielc n=0 
so / ^ g a.e. (V). 
4. A Comparison of V and A-Measurability 
Since a set A is A-measurable if and only if A is Lebesgue measurable [3, Proposition 
3.1], and by Proposition 3.1 a set A is V-measurable if and only if A is Lebesgue mea-
surable, it follows logically that A is A-measurable if and only if A is V-measurable. 
This result leads one to question the relationship between A-measurable sets and 
V-measurable sets. 
Before we continue in this section, we will define the notion of a fully closed subset. 
DEFINITION 4.1. Let T C [a, b] be our time-scale, and let A be a closed subset of T. 
If p(t),o(t) G A for all t G A, then A is called a fully closed subset of T. 
PROPOSITION 4.1. If A is fully closed anda,b $ A, then there is a one-to-one corre-
spondence between the sets of right-scattered points and left-scattered points in A. 
PROOF. Let A be fully closed and the set LA = {t G A : p(t) < t} = 
be the set of all left-scattered points in A. Also define Ra = {x G T : x < cr(x)} 
= {xj}jen as the set of all right-scattered points in A. Now let us create a function 
/ : Ra —> La such that f(t) = a(t) for all t G A such that t is right-scattered. We 
want to show that / is a one-to-one function, so observe f(t) = f(x) for some x,t G A. 
Then cr(t) = a(x). Now by our assumption, since x,t G A, a(t), cr(x) G A. But if 
a(t), cr(x) G A and a(t) = a(x), then p{a(t)) = p(a(x)). Furthermore, since a,b £ A, 
t = p{o{t)) = p(cr(:r)) = x. Hence in the case A C T is fully closed and a, b A, 
then f(t) = a(t) is a one-to-one function. The same proof will show g : La —> Ra, 
defined g(t) = p(t) is a one-to-one function, for our given subset A c T . Thus, there 
is a one-to-one correspondence between the left- and right-scattered points in A. • 
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N O T E 4.1. If max T G T and max T is a left-scattered point, then p(a(maxT)) does 
not necessarily equal max T. 
PROPOSITION 4.2. Let A be as in Proposition 4-1, then mA(A) = m*v(A). 
PROOF. Let A be fully closed with a, b £ A, and the sets Ra and LA as in 
Proposition 4.1. If X[ G Ra, then by our assumption a(x[) € A. But then a(x{) is 
a left-scattered point in A. Hence there exists some G La such that a(xi) = tk. 
Hence for every right-scattered point in A there exists a left-scattered point in A such 
that a ( x i ) = tk, which implies p(a(xi)) — xi = p(tfc)- Thus for each x\ G Ra there 
exists a unique tk G La such that p(tk) = xi G Ra, SO cr(xi) — xi = — p(tk)-
Since there is a one-to-one correspondence between La and Ra, we have ^ ^ (U — 
U 
P(ti)) = ^ ( a ( x j ) ~ xj)- Now by adding m*L(A) to both sides of the equation, we 
xjERA 
get ^T^ (ti — p(ti)) + m*L(A) = ^ (o'(xj) — Xj) + m*L(A). Furthermore, we have 
a,b A, so 
m*v{A) = ^ { U - piU)) + ml(A) = £ (a(Xj) - Xj) + m*L{A) = m*A(A). 
U£La Xj^RA 
Therefore, m*v(A) = m*A{A). • 
There are many subsets, A C T , not fully closed, which still have the property m^(A) 
= m\{A). 
PROPOSITION 4.3. If p(t) = a(t) - t is constant for all t G T and max T, min T 
i A, then m*v{A) = m*A{A) for ACT. 
PROOF. Case 1: /Z(T) = 0 for all t G T. If n(t) = 0 for all t G T, then every point 
in T is right-dense. However, if every point in T is right-dense, then every point in T 
20 
is left-dense. Thus t - p(t) = 0 for all t£ T. Hence for any A c T , with max T, min 
T £ A, we have 
™ka) = 22 ~ + = mi(A) 
xjERA 
and 
mv(A) = 22 pfa))+mi(A) = 
ueLA 
because A contains no left- or right-scattered points. 
Case 2: //(t) = k for all t G T and A; G R + . If fi(t) = k for all t G T, then 
p(t) = a(t) —t = k, and t is isolated for every t e l . Now observe t — pit) for some 
t G T, where t ^ max T and t ^ min T. Since T is closed, we have pit) = t' G T and 
since t ^ min T, t = a(p(i)). Hence t - p(t) = a(p(t)) - p(t) = a ( f ) - f = fc. Thus 
for all f G T, t ^ max T and t ^ min T, we have t - p(t) = cr(t) - t = k. 
Next, let A be as described above, and take t G A. Then a(t) — t = k, so a(t) > t, 
and t — p(t) = k, so t > p(t). Ergo, if A contains n points, then RA contains n points, 
n 
and La contains n points. Furthermore, m*L(A) = 0 because m*L(A) = 
such that a,i E A. Thus 
n 




m*v(A) = 22 Pfa)) + = 22(k) + ° = nk-
U£LA 1=1 
Therefore m*A{A) = m^{A) = nk for all subsets A of T, with max T, min T ^ A, 
containing n points and /i(£) = k for all t G T. • 
Some examples of such time scales are T = N, T = Z, and T = hN. 
2 1 
Now that we have some criteria for comparing the A and V-measures of a set, 
one may wonder what sort of criteria would imply the measurability of a function. 
We know that all continuous functions defined on a Lebesgue measurable domain 
are Lebesgue measurable [4, page 67]. However, in time-scales we often work with 
rd-continuous functions instead of continuous functions. 
PROPOSITION 4.4. Let f : T —> where T is our time-scale. If f is rd-continuous, 
then f is a V-measurable function. 
PROOF. First, we must remember that the set of all right-scattered points is at 
most countable [3, Lemma 3.1]. 
Now we wish to define a function g : T —> K such that 
f(x), x is right-dense, 
g(x) = limt >x-f{t), x is right-scattered and left dense, 
f(x), x is isolated 
Now we want to prove that g{x) is continuous for all x € T. We have three cases: 
Case 1: Assume that g(x) is not continuous for some right-dense point i G l Since 
g[x) = f(x), we have that f(x) is not continuous at x. However, if f(x) is not con-
tinuous at some right-dense point x, then / is not a right-dense continuous function, 
a contradiction. Thus g(x) is continuous for all right-dense points x G T. 
Case 2: Let x be right-scattered and left-dense. Since x is right-scattered, we know 
limy—¥x g(y) - limv—+x-g(y). Hence g(x) = limy^x-f(y) = limy^xg(y). Thus 
g(x) is continuous for all x £ T such that x is right-scattered and left-dense. 
Case 3: Let x be isolated. Let e > 0 be given. Since x is isolated, we can choose a 
5 > 0 such that \y — x\ < 5 implies y = x. Thus \y — x\ < 5, implies |g(y) — g(x)| = 
22 
I/O) ~ /0)l = \f{x) ~ f{x)\ = 0 < e. Therefore, £f(x) is continuous for all x G T 
such that x is isolated. 
Hence g(x) is continuous at each x G T, so g : T —> R is continuous. Furthermore, 
all continuous functions defined on a measurable domain are Lebesgue measurable, 
so g : T —> R is a Lebesgue measurable function. 
Now let A = {x G T : f(x) ^ g{x)}, so at most A consists of all the right-
scattered points in T. However, T contains countably many right-scattered points. 
Furthermore, the Lebesgue measure of any countable set is zero, [4, Chapter 3]. Thus 
A is a countable subset of T and m*L(A) = 0, which implies f — g a.e. Since f = g a.e. 
and g is Lebesgue measurable, we have that / is Lebesgue measurable, [4, page 69], 
According to Proposition 3.2, / is V-measurable. Therefore, if / is rd-continuous, 
then / is a V-measurable function. • 
A similar proof will show that ld-continuity implies measurability. 
5. Applications of Riemann V-Integration 
In this section, we will discuss the Riemann V-integration of some elementary func-
tions on bounded time-scales. Furthermore, we will give a Mathematica program 
that is designed to compute the Riemann A-integral and the Riemann V-integral for 
a given time-scale. 
We know that if the bounded function / : [a, 6] —> R is Riemann integrable from r 
to t, we have 
f f ( s ) V s = f f(s)ds+ £ f ( f & ) - f ( s ) ) d s 
J r J r
 ie/m[r.t]Jp{ti) 
where the integral on the left denotes the Riemann V-integral from r to t. (Note: This 
equation is an analog of the one determined by Cabada and Vivero for the Riemann 
A-integration [3, Equation 6.2].) 
We will use the above equation to solve the following equalities. 
EXAMPLE 5.1. : Assume a E R and n E N: 
ct f t rU 
f s n Vs = [ snds+ ] T f ( t " - S n ) d s 
i€irn[r,4]' 
fn+l j.n+1 rU 
n + l n + l 
tn+l rn+l 
n + l n + l 
tn+l rn+1 
n + l n + l 
tn+1 y.n+1 
n + l n + _ 
*t - 'Tn[r , t ] 
+ £ + 
fn+1 n(t-\n+1 
H- £ ( ^ - ^ - ^ T + ^ t t t ) 
1 . f - n + l + n + l j 
The following equalities follow similarly. 
23 
24 
j f Q < V s = - ° r ) + f [ a " ( t - - - s b 5 •+ 
whenever a > 0. 
cos (as)Vs = — (sin(ai) — sin (or)) 
a 
+ [cos(octi)(ti - p(U)) - -sin(atfj) + - s in (ap( t i ) ) } 
z
—' a a; 
4
 1 
sin(a;s)Vs = —(cos(ar) — cos (at)) 
a 
+ Y [sm(ati)(ti - p(ti)) + — cos(o;tj) - —cos(ap(ti))] 
< * rv rv 
where a ^ 0. 
a a 
Finally, one can use the integration by parts formula from Bohner and Peterson [1, 
Chapter 1.4] to obtain: 
J* ses Vs = (t - l)e4 + (1 - r)er + £ [efi (t? - tlP(U) - U + 1) + (p(t4) - l ) e ' ^ ] 
r
 ie^Tn[r,t] 
Next, we will utilize Mathematica to observe and compare values for the Riemann V 
and Riemann A-integrals of given single variable functions over different time-scales. 
The program below allows the user to input a time-scale, a function, and the bounds 
of integration. Observe: 
Clear[T, n, a, b , f , RNabla lnt , RDeltalnt] 
RNabla ln t [T_,f_,a_,b_] := 
Module[{i , B, Sum! , n}, 
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n = LengthfT]; 
GetTable[F] := Table[F[[i + 1]][[1]], {i, n - 1}]; 
GetTable2[F] := TabIe[F[[i]][[2]],{i,n - 1}]; 
If [a > Min[T]&&b < Max[T]&&a < b, 
B = IntervalIntersection[T, Interval[{a, b}]]; 
i = 1; 
S u m l = 0; 
P r i n t f ' T h e t ime scale is =",T]; 
Print["The Integral of Integration is =",B]; 
While[B[[i]][[2j] ji Max[Bj, 
S u m l = 
S u m l + j]((f/. — GetTable[T][[i]]) - f )dx; 
» + +;]; 
Nabla lnt = fdx + S u m l ; 
Print["The Riemann Nabla-Integral is = " , 
Nablalnt]; , 
Print["I'm sorry your interval of integration 
is not contained within the t ime scale"];] 
1 
RDel ta ln t [T_, f-, a., b_] := 
Module[{i , B, S u m l , n}, 
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n = Length[T]; 
GetTable3[F] := Table[F[[i]][[2]], {i, n - 1}]; 
GetTable4[F] := Table[F[[i + 1]][[1]], { i ,n - 1}]; 
If [a > Min[T]&&b < Max[T]&&a < b, 
B = IntervalIntersection[T, Interval[{a, b}]]; 
i = l ; 
Sural = 0; 
Printp'The t ime scale is =",T]; 
Printp'The Integral of Integration is =" ,B] ; 
While[B[[i]][[2]] + Max[B], 
S u m l = 
S u m l + S l : * ™ ^ / - GetTable3[T][[i]]) - f )dx; 
5 + +;]; 
De l ta lnt = / ^ f d x + S u m l ; 
Printp'The Riemann Delta-Integral is = " , 
Deltalnt]; , 
Print ["I'm sorry your interval of integration 
is not contained within the t ime scale"];] 




In[l] := RNablalnt[lnterval[{0, f }, {tt, tt}, 2tt}], Sin[x], £ , l | i ] 
O u t [ l ] : = T h e t ime scale is = lnterval[{0, J} , {tt, 7r>, 2ir}] 
Out[2]:=The Integral of Integration is = Interval [{ | , J } , {tt, tt}, *§£}] 
Out[3]:=The Riemann Nabla-Integral is = - f 
In[l] := RDeltaInt[Interval[{0, f }, {tt.tt}, 2tt}], Sin[x], f , i|2L] 
O u t [ l ] : = T h e t ime scale is = lnterval[{0, {tt, tt}, { ^ f , 27r}] 
Out[2]:—The Integral of Integration is = Interval[{f , f } , {tt .tt}, Af^}] 
Out[3]:=The Riemann Delta-Integral is = 1 + § ( - 4 ( 2 + \ /2) + 3\ /2n) 
EXAMPLE 5.3. : 
In[l] := RNablaInt[Interval[{§, §} , {1 ,1} , {§ , §} , {2 ,2} , { § , §} , {3 ,3} , 
{ | , | } , { 4 , 4 } , { | , | } , { 5 , 5 } ] , x M , 5 ] 
O u t [ l ] : = T h e t ime scale is = Interval [{ | , § } , { 1 , 1 } , { § , § } , { 2 , 2 } , { | , §} , 
{ 3 , 3 } , { £ , £ } , { 4 , 4 } , { § , § } , { 5 , 5 } ] 
Out[2]:=The Integral of Integration is = Interval[{§, | } , { 1 , 1 } , { § , §} , 
{2, 2}, { § , § } , {3, 3}, { I , l ) , {4, 4}, { § , § } , {5, 5}] 
Out [3]:=The Riemann Nabla-Integral is = 189 
In[l] := RDeltaInt[Interval[{§, | } , {1 ,1} , { | , §} , {2 ,2} , {§ , §} , {3,3} , 
{ I , | } , { 4 , 4 } , { | , | } , { 5 , 5 } ] , x 3 , | , 5 ] 
O u t [ l ] : = T h e t ime scale is = Interval[{§, § } , { 1 , 1 } , { § , § } , { 2 , 2 } , { § , | } , 
{ 3 , 3 } , { | , I } , { 4 , 4 } , { | , | } , { 5 , 5 } ] 
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Out[2] :=The Integral of Integration is = Interval[{§, §} , {1 ,1} , {§ , §} , 
In[l] := RNablaInt[Interval[{l ,3} , {5, 5}, {6, 8}, {12 ,13}] ,x 2 , 2, 7] 
O u t [ l ] : = T h e t ime scale is = Interval[{l , 3}, {5, 5}, {6 ,8} , {12,13}] 
Out[2] :=The Integral of Integration is = Interval[{2, 3}, {5 ,5} , {6,7}] 
Out[3] :=The Riemann Nabla-Integral is 
In[l] := RDeltaInt[Interval[{l , 3}, {5, 5}, {6, 8}, {12,13}], x 2 , 2, 7] 
O u t [ l ] : = T h e t ime scale is = Interval[{l , 3}, {5,5}, {6 ,8} , {12,13}] 
Out[2] :=The Integral of Integration is = Interval[{2,3}, {5, 5}, {6,7}] 
Out[3] :=The Riemann Delta-Integral is 
Examples 5.3 and 5.4 were the examples used by Yantir and Ufuktepe [5, Section5]. 
Now let us use the equation found in Example 5.1 to solve the Riemann V-integral 
in Example 5.4. 
{2, 2}, { § , § } , {3,3} , { £ , £ } , {4,4} , { § , § } , {5, 5}] 
Out[3] :=The Riemann Delta-Integral is = 
E X A M P L E 5.4 . : 
343 8 2(53) 
3 3 




Thus the value determined from the equation in Example 5.1 is equal to the value 
determined by the Mathematica program. 
Now we observe an integral with the case T = C, the Cantor set. Cabada and Vivero 
[3, Section 6] used the classical Cantor ternary set to find 
f Jo 
We will use a different method to solve this integral for the V case. 
3 
sAs = - . 
' o 7 
E X A M P L E 5.5. 
[1 = i + £ ( f - tlP{U) + J o 2
 itlc 




Now from [1, Chapter 1.3}, we have that 
Tn ty 
I f . = {J2 ^ + -^TJ : m e N and ak e {0,2} for all 1 < k < m} 
k=i3 3 m 
and 
p{k) =U- for all i € Ic 
Thus we have every (U — p{U)) is of the form ^ for some me N. One should note 
o 
that when m = 0 we are removing the first middle third of the interval [0,1]. Thus 
(;ti — p{ti)) = and when m = 1 we are removing the middle third of the intervals [0, 
3 
1 2 1 
- ] and [ - , 1], Hence for the first interval we have (U — p(ti)) = - and for the second 
3 0 
interval we have (t, — p(tj)) = Eventually, we recognize that for each m e N we 
have 2TO intervals. Therefore, 
J 0
 ieic 
1 00 1 1 2 
gm+l y 
771=0 
_ 1 _ 4 
~ 2 + 14 ~ 7 
It is a future goal to write programming capable of solving the Riemann V-integral 
for more complex functions (i.e., ep(t, r), sinp(t, r), cosp(t, r), etc.) over any time scale. 
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