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Abstract
Exotic Quantum Phases and Phase Transitions of Strongly Interacting Electrons
in Low-Dimensional Systems
by
Ryan V. Mishmash
Experiments on strongly correlated quasi-two-dimensional electronic materials—for ex-
ample, the high-temperature cuprate superconductors and the putative quantum spin liquids κ-
(BEDT-TTF)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2—routinely reveal highly mysterious quan-
tum behavior which cannot be explained in terms of weakly interacting degrees of freedom.
Theoretical progress thus requires the introduction of completely new concepts and machin-
ery beyond the traditional framework of the band theory of solids and its interacting counter-
part, Landau’s Fermi liquid theory. In full two dimensions, controlled and reliable analytical
approaches to such problems are severely lacking, as are numerical simulations of even the
simplest of model Hamiltonians due to the infamous fermionic sign problem.
In this dissertation, we attempt to circumvent some of these difficulties by studying anal-
ogous problems in quasi-one dimension. In this lower dimensional setting, theoretical and
numerical tractability are on much stronger footing due to the methods of bosonization and
the density matrix renormalization group, respectively. Using these techniques, we attack
two problems: (1) the Mott transition between a Fermi liquid metal and a quantum spin liq-
uid as potentially directly relevant to the organic compounds κ-(BEDT-TTF)2Cu2(CN)3 and
x
EtMe3Sb[Pd(dmit)2]2 and (2) non-Fermi liquid metals as strongly motivated by the strange
metal phase observed in the cuprates. In both cases, we are able to realize highly exotic
quantum phases as ground states of reasonable microscopic models. This lends strong cre-
dence to respective underlying slave-particle descriptions of the low-energy physics, which are
inherently strongly interacting and also unconventional in comparison to weakly interacting
alternatives.
Finally, working in two dimensions directly, we propose a new slave-particle theory which
explains in a universal way many of the intriguing experimental results of the triangular lattice
organic spin liquid candidates κ-(BEDT-TTF)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2. With use
of large-scale variational Monte Carlo calculations, we show that this new state has very com-
petitive trial energy in an effective spin model thought to describe the essential features of the
real materials.
xi
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Chapter 1
Introduction: Many-Body Systems of
Interacting Electrons
1.1 Overview: FromWeakly Interacting Electrons to Quan-
tum Spin Liquids and Non-Fermi Liquids
Understanding the effects of interactions between constituents of a given physical system is
ubiquitous in all fields of physics, from the classical mechanics of everyday life to the collisions
between subatomic particles in high-energy accelerators to the evolution and structure of stars
and galaxies. The effects of interactions between a system’s many degrees of freedom can be
profound and often times determine the qualitative behavior of the system as a whole. These
points are perhaps most dramatically exemplified in modern-day condensed matter physics,
where we are interested in understanding the collective behavior of ∼1023 interacting quantum
mechanical degrees of freedom! The degrees of freedom are generally the (nonrelativistic)
1
valence electrons in a crystalline solid; the problem requires a quantum mechanical description
because even a laboratory at room temperature is to a good approximation near absolute zero1;
and the interactions are the repulsive electrostatic Coulomb forces between electrons.
Remarkably, however, one can often make enormous theoretical progress describing real
materials by ignoring electron-electron interactions completely. This is the famous band theory
of solids [1] wherein we mathematically account only for the quantum mechanical behavior of
the electrons and their interaction with a periodic lattice of atoms. In fact, this more traditional
realm of solid state theory is responsible for our understanding of the semiconductor [1], and
it thus directly underlies the function of basically every modern-day electronic device.
However, in terms of bare numbers, the strength of the Coulomb interaction in ordinary
solids is not small and is typically comparable to the kinetic energy, yet the free-electron ap-
proximation in spatial dimensions d > 1 usually remains valid. This remarkable fact was
explained in 1957 by the seminal work of Landau [2]—a theoretical framework known today
as (Landau-)Fermi liquid theory [3]. At its simplest level [4], Landau’s Fermi liquid theory
argues that the excited states of an interacting electronic system are in one-to-one correspon-
dence with the corresponding noninteracting electron gas; that is, the excitations are described
by nearly free, long-lived fermionic quasiparticles with the same internal quantum numbers as
the electron only with a renormalized effective mass2. With respect to most physical proper-
ties, Fermi liquids thus behave as if they were noninteracting. One of the most notable physical
consequences is a jump discontinuity Z < 1 in the electron momentum distribution function at
the Fermi surface, whose enclosed volume is determined entirely by the electron density; the
1For example, the Fermi energy of copper is around 7 eV, or about 80,000 K 300 K.
2This is pushed to the extreme in certain “heavy fermion” materials [5, 6] where Fermi liquid theory may
apply, albeit with effective charge carriers hundreds of times more massive than the bare electron.
2
latter remarkably robust phenomenon is known as Luttinger’s volume theorem [7] to which we
will return later in Chapter 4.
While band theory and its interacting cousin, Fermi liquid theory, stand as pillars of con-
densed matter physics, some systems exhibit electron-electron correlations so strong that a
noninteracting starting point is simply inapplicable. One of the most dramatic failures of the
noninteracting picture occurs when strong interactions produce an insulating state in systems
with an odd number of electrons per unit cell—band theory tells us such a situation is impos-
sible and that these materials need be metallic [1]. These systems are today known as Mott
insulators after Sir Nevill Mott, who speculated as early as 1937 [8] that strong Coulomb re-
pulsion could explain the mysterious insulating behavior observed in various transition metal
oxides with partially filled d shells [9]. Still some 80 years later, Mott insulators stand as the
paradigmatic example of strongly correlated electron physics [10, 11].
The physical intuition underlying Mott insulation is quite simple. In systems with partially
filled d or f shells, the hopping overlap integral between neighboring lattice sites, t, is substan-
tially reduced due to the presence of filled outer shells with larger principal quantum numbers
(which essentially increase the lattice spacing). With an odd number of electrons per unit cell,
band theory would predict that these materials should still be metallic, albeit with a very small
bandwidth ∼ t. However, for two electrons to occupy a given site, they must pay an energy
cost, U , due to Coulomb repulsion, which may in fact dominate over the kinetic energy, t. This
physics can be encapsulated in the famous Hubbard model:
H = −t
∑
〈i,j〉
∑
α=↑,↓
(c†iαcjα + H.c.) + U
∑
i
ni↑ni↓ , (1.1)
where the operator ciα destroys an electron at site i with spin α = ↑, ↓ , niα = c†iαciα is the
3
associated electron number operator, and 〈i, j〉 denotes a sum over all nearest-neighbor sites
on the lattice. At say one electron per lattice site (a “half-filled band”), for large repulsive
interactions U  t, we clearly expect the electrons to localize on their respective lattice sites.
There is then a large gap to charge-carrying excitations and the system is said to be a Mott
insulator. However, electrons carry spin-1/2, so there are residual spin degrees of freedom
which are still active. A strong-coupling expansion of Eq. (1.1) (see, e.g., Ref. [12]) leads
to an effective spin model, the leading order term of which is known as the Heisenberg spin
Hamiltonian:
H = J
∑
〈i,j〉
Si · Sj + . . . , (1.2)
where J = 4t2/U .
Almost invariably in spatial dimensions d > 1, real Mott insulating materials and numerical
simulations of the Heisenberg model, Eq. (1.2), give rise to spontaneous symmetry breaking
and long-range order as the temperature goes to zero; this order is usually of the antiferro-
magnetic (Ne´el) type, but the symmetry breaking could also be discrete such as in a valence
bond solid. Then, the unit cell is generally enlarged to include an even number of electrons.
Even though this enlargement of the unit cell occurs dynamically and solely due to the pres-
ence of strong interactions, quantum ground states such as those exhibiting long-range Ne´el
or valence bond solid order are generally continuously connected to simple band insulators3.
Therefore, as a matter of principle, Mott insulators with long-range order and an enlarged unit
cell are not actually distinct quantum phases from the conventional insulators obtainable via
band theory [1, 14].
Even though strong interactions are inarguably present in these Mott insulators, it might
3In the case of Ne´el order, the connected band insulator must of course also be antiferromagnetic [13].
4
thus seem that the resulting physics is still of the weakly interacting variety. In a sense, this
is true. However, if we can avoid spontaneously broken symmetries and corresponding en-
largement of the unit cell, exotic and interesting physics is guaranteed. Specifically, due to a
theorem by Hastings [15]—a two-dimensional generalization of the Lieb-Schultz-Mattis theo-
rem in one-dimension [16]—it is known that for spin systems on a torus with spin-1/2 per unit
cell and no unit cell doubling, a unique quantum ground state with a finite energy gap to all
excitations in the thermodynamic limit is forbidden. This fact has truly dramatic consequences
and underlies the entire field of quantum spin liquids [17], to which Chapters 2 and 3 of this
dissertation are largely devoted.
Traditionally [18], quantum spin liquids have been defined as a zero-temperature quantum
ground states which spontaneously break no symmetries, most notably the SU(2) spin sym-
metry. However, Hastings’ theorem implies that such ground states [19, 20] must either have
topological order or have low-lying gapless excitations which are inherently strongly inter-
acting, both exceedingly interesting scenarios4. There is thus a pervading modern viewpoint
which defines quantum spin liquids with the more positive signature as quantum ground states
which have long-range entanglement [21, 22], i.e., they cannot be continuously deformed into
a trivial direct product state. This notion has led to significant advances in our understanding
of and appreciation for the beautiful, yet challenging, complex quantum many-body physics
governing the behavior of quantum spin liquids.
Led by Philip W. Anderson, theorists have been thinking about quantum spin liquid ground
states since the 1970s [18] and most vigorously since the discovery of the cuprate supercon-
4In the case of topological spin liquids, gapless excitations may also exist but they are generally weakly
interacting (for examples, see Chapter 3).
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ductors (see below) in 1986 [23]. However, it is only within the last decade that experimental
evidence has been mounting which has finally brought the notion of quantum spin liquids to re-
ality. At present, tantalizing evidence for spin liquid behavior has been observed, for example,
in the following spin-1/2 experimental systems: the quasi-two-dimensional triangular lattice or-
ganic materials κ-(BEDT-TTF)2Cu2(CN)3 [24, 25] and EtMe3Sb[Pd(dmit)2]2 [26, 27, 28], the
quasi-two-dimensional kagome lattice mineral ZnCu3(OH)6Cl2 (herbertsmithite) [29, 30, 31],
and the three-dimensional hyperkagome lattice oxide Na4Ir3O8 [32].
This is very exciting for at least two reasons. Firstly, quantum spin liquids by themselves
are very interesting phases of matter which demonstrate highly unusual quantum behavior, and
thus may very well eventually be useful technologically. For example, exploiting the topolog-
ical order in a putative gapped spin liquid for universal topological quantum computation [33]
is one long-term dream.
Secondly, if hole-doped away from half-filling, many theoretically envisioned quantum
spin liquid ground states become superconductors, and in particular, high-temperature super-
conductors. This was the original groundbreaking insight of Anderson, who proposed that a
resonating valence bond ground state of a half-filled Mott insulating spin system—basically
the topological spin liquids discussed above—may explain high-temperature superconductivity
in the newly discovered (at the time) copper-oxide (cuprate) superconductors [23]. While it is
still highly controversial whether or not this is the correct approach in describing the cuprates
themselves (see Ref. [34] for a review arguing in its favor), these theoretical ideas are to this day
still extremely inspiring and influential. The basic idea is that a topological spin liquid contains
low-energy degrees of freedom that closely resemble the Cooper pairs known to condense in
6
a superconductor. In fact, at the mean-field level, topological spin liquids are often just super-
conductors5 described by ordinary Bardeen-Cooper-Schrieffer (BCS) theory [35, 36, 37, 38].
The “preformed” Cooper pairs remain both in the presence of gauge fluctuations (see Sec. 1.2)
in the Mott insulating quantum spin liquid itself and also upon doping the system with a finite
density of holes. The important point is that the pairing (gap) scale, which determines Tc [37],
is then set by the scale of the electronic exchange energy in the Mott insulator, and this scale
can potentially (but not necessarily) be very large, perhaps on the order of hundreds of kelvin.
Therefore, at least in theory, doping of quantum spin liquids offers a clear and direct route to
realizing real materials that superconduct with high critical temperatures. In the future, it will
thus be very interesting to see if experimentalists can successfully dope the present-day spin
liquid candidates in search of high-temperature superconductivity.
We conclude this section by briefly reviewing the main established experimental and theo-
retical results, as relevant to the work presented in this dissertation, pertaining to (1) the organic
spin liquids κ-(BEDT-TTF)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2 and (2) the cuprates. These
two classes of experiments form the main underlying motivation for the theoretical studies
presented in the chapters that follow.
1.1.1 Organic Spin Liquid Candidates and the Mott Transition
The two materials κ-(BEDT-TTF)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2 (abbreviated as κ-
BEDT and DMIT, respectively) are quasi-two-dimensional, nearly isotropic, layered organic
charge-transfer salts. Rather remarkably, both compounds are believed to be described to a
5This is the picture within a fermionic slave-particle approach with a Z2 gauge redundancy (see Chapter 3 and
Appendix C).
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good approximation by half-filled (one electron per site) Hubbard-type models. For recent
reviews on these and related materials, including the detailed microscopic (including chemical)
considerations at play, we refer the reader to Refs. [39, 40].
Both κ-BEDT and DMIT are insulating at ambient pressure and show no signs of magnetic
ordering down to very low temperatures ∼30 mK, much lower than the Heisenberg exchange
energy J ∼ 250 K (as estimated by high-temperature series expansion) [24, 27]. Just these
facts alone place these materials as strong quantum spin liquid candidates. It has historically
been believed that the triangular lattice does not contain sufficient geometrical frustration to
suppress long-range Ne´el order, and this is known to be the case for the nearest-neighbor
Heisenberg model [41, 42, 43], i.e., the leading term in Eq. (1.2). However, when compared
with other spin liquid candidates like ZnCu3(OH)6Cl2, perhaps the most distinguishing fea-
ture of κ-BEDT and DMIT is the large degree to which charge fluctuations are important, i.e.,
physics represented by the subleading terms in Eq. (1.2) (see Chapter 3). In fact, under mod-
erate hydrostatic pressure of ∼0.4 GPa, both materials undergo a Mott transition to metallic
phases; that is, κ-BEDT and DMIT are weak Mott insulators. Furthermore, even though they
are electrical insulators, both materials show low-temperature specific heat [44, 45] and spin
susceptibility [24, 27, 46] behavior reminiscent of a metal [1], i.e., respectively, Cv/T and χ go
to finite constants as T → 0. Also, thermal transport measurements indicate gapless metallic-
like behavior in DMIT (κ/T → const.) [47] and a very small gap ∼0.4 K in κ-BEDT [48, 47].
All in all, these are very striking experimental facts which suggest highly interesting quantum
many-body behavior, and thus likely require “exotic” theoretical description.
Based on the metallic-like thermodynamics and proximity to a pressure-induced Mott metal-
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insulator transition, a very natural and beautiful theoretical starting point to describe these
putative spin liquids is to couple a Fermi sea of spinons to a U(1) gauge field [49, 50], a the-
oretical framework which has been around since the 1990s in the context of the cuprates and
the half-filled Landau level [51, 52, 53, 54, 55, 56, 57]. At its simplest level in the context of
a Mott insulator at half-filling as appropriate to the organics [49, 50, 58, 59], the spinon Fermi
sea state can be modeled by a wave function in which one simply projects out all doubly-
occupied sites from an unpolarized spin-1/2 free Fermi gas Slater determinant [49]. One then
has a spin-1/2 wave function with power-law “2kF ” spin-spin correlations which behave in the
same qualitative manner as one has in a simple spinful metal [1]! That is, we have an insulator
with metallic-like spins, and since the spin operator is a bosonic object, we often refer to this
remarkable quantum phase as the “spin Bose metal” [58, 59].
In Chapter 2, inspired by transport measurements on the organics [25], we study the zero-
temperature Mott transition between an ordinary Fermi liquid metal and the above spin Bose
metal. Expanding on previous mean-field analysis by Florens and Georges [60], Senthil has
recently argued in groundbreaking work [61] that such a Mott transition may be continuous and
in the same universality class as the corresponding superfluid-Mott transition for bosons, i.e.,
the (d+1)D XY universality class [62]. If this scenario were to come to fruition—either exper-
imentally in the organic compounds6 or in numerical simulations of relevant lattice models—it
would be vindication for Mott who long believed [10, 11] that a continuous interaction-driven
metal-insulator transition should be possible in the absence of magnetism. In this disserta-
6For κ-BEDT, below ∼5 K on the metallic side of the Mott transition, the Fermi liquid is unstable to a su-
perconductor; therefore, when applied to that material the ideas of Ref. [61] are valid only on temperature scales
above this low-temperature pairing instability. DMIT, on the other hand, apparently has no such instability, al-
though its Mott transition has been studied in less detail compared to κ-BEDT.
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tion, using large-scale numerical simulations complemented with analytical bosonization (see
Sec. 1.3), we present in Chapter 2 a fully controlled quasi-one-dimensional realization of such
a continuous Mott transition into an exotic spin Bose metal insulator on the two-leg triangular
strip.
In Chapter 3, on the other hand, we propose a new theory for the low-energy behavior of κ-
BEDT and DMIT as a particular gapless topological spin liquid with quadratic band touching
(QBT) [63] at the center of the Brillouin zone. We argue that this state is largely consistent
with many of the experimental facts summarized above. While the theoretical starting point
of our QBT state uses the same variables as the U(1) spinon Fermi sea (spin Bose metal), its
underlying physical character is completely different. However, with the presently available
experimental data, both the U(1) spinon Fermi sea and QBT states stand as viable theoretical
candidates. Only with future experiments will we be able to favor one state over the other, or
perhaps another theory entirely—for example, see Refs. [64, 65, 66, 67, 68, 69]—will emerge
as the best description.
1.1.2 High-Temperature Superconductors and Non-Fermi LiquidMetals
The field of high-temperature superconductivity began in 1986 with the stunning discovery
by Bednorz and Mu¨ller that a quasi-two-dimensional ceramic copper-oxide system, LaBaCuO,
undergoes a transition to a superconducting state at an anomalously high critical temperature
of Tc ' 35 K [70]. Previously, the highest observed Tc had been around 20 K. Since the
initial work of Bednorz and Mu¨ller, experimentalists have found high-temperature supercon-
ductivity in a whole host of copper-oxide materials similar to LaBaCuO. Known collectively
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as the “cuprates”, these include La2−xSrxCuO4 (Tc ' 40 K [71]), YBa2Cu3O6+x (Tc ' 92 K;
the first superconductor found with Tc above the boiling point of liquid nitrogen [72]), and
HgBa2Ca2Cu3O8 (Tc ' 135 K; the record Tc at ambient pressure [73, 74]). Such high transition
temperatures cannot be accomodated using ordinary phonon-mediated BCS theory [35, 36],
and the cuprates are thus often referred to as unconventional superconductors7.
The precise underlying physical mechanism responsible for high-Tc superconductivity in
the cuprates remains to this day a very hotly debated topic. Even a summary of all the proposed
theoretical scenarios and how they relate to the vast volume of available experimental data is
well beyond the scope of this dissertation. Since at half filling (x = 0 doping) all cuprates are
(antiferromagnetically ordered) Mott insulators, it is generally agreed upon in most [34] (but
not all [14]) theories that strong electron-electron interactions play an absolutely essential role.
The majority of theoretical efforts focus on the region of the phase diagram at temperatures just
above the superconducting dome and below optimal doping (generally x . 0.15): the so-called
“pseudogap” regime. (Recent X-ray scattering data and numerical simulations [76, 77] suggest
that the pseudogap may actually be a result of several competing classical orders.) Instead, we
here focus on the enigmatic “strange metal” behavior which occurs above Tc and near optimal
doping.
The strange metal is the prototypical example of a non-Fermi liquid metal, i.e., a conduct-
ing state which violates Fermi liquid theory in some way. Specifically, the strange metal in
the cuprates displays a robust, but extremely mysterious, resistivity that is linear in tempera-
ture [78]: ρ ∼ T . Remarkably, this anomalous behavior persists from Tc all the way up to
7While for many years the cuprates were synonymous with high-Tc, they have recently been joined by a new
class of iron-based materials known as the “pnictides” which also exhibit unconventional superconductivity [75].
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temperatures on the order of several hundreds of kelvin. Furthermore, angle-resolved pho-
toemission spectroscopy (ARPES) measurements [79] indicate a complete lack of coherent
Landau quasiparticles: Z → 0. Based on these facts alone, the strange metal cannot possibly
be described as a traditional Landau Fermi liquid [3].
It is important to note that the superconductor itself develops out of the normal state, i.e.,
the strange metal (or the pseudogap) in the case of the cuprates8. Therefore, in analogy with
understanding a conventional BCS superconductor as a (marginal) low-temperature instability
of the Landau Fermi liquid [81], it is reasonable to believe that we may be able to understand
high-temperature superconductivity, say in the cuprates, as a natural instability of some more
exotic non-Fermi liquid quantum state. While finite-temperature non-Fermi liquid behavior is
often associated with a quantum critical point, as in the case of the heavy fermion materials [5,
6], recent evidence suggests that this may not be the correct approach for the cuprates; instead
the strange metal may actually be an extended quantum phase [78, 80]. One is then faced with
the task of constructing a theory for a zero-temperature non-Fermi liquid metal that is likely
inherently strongly interacting and not continuously connected to any weakly interacting state.
Historically, this has been a nearly impossible task [51, 52, 81].
In Chapter 4 and Ref. [82], we succeed in constructing a concrete theory for a particular
example of a two-dimensional non-Fermi liquid quantum phase—the “d-wave metal”—and
present numerical evidence for its stability in a reasonable microscopic model in quasi-one
dimension. However, we do not at the moment claim any particular relevance to the strange
metal of the cuprates. Still, being basically the first of its kind, we believe that this study
8These states are called “normal” because they are not superconducting, yet they are highly abnormal in
character [80].
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represents a significant advance in our conceptual understanding of such strongly interacting
non-Fermi liquids. Only through time and future work will we be able to determine its true
applicability to real materials.
1.2 Parton Constructions and Gauge Theories
A common theme present in all results contained in this dissertation is the use of “slave
particles” or “partons” for describing the low-energy physics of a given quantum phase. Within
such constructions, we take the physical operator of interest, e.g., the electron operator or spin
operator, and write it in terms of a new set of (slave) operators. The hope is that such a change
of variables will be useful in describing the low-energy behavior of a given physical system,
say of a model Hamiltonian or of an actual experiment. Such descriptions lead to a local
redundancy in the definition of the physical operators and this necessitates the introduction of
an appropriate gauge field in the action. It is this gauge field which is responsible for “gluing”
the partons back together to recover the physical Hilbert space of the problem.
What often happens is that this gauge theory is in its confined phase, i.e., the partons are at
all energies bound together in analogy with quark confinement in QCD [83]. However, if we
are lucky, we may find the system in its deconfined phase, a truly strongly interacting many-
body state. The partons at low energies then obtain a life of their own and affect the physical
system in interesting and perplexing (gauge-invariant) ways; our change of variables has thus
proven useful, and we typically anoint the phase as “exotic”. We note that it has in the past been
rather difficult to use such an approach to have meaningful say about a given, specific micro-
scopic Hamiltonian, say the Hubbard model or Heisenberg model on some lattice. However,
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in recent years, we have been successful in reverse engineering reasonable candidate micro-
scropic models which indeed happen to subsequently show strong numerical evidence for such
exotic behavior (see Chapter 4 and Refs. [84, 85, 86, 82]). Such numerical verification is an
extremely important step in establishing the validity of the parton approach; it is only then that
the partons seem “real”.
We now briefly illustrate the above considerations in an example directly relevant to the
two-dimensional versions of the exotic states at the focus of Chapters 2 and 4: the elec-
tronic spin Bose metal and electronic d-wave metal, respectively. This type of construction,
which goes by the name “slave-boson”, dates back to the earliest days of theories on the
cuprates [51, 52]. We begin by writing the electron operator at lattice site i as product of a
spinless bosonic operator carrying the physical charge of the electron (“chargon”) and a neu-
tral fermionic operator carrying its spin α = ↑, ↓ (“spinon”):
ciα = bifiα, (1.3)
This decomposition is invariant under local U(1) phase rotations, bi → eiφibi and fiα →
e−iφifiα , and thus we must couple the chargons and spinons to an emergent U(1) gauge field;
under this gauge field aµ, the b and f partons carry opposite gauge charge ±1. Depending on
context, bi may be taken to be, for example, a rotor bi = eiϕi when treating the electronic Mott
transition [60, 50, 61] or a hard-core boson (b†i )
2 = 0 for doped strongly interacting models
relevant to the cuprates [34].
For concreteness, we now focus on the former and write down an appropriate (2+1)D ac-
tion [50] for the Mott transition in the organic spin liquids using this framework (similar con-
siderations apply to doped models [34]; see Chapter 4). In this case, following Senthil [61] and
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passing to the continuum limit, we have
S = Sb + Sf + Sbf + Sa , (1.4)
where
Sb =
∫
d2rdτ
[|(∂µ − iaµ)b|2 + V (|b|2)] , (1.5)
Sf =
∫
r,τ
f¯(∂τ − µf + ia0)f +
∫
k,ω
f¯k,ω
f
k+afk,ω, (1.6)
are the respective actions for the chargons and spinons; Sbf represents residual short-range
density-density interactions between the chargons and spinons; and Sa ∼
∫
r,τ
(µνλ∂νaλ)
2 is
the Maxwell term for the U(1) gauge field, which in this situation it is reasonable to take as
noncompact [87, 88]. For V (|b|2), we can take the standard “Mexican hat” form: V (|b|2) =
r|b|2 + u|b|4.
We then have two drastically different situations depending on if the bosons condense into
a superfluid, 〈b〉 6= 0, or if they localize into a unit filled bosonic Mott insulator, 〈b〉 = 0.
Since the boson is charged under aµ, spontaneously breaking the U(1) symmetry associated
with chargon number conservation, i.e., 〈b〉 6= 0, leads to a mass term for the gauge field via
the usual Higgs mechanism [89]. In this case, as the f ’s fill a Fermi sea, our action S describes
an ordinary electronic Fermi liquid. This is the confined phase of the theory [90] in which the
chargons and spinons are tightly bound together; thus, with respect to the realized quantum
phase itself, our change of variables in Eq. (1.3) was not particularly useful9. If, on the other
hand, the chargons are in a gapped Mott insulator so that 〈b〉 = 0, the situation is completely
different. We can then integrate out the b’s from the action, and the resulting theory is precisely
9It is, however, very useful for describing the Mott transition out of the Fermi liquid [61].
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that of a half-filled Fermi sea of spinons coupled to a U(1) gauge field, the exotic “spin Bose
metal” insulator introduced in Sec. 1.1.1 above. While the system is a charge insulator, it still
“knows about” the Fermi statistics of the electron through the remaining gapless fermionic
spinons. And although it has a finite charge correlation length, this insulator qualitatively
resembles the Fermi liquid metal in basically all other physical properties, even in the response
of the electron density at finite wavevectors [91]!
Within this general framework, we can also naturally describe exotic conducting non-Fermi
liquid states if we could somehow put the b’s into an uncondensed, yet conducting, Bose fluid
with 〈b〉 = 0, i.e., a “Bose metal” 10. We take this approach in Chapter 4 and Ref. [82], where
following Refs. [92, 84, 86], we further decompose the (hard-core) bosonic chargon into two
more slave fermions, b = d1d2, giving a novel three-fermion decomposition of the electron:
cα = d1d2fα. The resulting theory now includes two U(1) gauge fields and two extra emergent
Fermi surfaces (from d1 and d2). As detailed in Chapter 4, this is a truly remarkable phase of
quantum matter, the non-Fermi liquid “d-wave metal”.
1.3 Multileg Ladders: Bosonization and the Density Matrix
Renormalization Group
Full two-dimensional (2D) gauge theories of the typed sketched above have traditionally
been approached analytically within certain random phases approximation (RPA) [93, 94, 95,
52, 53] and large-N approaches [55, 54, 96]. However, recent groundbreaking work [97, 98]
has called into question the general reliability of these early results, requiring the invention of
10Not to be confused with the Mott insulating “spin Bose metal”.
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novel techniques to be able to make controlled expansions in some instances [99, 56, 57].
In Chapters 2 and 4, we take a completely different and complementary approach by ex-
ploring analogs of the electronic spin Bose metal and d-wave metal phases in quasi-one-
dimensional (quasi-1D) ladder systems (see also Refs. [100, 84, 58, 85, 59, 86, 82]). In this
lower-dimensional setting, we have access to extremely powerful and fully controlled analyt-
ical and numerical machinery, namely bosonization and the density matrix renormalization
group, respectively. While both of these methods can be rather involved on a technical level,
we here only briefly summarize the main points as pertinent to the results of Chapters 2 and 4.
Bosonization [101, 102, 103, 104, 105, 4] exploits the bosonic nature of particle-hole ex-
citations in one dimension to provide a controlled field theoretic description of the universal
low-energy physics of one-dimensional (1D) interacting fermions purely in terms of bosonic
degrees of freedom11. Remarkably, the technique allows us to represent both the kinetic energy
and, nonperturbatively, the forward scattering interactions of a single one-dimensional band of
spinless fermions as a single massless, collective (1+1)D boson represented by a pair of dual
bosonic fields (θ, ϕ). More specifically, the Hamiltonian for the massless boson reads
H = v
2pi
[
1
g
(∂xθ)
2 + g(∂xϕ)
2
]
, (1.7)
where v is the velocity of the collective excitation and g is the corresponding Luttinger pa-
rameter which encodes the forward scattering interactions. For noninteracting fermions, the
Luttinger parameter is trivial, g = 1, and the velocity is simply the Fermi velocity, v = vF .
Forward scattering interactions will renormalize the velocity v as well as the Luttinger param-
eter such that g < 1 (g > 1) corresponds to repulsive (attractive) interactions; however, these
11Since the excitation spectrum of such interacting one-dimensional systems is qualitatively similar to that of
an exactly soluble model first considered by Luttinger [106], Haldane [107, 101, 102] called such states Luttinger
liquids in analogy with Fermi liquids which are the interacting generalization of the soluble free Fermi gas.
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four-fermion interactions are still quadratic in terms of the bosons12. Hence, we remarkably
have complete access to the interacting fermionic system in terms of a simple (1+1)D Gaussian
bosonic field theory.
In terms of θ and ϕ, the slowly varying (relative to the interparticle spacing ∼ 1/kF ) part
of the (spinless) electron operator near the Fermi points ±kF reads
cP ∼ ei(ϕ+Pθ), (1.8)
where P = R/L = ± corresponds to electrons near +kF (“right movers”) and −kF (“left
movers”), respectively. Starting on a lattice, Eq. (1.8) can be motivated in a physically trans-
parent way [102, 103, 105] by performing a Jordan-Wigner transformation on a system of
1D spinless electrons: ci → exp
[
ipi
∑
j<i nj
]
bi, where bi is a hard-core boson operator and
ni = b
†
ibi = c
†
ici. We can then proceed by representing the boson in terms of its density
and phase: bi → √ni exp(iϕi). Passing to the continuum limit, i.e., focusing on scales much
longer than the lattice spacing, we can represent the slowly varying part of the electron density
as n(x) = n0 + δn(x) = kF/pi + ∂xθ/pi, where n0 = kF/pi is the mean electron density
and θ(x) is a phonon displacement field such that its derivative measures density fluctuations:
δn(x) = ∂xθ/pi. Furthermore, we simply identify ϕ(x) as the appropriate phase field. In con-
junction with the Jordan-Wigner representation, these considerations give precisely the result
(1.8) (see also Ref. [105]).
Furthermore, the density-phase uncertainty relation, [δn(x), ϕ(x′)] = iδ(x − x′), suggests
that θ and ϕ must satisfy
[ϕ(x), θ(x′)] = ipiΘ(x− x′), (1.9)
12This is actually rather obvious; a less trivial result [4] concerns our ability to represent the kinetic energy of
1D Dirac fermions in the form (1.7).
18
i.e., ∂xθ is canonically conjugate to ϕ, while ∂xϕ is canonically conjugate to θ. This provides
full meaning to our Hamiltonian Eq. (1.7) above and allows us to obtain a Lagrangian empha-
sizing either θ or ϕ, by integrating out the conjugate field from L = H + i
pi
(∂xθ)(∂τϕ). For θ,
we have
L = 1
2pig
[
1
v
(∂τθ)
2 + v(∂xθ)
2
]
, (1.10)
while the corresponding Lagrangian for ϕ is simply (1.10) with θ → ϕ and g → 1/g.
Generalization of the above Abelian bosonization to systems with spin and multiple bands
is straightforward (see Appendix B). However, in contrast to simple forward scattering, var-
ious interaction terms in the fermion language—namely backscattering and umklapp ones—
produce cosines of the bosonized fields and thus interact beyond quadratic order. When relevant
in the renormalization group (RG) sense, these terms open gaps in the system and qualitatively
change the nature of the quantum phase, although in a way which is often made physically
transparent by the bosonization [108, 104]. All in all, formulating the low-energy physics of
interacting 1D or quasi-1D fermionic systems in terms of collective bosonic modes is an ex-
tremely powerful and ultimately very intuitive technique. It is one that we employ extensively
in Chapters 2 and 4 (and the corresponding Appendices B and D) as applied to quasi-1D studies
of the exotic spin Bose metal spin liquid and d-wave metal non-Fermi liquid.
On the numerical front, the density matrix renormalization group (DMRG) [109, 110, 111,
112] stands alone as by far the most successful approach for 1D lattice systems with or with-
out a sign problem [113]. In fact, it has recently been applied to ladders so wide (∼10-20
legs) [114] that they are believed to capture the full 2D physics of several long-standing prob-
lems in quantum magnetism, including the kagome lattice Heisenberg model [115, 116, 21]
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and the square lattice J1-J2 model [117, 118]. The essence of DMRG lies in its ability to effi-
ciently truncate the exponentially large many-body Hilbert space13 in a specific way which is
optimal for representing the ground state and low-lying excited states of local Hamiltonians in
one dimension. We now briefly describe the specifics of how this is done.
Traditional implementation follows the original formulation of White [109, 110, 111], in
which one partitions the lattice into two halves, say A and B, and then traces out one half of
the system thereby obtaining a reduced density matrix for the other half, say ρ = TrB|Ψ〉〈Ψ|.
Here, |Ψ〉 is an approximate representation of the ground state of our Hamiltonian H which
in practice is obtained previously through an iterative sweeping procedure. We then fully
diagonalize ρ and retain only its m largest-weight eigenvectors, which we subsequently use
to represent all operators associated with region A. This step gives DMRG its name in that
it renormalizes the Hilbert space (since generally the rank of ρ will be larger than m) based
on the eigenspectrum of the reduced density matrix. We then use this new truncated basis to
perform large-sparse matrix diagonalization of H , e.g., using the Lanczos algorithm [119], to
find a new and better approximation for |Ψ〉. In practice, at each step we must keep two sites
free, i.e., in their original bases, which allows a significant Hilbert space truncation to occur,
and through “sweeping” these two free sites back and forth through the lattice we are able to
get better and better representations of the “environment” basis representing states in regionB.
It can be shown that truncating the Hilbert space based on the largest-weight eigenstates of ρ is
optimal in representing expectation values, the ground state wave function, and entanglement
in the full L site system [111]. The method is often termed quasi-exact because for a large
enough number of basis states m we can obtain results, e.g., ground state energy, expectation
13For a spin-1/2 system of L sites and ignoring conservation laws, the Hilbert space dimension is 2L.
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values, etc., arbitrarily close to the exact values.
For all DMRG results presented in this dissertation, we use the “classic” formulation of the
algorithm as summarized in the previous paragraph. However, in the past ten years, input from
the quantum information community has led an explosion in understanding of the underlying
structure of the wave functions produced by DMRG [120, 121, 122]. In particular, it is now
widely appreciated that DMRG is actually a variational method for a specific class of wave
functions known as matrix product states (MPS) [112], a concept which has been reinvented
many times over in the last two decades [123, 124, 125, 120, 121, 122, 126]. In an MPS rep-
resentation of a many-body state |Ψ〉 = ∑i1,...,iL ci1,...,iL|i1, . . . , iL〉, we write the coefficients
ci1,...,iL as a product of L matrices A
ij each of dimension m×m (m is usually called the “bond
dimension”)14:
ci1,...,iL = A
i1Ai2 · · ·AiL−1AiL . (1.11)
The DMRG algorithm is ultimately a way of efficiently optimizing over the elements of the
matricesAij [122]. In fact, most modern-day implementations of the algorithm explicitly work
with the matrices Aij , which makes the codes more flexible and versatile [112, 127]. On the
other hand, the MPS structure is only an implicit feature in the more classic implementations
as summarized above [111].
Perhaps the most important conceptual development spawned by the MPS perspective of
DMRG lies in its ability to classify when the algorithm works and when it does not. These
days, DMRG is best thought of as a low-entanglement approximation of the ground state.
Specifically, the number of basis states (or bond dimension) m required to obtain a given
14To obtain a scalar ci1,...,iL , for periodic boundary conditions, we take a trace of the full matrix product, while
for open boundary conditions, Ai1 and AiL are taken to be m-dimensional vectors.
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accuracy grows exponentially with the amount of entanglement, S = −Tr(ρ log ρ), between
regions A and B: m ∼ eS . For gapped 1D systems with an “area law” for the entanglement
entropy, S ∼ const., so that m is independent of system size L. On the other hand, for gapless
1D or quasi-1D systems with an entanglement entropy scaling15 S ∼ c
3
logL [128], we have
m ∼ Lc/3. The number c is known as the central charge, and it directly counts the number of
1D gapless modes of the realized Luttinger liquid [see Eq. (1.10)]. Therefore, scaling of m is
at worst a power law in the system length L; this permits the study of rather large system sizes,
often on the order of hundreds or thousands of sites.
However, exotic 2D phases such as the spin Bose metal and d-wave metal at the focus of
Chapters 2 and 4 are actually highly entangled quantum states and are thus very challenging
for the DMRG algorithm. Due to the underlying Fermi surfaces [129, 130] in the low-energy
description of these phases [49, 92], we expect that when placed on an N -leg ladder the num-
ber of gapless modes grows linearly with N , i.e., c ∼ N . Hence, the required number of
basis states grows exponentially with the number of legs and with a base proportional to the
longitudinal length: m ∼ LN . This is clearly computationally prohibitive for a large num-
ber of legs, and for these states we are typically only able to reliably study ladder systems of
width N ∼ 2, 3, 4. In fact, the electronic problems presented in Chapters 2 and 4 are already
extremely computationally challenging on N = 2-leg ladders. Remarkably, however, even on
such narrow systems we are able to clearly see descendants of the exotic 2D physics at play.
15This is for periodic boundary conditions; for open boundary conditions, we have S ∼ c6 logL.
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1.4 Variational Monte Carlo: Modeling Exotic Many-Body
States with Projected Wave Functions
Although DMRG and its two-dimensional generalizations [131, 132] are variational in na-
ture16, when compared to famous variational wave functions such as those of BCS [35, 36] or
Laughlin [137], they are hardly intuitive from a physical point of view. Therefore, it is very
desirable to be able to compare unbiased, quasi-exact methods such as DMRG with results
from a set of more tangible trial wave functions. Such a class of methods goes by the name
variational Monte Carlo (VMC), so-called since due to the many-body nature of the problem
we must use Monte Carlo importance sampling when actually calculating properties of our
trial wave functions [138, 139, 140]. Furthermore, although they are by construction very bi-
ased, VMC methods are really the only available choice when attacking sign-problem plagued
Hamiltonians in full 2D. With judiciously chosen trial wave functions, however, VMC can be
exceedingly useful in understanding the low-energy behavior of a given model Hamiltonian or
even a real experiment.
Luckily, the low-energy physics of exotic gauge theories such as those discussed in Sec. 1.2
can often times be faithfully represented by starting with a weakly interacting (or noninteract-
ing) state determined from the postulated emergent degrees of freedom, and simply projecting
out those parts of the wave function not in the physical Hilbert space17. For example, as in
Chapter 3, the weakly interacting wave function may be a single BCS determinant (see Ap-
16The latter of which are still not equipped to address the most entangled quantum states [133, 134, 135, 136].
17This goes by the name “Gutzwiller projection”, and although it generally captures the essential physics of
the corresponding gauge theory, it has been known to fail in reproducing correct long-distance physics in some
cases [141].
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pendix C) after which we project out all doubly-occupied sites to model various spin liquid
states. Similarly, in Chapter 4, we construct conducting non-Fermi liquid electronic wave
functions by taking an appropriately projected product of three Slater determinants which cor-
respond to the underlying fermionic partons in the cα = d1d2fα construction (see Sec. 1.2). In
the former case, we use VMC to argue in favor of a particular new ground state for the organic
spin liquid materials described above, while in the latter case, we use it to help us understand in
detail the non-Fermi liquid ground state of a particular model Hamiltonian of strongly interact-
ing electrons. All in all, VMC serves as a bridge connecting low-energy effective field theories
with numerics and/or experiment and is thus an invaluable method for the types of problems
addressed in the remainder of this dissertation.
1.5 Outline and Remarks
The remainder of this dissertation is organized as follows. In Chapter 2, we present a
DMRG and bosonization study of the continuous Mott metal-insulator transition between a
two-band metal and a two-band descendant of the spin Bose metal as discussed above; this
work is currently under review, and the preprint is available at Ref. [142]. In Chapter 3, we
propose a new state to describe the low-energy behavior of κ-(BEDT-TTF)2Cu2(CN)3 and
EtMe3Sb[Pd(dmit)2]2 and show that our state has very competitive variational energy in an
appropriate spin model; this work has been published previously in Ref. [143]. In Chapter 4, we
construct a theory for a concrete realization of a conducting non-Fermi liquid fluid, the d-wave
metal, and present extensive evidence for its stability as the ground state of a reasonably simple
microscopic model on the two-leg square ladder; this work has been published previously in
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Ref. [82]. Finally, in Chapter 5, we conclude and speculate on where the field of strongly
correlated electrons may be headed in the years to come.
This dissertation contains four appendices. Appendix A contains some general details re-
garding the numerical calculations pertinent to Chapters 2, 3, and 4; much of this discussion
was taken from the appendices of Refs. [142], [143], and [82], respectively. Appendix B con-
tains details of the bosonization and Luttinger liquid physics as relevant to Chapter 2; this
material was taken from the Supplementary Information of Ref. [142]. In Appendix C, we
spell out details of the determinantal representation of the BCS wave functions used in Chap-
ter 3. Finally, in Appendix D, using bosonization we present a stability analysis of a new
d-wave metal phase on the two-leg ladder which is qualitatively distinct from that at the focus
of Chapter 4 (central charge c = 5 versus c = 3).
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Chapter 2
A Continuous Mott Transition Between a
Metal and a Quantum Spin Liquid
2.1 Background and Introduction
Strongly correlated electronic systems may have insulating phases that originate entirely
from electron-electron interactions1. These insulators, and their phase transitions to metallic
phases have a long history reaching back into the pioneering work of Mott [10, 11]. How-
ever, despite decades of study, metal-insulator transitions driven by strong correlations—Mott’s
namesake—remain rather poorly understood. Central to this difficulty is the fact that Mott
transitions exhibit strong quantum fluctuations, which can inherit correlations from both the
adjacent metallic and insulating phases. Thus, the nature of the Mott transition may depend
crucially on the properties of each of these phases.
1Excerpts and figures appearing in this chapter are reprinted from R. V. Mishmash, I. Gonza´lez, R. G. Melko,
O. I. Motrunich, and M. P. A. Fisher, arXiv:1403.4258 [cond-mat.str-el].
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Conventional insulating phases, such as those with magnetic long-range order, appear to
predominantly give rise to first-order Mott transitions, as has been observed in a number of
experimental systems in the past [144, 145, 146, 147, 148]. The reason for first-order be-
havior is simple: The properties of both the spin and charge sectors change qualitatively at
the transition, the former developing magnetic long-range order and the latter localizing to
form an insulating state. In contrast, systems that harbor unconventional, exotic insulating
phases showing no symmetry breaking down to zero temperature—so-called quantum spin
liquids [18, 23, 34, 17]—offer a promising playground for finding the long-sought-after con-
tinuous Mott transition. For example, one beautiful possiblity is that the spin sector on the
insulating side may be described by a spinon Fermi surface coupled to a U(1) gauge field [50]
(the so-called “spin Bose metal” [58]). In this case, the behavior of the spin correlations would
be qualitatively unchanged [49] upon crossing the transition, making the nature of the transi-
tion determined entirely by the charge sector. Thus, as proposed in Refs. [60, 61, 149], perhaps
the electronic Mott transition in d spatial dimensions can be in the (d + 1)D XY universality
class, the same as obtained for bosons [62]!
Fortunately, this sort of physics is more than just a theorist’s dream, as recently several
experimental groups have found strong evidence for spin-liquid behavior proximate to a Mott
transition in two separate quasi-two-dimensional triangular lattice organic materials. In 2003, a
putative spin-liquid phase in κ-(BEDT-TTF)2Cu2(CN)3 was discovered [24], which is insulat-
ing at ambient pressure with no apparent long-range order but can indeed be driven metallic by
application of moderate pressure [25]. More recently, Itou et al. found a spin-liquid candidate
in EtMe3Sb[Pd(dmit)2]2 [27] . Further experiments indicated the existence of highly mobile
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Figure 2.1: Schematic of the half-filled extended Hubbard model on the two-leg triangular
strip and its phase diagram. Top: Our electronic model contains electron hoppings t and t′
in addition to repulsive Hubbard interactions up to fourth neighbor [see Eqs. (2.1)-(2.2)]. As
shown, we view the two-leg triangular strip as a 1D chain and attack the problem with DMRG
and bosonization. Bottom: The phase diagram of our model as a function U/t for the chosen
characteristic parameters (see text).
gapless spin excitations in both compounds [44, 47], although the precise nature of the spin
excitations in κ-(BEDT-TTF)2Cu2(CN)3 at the lowest temperatures is still highly controver-
sial [48]. These findings suggest that the spin Bose metal is likely a good starting point for
understanding the spin-liquid behavior observed in these two materials [50, 49]. In addition,
the pressure-induced Mott transition from the metal to the spin liquid is observed to be either
only very weakly first order [25], or perhaps even continuous [150].
Motivated by these experiments, we consider a model of interacting electrons on a half-
filled triangular lattice “strip” geometry (see Fig. 2.1), which we solve using large-scale density
matrix renormalization group (DMRG) calculations. By increasing the strength of the repulsive
electron-electron interactions, we drive the ground state of the system from a metallic Fermi
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liquid-like phase to an insulating phase identified as the electronic spin Bose metal [50, 151] via
an intervening continuous Kosterlitz-Thouless-like quantum phase transition. Further increas-
ing the electron interactions eventually drives the system into a spin-gapped valence bond solid
(VBS) insulator—the phase realized by the effective Heisenberg spin model that our half-filled
electronic model approaches at strong repulsion. Our calculations thus represent a direct quasi-
one-dimensional (quasi-1D) analog of tuning a two-dimensional (2D) half-filled Hubbard-type
model from a metal to a quantum spin liquid to a conventional ordered phase via increasing
overall electron repulsion [152, 153, 154, 155], a result with clear potential relevance to the
Mott physics observed in the organic spin liquid materials [25].
2.2 Extended Hubbard Model on the Two-Leg Triangular
Strip
The most appropriate microscopic model for the triangular-lattice organic materials is a
Hamiltonian consisting of electron hopping plus moderately strong, possibly extended [156],
Coulomb repulsion. As is well-known from some 30 years of research on the high-temperature
cuprate superconductors [34], such a model does not succumb easily to either exact analytical
field theory nor direct numerical simulations in two dimensions due to the fermionic “sign
problem”.
Recently, some of us have proposed a novel approach to the 2D limit of such models
through a sequence of studies on quasi-1D ladder geometries, which have the significant ad-
vantage that they can be solved exactly with DMRG [109]. Sheng et al. used this line of attack
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to extensively study an effective spin model appropriate for the “weak” Mott insulating regime
of the organic materials [49, 153] and indeed found exceptionally strong evidence that quasi-
1D descendants of the spin Bose metal exist as the ground state over a large region of the phase
diagram [58, 59]. The low-energy degrees of freedom of this exotic spin liquid are modeled
as mobile and charge-neutral spin-1/2 fermionic spinons coupled to a U(1) gauge field. In 2D,
these gapless spinons give rise to a spin structure factor with power-law singularities residing
on an entire “Bose surface” in momentum space. However, in quasi-1D the Bose surface is
reduced to a set of points, so that quasi-1D descendants of the 2D spin liquid are dramatically
recognizable on ladders, making the quasi-1D approach very fruitful [58, 59, 86, 82].
Inspired by these recent developments and restricting ourselves to the two-leg triangu-
lar strip for numerical tractability, we consider the following extended Hubbard model (see
Fig. 2.1):
H =−
∑
x,α
[
t c†α(x)cα(x+ 1) + t
′c†α(x)cα(x+ 2) + H.c.
]
+
1
2
∑
x,x′
V (x− x′)n(x)n(x′), (2.1)
where cα(x) destroys an electron at site x with spin α = ↑, ↓ , n(x) ≡
∑
α c
†
α(x)cα(x) is the
electron number operator, and we take the system to be half-filled with one electron per site.
In the usual on-site Hubbard model, we would have V (x−x′) = Uδx,x′ . However, inspired
by the results of Ref. [151], we allow for longer-ranged repulsion in our Hamiltonian. For
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Figure 2.2: Electron/spinon bands on the two-leg triangular strip. In the noninteracting U/t =
0 limit, the ground state of our model for t′/t > 0.5 consists of two disconnected Fermi seas
(bands) with Fermi points as labeled above. On the other hand, the insulating two-band spin
Bose metal can be modeled, in a pure spin system, by Gutzwiller projecting the same band
structure (see Ref. [58]). Here, we realize a continuous Mott transition between these two
phases driven at strong interactions by an eight-fermion umklapp term which scatters both
spin-up and spin-down electrons across each Fermi sea (black arrows).
concreteness, we take the following model potential:
V (x− x′) =

U , |x− x′| = 0
κUe−γ|x−x
′| , 1 ≤ |x− x′| ≤ 4
0 , |x− x′| > 4 .
(2.2)
The reasoning for considering such longer-ranged repulsion in the model Hamiltonian is twofold.
First, such terms are well-motivated by recent ab initio calculations [156], which indicate a
substantial long-ranged tail in the effective screened Coulomb repulsion appropriate for κ-
(BEDT-TTF)2Cu2(CN)3. Second, on the two-leg ladder, such terms fight the spin-gap tenden-
cies present in the metallic phase of the t-t′-U Hubbard model (i.e., our model with κ = 0;
see, for example, Refs. [108, 157, 158]), thus at least allowing for the possibility of a direct,
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continuous transition between a spin gapless two-band metal and two-band spin Bose metal
spin liquid [151]. Guided by the weak and intermediate coupling analysis of Ref. [151], in
what follows we choose characteristic parameters t′/t = 0.8, κ = 0.5, and γ = 0.2, leaving
the single dimensionless ratio U/t to control the overall strength of electron repulsion.
2.3 Mott Metal-Insulator Transition and Realization of the
Electronic Spin Bose Metal
We first sketch the low-energy effective theory describing the putative metal to spin Bose
metal transition and then present strong numerical evidence that this exotic scenario is indeed
realized. In the absence of interactions (U/t = 0), our model for t′/t > 0.5 simply describes
two bands of noninteracting spinful electrons (see Fig. 2.2). Importantly, the weak-coupling
analysis of Ref. [151] indicates that this spin gapless two-band metallic state—so-called C2S2
in the literature, where CαSβ denotes a Luttinger liquid with α gapless charge modes and β
gapless spin modes [108]—is stable in our extended Hubbard model, Eqs. (2.1)-(2.2), in the
presence of infinitesimal U/t. At half-filling, there is an allowed eight-fermion umklapp term
in our two-band system (see Fig. 2.2). Bosonizing (see, e.g., Refs. [102, 104, 105, 4]) this
interaction gives
H8 = 2u cos(4θρ+), (2.3)
where θρ+ is the density field for the overall charge mode, i.e., δn(x) = 2∂xθρ+/pi is the
coarse-grained electron density. Assuming the C2S2 metal is stable against opening of a spin
gap [151], then the fixed-point Lagrangian LC2S2 involves four gapless bosonic modes, one
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being θρ+ (see Appendix B and Ref. [151] for details). For free electrons, the scaling dimension
of the eight-fermion umklapp term is ∆[H8] = 4 > 2, so thatH8 is strongly irrelevant at weak
coupling. However, increasing U/t in our microscopic model will feed into “stiffening” θρ+ in
LC2S2, thus decreasing ∆[H8]. Eventually ∆[H8] = 2, beyond which the umklapp is relevant
so that u grows at long scales pinning θρ+ into one of the minima of the cosine potential inH8.
The resulting phase is a remarkable C1S2 Luttinger liquid, which is precisely the electronic
spin Bose metal [58], where the remaining “charge mode” does not transport charge along the
ladder but rather represents local current loop fluctuations.
The critical theory describing the C2S2→C1S2 metal-insulator transition is a sine-Gordon-
like theory [159], with a technical complication arising because θρ+ is coupled to the “relative
charge” field θρ− in LC2S2 (see Appendix B.2). Nonetheless, the transition is still Kosterlitz-
Thouless-like [160] [(1 + 1)D XY] and represents a direct, nontrivial two-leg analog of the
(2 + 1)D scenario recently proposed by Senthil [61, 149].
We now present our numerical results, giving strong evidence that the above scenario is
actually realized. To numerically characterize the system, we focus on four main quantities:
the density structure factor 〈δnqδn−q〉, the spin structure factor 〈Sq · S−q〉, the dimer struc-
ture factor 〈BqB−q〉, and the electron momentum distribution function 〈c†qαcqα〉, where δnq,
Sq, Bq, and cqα are the Fourier transforms of the local operators δn(x) ≡ n(x) − 〈n(x)〉,
S(x) ≡ 1
2
∑
α,β c
†
α(x)σαβcβ(x), B(x) ≡ S(x) · S(x + 1), and cα(x), respectively. In the data
presented here, we consider systems up to L = 96 sites with periodic boundary conditions.
(See Appendix A.1 for all details, including discussion of boundary conditions and conver-
gence, as well as Appendix B.4 for further complementary data.)
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Figure 2.3: Density structure factor: Locating the Mott transition and power-law Friedel os-
cillations in a Mott insulator. Measurements of the density structure factor, 〈δnqδn−q〉, allow
us to locate the Mott transition near U/t = 1.6 (black curve with ∗ symbols). The onset of the
Mott transition occurs when the overall charge Luttinger parameter gρ+ drops below 1/2. We
measure gρ+ via the slope of 〈δnqδn−q〉 at q = 0, as shown in the inset [see Eq. (2.4)]. For
U/t > 1.6, the system is insulating, yet displays power-law singularities in 〈δnqδn−q〉 at finite
wavevectors [91] (see black ? and hexagram symbols). Data correspond to a system of length
L = 96 with U/t = 0, 0.4, 0.8, 1.2, 1.6, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0 (from top to bottom, blue to
red).
We focus first on the density (charge) structure factor 〈δnqδn−q〉. A crucial aspect of
〈δnqδn−q〉 lies in its ability to distinguish metallic from insulating behavior at small wavevec-
tors q. For a metallic state, we expect 〈δnqδn−q〉 ∼ |q| for q ∼ 0. Specifically, for the two-band
C2S2 metal, the slope of 〈δnqδn−q〉 at q = 0 is related to the “Luttinger parameter” gρ+ for the
overall charge mode θρ+:
〈δnqδn−q〉 = 2gρ+|q|/pi as q → 0. (2.4)
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Importantly, the quantity gρ+ as determined from Eq. (2.4) gives a direct measure of the scaling
dimension of H8: ∆[H8] = 4gρ+ (see Appendix B.3.1). Once ∆[H8] < 2 [corresponding to
measured gρ+ < 1/2 in Eq. (2.4)], then the umklapp is relevant, and the system is necessarily
insulating. We then expect gρ+ → 0 at long scales so that 〈δnqδn−q〉 becomes quadratic at
small q: 〈δnqδn−q〉 ∼ q2 in the Mott insulator.
In Fig. 2.3, we show a series of density structure factor measurements ranging from the
noninteracting limit at U/t = 0 to deep in the Mott insulating phase at U/t = 7.0. In the
inset, we show estimates of gρ+ by plotting 〈δnqδn−q〉/(2|q|/pi) [see Eq. (2.4)]. Based on the
above arguments, we see that the Mott transition occurs near a critical value of U/t = 1.6
where gρ+ drops below 1/2. Note, however, that for these system sizes〈δnqδn−q〉 still appears
linear in q until much larger overall repulsion, i.e., U/t ' 5.0. Still, we argue that the system
becomes insulating at U/t = 1.6, as this is where H8 is determined to be relevant based on
the measurement of gρ+. That is, we, rather remarkably, have an insulating state with a charge
correlation length comparable to our system size (L = 96) for 1.6 . U/t . 5.0. Indeed, such
large correlation lengths are expected in the weak Mott insulating spin Bose metal, which we
now argue is precisely the phase realized immediately on the insulating side of our model.
To this end, we now turn to the spin structure factor 〈Sq · S−q〉 in Fig. 2.4. In the noninter-
acting limit U/t = 0, we have familiar singularities at wavevectors q = 2kF1, 2kF2, pi/2, kF2−
kF1 originating from various “2kF ” processes in our two-band system (see Fig. 2.2). These
singularities are simple slope discontinuities, i.e., the scaling dimension for the spin oper-
ator at each wavevector is unity as guaranteed by Wick’s theorem. As we enter the puta-
tive interacting C2S2 metal by turning on finite U/t, the scaling dimensions at wavevectors
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Figure 2.4: Spin structure factor: Watching electrons evolve into spinons. Measurements of the
spin structure factor, 〈Sq ·S−q〉, strongly point toward the presence of gapless spin excitations in
both the metal and putative spin Bose metal immediately after the Mott transition at U/t = 1.6
(black curve with ∗ symbols). Gapless spin excitations are characterized by 〈Sq ·S−q〉 ∼ |q| as
q → 0, and, as shown in the top inset, the opening of a spin gap occurs only for U/t & 5.0, at
which point the system dimerizes. The “2kF ” features of the two electron bands in the metallic
phase are inherited by the two spinon bands in the spin Bose metal, and, as highlighted in the
bottom inset for q = 2kF2, they are actually enhanced. Data correspond to the same U/t values
and color scheme as in Fig. 2.3.
2kF1, 2kF2, pi/2, kF2 − kF1 are renormalized slightly but remain near unity.
Near the Mott transition value U/t = 1.6 as determined from 〈δnqδn−q〉 above, we observe
the remarkable result that the singular features in 〈Sq · S−q〉 all survive, and those at q =
2kF1, 2kF2, pi/2 are actually enhanced upon entering the insulating phase. Indeed, these are
characteristic signatures of the spin Bose metal. (In Figs. 2.3-2.5, we display characteristic
C1S2 spin Bose metal data at U/t = 4.0 with distinctive dark green square symbols.) First, the
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singular features in 〈Sq · S−q〉 still correspond to the same “2kF ” processes as in the metallic
phase, but with the charge gapped they now correspond to spinon transfers across the Fermi
sea. Second, in the spin Bose metal, we indeed expect the scaling dimensions of the spin
operator at wavevectors 2kF1, 2kF2, pi/2 to be decreased (singularities enhanced) from their
mean-field values [58]. This enhancement can be understood clearly within the bosonization
framework. Specifically, when written in terms of bosonized fields, the slowly varying part
of the spin operator at wavevectors Q = 2kF1, 2kF2, pi/2 contains directly the field θρ+, i.e.,
SQ ∼ e±iθρ+(· · · )—see Appendix B.3.2 and Ref. [58]. Thus, pinning of θρ+ at the Mott
transition reduces the fluctuating content of the spin operator at these wavevectors, which in
turn reduces the scaling dimensions and, ultimately, enhances the structure factor singularities.
This enhancement is actually a (1+1)D realization of “Amperean” attraction between a spinon
“particle” and “hole” moving in opposite directions [34, 58].
In the density structure factor measurements of Fig. 2.3, we also have singular features
at the “2kF ” wavevectors q = 2kF1, 2kF2, pi/2, kF2 − kF1 within the metallic phase, and in
fact in the noninteracting U/t = 0 limit, the density and spin structure factors as defined
are identical: 〈δnqδn−q〉 = 43〈Sq · S−q〉. In the interacting C2S2 metal, the features at q =
2kF1, pi/2, kF2 − kF1 are still clearly visible. In fact, some of these features survive even upon
entering the putative spin Bose metal insulator and remain untilU/t ' 4.0 (see black ? symbols
in Fig. 2.3). That is, we have power-law density correlations at finite 2kF wavevectors—a
manifestation of which are the famous Friedel oscillations common in metals—even in a Mott
insulator!
Indeed, this remarkable result is expected in the two-band spin Bose metal theory, where,
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as with the spin operator, the slowly varying part of the density operator at wavevectors Q =
2kF1, 2kF2, pi/2 again contains θρ+ (but not the wildly fluctuating conjugate field ϕρ+), i.e.,
δnQ ∼ e±iθρ+(· · · ). Thus, we should even expect the scaling dimension of the density operator
at these wavevectors to be reduced due to the same Amperean attraction mechanism responsi-
ble for enhancement of spin correlations in Fig. 2.4. However, there are overriding nonuniver-
sal amplitudes that are expected to be small in a Mott insulator thus preventing observation of
this enhancement—this is likely the case in our data. Furthermore, we see development of a
feature, though apparently weak or with very small amplitude, as anticipated, at a wavevector
q = 4kF2 = −4kF1 (see black hexagram symbols in Fig. 2.3). This feature is again expected
from theory and is actually a four-fermion contribution to the density operator [58] (and thus
is extremely weak at weak coupling). Interestingly, all these power-law density correlations
in our electronic two-band spin Bose metal are a direct two-leg analog [161] of the charge
Friedel oscillations expected on the insulating side of the continuous Mott transition in higher
dimensions, as recently stressed by Mross and Senthil [91].
Returning to the spin sector, we can use the small q behavior of 〈Sq ·S−q〉 to assess whether
or not the spin sector is gapless in the realized phases. In analogy with Eq. (2.4), for a spin
gapless state we have
〈Sq · S−q〉 = 3gσ+|q|/2pi as q → 0, (2.5)
where gσ+ is the “Luttinger parameter” associated with the overall spin mode θσ+, which for
a gapless SU(2) invariant fixed point is necessarily unity: gσ+ = 1 (see Appendix B.3.3 and
also, e.g., Refs. [4, 162]). In the top inset of Fig. 2.4, we show 〈Sq · S−q〉/(3|q|/2pi), where
we see that for free electrons gσ+ = 1, while increasing U/t pushes the L = 96 estimate
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Figure 2.5: Dimer structure factor: Period-2 valence bond solid order in the strong Mott
insulator. Measurements of the dimer structure factor, 〈BqB−q〉, show the emergence of a C0S0
period-2 valence bond solid for U/t & 5.0. Its long-range order is very clearly demonstrated
by the prominent Bragg peaks at q = pi, as shown in the inset. Data correspond to the same
U/t values and color scheme as in Figs. 2.3 and 2.4. In the main panel (inset), we show data
only for the metal and spin Bose metal (valence bond solid) corresponding to values U/t < 5.0
(U/t ≥ 5.0).
of gσ+ above unity—this increasing trend continues until U/t ' 4.0, i.e., well beyond the
Mott critical value of U/t = 1.6. This robust increasing measurement of gσ+ > 1 (we expect
gσ+ → 1 as L→∞) well into the insulator is a strong indicator that the spin is gapless on both
the metallic and insulating sides of the Mott transition, lending strong credence that we are
indeed observing the sought-after C2S2→C1S2 scenario described above. In Appendix B.4,
we discuss these results in more depth and make comparisons to how gσ+ behaves in the on-site
t-t′-U Hubbard model at κ = 0.
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Eventually, above U/t ' 5.0 we see that gσ+ drops below unity and 〈Sq · S−q〉 ∼ q2 for
small q, indicating the opening of a spin gap. We identify this strong Mott insulating phase
as a fully gapped (C0S0) period-2 valence bond solid, which is continuously connected to
the dimerized phase realized by the J1-J2 Heisenberg model [163] (and also the on-site t-t′-
U Hubbard model at large U/t [164]). To this end, we turn to the dimer structure factor in
Fig. 2.5. In the inset, we indeed see clear Bragg peaks developing in 〈BqB−q〉 at q = pi for
U/t & 5.0, hence strongly indicative of period-2 valence bond solid order. Furthermore, the
operator content of the density, δn(x), and bond energy, B(x), are identical at all wavevectors
except pi (see Ref. [58] and Appendix B.3.2). Thus, in the gapless phases (C2S2 and C1S2) we
expect singularities in 〈BqB−q〉 at the same “2kF ” wavevectors for which we find singularities
in 〈δnqδn−q〉 (see Fig. 2.3). Indeed, in the main plot of Fig. 2.5 we clearly see features in
〈BqB−q〉 at q = 2kF1, 2kF2, kF2 − kF1, and 4kF2. Once in the putative C1S2 insulator, these
features are more apparent in 〈BqB−q〉 than in 〈δnqδn−q〉 since the latter are expected to have
small amplitudes in a Mott insulator. In our data, this is especially true at wavevectors 2kF2
and 4kF2, the latter of which is the very nontrivial four-fermion contribution discussed above.
Finally, we discuss the behavior of the electron momentum distribution function 〈c†qαcqα〉
as shown for a dense scan of U/t values in Fig. 2.6. Beyond the Mott transition, when the field
θρ+ gets pinned, we expect the electron Green’s function to decay exponentially so that the
power-law singularities in 〈c†qαcqα〉 at the four Fermi points q = ±kF1,±kF2 become gapped.
While it is not exceedingly apparent that finite correlation lengths emerge at the Fermi points
when we cross the Mott transition at U/t = 1.6 (as determined from gρ+ measurements—see
Fig. 2.3), we believe this is another manifestation of the large charge correlation lengths present
40
q/pi
U
/
t
〈c†qαcqα〉
 
 
0 0.2 0.4 0.6 0.8 10
1
2
3
4
5
6
7
0
0.2
0.4
0.6
0.8
1
C2S2 metal
C1S2 SBM insulator
C0S0 VBS insulator
Figure 2.6: Electronic momentum distribution function: Disappearance of the Fermi surface.
A dense scan of the electron momentum distribution function, 〈c†qαcqα〉, over U/t shows the
gradual disappearance of the Fermi surface with increasing interactions, as we move from a
two-band C2S2 metal (U/t < 1.6) across the insulating C1S2 spin Bose metal (1.6 < U/t .
5.0) to the C0S0 valence bond solid insulator (U/t & 5.0). Vertical dashed lines mark the Fermi
points (see Fig. 2.2), and the data is for the same L = 96 site system as shown in Figs. 2.3-2.5.
in the exotic C1S2 insulator. Deep into the putative C1S2 phase though, e.g., for U/t ' 4.0,
finite correlation lengths are more apparent.
2.4 Discussion and Outlook
In this chapter, we have explored the Mott transition between a metal and a quantum spin
liquid, presenting strong evidence through large-scale DMRG simulations in quasi-1D that
such a continuous transition can be realized in reasonable electronic models. Our study is
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strongly motivated by recent experiments on the quasi-two-dimensional organic materials κ-
(BEDT-TTF)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2, each of which is a quantum spin liquid
that can be driven through a Mott transition to a Fermi liquid under pressure. We believe
our simulations of an extended Hubbard model—a model well-motivated by recent ab initio
calculations [156] on κ-(BEDT-TTF)2Cu2(CN)3—represent an important first step toward nu-
merically characterizing this transition. While our study is restricted to the two-leg triangular
strip, it does show the universal physics of a clear and direct quasi-1D analog of the continuous
Mott metal-to-spin liquid transition in two dimensions [61].
Our calculations also elucidate the remarkable properties of the spin-liquid state stabilized
on the insulating side. In many ways, this electronic “spin Bose metal” weak Mott insula-
tor, as realized in our model, behaves very much like a metal on length scales shorter than
the charge correlation length, and indeed exhibits long-distance density and spin correlations
reminiscent of the nearby metallic phase (see Figs. 2.3 and 2.4). It is precisely this striking
similarity between the metallic and insulating states—in basically all properties except the fi-
nite charge correlation length in the latter—which makes a continuous Mott metal-insulator
transition plausible, perhaps even likely.
Going forward, it would clearly be desirable to move towards two dimensions and explore
the Mott transition in models such as Eq. (2.1) on wider ladders and eventually in full 2D,
with the goal to make real connections with the actual experiments [25, 150]. In the end, the
transition may turn out to not be continuous but instead be weakly first order, as is perhaps
realized in κ-(BEDT-TTF)2Cu2(CN)3. Still, our numerical calculations presented here, as well
as the recent field theoretic work of Senthil and Mross, suggest that a continuous Mott transition
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in the (d + 1)D XY universality class between a metal and quantum spin liquid is a very real,
exciting possibility.
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Chapter 3
Theory of a Competitive Spin Liquid State
for Weak Mott Insulators on the
Triangular Lattice
3.1 Background and Introduction
As introduced in Chapter 1, quantum spin liquids are exotic phases of quantum spin systems
which break no global symmetries even when thermal fluctuations are completely suppressed
at zero temperature [17, 165]1. In the last decade, candidates of gapless spin liquid phases have
been discovered in various experimental systems, including κ-(BEDT-TTF)2Cu2(CN)3 [24,
25], EtMe3Sb[Pd(dmit)2]2 [26, 27, 28], Ba3CuSb2O9 [166], Ba3NiSb2O9 [167], and
ZnCu3(OH)6Cl2 [29, 30, 31]. In all these materials, no evidence of magnetic order was found
1Excerpts and figures appearing in this chapter are reprinted with permission from R. V. Mishmash, J. R. Gar-
rison, S. Bieri, and C. Xu, Phys. Rev. Lett. 111, 157203 (2013). Copyright 2013 by the American Physical
Society.
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at temperatures much lower than the spin interaction energy scale of the system. In the cur-
rent chapter, we will focus on the organic spin liquid materials κ-(BEDT-TTF)2Cu2(CN)3 (κ-
BEDT) and EtMe3Sb[Pd(dmit)2]2 (DMIT). These materials are quasi-two-dimensional Mott
insulators which are close to a Mott metal-insulator transition [25], and thus exhibit substantial
local charge fluctuations (see also Chapter 2). An effective spin model that may well describe
the magnetic properties of these “weak” Mott insulators involves supplementing the usual (pos-
sibly extended) Heisenberg model with a four-site ring-exchange term [49]. Here, we consider
the following Hamiltonian:
H = J1
∑
〈i,j〉
2~Si · ~Sj + J2
∑
〈〈i,j〉〉
2~Si · ~Sj +K
∑
〈i,j,k,l〉
(Pijkl + H.c.), (3.1)
where the sums 〈i, j〉 and 〈〈i, j〉〉 go over all first- and second-neighbor links of the triangular
lattice, respectively, while 〈i, j, k, l〉 goes over all elementary four-site rhombi; Pijkl rotates the
spin configurations around a given rhombus. In what follows, we set J1 = 1 as the unit of
energy.
The two different organic spin liquids κ-BEDT and DMIT share two universal properties:
1. At low temperatures, despite the fact that the system is still a Mott insulator for charge
transport, the specific heat scales linearly with temperature: Cv = γT [44]. This phenomenon
demonstrates that the system has a large density of charge-neutral excitations. Furthermore, γ
is very weakly dependent on a moderate external magnetic field.
2. The spin susceptibility shows no magnetic phase transition at any finite temperature, and
it saturates to a finite constant χ at zero temperature [24].
These two phenomena are completely inconsistent with any semiclassical magnetic state
and are strongly suggestive of the existence of a highly nontrivial quantum disordered phase.
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To date, four main theoretical scenarios have been proposed to describe these experimental
facts:
1. In the U(1) spinon Fermi surface state [49, 50], a fermionic spinon frα is introduced by
decomposing the physical spin operator at site r as ~Sr = 12
∑
α,β=↑,↓ f
†
rα~σαβfrβ and taking the
spinons to fill an ordinary Fermi sea at the mean-field level (see also Chapter 2). This gives rise
to a finite density of states, consistent with the experimental results mentioned above. Further-
more, it has been demonstrated that for strong enough ring exchange K, the spinon Fermi sea
state has very competitive variational energy in the microscopic spin model (3.1) [49]. How-
ever, once we go beyond the mean-field level, the U(1) gauge fluctuation will acquire singular
overdamped dynamics |ω| ∼ k3 due to its coupling with the Fermi surface [54]. This sin-
gular dynamics generates an even larger density of states at low temperature, which leads to
a singular specific heat Cv ∼ T 2/3. This specific heat behavior is not (unambiguously—see
Ref. [168]) observed experimentally.
2. The most natural way to suppress the U(1) gauge fluctuation is to condense Cooper
pairs of spinons and thus break the U(1) gauge fluctuation down to a fully gapped Z2 gauge
fluctuation. This possibility has been explored numerically in Ref. [64], where the authors
concluded that the particular pairing pattern that is energetically favored by Eq. (3.1) has nodal
dx2−y2-wave structure. However, this nodal d-wave pairing not only suppresses the gauge
fluctuation, it also significantly suppresses the fermion density of states, and the system will no
longer have finite γ and χ at low temperature, unless sufficient disorder is turned on.
However, under pressure the system is driven into a rather good metal, which suggests that
disorder should not play an essential role. It is our view that the experimental facts of finite
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γ and χ should be genuine properties of the spin liquid, independent of disorder. If the nodal
d-wave pairing state is indeed the ground state of κ-BEDT and DMIT, it would imply that the
experimental observations of finite γ and χ are a result of the disorder in the system and not
properties of the spin liquid itself.
3. Another very different approach was taken in Ref. [67], where the authors proposed that
κ-BEDT is a Z2 spin liquid which is very close to the condensation quantum critical point of
bosonic spinons. This quantum critical behavior is consistent with the NMR relaxation rate
observed experimentally [169]. In particular, the small energy gap seen in thermal conductiv-
ity data [48] was identified with the gap of the topological defect of the Z2 spin liquid [67].
However, no parent spin Hamiltonian has been found for this state so far. Thus, it is unknown
whether this quantum critical spin liquid can be realized in any experimentally relevant lattice
model.
4. A novel Majorana slave-fermion formalism was introduced in Ref. [68], where the
authors proposed that the ground state of the organic spin liquids has a Majorana fermion
Fermi surface. But, just like the previous theory, so far it is unclear in which lattice model this
spin liquid can be realized.
3.2 New Z2 Spin Liquid: d+ id Ansatz with Quadratic Band
Touching
In this chapter, we propose an entirely new spin liquid. In Ref. [69], possible Z2 spin
liquids with an extended spinon Fermi surface were summarized. However, the spin liquid
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state proposed in the present work is beyond the ones discussed in Ref. [69]. Our novel state
has no spinon Fermi surface, but has a quadratic band touching (QBT) of fermionic spinons
that is protected by the symmetry of the model: ω ∼ ±k2. In two dimensions, a quadratic band
touching leads to a finite constant density of states, which automatically gives finite γ and χ
at zero temperature. Besides being consistent with the major experimental facts of the organic
spin liquid compounds, this state has the following advantages:
1. As we will show below, this state is a very competitive variational ground state for
model (3.1) in the physically relevant regime 0.1 . K . 0.15 and J2 ' 0 (see Fig. 3.4).
2. The gauge fluctuation for this state is fully gapped, and hence plays no role at low energy.
Most field-theoretic calculations based on this state are thus well approximated at the mean-
field level, and so, in contrast to the spinon Fermi surface state [97], they are well controlled.
3. Finite γ and χ are generic properties of our QBT spin liquid state which remain in
the presence of gauge fluctuations. In contrast to the nodal d-wave state [64, 65, 66], these
properties do not rely on disorder.
4. A very small energy gap, much smaller than the Heisenberg exchange J1, was observed
by thermal conductivity measurements in κ-BEDT [48]. This small gap can be very elegantly
explained by our QBT spin liquid without fine-tuning: an allowed short-range spinon interac-
tion on top of our mean-field state may be marginally relevant, and thus naturally open up an
exponentially small gap.
5. Since the gauge field fluctuation is fully gapped in our spin liquid, it does not respond
to an external magnetic field. Thus our state has no obvious thermal Hall effect, which is
consistent with experiments [47].
48
Let us first describe the QBT spin liquid state in detail. We take the standard slave-fermion
(spinon) representation of spin-1/2 operators: ~Sr = 12
∑
α,β=↑,↓ f
†
rα~σαβfrβ . The physical spin-
1/2 Hilbert space is then recovered by imposing the on-site constraint
∑
α f
†
rαfrα = 1, which
introduces an SU(2) gauge symmetry to the low-energy dynamics of the spinons [19]. How-
ever, this SU(2) gauge symmetry will generally be broken by the mean-field dynamics, which
can be described by a quadratic Hamiltonian of the form
HMF = −
∑
r,r′
[
trr′f
†
rαfr′α +
(
∆rr′f
†
r↑f
†
r′↓ + H.c.
)]
. (3.2)
The QBT spin liquid at the focus of this chapter corresponds to a mean-field ansatz for the
spinons with d+ id pairing and vanishing hopping:
trr′ = 0, ∆r,r+eˆ = ∆(ex + iey)
2. (3.3)
Here, eˆ is a first-neighbor unit vector of the triangular lattice. This mean-field ansatz breaks
the SU(2) gauge symmetry down to Z2: fα 7→ −fα. Thus, gauge fluctuations can be ignored
in the low-energy dynamics of the system.
It is convenient to introduce a complex spinor ψ defined as (ψ1, ψ2) = (f↑, f
†
↓). Expanded
at the Γ-point ~k = 0, the low-energy Hamiltonian for the mean-field ansatz mentioned above
reads
H0 = ψ
†{−τx(∂2x − ∂2y) + 2τ y∂x∂y}ψ . (3.4)
This mean-field Hamiltonian has a quadratic band touching at ~k = 0, which leads to a finite
density of states in two dimensions. We propose that this finite density of states is responsible
for finite γ and χ observed experimentally in κ-BEDT and DMIT. A similar QBT spin liquid
state for the spin-1 material Ba3NiSb2O9 [167] was proposed in Ref. [170], where an extra
color index of the slave fermion has to be introduced for spin-1 [171].
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In addition to the quadratic band touching at ~k = 0, there are also Dirac fermions at the
corners of the Brillouin zone: ~QA,B = ±(4pi/3, 0). Complex Dirac fermion fields ψA,B at
momenta ~QA,B can be defined as ψ = ψA exp(i ~QA · ~r) + ψB exp(i ~QB · ~r). The low-energy
Hamiltonian for ψA,B reads
H±(4pi/3,0) =
∑
a=A,B
ψ†a(−iτx∂x − iτ y∂y)ψa . (3.5)
At low temperature, the contribution of these Dirac fermions to γ and χ is much smaller than
that resulting from the quadratic band touching at the Γ-point.
The spinon carries a projective representation of the physical symmetry group. In the Sup-
plemental Material of Ref. [143], we demonstrate that the mean-field QBT ansatz discussed
above preserves all the symmetries of the model (including the triangular lattice symmetry
and time-reversal symmetry). As long as these symmetries are preserved, no relevant fermion
bilinear terms can be added to Eqs. (3.4) and (3.5), and the low-energy dynamics is stable.
Let us now go beyond the mean field. As mentioned above, the mean-field ansatz breaks the
gauge symmetry down to Z2, and the gauge fluctuations are thus quite harmless. But, besides
the gauge fluctuation, local short-range four-fermion interactions exist at both the Dirac points
~QA,B and the QBT Γ-point. At the Γ-point, only the following four-fermion interaction needs
to be considered:
H4 = −gf †↑f↑f †↓f↓ ∼ gψ†1ψ1ψ†2ψ2 . (3.6)
The renormalization group flow of this term is very simple: depending on the sign of g, H4
can be either marginally relevant or irrelevant [63]. When it is relevant (g > 0), the system
spontaneously breaks time-reversal symmetry (it becomes a chiral spin liquid) and opens up
an exponentially small gap at the Γ-point: mf †αfα = mψ
†τ zψ. We identify this fluctuation
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generated gap with the small gap observed by thermal conductivity in κ-BEDT [48].
In DMIT, on the other hand, thermal conductivity measurements indicate that the system is
gapless at the lowest temperature [47]. Thus, we conjecture that DMIT corresponds to the case
with a marginally irrelevant H4 (g < 0), while κ-BEDT corresponds to g > 0. The thermal
conductivity behavior with negative g will be studied in detail in the future [172], taking into
account both interaction and disorder effects.
3.3 Variational Monte Carlo Results
Inspired by previous works [49, 64, 58, 59, 138, 139], we now revisit the variational phase
diagram of model (3.1) using a wide range of correlated spin wave functions. The quadratic
Hamiltonian, Eq. (3.2), allows straightforward construction of spin liquid wave functions by
Gutzwiller projecting its ground state |Ψ0〉. That is, we use as variational states
|Ψ({trr′}, {∆rr′})〉 = PGPN |Ψ0〉, (3.7)
where PN is a projector to a state with N spinons, and N is the number of lattice sites
(N↑ = N↓ = N/2). PG =
∏
r [1− nr↓nr↑] is the Gutzwiller projector which removes un-
physical states containing doubly-occupied sites. We fix the spinon chemical potential µ = trr
such that |Ψ0〉 is half filled on average before projection, but other parameters in (3.2) are
used as variational parameters. In Appendix C, we discuss in detail the determinantal rep-
resentation of N -particle Bardeen-Cooper-Schrieffer (BCS) superconducting wave functions,
PN |Ψ0〉, as appropriate for our numerical calculations. The evaluation of expectation values in
such fermionic wave functions can be done efficiently and with high accuracy using variational
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Monte Carlo techniques [138, 139, 140, 171]. For competing long-range ordered states, we use
Jastrow-type wave functions as pioneered by Huse and Elser [41] (see Appendix A.2 for more
details on all states we studied).
3.3.1 Nearest-Neighbor Heisenberg Model with Ring Exchange: J2 = 0
We first consider the case with J2 = 0 in Eq. (3.1). Since the seminal work of Motrunich
[49] it has been known that the U(1) projected Fermi sea state (or “spin Bose metal”—see
Refs. [58, 59] and Chapter 2) with isotropic nearest-neighbor trr′ = t and ∆rr′ = 0 has
remarkably good variational energy and is clearly the best fermionic trial state for relatively
large ring exchange K & 0.3. This state is also consistent with recent large-scale DMRG
calculations on the four-leg ladder [59]. On the other hand, exact diagonalization studies [173]
indicate that the 120° antiferromagnetic (AFM) order, which is believed to characterize the
ground state of the Heisenberg model at K = 0 [41, 42, 43], is destroyed at much smaller
ring exchange K & 0.1. Therefore, an intermediate spin liquid phase in the parameter regime
0.1 . K . 0.3 may well be present in the model, and is likely to be relevant for the organic
compounds.
The most natural candidate states are Z2 spin liquids with finite spinon pairing ∆rr′ 6= 0
in (3.2). Indeed, it has been known since the work of Motrunich that in the intermediate
parameter regime of Eq. (3.1) such projected BCS states do have significantly lower energy
than the 120° AFM and U(1) Fermi sea states. However, the nature of the spinon pairing
pattern in this putative Z2 spin liquid was still up for debate. In this chapter, we perform
accurate large-scale simulations up to 30 × 30 lattice sites to check all singlet (∆rr′ = ∆r′r)
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and triplet (∆rr′ = −∆r′r) pairing instabilities (s, p, p+ ip, d, d+ id, and f -wave) of the U(1)
Fermi sea state in model (3.1). We find the remarkable result that for 0.1 . K . 0.15 our
QBT d+ id state, as discussed above, is highly competitive, and perhaps has the lowest energy
of any projected fermionic trial state, including the nodal d-wave state of Ref. [64].
The results of our variational study at J2 = 0 are summarized in Fig. 3.1. Consistent with
Refs. [49, 64], we find that the unpaired U(1) Fermi sea (FS) state and states with nodal d-
wave and d + id pairing symmetries are the most competitive spin liquid wave functions for
this model. The gap functions for the d + id and nodal d-wave states are given by ∆(d+id)r,r+eˆ =
∆ (ex + iey)
2 and ∆(nodal d)r,r+eˆ = ∆
(
e2x − e2y
)
, respectively, where eˆ is a unit vector connecting
nearest neighbors on the triangular lattice. Each of these ansa¨tze thus has one variational
parameter ∆/t which we parameterize by α = tan−1(∆/t). In the top panel of Fig. 3.1, we
show the optimal energies per site, Eminimum , versus ring exchange K for the d+ id, nodal d-
wave, U(1) FS, and 120° AFM states. In the bottom panel, we show the corresponding optimal
α for both the d+id and nodal d-wave states. We see that the 120° AFM state wins forK . 0.1;
however, immediately upon exiting the 120° phase for 0.1 . K . 0.15, the d + id and nodal
d-wave states are extremely close in energy and are basically degenerate within statistical error.
Remarkably, as seen in the bottom panel of Fig. 3.1, the optimal d+ id state in the entire range
0.1 . K . 0.17 is in fact our exotic QBT state of interest: ∆/t → ∞, α = pi/2. For still
larger K, 0.15 . K . 0.25, the optimal ansatz is the nodal d-wave state, a result which is
consistent with Ref. [64]. Finally, for K & 0.25, the optimal pairing amplitude ∆ → 0 for all
spin liquid states, thus describing a crossover to the U(1) Fermi sea state of Refs. [49, 58, 59].
In the inset of the bottom panel of Fig. 3.1, we plot the variational energies per site versus
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Figure 3.1: Summary of our variational phase diagram along the line J2 = 0. Upper panel:
Variational energies per site for the Hamiltonian, Eq. (3.1), at J2 = 0 as a function of K for
the most competitive trial states in our study; in the inset, we show a zoom of the region of
the phase diagram where the QBT d+ id state is most competitive. Lower panel: The optimal
variational parameter α = tan−1(∆/t) is plotted for the d+ id and nodal d-wave states; in the
inset, we show the variational energies for all α at the point K = 0.13 where the dashed line
indicates the energy of the QBT state.
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Figure 3.2: Heisenberg and ring exchange expectation values for d + id and nodal d-wave
trial wave functions. We plot first-neighbor Heisenberg exchange (left) and ring exchange
(right) expectation values per site for the d + id and nodal d-wave states as a function of
α = tan−1(∆/t). In the case of d+ id, the special QBT point lies at α/pi = 0.5.
α at the point K = 0.13 in the spin liquid phase. Interestingly, there are two local minima for
the d + id ansatz: the first minimum at small ∆ . t is smoothly connected to the U(1) Fermi
sea state at ∆ = 0, while the second minimum at ∆/t→∞ is the qualitatively new QBT state
at the focus of our work. For 0.1 . K . 0.17, the latter is lower in energy than the former,
but is almost degenerate with the optimal nodal d-wave state which always has small ∆ . t.
Indeed, the two local minima in the d + id ansatz are already present in the pure Heisenberg
model (K = J2 = 0), with a large-∆ state having minimum energy. Furthermore, the QBT
state at α = pi/2 has surprisingly low ring-term expectation value, and this conspires with the
good Heisenberg energy of the generic large-∆ d+ id state to make the QBT state the optimal
fermionic spin liquid ansatz in the parameter window 0.1 . K . 0.15.
To elaborate on these points further, we now consider the α-dependence of the expectation
values 2〈~Si · ~Sj〉 and 〈Pijkl + H.c.〉 used to compute the variational energy per site, E =
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Figure 3.3: Energy versus K for d+ id and nodal d-wave trial wave functions. Here we show
contour plots of the trial energy per site versus K and α = tan−1(∆/t) for the d+ id (left) and
nodal d-wave (right) states (J2 = 0). The black curves indicate the optimal α for each K (see
also Fig. 3.1, bottom panel).
J1
[
2〈~Si · ~Sj〉
]
+K [〈Pijkl + H.c.〉], for both the first-neighbor d+ id and nodal d-wave states.
These results are shown in Fig. 3.2. As mentioned above, we find the striking result that the
two local minima in the d + id ansatz apparent in Fig. 3.1 are actually present already in the
pure Heisenberg model, with the large-∆ state (α/pi ' 0.44, ∆/t ' 5.2) slightly lower in
energy (see Fig. 3.2, left panel). Furthermore, we see in the right panel of Fig. 3.2 that beyond
some large value of ∆ (α/pi ' 0.4), we can gain substantial ring energy in both the d+ id and
nodal d-wave states by actually further increasing ∆. In the case of d+ id, going to the extreme
limit ∆/t→∞ loses only somewhat marginal Heisenberg energy while at the same time gains
significant ring energy: It is ultimately a balance between these two effects which makes the
QBT d+ id state highly competitive in the intermediate parameter regime of the ring model.
Finally, in Fig. 3.3 we show contour plots of the trial energy versus bothK and α (for which
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the inset of the bottom panel of Fig. 3.1 is a cross section). For the d + id state (left panel),
we can clearly see two basins of local minima: one of which connects to the QBT state at
α = pi/2, the other of which connects to the U(1) state at α = 0. Upon increasing K out of the
pure Heisenberg model, the large-∆ d+ id state quickly tracks to the QBT state near K ' 0.1,
at which it remains until K ' 0.17 where the optimal d + id state dramatically changes to
one with small ∆. These results clearly show that the QBT d + id state is a qualitatively new
phase, and that it is not continuously connected to the U(1) Fermi sea state at ∆ = 0. In sharp
contrast, the optimal nodal d-wave state (right panel) is continuously connected to the U(1)
state for all values of K.
The authors of Ref. [64] concluded that the nodal d-wave state is clearly the best variational
ground state for intermediate 0.1 . K . 0.15. We believe that there are two reasons for this
discrepancy with our result. First, Ref. [64] considered only a restricted range of small ∆/t for
the d + id ansatz which excluded the QBT state altogether. Second, our extensive finite-size
analysis shows that quite large lattices (& 18× 18) are necessary to get well converged expec-
tation values for the nodal d-wave state. Our calculations find poorly converged expectation
values and strong dependencies on the spinon boundary conditions for a nodal d-wave state on
the small 10× 11 lattice that was used in [64].
3.3.2 Full Variational Phase Diagram with Finite J2
Finally, we discuss the effect of a second-neighbor interaction J2. In Fig. 3.4, we present
a variational phase diagram in the K-J2 plane. A ferromagnetic interaction (J2 < 0) quickly
favors the 120° AFM state over the QBT d + id state and destroys the spin liquid phase;
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Figure 3.4: Full variational phase diagram of the spin Hamiltonian, Eq. (3.1). We propose that
the d+ id QBT spin liquid phase is a very strong candidate for the ground state of κ-BEDT and
DMIT in the parameter range J2 ' 0 and K ' 0.13.
however, within the class of spin liquid wave functions, J2 . 0 does clearly favor the QBT
d + id state over the nodal d-wave state for K ' 0.15. On the other hand, antiferromagnetic
J2 > 0 strongly frustrates the 120° AFM state and favors a nodal d-wave spin liquid. Negative
ring exchange or larger values of J2 & 0.17 lead to a collinear phase. In Fig. 3.4, around
J2 ' 0.05 and K ' −0.02, a small fully gapped d+ id phase with finite ∆/t emerges. This is
a chiral spin liquid with nontrivial topological order [174, 175]. Our preliminary results show
that this phase will expand significantly once an antiferromagnetic third-neighbor Heisenberg
coupling J3 is added to Eq. (3.1). More details on this phase will be elaborated in future work.
The ability of the nodal d-wave state to beat the collinear state for K ' 0 may suggest
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(see Refs. [176, 177]) that we are overestimating the extent of the nodal d-wave state in our
phase diagram (see also Appendix A.2). Of course, a variational study can never claim to have
the final say on the phase diagram of a given microscopic model, and quantitative locations
of phase boundaries should not be taken too seriously. What is very robust, however, is the
statement that our QBT d + id state has both extremely competitive energetics in a realistic
parameter regime and highly appealing phenomenology for the organic spin liquid compounds.
3.4 Discussion and Outlook
In this chapter, we have taken the experimental data on the organic spin liquid compounds
κ-BEDT and DMIT at face value and have proposed a novel spin liquid state that is consistent
with many of the experimental findings. The approach taken here is largely phenomenological
in the sense that there is no particularly obvious (microscopic) physical reason why a d + id
ansatz for spinons with vanishing hopping should be an appropriate theoretical starting point to
describe these materials. This should be contrasted with the U(1) spinon Fermi sea (spin Bose
metal) state of Chapter 2, which is inarguably a very natural physical description given the
proximity of the spin liquid phases observed in the organics to ordinary Fermi liquid metals.
However, the QBT state does perhaps do a better job overall of describing the available exper-
imental data on the insulating states observed in κ-BEDT and DMIT, at least qualitatively, and
also does very well variationally close to the antiferromagnetically ordered state (see Fig. 3.1).
Indeed, the QBT state is much closer in character to the 120° ordered state than it is to a metal-
lic state. For example, it has power-law spin-spin correlations at wavevector ~Q = (4pi/3, 0)
which may be thought of as descendants of the AFM long-range order present in the 120° state.
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In fact, this was one of the initial inspirations for constructing the QBT state [170]. In addi-
tion, the QBT d+ id state retains the fermionic parton description germane to the organic spin
liquids, albeit by stretching the chosen ansatz all the way to a pairing only one.
In the future, we plan to carry out more detailed field-theoretic calculations based on the
QBT state and hope to make more quantitative comparisons to the experimental data. Ulti-
mately, it will be interesting to see if future experiments push the balance in favor of either the
Z2 QBT d + id state presented here or the U(1) spinon Fermi sea state (or one of its natural
instabilities), or perhaps a completely different theory altogether.
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Chapter 4
Non-Fermi Liquid d-wave Metal Phase of
Strongly Interacting Electrons
4.1 Background and Introduction
Over the past several decades, experiments on strongly correlated materials have routinely
revealed, in certain parts of the phase diagram, conducting liquids with physical properties
qualitatively inconsistent with Landau’s Fermi liquid theory [3]1. Examples of these so-called
non-Fermi liquid metals [178] include the strange metal phase of the cuprate superconduc-
tors [34, 80] and heavy fermion materials near a quantum critical point [5, 6]. However,
such non-Fermi liquid behavior has been notoriously challenging to characterize theoretically,
largely owing to the failure of a weakly interacting quasiparticle description. It is even am-
biguous to define a non-Fermi liquid, although possible deviations from Fermi liquid theory
1Excerpts and figures appearing in this chapter are reprinted with permission from H. C. Jiang, M. S. Block,
R. V. Mishmash, J. R. Garrison, D. N. Sheng, O. I. Motrunich, and M. P. A. Fisher, Nature. 493, 39 (2013).
Copyright 2013 by the Nature Publishing Group.
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include, for example, violation of Luttinger’s [7] famed volume theorem, vanishing quasipar-
ticle weight, and/or anomalous thermodynamics and transport [179, 180, 5, 181, 182, 183].
This theoretical quandary is rather unfortunate as it is likely prohibiting a full understanding of
the mechanism behind high-temperature superconductivity, as well as stymying theoretically-
guided searches for new exotic materials.
Pioneering early theoretical work on the cuprates relied on two main premises [23, 184, 51,
52, 185, 34], from which we will be guided but not constrained in our pursuit and understanding
of a particular non-Fermi liquid metal: (1) that the microscopics can be described by the square
lattice Hubbard model with on-site Coulomb repulsion, which at strong coupling reduces in
its simplest form to the t-J model; and (2) that the physics of the system can be faithfully
represented by the “slave-boson” technique, wherein the physical electron operator is written
as a product of a slave boson (“chargon”), which carries the electronic charge, and a spin-
1/2 fermionic “spinon” [186], which carries the spin, both strongly coupled to an emergent
gauge field (see Sec. 1.2). However, within the slave-boson formulation, it has been difficult to
access non-Fermi liquid physics at low temperatures because this requires the chargons to be
in an uncondensed, yet conducting, quantum phase [187], i.e., some sort of the elusive “Bose
metal”. Early attempts to describe the strange metal in this framework treated it as a strictly
finite-temperature phenomenon in which the slave bosons form an uncondensed, but classical,
Bose fluid [51, 52], a treatment which precludes the possibility that the strange metal is a true
quantum phase at all.
In our view, the strange metal should be viewed as a genuine two-dimensional (2D) quan-
tum phase, which can perhaps be unstable to superconducting or pseudogap behavior. Indeed,
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recent experimental work on La2−xSrxCuO4 has shown that when superconductivity is stripped
away by high magnetic fields, strange metal behavior persists over a wide doping range down
to extremely low temperatures [78]. Thus, the strange metal in the cuprates is quite possibly a
true, extended, zero-temperature quantum phase [80].
Inspired by these results and building on our previous work which proposed [92] and suc-
ceeded in realizing [84, 85, 86] a genuine, zero-temperature Bose metal, we employ a novel
variant of the slave-boson approach to construct and analyze an exotic 2D non-Fermi liquid
quantum phase, which we refer to as the “d-wave metal”. The d-wave metal is modeled
by a variational wave function consisting of a product of a d-wave Bose metal wave func-
tion [92, 84, 85, 86] for the chargons and a usual Slater determinant for the spinon. Importantly,
placing the chargons into the d-wave Bose metal state imparts the many-electron wave func-
tion with a sign structure qualitatively distinct from that of a simple Slater determinant, and in
particular, imprints strong singlet d-wave two-particle correlations. This results in a gapless,
conducting quantum fluid with an electron momentum distribution function which exhibits a
critical, singular surface that violates Luttinger’s volume theorem [7], as well as prominent
critical Cooper pairs with d-wave character. The d-wave nature of our phase is tantalizingly
suggestive of incipient d-wave superconductivity and thus of possible relevance to the cuprates.
Furthermore, tying back into premise (1) above, we propose a reasonably simple model
Hamiltonian to stabilize the d-wave metal by augmenting the traditional t-J model with a four-
site ring-exchange term K. Then, owing to the afforded numerical and analytical tractabil-
ity provided by the density matrix renormalization group (DMRG) [109, 110] and bosoniza-
tion [4, 188, 104, 189], we place the problem on a quasi-one-dimensional (quasi-1D) two-leg
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ladder geometry (see Fig. 4.1). In this system, we establish several lines of compelling evidence
that the d-wave metal phase exists as the quantum ground state of our t-J-K model Hamilto-
nian, and we are able to characterize and understand the phase very thoroughly. Importantly,
our realized two-leg d-wave metal state is nonperturbative in that it cannot be understood
within conventional Luttinger liquid theory [4] starting from free electrons [108]. We believe
this study to be one of the first unbiased numerical demonstrations of a non-Fermi liquid metal
as the stable ground state of a local Hamiltonian. Finally, in Sec. 4.6, we will discuss straight-
forward extensions of these results to two dimensions, as well as comment on their potential
relevance to the actual non-Fermi liquids observed in experiment.
4.2 Gauge Theory and Variational Wave Functions for the
d-wave Metal
Our theoretical description of the non-Fermi liquid d-wave metal begins by writing the
electron operator for site r and spin state s = ↑, ↓ as the product of a bosonic chargon b(r)
and fermionic spinon fs(r); that is, cs(r) = b(r)fs(r). With b(r) a hard-core boson opera-
tor, this construction prohibits doubly occupied sites, an assumption we make from here on.
The physical electron Hilbert space is recovered by implementing at each site the constraint
b†(r)b(r) =
∑
s f
†
s (r)fs(r) =
∑
s c
†
s(r)cs(r) = ne(r), which physically means that a given site
is either empty or contains a chargon and exactly one spinon to compose an electron. Theoret-
ically, this is achieved by strongly coupling the b’s and f ’s via an emergent gauge field [34].
Under the natural assumption that the spinons are in a Fermi sea state, the behavior of the
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chargons determines the resulting electronic phase. Condensing the bosonic chargons so that
〈b(r)〉 6= 0 implies cs(r) ∼ fs(r); thus, in this case, the electronic phase is that of a Fermi
liquid. It then follows that in order to describe a non-Fermi liquid conducting quantum fluid
within this framework, we require that the chargons not condense, 〈b(r)〉 = 0, yet still conduct.
However, accessing such a “Bose metal” phase has proven extremely difficult over the years.
In recent work [92, 84, 85, 86], we have indeed succeeded in realizing a concrete, genuine Bose
metal phase, which we named the “d-wave Bose liquid” or, equivalently, “d-wave Bose metal”
(DBM). The DBM is central to our construction of the d-wave metal. Specifically, in the DBM,
we decompose the hard-core boson as b(r) = d1(r)d2(r) with the constraint d
†
1(r)d1(r) =
d†2(r)d2(r) = b
†(r)b(r), where d1 (d2) are fermionic slave particles (“partons”) with anisotropic
hopping patterns: d1 (d2) is chosen to hop preferentially in the xˆ (yˆ) direction. The resulting
bosonic phase is a conducting, yet uncondensed, quantum fluid, which is precisely the phase
into which we place the charge sector of the d-wave metal. That is, for the d-wave metal we
take a novel all fermionic decomposition of the electron,
cs(r) = d1(r)d2(r)fs(r), (4.1)
subject to the constraint
d†1(r)d1(r) = d
†
2(r)d2(r) =
∑
s
f †s (r)fs(r) = ne(r). (4.2)
The resulting theory now includes two gauge fields: one to glue together d1 and d2 to form
the chargon and another to glue together b and f to form the electron. In the Supplementary
Information of Ref. [82] and Appendix D of this dissertation, we give a detailed bosonization
analysis of this novel gauge theory for the two-leg ladder system on which we focus below.
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Guided by the slave-boson construction, one can naturally construct electronic variational
wave functions by taking the product of a hard-core bosonic wave function ψb with a fermionic
wave function ψf and evaluating them at the same coordinates (Gutzwiller projection):
ψc({r↑i }, {r↓i }) = PG
[
ψb({Ri})× ψf ({r↑i }, {r↓i })
]
, (4.3)
wherePG performs the projection into the physical electronic Hilbert space: {Ri} = {r↑i }
⋃{r↓i }.
If we put the f ’s into a spin-singlet Fermi sea state with orbitals {kj} (Slater determinant),
i.e., ψf ({r↑i }, {r↓i }) = det[eikj ·r
↑
i ] det[eikj ·r
↓
i ] = ψFSf , then we can model both the Fermi
liquid metal and the non-Fermi liquid d-wave metal in a unified way. In both cases, the
wave functions are straightforward to implement using variational Monte Carlo (VMC) meth-
ods [140, 139, 190].
For the Fermi liquid, we put the b’s into a superfluid wave function ψSFb via a typical Jastrow
form, so that, schematically, ψFLc = PG[ψSFb × ψFSf ]. Note that since ψSFb is a positive wave
function, the sign structure [191] of ψFLc is identical to that of the noninteracting Fermi sea
state. In contrast, to model the d-wave metal, we put the b’s into a Bose metal wave function
according to the DBM construction of Refs. [92, 84, 85, 86]:
ψb({Ri}) = ψd1({Ri})× ψd2({Ri}) = ψDBMb , (4.4)
where ψd1 (ψd2) is a Slater determinant with a Fermi sea compressed in the xˆ (yˆ) direction [92].
Then, we have
ψd−metalc = PG
[
ψDBMb × ψFSf
]
= PG
[
ψd1 × ψd2 × ψFSf
]
. (4.5)
Interestingly, this construction, Eq. (4.5), is actually a time-reversal invariant analog of the
composite Fermi liquid description of the half-filled Landau level [53], where the d-wave Bose
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Figure 4.1: Schematic of the t-J-K model Hamiltonian. Top: Picture of the full t-J-K model,
Eq. (4.6), on the two-leg ladder. In this work, we use periodic boundary conditions in the long
(xˆ) direction for all calculations. Bottom: Action of the ring term HK , Eq. (4.8), on a single
plaquette, elucidating its “singlet-rotation” nature.
metal wave function [92] plays the role of Laughlin’s ν = 1/2 bosonic state [137]. Just as
Laughlin’s wave function imprints a nontrivial complex phase pattern on the Slater determi-
nant, the DBM wave function imprints a nontrivial d-wave sign structure, hence our designation
“d-wave metal”. As we explore in detail below, there are many physical signatures associated
with putting the chargons into the DBM phase, making the d-wave metal dramatically distin-
guishable from the traditional Landau Fermi liquid.
4.3 Microscopic Ring-Exchange Model
The t-J-K model Hamiltonian which we propose to stabilize the d-wave metal phase is
given by
H = HtJ +HK , (4.6)
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HtJ = −t
∑
〈i,j〉, s=↑,↓
(
c†iscjs + H.c.
)
+ J
∑
〈i,j〉
Si · Sj, (4.7)
HK = 2K
∑

(S†13S24 + H.c.), (4.8)
where 〈i, j〉 and indicate sums over all nearest-neighbor bonds and all elementary plaquettes
of the 2D square lattice, respectively. In the spirit of the t-J model, we choose to work in
the subspace of no doubly occupied sites, but for simplicity, we do ignore the term −J
4
ninj
present in typical definitions of the t-J model [34]. In Eq. (4.8), we have defined a singlet
creation operator on two sites as S†ij = 1√2(c
†
i↑c
†
j↓ − c†i↓c†j↑), so that HK can be viewed as a
four-site singlet-rotation term (see Fig. 4.1). For K > 0, the ground state of HK on a single
plaquette with two electrons is a dxy-orbital spin-singlet; thus, loosely speaking, HK has a
tendency to build in d-wave correlations in the system and qualitatively alter the sign structure
of the electronic ground state. Further arguments for studying this model in our search for the
d-wave metal can be found in the Supplementary Information of Ref. [82].
While not being particularly conventional, our ring-exchange term HK (which should not
be confused with four-site cyclic spin-exchange; see Refs. [192, 58, 59] and Chapter 3) is in
fact present when projecting the continuum many-body Hamiltonian for screened Coulomb-
interacting electrons into a narrow, tight-binding band [193] (see the Supplementary Informa-
tion of Ref. [82]). In fact, estimating the strength of K, or coefficients on related terms, in real
materials such as La2−xSrxCuO4 is an interesting open question.
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Figure 4.2: Picture of the parton bands for the d-wave metal phase. We show orbitals for a
48 × 2 system, showing partially occupied bonding (ky = 0) and antibonding (ky = pi) bands
for d1 and partially occupied bonding bands for d2 and f↑/↓; that is, each Slater determinant
in Eq. (4.5) consists of momentum-space orbitals as depicted here. The total electron number
is Ne = Nc↑ + Nc↓ = Nd1 = Nd2 = Nf↑ + Nf↓ = 32, with Nf↑ = Nf↓ = 16 so that
Stot = 0; the longitudinal boundary conditions are periodic for d1 and antiperiodic for d2 and
f↑/↓. This is precisely the same d-wave metal configuration for which we display characteristic
measurements in Fig. 4.5.
4.4 Two-Leg Study: DMRG and VMC
Unfortunately, as with any interacting fermionic model, our t-J-K Hamiltonian suffers
from the so-called “fermionic sign problem”, rendering quantum Monte Carlo calculations
inapplicable [113]. We thus follow the heretofore successful [84, 58, 85, 59, 86] approach of
accessing 2D gapless phases by studying their quasi-1D descendants on ladder geometries,
relying heavily on large-scale DMRG calculations. In fact, we have already established [84,
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85, 86] that for two, three, and four legs, the DBM phase itself is the stable ground state of a
boson ring-exchange model analogous to Eq. (4.6). Here, we take the important first step of
placing the electron ring t-J-K model on the two-leg ladder in search of a two-leg descendant
of the d-wave metal.
For concreteness, we now consider the model, Eq. (4.6), on the two-leg ladder (see Fig. 4.1)
at a generic electron density of ρ = Ne/(2Lx) = 1/3, whereNe = Nc↑+Nc↓ is the total number
of electrons and Lx is the length of our two-leg ladder (i.e., the system has Lx × 2 total sites).
At this density, ρ = 1/3 < 1/2, on the two-leg ladder, the noninteracting ground state is a
spin-singlet wherein electrons of each spin partially fill the bonding band (ky = 0), leaving the
antibonding band (ky = pi) empty. Thus, for t  K, we expect the system to be in a simple
one-band metallic state, which is a two-leg analog of the Fermi liquid. Formally speaking, this
phase is a conventional Luttinger liquid with two one-dimensional (1D) gapless modes (central
charge c = 2). For moderate values of ring exchange, K & t, we anticipate the unconventional
non-Fermi liquid d-wave metal to be a candidate ground state. On the two-leg ladder at this
density, the d-wave metal phase has characteristic band filling configurations for the d1, d2,
and f↑/↓ partons as shown in Fig. 4.2: d1 partially fills both bonding and antibonding bands,
while d2 and f↑/↓ only fill the bonding band. (The d1 and d2 configurations constitute the
phase denoted “DBL[2,1]” in Ref. [84].) In a mean-field approximation in which the partons
do not interact, the system has five 1D gapless modes corresponding to the five total partially
filled bands. However, in the strong-coupling limit of the full quasi-1D gauge theory (see the
Supplementary Information of Ref. [82] and Appendix D of this dissertation), two orthonormal
linear combinations of the original five modes are rendered massive, leaving an unconventional
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Figure 4.3: Phase diagram of the t-J-K electron ring-exchange model at electron density
ρ = 1/3 on the two-leg ladder. In addition to the conventional one-band metal (“Fermi liquid
metal”) and exotic “non-Fermi liquid d-wave metal”, there are two other realized phases. For
small J , there is an intermediate phase with fully polarized electrons (region labeled “FP”). For
large K, due to the inherently attractive nature of ring-exchange interactions [84], the system
generally phase separates along the ladder (region labeled “PS”).
Luttinger liquid with c = 3 gapless modes.
We now provide extensive numerical evidence that this two-leg descendant of the d-wave
metal exists as the ground state of the t-J-K model over a wide region of the phase diagram.
We summarize these results in Fig. 4.3 by presenting the full phase diagram in the parameters
K/t vs. J/t as obtained by DMRG calculations on length Lx = 24 and 48 systems at electron
density ρ = 1/3. For smallK, we find a conventional one-band (spinful) Luttinger liquid phase
which is a two-leg analog of the “Fermi liquid metal”, hence the label in Fig. 4.3. For moderate
J and upon increasing K, the system goes into the unconventional “non-Fermi liquid d-wave
metal” phase, which is the main focus of this work. The phase boundaries in Fig. 4.3, all of
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which represent strong first-order transitions, were determined by measuring several standard
momentum-space correlation functions in the DMRG (see Appendix A.3 for details): the elec-
tron momentum distribution function 〈c†qscqs〉, the density-density structure factor 〈δnqδn−q〉,
and the spin-spin structure factor 〈Sq · S−q〉.
For concreteness, we now focus on the cut along J/t = 2 in Fig. 4.3 for a 48 × 2 system
with Ne = 32 electrons. We take one point deep within the conventional one-band metal
at K/t = 0.5 and the other point deep within the exotic d-wave metal at K/t = 1.8. First
focusing on the former case, we show in Fig. 4.4 DMRG measurements characteristic of the
conventional Luttinger liquid. The ground state is a spin-singlet with a sharp singularity in the
electron momentum distribution function at qy = 0 and qx = kF = piNc↑/Lx = 8 · 2pi/48,
which is a usual Fermi wavevector determined solely from the electron density. The density-
density and spin-spin structure factors at qy = 0 also exhibit familiar features at qx = 0 and
qx = 2kF = 16 · 2pi/48, both characteristic of an ordinary one-band metallic state with gapless
charge and spin modes [4]. We stress that, even with the constraint of no double-occupancy
and nonzero K/t = 0.5 and J/t = 2, the interacting electronic system is still qualitatively
very similar to the two-leg free Fermi gas; analogously, the 2D Fermi liquid is in many ways
qualitatively similar to the 2D free Fermi gas. In both cases, the main differences are basically
quantitative and are well-understood [4, 3].
We turn now to the characteristic point within the d-wave metal phase at J/t = 2 and
K/t = 1.8. In Fig. 4.5, we show a set of DMRG measurements at this point, as well as mea-
surements corresponding to a variational wave function chosen such that its singular features
best reproduce the DMRG data (see the Supplementary Information of Ref. [82] for details
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Figure 4.4: DMRG measurements in the conventional Luttinger liquid phase at J/t = 2 and
K/t = 0.5. We show (a) the electron momentum distribution function, (b) the density-density
structure factor, and (c) the spin-spin structure factor. The important wavevectors kF and 2kF ,
as described in the text, are highlighted by vertical dashed-dotted lines.
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Figure 4.5: DMRG measurements in the unconventional d-wave metal phase at J/t = 2 and
K/t = 1.8. We show the same quantities as in Fig. 4.4. Here, we also show the matching
VMC measurements using a d-wave metal trial wave function depicted in Fig. 4.2.
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of our VMC methods). The selected d-wave metal wave function is depicted schematically in
Fig. 4.2. Specifically, we have the following parton Fermi wavevectors: 2k(0)Fd1 = 21 · 2pi/48,
2k
(pi)
Fd1 = 11 · 2pi/48, 2kFd2 = 32 · 2pi/48, and 2kFf = 16 · 2pi/48. The overall agreement
between the DMRG and VMC measurements is very compelling, and we now summarize our
understanding of these results from the perspective of the d-wave metal theory.
In sharp contrast to the conventional Luttinger liquid, the electron momentum distribu-
tion function now has singularities for both qy = 0 and qy = pi at a wavevector qx = Ke ≡
[k
(0)
Fd1 − k(pi)Fd1]/2. This wavevector corresponds to a composite electron made from a combi-
nation of parton fields consisting of a right-moving d1 parton, a left-moving d2 parton, and a
right-moving spinon: d(qy)1R d2Lf↑R. In fact, these “enhanced electrons” can be guessed from
simple “Amperian rules” [34, 54, 55] in our quasi-1D gauge theory as described in detail in the
Supplementary Information of Ref. [82].
The corresponding density-density and spin-spin structure factors, displayed in Fig. 4.5(b)-
(c), also show nontrivial behavior. We expect the density-density structure factor to be sensitive
to each parton configuration individually and thus have singular features at various “2kF ” par-
ton wavevectors (see Refs. [92, 85] and the Supplementary Information of Ref. [82]). In the
DMRG measurements, the most noticeable features are at qy = 0 and qx = 2k
(0)
Fd1, 2k
(pi)
Fd1,
which allow us to directly read off the realized d1 parton configuration (see Fig. 4.2). The lack
of these features in the VMC data, as well as the lack of analogous features at qx = 2kFd2
in the DMRG data, can be understood within our gauge theory framework as presented in the
Supplementary Information of Ref. [82], where we also note that our wave function is only a
caricature of the full theory. Finally, the spin-spin structure factor at qy = 0 not only has a
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Figure 4.6: Evolution of singular wavevectors in the d-wave metal phase. At fixed J/t = 2
and varying K/t, we show the location of the dominant singular wavevector Ke in the electron
momentum distribution function [see Fig. 4.5(a)], as well as the wavevectors identified as 2k(0)Fd1
and 2k(pi)Fd1 in the density-density structure factor [see Fig. 4.5(b)]. These calculations were done
with DMRG.
familiar, expected feature at qx = 2kFf coming from the spinon, but also remarkably contains
a feature at qx = 2Ke that can be thought of as a “2kF ” wavevector from the dominant “elec-
tron” in Fig. 4.5(a). All in all, as we detail thoroughly in the Supplementary Information of
Ref. [82], the DMRG measurements are amazingly consistent, even on a fine quantitative level,
with being in a stable non-Fermi liquid d-wave metal phase.
It is important to note that the wavevector Ke depends on the interaction strength K/t
since the wavevectors k(0)Fd1 and k
(pi)
Fd1 vary with ring exchange [84]. In Fig. 4.6, we show at
J/t = 2 evolution with K/t of the wavevector Ke, i.e., the location of the sharp steps in the
electron momentum distribution function [see Fig. 4.5(a)], as determined by DMRG. Since
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the momentum-space “volume” enclosed by these singular features depends on the interaction
K/t and is not simply determined by the total density of electrons, we may confidently say that
the d-wave metal violates Luttinger’s volume theorem [7]. In fact, the very notion of a single
“Fermi surface” is actually ambiguous in the d-wave metal phase. We also show in Fig. 4.6,
for those values of K/t at which they are discernible, the wavevectors 2k(0)Fd1 and 2k
(pi)
Fd1 as
identified by features in the DMRG-measured density-density structure factor at qy = 0 [see
Fig. 4.5(b)]. For all points, the locations of the identified features satisfy the nontrivial identity
Ke = [2k
(0)
Fd1 − 2k(pi)Fd1]/4, as predicted by our theory.
A remarkable property of the d-wave metal state found in the DMRG is that it has prominent
critical d-wave Cooper pairs residing on the diagonals, as anticipated earlier from the ring
energetics. We detail these findings in the Supplementary Information of Ref. [82], while here
we only mention that such Cooper pair correlations have the slowest power law decay among
all the discussed observables, including the electron Green’s function. This is in stark contrast
with the conventional metal and suggests that the d-wave metal phase has some incipient d-
wave superconductivity in two dimensions.
As a final piece of “smoking gun” evidence that the realized DMRG phase is in fact the
d-wave metal, we have measured the number of 1D gapless modes, i.e., the effective cen-
tral charge c, via scaling of the bipartite entanglement entropy [128, 194] in the DMRG and
VMC [195, 22] wave functions. As explained above, we expect c = 2 in the conventional Lut-
tinger liquid and c = 3 in the d-wave metal. A detailed comparison of the DMRG and VMC
entropy measurements is presented in the Supplementary Information of Ref. [82], where the
DMRG-VMC agreement is just as impressive as it is for the more traditional measurements of
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Figure 4.7: Central charge c as a function of interaction K/t. By measuring the von Neumann
entanglement entropy S1 in the DMRG, we calculate the effective central charge c at fixed
J/t = 2 and varying K/t. There is a dramatic jump from c ' 2 to c ' 3 at the transition, as
predicted by our theory. Data for two example points, K/t = 0.8 and 1.8, is shown in the inset,
where X is the number of rungs in each bipartition.
Fig. 4.5. The effective central charge versus K/t at J/t = 2 as determined by the DMRG is
shown in Fig. 4.7. Indeed, these measurements indicate that c ' 2 in the conventional one-
band metal, while c ' 3 in the exotic d-wave metal. Since c = 3 > 2, our putative d-wave
metal phase clearly cannot be understood as an instability out of the conventional one-band
metal, but also, since c = 3 < 4, the critical bonding and antibonding electrons in Fig. 4.5(a)
cannot be reproduced by any perturbative treatment starting from free electrons [108]. In the
following section, we elaborate on these important points in more detail.
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4.5 Eliminating Conventional Luttinger Liquid Scenarios in
Favor of the d-wave Metal
In light of the remarkable success to date of describing 1D and quasi-1D interacting quan-
tum systems with conventional Luttinger liquid theory [4], it is natural to ask whether the
results in our putative d-wave metal phase can be reproduced with such a conventional weak-
coupling approach [108]. Clearly, since the number of gapless modes in the putative d-wave
metal (c = 3) is larger than in the conventional one-band metal (c = 2), the former cannot
be understood as an instability of the latter. However, there are more complicated scenarios
that one may envision that involve strong Fermi surface renormalization, as well as electron
pairing, but that still lie within the conventional Luttinger framework and still assume a free
electron starting point.
For instance, one could first imagine theK term renormalizing the free electron band struc-
ture such that the antibonding band eventually gets populated (as if K had the effect of simply
renormalizing the interchain hopping t⊥ towards zero—this is admittedly somewhat natural
given that HK conserves the number of electrons in each chain). If we denote a conven-
tional Luttinger liquid with α gapless charge modes and β gapless spin modes as CαSβ (see
Ref. [108] and Chapter 2), then this free electron state would be some C2S2 metal with c = 4
gapless modes, say a charge (ρ) and spin (σ) mode for each band (0/pi): θ(0/pi)ρ/σ . In principle, a
spin gap in the antibonding band could be opened through relevance of an allowed backscat-
tering term involving a cosine of only the θ(pi)σ field [108] [see Eq. (B.84)], giving a C2S1 metal
with c = 3 gapless modes. However, this possibility can be immediately ruled out in our puta-
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tive d-wave metal region by noting that the DMRG state unambiguously has a critical Green’s
function for the antibonding electrons: See the sharp step in 〈c†qscqs〉 at q = (qx, qy) = (Ke, pi)
in Fig. 4.5(a), as well as the discussion in the Supplementary Information of Ref. [82] of the
slow power law decay of the Green’s function in real space. Pinning of the θ(pi)σ field, on the
other hand, directly implies that the electron Green’s function would decay exponentially at
qy = pi, in clear contradiction with our DMRG data.
Other aspects of the DMRG data are also markedly inconsistent with this C2S1 scenario.
For example, throughout the d-wave metal phase at, say, J/t = 2 (to avoid small polarization
observed at smaller J/t), we observe an enhanced feature in the spin-spin structure factor
〈Sq · S−q〉 at q = (2piρ, 0) for all K/t. The location of this feature is fixed by the electron
density and is readily explainable by our d-wave metal theory. In the C2S1 state discussed
above, however, the only singularity in 〈Sq·S−q〉 at qy = 0 would be at qx = 2k(0)F , where±k(0)F
denotes the Fermi points for the bonding electrons assumed to be gapless. This wavevector is
not fixed by the electron density and is more akin to our observed feature at qx = 2Ke. Hence,
presence of the feature at q = (2piρ, 0) in 〈Sq · S−q〉 [see Fig. 4.5(c)] is not consistent with a
conventional C2S1. The C2S1 state also fails to explain things like why 〈c†qscqs〉 has substantial
weight outside the main “step” for the bonding electrons, whereas this observation is very
naturally explained by the d-wave metal theory as shown explicitly by the VMC calculations
in Fig. 4.5(a). There are yet more features in our data that are clearly inconsistent with this
scenario which we do not mention further.
Having now eliminated the possibility that our putative c = 3 d-wave metal could instead
be some conventional C2S1 obtained through band renormalization and pairing, we now con-
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sider an even more complicated “standard” Luttinger scenario. Rather than focusing on the
fact that we measure central charge c = 3 in the putative d-wave metal region, we can instead
try to directly accommodate the obtained electron momentum distribution function 〈c†qscqs〉 of
Fig. 4.5(a) by postulating a band structure in which the antibonding electrons fill two discon-
nected Fermi segments, while the bonding electrons fill a single segment centered about qx = 0.
That is, consider a C3S3 metal with a Fermi sea
[
−k(0)F ,+k(0)F
]
in the bonding band and Fermi
seas
[
−k(pi)F2 ,−k(pi)F1
]
,
[
+k
(pi)
F1 ,+k
(pi)
F2
]
in the antibonding band
(
k
(pi)
F2 > k
(pi)
F1 > 0
)
. Such a band
structure could arise, for example, if theK term renormalizes the antibonding electrons to have
substantial next-nearest-neighbor hopping. Furthermore, to be consistent with the DMRG data,
we must take k(0)F = k
(pi)
F1 ≡ Ke, which would of course not generally be true for such a band
structure, but such a fine-tuned state could at least exist in principle.
There exist many possible phases obtainable by gapping out various modes in the c = 6
C3S3 state. However, to reproduce the DMRG data within this framework, we must retain
gapless electron fields at ±k(0)F and ±k(pi)F1 which directly implies c ≥ 4. Thus, due to our
measurement of c = 3 < 4 with the DMRG (see Fig. 4.7) we can eliminate on very general
grounds any weak-coupling scenario that ends with critical electrons in both the bonding and
antibonding bands.
All in all, the above weak-coupling scenarios clearly have severe difficulty describing the
DMRG data obtained in the putative d-wave metal region of the phase diagram. Of course,
we cannot rule out every single weak-coupling scenario, including even more complicated and
contrived ones, but the above two possibilities would be the most natural in our view, and they
are clearly not working. On the other hand, we stress that our d-wave metal framework can
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basically describe the entire DMRG data set in a very natural, unified fashion, giving us a high
degree of confidence that our novel nonperturbative d-wave metal theory is indeed correct.
In addition, as discussed in the Supplementary Information of Ref. [82], the structure of the
d-wave metal gauge theory itself gives us reason to at least anticipate that the t-J-Kmodel
Hamiltonian may harbor the non-Fermi liquid d-wave metal phase.
4.6 Discussion and Outlook
In this paper, we have presented exceptionally strong evidence for stability of a two-leg de-
scendant of our exotic strange metal-type phase, the d-wave metal, and we conclude here with
an outlook on exciting future work. Firstly, it would be desirable to march towards two dimen-
sions by studying systems with more legs, where our present two-leg d-wave metal treatment
is readily extendable. One of the main purposes of Ref. [86] was to establish stability of the
d-wave Bose metal, the main ingredient of the d-wave metal, on three- and four-leg ladders,
and this was indeed achieved. Thus, we do not envision any conceptual obstacles in the way of
realizing a similar result for the d-wave metal. However, we do anticipate that going to more
legs will be very challenging numerically for the DMRG due to the large amount of spatial
entanglement present in the d-wave metal and Fermi liquid—this is also the current limitation
preventing modern 2D tensor network state methods from attacking such problems [135]. A
first step along these lines is to stay on the two-leg ladder, but increase the electron density such
that the spinons potentially form a two-band metallic state (cf. the one-band state of the present
chapter). This would lead to an exotic c = 5 mode d-wave metal phase and would itself con-
stitute a significant step towards a putative two-dimensional realization of the d-wave metal.
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While we leave such a complete DMRG study for future work, in Appendix D we present a
bosonization analysis of this unconventional c = 5 mode Luttinger liquid and show that it is at
least in principle a stable quantum phase.
With the goal of connecting to experiment, it would also be interesting to perform a de-
tailed energetics study of the t-J-K model in two dimensions and explore applicability of such
models to strongly correlated materials. By studying 2D variational wave functions based on
the d-wave metal, it should be possible to compare physical properties with experimentally
observed strange metals, such as that in the cuprates. This could include various instabilities
of the d-wave metal, e.g., spinon pairing as a model of a pseudogap metal or chargon pairing
as a model of an “orthogonal metal” discussed recently [196]. It would be particularly exciting
to investigate incipient d-wave superconductivity of the cuprate variety—this is rather natu-
ral given the d-wave sign structure already inherent in the nonsuperconducting parent d-wave
metal. Finally, while we have thus far stressed its Luttinger volume violation as a characteristic
non-Fermi liquid property of the d-wave metal, we note that the 2D phase will also have no
Landau quasiparticle as well as exhibit non-Fermi-liquid-like thermodynamics and transport.
Comparing these predictions with properties of real strange metals would be an interesting en-
deavor. In the end, however, we would like to stress the conceptual nature of the present study,
and we hope that our ideas may open up new avenues for thinking about non-Fermi liquid
electronic fluids.
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Chapter 5
Concluding Remarks
Strongly correlated electron systems present many outstanding theoretical challenges, one
of the most difficult being developing a framework for highly entangled gapless systems in two
dimensions which lack a weakly interacting description. In Chapters 2 and 4, we addressed
two fundamental and experimentally important problems which fall under this most challeng-
ing realm: the continuous Mott metal-insulator transition and conducting non-Fermi liquid
metals. In each case, we performed fully controlled studies of directly analogous problems on
quasi-one-dimensional two-leg ladders, and although the two-leg system is admittedly a long
ways from full two dimensions, we believe our results are beginning to shed light on what may
eventually happen in 2D. In the future, it will clearly be desirable to go beyond two legs and
see if the “exotic” behavior survives as we approach 2D. This is an exceedingly challenging
DMRG task for the itinerant electron systems at the focus of Chapters 2 and 4; however, closely
related spin and hard-core boson models indicate that the interesting physics indeed survives
up to four-leg systems [59, 86], which is very encouraging. Still, it is clear that we need to be-
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gin employing new numerical algorithms to make truly meaningful progress. The “multiscale
entanglement renormalization ansatz” (MERA) of Vidal and coworkers [197, 198, 134, 136]
seems well-suited for these most highly entangled gapless problems, and it would be most
interesting to apply such methods to similar model Hamiltonians to those studied in this dis-
sertation in both quasi-1D and eventually in full 2D.
In Chapter 3, we proposed a new low-energy theory for the two triangular lattice organic
spin liquid candidate materials κ-(BEDT-TTF)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2. Our new
d + id state with quadratic band touching (QBT) has very appealing phenomenology with re-
spect to the available experimental data and does surprisingly well variationally in an appropri-
ate Heisenberg spin model supplemented with four-site cyclic ring exchange. Going forward,
it will be interesting to look at this state in yet more detail both field theoretically and numer-
ically with the VMC. The QBT state of Chapter 3 and the spin Bose metal state of Chapter 2
are very different quantum phases, yet both have many appealing characteristics in regard to
the organics. Only with future experimental data will we be able to determine if either one is
the ultimately correct theoretical description1. All in all, future progress will clearly require,
now more than ever, significant contributions from and close interrelationships among all three
branches of condensed matter physics—theory, numerics, and experiment—making for a very
exciting and challenging time in our field.
1Neutron scattering measurements would likely settle the issue, but unfortunately, such experiments are infea-
sible in κ-(BEDT-TTF)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2 for several reasons.
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5.1 Speculations on Future Directions
We conclude by making some speculative remarks on where the field of condensed matter
physics, and specifically strongly correlated electrons, might be headed in the coming years.
On the theoretical front, it is clear that we should always put wave functions front and center.
As stressed in Sec. 1.4, doing so has been instrumental in attacking fundamental problems such
as conventional superconductivity [35, 36] and the fractional quantum Hall effect [137, 199].
While it remains to be seen whether or not such an approach will work for the most challenging
of problems such as nonperturbatively strongly interacting non-Fermi liquids, if such states can
be true zero-temperature quantum phases2, they must be describable by wave functions. In the
cuprates themselves, realizing such a beautiful description in terms of a simple wave function is
probably asking too much, as there seem to be too many complicated materials considerations
at play, but we could still hope! Other materials may eventually be discovered which offer
a cleaner window into such physics. And hopefully one day, systems of ultracold atoms or
molecules will be able to make meaningful progress “simulating” novel strongly correlated
phenomena; at present this is far from a sure thing even given the maturity of that area [200],
although some situations are more well-suited to this approach than others. In any case, looking
ahead it seems important that theorists put considerable effort towards further improving and
refining their wave functions to model exotic phases; for example, by going beyond simple
Gutzwiller projection and somehow including spatial fluctuations of the corresponding gauge
field [141].
It is interesting to ponder what the field of condensed matter physics would look like if
2It is still not obvious that this is the case, but it is perfectly plausible.
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someone were to someday3 solve the fermionic sign problem—an admittedly very unlikely
scenario [113]. People often say things like “the sign problem is what keeps people in our
field employed”. However, this notion is simply false. If we did in fact have some numerical
algorithm which works in dimensions d > 1 as efficiently as does DMRG in 1D, it would lead
to an explosion of activity in the field permeating all sectors: numerics, theory, and experiment.
The main point is that by numerically solving for the ground state of a given model Hamiltonian
we have not necessarily learned all that much. For one, we need to be able to interpret the data.
Imagine trying to understand the DMRG measurements in the non-Fermi liquid region of the
t-J-K model phase diagram of Chapter 4 without having the d-wave metal construction in
mind. It would be a hopeless task to make sense of the abundance of incommensurate singular
structure present. That is, to understand numerical data—just like to understand experimental
data—we need good theory. In addition, there would be a premium placed on ab initio methods
to provide accurate model Hamiltonians when attempting to connect to a given experimental
system. A solution of the simplest Hubbard model or t-J model or Heisenberg model might
not be particularly informative when trying to understand experimental data. Indeed, relatively
simple perturbations (like our ring exchange term in Chapter 4) may change the physics in
an extremely dramatic way. Ultimately, it would be remarkable if we could devise numerical
algorithms which would somehow give hints about the nature of the theoretical construction
of the low-lying excitations of a given phase. For example, would it be possible to “detect”
partons even if we are not expecting them? While such a dream manifested in any kind of
generality is clearly still many years off, especially in higher dimensions, exciting recent work
in 1D [201] indicates that it may not be complete fantasy.
3Say, next week!
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As alluded to in various parts of this dissertation, a real emerging theoretical and numerical
frontier is to be able to better understand and eventually fully classify gapless phases of quan-
tum matter in two dimensions, of which the spin Bose metal and d-wave metal are two concrete
examples. Numerically, such states are very hard to access with 2D tensor network state meth-
ods [132], and this is especially true for states such as the spin Bose metal and d-wave metal
which exhibit an entire surface of gapless excitations. These states are expected [130, 202, 22]
to have an anonymously4 large amount of spatial entanglement, S ∼ Ld−1 logL, thus ren-
dering typical formulations of tensor network states completely incapable of solving the prob-
lem [133, 134, 135, 136]. In essence, the fermion sign problem has a cousin which has appeared
in recent years: the fermion “entanglement problem”; and it will be interesting to see if these
two fundamental problems are related to each other on a formal level, which is surprisingly far
from obvious at the moment. Analytical control over such states is equally challenging [99].
However, gapless phases are at the very heart of some of the most unconventional and mysteri-
ous, yet important, experimental systems of our time, e.g., the cuprates and the organics. This
should be contrasted with long-range entangled gapped phases of matter, over which we have
much better numerical [21] and analytical [19, 206] control, but as of yet there are no real good
experimental candidates which realize them. It thus seems that with gapless phases nature has
given us a grand challenge, one that should keep us busy for years and decades to come.
4For Fermi liquids, the coefficient in front of the Ld−1 logL term is expected to be universal in the sense that
it depends only on the shape of the Fermi surface but not on interactions [202, 203, 204]. Therefore, in analogy
with detection of topological order via measurement of the topological entanglement entropy [21], measurement
of this leading coefficient in a ground state wave function for conducting electrons may potentially be a robust
positive definition for the presence of a non-Fermi liquid metal [205].
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Appendix A
Details of the Numerical Calculations
In this appendix, we discuss various details of the numerical calculations pertinent to the
results presented in Chapters 2-4.
A.1 DMRG on the Extended t-t′HubbardModel (Chapter 2)
In Chapter 2, we use large-scale DMRG calculations to calculate ground state properties
of our model Hamiltonian, Eqs. (2.1)-(2.2), on finite-size chains of length L sites. While we
have performed simulations with both open and periodic boundary conditions, we find the
latter to be preferable for our model in spite of the well-known more challenging convergence
properties with periodic boundaries in DMRG calculations. The long-ranged nature of our
interaction potential [Eq. (2.2)], however, makes open boundaries problematic. The issue is
that all interactions up to fourth neighbor are chosen to scale with the overall Hubbard strength
U , so that, at least for the parameters chosen in our study, it is energetically favorable for the
end sites of an open chain to become doubly occupied at large U/t. That is, even though the
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system then has to pay very large on-site U on the end sites, it gains significant energy by not
having to pay as substantial V1 to V4. Therefore, for the calculations on the extended Hubbard
model presented in Chapter 2, we have employed periodic boundary conditions.
To numerically characterize the ground state properties of the system with the DMRG, we
calculate the density structure factor 〈δnqδn−q〉, the spin structure factor 〈Sq · S−q〉, the dimer
structure factor 〈BqB−q〉, and the electron momentum distribution function 〈c†qαcqα〉 (where
α = ↑, ↓ with no implied summation). In each case, the structure factor is defined as the
Fourier transform of the associated two-point function. Specifically, we have
〈δnqδn−q〉 = 1
L
∑
x,x′
e−iq(x−x
′)〈δn(x)δn(x′)〉, (A.1)
〈Sq · S−q〉 = 1
L
∑
x,x′
e−iq(x−x
′)〈S(x) · S(x′)〉, (A.2)
〈BqB−q〉 = 1
L
∑
x,x′
e−iq(x−x
′)〈B(x)B(x′)〉, (A.3)
〈c†qαcqα〉 =
1
L
∑
x,x′
e−iq(x−x
′)〈c†α(x)cα(x′)〉, (A.4)
where n(x) ≡ ∑α=↑,↓ c†α(x)cα(x) is the number operator [with δn(x) ≡ n(x) − 〈n(x)〉],
S(x) ≡ 1
2
∑
α,β c
†
α(x)σαβcβ(x) is the spin operator, and B(x) ≡ S(x) · S(x + 1) is the bond
energy operator. For simplicity, we set 〈B(x)B(x′)〉 = 0 if B(x) and B(x′) share common
sites [58]. When presenting all structure factor measurements, we only show data for q ≥ 0
since the measurements are symmetric about q = 0.
For the dimer structure factor in Eq. (A.3), we do not subtract a product of local averages
from the 〈B(x)B(x′)〉 correlations as we do, e.g., for the density structure factor in Eq. (A.1).
The main reason for this choice is that at large U/t & 5.0 our DMRG calculations, even
with periodic boundary conditions, have a tendency to get “stuck” in one of the two possible
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symmetry broken period-2 VBS patterns, giving a rather strong period-2 signal in the local
expectation value 〈B(x)〉 = 〈S(x) · S(x + 1)〉. This is likely due to the somewhat awkward
way in which periodic boundaries are implemented in a traditional DMRG setup which treats
the end sites on a different footing. Fourier transforming 〈B(x)B(x′)〉 − 〈B(x)〉〈B(x′)〉 then
washes out the Bragg peaks preasent at q = pi. Hence, we just use 〈B(x)B(x′)〉 as the real-
space two-point function and exclude plotting 〈BqB−q〉 at q = 0. This both well captures the
obvious Bragg peaks at q = pi in the C0S0 and also gives very clear power-law singularities at
the various “2kF ” wavevectors as expected in the C1S2 insulator (see Fig. 2.5, Sec. B.3, and
Ref. [58]).
More generally, we find that the averaging done in our Fourier transforms when summing
over both x and x′ in Eqs. (A.1)-(A.3) does an effective job of representing the structure factors
in cases where, due to slight lack of convergence in the DMRG ground state, the two-point
functions depend on both the separation distance x − x′ and the “origin” x′. (Of course, for a
perfectly translationally invariant state the two-point functions depend only on x− x′.)
In our DMRG calculations, we keep up tom = 6000 states and perform at least 6 finite-size
sweeps which results in a density matrix truncation error of on the order of 10−5 or smaller.
All measurements are well-converged to the extent necessary to establish the statements made
in Chapter 2. To get a feel for the difficulty encountered in obtaining highly accurate data on
the stiffness parameters gρ+ and gσ+ (see Chapter 2 and Appendix B below), one can observe
the data in the insets of Figs. 2.3 and 2.4 at the free electron point U/t = 0—basically the most
challenging point for the DMRG. For free electrons, we should have gρ+ = gσ+ = 1. We see
that there is a rather severe error at the first allowed momentum q = 2pi/L, yet the error for
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momenta q > 2pi/L is very acceptable, on the order of 1% or less.
A.2 VMC on the Heisenberg Model Plus Ring Exchange
(Chapter 3)
For the variational Monte Carlo results presented in Chapter 3, we typically used ∼106
equilibrium sweeps, and averaged over 2000 spin configurations obtained from∼106 measure-
ment sweeps. In estimating the error of our measurements, we used a binning analysis with
∼20 samples per bin. In our plots, all errors are either on the order of or smaller than the
symbol size, or explicitly depicted with one-sigma error bars.
To avoid degeneracies or singularities in the spin liquid wave functions, we work with a
mean-field Hamiltonian, Eq. (3.2), with spinon boundary conditions periodic in one direction
and antiperiodic in the other direction; this ensures a spin wave function with fully periodic
boundary conditions. We have carefully checked that our measurements, e.g., 〈~Si · ~Sj〉 and
〈Pijkl + H.c.〉, are converged in the system size Lx × Ly and do not depend on the spinon
boundary conditions. The final energetics data presented in Fig. 3.1, as well as that in Figs. 3.2
and 3.3, was taken on a 30× 30 lattice.
For the ordered states, we use three-sublattice 120° antiferromagnetic (AFM) [41, 49] and
four-sublattice [176] states that are suggested within a spin-wave analysis of the model at K =
0. Such ground state ordering patterns (120° AFM and collinear) were also found in exact
diagonalization calculations on small lattice clusters [176, 177, 207, 173]. Furthermore, we
have checked the possibility of spiral orders with arbitrary wavevectors (commensurate with
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the system size).
We note that quadratic fermion Hamiltonians similar to Eq. (3.2) can be used to construct
states exhibiting magnetic order [138, 139, 171]. However, it turns out that such Gutzwiller
projected spin-density wave states do not give good variational energies. In our case of triangu-
lar lattice spin-1/2 antiferromagnets, much better wave functions can be obtained by applying
spin-Jastrow factors to product states, as pioneered in [41]. We use such Huse-Elser wave
functions with first- and second-neighbor Jastrow factors to compare their energies with those
of the spin liquid states, and to map out the variational phase diagram of the model.
The variational phase diagram we obtain for the parameter range and states considered
is shown in Fig. 3.4. On the line K = 0, we find that the 120° AFM state is stable up to
J2 . 0.05, at which point a nodal d-wave spin liquid starts to have the lowest energy within
our set of wave functions. It should be noted that on the line K = 0, spin-wave calculations
predict a transition from the 120° AFM state to a collinear phase at J2 = 0.125 [176]. Exact
diagonalization results seem to support a scenario without an intermediate spin liquid phase
[177]. It is therefore possible that our variational approach overestimates the spin liquid regions
with respect to the ordered states, especially in the case of the nodal d-wave spin liquid. Also,
we have not considered spin liquids obtained by spinon hopping patterns with finite fluxes,
as the ring term strongly disfavors such states [49] (although Motrunich [208] has found the
time-reversal invariant “U1B” state with alternating 0 and pi fluxes through the triangles to be
a promising ground state candidate for K ' 0 and J2 & 0). Interestingly, the zero-flux U(1)
spin liquid at K & 0.25 is quite stable with respect to second-neighbor interaction J2, and it is
not destroyed within the parameter range and states we considered.
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Finally, on the line J2 = 0, Motrunich [49, 208] found a transition to a spin liquid phase at
K & 0.14. This small discrepancy with the transition point we find in the present paper may be
traced back to the fact that we did not keep as many variational parameters in our Huse-Elser
wave functions, and that he considered a more restricted set of spin liquid states. We leave
a systematic study of the effect of more parameters in all our wave functions for future work.
However, we expect that the spin liquid phase space may only slightly shrink, and that the basic
conclusions of our study remain unchanged.
Let us briefly discuss other variational quantum spin liquid wave functions that we have also
considered, but that were not mentioned thus far. We have generalized s- and d-wave states by
allowing three independent real singlet pairings ∆rr′ on first-neighbor links. Furthermore, we
have checked the possibility of finite-momentum pairing instabilities of the U(1) spin liquid
as proposed in Ref. [209] with the “Amperean pairing” state. However, we could not find
convincing evidence that such states are realized in our model, Eq. (3.1).
Finally, in order to further improve the energy of the QBT d+ id state, we set the hopping
trr′ = 0 and added a second-neighbor pairing amplitude ∆(2) to the trial Hamiltonian, Eq. (3.2).
However, we found that the optimal parameter is always essentially ∆(2)/∆(1) ' 0 for the
model considered.
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A.3 DMRG on the Two-Leg t-J-K Electron Ring-Exchange
Model (Chapter 4)
In Chapter 4, we determine the ground state phase diagram of the t-J-K model, Eq. (4.6),
by large-scale DMRG calculations. We consider square lattice clusters with total number of
sitesLx×Ly. Here, we study the two-leg ladder system, i.e., Ly = 2, and use periodic boundary
conditions along the xˆ direction.
Our DMRG calculations generally keep between m = 5,000 and 20,000 states in each
DMRG block. This is found to give excellent convergence in the measurements such as the
ground state energy and various correlation functions defined below, with small errors which
can be neglected safely for our sizes up to Lx = 48. The phase boundaries in the (J/t,K/t)-
parameter space are determined by extensive scans of the derivatives of the ground state energy
and by monitoring the correlation functions. On the other hand, even with such a large m, we
can converge the entanglement entropy only for sizes up to Lx = 36.
To characterize the ground state properties of the system, as well as properties of the vari-
ational wave functions, we calculate the electron Green’s function
Ge(ri − rj) = 〈c†iscjs〉, (A.5)
where e = cs with s = ↑, ↓ the electron spin (there is no implied summation over s). For
our electron Green’s function calculations and analysis, we fix s to one of the two possible
flavors of spin, say s = ↑, which in the spin-singlet states considered in this work, gives the
same Green’s function as the other flavor of spin. The Fourier transform gives us the electron
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momentum distribution function
〈c†qscqs〉 =
1
LxLy
∑
ij
eiq·(ri−rj)〈c†iscjs〉 . (A.6)
Similarly, we calculate the electron density-density structure factor in momentum space
〈δnqδn−q〉 = 1
LxLy
∑
ij
eiq·(ri−rj)〈(ni − ρ)(nj − ρ)〉, (A.7)
where ni =
∑
s c
†
iscis is the electron number operator at site i and ρ is the electron density. To
characterize the magnetic properties of the system, we also study the spin structure factor
〈Sq · S−q〉 = 1
LxLy
∑
ij
eiq·(ri−rj)〈Si · Sj〉, (A.8)
where the spin operator is defined as Si = 12
∑
s,s′ c
†
isσss′cis′ .
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Appendix B
Interacting Electrons on the Two-Leg
Triangular Strip: Luttinger Liquid
Description and Solution by Bosonization
In this appendix, we spell out the effective low-energy description of the C2S2 metal and
C1S2 spin Bose metal and intervening Kosterlitz-Thouless (KT)-like Mott transition, focusing
on those aspects of the theory most relevant to the DMRG results presented in Chapter 2. Some
aspects of our presentation follow that of Refs. [58] and [151].
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B.1 Long-Wavelength Description of C2S2 Metal and C1S2
Spin Bose Metal
Consider noninteracting electrons at half-filling on the two-leg triangular strip (see Fig. 2.1).
When viewed as a 1D chain with first-neighbor and second-neighbor hopping, t and t′, the elec-
tron dispersion is given by (see also Fig. 2.2)
(q) = −2t cos(q)− 2t′ cos(2q)− µ. (B.1)
For t′/t > 0.5, which is the case of interest here, the ground state consists of two disconnected
Fermi seas (bands) which we label by a = 1, 2. We take the convention that the Fermi velocities
vFa are positive (negative) for electrons moving near kFa (−kFa), corresponding to right and
left movers, respectively. Furthermore, taking the system to be at half-filling gives the sum rule
kF1 + kF2 = −pi/2 mod 2pi.
As usual [4], we take the low-energy continuum limit and expand the electron operator in
terms of slowly varying continuum fields at the four Fermi points:
cα(x) =
∑
a,P
eiPkFaxcPaα , (B.2)
where α = ↑, ↓ denotes the electron spin, and the sum runs over a = 1, 2 for the two Fermi
seas and P = R/L = +/− for the right and left moving electrons at the Fermi points of each
Fermi sea. Although not written explicitly, the continuum fields of course depend on position
x: cPaα = cPaα(x).
Next, we bosonize [4] the continuum fields according to
cPaα = ηaαe
i(ϕaα+Pθaα), (B.3)
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where ϕaα and θaα are the canonically conjugate bosonic phase and phonon fields, respectively.
Specifically, we have
[ϕaα(x), ϕbβ(x
′)] = [θaα(x), θbβ(x′)] = 0, (B.4)
[ϕaα(x), θbβ(x
′)] = ipiδabδαβΘ(x− x′). (B.5)
The fields ηaα are the Klein factors, i.e., Majorana fermions {ηaα, ηbβ} = 2δabδαβ , which are
necessary to ensure the correct anticommutation relations among different fermionic species
aα. Finally, the slowly varying component of the electron density is given by the deriva-
tive of the θaα fields: ρaα =
∑
P=± c
†
PaαcPaα = ∂xθaα/pi, where c
†
PaαcPaα = ∂x(θaα +
Pϕaα)/(2pi). Hence, Eq. (B.5) is essentially a statement of the density-phase uncertainty rela-
tion: [ρ(x), ϕ(x′)] = iδ(x− x′).
Next, we linearize about the Fermi points and express the problem in terms of the bosonized
fields introduced above. Working in the Euclidean path integral formalism, the low-energy
continuum Lagrangian density for the two-band noninteracting electron gas then reads:
Lfree = Hfree +
∑
a,α
i
pi
(∂xθaα)(∂τϕaα), (B.6)
where
Hfree =
∑
a,α
vFa
2pi
[
(∂xθaα)
2 + (∂xϕaα)
2
]
. (B.7)
We now introduce the “charge” and “spin” modes for each band:
θaρ/σ ≡ 1√
2
(θa↑ ± θa↓) , (B.8)
and the “overall” and “relative” combinations with respect to the two bands:
θµ± ≡ 1√
2
(θ1µ ± θ2µ) , (B.9)
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where µ = ρ, σ. Fields analogous to Eqs. (B.8) and (B.9) are also defined for the ϕ’s. These
newly defined fields satisfy the same canonical commutation relations as the original fields
[Eqs. (B.4)-(B.5)]. The free-electron Lagrangian Lfree then as usual decouples into charge and
spin sectors:
Lfree = Lρfree + Lσfree, (B.10)
where
Lµfree = Hµfree +
∑
a
i
pi
(∂xθaµ)(∂τϕaµ), (B.11)
Hµfree =
∑
a
vFa
2pi
[
(∂xθaµ)
2 + (∂xϕaµ)
2
]
. (B.12)
We are finally in position to discuss interactions. In the interacting C2S2 Luttinger liquid,
the fixed-point theory is similar to Eq. (B.10), i.e.,
LC2S2 = LρC2S2 + LσC2S2, (B.13)
except we have general mode velocities and, in the charge sector, nontrivial Luttinger param-
eters. For convenience in the discussion that follows, in the charge sector we work in the ρ±
basis of Eq. (B.9) and write the most general charge sector Lagrangian as
LρC2S2 = HρC2S2 +
i
pi
∂xΘ
T · ∂τΦ, (B.14)
HρC2S2 =
1
2pi
[
∂xΘ
T ·A · ∂xΘ + ∂xΦT ·B · ∂xΦ
]
, (B.15)
where ΘT ≡ (θρ+, θρ−) and ΦT ≡ (ϕρ+, ϕρ−); A and B are symmetric, positive-definite 2x2
matrices which encode interactions. Note that even for free electrons, if vF1 6= vF2, the charge
sector is not diagonal in the ρ± basis, i.e., A12 = A21 6= 0, B12 = B21 6= 0, and in general the
interacting C2S2 metal will have coupled ρ+ and ρ− modes [151].
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For the spin sector, we stay in the band basis a = 1, 2 and write
LσC2S2 = HσC2S2 +
∑
a
i
pi
(∂xθaσ)(∂τϕaσ), (B.16)
HσC2S2 =
∑
a
vaσ
2pi
[
1
gaσ
(∂xθaσ)
2 + gaσ(∂xϕaσ)
2
]
. (B.17)
SU(2) invariance dictates only trivial Luttinger parameters in the spin sector, i.e., g1σ = g2σ = 1
(see Sec. B.3), but we keep them general in Eq. (B.17) for further analysis below. Our repre-
sentation of the spin sector here is somewhat schematic in that allowed strictly marginal chiral
interactions will couple the bare spin modes [Eq. (B.8)] in the quadratic part of the C2S2 action.
However, the resulting HσC2S2 is symmetric under interchanging θaσ ↔ ϕaσ and so can easily
be brought back to diagonal form via a simple orthogonal transformation which acts identically
on the θaσ and ϕaσ fields, hence keeping the Luttinger parameters at their trivial values. Thus,
for the quadratic part of the C2S2 fixed-point theory, Eq. (B.17) is completely general for our
purposes. Interestingly, the full C2S2 fixed-point theory also contains a strictly marginal chiral
interband scattering term of the form (Hσchiral)⊥ ∼ cos(2ϕσ−) cos(2θσ−), which is nonhar-
monic [162]. However, we expect that the presence of this, presumably exactly marginal, non-
harmonic chiral interaction will not quantitatively alter the spin sector at the C2S2 (and C1S2;
see below) fixed point—at least with respect to the Luttinger parameters and contributions to
the scaling dimensions of various operators (see Sec. B.3). In fact, assuming that (Hσchiral)⊥ is
exactly marginal already implies trivial spin sector Luttinger parameters, g1σ = g2σ = 1, which
is encouraging.
In addition to such strictly marginal interactions, there are many nonchiral interactions al-
lowed by symmetry which may be added to Eq. (B.13) and potentially destabilize the C2S2
theory described above. To connect to a given microscopic Hamiltonian, a common approach
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is to employ a weak-coupling renormalization group (RG) scheme. That is, one can project
the microscopic interactions onto all continuum symmetry-allowed interactions and read off
initial conditions for all such couplings; these initial conditions can then be subsequently used
in a controlled RG analysis valid for weak microscopic coupling U/t 1. Then, bosoniz-
ing the four-fermion interactions—particularly those that may flow to strong coupling, hence
destabilizing the “mother” C2S2—emits a direct physical interpretation of the resulting phase.
This is the approach pioneered many years ago in Ref. [108], where it was shown (see also
Ref. [157]) that for the on-site t-t′-U Hubbard model, the C2S2 metal is generally unstable at
weak repulsive interactions to the opening of a spin gap. The basic idea is that the RG flow
equations—which are indeed rather complicated for the two-band system and in general re-
quire a detailed numerical analysis—have a tendency to eventually drive attractive divergent
couplings in the spin sector (e.g., the terms denoted gaσ in Ref. [108] or, equivalently, λσaa in
Ref. [151]). These divergent couplings conspire to gap out all modes except the overall con-
ducting charge mode θρ+, leaving a one-mode C1S0 conducting Luttinger liquid, essentially
the quasi-1D analog of a superconductor.
However, this spin-gap tendency is not unavoidable. For example, one can fight such pair-
ing tendencies by adding longer-ranged repulsion to the model Hamiltonian. This approach
was recently explored systematically in Ref. [151], where it was shown that the C2S2 metal
occupies a substantial portion of the weak-coupling phase diagram for the model considered in
our work: Eqs. (2.1)-(2.2). Stability of the C2S2 metal at weak coupling indeed seems to be a
necessary component for realizing the C2S2→C1S2 Mott transition presented numerically in
Chapter 2, and we buttress off the weak-coupling phase diagram presented in Ref. [151] when
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selecting the specific parameters of our model Hamiltonian.
Finally, as stressed in Chapter 2, our Mott transition is driven at strong interactions by an
eight-fermion umklapp term wherein both spin-up and spin-down electrons are scattered across
each Fermi sea (see Fig. 2.2):
H8 = u(c†R1↑c†R1↓c†R2↑c†R2↓cL1↑cL1↓cL2↑cL2↓ + H.c.), (B.18)
which when written in terms of the bosonized fields simply becomes a cosine of the overall
charge field θρ+:
H8 = 2u cos(4θρ+). (B.19)
The C1S2 spin Bose metal spin liquid corresponds to relevance ofH8 so that u flows to strong
coupling. That is, the field content of the C1S2 fixed-point theory looks identical to that of
C2S2 but with a massive overall charge mode θρ+. Specifically, we have
LC1S2 = LρC1S2 + LσC1S2, (B.20)
where the “charge sector” now only contains the ρ− mode:
LρC1S2 = HρC1S2 +
i
pi
(∂xθρ−)(∂τϕρ−), (B.21)
HρC1S2 =
vρ−
2pi
[
1
gρ−
(∂xθρ−)2 + gρ−(∂τϕρ−)2
]
, (B.22)
which physically represents gapless local current fluctuations, and the spin sector formally
reads the same as before:
LσC1S2 = LσC2S2, (B.23)
still with trivial Luttinger parameters, g1σ = g2σ = 1. For an extensive discussion of the C1S2
phase with respect to its features and stability, we refer the reader to Ref. [58].
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B.2 Renormalization Group Analysis of the C2S2→C1S2
Mott Transition
We now present the details of the critical theory describing our Mott transition. The theory
is KT-like with a complication arising because the field θρ+, which is being gapped out, is
coupled to the field θρ− in the Gaussian fixed-point action for the C2S2 [see Eq. (B.15)], and
θρ− is massless on both sides of the transition.
From the above considerations, the charge sector Lagrangian describing the transition be-
tween the C2S2 metal and C1S2 spin Bose metal reads
L = L0 + Lcos, (B.24)
where
L0 = 1
2pi
[
∂xΘ
T ·C · ∂xΘ + ∂τΘT ·D · ∂τΘ
]
(B.25)
is just LρC2S2 from Eq. (B.14) with the ϕ’s integrated out, ΘT ≡ (θρ+, θρ−), and
Lcos = 2u cos(nθρ+) (B.26)
with n = 4 is our eight-fermion umklapp term. It is convenient to diagonalize the quadratic
part of the theory L0 in a fashion similar to that described in Ref. [151], thus obtaining for the
full theory
L0 = 1
2pi
∑
i=1,2
[
1
vi
(∂τθi)
2 + vi(∂xθi)
2
]
, (B.27)
Lcos = 2u cos(n1θ1 + n2θ2), (B.28)
where we have absorbed the nontrivial Luttinger parameters of the two normal modes, θ1 and
θ2, into the real coefficients n1 and n2 via a rescaling of the fields. While θ1 and θ2 are specific
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linear combinations of θρ+ and θρ−, e.g., nθρ+ = n(c1θ1 + c2θ2) = n1θ1 + n2θ2, we do
not spell out the details here, but instead refer the reader to the Appendix of Ref. [151] for a
similar calculation. Ultimately, this linear combination, as well as the velocities and Luttinger
parameters of the normal modes in the diagonalized system, are rather complicated, but still
analytic, functions of the original parameters C and D of the coupled system.
We have performed a renormalization group (RG) analysis of the above two-mode system,
obtaining the following leading-order KT-like (see below) flow equations for all couplings:
dC11
d`
=
pin2
Λ4 v1
I
(
v2
v1
,
n22
4
)
u2, (B.29)
dD11
d`
=
pin2
Λ4 v31
(
v2
v1
)−2n22/4
I
(
v1
v2
,
n22
4
)
u2, (B.30)
du
d`
=
[
2−
(
n21
4
+
n22
4
)]
u, (B.31)
where
I(α, β) ≡
∫ 2pi
0
dθ
cos2 θ
(cos2 θ + α2 sin2 θ)β
≥ 0. (B.32)
As with ordinary KT, the coupling u renormalizes according to the scaling dimension of
the cosine with respect to the quadratic action,
∆[cos(nθρ+)] = ∆[cos(n1θ1 + n2θ2)] =
n21
4
+
n22
4
, (B.33)
and obtaining its beta function, Eq. (B.31), can proceed in a textbook Wilsonian fashion [4].
However, renormalizing the parameters in L0 is significantly more involved and depends on the
specific regularization scheme employed. First, note that since Lcos contains only the field θρ+,
it cannot possibly renormalize any terms containing θρ− to any order in perturbation theory;
hence, the only nonzero beta functions are those for the couplings C11 and D11. The respective
beta functions, Eqs. (B.29) and (B.30), were obtained using a field-theoretic approach [159] in
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which we consider insertions into correlation functions of the form 〈∂xθi(x)∂xθj(y)〉, where x
and y are points in our (1+1)D space-time. At O(u2), one has to integrate over two 2D points
from two u insertions, say z and z′. Indeed, as z − z′ becomes small, the integral diverges
logarithmically, and we cut it off at a short-distance scale Λ−1. We then compute corrections
to 〈∂xθi(x)∂xθj(y)〉 from posited “counterterms” in L0 which are chosen to exactly cancel the
aforementioned logarithmic divergence. This allows us, after an altogether somewhat lengthy
calculation, to arrive at the above RG flow equations for C11 and D11.
The case of vanishing θρ+-θρ− coupling in Eq. (B.25) corresponds to the limit n2 → 0, so
that θ1 ∝ θρ+ and C11 and D11 renormalize at the same rate (up to an overall scale of v21). This
of course corresponds to ordinary Kosterlitz-Thouless RG wherein only one parameter in L0
renormalizes: d(g
−1)
d`
∼ u2, with g the single-mode Luttinger parameter [4].
In the general case, the beta functions for C11 and D11 involve highly nonuniversal content,
and thus we have not attempted a detailed study of the flows. Still, the transition is KT-like
in nature except that two parameters (as opposed to one) in L0 are renormalized by the single
cosine, and the transition occurs when the scaling dimension of the cosine equals the space-
time dimension: ∆[cos(nθρ+)] =
n21
4
+
n22
4
= 2, where n1 and n2 are functions of the parameters
C and D.
We can formally argue for the KT-like nature as follows. From the start, we focus only on
the flowing parameters C11, D11, and u. Let us denote the (non-negative) factors multiplying
u2 in the beta functions for C11 and D11 as A(C11, D11) and B(C11, D11), respectively, and
also denote the coefficient of u in the beta function for u as Γ(C11, D11). We emphasize that
A, B, and Γ are functions of C11 and D11, which, while perhaps complicated functions, are
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analytical and not special. As we vary in the (C11, D11) plane, we generically expect to find a
line where Γ = 0 separating regions where a small u perturbation is relevant or irrelevant. Let
us consider one point on this line, (C(0)11 , D
(0)
11 ), and study small deviations (δC11, δD11) from
this point. The RG equations are, to leading order,
d δC11
d`
= A(0)u2, (B.34)
d δD11
d`
= B(0)u2, (B.35)
du
d`
=
(
α(0)δC11 + β
(0)δD11
)
u, (B.36)
where A(0) and B(0) are the A and B functions evaluated at (C(0)11 , D
(0)
11 ), while α
(0) and β(0)
are derivatives ∂Γ/∂C11 and ∂Γ/∂D11 evaluated at the same point. Deviations satisfying
α(0)δC11 + β
(0)δD11 = 0 correspond to moving along the Γ = 0 line, while generic devia-
tions will cut across this line. Formally, we can change variables to r = α(0)δC11 + β(0)δD11,
s = −β(0)δC11 + α(0)δD11, which flow as
dr
d`
=
(
α(0)A(0) + β(0)B(0)
)
u2, (B.37)
ds
d`
=
(−β(0)A(0) + α(0)B(0))u2, (B.38)
du
d`
= ru. (B.39)
Thus, the flow equations for the r and u variables have familiar KT-like form and subsequent
standard analysis can kick in. On the other hand, the flow of the s variable is simply slaved to
u and does not affect the KT analysis.
In principle, one should be able to confirm the KT universality class from the numerical
DMRG data, for example, by performing Weber-Minnhagen [160] style fits to finite-size esti-
mates of the scaling dimension of the cosine in the metallic phase (essentially the stiffness in
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the XY model context; see also Sec. B.3 below). However, this requires highly accurate data
on large system sizes in the scaling regime, which is currently prohibitive for our multimode
electronic system (see Appendix A.1). Also, it is not unreasonable to expect that the presence
of two renormalizing parameters in L0, instead of one, might make the finite-size effects more
severe. In the end though, this is a rather nonuniversal matter which we do not pursue further.
B.3 Observables and Stiffness Parameters
To characterize the system, we have focused on the density structure factor, the spin struc-
ture factor, the dimer structure factor, and the electron momentum distribution function as
presented in Chapter 2 and as defined in Appendix A.1. In this section, we lay out the de-
tails of the bosonization treatment which allows us to use these measurements, both at finite
and zero wavevectors, to probe the nature of the Luttinger liquid phases realized by our model
Hamiltonian.
B.3.1 Establishing the Result ∆[H8] = 4gρ+
As stressed in Chapter 2, we can directly measure the scaling dimension of the eight-
fermion umklapp term [see Eqs. (2.3) and (B.19)] responsible for driving our Mott transition
by measuring the slope of the density structure factor at q = 0 momentum [see Eq. (2.4)]. We
now spell out how these two quantities, ∆[H8] and gρ+, are formally related.
The former is defined through the corresponding two-point function:
〈
ei4θρ+(x)e−i4θρ+(0)
〉 ∼ 1|x|2∆[H8] , (B.40)
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where, for simplicity, we work at equal (imaginary) time such that x is a spatial coordinate
only. Assuming that the system is in the C2S2 phase so that the charge sector is described by
the quadratic Lagrangian LρC2S2 of Eq. (B.14), we can use a standard identity [4] and write
〈
ei4θρ+(x)e−i4θρ+(0)
〉
= e−
42
2 〈[θρ+(x)−θρ+(0)]2〉. (B.41)
Now, the slowly varying component of the total electron density (measured relative to the
average density) is given by δn(x) = 2∂xθρ+/pi, so that the long-wavelength contribution to
the density-density correlation function in real space is given by
〈δn(x)δn(0)〉 = 4
pi2
∂x∂x′〈θρ+(x)θρ+(x′)〉|x′=0 + · · · . (B.42)
The right-hand side can be obtained from Eq. (B.41) via straightforward manipulations, which
after invoking Eq. (B.40) gives
〈δn(x)δn(0)〉 = −∆[H8]
2pi2
1
x2
+ · · · . (B.43)
On the other hand, we define the slope of the momentum-space density structure factor as
q → 0 according to Eq. (2.4), i.e.,
〈δnqδn−q〉 = 2gρ+
pi
|q|, (B.44)
such that gρ+ = 1 corresponds to a two-band noninteracting electron gas. After Fourier trans-
formation, Eqs. (B.43) and (B.44) imply that
∆[H8] = 4gρ+, (B.45)
which is the desired result. Note that gρ+ is not generally a genuine Luttinger parameter due to
the coupling between the ρ+ and ρ− sectors in the C2S2 phase, but should instead be viewed
as a direct measurement of ∆[H8] through the density structure factor.
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In Chapter 2, we relied heavily upon Eq. (B.45) to distinguish between metallic and insu-
lating behavior, where measured gρ+ > 1/2 (gρ+ < 1/2) implies thatH8 is irrelevant (relevant)
so that the system is metallic (insulating). Of course, if ∆[H8] < 2, the system is necessarily
insulating and Eq. (B.44) no longer applies; instead we have 〈δnqδn−q〉 ∼ q2 as q → 0. That is,
measured gρ+ < 1/2 via Eq. (B.44) on a finite-size system corresponds in the thermodynamic
limit to gρ+ → 0. In Fig. 2.3, even well into the insulating phase of our model as determined
by the above arguments, we see on our L = 96 site system that apparently 〈δnqδn−q〉 ∼ |q|;
however, with H8 relevant, this must be a finite-size effect due to the large charge correlation
length present in our weak Mott insulating C1S2.
B.3.2 Bosonized Representation of Operators at Finite Wavevectors
We now give the bosonized expressions for the spin and density operators at finite “2kF ”
wavevectors and mathematically establish the Amperean enhancement mechanism summa-
rized in Chapter 2. Expanding the spin operator as S(x) =
∑
Q SQe
iQx, we can easily write
the slowly varying part of the spin operator at various wavevectors, i.e., SQ = SQ(x), in terms
of the right and left moving electron operators defined in Sec. B.1:
S2kFa =
1
2
c†LaασαβcRaβ, (B.46)
Spi/2 =
1
2
c†R1ασαβcL2β +
1
2
c†R2ασαβcL1β, (B.47)
SkF2−kF1 =
1
2
c†R1ασαβcR2β +
1
2
c†L2ασαβcL1β. (B.48)
Similarly, for the density operator, we have
δn2kFa = c
†
LaαcRaα, (B.49)
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δnpi/2 = c
†
R1αcL2α + c
†
R2αcL1α, (B.50)
δnkF2−kF1 = c
†
R1αcR2α + c
†
L2αcL1α. (B.51)
In each case, summations over spin indices are implied, and S−Q = S
†
Q and δn−Q = δn
†
Q.
Throughout, our use of denoting wavevectors with either Q or q is an attempt to distinguish
the long-wavelength component of an operator, OQ, from the actual exact operator used in the
DMRG, Oq.
Bosonizing the above electron bilinears using Eq. (B.3) results in the following expressions
for the spin:
Sx2kFa = −iηa↑ηa↓eiθρ+e±iθρ− sin(
√
2ϕaσ), (B.52)
Sy2kFa = −iηa↑ηa↓eiθρ+e±iθρ− cos(
√
2ϕaσ), (B.53)
Sz2kFa = −eiθρ+e±iθρ− sin(
√
2θaσ), (B.54)
Sxpi/2 = e
−iθρ+
[
− iη1↑η2↓e−iθσ− sin(ϕρ− + ϕσ+)
− iη1↓η2↑eiθσ− sin(ϕρ− − ϕσ+)
]
, (B.55)
Sypi/2 = e
−iθρ+
[
− iη1↑η2↓e−iθσ− cos(ϕρ− + ϕσ+)
+ iη1↓η2↑eiθσ− cos(ϕρ− − ϕσ+)
]
, (B.56)
Szpi/2 = e
−iθρ+
[
− iη1↑η2↑e−iθσ+ sin(ϕρ− + ϕσ−)
+ iη1↓η2↓eiθσ+ sin(ϕρ− − ϕσ−)
]
, (B.57)
SxkF2−kF1 = e
−iθρ−
[
− iη1↑η2↓e−iθσ+ sin(ϕρ− + ϕσ+)
− iη1↓η2↑eiθσ+ sin(ϕρ− − ϕσ+)
]
, (B.58)
SykF2−kF1 = e
−iθρ−
[
− iη1↑η2↓e−iθσ+ cos(ϕρ− + ϕσ+)
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+ iη1↓η2↑eiθσ+ cos(ϕρ− − ϕσ+)
]
, (B.59)
SzkF2−kF1 = e
−iθρ−
[
− iη1↑η2↑e−iθσ− sin(ϕρ− + ϕσ−)
+ iη1↓η2↓eiθσ− sin(ϕρ− − ϕσ−)
]
, (B.60)
and for the density:
δn2kFa = 2ie
iθρ+e±iθρ− cos(
√
2θaσ), (B.61)
δnpi/2 = 2e
−iθρ+
[
− iη1↑η2↑e−iθσ+ sin(ϕρ− + ϕσ−)
− iη1↓η2↓eiθσ+ sin(ϕρ− − ϕσ−)
]
, (B.62)
δnkF2−kF1 = 2e
−iθρ−
[
− iη1↑η2↑e−iθσ− sin(ϕρ− + ϕσ−)
− iη1↓η2↓eiθσ− sin(ϕρ− − ϕσ−)
]
, (B.63)
where for expressions with ± in the exponent, + refers to band a = 1, while − refers to band
a = 2.
Perhaps the most important point to take away is that all operators at Q = 2kFa, pi/2 are
proportional to e±iθρ+ . Therefore, the fluctuating field content of these operators is reduced
upon gapping out (pinning of) θρ+ when crossing the Mott transition from the C2S2 metal to
C1S2 insulator. This leads to lowering of the associated scaling dimensions and subsequent
enhancement of the structure factor singularities. To illustrate this concretely, assume for the
moment that the ρ+ and ρ− sectors are decoupled in the charge sector Lagrangian for the C2S2,
i.e., A12 = A21 = B12 = B21 = 0 in Eq. (B.15), with corresponding Luttinger parameters gρ+
and gρ−. We then have the following for the scaling dimensions of the above operators:
∆[S2kFa ] = ∆[δn2kFa ] =
1
2
+
gρ−
4
+
gρ+
4
, (B.64)
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∆[Spi/2] = ∆[δnpi/2] =
1
2
+
1
4gρ−
+
gρ+
4
, (B.65)
∆[SkF2−kF1 ] = ∆[δnkF2−kF1 ] =
1
2
+
1
4gρ−
+
gρ−
4
, (B.66)
where we have assumed SU(2) invariance, g1σ = g2σ = 1 (see the next section). Right at the
Mott transition gρ+ = 1/2, while immediately on the insulating side gρ+ → 0. Therefore,
the dimensions in Eqs. (B.64) and (B.65) corresponding to operators at Q = 2kFa, pi/2 should
indeed decrease at the transition (by an amount of 1/8 in the decoupled approximation). Such
an enhancement of the associated spin structure factor singularities on the insulating side of
the Mott transition is in fact dramatically seen in the DMRG data of Fig. 2.4.
Furthermore, stability of the C1S2 insulator requires gρ− < 1 (see Ref. [58]), which implies
∆[Spi/2] > ∆[S2kFa ] (and similarly for δnQ). Thus, for the structure factors in the C1S2 phase,
the features at q = 2kFa should be more pronounced than those at q = pi/2. Indeed, this is
observed in the spin structure factor data of Fig. 2.4 on the insulating side of the Mott transition
in our model. More generally, the presence of clear power-law singularities in 〈Sq ·S−q〉 at finite
wavevectors in both the metal and weak Mott insulator points strongly towards to presence of
gapless spin excitations in both phases (see also Sec. B.3.3).
Note that the density operator at Q = 2kFa, pi/2, kF2 − kF1 still remains power law when
θρ+ gets pinned, i.e., δnQ does not contain the wildly fluctuating field ϕρ+. In fact, for
Q = 2kFa, pi/2 the density also contains directly θρ+ [see Eqs. (B.61), (B.62)] and has the
same scaling dimension as the spin operator: ∆[δnQ] = ∆[SQ]! Therefore, such Friedel oscil-
lations should actually be enhanced in the Mott insulator [91]. This enhancement is difficult
to see in the density structure factor DMRG data of Fig. 2.3, but that is likely due to the small
amplitudes of the features. The power-law nature, however, is still apparent, at least around
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q = 2kF1, kF2 − kF1.
The bilinears that get enhanced, i.e., those at Q = 2kFa, pi/2, can be predicted by simple
“Amperean rules”. Specifically, in the (1+1)D U(1) gauge theory formulation of the C1S2 spin
Bose metal phase [58], θρ+ corresponds to the mode that is pinned upon inclusion of gauge
fluctuations which implements at long wavelengths the constraint of one spinon per site (in
this language, the up and down spinons carry the same gauge charge). We then expect that the
bilinears that get enhanced upon introducing the gauge fluctuations are those composed from
operators that produce parallel gauge currents, so-called Amperean attraction [34, 58]. This is
indeed the case for the spin and density operators atQ = 2kFa, pi/2 which involve a particle and
hole moving in opposite directions. In contrast, the bilinears atQ = kF2−kF1 involve operators
with antiparallel gauge currents and are therefore not enhanced; indeed these operators do not
contain θρ+ at all. We remark that in our electronic model, the above “gauge constraint” is
implemented dynamically by electron repulsion upon pinning of the overall conducting charge
mode θρ+.
In Chapter 2, we have also used the dimer correlations, as defined and detailed in Ap-
pendix A.1, to characterize the ground state. Following Ref. [58], we can approximate the
bond energy as the electron hopping energy, i.e., B(x) ∼ −t∑α [c†α(x)cα(x+ 1) + H.c.]. In
fact, in our DMRG measurements it would have been reasonable to use this as the definition
of B(x), but we instead implemented the full B(x) = S(x) · S(x + 1), which makes the two-
point function 〈B(x)B(x′)〉 a four-spin (eight-electron) measurement. In any case, expansion
in continuum fields reveals
BQ ∼ eiQ/2δnQ, (B.67)
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which holds for all Q 6= pi. Hence, we expect features at the same wavevectors in measure-
ments of both 〈δnqδn−q〉 and 〈BqB−q〉. This is indeed observed in Figs. 2.3 and 2.5, where in
the putative C1S2 insulator the power-law nature of the features is, as expected, much more
apparent in the dimer correlations than in the density correlations.
We further note that 〈BqB−q〉 very clearly picks up a feature at q = 4kF2 = −4kF1, while
this feature is much weaker, though still present, in 〈δnqδn−q〉. As mentioned in Chapter 2, the
wavevector 4kF2 = −4kF1 is a four-fermion contribution to the density/bond energy. Specifi-
cally,
δn4kF1 : c
†
L1↑c
†
L1↓cR1↑cR1↓ ∼ ei2θρ+ei2θρ− , (B.68)
δn−4kF2 : c
†
R2↑c
†
R2↓cL2↑cL2↓ ∼ e−i2θρ+ei2θρ− , (B.69)
both contribute with independent numerical prefactors, and have scaling dimensions in the
decoupled ρ± approximation of
∆[δn4kF2 ] = ∆[B4kF2 ] = gρ+ + gρ−. (B.70)
In the C1S2, gρ+ → 0 so that ∆[B4kF2 ] = gρ−. Gaplessness of the spin sector requires gρ− < 1
(see Refs. [58, 151]). Hence, the singularity at q = 4kF2 in 〈BqB−q〉 should be stronger than a
slope discontinuity (unit scaling dimension of the associated operator)—this indeed appears to
be the case in our dimer structure factor data of Fig. 2.5.
There is yet another important four-fermion contribution to the spin and density/bond en-
ergy at wavevector Q = pi. We here focus on the latter, where for the bond energy we get
contributions such as [58] Bpi : iδn2kF1δn2kF2 + H.c., which when bosonized gives
Bpi ∼ [cos(2θσ+) + cos(2θσ−)] sin(2θρ+) + · · · . (B.71)
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This operator has unit scaling dimension at the C1S2 fixed point (∆[Bpi] = 1) and should
thus correspond to a slope discontinuity in 〈BqB−q〉 at q = pi. Remarkably, this appears to be
consistent with e.g. our characteristic C1S2 data point at U/t = 4.0 as presented in Fig. 2.5.
Furthermore, inspecting Eq. (B.71) reveals that this feature will only be present in the C1S2 if
the pinning of θρ+ due to relevance of H8 = 2u cos(4θρ+) is such that sin(2θρ+) 6= 0. This is
precisely what we would expect if the pinned value of θρ+ occurs at 4θρ+ = pi mod 2pi, which
corresponds to the minima of cos(4θρ+). We thus conclude that u > 0 in our eight-fermion
umklapp interaction, as might initially be expected for repulsively interacting electrons [58].
On the other hand, u < 0 would lead to pinning of θρ+ such that 4θρ+ = 0 mod 2pi, i.e.,
sin(2θρ+) = 0, thus killing the feature in 〈BqB−q〉 at q = pi.
At wavevector Q = pi, the bond-centered density Bpi is odd under mirror symmetry (x →
−x), while the site-centered density δnpi is even. Contributions to the latter include δnpi :
δn2kF1δn2kF2 + H.c., which in terms of the bosonized fields reads
δnpi ∼ [cos(2θσ+) + cos(2θσ−)] cos(2θρ+) + · · · . (B.72)
Hence, the pinning condition 4θρ+ = pi mod 2pi inferred above implies cos(2θρ+) = 0. In-
deed, the DMRG data shows no feature in 〈δnqδn−q〉 at q = pi within the putative C1S2 phase
(see Fig. 2.3). Again, we conclude that for our system with repulsively interacting electrons,
we must have u > 0 inH8.
Finally, presence of a feature at q = pi in 〈δnqδn−q〉 in the C1S2 weak Mott insulator would
lead to long-range period-2 (site-centered) charge density wave order in the C0S0 strong Mott
insulator at very large U/t. This is indeed very unnatural in our model where the on-site U
term is the largest interaction energy scale in the Hamiltonian. Instead, the strong Mott insula-
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tor realized in our model develops period-2 long-range order in the bond-centered density, as
evidenced by the Bragg peak in 〈BqB−q〉 at q = pi. The power-law feature at the same wavevec-
tor in the weak Mott insulator [see Eq. (B.71)] is the precursor of this eventual long-range VBS
order at large U/t.
We finally discuss the electron operator itself [Eq. (B.3)], which is of course the most
primitive operator of all. When written in terms of “ρ±” and “aσ” modes, we have
cPaα = ηaα exp
{
i√
2
[
1√
2
(ϕρ+ ± ϕρ−)± ϕaσ
]
+
iP√
2
[
1√
2
(θρ+ ± θρ−)± θaσ
]}
, (B.73)
where the first ± on each line refers to a = 1, 2, while the second refers to α = ↑, ↓. Of
course, once the θρ+ field is pinned, the electron Green’s function 〈c†α(x)cα(0)〉 is expected to
decay exponentially at all wavevectors. Mathematically, this is due to its conjugate field ϕρ+
also being present in the bosonized representation of the electron operator: By the uncertainty
principle, pinning of θρ+ will cause ϕρ+ to fluctuate wildly leading to exponential decay of the
Green’s function. While it is somewhat difficult to ascertain this exponential decay within the
putative C1S2 phase for the electron momentum distribution function DMRG data of Fig. 2.6,
we again believe this is due to the excessively large charge correlation lengths present in our
electronic spin Bose metal.
From Eq. (B.73), we also see that gapping of a spin mode will cause the associated electron
Fermi point to gap out, and thus the electron Green’s function can in principle detect spin-gap
behavior. However, this is rather difficult in practice [158], and in the following section we
discuss a better approach as employed in Chapter 2.
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B.3.3 Assessing Gaplessness of the Spin Sector Through gσ+
Inspection of the bosonized expressions for the different components of the spin operator
at wavevectors Q = 2kFa in Eqs. (B.52)-(B.54), reveals that in the fixed-point theory for either
the C2S2 metal or C1S2 insulator we must have only trivial Luttinger parameters in the spin
sector: g1σ = g2σ = 1. Specifically, for arbitrary gaσ as in Eq. (B.17) and decoupled ρ+ and
ρ− modes as in the illustrative discussion in Sec. B.3.2 above, we have
∆[Sx2kFa ] = ∆[S
y
2kFa
] =
gρ+
4
+
gρ−
4
+
1
2gaσ
, (B.74)
∆[Sz2kFa ] =
gρ+
4
+
gρ−
4
+
gaσ
2
, (B.75)
where in the C1S2 insulator we have gρ+ → 0. Therefore, SU(2) spin invariance mani-
fest through isotropic spin-spin correlations functions at wavevectors 2kFa, i.e., ∆[Sx2kFa ] =
∆[Sy2kFa ] = ∆[S
z
2kFa
], indeed dictates that
g1σ = g2σ = 1, (B.76)
which constitutes a simple generalization of the well-known one-mode case [4] (see also
Ref. [162]).
We now show how measurement of the spin structure factor at zero momentum can assess
the condition in Eq. (B.76). The slowly varying part of the spin density is Sz(x) = ∂xθσ+/pi,
hence the long-wavelength part of the real-space spin-spin correlation function evaluated in the
fixed-point theory for either the C2S2 or C1S2 [see Eq. (B.17)] reads
〈Sz(x)Sz(0)〉 = −gσ+
2pi2
1
x2
+ · · · , (B.77)
where we have defined
gσ+ ≡ g1σ + g2σ
2
. (B.78)
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Equation (B.77) gives for the spin structure factor as q → 0:
〈SzqSz−q〉 =
gσ+
2pi
|q|, (B.79)
which we use in Chapter 2 to estimate the parameter gσ+ [see Eq. (2.5) and the inset of Fig. 2.4].
Clearly then within the fixed-point theory we should have gσ+ = 1, while in the presence of a
spin gap 〈SzqSz−q〉 ∼ q2, so that gσ+ → 0. Note that, as with gρ+ above, gσ+ is not a genuine
Luttinger parameter as even free electrons are not generally diagonal in the σ± basis.
The above considerations are valid for the fixed point in the thermodynamic limit. However,
there are several marginal interactions that need to be irrelevant for the spin sector to remain
gapless and the C2S2 and C1S2 to be stable phases. Thus, the presence of such marginally
irrelevant interactions will affect measurement of gσ+ on finite-size systems. In the case of our
C2S2 and C1S2, the residual interactions in the spin sector that mix right and left movers read
HσRL = −
∑
a,b
(wσabJRab · JLab + λσabJRaa · JLbb) , (B.80)
where JPab ≡ 12c†PaασαβcPbβ . In the C2S2 and C1S2, the wσab terms are strictly irrelevant,
while the λσab terms are only marginally irrelevant [58, 151]. Bosonizing the latter interactions
gives
H˜σRL = Vz + V⊥, (B.81)
Vz =
∑
a
λσaa
8pi2
[
(∂xϕaσ)
2 − (∂xθaσ)2
]
(B.82)
+
λσ12
4pi2
[(∂xϕ1σ)(∂xϕ2σ)− (∂xθ1σ)(∂xθ2σ)] , (B.83)
V⊥ =
∑
a
λσaa cos(2
√
2θaσ) (B.84)
+ 2λσ12Γˆ cos(2θσ+) cos(2ϕσ−), (B.85)
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where Γˆ ≡ η1↑η1↓η2↑η2↓.
A necessary condition for the spin to be gapless is that the couplings λσab be initially positive,
corresponding to the system being overall repulsive in the spin sector. Ultimate stability of
the C2S2 and C1S2 corresponds to λσab renormalizing to zero via slow marginal flows. It
should in principle be possible to calculate precise flows (and finite-size scaling behavior) of
our effective gσ+ parameter by analyzing the behavior of the zero-momentum piece of the spin
structure factor perturbatively in the λσab. We do not pursue this here, but instead to get a rough,
initial feel for the trends within our Abelian bosonization, imagine for the moment naively
ignoring the V⊥ cosines and λσ12 cross terms. Then, the quadratic Vz terms effectively feed into
renormalizing the gaσ Luttinger parameters above (below) unity for λσaa positive (negative),
hence effectively corresponding to gσ+ > 1 (gσ+ < 1) on a finite-size system. This is indeed
the expected trend for overall repulsion in the spin sector.
On the other hand, the flows for the C1S0 superconductor (the main instability of the C2S2)
correspond to λσaa eventually becoming negative (attraction in the spin sector) and then di-
verging to −∞. All modes then eventually get gapped out except the overall conducting ρ+
mode [108, 157], so that for the spin structure factor we have 〈SzqSz−q〉 ∼ q2 as q → 0, i.e.,
gσ+ → 0. On a finite-size system, we thus expect the spin gap to be manifest as a measured
gσ+ < 1. Note, though, that due to initial repulsion in the spin sector [λσab(` = 0) > 0], even
an eventual C1S0 may exhibit “stiffening” of the spin sector on relatively short length scales,
i.e., measured gσ+ > 1. These considerations highlight why it is so difficult to detect spin-gap
behavior in models such as the t-t′-U Hubbard model [158]. We stress, however, that in our
model with longer-ranged repulsion—a model which is known to be spin gapless at weak cou-
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pling (U/t 1) for our chosen parameters [151]—measurements of gσ+ still strongly indicate
spin gaplessness all the way up to U/t ' 5.0, well past the Mott critical value of U/t = 1.6.
In the next section, we contrast this with the behavior of the on-site t-t′-U Hubbard model at
κ = 0 in which the metal and insulator are presumably both spin gapped.
Finally, we again mention that the observed power-law singularities in the spin structure
factor at the various “2kF ” wavevectors (see Fig. 2.4 and Sec. B.3.2) provide complementary
evidence that the spin sector is gapless in both the metal (C2S2) and weak Mott insulator
(C1S2) of our model.
B.4 Further Analysis of gσ+ DMRG Data
Here we present more data of our DMRG measurements of the parameter gσ+ discussed
in the previous section. Specifically, we define a finite-size estimate of gσ+ via Eq. (2.5) by
evaluating the slope of the spin structure factor at a momentum q = n2pi
L
with n a small integer:
gσ+(L, n) ≡ L
3n
〈Sq · S−q〉
∣∣
q=n 2pi
L
, (B.86)
where in what follows we choose n = 2.
In Figs. B.1 and B.2, we show gσ+(L, n = 2) versus U/t on several system sizes L for
the extended Hubbard model as presented in the Chapter 2 [Eqs. (2.1)-(2.2) with t′/t = 0.8,
κ = 0.5, γ = 0.2] and the on-site t-t′-U Hubbard model [Eqs. (2.1)-(2.2) with t′/t = 0.8,
κ = 0], respectively. In the former case, we use periodic boundary conditions due to the
reasons discussed in Appendix A.1, while in the latter case we use standard open boundary
conditions. Note that the L = 96 data in Fig. B.1 corresponds to the second (q = 22pi
96
) data
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Figure B.1: Finite-size estimates of gσ+ [see Eq. (B.86)] versus U/t: Extended Hubbard model
for the same parameters used in Chapter 2. The putative realized phases (see text) are la-
beled with separating vertical dashed-dotted lines. At U/t = 0, our DMRG calculations give
gσ+(L, n = 2) = 1 to within 1% for all sizes; this serves as a very useful check on our conver-
gence since free electrons are, ironically, very challenging to converge in the DMRG.
points in the inset of Fig. 2.4.
We first focus on the extended Hubbard model data as shown in Fig. B.1. Here, gσ+(L)
increases above unity as we turn on U/t and continues to do so well past the putative Mott
transition from the C2S2 metal to C1S2 insulator at U/t = 1.6. Rather remarkably, the data
does not start renormalizing visibly downwards until U/t & 4.0. Around U/t ' 5.0, the
system starts showing signs of spin-gap behavior (e.g., a Bragg peak in the dimer structure
factor; see Fig. 2.5) near which gσ+(L) finally starts bending downward. While the data points
on the large sizes are still not fully converged due to the periodic boundary conditions and
inherent difficulty involved in converging such a quantity at small momenta, we believe that as
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L → ∞ we would find gσ+ = 1 for U/t . 5.0 and gσ+ = 0 for U/t & 5.0 (see the previous
section).
We here mention that we are not generally able to converge perfectly to a spin-singlet in
our DMRG simulations. To assess this, we can measure the total spin Stot in the ground state
(we work only in the Sztot = 0 sector in the DMRG) by evaluating the computed spin structure
factor at q = 0:
〈Sq · S−q〉
∣∣
q=0
=
1
L
〈S2tot〉 =
1
L
Stot(Stot + 1). (B.87)
In simulations of Eqs. (2.1)-(2.2) with periodic boundary conditions, we often find for Stot
some small noninteger value on the order of unity. For example, on L = 96 sites with m =
6000 states, at the free electron point U/t = 0, we find Stot = 0.60, and at the characteristic
C1S2 spin Bose metal point U/t = 4.0, we find Stot = 0.46. However, we believe this is just
a benign effect of our inability to fully converge the DMRG and the eventual ground state at
m → ∞ will be a spin-singlet with Stot = 0. We know this to be true at U/t = 0, while
all indications point toward a spin-singlet C1S2 for 1.6 < U/t . 5.0, e.g., the features at
2kF1 and 2kF2 are symmetrically located about q = pi/2 in measurements of 〈Sq · S−q〉 (see
Fig. 2.4). In fact, this convergence difficulty is to be expected in our parameter regime of t′/t =
0.8, as realization of the two-band spin Bose metal in a pure spin model with ring exchanges
(Ref. [58]) found similar DMRG convergence problems in the corresponding parameter regime
of that model.
Also, these difficulties are likely responsible for the small “jumps” in the data in Fig. B.1,
since measured finite total spin will have a small, somewhat unpredictable, quantitative effect
on our gσ+(L, n) values. For instance, we are able to converge to a singlet for all U/t on
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Figure B.2: Finite-size estimates of gσ+ [see Eq. (B.86)] versus U/t: On-site t-t′-U Hubbard
model at t′/t = 0.8. The vertical dashed-dotted line at U/t = 3.5 indicates our estimate
of the Mott transition between the C1S0 metal and C0S0 period-2 VBS insulator from gρ+
measurements (not shown; see Ref. [210]). This value is in good agreement with earlier studies
of the half-filled t-t′-U Hubbard model [158, 164]. Here, we use open boundary conditions
which gives very good convergence, though at the expense of some small systematic error in
determining gσ+ from the momentum-space structure factor; e.g., gσ+(L, n = 2) is slightly
less than one at U/t = 0 which is due entirely to the usage of open boundary conditions.
the L = 36 site system, and hence its curve is smooth. On the other hand, on the L = 48
site system, the measured total spin starts abruptly dropping toward zero near U/t = 4.4, and
we believe this behavior is responsible for the corresponding feature in the L = 48 curve
of Fig. B.1. Ultimately, however, these convergence problems will almost certainly have no
qualitative effect on our conclusions being drawn from the gσ+ data.
In Fig. B.2, we show analogous gσ+(L, n = 2) measurements for the ordinary on-site t-t′-
U Hubbard model at t′/t = 0.8. This model has a spin gap at weak coupling U/t  1 (see,
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e.g., Refs. [108, 157]) so that at small finite interaction strengths we expect the system to be
in a spin-gapped C1S0 phase. However, the RG flows which describe the opening of this spin
gap are rather intricate. Specifically, due to the repulsive Hubbard U , the system is initially
repulsive (stable) in the spin sector, while the eventual gapping out of both the spin modes and
the “ρ−” mode happens due to a delicate interplay of all channels (see Fig. 3 of Ref. [151]).
We believe this initial repulsion in the spin sector is responsible for measured gσ+ > 1 (see
also discussion in the previous section), while it will drop below unity for large enough sizes.
On the other hand, if the spin sector is initially attractive (unstable), then we observe gσ+ < 1
for all sizes. This occurs, e.g., in electronic models with explicit Heisenberg coupling JSi · Sj
that favors a spin-gapped (Luther-Emery) liquid (see Ref. [210]).
The Mott transition in the t-t′-U Hubbard model will also be driven by the same eight-
fermion umklapp term discussed above. By measuring its scaling dimension in the same fash-
ion as we have done for the extended model (see Fig. 2.3 and Sec. B.3), we have determined
that for the U -only Hubbard model at t′/t = 0.8 the Mott transition occurs near U/t = 3.5,
after which period-2 VBS order sets in immediately (see Ref. [210] for more details). We see,
however, that gσ+(L) already starts bending downward well before then. We stress that this
is in sharp contrast to the data of Fig. B.1 in which our model with longer-ranged repulsion
shows no signs of a spin gap until well past the Mott transition. In that case, the intervening
phase is the spin gapless C1S2 spin liquid insulator.
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Appendix C
Determinantal Representation of
BCS-type Wave Functions
In this appendix, we spell out the technical details pertinent to representing N -particle
BCS-type wave functions by simple determinants. The material presented here was used in
Chapter 3, where we performed a VMC study of the Heisenberg model with ring exchange
on the triangular lattice, Eq. (3.1), using spin liquid wave functions obtained by projecting out
doubly-occupied sites from such BCS wave functions at half filling.
We begin with a mean-field Hamiltonian describing spin-1/2 spinons on some lattice with
sites labeled r [see also Eq. (3.2)]:
HMF = −
∑
r,r′
[
tαrr′f
†
rαfr′α +
(
∆rr′f
†
r↑f
†
r′↓ + H.c.
)]
, (C.1)
where tαr′r = (t
α
rr′)
∗ (from Hermiticity) and either ∆r′r = ∆rr′ (singlet channel pairing) or
∆r′r = −∆rr′ (triplet channel pairing). In the first term, there is an implicit sum over spin
indices α = ↑, ↓. Here we are allowing for spin-dependent hopping patterns tαrr′ which for
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t↑rr′ 6= t↓rr′ breaks the global SU(2) symmetry, but can be useful for constructing interesting
mean-field states which have gapless Fermi pockets coexisting with paired spinons [211, 212]
(see Sec. C.2 below). In Sec. C.1, we formulate the Bogoliubov-de Gennes (BdG) solution to
Eq. (C.1) and calculate the corresponding pair wave function entirely in real space, which is
convenient for numerical implementation; for this we will eventually assume spin-independent
hopping, t↑rr′ = t
↓
rr′ = trr′ , as pertinent to Chapter 3. In Sec. C.2, on the other hand, we will
discuss an alternative form of the determinantal representation of the ground state of Eq. (C.1),
which through a particle-hole transformation on the fr↓ spinon, avoids the BdG transformation
entirely; while being numerically less efficient for subsequent VMC calculations, this approach
is very numerically stable and robust for any physically relevant hopping and pairing patterns,
tαrr′ and ∆rr′ .
C.1 Calculating the Pair Wave Function in Real Space:
Bogoliubov-de Gennes Approach
It is well-known [213] that when projected onto the N -particle sector unpolarized super-
conducting BCS wave functions can be written as a single N/2×N/2 determinant:
ψBCS
({
R↑i
}
,
{
R↓i
})
=
〈{
R↑i
}
,
{
R↓i
}∣∣∣BCS〉
N
= det
[
φ
(
R↑i , R
↓
j
)]
, (C.2)
where {Rαi } is the set of particle positions for species α = ↑, ↓ with i = 1, 2, . . . , N/2 (N↑ =
N↓ = N/2). This first-quantized form of the BCS wave function nicely elucidates the fact
that a superconducting wave function can be thought of as a condensate of Cooper pairs each
described by the two-particle pair wave function φ(R↑i , R
↓
j ). For a translationally invariant
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system, φ(r, r′) = φ(r − r′), and calculating φ by going to momentum space is a textbook ex-
ercise in BCS theory [37]. Here, we calculate φ(r, r′) for generally nontranslationally invariant
systems in terms of the inputs to the mean-field theory in real space: t↑rr′ = t
↓
rr′ = trr′ and ∆rr′ .
To proceed, we write Eq. (C.1) for a finite-size system of L sites as
HMF = ~F
† · H · ~F =
(
~F †
)
ra
Habrr′
(
~F
)
r′b
, (C.3)
where ~F † = (f †1↑, f1↓, f
†
2↑, f2↓, . . . , f
†
L↑, fL↓) is a row vector of 2L fermionic operators and H
is a 2L× 2L matrix filled out by elements of the 2× 2 matrices
Hrr′ =
−trr′ ∆rr′
±∆∗rr′ t∗rr′
 , (C.4)
with the rows (a) and columns (b) corresponding the a, b = ↑, ↓= 1, 2; for pairing in the singlet
(triplet) channel, we take + (−) on the a = 2, b = 1 element in Eq. (C.4). H is a Hermitian
matrix and can thus be diagonalized by a unitary transformation:
U † · H · U = D ↔ H = U · D · U †, (C.5)
soHMF = ~Γ† ·D·~Γ, where ~Γ† = ~F † ·U = (γ†1↑, γ1↓, γ†2↑, γ2↓, . . . , γ†L↑, γL↓) is a row vector of our
2L Bogoliubov quasiparticle operators γnα which obey canonical fermionic anticommutation
relations and carry spin α = ↑, ↓, and D is a diagonal matrix containing the eigenenergies En.
The eigenvalue problem we are trying to solve reads
Habrr′ ΨEnr′b = EnΨEnra , (C.6)
where in what follows we parameterize the eigenstates with common “(u, v)”-type notation as
~ΨEnr =
ΨEnr1
ΨEnr2
 ≡
uEnr
vEnr
 . (C.7)
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It is simple to check that for Hrr′ as defined in (C.4), we have the following “particle-hole”
symmetry:
τ y/x · H∗rr′ · τ y/x = −Hrr′ , (C.8)
where τ y/x are Pauli matrices with τ y (τx) corresponding to singlet (triplet) channel pairing.
Note that the simple form of this symmetry relies on spin-independent hopping, t↑rr′ = t
↓
rr′ =
trr′ , as assumed above. Equation (C.8) allows us to relate positive and negative energy eigen-
states of H. Specifically, given an eigenstate with energy En > 0, Eq. (C.8) guarantees a
corresponding eigenstate with energy −En < 0:
~Ψ−Enr =
Ψ−Enr1
Ψ−Enr2
 =
 ΨEn
∗
r2
∓ΨEn∗r1
 =
 vEn
∗
r
∓uEn∗r
 . (C.9)
We can then organize the unitary matrix U which diagonalizesH as follows:
U =

...
...
...
...
ΨE1ra Ψ
−E1
ra · · · ΨELra Ψ−ELra
...
...
...
...
 =

uE11 v
E1
∗
1 · · · uEL1 vEL
∗
1
vE11 ∓uE1
∗
1 · · · vEL1 ∓uEL
∗
1
...
... . . .
...
...
 , (C.10)
where in the last expression we have explicitly shown only the first two rows corresponding to
the first lattice site, r = 1. Up to a constant, our original Hamiltonian can now be written purely
in terms of Bogoliubov quasiparticle number operators all with positive energies En > 0:
HMF = ~Γ
† · D · ~Γ =
∑
n,α
Enγ
†
nαγnα. (C.11)
That is, the ground state ofHMF, which we denote |BCS〉, is the familiar vacuum of Bogoliubov
quasiparticles:
γnα|BCS〉 = 0 ∀ n = 1, 2, . . . , L; α = ↑, ↓ . (C.12)
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For simplicity, we are here assuming no zero modes in the spectrum of H, i.e., En 6= 0.
While such modes can be accounted for in the above framework (they lead to degeneracies
in the ground state), for the types of problems we are interested in solving (see Chapter 3),
one can in practice always choose appropriate spinon boundary conditions which leave the
spectrum void of zero modes. Perhaps most importantly, zero modes lead to singularities in
the pair wave function calculation in what follows, so they are best avoided if possible. The
methods described in Sec. C.2, on the other hand, are completely robust to the presence of zero
modes.
By standard BCS arguments [37, 38], we know that we can write |BCS〉 in the following
form:
|BCS〉 = e−
∑
r,r′ f
†
r↑φ(r,r
′)f†
r′↓ |0〉 = e−(~F †↑ )T ·Φ·~F †↓ |0〉, (C.13)
where |0〉 is the vacuum of the f particles, and we have defined the L-component column
vectors (~Fα)r ≡ frα and (~F †α)r ≡ f †rα and the L × L “pairing matrix” Φrr′ ≡ φ(r, r′) which
is precisely the pair wave function of Eq. (C.2). At this point, we basically take (C.13) as an
ansatz and require (C.12) via an appropriate choice of Φ. To this end, we write the quasiparticle
operators γnα in terms of the eigenvectors ofH:
γn↑ =
∑
r
[
uEn
∗
r fr↑ + v
En∗
r f
†
r↓
]
= (~u∗n)
T · ~F↑ + (~v∗n)T · ~F †↓ , (C.14)
γn↓ =
∑
r
[
vEn
∗
r f
†
r↑ ∓ uEn
∗
r fr↓
]
= (~v∗n)
T · ~F †↑ ∓ (~u∗n)T · ~F↓ , (C.15)
where we have introduced L-component column vectors containing the u’s and v’s, (~un)r ≡
uEnr and (~vn)r ≡ vEnr . We now require γn↑|BCS〉 = γn↓|BCS〉 = 0. Here, we focus on the
case γn↑|BCS〉 = 0 (requiring γn↓|BCS〉 = 0 gives an identical result). Using Eqs. (C.14) and
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(C.13), we have
γn↑|BCS〉 =
[
(~u∗n)
T · ~F↑ + (~v∗n)T · ~F †↓
]
e−(
~F †↑ )
T ·Φ·~F †↓ |0〉 = 0. (C.16)
Since γn↑ changes the number of f particles by ±1 and |BCS〉 contains terms with only
even numbers of f particles (as can be seen by simple Taylor expansion), Eq. (C.16) can be
broken up into sectors each containing an odd integer number of particles, N = 2j − 1 for
positive integers j = 1, 2, . . . . The simplest case corresponds to N = j = 1 which gives
[
(~v∗n)
T − (~u∗n)T · Φ
] · ~F †↓ = 0, (C.17)
so that (~u∗n)
T · Φ = (~v∗n)T . Requiring this for all n = 1, 2, . . . , L, gives a matrix equation
U †1 · Φ = V †1 , where
U1 ≡
(
~u1 ~u2 · · · ~uL
)
, V1 ≡
(
~v1 ~v2 · · · ~vL
)
(C.18)
are matrices formed from the column vectors ~un and ~vn. We have thus derived an expression
for Φ in terms of the ~un and ~vn which are ultimately functions of the parameters trr′ and ∆rr′
through diagonalization ofH above. The final result is
Φ =
(
U †1
)−1
· V †1 , Φrr′ = φ(r, r′), (C.19)
which is the analog of the well-known expression for the pair wave function in momentum
space [37, 213]: φk = vk/uk = ∆k/(ξk+
√
ξ2k + |∆k|2). Thus far we have focused only on the
term N = j = 1; however, it is straightforward, though at a level of complete rigor somewhat
tedious, to show that Eq. (C.19) is indeed the correct form of the pair wave function for all
N = 2j − 1.
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By a standard calculation [138, 213, 37], we can show that projecting |BCS〉 to N total
particles results in the N/2×N/2 determinant quoted in Eq. (C.2) above:
ψBCS
({
R↑i
}
,
{
R↓i
})
=
〈{
R↑i
}
,
{
R↓i
} ∣∣∣(∑
r,r′
φ(r, r′)f †r↑f
†
r′↓
)N/2 ∣∣∣0〉 = det [φ(R↑i , R↓j)] .
(C.20)
We can subsequently perform VMC on such wave functions (perhaps in the presence of Gutz-
willer projection) using well-established methods [138, 139, 140], as was done obtaining the
results in Chapter 3 and Ref. [143]. We stress that the above method is simple to implement as
its only inputs are the real-space hopping and pairing patterns, trr′ and ∆rr′ , of the mean-field
Hamiltonian, and it is numerically efficient in the VMC as it only requires updating a single
N/2×N/2 determinant.
C.2 Avoiding Bogoliubov-de Gennes with a Particle-Hole
Transformation on fr↓
However, the above expression for the pair wave function, Eq. (C.19), is ill-conditioned if
U1 is a singular matrix, i.e., det(U1) = 0. In Fourier space, such singular behavior corresponds
to zeros of the function uk = ξk +
√
ξ2k + |∆k|2, where ξk = k − µ is the Fourier transform
of the hopping pattern trr′ with Fermi energy µ, and ∆k is the Fourier transform of the pairing
pattern ∆rr′ . In practice, such zeros will arise from time to time, e.g., the nodal d-wave state
of Chapter 3 is plagued by them with fully periodic boundary conditions, but usually one can
alter the spinon boundary conditions to avoid them. Also, the above analysis is rather specific
to unpolarized states (N↑ = N↓ = N/2) with spin-independent hopping (t
↑
rr′ = t
↓
rr′ = trr′). In
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what follows, we will describe another approach which avoids these downfalls and limitations,
albeit with a slight loss of numerical efficiency in the final VMC.
The idea is very simple. It starts by performing a particle-hole transformation on the ↓-spin
spinon:
fr↑ = d1(r), fr↓ = d
†
2(r), (C.21)
where the d notation is inspired from the d-wave Bose metal construction of Chapter 4. This
transformation is canonical so that the anticommutation relations of the new da(r) operators
are the usual fermionic ones. That is, our d particles are just canonical fermions with “spin” or
“orbital” index a = 1, 2. The main point here is that pairing in the f language then transforms
to spin-flip hopping (“spin-orbit coupling”) in the d language:
∆rr′f
†
r↑f
†
r′↓ → ∆rr′d†1(r)d2(r′), (C.22)
while hopping in the f language remains ordinary hopping the d language:
t↑rr′f
†
r↑fr′↑ → trr′d†1(r)d1(r′), (C.23)
t↓rr′f
†
r↓fr′↓ → −t∗rr′d†2(r)d2(r′). (C.24)
Thus, under Eq. (C.21) our mean-field Hamiltonian, Eq. (C.1), is transformed into a pure-
hopping model (with spin-orbit coupling), and obtaining the ground state |BCS〉 is as simple as
diagonalizing the corresponding single-particle hopping Hamiltonian and filling up a Fermi sea
of d fermions. Indeed, HMF conserves the total number of d fermions, so filling up a Fermi sea
is precisely the correct thing to do. On a lattice of L sites, the total number of d’s composing
the Fermi sea should be
Nd,tot = Nd1 +Nd2 = Nf↑ −Nf↓ + L = 2Sztot + L, (C.25)
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for a fixed polarization Sztot = (Nf↑ − Nf↓)/2 in the f problem (HMF conserves Sztot); this
simply follows from (C.21) which implies Nf↑ = Nd1 and Nf↓ = L − Nd2. The d language
thus very naturally accounts for finite polarization in the f problem.
Translating the projection to N = Nf,tot total spinons, PN , as well as the subsequent
Gutzwiller projection, PG, can also naturally be done within this framework. To address the
former, we note that in terms of d particle numbers, the total number of f fermions is given by
Nf,tot = Nf↑ +Nf↓ = Nd1 −Nd2 + L = ∆Nd + L. (C.26)
Therefore, fixing Sztot and Nf,tot in Eqs. (C.25) and (C.26) gives unique quantum numbers
Nd1 = Nf↑ and Nd2 = L − Nf↓. While we do not spell out all the details here, this can be
straightforwardly accommodated for in first-quantization by fixing the number of particle po-
sitions corresponding to d1 and d2 fermions. Ultimately, we obtain a single Slater determinant
of size Nd,tot × Nd,tot (for usual unpolarized states, Sztot = 0, this is simply L × L) filled by
orbitals obtained from diagonalizing the single-particle hopping problem for the d fermions
(see above).
Gutzwiller projection is also straightforward to implement. For example, for the spin liquid
wave functions considered in Chapter 3, we have Sztot = 0 and Nf,tot = L and wish to project
out all doubly-occupied sites in the f problem; this corresponds to projecting out all singly-
occupied sites in the d problem:
PG : f †r↑fr↑ + f †r↓fr↓ = 1 ↔ d†1(r)d1(r) = d†2(r)d2(r). (C.27)
Thus, in the VMC we need only consider configurations with equivalent sets of positions for
the d1 and d2 particles: {R(1)i } = {R(2)i } = {Ri} for i = 1, 2, . . . , L/2. It is equally straight-
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forward to project out doubly-occupied sites away from half filling, say to model a strongly
correlated superconductor [138].
Conversely, one can run this dictionary the other way and project out all singly-occupied
sites from the f problem, producing a wave function for hard-core bosons. An example where
this would be useful is for representing wave functions associated with pairing instabilities of
the d-wave Bose metal of Refs. [92, 84, 86]. There, we have two species of fermions, say
f↑ and f↓, on the square lattice with spin-dependent anisotropic Fermi seas rotated from each
other by 90°. (Note that in Refs. [92, 84, 86] and in Chapter 4, we call the original fermionic
partons d1 and d2.) This anisotropy can be achieved, for example, by taking a nearest-neighbor
hopping pattern with t↑x = t
↓
y and t
↑
y = t
↓
x; we can parameterize the anisotropy by the dimen-
sionless parameter w ≡ t↑x/t↑y = t↓y/t↓x. Without any pairing at the mean-field level, projecting
out all singly-occupied sites, PG : f †r↑fr↑ = f †r↓fr↓ , gives precisely the d-wave Bose metal of
Ref. [92]. One can then consider adding finite pairing, say of the s-wave form: ∆rr′ = ∆0δrr′ .
For strong enough pairing ∆0, all Bogoliubov quasiparticles will be gapped, which corresponds
to an ordinary superconductor before projection, and a bosonic superfluid after projection.
However, for weak to intermediate pairing and anisotropy w sufficiently different from unity,
we have an interesting BdG solution which has ordinary paired, gapped fermions coexisting
with interesting gapless Fermi pockets—essentially the state denoted “gapless superfluid” in
Ref. [211]—which after projection we call superfluid∗ (SF∗). The ∗ represents the excess gap-
less excitations from the unpaired Fermi pockets. While a determinantal representation of these
states can be formulated in analogy with the “boson-fermion mixed state” of Ref. [213], they
can be computed in a more simple fashion using the framework outlined in this section, which
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again results in an appropriately Gutzwiller projected single L × L determinant. In the end,
however, we must leave a detailed numerical exploration of such wave functions for future
work.
To conclude, a simple particle-hole transformation on the fr↓ operator [see Eq. (C.21)] al-
lows us to find and represent by a single (2Sztot+L)×(2Sztot+L) determinant the ground state of
Eq. (C.1) in a unified and robust way for basically any parameters, including for the interesting
SF∗ state discussed above. For large-scale calculations, however, the BdG methods described
in Sec. C.1 are preferable since in that representation the determinant is substantially smaller,
e.g., for spin liquids the determinant is L/2 × L/2 versus L × L. For N × N determinants,
the VMC algorithm scales asymptotically as O(N2) [139], so the efficiency difference can be
noticeable. All results in Chapter 3 and Ref. [143] were obtained with the more conventional
and numerically efficient approach of Sec. C.1.
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Appendix D
Bosonization Analysis of a c = 5 Mode
d-wave Metal Phase on the Two-Leg
Ladder
In Chapter 4, we presented extensive evidence for stability in a reasonable lattice model of
a two-leg ladder descendant of an exotic two-dimensional conducting non-Fermi liquid metal,
the d-wave metal. In our construction of the d-wave metal, we decompose the physical electron
operator as a product of three slave fermions (“partons”):
cs(r) = d1(r)d2(r)fs(r), (D.1)
where we assign the spinon fs to carry the spin s = ↑, ↓ of the electron. The d1 and d2 partons,
on the other hand, compose the charge sector and are chosen to be in the so-called d-wave Bose
metal phase of Refs. [92, 84, 86], where we take the d1 (d2) parton to hop preferentially in the
xˆ (yˆ) direction. In order to model an actual electronic system, the decomposition (D.1) must
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be supplemented with a constraint:
d†1(r)d1(r) = d
†
2(r)d2(r) =
∑
s=↑,↓
f †s (r)fs(r) = ne(r). (D.2)
Decompositions such as Eqs. (D.1)-(D.2) naturally, and necessarily, lead to gauge theory
descriptions of the physical electronic system. In the specific case of the d-wave metal, we re-
quire two U(1) gauge fields, roughly corresponding to the first two equal signs in the constraint
(D.2). On ladder systems such as that studied in Chapter 4, it is especially straightforward to
include the U(1) gauge fluctuations which implement Eq. (D.2) on long wavelengths. Specif-
ically, we know gauge fluctuations will render two orthonormal linear combinations of the
original bosonized massless modes massive (see below and Refs. [84, 58, 86, 82]). The result-
ing phase is a highly unconventional Luttinger liquid with c = cd1 +cd2 +cf−2 gapless modes.
In the d-wave metal phase presented in Chapter 4 at electron density ρ = 1/3 (see Fig. 4.2), the
d1 system partially fills two 1D bands so that cd1 = 2, while the d2 system only fills one band
so that cd2 = 1; the spinon f forms a simple one-band spinful metal with cf = 2. All in all, we
expect c = 2 + 1 + 2 − 2 = 3, a highly nontrivial prediction which was indeed compellingly
realized in the DMRG data of Fig. 4.7.
However, the ρ = 1/3 system considered in Chapter 4 is rather dilute, and a qualitatively
new two-leg d-wave metal phase can be envisioned for densities ρ > 1/2. In this putative phase
which we depict in Fig. D.1, the d2 partons will completely fill the bonding band, and, assuming
spatially isotropic spinon hopping, the f ’s will form a two-band spinful metal with cf = 4
(basically the C2S2 phase discussed in Chapter 2 and Appendix B, but here on the two-leg
square ladder [108]). With the inclusion of gauge fluctuations, this phase is an unconventional
Luttinger liquid now with c = 2+1+4−2 = 5 gapless modes, and thus represents a significant
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Figure D.1: Picture of the parton bands for the putative c = 5 mode d-wave metal phase on the
two-leg ladder. In the d-wave metal state at densities ρ > 1/2 at the focus of this appendix, the
d1 system has partially filled bonding and antibonding bands, the d2 system has a fully filled
bonding band and a partially filled antibonding band, while the fs system has partially filled
(spinful) bonding and antibonding bands. The parton Fermi wavevectors must satisfy the sum
rule k(0)Fd1 + k
(pi)
Fd1 = pi + kFd2 = 2(k
(0)
Ff + k
(pi)
Ff ) = 2piρ. By simple mode-counting arguments,
after (before) inclusion of gauge fluctuations, this state has c = 5 (c = 7) 1D gapless modes.
step toward realization of the 2D d-wave metal with fewer one-dimensional pathologies. Initial
DMRG results indicate that this c = 5 d-wave metal phase is likely unstable to the opening
of a spin gap in the t-J-K ring model studied in Chapter 4, but this study is still ongoing.
In this appendix, we present a bosonization analysis of the c = 5 state of Fig. D.1 and show
that it can actually be a stable quantum phase, at least in principle. However, making specific
predictions about a given microscopic model at strong coupling (e.g., our t-J-K model) within
such a framework is exceedingly difficult, and thus we do not pursue that here.
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D.1 Long-Wavelength Bosonized Description
We describe the low-energy physics of the phase depicted in Fig. D.1 in the usual way [4,
82] by introducing a pair of bosonic fields (θb, ϕb) for each of the seven partially filled 1D
bands in the state: b ∈
{
d
(0)
1 , d
(pi)
1 , d2, f
(0)
↑ , f
(0)
↓ , f
(pi)
↑ , f
(pi)
↓
}
. At the mean-field level, we start
by writing down a Lagrangian for seven independent 1D gapless modes:
L0 =
∑
ky=0,pi
1
2pig
(ky)
d1
[
1
v
(ky)
d1
(
∂τθ
(ky)
d1
)2
+ v
(ky)
d1
(
∂xθ
(ky)
d1
)2]
(D.3)
+
1
2pigd2
[
1
vd2
(∂τθd2)
2 + vd2 (∂xθd2)
2
]
(D.4)
+
∑
ky=0,pi
1
2pig
(ky)
fρ
[
1
v
(ky)
fρ
(
∂τθ
(ky)
fρ
)2
+ v
(ky)
fρ
(
∂xθ
(ky)
fρ
)2]
(D.5)
+
∑
ky=0,pi
1
2pig
(ky)
fσ
[
1
v
(ky)
fσ
(
∂τθ
(ky)
fσ
)2
+ v
(ky)
fσ
(
∂xθ
(ky)
fσ
)2]
. (D.6)
In the above, we have allowed some generality by encoding intraband forward scattering inter-
actions into the Luttinger parameters gb ; this is of course, however, not an exhaustive parame-
terization of all allowed density-density interactions in this system. We have also separated the
spinon sector into charge (D.5) and spin (D.6) modes for each band:
θ
(ky)
fρ/σ =
1√
2
(
θ
(ky)
f↑ ± θ(ky)f↓
)
, (D.7)
where SU(2) invariance dictates only trivial Luttinger parameters for the spin modes (see Ap-
pendix B.3.3): g(0)fσ = g
(pi)
fσ = 1. Below it will be convenient to introduce “overall” and “rela-
tive” combinations with respect to the two bands:
θfµ± =
1√
2
(
θ
(0)
fµ ± θ(pi)fµ
)
, (D.8)
where µ = ρ, σ. Finally, we have integrated out the ϕb fields from the full Lagrangian, which
is convenient to do at this point for purposes of treating the full gauge theory in what follows.
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Equations (D.3)-(D.6) describe some c = 7 mode Luttinger liquid with five nontrivial
Luttinger parameters. We now wish to include gauge fluctuations so that our theory actually
represents an electronic system on long wavelengths. To this end, we note that the slowly
varying components of the parton densities (relative to the average densities) are given simply
by ρb = ∂xθb/pi. In this language, the long-wavelength version of the on-site constraint given
in Eq. (D.2) reads
ρ
(0)
d1 + ρ
(pi)
d1 = ρd2 = ρ
(0)
f↑ + ρ
(0)
f↓ + ρ
(pi)
f↑ + ρ
(pi)
f↓ , (D.9)
so that, up to fixed constant shifts, the θb fields themselves must satisfy
θ
(0)
d1 + θ
(pi)
d1 = θd2 = θ
(0)
f↑ + θ
(0)
f↓ + θ
(pi)
f↑ + θ
(pi)
f↓ . (D.10)
Our experience with such U(1) gauge theories in quasi-1D [84, 58, 86] teaches us that (1)
we can always work in a gauge which eliminates all spatial components of the gauge fields and
that (2) integrating out the (massive) temporal components leads to mass terms for certain linear
combinations of the original fields, which upon pinning give precisely to the long-wavelength
form of the “gauge constraint” [here Eq. (D.10)]. Therefore, in quasi-1D it is straightforward
to implement gauge fluctuations in a very algebraic manner without ever explicitly writing out
the full gauge theory. We take this approach in what follows.
Specifically, for the present case, we define the following orthonormal transformation of
the original seven fields θb:
θ
(0)
fσ =
1√
2
(
θ
(0)
f↑ − θ(0)f↓
)
, (D.11)
θ
(pi)
fσ =
1√
2
(
θ
(pi)
f↑ − θ(pi)f↓
)
, (D.12)
θfρ− =
1√
2
(
θ
(0)
fρ − θ(pi)fρ
)
=
1
2
(
θ
(0)
f↑ + θ
(0)
f↓ − θ(pi)f↑ − θ(pi)f↓
)
, (D.13)
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θd1− =
1√
2
(
θ
(0)
d1 − θ(pi)d1
)
, (D.14)
θρtot =
1√
7
[
1
2
(
θ
(0)
f↑ + θ
(0)
f↓ + θ
(pi)
f↑ + θ
(pi)
f↓
)
+
(
θ
(0)
d1 + θ
(pi)
d1 + 2θd2
)]
, (D.15)
θa =
1√
3
(
θ
(0)
d1 + θ
(pi)
d1 − θd2
)
, (D.16)
θA =
√
3
14
[(
θ
(0)
f↑ + θ
(0)
f↓ + θ
(pi)
f↑ + θ
(pi)
f↓
)
− 1
3
(
θ
(0)
d1 + θ
(pi)
d1 + 2θd2
)]
, (D.17)
with the same transformation applied the fields ϕb. By the above considerations, gauge fluctu-
ations will render the fields θa and θA massive, so that we have θa, θA → θ˜a, θ˜A = const. up to
gapped fluctuations. Indeed, pinning of θa corresponds to ρd1 = ρd2 in Eq. (D.9), while pinning
of θA corresponds to
∑
s=↑,↓ ρfs = ρd2 (= ρd1), where ρd1 = ρ
(0)
d1 + ρ
(pi)
d1 and ρfs = ρ
(0)
fs + ρ
(pi)
fs .
That is, roughly speaking the former corresponds to gluing together d1 and d2 to form the char-
gon b = d1d2 (see Sec. 4.2), while the latter corresponds to gluing together b and fs to form
the electron cs = bfs = d1d2fs.
In practice, pinning of θa and θA effectively sets them to zero in the quadratic part of the
theory. The final fixed-point theory is then a c = 5 mode Luttinger liquid described by
L = Lσ + Lρ, (D.18)
where the spin sector theory reads [cf. Eq. (B.17) and the surrounding discussion]
Lσ = 1
2pi
∑
ky=0,pi
[
1
v
(ky)
fσ
(
∂τθ
(ky)
fσ
)2
+ v
(ky)
fσ
(
∂xθ
(ky)
fσ
)2]
, (D.19)
while the charge sector theory reads
Lρ = 1
2pi
[
∂xΘ
T ·A · ∂xΘ + ∂τΘT ·B · ∂τΘ
]
, (D.20)
with ΘT ≡ (θfρ−, θd1−, θρtot); A and B can be general symmetric, positive-definite 3x3 matri-
ces, which with the somewhat general (but not exhaustive) density-density interactions present
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in Eqs. (D.3)-(D.5) have elements
A11 =
1
2
(
v
(0)
fρ
g
(0)
fρ
+
v
(pi)
fρ
g
(pi)
fρ
)
, (D.21)
A12 = A21 = 0, (D.22)
A13 = A31 =
1
2
√
7
(
v
(0)
fρ
g
(0)
fρ
− v
(pi)
fρ
g
(pi)
fρ
)
, (D.23)
A22 =
1
2
(
v
(0)
d1
g
(0)
d1
+
v
(pi)
d1
g
(pi)
d1
)
, (D.24)
A23 = A32 =
1√
14
(
v
(0)
d1
g
(0)
d1
− v
(pi)
d1
g
(pi)
d1
)
, (D.25)
A33 =
1
14
(
2
v
(0)
d1
g
(0)
d1
+ 2
v
(pi)
d1
g
(pi)
d1
+ 8
vd2
gd2
+
v
(0)
fρ
g
(0)
fρ
+
v
(pi)
fρ
g
(pi)
fρ
)
, (D.26)
and
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2
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1
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fρ v
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fρ
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1
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fρ v
(pi)
fρ
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14
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, (D.32)
respectively. Again, the above is not a complete parameterization of all density-density interac-
tions allowed in the harmonic fixed-point theory, but for general positive gb and vb it certainly
lies within the most general theory, and thus serves as a useful starting point for assessing the
potential stability of this highly unconventional c = 5 mode Luttinger liquid.
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D.2 Stability Analysis in the Presence of all Allowed Short-
Range Interactions
In addition to the parton density-density interactions which are strictly marginal and only
contribute to the bosonized action at quadratic order (e.g., intraband forward scattering re-
sulting in the general gb and vb above), there are several additional four-fermion interactions
allowed by the symmetries of the system—lattice symmetries, time-reversal invariance, and
SU(2) spin-rotation invariance—which produce cosines of the bosonized fields and thus inter-
act beyond quadratic order. In this section, we show that all such nonharmonic interactions
are at least potentially irrelevant (in the renormalization group sense) in generic parameter
regimes, and so the above c = 5 mode d-wave metal theory represents a stable phase as a
matter of principle.
In the chargon sector, as in the c = 3 mode state of Chapter 4 and Ref. [82], we have only
the following four-d1 term:
Hd1RL,w = wd1
[
d
(0)†
1R d
(0)†
1L d
(pi)
1L d
(pi)
1R + H.c.
]
= 2wd1 cos
(
2
√
2ϕd1−
)
. (D.33)
This interaction has scaling dimension ∆[Hd1RL,w] = ∆[cos(2
√
2ϕd1−)] which we analyze be-
low with respect to the fixed-point theory Lρ described above [see Eq. (D.20)].
We can delineate all allowed four-fermion terms in the two-band spinon sector using “chiral
currents” (see Refs. [108, 104, 151] and also Appendix B). That is, if we define
JPab =
1
2
f †PaασαβfPbβ , JPab = f
†
PaαfPbα, (D.34)
where summation over the spin indices α, β = ↑, ↓ is implied and the band indices a, b = 1, 2
correspond to transverse momenta ky = 0↔ 1, pi ↔ 2, then the (nonchiral) four-f interactions
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are given by
HfρRL =
∑
a,b
(
wfρab JRabJLab + λ
fρ
abJRaaJLbb
)
, (D.35)
HfσRL = −
∑
a,b
(
wfσab JRab · JLab + λfσab JRaa · JLbb
)
. (D.36)
We take wfρ/σ11 = w
fρ/σ
22 = 0 (redundancy with λ
fρ/σ
11 , λ
fρ/σ
22 ), w
fρ/σ
12 = w
fρ/σ
21 (from Her-
miticity), and λfρ/σ12 = λ
fρ/σ
21 (from R ↔ L symmetry), leaving eight independent couplings:
w
fρ/σ
12 , λ
fρ/σ
11 , λ
fρ/σ
22 , λ
fρ/σ
12 .
The intraband forward scattering density-density interactions λfρ11 and λ
fρ
22 are accounted for
in the general velocities v(ky)fρ and Luttinger parameters g
(ky)
fρ above. For simplicity, we ignore
the corresponding interband term λfρ12 . (Similar considerations apply to the d1 sector when
spelling out all density-density interactions.)
Next, we consider the spin-charge coupling termswfρ/σ12 , which when summed and bosonized
result in the following expression (see Refs. [58, 151]):
HfσRL,w =
(
wfρ12JR12JL12 − wfσ12 JR12 · JL12
)
+ H.c.
= cos(2ϕfρ−)
{
4wfρ12
[
cos(2ϕfσ−)− Γˆ cos(2θfσ−)
]
(D.37)
−wfσ12
[
cos(2ϕfσ−) + Γˆ cos(2θfσ−) + 2Γˆ cos(2θfσ+)
]}
,
where Γˆ is a product of Klein factors not important to the present discussion. In the fixed-point
theory, this interaction has scaling dimension ∆[HfσRL,w] = ∆[cos(2ϕfρ−)] + 1, where the 1
comes from the spin sector Lσ and its trivial Luttinger parameters [see Eq. (D.19)]. Below, as
with ∆[Hd1RL,w], we compute ∆[HfσRL,w] with respect to the fixed-point theory Lρ.
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Finally, bosonizing the backscattering terms λfσ11 , λ
fσ
22 , and λ
fσ
12 ,
HfσRL,λ = −
∑
a
λfσaa JRaa · JLaa − λfσ12 (JR11 · JL22 + JL11 · JR22) = Vz + V⊥, (D.38)
results in expressions for Vz and V⊥ given in Eqs. (B.82)-(B.85). Due to SU(2) symmetry, all
these interactions have scaling dimension equal to two in the fixed-point theory [see Eq. (D.19)]
and are thus marginal. If the term HfσRL,w above is strictly irrelevant, then the terms in HfσRL,λ
are marginally irrelevant if λfσ11 , λ
fσ
22 , and λ
fσ
12 are initially positive [58]. The system could in
principle be tuned such that the latter condition is met, and we show below that the former
condition arises naturally in the full gauge theory.
There are no other generally allowed four-fermion interactions which could destabilize the
c = 5 mode state described above and depicted in Fig. D.1. In particular, there are no allowed
nonharmonic terms which mix the d1, d2, and/or f sectors. As such, the above interactions do
not contain the fields θa or θA pinned by gauge fluctuations; this is promising for the potential
stability of the phase. Furthermore, the interactions Hd1RL,w and HfσRL,w contain only ϕb fields;
we thus expect that the process of pinning θa and θA will only renderHd1RL,w andHfσRL,w less rel-
evant with respect to the mean field (fully fluctuating θa and θA combinations). In what follows,
we will explicitly show that this is indeed the case starting from a completely noninteracting
mean-field state.
To this end, we set all original Luttinger parameters to their trivial values, gb = 1, effec-
tively turning off all forward scattering interactions. With respect to this mean field,Hd1RL,w and
HfσRL,w, being four-fermion interactions are of course marginal: ∆[Hd1RL,w] = ∆[HfσRL,w] = 2.
We now turn on gauge fluctuations by pinning θa and θA and compute the scaling dimensions
∆[Hd1RL,w] and ∆[HfσRL,w] by computing ∆[cos(2
√
2ϕd1−)] and ∆[cos(2ϕfρ−)]+1, respectively,
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Figure D.2: Scaling dimensions of the interactionsHd1RL,w [Eq. (D.33)] andHfσRL,w [Eq. (D.37)]
versus k(pi)Fd1. Here, we assume free-fermion cosine dispersions at density ρ = 2/3 as in Fig. D.1.
The nearly flat red curve is ∆[HfσRL,w], while the blue curve is ∆[Hd1RL,w]. We see that both
scaling dimensions are greater than two and so the interactions are irrelevant, except at k(pi)Fd1 →
piρ = 2pi/3 whereHd1RL,w is marginal.
in the fixed-point theory Lρ. The calculations are performed numerically, as we have to diag-
onalize the three-mode system Eq. (D.20) with coefficients given by Eqs. (D.21)-(D.32). The
calculations are straightforward following the standard procedure (see, e.g., Ref. [151]). We
find that for gb = 1 and general positive velocities vb , ∆[Hd1RL,w],∆[HfσRL,w] ≥ 2, so thatHd1RL,w
and HfσRL,w are generally irrelevant and are at worst marginal. Therefore, as expected, gauge
fluctuations only make these interactions, which contain only ϕb fields, less relevant.
To constrain the parameter space and get a feel for trends, we now focus on electron density
ρ = 2/3 > 1/2 as shown in Fig. D.1 and assume that all dispersions are simple cosines with
equal bandwidths. Then, with all gb = 1 the velocities vb are simply the slopes of these cosine
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curves at the Fermi points. With this parameterization, in Fig. D.2 we plot ∆[Hd1RL,w] and
∆[HfσRL,w] versus all allowed values of k(pi)Fd1: k(pi)Fd1 = 2piρ− pi = pi/3 corresponds to equivalent
d1 and d2 configurations, while k
(pi)
Fd1 = piρ = 2pi/3 corresponds to equivalent bonding and
antibonding d1 bands. We fix the spinon velocities v
(0)
fρ and v
(pi)
fρ such that they correspond to
filling two spinful bands at this density with isotropic hopping patterns. We see from Fig. D.2
that Hd1RL,w is marginal in the limit k(pi)Fd1 → k(0)Fd1 = piρ but is strictly irrelevant for all other
values of k(pi)Fd1. Also, ∆[HfσRL,w] is a very weak function of k(pi)Fd1, which is natural since in the
above fixed-point theory the “fρ−” and “d1−” sectors are not directly coupled but only talk
to each other through the “ρtot” sector [see Eqs. (D.20)-(D.32)]. On the other hand (data not
shown), ∆[HfσRL,w] depends on k(pi)Ff in a very similar fashion to how ∆[Hd1RL,w] depends on k(pi)Fd1
in Fig. D.2 and is at worst marginal in the limit k(pi)Ff → k(0)Ff = piρ/2. Also, ∆[Hd1RL,w] is, as
expected, only a very weak function of the spinon configuration as parameterized by k(pi)Ff .
D.3 Conclusion
Ultimately, this analysis shows that the c = 5 mode two-leg d-wave metal state described
above is in principle a stable quantum phase, i.e., the action of introducing gauge fluctuations
by itself does not naturally render the state unstable. However, initial DMRG attempts have
been unsuccessful in stabilizing this state against the opening of a spin gap in the microscopic
t-J-K ring model considered in Chapter 4 and Ref. [82]. It seems unlikely that we can under-
stand this instability from the perspective of the simple scaling dimension analysis presented
in this appendix which basically ignores the spin sector interactions of Eq. (D.38) entirely.
A more complete RG analysis is thus desirable, perhaps along the lines of the approach of
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Ref. [151]. This would still almost undoubtedly be a rather crude analysis, however, since the
t-J-K model is inherently at strong coupling from the start. We leave such endeavors for future
work.
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