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requirements for the Degree of Master of Applied Science. 
 
Investigating characteristics in a spatial context that contribute to where 
bicycle accidents occur. 
 
by 
Thomas Williams 
 
Encouraging people to cycle more often is well supported in the academic literature due to the 
numerous positive economic, social and environmental benefits that are associated with the use of 
bicycles as a form of transportation. 
 Despite these benefits, the use of the bicycle for day to day transportation remains relatively low 
outside of European and Asian countries, with one of the main barriers to encouraging more people 
to cycle more often being related to the perceived and actual dangers associated with riding a 
bicycle. 
Using a case-control methodology, this research investigated what characteristics contribute to 
where bicycle accidents occur in proportion to where to people cycle. Logistic regression analysis 
identified that the probability of being involved in a bicycle-motor vehicle (BMV) accident increases 
when specific characteristics are present and decreases with the presence of on road cycle lanes. Of 
the characteristics identified as being significant, accident probability is highest at intersections, with 
all types of intersections increasing accident probability compared to non- intersection locations. In 
addition to intersections, this research also identified that accident probability increases with the 
presence of high traffic volumes, School zones and driveways. 
 
 
Keywords: Bicycle, accident, bicycle-motor vehicle accident, roads, traffic speed, traffic volume, 
intersections, give way, characteristics, risk, case-control, GIS, spatial context, mapping, logistic 
regression. 
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Chapter 1 
Introduction 
As a form of transportation, the use of the bicycle has numerous benefits, which can be due to 
increased transport efficiency (COWI, 2006 and de Geus et al., 2011), the health benefits of an 
increase in physical activity (Rietveld & Vanessa, 2004; COWI, 2006; Rabl & de Nazelle, 2012) or the 
environmental benefits associated with a reduction of fossil fuels use (Rietveld & Vanessa, 2004; 
COWI, 2006 and Nielsen et al., 2013). 
Despite these benefits, the main barrier in achieving a modal shift from the car to the bicycle is that 
of perceived safety.  In 2013, bicycle users were involved in  7% of all accidents involving a vehicle 
that were reported to the New Zealand Police (Ministry of Transport, 2014). These figures equate to 
around 30 deaths/injuries per million hours travelled by bicycle, which is more than double the 
equivalent accident rate if travelling by motor vehicle (Ministry of Transport, 2014).  
In addition to this high accident rate, the Ministry of Transport (2014) identifies that of the accidents 
that involved bicycles (between 2009 and 2013), no cyclist fault was identified in 64% of these 
accidents. This high crash rate and the fact that cyclists are not responsible for the majority of 
accidents involving bicycles indicates that a greater effort needs to be made to accommodate cyclists 
on New Zealand’s roads. 
This thesis focuses on how spatial characteristics in the road environment can contribute to where 
bicycle accidents occur. The term ‘road environment’ is used to refer to the roadway in a spatial 
context and includes the road carriageway and other phenomena surrounding the carriageway such 
as driveways and schools. 
Characteristics are features of this environment that can increase or decrease the likelihood of an 
accident involving a bicycle occurring and can be physical features such as cycle or bus lanes, or 
characteristics of the road carriageway such as the posted speed limit or the volume of traffic using a 
road.  
Finally, accidents refer only to those accidents involving a bicycle and motor vehicle.  
The remainder of this chapter identifies the context of the research and the layout of this thesis.  
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1.1 The context of this research 
On a global scale, governments and decision makers are encouraging people to cycle due to the 
widespread environmental, climate, social and public health benefits cycling is associated with 
(Heinen et al., 2009). Despite this, bicycle use varies considerably worldwide, from 46% of all trips in 
the Netherlands to around 1% in New Zealand (Ministry of Transport, 2013). 
Characteristics that are associated with areas that have a high proportion of people cycling include 
compact urban areas, attractive cycle infrastructure, cohesiveness of the cycle network, flat 
topography and cycling being seen as a socially accepted form of transport (Heinen et al., 2009). 
The main reasons for not choosing to cycle relate to: safety and the perception of safety, trip 
distance, cost involved and the level of effort required (Heinen et al., 2009). 
1.2 The layout of this thesis 
This thesis is set out in six chapters, with each chapter addressing a step in the research process. 
These chapters are; 
1. Chapter 1, Introduction: introduces the research topic and the context of the research 
2. Chapter 2, Literature review: reviews current literature surrounding the themes of; the 
causes of bicycle accidents, how can cyclist safety be improved, the design of infrastructure 
to meet the needs of cyclists, methods to identify the risk of bicycle accidents and current 
research into bicycle accidents. Chapter 2 also identifies the research question and the aims 
and objectives of this research. 
3. Chapter 3, Research methods: provides a detailed description of the methods used to 
undertake this research. 
4. Chapter 4, Results: presents the results of the analysis undertaken as part of this research. 
5. Chapter 5, Discussion: discusses the results of this research and the implications that these 
results have for decreasing the risk of bicycle accidents.  
6. Chapter 6, Conclusion: summarises the research that has been undertaken, along with the 
key findings and limitations of this research.  This chapter also provides recommendations for 
further research. 
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Chapter 2 
Literature review 
This review is set out in two sections; section one provides an overview of the factors known to cause 
bicycle accidents and examines what factors or infrastructure characteristics are associated with an 
increase in cyclist safety. 
Next, section two examines the concept of accident risk and identifies current accident research and 
the different methodological approaches that have been used to identify factors that contribute to 
the risk of bicycle-motor vehicle (BMV) accidents. 
2.1 Review of factors that contribute to bicycle accidents 
2.1.1 Causes of bicycle accidents 
Specific characteristics of the road environment may increase the likelihood of a bicycle accident 
occurring (Vandenbulcke, Thomas, and Int Panis (2014). In particular, intersections are identified as a 
major contributing factor (Wang & Nihan, 2004, and Quddus, 2008 #133)due to these locations being 
high conflict points between motorised and non-motorised traffic (Wang & Nihan, 2004). 
With regards to intersection type, Schepers et al  (2011) identify that the majority of bicycle 
accidents at intersections occur in urban areas at intersections which are not controlled by traffic 
lights, where a main road intersects with a minor road.  Both Schepers et al (2011) and Herslund & 
Jørgensen (2003) identify that the majority of accidents at these locations are due to motorists failing 
to notice cyclists. Other research, which involved interviews with cyclists who had crashed at 
intersections undertaken by Turner et al (2006) in New Zealand, identified that traffic failing to notice 
or give way to cyclists is also a major factor in the accidents that occurred at intersections on New 
Zealand roads. 
With regards to other types of intersections, Vandenbulcke et al (2014) indicate that although 
intersections controlled by traffic lights can be associated with higher numbers of minor injuries they 
usually result in a decrease in severe or fatal injuries. In addition to this,  Vandenbulcke et al (2014) 
suggest that roundabouts have a detrimental effect on cyclist safety. 
Vehicle speeds over 32 km/h (Kim et al., 2007) and high traffic volumes impact on bicycle accident 
risk due to an increase in the kinetic energy produced by motorised traffic. Kim et al (2007) suggest 
that a speed limit of 32 km/h has a threshold effect, with traffic speeds over this greatly increasing 
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the likelihood of an accident resulting in a severe or fatal injury.  This likelihood increases by 1000% if 
speeds exceed 64 km/h.  
The significance of the road hierarchy is outlined by Li et al (2007) who identified that the number of 
bicycle accidents is high on distributor roads and low on access roads. Scheppers et al (2013) suggest 
that the concept of a road hierarchy is useful in describing the distribution of traffic in a spatial 
context. In this hierarchy, access roads are used to gain access to locations such as residential areas 
and are designed for low vehicle speeds and traffic volumes. Next are distributor or collector roads 
which are designed to distribute traffic from access roads to through roads such as motorways 
(Scheppers et al., 2013). In the New Zealand context, there is the addition of Minor and Major 
arterial roads which fit between access roads and motorways and experience higher traffic volumes 
than distributor roads (Christchurch City Council, 2012). The other main difference between the New 
Zealand context and the hierarchy described by Scheppers et al (2013) is that the variation in speed 
limits between road classes in New Zealand is negligible, with the majority of access, distributor and 
arterial roads having a posted speed limit of 50 km/h (Christchurch City Council, 2012). In contrast to 
this, access roads in the Netherlands have a speed limit of 30 km/h.   
Research by Pai (2011) into the causes of mid-block accidents involving cyclists in the United 
Kingdom identified that the three most common causes of accidents occurring at mid-block locations 
are due to vehicles rear-ending cyclists and overtaking or opening car doors in the path of oncoming 
cyclists (Pai, 2011).  
Bus stops can be problematic areas for cyclists due to the blind spots surrounding larger vehicles 
preventing the driver from being able to see all the road area surrounding their vehicle and 
oncoming cyclists (Société de transport de l'Outaouais, 2012), In addition to this, if collisions 
involving cyclists and larger vehicles occur, the cyclists will often be severely injured (Institute for 
Road Safety Research, SWOV, 2012).  
Research by Kim et al (2007) into the severity of accidents between motor vehicles and bicycles in 
North Carolina, USA, identified that the probability of an accident resulting in a fatal injury increased 
with higher vehicle speeds, adverse weather conditions, driver/ cyclist intoxication and/or  large 
vehicles being involved in the accident.  
Kim et al (2007) identified that the presence of institutional areas, such as schools, increase the 
likelihood of incapacitating injuries whilst reducing the likelihood of other injury types. The 
researchers suggest that further research should be undertaken to generate a greater understanding 
of land use types surrounding accident locations.  
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Research by Loo & Tsui (2010) in Hong Kong identified that the majority of bicycle accidents occur 
within 500 m of a cycle track. Their research involved digitizing the centrelines of bicycle tracks 
before using GIS software to buffer distances of 10 m, 100 m and 500 m around these centrelines. 
These areas were then intersected with the locations of reported bicycle accidents. From this, the 
authors identified that 38.64% of accidents occurred within 100 m of cycle tracks and 70.57% of 
bicycle accidents occurred within 500 m of a cycle track.  
Räsänen & Summala (1998) suggest that, whilst it is safe for cycle tracks to be on road, they are 
dangerous at intersections. Furthermore, bi-directional cycle tracks can cause unexpected situations 
for motorists as cyclists can appear from a direction inconsistent with normal traffic flow. In addition 
to these suggestions, Räsänen & Summala (1998) also identified that in 17% of collisions involving a 
bicycle and a car, both parties do not notice the other in time to avoid the accident. This research by 
Räsänen & Summala (1998) was undertaken in four cities in Finland using an accident investigation 
methodology. 
2.1.2 What makes cycling safe? 
The risk of a cyclist being involved in an accident increases with the number of motorists but 
decreases with the number of pedestrians or cyclists (Räsänen & Summala, 1998 and Jacobsen, 
2003), because motorists adjust their driving habits  with an increase in cyclists (Jacobsen, 2003).  
 This leads to the suggestion in the literature that the main concept that has a positive impact on 
cyclist safety is safety in numbers (Rabl & de Nazelle, 2012; Aertsens et al., 2010; Pucher et al., 
2010and Vandenbulcke et al.,2009).Lindsay et al (2011) found  that if the amount of people who 
cycle is doubled then there is likely to be a 34% reduction in the fatality rate per kilometer cycled. 
Pucher et al (2010) suggests that this is because as the number of cyclists increases they become 
more visible to drivers, which is one of the crucial factors in improving cyclist safety. In addition to 
this, as the number of cyclists increases it is likely that more motorists will become cyclists 
themselves and therefore be more aware of cyclists on the road (Pucher et al., 2010). 
The concept of safety  in numbers first emerged in 1949 through the demonstration of Smeed’s law, 
which identifies that the relationship between cycle accidents and the number of people cycling fits 
an exponential curve, with the number of accidents decreasing with an increase in the amount of 
people cycling (European Cycling Federation, n.d.). This principle was first applied to motor vehicle 
data obtained from 62 countries, which identified that road fatalities were lowest in countries that 
had the highest amounts of cycling. It is this relationship (an exponential curve) that has become 
know as Smeed’s law.  
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The issue is that, although the literature is unanimous in suggesting that the best way to achieve an 
increase in cycling (and therefore safety in numbers) is through the provision of cycle infrastructure 
(Rabl & de Nazelle, 2012; Pucher et al., 2010; Vandenbulcke et al., 2009; Parkin et al., 2007 and 
Aultman-Hall & Kaltenecker, 1999), there is no consensus about what form this infrastructure should 
take, with the literature being divided between the integration of bicycle and motorised traffic 
(Aultman-Hall & Hall, 1998 ; Aultman-Hall & Kaltenecker, 1999 and Moritz, 1997) and the separation 
of the two modes  (Rabl & de Nazelle, 2012; Bíl et al., 2010; Hopkinson & Wardman, 1996; Parkin et 
al., 2007; Tilahun et al., 2007 and Wardman, et al., 2007). 
The reasoning behind this divide is that the separation of the modes has been suggested to be less 
safe as motorists pay less attention to cyclists (Lawson et al., 2013), whilst the integration of the 
modes is also seen as unsafe since drivers pay little attention when overtaking cyclists and give them 
less space (Lawson et al., 2013). Räsänen & Summala (1998) suggest that uninterrupted sections of 
cycle track are relatively safe, however the majority of accidents occur when the cycle track interacts 
with motorised traffic at intersections. Therefore, the problem may not be with the cycle track itself 
per say, but rather how cyclists interact with motorised traffic. Schepers (2013) reinforces this theory 
by suggesting that instead of research evaluating the effectiveness of specific types of infrastructure 
in preventing bicycle accidents, more attention should be paid to how the design of infrastructure 
influences bicycle safety. 
This divide in the literature about which form of bicycle infrastructure is safest remains a crucial 
question as Vandenbulcke et al (2014) suggest that improving bicycle safety is one of the essential 
elements in initiating a mode shift from motorised vehicles to bicycles. This, along with the perceived 
risks associated with cycling (Waldman as cited in Parkin et al., 2007) and the fear of traffic 
(Vandenbulcke et al., 2009), are some of the main barriers identified in literature that prevent people 
from cycling.  
2.1.3 The use of cycle lanes 
The painting of a white line on the road carriageway to indicate a cycle lane is often the first step 
transport planners will take to accommodate cyclists (Parkin & Meyers, 2010). The benefit of cycle 
lanes is that they offer some means of separating cyclists from motorised traffic and may often direct 
cyclists to the most appropriate position on the carriageway for them (Parkin & Meyers, 2010).  
Stewart and McHale (2014) suggest that there is much contradictory evidence in the literature 
surrounding the benefits of cycle lanes and that often in an urban environment there are more 
significant factors influencing the distances that motorists give cyclists while passing than the 
presence of cycle lanes.  
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According to Dutch research, the average passing distance for motor vehicles passing cyclists in the 
Netherlands is 1.05 m (CROW, 2006). Passing a cyclist at this distance results in the passing vehicle 
exerting a lateral force of less than 9 N or 2 lb/f on the cyclist (FHWA, 1999). Whilst a force of this 
size is unlikely to result in an accident, it can often be perceived as being uncomfortable for the 
cyclist because the force is being exerted on them by others e.g. the passing traffic (Parkin & Meyers, 
2010). The FHWA (1999) identified that the highest passing force that a cyclist is able to tolerate is 16 
N or 3.5 lb of force, which equates to a truck passing a cyclist at 1.2 m whilst travelling at 50 mp/h or 
80.46km/h.  
United Kingdom research suggests that cycle lanes on busy and/ or high-speed roads should be 2 m 
wide. This width is to take into consideration the higher traffic speeds and the fact that cyclists may 
need to ride away from the kerb to avoid road hazards (Parkin & Meyers, 2010). The width of cycle 
lanes may be reduced to 1.5 m if the speed limit is 30 mp/ h or 48.28km/h (Parkin & Meyers, 2010).  
Parkin and Meyers (2010) noted that motorists give cyclists less distance when passing them in 
situations where the size of the road is constricted and there are marked on-road cycle lanes present. 
In addition to this, the same authors found that motorists gave cyclists greater passing distances in 
the absence of marked cycle lanes (Parkin & Meyers, 2010). In evaluating the effectiveness of 
painted cycle lanes Kaplan et al (2014) suggest that whilst the presence of cycle lanes will help 
decrease cyclist fatalities, they will not result in a significant decrease in the frequency or severity of 
minor injuries.  
In the New Zealand context, the installation of painted on-road cycle lanes is the preferred method 
to provide for cyclists despite there being a lack of comprehensive research into the effectiveness of 
on-road cycle lanes (Parsons and Koorey, 2013). Research conducted in Christchurch, New Zealand, 
prior to and after the installation of on-road cycle lanes identified that out of the 12 sites researched, 
9 sites saw a reduction in the amount of accidents involving cyclists after the installation of on-road 
cycle lanes (Parsons and Koorey, 2013).  
Earlier research undertaken by Fowler and Koorey (2006) on how cyclist safety was affected with the 
installation of cycle lanes on Pages Road in Christchurch, New Zealand, indicates mixed results. 
Although the study identified that the installation of the cycle lanes resulted in a reduction of traffic 
speeds during peak and off-peak travel times (0.9 km/h and 1.5 km/h), the installation of the cycle 
lanes also resulted in the distance between cyclists and motorists decreasing by 1.2 m. The authors 
suggest that the reasoning for this may be because motorists see cycle lanes as clearly defining 
where they are and are not allowed to drive, thus resulting in motorists moving closer to the cycle 
lanes as they believed that they were safely and legally allowed to.  
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Research in New Zealand by Turner et al (2006) identifies that the presence of flush medians and/or 
the removal of on-street parking has a greater impact on decreasing the amount of bicycle accidents 
than the installation of on-road cycle lanes. Furthermore, Turner et al (2006) identified that a 
reduction of accidents involving bicycles of up to 75% can be achieved through the removal of on-
street car parking. However, the amount of accidents involving cyclists is 20 to 30% higher on routes 
where cycle lanes are present.  
Welleman and Dijkstra (as cited in Schepers et al., 2011) identified that cycle lanes at intersections 
posed more risk for cyclists than cycle tracks. Stewart and McHale (2014) found that there is a large 
inference in the literature that cycle lanes can be dangerous at intersections due to where they 
position cyclists at intersections.  
2.1.4 Intersections 
With regards to improving cyclist safety at intersections, Sumala et al (1996) suggest that measures 
to reduce vehicles’ approach speeds to intersections such as speed bumps, raised bicycle crossings 
and stop signs would encourage motorists to begin searching earlier and hence improve motorists’ 
abilities to detect cyclists. Herslund & Jørgensen (2003) and Summala et al (1996) suggest that 
motorists tend to search areas where they expect cars to be and therefore pay less attention to cycle 
tracks.  
Moreover, obstacles at or near intersections that restrict motorists’ sight also increase the risk of an 
accident due to drivers not being able to detect cyclists in their peripheral vision (Räsänen & 
Summala, 1998). 
A study by Jensen (2008) in Copenhagen, Denmark into the effectiveness of blue-painted cycle 
crossings at signalised intersections identified that the effectiveness of the crossings depended on 
the number of junction arms, junction size and traffic volumes. Intersections with only one painted 
crossing tend to be more effective if the intersection has fewer arms or there is a lower traffic 
volume, whilst when intersections have two or four painted crossings, the safety effect of these 
crossings tends to be disregarded as motorists are distracted by looking at the pavement rather than 
the traffic signals.  In addition to this, Jensen (2008)  identified that whilst the painting of one 
crossing reduced the number of accidents, the painting of 2 or more crossings (with the exception of 
Y-junctions) increased the number of bicycle accidents due to the warning message being less 
effective. 
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2.2 Review of bicycle accident research methods 
2.2.1 Why do accidents between bicycles and motor vehicles occur? 
Schepers et al (2013) state that the likelihood of being involved in an accident is the result of the 
interaction between road user(s), vehicle(s) and infrastructure. Furthermore, this likelihood of having 
an  accident depends on the number of conflict points present in a road segment, along with how 
well road users can handle these conflicts (Schepers et al., 2013). 
The severity of the injury resultant from a bicycle-motor vehicle accident is determined by the 
amount of kinetic energy that is passed onto the victims of the crash (Schepers et al., 2013). Fatalities 
result when the amount of kinetic energy exceeds the victims biometrical tolerances (Corben et al., 
2004). As the amount of kinetic energy produced is the result of half the vehicle’s mass and velocity 
squared (Schepers et al., 2013),  the compatibility of different types of vehicles depends on the 
extent of this difference. It is safe to mix vehicle types (e.g. bicycles and cars) if this difference is 
small as there is little variation in the amount of kinetic energy produced. However, it is not safe to 
mix vehicle categories if the difference in the amount of kinetic energy produced by each vehicle is 
large (Schepers et al., 2013).  
2.2.2 Bicycle accident research and the use of case-control methods 
As mentioned above, the likelihood of being involved in an accident is the result of interactions 
between road users, vehicles and infrastructure factors, (Schepers et al., 2013). Despite this 
interaction, accident research primarily focuses on how specific infrastructure factors (for example 
intersections) impact on the likelihood of an accident occurring (Lord & Mannering, 2010). This is due 
to a lack of information surrounding road users and vehicle factors, such as driver behaviour and how 
drivers respond to external influences (Lord & Mannering, 2010). Examples of research that focused 
on the number of accidents that occur at a given location include; Hels & Orozova-Bekkevold (2007) 
who investigated how the design of roundabouts affect the frequency of bicycle accidents, and 
Schepers et al (2011), who studied bicycle-motor vehicle crashes at intersections without signals. 
Research into factors that are likely to affect the severity of an accident include that by Rodgers 
(1997) and Kim et al (2007). 
One method identified to undertake accident frequency and severity research is the use of 
regression analysis models, with examples including: Wang & Nihan (2004); Hels & Orozova-
Bekkevold (2007); Vandenbulcke et al (2011); Schepers et al (2011) and Vandenbulcke et al(2014). 
Regression analysis is a form of explanatory modelling and works by using a set of input values to 
predict an output value (Anderson, 2012). For example, regression analysis could be used to explain 
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the frequency of bicycle accidents through using traffic volume and traffic speed data as the input 
values.    
Of the accident severity or accident frequency research identified, the majority is based upon the use 
of traffic accident reports as the main data source  (Hels & Orozova-Bekkevold, 2007; Kim, 2007; Bíl 
et al., 2010). The under-reporting of bicycle accidents (particularly minor ones) is a well-documented 
weakness of official accident reports (de Geus et al., 2012; Wegman et al., 2012;; Aertsens et al., 
2010; Loo et al., 2010; Parkin et al., 2007 and Aultman-Hall & Kaltenecker, 1999) which suggests that 
research based upon such reports runs the risk of only representing those accidents that were 
reported rather than all the accidents that occur. 
Under New Zealand law there is a legal requirement to report all road accidents (including bicycles)  
that resulted in injuries to the Police at the time of the accident (Land Transport Act 1998). Despite 
this legal requirement, Turner et al (2006) suggests that the Crash Analysis System database is not a 
true reflection of accidents involving bicycles as the majority of these don’t result in significant 
accidents. According to de Geus et al (2012), this is due to people only remembering (and reporting ) 
serious accidents, resulting in most accident databases significantly underestimating the total 
number of accidents involving bicycles. In a comparison to hospital admissions relating to bicycle 
accidents, de Geus et al (2012) identified that official accident databases may only contain 50% of 
bicycle accidents in Europe (De Mol and Lammar as cited in de Geus et a, 2012) and 10% of bicycle 
accidents in the USA (Stutts et al as cited in de Geus et al, 2012). Moreover, Turner et al (2006) 
identifies that  approximately only 1/3 of bicycle accidents involve a motor vehicle. 
As accidents involving motor vehicles and bicycles are relatively rare events, it is often necessary to 
aggregate the accident data over a number of years to improve the statistical reliability of the study 
(Loo & Tsui, 2010). Furthermore, the modelling of accident risk firstly requires establishment of 
baseline data to identify how the study population (the amount of people cycling) are exposed to the 
outcome of interest (an accident) (Vandenbulcke et al., 2014). Unless there is detailed information 
available surrounding the numbers of people cycling, along with trip patterns and accurate accident 
rates, the estimation of such data based upon detailed trip analysis modelling is required before any 
investigation of accident risk can commence (Vandenbulcke et al., 2014). 
Research by Vandenbulcke et al (2014) into determining bicycle accident risk in Brussels, Belgium 
identified that one way of accounting for this exposure information is through the use of a case-
control study where control points can be used to represent exposure data, while cases represent 
locations of reported accidents. 
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Case-control strategies have their origins in epidemiology and ecological research where controls are 
utilised in presence-absence studies (Vandenbulcke et al., 2014). In these studies, controls are 
beneficial as they are able to estimate the frequency of an exposure in the population under study 
(Grimes & Schulz, 2005). Case-control studies can be of two types; the first type matches individual 
cases to individual controls and is useful when comparing a specific set of observations, such as in 
the research undertaken by Hamann & Peek-Asa (2013) in Iowa, USA. For this research the authors 
matched the case locations (accidents that had been reported as occurring at intersections) to 
control locations (intersections in the same area where no accident had been reported) based on 
both locations being in the same census block and the roads passing through the intersection having 
the same road classification. As the purpose of their research was to investigate the effectiveness of 
specific bicycle infrastructure in reducing bicycle crashes, matching the case locations to the control 
locations with a high level of accuracy was necessary to ensure that the variation in other variables 
(with the exception of bicycle infrastructure) was minimal, thereby allowing for the accurate 
measurement of the outcome of interest (what effect different types of bicycle infrastructure had at 
reducing the number of bicycle crashes).  
The second type of case-control study matches multiple controls to single cases and is used in 
situations when there are a small amount of cases (for example bicycle accidents) which cannot be 
increased. In this situation, the ratio of controls to cases can be increased to improve the ability of 
the study to identify differences between the two groups. This ratio can be increased until the ratio 
of  controls to cases is 4:1 (Grimes & Schulz, 2005). This type of case-control study was undertaken by 
Vandenbulcke et al ( 2014) in order to identify characteristics which increased the likelihood of being 
involved in an accident whilst cycling in Brussels, Belgium. As there are more people cycling in 
Brussels than accidents that are reported, a one-to-many case-control study was used, in which the 
controls represented the amount of cycling that occurs, whilst the cases were actual accidents that 
were reported (Vandenbulcke et al., 2014).With one-to-many case-control studies, it is necessary to 
first calculate the exposure rate among the given population before the generation of controls to 
ensure that the controls generated provide an accurate representation of the sample group 
(Vandenbulcke et al., 2014). Furthermore, Grimes & Schulz (2005) suggest that to ensure that the 
selection of control events is appropriate for the study undertaken, control events should be free of 
the outcome of interest, reflective of the population at risk and selected independently of the case 
events. 
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2.3 Identifying the gap: the research question  
Despite literature providing good coverage on the factors that contribute to bicycle accidents, the 
majority of this research was undertaken in a European context. Therefore, it remains unclear 
whether these factors will be the same in Christchurch, New Zealand or differ due to changes in the 
road composition and urban structure of New Zealand cities.  
An example of these differences is the contrasting speed limits on access roads in Europe and New 
Zealand. In Europe, the majority of access roads have a posted speed limit of 30km/h, whilst in New 
Zealand the speed limit is 50km/h. Therefore, since speed is identified as one of the factors that 
contribute to bicycle accidents, it would be logical to assume that more accidents occur on access 
roads in New Zealand than in Europe. 
In addition to this, the primary means for providing for cyclists in New Zealand cities is through the 
installation of on-road cycle lanes that don’t physically separate cyclists from motorised traffic. This is 
in contrast to the widespread use of cycle tracks in Europe which physically separate cyclists from 
motorised traffic. 
Although cycle lanes are a common method of providing for bicycle users in New Zealand, there is 
still a large amount of contradictory evidence surrounding their effectiveness at providing for bicycle 
users. This is primarily due to the installation of cycle lanes often resulting in decreased passing 
distances that motor vehicles give bicycle users (Parkin and Myers, 2010 and Fowler and Koorey, 
2006).   
The majority of research focuses on either identifying characteristics that contribute to the frequency 
or the severity of bicycle accidents occurring at a location where that characteristic is present (for 
example evaluating the number of accidents that occur at non-signalised intersections) . Although 
these types of studies prove useful in establishing what factors contribute to bicycle accidents at 
specific locations, or what factors will increase the severity of an accident that occurs (for example 
vehicle speed), a far more beneficial tool for planners and policy makers is the evaluation of these 
factors across a whole network (for example what locations in Christchurch are likely to have the 
highest accident occurrence based on these factors?). 
 As identified in the literature review, the main implication with being able to undertake a network-
wide study is the requirement for detailed exposure information, which identifies how much of the 
population (the number of people cycling) is exposed to the outcome of interest (the number of 
bicycle accidents). 
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One way of doing this is through the use of a case-control study. To my knowledge, this is a relatively 
new approach with only one other study in Brussels, Belguim so far completed. Due to the points 
raised above it is unclear if the results of this study will be similar to results for Christchurch, New 
Zealand. 
 
2.3.4: Research aim 
The aim of this research is: 
What spatial characteristics best explain the differences between locations where bicycle accidents 
occurred and those locations where they did not? 
2.3.5: Research objectives  
The aim of this research will be achieved through breaking down this research into the following 
objectives: 
1. To review the Crash Analysis System data to identify the locations of bicycle-motor vehicle 
crashes that occurred in Christchurch. 
2. Through using exploratory data analysis, to identify those characteristics present at accident 
locations 
3. Use a case-control method and logistic regression to test those characteristics identified in 
order to see if they are significant in contributing to bicycle accidents. 
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Chapter 3 
Research methods 
This section explains the methodological approach that has been used to answer the research 
question stated above. Section 3.1 outlines the context of this research and sections 3.2 onwards 
identify the case-control and logistic regression frameworks. 
3.1Christchurch, New Zealand: the study area for this research 
The study area for this research is Christchurch (figure 1.1), the second largest city in New Zealand 
with a population of 341,469 (Statistics New Zealand, n.d.). Despite Christchurch being 
geographically and environmentally suited to cycling, (the city is compact and flat with a mild 
climate) the use of the motor vehicle remains the dominant means of mobility in the city with over 
400,000 motor vehicles registered in Christchurch in 2010 (Christchurch City Council, 2010). This high 
dependence on motorised mobility limits the use of other forms of transport such as cycling, with 
only 4.9% of the city’s population cycling to work on census day in 2013 (Statistics New Zealand, 
2013). 
 
Figure 3.1: Christchurch city: the case study context 
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3.2 Research process 
The research process (outlined in figure 3.2) followed the objectives identified above; firstly the 
locations of bicycle-motor vehicle (BMV) crashes were identified (section 3.2.1). Next, the selection 
and use of a case-control method to identify common characteristics present at accident locations 
was discussed (section 3.2.2) including the selection and placement of control sites. Once the cases 
and controls were generated, the next step identified the significance of characteristics that 
contributed to where bicycle accidents occur. This process was undertaken using logistic regression 
and is discussed in section 3.2.3. 
  
                    Figure 3.2: Research process
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3.2.1 Identification of crash locations 
The identification of crash locations between   bicycles and motor vehicles (BMV) was based upon 
reports from accidents that occurred in Christchurch City. The use of such data for the analysis of 
bicycle accidents is consistent with previous research identified in the literature (Juhra et al., 2012, 
Wegman et al., 2012, Loo & Tsui, 2010, Vandenbulcke et al., 2009 and Räsänen & Summala, 1998). 
As traffic accident reports have a known weakness relating to the significant under-reporting of 
bicycle accidents, particularly those not involving motor vehicles or resulting in minor injuries, the 
analysis contained in this research only relates to accidents between bicycles and motor vehicles 
that made it into the official accident reports. 
Bicycle accident data for a period of seven years (2003-2009) was extracted from the Crash Analysis 
System  database under a creative commons 3.0 licence. The CAS database contains traffic accident 
reports compiled by the New Zealand Police at the time of an accident and is administered by the 
New Zealand Transport Agency with ownership belonging to the Ministry of Transport.  
As BMV accidents are a relatively rare event it is often necessary to aggregate accident data from a 
number of years to improve the statistical validity of the research (Loo & Tsui, 2010).  
The years of 2003-2009 were selected as accident trends from 2010 onwards may have been altered 
due to the Canterbury earthquakes damaging the road network and disrupting traffic flows.  
The suggestion by Loo & Tsui (2010) that accident data should not be aggregated for a period longer 
than three years in order to keep other conditions constant could be due to the geographical nature 
of Hong Kong, which is under constant change because of spatial constraints and population 
pressure. Therefore, a timeframe of three years could start to see significant changes in the road 
network and geospatial environment of Hong Kong. 
 In comparison to this, Christchurch has a much lower population ; 341,469 in 2013 (Statistics New 
Zealand, 2013 compared to Hong Kong (7.148 million in 2012 (UNdata, n.d.)). This, along with the 
fact that car usage (as the main means to travel to work) has only increased 1.7% between the 2006 
and 2013 census (Statistics New Zealand, 2013), has resulted in little change to the road 
infrastructure in Christchurch between the study years (2003-2009).  It is unlikely, therefore, that 
aggregating the CAS accident over a longer period of time will have a detrimental effect on the 
quality of this research. 
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Table 3.1 below identifies the variables contained within the CAS data that were of use for this 
research: 
Table 3.1: CAS data 
Variable Explanation 
 
 
TLA NAME Name of the local authority where the accident occurred 
CRASH ROAD Name of the main road where the accident occurred 
INTERSECTION Indicates if the crash was at an intersection 
CRASH ID Unique identification number of the crash 
CRASH DATE Date of the crash (day/month/year) 
CRASH TIME Time of the crash (24 hour format) 
DAY OF WEEK What day of the week the crash occurred on 
VEHICLE Code for main vehicle involved 
JUNCTION TYPE Type of junction (for example T intersection) 
TRAFFIC 
CONTROL Type of traffic control present at the intersection  
SPEED LIMIT Posted speed limit at the crash site 
CRASH FATALITY Indicates if the crash resulted in a fatal injury 
CRASH SEVERE Indicates if the crash resulted in a severe injury 
CRASH MINOR Indicates if the crash resulted in a minor injury 
EASTING X coordinate of the crash location 
NORTHING Y coordinate of the crash location 
 
The CAS data used for this research can be found in Appendix B. 
After the accident data were downloaded from the New Zealand Transport Agency website a 
filtering process was used on the Territorial Authority column to select only accidents that occurred 
in Christchurch City, this process was undertaken on the seven spreadsheets downloaded (2003 - 
2009). 
As these data relate to all accidents that occurred in Christchurch over this time period, the next 
step involved selecting only those accidents that involved bicycles. This selection was done by 
conducting a filtering process on the ‘Vehicles’ column.  
The interpretation of the codes used in this column was determined using the New Zealand 
Transport Agency’s publication: Guide for the interpretation of coded crash reports from the crash 
analysis system published in 2014. 
 Explanatory analysis of the CAS data 
The analysis of CAS data to identify causes of accidents is undertaken on a yearly basis by the 
Ministry of Transport to identify basic patterns relating to bicycle crashes. More in-depth research 
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using the CAS data into the causes of bicycle accidents has also been undertaken by Koorey (2014) 
which primarily focused on the factors that led to crashes resulting in fatalities. A key difference of 
this research is that it uses this analysis of the CAS data as the building block to undertake regression 
analysis. 
Initial analysis of the CAS data was undertaken in Excel to identify any initial patterns present in the 
data (the results of this are located in the first section of chapter 4) and to provide a reference point 
to compare against the results of the logistic regression model.  Specific attributes examined 
included: 
• Accident time 
• Accident day  
• Accidents by intersection type 
• Fatal accidents 
• Accidents resulting in severe injuries 
• Accidents resulting in minor injuries 
 
Importing CAS data into ArcMap 
After this initial analysis was undertaken, the spreadsheet was saved as a .csv file to enable it to be 
imported in ArcMap 10.2 produced by ESRI. Next, the spatial location of the data was enabled 
through the Easting and Northing coordinates contained within the CAS data (these locations can be 
seen in figure 3.3). 
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Figure 3.3: CAS accident locations  
3.2.2 Regression analysis 
To identify how significant certain characteristics were in contributing to where BMV accidents 
occur, a regression analysis was undertaken. Regression analysis attempts to explain how well the 
independent variables (the characteristics of interest) explain the dependent variable (whether an 
accident occurred at a specified location or not). The resulting coefficients (and odds ratios) of this 
model indicate the significance of each of the independent variables at being able to explain the 
dependent. 
The use of regression analysis for the development of accident frequency and severity models is 
widespread amongst the literature surrounding bicycle accidents, with examples including: (Wang & 
Nihan, 2004; Hels & Orozova-Bekkevold, 2007; Vandenbulcke et al.,  2011; Schepers et al., 2011 and 
Vandenbulcke et al., 2014). With the exception of  Vandenbulcke et al., ( 2011) these studies used a 
form of linear regression as the dependent variable (number of accidents) was on a linear scale. In 
comparison to this, as the dependent variable in the research undertaken by Vandenbulcke et al. , 
(2014)  was dichotomous (i.e., it was either a case or a control location), logistic regression was 
undertaken instead of linear regression.  
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Regression analysis works by attempting to fit a line of best fit to the inputted data (Sainani, 2014). 
For linear regression this is a relatively straightforward process as the dependent variable is able to 
take any value (either positive or negative). However, as a dichotomous dependent variable is used 
in binary logistic regression (often referred to as logistic regression) the process is slightly more 
complex. As the purpose of logistic regression is to detect how the independent variables can affect 
the probability of an outcome of interest occurring, (for example what characteristics influence 
whether a bicycle accident occurs or not) then the dependent variable can only take one of two 
values: 0 or 1.  
Because fitting a line to a binary outcome wouldn’t make much sense, logistic regression first 
transforms the outcome with the use of a logit (Sainani, 2014).    
In � 𝑝𝑝
1−𝑝𝑝
�                                                                     Equation 1 
 
The logit is directly related to the outcome of interest and is able to take any value (Sainani, 2014).  
Once the outcome of interest has been transformed, linear regression is able to take place using the 
following logistic regression equation:  
 In � 𝑝𝑝
1−𝑝𝑝
� = 𝛽𝛽0 +  𝛽𝛽1  𝑋𝑋1 +  𝛽𝛽2  𝑋𝑋2 … … . + 𝛽𝛽5  𝑋𝑋5                             Equation 2 
In = log 
p = probability 
𝛽𝛽0 = constant 
𝛽𝛽1  … …𝛽𝛽5  = coefficients 
𝑋𝑋1……𝑋𝑋5 = variables 
 
Because logistic regression calculates the log of the outcome of interest instead of the probability of 
it occurring then the outcome of interest can be identified as 𝑦𝑦∗. 
 
𝑦𝑦∗ = In � 𝑝𝑝
1−𝑝𝑝
� = 𝛽𝛽0 +  𝛽𝛽1  𝑋𝑋1 +  𝛽𝛽2  𝑋𝑋2 … … . + 𝛽𝛽5  𝑋𝑋5                    Equation 3 
 
Therefore probability equals: 
 
𝑃𝑃 = exp(𝛽𝛽0 + 𝛽𝛽1  𝑋𝑋1+ 𝛽𝛽2  𝑋𝑋2…….+ 𝛽𝛽5  𝑋𝑋5)
exp(𝛽𝛽0 + 𝛽𝛽1  𝑋𝑋1+ 𝛽𝛽2  𝑋𝑋2…….+ 𝛽𝛽5  𝑋𝑋5)+1                                        Equation 4 
 
Which can be simplified to: 
𝑃𝑃 = 𝒆𝒆𝒆𝒆𝒆𝒆(𝒚𝒚∗)
𝒆𝒆𝒆𝒆𝒆𝒆(𝒚𝒚∗)+𝟏𝟏 = 𝒆𝒆𝒚𝒚∗𝒆𝒆𝒚𝒚∗ +𝟏𝟏                                                         Equation 5 
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For this research binomial logistic regression was undertaken in SPSS statistics 21.0 (produced by 
International Business Machines Corporation (IBM)) to identify the significance of each 
characteristic. 
For this research, case events are those bicycle accidents that occurred in Christchurch between 
2003 and 2009 as recorded in the Crash Analysis System database, whilst controls are locations 
where no accident has been recorded in the database during the same time period. The controls are 
randomly placed on the road network in proportion to the flow of cyclists using those network links, 
based upon the methodology described below. 
Control data 
The first step in creating control locations involved the calculation of the exposure variable (the rate 
of cycling that occurs in Christchurch). This variable was calculated by utilising previous research 
undertaken by Roberts (2012), which modelled bicycle flow rates in Christchurch, New Zealand 
within and between the 10 improvement sectors of the Christchurch Transport Model (CTM) (Figure 
3.4). This research is only concerned with the flow rates within Christchurch City (sectors 1-8) rather 
than bicycle flow rates over the whole model. 
 
Figure3.4: Christchurch Transport Model improvement sectors 1-8 (blue lines). 
The placement of control points was undertaken in steps; the first step involved identifying the 
routes that cyclists were likely to take when travelling between different CTM sectors, the second 
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step involved placing control points along the routes, with the number controls placed reflecting the 
number of people that cycle between each CTM sector.  
1. Step one: identifying  likely routes between CTM sectors (figure 3.4) 
Research by Broach et al (2012), Heinen et al (2010) and Menghin et al (2010) identify that utilitarian 
cyclists are likely to select the shortest and quickest route from their point of origin to their 
destination, therefore the placement of controls needed to reflect that cyclists travelling between 
CTM sectors were likely to travel by the shortest and quickest route.  
The identification of these routes was undertaken in ArcGIS using the network analysis function 
which finds the shortest route from an origin point to a destination point based upon a number of 
criteria selected by the user (in this case time and distance). For the origin and destination points, 50 
random locations were selected in each CTM sector based upon 2006 cycle to work census data 
which indicated that the average number of people cycling to work per census area unit was 50 
people.  
After the Network Analysis had been undertaken, the routes identified in this process were saved as 
a new layer for the placement of controls.  
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GIS process for the generation of CTM routes 
 
 
Figure 3.5: Process for creating CTM routes 
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2. Step two: placement of controls in proportion to where people cycle  
As Grimes & Schulz (2005) suggested that there needs to be four times as many controls as cases, 
step two involved placing 3984 controls (996 reported accidents, so 996 ×4 = 3984) in proportion to 
where people cycle. 
Next, the total number of controls required was then divided by the CTM flow rate to determine the 
base flow rate, which is the number of cyclists cycling within each CTM sector and between CTM 
sectors. This flow rate was identified by modelling undertaken by Roberts (2012).  
After this, the percentage of cyclists moving between and within each CTM sector was calculated to 
ensure that the number of controls placed was in proportion to the number of people cycling in each 
location. The result was then multiplied by the base flow rate to identify the correct amount of 
controls; this data is displayed in Appendix B.  
Bicycle route selection 
Commuter bicycle users can be broadly classified into four types; strong and fearless, enthused and 
confident, interested but concerned and no way no how (Wike, et al., 2014) and, as identified in 
table 3.2 below, each of these different bicycle user groups has different infrastructure preferences 
which are reflected in bicycle route choice (Wike, et al., 2014).   
Table 3.2: Different groupings of commuter bicycle users based on infrastructure 
preferences. 
Group Cycling mode share Infrastructure preferences 
Strong and fearless ≥0.8% Will chose to ride a bicycle 
regardless of the conditions 
(around 0.8% of a population). 
Enthused and confident 8%-10% Require some space on the 
road network (either wide 
kerbsides or cycle lanes) and 
are generally prepared to mix 
with motorised traffic. 
Providing for this group may 
see up to 10% of a population 
choose to ride a bicycle. 
Interested but concerned around 60% Will only use a bicycle if 
bicycles and motorised traffic is 
physically separated or if 
speeds and traffic volumes are 
low enough for all modes to 
mix safely. If these criteria are 
met up to 60% of the 
population may choose to ride 
a bicycle. 
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No way, No how around 20% Percent of the population that 
would not use a bicycle either 
through physical disability or 
personal choice. 
 
As bicycle use accounted for 4.9% of commuters on census day 2013 (Statistics New Zealand, 2013) 
it is possible to identify that 0.8% of the bicycle commuters in the study population fall in the strong 
and fearless grouping whilst the remainder (4.1%) of bicycle commuters belong to the enthused and 
confident group. These groupings reflect route choice by identifying that the preference is for roads 
that have some space available for bicycles through either large kerbside lanes or cycle lanes. In 
addition, the identified willingness to mix with motorised traffic up to an extent also suggests that 
these bicycle users may have a preference for more direct bicycle routes.  
Another factor governing route choice can be seen in the results of a survey undertaken as part of 
the 2005 cycling monitor which investigated factors that would motivate people to cycle more often. 
Of the regular bicycle users that responded to the survey, 25% indicated that an improvement in 
road design would result in them riding a bicycle more often, whilst only 6% cited safety concerns as 
a factor preventing them from cycling more often (Opinions Market Research, 2005).  
Route selection for this research was based upon the presumption that bicycle riders would prefer 
to use the shortest route between their origin and destination (Broach, et al., 2012; Heinen et al., 
2010 and Menghin et al., 2010). Although analysis based upon shortest route selection is a good fit 
with the bicycle user demographic, based upon the above identifications it is likely that controls will 
build up on some routes in higher numbers that the actual number of people that chose to cycle in 
these locations. This is because it is difficult to distinguish an appropriate upper threshold  relating 
to traffic volumes that would prevent people from choosing to cycle along the most direct  routes, 
and may result in some roads appearing safer than they are. 
Placement of controls along the routes identified  
Once the correct number of controls had been calculated for each CTM sector (to represent the 
cycling that occurs within each sector) or the routes between CTM sectors, the actual placement of 
the controls was undertaken in AcrGIS using the random point generator tool. This tool allows for 
the generation of a specified number of random points constrained to a specified spatial context (for 
example points will only be generated along a specific feature e.g. a Network Analysis route).  
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Once the shortest routes between origin and destination points were identified in network analysis, 
the route was merged into a single line segment (roads are represented as multiple line segments) 
to ensure that the correct amount of controls were randomly generated for the whole route 
Finally, the separate layer files containing each set of random points generated were then merged 
into one file called ‘Control locations’. 
For the generation of controls, it needs to be noted that off-road cycle ways, such as the one along 
the Northern rail corridor and those in Hagley Park, were included in the road network for both the 
Network Analysis process and the generation of random points process. This was to ensure that 
cyclists had the option to use these facilities. However, as there is no distinction between what 
defines an off-road cycle path, some facilities may have been excluded from this network analysis 
because there is no record that these facilities benefit bicycle users. As the method for this research 
was based upon the use of shortest route analysis to get from the origin to the destination, the 
number of controls on off-road cycle paths will be lower than the number of people using these 
facilities. This difference is because, although they do not offer the shortest path, people often chose 
to use these facilities for other reasons. 
 
 
 
 
 
 
 
 
 
 
                   
 
Figure 3.6: Creating points based upon CTM flow rate 
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Validating the location of the controls 
Before the control and case layers were merged together, the control locations were validated 
against 2006 census cycle to work data to ensure that they accurately represented where people 
were cycling. 
To do this, a map layer showing cycle to work data from the 2006 census was loaded into ArcMap 
and used as a base image to overlay the control points on to. This map layer can be seen in figure 
3.7. 
 
Figure 3.7: Number of people cycling to work on census day 2006 (per meshblock)  
The reasoning behind checking the placement of controls with the census data was twofold. Firstly, 
census meshblocks (MB) are on a finer scale than the CTM zones so therefore this checking allowed 
for the placement of controls to also represent different levels of cycling that occurred within each 
CTM zone. 
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Secondly, although the identification of routes people were likely to cycle between CTM sectors was 
based upon the average number of people that cycled to work in each census area unit, validating 
the placement of control points using the census meshblocks allowed the placement of control 
points to be able to reflect the different levels of cycling that happen on a meshblock level (multiple 
meshblocks make up an Area Unit). 
Before the case and control location layers were merged together for the identification of the risk 
factors, a new field was added to the attribute table of each layer called ‘CAT’ before being 
populated with a 1 (accident) for case locations and a 0 (no accident) for control locations. The case 
and control (blue) locations can be seen in figure 3.8. 
 
Figure 3.8: Case and control locations 
3.2.3 The creation of the independent variables 
After the dependent variable had been located (case/control locations), the next step was the 
creation of the independent variables or factors that may contribute to where bicycle accidents 
occur.  
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The selection of independent variables was based upon the those factors identified in the literature 
review as either factors that might increase the risk of BMV crashes occurring (for example traffic 
speed) or factors that may decrease the risk of BMV crashes occurring (for example cycle lanes). 
Based upon these indications, this subsection describes how the following independent variables 
were created: 
• Road classification  
• Intersection control 
• Posted speed limit 
• Traffic volume 
• On-road cycle lanes  (not physically separated from motorised traffic)  
• Driveway 
• Cycle paths 
 
For those variables relating to distance from a specific location/ aspect (e.g. intersections and 
distance from Schools),  a buffering process was undertaken to calculate which accidents fell within 
a certain zone (for example intersections, driveways and school speed zones were treated as zones 
instead of point locations).  
Table 3.3: Variables which the buffering process was applied upon 
Variable Buffer distance 
Intersections 
School zone 
 
Driveway 
Radius 15 m 
Radius 250 m on the road which the school is 
situated on 
Radius 1m 
 
Accidents at intersections  
To determine the number of accidents that occurred at intersections, an intersection point layer was 
firstly added into ArcMap. Next, as the literature suggests that intersections should be considered as 
zones rather than points (Strauss et al., 2013 and Vandenbulcke et al., 2014), these points were 
buffered to a radius of 15 m based upon the suggestion by Strauss et al (2013). A buffering process 
essentially creates a circle with a radius of 15 m around the intersection point, with all accidents 
falling inside this circle considered to be in the intersection zone.   
Finally, to identify the number of accidents that occurred in these intersection zones a clip process in 
ArcMap was undertaken, which essentially selects all the intersections that fall within these 
intersection zones.  
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As the locations of the reported crashes used for this research was recorded using the Global 
Positioning System (GPS), it was decided to use a road centreline shape file for this research instead 
of a road polygon shapefile to take into account GPS accuracy. The US Department of Defence 
(2008) identified that civilian GPS is accurate to within 3 m 95% of the time, whilst GPS accuracy due 
to weather events can vary between an additional  1 and 10 m on top of this (Space Weather 
Prediction Centre, n.d.). 
Therefore, by using road centre lines instead of road polygons to represent the road network and 
snapping reported accident locations to these centre lines, the resolution of the analysis undertaken 
is reduced to match that of the available data.  
A key process utilised in ArcMap to generate information about the independent variables is the 
‘spatial join’ tool in ArcMap. This tool works by joining information from one layer’s attribute table 
to another layer’s attribute table based on either the information in the table having the same 
geographic location or sharing identical characteristics such as road name. An example of how ‘join 
by location’ works can be seen in figure 3.9 where information from the road layer is being joined to 
the case/control layer. 
 
Figure 3.9 Spatial join by location process 
In contrast to the ‘spatial join by location’ process, the ‘join attributes from a table’ joins information 
from one layer’s attribute table to another layer based upon the information contained in that table. 
For this process to work, the column in the table containing the information to be joined must be 
exactly the same in the two tables because ArcMap will only join information that it can find a match 
for.  
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The spatial join tool was the main method used to create information about the independent 
variables and to compile this information into a single data table to be used for the regression 
analysis.  Unless identified otherwise, this method has been used on all the independent variables. 
All of the independent variables are categorical, meaning that all the features associated with that 
variable fall into one of the categories listed in table 3.4. 
Table 3.4: Summary of variables used for analysis 
Variable name Categories/variable type Data source 
Dependent variable: Case/control 
 
 
 
 
 
Road classification 
 
 
 
 
 
 
Intersection control 
 
 
 
 
 
 
 
 
 
 
 
Posted speed limit 
 
 
 
 
 
Traffic volume 
 
 
Cycle lanes 
 
 
 
Off road cycle paths 
 
1:Case 
0: Control 
 
 
 
 
Private road 
Local road 
Collector road 
Minor Arterial 
Major Arterial 
Motorway 
 
No intersection 
Intersection, no control 
Give way sign 
Stop sign 
Traffic lights 
Roundabout 
 
 
 
 
 
 
50 km/h 
60 km/h 
70 km/h 
80 km/h 
100 km/h 
 
Continuous variable 
 
 
1: Cycle lane 
0: No cycle lane 
 
 
1: Cycle path 
0: No cycle path 
Crash Analysis System (New 
Zealand Transport Agency, 
2014)(only for cases) 
 
 
 
Christchurch City Council (n.d.) 
 
 
 
 
 
 
Case: CAS database (New 
Zealand Transport Agency, 
2014)  
Control: Intersection point layer 
from the Christchurch City 
Council. Control type was 
created from Canterbury 
Earthquake Recovery Authority 
(CERA) aerial photos (CERA, 
2011) 
 
 
Christchurch City Council (2011) 
 
 
 
 
 
Christchurch City Council (2012) 
 
 
Created from Christchurch City 
Council cycling map (2008). 
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Driveway 
 
 
 
Land use 
 
 
 
 
1: Driveway 
0: No Driveway 
 
 
 
 
Business zone 
Conservation zone 
Cultural zone 
Open space zone 
Residential zone 
Rural residential zone 
Special purpose zone 
 
 
 
Control: Electoral address point 
shapefile (Kooridnates, 2008). 
 Case: CAS database (New 
Zealand Transport Agency, 
2014)  
 
Canterbury Maps (Environment 
Canterbury, 2015) 
 
 
 
Intersection control variable 
The presence of intersections, along with intersection control, was represented by a single variable 
(intersection control) as it is likely that having separate variables for both intersections and control 
type would lead to multicollinearity. Multicollinearity is where there is a high correlation between 
variables that are essentially expressing the same characteristic.   
Intersection locations were treated as intersection ‘zones’ to take into account there is no definite 
consensus in the literature as to what constitutes an intersection. There is support for the idea that 
intersections should be treated as ‘zones’ rather than points (Strauss et al., 2013 and Vandenbulcke 
et al., 2014). Strauss et al (2013) suggest that all accidents that occurred within 15 m of the central 
point of the intersection should be considered to be in the intersection zone, whilst Vandenbulcke et 
al., (2014) suggest that this distance should be 10 m. 
NB: The Guide for the interpretation of coded crash reports from the crash analysis system suggests 
that an intersection code may be used for crashes that occurred up to 30 m from an intersection, 
however, intersection coding is required if accidents occurred within 10 m of an intersection. For this 
research both the cases and controls that fall within 15m from the central point of the intersection 
will be identified as occurring at an intersection.  
Next, the clip tool in ArcMap was used to extract the controls that fell within the intersection zone 
before the intersection control type was determined using aerial imagery obtained from the 
Canterbury Earthquake Recovery Authority (this wasn’t required for the controls as the information 
in the CAS data indicated whether the crash happened at an intersection). The locations of 
cases/controls that fell on intersection zones can be seen in figure 3.10. 
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Figure 3.10: Cases/controls that fell in intersection zones 
As roundabouts have entry/exit locations that may be beyond this intersection zone, depending on 
the size of the roundabout, the distance from the centre point of the roundabout to the entry/exit 
location was measured at a 90 degree angle (the aerial photo layer was turned on so that the size of 
the roundabout could be identified). Based upon this measurement, if the entry/point was further 
than 15m from the centre point of the roundabout then the size of the buffer was increased to 
ensure that the entry/ exit fell within the intersection zone.   
Traffic speed variable 
The traffic speed variable was created by spatially joining a table containing posted speed limits 
(Christchurch City Council, 2011) to a road centreline shapefile in ArcGIS. Table 3.5 below outlines 
the different categories of this ordinal variable. 
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Table 3.5: Posted speed limits in Christchurch 
 
Speed limit 
50 km/h 
60 km/h 
70 km/h 
80 km/h 
100 km/h 
 
Traffic volume variable 
To account for the fluctuations in traffic volumes between segments of the same road (for 
example one section of Blighs road has an average traffic volume of 16,000 vehicles per day 
whilst another section of the same road only sees 5,250 vehicles per day), the road 
centreline shapefile was first split into line segments using the planerize line tool in ArcGIS 
before the road centreline shapefile was spatially joined to the table containing the traffic 
volume information (Christchurch City Council, 2012). It should be noted that traffic volumes are 
only measured on those streets that have above 500 vehicle movements per day. For roads below 
this, 250 was entered as the default value as it was improbable that these roads didn’t experience 
any motorised traffic. As they didn’t reach the threshold for traffic counts, however, it was unlikely 
that these traffic volumes would be close to 500 vehicles per day (vpd). 
Cycle lane variable 
Cycle lanes are painted markings installed on the road carriageway to offer some form of separation 
between cyclists and motorised vehicles (cycle lanes do not physically separate cyclists from 
motorised vehicles). For this research, the cycle lane variable only included locations where cycle 
lanes were installed on both sides of the road. 
The cycle lane variable was created in ArcMap based upon the use of historic Christchurch Cycling 
maps from 2006 and 2008 as a reference point to identify the locations of cycle lanes in their 
historical context. Next, the spatial ‘join by location’ tool was used in ArcMap to join these variables 
to the case/control locations. 
The locations of cycle lanes and cycle paths in Christchurch city can be seen in figure 3.11. 
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Figure 3.11: locations of cycle lanes and cycle paths in Christchurch city (2008). 
 
Cycle path variable 
The cycle path variable was created in ArcMap based upon the use of historic Christchurch Cycling 
maps from 2006 and 2008 as a reference point to identify the locations of cycle paths in their 
historical context. Next, the spatial ‘join by location’ tool was used in ArcMap to join these variables 
to the case/control locations. 
The locations of cycle paths in Christchurch city can be seen in figure 3.11. 
 
School zone variable 
School zones are variable speed zones that can be implemented on roads surrounding schools where 
the posted speed limit in urban areas is reduced to 40km per hour (New Zealand Transport Agency, 
2011) for a period of 35 minutes before the start of school and 20 minutes at the end of school hour 
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(New Zealand Transport Agency, 2011). The recommended distance of school zones is between 300 
and 500 m (New Zealand Transport Agency, 2011). 
To create the school zone variable, the ‘locations of schools’ shape file containing the point location 
of schools within Christchurch city was first downloaded from Koordinates.com before being 
uploaded into ArcMap.  
Next, service area analysis was undertaken in ArcMap to identify the locations on the road network 
that were within 250m of a school. Finally, the cases/controls that fell within the school zones were 
clipped and saved as a new layer, which can be seen in figure 3.12.
 
Figure 3.12: Locations of schools in Christchurch city. 
Driveways 
The driveway variable was created by using the New Zealand electronic address point shapefile as 
the location of address points, based on the notation that a premise’s driveway  is located by the 
address point. For locations with multiple address points e.g 2,2A etc, only the first point was 
selected. An odd and even filtering process was then applied to the address points in Microsoft Excel 
to determine which side of the road the address fell on. These points were then imported back into 
ArcGIS and a buffering process was used (with the radius set to 1m). 
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Next, the controls were sorted into odd and even numbers based upon their object identifier 
numbers and a clipping process was undertaken with the buffers from the odd address points being 
used to clip the odd case numbers and likewise with the even controls. As the CAS data contained 
information as to whether an accident occurred on a driveway or not, this process didn’t need to be 
undertaken on the case data. 
Land use variable 
Land use was based upon the current land zoning rules of the operative Christchurch City plan. 
These rules are presented as a map layer in the Canterbury maps web feature service, which was 
then imported into ArcMap. 
Next, these planning zones were joined to the cases/controls using the spatial join by location tool in 
ArcMap. This tool joins the information contained within one feature class to another based upon 
the locations of the two features overlapping one another. 
Road classification 
The road classification was created by importing a road centreline shapefile into ArcMap which 
provided information regarding classification of specific roads. 
Next, the road classifications were joined to the cases/controls using the spatial join by location tool 
in ArcMap. This tool joins the information contained within one feature class to another based upon 
the locations of the two features overlapping one another. 
Merging of independent variables and case/controls 
The final step in creating the independent variables was the merging of these variables with the 
layer containing the cases/controls.  
Due to the large amount of data that these datasets now contain, the merging process was 
conducted in stages with the output file saved at the end of each stage. This process can be seen in 
figure 3.13. 
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Figure 3.13: Process for merging the independent variables for analysis 
3.3 Section summary 
This section has outlined the research methods that have been utilised to identify the characteristics 
that contribute to bicycle accidents. This research approach begins by utilising data from the Crash 
Analysis System database as the basis for a case-control research methodology. The controls for this 
method were generated in proportion to where people cycle within Christchurch to ensure that this 
research is representative of where cycling actually happens within the city. 
Next, the attributes of each independent variable that were present at the locations of each 
case/control were identified through using the spatial join process in ArcMap before binomial 
logistic regression was undertaken to calculate the coefficients of the independent variables. The 
coefficients were then used to calculate the probability of each independent variable contributing to 
bicycle accidents.
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Chapter 4 
Results 
This section contains the results of the research undertaken to answer the following research 
question:  
What spatial characteristics best explain the differences between locations where bicycle accidents 
occurred and those locations where they did not? 
This section is broken down into a series of subsections, with the results for specific parts of the 
research process contained within each subsection. These subsections are: 
4.1 Exploratory analysis of the CAS accident reports: investigates the frequency and severity of 
bicycle accidents that occurred in Christchurch then briefly explores the relationships between 
accident occurrence and possible contributing factors, such as traffic speed. 
4.2 Explanatory analysis; the results of the case-control method which contains the results of the 
logistic regression that was undertaken to identify which factors are significant in explaining where 
bicycle accidents occur. 
4.1 Exploratory analysis of the CAS accidents reports 
The first step in the research process was to gain an understanding of where and why bicycle-motor 
vehicle (BMV) accidents are occurring in Christchurch city through the analysis of accident report 
data. This process involved identifying the frequency and severity of BMV accidents (section 4.1.1) 
along with investigating what factors appear to be playing a role in determining where BMV 
accidents occur (sections 4.1.2-4.1.4). 
4.1.1 Reported BMV accident frequency and severity 
Accident location and severity information was obtained from the accident information contained in 
the Crash Analysis System (CAS) database.  
Table 4.1 identifies that between 2003 and 2009 a total of 942 accidents between bicycles and motor 
vehicles occurred within the Christchurch area. Of these accidents, the majority resulted in the cyclist 
receiving minor injuries.  
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Table 4.1: Bicycle accidents in Christchurch between 2003 and 2009 
 Fatal Severe injury Minor injury Non-injury Total 
Bicycle 
accidents 
6 138 652 200 996 
 
 
Note that the number of non-injury accidents is likely to be much higher due to the under- reporting 
of bicycle accidents in the CAS database. 
 
After the accident data was imported into ArcMap it was projected following the process described 
in subsection 3.1  
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4.1.2 Reported BMV accidents by day of week 
More BMV accidents occurred on weekdays than on weekends (figure 4.1), with the highest 
numbers of BMV accidents occurring on Wednesdays and Thursdays. Although the BMV accident 
rate tapered off over the weekend, this was not as much as expected and may be due to recreational 
bicycle use as the CAS database does not distinguish between recreational and utility bicycle users. 
 
            Figure 4.1: Reported BMV accidents by day of week 
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4.1.3 Reported BMV accidents by time of day 
Spikes in accident frequency can be observed during the morning and afternoon commuting periods 
(figure 4.2), with 250 accidents being recorded during the morning commute (06:00-10:00) and 267 
accidents being recorded during the afternoon commute (14:00-18:00).   
 
 
Figure 4.2: Reported BMV accidents by time of day 
Although there is an increase in accident frequency during these timeframes, it is likely that this can 
be attributed to more people cycling during these times and therefore the exposure variable 
increases along with the risk of being involved in an accident.  
 
NB: six of the accidents contained in the CAS data did not record time of day; therefore they were 
excluded from the results above. 
 
4.1.4 Reported BMV accidents at Intersections 
Initial analysis of the CAS data in ArcMap identified that the majority of accidents that occur within 
the intersection zone do so within the area close to the midpoint of the intersection (within a 5 
meter radius of the centre point of the intersection, with there being a significant drop in accident 
numbers further out from the centre point (identified in figure 4.4 below).  
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NB: In interpreting these results it is necessary to take into account the margin of error of GPS 
devices (around 3 m as discussed in 3.2.4) that were used to record the location of the accidents 
contained in the CAS database. 
 
 
 
Figure 4.3: Distance of bicycle accidents from an intersection 
The findings in figure 4.3 were generated by creating multiple ring buffers in ArcMap using the 
distances specified above as the radius for ring size. Next, the accidents that fell within each ring 
were extracted to identify the proximity of accidents to intersections.  
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4.1.5 Reported BMV accidents by intersection control 
According to the CAS data, the greatest number of accidents occurred at intersections with no form 
of physical control. The lowest number of accidents occurred at intersections controlled by stop 
signs. 
 
Figure 4.4: Percentage of accidents by intersection control type 
 
In addition to the control type present at intersections, figure 4.5 shows that the distribution of 
accidents occurring at intersections is not evenly distributed throughout the study area, with 
intersections at some locations having a higher accident frequency than others.  
No control 
35% 
Roundabout 
6% 
Traffic light 
21% 
Stop sign 
9% 
Give way sign 
29% 
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Figure 4.5: Bicycle accidents by intersection location 
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4.1.6 Accidents and traffic volumes and speeds 
Of the accidents identified in the CAS database, the majority occurred in locations where the speed 
limit was lower than 60 km/h, with only 66 accidents being recorded as occurring in locations where 
the posted speed limit was 60 km/h or higher. 
 
594 of the reported accidents occurred on roads where the daily traffic volume was 4,000 vehicles 
per day or higher. This traffic volume is considered the threshold in Europe for the separation of 
cyclists and motor vehicles (Dufour, 2010). 
4.1.7 Summary of exploratory analysis 
Exploratory analysis indicates that of the 942 bicycle accidents that were reported in Christchurch 
between 2003 and 2009, the majority of accidents occurred at/or near intersections. 
29% of the reported accidents occurred at intersections controlled by give way signs and 35% 
occurred at intersections with no control present. Furthermore, it was identified that some 
intersections in Christchurch experience a higher number of BMV accidents than others. 
In addition to accidents occurring at intersections, the majority of accidents also occurred in 
locations where the posted limit was below 60 km/h. 
The frequency of accidents spikes at specific times during the day. It is likely that this is attributed to 
increased cyclist flows during these periods.
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4.2     Explanatory analysis: results of the case-control method 
This section covers the analysis undertaken using logistic regression to identify how significant 
each factor (now referred to as the independent variables) is at explaining whether or not an 
accident occurs at a specific location (the dependent variable). This section begins by 
discussing the selection of variables for use in the logistic model, before examining model 
validity and fit 
 
4.2.1  Variable selection 
Univariable analysis 
Hosmer & Lemeshow (2009) identify that it is advantageous to minimise the number of 
variables in a logistic model in order to produce a more stable model as it is likely that the 
estimated number of standardised errors increases with the number of variables. Variable 
selection should be undertaken through a process called univariable analysis to firstly test the 
association between the dependent and prospective independent variable. This is done by 
using the Pearson chi-square test or the independent samples t-test, where a significant 
association between the dependent and independent variables is identified if the p-value is 
≤0.25. 
For this research, the independent samples t-test was undertaken (table 4.2) to identify 
variable significance. Variable significance is indicated through the interpretation of the of the 
Levene’s test (the first two columns of table 4.2). For this test, if the  p-value is ≤0.25 then this 
identifies that there is no significant variation between the categories of the independent 
variable, indicating that the variable doesn’t contribute to identifying where BMV accidents 
occur. 
From the p-values included in the table it is possible to identify that the variable of traffic 
volume  failed the t-test.  However, the traffic variable is included for model selection as 
literature indicates that traffic volume increases accident risk and that variables with a known 
association should be included regardless of their statistical significance (Hosmer & 
Lemeshow, 2009
48 
 
Table 4.2: Variable selection using the independent samples t-test 
 
 
Levene's Test for Equality of 
Variances t-test for Equality of Means 
F Sig. t df 
Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence Interval 
of the Difference 
Lower Upper 
Cycle path Equal variances assumed 39.693 .000 3.164 5064 .002 .014 .004 .005 .023 
Equal variances not assumed   2.614 1390.562 .009 .014 .005 .003 .024 
School zone Equal variances assumed 95.954 .000 5.137 5064 .000 .064 .012 .039 .088 
Equal variances not assumed   4.723 1545.323 .000 .064 .013 .037 .090 
Intersection 
control 
Equal variances assumed 3022.998 .000 38.321 5064 .000 1.535 .040 1.456 1.613 
Equal variances not assumed   25.128 1188.194 .000 1.535 .061 1.415 1.655 
Traffic speed Equal variances assumed 22.584 .000 -2.465 5064 .014 -.539 .219 -.968 -.110 
Equal variances not assumed   -2.686 1949.512 .007 -.539 .201 -.933 -.146 
Cycle lane Equal variances assumed 722.438 .000 17.876 5064 .000 .246 .014 .219 .273 
Equal variances not assumed   15.295 1435.381 .000 .246 .016 .215 .278 
Road hierarchy  Equal variances assumed 62.603 .000 -6.068 5064 .000 -2.808 .463 -3.715 -1.901 
Equal variances not assumed   -10.327 5055.444 .000 -2.808 .272 -3.341 -2.275 
Traffic volume Equal variances assumed .125 .724 14.787 5064 .000 4811.001 325.343 4173.187 5448.814 
Equal variances not assumed   15.248 1789.038 .000 4811.001 315.510 4192.195 5429.807 
Drive way Equal variances assumed 165.674 .000 6.747 5064 .000 .076 .011 .054 .098 
Equal variances not assumed   5.952 1478.940 .000 .076 .013 .051 .101 
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Multivariable analysis 
One method to select independent variables for the logistic model is through the use of a 
stepwise logistic regression model (Hosmer & Lemeshow 2009).  The stepwise logistic 
regression model selects variables for inclusion in the model through the use of a statistical 
algorithm to test the statistical significant of a variable's coefficient. Selection of variables for 
the final model is through the interpretation of the p-value with inclusion being permitted if 
the p-value is ≤0.25. 
Based upon the results of the stepwise regression, the following variables have been selected 
for inclusion in the final logistic model (table 4.3). 
Table 4.3: Independent variables for inclusion in the final logistic model 
Variable name Variable type Data range 
Cycle lane 
 
Ordinal 0: Absence 
1: Presence 
 
Cycle path Ordinal 0: Absence 
1: Presence 
 
Driveway Ordinal 0: Absence 
1: Presence 
 
Road hierarchy Ordinal Private road 
Local road 
Collector road 
Minor Arterial 
Major Arterial 
Motorway 
Speed Nominal 50 km/h 
60 km/h 
70 km/h 
80 km/h 
100 km/h  
 
School zone Ordinal 0: No School zone 
1: School zone 
Traffic control Ordinal 0: No intersection 
1: Intersection, no control 
2: Give way sign 
3: Stop sign 
4: Traffic lights 
5: Roundabout 
 
Traffic volume Continuous 250 – 41,700 vehicles per 
day 
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Zone Type Ordinal 0: Business 
1: Conservation 
2: Cultural 
3: Open Space 
4: Residential 
5: Rural Zone 
6: Special purpose 
 
4.2.2  Assessing the fit of the logistic regression model 
Once variable selection has been undertaken using the processes described in 4.2.1, the next 
process in validating the logistic regression model is to assess how well the model fits the 
dependent variable.  
 
Firstly, design or dummy variables were assigned to categorical variables consisting of more 
than two categories, for example intersection control. Design variables work by withholding 
one category from the categorical variable to be used as the reference group that other 
categories are compared against. Therefore, variables with more than two categories are not 
included in the logistic regression model per se, but rather the categories of the variable are 
compared against a reference group to identify how the odds change with a one unit increase 
of the dependent variable (Pampel, 2000).  
 
In SPSS, either the first or last states of each categorical variable can be selected as the 
reference group for the variable. In selecting which state to use, it is important to consider 
what would serve as the most beneficial reference state. For example, as the majority of 
accidents occurred in 50 km/h speed zones, the 50 km/h was selected as the reference state in 
order to identify what effect speeds higher than 50 km/h have on the probability of a bicycle 
accident occurring. The states of each variable that were selected to be the design variables 
can be seen in table 4.5 (next page). 
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Table 4.5 Design variable coding of the independent variables 
 
 
Frequen
cy 
Parameter coding 
(1) (2) (3) (4) (5) (6) 
Planning 
Zone 
Business 768 .000 .000 .000 .000 .000 .000 
Conservation 136 1.000 .000 .000 .000 .000 .000 
Cultural 20 .000 1.000 .000 .000 .000 .000 
Open Space 59 .000 .000 1.000 .000 .000 .000 
Residential 3667 .000 .000 .000 1.000 .000 .000 
Rural Zone 328 .000 .000 .000 .000 1.000 .000 
Special purpose 88 .000 .000 .000 .000 .000 1.000 
Road 
Hierarchy 
Motorway 25 .000 .000 .000 .000 .000  
Major Arterial 746 1.000 .000 .000 .000 .000  
Minor Arterial 1582 .000 1.000 .000 .000 .000  
Collector 798 .000 .000 1.000 .000 .000  
Local Road 1811 .000 .000 .000 1.000 .000  
Private 104 .000 .000 .000 .000 1.000  
IC Control No Intersection 4225 .000 .000 .000 .000 .000  
IC no control 256 1.000 .000 .000 .000 .000  
IC Give way 32 .000 1.000 .000 .000 .000  
IC Stop 207 .000 .000 1.000 .000 .000  
IC Traffic lights 72 .000 .000 .000 1.000 .000  
IC Roundabout 274 .000 .000 .000 .000 1.000  
Speed 50 4518 .000 .000 .000 .000   
60 212 1.000 .000 .000 .000   
70 282 .000 1.000 .000 .000   
80 27 .000 .000 1.000 .000   
100 27 .000 .000 .000 1.000   
Drive Way Absent 4433 .000      
Present 633 1.000      
Cycle Lane Absent 3950 .000      
Present 1116 1.000      
School 
Zone 
 
 
Absent 4280 .000      
Present 
786 
 
1.000 
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Omnibus Tests of Model Coefficients 
The first indication of model fit is provided by the Omnibus Tests of Model Coefficients. This 
compares how much improvement in model fit is gained through including the independent 
variables in the logistic model, against a baseline model that only included the dependent 
variable.   For this model (with the independent variables) to be an improvement over the 
base model, the p values need to be less than 0.001 (table 4.6) (National Centre for Research 
Methods, 2011). 
 
Table 4.5: Omnibus Tests of Model 
Coefficients 
 Chi-square df Sig. 
Step 1 Step 1817.022 24 .000 
Block 1817.022 24 .000 
Model 1817.022 24 .000 
 
Another way of interpreting model fit is through pseudo R² values included in table 4.5. These 
identify approximately how much of the variation in the dependent variable is explained by 
the model that includes the independent variables, (National Centre for Research Methods, 
2011). However, both the Cox & Snell R Square and the Nagelkerke R Square are prone to 
fluctuate and should only be taken as an approximation only. 
 
Table 4.7: Model summary and pseudo R² 
Step -2 Log likelihood 
Cox & Snell R 
Square 
Nagelkerke R 
Square 
1 3438.065a .301 .467 
a. Estimation terminated at iteration number 7 because 
parameter estimates changed by less than .001. 
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Classification table 
The classification table is an intuitive way of summarising how successful the regression model 
is in predicting the membership of the dichotomous categories of the dependent variable. In 
order to predict these categories, the model must identify a cut-off point (0.5). If the model 
predicts a probability higher than 0.5 then the model predicts that it belongs to the higher (1) 
category and vice versa (Hosmer & Lemeshow, 2009). 
Table 4.8: Classification of the dependent variable 
 
Observed 
Predicted 
 CAT Percentage 
Correct  0 1 
Step 1 CAT 0 3785 199 95.0 
1 446 636 58.8 
Overall Percentage   87.3 
a. The cut value is .500 
 
 
The positive predictive value refers to the percentage of cases that have the observed 
characteristic and were also correctly predicted, compared to the total number of cases 
predicted as having the characteristic. This is calculated using the following equation: 
Number of cases correctly predicted/the total number of cases  100 � 636
446+636
� = 58.8%                                             Equation 6 
 
The negative predictive value refers to the percentage of controls that were correctly 
predicted. This value was calculated using the following equation: 
 
Number of controls correctly predicted/the total number of controls 
     100 � 3785
3785+199
� = 95%                                                    Equation 7 
 
Receiver Operating Characteristic (ROC)  curve 
Although the classification table gives a general overview surrounding the sensitivity and 
specificity of a regression model, as this classification relies on a single cut point to classify the 
categories of the dependent variable, it is also useful to examine the ROC curve, and more 
54 
 
specifically the area under the curve, to gain a further insight into classification accuracy  
(Hosmer & Lemeshow, 2009).The area under the ROC curve (ranging from 0 to 1) identifies the 
model’s ability to discriminate between the subjects who experience the outcomes of interest 
versus those that do not (Hosmer & Lemeshow, 2009). It is another way of determining the 
relationship between the dependent variable and independent variable; that is how well are 
the independent variables explaining the locations where accidents occur (figure 4.6). 
 
Figure 4.6: ROC curve evaluating the performance of the independent variables   
According to Hosmer & Lemeshow (2009) if the area under the ROC curve is: 
• ROC = 0.5: this suggests little discrimination  
• 0.7≤ROC<0.8: this is considered to be acceptable discrimination 
• 0.8≤ROC<0.9: this is considered to be excellent discrimination 
• ROC≥0.9: this is outstanding discrimination 
 
As identified by the area column in table 4.9, the variables of School zone, Speed, Road 
hierarchy, Driveway, and Cycle path provide little help in explaining the dependent variable, 
whilst the variables of Control, Cycle lane and Volume perform better. 
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Table 4.9: Performance of the independent variables through the analysis of the ROC 
curve 
Test Result Variable(s) Area Std. Errora Asymptotic Sig.b 
Asymptotic 95% Confidence 
Interval 
Lower Bound Upper Bound 
School zone .532 .010 .001 .512 .552 
Control .737 .010 .000 .717 .756 
Speed .486 .010 .152 .467 .505 
Cycle lane .623 .010 .000 .603 .643 
Road hierarchy .404 .009 .000 .386 .421 
Volume .672 .009 .000 .655 .689 
Driveway .538 .010 .000 .518 .558 
Cycle path .507 .010 .482 .487 .527 
The test result variable(s): School zone, Control, Speed, Cycle lane, Road hierarchy, Volume, Driveway and 
Cycle path has at least one tie between the positive actual state group and the negative actual state group. 
Statistics may be biased. 
a. Under the nonparametric assumption 
b. Null hypothesis: true area = 0.5 
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4.2.3 Results of the logistic regression model 
The results of the logistic regression model are identified in table 4.10. These results indicate 
that some of the variables are more significant (those variables italicised in red) than others. 
The subsections below table 4.10 provide an analysis of the results contained in the table and 
the process used to interpret if the variables were identified as being significant in 
contributing to where bicycle-motor vehicle accidents occur. 
The first step in determining whether these factors played a role in explaining the dependent 
variable is through the interpretation of the Wald statistic. The Wald statistic works by testing 
a null hypothesis that the parameters of the coefficient of the independent variable are equal 
to some value other than zero. If the Wald test doesn’t reject this hypothesis (that is, the 
parameters equal zero) then the removal of these variables will not significantly harm the fit of 
the overall model as these variables are not contributing very much to help predict the 
dependent variable  (Chatterjee, & Simonoff, 2013). 
 The most common way to interpret the Wald statistic is through the Sig column, where 
variables with a p-value of 0.05 or less can be termed as being significant, variables with a p 
value of between 0.05 and 0.1 can be termed as being moderately significant, and any values 
greater than 0.1 are not significant. 
In interpreting the results of the logistic model regarding categorical variables, it is important 
to remember that these results are measuring the change compared to the reference 
category.  
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Table 4.10: Results of the logistic model (significant variables are italicised) 
 B S.E. Wald df Sig. Exp(B) 
95% C.I.for EXP(B) 
Lower Upper 
Step 1a Cycle lane -.282 .137 4.213 1 .040 .755 .577 .987 
Intersection control 
(REF: no intersection) 
 884.080 5 .000  
   
IC no control 2.737 .156 306.044 1 .000 15.440 11.363 20.981 
IC give way 3.082 .438 49.470 1 .000 21.799 9.236 51.452 
IC stop 3.558 .200 317.945 1 .000 35.091 23.733 51.886 
IC traffic lights 3.870 .324 142.630 1 .000 47.922 25.394 90.434 
IC roundabout 3.161 .157 404.471 1 .000 23.584 17.332 32.091 
Road hierarchy 
(REF: Private) 
 108.607 5 .000  
   
Major arterial -.882 .758 1.353 1 .245 .414 .094 1.829 
Minor arterial .435 .750 .336 1 .562 1.545 .355 6.724 
Collector .642 .758 .719 1 .397 1.901 .430 8.393 
Local road .003 .761 .000 1 .996 1.003 .226 4.462 
Motor way -1.431 1.070 1.787 1 .181 .239 .029 1.948 
Volume .000 .000 73.778 1 .000 1.000 1.000 1.000 
Drive way 1.656 .120 190.623 1 .000 5.240 4.142 6.630 
Speed 
(REF: 50 km/h) 
 13.089 4 .011  
   
Speed 60 km/h .152 .676 .051 1 .822 1.164 .310 4.376 
Speed 70 km/h -.400 .717 .312 1 .577 .670 .164 2.732 
Speed 80 km/h -.366 .707 .269 1 .604 .693 .174 2.769 
Speed 100 km/h .824 .841 .961 1 .327 2.280 .439 11.851 
Planning zone 
(REF: Business) 
 21.939 6 .001  
   
Conservation .639 .447 2.042 1 .153 1.895 .789 4.555 
Cultural .330 .524 .395 1 .530 1.390 .498 3.885 
Open space .037 .879 .002 1 .966 1.038 .185 5.819 
Residential -.619 .655 .891 1 .345 .539 .149 1.947 
Rural .164 .437 .140 1 .708 1.178 .501 2.771 
Special purpose -.102 .490 .044 1 .835 .903 .346 2.359 
Cycle path 
School zone 
.312 
.453 
.330 
.117 
.896 
15.103 
1 
1 
.344 
.000 
1.366 
1.573 
.716 
1.252 
2.606 
1.977 
Constant -3.870 1.098 12.415 1 .000 .021   
a. Variable(s) entered on step 1: Cycle lane, Intersection control, Road hierarchy , Traffic volume, Drive way, Speed, 
Planning zone, School zone and cycle path 
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When interpreting the results contained in table 4.10, the beta coefficients  (along with the Wald 
statistic) provide useful guidance in determining if a characteristic is significant in explaining the 
dependent variable. 
The Beta coefficients: identified as the B value in table 4.10. The Beta values are the coefficients of 
the independent variables calculated by the logistic regression model.  These values represent the 
mean change in the dependent variable per one unit increase of the independent variable. 
 In � 𝑝𝑝
1−𝑝𝑝
� = 𝛽𝛽0 +  𝛽𝛽1  𝑋𝑋1 + 𝛽𝛽2  𝑋𝑋2 … … . + 𝛽𝛽10 𝑋𝑋10                        Equation 8 
 
4.2.4 Characteristics that are significant or moderately significant in contributing 
to where bicycle accidents occur. 
The results from this logistic regression model identified the following variables as being either 
significant (p-value 0.050-0.000) or moderately significant (p-value 0.050 – 0.100) based on the 
associated p values. 
Table 4.11 Variables identified as being either significant or moderately significant 
Variable Significance 
Intersection control 
Intersection; no control 
Intersection Give way 
Intersection; Stop sign 
Intersection; Traffic lights 
Intersection;  Roundabout 
 
Cycle lanes 
 
Traffic volume (vehicles per day) 
 
Driveway 
 
School zones 
.000 
.000 
.000 
.000 
.000 
.000 
 
.040 
 
.000 
 
.000 
 
.000 
 
4.2.5 Odds ratios 
There are two options to interpret the results of a logistics regression model: the use of logged odds 
or odds ratios (Pampel, 2000). Logged odds (shown in the B column of table 4.10) show the change in 
the predicted odds of the regression coefficient per a one unit change in the dependent variable and 
have little intuitive meaning. In contrast, odds ratios are an exponentiated form of the coefficient 
and are easier to understand (Pampel, 2000). The odds ratios are displayed in the Exp(B) column of 
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table 4.7 and are measures of the association between an exposure and an outcome (Szumilas, 
2010), with the OR representing the odds of a certain event occurring. If the OR=1 then the exposure 
does not influence the outcome, for example the odds of being involved in a BMV accident increase 
at intersections (with all intersection types being identified as significant), with the odds being the 
highest at intersections controlled by traffic lights. In addition to this, accident odds decrease with 
the presence of on road cycle lanes. 
Converting odds ratios to predicted probabilities  
Odds ratios are able to be transformed into predicted probabilities by using the following equation 
which provides a more intuitive way of interpreting the results of the logistic regression. 
                                                           𝟏𝟏𝟏𝟏𝟏𝟏� 𝒆𝒆
𝟏𝟏+𝒆𝒆
�  Equation 8 
 
Table 4.12 shows the odd ratios of the variables that were identified as being significant, along with 
the predicted probabilities of these variables. In interpreting these probabilities it is important that 
these are not predicting a net increase in the likelihood of a BMV accident, but rather comparing the 
increase in likelihood between categories of the independent variable. 
Table 4.12: Converting Odds ratios to predicted probabilities 
Independent Variable Odds ratio Predicted probability 
 
School zone 
 
Intersection control  
Intersection, no control 
Intersection, Give way 
Intersection, Stop 
Intersection, Traffic light 
Intersection, Roundabout 
 
Cycle lane 
 
Traffic volume 
 
Driveway 
 
 
1.57 
 
 
11.36 
9.23 
23.73 
25.39 
17.33 
 
.755 
 
1 
 
5.24 
 
 
61% 
 
 
91% 
90% 
95% 
96% 
95% 
 
-43% 
 
50% 
 
84% 
 
 
Confidence intervals  
Confidence intervals indicate the precision or range of accuracy for a study (Altman, et al., 2000), 
which for this research is the range of accuracy for the odds ratios at a confidence level of 95%. 
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4.3 Summary of results 
Initial variable analysis to test the suitability of candidate variables for the logistic regression model 
identified that the variable of traffic volume may not be significant in determining where BMV 
accidents occur. Despite this, the traffic volume variable was retained due to the indication by 
Hosmer & Lemeshow, (2009) that  variables with a known association should be included regardless 
of their statistical significance. 
After the variable selection was completed, goodness of fit diagnostics were undertaken to identify 
how well the independent variables were at describing the dependent variable. The classification 
table of the logistic model identified that the logistic model was able to correctly predict 95% of the 
control locations and 58.8% of the case locations. These results indicate that the independent 
variables were accurate at predicting the dependent variable. Next, more in-depth goodness of fit 
testing was undertaken using the ROC, which identified that some variables were more valuable in 
explaining the dependent variable. 
Finally, the logistic model identified that the variables relating to intersections, school zones, traffic 
volume and driveways increased accident likelihood, whilst the presence of cycle lanes decreased 
accident likelihood. 
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Chapter 5 
Discussion 
This chapter discusses the results of this research and identifies the implications that these results 
have surrounding how to reduce the risk of BMV accidents occurring. The final part of this chapter 
provides recommendations on how the risk of BMV accidents can be reduced due to the 
characteristics identified in the logistic regression model. 
This chapter is broken down into the following sections: 
• 5.1: The use of logistic regression models to identify BMV accident probability 
• 5.2: Analysis of the spatial characteristics that influence where BMV accidents occur 
• 5.3: Discussion of the research method and limitations 
• 5.4:  A tool for decision makers: analysing BMV accident  
• 5.5: Chapter summary 
5.1 The use of logistic regression models to identify BMV accident 
probability  
One of the main issues with analysis surrounding the causes of bicycle accidents is that bicycle 
accidents are relatively rare events compared to the number of people cycling.  This has implications 
when using modelling techniques because the majority of independent variables used for analysis 
are presence/ absence variables (for example the presence of driveways). The low accident rate can 
lead to large numbers of variables having little information (a high proportion of 0’s), resulting in 
variables performing poorly at predicting the dependent variable. This is evident in analysing the 
results of the ROC curve, which identified that the variables of Intersection control, Cycle lane and 
Traffic volume were the strongest variables at predicting BMV accident probability. 
The main advantages in the use of logistic regression models to analyse the causes of bicycle 
accidents is that it allows the use of a dichotomous (presence/ absence) dependent variable, along 
with a broad array of independent variables which can either be of a nominal, ordinal or scale nature. 
The other advantage of logistic models is that once the data surrounding the independent variables 
has been gathered, then the setup, validation and running of the logistic model is relatively 
straightforward. In addition to these advantages, perhaps the biggest advantage of the logistic model 
is that the results can be easily converted to predicted probabilities, which are intuitive to interpret 
and can be easily mapped to allow a visual representation.  
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5.2 Analysis of the spatial characteristics that influence where BMV 
accidents occur 
5.2.1 Intersections 
The findings of the logistic model identified that intersections are problematic areas for bicycle 
riders, with all types of intersection controls being identified as increasing BMV accident probability. 
Table 5.1 identifies how different intersection types influence this probability. 
Table 5.1: BMV accident probability due to intersection control 
 
Intersection control  
Intersection; no control 
Intersection; Give way 
Intersection; Stop 
Intersection; Traffic light 
Intersection; Roundabout 
 
 
 
91% 
95% 
95% 
96% 
95% 
 
 
The identification that accident probability increases at intersections has been well documented in 
previous research  (Vandenbulcke et al., 2014; Schepers et al., 2011; Wang & Nihan, 2004 and 
Quddus, 2008). Moreover, this research identifies that particular intersection types have different 
influences on BMV accident likelihood. This research further links previous research by having similar 
findings to Schepers et al (2011), which identified that the majority of accidents at intersections 
occurred where  intersections were not controlled by traffic lights, and Vandenbulcke et al., (2014), 
who identified that roundabouts have a detrimental effect on bicycle  safety.  
In addition, although accident probability varies between intersection types, the fact that all types of 
intersections have an accident probability in the range of 91-96% suggests that the literature is likely 
to be correct when it identifies that the majority of bicycle accidents at intersections are due to 
motorists failing to notice bicycle riders (Schepers et al., 2011; Herslund & Jørgensen, 2003 and 
Turner et al., 2006). Methods to encourage road users to be more aware of their surroundings at 
intersections include the use of measures such as speed bumps and raised bicycle crossings  (Sumala 
et al., 1996). In addition to these suggestions,  Jensen (2008) identifies that the painting of bicycle 
crossings at intersections can be an effective measure in drawing motorists attention to the presence 
of bicycle riders.With regards to traffic lights having the highest BMV accident probability, 
Vandenbulcke et al (2014) identifies that traffic lights are generally associated with higher numbers 
of minor BMV accidents but lower numbers of severe or fatal accidents. 
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5.2.2 Traffic volume 
Although the logistic model identified that traffic volume significantly increases the likelihood of BMV 
accidents occurring, an odds ratio of a factor of one identifies that traffic volume does not have a 
strong influence over determining where BMV accidents occur (Szumilas, 2010). This may be because 
cycle lanes are commonly placed in areas of high traffic volume to provide some protection for 
bicycle users (cycle lanes are on 640 road segments where the traffic volume exceeds 4,000 vpd).  
The identification that traffic volume is a significant factor in determining where BMV accidents occur 
is reflected in previous research by Schepers et al (2013) and Kim et al (2007). This research 
identified that the risk of  bicycle accidents increases with the amount of traffic due to an increase in 
the amount of kinetic energy produced. 
Reducing  accident likelihood due to traffic volume 
Schepers et al  (2013) identifies that it is safe to mix vehicle types (e.g. bicycles and cars) if this 
difference is small as there is little variation in the amount of kinetic energy produced, however, it is 
not safe to mix vehicle categories if the difference in the amount of kinetic energy produced by each 
vehicle is large (Schepers et al., 2013). General guidance as to whether it is safe to mix bicycles and 
motorised vehicles can be found from Dunfour (2010) who identifies that the best practice in the 
European Union is to physically separate bicycles and motorised traffic  if the traffic volume is above 
4,000 vehicles per day. Of the  11,247 street segments in Christchurch, 2,904 have a traffic volume of  
over 4,000 vehicles per day  (figure 5.1) which would require the physical separation of bicycles and 
motor vehicles if this advice was to be followed. 
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Figure 5.1: Street segments in Christchurch where the traffic volume exceeds the 
recommended threshold for mixing bicycles and motorised traffic, along with the 
location of cycle lanes (blue). 
5.2.5 Cycle lanes 
The probability of being involved in a BMV accident decreases by 43% on road sections where cycle 
lanes are present compared to similar locations where there are no cycle lanes. This finding suggests 
that the current practice of using painted on-road cycle lanes to provide for bicycles (Parsons and 
Koorey, 2013) is beneficial in increasing bicycle safety. Despite the use of on road cycle lanes 
resulting in a reduction of BMV accidents, it is necessary to consider their use in context with the 
other variables which were identified as being significant. 
As intersections were identified as having the highest accident probability out of all the variables 
considered in this research, the use of cycle lanes at intersections needs further consideration based 
upon the identification by Stewart and McHale (2014) that there is a large inference in the literature 
that cycle lanes can be dangerous at intersections due to where they position cyclists (cycle lanes are 
present at 424 high volume intersections where the traffic volume exceeds 4,000 vehicles per day). 
In addition to intersections, as this research only focused on accidents between bicycles and motor 
vehicles that were reported to the police at the time of the accident, it remains unclear how the use 
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of bicycle lanes impact on the probability of minor accidents (such as car doors being opened onto 
the path of a bicycle rider) that weren’t considered as part of this research. 
5.2.6 Driveways 
Driveways present a significant hazard for bicycle riders and increase the probability of a BMV 
accident occurring by 84% compared to non-driveway locations. The accident probability posed by 
driveways is most likely due to these locations causing unexpected situations for both motorists 
exiting driveways and people cycling past. The findings of this research that driveways increase BMV 
accident probability reflect previous research undertaken by Vandenbulcke et al (2014) which 
identified that the entrances of parking garages/ driveways increase bicycle accident risk. With 
regards to research surrounding bicycle accident probability due to residential driveways, research 
by Chimba et al (2012) identified that driveways increase accident risk resulting in minor, severe and 
fatal injuries. Despite this research identifying that driveways increase accident risk, it did not 
identify by what magnitude this risk was increased by.  
5.2.7 School zones 
The logistic model identified that the probability of a BMV accident increases 61% in school zones; 
this is likely due to the increased activity of these areas during the times that the school zones are in 
operation, potentially causing unexpected situations for drivers and cyclists. School zones increasing 
BMV accident probability reflects previous research by Kim et al (2007) which identified that 
institutional areas can increase accident probability.  
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5.3 Discussion of the research method and limitations  
5.3.1 The dependent variable 
The dependent variable for the regression analysis undertaken was based upon the use of a case-
control study. Despite the use of such studies being widespread in other fields of research such as 
epidemiology and ecology (Vandenbulcke et al., 2014), their use in the field of bicycle safety research 
is rather new. This research is the first such study in the Southern hemisphere that the author is 
aware of, with Vandenbulcke et al., (2014) being the only other paper that has applied this method 
to bicycle accidents. 
There are two distinct sets of data required to undertake case-control studies. The first set of data 
relates to the ‘cases’ which represent locations where bicycle accidents are recorded as occurring. 
This research utilised accident data from the Crash Analysis System (CAS)  database to identify 
locations where BMVaccidents were reported as occurring. The CAS data is based upon traffic 
accident reports compiled by the New Zealand Police at the time of the accident and although the 
use of traffic accident reports is widespread in the literature, it has well documented weaknesses (de 
Geus et al., 2012; Wegman et al., 2012; Juhra et al., 2012; Aertsens, et al., 2010; Loo et al., 2010; 
Parkin et al., 2007 and Aultman-Hall & Kaltenecker, 1999). 
Due to this, this research only focused on those accidents between bicycles and motor vehicles  
which were reported to the New Zealand Police.  
The second set of data relates to the ‘controls’ which represent locations where accidents could 
potentially occur based upon the number of people cycling in those locations. As these control 
locations represent the amount of cycling that occurs in a particular location (which in this research 
was either between, or within, CTM sectors), there is the requirement for detailed cycling flow data 
to be available to ensure that controls are placed accordingly. This research was fortunate that such 
modelling had previously been undertaken in Christchurch city by Roberts (2012). As this modelling 
was based upon these 2010 estimates , it is likely that actual amount of people cycling during the 
years studied (2003-2009) may have varied slightly.  
In addition, the placement of controls was based upon on the notation that bicycle riders in the 
‘strong and fearless’ and ‘enthused and confident’ groupings will select the shortest route to travel 
from their origin to their destination (Broach, et al., 2012; Heinen et al., 2010 and Menghin et al., 
2010), as riders in these groupings are willing to mix with motorised traffic up to a certain extent. 
This selection of the shortest route may have resulted in some road segments appearing safer than 
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they actually are because some routes  have a higher proportion of controls than the number of 
cyclists as these routes may offer the shortest route but may experience traffic volumes which 
people consider to be too high. 5.3.2  
The independent variables 
Data used to represent the independent variables for this research were created from data sourced 
from third party sources such as the Christchurch City Council, Canterbury Maps and 
Koordinates.com. A problem with these data was that they represented how the independent 
variables were as a snapshot in time rather than how these variables have changed over time. For 
example, although the study years for this research were between 2003 and 2009, the only data 
relating to traffic volumes on Christchurch streets were from 2011, therefore making it difficult to 
approximate what the traffic volumes were like during the entire study period. 
In addition, as the use of GIS technologies for research such as this is a relatively new research 
method, there is a lack of readily usable data. This requires the data that are available (for example, 
in this research the traffic volume and speed data were contained in pdf documents) to be first 
entered into an excel spreadsheet to enable it to be used in ArcMap.   With manual data entry there 
is always the possibility for error in the accuracy of these data.  
5.3.3 Aggregation of accident data 
To account for the variations in the independent variables discussed above, Loo & Tsui (2010) 
suggest that, if aggregation of accident data is required, then the recommended number of years to 
aggregate accident data is three years. Three years is considered a long enough period to provide an 
adequate range of data, whilst at the same time enabling other factors, such as road volumes, to 
remain stable.  
However, an early regression model following this recommendation used BMV accident data from 
the years of 2007, 2008 and 2009 for the logistic regression model and resulted in a model that could 
not accurately predict which points were controls and which points were case locations. 
Therefore this research is limited by the fact that, although it is recommended to only aggregate 
accident data over a short period of time, this was not possible due to the poor predictive power of 
the model. The issue with this surrounds the limited data availability for this research over a longer 
period of time, preventing this study from being able to accurately represent the independent 
variables over the whole time frame of this research. 
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5.3.4 Data availability 
Another limitation of this research relates to the availability of the data that made up the 
independent variables. In some situations data relating to the presence/ absence of specific 
infrastructure types was only available from a specific year rather than for the range of years that 
matched the CAS accident data. 
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5.4 A tool for decision makers; identifying BMV accident probability in a 
spatial context. 
By converting the odds ratios of the independent variables into predicted probabilities it is possible 
to represent these BMV accident probabilities in the spatial context of Christchurch city, providing 
decision makers with a tool to identify which areas of the road network require attention to better 
provide for the needs of bicycle riders. 
Figure 5.2 identifies accident probability at intersections in Christchurch city and was created by 
combing the intersection variable and information relating to traffic volumes and the presence of 
cycle lanes at intersections. Figure 5.2 identifies that the intersections with the highest accident 
probability (100% -150% compared to non-intersection locations) are located on main roads with 
high traffic volumes, whilst those intersections with lower accident probabilities are located in 
residential areas away from the city centre and major roads. 
Figure 5.3 identifies accident probability at non intersection locations due to the presence of schools 
and high traffic volume (above 4,000 vpd). Once again, figure 5.3 identifies that accident probability 
is higher on main roads with high traffic volumes. Moreover, accident probability is high in the city 
centre due to the high traffic volumes on many of the roads located in this area.
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 Figure 5.2: Accident probability by intersection location 
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Figure 5.3: Accident probability by location on the road network 
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5.5 Chapter Summary 
Initial variable selection and goodness of fit testing identified that some of the independent variables 
had a stronger relationship at predicting where BMV accidents occurred compared others, most 
notably the presence of cycle lanes, intersections and traffic volumes. The logistic model undertaken 
provided to be a good fit, correctly predicting 58.8% of the control locations and 95% of the case 
locations. 
The logistic model identified that the probability of a BMV accident increases with the presence of 
intersections, high traffic volumes, driveways and School zones but decreases in locations where on 
road cycle lanes are present. These findings reflect similar trends relating to accident causes 
identified in previous research and suggest that despite geographical differences, it is fundamentally 
the same characteristics present in cities throughout the world that need to be addressed to 
encourage more people to consider riding a bicycle. 
The maps presented at the conclusion of this chapter represent bicycle-motor vehicle accident 
probabilities across Christchurch city and identify areas of the road network which require attention 
by decision makers to better provide for bicycle users. 
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Chapter 6 
Conclusion  
This thesis focused on addressing whether there are common spatial characteristics in the road 
environment that contribute to where bicycle accidents occur. The relevance of this research can be 
found in the New Zealand Transport Agency’s 2014/15 research framework through the research 
theme of ‘Safer Journeys’. Furthermore, both the Technical University of Denmark (DTU) and the 
Institute for Road Safety Research (SWOV) in the Netherlands are undertaking similar research to 
that undertaken here.   
The selected method for this research, the use of a case-control study, is a new advancement in the 
field of bicycle accident research, with this being the first such study in Australasia that the author is 
aware of and only the second such piece of research globally.  
Through the use of a bionomical logistic regression model this research identified that the probability 
of being involved in a bicycle-motor vehicle (BMV) accident increases when specific characteristics 
are present and decreases with the presence of on road cycle lanes. Of the characteristics identified 
as being significant, accident probability is highest at intersections with all types of intersections 
having an accident probability in the region of 90% compared to non-intersection locations. In 
addition to intersections, accident probability increases with the presence of high traffic volumes 
(50%), school zones (61%) and driveways (84%). 
The findings of this research are in line with previous research in the field of bicycle safety analysis 
and demonstrate that the findings of the prior research are applicable to a local context, with 
particular regards to increased accident probability due to the presence of intersections and high 
traffic volume.  
In providing for bicycle users in an urban context this research doesn’t advocate for a specific type of 
bicycle infrastructure over others. Instead, the guidance of Schepers (2013) should be applied, that  
rather than considering how effective certain types of infrastructure are at providing for bicycle 
riders, more attention needs to focused on how the design of infrastructure influences bicycle safety. 
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6.1 Recommendations for further research 
The focus of this research was to identify what infrastructure characteristics contributed to where 
BMV accidents occur. As the logistic regression model was only able to correctly explain 58.8% of the 
accident locations, this suggests that more research is required to identify what factors contribute to 
the remaining uncertainty around the cause of bicycle accidents.  
As mentioned in chapter 5, the analysis undertaken in this research was undertaken based upon the 
presumption that bicycle users select the shortest route to travel from the origin to their destination. 
Future research could further expand on this by basing the analysis on bicycle users selecting routes 
according to different preferences such as the use of quiet roads or routes predominantly using 
segregated bicycle facilities.   
With regards to infrastructure characteristics, the list of those included in this research is by no 
means exhaustive. For example, future research could focus on a series of matched case-control 
studies to evaluate the impact that characteristics such as road curvature, advanced stop boxes at 
intersections, the presence of on street parking etc have on BMV accidents.  
In addition to those characteristics listed above, future research could also focus on identifying how 
significant environmental conditions (such as rain, direct sunlight, darkness) or driver behaviour are 
in contributing to where BMV accidents occur.  
6.2 The contribution of this research to the field of accident research 
The use of a case-control study to predict the likelihood of bicycle accidents due to the presence/ 
absence of certain characteristics is a new concept in the field of accident research; therefore this 
research demonstrates the capabilities and weaknesses of this emerging research method.  
In addition, as the majority of research into the causation of bicycle accidents is primarily from a 
European context, this research has been able to identify whether or not the accident causes 
identified in this literature are applicable to the Australian and New Zealand context.  
This research also contributed by accurately identifying those characteristics present in the road 
environment that contribute to where bicycle accidents are likely to occur, along with the accident 
probability associated with each characteristic. Although the risk posed by these characteristics has 
been identified previously, the majority of this research was of a European context and therefore it 
was uncertain if these findings were applicable to the local context. 
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Appendix A  
Data sources 
The data used for this research was downloaded from the following sources under a Creative 
Commons 3.0 license, under this license the user is free to share and adapt the original data for their 
own use.  
Data sources/ content owners: 
New Zealand Transport Agency: Downloaded from the following website under a Creative Commons 
3.0 licence. 
New Zealand Transport Agency. (2014). Crash data for all of New Zealand 2000 onwards. Retrieved 
from: https://www.nzta.govt.nz/resources/crash-analysis-system-data/ 
Environment Canterbury: Downloaded from the following website under a Creative Commons 3.0 
license. 
Environment Canterbury. (2015). Canterbury Maps Advanced Viewer. Retrieved from: 
http://www.canterburymaps.govt.nz/AdvancedViewer/ 
Canterbury Earthquake Recovery Authority: Downloaded from the following website under a 
Creative Commons 3.0 license. 
Canterbury Earthquake Recovery Authority. (2011). CERA/Christchurch_Aerial_20110224. Retrieved 
from: https://data.govt.nz/dataset/show/3090 
Christchurch City Council: Downloaded from the following website under a Creative Commons 3.0 
licence. 
Christchurch City Council. (n.d). vwStreetCentreLine_Line (gis layer). 
Christchurch City Council. (n.d). drvRoadIntersection_Point (gis layer). 
Christchurch City Council. (2011). Christchurch City Register of Speed Limits 2011. Retrieved from: 
http://resources.ccc.govt.nz/files/AllCommsStuff/CHRISTCHURCHCITYCOUNCILREGISTEROFSPE
EDLIMITS2011.pdf 
Christchurch City Council. (2012). Road level classification list. Retrieved: 
http://resources.ccc.govt.nz/files/roadlevelclassificationlist.pdf 
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Koordinates: Downloaded from the following website under a Creative Commons 3.0 license. 
Zenbu. (2008). NZ Schools. Retrieved from: https://koordinates.com/layer/243-nz-schools/ 
Land Information New Zealand. (2007). NZ Road Centrelines (Topo 1:50K). Retrieved from: 
https://koordinates.com/layer/40-nz-road-centrelines-topo-150k/ 
Oliver and Co. (2006). Christchurch/Canterbury Address Points. Retrieved from: 
https://koordinates.com/layer/3162-christchurch-canterbury-address-points-feb-2011/
 85 
Appendix B 
Crash Analysis System data, the case variable 
Table A1.1 contains the CAS data which formed the control variable of this research. Some fields 
from this data have been removed leaving these data as they were before being imported into 
ArcMap to form the control variable. 
 86 
CRASH DATE Year 
CRASH 
DOW 
CRASH 
TIME 
JUNC 
TYPE 
TRAF 
CTRL SPD LIM FATAL SEVERE MINOR EASTING NORTHING 
14/08/2007 2007 Tue 725 T G 50 0 0 1 1565962 5178999 
 20/07/2007 2007 Fri 1700 D   50 0 0 0 1571167 5180403 
 18/07/2007 2007 Wed 1520     50 0 1 0 1571183 5180403 
 3/02/2007 2007 Sat 1045 X T 50 0 0 1 1570881 5180401 
 28/02/2007 2007 Wed 1556     50 0 0 1 1570010 5180398 
 24/11/2007 2007 Sat 1220     70 0 1 0 1570612 5166492 
 17/04/2007 2007 Tue 1350 T N 50 0 0 1 1571366 5180722 
 13/06/2007 2007 Wed 830 X G 50 0 0 0 1570102 5176156 
 1/03/2007 2007 Thu 1455   N 50 0 1 0 1568725 5177832 
 17/03/2007 2007 Sat 1550 X T 50 0 0 1 1571370 5181288 
 27/08/2007 2007 Mon 1600 T G 50 0 0 0 1570301 5181281 
 29/01/2007 2007 Mon 720 T T 60 0 0 1 1565780 5179229 
 31/01/2007 2007 Wed 1732 T S 60 0 0 1 1566156 5179281 
 28/02/2007 2007 Wed 1238 D N 50 0 0 0 1576671 5184596 
 3/04/2007 2007 Tue 1350 T S 60 0 0 1 1574090 5180428 
 4/06/2007 2007 Mon 2250 T G 50 0 0 1 1574049 5180400 
 10/12/2007 2007 Mon 914   N 50 0 1 0 1570336 5179935 
 20/04/2007 2007 Fri 1310 T G 60 0 0 1 1574124 5180485 
 20/07/2007 2007 Fri 820     50 0 0 1 1572143 5179925 
 16/10/2007 2007 Tue 1920     50 0 0 1 1572564 5179933 
 16/09/2007 2007 Sun 1000 T G 50 0 0 1 1572158 5176619 
 3/01/2007 2007 Wed 1220 T G 50 0 0 1 1567856 5180053 
 14/03/2007 2007 Wed 1731 D N 50 0 1 0 1567907 5179592 
 7/07/2007 2007 Sat 1540 T T 50 0 0 0 1570647 5178770 
 26/11/2007 2007 Mon 1800 T N 50 0 0 0 1570646 5178989 
 18/01/2007 2007 Thu 1730 T G 50 0 0 0 1570661 5177876 
 25/05/2007 2007 Fri 954   N 50 0 0 0 1570641 5179814 
 5/12/2007 2007 Wed 1353   N 50 0 0 1 1570643 5179471 
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14/09/2007 2007 Fri 1732 X T 50 0 0 1 1570648 5178636 
 5/03/2007 2007 Mon 1725 X S 50 0 0 1 1570083 5183654 
 12/12/2007 2007 Wed 925 R G 50 0 0 1 1570510 5176095 
 25/01/2007 2007 Thu 1430 X S 50 0 0 1 1570155 5175031 
 27/12/2007 2007 Thu 1355 T S 50 0 0 1 1571845 5182113 
 11/12/2007 2007 Tue 1515 D   50 0 0 0 1572703 5180108 
 20/09/2007 2007 Thu 1550 D N 50 0 0 1 1567869 5181398 
 3/08/2007 2007 Fri 1155 X T 50 0 0 1 1567769 5181400 
 5/12/2007 2007 Wed 1721 D N 50 0 0 1 1571792 5179340 
 2/10/2007 2007 Tue 1750 X T 50 0 0 1 1571761 5179351 
 15/10/2007 2007 Mon 930 T G 50 0 1 0 1576222 5177173 
 26/06/2007 2007 Tue 1650 T N 50 0 0 1 1572380 5179144 
 25/07/2007 2007 Wed 2008 T S 50 0 0 1 1574351 5178161 
 15/07/2007 2007 Sun 1130 D N 50 0 0 1 1576114 5177198 
 9/03/2007 2007 Fri 1820 T G 50 0 0 1 1573437 5178624 
 14/04/2007 2007 Sat 1453 T S 50 0 0 1 1574498 5178055 
 30/03/2007 2007 Fri 555 X S 80 0 0 1 1566822 5186722 
 18/07/2007 2007 Wed 1328   N 50 0 0 1 1570081 5180275 
 8/05/2007 2007 Tue 848 T G 50 0 1 0 1566210 5183112 
 17/05/2007 2007 Thu 1758 D N 50 0 0 1 1569973 5174965 
 11/12/2007 2007 Tue 815 X T 50 0 0 1 1569802 5179703 
 24/07/2007 2007 Tue 855   N 50 0 0 1 1569631 5179562 
 3/02/2007 2007 Sat 1609     50 0 0 0 1564617 5174489 
 12/05/2007 2007 Sat 1352 T G 50 0 2 0 1567789 5184261 
 1/11/2007 2007 Thu 1445 T G 70 0 1 0 1565114 5185704 
 30/09/2007 2007 Sun 1055 T G 70 0 0 1 1565114 5185704 
 11/05/2007 2007 Fri 808     50 0 0 1 1570295 5180034 
 1/03/2007 2007 Thu 918 T G 50 0 0 2 1571834 5183486 
 13/11/2007 2007 Tue 1730 T N 50 0 0 1 1566796 5180544 
 15/05/2007 2007 Tue 1110 T G 50 0 0 1 1566026 5180568 
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14/06/2007 2007 Thu 910 T N 50 0 0 1 1571715 5169876 
 5/03/2007 2007 Mon 810 T G 50 0 0 1 1567363 5180790 
 1/07/2007 2007 Sun 1445 T N 50 0 0 0 1565480 5172904 
 5/03/2007 2007 Mon 1845     50 0 1 0 1577165 5183691 
 27/08/2007 2007 Mon 751 T N 50 0 0 0 1568800 5178880 
 12/02/2007 2007 Mon 1620 T N 50 0 0 1 1568800 5178880 
 23/02/2007 2007 Fri 1633     50 0 1 0 1568228 5178399 
 19/01/2007 2007 Fri 605 X S 50 0 0 1 1574998 5178746 
 2/09/2007 2007 Sun 923 X G 50 0 0 2 1573261 5180181 
 23/05/2007 2007 Wed 1137 T G 50 0 0 1 1565566 5178677 
 23/04/2007 2007 Mon 1307 D N 50 0 0 0 1568903 5176282 
 15/10/2007 2007 Mon 1915 T G 50 0 1 0 1564286 5181686 
 24/12/2007 2007 Mon 1000     50 0 1 1 1578711 5176964 
 19/01/2007 2007 Fri 1753     50 0 0 1 1579722 5176480 
 30/01/2007 2007 Tue 720 T G 50 0 1 0 1577167 5177452 
 22/10/2007 2007 Mon 735 X S 50 0 0 1 1572070 5179169 
 31/10/2007 2007 Wed 1730     50 0 0 0 1570839 5179167 
 3/02/2007 2007 Sat 1537     50 0 0 1 1570595 5179145 
 15/06/2007 2007 Fri 803     50 0 0 1 1574556 5183588 
 20/01/2007 2007 Sat 1350 R G 50 0 0 1 1577494 5182614 
 5/09/2007 2007 Wed 800 R G 50 0 1 0 1576388 5183261 
 27/06/2007 2007 Wed 952 D N 50 0 0 1 1564887 5174721 
 29/06/2007 2007 Fri 645 T G 50 0 0 1 1568194 5182484 
 9/05/2007 2007 Wed 830 T G 50 0 0 0 1571215 5177162 
 25/10/2007 2007 Thu 1900 T S 50 0 0 1 1573106 5177595 
 21/12/2007 2007 Fri 1101 T N 50 0 0 1 1571311 5182107 
 17/10/2007 2007 Wed 810 X T 50 0 0 0 1575895 5181700 
 18/06/2007 2007 Mon 730 T G 50 0 0 0 1574880 5181006 
 19/11/2007 2007 Mon 1201 X S 50 0 0 1 1577307 5182508 
 8/02/2007 2007 Thu 1253 D   50 0 0 1 1573913 5180199 
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28/02/2007 2007 Wed 
 
    50 0 0 1 1568387 5183780 
 5/03/2007 2007 Mon 810 T G 50 0 0 1 1569005 5182866 
 5/12/2007 2007 Wed 1743 T N 50 0 0 1 1569570 5181975 
 16/12/2007 2007 Sun 1000 D N 50 0 1 0 1575921 5171446 
 20/06/2007 2007 Wed 650 T N 50 0 0 1 1565195 5180350 
 13/10/2007 2007 Sat 1035 T N 50 0 0 1 1565195 5180350 
 9/03/2007 2007 Fri 825 D N 50 0 0 1 1570416 5180761 
 3/02/2007 2007 Sat 1352 D N 50 0 0 0 1568051 5180118 
 8/11/2007 2007 Thu 1740 T N 50 0 0 1 1567847 5180468 
 17/03/2007 2007 Sat 1212     50 0 0 1 1569523 5179814 
 19/02/2007 2007 Mon 1530 X T 50 0 0 1 1567834 5180294 
 16/03/2007 2007 Fri 1050     50 0 0 1 1567603 5180268 
 1/08/2007 2007 Wed 1545     50 0 0 1 1567543 5180261 
 24/07/2007 2007 Tue 2032 T G 50 0 0 0 1566159 5180106 
 31/10/2007 2007 Wed 715 T T 50 0 0 1 1565555 5180037 
 23/10/2007 2007 Tue 1440 D N 50 0 0 1 1565824 5180069 
 8/08/2007 2007 Wed 1645 T G 50 0 0 0 1568029 5180317 
 7/09/2007 2007 Fri 1335 T G 50 0 0 1 1568029 5180317 
 17/11/2007 2007 Sat 1120 D N 50 0 0 1 1565800 5180066 
 1/11/2007 2007 Thu 1500 T T 50 0 1 1 1565601 5180043 
 4/03/2007 2007 Sun 1035     50 0 1 0 1579467 5178438 
 2/08/2007 2007 Thu 2002 D   50 0 0 1 1569910 5179901 
 23/10/2007 2007 Tue 1845 T G 50 0 0 1 1568591 5181973 
 31/01/2007 2007 Wed 800 D   50 0 0 1 1570177 5180881 
 5/02/2007 2007 Mon 1600 D   50 0 0 1 1567157 5185592 
 18/01/2007 2007 Thu 655 X T 50 0 0 1 1572749 5182709 
 20/12/2007 2007 Thu 1018 D   50 0 0 1 1570300 5181969 
 3/05/2007 2007 Thu 1527 T N 50 0 1 0 1570100 5182546 
 15/03/2007 2007 Thu 800 T G 50 0 0 1 1570095 5182543 
 17/10/2007 2007 Wed 1500 D N 50 0 0 1 1571473 5179557 
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19/01/2007 2007 Fri 1700 D N 50 0 0 1 1574693 5184593 
 27/04/2007 2007 Fri 1625 X T 50 0 0 1 1572290 5180188 
 13/09/2007 2007 Thu 2006 T G 50 0 0 0 1568194 5182484 
 4/07/2007 2007 Wed 1402 T N 50 0 0 0 1574781 5183727 
 11/02/2007 2007 Sun 1240 D   50 0 0 1 1562151 5178261 
 11/05/2007 2007 Fri 1630     50 0 0 1 1568330 5185472 
 10/12/2007 2007 Mon 835     50 0 0 0 1565358 5182197 
 26/02/2007 2007 Mon 2010 D N 50 0 0 1 1565133 5182526 
 12/12/2007 2007 Wed 2012     50 0 0 1 1567151 5183203 
 30/08/2007 2007 Thu 2054 T N 50 0 1 0 1566084 5183864 
 15/08/2007 2007 Wed 1742 T N 50 0 0 1 1580299 5174605 
 5/12/2007 2007 Wed 1715 D   50 0 0 0 1566619 5179657 
 19/10/2007 2007 Fri 1650 D N 50 0 0 0 1568388 5178567 
 13/09/2007 2007 Thu 1538 D N 50 0 0 1 1573495 5180442 
 17/11/2007 2007 Sat 1850 X T 60 0 0 1 1562348 5181295 
 9/08/2007 2007 Thu 1710 D   50 0 0 1 1573341 5177531 
 23/06/2007 2007 Sat 1100 X T 50 0 0 0 1569946 5178309 
 12/10/2007 2007 Fri 1500     70 0 1 0 1565941 5178324 
 20/11/2007 2007 Tue 1645 T G 50 0 0 1 1563912 5180649 
 31/07/2007 2007 Tue 654 T G 60 0 0 0 1563491 5180824 
 19/10/2007 2007 Fri 1605     60 0 0 1 1562959 5181042 
 19/11/2007 2007 Mon 1640     60 0 0 1 1569207 5187442 
 5/12/2007 2007 Wed 959     60 1 0 0 1569060 5186827 
 5/06/2007 2007 Tue 815 R G 80 0 0 0 1572036 5184706 
 20/10/2007 2007 Sat 1215 T G 50 0 0 1 1575060 5184434 
 20/12/2007 2007 Thu 757 X T 50 0 0 1 1574733 5177887 
 7/06/2007 2007 Thu 930 T S 50 0 0 2 1574758 5175773 
 13/06/2008 2008 Fri 1239 T N 50 0 0 1 1571853 5183774 
 19/03/2008 2008 Wed 843 D N 50 0 0 1 1569941 5179118 
 2/04/2008 2008 Wed 1510 D N 50 0 0 0 1576165 5180998 
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20/08/2008 2008 Wed 1500 D N 50 0 0 1 1571655 5180406 
 28/05/2008 2008 Wed 835 T N 50 0 0 2 1573673 5181210 
 25/02/2008 2008 Mon 720 T N 50 0 0 0 1568730 5177826 
 25/05/2008 2008 Sun 915   N 50 0 0 2 1568785 5177758 
 11/06/2008 2008 Wed 1008 X T 60 0 0 1 1568511 5178301 
 4/11/2008 2008 Tue 1550 D T 50 0 0 2 1570144 5181280 
 7/02/2008 2008 Thu 735 T T 60 0 0 1 1565780 5179229 
 24/02/2008 2008 Sun 1645 X T 60 0 0 1 1567930 5179477 
 8/03/2008 2008 Sat 800 X T 50 0 0 1 1567930 5179477 
 4/07/2008 2008 Fri 855 X T 60 0 0 1 1568240 5179485 
 31/08/2008 2008 Sun 935   N 50 0 0 0 1576559 5183528 
 10/07/2008 2008 Thu 1128 T G 50 0 0 1 1569577 5175904 
 10/10/2008 2008 Fri 1100 R G 50 0 0 1 1570127 5176126 
 17/07/2008 2008 Thu 1400 M S 50 0 0 1 1572879 5176663 
 9/03/2008 2008 Sun 1225     50 0 0 1 1570549 5176071 
 1/05/2008 2008 Thu 1030     50 0 0 1 1572566 5176533 
 19/10/2008 2008 Sun 1350     50 0 0 0 1572823 5176640 
 1/04/2008 2008 Tue 730 X G 50 0 1 0 1574757 5175782 
 11/03/2008 2008 Tue 1915 T N 50 0 1 0 1580657 5175405 
 5/02/2008 2008 Tue 1820 X T 50 0 0 1 1570632 5181272 
 22/02/2008 2008 Fri 1710   N 50 0 0 1 1570648 5178526 
 21/10/2008 2008 Tue 822 D N 50 0 0 1 1570668 5177424 
 14/05/2008 2008 Wed 1840 T T 50 0 0 0 1570671 5177155 
 24/05/2008 2008 Sat 927 T N 50 0 0 1 1567197 5183873 
 26/06/2008 2008 Thu 845 D N 50 0 0 1 1567829 5176780 
 31/10/2008 2008 Fri 1054     50 0 1 0 1570406 5178523 
 27/02/2008 2008 Wed 1745     50 0 0 1 1570399 5179570 
 18/11/2008 2008 Tue 850 T N 50 0 0 1 1567883 5181396 
 1/12/2008 2008 Mon 820     50 0 0 1 1573035 5178833 
 15/04/2008 2008 Tue 1500     50 0 1 0 1572516 5179098 
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7/02/2008 2008 Thu 628 T G 50 0 0 1 1573072 5178814 
 16/10/2008 2008 Thu 1723 T N 50 0 0 1 1572309 5179168 
 20/04/2008 2008 Sun 735 T N 50 0 0 0 1572717 5178997 
 27/08/2008 2008 Wed 1728 D N 50 0 0 1 1575887 5177253 
 21/10/2008 2008 Tue 1530     50 0 0 1 1570693 5176934 
 14/08/2008 2008 Thu 1559 X T 50 0 0 1 1571770 5179922 
 21/05/2008 2008 Wed 2230 T G 50 0 0 1 1571510 5181857 
 23/04/2008 2008 Wed 1730 D N 50 0 0 0 1571800 5178177 
 15/06/2008 2008 Sun 1544 T G 60 0 1 0 1566429 5185059 
 30/04/2008 2008 Wed 655     50 0 0 1 1567096 5184671 
 27/10/2008 2008 Mon 905     50 0 0 1 1568514 5183232 
 29/09/2008 2008 Mon 1050 D N 50 0 1 0 1568784 5182276 
 20/10/2008 2008 Mon 1513 T N 50 0 0 1 1569112 5182497 
 14/03/2008 2008 Fri 900     50 0 0 0 1570933 5180038 
 14/03/2008 2008 Fri 1738     50 0 1 0 1570864 5180038 
 4/02/2008 2008 Mon 1715 X T 50 0 1 0 1570883 5180038 
 27/02/2008 2008 Wed 1404 T G 50 0 0 1 1576222 5177173 
 19/03/2008 2008 Wed 1711     50 0 0 1 1565972 5181411 
 9/04/2008 2008 Wed 850 X T 50 0 0 1 1569211 5182564 
 23/11/2008 2008 Sun 935 T G 50 0 0 1 1570097 5180639 
 6/11/2008 2008 Thu 805     50 0 0 1 1567053 5181119 
 13/08/2008 2008 Wed 1730 D N 50 0 1 0 1573088 5184117 
 10/03/2008 2008 Mon 850 T G 50 0 0 1 1571074 5180039 
 12/11/2008 2008 Wed 1655 D N 50 0 1 0 1570732 5179795 
 7/08/2008 2008 Thu 848 D N 50 0 1 0 1568907 5178968 
 16/08/2008 2008 Sat 1150 D N 50 0 0 0 1569103 5179127 
 30/10/2008 2008 Thu 800 D N 50 0 0 1 1568486 5178622 
 24/02/2008 2008 Sun 1513 X G 50 0 0 1 1573261 5180181 
 5/12/2008 2008 Fri 1535 X S 50 0 1 0 1568334 5177324 
 26/06/2008 2008 Thu 1056     50 0 1 0 1565961 5181375 
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5/08/2008 2008 Tue 1720 D N 50 0 0 1 1565247 5181683 
 18/08/2008 2008 Mon 806     50 0 0 1 1568415 5184160 
 25/11/2008 2008 Tue 1810 T T 50 0 0 0 1568697 5184563 
 20/10/2008 2008 Mon 855 D N 50 0 1 0 1578371 5177323 
 9/02/2008 2008 Sat 1405 T G 50 0 0 1 1579017 5176626 
 15/09/2008 2008 Mon 715 T G 50 0 0 1 1577167 5177452 
 6/03/2008 2008 Thu 900 T G 50 0 0 1 1578745 5176927 
 22/06/2008 2008 Sun 315     50 0 0 1 1570881 5180352 
 17/04/2008 2008 Thu 1510 T N 50 0 0 0 1570885 5179856 
 9/07/2008 2008 Wed 1408 X T 50 0 1 0 1572631 5184211 
 2/05/2008 2008 Fri 720 X T 50 0 0 1 1566113 5182175 
 7/07/2008 2008 Mon 1520 D N 50 0 0 1 1572788 5182712 
 20/11/2008 2008 Thu 1142     50 0 0 1 1570310 5179792 
 8/05/2008 2008 Thu 1627     50 0 0 0 1570417 5180196 
 11/07/2008 2008 Fri 2021     60 0 1 0 1574527 5180832 
 8/08/2008 2008 Fri 837 T N 50 0 0 1 1569809 5181524 
 21/02/2008 2008 Thu 635 T G 50 0 0 1 1569642 5181841 
 17/03/2008 2008 Mon 910 T G 50 0 0 1 1569844 5181033 
 20/05/2008 2008 Tue 1930 D N 50 0 0 1 1576283 5174791 
 28/10/2008 2008 Tue 810     50 0 0 1 1567621 5179281 
 27/05/2008 2008 Tue 1510 D N 50 0 0 1 1573255 5179070 
 28/02/2008 2008 Thu 1600 D N 50 0 0 1 1566209 5180112 
 23/10/2008 2008 Thu 1955     50 0 1 1 1567553 5180262 
 10/07/2008 2008 Thu 2030 T T 50 0 0 1 1567316 5180236 
 1/02/2008 2008 Fri 1441 T G 50 0 1 0 1567660 5180274 
 30/04/2008 2008 Wed 1731 T G 50 0 0 1 1567660 5180274 
 26/03/2008 2008 Wed 1738 X T 50 0 1 0 1567834 5180294 
 18/06/2008 2008 Wed 930 D N 50 0 1 0 1565621 5180046 
 8/05/2008 2008 Thu 1640     50 0 0 1 1567131 5180215 
 12/09/2008 2008 Fri 1605 T G 50 0 0 1 1565418 5180023 
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10/03/2008 2008 Mon 1835 X G 50 0 0 1 1579247 5179151 
 1/10/2008 2008 Wed 1710 D N 50 0 0 1 1569909 5180154 
 12/11/2008 2008 Wed 1640     50 0 0 0 1571111 5179336 
 6/01/2008 2008 Sun 1250 D N 50 0 0 1 1569336 5176253 
 29/08/2008 2008 Fri 1910 D N 50 0 0 1 1570333 5180882 
 18/03/2008 2008 Tue 1603     50 0 0 1 1561090 5178411 
 3/10/2008 2008 Fri 1745 X S 50 0 0 1 1570298 5182104 
 19/03/2008 2008 Wed 1951 T G 50 0 0 0 1562347 5177747 
 23/10/2008 2008 Thu 2202     50 0 0 1 1562835 5178124 
 20/11/2008 2008 Thu 1810 T N 50 0 0 1 1572036 5177532 
 21/05/2008 2008 Wed 848     50 0 0 1 1572289 5180270 
 1/01/2008 2008 Tue 1355 D N 50 0 0 0 1572290 5180188 
 8/06/2008 2008 Sun 915 D   50 0 0 1 1564442 5181261 
 20/08/2008 2008 Wed 825 D N 50 0 0 1 1574275 5184378 
 14/04/2008 2008 Mon 1531 D N 50 0 0 1 1567768 5181281 
 1/12/2008 2008 Mon 1617 D   50 0 1 0 1568207 5182476 
 20/02/2008 2008 Wed 810 D N 50 0 0 1 1573870 5178665 
 23/09/2008 2008 Tue 1640 X T 50 0 0 0 1570642 5179674 
 9/01/2008 2008 Wed 850 X T 50 0 0 1 1570398 5179672 
 2/11/2008 2008 Sun 1800 T N 50 0 0 0 1574919 5181309 
 26/06/2008 2008 Thu 1208 T N 50 0 1 0 1565548 5180520 
 16/09/2008 2008 Tue 745 T G 50 0 0 0 1576130 5183072 
 18/03/2008 2008 Tue 835 T G 50 0 0 1 1567564 5182906 
 18/08/2008 2008 Mon 1538     50 0 1 0 1568325 5181341 
 20/02/2008 2008 Wed 1657     50 0 0 1 1571459 5178773 
 30/05/2008 2008 Fri 1540 T N 50 0 0 1 1571171 5183268 
 12/03/2008 2008 Wed 1219     30 0 0 1 1570497 5180157 
 18/09/2008 2008 Thu 1109 X T 50 0 0 1 1570335 5180156 
 24/06/2008 2008 Tue 1925 D N 50 0 0 1 1570548 5178626 
 12/06/2008 2008 Thu 1445 X T 60 0 0 1 1571465 5178334 
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12/05/2008 2008 Mon 840     60 0 1 0 1571113 5178331 
 9/04/2008 2008 Wed 1715 X T 60 0 0 1 1569451 5178329 
 8/12/2008 2008 Mon 733 X G 60 0 0 1 1562348 5181294 
 2/12/2008 2008 Tue 1349     50 0 1 0 1565122 5179096 
 12/03/2008 2008 Wed 1603 X T 50 0 0 1 1565104 5180153 
 2/11/2008 2008 Sun 1345 T G 60 0 0 1 1563912 5180649 
 10/10/2008 2008 Fri 1714 T G 60 0 0 1 1569033 5186327 
 13/07/2008 2008 Sun 1020     80 0 0 2 1569492 5185201 
 28/03/2008 2008 Fri 1050 R G 70 0 0 1 1575920 5184348 
 28/07/2008 2008 Mon 843   N 70 0 0 1 1577413 5181283 
 23/05/2008 2008 Fri 1235 T G 70 0 0 1 1575693 5178802 
 14/10/2009 2009 Wed 845 T N 60 0 0 1 1573094 5179060 
 3/08/2009 2009 Mon 1610 T G 50 0 0 0 1569943 5178683 
 30/09/2009 2009 Wed 808 D N 50 0 0 1 1569941 5178968 
 4/03/2009 2009 Wed 832   N 50 0 1 0 1570413 5180398 
 22/09/2009 2009 Tue 835   N 50 0 0 1 1570413 5180398 
 29/01/2009 2009 Thu 858 D N 50 0 0 1 1570200 5180397 
 30/06/2009 2009 Tue 805 X G 50 0 0 1 1572555 5180803 
 2/09/2009 2009 Wed 1908     50 0 0 1 1572485 5180778 
 23/07/2009 2009 Thu 715     80 1 0 0 1563625 5176828 
 7/08/2009 2009 Fri 935   N 50 0 1 0 1569307 5177123 
 12/10/2009 2009 Mon 1939 X T 50 0 0 0 1571367 5181276 
 29/01/2009 2009 Thu 1225   N 50 0 0 1 1570057 5181280 
 7/04/2009 2009 Tue 800 X T 50 0 0 1 1569945 5181267 
 21/09/2009 2009 Mon 855 T S 60 0 0 0 1566156 5179281 
 9/11/2009 2009 Mon 805 T G 50 0 0 1 1567950 5183179 
 11/11/2009 2009 Wed 1743 T G 50 0 1 1 1576692 5185591 
 18/06/2009 2009 Thu 838 D N 50 0 0 1 1565919 5185100 
 17/12/2009 2009 Thu 1211 T T 50 0 0 0 1573827 5180133 
 22/08/2009 2009 Sat 1615 T G 50 0 0 1 1574087 5186132 
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12/06/2009 2009 Fri 1624 X T 50 0 0 1 1571127 5179919 
 23/10/2009 2009 Fri 1209 X T 50 0 0 1 1571127 5179919 
 24/03/2009 2009 Tue 818 D N 50 0 0 1 1568495 5175296 
 15/12/2009 2009 Tue 1728 X G 50 0 1 0 1579134 5179364 
 2/06/2009 2009 Tue 1815 D N 30 0 0 1 1570738 5180157 
 2/09/2009 2009 Wed 715 T G 50 0 0 1 1570968 5175774 
 10/10/2009 2009 Sat 1006     50 0 1 0 1572832 5176643 
 28/03/2009 2009 Sat 903 M S 50 0 1 0 1572879 5176663 
 22/02/2009 2009 Sun 1438 M S 50 0 1 0 1572879 5176663 
 30/03/2009 2009 Mon 1715 T G 50 0 0 0 1570654 5178182 
 26/11/2009 2009 Thu 1715   N 50 0 0 1 1570636 5180506 
 2/10/2009 2009 Fri 1330   N 50 0 0 1 1570649 5178435 
 23/06/2009 2009 Tue 858   N 50 0 0 1 1570642 5179649 
 8/07/2009 2009 Wed 738     50 0 0 1 1570648 5178546 
 20/07/2009 2009 Mon 1230 X T 50 0 0 1 1570648 5178627 
 21/01/2009 2009 Wed 1912 D N 50 0 1 0 1570764 5182546 
 22/03/2009 2009 Sun 1145 X S 50 0 0 1 1570154 5175030 
 10/09/2009 2009 Thu 1730   N 50 0 0 1 1571755 5182111 
 30/09/2009 2009 Wed 813 T N 50 0 0 1 1572185 5183491 
 1/02/2009 2009 Sun 1424 X T 50 0 0 1 1567770 5181413 
 1/04/2009 2009 Wed 850 T G 50 0 0 1 1572682 5179014 
 6/04/2009 2009 Mon 805 D N 50 0 1 0 1571840 5179324 
 24/07/2009 2009 Fri 1630 D N 50 0 0 1 1572108 5179235 
 18/07/2009 2009 Sat 1658 T G 50 0 0 1 1573437 5178624 
 25/05/2009 2009 Mon 2340 T G 50 0 0 0 1574498 5178055 
 10/08/2009 2009 Mon 1837     50 0 0 0 1575400 5177394 
 24/03/2009 2009 Tue 1600 X T 50 0 1 0 1568418 5182111 
 29/04/2009 2009 Wed 1210   N 50 0 1 0 1564071 5179351 
 1/05/2009 2009 Fri 858 T G 50 0 0 1 1566210 5183113 
 1/03/2009 2009 Sun 1820     50 0 0 1 1569400 5179372 
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4/10/2009 2009 Sun 1345 R G 50 0 0 0 1566702 5184913 
 15/12/2009 2009 Tue 1800     50 0 0 0 1570674 5178182 
 12/02/2009 2009 Thu 1645 T G 50 0 0 1 1577583 5182740 
 3/12/2009 2009 Thu 1900 T N 50 0 0 1 1571074 5180039 
 2/04/2009 2009 Thu 740   N 50 0 0 1 1570092 5180033 
 3/06/2009 2009 Wed 1622 X S 50 0 1 0 1568370 5180599 
 3/03/2009 2009 Tue 1720 T N 50 0 0 1 1571630 5180649 
 1/02/2009 2009 Sun 1626 D N 50 0 0 1 1573667 5183585 
 17/06/2009 2009 Wed 818     50 0 0 1 1567352 5180850 
 21/10/2009 2009 Wed 726 T G 50 0 0 1 1574352 5183657 
 30/12/2009 2009 Wed 1200 X T 50 0 0 1 1573589 5179884 
 20/09/2009 2009 Sun 1037 D N 60 0 0 1 1575950 5178037 
 13/10/2009 2009 Tue 2029     60 0 0 1 1574467 5179153 
 27/03/2009 2009 Fri 1524 X T 50 0 0 1 1574571 5179046 
 17/04/2009 2009 Fri 1545     50 0 0 0 1568704 5176873 
 3/08/2009 2009 Mon 1730 X T 50 0 0 1 1571122 5180524 
 9/02/2009 2009 Mon 935 T G 50 0 0 1 1568646 5184492 
 16/02/2009 2009 Mon 1710 T N 50 0 0 0 1578888 5176775 
 2/01/2009 2009 Fri 1725     50 0 0 1 1580191 5176397 
 16/11/2009 2009 Mon 804 T S 50 0 1 0 1577258 5177443 
 9/01/2009 2009 Fri 745 M G 50 0 0 1 1576560 5177136 
 9/02/2009 2009 Mon 1313 T N 50 0 1 0 1570885 5179856 
 17/12/2009 2009 Thu 1831     50 0 0 1 1567433 5179162 
 12/10/2009 2009 Mon 1405 X T 50 0 1 0 1565717 5182514 
 28/02/2009 2009 Sat 1000 R G 50 0 0 0 1564651 5182451 
 4/07/2009 2009 Sat 1530 X T 50 0 0 1 1569316 5177111 
 14/03/2009 2009 Sat 1234   N 50 0 0 2 1570156 5179362 
 13/07/2009 2009 Mon 806 X T 50 0 0 1 1570400 5179151 
 9/02/2009 2009 Mon 1052     50 0 0 1 1569335 5179157 
 2/01/2009 2009 Fri 1218 D N 50 0 1 0 1580463 5175978 
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21/02/2009 2009 Sat 1435 T N 50 0 1 0 1572778 5182711 
 8/07/2009 2009 Wed 1745     50 0 0 1 1572909 5177714 
 16/07/2009 2009 Thu 1646     50 0 0 1 1572632 5178844 
 26/02/2009 2009 Thu 741 T G 60 0 0 1 1574551 5180857 
 5/03/2009 2009 Thu 1520 D N 50 0 1 0 1569374 5182323 
 29/05/2009 2009 Fri 1655 D N 50 0 0 1 1568489 5183629 
 27/04/2009 2009 Mon 835 T N 50 0 0 0 1568432 5183712 
 11/03/2009 2009 Wed 815     50 0 0 1 1565481 5180931 
 4/06/2009 2009 Thu 1700 X G 50 0 0 1 1578770 5180341 
 20/11/2009 2009 Fri 2000 T G 50 0 0 0 1576587 5182096 
 23/11/2009 2009 Mon 1145 T G 80 0 0 1 1573750 5186392 
 14/09/2009 2009 Mon 1740 T S 50 0 0 1 1573149 5181198 
 2/04/2009 2009 Thu 1957 T T 50 0 0 1 1566609 5180157 
 23/01/2009 2009 Fri 827 R G 50 0 0 1 1568657 5180386 
 14/05/2009 2009 Thu 1040 R G 50 0 0 0 1568658 5180386 
 14/10/2009 2009 Wed 1840 D N 50 0 0 0 1565468 5180028 
 4/12/2009 2009 Fri 1624 T G 50 0 0 1 1567018 5180203 
 23/03/2009 2009 Mon 1725     50 0 0 0 1569907 5180378 
 10/03/2009 2009 Tue 1519 X S 50 0 0 1 1569652 5183359 
 8/05/2009 2009 Fri 530 D N 50 0 1 0 1561334 5178287 
 8/01/2009 2009 Thu 1511     50 0 0 1 1572599 5182708 
 12/11/2009 2009 Thu 1811 T G 50 0 0 2 1568082 5178946 
 24/06/2009 2009 Wed 1020 R G 70 0 0 1 1566924 5175765 
 2/04/2009 2009 Thu 825 T G 50 0 0 1 1571228 5179556 
 11/03/2009 2009 Wed 1940 D N 50 0 0 0 1575285 5179069 
 24/07/2009 2009 Fri 1604 T G 50 0 0 1 1572231 5181283 
 19/04/2009 2009 Sun 1345     50 0 0 1 1578219 5181635 
 2/08/2009 2009 Sun 1853 T G 50 0 0 0 1565462 5181282 
 24/11/2009 2009 Tue 1515 T G 50 0 0 1 1565361 5182167 
 23/04/2009 2009 Thu 1050 T N 50 0 0 0 1571466 5178112 
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9/02/2009 2009 Mon 1430 T G 50 0 0 1 1568141 5178869 
 11/12/2009 2009 Fri 950 T S 50 0 0 1 1568006 5179324 
 21/04/2009 2009 Tue 1312 M T 50 0 0 1 1572280 5179177 
 11/03/2009 2009 Wed 1640 D N 50 0 0 1 1571686 5180164 
 4/03/2009 2009 Wed 1625     50 0 0 1 1570456 5178626 
 25/07/2009 2009 Sat 1525 T G 60 0 0 1 1564575 5180379 
 27/04/2009 2009 Mon 725 D N 60 0 1 0 1568988 5185499 
 17/02/2009 2009 Tue 503 X T 50 0 0 1 1568976 5185299 
 6/01/2009 2009 Tue 749 R G 80 0 0 0 1572589 5184748 
 26/09/2009 2009 Sat 1109 R G 50 0 0 1 1575051 5177614 
 16/06/2009 2009 Tue 803 X T 50 0 0 1 1574734 5177887 
 11/04/2003 2003 Fri 1645     50 0 0 1 1565455 5180027 
 18/10/2003 2003 Sat 1315 D   100 0 0 0 1561385 5175761 
 11/08/2003 2003 Mon 1445     50 0 1 1 1571054 5180282 
 14/04/2003 2003 Mon 1710     50 0 0 1 1567893 5184187 
 29/08/2003 2003 Fri 1210     50 0 0 0 1570784 5180037 
 5/03/2003 2003 Wed 945 X T 50 0 0 1 1570669 5177997 
 11/03/2003 2003 Tue 1725     50 0 0 1 1570886 5179655 
 26/04/2003 2003 Sat 1425 T G 50 0 0 1 1575387 5181268 
 1/12/2003 2003 Mon 1015     50 0 0 0 1569412 5182265 
 25/02/2003 2003 Tue 830     50 0 0 2 1572585 5180803 
 5/08/2003 2003 Tue 1810     50 0 0 1 1569736 5181663 
 24/01/2003 2003 Fri 1220 T N 50 0 0 1 1569007 5177487 
 24/10/2003 2003 Fri 800     50 0 0 1 1571108 5179576 
 6/11/2003 2003 Thu 730 X T 50 0 0 1 1565412 5181721 
 25/02/2003 2003 Tue 810     50 0 0 1 1571363 5181088 
 1/03/2003 2003 Sat 1900     50 0 0 1 1576698 5185376 
 18/02/2003 2003 Tue 1845     50 0 1 0 1569961 5177642 
 25/12/2003 2003 Thu 1645     50 0 0 1 1578304 5182224 
 18/02/2003 2003 Tue 1715 D N 50 0 0 1 1576832 5182237 
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27/02/2003 2003 Thu 830     50 0 0 1 1570856 5180401 
 7/10/2003 2003 Tue 900 X T 50 0 0 0 1571761 5179351 
 15/08/2003 2003 Fri 830 X G 50 0 1 0 1561686 5178743 
 17/09/2003 2003 Wed 1325 T N 50 0 0 1 1572280 5179178 
 4/10/2003 2003 Sat 2030 T N 50 0 0 0 1561834 5180478 
 11/12/2003 2003 Thu 825 T G 50 0 0 1 1575326 5177449 
 12/06/2003 2003 Thu 1930 X T 50 0 1 0 1573554 5181182 
 13/05/2003 2003 Tue 1050 T N 50 0 0 1 1570649 5178385 
 22/07/2003 2003 Tue 830 T N 50 0 0 1 1571236 5180648 
 23/12/2003 2003 Tue 1830 T N 50 0 0 1 1579696 5168206 
 6/04/2003 2003 Sun 1350 T N 30 0 0 0 1561653 5178751 
 7/06/2003 2003 Sat 1614 D N 50 0 1 0 1569857 5181434 
 11/02/2003 2003 Tue 1715 D   50 0 0 1 1570705 5182711 
 1/06/2003 2003 Sun 2350 D   50 0 1 0 1568298 5180347 
 12/02/2003 2003 Wed 1720 D   50 0 0 1 1570135 5179670 
 17/12/2003 2003 Wed 905 X T 50 0 0 1 1568418 5182110 
 8/04/2003 2003 Tue 1715 X S 50 0 0 1 1571117 5181854 
 6/10/2003 2003 Mon 805 T G 50 0 0 1 1574358 5180671 
 7/05/2003 2003 Wed 1940 X S 60 0 0 0 1563542 5178912 
 20/02/2003 2003 Thu 740 T T 60 0 0 1 1565780 5179229 
 20/02/2003 2003 Thu 1830 T N 50 0 0 0 1568268 5181779 
 3/12/2003 2003 Wed 1750 X T 50 0 0 1 1570646 5178868 
 26/09/2003 2003 Fri 1230 X S 50 0 0 1 1570241 5183403 
 14/05/2003 2003 Wed 2011 T G 50 0 0 1 1566279 5181356 
 8/05/2003 2003 Thu 1525 M G 50 0 0 1 1572219 5179198 
 6/06/2003 2003 Fri 1100 X T 50 0 0 0 1568418 5182110 
 31/10/2003 2003 Fri 1954 X T 50 0 0 1 1571840 5182701 
 23/12/2003 2003 Tue 2005 T T 50 0 0 1 1568697 5184563 
 20/01/2003 2003 Mon 1000 T G 50 0 0 1 1578888 5176775 
 14/02/2003 2003 Fri 1701 T G 50 0 0 1 1564509 5179608 
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28/05/2003 2003 Wed 1630 T S 50 0 1 0 1573106 5177595 
 14/07/2003 2003 Mon 1220 T T 50 0 0 1 1569486 5182134 
 6/03/2003 2003 Thu 1900 D N 50 0 0 1 1569380 5182315 
 3/04/2003 2003 Thu 1500 R G 50 0 0 0 1568658 5180387 
 18/12/2003 2003 Thu 820 X S 50 0 0 0 1572070 5179169 
 8/09/2003 2003 Mon 910 T G 50 0 0 1 1564234 5183337 
 23/01/2003 2003 Thu 1735 T G 50 0 1 0 1569431 5179397 
 7/11/2003 2003 Fri 1530 T G 50 0 1 0 1569771 5182524 
 27/08/2003 2003 Wed 730 T G 50 0 0 0 1568095 5178306 
 14/05/2003 2003 Wed 830 R G 50 0 0 1 1572470 5178012 
 17/02/2003 2003 Mon 820 T G 50 0 0 1 1571896 5176787 
 1/05/2003 2003 Thu 1600 T G 50 0 1 0 1572289 5180411 
 19/06/2003 2003 Thu 1030 T G 50 0 0 0 1565564 5180375 
 23/10/2003 2003 Thu 740 X G 50 0 1 0 1570692 5182942 
 24/11/2003 2003 Mon 812 T G 50 0 0 0 1568230 5186925 
 20/06/2003 2003 Fri 1640 T G 50 0 0 1 1568188 5178382 
 12/05/2003 2003 Mon 840 T G 50 0 0 0 1568397 5180358 
 5/11/2003 2003 Wed 1625 X S 50 0 0 1 1569863 5186463 
 6/01/2003 2003 Mon 1745 D N 50 0 0 2 1574668 5184146 
 17/10/2003 2003 Fri 645 D N 50 0 0 0 1571467 5177974 
 1/09/2003 2003 Mon 1140 D   50 0 0 1 1571360 5181288 
 12/09/2003 2003 Fri 1320 T G 50 0 0 1 1573954 5183009 
 12/11/2003 2003 Wed 1400 X T 50 0 0 1 1571770 5179923 
 7/06/2003 2003 Sat 1355 D   50 0 0 1 1567889 5182272 
 15/04/2003 2003 Tue 1150 T G 50 0 0 1 1571773 5179416 
 19/03/2003 2003 Wed 1601 X T 50 0 0 1 1570150 5180398 
 25/09/2003 2003 Thu 1645 T G 50 0 0 0 1568923 5178979 
 27/05/2003 2003 Tue 715 T G 60 0 0 1 1569112 5187265 
 12/06/2003 2003 Thu 2015 R G 50 0 0 1 1568668 5179535 
 19/08/2003 2003 Tue 820 D N 50 0 0 1 1565130 5178635 
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31/12/2003 2003 Wed 1315     50 0 0 1 1570643 5179392 
 18/08/2003 2003 Mon 815 D N 50 0 0 2 1564590 5179667 
 3/06/2003 2003 Tue 1740 X S 50 0 1 0 1571134 5178510 
 9/04/2003 2003 Wed 813 T G 50 0 0 1 1576293 5177156 
 3/02/2003 2003 Mon      X T 50 0 0 1 1568401 5178543 
 31/03/2003 2003 Mon 1250     50 0 1 0 1567933 5180305 
 6/08/2003 2003 Wed 805     50 0 0 1 1568708 5178804 
 15/02/2003 2003 Sat 1100     50 0 0 0 1579146 5176402 
 17/09/2003 2003 Wed 850     50 0 0 1 1572286 5180878 
 26/10/2003 2003 Sun 1345 D   100 0 0 1 1597419 5151143 
 27/09/2003 2003 Sat 1705 X T 50 0 0 2 1576223 5183138 
 9/04/2003 2003 Wed 1850 T G 50 0 0 1 1580336 5176233 
 21/08/2003 2003 Thu 1100 D N 50 0 0 1 1573721 5177936 
 7/03/2005 2005 Mon 750 T G 50 0 0 0 1565962 5178999 
 7/03/2005 2005 Mon 1000     50 0 0 0 1569941 5179128 
 11/02/2005 2005 Fri 1545 X T 50 0 0 0 1569912 5179668 
 5/08/2005 2005 Fri 1131 D N 50 0 0 0 1570785 5180401 
 6/10/2005 2005 Thu 1841 X T 50 0 0 1 1572287 5180778 
 13/06/2005 2005 Mon 1755 T G 50 0 0 1 1573106 5177595 
 27/04/2005 2005 Wed 1550 T G 50 0 0 1 1569196 5177257 
 8/06/2005 2005 Wed 1450 D N 50 0 0 1 1569187 5177269 
 6/09/2005 2005 Tue 830   N 40 0 0 1 1575485 5182149 
 2/03/2005 2005 Wed 815 T N 50 0 0 1 1568641 5175317 
 24/02/2005 2005 Thu 1630 T G 30 0 0 2 1570738 5180157 
 6/02/2005 2005 Sun 1300 T G 50 0 0 1 1567856 5180053 
 6/07/2005 2005 Wed 640 X T 50 0 0 1 1566817 5181091 
 22/02/2005 2005 Tue 1050 D N 50 0 0 0 1570644 5179330 
 17/06/2005 2005 Fri 1230 T G 50 0 0 1 1570654 5178182 
 6/07/2005 2005 Wed 1400 X T 50 0 1 0 1570641 5179794 
 14/11/2005 2005 Mon 1528 T G 50 0 0 1 1570656 5178095 
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20/06/2005 2005 Mon 710 T N 50 0 0 0 1564226 5176163 
 10/02/2005 2005 Thu 1355     50 0 1 0 1569479 5178659 
 17/06/2005 2005 Fri 2045 D   50 0 0 1 1567059 5181490 
 28/11/2005 2005 Mon 1638 X T 50 0 0 0 1573004 5178848 
 29/09/2005 2005 Thu 1345 D N 50 0 0 1 1574335 5178172 
 8/07/2005 2005 Fri 804 X T 50 0 0 1 1574076 5178357 
 8/11/2005 2005 Tue 1245     50 0 0 2 1575120 5177603 
 29/04/2005 2005 Fri 720 D N 50 0 0 1 1569284 5177073 
 16/05/2005 2005 Mon 710 R G 50 0 1 0 1568020 5182000 
 2/02/2005 2005 Wed 730     50 0 0 1 1569958 5180274 
 23/02/2005 2005 Wed 815 D N 50 0 0 0 1574204 5185021 
 9/12/2005 2005 Fri 810 T G 50 0 0 1 1566855 5184144 
 1/05/2005 2005 Sun 1245 D N 50 0 0 1 1566879 5184808 
 12/10/2005 2005 Wed 1735 X T 50 0 0 1 1567141 5184652 
 19/05/2005 2005 Thu 640 D N 50 0 0 0 1571122 5178233 
 23/04/2005 2005 Sat 1945 R G 50 0 0 1 1577506 5182615 
 26/10/2005 2005 Wed 954     50 0 0 1 1570447 5180035 
 22/06/2005 2005 Wed 720 D N 50 0 0 0 1570059 5180033 
 3/11/2005 2005 Thu 1652 T S 50 0 0 1 1571844 5182113 
 28/04/2005 2005 Thu 1620 T N 50 0 0 1 1571844 5182384 
 13/08/2005 2005 Sat 1610     50 0 0 0 1572571 5176321 
 30/05/2005 2005 Mon 845 T G 50 0 0 0 1566026 5180568 
 22/04/2005 2005 Fri 750     50 0 1 0 1570903 5183708 
 8/06/2005 2005 Wed 1545 T G 50 0 0 1 1567363 5180790 
 26/03/2005 2005 Sat 840 D N 50 0 0 0 1567755 5180571 
 6/09/2005 2005 Tue 1618 T G 50 0 0 0 1577583 5182740 
 5/09/2005 2005 Mon 1725 D N 50 0 1 0 1570791 5179795 
 22/09/2005 2005 Thu 1720 T S 50 0 0 0 1568509 5178641 
 2/03/2005 2005 Wed 1524 T N 50 0 0 1 1573953 5179584 
 20/10/2005 2005 Thu 1500 T G 50 0 0 1 1568646 5184492 
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24/02/2005 2005 Thu 720 T G 50 0 2 1 1577258 5177443 
 17/12/2005 2005 Sat 1150 D N 50 0 0 1 1570888 5179429 
 22/08/2005 2005 Mon 815     50 0 0 1 1568183 5180211 
 28/06/2005 2005 Tue 1440 T G 50 0 0 1 1578682 5181142 
 9/11/2005 2005 Wed 756 D   50 0 1 0 1570499 5179164 
 6/09/2005 2005 Tue 720 T G 50 0 0 1 1573116 5182755 
 11/03/2005 2005 Fri 1610     50 0 0 1 1574573 5183596 
 19/12/2005 2005 Mon 1045     50 0 0 1 1569940 5179757 
 12/07/2005 2005 Tue 1220 D   50 0 1 0 1569902 5181349 
 27/01/2005 2005 Thu 1800 T S 50 0 0 1 1569466 5182171 
 18/11/2005 2005 Fri 1728     50 0 0 1 1569527 5182057 
 8/04/2005 2005 Fri 1740 T N 50 0 1 0 1573338 5176669 
 26/10/2005 2005 Wed 1245 T N 50 0 1 0 1569714 5186474 
 27/10/2005 2005 Thu 816 T N 50 0 0 1 1565024 5182357 
 6/05/2005 2005 Fri 1405 T G 50 0 0 0 1568169 5180332 
 13/10/2005 2005 Thu 1715 T T 50 0 0 0 1567316 5180236 
 7/11/2005 2005 Mon 1331 D   50 0 0 0 1568014 5180315 
 4/10/2005 2005 Tue 1730 D N 50 0 0 1 1567950 5180307 
 5/08/2005 2005 Fri 1450 T G 50 0 0 1 1568029 5180317 
 19/11/2005 2005 Sat 1745     50 0 0 1 1567864 5180297 
 9/12/2005 2005 Fri 1030 T T 50 0 0 1 1565601 5180043 
 1/04/2005 2005 Fri 1600 T G 50 0 0 1 1568918 5181456 
 31/10/2005 2005 Mon 1049 X S 50 0 0 1 1570399 5178867 
 17/03/2005 2005 Thu 830 D N 50 0 0 1 1569449 5178688 
 3/06/2005 2005 Fri 555 T N 70 0 0 0 1560601 5177368 
 29/11/2005 2005 Tue 1541 T G 50 0 0 0 1572289 5180411 
 28/07/2005 2005 Thu 1816 T G 50 0 0 0 1570644 5177244 
 11/08/2005 2005 Thu 1710 T N 50 0 0 1 1573363 5177791 
 9/11/2005 2005 Wed 1450 X S 50 0 0 1 1572262 5180987 
 7/03/2005 2005 Mon 1700 X T 50 0 1 0 1569912 5179668 
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25/02/2005 2005 Fri 1645     50 0 0 0 1570100 5180969 
 6/07/2005 2005 Wed 1328 D   50 0 0 1 1565660 5181454 
 4/05/2005 2005 Wed 820 T G 50 0 0 1 1565499 5180954 
 5/06/2005 2005 Sun 1230 T G 50 0 0 1 1574247 5181233 
 9/05/2005 2005 Mon 1530 T G 50 0 0 1 1565925 5183957 
 24/12/2005 2005 Sat 1940     50 0 0 1 1560881 5179013 
 14/10/2005 2005 Fri 927 T N 50 0 0 1 1568248 5178738 
 22/09/2005 2005 Thu 1045 T G 50 0 0 0 1573826 5180810 
 21/09/2005 2005 Wed 715     100 0 1 1 1565968 5178302 
 21/08/2005 2005 Sun 1730     60 0 0 1 1569050 5186647 
 25/05/2005 2005 Wed 810 D N 60 0 0 1 1569046 5186578 
 15/08/2005 2005 Mon 725 X T 50 0 1 0 1567100 5177492 
 12/03/2006 2006 Sun 1645 T T 50 0 0 1 1573266 5179428 
 24/04/2006 2006 Mon 1000     60 0 1 0 1568646 5178219 
 5/09/2006 2006 Tue 830 T N 50 0 0 0 1568731 5177825 
 13/05/2006 2006 Sat 1440 T G 50 0 1 0 1569193 5177261 
 12/11/2006 2006 Sun 1120 T G 50 0 0 1 1569199 5177254 
 21/05/2006 2006 Sun 940 X S 50 0 0 0 1569635 5176725 
 20/03/2006 2006 Mon 745 X G 50 0 0 1 1569765 5181277 
 19/04/2006 2006 Wed 1640 X T 50 0 0 1 1571120 5181287 
 22/09/2006 2006 Fri 1400 T S 60 0 1 0 1566157 5179269 
 10/10/2006 2006 Tue 846 X T 60 0 0 1 1567936 5179466 
 21/09/2006 2006 Thu 1755 T N 50 0 0 1 1575993 5181588 
 17/07/2006 2006 Mon 850 T N 60 0 0 1 1573970 5180296 
 6/04/2006 2006 Thu 830 T G 50 0 0 1 1571100 5178203 
 3/08/2006 2006 Thu 1820     50 0 0 0 1572357 5179931 
 5/11/2006 2006 Sun 1300 T N 50 0 0 1 1569937 5180518 
 10/08/2006 2006 Thu 830     50 0 1 0 1567867 5179954 
 9/05/2006 2006 Tue 845 T N 50 0 0 0 1573261 5179936 
 30/06/2006 2006 Fri 710 X T 50 0 0 1 1566896 5181525 
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21/04/2006 2006 Fri 1346 T G 50 0 0 1 1570648 5178506 
 5/02/2006 2006 Sun 1145 D N 50 0 0 0 1570650 5178365 
 11/06/2006 2006 Sun 2040     50 0 0 1 1570098 5180477 
 2/09/2006 2006 Sat 1225 R G 50 0 0 1 1568657 5180387 
 24/07/2006 2006 Mon 1230     50 0 0 1 1570399 5179452 
 4/06/2006 2006 Sun 1745 T G 50 0 0 0 1568210 5181343 
 15/09/2006 2006 Fri 730 T G 50 0 0 1 1576556 5177132 
 15/11/2006 2006 Wed 2240     50 0 0 0 1574199 5178270 
 4/01/2006 2006 Wed 745 M G 50 0 0 1 1572219 5179198 
 30/06/2006 2006 Fri 720 T S 50 0 0 1 1573955 5178427 
 3/07/2006 2006 Mon 1350     50 0 0 1 1574855 5177799 
 17/11/2006 2006 Fri 1540     50 0 0 1 1575998 5177226 
 17/09/2006 2006 Sun 1140     50 0 0 1 1574417 5178113 
 7/01/2006 2006 Sat 2246 X T 50 0 0 1 1571770 5179923 
 24/08/2006 2006 Thu 1700 D N 50 0 0 1 1566949 5184313 
 5/05/2006 2006 Fri 
 
T N 50 0 0 1 1576476 5181480 
 15/06/2006 2006 Thu 1725 X S 50 0 0 1 1572973 5179582 
 31/07/2006 2006 Mon 1645 X G 50 0 0 1 1571638 5178177 
 18/05/2006 2006 Thu 1611     50 0 0 1 1570984 5180038 
 28/10/2006 2006 Sat 910 T G 50 0 0 0 1568828 5181353 
 17/08/2006 2006 Thu 818 T N 50 0 0 1 1567895 5181784 
 31/01/2006 2006 Tue 1410     50 0 0 1 1568482 5180609 
 16/10/2006 2006 Mon 820 X S 50 0 0 1 1568502 5180611 
 30/10/2006 2006 Mon 1544     50 0 0 1 1568647 5180623 
 27/04/2006 2006 Thu 1720 T N 50 0 0 1 1568888 5178953 
 27/09/2006 2006 Wed 1820 T T 50 0 0 1 1573513 5179937 
 5/04/2006 2006 Wed 745 T G 60 0 0 1 1574208 5179321 
 18/10/2006 2006 Wed 730 T G 50 0 0 1 1571115 5182371 
 3/04/2006 2006 Mon 1713 D N 50 0 0 1 1571119 5181211 
 10/10/2006 2006 Tue 1715 D N 50 0 0 1 1568391 5184125 
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26/06/2006 2006 Mon 845     50 0 0 1 1568848 5184779 
 18/01/2006 2006 Wed 1040 T T 50 0 0 1 1568697 5184563 
 25/02/2006 2006 Sat 1120     50 0 0 1 1578949 5176709 
 2/12/2006 2006 Sat 1050 D N 50 0 0 0 1578887 5176775 
 20/11/2006 2006 Mon 1250     50 0 0 1 1578481 5177207 
 4/11/2006 2006 Sat 936 T G 50 0 1 0 1580336 5176233 
 26/08/2006 2006 Sat 1740 T N 50 0 0 1 1575869 5185128 
 13/10/2006 2006 Fri 810     50 0 0 1 1570876 5181233 
 9/03/2006 2006 Thu 
 
    50 0 1 0 1570885 5179817 
 30/06/2006 2006 Fri 723 X G 80 0 0 0 1571670 5191046 
 9/01/2006 2006 Mon 1000 T N 50 0 0 1 1567368 5179758 
 3/06/2006 2006 Sat 1318 D N 50 0 0 1 1567422 5180005 
 27/04/2006 2006 Thu 600 T G 50 0 1 0 1569233 5183177 
 9/01/2006 2006 Mon 1630 D N 50 0 0 0 1574413 5180510 
 24/02/2006 2006 Fri 1500     50 0 1 0 1572552 5181941 
 19/09/2006 2006 Tue 1650 R G 50 0 0 1 1564141 5182412 
 24/05/2006 2006 Wed 825     50 0 0 2 1580649 5175827 
 16/05/2006 2006 Tue 1035 R G 50 0 0 1 1574765 5183579 
 20/03/2006 2006 Mon 753 T G 50 0 0 1 1573116 5182755 
 8/04/2006 2006 Sat 1830 T G 50 0 0 1 1575552 5183533 
 2/03/2006 2006 Thu 650 T G 50 0 0 1 1573313 5182890 
 21/02/2006 2006 Tue 1730 T G 50 0 0 0 1568719 5185322 
 30/08/2006 2006 Wed 908 T G 50 0 0 1 1575387 5181268 
 11/08/2006 2006 Fri 2115 X T 50 0 0 0 1569939 5181279 
 24/11/2006 2006 Fri 1815     50 0 0 1 1569416 5182259 
 11/12/2006 2006 Mon 725     50 0 0 0 1569618 5181886 
 10/03/2006 2006 Fri 833     50 0 0 1 1569462 5182178 
 25/10/2006 2006 Wed 1635 T S 50 0 0 1 1568006 5179323 
 7/06/2006 2006 Wed 1240 X T 50 0 0 1 1567834 5180294 
 22/09/2006 2006 Fri 1320 T T 50 0 0 1 1565555 5180037 
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3/03/2006 2006 Fri 1659 T G 50 0 0 1 1567471 5180253 
 18/10/2006 2006 Wed 1425 T G 50 0 0 1 1568169 5180332 
 2/03/2006 2006 Thu 840 D N 50 0 0 0 1568298 5180347 
 18/09/2006 2006 Mon 1607 T G 50 0 1 0 1566744 5180173 
 21/09/2006 2006 Thu 1950 T G 50 0 0 1 1567017 5180202 
 30/03/2006 2006 Thu 1351 T G 50 0 0 1 1565418 5180023 
 24/07/2006 2006 Mon 715     50 0 0 1 1568826 5181629 
 19/06/2006 2006 Mon 2002 X G 50 0 0 0 1569447 5178909 
 13/03/2006 2006 Mon 1420 X S 80 0 0 0 1566045 5174431 
 8/05/2006 2006 Mon 725     50 0 0 1 1562620 5177994 
 22/09/2006 2006 Fri 1130     50 0 0 1 1570663 5179552 
 7/04/2006 2006 Fri 1234   N 50 0 1 1 1571090 5179555 
 26/07/2006 2006 Wed 1710 T N 50 0 0 0 1572265 5180977 
 10/05/2006 2006 Wed 
 
D N 50 0 0 1 1570593 5177306 
 28/12/2006 2006 Thu 1729 T N 50 0 1 0 1572614 5179666 
 23/11/2006 2006 Thu 1647 D N 50 0 0 1 1570024 5181118 
 1/03/2006 2006 Wed 800     50 0 0 1 1574723 5181787 
 6/03/2006 2006 Mon 1643 X S 50 0 0 1 1567177 5183188 
 10/07/2006 2006 Mon 600 T G 50 0 0 1 1564756 5184789 
 1/03/2006 2006 Wed 749 T G 50 0 0 1 1571378 5182697 
 27/06/2006 2006 Tue 825 T G 50 0 0 1 1571378 5182697 
 11/04/2006 2006 Tue 825 T G 50 0 1 0 1571226 5183305 
 17/02/2006 2006 Fri 1600 T S 50 0 0 0 1568006 5179323 
 24/08/2006 2006 Thu 1540     50 0 1 0 1567293 5178630 
 27/07/2006 2006 Thu 800 D N 30 0 0 1 1573026 5179659 
 26/07/2006 2006 Wed 830     80 0 1 0 1562735 5182226 
 20/11/2006 2006 Mon 2016 T G 50 0 0 1 1562273 5181125 
 13/07/2006 2006 Thu 930 T G 50 0 0 0 1561709 5178814 
 18/07/2006 2006 Tue 1610 X T 60 0 0 1 1561422 5178696 
 3/04/2006 2006 Mon 1615 X T 60 0 0 0 1571465 5178334 
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28/11/2006 2006 Tue 744 T G 60 0 0 0 1564236 5180506 
 18/04/2006 2006 Tue 1345 T G 60 0 0 0 1564236 5180506 
 11/07/2006 2006 Tue 1950 T G 60 0 0 1 1563912 5180649 
 3/11/2006 2006 Fri 1638 D N 60 0 0 1 1562785 5181113 
 9/03/2006 2006 Thu 1250 X T 50 0 0 1 1569436 5187958 
 5/07/2006 2006 Wed 1930 X T 50 0 0 1 1568976 5185299 
 10/03/2006 2006 Fri 1530 R G 60 0 0 1 1572589 5184748 
 8/03/2006 2006 Wed 1515 D N 50 0 1 0 1574841 5184458 
 13/09/2006 2006 Wed 955 R G 50 0 0 1 1575066 5177670 
 2/01/2006 2006 Mon 2010 X T 50 0 0 0 1567101 5177492 
 12/09/2006 2006 Tue 1300 T G 50 0 0 1 1565389 5175608 
 31/03/2004 2004 Wed 1 M   C 50 0 1 25 1570253 5183387 
10/02/2004 2004 Tue 2 
 
D R 50 0 1 31 1572507 5179101 
6/05/2004 2004 Thu 3 
 
D R 50 0 1 38 1576300 5177154 
14/11/2004 2004 Sun 4 M   C 50 0 1 13 1578038 5182912 
3/11/2004 2004 Wed 5 M   C 50 0 1 34 1578378 5177316 
31/07/2004 2004 Sat 6 
 
X C 50 0 1 41 1570884 5180038 
12/07/2004 2004 Mon 7 
 
X C 50 0 1 70 1567342 5179996 
6/09/2004 2004 Mon 8 
 
T X 50 0 1 24 1569909 5180393 
22/08/2004 2004 Sun 9 
 
X C 50 0 1 8 1577561 5172920 
22/11/2004 2004 Mon 10 
 
D C 50 0 1 76 1570348 5179672 
16/10/2004 2004 Sat 11 
 
X C 50 0 1 20 1567155 5179855 
18/08/2004 2004 Wed 12 
 
  C 80 0 1 11 1563470 5183997 
9/11/2004 2004 Tue 13 M   C 80 0 1 35 1565410 5175653 
14/06/2004 2004 Mon 14 N X N 50 0 0 9 1561618 5178544 
13/05/2004 2004 Thu 15 
 
T R 50 0 0 
 
1561765 5178386 
23/06/2004 2004 Wed 16 
 
X C 50 0 0 33 1569941 5179160 
16/03/2004 2004 Tue 17 
 
X C 50 0 0 45 1569912 5179668 
15/11/2004 2004 Mon 18 M   C 50 0 0 58 1569420 5176985 
19/02/2004 2004 Thu 19 
 
T R 60 0 0 29 1565645 5179227 
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11/03/2004 2004 Thu 20 
 
X C 60 0 0 
 
1567405 5179410 
26/09/2004 2004 Sun 21 
 
T C 50 0 0 
 
1571200 5175757 
24/08/2004 2004 Tue 22 
 
D R 50 0 0 
 
1573911 5180228 
14/12/2004 2004 Tue 23 
 
D C 50 0 0 
 
1570783 5179916 
16/03/2004 2004 Tue 24 
 
R C 50 0 0 28 1572879 5176663 
16/07/2004 2004 Fri 25 
 
D C 50 0 0 32 1561417 5178732 
9/09/2004 2004 Thu 26 M   R 50 0 0 26 1570643 5179461 
14/12/2004 2004 Tue 27 
 
T N 50 0 0 28 1576276 5180936 
20/02/2004 2004 Fri 28 
 
  C 50 0 0 29 1570285 5175416 
29/12/2004 2004 Wed 29 M   C 50 0 0 
 
1574392 5178131 
22/07/2004 2004 Thu 30 
 
D C 50 0 0 
 
1575901 5177249 
31/03/2004 2004 Wed 31 
 
M C 50 0 0 42 1572280 5179178 
31/12/2004 2004 Fri 32 
 
X C 50 0 0 
 
1571131 5178871 
2/07/2004 2004 Fri 33 
 
T C 50 0 0 16 1566210 5183112 
8/06/2004 2004 Tue 34 
 
T C 50 0 0 17 1566210 5183112 
22/03/2004 2004 Mon 35 
 
D C 50 0 0 15 1566042 5182890 
12/08/2004 2004 Thu 36 
 
T C 50 0 0 34 1569431 5179397 
1/03/2004 2004 Mon 37 M   C 50 0 0 42 1570680 5180037 
13/05/2004 2004 Thu 38 
 
X C 50 0 0 
 
1571844 5182715 
14/06/2004 2004 Mon 39 
 
T C 50 0 0 
 
1567691 5177173 
20/07/2004 2004 Tue 40 
 
T C 50 0 0 36 1566026 5180568 
7/03/2004 2004 Sun 41 
 
T R 50 0 0 44 1572708 5178492 
18/02/2004 2004 Wed 42 
 
T R 50 0 0 
 
1573709 5179801 
11/07/2004 2004 Sun 43 
 
X C 60 0 0 
 
1575389 5178466 
27/02/2004 2004 Fri 44 
 
T N 50 0 0 45 1575267 5179600 
10/06/2004 2004 Thu 45 
 
X C 50 0 0 
 
1565414 5181701 
24/05/2004 2004 Mon 46 
 
T C 50 0 0 28 1574983 5185868 
19/06/2004 2004 Sat 47 
 
T C 50 0 0 54 1570885 5179857 
21/02/2004 2004 Sat 48 
 
X C 50 0 0 
 
1570884 5179917 
18/03/2004 2004 Thu 49 
 
X C 50 0 0 
 
1570882 5180281 
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19/02/2004 2004 Thu 50 
 
D N 50 0 0 
 
1576510 5181719 
20/05/2004 2004 Thu 51 
 
X N 50 0 0 47 1572749 5182709 
14/10/2004 2004 Thu 52 
 
T R 60 0 0 49 1563462 5184454 
6/05/2004 2004 Thu 53 
 
X R 50 0 0 32 1566054 5180095 
15/07/2004 2004 Thu 54 
 
X C 50 0 0 35 1569941 5179148 
5/07/2004 2004 Mon 55 
 
D C 50 0 0 9 1570127 5179150 
9/08/2004 2004 Mon 56 
 
X R 50 0 0 18 1569425 5179145 
19/05/2004 2004 Wed 57 
 
R R 50 0 0 69 1574765 5183579 
7/09/2004 2004 Tue 58 
 
T C 50 0 0 25 1573313 5182890 
22/03/2004 2004 Mon 59 
 
D P 50 0 0 40 1572773 5182711 
13/11/2004 2004 Sat 60 
 
X R 50 0 0 14 1572749 5182710 
4/07/2004 2004 Sun 61 
 
T R 60 0 0 26 1574506 5180811 
11/03/2004 2004 Thu 62 
 
T C 50 0 0 14 1565388 5180807 
27/05/2004 2004 Thu 63 
 
D C 50 0 0 13 1569063 5186511 
27/07/2004 2004 Tue 64 
 
T C 50 0 0 
 
1572158 5176619 
29/05/2004 2004 Sat 65 
 
X C 50 0 0 73 1569802 5179703 
28/01/2004 2004 Wed 66 
 
T C 50 0 0 19 1568528 5180372 
8/11/2004 2004 Mon 67 
 
X C 50 0 0 
 
1566080 5180098 
14/04/2004 2004 Wed 68 
 
D C 50 0 0 
 
1568049 5180319 
19/04/2004 2004 Mon 69 
 
T C 50 0 0 
 
1568029 5180317 
28/01/2004 2004 Wed 70 
 
X C 50 0 0 
 
1570634 5180884 
3/06/2004 2004 Thu 71 
 
D C 50 0 0 14 1569558 5177973 
23/02/2004 2004 Mon 72 
 
X R 50 0 0 15 1568511 5178301 
14/10/2004 2004 Thu 73 
 
D C 50 0 0 44 1570142 5177856 
20/11/2004 2004 Sat 74 
 
D C 50 0 0 4 1570637 5182905 
22/03/2004 2004 Mon 75 
 
T R 50 0 0 20 1568007 5179188 
14/05/2004 2004 Fri 76 
 
D C 50 0 0 
 
1565203 5180112 
8/08/2004 2004 Sun 77 
 
T R 60 0 0 
 
1570279 5189721 
23/09/2004 2004 Thu 78 
 
R C 80 0 0 41 1563588 5184339 
19/12/2004 2004 Sun 79 
 
T R 60 0 0 
 
1571958 5178213 
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15/06/2004 2004 Tue 80 
 
X C 50 0 0 
 
1570651 5178327 
9/06/2004 2004 Wed 81 
 
X C 50 0 0 
 
1569451 5178329 
14/10/2004 2004 Thu 82 
 
X R 60 0 0 
 
1569451 5178329 
15/10/2004 2004 Fri 83 
 
D C 80 0 0 52 1570963 5184914 
22/03/2004 2004 Mon 84 
 
R R 70 0 0 
 
1575854 5183577 
1/03/2004 2004 Mon 85 
 
  C 50 0 0 46 1574418 5177455 
5/10/2004 2004 Tue 86 
 
  L 80 0 0 66 1565735 5176212 
Table B1: Crash Analysis System data 
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Appendix C 
The control variable   
Table A2.1 contains the calculation used to determine the correct amountof controls to be placed 
within each CTM sectors (1-8) along with the correct amount of controls to be placed along the 
routes linking CTM sectors. 
Calculation of cyclist flow rate (2010 estimates) 
CTM Sectors Flow rate Percent 1% Controls 
1 1645 3.406 31.4 107 
2 5631 11.659 31.4 366 
3 1390 2.878 31.4 90 
4 1792 3.710 31.4 117 
5 4162 8.618 31.4 271 
6 516 1.068 31.4 34 
7 3686 7.632 31.4 240 
8 421 0.872 31.4 27 
Between sectors 
1-2 1749 3.621 31.4 114 
1-3 514 1.064 31.4 33 
1-4 742 1.536 31.4 48 
1-5 1884 3.901 31.4 122 
1-6 311 0.644 31.4 20 
1-7 782 1.619 31.4 51 
1-8 69 0.143 31.4 4 
2-1 1907 3.948 31.4 124 
2-3 534 1.106 31.4 35 
2-4 303 0.627 31.4 20 
2-5 555 1.149 31.4 36 
2-6 294 0.609 31.4 19 
2-7 1529 3.166 31.4 99 
2-8 425 0.880 31.4 28 
3-1 527 1.091 31.4 34 
3-2 517 1.070 31.4 34 
3-4 427 0.884 31.4 28 
3-5 160 0.331 31.4 10 
3-6 52 0.108 31.4 3 
3-7 141 0.292 31.4 9 
3-8 48 0.099 31.4 3 
4-1 678 1.404 31.4 44 
4-2 261 0.540 31.4 17 
4-3 398 0.824 31.4 26 
4-5 537 1.112 31.4 35 
4-6 83 0.172 31.4 5 
4-7 159 0.329 31.4 10 
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4-8 42 0.087 31.4 3 
5-1 2285 4.731 31.4 149 
5-2 602 1.246 31.4 39 
5-3 180 0.373 31.4 12 
5-4 671 1.389 31.4 44 
5-6 644 1.333 31.4 42 
5-7 921 1.907 31.4 60 
5-8 190 0.393 31.4 12 
6-1 413 0.855 31.4 27 
6-2 315 0.652 31.4 20 
6-3 56 0.116 31.4 4 
6-4 99 0.205 31.4 6 
6-5 627 1.298 31.4 41 
6-7 608 1.259 31.4 40 
6-8 156 0.323 31.4 10 
7-1 839 1.737 31.4 55 
7-2 1449 3.000 31.4 94 
7-3 141 0.292 31.4 9 
7-4 176 0.364 31.4 11 
7-5 783 1.621 31.4 51 
7-6 491 1.017 31.4 32 
7-8 467 0.967 31.4 30 
8-1 71 0.147 31.4 5 
8-2 403 0.834 31.4 26 
8-3 47 0.097 31.4 3 
8-4 43 0.089 31.4 3 
8-5 179 0.371 31.4 12 
8-6 132 0.273 31.4 9 
8-7 438 0.907 31.4 28 
Total  48297 100.000   3140 
Table C1: Calculation of the control variable 
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