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Abstract
Graphene has a number of fascinating mechanical and electrical properties. Strain
engineering in graphene is the attempt to control its properties with mechanical strain. Previous
research in this area has come up with an approach using a continuum theory to describe the
strain induced gauge fields in graphene; however, this approach is only valid for small strains
(5% at most). A discrete framework is being developed in Arkansas that can more accurately
calculate the deformation (electrical) and (pseudo-)magnetic gauge fields created by large
strains. Computational simulations were carried out and used to get discrete atomic positions for
strained, suspended graphene membranes, and those coordinates were then used to accurately
and discretely calculate the gauge fields.
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I.

Introduction to Graphene
With the interests of improving the integrity and quality of research in the field of strain

engineering, a discrete theory has developed and implemented to accurately describe gauge
fields in graphene. This thesis will first discuss a small background on graphene and gauge
fields, in order to better understand the uses for, the need for, and the underlying physics behind
such a theory.
A.

Properties
Graphene is a nanomaterial with fascinating and potentially very useful mechanical and

electrical properties. It is made up of a one-atom-thick layer of carbon atoms. They organize
themselves in a hexagonal lattice structure, like that of a honeycomb. Graphene is one of the
strongest known materials, with a Young’s modulus of about 350 N/m [1], and a breaking
strength of about 42 N/m [2]. That means that it is about one hundred times stronger than a sheet
of steel of the same thickness [3]. It is also flexible, with a failure strain of 12% [2].
Along with its strength and flexibility, graphene is a remarkable conductor of electricity
and heat. Much like semiconductors, the conductivity of graphene is dependent on various
factors like doping, but graphene’s conductance at room temperature can be higher than that of
copper [3]. Graphene also has a current carrier mobility varying from 2,000 cm2/Vs to 28,000
cm2/Vs [4], depending on what substrate the graphene is on. In free-standing or suspended
graphene, which is not interacting with a substrate, this current carrier mobility can be over
200,000 cm2/Vs [4]. By comparison the current carrier mobility in silicon transistors is normally
around 500 cm2/Vs. Additionally, graphene’s thermal conductivity is about 5000 W/mK. That
is about ten times the thermal conductivity of copper. [3]
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All of these properties make graphene an interesting candidate for a wide variety of
potential applications in products, such as touch screens, solar cells, and flexible electronics.
Because of its large current carrier mobility, graphene can potentially be used to make faster and
more efficient electronic devices for some applications. Proof of concept for these types of
applications for graphene has already been demonstrated by International Business Machines
(IBM). In 2010, IBM researchers published an article in which they successfully fabricated
graphene transistors that were capable of functioning at a cutoff frequency of 100 GHz [5]. Most
modern transistors, like the ones found in the average computer processor, function best from
about three to four GHz. A more novel goal is to build entire electrical devices out of graphene,
in order to really take advantage of these electrical properties. Some research groups are already
studying this possibility theoretically [6].
The main reason that there aren’t many graphene devices in the market already is the
processing technology. Graphene’s properties are affected by the quality and purity of the sheet
of graphene and by the strength of its interactions with the substrate. Good, pristine graphene
membranes, which do not interact much with the underlying substrate, have all of the properties
that could make an excellent conductor for new devices. However, making single-layer
graphene of that quality can be difficult. There are additional complications when manipulating
and altering the graphene to get it into the position wanted, cut to the desired shape, doped as
desired, and on the correct substrate. All of these things can be very difficult and expensive to
do when compared to silicon processing technology costs, especially while trying to maintain the
high quality and purity of the graphene sheet. If graphene processing technology does begin to
catch up to silicon processing technology, more electrical devices utilizing graphene may
become practical and appear more in the market.
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B.

History
The structure and bonds of graphene were actually well studied and somewhat

understood before the official Nobel Prize winning discovery of graphene in 2005. Theoretical
sheets of graphene were discussed as early as 1947 [3]. Graphene is essentially a single layer of
graphite. Scientists were able to describe the lattice and some of its potential solid state
implications theoretically long before its official physical discovery. Figure 1.1 shows how
graphene can be related to other carbon allotropes. The top picture is a sheet of graphene. The

Figure 1.1 Carbon Allotropes [3]
left series of pictures shows how graphene is similar to fullerenes, the middle shows its similarity
to carbon nanotubes, and the right shows how it is similar to graphite. Graphene sheets were
discussed theoretically even before the discoveries of fullerenes or carbon nanotubes. The
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discoveries of these other, similar allotropes only increased the interest in and the understanding
of graphene’s structure.
In fact Semenoff suggested that charge carriers in graphene would act like massless Dirac
fermions, as early as 1984 [7]. A massless Dirac fermion is a subatomic particle that moves
through its lattice, or conducts electricity, very well. Electrons in graphene behave like massless
Dirac fermions because of the chirality of their wavefunctions in the graphene lattice. The link
between phase and linear momentum in reciprocal space eliminates back scattering, and the
Hamiltonian forces the electrons to be massless Dirac fermions. This will be derived and
illustrated in section II, because these properties and how they react to strain are very important
to strain engineering.
It was also theoretically argued that it would be impossible for any two-dimensional
crystals to exist [8]. Small flakes and trace amounts of monolayer graphene were observed in
carbon soot and graphite shavings multiple times during the twentieth century. These findings
were interesting, but the thinner flakes were so small and hard to find that they could not really
be observed, manipulated, or utilized. Quantum mechanical arguments were made that showed
graphene of any significant size would be too thin and weak to hold to itself together [8]. It was
argued and shown that even thermal vibrations at nearly zero Kelvin would have enough energy
to break the bonds in a material that was so thin, and didn’t have bonds in the z direction to hold
itself together. So it was actually a surprise when larger monolayer graphene membranes of a
significant and pure size were found. Figure 1.2 is one of the first AFM images of truly
monolayer graphene.
It turns out graphene deals with thermal vibrations in one of two ways, which allow it to
not break apart. If graphene is placed on a substrate it lays flat on the substrate and interacts
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Figure 1.2 AFM of graphene [9]
with that substrate. This interaction between the graphene and substrate gives the system a
thickness in the z direction which allows the graphene to hold itself together. If the graphene is
suspended and isolated, the membrane naturally forms ripples. These ripples give graphene
some thickness in the z direction, and the ripples move as thermal vibrations pass through the
membrane. This allows the suspended, rippled sheet to hold itself together [10]. Similar ripples
were reproduced computationally and studied in computational discrete simulations. [11]
C.

Bond Structure
There are two ways to look at the bond structure of each carbon atom in graphene. They

are similar, and both help explain a part of why graphene might have these good electrical and
mechanical properties. The first way to understand the bonds in graphene is to look at the
orbitals and the bonds that the valence electrons of an individual carbon atom make. This is the
approach often used by physicists. The second way is to look in terms of “aromatic rings” and to
examine the degenerate states of potential double bonds. Following the Clar sextet rule,
aromatic rings are well understood in organic chemistry, so chemists often use this approach.
[12][13]
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Carbon has four valence electrons in its second shell. These electrons occupy, and try to
fill, the 2s orbital, and the three 2p orbitals, identified as px, py, and pz. Because carbon atom’s
electrons are most stable when they have multiple covalent bonds of nearly equivalent strength,
these four orbitals often hybridize. In the case of graphene, each carbon atom has three σ bonds,
so the s, and the two in-plane (px and py) orbitals hybridize into three sp2 orbitals. This
hybridization is illustrated in Figure 1.3, and the remaining pz orbital is shown with the
hybridized orbitals in Figure 1.4. The hybridized orbitals form an in-plane covalent  bonds

Figure 1.3 Hybridization [14]

Figure 1.4 Orbitals [15]
with three other carbon atoms, and the remaining pz orbital tries of form an out of plane π-bond
with the adjacent p orbitals. The three in-plane sp2 hybridized bonds are the most spread out
when they form 120o angles, and this in turn leads to the hexagonal lattice pattern.
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The remaining pz orbital does not form one π-bond with one adjacent orbital, because
there are three other pz orbitals nearby. Instead the pz orbitals all try to π-bond with all of the
adjacent pz orbitals simultaneously [16]. At least in an ideal, large, pristine graphene sheet these
three possible degenerate states for the pz electron are all equally present. In reality, boundary
conditions at the edges of a membrane, defects, strains, and interactions with substrates all alter
the distribution of or destroy these π-bonds.
The other simple way to conceptually look at and understand the bond structure of
graphene, is to compare graphene to aromatic rings. The aromatic rings have been studied for
decades in organic chemistry, so they make a good starting point for understanding graphene.
The name aromatic comes from the fact that these compounds have a strong aroma. They are the
cause of the scents emitted by fruits and wines. The simplest aromatic ring is benzene, and all
aromatic compounds have this same basic structure [13][16]. A benzene molecule is made up of
six carbon atoms and six hydrogen atoms, drawn in Figure 1.6. The convention for drawing
molecules in organic chemistry is to represent each carbon atom as a junction between bonds, or
a vertex. Each carbon-carbon bond is a line, and the hydrogen atoms are not drawn at all.
Double bonds are represented by a doubled line.

Figure 1.5 Benzene
The six carbon atoms each bond to the neighboring two carbon atoms and one hydrogen
atom. Each carbon atom has three bonds, and three of the orbitals hybridize to become sp2
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orbitals, just like in graphene. The hydrogen atom is fills its valence shell while only forming
one bond, but the six carbon atoms each have a fourth valence electron that wants to find a bond.
The solution is that they form double bonds, or π-bonds with each other. But there are two
possible states for these double bonds, known as degenerate states. So much like in graphene
they partially form each bond, and exist in a state somewhere between the two degenerate states.
The convention for drawing this floating bond state is the circle. This delocalization of the pz
orbitals into multiple states is known as aromaticity.
Thinking of graphene in terms of aromaticity or in terms of the electron and orbital
distribution are almost the same. They are just two different conventions that are preferentially
used by different people to describe this final system of floating degenerate π-bonds or electrons.
While conceptualizing and visualizing what is happening can be accomplished with either
approach, fully describing and calculating the distribution of electrons and π-bonds often uses a
combined approach.
This distribution of degenerate bonds and electrons creates what is called the π-bond
network in graphene. It is kind of like a floating network of degenerate π-bonding electrons that
current-carrying electrons can move through very easily. The quality of graphene is linked to the
strength of this π-bond network. This is a simple way to explain why the current carrier mobility
in graphene changes so much when it is placed on a substrate. When high quality graphene is
isolated and suspended over open space, these pz orbitals have nothing else to react with, so they
interact with each other making a very strong, dense π-bond network. This allows the current
carriers to move easily and gets the highest current carrier mobility.
At graphene defects, membrane boundaries, or when other materials are present, this is
not the case. The reactive pz electrons redistribute the density of the π-bond network, lowering
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the carrier mobility. When the electron density is solved for an isolated, infinite sheet of
graphene, the charge density is very uniform. This indicates that the π-bond network is very
uniform over the sheet, all of the π-electrons are being delocalized in the π-bond network, and
the network is very strong. When this electron density is solved for other graphene systems,
such as graphene nanoribbons, the charge density is not uniform. These electrons are engaged in
other interactions, are not being delocalized in the π-bond network, and this makes the network
weaker, thus increasing the chemical reactivity where electron density is higher.
The idea of aromaticity and the valence electron and orbital approach are both simplified
ways to visualize or think of the π-bond network in graphene. Having some understanding of
this π-bond network is a key part of understanding graphene’s properties, and different people
with different backgrounds generally prefer visualizing it in either of these two ways. Both of
these approaches work very well as visualization tools, and what is really happening in graphene
is a combination of the two. The distribution of the fourth pz electron and the aromaticity of
graphene are altered by imperfections, and this alters the π-bond network that these aromatic pz
π-bonds create.
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II.

Electronic Tight-Binding Structure

A.

π-Electron Energy Bands
The lattice structure is very important in understanding strain engineering. The

individual atom’s bond structure and the π-bond network help give graphene some of its amazing
properties, but it is the lattice structure of graphene that determines how it responds to strain.
This section discusses the electronic structure of graphene prior to any mechanical deformation.
Graphene’s hexagonal lattice is a triangular lattice with a two atom basis set. The bond length in
graphene is about 1.42 angstroms at room temperature. This discussion will show that the
periodic conditions in this lattice have several interesting effects on the current carriers such as
eliminating backscattering, creating a pseudospin effect, and forcing carriers to travel as massless
Dirac fermions.
Illustrating the causes of these effects begins with deriving the nearest-neighbor tightbinding Hamiltonian for graphene. To begin constructing the Hamiltonian, the graphene unit
cell and its nearest-neighbor bonds must be analyzed. Figure 2.1 shows four graphene unit cells.
The right most unit cell is analyzed to determine the Hamiltonian. Each unit cell has two atoms
labeled atom A in blue and B in orange. The unit cell repeats periodically throughout the lattice
with any translation of the lattice vectors a1 and a2, illustrated and labeled in black. (Bold font
will be used to label vectors in this thesis.)
Fully describing the unit cell’s two π-orbitals requires a 2x2 matrix Hamiltonian. The
first row and column correspond to the atoms labeled A, and the second row and column
correspond to the atoms labeled B. The bonds can now be described in the appropriate section of
the Hamiltonian. It can be seen in Figure 2.1 that in the absence of atomistic defects, there are
no direct A-A bonds or B-B bonds. An A-A bond would correspond to the top left entry of the
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Figure 2.1 Four unit cells to build the Hamiltonian
matrix, and a B-B bond would correspond to the bottom right entry of the matrix. Since there are
no bonds of these types, those diagonal entries are zero.
The off-diagonal entries will describe the hopping of π-electrons through A-B bonds.
These three bonds are labeled with the vectors τ1, τ2, and τ3. The bottom left entry of the matrix
will describe the bonds that atom B in the unit cell forms with A type atoms. These are
illustrated in grey in Figure 2.1. The strength of each bond is described using the hopping
parameter t, which in periodic unstrained graphene is 2.7 eV. The orientation of each bond is
described by an exponential of the corresponding bond vector’s dot product with the reciprocal
space momentum vector, k. Thus, each nearest neighbor bond in grey can be described in the
bottom left matrix entry of the Hamiltonian by:
−𝑡(ei𝐤·𝛕𝟏 + ei𝐤·𝛕𝟐 + ei𝐤·𝛕𝟑 ).

(2.1)

Similarly, the bonds formed by atom A in the unit cell can be described as bonds with the
hopping parameter t and phases given by the corresponding exponential. For these bonds
illustrated in brown, the translations describing the correct phase shifts are -τ1, -τ2, and -τ3. Thus
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the complete tight-binding nearest-neighbor Hamiltonian Ĥ for the π-electrons responsible for
graphene’s electronic properties can be expressed as:
0

Ĥ=(
−𝑡(ei𝐤·𝛕𝟏 + ei𝐤·𝛕𝟐 + ei𝐤·𝛕𝟑 )

−𝑡(e−i𝐤·𝛕𝟏 + e−i𝐤·𝛕𝟐 + e−i𝐤·𝛕𝟑 )
0

).

(2.2)

This is the tight-tight binding Hamiltonian for π electrons in graphene. Using this
Hamiltonian to derive the energy band structure of graphene requires finding the eigenvalues, λ,
of the Hamiltonian. That is accomplished by finding the determinant of the Hamiltonian minus
eigenvalues times and identity matrix, and setting it equal to zero to solve for the eigenvalues.
This gives the equations:
−λ
|Ĥ − λI| = |
−𝑡(ei𝐤·𝛕𝟏 + ei𝐤·𝛕𝟐 + ei𝐤·𝛕𝟑 )

−𝑡(e−i𝐤·𝛕𝟏 + e−i𝐤·𝛕𝟐 + e−i𝐤·𝛕𝟑 )
−λ

|=0

(2.3)

λ2 − 𝑡 2 (e−i𝐤·𝛕𝟏 ei𝐤·𝛕𝟏 + e−i𝐤·𝛕𝟏 ei𝐤·𝛕𝟐 + e−i𝐤·𝛕𝟏 ei𝐤·𝛕𝟑 + e−i𝐤·𝛕𝟐 ei𝐤·𝛕𝟏 + e−i𝐤·𝛕𝟐 ei𝐤·𝛕𝟐
+e−i𝐤·𝛕𝟐 ei𝐤·𝛕𝟑 e−i𝐤·𝛕𝟑 ei𝐤·𝛕𝟏 + e−i𝐤·𝛕𝟑 ei𝐤·𝛕𝟐 + e−i𝐤·𝛕𝟑 ei𝐤·𝛕𝟑 ) =0.

(2.4)

Euler’s formula can be used to simplify the exponential terms using the following simplification
rules.
e−i𝐤·𝛕𝐢 ei𝐤·𝛕𝐢 = 1

(2.5)

e−i𝐤·𝛕𝐢 ei𝐤·𝛕𝐣 + e−i𝐤·𝛕𝐣 ei𝐤·𝛕𝐢 = 2cos(𝐤 · (𝛕𝐢 − 𝛕𝐣 ))

(2.6)

Moving λ to the other side of the equation and using these rules to simplify, Equation 2.4
becomes:
λ2 = 𝑡 2 (3 + 2 cos(𝐤 · (𝛕𝟏 − 𝛕𝟐 ))) + 2 cos(𝐤 · (𝛕𝟐 − 𝛕𝟑 )) + 2 cos(𝐤 · (𝛕𝟏 − 𝛕𝟑 ))).

(2.7)

The bond vectors τ1, τ2, and τ3 in this equation can now be simplified and expressed in terms of
the lattice vectors a1 and a2.
(𝛕𝟐 − 𝛕𝟑 ) = 𝐚𝟐

(2.8)

(𝛕𝟏 − 𝛕𝟑 ) = 𝐚𝟏

(2.9)
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(𝛕𝟏 − 𝛕𝟐 ) = (𝐚𝟏 − 𝐚𝟐 )

(2.10)

The square root can then be taken, and the eigenvalue λ is the energy as a function of k. This
gives the Energy band structure, where E=0 is the Fermi energy:
1/2

E(𝐤) = ±𝑡(3 + 2 cos(𝐤 · 𝐚𝟏 ) + 2 cos(𝐤 · 𝐚𝟐 ) + 2 cos(𝐤 · (𝐚𝟏 − 𝐚𝟐 )))

.

(2.11)

Because graphene is a two-dimensional material, the reciprocal space is two-dimensional,
and the full band structure with energy can be represented with a three-dimensional plot. The
energy bands for graphene from Equation 2.11 are plotted in Figure 2.2. It can be seen from the
band structure in Figure 2.2 that graphene is technically a metal because it has a zero band gap at
the corners of the Brillouin zone which are known as K and Kʹ points. Examining the locations
and properties of these zero band gap cone-like structures will show how electrons travel in
graphene. Finding the locations of these structures requires defining the Brillouin zone, which

Figure 2.2 Energy bands [3]
begins with defining the lattice vectors in real space. The lattice vectors from Figure 2.1 have
the values:
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𝐚𝟏 =

ao

𝐚𝟐 =

ao

2

2

(√3, 1),

(2.12)

(√3, −1),

(2.13)

where ao is the carbon-carbon bond length in graphene times the square root of three. As
indicated on page 10 in ideal, unstrained graphene the bond length is 1.42 Angstroms. Defining
the corresponding reciprocal lattice vectors, it is known that b2·a1=0 and b2·a2=2π. Thus it b2
can be derived by setting b2 equal to some constant times the vector (1/2,-√3/2) to ensure that its
dot product with a1 is zero, and using the dot product with a2 to solve for the constant
√3

1

C ∗ ( 2 ao ∗ 2 +

−1
2

ao ∗

−√3
2

) = 2π = C ∗

√3
a
2 o

C=

4π
√3 ao

.

(2.14)

And therefore:
𝐛𝟐 =

2π
√3ao

(1, −√3).

(2.15)

Then to derive b1 it is known that b1 and b2 will have the same magnitude, b1·a2=2π, and
b1·a2=0. Examining the different vectors and realizing that b1 is a 90o rotation of a2 and a 120o
rotation of b2, the correct vector b1 can be guessed and verified against the requirements
𝐛𝟏 =

2π
√3ao

(1, √3).

(2.16)

With both of the reciprocal lattice vectors defined, the first Brillouin zone can be realized.
Figure 2.3 is an illustration of the first Brillouin zone with the lattice vectors and the high
symmetry points in reciprocal space labeled. The Brillouin zone for graphene is a hexagon, and
the high symmetry points are Γ, M, and K. The Γ point is where k=0, the M point is where
k=b1/2, and the extra vectors drawn into Figure 2.8 are used to determine the location of the K
point:
𝐊=

2𝐛𝟏 +𝐛𝟐
𝟑

2π

2π

= 3√3a (3, √3) = 3a (√3, 1).
o

o
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(2.17)

b1
M

.

.K

.

Γ

b2

Figure 2.3 Defining the Brillouin zone
Plugging K into Equation 2.11 will give the energy for this reciprocal space vector:
1/2

E(𝐊) = ±𝑡(3 + 2 cos(𝐊 · 𝐚𝟏 ) + 2 cos(𝐊 · 𝐚𝟐 ) + 2 cos(𝐊 · (𝐚𝟏 − 𝐚𝟐 )))

.

(2.18)

Explicitly solving this expression is accomplished by:
π

2 cos(𝐊 · 𝐚𝟏 ) = 2 cos (3 (3 + 1)) = 2 cos(4π/3) = −1,
π

2 cos(𝐊 · 𝐚𝟐 ) = 2 cos (3 (3 − 1)) = 2 cos(2π/3) = −1,
π

2 cos(𝐊 · (𝐚𝟏 − 𝐚𝟐 )) = 2 cos (3 (0 + 2)) = 2 cos(2π/3) = −1,
E(𝐊) = ±𝑡(3 − 3)1/2 = 0.

(2.19)
(2.20)
(2.21)
(2.22)

The energy at the K point being zero verifies that the conduction and valence bands from Figure
2.2 do in fact touch at a single point. This also means that the six symmetrical corners of the
Brillouin zone in Figure 2.3 correspond to the six zero band gap points in the energy band plot in
Figure 2.2. These crossings in the band structure are known as the Dirac points, and in neutral
graphene the Dirac points occur at the Fermi energy.
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B.

Low-energy Effective Dirac Hamiltonian for π-Electrons
The states just above or below the Fermi energy are the bottom of the conduction band

and the top of the valance bands, where conducting electrons and holes will propagate through
graphene. The states at these energies are in the small cones that touch the six K points in Figure
2.2. Examining the dispersion here, and its effect on the current carriers, can be accomplished by
setting k=K+q, where q is a small momentum around K. Going back to Equation 2.2 and
plugging K+q into k will illustrate the nature of the band structure in these areas, and these “low
energy” band structures will lead to a Dirac-like effective electronic dispersion that will be
derived next. Only one term from Equation 2.4 is observed to simplify the discussion, so
beginning with the case |q|<<|K| gives:
ei𝐤·𝛕𝟏 = ei(𝐊+𝐪)·𝛕𝟏 = ei𝐊·𝛕𝟏 ei𝐪·𝛕𝟏 ≈ ei𝐊·𝛕𝟏 (1 + i𝐪 · 𝛕𝟏 ) .

(2.23)

Getting q out of the exponential in the last approximation is accomplished by a first order
“low energy” expansion of the exponential. The important thing about Equation 2.23 is that the
exponential term is linearly dependent on q. This means that for relatively small q, which
correspond to k vectors near the K points, the energy and reciprocal vector are linearly related.
The effective mass of a current carrier is proportional to the curvature of the energy bands at its
momentum vector. The current carriers near the Fermi level in graphene have momentum
vectors in this linear area, where the curvature is zero. This means that the current carriers are
effectively massless.
This “low energy” dispersion here can be used to develop an effective, local, “low
energy” Hamiltonian that will give a more in depth description of the electronic properties of the
π-electrons in the system. Developing this “low energy” expansion Hamiltonian begins with the
tight-binding Hamiltonian in Equation 2.2 and will lead to the Dirac-like dispersion. The two off
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diagonal entries are complex conjugates because the Hamiltonian is hermitian, and hence it has
real eigenvalues. Simplifying one of the entries for the case here k=K+q will allow the other
entry to be identified as its complex conjugate.
Beginning the derivation with the bottom left Hamiltonian entry gives the equation:
−𝑡(ei(𝐊+𝐪 )·𝛕𝟏 + ei(𝐊+𝐪 )·𝛕𝟐 + ei(𝐊+𝐪 )·𝛕𝟑 ).

(2.24)

These terms can then be expanded following Equation 2.23’s pattern, giving:
−𝑡(ei𝐊·𝐚𝛕𝟏 (1 + i𝐪 · 𝛕𝟏 ) + ei𝐊·𝛕𝟐 (1 + i𝐪 · 𝛕𝟐 ) + ei𝐊·𝛕𝟑 (1 + i𝐪 · 𝛕𝟑 )).

(2.25)

Explicitly solving these exponential terms requires defining the τ1, τ2, and τ3 bond vectors from
Figure 2.1, which are given by:
𝛕𝟏 =

ao

1 √3
),
2
√3

(2 ,

𝛕𝟐 =

ao

1

(2 , −

√3

√3
),
2

𝛕𝟑 =

ao
√3

(−1,0).

(2.26)

The exponential terms from 2.25 can then be explicitly calculated using Euler’s formula, giving:
2π ao

𝐊 · 𝛕𝟏 = 3a

o

√3

2π ao

𝐊 · 𝛕𝟐 = 3a

o

√3

2π ao

𝐊 · 𝛕𝟑 = 3a

o

ei𝐊·𝛕𝟏 = e

i2π
3

√3

√3

(2 +
√3

(2 −

2π

√3
)
2

=

√3
)
2

= 0,

(−√3) = −
2π

3

2π
3

,

(2.27)
(2.28)

,

(2.29)
2π

1

= cos ( 3 ) + isin ( 3 ) = − 2 + i

√3
,
2

(2.30)

ei𝐊·𝛕𝟐 = e0 = 1,
ei𝐊·𝛕𝟑 = e−

i2π
3

(2.31)
−2π

= cos (

3

−2π

) + isin (

3

1

) = −2 − i

√3
.
2

(2.32)

After completing the algebraic simplifications, Equation 2.25 then becomes:
1

−𝑡 ((− 2 + i
1

=−𝑡 ((− 2 + i

√3
2

√3
)(1
2
1

1

+ i𝐪 · 𝛕𝟏 ) + (1) (1 + i𝐪 · 𝛕𝟐 ) + (− 2 − i

− i 2 𝐪 · 𝛕𝟏 −

√3
𝐪
2

1

· 𝛕𝟏 + 1 + i𝐪 · 𝛕𝟐 − 2 − i
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√3
2

√3
)
2
1

(1 + i𝐪 · 𝛕𝟑 ))

− i 2 𝐪 · 𝛕𝟑 +

√3
𝐪
2

· 𝛕𝟑 )

1

√3

= −𝑡 ( 2 𝐪 · (𝛕𝟑 −𝛕𝟏 ) − i 2 𝐪 · (𝛕𝟑 + 𝛕𝟏 ) + i𝐪 · 𝛕𝟐 ) .

(2.33)

The next step is to separate q into its vector components qx and qy and evaluate the dot products
of q and τi explicitly. There are several algebra steps required to compute the dot products,
distribute, and group like terms. Eventually the expression simplifies to:
√3 ao

= −𝑡 ( 2

1

√3

√3
q )
2 y

((−1 − 2) q x −

i ao

−2

√3

1

((−1 + 2) q x +

√3
q )
2 y

+i

ao
√3

q

( 2x −

√3
q ))
2 y

ao
i ao
i
ao
ao
= −𝑡 ( (−3q x − √3q y ) +
q x − ao q y + i
qx − i qy)
4
4 √3
4
2
2√3
= −𝑡 ((−

3ao i ao 2ao
√3ao iao 2ao
+
+
) q x + (−
−
−
)q )
4
4 √3 4√3
4
4
4 y
= −𝑡 ((−

3ao

+

4

i√3ao
4

) q x + (−

√3ao
4

−

i3ao
4

)q y ) .

(2.34)

This result can then be further simplified by multiplying qy by 1 or (i)(-i) and distributing
the –i into the existing terms giving:
= −𝑡 ((−

3ao
4

+

i√3ao
4

) q x + (−

3ao
4

+

i√3ao
4

) (i)q y ) = −𝑡(−

3ao
4

+

i√3ao
4

)(q x + iq y ) .

(2.35)

All of the constants can be grouped outside of the equation, and the remaining terms can be
simplified back into an exponential phase such that:
𝑡√3ao √3
(2
2

1

− i 2) (q x + iq y ) =

𝑡√3ao −iπ/6
e
(q x
2

+ iq y ) .

(2.36)

The other off-diagonal matrix entry is the complex conjugate:
𝑡√3ao iπ/6
e
(q x
2

− iq y ) .

(2.37)

This makes the Hamiltonian for this local, “low energy” expansion around K:
Ĥ=

𝑡√3ao
2

(

0

eiπ/6 (q x − iq y )

e−iπ/6 (q x + iq y )

0

0

) =ћ𝑣F ( −iπ/6
e
(q x + iq y )
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eiπ/6 (q x − iq y )
0

),

(2.38)
where ћ is the reduced planks constant and vF is the Fermi velocity of current carriers in
graphene. Equation 2.38 corresponds identically with the first form of Equation 18 from the
comprehensive review by Castro-Neto el. al [17]. The reduced planks constant accounts for the
unit difference between q and p, and vF is defined by:
𝑣F = √3𝑡ao /2ћ ≈ 106 m/s .

(2.39)

This Hamiltonian could be further simplified if multiplied by a rotation matrix, such that
the phase change sets the exponential term equal to one. Examining the top right matrix entry
will allow such a matrix to be identified. The resulting, rotated q vectors can be represented by
qʹ. Eliminating the exponential term would require qʹ such that:
iπ

q x ʹ − iq y ʹ = e 6 (q x − iq y ) =

√3
q
2 x

1

√3

1

− 2 q y + i( 2 q y − 2 q x ).

(2.40)

In matrix form this can be rewritten by:
√3

qxʹ
(q ʹ) = ( 2
1
y
−2

1

qx
2
) (q ).
√3
y
2

(2.41)

Here the 2x2 center matrix is the unitary rotating matrix that will set the exponential terms to
equal to one. Multiplying this matrix with the final Hamiltonian in Equation 2.38 will give a
more simplified Hamiltonian with the new, rotated vector qʹ.
Ĥ = ћ𝑣F (

0

(q x ʹ − iq y ʹ)

(q x ʹ + iq y ʹ)

0

)

(2.42)

This Hamiltonian can be written in a simpler form using the Pauli matrices.
Ĥ = ћ𝑣F 𝛔 · 𝐪ʹ

(2.43)

where the Pauli matrices are:
σx = (

0
1

1
),
0

(2.44)
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0
σy = (
i

−i
).
0

(2.45)

The Hamiltonian in Equation 2.43 happens to be equivalent to a discrete representation of
the Dirac equation from particle physics in two dimensions. The Dirac Hamiltonian is prevalent
in many research papers on graphene, but such an in depth derivation is surprisingly absent from
the literature. Most researchers continue one step farther and substitute i∂x for qxʹ and i∂y for qyʹ
to make the Hamiltonian truly identical to the Dirac equation:
Ĥ = ћ𝑣F 𝛔 · 𝐩 .

(2.46)

However, the transition from q to p is a transition from a discrete expression (tight-binding) to a
continuous one. That is alright when the lattice is flat and completely ideal, but the lattice itself
is discrete. The entire derivation of all of the Hamiltonians and the band structure is all discrete
until this point. Any strains or imperfections in the discrete lattice create discrete, noncontinuous changes in the system. Thus, for our work, Equation 2.43 is used, not Equation 2.46.
This point is the distinction of our approach towards graphene strain engineering.
Continuing the math from this point will reveal the cause of the absence of backscattering
in graphene. This can be demonstrated by calculating the wavefunctions of electrons at the K
and –K points in graphene. Equation 2.43 is the effective “low energy” Hamiltonian near K, and
can be used to calculate the wavefunction, Ψ, for this reciprocal space vector. Calculating the
wavefunction for K begins with finding the eigenvalues of the new Hamiltonian. The
eigenvalues will be given by:
−λ
ћ𝑣F (q x ʹ − iq y ʹ)
|Ĥ − λI| = |
|=0.
ћ𝑣F (q x ʹ + iq y ʹ)
−λ

(2.47)

Thus the 2x2 Hamiltonian has the two eigenvalues:
λ = ±ћ𝑣F √q x ʹ2 + q y ʹ2 = ±ћ𝑣F |𝐪ʹ| .
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(2.48)

The corresponding wavefunctions are then given by:
ĤΨ = λΨ or (Ĥ − λI)Ψ = 0.

(2.49)

Solving for the correct wavefunction begins by selecting a generic wavefunction that is already
normalized. The wavefunction:
1
),
eiϕ

Ψ = 1/√2 (

(2.50)

is already normalized and the only constant that must be solved is the phase, ϕ. Writing the
expression from Equation 2.49 in matrix form:
ћ𝑣F
√2

−|𝐪ʹ|
(q x ʹ − iq y ʹ)
1
0
(
) ( iϕ ) = ( ),
(q xʹ + iq y ʹ)
−|𝐪ʹ|
e
0

(2.51)

shows the value of ϕ must satisfy the equation:
−|𝐪ʹ| + eiϕ (q x ʹ − iq y ʹ) = 0.

(2.52)

This gives:
eiϕ =

q x ʹ + iq y ʹ
q x ʹ + iq y ʹ
|𝐪ʹ|
|𝐪|
=
(
)=
|𝐪ʹ|
q x ʹ − iq y ʹ q x ʹ − iq y ʹ q x ʹ + iq y ʹ
(2.53)

then by Euler’s formula:
q ʹ

q ʹ

x
cos(ϕ) = |𝐪ʹ|
,

x
sin(ϕ) = |𝐪ʹ|
.

(2.54)

This allows ϕ to be defined using the rules of trigonometry by:
q ʹ

ϕ = tan−1 (qx ʹ) .

(2.55)

y

And the wavefunction for the positive and negative eigenvalues becomes:
1
).
±eiϕ

Ψ𝐊 ,± = 1/√2 (

(2.56)

Thus, the wavefunction for the momentum around K is fully defined by Equations 2.55 and 2.56.
Calculating the wavefunction for momentums of –(K + q) would be completed in the
same way. Plugging –(K + q) into Equation 2.2 and deriving a new “low-energy” expansion
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Hamiltonian near –K by following the steps to get from Equation 2.24 to 2.43, would give the
correct local effective Hamiltonian. That Hamiltonian could then be used to calculate the
wavefunction for momentums around –K, just as was done for the K vector. It is not worth
spending the time and paper doing a second parallel derivation here. Instead, the wavefunction
at –K can be known from the wavefunction at K using the information from reference [17]. The
wavefunctions are:
iϕ

Ψ−𝐊 ,± = 1/√2 (±e ).
−1

(2.57)

Where ϕ is still given by 2.55, and the wavefunction at K is the one from Equation 2.56.
This is the reason that electrons in ideal graphene do not backscatter. The two
wavefunctions at the K and –K points are orthogonal. An electron traveling with momentum K
cannot reflect to –K and change its vector components to an orthogonal set, so this type of
reflection, which is backscattering, is quantum mechanically eliminated in ideal graphene. This
effect is still present in some non-ideal systems. Current carriers in graphene have some
screening of backscattering caused by impurities [18]. Because the –K point in graphene has a
different dispersion and wavefunction from the K point, it is labeled as Kʹ. The 120o symmetry
of the lattice then allows all six of the K points of the first Brillouin zone to be identified
properly. Figure 2.4 illustrates the symmetry of these K and Kʹ points, and the initial chosen K
and –K points fall on the plotted line.
C.

Pseudospin
The six zero energy K and Kʹ points of the Brillouin zone where the bands touch are all

called Dirac points, the cones that the energy bands form near these points are called Dirac
cones, and the current carriers in graphene are Dirac fermions, because of the Dirac-like nature
of the effective local Hamiltonian. This is the final part of why electrons in graphene are
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Figure 2.4 K and Kʹ points
massless Dirac fermions. All electrons are fermions, the conducting electrons in the Dirac cones
have a zero effective mass, and as shown in Equations 2.43 and 2.46 the energy dispersion in the
Dirac cones is identical to the Dirac equation. This Dirac Hamiltonian enforces what it called
pseudospin in graphene, which is born out of the unit cells, so it is not an intrinsic property like
real electron spin. This distinction has some implications for systems under strain.
Pseudospin occurs in graphene because the lattice is a system of two periodic sublattices,
A and B from Figure 2.1. Similar to how electrons have spin up and spin down, electrons in
graphene have pseudospin A and B. The electron’s wavefunction has components A and B.
This can be seen in Equation 2.51. The wavefunction in graphene is not scalar, but a vector.
One component of that vector is determined by one column of the Hamiltonian, which
corresponds to one sublattice. Thus, the two vector components are distinct are have pseudospin
corresponding to one sublattice.
This discussion has covered the causes and effects of current carriers behaving as
massless Dirac fermions and the absence of backscattering in graphene. It is important to
understand that conduction in graphene is fundamentally different from conduction in bulk
metals or semiconductors because of these properties. Current carriers in most materials travel
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with a drift velocity and periodically scatter based on some scattering lifetime. In high quality
graphene however, current carriers are systematically resistant to scattering and travel faster
while using less energy, because they are effectively massless. The Fermi velocity in graphene
is not dependent on the energy of the current carriers, and it is orders of magnitude higher that of
normal drift velocities.
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III.

Gauge Fields

A.

Introduction to Gauge Fields
Gauge fields arise in condensed matter physics, quantum electrodynamics, and gravity.

They can be used to describe various changes of the properties of a system in terms of fields.
They have been used extensively in condensed matter physics to describe various field-like
phenomena such as those arising from topological defects, the properties of glasses, and even
effects from electric polarizability (Berry’s phase). In the case of graphene, strain in the lattice
disrupts the periodic conditions that dictate the propagation of electrons. This induces additional
phases, which can be expressed in terms of gauges.
Gauge fields in electrodynamics appear from the relationships between electromagnetic
fields and potentials. The Electrical field (E), Magnetic field (B), Electrical potential (V), and
the magnetic potential or vector potential (A); are all related and governed by Maxwell’s
equations. The special relationship between them known as gauge invariance allows the change
of properties form strain in terms of a gauge field to be quantized. The E and B fields can be
expressed in terms of the V and A potentials where:
∂𝐁

∇ x 𝐄 = − ∂t ,

(3.1)

𝐁 = ∇x𝐀,

(3.2)

𝐄 = − ( ∇𝑉 +

∂𝐀
∂t

).

(3.3)

There are multiple potentials that can correspond to the same magnetic and electrical fields. This
becomes evident as the potentials are transformed as:
𝐀 → 𝐀ʹ = 𝐀 + ∇Λ ,
𝑉 → 𝑉′ = 𝑉 −

𝜕Λ
∂t

.
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(3.4)
(3.5)

As long as Λ is an arbitrary smooth function, changing Λ will not change the E or B fields. This
is gauge invariance. The fields are not dependent on the gauge.
The wavefunction is also gauge-invariant:
Ψ → Ψʹ = Ψ exp(i𝑒Λ) ,

(3.6)

where e is the particle’s charge. This happens because the B field is the curl of A, and the curl of
any gradient is zero. The two operators selectively take different derivatives, and they drop any
terms that would have a derivative that the other operator would find. So as you change A by the
gradient of any scalar function (Λ), the B field does not change. The added term that is a
gradient always becomes zero after applying the curl in Equation 3.2. In most electromagnetic
applications this can be dealt with by choosing an arbitrary gauge, such as the Coulomb gauge or
Lorentz gauge. Static strain engineering in graphene uses the Coulomb gauge, where:
∇·𝐀=0.

(3.7)

The Hamiltonian’s relation to a gauge field is already well defined by the Dirac equation
in particle physics. Gauge fields enter the Dirac equation as follows [Equation 20.22 in
reference 19]:
𝐀

ĤΨ = [𝑐𝛔 · (𝐩 + c ) + i𝛽𝑚∗ + 𝑒𝑉]Ψ

(3.9)

where β is a collection of constants and m* is the effective mass. This term with β matters in
particle physics, but it is irrelevant here because the effective mass is zero and this term
disappears for current carriers in graphene. Also the particles in graphene are travelling at the
Fermi velocity, instead of the speed of light. These changes give:
𝐀

ĤΨ = [𝑣F 𝛔 · (ћ𝐪 + 𝑣 ) + 𝑒𝑉]Ψ ,
F
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(3.10)

at the K-point, since a mechanical distortion still preserves sublattice symmetry. This connection
between the Hamiltonian and the gauge field allows the calculation of the vector and electrical
potential that correctly describe the effects of strain in graphene.
Relating a gauge field to the lattice is accomplished using the electron wavefunction.
The wavefunctions strain induced phase can be represented as the phase from a gauge. The
Dirac equation in particle physics has already been studied an understood with gauge fields for
decades. This equality of the Hamiltonian to the Dirac equation allows strain engineering to
recycle old particle physics equations for gauge fields. Thus Equation 3.10 will ensure that the
phase form strain, will match the phase from the calculated gauge. The only remaining step to
make the gauge field calculations complete is to link the strain in the system to the Hamiltonian.
The strain can then be used to calculate the correct gauge field.
B. First-order Continuum Theory of Elasticity
In order for the continuum gauge theory under strain to make sense, the theory of
elasticity must be discussed first. The first-order Continuum Theory of Elasticity has been
studied and applied to crystalline solids for decades. It will often be referred to as continuum
theory for short in this thesis. This theory is founded on an underlying assumption known as the
Cauchy-Born rule. The entire theory begins with an assumption that the strain in the lattice is
smooth and continuous on the lattice. The strain field, u, is represented as a smooth function.
Represented mathematically the Cauchy-Born rule is as follows:
𝑢xx
T
δτTj = (δxj , δyj ) → (𝑢
yx

𝑢xy T
𝑢yy ) τj

(3.11)

Here δτ is the atomic displacement for each atom, and u is the two-dimensional
deformation field. The nomenclature for u is that the first subscripted letter is the label for the
direction and the second subscripted letter is the derivative direction of that magnitude of the
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vector. For example uxy=∂ux/∂y. The rule is valid while strains are small. A generally
acceptable range for most continuum theory is that this holds well enough for strains below 2%.
That is |τ|/a0 < .02, but that is somewhat dependent on the particular application and just how
strict the accuracy needed is.
Once the strain tensor uij is defined over space in the shape of a strained graphene sheet,
it can be used to represent the strain in the individual carbon bonds. The product of a bond
vector τj (as defined in 2.26) with this strain tensor at some location in space, gives the x and y
strain of a bond with that orientation in that location. Figure 3.1 illustrates the different bond
strains in a given unit cell. The strained lattice vectors are labeled as aʹj, and the underlying

Figure 3.1 Atomic displacements on the unit cell [adapted from 11]
assumption that forms continuum theory is that δτ1ʹ=δτ1 in Figure 3.1. This assumption makes
the strain smooth allows the strain tensor to accurately describe the strain in all of the differently
oriented bonds.
The bond strains must be inserted into the lattice and reciprocal vectors and carried
through and incorporated into the Hamiltonian, in order to describe this strain and how it creates
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the gauge field. Using Figure 3.1 the strained lattice vectors can be derived in terms of the bond
strains that can be calculated from the strain tensor u. The lattice vectors are such that:
𝐚𝟏 ʹ = 𝛕1 + 𝛿𝛕1 − 𝛕3 − 𝛿𝛕3 ,
𝛿𝐚𝟏 = 𝑢𝛕1 − 𝑢𝛕3 ,

𝐚𝟐 ʹ = 𝛕𝟐 + 𝛿𝛕2 − 𝛕3 + 𝛿𝛕3 ,

𝛿𝐚𝟐 = 𝑢𝛕𝟐 − 𝑢𝛕3 ,

(3.12)
(3.13)

where u is the derivative components of u as defined in Equation 3.11. To connect these strains
to the Hamiltonian they must be carried to reciprocal space. This is accomplished by defining
matrices α and β to fully describe the relationship between the lattice vectors. The matrices are
defined by:
α ≡ (𝐚𝑇𝟏 , 𝐚𝑇𝟐 ),

β ≡ (𝐛𝑇𝟏 , 𝐛𝑇𝟐 ).

(3.14)

and they are related by the equation:
β𝑇 = 2πα−1.

(3.15)

The bond strains can then be incorporated into the α matrix and then the effects in the reciprocal
lattice vectors can be calculated.
The strains change the lattice vector matrix based is on Equation 3.13. These changes are
expressed by:
𝑢𝛕𝟏𝐱 − 𝑢𝛕𝟑𝐱
δα = (𝑢𝛕 − 𝑢𝛕
𝟏𝐲

𝟑𝐲

𝑢𝛕𝟐𝐱 − 𝑢𝛕𝟑𝐱
𝑢𝛕𝟐𝐲 − 𝑢𝛕𝟑𝐲 ).

(3.16)

The α matrix after strain can be described with αʹ, and must then be calculated, so that Equation
3.15 can be used to calculate the strains effects on the reciprocal lattice vectors. The inverse of
the αʹ matrix is needed, and can be calculated by:
αʹ−1 = (1 + αδα)−1 (α)−1 ≈ α−1 − α−1 δαα−1

(3.17)

to the first order.
The change in the reciprocal β matrix is then related to the change in this inverse matrix
from strain. Thus Equation 3.15 becomes:
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δβ = 2π(α−1 δαα−1 )𝑇 ,

(3.18)

where δα is given in Equation 3.16. The α-1 matrix can be calculated from the original α matrix
of lattice vector components. Using the lattice vectors from 2.12 and 2.13, this inverse matrix is
given by:
α−1 =

1
√3ao

−1 −√3
(
).
−1 √3

(3.19)

These matrices can all be used to compute δβ which contains the δb1 and δb2 vectors dependence
on strains. These strain induced changes in the reciprocal lattice vectors can then be used to
calculate the strain altered locations of the six K points where the Dirac cones, where the
conducting electrons follow the Dirac Hamiltonian.
The locations of all six Dirac points can be calculated much like the K point that was
used in the last section discussion in Figure 2.3 and Equation 2.17. The locations of all six K
points are given by:
𝐊𝟏 =

2𝐛𝟏 +𝐛𝟐
2

,

𝐊 𝟒 = −𝐊 𝟏 ,

𝐊𝟐 =

2𝐛𝟐 +𝐛𝟏
2

𝐊 𝟓 = −𝐊 𝟐 ,

,

𝐊𝟑 =

𝐛𝟐 −𝐛𝟏
2

,

𝐊 𝟔 = −𝐊 𝟑 .

(3.20)
(3.21)

The changes in the location of these points are calculated in the same way. For example:
δ𝐊 𝟏 =

2δ𝐛𝟏 +𝛅𝐛𝟐
2

.

(3.22)

Finding that the vector components in the δβ matrix are all on linear combinations of the bond
strains in Equation 3.16, it is known that the δKn values are all determined by linear
combinations of these values as well. Equation 3.21 then shows that each K point will be shifted
in an equal and opposite manner to its Kʹ. This effect is caused purely by strain, but it is
identical to the effect of a magnetic field on these K points [20]. This effect and the locations of
the six K points are illustrated in Figure 3.2. Given that the strain alters these K points in a
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manner almost identical to a magnetic field we can express the resulting property change in
terms of a pseudomagnetic field and its corresponding gauge field.

K6
K5

-K3-δK3

K1

K4

K3+δK3

K2

K3

Figure 3.2 Strain’s effects on the Brillouin zone
Calculating this gauge field with the same magnitude of effects of strain is accomplished
by incorporating the bond strains into the Hamiltonian. This incorporation begins by examining
one of the off diagonal entries of the initial tight binding Hamiltonian, and inputting all of the
necessary extra terms to compensate for strain. The bottom left matrix entry from Equation 2.4
is expanded around one of the six K points with strain and becomes:
− ∑3j=1(𝑡 + 𝛿𝑡j )ei(𝛕𝐣+𝑢𝛕𝐣)·(𝐊𝐧 +δ𝐊𝐧 +𝐪) .

(3.23)

Here the δtj is the change in the hopping parameter corresponding to one of the three strained
bonds, and all of the other variables have been previously discussed. It is important to remember
that the three uτj are assumed to be different, independent values here. Distributing the dot
product factors can be accomplished by:
(𝛕𝐣 + 𝑢𝛕𝐣 ) · (𝐊 𝐧 + δ𝐊 𝐧 + 𝐪) ≈ 𝛕𝐣 · 𝐊 𝐧 + 𝛕𝐣 · δ𝐊 𝐧 + 𝑢𝛕𝐣 · 𝐊 𝐧 + 𝛕𝐣 · 𝐪 .
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(3.24)

This distribution of terms is simplified because the two missing terms, uτj·δKn and uτj·q are
second order terms, and they are negligible.
Then, using the same form of exponential first-order expansion from 2.23, Equation 3.23
becomes:
− ∑3j=1(𝑡 + 𝛿𝑡j )iei𝛕𝐣·𝐊𝐧 𝛕𝐣 · 𝐪 + ei𝛕𝐣·𝐊𝐧 (1 + i(𝛕𝐣 · δ𝐊 𝐧 + 𝑢𝛕𝐣 · 𝐊 𝐧 )) .

(3.25)

Explicit calculation then shows that [11][21]:
∑3j=1 ei𝛕𝐣·𝐊𝐧 (1 + i(𝛕𝐣 · δ𝐊 𝐧 + 𝑢𝛕𝐣 · 𝐊 𝐧 )) = 0 .

(3.25)

Thus, the remaining terms are the complete entry into the Hamiltonian such that:
∑3j=1(𝑡 + 𝛿𝑡j )ie−i𝛕𝐣·𝐊𝐧 𝛕𝐣 · 𝐪

0

Ĥ= (
− ∑3j=1(𝑡 + 𝛿𝑡j )iei𝛕𝐣·𝐊𝐧 𝛕𝐣 · 𝐪

0

).

(3.26)

Then separating the sum of the hopping parameter and the change of hopping parameter changes
the form of the Hamiltonian and gives:
0
Ĥ= (
3
−𝑡 ∑j=1 iei𝛕𝐣·𝐊𝐧 𝛕𝐣 · 𝐪

𝑡 ∑3j=1 ie−i𝛕𝐣·𝐊𝐧 𝛕𝐣 · 𝐪
0

𝑉𝐴
)+(
3
− ∑j=1 𝛿𝑡j iei𝛕𝐣·𝐊𝐧

∑3j=1 𝛿𝑡j ie−i𝛕𝐣·𝐊𝐧
𝑉𝐵

)

(3.27)
where VA is the scalar deformation potential in the A sublattice and VB is the scalar deformation
potential in the B sublattice (deformation potentials naturally arise from strain).
Now, this Hamiltonian has the same form as the Dirac gauge field Hamiltonian in
Equation 3.10. This allows it to be rewritten to make the gauge field easier to derive as:
Ĥ = 𝑣F 𝛔 · 𝐩 + (

𝑉𝐴
𝑓

𝑓∗
),
𝑉𝐵

(3.28)

where:
𝑓 = i(2𝛿𝑡3 − 𝛿𝑡1 − 𝛿𝑡2 )/√3 + 𝛿𝑡1 − 𝛿𝑡2 .

32

(3.29)

Comparing this form of the Hamiltonian to the one in Equation 3.10, solving for A and using the
continuum theory equation using:
|β|

𝛿𝑡j = 𝑡 a2 𝛕j · 𝑢𝛕j ,

(3.30)

0

where:
∂ ln 𝑡

|β| = − ∂ ln a ≈ 2.3 eV ,
0

(3.31)

will help derive the expression for the gauge field vector potential. Here β is a constant.
Examining the units of the various components of Equation 3.28 and remembering Equation 2.39
for vF gives the equation:
𝑓 = −𝑣F 𝑒𝐴 .

(3.32)

These substitutions give the solved vector potential:
|β|𝑡

𝐴 = − πa3 [i((2𝛕𝟑 · 𝑢𝛕𝟑 )−(𝛕𝟏 · 𝑢𝛕𝟏 )−(𝛕𝟐 · 𝑢𝛕𝟐 ))/√3 + ((𝛕𝟏 · 𝑢𝛕𝟏 ) − (𝛕𝟐 · 𝑢𝛕𝟐 )) . (3.33)
o

This value A is actually not a vector yet, but after the rotation completed in Equation 2.42, the
real part of the Hamiltonian is the x component and the imaginary part is the y component. The
Cauchy-Born rule can also be used to express these strains in terms of the strain tensor alone,
which gives:
𝐀=

−2uxy
(
)
2√3πa0 ±uxx − uyy
|β|𝛷0

(3.34)

where Φ0=h/2e is the flux quantum. The plus minus sign on the y component is present because
the K and Kʹ point have opposite sign to satisfy time-reversal symmetry. The electrical potential
can also similarly be calculated from the comparison of Equations 3.10 and 3.28 and is:
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3

𝑉=−

0.3 1
∑
0.12 3

|𝛕j + 𝑢𝛕j | −

1

a0
√3

a0
√3 .

(3.35)
This equation was a very useful development, because it was the only way to calculate
the gauge fields for a variety of strained graphene structures. This result was published online in
late 2009 and in print in January of 2010 [20]. However, there are a few issues with this
continuum gauge theory. The Cauchy-Born rule and the initial assumptions for continuum
theory require that the strains of the lattice vectors between unit cells be symmetric, this is
known as sublattice symmetry. Sublattice symmetry requires that that δτ1ʹ=δτ1, or at least that
the difference between the two be ≈0, as seen in Figure 3.1. But in the derivation of the
Hamiltonian Equation 3.23 for gauge fields, it is said that each bond that a carbon atom forms is
discrete and different. That is what gives rise to the gauge field in the Hamiltonian. In a real,
discrete lattice, sublattice symmetry does not necessary hold under strain.
This can be somewhat argued away for small strain, by considering the difference to still
be ≈0, while allowing it to be technically nonzero, so that both assumptions can hold to a degree,
but then at the same time neither assumption is truly as accurate as it could be. For very small
strains this difference could be acceptable, or even negligible. The issue was the uncertainty in
the definition of an acceptable “small” strain. There was no quantitative measure of the effects
of this assumption and no quantitative description of “large” and “small” strains. The discrete
theory attempts to give some quantitative measure to the effects of this assumption.
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IV.

Discrete Theory

A.

Formulation
In this work, a new discrete theory was developed to correctly compute the gauge fields

in strained graphene membranes. This theory has been used to calculate gauge fields in a freestanding, or suspended, graphene membrane being strained by an STM tip in a simulation. All
of this work was completed using a computational molecular dynamics simulation to determine
discrete atomic coordinates for the accurate computation of gauge fields. The discrete theory
will not have as severe limitations as the continuum theory, because strain field is not assumed to
be continuous. Additionally, it benefits from being logically consistent with the discrete
derivation of the relationship between the gauge field and the Hamiltonian, Equation 2.43 and
3.10. [11]
The derivation of the discrete theory was almost identical to that of the continuum theory.
If followed the same derivation paths for the most part from Equation 2.2 through to Equation
3.33. The key difference was that the smooth continuous strain field u is never assumed. It was
also possible to leave the Dirac Hamiltonian in a more discrete form using ћq rather than
assuming the continuous gradient or momentum p. The strain field derivative components in
Equations 3.33 and 3.34 are where the assumption of sublattice symmetry can limit the accuracy
of the equations. Replacing those components with discrete, accurate displacements Δτ, will
improve the accuracy of the equations.
This distinction is formally made at the beginning of the derivation while describing the
change in the lattice vectors from strain. Equation 4.1 is identical to Equation 3.13, except that it
Δ𝐚𝟏 = Δ𝛕1 − Δ𝛕3 ,

Δ𝐚𝟐 = Δ𝛕𝟐 − Δ𝛕3 .

(4.1)

was technically formalized as being discrete. This distinction is also made is Figure 4.1. The
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Figure 4.1 Definitions of vectors in real space [11]
discrete derivation then follows the same path as the continuum theory, through reciprocal space
and the Dirac Hamiltonian. This eventually leads to an equation that is essentially identical to
Equation 3.29 given by:
(δt1 − δt 2 )/t
𝛷
𝐀 s = πa0 ( −δt1 −δt2+2δt3).
0 ∓

(4.2)

√3t

Then equation is nearly identical to Equation 3.30, except that it is also technically
formalized as discrete:
δt j = −

|𝛽|t
a20

𝛕j · Δ𝛕j ,

(4.3)

where again β ≈ 2.3 eV, is used to derive the final discrete vector potential:
𝛕1 · Δ𝛕1 − 𝛕2 · Δ𝛕2
−𝛷0 |𝛽|
𝐀s =
( −𝛕1 · Δ𝛕1 − 𝛕2 · Δ𝛕2 + 2𝛕3 · Δ𝛕3 ) ,
∓
πa30
√3
(4.4)
which is parallel to Equation 3.33. The assumption of the uniform strain field was never made.
The entire derivation works properly with only discrete strains assumed, and keeping the
expression discrete will allow for more accurate calculations with fewer limitations. The
drawback is that obtaining discrete bond strains can be more difficult to obtain than a
theoretically developed continuous strain field and the actual calculations become more
complicated. This was addressed by atomic simulations detailed in the next section.
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Thinking of Figure 4.1, there are a few other metrics of continuum theory that can be
easily calculated from discrete atomic positions. Continuum theory assumes sublattice symmetry
holds. In terms of the discrete description that would mean Δτ1= Δτ1’ and Δτ2= Δτ2’. If discrete
atomic positions can be attained, the difference in Length ΔLj and angular orientation Δαj can be
calculated for the bonds τ1 and τ2. The difference in angular orientation can be computed using
the dot product rule, and ΔLj is simply the discrete bond length difference.
Δ𝐿j = |𝛕𝐣 + Δ𝛕j | − |𝛕𝐣 + Δ𝛕′j |

(4.5)

(𝛕𝐣 + Δ𝛕j ) · (𝛕𝐣 + Δ𝛕′j ) = |𝛕𝐣 + Δ𝛕j ||𝛕𝐣 + Δ𝛕′j |cos(Δ𝛼j )

(4.6)

These equations define the gauge fields, ΔLj, and Δαj in terms of discrete bond lengths.
But there one last matter to discuss before they could be applied to atomic coordinates. The τj
and Δτj in all of these equations are defined on one unit cell. To apply them to the atomic
coordinates of a strained system, the system needs to be defined as a bunch of “unit cells”. “Unit
cells” is in quotations, because these would not be real unit cells in a perfectly periodic infinite,
crystalline system. They would purely be an artifact applied to the system to allow these
calculations to be defined.
As long as the strain is not so large as to completely disrupt “short-range” periodic
conditions this local use of unit cells is acceptable. A set of the discrete atomic coordinates of N
atoms would be divided up into N/2 unit cells, and As, ΔLj, V, and Δαj can be discretely
calculated in each “unit cell.” Thus, calculating these parameters over the system of atoms.
Equations 4.4, 4.5, and 4.6 were utilized in conjunction with a molecular dynamics simulation in
an attempt to show the benefits of a discrete model.
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B. Simulation
Deciding what kind of simulation or model to use and getting it to work took at least six
months. The final plan was to consider a free-standing graphene membrane strained by an STM
tip. A molecular dynamics simulation was going to be required to simulate this system. A few
research groups had been doing computational molecular dynamics simulations of graphene
[22][23]. There is a difference in limitations of computational and experimental studies of this
type of system. Computational studies are limited by processing and memory constraints to
being smaller. While experimental studies are limited by processing technology to being larger.
This disconnect between the scopes of the two studies makes them difficult to relate to each
other.
A supercomputing molecular dynamics study was sure to get the coordinates as results
for the largest possible membranes. Using LAMMPS and the University of Arkansas
supercomputer allowed the atomic simulation of large systems [24]. However, the largest
suspended membranes simulated in this study still had diameters of only one hundred
nanometers.
LAMMPS was very good at running large mechanical simulations efficiently, but it
required an input file. This input file needed to have all of the x, y, and z initial coordinates of
every atom in the simulation, the atom’s type or element, specification of every bond in the
system, every angle between bonds, information on the strength of these bonds and angles,
specification of the dihedral and improper dihedral bonds, and information on the dihedral and
improper bonds. Large simulations, required large input files.
A FORTRAN code was developed to fill this need. A short shell script could then be
used to automatically run this FORTRAN code repeatedly, with different parameters, to write
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and save multiple large input files. The code worked by first generating the graphene lattice
coordinates. Next, the code went through all of the generated coordinates to remove the
necessary atoms to cut the sheet to the desired shape. Then it scanned through the coordinates
and assigned bonds. After that it used the bond and coordinate information to generate the
proper input data for LAMMPS on angles, dihedrals, and improper dihedrals, to prepare the
molecular dynamics calculations.
Setting up the simulations still took some work. Having the input files was good, but
getting acquainted with LAMMPS and running the simulations still took a couple of months.
The LAMMPS code was altered multiple times. Part of that was learning LAMMPS and
debugging the code, but another part of that was changing and improving how the LAMMPS
code did the simulation. Atomic coordinates for atoms in an extruder pushing the simulated
graphene were added. This code became a working simulation of an STM tip pushing suspended
graphene membranes for the accomplished work.
The input file from the FORTRAN code led to a flat conformation. So the first step for
LAMMPS was to relax the system. As a result, the membrane rippled. Then, the boundary
atoms were all fixed in place. There was no substrate in the simulation. It was computationally
easier and still just as accurate to simply hold about a ten atom thick layer around the boundary
of the membrane fixed in place. Then the extruder was slowly pushed down into the graphene.
This was accomplished in successive steps. The extruder would be moved down to strain the
suspended sheet, and the tip would stop and the membrane would be mechanically relaxed. Then
the next step would begin, and the tip would be pushed into the membrane. The LAMMPS code
was run repeatedly while the code was being completed, and the code was progressively built up
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with steps in this order. Figure 4.2 shows a time step from when the membrane was first being
strained by the tip.

Figure 4.2 Simulated graphene membrane
Getting the tip to move at the correct speed, and to get it to move to the correct final
distance took some time and trial and error. Once complete, multiple simulations were run on
the supercomputer as desired. LAMMPS was coded to dump all of the atomic positions into a
file once the simulation was complete. The only problem was that these discrete positions were
all in three dimensions, and the formulas were all developed for two dimensional systems. To
use the formalized discrete theory formulas, each unit cell was locally flattened. This is where
some of the error was introduced, but this error was discretely measured and how acceptable it
was at the strains produced was shown.
Flattening the coordinates is outlined in Figure 4.3.a. After rotating the three bonded
atoms into the x-y plane, the central atom was flattened into the plane with them. Remembering
that the pseudomagnetic field B is the curl of the gauge field As, the pseudo magnetic field was
discretely computed using the system illustrated in 4.3.b and:
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Figure 4.3 Discrete computing methods [11]
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𝐁s = 𝑘(Δx 𝐴y − Δy 𝐴x ) ,

(4.7)

𝐴y (𝐫i + 1, j) − 𝐴y (𝐫i , j ) 𝐴x (𝐫i , j) − 𝐴x (𝐫i−1 , j )
Δx 𝐴y = (
+
),
|𝐫i + 1, j − 𝐫i , j|
|𝐫i , j − 𝐫i−1 , j|
(4.8)
𝐴x (𝐫i , j + 1) − 𝐴y (𝐫i , j ) 𝐴x (𝐫i , j) − 𝐴x (𝐫i , j − 1 )
Δy 𝐴x = (
+
),
|𝐫i , j + 1 − 𝐫i , j|
|𝐫i , j − 𝐫i , j − 1|
(4.9)
where k is a unit vector pointing out of the plane. With all of these equations and atomic
positions; ΔLj, Δαj, Es, Ax, and Ay were calculated at each “unit cell” using Equations 4.4, 4.5,
4.6, and 3.35 and the procedure from Figure 4.3.a. Then the pseudomagnetic field was discretely
calculated using Equations 4.7-9 and the procedure from Figure 4.3.b. The simulations along
with the theory and these last calculations were used to generate more accurate plots of gauge
fields in graphene membranes with larger strains.
C. Results
With an understanding of gauge fields, the completed formalization of the discrete strain
theory, and functioning simulations of suspended graphene membranes being strained; it was
time to begin the discussion of some results. Numerous geometries were tested and simulated,
but in the end a triangle made the best figures because their 120o symmetry matched that of the
graphene lattice and that of the pseudomagnetic field, Bs. Figure 4.4, is straight from the
published paper on this study and has some helpful diagrams, and other information from the
atomic simulations discussed next.
Figure 4.4.a is a diagram of the experimental setup modeled by the simulations and an
image of one of the rippled, unstressed membranes. The diagram shows that the tips were
simulated by pushing down in the center of the membranes, and the various triangles are there

42

Figure 4.4 Simulation details [11]
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because simulations were completed for a variety of membranes. The rippled membrane image
is there to stress the fact that ripples were observed in this simulation. This had been observed
experimentally, but not by a computationally relaxed graphene sheet. Figure 4.4.b illustrates the
size of the membrane, and defines l1 which was used to express the total strain of the membrane.
Figure 4.4.c is a succession of plots of height over the membrane for various strains. Γ
was the vertical displacement by the tip in the center, and l1 was as defined in 4.4.b. The first,
unstressed height plot showed the ripples again, and the successive plots showed how the
membrane deformed as the simulation progressed. Figure 4.4.d is successive plots of the bond
deformation. This was the strain of the bonds. Additionally, the maximum bond strain was
printed by each plot. These graphs showed that the strain in this system was clearly not uniform.
The strains were much greater near the STM tip. The maximum strain was Γ/ l1= 35%, and the
maximum bond increase at this strain was 21%.
Those results were useful for illustrating what the simulation did and what size strains
were observed in the system. The calculations of gauge fields had not yet been completed. That
was simply some information directly from the LAMMPS output that was plotted, and was very
useful for understanding what was going on in the simulated system.
Next, the relationship between elastic energy and strain was analyzed and shown in
Figure 4.5. The membrane responded to strain in two broad stages: Harmonic and anharmonic.
As the strain was initially applied, the harmonic mechanism dominated, and the increase in strain
was proportional to (Γ/ l1)2. As the membrane was put under larger strains, the anharmonic
mechanism began to dominate, and the increase in strain was proportional to (Γ/ l1)4.
Because the graphene was relaxed, or rippled, before applying strain, it was recognized
that there was a third region at the beginning. Here strain in the membrane did not increase the
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strain on the bonds at all. The bonds were already strained to a degree by the ripples, and the
membrane had some thickness in the z direction to move around and adjust to the initial low
strains. This was illustrated in Figure 4.5, and this figure also was developed without using the
gauge field calculations. This appeared while analyzing the raw data from LAMMPS. It was
also observed the harmonic and anharmonic regions behaved as expected. The initial isometric
region was a new phenomenon of note that deserved to be mentioned. Figure 4.6 is an
illustration of the various types of elastic energy in the bonds. This illustration showed how the
energy was changing during the first strain step. During the first 2x105 fs, the extruder was

Figure 4.5 Elastic energy vs. strain [11]

Figure 4.6 Elastic energy sources [11]
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being pushed down into the membrane and the latter time in the plot was the relaxations step
minimizing the energies. The isometric region was apparent again here. For the first 1x105 fs, as
the tip hasn’t pushed to one nanometer yet, there was little or no energy change in the membrane.
The results in Figures 4.4, 4.5, and 4.6 are all mechanical results from LAMMPS and the
simulation itself. They gave a good mechanical understanding of what was happening in the
strained membrane. Next, the atomic coordinates were used to compute all of the other variables
of interest, using the equations derived in section 4.B. While doing the flattening procedure
discussed in Figure 4.4.a to calculate ΔLj, Δαj, Es, Ax, and Ay it was easy to save the z value that
was set to zero in the final flattening step. The saved z values were then be plotted and used to
evaluate how much error the flattening procedure induced. This plot is shown in Figure 4.7. The

Figure 4.7 Out of plane height vs. distance to indenter [11]
final flattened z value that was set to zero, was Δz. This change was plotted as Δz/a0, a percent
of the bond length. The x axis was the distance to the simulated extruder or STM tip. For atoms
greater than one nanometer away from the tip, the Δz value flattened was generally less than
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three percent of the bond length. That was a very small amount of error, very close to the tip.
This helped ensure the quality and accuracy of the data, and gave the results some confidence.
Now, a discussion of the final objective that was the main initial goal of the project will
be presented. The breaking of sublattice symmetry in length, ΔLj, error in angular orientation,
Δαj, pseudoelectric field, Es, and pseudomagnetic field, Bs, were all discretely calculated from
the atomic coordinates of the molecular dynamic simulation using the various discrete theory
equations formalized in section 4.B. The flattening procedure to flatten the three-dimensional
coordinates was shown to be a valid approximation, so the discrete theory formulas calculated
the desired properties.
Figure 4.8 displays the discretely calculated lack of sublattice symmetry. Remembering

Figure 4.8 Sublattice symmetry limits [11]
Figure 4.4.d, the strain was shown to dramatically increase near the indenter. So it was not
surprising that the lack of sublattice symmetry was highest in the area of high strain. The
angular orientation error was surprisingly large. The entire membrane was only strained to 35%.
That meant that the angle between the l1 trace line in the x-y plane, and the l1 trace line directly
from the base of the triangle to the tip was tan-1(.35) = 19.3o. That trace line was roughly 33 nm
or 235 carbon bond lengths long. So with only 19.3o of strain to be accounted for in roughly 235
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carbon bonds worth of space, the fact that sublattice symmetry broke by 10o in some unit cells,
was a surprisingly large value.
The error in length was surprisingly large as well. This difference length was an error in
strain. And in some locations on the membrane the magnitude of the break in sublattice
symmetry was larger than the strain itself. Comparing the ΔL1 plot to the strains in Figure 4.5.d,
there are several locations over a good portion of the membrane where the error in ΔL1 was about
1%, while the actual bond strain was around 1%. The angular orientation error was greater than
10o in areas of large strain, and while the bond length error was less than 3% in areas of large
strain, it was larger than the angular orientation difference in areas of lower strains. These plots
clearly illustrate that the continuum theory could not be accurately applied to such a system.
The research community needs to keep these limitations of the continuum theory in mind
and only apply the theory where it is valid. The theory for computing gauge fields needs to be
improved moving forward to allow it to be applied to more complicated or higher strain systems.
A discrete approach, like the one presented herein is a good candidate for such improvement for
many systems. On that note, Figure 4.9 displays the discretely calculated pseudomagnetic and

Figure 4.9 Pseudoelectric and pseudomagnetic fields [11]
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pseudoelectric fields. Much like the strain or bond deformation, the gauge fields dramatically
increased near the tip. That was because they were directly related to the strain, which did the
same thing. The correct 120o symmetry of the pseudomagnetic field was also observed. This is
why these figures look best on a triangle. In a square or pentagon the pseudomagnetic field
doesn’t look symmetrical. This is because each 120o section of the lattice saw different
boundary conditions in those shapes. But in a triangle, each section had the same boundary
conditions and the field appeared symmetrical.
The magnitude of the pseudomagnetic field was also interesting. The largest sustained
macroscopic magnetic field was only just over 100T [25]. This pseudomagnetic field could be as
large as 600T. Landau levels measured experimentally have indicated pseudomagnetic fields
over 300T [26]. There is still a lot of uncertainty, both with trying to experimentally measure
gauge fields and with trying to theoretically calculate them. It is hoped that the research
community will keep the limitations of the continuum theory approach in check, and that the
development of this discrete theory can help ensure the accuracy and integrity of gauge field
calculations moving forward. A discrete approach, like the one here, could hopefully be the next
step in the right direction for the accuracy of strain engineering in graphene. This approach has
been supported and presented for some time now, and to reiterate and strengthen the message,
another study is being completed currently.
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V. Conclusion
Strain engineering in graphene is shifting and still being developed and formalized. The
underlying physics behind gauge fields is surprisingly well understood, but describing the final
resulting fields was difficult task. Strained graphene systems are complex and difficult to
approximate. Thus, the most accurate way to describe a more complicated system is going to be
some form of a discrete approach that does not sacrifice accuracy in approximations. The
discrete theory formalized here was a good step towards easier, more accurate calculations.
Stain engineering in graphene must be kept accurate and with high integrity if the theories are
ever going to become practically applicable. The limitations of continuum theory could threaten
that integrity if they are neglected.
The continuum theory approach was the first completed theory to calculate the magnitude
of any pseudomagnetic fields. The danger lies in the ambiguity of when the continuum theory is
inaccurate. If these limitations are neglected or not kept in check; gauge field calculations will
be inaccurate. There was no way of knowing when the continuum theory is right, or when it is
wrong, or how much error it has. The discrete theory has shed some light on that issue. There is
no distinct limit where the continuum theory does or does not work, but there is now some idea
of what the acceptable range might be. It is only always acceptable for very small strains below
0.5%. The first sentence of reference [20], which introduced the full continuum theory, begins
by saying, “If a mechanical strain Δ varies smoothly on the scale of interatomic distances...”
Where exactly that line of varying should be drawn is unsure.
It seemed like the critical area for gauge fields might be somewhere near two percent
strain as in other continuum theory applications. Using the discrete approach of this work, that
error can be checked and there is a more accurate alternative for larger strains. It was very
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obvious that the continuum theory broke down for large strains. This was seen in Figure 4.8 in
the discrete molecular dynamics simulation. But it was already known that the continuum theory
was inadequate for large strains. What about the small strains? This was the key question to
assess the applicability of the continuum theory. The question addressed in this work was how
small does a strain need to be for continuum theory to be accurate?
Comparing the plots in Figure 4.8 and Figure 4.4.d suggest that in some locations the
sublattice symmetry might be broken by at least .4% while the strain was as low as 1%. That
would cause 20% error in calculations at only 1% strain. This suggested that the continuum
theory approach might only be valid at strains significantly lower than 1% for some systems.
This presented an issue. At these very small, nearly zero strains, the gauge field was also very
small and nearly zero. That was known without any supporting theory. This made the scope for
application of continuum theory very small. It could be used for small strains on the order of 1%
or larger, if there were no way to use any other approach, but then the unknown margin of error
may be large.
It seemed as though a discrete approach to calculating the gauge fields would always be
more accurate in any system, but the drawback was the added difficulty of acquiring discrete
atomic positions. The research community needs to realize the limitations of the continuum
approach. If the continuum theory approach to gauge field calculations is used for any system,
these limitations should be acknowledged and shown to be acceptable in their case. Using the
continuum theory without such acknowledgment could allow large errors, even for smaller
strains as discussed. This development will help improve the accuracy of stain engineering
research.
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The improved quality and integrity of strain engineering in graphene will help ensure that
strained graphene systems in application are not caused to fail by strain induced gauge fields, and
maybe someday intentionally strained graphene could be used to create strain induced gauge
fields to serve a purpose in devices. Using an accurate discrete approach could easily calculate
the gauge fields for graphene that is intentionally strained on a textured surface.
This discrete formalization has already served as a useful evaluation of the continuum
theory approach, were no previous method of evaluation had existed. The discrete theory, or
some other accurate discrete approach, may be further improved, simplified, or applied to a
wider range of systems in the future.
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Appendix A: Description of Research for Popular Publication
Title: A Little Strain Goes a Long Way
A new discrete theory for calculating the electrical effects of strain in graphene has been
formalized at the University of Arkansas in Dr. Barraza-Lopez’s research group. Cedric Horvath
is a member of this research group, and a student in the microEP program who has helped
implement this new theory.
Graphene is an exciting new nanomaterial with fascinating electrical and mechanical
properties. Graphene is a one atom thick sheet of carbon atoms. The 2010 Nobel Prize in
physics was awarded for the discovery of graphene, because it is such a promising material.
Pound for pound, graphene is one hundred times stronger than steel. It is also extremely flexible.
It can also conduct electricity just as well as copper, and yet its conduction can be controlled like
a semiconductor. This makes graphene a very exciting new nanomaterial for potential electrical
and mechanical applications.
Graphene is so strong and flexible, it can be stretched so much that the electrical
properties can be changed. Stretching graphene in an electrical device will actually alter how the
graphene conducts electricity. Understanding how these deformations change the conduction is
important for some potential electrical applications. Determining the effects of strain can be
difficult. Graphene was discovered in 2005, and the first completed theory to describe these
changes was finished in 2009. This theory applied the Continuum Theory of Elasticity from
other solid state science, to solve how strain affects the conduction in strained graphene.
The continuum theory approach has limited accuracy. It assumes that stretching the
graphene creates a continuous strain field in the material, but in reality the strain is made up of
discontinuous, discrete atomic displacements. This means that the continuum approach is only
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valid and accurate for small strains where this approximation is valid. Because this theory was
the only way of calculating the effects of strain, the definition of a “small” strain where the
theory is valid has been blurred, and the theory has been stretched to its limits (haha, stretched to
its limits). In fact, Cedric says, “the continuum theory approach might only be valid at strains
significantly lower than 1%,” but graphene is capable of sustaining strains in excess of 20%.
The discrete theory is valid for strains larger than the continuum theory, and is a step
towards more accurate calculations of the effects of strain on conduction in graphene. The
effects of strain can be represented with a pseudomagnetic field, and a pseudoelectric field.
These fields, when calculated correctly, accurately describe the effects of strain on conduction.
The discrete theory can accurately calculate these fields at strains larger than those where
continuum theory becomes invalid. The theory is still not perfect, but it is a step towards fully
accurate descriptions of stains effects. These strain induced pseudofields are picutred below for
a triangular sheet of grpahene in Figure A.1.

Figure A.1 Pseudoelectric and pseudomagnetic fields [11]
The discrete theory can make more accurate calculations, but using it requires a more
complicated calculation. The continuum theory calculates the fields by assuming a modeled
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strain field, but accounting for the discrete atomic displacements requires obtaining the discrete
atomic positions. Cedric emphasizes that this is the key difference between the discrete and
continuum approach to strain engineering in graphene by saying, “The discrete approach looks at
reality, and the continuum approach approximates reality.” The material is made up of distinct
atoms. When stretched, each of those atoms is discretely displaced, creating discrete strains for
the various bonds. Thus, the strain in the sheet is discrete and discontinuous by definition.
Obtaining the discrete, strained atomic positions was accomplished with a
supercomputing molecular dynamics simulation on the University of Arkansas supercomputer.
A mechanical simulation was used to determine the discrete locations of each carbon atom in a
triangular sheet. These exact coordinates were then used with the discrete theory to compute the
pseudofields in the strained material. The atoms in this computationally strained sheet are
pictured below in Figure A.2.

Figure A.2 Simulated graphene membrane
The discrete theory is more accurate than the continuum theory. It is still not perfect at
larger strains, but it is certainly a step in the right direction. The integrity of strain engineering in
graphene has been dangerously uncertain because of the neglect of the validity of the continuum
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theory in some studies. This discrete theory can help maintain the accuracy and integrity of
research, and it can help shed light on the ambiguous limitations of the continuum theory
approach. In conclusion of the work Dr. Barraza-Lopez said, “We have provided a theory for
strain engineering valid beyond continuum elasticity.” This is an important step towards the
accurate description of the electrical effects of strain in graphene.
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Appendix B: Executive Summary of Newly Created Intellectual Property
The intellectual property created in the course of this research consists of:
1. The presented discrete approach to gauge field calculation.
2. Various FORTRAN and Matlab codes for data generation and manipulation.
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Appendix C: Potential Patent and Commercialization Aspects of listed Intellectual
Property Items
C.1 Patentability of Intellectual Property (Could Each Item be Patented)
The two pieces of intellectual property could not be patented.
1. The presented discrete approach to gauge field calculation is only a set of derivable
equations for research advancement, and could not be patented.
2. The various codes used in this research could be patented.
C.2 Commercialization Prospects (Should Each Item Be Patented)
The two pieces of intellectual property should not be patented.
1. No, it is not patentable. We are receiving scientific reputation for our published work,
instead of monetary rewards.
2. The smaller codes should not be patented. If a larger combined code were developed into
a program to complete all of the data generation, molecular dynamics simulations, and
data calculation for different strain systems, this larger program might be patented. But
this is not advisable. The time and energy would be better spend finding faster and better
ways to enhance the calculations, because such advancements could cause this program
to become obsolete by the time it were completed. The market for such a program is also
too small.
C.3 Possible Prior Disclosure of IP
The discrete theory approach has been published, so it is now disclosed to the public. The
discrete approach to molecular graphene calculations has not yet been disclosed outside of the
University of Arkansas and collaborators. It will be published soon. None of the small codes
developed have been disclosed outside of the research group, and some of them would probably
be readily and freely shared if any direct interest arose.
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Appendix D: Broader Impact of Research
D.1 Applicability of Research Methods to Other Problems
The specific discrete theory here can be applied to some other research. Similar
derivations could be performed for different Hamiltonians belonging to different crystalline
systems. But unless gauge fields are strong in these other systems as well, such a derivation
wouldn’t be very useful. The discrete approach can continue to serve as a useful way to evaluate
the continuum theory error, and can easily be applied to a wide range of strained graphene or
hexagonal lattice systems, as long as atomic positions can be calculated. Perhaps similar discrete
theories could by developed in other areas that the continuum theory of elasticity is used. It will
certainly continue to contribute to further developments and improvements for strain engineering
in graphene.
D.2 Impact of Research Results on U.S. and Global Society
Not much. It may help the development on flexible substrate devices using graphene.
But the larger limiting issue for such devices is the processing technology for graphene.
D.3 Impact of Research Results on the Environment
None foreseeable.
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Appendix E: Microsoft Project for MS MicroEP Degree Plan
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Appendix F: Identification of All Software Used in Research and Thesis Generation
Computer #1:
Model Number: N/A, homebuilt
Location: My duplex
Owner: Cedric Horvath
Software #1:
Name: Microsoft Office 2013
Purchased by: Cedric Horvath
License #: 15.0.4569.1508
Software #2:
Name: SecureCRT 6.7
Purchased by: Dr. Salvador Barraza-Lopez
License #:03-67-029195
Software #3:
Name: SecureFX 6.7
Purchased by: Dr. Salvador Barraza-Lopez
License #: 06-67-008023
Software #4:
Name: Ovito 9.5
Purchased by: Free to download
Software #5:
Name: Jmol
Purchased by: Free to download
Software #6:
Name: GNU plot
Purchased by: Free to download
Software #7:
Name: MS Project 2010
Purchased by: University license
Computer #2:
Model Number: Dell Optiplex-3010
Location: Kimpell 240
Owner: Dr. Salvador Barraza-Lopez
Software #1:
Name: Ubuntu 11.10
Purchased by: Manufacturer license (came with the computer)
Software #2:
Name: Intel FORTRAN compiler
Purchased by: free to download
Software #3:
Name: Matlab
Purchased by: University license
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Computer #3:
Model Number: stargete.uark.edu supercomputer
Location: J.B. Hunt building
Owner: University of Arkansas
Software #1:
Name: LAMMPS
Purchased by: University license
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Appendix G: All Publications Published, Submitted and Planned
“Strain Gauge Fields for Rippled Graphene Membranes Under Central Mechanical Load:
An Approach Beyond First-Order Continuum Elasticity” J. V. Sloan, A. A. P. Sanjuan, Z. Wang,
C. Horvath, and S. Barraza-Lopez, Physical Review B 87, 155436 (2013).
“A Discrete Geometry and the Electronic Properties of Molecular Graphene” Mehrshad
Mehboudi, Cedric M. Horvath, Bradley Klee, Alejandro A. Pacheco Sanjuan, Edmund O.
Harriss, and Salvador Barraza-Lopez, planned to submit summer 2014
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