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FURTHER STUDY ON PERIODIC SOLUTIONS OF
ELLIPTIC EQUATIONS WITH A FRACTIONAL
LAPLACIAN
ZHUORAN DU† AND CHANGFENG GUI∗
Abstract. We obtain some existence theorems for periodic so-
lutions to several linear equations involving fractional Laplacian.
We also prove that the lower bound of all periods for semilinear
elliptic equations involving fractional Laplacian is not larger than
some exact positive constant. Hamiltonian identity, Modica-type
inequalities and an estimate of the energy for periodic solutions
are also established.
Mathematics Subject Classification(2010): 35J61, 35B10, 35A01,
58J55.
Key words periodic solutions, fractional Laplacian, bifurcation, Hamil-
tonian identity, Modica-type inequalities
1. Introduction
We first consider the following linear problem involving fractional
Laplacian
Lu := (−∂xx)
su(x) + k(x)u(x) = g(x) in R, (1)
where k, g are periodic functions with the same period T and k is
bounded in R. Here (−∂xx)s, s ∈ (0, 1), denotes the usual fractional
Laplace operator, a Fourier multiplier of symbol |ξ|2s.
The fractional Laplace operator (−∆)s can be defined as a Dirichlet-
to-Neumann map for a so-called s-harmonic extension problem (see [6]).
Given a function φ(x), the solution Φ(x, y) of the following problem{
div(ya∇Φ) = 0 in Rn+1+ = {(x, y) : x ∈ R
n, y > 0},
Φ(x, 0) = φ(x) on Rn
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is called the s-harmonic extension of φ, and we denote it as Φ :=
Ext(φ). The parameter a is related to the power s of the fractional
Laplacian (−∆)s by the formula a = 1− 2s ∈ (−1, 1). One has
Φ(x, y) =
∫
Rn
ps(x− z, y)φ(z)dz =
∫
Rn
ps(z, y)φ(x− z)dz, (2)
where ps(x, y) is the s-Poisson kernel
ps(x, y) = Cn,s
y2s
(|x|2 + |y|2)
n+2s
2
,
and Cn,s is the constant which makes
∫
Rn
ps(x, y)dx = 1. Caffarelli and
Silvestre in [6] proved that
(−∆)sφ(x) = ds
∂Φ
∂νa
in Rn = ∂Rn+1+ ,
where
∂Φ
∂νa
:= − lim
y↓0
ya
∂Φ
∂y
, ds = 2
2s−1 Γ(s)
Γ(1− s)
.
From (2) and the formula of s-Poisson kernel, we can easily deduce
that the s-harmonic extension Ext(u)(x, y) of an odd (resp. even)
periodic function u(x)(x ∈ R) is also odd (resp. even) and periodic
with respect to the variable x with the same period as of u.
We will first establish several existence theorems of periodic solutions
to linear problems relevant to (1).
We also consider the following semilinear equation
(−∂xx)
su(x) + F ′(u(x)) = 0, u(x+ T ) = u(x) in R. (3)
Here the function F is a smooth double-well potential with wells at +1
and −1, namely, it satisfies{
F (1) = F (−1) = 0 < F (u), ∀ − 1 < u < 1,
F ′(1) = F ′(−1) = 0.
(4)
We also assume that
F is nondecreasing in (−1, 0) and nonincreasing in (0, 1). (5)
The authors and Zhang in [10] obtained the existence of periodic
solutions with any period T > T0 to (3), by using variational methods.
An estimate of energy for periodic solutions also had been established.
In [8] the authors study Delaunay-type singular solutions for the frac-
tional Yamabe problem with an isolated singularity at the origin. Pre-
cisely, after the Emden-Fowler change of variale, they reformulate their
problem into a variational one for some periodic function with period
L. Then they prove that there is the smallest period L0, namely the
3periodic problem admits nonconstant minimizer for any L > L0. Exis-
tence of periodic solutions to so-called pesudo-relativistic Schro¨dinger
equations are also established in [2] and [3]. In [14],the authors es-
tablish interior and boundary Harnack’s inequalities for nonnegative
solutions to (−∆)su = 0 with periodic boundary conditions, and they
also obtain regularity properties of the fractional Laplacian with peri-
odic boundary conditions and the pointwise integro-differential formula
for the operator.
We will obtain an exact upper bound value of T0 by using Hopf bi-
furcation theory in section 3. Hamiltonian identity and Modica-type
inequalities for periodic solutions of (3) will also be established in sec-
tion 4. Finally in section 5 we will improve the estimate of the energy
of periodic solutions to (3) in [10].
2. Existence theorems of linear problems
We introduce the following spaces
HT := {U(x, y) : U(x+ T, y) = U(x, y), ∀y ≥ 0,
‖U‖2T :=
∫ T
2
−T
2
∫
R+
ya|∇U(x, y)|2dxdy +
∫ T
2
−T
2
U2(x, 0))dx <∞},
HsT := {u(x) : u(x+ T ) = u(x),
‖u‖2Hs
T
:=
∫ T
2
−T
2
∫ T
2
−T
2
|u(x)− u(x¯)|2
|x− x¯|1+2s
dxdx¯+
∫ T
2
−T
2
u2(x)dx <∞},
H˜sT := {u(x) ∈ H
s
T , ‖u‖
2
H˜s
T
:=
∫ T
2
−T
2
u2(x)dx
+
∫ T
2
−T
2
∫ T
2
−T
2
+∞∑
j∈Z,j=−∞
|u(x)− u(x¯)|2
|x− x¯+ jT |1+2s
dxdx¯ <∞},
L2T := {u(x) : u(x+ T ) = u(x), ‖u‖
2
L2
T
:=
∫ T
2
−T
2
u2(x)dx <∞}.
Clearly
H˜sT →֒ H
s
T . (6)
Note that for periodic functions u, we have∫ T
2
−T
2
∫ T
2
−T
2
+∞∑
j=−∞
|u(x)− u(x¯)|2
|x− x¯+ jT |1+2s
dxdx¯ =
∫ T
2
−T
2
∫ ∞
−∞
|u(x)− u(x¯)|2
|x− x¯|1+2s
dxdx¯.
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We claim
Tr(HT ) = H˜sT . (7)
Indeed, for any given u ∈ H˜sT , we may first prove Ext(u) ∈ HT , which
means the surjectivity of the trace operator(if it is well defined) from
HT to H˜sT . Since Ext(u) is periodic with respect to the variable x for
any y ≥ 0, we have∫ T
2
−T
2
∫
R+
ya|∇Ext(u)(x, y)|2dxdy =
1
ds
∫ T
2
−T
2
u(x)(−∂xx)
su(x)dx.
In view of
(−∂xx)
su(x) = C(s)
∫ ∞
−∞
u(x)− u(x¯)
|x− x¯|1+2s
dx¯,
we have∫ T
2
−T
2
u(x)(−∂xx)
su(x)dx = C(s)
∫ T
2
−T
2
∫
R
u(x)[u(x)− u(x¯)]
|x− x¯|1+2s
dx¯dx
=
C(s)
2
{∫ T
2
−T
2
∫
R
u(x)[u(x)− u(x¯)]
|x− x¯|1+2s
dx¯dx+
∫ T
2
−T
2
∫
R
u(x¯)[u(x¯)− u(x)]
|x− x¯|1+2s
dx¯dx
}
=
C(s)
2
∫ T
2
−T
2
∫
R
|u(x)− u(x¯)|2
|x− x¯|1+2s
dx¯dx,
where we used the fact that u is periodic. Hence∫ T
2
−T
2
∫ T
2
−T
2
+∞∑
j=−∞
|u(x)− u(x¯)|2
|x− x¯+ jT |1+2s
dxdx¯
=
2ds
C(s)
∫ T
2
−T
2
∫
R+
ya|∇Ext(u)(x, y)|2dxdy,
which yields that c‖Ext(u)‖T ≤ ‖u‖H˜s
T
≤ C‖Ext(u)‖T . Therefore we
have Ext(u) ∈ HT .
Next we prove that for any U(x, y) ∈ HT satisfying U(x, 0) = u(x),
the following inequality holds∫ T
2
−T
2
∫ T
2
−T
2
+∞∑
j=−∞
|u(x)− u(x¯)|2
|x− x¯+ jT |1+2s
dxdx¯ ≤
2ds
C(s)
∫ T
2
−T
2
∫
R+
ya|∇U(x, y)|2dxdy.
(8)
Since we have∫ T
2
−T
2
u(x)(−∂xx)
su(x)dx = ds
∫ T
2
−T
2
∫
R+
ya∇Ext(u)(x, y) · ∇U(x, y)dxdy,
5then
C(s)
2ds
∫ T
2
−T
2
∫
R
|u(x)− u(x¯)|2
|x− x¯|1+2s
dx¯dx
≤
(∫ T
2
−T
2
∫
R+
ya|∇Ext(u)(x, y)|2dxdy
) 1
2
(∫ T
2
−T
2
∫
R+
ya|∇U(x, y)|2dxdy
) 1
2
=
√
C(s)
2ds
(∫ T
2
−T
2
∫
R
|u(x)− u(x¯)|2
|x− x¯|1+2s
dx¯dx
) 1
2
(∫ T
2
−T
2
∫
R+
ya|∇U(x, y)|2dxdy
) 1
2
,
which yields the above desired inequality (8). Therefore the trace op-
erator is well defined.
Hence we have proved claim (7).
From now on, we denote the s-harmonic extension Ext(u) of u as U
for simplicity of notation.
Set
B(U, V ) :=
∫
R+
∫ T
2
−T
2
ya∇U(x, y)·∇V (x, y)dxdy+
∫ T
2
−T
2
k(x)U(x, 0)V (x, 0)dx.
We denote
Bµ(U, V ) := B(U, V ) + µ
∫ T
2
−T
2
U(x, 0)V (x, 0)dx.
Clearly we see that Bµ(U, V ) = Bµ(V, U), and there exists γ ≥ 0 such
that
Bγ(U, U) = B(U, U) + γ‖U(x, 0)‖
2
L2
T
≥ C‖U‖2T .
Hence
(·, ·) := Bγ(·, ·)
is an inner product in HT .
Theorem 2.1. (First existence Theorem) There exists γ ≥ 0 such that
for each µ ≥ γ, and each g ∈ L2T , the problem
Lµu := Lu+ µu = g in R, (9)
admits a unique weak periodic solution u := L−1µ g ∈ H
s
T . Moreover, the
following estimate holds
‖u‖Hs
T
≤ C‖g‖L2
T
.
Proof. We apply Riesz Representation Theorem to find a unique solu-
tion U ∈ HT of
Bµ(U, V ) = 〈g, V (x, 0)〉, ∀V ∈ HT .
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Moreover
‖U‖T ≤ C‖g‖L2
T
.
Consequently U(x, y) is the unique weak periodic solution (periodic
with respect to the variable x) of{
div(ya∇U) = 0 in R2+,
∂U
∂νa
+ k(x)U + µU = g(x) on ∂R2+,
which means that u(x) = U(x, 0) is the unique periodic solution of (9).
By (6)-(7), we have
‖u‖Hs
T
≤ C‖u‖H˜s
T
≤ C‖U‖T .
So we derive
‖u‖Hs
T
≤ C‖g‖L2
T
.

We shall show the following Fredholm alternative.
Theorem 2.2. (Second existence Theorem) One of the following state-
ments holds:
either
(i)for each g ∈ L2T , there exists a unique weak periodic solution u of
Lu = g. (10)
or else
(ii)there exists a weak solution u 6≡ 0 of
Lu = 0. (11)
Furthermore, should (ii) hold, the dimension of the subspace N ⊂ L2T
of weak solutions of (11) is finite.
Finally, (10) has a weak solution if and only if 〈g, v〉 = 0, ∀v ∈ N .
Proof. Observe that (10) is equivalent to the problem
Lγu = γu+ g. (12)
This equation can be written as
u = L−1γ (γu+ g) = γL
−1
γ u+ L
−1
γ g.
Denote
A(u) := γL−1γ u, gˆ := L
−1
γ g.
From Theorem 2.1 and the compact embedding of HsT into L
2
T , we
know that A is a compact operator from L2T into itself. Moreover,
the operator A is self-adjoint. Applying the Fredholm alternative, we
obtain:
either
7(i) for each gˆ ∈ L2T the equation
u− Au = gˆ (13)
has a unique solution u
or else
(ii) the equation
u−Au = 0 (14)
has nonzero solutions.
Should assertion (i) hold, then u is the unique weak solution of (10).
On the other hand, should assertion (ii) be valid, then necessarily γ 6= 0
and it is well known that the dimension of the space N of the solutions
is finite. We check that (14) holds if and only if u is a weak solution of
(11).
Finally, we recall (13) has a solution if and only if
〈gˆ, v〉 = 0, ∀v ∈ N .
Note
〈gˆ, v〉 =
1
γ
〈Ag, v〉 =
1
γ
〈g, Av〉 =
1
γ
〈g, v〉.
Therefore (10) has a weak solution if and only if 〈g, v〉 = 0 for any
v ∈ N . 
We now state the result regarding the associated eigenvalue problem.
Theorem 2.3. (Third existence Theorem)
(i) There exists an at most countable set of eigenvalues Λ ⊂ R such
that
Lu = λu+ g (15)
admits a unique weak periodic solution u for each g ∈ L2T if and only
if λ 6∈ Λ.
(ii) If Λ is infinite, then Λ = {λj}∞j=1, the values of a nondecreasing
sequence with
λj → +∞.
Proof. From Theorem 2.1 we know that (15) admits weak solutions for
each g ∈ L2T when λ ≤ −γ. Hence we only need to consider λ > −γ.
Assume also with no loss of generality that γ > 0.
According to the Fredholm alternative, (15) has a unique weak so-
lution for each g ∈ L2T if and only if u ≡ 0 is the only weak solution of
the homogeneous problem Lu = λu. This is in turn true if and only if
u ≡ 0 is the only weak solution of
Lγu = (γ + λ)u.
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This holds exactly when
u = L−1γ (γ + λ)u =
γ + λ
γ
Au, (16)
where, as in the proof of Theorem 2.2, we have set Au = γL−1γ u. Here
we recall that A : L2T → L
2
T is a bounded, linear compact operator.
Now if u ≡ 0 is the only solution of (16), we know that
γ
γ + λ
is not an eigenvalue of A. (17)
Consequently we see (15) has a unique weak solution for each g ∈ L2T
if and only if (17) holds.
In view of the collection of all eigenvalues of A, we know that it either
comprises of a finite set or it only has an accumulative point zero. In
the second case we see, according to (16) and the fact λ > −γ, that
(15) has a unique weak solution for all g ∈ L2T , except for a sequence
λj → +∞.

Similar existence theorems can be found in [9] for Dirichlet boundary
value problem in the standard Laplacian case.
3. lower bound of periods
The authors and Zhang in [10] obtained the existence of periodic
solutions with any period T > T0 to (3). However, the optimal value
of T0 was not determined in [10]. Denote
T0 := inf{T : (3) has periodic solutions with period T},
we will prove that T0 ≤ 2π ×
(
1
−F ′′(0)
) 1
2s
in this section by using Hopf
bifurcation theory.
To this end we need to consider the following eigenvalue problem
(−∂xx)
sϕ(x) = λϕ(x), ϕ(x+ 2π) = ϕ(x). (18)
We know that its first eigenvalue is zero and corresponding eigenfunc-
tions are any constant-value functions. The eigenfunctions correspond
to the other eigenvalues must change sign at least once in one period.
So we may suppose that ϕ(0) = 0 in (18). The following lemma shows
the simplicity property of all eigenvalues of (18).
Lemma 3.1. All nonzero eigenvalues of (18) are
λm+1 = m
2s, m = 1, 2, · · · .
Moreover, they are all simple and the space of eigenfunctions of λm+1
is span{ϕm+1(x)} = R sin(mx).
9Proof. Suppose Jα(y) and Iα(y) are the second and first modified Bessel
functions respectively, namely they are two linearly independent solu-
tions to the modified Bessel’s equation
y2v′′(y) + yv′(y)− (y2 + α2)v(y) = 0.
It is well-known that
Iα(y) =
∞∑
j=0
1
j!Γ(j + α+ 1)
(y
2
)2j+α
(19)
and
Jα(y) =
π
2
I−α(y)− Iα(y)
sin(απ)
, (20)
when α is not an integer. For m ∈ N , we set
Jm(y) := µy
γJs(my), (21)
where the parameters γ and µ will be determined later. Elementary
computation shows that
J ′′m(y) +
a
y
J ′m(y)−m
2Jm(y)
= µyγ−2{(my)2J ′′s (my) + (2γ + a)(my)J
′
s(my)
+[γ(γ − 1) + aγ − (my)2]Js(my)}.
We set γ = 1−a
2
= s, then γ(γ − 1) + aγ = −γ2 = −s2. Hence
J ′′m(y) +
a
y
J ′′m(y)−m
2Jm(y) = 0.
Simple computation shows that Jm(0) = µ
pi2sm−s
2Γ(1−s) sin(spi) . Hence we
can obtain Jm(0) = 1, provided that the parameter µ be chosen as
21−sΓ(1−s)ms sin(spi)
pi
. From (19)-(21), for any positive integer m, we can
verify that the following limit exists and we denote it as
lim
y↓0
ya
∂Jm(y)
∂y
=: −Csλm+1,
where
λm+1 = m
2s, Cs =
2s
22s
×
Γ(1− s)
Γ(1 + s)
.
Here we have used the fact s ∈ (0, 1). Note that Cs =
1
ds
.
For a non-constant periodic solution ϕ of (18), one has
∫ 2pi
0
ϕ(x)dx =
0, since it is orthogonal with constant-value functions in L2 sense. By
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the completeness of orthogonal basis {sin(mx), cos(mx)}|∞m=0 in L
2
2pi,
we can write
ϕ(x) =
∞∑
m=1
[am sin(mx) + bm cos(mx)].
Now we define
Φ(x, y) =
∞∑
m=1
Jm(y)[am sin(mx) + bm cos(mx)],
then Φ satisfies {
div(ya∇Φ) = 0 in R2+,
Φ(x, 0) = ϕ(x).
Therefore
(−∂xx)
sϕ(x) = lim
y↓0
−dsy
a∂Φ
∂y
=
∞∑
m=1
λm+1[am sin(mx) + bm cos(mx)].
This and (18) give that
∞∑
m=1
λm+1[am sin(mx) + bm cos(mx)] =
∞∑
m=1
λ[am sin(mx) + bm cos(mx)].
Hence all non-zero eigenvalues of (18) are exactly λm+1(m = 1, 2, · · · )
and they are all simple. In fact, the space of eigenfunctions of the
(m+ 1)-eigenvalue λm+1 is span{ϕm+1(x)} = R sin(mx), recalling that
ϕm+1(0) = 0.

Similar arguements also lead to the following general proposition
about eigenvalues and eigenfunctions for Schrodinger type operators
involving fractional Laplacians.
Theorem 3.1. Consider a classical eigenvalue problem for a Hilbert
space H
−∆φ+ V (x)φ = λφ, (22)
where V ≥ 0. If the eigenfunctions φm with eigenvalue λm, m =
1, 2, · · · , form a complete orthonormal basis of H, then
[(−∆) + V (x)]sφ = λφ (23)
has the same eigenfunctions φm with eigenvalues
λs,m = (λm)
s, m = 1, 2, · · · .
In particular, if λm is simple, then λs,m is simple.
Next we shall study the periodic solution of the nonlinear problem.
11
Theorem 3.2. Assume that F satisfies conditions (4)-(5) and F ′′(0) <
0. Then T0 ≤ 2π ×
(
1
−F ′′(0)
) 1
2s
.
Proof. For λ > 0, let x =
(
λ
−F ′′(0)
) 1
2s
x¯ and
u(x) = u
((
λ
−F ′′(0)
) 1
2s
x¯
)
=: u¯(x¯),
then (3) is equivalent to
(−∂x¯x¯)
su¯(x¯) +
λ
−F ′′(0)
F ′(u¯(x¯)) = 0, x¯ ∈ R.
For simplicity, we write this equation as
(−∂xx)
su(x) +
λ
−F ′′(0)
F ′(u(x)) = 0, x ∈ R. (24)
We want to prove that (24) admits periodic solutions with period 2π
for λ > λ2 = 1. If this is done, then we obtain periodic solutions of
(3) with period T > 2π ×
(
1
−F ′′(0)
) 1
2s
. Then we obtain that the lower
bound T0 of periods satisfies T0 ≤ 2π ×
(
1
−F ′′(0)
) 1
2s
.
Set functional
G(λ, u) := (−∂xx)
su(x) +
λ
−F ′′(0)
F ′(u(x)).
We define
HsT,0 := {u ∈ H
s
T , u(0) = 0}, L
2
T,0 := {u ∈ L
2
T , u(0) = 0}.
We have G(λ, u) ∈ C2(R×Hs2pi,0, L
2
2pi,0). Since F satisfies condition (5),
we see that
G(λ, 0) = 0, ∀ λ ∈ R.
Clearly
Gu(λ, 0) = (−∂xx)
s − λ.
We next show that λ2 is a bifurcation point for G. To this end we need
to prove that Gu(λ2, 0) is a Fredholm map with one-dimensional kernel
and index zero. Set
V := ker(Gu(λ2, 0)), R := R(Gu(λ2, 0)).
From Lemma 3.1 we know that dim(V ) = 1 and V = span{ϕ2(x)} =
R sin x. Choose ϕ2(x) =
sinx√
pi
so that
∫ pi
−pi ϕ
2
2dx = 1.
By Fredholm Alternative of compact operators, one deduces that
R = {ker(Gu(λ2, 0))}
⊥, which yields codim(R) = 1.
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Observe that Guλ(λ2, 0) = −I, so Guλ(λ2, 0)ϕ2 = −ϕ2 6∈ R.
From the classic bifurcation theory (see Theorem 1.7 in [7]), we know
that λ2 is a bifurcation point for G.
By the Rabinowitz global bifurcation theorem([13]), either the bifur-
cating branch is unbounded, or it meets another eigenvalue λm(m 6= 2)
of the operatorGu(λ, 0). We can rule out the latter case, so we conclude
that the bifurcating branch is unbounded. Since F satisfies conditions
(4)-(5), then any periodic solution u of (24) must have |u| < 1, hence
we deduce that the first component λ in the bifurcating branch (λ, u)
must increasing to positive infinity. This implies that there exists a
periodic solution for λ > λ2

Remark 3.1. 1). The other eigenvalues λm+1(m > 1) are also bifurca-
tion points of G. Moreover, we can obtain the same result of Theorem
3.2, by dealing with these bifurcation points λm+1. The difference is
that we need to prove that (24) admits periodic solutions with period
2pi
m
for λ > λm+1. From the proof of Theorem 3.2, we know that (3)
admits periodic solutions with period T > 2pi
m
×
(
λm+1
−F ′′(0)
) 1
2s
. Combining
this and the result λm+1 = m
2s, we also obtain T0 ≤ 2π ×
(
1
−F ′′(0)
) 1
2s
.
2). When s = 1, one has T0 = 2π/
√
−F ′′(0) (see [10]). Further-
more, for the specific nonlinear function F (u) = (1−u
2)2
4
, we see that
F ′′(0) = −1, which yields T0 = 2π (see [1], chapter 5).
3). Furthermore if F satisfies F (3)(0) = 0 and F (4)(0) > 0, then any
bifurcation points are supercritical locally.
Next we shall only specify the behavior of the bifurcating branch
near (λ2, 0), since the other bifurcation points are similar.
Since codim(R) = 1, there exists a linear functional ς ∈ (L22pi,0)
∗, ς 6=
0, such that
R =
{
u ∈ L22pi,0 : 〈ς, u〉 = 0
}
.
On the other hand, by R = V ⊥, we have
R =
{
u ∈ L22pi,0 :
∫ pi
−pi
uϕ2dx = 0
}
.
Hence we can define
〈ς, u〉 :=
∫ pi
−pi
uϕ2dx.
13
Note that Guu(λ, u) =
λ
−F ′′(0)F
(3)(u), then by the condition F (3)(0) =
0, we have Guu(λ2, 0) = 0, which yields to
〈ς, Guu(λ2, 0)[ϕ2, ϕ2]〉 = 0.
This eliminates the transcritical case, namely the first component λ
in the bifurcating branch (λ, u) has only two possibilities: λ > λ2
(supercritical) or λ < λ2 (subcritical). We will show that it must be
supercritical case.
Since Guλ(λ2, 0) = −I, we have
〈ς, Guλ(λ2, 0)ϕ2〉 = 〈ς,−ϕ2〉 = −
∫ pi
−pi
ϕ22dx = −1.
We also have
〈ς, Guuu(λ2, 0)[ϕ2]
3〉 =
λ2F
(4)(0)
−F ′′(0)
∫ pi
−pi
ϕ42dx > 0.
Therefore
〈ς, Guuu(λ2, 0)[ϕ2]3〉
−6〈ς, Guλ(λ2, 0)ϕ2〉
=
〈ς, Guuu(λ2, 0)[ϕ2]3〉
6
> 0.
By the standard bifurcation theory (see Chapter 5, [1]), we obtain the
supercriticality result.
4. Hamiltonian estimates
We will first establish Hamiltonian identity for periodic solutions of
(3). Similar Hamiltonian identity can be found in [5] and [11].
Theorem 4.1. (Hamiltonian identity) Assume U is the s-harmonic
extension of a periodic solution u of (3). Then for all x ∈ R we have
1
2
∫ ∞
0
[U2x(x, y)− U
2
y (x, y)]y
ady − F (U(x, 0)) ≡ CT .
Proof. By Lemma 5.1 in [5], we have
∫ +∞
0
ya|∇U(x, y)|2dy <∞. Hence
limy→+∞ yaUy(x, y)Ux(x, y) = 0.
We introduce the function
w(x) :=
1
2
∫ ∞
0
[U2x(x, y)− U
2
y (x, y)]y
ady.
Regularity result (see Lemma 5.1 in [5]) allows us to differentiate within
the integral in the above equality to get
w′(x) =
∫ ∞
0
ya[UxUxx − UyUxy](x, y)dy.
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Note that
(yaUy)y + y
aUxx = 0.
Using integration by parts, we have
w′(x) = −[yaUy(x, y)Ux(x, y)]|+∞y=0 = lim
y→0+
yaUy(x, y)Ux(x, y).
Since U is the s-harmonic extension of solution u of (3), we have
lim
y→0+
yaUy(x, y)Ux(x, y) = (−∂xx)
su(x)u′(x) =
d
dx
F (U(x, 0)).
Hence
w′(x) =
d
dx
F (U(x, 0)),
which gives the result of this lemma.

To set up the following Modica-type inequalities, we assume that F
satisfies (4)-(5) and is even.
The existence of an odd and periodic solution u(x) of (3) has been
proved in [10] by using variational method. Indeed, an even and and pe-
riodic solution can also been shown to exist by using the same method.
Different from [10], now we consider the energy functional
J(U,ΩT ) :=
1
2
∫
ΩT
ya|∇U(x, y)|2dxdy +
∫ T
2
−T
2
F (U(x, 0))dx
in the admissible set
ΛT = {U ∈ H
1(ΩT , y
a) : U(x+ T, y) = U(x, y), U(−x, y) = U(x, y),
U(0, y) ≥ 0 ≥ U(
T
2
, y), ∀ y ≥ 0},
where ΩT := [−
T
2
, T
2
]× [0,+∞) and
H1(ΩT , y
a) := {U : ya(U2 + |∇U |2) ∈ L1(ΩT )}. (25)
Note that J(U,ΩT ) ≥ 0. On the other hand, we have that 0 ∈ ΛT and
J(0,ΩT ) = F (0)T < +∞. Hence there exists a minimizing sequence
{Uk} ⊆ ΛT of J , namely
lim
k→∞
J(Uk,ΩT ) = mT := inf
U∈ΛT
J(U,ΩT ).
From the condition of F and the definition of ΛT , we may assume
that ∂xUk ≤ 0 in [0,
T
2
] × [0,+∞). Similarly as in [10], we can find a
minimizer UT of the energy J in ΛT , and prove that UT 6≡ 0.
Then we extend UT periodically (with respect to x) from ΩT to the
whole half space R2+, and we still denote it as UT .
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Set
u(x) := UT (x, 0).
Then u is an even periodic solution of (3). A Hopf principle in [5] shows
that UT (x, 0) = u(x) ∈ (−1, 1) and u′(x) < 0 in (0, T2 ).
Theorem 4.2. (Modica-type inequalities) Assume U(x, y) is the s-
harmonic extension of an even periodic solution u(x) of (3). Then
for every y ≥ 0 and all x ∈ R we have
1
2
∫ y
0
[U2x(x, τ)− U
2
y (x, τ)]τ
adτ − F (U(x, 0))− CT ≤ Cˆ, (26)
where Cˆ := supx∈R{−F (u(x))−CT} > 0 and CT is the constant given
in Theorem 4.1.
Proof. We introduce the function
v(x, y) :=
1
2
∫ y
0
[U2x(x, τ)− U
2
y (x, τ)]τ
adτ
and define
vˆ(x, y) :=
1
2
∫ y
0
[U2x(x, τ)− U
2
y (x, τ)]τ
adτ − F (U(x, 0))− CT .
By the periodicity and even symmetry of U(x, y) (with respect to x),
it suffices to prove (26) for every y ≥ 0 and all x ∈ [0, T
2
]. Note that
lim
y→+∞
vˆ(x, y) = 0. (27)
Recall that Ux(0, y) = 0 = Ux(
T
2
, y) for any y ≥ 0, we have
vˆ(0, y) < vˆ(0, 0), vˆ(
T
2
, y) < vˆ(
T
2
, 0). (28)
Hence vˆ is not identically constant.
Elementary calculation shows vˆx = −yaUxUy and
div(y−a∇vˆ) = ay−1U2y . (29)
Owing to Ux < 0 in (0,
T
2
)× (0,+∞), equation (29) can be written as
div(y−a∇vˆ) + ay−1−a
Uy
Ux
vˆx = 0.
Note that the operator in the left hand side is uniformly elliptic with
continuous coefficients in compact sets of (0, T
2
) × (0,+∞). Since vˆ is
not identically constant, vˆ cannot achieve its maximum in any interior
point of (0, T
2
)× (0,+∞). This fact and (27)-(28) show that vˆ achieves
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its maximum in [0, T
2
] × [0,+∞) at [0, T
2
] × {0}, and we denote the
maximum as Cˆ. We have
Cˆ = sup{−F (U(x, 0))− CT} ≥ −F (U(
T
2
, 0))− CT
=
1
2
∫ +∞
0
U2y (
T
2
, τ)dτ > 0.
The proof is complete.

5. Asymptotic behavior
The following results are established in [10].
Proposition 5.1. ([10]) Let s ∈ (0, 1). Assume F satisfies the as-
sumptions (4)-(5) and is even. Then there exists T0 > 0 such that for
any T > T0, Eq.(3) admits an odd periodic solution uT with period T ,
and uT (x) ∈ (0, 1) for x ∈ (0,
T
2
). Moreover, for any positive number
σ < 1
2
, there exists Tσ ≥ T0 such that for any T > Tσ, we have
J(UT ,ΩT ) < σF (0)T, (30)
where UT is the s-harmonic extension of uT .
Remark 5.1. From Theorem 3.1 we know that T0 ≤ 2π ×
(
1
−F ′′(0)
) 1
2s
under the further condition F ′′(0) < 0.
We recall the main idea for the proof of Proposition 5.1 in [10]. The
s-harmonic extension UT of solution uT to (3) corresponds to energy
functional
J(U,ΩT ) =
1
2
∫
ΩT
ya|∇U(x, y)|2dxdy +
∫ T
2
0
F (U(x, 0))dx. (31)
We denote the admissible set of the energy J as
ΛT := {U : U ≥ 0, U(0, y) = 0 = U(
T
2
, y), ∀y ≥ 0, U ∈ H1(ΩT , y
a)},
where the notations ΩT , H
1(ΩT , y
a) are defined in (25). The existence
of nontrivial minimizer UT of J in ΛT is obtained in [10], togeter with
the estimate (30).
Next we shall improve estimate (30) in Proposition 5.1.
Theorem 5.1. Under the conditions in Proposition 5.1, we have
J(UT ,ΩT ) ≤


CT 1−2s, s ∈ (0, 1
2
),
C lnT, s = 1
2
,
C, s ∈ (1
2
, 1).
(32)
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Proof. Recall that in Section 2 we have∫ T
2
−T
2
∫
R+
ya|∇U(x, y)|2dxdy =
C(s)
2
∫ T
2
−T
2
∫
R
|u(x)− u(x¯)|2
|x− x¯|1+2s
dx¯dx.
We construct the following continuous function
h(x) :=


x
d
, x ∈ [0, d],
1, x ∈ [d, T
2
− d],
−1
d
(x− T
2
), x ∈ [T
2
− d, T
2
],
for some constant d. We extend h oddly from [0, T
2
] to [−T
2
, T
2
]. Further
we extend it periodically with period T . We still denote this periodic
solution as h. It is easy to verify that there exists a function H(x, y) ∈
ΛT such that h(x) = H(x, 0). Therefore, to prove (32), it is enough to
show that ∫ T
2
−T
2
∫
R
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯dx+
∫ T
2
0
F (h(x))dx (33)
≤


CT 1−2s, s ∈ (0, 1
2
),
C lnT, s = 1
2
,
C, s ∈ (1
2
, 1).
To obtain (33), we need to prove that
∫ T
2
−T
2
∫
|x−x¯|≥T
2
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯dx (34)
+
∫ −d
−T
2
+d
∫ T
2
−d
d
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯dx
+
∫ −d
−T
2
+d
∫ d
−d
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯dx
+
∫ d
−d
∫ d
−d
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯dx ≤


CT 1−2s, s ∈ (0, 1
2
),
C lnT, s = 1
2
,
C, s ∈ (1
2
, 1).
For the first integral, we have
∫ T
2
−T
2
(∫
|x−x¯|≥T
2
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯
)
dx ≤ CT 1−2s. (35)
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For the second integral, we have∫ −d
−T
2
+d
∫ T
2
−d
d
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯dx (36)
≤
4
2s
∫ −d
−T
2
−d
|d− x|−2sdx
≤


CT 1−2s, s ∈ (0, 1
2
),
C lnT, s = 1
2
,
C, s ∈ (1
2
, 1).
For the third integral, we have∫ −d
−T
2
+d
(∫ d
−d
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯
)
dx (37)
= d−2
∫ −d
−T
2
+d
(∫ d
−d
|d+ x¯|2
|x− x¯|1+2s
dx¯
)
dx
= d−2
∫ d
−d
(∫ −d
−T
2
+d
|d+ x¯|2
|x− x¯|1+2s
dx
)
dx¯
≤ Cd−2
∫ d
−d
|d+ x¯|2|d+ x¯|−2sdx¯
≤ C.
For the last integral, we have∫ d
−d
(∫ d
−d
|h(x)− h(x¯)|2
|x− x¯|1+2s
dx¯
)
dx (38)
≤ d−2
∫ d
−d
∫ d
−d
|x− x¯|1−2sdxdx¯
≤ Cd1−2s ≤ C.
Combining inequalities (35)-(38), we obtain (34). The proof is com-
plete. 
Note that similar energy estimates are obtained in [12] for minimizers
of the functional in a finite interval [a, b] with a homogeneous condition
outside the interval instead of a periodic condition.
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