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Robustness of helical hinge states of three-dimensional weak second-order topological insulators (WSOTIs)
against disorders is studied. The pure WSOTI is obtained from a weak Z2 first-order topological insulator
through a surface band inversion. Both bulk states and surface states in the WSOTI are gapped, and in-gap
valley-momentum locked helical hinge states are topologically protected by the surface valley-Chern number. In
the presence of weak disorders, helical hinge states are robust against disorders while the quantized conductance
of the states is fragile due to the inter-valley scattering. As disorder increases, the system undergoes a series
of quantum phase transitions: from the WSOTI to the weak first-order topological insulator, then to a diffusive
metal and finally to an Anderson insulator. Our results thus fully establish the WSOTI phase as a genuine state
of matters and open a door for the second-order valleytronics that allows one to control the valley degree of
freedom through helical hinge states.
Introduction.−Topological insulators (TIs) characterized by
topological invariants and robust boundary states have at-
tracted great interest because of their exotic properties. The
band invention resulting in non-zero Chern numbers of a band
is the central theme of topological materials. The non-zero
topological invariants give rise to a bulk-boundary correspon-
dence and the necessity of gapless boundary states in the band
gap. The standard paradigm of the first-order TIs (FOTIs)
claims that a d−dimensional insulator with band inversion has
(d − 1)−dimensional in-gap boundary states [1–10]. In three-
dimensions (3D), FOTIs are strong (weak) when the number
of surface Dirac cones is odd (even). A weak FOTI (WFOTI)
has zero principle Z2 index ν0, at least one non-zero weak in-
dexes (ν1, ν2, ν3), and an even number of Dirac cones on sur-
faces not perpendicular to (ν1, ν2, ν3). With this understanding
of FOTIs, most recent activities have been focused on higher-
order TIs with a generalized bulk-boundary correspondence
[11–32]. The new paradigm is that, with band inversions on a
d-dimensional manifold and its sub-manifolds, gapped bands
in the manifold and its sub-manifolds of dimensions larger
than d − n can have gapless states in a boundary sub-manifold
of dimension d − n. For example, a 3D second-order TI has
gapless states on the sample hinges inside its bulk and surface
band gaps [12, 14–16, 18, 19, 22]. These hinge states have
been predicted and observed in real materials, e.g., bismuth
crystals [33] and magnetic axion insulator Bi2−xSmxSe3 [34].
As a well-accepted paradigm, hinge states appear at the
intersections of two surfaces of different topological classes
when the surface Dirac cones of a 3D FOTI are gapped. Hinge
states could be either chiral [14] or helical [15, 16, 19, 22], de-
pending on whether the number of surface Dirac cones is odd
or even. Robustness of those states against disorders is a fun-
damental issue because disorders exist inevitable in all mate-
rials and hinge states must survive in disorders in order to be a
genuine state. Chiral hinge states can survive in random media
due to the absence of backward scattering [35], while inter-
spin/valley scatterings are allowed in helical hinge states and
may result in the disappearance of these states through An-
derson localizations at an infinitesimally weak disorder. The
occurrence of this scenario, however, contradicts a general be-
lief that the in-gap hinge states should persist at finite disor-
ders until the surface state gap closes [36–38]. Hence, whether
disorder-induced backward scatterings can destroy the helical
hinge states is not clear and should be examined.
In this letter, we report a weak second-order TI (WSOTI)
generated from a WFOTI through band inversion of surface
states and with mirror symmetry. Different from other re-
ported helical hinge states [15, 16, 19, 22] that lock the mo-
mentum with spins, carriers in different valleys of WSOTIs
move to the opposite directions along a hinge. In clean cases,
such helical hinge states are characterized by the quantized
valley-Chern number. They survive in the presence of weak
but finite disorders, similar to the surface states in WFOTIs.
Helical hinge states can be identified by the dominate occupa-
tion probability on hinges and negligible occupation probabil-
ity in the bulks and on the surfaces. With increasing disorders,
a gap-closing transition from WSOTI to WFOTI happens at
a critical disorder Wc1 at which gaps of surface Dirac cones
close. Moreover, with further increasing disorders from Wc1,
the WFOTI becomes a diffusive metal (DM), and finally an
Anderson insulator (AI). Electronic transport through helical
hinge states is also studied. We find that the quantum resis-
tance is the sum of an intrinsic contribution from the topolog-
ical states and an extrinsic part from the inter-valley scatter-
ings that is proportional to system sizes. These results cast
the authenticity of helical hinge states that provide a way to
manipulate the valley degree of freedom.
Clean WSOTI.−A clean WSOTI can be modelled by the
following Hamiltonian in the momentum space
hbulk(k) = t sin k2Γ1 + (M − t(cos k2 + cos k3))Γ2
+t sin k3Γ3 + t sin k1Γ4 + BΓ31.
(1)
Here, Γµ=1,2,3,4,5 = (s1 ⊗ σ1, s2 ⊗ σ1, s3 ⊗ σ1, I2 ⊗ σ3, I2 ⊗ σ2)
are the four-by-four non-unique gamma matrices with sµ and
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FIG. 1. (a) Schematic plot of a WSOTI. Hinge states (black arrows)
of different valleys are antiparallel. (b) Energy spectrum E(k3) of
Eq. (1) for M = t, B = 0.2t. Colors encode log10 p2. Red dotted line
locates E = 0.02t. (b) Spatial distribution of the in-gap helical states
k3 = ka,b,c,d shown in (b). Colors encode log10 |ψi|2.
σµ being the Pauli matrices acting on spin and orbital spaces,
respectively. ID is the identity matrix of dimension D. Hop-
ping energy t = 1 is chosen as the energy unit. Equation (1)
is invariant under the reflection symmetry of Γ54 = I2 ⊗ σ1,
i.e., Γ54h(k1, k2, k3)Γ54 = h(−k1, k2, k3). For B = 0 and
M ∈ (0, 2), Eq. (1) is a reflection-symmetric WFOTI with the
reflection plane on x = 0 and characterized by the Z2 indexes
(ν0, ν1ν2ν3) = (0, 001) [39–41]. Such Z2 index guarantees
two Dirac cones on the surfaces not perpendicular to the vec-
tor (0, 0, 1), e.g., yz-facets. For B > 0, the last term within
the surface state subspace acts like an effective Dirac mass
[14]. To see it, we derive the low-energy effective Hamil-
tonian of the surface Dirac cones on the yz-facets with open
boundary condition (OBC) applied in the x−direction. Such
effective Hamiltonian, expanded around two Dirac cones (val-
leys)K = (0, 0) andK′ = (±pi,±pi), reads (See Supplemental
Materials [42])
hsurface(p‖ = (p2, p3)) =
[
hS(p‖) 0
0 T hS(p‖)T −1
]
(2)
with hS(p‖) = tp2τ1 + tp3τ3 + (B − t′2p22/2)τ2. τ1,2,3 are the
Pauli matrices in the basis of the zero-energy surface states
wave functions. The upper and lower blocks are forK andK′
related by the pseudo- time-reversal symmetry represented by
T = −iτ2C with C being complex conjugate. In what follows,
we denote K and K′ by ηi = ±1. If the two facets are sepa-
rated by a distance, the Newton mass t′ decays exponentially
with the distance such that the band inversion is prevented.
While, if they encounter at the reflection plane x = 0, t′ = t/2.
Equation (2) has been widely used to describe quantum spin
Hall systems, e.g. HgTe/CdTe quantum well, where the heli-
cal states come in Kramer pairs with spin-momentum locked
[4]. Analogously, we expect helical states appear on the re-
flection plane as well but with a valley-momentum locked, i.e.,
electrons in hinge channels that behave as massless relativis-
tic particles with a given valley pseudo-spin is locked to its
propagating direction, see Fig. 1(a).
Figure 1(b) shows the energy spectrum E(k3) of model (1)
on a rectangle sample of size L‖/
√
2 × L‖/
√
2 × L⊥ with pe-
riodic boundary condition (PBC) in z−direction and OBCs on
surfaces perpendicular to (110) and (11¯0). Colors in Fig. 1(b)
encode the common logarithmic of participation ratio, defined
as P2(E) = 1/∑i |ψi(E)|4. Here |ψi(E)| is the normalized
wave function amplitude of energy E at site i. P2 measures
the number of sites occupied by state of E [43–45] and allows
one to distinguish hinge states from the bulk and surface states
easily. Clearly, for M = t and B = 0.2t, two pairs of gapless
hinge modes appear. Those near k3 = 0 (k3 = pi) are described
by the up (down) block of Eq. (2) [42]. Wave function distri-
butions of four specific hinge states ka,b,c,d of energy E = 0.02t
are shown in Fig. 1(c). States of ka and kb (kc and kd), respec-
tively propagating along ±z−directions, are localized on the
same hinge x = 0, y = L‖/2 (x = 0, y = −L‖/2).
In quantum spin Hall systems where spin sz is a good quan-
tum number, spin-Chern numbers play the role of topologi-
cal invariant. Similarly, we employ the valley-Chern number
Cvalley to measure the topology of the surface states in clean
limit that tells the emergence of helical hinge states. Cvalley,
widely used in layered-graphene systems by studying the val-
ley Hall effect [46–48], is defined as
Cvalley = CK −CK′ (3)
with CK and CK′ being the valley-Chern number for K
and K′, respectively. The summation of the Berry curva-
ture over all occupied states of electrons in a valley ηi gives
Cηi = ηisgn[B]/2 = ±1/2 [42]. Thus, the valley-Chern num-
ber is quantized to 1.
Stability against disorders.−To study the robustness of the
helical hinge states against disorders, we add a random on-
site potential V =
∑
i c
†
i
viI4ci to the lattice model of Hamil-
tonian Eq. (1), where c†
i
(ci) is the electron creation (annihila-
tion) operator at site i. vi distributes randomly in the range of
[−W/2,W/2]. Disorders break the lattice translational symme-
try so thatCvalley is not good any more. Yet, we can still use the
L‖ = L⊥ = L dependence of ηW,L(E) = 〈∑i∈Hinge |ψi,E(W, L)|2〉
to characterize hinge states, where the sum is over all the lat-
tice sites on two hinges of x = 0, y = ±L/2 and 〈· · · 〉 denotes
ensemble average. ηW,L(E) measures the distribution on the
3hinges. Naturally, for states with dominated occupation prob-
ability on hinges, ηW,L(E) approaches a finite value for L  1;
while for surface and bulk states, ηW,L(E) should decrease with
L algebraically.
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FIG. 2. (a) ηW,L as a function of W for various L. (b) ρ(E) for L = 200
and various W: solid (dash) lines are for W < Wc1 (W > Wc1). Here,
M = t, B = 0.2t, and L‖ = L⊥ = L.
Let us focus on E = 0. The obtained ηW,L as a function of W
for various L are shown in Fig. 2(a) [49–51]. Apparently, there
exists a critical disorder Wc1/t ' 1.2 ± 0.2 below which all
curves merge and form a plateau at ηW,L ' 0.65, see the orange
line. Mergence and plateau of ηW,L are strong indications of
helical hinge states at a finite disorder. For W > Wc1, ηW,L
decreases with L. As shown below, they are surface states for
W > Wc1, featured by a finite size-independent occupation
probability on surfaces as L→ ∞.
More insights can be obtained by investigating how disor-
ders affect the gap of surface states through the self-consistent
Born approximation (SCBA) [52, 53], where the self-energy
is given by
Σ = W2/(48pi2)
∫
BZ
[(E + i0)I4 − hsurface(p‖) − Σ]−1dp‖. (4)
We write Σ as Σ = Σ0I4 +
∑5
µ=1 Σµγ
µ with γ1,2,3,4,5 = (τ1 ⊗
I2, τ3 ⊗ I2, τ2 ⊗ σ3, τ2 ⊗ σ3, τ1 ⊗ σ3, τ3 ⊗ σ3). For E = 0,
Σ1,3,4,5 = 0 and Σ0 is a pure imaginary number, i.e., Σ0 =
i(−1/τ). Then, we obtain [42, 54]
1
τ
=
1
τ
W2
48pi2t2
∫
BZ
dp‖
p22 + p
2
3 + (B˜ − p22/4)2 − 1/τ2
, (5)
where the Dirac mass is renormalized as B˜ = B+Σ2. Here, τ is
the life-time of the zero-energy surface states, i.e., ρsurface(E =
0) ∝ 1/τ. For W < Wc1, 1/τ = 0 and surface states are gapped
at E = 0. While for W > Wc1, finite τ solutions are allowed
and ρsurface(E = 0) , 0. Thus, with increasing W, we expect
the WSOTI undergoes a gap-closing transition at the critical
disorder Wc1 whose approximate solution is determined from
Eq. (5) with B˜ = B is Wc1 = t(24pi/(ln[16
√
2/B]))1/2 [42].
The closed-form solution indicates that Wc1 increases with B,
which measures the width of surface gap, and explains quali-
tatively Fig. 2(a).
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FIG. 3. (a) 〈R〉 as a function of W for L⊥ = L‖ = L = 16, 20, 24, 32
(from down to up). (b) 〈R〉 versus L⊥ for W/t = 0.3, 0.5, 1, 0.8, 1.2
(from down to up) and L‖ = 10. Dot lines are fitted by Eq. (6).
Inset: The obtained Lm as a function W. Black solid line is a fit
of Lm = ct2/W2 with c = 92. Cyan dash lines locate the intrinsic
resistance h/(2Cvalleye2). Here, M = t and B = 0.2t.
Dispersion relation of the hinge states in clean limit is lin-
ear in p3 near two valleys (see Supplemental Materials [42]).
Since disorders do not change the linear dispersion relation
within the framework of SCBA, we expect a constant density
of helical hinge states for |E| < ∆1 with ∆1 being the gap of
surface states for W < Wc1. This behavior is confirmed by
numerical calculations of the average density of states (DOS),
defined as ρ(E) = 〈(∑8L3q=1 δ(E − Eq))〉/(8L3) with Eq being
the eigenvalues of the systems. We calculate ρ(E) through the
kernel polynomial method [55, 56] and plot those for L = 200
and various W/t from 0.3 to 1.8 in Fig. 2(b). Indeed, ρ(E)
is independent of W and E within |E| < ∆1 and W < Wc1,
while ∆1 decreases with W. For W > Wc1 ' 1.2t, the con-
stant ρ(E) fades, and ρ(E = 0) increases with W. Hence, the
constant DOS can be another fingerprint of the helical hinge
states, akin to chiral hinge states [35].
Electronic transport.−We have also investigated the elec-
tronic transport through helical hinge states by using the
Landauer-Bttiker formula [57, 58] to calculate the two-
terminal resistance R of the Hall bar connected by two semi-
infinite leads along z−direction. We focus on W < Wc1
and E = 0. Figure 3(a) plots the 〈R〉 versus W for various
L‖ = L⊥ = L. For W = 0, R displays perfect quantum plateau
at h/(2e2). In the presence of disorders, 〈R〉 notably increases
with W and L, even for very small disorders. Furthermore,
we investigate how 〈R〉 depends on system sizes. Figure 3(b)
shows 〈R〉 as a function of L⊥ for various W and a fixed L‖.
We find that 〈R〉 is linearly increased with L⊥ and can be well
described by the following formula
〈R〉 = h
e2
(
1
2Cvalley
+
L⊥
Lm
)
(6)
with Lm being a characteristics length, but independent of L‖,
see data in Supplemental Materials [42]. Remarkably, very
4similar features have also been observed in quantum spin Hall
systems with spin dephasings [59].
Equation (6) can be understood as follows. Unlike chi-
ral hinge states, helical hinge states always suffer from the
inter-valley scattering caused by short-range disorders such
that the resistance plateau at W = 0 are destroyed. Indeed,
one can treat Eq. (6) as a combination of an intrinsic resis-
tance h/(2Cvalleye2) coming from the non-trivial topology of
surface states and an extrinsic resistance due to the inter-valley
scattering. The latter should be proportional to L⊥ and inde-
pendent of L‖. While, Lm is a length acting like mean free
length, i.e., Lm ∼ vgτm with 1/τm being the inter-valley scat-
tering rate and vg being the group velocity. Through Fermi
Golden rule, we obtain Lm ∼ t2/W2 (see Supplemental Mate-
rials [42]), which accords well with numerical data, as shown
in the inset of Fig. 3(b).
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FIG. 4. (a) ρbulk(E) for various W > Wc1 and L = L‖ = L⊥ = 200.
Solid (dash) lines are for W < Wc2 (W > Wc2). (b) ζW,L versus W for
various L = L‖ = L⊥. Here, M = t and B = 0.2t.
Strong disorders.−To have a complete picture, we study the
fate of WSOTIs under stronger disorders. For W > Wc1, the
surface energy gap ∆1 is closed while the bulk energy gap
∆2 remains finite. The system becomes a WFOTI. The con-
clusion is confirmed by demonstrating that the mid-bulk-gap
states are localized on the surfaces. Akin to WSOTIs, WFO-
TIs survive up to a higher disorder Wc2 at which ∆2 = 0 and
the system transforms into a DM beyond Wc2. Figure 4(a)
shows the calculated density of bulk states ρbulk(E), obtained
by applying with PBCs on all directions so that no surface
and hinge states are allowed, for various disorders W > Wc1.
Clearly, there is always a finite bulk gap for W < Wc2 ' 3t.
Also, these results demonstrate that the non-zero ρ(E) around
E = 0 for W > Wc1 shown in Fig. 2(b) is from the contribu-
tions of surface states.
Stronger evidence of the WFOTI-DM transition is given in
Fig. 4(b), which displays ζW,L = 〈∑i∈Surface |ψi,E=0(W, L)|2〉 as
a function of W for various L‖ = L⊥ = L. One should not
be confused ζW,L, the distribution of state E = 0 on surfaces,
with ηW,L of the distribution on hinges. The identification of
the nature of state E = 0 thus can be guided by the following
observations: (1) For hinge and surface states, ζW,L proceeds
toward a finite constant in L → ∞; (2) For bulk states, ζW,L
decreases with L and scales with L as 1/L for large enough
systems. Following such criteria, we determine Wc2 ' 3t such
that the system is a WFOTI for Wc2 > W ≥ Wc1, while be-
comes a DM for W ≥ Wc2.
Anderson localization occurs at an extremely strong dis-
orders Wc3 > Wc2, and the system becomes an insulator for
W > Wc3. We numerically determine Wc3/t = 20 ± 1 and the
critical exponent ν = 1.5 ± 0.1 through the finite-size scaling
analysis of the ensemble-average PR, P2(E = 0), see Sup-
plemental Materials [42]. The obtained critical exponent ν is
closed to that of Gaussian unitary ensemble established before
[35, 60].
Material relevance.−The WSOTI is a direct consequence
of the band inversion of surface states of WFOTIs. Remark-
ably, a recent experiment verified the emergency of WFOTI
phase in quasi-one-dimensional bismuth iodide with the same
Z2-index studied here [61]. Besides, it is found that band in-
version of surface states can happen in bismuth with respect to
certain crystal symmetries [33, 34]. We thus expect bismuth is
an ideal material to search for the helical hinge states. Rather
than electronic systems, WSOTIs may be also found in other
systems like photons, where the WFOTI has already been vi-
sualized [62] and a band inversion can be artificially induced
in principle.
Conclusion.−In short, we have theoretically demonstrated
the genuineness of WSOTIs with valley-momentum locked
helical hinge states. Such hinge states are featured by the
quantized valley-Chern number in clean limit and are robust
against disorders until the band gap of surface states col-
lapses. However, the normal quantized conductance of 1D
channel is destroyed by disorders. With further increasing dis-
order, quantum transitions from WSOTI to WFOTI and from
WFOTI to DM happen in order. At very strong disorders, the
system becomes a insulator through the Anderson localization
transition.
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