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ABSTRACT
The booming growth of digitally available information has thoroughly increased the
popularity of search engine technology over the past years. At the same time, upon in-
teracting with this overwhelming quantity of data, people usually expect search results
relevant to their current task. It is thus very important to utilize high quality personal-
ization methods which efficiently target the short user query toward the real information
need. With the increasing popularity of Web 2.0 sites, the amount of content available
online is again multiplying at a rapid rate, at the same time becoming also more diverse in
terms of content types – pictures, music, Web pages, etc. – and quality. On the other hand,
collaborative tagging has become an increasingly popular means for sharing and organizing
Web resources, leading to a huge amount of user generated metadata. Yet analyses show
that there are huge differences between the tagging and the querying vocabularies, such that
queried terms are underrepresented in the annotations of the resources. Thus, semantically
enriching resources’ annotations becomes crucial for efficient retrieval.
In this thesis we propose solutions for several issues which arose over time as the Web
and Information Retrieval evolved. By performing experiments with a log of 2.4 million
queries we create a model for Web query reformulation processes. We use the variation in
Query Clarity, as well as the Part-Of-Speech pattern transitions as indicators of users’ search
actions and are thus able to provide interesting insights into users’ Web behavioral patterns.
We choose to follow Query Expansion patterns and propose to personalize Web queries by
expanding them with terms collected from each user’s Personal Information Repository. We
introduce five broad techniques for generating the additional query keywords by analyzing
user data at increasing granularity levels, ranging from term and compound level analysis
up to global co-occurrence statistics, as well as to using external thesauri. We then extend
the application of our algorithms to Just-In-Time IR systems. Software agents collect and
analyze the users’ active personal desktop documents and recommend URLs relevant to the
users’ current work. Our extensive empirical analysis under five different scenarios shows
these approaches to perform very well, producing a strong increase in the quality of the
output rankings.
We study the usefulness of collaborative tagging for identifying which characteristics
of the objects are predominantly described and what kinds of tags are employed across
multiple domains and resource types. By performing a similar analysis on user queries we
identify the gaps between the tag space and the querying vocabulary. We then try to bridge
the identified gaps, focusing in particular on multimedia resources. We concentrate on the
two scenarios of music and picture resources and develop algorithms which identify usage
(theme) and opinion (mood) characteristics of the items. The mood and theme labels our
algorithms infer are recommended to the users, in order to support them during the an-
notation process. Moreover, our algorithms are also able to exploit the social information
produced by users in form of tags, titles and photo descriptions, for classifying pictures into
different event categories. This allows browsing and organization of picture collections in a
natural way, by events. The extensive evaluation of the proposed methods against user judg-
ments, as well as against expert ground truth reveal the high quality of our recommended
annotations. We also provide insights into possible extensions for music and picture tagging
systems to support retrieval and open new possibilities for multimedia retrieval.
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ZUSAMMENFASSUNG
Der vermehrte Anstieg von digital verfu¨gbaren Informationen hat dazu gefu¨hrt, dass
die Suchmaschinen-Technologien in den vergangenen Jahren stark zugenommen haben. Bei
der Interaktion mit dieser u¨berwa¨ltigenden Menge an Daten erwarten jedoch die Benutzer
Suchergebnisse, die fu¨r ihre aktuelle Aufgabe relevant sind. Es ist daher sehr wichtig,
qualitativ hochwertige Personalisierungs-Methoden zu entwickeln, die effizient die kurze
Benutzeranfrage nutzen und sie besser an die wirklichen Informationsbedu¨rfnisse des jew-
eiligen Nutzers angleichen. Mit der zunehmenden Beliebtheit von Web-2.0-Seiten, hat sich
die Menge an online verfu¨gbarem Inhalt wiederum mit einer schnellen Rate multipliziert,
wurde aber gleichzeitig in Form von Inhaltstypen – Bilder, Musik, Web-Seiten, etc. – sowie
Qualita¨t immer vielfa¨ltiger. Andererseits hat sich kollaboratives Tagging als ein zunehmend
beliebtes Mittel fu¨r den Austausch und die Organisation von Web-Ressourcen erwiesen, was
zu einer enormen Menge an benutzergenerierten Metadaten fu¨hrte. Doch Analysen zeigen,
dass es große Unterschiede zwischen dem Tagging- und dem Abfragevokabular gibt, so dass
abgefragte Begriffe in den Metadaten der Ressourcen unterrepra¨sentiert sind. Dadurch ist
das semantische Bereichern der Anmerkungen der Ressourcen fu¨r eine effiziente Recherche
von entscheidender Bedeutung.
In dieser Doktorarbeit schlagen wir Lo¨sungen fu¨r mehrere Themen vor, die im Laufe der
Evolution des Web und des Information Retrieval entstanden sind. Bei der Durchfu¨hrung
von Experimenten mit einem Log von 2,4 Millionen Abfragen erstellen wir ein Modell der
Reformulierungen von Benutzeranfragen im Internet und geben interessante Einblicke in die
Verhaltensmuster der Benutzer bei der Suche im Internet. Danach personalisieren wir Web-
Abfragen, indem wir sie mittels Begriffen aus dem benutzereigenen Informations-Repository
erweitern. Wir fu¨hren fu¨nf Techniken zur Erzeugung von Erweiterungstermen ein, durch die
Analyse von Nutzerdaten auf verschiedenen Ebenen von Begriffen, u¨ber Ausdru¨cke bis hin
zu globalen Statistiken sowie mit Hilfe externer Thesauri. Unsere umfangreiche empirische
Analyse unter fu¨nf verschiedenen Szenarien zeigt, dass diese Ansa¨tze sehr gut funktionieren
und einen starken Anstieg in der Qualita¨t des Output-Rankings erzielen.
Wir untersuchen den Nutzen des kollaborativen Taggings in mehreren Doma¨nen und
u¨ber mehrere Ressourcearten, um zu ermitteln, welche Typen von Eigenschaften der Objekte
u¨berwiegend beschrieben sind und welche Arten von Tags eingesetzt werden. Durch eine
a¨hnliche Analyse von Nutzeranfragen, identifizieren wir die Lu¨cken zwischen dem Tagging-
Vokabular und der Abfragesprache. Wir versuchen dann, mit besonderem Schwerpunkt auf
Multimedia-Ressourcen, die identifizierten Lu¨cken zu u¨berbru¨cken. Wir konzentrieren uns
auf Szenarien wie Musik und Bilder, um Algorithmen zu entwickeln, die das Thema und
die Stimmung der Elemente identifizieren. Daru¨ber hinaus sind unsere Algorithmen auch
in der Lage, die sozialen Informationen, die von den Nutzern in Form von Tags erzeugt
wurden – wie Titel und Foto-Beschreibungen – dafu¨r zu verwenden, dass sie Bilder in ver-
schiedene Ereignisse oder Ereigniskategorien einstufen. Dieses ermo¨glicht das Browsing und
die Organisation von Media auf intuitive Art und Weise in Ereignisklassen. Die umfan-
greiche Auswertung der vorgeschlagenen Methoden mittels Benutzerstudien sowie anhand
Expertendaten zeigen die hohe Qualita¨t der von uns empfohlenen Anmerkungen. Wir bi-
eten auch Einblicke in mo¨gliche Erweiterungen fu¨r Musik- und Bild-Tagging-Systeme und
ero¨ffnen neue Mo¨glichkeiten fu¨r Multimedia-Suche.
Schlagwo¨rter: Information Retrieval, Personalisierung, Web 2.0, Semantic Enrichment
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The most dramatic change in the way we live our lives has been the communication
over the Internet. Could you imagine your life without using the Web – no email, no
access to breaking news, no up to the minute weather reports, no way to shop online?
We have grown to be dependent on this technology. If we would try to live one day
without using the Web in some fashion, we’ll probably be surprised at how much we
depend on it. For a variety of activities, people are no longer required to leave the
commodity of their own homes; everything is there, at the click of a button.
The Web is a giant experiment, a global theory, that has amazingly enough worked
pretty well. Its history illustrates the ways that technological advancement and inno-
vation can move along unintended paths. Originally, the Web and the Internet were
created to be part of a military strategy, and not meant for private use. However,
as in many experiments, theories, and plans, its initial goal has been changed. The
World Wide Web has enabled performing many more transactions, online compar-
isons, services, and thus totally changed the way we interact with the entire world,
and has certainly overwhelmed us with information. In order to find and make use
of this plethora of information, new services of Information Retrieval have become
irreplaceable.
Information Retrieval research has started long before the development of the
Web. The idea of using computers to search for relevant pieces of information was
popularized in the article “As We May Think” by Vannevar Bush in 1945. The first
automated information retrieval systems were introduced in the 1950s and 1960s.
By 1970 several different techniques had been shown to perform well on small text
corpora such as the Cranfield collection (several thousand documents). Large-scale
retrieval systems, such as the Lockheed Dialog system, came into use early in the
1970s. Nevertheless, most of the Web IR research was done with the exponential
growth of textual information on the Web and the emerging need to find focused
topics. Data organization moved from directory based services – Yahoo! in the early
90s, Google Directory, Open Directory Project – to search based access to the Web
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as known today.
As a next step in Web evolution, the amount of user generated data overgrew
the amount of expert (webmaster) generated data. Web 2.0 sites enabled all Web
users to share their thoughts, experiences, basically any kind of information with
all other users – former consumers became both consumers and producers, so called
“prosumers”. As a side effect, all this user generated information represents a very
useful additional data about resources on the Web.
As bandwidth grows, the amount of audio-visual data becomes larger and the need
arises once more, like once for textual IR, to retrieve all these multimedia resources
efficiently. Web 2.0 user generated data became until today basically irreplaceable
for resources other than text for which very little information is extractable directly
and automatically from the resources themselves. Also, other presentation methods
started to become more popular, starting from simple GUI modifications to structural
modification in the architecture of the systems. With the rapidly increasing popularity
of Social Media sites, a lot of user generated content has been injected in the Web,
resulting in a large amount of both multimedia items (music – Last.fm, MySpace,
pictures – Flickr , Picasa, videos – YouTube) and textual data (tags and other text-
based documents). As a consequence, it has become more and more difficult using
standard IR techniques to find exactly the content that matches the users’ information
needs. Organizing different media types together with textual content in the form of
events became an emerging presentation model and tries to alleviate this problem.
Finding entities on the Web is also a new IR task which goes beyond the classic
document search. While for informational search tasks document search can give
satisfying results for the user, different approaches should be followed when the user
is looking for specific entities. For example, when the user wants to find a list of
“European female politicians” it is easy for a classical search engine to return doc-
uments about politics in Europe. It is left to the user to extract the information
about the requested entities from the provided results. The goal of Entity Retrieval
(entity based IR) is to develop a system that can find targeted entities and not just
documents on the Web.
1.1 IR Challenges and Proposed Solutions
Personalization in Textual IR
Problem: ambiguous queries. The booming popularity of Web search engines has
determined simple keyword search to become the only widely accepted user interface
for seeking information over the Web. Yet keyword queries are inherently ambiguous.
The query “canon book” for example covers several different areas of interest: religion,
digital photography, literature, and music. Interestingly, this is one of the examples in
which the first ten Google results do not contain any URL on the last topic. Clearly,
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search engine output should be filtered to better align the results with the users
interests. A study presented by SearchEngineWatch [Sul04] indicated that more than
80% of the users would prefer to receive personalized search results. Personalization
algorithms accomplish this goal by (1) learning / defining users interests and (2)
delivering search results customized accordingly: pages about digital cameras for the
photographer, religious books for the clergyman, and documents on music theory for
the performing artist.
Solution: search personalization. Therefore, we propose to exploit the user’s
manually created personal information repository to personalize Web search, i.e. to
return search results which are relevant to the user profile and are of good quality. In
this way we will improve precision, as this is the measure which is most meaningful
in Web IR. Clearly finding every possible information is important to the user, but
the vast data on the Web makes it easy to find millions of Web pages often offering
redundant information. In the majority of cases, the Web user is thus not as much
interested in recall anymore, i.e. finding all information sources, as he is in precision,
i.e. finding first the most relevant and reliable sources.
Proposed approaches. We perform an analysis of how users reformulate their
Web search queries to detect good strategies in targeting the query towards the real
user information need. Then, we make use of the vast already existing information in
the personal documents of the user to personalize Web queries. By several different
summarization methods, we extract key terms and phrases from the user’s desktop
and make use of them to expand the given user query. In this way, by performing
Query Expansion, we are able to focus the user query towards the real user goals, at
the same time keeping all information on the user side to enforce privacy. Further-
more, we employ our summarization and text mining algorithms to assist the user
when performing tasks such as writing documents or emails, or browsing Web pages.
Based on the currently active user documents we recommend additional sources of
information on the Web.
Annotations in Multimedia IR
Problem: underrepresented annotations. In contrast to Web IR, in Multime-
dia IR the system goes beyond retrieving text pages as results and presents the user
resources like pictures, videos, songs, etc. Together with the Web 2.0 era and the
higher availability of large bandwidth, users target more and more these richer kind
of resources. Still, the user input is a simple textual query which has to be matched
to multimedia objects. Search engines thus focus on extracting and attaching textual
annotations to these types of objects. As extraction of audio and visual features
directly from the resources is still emerging from the performance point of view, a
significant source of textual information is provided by user generated annotations.
Collaborative tagging as a flexible means for information organization and sharing
has become highly popular in recent years. By assigning freely selectable words to
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bookmarked Web pages (Del.icio.us), to music (Last.fm) or pictures (Flickr) users
generate a huge amount of semantically rich metadata. Yet the generated metadata
differs from the way users search for multimedia objects [BFNP08]. Take the do-
main of music for example: 60% of the top user tags are genre related (e.g. “pop”,
“rock”), yet only 5% refer to themes (e.g. “party time”, “Friday night”, “driving”).
In contrast, 30% of the user queries are theme-related; this makes the need obvious
to create specific annotations to enable user intended resource retrieval.
Solution: semantic enrichment. Our methods automatically create focused
metadata for the different types of audio-visual resources. We infer the needed and
searched types of annotations from already existing information. In this way we are
able to increase both precision – by generating high quality annotations – and recall
– by creating additional annotations of underrepresented types –, as recall is more
important here than for Web IR.
Proposed approaches. We analyze tagging behavior in different tagging sys-
tems and across different types of resources (text, music, pictures) in order to get more
insight about the nature of tags and different types of tags employed. We also analyze
Web queries for these types of resources and identified gaps between the tagging and
the querying vocabulary. Based on these findings, we propose methods for Semantic
Enrichment, i.e. automatically generate underrepresented types of annotations using
the already existing information. Moreover, we also focus on event driven IR, where
the resources are organized around the events they are part of, rather than out of
context stand-alone resources. Our algorithms on event detection are able to discover
the event a resource belongs to based on the context already provided by users (e.g.
general user tags).
Contributions of this Thesis
Our various contributions to Web IR are summarized as follows:
• We provide new insights into Web users’ query reformulation patterns;
• We develop several algorithms to perform efficient search personalization keep-
ing all data private;
• We ease users’ work by unobtrusively presenting relevant information to their
current task;
• We analyze tagging and querying vocabularies for the major types of resources
on the Web (Web pages, pictures, music);
• We automatically enrich necessary but underrepresented annotation types in
order to enhance resources’ descriptions for multimedia IR;
• We classify resources into events and event categories to enable a highly intuitive
way of organizing and indexing media.
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1.2 Thesis Structure
We start in Chapter 2 by presenting Web and IR evolution from the beginning until
today. After the general description we also present the focused research done in the
fields around which this thesis is centered. Following the historical background (Sec-
tion 2.1) we give a general overview of Textual Information Retrieval in Section 2.2.
We then, in Section 2.3, present an in-depth view of the research done in the area
of Search Personalization. Another step in the evolution of the Web is the so-called
Web 2.0 and the domain of Multimedia IR – presented in Section 2.4. Section 2.5
discusses the work done in the Web 2.0 area, more specifically about user generated
tags, both analyses and applications to Multimedia IR. We also present two areas
which go beyond pure document or resource oriented retrieval: Event Based IR in
Section 2.6 and Entity Retrieval in Section 2.7. We give an overview of these two
areas as well as relevant research.
Chapter 3 presents our work done in the area of Web Search Personalization.
After the introduction in Section 3.1 we start with an analysis of Query Reformula-
tion patterns in Web search (Section 3.2). Section 3.3 shows approaches for enabling
Search Personalization through Query Expansion using the user’s personal informa-
tion repository. We use the data stored on the user’s desktop to automatically expand
the user query for providing personalized search results. Section 3.4 presents addi-
tional applications of the approaches, i.e. recommending related Web pages to the
active task of the user in a Just-In-Time-IR fashion. A discussion in Section 3.5 gives
a brief overview of the results achieved.
In Chapter 4 we present different approaches for performing automatic Semantic
Enrichment. Section 4.1 introduces the topic and Section 4.2 presents a through
analysis of tag usage across different types of tags for several Web 2.0 domains:
Web sites, photos, and music. Using the finding of the analysis, we overcome the
shortcomings by automatically generating annotations of underrepresented tags –
tags not employed as annotations, but used in searches. In Section 4.3 we generate
mood and theme annotations for music resources as well as emotion annotations
for pictures. Section 4.4 presents approaches to annotate pictures with the events
they have been taken at, and thus enabling fully automatic organization of resources
into particular events as well as event categories. Next, a discussion in Section 4.5
summarizes the findings in the area of Semantic Enrichment.
Chapter 5 concludes the thesis with an enumeration of the contributions we
brought to Information Retrieval research, while also discussing possible future re-
search directions and open challenges associated to these topics.

2
Web IR: Background and Related Work
The World Wide Web (“WWW” or simply the “Web”) is a global information medium
which users can read and write via computers connected to the Internet. The history
of the Internet dates back significantly further than that of the World Wide Web.
As the amount of information grew exponentially, the need to retrieve specific in-
formation arose, such that different Information Retrieval methods were developed.
IR is still evolving in present times, going from simple textual IR, over multimedia
IR, over to different representations of the retrieved information, like event based or
entity based visualizations.
Throughout the several next sections, we will present an overview of how the
Internet and the Web were created, how IR started and continues to evolve using the
services provided by the Web. We will emphasize different Web IR areas, with their
specific challenges addressed in this thesis and related work.
2.1 History of the WWW and IR
In 1957 the USSR launches Sputnik, the first artificial earth satellite. In response,
the United States forms the Advanced Research Projects Agency (ARPA) within
the Department of Defense (DoD) to establish US lead in science and technology
applicable to the military. During the Cold War and out of the need of having
good control over missiles and bombers, in 1962 Paul Baran, commissioned by the
US Air Force proposed a packet switched network as an underlying transport layer.
The first physical network was constructed in 1969, linking four nodes: University
of California at Los Angeles, SRI (in Stanford), University of California at Santa
Barbara, and University of Utah. The network was wired together via 50 Kbps
circuits. Development began in 1973 on the protocol later to be called TCP/IP, it
was developed by a group headed by Vinton Cerf from Stanford and Bob Kahn from
DARPA. This new protocol was to allow diverse computer networks to interconnect
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and communicate with each other. Vinton Cerf and Bob Kahn made first use of the
term “Internet” in their paper on Transmission Control Protocol in 1974. Several
developments followed like: Ethernet, UUCP, USENET, standardization of TCP/IP,
DNS, deployment of T1 and T3 lines, etc. In 1990 Tim Berners-Lee and CERN in
Geneva implement a hypertext system to provide efficient information access to the
members of the international high-energy physics community, and the World-Wide
Web was released by CERN in 1992.
Information Retrieval (IR) is the science of searching for documents, for infor-
mation within documents, and for metadata about documents, as well as that of
searching relational databases and the World Wide Web. Although Web search en-
gines are the most visible IR applications and the verb “googleing” emerged, the
history of IR goes over 65 years back. The idea of using computers to search for rele-
vant pieces of information was popularized in the article “As We May Think”[Bus45]
by Vannevar Bush in 1945. The first automated information retrieval systems were
introduced in the 1950s and 1960s. By 1970 several different techniques had been
shown to perform well on small text corpora such as the Cranfield collection (several
thousand documents). Large-scale retrieval systems, such as the Lockheed Dialog
system, came into use early in the 1970s.
In 1992 the US Department of Defense, along with the National Institute of Stan-
dards and Technology (NIST), cosponsored the Text Retrieval Conference (TREC) as
part of the TIPSTER text program. The aim of this was to look into the information
retrieval community by supplying the infrastructure that was needed for evaluation of
text retrieval methodologies on a very large text collection. This catalyzed research
on methods that scale to huge corpora. The introduction of Web search engines has
boosted the need for very large scale retrieval systems even further.
2.2 Textual Information Retrieval
During the 1990s, studies showed that personal communication was the main means
for information exchange, and people ignored the already existing IR systems. IR did
not begin with the Web. In response to various challenges of providing information
access, the field of IR evolved to give principled approaches to searching different
forms of content, from scientific publications, over library records, to providing access
to knowledge for professionals like lawyers, journalists, or doctors. However, with the
exponential growth of the Web and the information within, along with optimizations
in IR systems, people turned more and more toward (Web) IR systems for gathering
information. Nowadays, Web IR has become a standard way to access information,
being even faster and more convenient than asking colleagues or friends, and even
preferred to looking through a pile of printed documents which is known to contain
the desired answers.
An excellent introduction to IR is given by Manning, Raghavan and Schu¨tze in
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[MRS08], where the definition to IR is given as: “Information Retrieval (IR) is finding
material (usually documents) of an unstructured nature (usually text) that satisfies
an information need from within large collections (usually stored on computers).”
This section focuses on IR from textual documents; other types of IR (multimedia
IR, event based IR, entity retrieval) are presented later on.
An IR process begins when a user enters a query into the system. Queries are
formal statements of information needs, for example search strings in Web search
engines. In information retrieval a query does not uniquely identify a single object in
the collection. Instead, several objects may match the query, perhaps with different
degrees of relevancy.
Several steps are needed in order to enable an efficient IR system, both at indexing
and querying time:
• At indexing time:
1. collect documents to be indexed (e.g. Web crawling)
2. tokenize the documents into terms
3. apply stopword removal (i.e. remove very common words, like “the”, “of”)
4. analyze/normalize the tokens (e.g. lowercase, apply stemming)
5. create an inverted index
• At querying time:
1. preprocess the query similar to a document (i.e. tokenize, remove stop-
words, analyze)
2. match the query terms in the inverted index to retrieve matching docu-
ments
3. rank the retrieved documents according to some criteria (e.g. TFxIDF ,
date)
We will explain the non-trivial steps in more detail below.
2.2.1 Inverted Index Structure
The way to avoid linearly scanning the texts for each query is to index the documents
in advance. Similar to the index in a printed manual, the basic idea of an inverted
index is shown in Table 2.1. For each term (making up a dictionary) in the document
collection, a list (posting list) records which documents the term appears in. In prac-
tice, more complex structures are employed. They contain the Document Frequency
(DF ) – the total number of documents a term appears in – along with the term in
the dictionary. The posting list also contains for each document the Term Frequency
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(TF ) – the number of occurrences of the term in that particular document –, and
also the positions at which the term appears in the document. Ranking of documents
in response to a query can only be made possible by using these additional statistics
(discussed below), and term positions enable queries like “a near b” or phrase queries.
Terms Documents
(Dictionary) (Posting Lists)
hello document1, document5, document27
the document1, document2, document3, document5, document6, ...
world document17, document18
... ...
Table 2.1 Basic inverted index structure
The index has to be built once (with updates on changes), and it enables very fast
document retrieval, even for complex queries. In case of a one-term query, the list of
retrieved documents is the posting list itself. For complex multi-term queries several
posting lists (for the different sought terms) are combined; AND operators result in
an intersection, OR results in union, and NOT in returning all documents except
the ones in the posting list. Different query optimization and caching techniques are
employed additionally.
2.2.2 Ranking and TFxIDF Weighting
Documents are represented in the bag of words model: each document consists of a
set of terms, where the exact ordering of the terms in the text is ignored; only the
number of occurrences is retained. This means that in classical IR “the fox jumps
over the dog” is the same as “the dog jumps over the fox”. The Term Frequency
(TF) of a term in a document – denoted tft,d – is the number of occurrences of the
term in a given document. The Document Frequency (DF) on the other hand denotes
the number of documents in the collection that contain the term t – dft. In order




, where N is the total number of documents in the collection.
Thus the tft,d is higher as the document d discusses term t more, and idf is higher
for rare terms and lower for more frequent terms in the collection. To produce a
composite weight for each term in each document, a combination of TF and IDF is
created: tfidft,d = tft,d · idft.
We can see each document as a vector with one component corresponding to each
term in the dictionary (~V (d)), together with a weight for each component that is given
by the tfidf score. The representation of a set of documents as vectors in a common
vector space is known as the vector space model and is fundamental to a host of IR
operations including scoring documents for a given query. Therefore, to quantify the
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similarity between two documents (where one of the documents can actually be the
query) we compute the cosine similarity of their vector representations ~V (d1) and
~V (d2):
sim(d1, d2) =
~V (d1) · ~V (d2)
|~V (d1)||~V (d2)|
(2.1)
Several modifications and normalizations can be applied to TF and IDF, e.g. log-
arithm, as seen in Figure 2.1. The output of an IR system for a query q will be then a
list of documents matching q, and ranked by sim(di, q) for each di in the retrieved re-
sults. Depending on the implementation of the IR system, different optimizations are
made in order to efficiently compute the ranking over large collections of documents.
Figure 2.1 SMART notation for tfidf variants, as in [MRS08]
2.2.3 Evaluation Metrics
Many different measures for evaluating the performance of IR systems have been
proposed. The measures require a collection of documents and a query. All common
measures described here assume a ground truth notion of relevancy: every document
is known to be either relevant or non-relevant to a particular query. In practice queries
may be ill-posed and there may be different shades of relevancy.
Precision. Precision is the fraction of the documents retrieved that are relevant
to the user’s information need.
precision =
|{relevant documents} ∩ {retrieved documents}|
|{retrieved documents}| (2.2)
In binary classification, precision is analogous to positive predictive value.
P@n. Precision takes all retrieved documents into account. It can also be eval-
uated at a given cut-off rank, considering only the topmost results returned by the
system. This measure is called precision at n or P@n. For example, P@10 represents
the precision value for the first 10 retrieved results.
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R-Precision. Analogous to P@n, R-Precision is the precision value for the first
R results, where R is the number of relevant results.
Recall Recall is the fraction of the documents that are relevant to the query that
are successfully retrieved.
recall =
|{relevant documents} ∩ {retrieved documents}|
|{relevant documents}| (2.3)
In binary classification, recall is called sensitivity. So it can be looked at as the
probability that a relevant document is retrieved by the query. It is trivial to achieve
recall of 100% by returning all documents in response to any query. Therefore recall
alone is not enough but one needs to measure the number of non-relevant documents
also, for example by computing the precision.
F-Measure. The weighted harmonic mean of precision and recall, the traditional
F -measure or balanced F -score is:
F =
2 · precision · recall
precision+ recall
(2.4)
This is also known as the F1 measure, because recall and precision are evenly weighted.
The general formula for non-negative real β is:
Fβ =
(1 + β2) · precision · recall
β2 · precision+ recall (2.5)
Two other commonly used F measures are the F2 measure, which weights recall twice
as much as precision, and the F0.5 measure, which weights precision twice as much as
recall.







where |Q| is the number of queries and AP is obtained averaging the Precision values









where rank(i) is the rank of the i-th relevant result, and |Rel | is the number of relevant
results. A score of 0 is assumed for any not-retrieved relevant entities.
NDCG. Discounted Cumulative Gain (DCG) [JK00] is a rich measure, as it gives
more weight to highly ranked documents, while also incorporating different relevance
levels by giving them different gain values:
DCG(i) =
{
G(1) , if i = 1
DCG(i− 1) +G(i)/log(i) , otherwise.
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NDCG normalizes the DCG value by the maximum achievable value.
MRR. Mean Reciprocal Rank is a statistic for evaluating any process that pro-
duces a list of possible responses to a query, ordered by probability of correctness.
The reciprocal rank of a query response is the multiplicative inverse of the rank of
the first correct answer. The mean reciprocal rank is the average of the reciprocal










Standard IR systems have the drawback that they do not differentiate between dif-
ferent kinds of users, which might have different information needs expressed by
identical queries. The IR system will return the same result list for a reporter and
a tourist when issuing a query like “Brazil events”, although one is interested in po-
litical events and the other in entertainment. Search Personalization addresses this
issue and tries to add background information about the user to the query. In this
section we present work that has been done in different areas of search personaliza-
tion. We also address this issue in Chapter 3 as well as in the following publications:
[FNP07, CFN07, BCFN07, CFN06b, GCC+08, PFN08, CFN06a].
We will present related work from two IR areas: Search Personalization (Sec-
tion 2.3.1) and Automatic Query Expansion (Section 2.3.2). There exists a vast
amount of algorithms for both domains. However, not much has been done specifi-
cally aimed at combining them. We thus present a separate analysis, first introduc-
ing some approaches to personalize search, as this represents the main goal of our
research, and then discussing several query expansion techniques and their relation-
ship to our algorithms. Relevant work also includes Just-In-Time IR agents (JITIRs)
(Section 2.3.3) and summarization algorithms (Section 2.3.4).
Only few publications combine these areas and even fewer address both the PC
Desktop and the World Wide Web. The work of Teevan et al. [TDH05] is the only one
exploiting desktop data for web search. They modified the query term weights from
the BM25 weighting scheme [JWR98] to incorporate user interests as captured by the
desktop index, which is related to our approach. However, they select their web search
query based on explicitly user entered keywords which they refine using expansion
terms from the Top-K documents returned by the web search engine, whereas we use
an automatically generated query from user’s currently active document.
2.3.1 Personalized Search
Personalized search comprises two major components: (1) User profiles, and (2) The
actual search algorithm. This section splits the relevant background according to the
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focus of each article into either one of these elements.
Approaches focused on the User Profile. Sugiyama et al. [SHY04] analyzed
surfing behavior and generated user profiles as features (terms) of the visited pages.
Upon issuing a new query, the search results were ranked based on the similarity
between each URL and the user profile. Qiu and Cho [QC06] used Machine Learning
on the past click history of the user in order to determine topic preference vectors
and then apply Topic-Sensitive PageRank [Hav02]. User profiling based on browsing
history has the advantage of being rather easy to obtain and process. This is probably
why it is also employed by several industrial search engines (e.g., Yahoo! MyWeb1).
However, it is definitely not sufficient for gathering a thorough insight into user’s
interests. More, it requires to store all personal information at the server side, which
raises significant privacy concerns.
Only two other approaches enhanced Web search using Desktop data, yet both
used different core ideas: (1) Teevan et al. [TDH05] modified the query term weights
from the BM25 weighting scheme to incorporate user interests as captured by their
Desktop indexes; (2) In Chirita et al. [CFN06a], we focused on re-ranking the Web
search output according to the cosine distance between each URL and a set of Desktop
terms describing user’s interests. Moreover, none of these investigated the adaptive
application of personalization.
Approaches focused on the Personalization Algorithm. Effectively build-
ing the personalization aspect directly into PageRank [PBMW98] (i.e., by biasing it
on a target set of pages) has received much attention recently. Haveliwala [Hav02]
computed a topic-oriented PageRank, in which 16 PageRank vectors biased on each
of the main topics of the Open Directory were initially calculated off-line, and then
combined at run-time based on the similarity between the user query and each of the
16 topics. More recently, Nie et al. [NDQ06] modified the idea by distributing the
PageRank of a page across the topics it contains in order to generate topic oriented
rankings. Jeh and Widom [JW03] proposed an algorithm that avoids the massive
resources needed for storing one Personalized PageRank Vector (PPV) per user by
precomputing PPVs only for a small set of pages and then applying linear combina-
tion. As the computation of PPVs for larger sets of pages was still quite expensive,
several solutions have been investigated, the most important ones being those of Fog-
aras and Racz [FR05], and Sarlos et al. [SBC+06], the latter using rounding and
count-min sketching in order to fastly obtain accurate enough approximations of the
personalized scores.
2.3.2 Automatic Query Expansion
Automatic query expansion aims at deriving a better formulation of the user query
in order to enhance retrieval. It is based on exploiting various social or collection
1http://myWeb2.search.yahoo.com
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specific characteristics in order to generate additional terms, which are appended
to the original input keywords before identifying the matching documents returned
as output. In this section we survey some of the representative query expansion
works grouped according to the source employed to generate additional terms: (1)
Relevance feedback, (2) Collection based co-occurrence statistics, and (3) Thesaurus
information. Some other approaches are also addressed in the end of the section.
Relevance Feedback Techniques. The main idea of Relevance Feedback (RF)
is that useful information can be extracted from the relevant documents returned for
the initial query. First approaches were manual [Roc71] in the sense that the user was
the one choosing the relevant results, and then various methods were applied to ex-
tract new terms, related to the query and the selected documents. Efthimiadis [Eft95]
presented a comprehensive literature review and proposed several simple methods to
extract such new keywords based on term frequency, document frequency, etc. We
used some of these as inspiration for our Desktop specific techniques. Chang and Hsu
[CH98] asked users to choose relevant clusters, instead of documents, thus reducing
the amount of interaction necessary. RF has also been shown to be effectively au-
tomatized by considering the top ranked documents as relevant [XC96] (this is known
as Pseudo RF). Lam and Jones [LAJ01] used summarization to extract informative
sentences from the top-ranked documents, and appended them to the user query.
Carpineto et al. [CdMRB01] maximized the divergence between the language model
defined by the top retrieved documents and that defined by the entire collection. Fi-
nally, Yu et al. [YCWM03] selected the expansion terms from vision-based segments
of Web pages in order to cope with the multiple topics residing therein.
Co-occurrence Based Techniques. Terms highly co-occurring with the is-
sued keywords have been shown to increase precision when appended to the query
[KC99]. Many statistical measures have been developed to best assess “term relation-
ship” levels, either analyzing entire documents [QF93], lexical affinity relationships
[CFPS02] (i.e., pairs of closely related words which contain exactly one of the initial
query terms), etc. We have also investigated three such approaches in order to iden-
tify query relevant keywords from the rich, yet rather complex Personal Information
Repository.
Thesaurus Based Techniques. A broadly explored method is to expand the
user query with new terms, whose meaning is closely related to the input keywords.
Such relationships are usually extracted from large scale thesauri, as WordNet [Mil95],
in which various sets of synonyms, hypernyms, etc. are predefined. Just as for the co-
occurrence methods, initial experiments with this approach were controversial, either
reporting improvements, or even reductions in output quality [Voo94]. Recently, as
the experimental collections grew larger, and as the employed algorithms became
more complex, better results have been obtained [SC04, KSR04, LLYM04]. We also
use WordNet based expansion terms. However, we base this process on analyzing the
Desktop level relationship between the original query and the proposed new keywords.
Other Techniques. There are many other attempts to extract expansion terms.
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Though orthogonal to our approach, two works are very relevant for the Web envi-
ronment: Cui et al. [CWNM02] generated word correlations utilizing the probability
for query terms to appear in each document, as computed over the search engine logs.
Kraft and Zien [KZ04] showed that anchor text is very similar to user queries, and
thus exploited it to acquire additional keywords.
2.3.3 Just-in-Time Information Retrieval
Rhodes and Maes [RM00] describe a new class of software agents, that of Just-in-Time
Information Retrieval Agents (JITIRs), which are software agents that proactively
present potentially valuable information based on a person’s local context in an easily
accessible yet non-intrusive manner. JITIRs provide useful or supporting information
that is relevant to the current task, research results demonstrate that such systems
encourage use of information that would not otherwise be looked at. Rhodes presents
the kinds of agents: (1) The Remembrance Agent [RS96], an agent incorporated in
Emacs, which continually presents a list of documents, from the PC desktop or from
various databases, that are related to the current document being written or read.
(2) Margin Notes [Rho00] is a JITIR agent that automatically rewrites web pages
as they are loaded into the browser adding hyperlinks to personal files, each HTML
section receiving its own annotation in addition to a general entire page annotation.
(3) Jimminy [Rho97] is a third type of JITIR agent that provides information based
on a person’s physical environment. By using a shoulder-mounted wearable computer
containing different environment-aware sensors, suggestions are presented to the user
on an head-mounted display. All three JITIR agents presented by Rhodes use the
same back-end system, called Savant, which computes the relevance score for each an-
notation based on co-occurrence of words using a term frequency / inverse-document
frequency (TFIDF ) method [Sal88] and the Okapi weighting scheme [WRB+98]. The
power of Savant comes from a strong template matching system that recognizes doc-
ument structures and parses different fields. As necessary features of a JITIR agent,
Rhodes [RM00] lists proactivity, the presentation of information in an accessible yet
non-intrusive manner, and awareness of the user’s local context.
Budzik and Hammond [BH99] introduced the concept of Information Manage-
ment Assistants (IMAs). IMAs automatically discover related material on behalf of
the user by serving as an intelligent intermediary between the user and information
retrieval systems. Budzik et al.’s Watson system runs in the background on a user’s
computer and when possible retrieves web links similar to the active web page in
the browser (Microsoft Internet Explorer or Mozilla FireFox), Microsoft Word, or
Microsoft Outlook. These links are retrieved using different information sources like
AltaVista Web Search and other user definable repositories, and are then presented
in a separate window after a simple URL and page title based clustering is applied.
For Watson, weighting terms in order to form a search query is highly dependent
on a document’s internal layout and word highlighting. In addition to document
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specific heuristics, Watson uses a standard information retrieval TFIDF weighting
scheme after removing stop words, combined with word position information in the
given document. In addition, Watson allows users to enter explicit queries, which are
then refined by means of context related information extracted from the active doc-
ument. In subsequent work [BHBK00], Budzik et al. argue about the usefulness of
the retrieved results, stating that an IMA should focus on retrieving not only similar
documents but documents that are relevant and useful in purposeful and interesting
ways. In their experiments they assess that the similarity of a result accounts for
about a quarter of the variance in the utility of a result.
Other JITIRs include Letizia [Lie95], an agent which creates a short term user
profile by compiling keywords contained in visited web pages, and highlights outgoing
links from the current web page that match the profile. WebWatcher [JFM97] is a
system similar to Letizia, highlighting hyperlinks that match a user’s stated interest.
Maglio et al.’s SUITOR [MBCS00] uses multiple agents to watch several applications
in parallel and provide results for the overall activity. RADAR [CST98] is a different
front end for the Remenbrance Agent [RS96] described earlier that uses Microsoft
Word instead of Emacs and displays suggestions in a separate window, with Savant
as information-retrieval engine. Finally, there are domain-specific JITIR agents like
The Peace, Love, and Understanding Machine (PLUM) system [Elo95] which adds
hyperlinks to disaster news stories.
2.3.4 Summarization
Automated summarization deals with concatenating text-span excerpts (i.e., sen-
tences, paragraphs, etc.) into a human understandable document summary, it dates
back to the 1950’s [Luh58]. With the advent of the World Wide Web and large scale
search engines, increased attention has been focused towards this research area and
several new approaches have been proposed. The diversity of concepts covered by
a document was first explored by Carbonell and Goldstein [CG98]. They proposed
using Maximal Marginal Relevance (MMR), which selects summary sentences that
are both relevant to the user query and least similar to the previously chosen ones.
Later, Nomoto and Matsumoto [NM01] developed this into a generic single-document
summarizer that first identifies the topics within the input text, and then outputs the
most important sentence of each topic area.
Another approach is to generate the summary as the set of top ranked sentences
from the original document according to their salience or likelihood of being part
of a summary [GKMC99, ER04]. Consequently, more search specific applications
of summarization have been proposed. Zeng et al. [ZHC+04] used extraction and
ranking of salient phrases when clustering web search results. Others have used hi-
erarchies to improve user access to search output by summarizing and categorizing
retrieved documents [LC03], or to organize topic words extracted from textual docu-
ments [LCR01, SC99].
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2.4 Web 2.0 and Multimedia IR
The term “Web 2.0” is commonly associated with web applications that facilitate
interactive information sharing, interoperability, user-centered design, and collabora-
tion on the World Wide Web. A Web 2.0 site allows its users to interact with each
other as contributors to the website’s content, in contrast to websites where users
are limited to the passive viewing of information that is provided to them. Exam-
ples of Web 2.0 include Web-based communities, hosted services, Web applications,
social-networking sites, video-sharing sites, wikis, blogs, mashups, and folksonomies.
The term is closely associated with Tim O’Reilly because of the O’Reilly Media
Web 2.0 conference in 2004. Although the term suggests a new version of the World
Wide Web, it does not refer to an update to any technical specifications, but rather
to cumulative changes in the ways software developers and end-users use the Web.
Whether Web 2.0 is qualitatively different from prior Web technologies has been
challenged by World Wide Web inventor Tim Berners-Lee, who called the term a
“piece of jargon” – precisely because he specifically intended the Web to embody
these values in the first place.
Web 2.0 websites allow users to do more than just retrieve information. They
can build on the interactive facilities of “Web 1.0” to provide “Network as platform”
computing, allowing users to run software applications entirely through a browser.
Users can own the data on a Web 2.0 site and exercise control over that data. These
sites may have an architecture of participation that encourages users to add value to
the application as they use it.
The impossibility of excluding group members who do not contribute to the pro-
vision of goods from sharing profits gives rise to the possibility that rational members
will prefer to withhold their contribution of effort and free-ride on the contribution
of others. This requires what is sometimes called Radical Trust by the manage-
ment of the website. The characteristics of Web 2.0 are: rich user experience, user
participation, dynamic content, metadata, web standards and scalability. Further
characteristics, such as openness, freedom and collective intelligence by way of user
participation, can also be viewed as essential attributes of Web 2.0.
The most prominent characteristic of Web 2.0 is tagging – assigning short textual
descriptions (most commonly one word) to describe resources. Tags are added by
individuals for the purpose of self-organization; nevertheless, when aggregating tags
over enough users for one resource, an accurate description of that resource is pro-
vided. As an example consider the aggregation of the most used tags when relating
to Web 2.0 in Figure 2.2.
2.4.1 Social Web Sites
Web 2.0 enables information sharing, collaboration among users and most notably
supports active participation and creativity of the users. We present a list of the
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Figure 2.2 Tag cloud presenting Web 2.0 themes
most noticeable social sites on the Web, along with a short description. The number
of sites providing Web 2.0 functionality is still growing, and most of the once static
sites try to incorporate also Web 2.0 capabilities.
• Del.icio.us – http://www.delicious.com/ – The premiere social bookmarking
Web site for storing, sharing, and discovering Web bookmarks, where users can
tag each of their bookmarks with freely chosen keywords. A combined view of
everyones bookmarks with a given tag is available and users can view bookmarks
added by similar-minded users.
• Flickr – http://www.flickr.com/ – One of the earliest Web 2.0 applications;
it is currently the most popular photo sharing website and online community
platform. Flickr asks photo submitters to describe images using tags, to allow
searchers to (re-)find pictures using place name, subject matter, or other aspects
of the picture.
• Picasa – http://picasa.google.com/ – A desktop photo viewing and organization
application, as well as a Web photo sharing application are provided by Picasa
to integrate and ease publishing of photos from the personal collections.
• YouTube – http://www.youtube.com/ – YouTube is a video-sharing website on
which users can upload, share, and view videos. It uses Flash video technology
to display a wide variety of user-generated video content, including movie clips,
TV clips, and music videos, as well as amateur content such as video blogging
and short original videos.
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• Last.fm – http://www.last.fm/ – For the music domain, Last.fm is the worlds
largest social music platform, with over 20 million active users based in more
than 230 countries. Since August 2005, Last.fm supports tagging of artists,
albums, and tracks to create a site-wide folksonomy of music.
• AllMusic.com – http://www.allmusic.com/ – The content is created by profes-
sional data entry staff, editors, and writers. The network of writers includes over
9000 music critics who review albums and songs and write artist biographies.
AllMusic.com claims to have the largest digital archive of music, including about
six million digital songs, as well as the largest cover art library, with more than
half a million cover image scans.
• Digg – http://www.digg.com/ – A social news website. The site’s cornerstone
function consists of letting people vote stories up or down, called digging and
burying, respectively. Many stories get submitted every day, but only the most
Dugg stories appear on the front page. Digg ’s popularity has prompted the cre-
ation of other social networking sites with story submission and voting systems.
• StumbleUpon – http://www.stumbleupon.com/ – An Internet community that
allows its users to discover and rate Web pages, photos, and videos. It is
a personalized recommendation engine which uses peer and social-networking
principles. Web pages are presented when the user clicks the “Stumble!” button
on the browser’s toolbar.
• Facebook – http://www.facebook.com/ – Facebook is a social networking web-
site launched in February 2004 and operated and privately owned by Facebook,
Inc.[1] Users can add people as friends and send them messages, and update
their personal profiles to notify friends about themselves. Additionally, users
can join networks organized by workplace, school, or college.
• MySpace – http://www.myspace.com/ – A social networking website, similar to
Facebook , where people can link to friends, share photos and videos, can send
messages to each other. MySpace became the most popular social networking
site in the United States in June 2006. MySpace was overtaken internationally
by its main competitor, Facebook , in April 2008, based on monthly unique
visitors.
Several social systems have been acquired by search engine companies Flickr and
Del.icio.us by Yahoo!, YouTube and Picasa by Google – which now also extend search
to these communities.
2.4.2 Multimedia IR Using Textual Annotations
Today, with the most prominent search engines on the Web users are still constrained
to search for multimedia resources using textual queries. E.g. tags and other metadata
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(e.g. extracted from ID3 tags), can be indexed together and later be used to support
music search.
In recent years, collaborative tagging has become extremely popular among users
– they associate descriptive keywords to various types of content (e.g. pictures, Web
pages, publications, movies and music). As short textual descriptions, tags are use-
ful for content organization or for supporting search and retrieval. As a result, a
huge amount of manually created metadata describing all kinds of resources is now
available. While for Web pages or publications, tags may not improve retrieval that
much, as most of the tags can also be found in the textual representation of these
documents (see [HRGM08]), for pictures, music or movies the gain is substantial.
Content-based retrieval is still not mature enough to enable scalable content-based
search, so tags can nicely be used for enhancement of metadata indexes in digital
libraries. Supporting users in the process of tagging resources should therefore be
strongly encouraged.
One possibility to make users use keywords from the categories we need is to un-
obtrusively recommend such tags and thus support the users in the tagging process.
Besides minimizing cognitive load by changing the task from generation to recog-
nition [SOHB07] such recommendation of under-represented but valuable tags will
very likely trigger reinforcement, i.e. enforce preferential attachment. As presented
in [SLR+06, HRS07], seeing previous tag assignments from other users strongly in-
fluences which tags will be assigned next and thus to which tag set a resource’s
vocabulary will converge.
2.5 Tags as User Generated Content
Given that Web 2.0 tools and platforms have made collaborative tagging highly pop-
ular, some studies have started to investigate tagging motivations and patterns, but
they are usually focusing on one specific collection only [GH06, HRS07, SLR+06,
AN07, HKGM08] or provide first qualitative insights across collections from very small
samples [MNBD06, Zol07]. We will shortly review some of the major work related to
the areas we also address in Section 4.2: tagging behavior, as well as search and knowl-
edge discovery based on social tags. Later, in Chapter 4 (as well as in the following
publications: [BFNP10, FGNP10, BFK+09, BFP+09b, BFNP09, BFP09a, BFNP08]),
we overcome some of the challenges in this area.
2.5.1 Tag Analyses
Tag Types. First analyses of tagging systems show that the reasons for tagging are
diverse and with them the kinds of tags used. Marlow et al. [MNBD06] identifies orga-
nizational motivations for tagging, as well as social tagging motivations, such as opin-
ion expression, the attraction of attention, and self-presentation [GH06, MNBD06]
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or providing context to friends [AN07]. The different tag types shed light on what
distinctions are important to taggers [GH06]. According to [Zol07], in free-for-all
systems opinion expression, self-presentation, activism and performance tags become
more frequent, while in self-tagging systems like Flickr or Del.icio.us users tag al-
most exclusively for their own benefit of enhanced information organization [GH06].
Sen et al. [SLR+06] showed in an experiment on vocabulary formation in the Movie-
Lens system how different design choices affect the nature/types of tags used, their
distributions and the convergence within a group, i.e. the proportions that “Factual”,
“Subjective” and “Personal” tags will have.
Tags Supporting Search. Based on the idea that tags in bookmarking systems
usually provide good summaries of the resources and that they indicate the popu-
larity of a page, Bao et al. [BWF+07] investigated the use of tags for improving
Web search. The proposed SocialSimilarityRank measures the association between
tags and SocialPageRank accounts for the popularity among taggers in terms of a
frequency ranking. In [HJSS06], the authors suggest an adapted PageRank-like al-
gorithm, FolkRank, to improve efficient searching via personalized and topic-specific
ranking within the tag space. This can be used to recommend interesting users,
resources and related tags to increase the chance of “serendipitous encounters”. In
music retrieval, tags can be used as an alternative or additional possibility to find
songs: In [FNP07], Last.fm songs are not only recommended based on track-lists
(song and artist) of similar users, but also by considering (descriptive) tags. Here,
tag-based search algorithms provide better and faster recommendation results than
traditional track-based collaborative filtering methods.
In [HKGM08], the authors try to answer the question whether social bookmarking
data can be used to augment Web search. Their analysis of a Del.icio.us dataset
shows that tags tend to gravitate toward certain domains and that tags occur in over
50% of the resources they annotate, thus potentially improving search. Even if the
usefulness of tags has been proven at a single-site level, some general study of the
types of tags used inside multiple systems and their general implications for search is
still missing. In Section 4.2 we tackle this aspect and perform an in-depth analysis
over three different systems.
2.5.2 Knowledge Discovery Through Tags
Knowledge Discovery for Music. While automatic identification of music themes
has not been studied so far, several works in Music Information Retrieval have shown
a potential to model the mood from audio content. For example, [LLZ03] relies on
extracted low level features like timbre, intensity and rhythm (modeled in a Gaussian
Mixture Model) to classify music according to Thayer’s model of emotions [Tha89].
Similarly, in [FZP03] the authors propose a schema such that music databases are in-
dexed on four labels of music mood: “happiness”, “sadness”, “anger” and “fear”. An
important limitation of these approaches is that they can not capture other ’external’
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sources of emotionality, for example, events that people may associate with a certain
piece of music. [ELBMG07] investigate social tags for improving music recommen-
dations to attenuate the cold-start problem by automatically predicting additional
tags based on the learned relationship between existing tags and acoustic features. In
[CWN09], Last.fm user tags have been used together with content-based features for
automatic genre classification. Underlining the usefulness of social tags for music clas-
sification, Levy and Sandler [LS07] found that Last.fm tags define a low-dimensional
semantic space which is able to effectively capture sensible attributes as well as music
similarity. Especially at the track level this space is highly organized by artist and
genre.
Knowledge Discovery for Pictures. Picture metadata enrichment is similar
to music metadata enrichment in that the goal can be achieved by either using infor-
mation inferred from the low level features of the resources, or from already provided
user annotations. In [AHS06], user tags are combined with content-based techniques
in order to improve data navigation and search: A classifier uses low-level features,
like color and texture, in addition to tags provided by the users in order to discover
new relationships between data. ZoneTag2 [NN08] automatically recommends loca-
tion tags for photos taken with a mobile phone, based on the phone’s position. In
[SvZ08], the authors focus on a subset of Flickr pictures and analyze the different
tag categories used by users to annotate their pictures. The analysis is performed
automatically based on WordNet categories. The paper also tackles the aspect of tag
recommendation.
Rattenbury et al. [RGN07] try to extract event and place semantics from tags
assigned to photos in Flickr relying on burst analysis. In [ACN+09], landmark pic-
tures for city sights are identified accompanied by representative tags by employing
machine learning based on the user generated tags in Flickr . Investigating tag evo-
lution in Flickr , Dubinko et al. [DKM+06] developed algorithms to find the most
interesting tags to be displayed in Flash animations. Predicting moods/emotions for
pictures is much less popular than for music. Prior work uses content-based methods
to analyze and classify facial expressions (see [FL03] for an overview), sometimes also
picture mood independent of peoples’ faces [DNBL08]. In contrast to prior work, our
algorithms can distinguish a much richer set of emotions/moods than the often very
simple models underlying content-based approaches.
2.5.3 Tagging Motivations and Types of Tags
Analyses of collaborative tagging systems indicate that incentives for tagging are quite
manifold and so are the kinds of tags used. According to [MNBD06], organizational
motivations for enhanced information access and sharing are predominant, though
also social motivations can be encountered, such as opinion expression, attraction
of attention, self-presentation [MNBD06, GH06].Which of those incentives is most
2http://zonetag.research.yahoo.com
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characteristic for a particular system seems to vary, depending on tagging rights,
tagging support, aggregation model, etc.– all influencing why certain kinds of tags
are used. [GH06] and [Zol07] indicate that in free-for-all tagging systems like Last.fm,
opinion expression, self-presentation, activism and performance tags become frequent,
while in self-tagging systems like Flickr or Del.icio.us users tag almost exclusively for
their own benefit of enhanced information organization.
Despite the different motivations and behaviors, stable structures do emerge in
collaborative tagging systems [GH06, HRS07, HJSS06]. The evolving patterns follow
a scale-free power law distribution, indicating convergence of the vocabulary to a set of
very frequent words, coexisting with a long tail of rarely used terms [HRS07, HJSS06].
Studying the evolution of tagging vocabularies in the MovieLens system, [SLR+06]
use controlled experiments with varying system features to prove how such design
decisions heavily influence the convergence process within a group, i.e. the proportions
“Factual”, “Subjective” and “Personal” tags will have. According to these results,
being able to display automatically identified “Factual” tags only would lead to even
more factual and interpersonally useful tags. Similarly, in their paper on collaborative
tag suggestions, [XFMS06] introduce a taxonomy of five classes: Content, Context,
Attribute, Subjective and Organizational tags.
[BFNP08] introduce an empirically verified tag type taxonomy comprising eight
categories (Topic, Time, Location, Type, Author/Owner, Opinions/Quality, Usage
context, Self reference) that is applicable to any tagging system, not bound to any par-
ticular resource type. Besides establishing type distributions for Last.fm, Del.icio.us
and Flickr , the authors discuss the potential of the different identified categories
for supporting search. A complementing query log analysis showed that e.g. highly
personal self-reference tags are indeed not used in querying a web search engine. Sim-
ilarly, subjective usage context and opinions are rarely queried for, nor judged very
useful for searching public web pages. Only for music these queries play an important
role with people often searching for “wedding songs” or “party music”. Here, inter-
personal agreement seems higher due to the restricted domain and, probably, shared
culture.
2.6 Event Based IR
We describe the world by using words. Yet, words usually bring to mind different men-
tal views of the world for different individuals, because of their personal experience
and context. This is the reason why the “semantic gap” between our conceptualiza-
tions of the world, expressed using language, and our experience of the world, whose
most direct representations are media, is far beyond the reach of current systems. And
it is also why, so far, a universal solution of the problem of contextualizing search,
navigation, and media management in general to the user needs and the operating
environment has not been found. Our lives are a constellation of events, which one
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after another, pace our everyday activities and build up our memories. The key idea
underlying Event Based IR is to use events as the primary means to organize and
index media, e.g., photos, videos, journal articles. Instead of starting from media
and seeing, a posteriori, how we can meaningfully understand their contents (e.g.,
by tagging them), we organize a priori our data and knowledge in terms of events
and use media to populate them, thus providing their experiential dimension. Events
provide the common framework inside which the local experience-driven contextual
information can be not only coded, but also shared and reduced to a common denom-
inator. Events have both a local and a global dimension. The local dimension enables
the mapping of tags (conceptualizations) to media (personal experiences), while the
global dimension enables the sharing of event descriptions (thus enabling social shar-
ing and networking of events, media, and tags) and event structures across similar
events, thus providing a common way to index media (social sharing and networking
of event structures). In turn, the networking of events and event structures enables
the creation of networked communities inside which common (global) descriptions of
the world can be built and continuously enriched by the continuous flow of individual
(local) descriptions.
Image recognition is still largely an unsolved problem, and tagging media (e.g.,
photos) is still largely a manual process. The “semantic gap” between our concep-
tualizations of the world, expressed using language, and our experience of the world,
whose most direct representations are photos and media in general, is far beyond the
reach of current media understanding systems. Thus, content-based media search is
still very much example-driven (e.g., find photos similar to a given one on the basis of
a set of features). On the other hand, our life is a constellation of events; events such
as a birthday, a marriage, a summer vacation, or a car accident are the lens through
which we see and memorize our own personal experiences. In turn, global events, such
as world sport championships or global natural disasters (e.g., the 2004 tsunami, cli-
mate change, or the world recession) or, on a smaller scale, a local festival or a soccer
match, build collective experiences that allow us to share personal experiences as part
of a more social phenomenon that we could call “collective events”. When describing
events, we ground in our experience our common and abstract understanding of the
world and the language that we use to describe it. The generic notion of ”beach” is
then associated to a specific time and place, which is frozen in the photo or movie
that we have taken.
2.6.1 Application Scenario
The shift from classical producer-consumer paradigm to the so-called prosumer, where
users generate new multimedia content by capturing their own experience in images
and videos, mixing it with digital material collected from the web, and finally shar-
ing it with other users, highlights novel and highly challenging issues in networked
media search and retrieval. Big media companies such as CNN or BBC welcome
26 Chapter 2 Web IR: Background and Related Work
pictures, videos and reports from the audience in order to report from places where
their reporters are not yet on the ground. Like this they can report very rapidly, or
even in real time. Current TV created a new model for peer-to-peer news and infor-
mation network, produced and programmed in collaboration with its audience. The
popularity and data volume of modern social Web 2.0 content sharing applications
originate in their ease of operation for even inexperienced users, suitable mechanisms
for supporting collaboration, and attractiveness of shared annotated material about
events (images in Flickr , videos in YouTube, bookmarks in Del.icio.us , etc.). The
growing size and increasing number of folksonomies, blogs, news portals and personal
repositories pose new challenges in terms of search and mining for relevant content
and finding other users sharing the same interests. Ideally, sharing platforms should
provide the user with adaptive browsing mechanisms and recommendations for po-
tentially relevant content and annotation mechanisms for her personal event-related
data.
To offer a viable solution to these problems, we will make reference to an applica-
tion domain, which allows looking at the global picture from different complementary
perspectives, thus achieving a comprehensive understanding of the relevant problems.
Suppose, Carla Kolumna is a big fan of skiing. As the Olympic Games started re-
cently in Vancouver, she is looking for events in the corresponding Olympic disciplines.
Carla queries the user interface for the Olympic Games event. The result set contains
the main event as well as a list of sub-events that can be browsed . She takes a look
at the featured videos and then starts exploring the sub-event Alpine Skiing (which
can also contain further sub-events). After having watched some interesting videos
and pictures, she sees the list of related events shown in the interface: Ski Jumping,
Biathlon, Cross Country, etc. She further explores Ski Jumping and being really
impressed she decides to accept the system’s recommendation to join a ski sports
community. More specifically, she joins the community of Ski jumping fans Germany
through which she has access to a lot of content about the performances of German
ski jumpers. Carla gets really excited about the gold medal jump of K. Blauba¨r and
wants to get a 3D impression and see photos of the jump from different angles and
perspectives. As a result, she finds images uploaded from different spectators, i.e.
different peoples’ view points on the same event. Event IR can turn such a scenario
into reality.
2.6.2 Event Detection
The first step towards efficient event based IR is detecting events from (multimedia
or textual) data sources. Some work has been done on detecting events from textual
information; event detection from extensive textual sources (i.e. Web size) or from
Web 2.0 sources is still in an early stage. The topic of event detection is not new,
first papers addressing this domain appeared already in 1998, as part of the Topic
Detection and Tracking (TDT) initiative [APL98]. In [YPC98] the authors introduce
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two different types of event detection methods: retrospective and online detection.
The former refers to discovery of previously unidentified events inside a collection,
while the latter strives to identify in real time new events from live news feeds.
The experiments show that hierarchical clustering methods are highly informative for
retrospective detection of previously unidentified events, while temporal distribution
patterns of document clusters provide useful information for improvement in both
retrospective detection and online detection of novel events. With the algorithms we
propose in Section 4.4 we also target the detection of retrospective events.
Arguing that most of the existing research focusing on retrospective news event
detection (RED) make use of only the contents of the news articles, the authors
of [LWLM05] propose to do explorations on both content and time information and
introduce a probabilistic model to incorporate both content and time information
in a unified framework. Similarly, the authors of [FYYL05] also utilize both time
and content information. However, in contrast to TDT, which attempts to cluster
documents as events using clustering techniques, in [FYYL05] the focus is on detecting
a set of bursty features for a bursty event. The main technique employed in the
paper is a free probabilistic approach which fully utilizes the time information to
determine a set of bursty features which may occur in different time windows. Both
[LWLM05, FYYL05] differ from our approach, as we do not take into account any
time-related information.
Similar to [FYYL05], in [HCL07] the authors aim to identify feature bursts and
their associated bursty periods, by introducing a simple but effective mixture density-
based approach. Word trajectories are analyzed in both time and frequency domains,
with the specific goal of identifying important and less-reported, periodic and ape-
riodic events. A set of words with identical trends can be then grouped together to
reconstruct an event in a completely unsupervised manner.
A more different approach for detecting events is presented in [CHN08], where the
authors propose to use Web click-through data for this purpose. The click-through
data is first transformed to a 2D polar space by considering the semantic and temporal
dimensions of the queries. Further, robust subspace estimation techniques are applied
in order to detect subspaces consisting of only queries with similar semantics and the
uninteresting subspaces containing queries not related to real events are pruned. Fi-
nally, events are detected from interesting subspaces using a non-parametric clustering
technique.
Most of the existing work on event detection focused on identifying events from
news corpus collections, and only recently new methods targeting other types of data
have been proposed. For example, in [CR09] the authors propose an approach for
detecting Flickr photos depicting events. Given a set of Flickr photos with both
user tags and other metadata including time and location (latitude and longitude),
the algorithm aims to discover a set of photo groups, where each group corresponds
to an event. The method consists of three steps: (1) based on temporal and spa-
tial distributions, tags are identified as related to events or not; (2) after detecting
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event-related tags, they are further classified into periodic- or aperiodic-event tags;
(3) finally, for each tag cluster representing an event, the set of photos corresponding
to the event are retrieved. This approach differs from ours in that it relies on geo-
graphical information – still inexistent for many pictures. Our method uses solely tag
information and has thus a broader applicability.
Another dimension of investigations refers to the work presented in [RGN07].
Focusing also on the domain of pictures, the paper tries to extract event and place
semantics from tags assigned to photos in Flickr . The proposed approach relies on
bursts analysis: tags referring to event names are expected to exhibit high usage
patterns over short time periods (maybe also periodical), while location-related tags
show these kinds of patterns in the spatial dimension. However like [CR09], [RGN07]
also relies on GPS information and has thus a more restricted applicability than our
approach.
In [SvZ08], the authors also identify event-related tags by using WordNet. How-
ever, event detection is not the main focus of the paper. The focus is rather on
a subset of Flickr pictures and Sigurbjo¨rnsson and Zwol analyze the different tag
categories used by users to annotate their pictures with the aid of WordNet. A tag
recommendation algorithm is also proposed in the paper: for a given photo with
user-defined tags, the algorithm first derives a list of m candidate tags, based on
co-occurrence information. Then, the list is processed and different aggregation and
ranking strategies are applied to it, such that a ranked list of n additional tags can
be suggested to the user.
The approach presented in [BNG09] is targeting a broader range of data types,
namely it tries to identify events and their associated user-contributed social media
documents. It thus not only focuses on pictures, but also on music, videos, news and
Facebook data. However, the validation of the accuracy of the introduced algorithms
is performed on Flickr data, having tags corresponding to entries in the Yahoo!’s
Upcoming event database3, and are thus not so extensive like in our case. [BFNP09,
BFP09a] are similar to the approach we introduce in Section 4.4, but in this case
the focus is on music resources and the authors aim to provide tag recommendations
in terms of music themes, moods, genres or styles. Our focus instead is on photo
classification and not on tag recommendations.
2.7 Entity Retrieval
Finding entities on the Web is a new IR task which goes beyond the classic document
search. While for informational search tasks (see [Bro02] for a classification) document
search can give satisfying results for the user, different approaches should be followed
when the user is looking for specific entities. For example, when the user wants to
find a list of “European female politicians” it is easy for a classical search engine
3http://www.upcoming.yahoo.com
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to return documents about politics in Europe. It is left to the user to extract the
information about the requested entities from the provided results. Our goal is to
develop a system that can find entities and not just documents on the Web.
Being able to find entities on the Web can become a new important feature of
current search engines. It can allow users to find more than just Web pages, but
also people, phone numbers, books, movies, cars, etc. Searching for entities in a
collection of documents is not an easy task. Currently, we can see the Web as a
set of interlinked pages of different types, e.g. describing tasks, answering questions
or describing people. Therefore, in order to find entities, it is necessary to do a
preprocessing step of identifying entities in the documents. Moreover, we need to
build descriptions of those entities to enable search engines to rank and find them
given a user query. Applying classical IR methodologies for finding entities can lead
to low effectiveness as seen in previous approaches [BCSW07, CYC07, PVT08]. This
is because Entity Retrieval (ER), i.e. finding entities relevant to a query is a task
different than document search. Another example of an ER query is “Airports in
Germany” where a relevant result is, e.g., “Frankfurt-Hahn Airport”. Airports not
in Germany or entities other than airports would not be relevant to the given query.
It is crucial to rely on consolidated information extraction technologies if we do not
want to start with an already high error rate that the ranking algorithms can only
increase.
We do not cover work done on the ER task in this thesis; nevertheless, we have
addressed it in the following publications: [DFI+10, BID+10, BDF+10, DFG+09,
DFI+08, DFIN08, DFI07]. We will continue by providing an overview of ER and its
context.
2.7.1 Entity Retrieval Related Tasks
With the current size of the Web and the variety of data it contains, traditional search
engines are restricted to simple information needs. Complex queries need, usually, a
lot of effort on the user side in order to be satisfied. We can observe different search
tasks related to this scenario:
Entity Retrieval. Finding entities of different types is a challenging search task
which goes beyond classic document retrieval as well as beyond single-type en-
tity retrieval such as, for example, the popular task of expert finding [BdVCS07].
The motivation for the ER task is that many user queries are not looking for
documents to learn about a topic, but really seek a list of specific entities: coun-
tries, actors, songs, etc. Examples of such informational needs include “Formula
1 drivers that won the Monaco Grand Prix”, “Female singer and songwriter born
in Canada”, “Swiss cantons where they speak German”, and “Coldplay band
members”. The query “countries where I can pay in Euro” is answered by cur-
rent web search engines with a list of pages on the topic ‘Euro zone’, or ways to
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pay in Euros, but not with a list of country names as the user is asking for. Note
that while a single query refers to a single entity type, a system must be able
to answer queries for different entity types (differently from an expert search
system where the response is always of type person). A commercial prototype
performing this task is Google Squared4.
Question Answering. It must also be mentioned how Entity Retrieval task relates
with Question Answering (QA). Common queries in the QA context usually are
of type Who, When, Where, Why, How Many. That is, they expect a precise
answer as, for example, a number or a name instead of a list of entities. ER
queries have considerable similarities with QA “list” questions where the user
is looking for a list of items as a result (e.g., “What companies has AARP
endorsed?”). In the evaluation benchmarks, QA queries usually consist of sets
of questions about a particular topic: this might let the system approach the
problem in a different way, e.g., by mining documents retrieved with a keyword
query or by exploiting the answer of previous questions on the same topic (e.g.,
“What does AARP stand for?”). In conclusion, there are similarities between
ER and QA queries. In particular for list QA queries we can imagine ER tech-
nologies described in this paper exploited, among other things, by QA systems
to perform better on this particular type of queries.
Related Entities. Another related task is finding entities similar or related to other
entities. In this case the user might have in mind a search query consisting of
an example entity. For a given entity, such as “New York”, one would expect
to find as associated entities places to visit in New York (e.g. “Empire State
Building”, “Statue of Liberty”), connected historical events (e.g. “September
11, 2001”) or famous people (e.g. “Rudy Giuliani”), etc. in a faceted-search
fashion. The associated entities can be presented to the user as a lists or grouped
by type and other properties (e.g., date). For a query “Albert Einstein”, the
system may return related entities like, for example, “Germany”, “Nobel prize”,
“physics”, “Lieserl Einstein”, etc. This task is different from ER as the result
set may contain entities of different types. Here the system provides the user
with a browsing opportunity rather than with a list of retrieved entities as for
ER. A commercial prototype performing this task is Yahoo! Correlator5.
2.7.2 Application Scenarios for ER
As an initialization step, it is necessary to assign a global identifier for each entity in
the collection. Attempts to generate global unique identifiers are already underway,
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the Web. One simple application scenario would be ranking consumer products (i.e.
entities) where a customer provides as query a list of constraints (e.g. brand, color,
size, etc.). ER can be also performed on the Web, where the definition of an entity is
not as trivial as in the enterprise example. The entity description will then contain
attributes of the entities mentioned in sentences of several Web pages referring to the
entity. Relations between entities can then be constructed from links between Web
pages as well as references between sentences or paragraphs.
Another application scenario which keeps the main information as in the Web
application scenario, but also adds some structure is the Wikipedia model for ER. In
this case we consider in D any entity ei that has its own page in Wikipedia. With
this assumption we can easily see these pages as the entity description d(ei) and the
set of the Wikipedia pages that describe an entity as the collection D. Of course, in
Wikipedia there are pages which do not describe a particular entity as, for example,
the “List of . . . ” pages. The challenge is to identify which are not entity pages
and discard them from D. For each entity the (<attribute>,<value>) pairs can be
build, for example, out of the info-boxes of the Wikipedia pages which contain factual
information about the described entity (for example, articles about people contain
information about name, birth date, birth place, etc.). In the Wikipedia scenario
the sources of information are the people and each sij contributing to d(e
i) can be
reconstructed from the edit history of each page allowing also to associate trust values
in order to weight more particular sources (see also [AdA07] about such computation).
For defining the type property in d(ei) the Wikipedia category information can be
used. Relations between entities can be discovered analysing the Wikipedia internal
links between pages. The query can be built by the user providing some keywords
describing interesting properties plus the selection of a Wikipedia category in order
to provide information about the type of entities which are requested. The ranking
function φ(q, d(ei)) should use both information about the properties and the type in
order to produce the best ranking.
The specific Wikipedia scenario is slightly different from the general Web scenario
as Wikipedia is more clearly structured. It is easy to define an entity as having its
own Wikipedia page (i.e. each Wiki page is about one entity) – in the general Web
scenario we would have to segment Web pages to extract only sections related to the
entity and discard other parts like advertisements or navigational headers. Moreover,
it is also easy to extract the entity type from a Wikipedia page, as one of the entity
attributes d(ei), by just considering the Wikipedia categories the page belongs to –
the Web scenario would require a thorough Natural Language Processing of the text
in order to find phrases describing the entity (e.g. “Mexico is a country”). We also
make use of the YAGO ontology which is built from Wikipedia and WordNet. If
the same system architecture were to be applied to the Web, a new ontology would
have to be built in order to make the results comparable. YAGO is also being used
in other scenarios than Wikipedia: Revyu.com [HM08] uses Yago class definition
in order to assign types to the objects of reviews; in [RSS08] the authors use links
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between DBpedia and YAGO for interlinking singers, songs, music events, etc. in
music datasets. Finally, there is much more content to be found on the Web, while
Wikipedia only focuses on some, more common, topics and entities (e.g. we can
not find members of a particular organization only from Wikipedia). Nevertheless,
Wikipedia is a very good starting point for the emerging task of entity retrieval,
and most approaches focus on the Wikipedia scenario. Other algorithms might be
developed for ER on the Web still following the proposed model.
2.7.3 Existing ER Approaches
Finding entities on the Web is a recent topic in the IR field. The first proposed
approaches [BCSW07, CC07, CYC07] mainly focus on scaling efficiently on Web
dimension datasets but not on the effectiveness of search.
A formal model for entities has been presented in [PCAV08]. This entity repre-
sentation is, similarly to our work, based on (<attribute>,<value>) pairs and on
a “Category of reference” that describes the entity type which can be taken from
an ontology. In our work we propose a model for the entire ER process where the
entity representation is just a sub-part. A framework for modelling the IR process
has been presented in [RTK06] where the authors present a matrix-based framework
for modelling possible search tasks.
Approaches for finding entities have also been developed in the Wikipedia con-
text. Previous approaches to rank entities in Wikipedia exploited the link structure
between Wikipedia pages [PVT08] or its category structure using graph based algo-
rithms [TSR+08]. Compared to these approaches, we start first designing a model
for ER making the development of algorithms possible also in domains different from
Wikipedia and we exploit semantic and NLP techniques to improve effectiveness.
Another relevant work is [ZRM+07] which also aims at retrieving entities in
Wikipedia but without the assumption that an entity is represented by a Wikipedia
page as done in the Initiative for the Evaluation of XML Retrieval (INEX-XER7).
They rather annotate and retrieve any passage of a Wikipedia article that could rep-
resent an entity. A foundation for an effective ER can also be the automatic identifi-
cation of instances and classes in the Wikipedia category hierarchy [ZNS08]. Knowing
which categories describe instances can help the ER system in finding entities relevant
to the query because not all the articles in Wikipedia are entity descriptions.
An important related area of research is entity identity on the Web. It is crucial
for the ER task being able to uniquely and globally identify entities on the Web so
that the search engine can return a list of identifiers to the user who can afterwords
navigate in the entity descriptions. A strong discussion already started in the Web
research community [BHST08, BSTH07] and solutions for entity identity resolution
on the Web have been proposed [BSB08]. Our solution for finding entities relies on
7http://www.inex.otago.ac.nz/
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these infrastructures able to globally identify entities on the Web.
With respect to our final analysis of easy and difficult topics, a related area is
that of query difficulty prediction [CYTS05]. In particular, in [VPN09] they study
how to automatically predict the difficulty of an ER query in the Wikipedia context.
They also study how to adapt their system variables accordingly in order to improve
effectiveness. For example, they use the number of articles attached to categories,
the number of categories attached to the entities, query length, etc.
In our work we focus on the Wikipedia corpus and propose algorithms for finding
entities based on query relaxation using category information [DFI07]. The main
contribution is a methodology for expanding the user query by exploiting the semantic
structure of the dataset. Our approach focuses on constructing queries using not only
keywords from the query, but also information about relevant categories. This is done
leveraging on the highly accurate YAGO ontology [SKW07] which is matched to the
character strings of the query. The evaluation is performed using the INEX 2007
Wikipedia collection and entity ranking topics. In [DFIN08] we build on previous
algorithms and extend them to use semantics in the context of ER. We adapt the
user query by (1) semantic information, (2) Natural Language Processing techniques,
and (3) Link Analysis, to rank entities in Wikipedia. We compare different approaches
designed for finding entities in Wikipedia and report on results using standard test
collections [DFI+10]. An analysis of entity-centric queries reveals different aspects
and problems related to ER and shows limitations of current systems performing ER
with Wikipedia. It also indicates which approaches are suitable for which kinds of
queries.
In [DFI+08] we propose a formal model to define entities as well as a complete
ER system, providing examples of its application to enterprise, Web, and Wikipedia
scenarios. We present a set of algorithms based on our model and evaluate their
retrieval effectiveness. We present an approach for large-scale entity retrieval using
Web collections as underlying corpus in [DFG+09]. We propose an architecture for
entity extraction and entity ranking starting from Web documents. This is obtained
(1) using an existing web documents index and (2) creating an entity centric index.
We describe advantages and feasibility of our approach using state-of-the-art tools.
Moving to the Web ER scenario, in [BID+10] we propose a novel approach for
ER by using Web search engine query logs. We use Markov random walks on (1)
Click Graphs - built from clickt-hrough data - and on (2) Session Graphs - built from
user session information. We thus provide semantic bridges between different query
terms, and therefore indicate meaningful connections between ER queries and related
entities. Experiments are performed on our previously introduced evaluation test set
making use of Wikipedia “List of” pages [BDF+10].

3
Search Personalization for the Web
3.1 Introduction
The high importance of Web search engines is no longer a doubt and the booming
popularity of search engines has determined simple keyword search to become the
only widely accepted user interface for seeking information over the Web. Yet keyword
queries are inherently ambiguous. The query “canon book” for example covers several
different areas of interest: religion, photography, literature, and music. Clearly, one
would prefer search output to be aligned with user’s topic(s) of interest, rather than
displaying a selection of popular URLs from each category. Studies have shown that
more than 80% of the users would prefer to receive such personalized search results
[Sul04] instead of the currently generic ones.
In this chapter we tackle the IR area of Search Personalization for textual IR: a
user’s information need is expressed as a keyword query, on the Web with an average
length of 2 to 3 words. Personalization is an effective means to increase Precision
of search results. The user will be presented with results ranked both according to
his query and to his preferences. One adequate way of accomplishing this purpose is
Query Reformulation: modifying the query in such a way that the information need
is better reflected. In order to be able to automatically generate reformulations for a
given query, we first have to understand the behavior of users who reformulate their
queries manually, in several iterations, when no satisfying results are returned by a
search engine.
Many Web behavior modeling attempts have been made, building upon simple
log statistics [JF03], machine learning [LH99], etc. Yet even though about 50% of
the queries are actually reformulation queries [SWJS01], experts still have little un-
derstanding of users’ search patterns.
Section 3.2 proposes two advances towards modeling the Web search behavior:
First, we suggest to use the variation in Query Clarity [CTZC02] as an indicator of
user’s actions, i.e., generalizing, specializing, or refining the query. Second, we analyze
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the Part-Of-Speech transitions within reformulation processes and argue that they
would make a valuable input for future Web user modeling approaches, in applications
such as automatic query expansion, sponsored search, etc. The following section
examines the performance of our approaches onto real-life Web search sessions.
Building upon human reformulation behavior, we then present methods to auto-
matically expand a user query with more specific keywords. Query expansion assists
the user in formulating a better query, by appending additional keywords to the ini-
tial search request in order to encapsulate her interests therein, as well as to focus the
Web search output accordingly. It has been shown to perform very well over large
data sets, especially with short input queries (see for example [KZ04, CFPS02]). This
is exactly the Web search scenario.
Section 3.3 proposes to enhance Web query reformulation by exploiting the user’s
Personal Information Repository (PIR), i.e., the personal collection of text docu-
ments, emails, cached Web pages, etc. Several advantages arise when moving Web
search personalization down to the Desktop level (note that by “Desktop” we refer
to PIR, and we use the two terms interchangeably). First is of course the quality
of personalization: The local Desktop is a rich repository of information, accurately
describing most, if not all interests of the user. Second, as all “profile” information is
stored and exploited locally, on the personal machine, another very important benefit
is privacy. Search engines should not be able to know about a person’s interests,
i.e., they should not be able to connect a specific person with the queries she issued,
or worse, with the output URLs she clicked within the search interface1 (see Volokh
[Vol00] for a discussion on privacy issues related to personalized Web search).
A more direct application of the algorithms presented in Section 3.3 is found
in Section 3.4: not only modifying an already existing query, but directly inferring
an information need and recommending appropriate solutions to users performing a
specific task.
Information is a necessity for many of our tasks, at work or in our personal life,
and we simply find no easier way than searching the web for answers to problems.
We have to provide means to extract desired information with least effort. In many
situations, when a user works on a text file (either reading a web page or a document,
or writing an e-mail or a document) he needs other relevant information sources.
Characterizing such a file with a few words in order to query a web search engine
manually is less intuitive and demands additional effort from the user, so that he
would have a strong tendency to sacrifice the results he would have obtained in favor
of less work. On the other hand, it would be effortless for the user to just take a look
at some recommended web links presented to him or her by a software agent running
in the background.
1Search engines can map queries at least to IP addresses, for example by using cookies
and mining the query logs. However, by moving the user profile at the Desktop level we
ensure such information is not explicitly associated to a particular user and stored on the
search engine side.
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Users need additional information related to their work in order to increase the
quality of edited content, as well as significantly decrease task working time [RM00].
In order to minimize user effort locating suitable data sources, the PC environment
should support the user as much as possible. To accomplish this, we have to under-
stand the tasks the user carries out, then from this user/task-profile extract appropri-
ate information used to query different information sources. Results from a software
agent – which tries to understand the user’s task and then extracts a list of keywords
from a document or a collection of documents – may not be as effective or relevant as
results manually retrieved from a search engine – used directly and with a well-known
intention by humans. Nevertheless, there are cases where people would not start a
web search process by themselves, or not bother to use a search engine in specific
stages of their work. Therefore, in Section 3.4, we provide Information Management
Assistants (IMA) [BH99] or Just-in-Time IR (JITIR) Agents [RM00] to support the
user in this context.
3.2 Query Reformulation Patterns
We start by analyzing human behavior during search. Modeling Web query refor-
mulation processes is still an unsolved problem. In this section we argue that lexical
analysis is highly beneficial for this purpose. We propose to use the variation in Query
Clarity, as well as the Part-Of-Speech pattern transitions as indicators of users’ search
actions. Experiments with a log of 2.4 million queries showed our techniques to be
more flexible than the current approaches, while also providing us with interesting
insights into users’ Web behavioral patterns.
Collection
We performed our empirical investigation onto an Excite log of about 2.4 million
queries sent over eight hours to the search engine. There were in total 319,566 search
sessions, already delimited by the engine in its log using various heuristics (e.g., IP
mining, etc.). We further split each session in tasks. Two consecutive queries were
assigned to the same task if they contained at least one common non-stopword stem.
We thus found 3.08 average tasks per session, and 2.04 average queries per task. Let
us now inspect how our two approaches performed.
Defining Reformulation Types
Traditional approaches model reformulation as a function of the number of keywords
per search query: (1) Adding terms is related to specializations, removing terms to
generalizations, and substituting them to refinements. We argue that this technique
is too shallow, and propose to use Query Clarity [CTZC02] instead, as an improved
indicator of user’s actions. We thus build upon the divergence between the language
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New Q. 30.37 6.30 2.54 4.59 2.09 7.10 53.00
Navig. 2.27 16.24 0.76 1.40 0.61 1.61 22.91
Gen. 1.61 0.80 0.28 0.92 0.33 0.53 4.51
Spec. 1.83 1.39 1.28 0.69 0.55 0.90 6.67
Ref. 1.05 0.70 0.38 0.40 0.46 0.42 3.44
Other 2.09 2.27 0.47 0.78 0.38 3.42 9.44
Sum To 39.25 27.73 5.73 8.80 4.45 14.01 100
Table 3.1 Transitions between query types (%).
model associated to the query and that associated to the searched collection. In a







where Pml(w|Query) is the probability of the word w within the query, and Pcoll(w)
is the probability of w within the entire document collection.
In Figure 3.1 we depict the percentage of queries associated to each reformulation
pattern, using both the traditional approach and query clarity with different σ values
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(we take values residing within the ClarityOfPreviousQuery ± σ as denoting
refinement queries, values above that interval marking specialization queries, and
values below it indicating generalizations). It is obvious to see that introducing
“clarity” allows for more flexibility in determining query reformulation actions. The
traditional approach is similar to using clarity with a fairly large σ, about 45% of
the clarity value of the previous query. Although the best parameter depends on
each application, we believe that such a high σ misses out on identifying the real
underlying intentions of each user, i.e., generalizing or specializing her query. We
thus argue that clarity with σ values around 5-10% would model the Web search
behavior much better.
We consider a simplified reformulation model as follows: After the first query
was issued, if the output is satisfactory, the user would either navigate through the
results or start a new search task. Otherwise, she would attempt to improve her
query either by narrowing its focus, or by broadening it. Then, the same steps are
taken until a satisfactory output is obtained, or until giving up. In Table 3.1 we use
clarity with σ = 10% to test our assumptions. Most transitions occur either towards
a new query, or towards the next page of results for the current search request (i.e.,
no reformulation). Unlike with traditional approaches (see Figure 3.1), for clarity
the highest amount of reformulations are specializations, rather than refinements,
which is closer to the intuitive search model outlined above. Also, interestingly, from
a specialized query, about 20% of all actions are generalizations, indicating that in
some cases users consider to have narrowed their search too much, and thus try to
relax it a little bit, again in accordance to the above model.
Part-Of-Speech Pattern Transitions
Applications such as automatic query expansion could be improved by knowing which
POS are more likely to be added or removed by each user. We thus analyzed the
POS transition patterns in Table 3.2. As expected, most queries are composed only
of nouns (about 33%). It seems that a good amount of these are ambiguous terms,
fact indicated by the high transition rate towards N-V queries (about 20% of all
noun queries). We believe this is not due to a real addition of verbs, but rather
of multi-sense nouns (e.g., “play”, which can act both as a noun and as a verb).
Moreover, there are very few queries composed exclusively of adjectives, adverbs, or
both, and they usually do not get reformulated at all. The same is valid when a verb
is added to the above mentioned patterns. Finally, there is a significant amount of
queries containing all 4 major POS, about 10%. The major transition patterns from
these queries involve either adding even more words, or removing the adjective(s).
Interestingly, queries with N-V-Adv are usually further extended, whereas for queries
with N-V-Adj the tendency is to remove words. This indicates that users generally
consider N-V-Adv queries to be broad, and thus in need of specialization, whereas
N-V-Adj are seen as too specific, or perhaps too badly formulated, which demands
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for less terms.
Applications
Besides providing an understanding of users’ search behavior, reformulation models
could be employed in a variety of applications. For example, when the user refor-
mulates her request, the engine could automatically infer that the initial query was
not successful, and use this information in order to improve the new search results
(e.g., by putting more bias on the newly added terms, for specializations, or by learn-
ing which POS transition patterns are characteristic to the user, and consequently
adapting automatic query expansion to favor these patterns, etc.).
3.3 Query Expansion Using Desktop Data
Having analyzed user reformulation patterns in the previous section, here we present
an approach for automatizing this process. The inherent ambiguity of short keyword
queries demands for enhanced methods for Web retrieval. We propose to improve such
Web queries by expanding them with terms collected from each user’s Personal Infor-
mation Repository, thus implicitly personalizing the search output. We introduce five
broad techniques for generating the additional query keywords by analyzing user data
at increasing granularity levels, ranging from term and compound level analysis up
to global co-occurrence statistics, as well as to using external thesauri. Our extensive
empirical analysis under four different scenarios shows some of these approaches to
perform very well, especially on ambiguous queries, producing a very strong increase
in the quality of the output rankings. Subsequently, we move this personalized search
framework one step further and propose to make the expansion process adaptive to
various features of each query. A separate set of experiments indicates the adaptive
algorithms to bring an additional statistically significant improvement over the best
static expansion approach.
Desktop data represents a very rich repository of profiling information. However,
this information comes in a very unstructured way, covering documents which are
highly diverse in format, content, and even language characteristics. In this section
we first tackle this problem by proposing several lexical analysis algorithms which ex-
ploit user’s PIR to extract keyword expansion terms at various granularities, ranging
from term frequency within Desktop documents up to utilizing global co-occurrence
statistics over the personal information repository. Then, in the second part of the
section we empirically analyze the performance of each approach.
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3.3.1 Algorithms
This section presents the five generic approaches for analyzing user’s Desktop data in
order to provide expansion terms for Web search. In the proposed algorithms we grad-
ually increase the amount of personal information utilized. Thus, in the first part we
investigate three local analysis techniques focused only on those Desktop documents
matching user’s query best. We append to the Web query the most relevant terms,
compounds, and sentence summaries from these documents. In the second part of
the section we move towards a global Desktop analysis, proposing to investigate term
co-occurrences, as well as thesauri, in the expansion process.
Expanding with Local Desktop Analysis
Local Desktop Analysis is related to enhancing Pseudo Relevance Feedback to gen-
erate query expansion keywords from the PIR best hits for user’s Web query, rather
than from the top ranked Web search results. We distinguish three granularity levels
for this process and we investigate each of them separately.
Term and Document Frequency. As the simplest possible measures, TF and
DF have the advantage of being very fast to compute. Previous experiments with
small data sets have showed them to yield very good results [Eft95]. We thus in-
dependently associate a score with each term, based on each of the two statistics.
The TF based one is obtained by multiplying the actual frequency of a term with a
position score descending as the term first appears closer to the end of the document.
This is necessary especially for longer documents, because more informative terms
tend to appear towards their beginning [Edm69]. The complete TF based keyword











· log(1 + TF ) (3.2)
where nrWords is the total number of terms in the document and pos is the position
of the first appearance of the term; TF represents the frequency of each term in the
Desktop document matching user’s Web query.
The identification of suitable expansion terms is even simpler when using DF:
Given the set of Top-K relevant Desktop documents, generate their snippets as focused
on the original search request. This query orientation is necessary, since the DF scores
are computed at the level of the entire PIR and would produce too noisy suggestions
otherwise. Once the set of candidate terms has been identified, the selection proceeds
by ordering them according to the DF scores they are associated with. Ties are
resolved using the corresponding TF scores.
Note that a hybrid TFxIDF approach is not necessarily efficient, since one Desktop
term might have a high DF on the Desktop, while being quite rare in the Web. For
example, the term “PageRank” would be quite frequent on the Desktop of an IR
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scientist, thus achieving a low score with TFxIDF. However, as it is rather rare in
the Web, it would make a good resolution of the query towards the correct topic.
Lexical Compounds. Anick and Tipirneni [AT99] defined the lexical dispersion
hypothesis, according to which an expression’s lexical dispersion (i.e., the number
of different compounds it appears in within a document or group of documents)
can be used to automatically identify key concepts over the input document set.
Although several possible compound expressions are available, it has been shown that
simple approaches based on noun analysis are almost as good as highly complex part-
of-speech pattern identification algorithms [AR02]. We thus inspect the matching
Desktop documents for all their lexical compounds of the following form:
{ adjective? noun+ }
All such compounds could be easily generated off-line, at indexing time, for all the
documents in the local repository. Moreover, once identified, they can be further
sorted depending on their dispersion within each document in order to facilitate fast
retrieval of the most frequent compounds at run-time.
Sentence Selection. This technique builds upon sentence oriented document
summarization: First, the set of relevant Desktop documents is identified; then, a
summary containing their most important sentences is generated as output. Sentence
selection is the most comprehensive local analysis approach, as it produces the most
detailed expansions (i.e., sentences). Its downside is that, unlike with the first two
algorithms, its output cannot be stored efficiently, and consequently it cannot be
computed off-line. We generate sentence based summaries by ranking the document







The first term is the ratio between the square amount of significant words within the
sentence and the total number of words therein. A word is significant in a document
if its frequency is above a threshold as follows:
TF > ms =

7− 0.1 ∗ (25−NS) , if NS < 25
7 , if NS ∈ [25, 40]
7 + 0.1 ∗ (NS − 40) , if NS > 40
with NS being the total number of sentences in the document (see [LAJ01] for de-
tails). The second term is a position score set to (Avg(NS)−SentenceIndex)/Avg2(NS)
for the first ten sentences, and to 0 otherwise, Avg(NS) being the average number
of sentences over all Desktop items. This way, short documents such as emails are
not affected, which is correct, since they usually do not contain a summary in the
very beginning. However, as longer documents usually do include overall descriptive
sentences in the beginning [Edm69], these sentences are more likely to be relevant.
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The final term biases the summary towards the query. It is the ratio between the
square number of query terms present in the sentence and the total number of terms
from the query. It is based on the belief that the more query terms contained in a
sentence, the more likely will that sentence convey information highly related to the
query.
Expanding with Global Desktop Analysis
In contrast to the previously presented approach, global analysis relies on information
from across the entire personal Desktop to infer the new relevant query terms. In this
section we propose two such techniques, namely term co-occurrence statistics, and
filtering the output of an external thesaurus.
Term Co-occurrence Statistics. For each term, we can easily compute off-line
those terms co-occurring with it most frequently in a given collection (i.e., PIR in our
case), and then exploit this information at run-time in order to infer keywords highly
correlated with the user query. Our generic co-occurrence based query expansion
algorithm is as follows:
Algorithm 3.3.1: Co-occurrence based keyword similarity search.
Off-line computation:
1: Filter potential keywords k with DF ∈ [10, . . . , 20% ·N ]
2: For each keyword ki
3: For each keyword kj
4: Compute SCki,kj , the similarity coefficient of (ki, kj)
On-line computation:
1: Let S be the set of keywords,
potentially similar to an input expression E.
2: For each keyword k of E:
3: S ← S ∪ TSC(k), where TSC(k) contains the
Top-K terms most similar to k
4: For each term t of S:
5a: Let Score(t)← ∏k∈E(0.01 + SCt,k)
5b: Let Score(t)← #DesktopHits(E|t)
6: Select Top-K terms of S with the highest scores.
The off-line computation needs an initial trimming phase (step 1) for optimization
purposes. In addition, we also restricted the algorithm to computing co-occurrence
levels across nouns only, as they contain by far the largest amount of conceptual
3.3 Query Expansion Using Desktop Data 45
information, and as this approach reduces the size of the co-occurrence matrix con-
siderably. During the run-time phase, having the terms most correlated with each
particular query keyword already identified, one more operation is necessary, namely
calculating the correlation of every output term with the entire query. Two ap-
proaches are possible: (1) using a product of the correlation between the term and
all keywords in the original expression (step 5a), or (2) simply counting the number
of documents in which the proposed term co-occurs with the entire user query (step
5b). We considered the following formulas for Similarity Coefficients [KC99]:








• Likelihood Ratio, defined in the paragraphs below.
DFx is the Document Frequency of term x, and DFx,y is the number of documents
containing both x and y. To further increase the quality of the generated scores we
limited the latter indicator to co-occurrences within a window of W terms. We set
W to be the same as the maximum amount of expansion keywords desired.
Dunning’s Likelihood Ratio λ [Dun93] is a co-occurrence based metric similar to
χ2. It starts by attempting to reject the null hypothesis, according to which two
terms A and B would appear in text independently from each other. This means
that P (A B) = P (A ¬B) = P (A), where P (A ¬B) is the probability that term A
is not followed by term B. Consequently, the test for independence of A and B
can be performed by looking if the distribution of A given that B is present is the
same as the distribution of A given that B is not present. Of course, in reality we
know these terms are not independent in text, and we only use the statistical metrics
to highlight terms which are frequently appearing together. We compare the two
binomial processes by using likelihood ratios of their associated hypotheses. First, let





where ω is a point in the parameter space Ω, Ω0 is the particular hypothesis being
tested, and k is a point in the space of observations K. If we assume that two binomial
distributions have the same underlying parameter, i.e., {(p1, p2) | p1 = p2}, we can
write:
λ =
maxp H(p, p; k1, k2, n1, n2)
maxp1,p2 H(p1, p2; k1, k2, n1, n2)
(3.6)
where H(p1, p2; k1, k2, n1, n2) = p
k1





















maxp L(p, k1, n1)L(p, k2, n2)
maxp1,p2 L(p1, k1, n1)L(p2, k2, n2)
(3.7)
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where L(p, k, n) = pk · (1−p)n−k. Taking the logarithm of the likelihood, we obtain:
−2 · log λ = 2 · [log L(p1, k1, n1) + log L(p2, k2, n2)−
log L(p, k1, n1)− log L(p, k2, n2)]
where log L(p, k, n) = k · logp+(n−k) · log(1−p). Finally, if we write O11 = P (AB),
O12 = P (¬A B), O21 = P (A ¬B), and O22 = P (¬A ¬B), then the co-occurrence
likelihood of terms A and B becomes:
−2 · log λ = 2 · [O11 · log p1 +O12 · log (1− p1) +
O21 · log p2 +O22 · log (1− p2)−




= O11O11+O12 , p2 =
k2
n2
= O21O21+O22 , and p =
k1+k2
n1+n2
Thesaurus Based Expansion. Large scale thesauri encapsulate global knowl-
edge about term relationships. Thus, we first identify the set of terms closely related
to each query keyword, and then we calculate the Desktop co-occurrence level of each
of these possible expansion terms with the entire initial search request. In the end,
those suggestions with the highest frequencies are kept. The algorithm is as follows:
Algorithm 3.3.2: Filtered thesaurus based query expansion.
1: For each keyword k of an input query Q:
2: Select the following sets of related terms using WordNet:
2a: Syn: All Synonyms
2b: Sub: All sub-concepts residing one level below k
2c: Super: All super-concepts residing one level above k
3: For each set Si of the above mentioned sets:
4: For each term t of Si:
5: Search the PIR with (Q|t), i.e.,
the original query, as expanded with t
6: Let H be the number of hits of the above search
(i.e., the co-occurence level of t with Q)
7: Return Top-K terms as ordered by their H values.
We observe three types of term relationships (steps 2a-2c): (1) synonyms, (2)
sub-concepts, namely hyponyms (i.e., sub-classes) and meronyms (i.e., sub-parts),
and (3) super-concepts, namely hypernyms (i.e., super-classes) and holonyms (i.e.,
super-parts). As they represent quite different types of association, we investigated
them separately. We limited the output expansion set (step 7) to contain only terms
appearing at least T times on the Desktop, in order to avoid noisy suggestions, with
T = min( NDocsPerTopic ,MinDocs). We set DocsPerTopic = 2, 500, and MinDocs =
5, the latter one coping with the case of small PIRs.
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Evaluation
Experimental Setup
We evaluated our algorithms with 18 subjects (Ph.D. and Post-Doc. students in
different areas of computer science and education). First, they installed our Lucene
based search engine2 and indexed all their locally stored content: Files within user
selected paths, Emails, and Web Cache. Without loss of generality, we focused the
experiments on single-user machines. Then, they chose 4 queries related to their
everyday activities, as follows:
• One very frequent AltaVista query, as extracted from the top 2% queries most
issued to the search engine within a 7.2 million entries log from October 2001.
In order to connect such a query to each user’s interests, we added an off-line
pre-processing phase: We generated the most frequent search requests and then
randomly selected a query with at least 10 hits on each subject’s Desktop. To
further ensure a real life scenario, users were allowed to reject the proposed
query and ask for a new one, if they considered it totally outside their interest
areas.
• One randomly selected log query, filtered using the same procedure as above.
• One self-selected specific query, which they thought to have only one meaning.
• One self-selected ambiguous query, which they thought to have at least three
meanings.
The average query lengths were 2.0 and 2.3 terms for the log queries, as well as 2.9
and 1.8 for the self-selected ones. Even though our algorithms are mainly intended to
enhance search when using ambiguous query keywords, we chose to investigate their
performance on a wide span of query types, in order to see how they perform in all
situations. The log queries evaluate real life requests, in contrast to the self-selected
ones, which target rather the identification of top and bottom performances. Note
that the former ones were somewhat farther away from each subject’s interest, thus
being also more difficult to personalize on. To gain an insight into the relationship
between each query type and user interests, we asked each person to rate the query
itself with a score of 1 to 5, having the following interpretations: (1) never heard of it,
(2) do not know it, but heard of it, (3) know it partially, (4) know it well, (5) major
interest. The obtained grades were 3.11 for the top log queries, 3.72 for the randomly
selected ones, 4.45 for the self-selected specific ones, and 4.39 for the self-selected
ambiguous ones.
For each query, we collected the Top-5 URLs generated by 20 versions of the
algorithms3 presented in Section 3.3.1. These results were then shuﬄed into one set
2Clearly, if one had already installed a Desktop search application, then this overhead would not
be present.
3Note that all Desktop level parts of our algorithms were performed with Lucene using
its predefined searching and ranking functions.
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containing usually between 70 and 90 URLs. Thus, each subject had to assess about
325 documents for all four queries, being neither aware of the algorithm, nor of the
ranking of each assessed URL. Overall, 72 queries were issued and over 6,000 URLs
were evaluated during the experiment. For each of these URLs, the testers had to
give a rating ranging from 0 to 2, dividing the relevant results in two categories, (1)
relevant and (2) highly relevant. Finally, the quality of each ranking was assessed
using the normalized version of Discounted Cumulative Gain (DCG) [JK00]. DCG
is a rich measure, as it gives more weight to highly ranked documents, while also
incorporating different relevance levels by giving them different gain values:
DCG(i) =
{
G(1) , if i = 1
DCG(i− 1) +G(i)/log(i) , otherwise.
We used G(i) = 1 for relevant results, and G(i) = 2 for highly relevant ones. As queries
having more relevant output documents will have a higher DCG, we also normalized
its value to a score between 0 (the worst possible DCG given the ratings) and 1 (the
best possible DCG given the ratings) to facilitate averaging over queries. All results
were tested for statistical significance using T-tests.
Algorithmic specific aspects. The main parameter of our algorithms is the
number of generated expansion keywords. For this experiment we set it to 4 terms
for all techniques, leaving an analysis at this level for a subsequent investigation. In
order to optimize the run-time computation speed, we chose to limit the number of
output keywords per Desktop document to the number of expansion keywords desired
(i.e., four). For all algorithms we also investigated bigger limitations. This allowed us
to observe that the Lexical Compounds method would perform better if only at most
one compound per document were selected. We therefore chose to experiment with
this new approach as well. For all other techniques, considering less than four terms
per document did not seem to consistently yield any additional qualitative gain. We
labeled the algorithms we evaluated as follows:
0. Google: The actual Google query output, as returned by the Google API;
1. TF, DF: Term and Document Frequency;
2. LC, LC[O]: Regular and Optimized (by considering only one top compound
per document) Lexical Compounds;
3. SS: Sentence Selection;
4. TC[CS], TC[MI], TC[LR]: Term Co-occurrence Statistics using respectively
Cosine Similarity, Mutual Information, and Likelihood Ratio as similarity coef-
ficients;
5. WN[SYN], WN[SUB], WN[SUP]: WordNet based expansion with syn-
onyms, sub-concepts, and super-concepts, respectively.
Except for the thesaurus based expansion, in all cases we also investigated the per-
formance of our algorithms when exploiting only the Web browser cache to represent
user’s personal information. This is motivated by the fact that other personal docu-
ments such as for example emails are known to have a somewhat different language
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than that residing on the world wide Web [TDH05]. However, as this approach per-
formed visibly poorer than using the entire Desktop data, we omitted it from the
subsequent analysis.
Results
Log Queries. We evaluated all variants of our algorithms using NDCG. For
log queries, the best performance was achieved with TF, LC[O], and TC[LR]. The
improvements they brought were up to 5.2% for top queries (p = 0.14) and 13.8%
for randomly selected queries (p = 0.01, statistically significant), both obtained with
LC[O]. A summary of all results is depicted in Table 3.3.
Both TF and LC[O] yielded very good results, indicating that simple keyword
and expression oriented approaches might be sufficient for the Desktop based query
expansion task. LC[O] was much better than LC, ameliorating its quality with up
to 25.8% in the case of randomly selected log queries, improvement which was also
significant with p = 0.04. Thus, a selection of compounds spanning over several Desk-
top documents is more informative about user’s interests than the general approach,
in which there is no restriction on the number of compounds produced from every
personal item.
The more complex Desktop oriented approaches, namely sentence selection and all
term co-occurrence based algorithms, showed a rather average performance, with no
visible improvements, except for TC[LR]. Also, the thesaurus based expansion usu-
ally produced very few suggestions, possibly because of the many technical queries
employed by our subjects. We observed however that expanding with sub-concepts
is very good for everyday life terms (e.g., “car”), whereas the use of super-concepts
is valuable for compounds having at least one term with low technicality (e.g., “doc-
ument clustering”). As expected, the synonym based expansion performed generally
well, though in some very technical cases it yielded rather general suggestions. Finally,
we noticed Google to be very optimized for some top frequent queries. However, even
within this harder scenario, some of our personalization algorithms produced statis-
tically significant improvements over regular search (i.e., TF and LC[O]).
Self-selected Queries. The NDCG values obtained with self-selected queries
are depicted in Table 3.4. While our algorithms did not enhance Google for the clear
search tasks, they did produce strong improvements of up to 52.9% (which were of
course also highly significant with p  0.01) when utilized with ambiguous queries.
In fact, almost all our algorithms resulted in statistically significant improvements
over Google for this query type.
In general, the relative differences between our algorithms were similar to those
observed for the log based queries. As in the previous analysis, the simple Desktop
based Term Frequency and Lexical Compounds metrics performed best. Nevertheless,
a very good outcome was also obtained for Desktop based sentence selection and all
term co-occurrence metrics. There were no visible differences between the behavior
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Algorithm NDCG Signific. NDCG Signific.
Top vs. Google Random vs. Google
Google 0.42 - 0.40 -
TF 0.43 p = 0.32 0.43 p = 0.04
DF 0.17 - 0.23 -
LC 0.39 - 0.36 -
LC[O] 0.44 p = 0.14 0.45 p = 0.01
SS 0.33 - 0.36 -
TC[CS] 0.37 - 0.35 -
TC[MI] 0.40 - 0.36 -
TC[LR] 0.41 - 0.42 p = 0.06
WN[SYN] 0.42 - 0.38 -
WN[SUB] 0.28 - 0.33 -
WN[SUP] 0.26 - 0.26 -
Table 3.3 Normalized Discounted Cumulative Gain at the first 5 results
when searching for top (left) and random (right) log queries.
Algorithm NDCG Signific. NDCG Signific.
Clear vs. Google Ambiguous vs. Google
Google 0.71 - 0.39 -
TF 0.66 - 0.52 p 0.01
DF 0.37 - 0.31 -
LC 0.65 - 0.54 p 0.01
LC[O] 0.69 - 0.59 p 0.01
SS 0.56 - 0.52 p 0.01
TC[CS] 0.60 - 0.50 p = 0.01
TC[MI] 0.60 - 0.47 p = 0.02
TC[LR] 0.56 - 0.47 p = 0.03
WN[SYN] 0.70 - 0.36 -
WN[SUB] 0.46 - 0.32 -
WN[SUP] 0.51 - 0.29 -
Table 3.4 Normalized Discounted Cumulative Gain at the first 5 results
when searching for user selected clear (left) and ambiguous (right) queries.
of the three different approaches to co-occurrence calculation. Finally, for the case of
clear queries, we noticed that fewer expansion terms than 4 might be less noisy and
thus helpful in bringing further improvements. We thus pursued this idea with the
adaptive algorithms presented in the next section.
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3.3.2 Introducing Adaptivity
In the previous section we have investigated the behavior of each technique when
adding a fixed number of keywords to the user query. However, an optimal personal-
ized query expansion algorithm should automatically adapt itself to various aspects
of each query, as well as to the particularities of the person using it. In this section we
discuss the factors influencing the behavior of our expansion algorithms, which might
be used as input for the adaptivity process. Then, in the second part we present some
initial experiments with one of them, namely query clarity.
Adaptivity Factors
Several indicators could assist the algorithm to automatically tune the number of
expansion terms. We start by discussing adaptation by analyzing the query clarity
level. Then, we briefly introduce an approach to model the generic query formulation
process in order to tailor the search algorithm automatically, and discuss some other
possible factors that might be of use for this task.
Query Clarity. The interest for analyzing query difficulty has increased only
recently, and there are not many papers addressing this topic. Yet it has been long
known that query disambiguation has a high potential of improving retrieval effec-
tiveness for low recall searches with very short queries [KC92], which is exactly our
targeted scenario. Also, the success of IR systems clearly varies across different top-
ics. We thus propose to use an estimate number expressing the calculated level of
query clarity in order to automatically tweak the amount of personalization fed into
the algorithm. The following metrics are available:
• The Query Length is expressed simply by the number of words in the user query.
The solution is rather inefficient, as reported by He and Ounis [HO04].





This metric performs well when used with document collections covering a single
topic, but poor otherwise [CTZC02, HO04].
• The Query Clarity [CTZC02] seems to be the best, as well as the most applied
technique so far. It measures the divergence between the language model asso-
ciated to the user query and the language model associated to the collection.
In a simplified version (i.e., without smoothing over the terms which are not
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where Pml(w|Query) is the probability of the word w within the submitted
query, and Pcoll(w) is the probability of w within the entire collection of docu-
ments.
Other solutions exist, but we think they are too computationally expensive for the
huge amount of data that needs to be processed within Web applications. We thus
decided to investigate only C1 and C2. First, we analyzed their performance over a
large set of queries and split their clarity predictions in three categories:
• Small Scope / Clear Query: C1 ∈ [0, 12], C2 ∈ [4,∞).
• Medium Scope / Semi-Ambiguous Query:
C1 ∈ [12, 17), C2 ∈ [2.5, 4).
• Large Scope / Ambiguous Query:
C1 ∈ [17,∞), C2 ∈ [0, 2.5].
In order to limit the amount of experiments, we analyzed only the results produced
when employing C1 for the PIR and C2 for the Web. As algorithmic basis we used
LC[O], i.e., optimized lexical compounds, which was clearly the winning method
in the previous analysis. As manual investigation showed it to slightly overfit the
expansion terms for clear queries, we utilized a substitute for this particular case.
Two candidates were considered: (1) TF, i.e., the second best approach, and (2)
WN[SYN], as we observed that its first and second expansion terms were often very
good.
Given the algorithms and clarity measures, we implemented the adaptivity pro-
cedure by tailoring the amount of expansion terms added to the original query, as
a function of its ambiguity in the Web, as well as within user’s PIR. Note that the
ambiguity level is related to the number of documents covering a certain query. Thus,
to some extent, it has different meanings on the Web and within PIRs. While a query
deemed ambiguous on a large collection such as the Web will very likely indeed have a
large number of meanings, this may not be the case for the Desktop. Take for example
the query “PageRank”. If the user is a link analysis expert, many of her documents
might match this term, and thus the query would be classified as ambiguous. How-
ever, when analyzed against the Web, this is definitely a clear query. Consequently,
we employed more additional terms, when the query was more ambiguous in the Web,
but also on the Desktop. Put another way, queries deemed clear on the Desktop were
inherently not well covered within user’s PIR, and thus had fewer keywords appended
to them. The number of expansion terms we utilized for each combination of scope
and clarity levels is depicted in Table 3.5.
Query Formulation Process. Interactive query expansion has a high potential
for enhancing search [Rut03]. We believe that modeling its underlying process would
be very helpful in producing qualitative adaptive Web search algorithms. For example,
when the user is adding a new term to her previously issued query, she is basically
reformulating her original request. Thus, the newly added terms are more likely to
convey information about her search goals. For a general, non personalized retrieval
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Desktop Scope Web Clarity No. of Terms Algorithm
Large Ambiguous 4 LC[O]
Large Semi-Ambig. 3 LC[O]
Large Clear 2 LC[O]
Medium Ambiguous 3 LC[O]
Medium Semi-Ambig. 2 LC[O]
Medium Clear 1 TF / WN[SYN]
Small Ambiguous 2 TF / WN[SYN]
Small Semi-Ambig. 1 TF / WN[SYN]
Small Clear 0 -
Table 3.5 Adaptive Personalized Query Expansion.
engine, this could correspond to giving more weight to these new keywords. Within
our personalized scenario, the generated expansions can similarly be biased towards
these terms. Nevertheless, more investigations are necessary in order to solve the
challenges posed by this approach.
Other Features. The idea of adapting the retrieval process to various aspects
of the query, of the user itself, and even of the employed algorithm has received
only little attention in the literature. Only some approaches have been investigated,
usually indirectly. There exist studies of query behaviors at different times of day,
or of the topics spanned by the queries of various classes of users, etc. However,
they generally do not discuss how these features can be actually incorporated in the
search process itself and they have almost never been related to the task of Web
personalization.
Evaluation
We used exactly the same experimental setup as for our previous analysis, with two
log-based queries and two self-selected ones (all different from before, in order to make
sure there is no bias on the new approaches), evaluated with NDCG over the Top-5
results output by each algorithm. The newly proposed adaptive personalized query
expansion algorithms are denoted as A[LCO/TF] for the approach using TF with the
clear Desktop queries, and as A[LCO/WN] when WN[SYN] was utilized instead of
TF.
The overall results were at least similar, or better than Google for all kinds of
log queries (see Table 3.6). For top frequent queries, both adaptive algorithms,
A[LCO/TF] and A[LCO/WN], improve with 10.8% and 7.9% respectively, both differ-
ences being also statistically significant with p ≤ 0.01. They also achieve an improve-
ment of up to 6.62% over the best performing static algorithm, LC[O] (p = 0.07). For
randomly selected queries, even though A[LCO/TF] yields significantly better results
than Google (p = 0.04), both adaptive approaches fall behind the static algorithms.
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Algorithm NDCG Signific. NDCG Signific.
Top vs. Google Random vs. Google
Google 0.51 - 0.45 -
TF 0.51 - 0.48 p = 0.04
LC[O] 0.53 p = 0.09 0.52 p < 0.01
WN[SYN] 0.51 - 0.45 -
A[LCO/TF] 0.56 p < 0.01 0.49 p = 0.04
A[LCO/WN] 0.55 p = 0.01 0.44 -
Table 3.6 Normalized Discounted Cumulative Gain at the first 5 results
when using our adaptive personalized search algorithms on top (left) and
random (right) log queries.
Algorithm NDCG Signific. NDCG Signific.
Clear vs. Google Ambiguous vs. Google
Google 0.81 - 0.46 -
TF 0.76 - 0.54 p = 0.03
LC[O] 0.77 - 0.59 p 0.01
WN[SYN] 0.79 - 0.44 -
A[LCO/TF] 0.81 - 0.64 p 0.01
A[LCO/WN] 0.81 - 0.63 p 0.01
Table 3.7 Normalized Discounted Cumulative Gain at the first 5 results
when using our adaptive personalized search algorithms on user selected clear
(left) and ambiguous (right) queries.
The major reason seems to be the imperfect selection of the number of expansion
terms, as a function of query clarity. Thus, more experiments are needed in order to
determine the optimal number of generated expansion keywords, as a function of the
query ambiguity level.
The analysis of the self-selected queries shows that adaptivity can bring even fur-
ther improvements into Web search personalization (see Table 3.7). For ambiguous
queries, the scores given to Google search are enhanced by 40.6% through A[LCO/TF]
and by 35.2% through A[LCO/WN], both strongly significant with p 0.01. Adap-
tivity also brings another 8.9% improvement over the static personalization of LC[O]
(p = 0.05). Even for clear queries, the newly proposed flexible algorithms perform
slightly better, improving with 0.4% and 1.0% respectively.
All results are depicted graphically in Figure 3.2. We notice that A[LCO/TF] is
the overall best algorithm, performing better than Google for all types of queries, ei-
ther extracted from the search engine log, or self-selected. The experiments presented
in this section confirm clearly that adaptivity is a necessary further step to take in
Web search personalization.
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Figure 3.2 Relative NDCG gain (in %) for each algorithm overall, as well
as separated per query category.
3.4 Recommending Related Web Pages to User
Tasks
Searching the web has become a task in many people’s work, without which subse-
quent tasks would be hard to carry out or even impossible. But as people tend to
have less time for querying the web or even for searching their personal computer for
information they need, it becomes common to skip information gathering activities
like trying to find useful resources on the web because of the “effort” it takes to query
a web search engine. Starting from the previously presented algorithms, we modify
them and apply them in the case of an unexpressed, latent user information need
extracted from the currently performed user task. In this section we propose to use
software agents that collect useful web specific related information which would oth-
erwise not be viewed at all. More specifically, we present methods to automatically
search the web and recommend URLs relevant to user’s current work, defined through
his or her active personal desktop documents. Our experiments show our proposed
algorithms, Sentence Selection and Lexical Compounds, to yield significant improve-
ment over simple Term Frequency based web query generation, which we used as a
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baseline.
3.4.1 Extracting Relevant Query Keywords
We will consider one current document – an email, a web page or another document
containing text – as an input file. From this input file the software agent has to deduct
the task the user is currently working on. The current task will be represented as
series of keywords. These keywords have to cover the topics present in the analyzed
document, and represent each topic accurately. To accomplish these tasks we use
three algorithms presented in Section 3.3.1: Term Frequency, Sentence Selection and
Lexical Compounds. The number of extracted keywords is limited to 20 or the number
of sentences the input file contains multiplied by two, whichever number is smaller,
to ensure that only relevant keywords are extracted. If we use a larger number of
keywords, then the probability that some of these keywords do not represent the
current user task grows exponentially.
Term Frequency. As presented in Section 3.3.1, the Term Frequency (TF )
algorithm will be used throughout this section as a baseline to compare our other two
algorithms with.
Sentence Selection. We adapted the Sentence Selection (SS) algorithm to
suite our particular setting. From the input document we extracted the most salient
sentences with respect to the user query by evaluating the following formula in the












With the first term being the ratio between the square amount of significant words
within the sentence and the total number of words therein, and the second term being
computed using the ratio between the square number of query terms present in the
sentence (NQ) and the total number of terms (TQ) from the query. Note that in our
case the query is formed of keywords extracted from the initial input file.
Once these sentence scores were computed, we sought for query expansion terms
combining two approaches: (1) extracting the terms with the highest term frequency
in the documents the sentences originate from, over the top 9 sentences, as reported
in [LAJ01], and (2) using the same approach but over the top 2% sentences. The
new latter approach is motivated by previous findings that longer documents tend to
contain more topics, ant thus more content words [Kat96] and does indeed slightly im-
prove over the former one. We combined these two approaches as to use 2% sentences
per document but still a minimum of 9 sentences.
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Lexical Compounds. We used the Lexical Compounds (LC) approach as
presented above in Section 3.3.1. Once the lexical constructions have been identified,
they are sorted depending on their dispersion within the document, and the terms of
the most frequent ten compounds (as most of the compounds consist of two words)
are used as query expansion keywords.
3.4.2 Recommending Related Web Pages
We now need to efficiently use these keywords in order to locate web pages relevant
to user’s current task. After extracting task descriptive keywords from the active
document, one of two methods can be applied for each of the described algorithms.
Exploiting only the Currently Active Document
The first method we used is regarding the currently active document as sufficient
task context, as to create a complete current user task image. Since the output from
the algorithms is a sorted by importance list of terms, the selected keywords can be
used directly to form a query, which is then used in conjunction with Google API4 to
retrieve the relevant URLs to be presented to the user. The only restriction applied is
limiting the number of keywords used to form the query to a maximum of 20 terms or
twice the number of sentences in the analyzed document. Thus, the web search query
is formed by just concatenating the list of sorted space delimited keywords, since the
Google API does not allow us to specify different weights for each query term.
Exploiting the Full Context of the Currently Active Document
There are cases when the currently active document does not provide sufficient infor-
mation for the software agent to fully understand the user task. Therefore we need
to supply additional information by using also other context related documents from
the user’s PC. For the software agent this translates into retrieving similar docu-
ments from the desktop by using the previously computed keywords (i.e., the output
from each algorithm). The document retrieval is being achieved using the Lucene
search engine. The number of keywords for finding similar desktop documents may
be diminished until at least two documents are retrieved that contain all the searched
keywords. For time saving reasons and due to the just-in-time nature of the software
agent, only the top 10 desktop documents from the hits list are considered. The
same keyword extraction algorithm is then applied to these retrieved desktop doc-
uments and another list of keywords is extracted. The two keyword lists, the one
resulting from the initial document and the one extracted from the related desktop
documents, are then combined in such a way that the number of keywords from each
source is equal, but the weight of the keywords extracted from the initial document
4http://api.google.com
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the user is working on is higher. When used with Google API, this translates into
creating a web search query consisting of the first (maximum) 10 keywords from the
initial document, followed by keywords from the desktop, to the maximum sum of 20
keywords.
The final query issued to Google API consisted only of English words listed in
WordNet [Mil95] as we noticed that without this restraint, some very user specific
terms that are not found within documents on the internet could also be included. We
also excluded keywords consisting of less than three characters, as they are usually
abbreviations, and the abbreviations coming from the user desktop can be in many




Prior to running the main software agent, the entire desktop content i.e., all the files
on the user’s computer have to be indexed for future faster retrieval. The Lucene5
information retrieval system suits our interests best, given its rapid search algorithms,
its flexibility and adaptivity and last but not least its cross-platform portability. We
have used Lucene to index the user’s desktop contents for subsequent faster access
to those files. We defined “PC Desktop” as the collection of all emails, web cache
documents, and indexable files of a user. For the latter ones, we did not index the
entire hard disks, but only the list of paths containing personal documents, as specified
by each person6.
Following the work of Lam et al. [LAJ01], we chose to index only documents
with at least 7 indexable terms (i.e., not stopwords). Moreover, we defined several
heuristics to exclude from the index some very common automatically generated file
categories such as Java documentation, as their large granularity tended to negatively
influence the desktop summaries. Finally, in all cases but one, we only used TF ,
rather than TFxIDF , as one very frequent local term (e.g., PageRank) might in
fact be rather rare in the web. A large stopword list was used to initially remove
any possible misleading terms. Also, summarization was achieved employing logTF
rather than TF in order to avoid having some too frequent terms mislead the results.
The variants of TF and IDF we used were as follows:
TFtk,Dj =
{













6Although this definition was targeted at single-user PCs, one could easily extend it to multiple-
user ones.
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Input type min med max
Email 5 15 all
Document 10 25 all
Web page - - all




is the actual frequency of term tk in document Dj, N is the total
number of documents in the collection and DFtk is the document frequency for term
tk.
We started our analysis by manually inspecting the output of each keyword ex-
traction algorithm. In most cases, we found it to be quite representative for the
original document or set of documents, i.e. extracting the main topic keywords from
the given text. However, as in other similar works (e.g., [LAJ01]), our main objective
measure of quality was its overall precision in recommending related web page, and
thus we will focus our presentation only towards this aspect.
To evaluate the precision of our personalization algorithms we interviewed 13
researchers in different computer science areas and education. In the first phase
of the evaluation they installed our desktop indexer, then they chose three English
language documents related to their everyday activities as follows:
• One email consisting of at least some sentences of written text, other than
greetings;
• One text document, preferably text the user has written himself 7;
• One web page that would otherwise also be watched, saved directly from the
internet.
The email and the text document were used in three forms, using only the begin-
ning (min), an introductory part (med) or the whole document (max) as to simulate
a work in progress and to be able to test the algorithm for his initial purpose, that
of helping the user in completing his work. As the web page does not represent the
work actually done by the user, this subdivision was not necessary, so only the full
HTML body was used. This subdivision of the files would result in actually using
seven different input file types - 3 email sizes (the first 5, 15 and all the sentences), 3
document sizes (the first 10, 25 and all the sentences) and 1 web page. The number
of sentences used for simulating the user’s work in progress is also presented in Table
3.8.
Each one of the three described algorithms was (1) first used only on the input
file itself and (2) afterwards on the given file and other similar documents from the
user’s PC desktop. This results in a total of six used algorithms.
For each input file selected by the user the Top-5 results from Google API (as a
software agent should not present the user with overwhelmingly too much informa-
7Usually, the researchers used articles for this task.
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tion) generated by the 2 versions of the 3 algorithms we presented in Section 3.4.1,
applied to 3 different file sizes for the email and the document and 1 for the web page
(in total, 6 “algorithms” over 7 inputs, thus 42 result sets), were shuﬄed into one
set so that the user was neither aware of the algorithm, nor of the ranking of each
assessed URL . Thus, each subject had to assess about 170 URLs for three docu-
ment types. Overall, 39 input files were selected and over 2,000 URLs were evaluated
during the experiment. For each of these URLs, the testers had to give two marks
ranging from 0 to 2 thus rating first the relevancy to the input file type as (0) not
relevant, (1) relevant and (2) highly relevant; secondly they also rated the personal
overall usefulness of the recommended web pages as (0) not useful at all, (1) useful
and (2) very useful. The output quality was evaluated in terms of Mean Average
Precision over the first 5 results (MAP@5) as well as precision at the first 1 through
5 positions of the resulted ranking (P@1 .. P@5). Finally, all our results were tested
for statistical significance using T-tests (i.e., we tested whether the improvement over
the simple intuitive Term Frequency algorithm output8 is statistically significant).
Due to space limitations, for presenting the following result values we used a
relaxed evaluation schema with regard to the marks given by the test subjects. Thus
all the web links found to be relevant or highly relevant (marks 1 or 2) are treated
as unitary. In fact, when using a strict evaluation, i.e. considering only highly
relevant web links as relevant, the drawn conclusions are similar. More, when judging
the usefulness of the web links with respect to the current user task, the relative
performance of the algorithms with respect to each other remains mostly unchanged.
In all the forthcoming tables, we will use the following labeling:
• TF: The Term Frequency algorithm run on the input file only;
• SS: The Sentence Selection algorithm run on the input file only;
• LC: The Lexical Compounds algorithm run on the input file only;
• TFD, SSD, LCD: The previous three algorithms run on the input file and at
most 10 similar files from the user’s PC desktop;
• Mail-5, Mail-15, Mail: The first 5, 15, or all the sentences from the selected
email;
• Doc-10, Doc-25, Doc: The first 10, 25, or all the sentences from the selected
text document;
• Web: The entire selected web page.
Results
Email. The recall precision when searching for relevant web links to the current user
task using an email as the input file type, with the three sizes the email was divided
into, is presented graphically in Figures 3.3, 3.4, and 3.5. The three figures depict the
8Whenever necessary, we also tested for significance the difference between pairs of the algorithms
we proposed.
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precision, scaled from 0 to 1, as judged by the test subjects for all the five top links
retrieved. We can see that although the average precision relies in the same interval for
all the three email sizes, there are significant changes in the algorithms’ performances.
As the email grows bigger, the desktop compensation importance declines, because
the user task can be more easily understood from the email itself. When considering
only the first 5 sentences of an email, the algorithms show better results when applied
over the desktop content also. For the first 15 sentences used, performances of the
algorithms are similar, regardless of the extension over the desktop. As for the whole
email, extending the user task with some general user profile keyword extracted from
similar documents, usually yields poorer results.
From the algorithmic perspective, for the beginning of the email, the SSD and
SS approaches show the best results, but as the email information increases, the
precision for these algorithms is diminished, the lexical compound algorithms taking
over. Although the precision is generally low, the SS and LC approaches show better
results than TF without desktop, with LC at a significant level (p-value 0.02). Emails
are usually very close related to the user personal interests, i.e. the user’s desktop
content; as a result, using the desktop usually brings an improvement, depending on
the email size, especially with algorithms based on simpler statistics, such as TF .
Finally, we noticed that the recommended web results strongly depend on the
location of the main topic words inside the email. When writing emails, users can
get to the main point right after the greeting, or use some more sentences to describe
a general situation or reply to some previous matter first. There are also often cases
when replies also include the previous mail but have slight topic changes, where the
users feel the main topic is the newer one, but the algorithms are not aware of the
different topics contained, what results in extracting keywords of the same importance
from throughout the whole email body. Usually the main topic of the email resides
within the first 5 or 15 sentences, and therefore the precision slightly decreases on
average as the email size increases. However, this cannot be generalized for every
email. The best email description was extracted from the first 15 sentences, as only
the first 5 include a lot of noise because of the introductory greeting typical to emails
and except for very long emails, the email signature, usually present at the end of
the email also adds significant noise. We are currently investigating more complex
Topic Detection and Tracking (TDT) algorithms, which will allow us to better focus
our keyword extraction algorithms towards the topically more relevant parts of each
email.
Text Document. Results regarding the usage of a text document as the input
file (Figures 3.6, 3.7, and 3.8) reveal that both Lexical Compounds methods (LC and
LCD) yield the best results. Another important aspect ot note is that document size
matters. In general, the bigger the document, the more relevant information should
be available. However, for those subjects who used articles (may them be scientific,
or news), utilizing the full-document contents resulted in slightly worse results than
when considering only the first 10 or 25 sentences. This is because in such cases,
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Figure 3.3 Precision at 1..5 considering only the first 5 sentences of an email
the first sentences abstract the entire text, and thus contain more topic-descriptive
keywords than the rest of the document. For overall significance (the differences
between all pairs of algorithms), p-value is 0.076, lowest for all input data. This is
explainable, since manually edited documents contain both a personal language and
enough interest-related words.
If only the currently active document is considered, then again the Lexical Com-
pounds approach yields the best results, at a p-value of 0.097 versus TF . When this
information is expanded with keywords extracted from other (similar) desktop docu-
ments, we observe a minimal loss of quality in the ratings, indicating that the active
document provides a much clearer description of the current user task.
Web page. The results for the experiments with a web page as the input file
type are depicted in Figure 3.9. Only the full text of the web page is considered as
we do not simulate the user writing the web page step by step, but the user surfing
the internet in search for knowledge.
The results show that the desktop supported keyword extraction variants usually
produce results less precise than their single-document equivalents. This could be
mainly because of differences in language use between local resources and global web
pages. Although the simple term-frequency-based algorithm augmented by using sim-
ilar desktop documents shows in this case the best performances overall, the statistical
significance is not satisfied. Moreover, it is important to note that the desktop en-
hanced variants of our algorithms also require additional computation time, in order
to analyze the desktop related documents. Thus though interesting from a theoretical
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Figure 3.4 Precision at 1..5 considering only the first 15 sentences of an
email
Figure 3.5 Precision at 1..5 considering the entire text of an email
perspective, they are less suitable for a real-life application, which should provide the
web recommendations preferably within less than 1 second. When considering only
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Figure 3.6 Precision at 1..5 considering only the first 10 sentences of a text
document
Figure 3.7 Precision at 1..5 considering only the first 25 sentences of a text
document
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Figure 3.8 Precision at 1..5 considering the entire text document
Figure 3.9 Precision at 1..5 considering the entire text of a web page
the current document, the SS approach performs best, followed by LC.
Overall Results. Like shown in Figure 3.10 and in Table 3.9, we can judge the
usefulness of also including keywords from the desktop context in the query used to
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Figure 3.10 Mean average precision per input file type
Input type TF TFD SS SSD LC LCD
Email 0.158 0.256 0.186 0.207 0.276 0.253
Document 0.568 0.543 0.579 0.437 0.651 0.612
Web page 0.571 0.641 0.618 0.379 0.590 0.411
Table 3.9 Average precision for each algorithm per input file type
retrieve the relevant web links as very important. Using similar desktop documents
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improves precision, except for the cases when the whole document text or the web
page is used as input. This is mainly due to desktop documents being too similar to
the input file, in case of using the text document, or the desktop language differing
from the web language in such a way that for a web page, the same syntactical
structuring cannot be found in both the input file and the PC desktop. We also
found the confirmation of our starting idea, that LC and SS perform better than the
TF baseline, except for Doc− 10 and Doc− 25 where only LC performs better than
TF . The explanation for this exception is that most of the used test input files were
articles, where the first sentences are the paper abstract, and hence there is no need
for further summarization.
Practical Issues. The response time is quite important for current search en-
gines, and thus only those algorithms which can yield a quick valuable output are
suitable for large scale topic independent applications. Therefore, even though the
Sentence Selection approach did yield good results when used with context expansion
techniques, as it is delayed by the computation of query specific sentence scores, it
only makes a good candidate for domain specific search engines (e.g., medical), where
some additional time can be traded for a better output. At the other end, both the
Term Frequency and the Lexical Compounds methods provide very quick results, as
their computation demanding step can be implemented off-line at indexing time, thus
making them (especially the latter one) very suitable candidates for real world search
applications. As the Lexical Compounds method resulted in the best precision scores,
we think it is the best suited for recommending web pages in such a scenario.
3.5 Discussion
Textual Web IR has reached a stage where few improvements in ranking or retrieval
effectiveness are foreseeable. The focus lies more on result presentation and on ranking
personalization. We have shown in this chapter such personalization algorithms using
the most valuable source of information about a user – all personal resources on the
Desktop – as well as different applications.
In Section 3.2 we proposed Query Clarity as an indicator of user’s search reformu-
lation actions, and showed it to be more flexible than traditional approaches, which
build onto na¨ıve instruments such as the number of keywords. Moreover, we also
analyzed the Part-Of-Speech transition patterns over a large search engine log.
Building upon the query reformulation analysis, in Section 3.3 we proposed to
expand Web search queries by exploiting the user’s Personal Information Repository
in order to automatically extract additional keywords related both to the query itself
and to user’s interests, personalizing the search output. In this context, the section
includes the following contributions: We proposed five techniques for determining
expansion terms from personal documents. Each of them produces additional query
keywords by analyzing user’s Desktop at increasing granularity levels, ranging from
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term and expression level analysis up to global co-occurrence statistics and exter-
nal thesauri. We provided a thorough empirical analysis of several variants of our
approaches, under four different scenarios. We showed some of these approaches
to perform very well, producing NDCG improvements of up to 51.28%. We moved
this personalized search framework further and proposed to make the expansion pro-
cess adaptive to features of each query, a strong focus being put on its clarity level.
Within a separate set of experiments, we showed our adaptive algorithms to provide
an additional improvement of 8.47% over the previously identified best approach.
We then (Section 3.4) proposed another application of the personalization algo-
rithms: extract keywords from the user’s active documents in order to describe the
current user task, and present personalized recommendations. The approaches, Sen-
tence Selection and Lexical Compounds, adapt summarization and natural language
processing techniques to extract these keywords from the active document or addi-
tionally from locally stored desktop documents. We investigated the performance of
these with respect to three types of input files, namely emails, text documents and
web pages. Our experiments showed an improvement over the baseline in Mean Av-
erage Precision of 18% for the SS approach and 41% for the LC approach, with a
maximum improvement of 187% of the SSD algorithm over the TF method when
using only the first 5 sentences of an email as input. The results show that using
good text extraction techniques always improves over a simple baseline, for all input
file types. Moreover, using additional information from related documents improves




We have seen in the previous chapter how personalization effectively increases Pre-
cision. The complementary measure of perceived user satisfaction in IR, Recall, can
be increased by enriching data with additional annotations. Especially for resources
where textual information is very restricted, as is the case of audio-visual resources,
providing an as-complete-as-possible representation of a resource is essential. As ex-
traction of audio and visual features directly from the resources is still emerging from
the performance point of view, a very significant source of textual information is
provided by user generated annotations.
Collaborative tagging as a flexible means for information organization and sharing
has become highly popular in recent years. By assigning freely selectable words to
bookmarked Web pages (Del.icio.us), to music (Last.fm) or pictures (Flickr) users
generate a huge amount of semantically rich metadata. Consequently, several well
known tagging systems have been acquired by search engine companies to exploit this
additional information during search. Especially for multimedia resources, accurate
annotations are extremely useful, as these additional textual descriptions can be used
to support multimedia retrieval.
Still, users’ motivations for tagging, as well as the types of assigned tags differ
across systems, and despite initial investigations, their potential to improve search
remains unclear. What kinds of tags are used, and which types can improve search
most? We investigate this issue in detail in Section 4.2, by analyzing tag data from
three very different tagging systems: Del.icio.us , Flickr and Last.fm. Our compara-
tive study of the users’ tagging and querying habits reveals some interesting aspects.
While in general tag and query distributions have similar characteristics, some signif-
icant differences are to be noted: usage (theme) is very prevalent in user queries for
music as well as opinion (mood) concepts for music and pictures queries, but many
more tags of these types would be needed.
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Prior studies, which started to investigate users’ motivations for tagging and the
resulting nature of such user provided annotations, discovered that both motivations
for tagging, as well as the types of assigned tags differ quite a lot across systems.
However, not all tags are equally useful for search. For example, a user might tag
a picture on Flickr with some of the things depicted on it, like “flowers”, “sun”,
“nature”, or with the associated location (“London”) and time (“2008”). Since such
tags are factual in nature, i.e. they are verifiable at least by common sense, they are
potentially relevant to all other users searching for pictures e.g. from this location.
However, to provide some more context for sharing her images with friends, she may
also add more subjective, contextual tags like “awesome” or “post-graduate trip”, or
she may refer to herself by using the annotation “my friends”. Assuming a certain
amount of interpersonal agreement, subjective tags may still be useful for some users.
For the majority of users, the tag “awesome” for example, may be an indicator of
the quality of the picture, but not for people disagreeing with popular opinion. Self
reference tags on the other hand are so highly personal that another person may
not understand the tag at all or associate something different with it (e.g. her own
post-graduate trip to Asia). Thus, personal tags are not applicable to other users
of the system, except from the user herself and maybe some of her friends. Still,
for estimating similarity between resources or users search engines and recommenda-
tion algorithms exploiting user generated annotations but not differentiating types of
tags and their interpersonal value incorporate all (frequent) tags and thus introduce
noise. Being able to distinguish between the types of tags associated to resources
would thus be highly beneficial for search engines and recommendation algorithms
to best support users in their information needs. Besides, tag classes enable building
enhanced navigation tools. While currently the user faces a potentially infinite, un-
ordered tag space, tag classes would allow for browsing pictures, web sites or music
by the different informational facets of the associated tags.
The findings of the analysis are essential, especially for the case of tagging sys-
tems focusing mostly on multimedia resources. While for Web pages or publications,
tags may not improve retrieval that much, for pictures, music or movies the gain
is substantial. Content-based retrieval is still not mature enough to enable scalable
content-based search. Moreover, even with the most prominent search engines on the
Web today, users are still constrained to search for music or pictures using textual
queries. In this context, supporting users in providing meaningful tags for this type
of resources becomes crucial.
One possibility to make users use keywords from the categories we need is to
unobtrusively recommend such tags and thus support them in the tagging process.
Beside minimizing the cognitive load by changing the task from generation to recog-
nition [SOHB07], such recommendation of under-represented but valuable tags will
very likely trigger reinforcement, i.e. enforce preferential attachment. As presented
in [SLR+06, HRS07], seeing previous tag assignments from other users strongly in-
fluences which tags will be assigned next and thus to which tag set a resource’s
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vocabulary will converge.
We build upon results of previous studies [BFNP08, BFNP09, BFP09a], and pro-
pose algorithms relying on tags for identifying other types of valuable knowledge about
music and picture resources in Section 4.3. We propose a novel approach for detecting
emotions in photos relying on collaborative tagging, state-of-the-art solutions being
content based. With the presented algorithms we manage to bridge some significant
gaps in the tagging and querying vocabularies, thus enabling more efficient multime-
dia information retrieval – extensive experiments demonstrate the performance of the
proposed algorithms and compare their results against baseline algorithms.
The methods we propose can be used in various ways: as part of an application
where the recommendations are presented directly to the user, who can select the rel-
evant ones and add them to the item that is currently annotated. Another possibility
is to index the recommended mood and theme tags, thus enriching the metadata
indexes. Last but not least, the recommendations can be used to automatically cre-
ate mood or theme-based playlists in case of music resources, or mood-based picture
catalogs.
Going further in the evolution of Web 2.0 sites, we shift our focus towards rep-
resentation and management of multimedia resources as events. We define an event
like in [tdt], as a specific thing happening at a specific time and place. Moreover, we
consider events having both a local and a global dimension. Events such as birthdays,
a marriage, a summer vacation or a car accident are the lens through which we see
and memorize our own personal experiences and are therefore events of local type.
In turn, global events, such as world sport championships or global natural disasters
(e.g. 2010 Haiti earthquake, 2004 Thailand tsunami, climate change, world recession,
etc.) or, on a smaller scale, a local festival or a soccer match, build collective expe-
riences. These types of events allow users share personal experiences as a part of a
more social phenomenon – “collective events”.
The key idea of Section 4.4 is to use events as the primary means to organize media
and in a more concrete scenario, pictures. Our lives are a constellation of events, which
one after another, pace our everyday activities and build up our memories. Many of
the Flickr pictures have been shot during specific events, therefore enabling users to
organize or browse this type of media by events is very natural.
Users often do not invest much effort in organizing their own pictures and prefer
instead to create quite broad sets including hundreds of pictures. Because of this,
a huge amount of digital pictures remains untouched unless powerful techniques for
image retrieval become available. Image retrieval is particularly difficult, given the
fact that Flickr data is noisy and, besides, it is not easy to capture the content of pho-
tos. Our approach for classifying pictures into events relies entirely on user provided
annotations, which we gather from the Flickr Web site. The extensive automatic
evaluations we perform demonstrate the high accuracy of our algorithms. Moreover,
the applicability of the methods we introduce is not restricted to pictures in Flickr ,
but can be employed for any types of pictures having tags associated with them, as
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well as to other types of multimedia data, e.g. videos, music, etc. Additionally, the
methods can be applied not only for event-based browsing or organization, but also
for enabling users to discover other users interested in the same types of events and
thus easing social connectivity.
4.2 Analysis of Tag Usage
Collaborative tagging has become an increasingly popular means for sharing and or-
ganizing Web resources, leading to a huge amount of user generated metadata. These
annotations represent quite a few different aspects of the resources they are attached
to, but it is not obvious which characteristics of the objects are predominantly de-
scribed. The usefulness of these tags for finding / re-finding the annotated resources
is also not completely clear. Several studies have started to investigate these issues,
however only by focusing on a single type of tagging system or resource. We study this
problem across multiple domains and resource types and identify the gaps between
the tag space and the querying vocabulary. Based on the findings of this analysis, we
then try to bridge the identified gaps, focusing in particular on multimedia resources.
The following section presents and discusses the results of our comparative in-
vestigations of tag usage in Last.fm, Del.icio.us , and Flickr . Looking at the usage
of different types of tags, we first identify and quantify the distinctions occurring in
users’ tagging behavior. Most of the tags are potentially useful for search, though not
all kinds of tags are equally valuable. We then investigate how well users’ tagging
and searching behaviors correspond.
4.2.1 Data Set Descriptions
Last.fm . For our analysis, we have crawled an extensive subset of the Last.fm
website in May 2007, focusing on pages corresponding to tags, music tracks and user
profiles. We obtained information about a total number of 317,058 tracks and their
associated attributes, including track and artist name, as well as tags for these tracks
plus their corresponding usage frequencies. Starting from the most popular tags, we
found a number of 21,177 different tags, which are used on Last.fm for tagging tracks,
artists or albums. For each of these tags we extracted the number of times each tag
has been used, number of users which used the tag, as well as lists of similar tags.
Flickr . For comparison with Flickr characteristics, we took advantage of data
crawled by our research partners during January 2004 and December 2005. The
crawling was done by starting with some initial tags from the most popular ones and
then expanding the crawl based on these tags. We used a small portion of the first
100,000 pictures crawled, associated with 32,378 unique tags assigned with different
frequencies.
Del.icio.us. The Del.icio.us data for our analysis was also kindly provided by
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research partners. This data was collected during July 2005 by gathering a first set
of nearly 6,900 users and 700 tags from the start page of Del.icio.us . These were
used to download more data in a recursive manner. Additional users and resources
were collected by monitoring the Del.icio.us start page. A list of several thousands
usernames was collected and used for accessing the first 10,000 resources each user
had tagged. From the collected data we extracted resources, tags, dates, descriptions,
usernames, etc. The resulting collection comprises 323,294 unique tags associated
with 2,507,688 bookmarks.
Usage of tags basically follows a power law distribution for each system. The most
evenly distributed system is Flickr , where people almost always tag only their own
pictures, not much influenced by others. For Del.icio.us , influence of others is more
visible: popular tags are being used more often, while tags in the tail have less weight.
Last.fm has even fewer very popular tags, 60% of the top 100 representing genre
information. Since Last.fm covers a very specific domain tags are more restricted
than in Flickr , where images can include everything and in Del.icio.us , which has an
even broader range of topics.
In order to improve tag based search, we first need to know how tags are used
and which types of annotations we can expect to find along with resources. To make
intellectual analysis feasible we had to sample our data, we manually investigated
900 tags in total. For the three different tagging systems, we took three samples of
100 tags each to be manually classified based on a tag type taxonomy presented in
Section 4.2.2. These three samples per system included the top 100 tags, 100 tags
starting from 70% of probability density (based on absolute occurrences), and 100
tags beginning from 90%. These different samples based on rank percentages were
chosen based on the results of prior work [HRS07] which suggested that different parts
of the power law curve exhibit distinct patterns.
Like for other complex systems patterns evolve in collaborative tagging systems
that follow a scale-free power law distribution, indicating convergence of the used
vocabulary coexisting with a long tail of highly idiosyncratic terms [HRS07, HJSS06].
Commonly used, more general tags have higher proportions [GH06]. Possible ex-
planations are the imitation of other users’ behavior, shared knowledge [GH06] and
preferential attachment [HRS07] as well as effects of system design choices [SLR+06,
MNBD06]. Halpin et al. [HRS07] relate this to the principle of least efforts: While
speakers prefer ambiguous, general terms, hearers prefer words with high entropy.
Thus, the conflict arises between taggers agreeing to a convention or accepting the
need for complex, multiple queries. The folksonomy structure evolves due to the
consensus arising when tagging, even though tagging is mostly for personal benefit.
Our goal here is to provide descriptive statistics about tag type usage depending on
popularity.
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Nr. Category Last.fm Flickr Del.icio.us




2 Time 80s 2005, july daily, current




4 Type pop, acoustic portrait, 50mm movies, mp3,
blogs














8 Self reference albums i own,
seen live
me, 100views frommyrssfeeds




For the purpose of analysing the kinds of tags used in collaborative tagging, we pro-
pose and use an extended tag taxonomy suitable for different tagging systems. We
started with an exploratory analysis of existing taxonomies (see [GH06, SLR+06,
XFMS06]), as well as possible attribute fields for the different resources to be con-
sidered. We kept and refined the most fine-grained scheme presented by Golder and
Huberman [GH06], adding the classes Time and Location, in order to make it appli-
cable to systems other than Del.icio.us , which only focuses on Web page annotations.
We went through several iterations to improve the scheme by classifying sample tags
and testing for agreement between multiple raters. Our final taxonomy comprises
eight classes, presented together with example tags from our datasets in Table 4.1.
Topic is probably the most obvious way to describe an arbitrary resource, referring
to what a tagged item is about. For music, Topic was defined to include main subject
(e.g. “romance”), title and lyrics. The Topic of a picture refers to any object or person
displayed. While such Topic information can partially be extracted from the content
of textual resources [HKGM08], it is not easily accessible for pictures or music. Tags
in the Time category add contextual information about month, year, season, or other
time related modifiers. This includes the time a picture was taken, a music piece or
Web page was produced. Similarly, Location is an additional retrieval cue, providing
information about sights, country or town, or the origin of a musician. Tags may also
specify the Type, which mainly corresponds to file, media or Web page type (“pdf”,
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“blog”, etc. ). In music this category comprises tags specifying encoding as well
as instrumentation and music genre. For pictures, this includes camera settings and
photographic styles like “portrait” or “macro”. Yet another way to organize resources
is by identifying the Author/Owner who created the resource (author, artist) or owns
it (a music and entertainment group like Sony BMG or a Flickr user). Tags can also
comment subjectively on the quality of a resource (Opinions/Qualities), expressing
opinions based on social motivations typical for free-for-all-tagging systems, or are
simply used as rating-like annotations to ease personal retrieval. Usage context tags
suggest what to use a resource for, or the context/task the resource was collected in
and grouped by. These tags (e.g. “jobsearch”, “forProgramming”, etc. ), although
subjective, may still be a good basis for recommendations to other users. Last, Self
reference contains highly personal tags, mostly helpful for the tagger herself.
Clearly, such classification schemes only represent one possible way of categoriz-
ing things. Quite a few tags are ambiguous due to homonymy (especially for Flickr
and Del.icio.us , e.g. “apple”). Here, we based our decision on the most popular re-
source(s) tagged. During classification we even found some tags considered as ’factual’
difficult to classify directly. For example, “vacation” can be considered as the Topic
of a Web resource, as well as a personal tag of type Usage context grouping resources
for the next holidays. Similarly “zoo” or “festival” may be depicted in a picture or
used as context attributes not directly inferable from the resource. Depending on
the intended usage as well as probably subjective and cultural differences such tags
fit into more than one category. This problem of concise category boundaries also
applies to the other categorization schemes presented in related work.
For evaluating our scheme using inter-rater agreement, we selected 75 tags per
system from our initial sample (25 randomly chosen tags per popularity range) and
had it assessed by students unfamiliar with the tag categorization scheme. We com-
puted Cohen’s unweighted Kappa (κ) [Coh60] which aims at indicating the achieved
inter-rater agreement beyond-chance, as the standard measure to assess concordance
for our nominal data. Our raw agreement value for the κ calculation is about 0.79
given the sum of 0.77 for the by chance expected frequencies, resulting in a κ of 0.71.
This is considered substantial inter-rater reliability [LK77]. Part of the disagreement
observed may be caused by ambiguity of the classification scheme. The confusion ma-
trix created for the κ calculation reveals several prominent confusion patterns for the
Del.icio.us tags always involving the default Topic category. Specifically, in several
cases we found disagreement on whether a tag indicated the Topic or Type, Au-
thor/Owner or Usage context. These may indicate fuzzy category boundaries or/and
subjectivity and cultural dependency, showing the direction of further improvements.
To account for the ambiguity in tag meaning and tag function for certain resources,
we gave the rater a chance to name a second category that would fit as well. Taking
into account this second possible category for a tag, our κ improved considerably to
0.80.
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Figure 4.1 Tag type distributions across systems
Distribution of Tag Types Across Systems
Having defined this general tag taxonomy, we are interested in seeing the tag distri-
butions over the eight tag classes. We classified all sample tags taken from the three
different systems according to the established taxonomy. The resulting distributions
of tag types across systems are shown in Figure 4.11. A general conclusion is that
tag types are very different for different collections. Specifically, the most important
category for Del.icio.us and Flickr is Topic, while for Last.fm, the Type category is
the most prominent one, due to the abundance of genre tags, which fall into this
class. Obviously, genre is the easiest way of characterizing and organizing music.
One of the rare exceptions was for the theme “romance” and some parts of the lyrics
or title. In contrast, a similar dominance can be observed for Topic in case of Web
resources and pictures. Type is also common in Del.icio.us , as it specifies whether
a page contains certain media. As Flickr is used only for pictures, Type variations
only include fine grained distinctions like “macro”, but most users do not seem to
make such professional annotations. For pictures only, Location plays an important
role. Usage context seems to be more used in Del.icio.us and Flickr , while Last.fm
as a free-for-all-tagging system (with lower motivation for organization) exhibits a
significantly higher amount of subjective (Opinions/Qualities) tags. Time and Self
reference only represent a very small part of the tags studied here. Author/Owner is
a little more frequent, though very rarely used in Flickr due to the fact that people
mainly tag their own pictures [MNBD06].
Studying the the distributions for all systems across all samples, we find that the
1In later work, we classified 700 sample tags per tagging system, resulting in similar distributions
[BFK+09]
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type distribution between systems shows a clear tendency of preferred tag functions
that do not depend much on the popularity of the tags.
With respect to exploiting tags in web search, it is encouraging to see, that most
tags are factual in nature, verifiable and thus potentially relevant to the community
and other users. This applies to Topics and resource Type in general, Topic and Lo-
cation for pictures, and to a certain degree Type for music. Subjective and personal
tags (categories 6, 8) are only a minor part. Similar to results reported in [Zol07],
Opinions/Qualities are only characteristic for social, free-for-all music tagging sys-
tems (like Last.fm), possibly because for young people (exposing) music taste is one
important aspect in forming one’s own personal identity.
Other interesting results of this analysis refer to the added value of tags to existing
content: More than 50% of existing tags bring new information to the resources they
annotate. From the Del.icio.us crawl we had extracted 20,911 URLs for which we
had the full HTML page2. For these we counted how many tags appear in the Web
page text they annotate and found that this is the case for 44.85% of the selected
Del.icio.us tags. In the music domain this is even the case for 98.5% of the tags
as Last.fm tags are usually not contained at all in lyrics (the only textual original
content available). For a subsample of 77,498 tracks, we took all tags corresponding
to the tracks and tried to find them in the track lyrics. The curve follows a power law
distribution. On average, 1.54% of the tracks’ tags occurred in the lyrics. Especially
for multimedia data, such as music, pictures or videos, the gain provided by the newly
available textual information is substantial.
We also showed that a large amount of tags is accurate and reliable; in the music
domain, for example, 73.01% of the tags also occur in online music reviews retrieved by
Google, 46.14% are even to be found in expert reviews on AllMusic.com. To analyze
the overlap between tags assigned to Last.fm tracks and music reviews extracted from
Google results, we randomly selected 8,130 tracks from our original dataset, for which
we tried to find music reviews by sending queries in the form [“artist” “track” music
review -lyrics ] to Google. The same query was used in [KPSW07]. For each of the
selected tracks we considered the top 100 Google results, and extracted the text of the
corresponding pages to create one single document inside which we searched for the
tags corresponding to the track. The tag distribution found was linear and 73.01% of
the track tags occurred inside review pages. This overlap is rather high, and probably
caused by the fact that most of the Last.fm tags represent genre names, which also
occur very often in music reviews.
Second, we investigated how many of the tags assigned to tracks occurred in the
manually created expert reviews from AllMusic.com. We randomly selected music
tracks from our Last.fm dataset and crawled the Web pages corresponding to their
AllMusic.com reviews. If no review was available for one track, we tried to find the
review Web page of the album featuring that track. The resulting dataset consisted
2The HTML pages were taken from a WebBase crawl (http://dbpubs.stanford.edu:8091/
∼testbed/doc2/WebBase/)
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Figure 4.2 Distribution of query types for different resources
of 3,600 reviews. Following the same procedure as for the previous experiment with
reviews retrieved via Google, we found that 46.14% of the tags belonging to a track
occurred on the AllMusic.com review pages. Again the tag distribution we found
is linear. We hypothesize that the lower number of matches is due to the fact that
AllMusic.com reviews are created by a relatively small number of human experts,
which use a more homogeneous and thus restricted vocabulary than found in arbitrary
reviews on the Web. Still, at least one Last.fm tag occurs in the review texts for almost
all analyzed tracks. This proves tags to be a reliable source of metadata about songs,
created more easily by a much higher number of users.
4.2.3 Usefulness of Tags for Search
Extending and complementing our tagging analysis, we also explored how users’
searching and tagging behavior compare. In this experiment, we investigated how
much current Web queries overlap with tags. We used the AOL query logs [PCT06]
to calculate the overlap between Web queries and tags, and contrasted tag and query
classes. In our comparative analysis of tags and queries we tried to map web queries
onto the tag taxonomy established in Section 4.2.2, thus investigating which kind of
tags could best answer a given query. We built a frequency sorted list of all queries in
the AOL log and took three samples from different regions of the power law curves.
We sampled 300 queries per type of resource (images, songs, Web pages), by filtering
the query log for queries containing a keyword (like “music”, “song”, “picture”, etc.)
or having a click on Last.fm or Flickr . The resulting queries were classified into our
eight categories, with queries belonging to multiple classes in case they consisted of
terms corresponding to different functions.
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The results are shown in Figure 4.2. Not quite surprisingly, general Web queries
often name the Topic of a resource, just like tags in Del.icio.us do to an even larger
extent. The query distribution pattern fits to distributions of tags except for a clear
difference regarding category 5 (Author/Owner). Usage context is more often used
for tag based information organization than for search. For obvious reasons, Self
reference is not a useful query type for public Web resources.
For images, our tag type distribution almost perfectly corresponds to the query
type patterns. As Figure 4.2 shows, Topic accounts for about half of the queries, as
well as of the tags in Flickr . Slight differences exist for Location, used more for tagging
than for searching and Author/Owner being somewhat more important for queries
than for tagging. Interestingly, there seem to be many more subjective queries asking
for Opinions/Qualities like “funny”, “public” or “sexy” pictures. With decreasing
popularity of tags, this category becomes somewhat less important, but prevalence
of Topic and Location increases. While the number of ‘adult content’ queries in
picture search was high for all three subsamples of varying popularity, this kind of
tags was completely underrepresented in our analysed samples of Flickr , Del.icio.us
and Last.fm (one tag in Del.icio.us)3.
The biggest deviation between queries and tags occurs for music queries. While
our tags in Last.fm are to a large extent genre names, user queries often belong to
the Usage context category (like “wedding songs” or songs from a movie, category 7).
Also, users search for known music by artist (category 5), title or theme (category
1). These differences may be due to information value considerations: as artist and
title are already provided in Last.fm as formal metadata there is no need to tag
resources with this information. Lyrics are not frequently searched for. A surprising
observation is that searching by genre is rare: Users intensively use tags from this
category, but do not use them to search for music. One reason for this might be
that many music pieces get tagged with the same genre and thus search results for
genre queries would contain far too many hits. Categorizing tracks into genre is also
subjective to a certain extent, as it depends on the annotator’s expertise. The amount
of subjective qualities asked for or tagged is comparable for the Last.fm system, with
16% each.
Comparing categories of tags and queries offers some interesting insights: Most of
the general Web queries are Topic-related queries (as most of the tags for Del.icio.us
and Flickr). For Web resources Topic tags are very useful, as over 30% of the queries
target this category; but we also see that although users query the Author/Owner
category, they usually do not tag in this way. For images, the Topic category is as
prominent and important for tags as it is for queries. However, many queries are
about Opinions/Qualities but users tend to add more Location tags than the needed
Opinions/Qualities. So, even if users actually like to search for “funny” or “scary”
pictures, they often do not tag them in this way. As for the music domain, tags
generally fall into the Type (i.e. genres) class, although more tags from Usage context
3this holds also for the larger sample analysed in [BFK+09]
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and Topic categories would be needed (Author/Owner is already present). This leads
to the necessity of providing ways to extend and direct the tagging vocabulary towards
the sought classes.
4.3 Knowledge Discovery Through Tags
We have shown in the previous sections how different types of tags exhibit different
levels of usefulness, and that some tag types which are particularly useful in the search
scenario are underrepresented as user generated metadata. Semantically rich user
generated annotations are especially valuable for multimedia resources, where these
metadata enable retrieval relying not only on content-based (low-level) features, but
also on the textual descriptions represented by tags. We focus on the two scenarios
of music and picture resources and develop algorithms, which identify usage (theme)
and opinion (mood) characteristics of the items. The mood and theme labels our
algorithms infer are recommended to the users, in order to support them during the
annotation process. The evaluation of the proposed methods against user judgments,
as well as against expert ground truth reveal the high quality of our recommended
annotations and provide insights into possible extensions for music and picture tagging
systems to support retrieval.
In the previous sections we have seen that tags are in general very useful for search
applications. Nevertheless, in some cases we could identify some clear gaps between
the tagging and querying vocabulary: Usage context for music and Opinion for both
music and picture resources. Here, many more tags from these categories would be
needed for supporting the very frequent queries targeting such characteristics of the
content.
In order to bridge these gaps in the tagging vocabulary, we propose solutions based
on tags. The semantically rich user generated annotations are especially valuable for
content collections covering multimedia resources such as music, pictures or video
items, where these metadata enable retrieval relying not only on content-based (low-
level) features, but also on the textual descriptions represented by tags. Apart from
being extremely important for multimedia retrieval, tags can also reveal some of the
hidden aspects of the content they annotate, and which would be much more expensive
to extract through content analysis methods. In turn, these hidden content features
that are made accessible through either tag or content analysis, can be used to support
information retrieval.
For example, in case of music resources, tags reveal a lot more information than
only the music genre a track belongs to. They can for instance indicate which is
the emotional state induced by listening to a particular song (e.g. happy, sad, lazy,
aggressive, etc.) or which is the most suitable situation for listening to some music
(e.g. pool party, wedding, rainy day, dinner ambiance, driving, etc.). Similarly, tags
attached to picture resources can reveal both simple information, such as names of
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persons appearing on the photos, location names, or personal impressions regarding
the event where the picture has been taken, etc., as well as more complex information,
such as users’ opinions regarding the objects depicted on the photos (e.g. scary, funny,
etc.). Having music and picture items indexed also according to these features will
advance considerably current possibilities of multimedia search and retrieval.
In this section we will thus focus on inferring additional information from the
tags associated with music and picture resources and recommend it to the users
during the annotation process. This way we support users in providing tags from
the categories we need. More specifically, we will develop methods to identify the
corresponding “moods” and “themes” for songs, as well as pictures’ “moods”. With
“mood” we understand the state or quality of a particular feeling induced by listening
to a particular songs / seeing a particular photo (e.g. aggressive, happy, sad, funny,
etc.). The “theme” of a song refers to the context or situation which best fits for
listening to songs (e.g. at the beach, dinner ambiance, night driving, party time, etc.).
4.3.1 Data Set Descriptions
To obtain the datasets for our experiments we used several data sources: Last.fm,
AllMusic.com, www.lyricsdownload.com, www.lyricsmode.com and Flickr . In the
following we present some relevant statistics for all of them.
AllMusic.com (AM). Established in 1995, the AllMusic.com website was cre-
ated as a place and community for music fans. Not only all genres can be found on
AllMusic.com, but also reviews of albums and artists within the context of their own
genres, as well as classifications of songs and albums according to themes, moods
or instruments. All these reviews and classifications are manually created by music
experts from the AllMusic.com team, therefore the data found here serves as a good
ground truth corpus. For our experiment we collected the AllMusic.com pages cor-
responding to music themes and moods; we could find 178 different moods and 73
themes. From the pages corresponding to moods/themes, we also gathered informa-
tion related to which music tracks fall into these categories and we restrict the dataset
to contain only tracks also present in our Last.fm crawl.
Last.fm (LFM). For the purpose of our investigations, we crawled an extensive
subset of the Last.fm website, namely pages corresponding to tags, music tracks and
user profiles. We started from the crawl described in Section 4.2.1 and recollected
the information related to tags associated with music tracks. From all tracks that
we obtained from AllMusic.com, we could also find 13,948 of them in the Last.fm
dataset. For this intersection we had 81,964 different tags and for each of these tags
we have extracted information regarding the number of times each tag has been used.
Lyrics (LY). To investigate whether another source of information, namely lyrics,
as one part of music content, can provide added value in the task of mood and theme
recommendation, we also obtained the corresponding lyrics for our tracks, if available.
Here, we used a previous crawl (described in [BFNP08]) of the www.lyricsdownload.
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com site. Additionally, we crawled the www.lyricsmode.com website, such that we
could gather the lyrics for a total of 6,915 tracks.
Flickr (F). For the purpose of deriving mood labels for pictures, we collected
data from Flickr using its API4. We started by manually selecting Flickr groups that
correspond to the emotion/mood labels we wanted to predict, and more explicitly,
we made use of the hierarchy of human emotions presented in Table 4.2. We could
find corresponding Flickr groups for 17 out of the 25 secondary emotions, including
the six primary emotion labels as well. For all identified groups we downloaded all
associated metadata, in particular the user assigned tags, for all pictures contained
in this group.
4.3.2 Deriving Music Moods and Themes
As we could see in Section 4.2, the majority of tags associated with music resources
corresponds to genre information (around 60% of the tags). This is somehow re-
dundant information, as it can also be extracted from ID3 tags. Considerably less
frequent are tags referring to moods (20%) or themes (5%), though when searching
for music, the majority of queries falls into these categories: 30% of the queries are
theme-related, 15% target mood information and the rest being almost uniformly
distributed among six other categories. A natural question that arises is therefore:
How can we support users to provide these kinds of tags? Consider for example the
song of ABBA, “Dancing Queen”: by listening to the song or just considering the
lyrics (“Friday night and the lights are low / looking out for the place to go / where
they play the right music / getting in the swing ...”) one immediately gets transposed
into a weekend party atmosphere and an enjoyable state of mind. It would therefore
be natural to describe and also search for this song with mood related words such
as “fun”, “happy”, etc. and with theme tags like “Party Time”, “Thank God It’s
Friday!” or “Girls Night Out”. Nevertheless, when inspecting the tags Last.fm users
provided for this track, we cannot really identify these concepts. Instead, tags such as
“pop”, “disco”, “70s” or “dance” are quite often employed. With the algorithms we
describe in this section we can provide users with mood- and theme-related tags to
choose from during the tagging process and we use the AM, LFM and LY datasets
introduced in Section 4.3.1.
Music Mood and Theme Recommendation Algorithm
To recommend themes and moods, we base our solution on collaboratively created
social knowledge, i.e. tags associated with music tracks, extracted from Last.fm, as
well as on lyrics information. Based on already provided user tags, on the lyrics of
music tracks, or on combinations of the two, we build classifiers which try to infer
4http://www.flickr.com/services/api/
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other annotations corresponding to the moods and themes of the songs. Our approach
thus relies on the following hypotheses:
1. Existing tags provided by users for a particular song carry information which
can be used to infer the mood or theme of that song, e.g. songs tagged with
“hard-rock” are more likely to have an “aggressive” mood than “mellow”-tagged
songs.
2. The lyrics of the tracks give a hint on the mood or theme of the songs. For
example, tracks with love-related lyrics have “romantic evening” as theme and
correspondingly, a “romantic” mood.
In order to recommend mood and theme annotations we thus build probabilistic clas-
sifiers trained on the AllMusic.com ground truth using tags and/or lyrics as features.
Separate classifiers correspond to the different types of classes that we aim to recom-
mend and to build the classifiers, we use the open source machine learning library
Weka5. In the experiments presented, we use the Na¨ıve Bayes Multinomial imple-
mentation. Several other classifiers (e.g. Support Vector Machines, Decision Trees)
have been tested, which resulted in similar classification performances, but were much
more computationally intensive. We have one classifier trained for the whole available
set of classes (i.e. either for moods or themes) and this classifier produces for every
song in the test set a probability distribution over all classes (e.g. over all moods).
Thus, one or more classes (based on probabilities or on a given rank number) can be
then assigned to each song.
Based on the hypotheses enumerated above, we also experiment with three types
of input features for the classifier: (1) tags; (2) words from lyrics; or (3) tags and
lyrics. Depending on the type of features used to train the classifier and on the type
of class that the classifier will assign to songs, we propose 6 experimental settings (2
types of output classes – moods and themes – and 3 types of features – tags, lyrics,
tags+lyrics).
Algorithm 4.3.1 presents the main steps of our approach. We show the algo-
rithm for mood recommendations based on tag features, the other algorithms being
corresponding variants.
Algorithm 4.3.1: Tag-based Mood recommendation
1: Apply clustering method on mood classes (optional)
2: Select classes of moods M to be learned
2a: For each mood class
2b: If the class does not contain at least 30 songs
Discard class
5http://www.cs.waikato.ac.nz/∼ml/weka
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3: Split song set Stotal into
Strain = songs used for training the classifier
Stest = songs used for testing recommendations
4: Select tag features for training the classifier
4a: For each song si ∈ Strain
4b: Create feature vector F (si) = {tj |tj ∈ T},
where
T = set of tags from all songs in all classes
tj =
{
log(freq(tj) + 1), if si has tag tj ;
0, otherwise.
5: Train Na¨ıve Bayes classifier on Strain
using {F (si); si ∈ Strain}
6: For each song si ∈ Stest
6a: Compute probability distribution P (si) as
P (si) = {p(mj |si);mj ∈M}
6b: Select top k moods Mtop−k from M
based on p(mj |si)
6c: Recommend Mtop−k to the user
Step 1 of the algorithm above aims at reducing the number of mood classes to be
predicted for the songs, since the 178 AllMusic.com mood labels are hardly distin-
guishable for a non-expert. This step is optional, as we experiment with all classes of
moods / themes from AllMusic.com, as well as with a subset resulting by applying a
clustering method on the original set. We present only the results for the best per-
forming classifiers, i.e. themes clustered based on synonymy relationships (WordNet6)
and moods clustered into primary and secondary human basic emotions [SSKO87].
The details for these clustering methods are provided at the end of this subsection.
As we need a certain amount of input data in order to be able to consistently train
the classifiers, we discard those classes that have less than 30 songs assigned (step 2).
After selecting separate sets of songs for training and testing in step 3 (e.g. for every
fold in a 10-fold cross-validation), we build the feature vectors corresponding to each
song in the training set (step 4). In the case of features based on tags, the vectors
have as many elements as the total number of distinct tags assigned to the songs
belonging to the mood classes. The elements of a vector will have values depending
on the frequency of the tags occurring along with the song. In computing the vector
elements, we experimented with different variations and automatic feature selection
(e.g. Information Gain), but the formula based on the logarithm of the tag frequency
provided best results and the full set of features was better suited for learning, even
though it contained some noise. Once the feature vectors are constructed, they are fed
into the classifier and used for training (step 5). A model is learned and afterwards is
6http://wordnet.princeton.edu
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applied to any new, unseen data. We can choose how many moods are recommended
to the user based on the probabilities resulting from the classification or by setting
an absolute threshold (steps 6a-c).
Clustering. The WordNet-based clustering of themes aims at clustering seman-
tically related theme labels. On average, the 73 themes have 1.6 words (including
stopwords; and 1.55 when discarding the stopwords). For each of the 73 themes we
first process the corresponding words this theme consists of. All stop words are re-
moved, and for the remaining words we extract the corresponding WordNet synonyms.
All resulting synsets are compared pairwise and if the overlap between two sets is at
least two words, the corresponding themes are clustered. With this procedure, the
resulting set of themes contained 58 entries.
For manually grouping the 178 AllMusic.com moods we made use of the extensive
work already done on studying human emotions. Though there is little agreement on
the exact number of basic emotions let alone on a taxonomy including combinations of
the basic concepts into complex, secondary emotions, we found the hierarchy reported
in Shaver et al. [SSKO87] useful for our task (see Table 4.2). Moods are usually
considered very similar to emotions but being longer in duration, less intensive and
missing object directedness. For categorizing the AllMusic.com moods we had to
slightly adapt the taxonomy to fit our data: Surprise was removed since no example
moods were found; the same happened for some secondary emotions. Since some
moods do not actually denote a mood (e.g. “literate”), we introduced a new class
(Neutral) with three second level classes. In total, we obtained 23 second level classes
(“Man. 2nd”) falling into six first level classes (“Man. 1st”). We also adopted a
procedure similar to the one used in [SSKO87] to build the aforementioned taxonomy
of basic and secondary emotions. In a similarity sorting task, all AllMusic.com theme
terms written on cards were sorted by the authors into as many and as high piles as
seemed appropriate. Individual co-occurrence matrices were built and added to find
good groupings by analyzing the clusters. Unclear membership of singular labels was
resolved after discussion.
Evaluation
To measure the quality of our algorithms, we evaluate our mood and theme tag pre-
dictions against the corresponding assignments in the AllMusic.com dataset. Being
manually created by music experts, the assignments of songs to classes of moods
and themes can be considered correct and thus accepted as ground truth. Since our
goal is recommendation of relevant annotations, we perform a standard 10-fold cross-
validation and evaluate our results choosing the standard following IR metrics: Hit
rate at rank k (H@k), R-Precision (RP ) and Mean Reciprocal Rank (MRR). We
concentrate on the H@3 metric, as we recommend three annotations to the users to
choose from. We consider three annotations a good compromise, between providing
enough suggestions and at the same time not overwhelming the users with too much
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Primary (Man. 1st) Secondary Emotion (Man. 2nd)









Sadness Suffering, Sadness, Disappointment,
Shame, Neglect, Sympathy
Fear Horror, Nervousness
Table 4.2 Hierarchy of basic human emotions [SSKO87]







- 11 Random 0.29 0.47 0.10 0.28
- 11 Tags 0.80 0.92 0.49 0.67
- 11 Lyrics 0.56∗ 0.72∗ 0.26∗ 0.46∗
- 11 Tags+Lyrics 0.80∗+ 0.94+ 0.48∗+ 0.67∗+
WordNet 9 Random 0.36 0.58 0.12 0.33
WordNet 9 Tags 0.85 0.94 0.47 0.66
WordNet 9 Lyrics 0.72∗ 0.85∗ 0.38∗ 0.59∗






- 89 Random 0.06 0.09 0.02 0.08
- 89 Tags 0.39 0.51 0.17 0.34
- 89 Lyrics 0.17∗ 0.25∗ 0.06∗ 0.17∗
- 89 Tags+Lyrics 0.37+ 0.48+ 0.15+ 0.32+
Man. 1st 6 Random 0.61 0.89 0.23 0.47
Man. 1st 6 Tags 0.88 0.99 0.49 0.71
Man. 1st 6 Lyrics 0.82∗ 0.98 0.42∗ 0.65∗
Man. 1st 6 Tags+Lyrics 0.89∗+ 0.99 0.52+ 0.73+
Man. 2nd 22 Random 0.21 0.33 0.07 0.22
Man. 2nd 22 Tags 0.63 0.76 0.31 0.53
Man. 2nd 22 Lyrics 0.49∗ 0.65∗ 0.21∗ 0.41∗
Man. 2nd 22 Tags+Lyrics 0.64+ 0.78+ 0.31+ 0.52+
Table 4.3 Experimental results: H@3, H@5, RP , MRR for the different
algorithms along with a random baseline for comparison. A ∗ or a + states a
statistically significant difference (one-tail paired t-Test with p < 0.05) with
respect to tags or lyrics as features, respectively (per clustering method).
information. We present the results for all our experimental runs in Table 4.3.
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We observe that the best performing methods are those using tags as input features
for the classifiers. The methods using only lyrics as features perform worst. When
combining tags and lyrics as features, the corresponding methods perform much better
than those based only on lyrics and they sometimes also slightly outperform the tag-
based methods. These results confirm once more the quality of user provided tags,
as well as hypothesis 1 on which our approach relies (see Section 4.3.2). Lyrics, in
contrast to tags, introduce noise, as many song texts contain all sorts of interjections
(e.g. “hey”, “uh-huh”, etc.), slang or simply informal English. With lyrics features the
best results are obtained for genre and theme recommendations. This related to the
second hypothesis on which we built our approach. Though alone they are obviously
not descriptive enough to decide well upon theme, by setting the topic, lyrics seem
to help removing some tag ambiguity, thus enabling identifying appropriate themes.
In contrast, lyrics do not seem to be indicative of the mood of a song.
For the case of theme recommendations, the best results, H@3 of 0.88, are achieved
for the algorithm using a combination of tags and lyrics as features and applying a
WordNet synonymy based clustering on the theme classes. Compared to themes,
mood recommendations do not perform as well when using many classes, achieving
only a H@3 of 0.64. For the case of moods, we present the results corresponding
to both first and second level manual clustering of the original AllMusic.com classes
(rows “Man. 1st” and “Man. 2nd”). Reducing the cluster number to the 6 first
level classes (“Man. 1st”) corresponding roughly to basic human emotions, boosts
the performance considerably and for the best method using tags and lyrics as input
features we achieve a H@3 value of 0.89. Though having a larger mood vocabulary
for recommendations should be aimed at, trade-offs are necessary. It is an interesting
question for future work, how many classes are appropriate to describe what mood
distinctions people actually do when listening or referring to music.
Micro-evaluating results moreover per specific annotation class, shows that while
some classes are relatively easy to recommend, others may require special attention
or some level of disambiguation. Table 4.4 shows H@3 values for the different classes
without applying any clustering method and using tags as features. In general, classes
which are hard to recommend are ambiguous and the annotations are mostly subjec-
tive. Themes like “Late Night” or “Summertime” strongly depend on the person and
what s/he is used to be doing late night or in summer. The same is true for moods
like “Precious” or “Rambunctious”, as they can be subjectively interpreted in several
ways. On the other hand, classes which can be recommended with high accuracy are
also more clearly defined, may it be a theme like “Slow Dance” or a mood like “Hyp-
notic”. Interestingly, for neither moods nor themes we found a correlation between
the a priori probability of a class, i.e. its size in terms of positive examples in the
dataset, and performance.
We also evaluated the quality of our recommended themes for music tracks in
terms of user judgments. Thus, we set up a user survey as a Facebook application7
7For details on the survey and application, please refer to [BFNP08] or access http://www.
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s Slow Dance 40 0.97 Late Night 26 0.52
Romantic Evening 27 0.89 Summertime 43 0.62





s Ethereal 40 0.65 Precious 33 0.00
Hypnotic 47 0.64 Calm/Peaceful 33 0.00
Angst-Ridden 61 0.57 Rambunctious 30 0.00
Table 4.4 Examples of best and worst performing (by H@3) classes, without
clustering, learned using tags as features. #Docs gives the number of music
tracks used in the experiments per mood/theme.
(see Figure 4.3), where users had to manually label songs with one or more theme
classes used in our algorithms and in AllMusic.com.
With this user survey, we aimed to compare not only the performance of normal
users against the AllMusic.com experts, but also the results of our algorithm against
the choices of the users.
The results show that our method performs well also with respect to the user
assignments. The fact that the users perform quite bad compared to the AllMusic.com
experts, but our method performs well both compared to the users and to the experts,
indicates that our method provides theme labels that are easier to recognize by users
than the labels assigned by AllMusic experts and thus helps for bridging the gap
between the users’ and music experts’ vocabularies.
4.3.3 Deriving Moods for Pictures
Similar to the case of music, our analysis for pictures showed some clear gap between
the tagging and the querying vocabulary. Here, a large portion of tags refer to location
information, such as the country or city where the picture has been taken. However,
queries targeting images much more often name subjective aspects of the objects or
persons depicted on the photos, e.g. “scary”, “rage” or “funny”. In this section we
will present an approach which aims at bridging exactly this gap.
Picture Mood Recommendation Algorithm
Recommendations of mood annotations in case of pictures, rely only on tag infor-
mation. Unlike for music, where we could also exploit the lyrics of the songs, for
Flickr pictures, the only available textual information comes from tag data8. The
facebook.com/apps/application.php?id=20699508679
8Other types of textual metadata, like titles, descriptions, comments, group memberships, etc.,
could have been also used, but we wanted to keep this approach generalizable to other photo sharing
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Figure 4.3 Mood Mates! Facebook application
assumption on which we base our recommendation is similar to the case of pictures,
namely that the existing tags attached to photos can possibly provide information
regarding the corresponding mood of the pictures.
Given the crawling methodology which was used for pictures and in order to ensure
a fair classification of the data, all tags related to a mood or emotion were deleted.
To this end, we looked up in WordNet all the labels included in our emotion taxon-
omy and collected all corresponding word forms of the most popular sense including
synonyms, as well as all their derivationally related forms. The resulting list of terms
was used to remove all matching tags of the collected Flickr pictures (dataset F,
described in Section 4.3.1). This approach has been inspired from works focusing
systems, as well.
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on personalization methods, where for evaluation parts of the users preferences are
removed in order to be later inferred by the proposed personalization algorithms (see
[CLWB00, CZG+09]).
The remaining tags are used as input features for training a multi-class classifier
over all classes of moods. Like in the case of music, here we also make use of the
Weka implementation for the Na¨ıve Bayes Multinomial classifier, which produces for
all pictures in the test set probability distributions over all classes of moods.
Evaluation
Like for music mood and theme recommendations, for pictures we also aim at eval-
uating the quality of the recommended mood labels. As ground truth data we use
the data collected from Flickr (set F), since all these pictures have been manually
assigned by users to Flickr groups centered around human emotions/moods. All pic-
tures pertaining to a specific mood class represent the positive training examples,
while pictures taken randomly from the rest of the classes build up the set of negative
examples. In all cases the number of positive and negative examples for a class is
equally balanced.
A first set of experiments aimed at recommending mood labels corresponding
to the primary human emotions and in this case, the classes to be learned by the
classifiers consisted of the union of all data belonging to all underlying secondary
emotions (e.g. the Love class comprises all data gathered from the Flickr groups
for Affection, Lust and Longing). Similarly, another experimental run focused on
secondary emotion label recommendations, and in this case each secondary emotion
class represented a class to be learned. We perform 10-fold cross validation and
evaluate the performance of our method according to the same set of IR metrics,
which was used also for music: Hit rate at rank k (H@k), R-Precision (RP ) and
Mean Reciprocal Rank (MRR). All results are summarized in Table 4.5.
The results confirm once more the hypothesis on which we based our recommen-
dation approach: existing tags can give good indications regarding the corresponding
moods of the pictures. All recommendations corresponding to the primary human
emotions achieved very high quality, with a value close to 1 for H@3 and even a H@1
between 0.71 and 0.91. We also compute the overall performance over all primary
emotion classes, as averages weighted by the number of instances corresponding to
each class. The results are very good, with a 0.97 value for H@3 and 0.93 for MRR.
Only for “Surprise” the results were somewhat poorer, with H@1 of 0.61 and
MRR of 0.77. This situation may arise due to the fact that the only Flickr group
which we could select for this mood, was less focused (named “Shocking, Surprise and
General Wide Eyes!!”). Looking in detail at the confusion matrix (Figure 4.4A), this
becomes visible: “Surprise” is often misclassified as “Fear”. A clear distinction seems
to be difficult for our Flickr users. The same fact was also indicated by psychological
studies which reported that fear and surprise expressions are easily differentiated
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s [Random] – 0.17 0.50 0.83 0.17 0.41
[Overall] 52,426 0.89 0.97 0.99 0.89 0.93
Fear 7,248 0.87 0.99 1 0.87 0.93
Sadness 40,602 0.91 0.96 0.99 0.91 0.94
Joy 1,062 0.77 0.95 1 0.77 0.86
Love 1,184 0.71 0.94 0.99 0.7 0.83
Anger 1,695 0.84 0.94 0.99 0.84 0.89
















[Random] – 0.06 0.18 0.29 0.06 0.20
[Overall] 52,452 0.89 0.97 0.98 0.89 0.93
Horror 6,881 0.84 0.98 0.99 0.84 0.91
Neglect 36,943 0.94 0.98 0.99 0.94 0.96
Sadness 3,684 0.73 0.98 0.99 0.73 0.85
Nervousness 367 0.95 0.96 0.98 0.95 0.96
Torment 823 0.88 0.96 0.97 0.88 0.92
Rage 680 0.92 0.95 0.99 0.92 0.94
Cheerfulness 443 0.88 0.93 0.95 0.88 0.92
Surprise 635 0.59 0.91 0.97 0.59 0.75
Longing 1,011 0.7 0.89 0.98 0.69 0.81
Relief 78 0.54 0.74 0.87 0.54 0.67
Disgust 98 0.53 0.63 0.71 0.53 0.63
Pride 112 0.44 0.63 0.79 0.44 0.58
Optimism 308 0.46 0.61 0.81 0.46 0.6
Affection 124 0.26 0.52 0.73 0.26 0.46
Zest 122 0.18 0.39 0.58 0.18 0.37
Irritation 94 0.17 0.28 0.35 0.17 0.31
Lust 49 0.06 0.18 0.47 0.06 0.25
Table 4.5 Experimental results: H@1, H@3, H@5, RP , MRR for the dif-
ferent algorithms over all picture moods, i.e. primary and secondary emo-
tions; #Docs gives the number of pictures per emotion. [Overall] shows the
weighted average by the number of instances in the mood class; [Random] is
the random baseline for comparison.
from other basic emotions, but are often confused with each other both in labeling
and posing facial expressions [EO79].
For primary emotions, correlation between class size and performance is medium:
Pearson’s r is 0.45 for H@3 and 0.63 for H@1, RP , and MRR. Thus, when misclassi-
fying instances the classifier is biased to incorrectly assigning one of the two dominant
classes “Fear” or “Sadness”. Besides, these two emotions are very close together in
the cluster analysis of the mood label space of [SSKO87]9. Both share the same nega-
9Participants had to sort emotion labels into piles of related emotions, thus establishing a hier-
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Figure 4.4 Confusion matrices for A) primary and B) secondary emotions
as image moods
tive valence but with different intensity. However, fear may range from low intensity
(i.e. being worried) to very high intensity (i.e. being panicked). Investigating the
tag features used in learning these classes, similar tags are ranked highly according
to their information gain, though all tags have rather small values in general.
The overall weighted results for the secondary human emotion label recommenda-
tions are almost identical with the case of primary emotions. If the averages are not
weighted by class prevalence, the overall unweighted averages for secondary emotions
are about 0.2 lower compared to their counterparts for primary emotions. This is due
to the weighting process favoring the overly frequent and well predicted classes “Ne-
glect” and “Sadness” (corresponding to the primary emotion “Sadness”) and “Horror”
(with “Fear” as primary emotion). As “Sadness” and “Fear” examples are also highly
prominent in our experiment for primary emotions, the overall results reported in Ta-
ble 4.5 are similar. In general, correlation between a priori probability of a class
and performance is smaller for secondary emotions: Pearson’s r is between 0.32 and
0.37 for the different evaluation measures. As a result, “Neglect”, “Horror” and
archy/clusters of basic and secondary emotions
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“Sadness” are predicted wrongly more often then the remaining classes. Still, the
confusion matrix from Figure 4.4B indicates some interesting patterns not only ex-
plainable by classifier bias. “Longing” is very often misclassified as “Sadness”, much
more than as the top frequent “Neglect” or “Horror”. Although both belong to differ-
ent primary emotions (“Love” vs. “Sadness”) and are rather far apart in the cluster
analysis of emotion labels, for Flickr users they seem to share the negative valence
and low arousal. Again, “Surprise” gets easily confused with the fear related emotion
of “Horror”.
When inspecting the results over the different mood classes, we can see that
for some classes, e.g., “Affection”, “Zest”, “Irritation” and “Lust”, performance is
considerably lower with H@3 ranging from 0.18 to 0.52. The main reason for these
results is the relatively small number of pictures contained in each of these groups,
which implicitly made learning more difficult. Moreover, manually inspecting the
corresponding group of Flickr photos for all those four classes, we found it difficult
to identify pictures depicting only the intended state of mind for each particular
Flickr group. For example, we could observe a large number of “Affection” pictures
depicting sad/crying people and implicitly a large amount of tags close to the set
of tags belonging to the “Sadness” class. Given the relatively small set of pictures,
the influence of such ‘ambiguous’ photos and implicitly their associated set of tags
becomes critical.
For all other mood classes, we achieve H@3 values over 0.6, for about half of the
classes even 0.90 and more, the best results being obtained for the class “Neglect” –
0.98 for H@3 and 0.96 for MRR.
Having used the same measures as in the case of music mood and theme recom-
mendations, we can directly compare the two sets of results. In Figure 4.5 we depict
the H@3 and MRR values for all best performing theme and mood recommendation
algorithms for music and pictures.
For music, both theme and primary mood label recommendations achieve almost
equal H@3 values of 0.88. Recommendations from the secondary mood classes are
more error prone, achieving only 0.64 H@3. For the case of pictures, we do not observe
any difference for either primary or secondary mood recommendations. Moreover,
recommendations for picture resources are of higher quality, probably due to the
data which was used as ground truth: mood-related Flickr groups, manually created
by users. The ground truth gathered from AllMusic.com, given the extremely high
number of mood classes and implicit redundancy, had to be mapped to the hierarchy
of human emotions. This process potentially introduces some noise into the data.
4.4 Event Detection from Tags
With the rapidly increasing popularity of Social Media sites, a lot of user generated
content has been injected in the Web, resulting in a large amount of both multimedia
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Figure 4.5 H@3 and MRR values across our best music, image, mood and
theme recommendations
items (music – Last.fm, MySpace, pictures – Flickr , Picasa, videos – YouTube) and
textual data (tags and other text-based documents). As a consequence, it has become
more and more difficult using standard IR techniques to find exactly the content that
matches the users’ information needs. Organizing different media types together with
textual content in the form of events became an emerging presentation model and tries
to alleviate this problem. The methods we propose in this section focus on the domain
of pictures, in particular on a subset of Flickr data. Many of the photos posted by
users on Flickr have been shot during events and our methods aim to allow browsing
or organization of picture collections in a natural way, by events. The algorithms we
introduce in this section exploit the tags provided by users, for classifying pictures into
different event categories. The extensive automated experiments demonstrate that
our approach is very effective and opens new possibilities for multimedia retrieval, in
particular image search.
4.4.1 Data Set Descriptions
For the purpose of our experiments we had to collect an extensive set of Flickr pic-
tures, and more importantly, ground truth data. Identifying a good ground truth
set for events (in particular for pictures) turned out to be quite difficult. The main
reason for this is the lack of a verified and largely accepted event taxonomy (ontol-
ogy). One of the most known events categorization is the Yahoo! Upcoming events
4.4 Event Detection from Tags 95
catalog, however it’s thirteen categories are not extensive enough. Using WordNet10
was also not an option in our case, as Flickr tags can be written in many different
ways (intentionally or unintentionally) by the users and thus not matchable with the
WordNet database. Wikipedia11 has also its’ own event taxonomy12, but here the
categorization is not easily understandable. Besides, several possibilities are listed
regarding to how to organize events (e.g. by location, topic, year, etc.), and these
different categorizations introduce ambiguities, as they are not mutually exclusive
and do not cover all possible facets of a good event classification.
To cope with this problem, we decided to make use of the YAGO ontology, which
brings together WordNet and Wikipedia knowledge. In the following we present its’
most important features and characteristics.
The YAGO Ontology
YAGO[SKW07]13 is a large and extensible ontology that builds on entities and re-
lations from Wikipedia. Facts in YAGO have been automatically extracted from
Wikipedia and unified with semantics from WordNet, achieving an accuracy of around
95%. All objects (e.g., cities, people, even URLs) are represented as entities in the
YAGO model. The hierarchy of classes starts with the Wikipedia categories contain-
ing a page and relies on WordNet’s well-defined taxonomy of homonyms to establish
further subClassOf relations. We make use of these subClassOf relations in YAGO,
which provide us with semantic concepts describing Wikipedia entities. We also rely
on the type relation, deducting what higher level concept a page is about.
Events Collection
For collecting event names, we thus made use of the YAGO ontology and selected only
those entities having a type (YAGO relation) wordnet event. With this method we
retrieved a list of 138,794 Wikipedia event page titles, like “Reichstag fire”, “Battle
of the Nile”, “CeBIT”, or “Iranian presidential election, 2009”. We will refer to
this list of events as [events] later in our experiments. Starting from [events] we
retrieved the Wikipedia categories assigned to the Wikipedia pages, i.e. to the events,
using the subClassOf relation in YAGO. Thus we have a total of 25,223 distinct
Wikipedia categories assigned to [events] – later called [categories]. Furthermore, we
also retrieved the WordNet concepts of [categories] using again subClassOf relations
starting from [categories]. This set of 1,521 distinct WordNet concepts will be referred
as [concepts]. Thus we have an extensive list of [events], along with the corresponding




13Available for download at http://www.mpi-inf.mpg.de/yago-naga/yago/downloads.html
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Flickr Images
Having now an extensive set of event categories, the next step corresponded to gath-
ering the actual ground truth data, consisting of Flickr images. For this purpose we
made use of the Flickr API14. We started from the 138,794 Wikipedia event pages
and crawled the corresponding Flickr groups. Being explicitly created by users and
containing pictures contributed by a multitude of users, these Flickr groups quite
accurately represent social groups interested in the specific events and represent thus
a good ground truth. For gathering the Flickr groups we made use of the
′flickr.groups.search′ method and kept the first hit in the results list. With this
method we could gather 29,796 event-related Flickr groups.
In the next step, for all retrieved groups, we collected their corresponding group
pools, i.e. all pictures contributed by all users to the corresponding groups. In total
the number of pictures gathered was 13,310,523 and among them 11,125,422 unique
pictures.
Finally, for all collected photos, we needed the tag information, i.e. raw and
normalized form of the attached tags, as well as the Id and name of the user assigning
the tag. 1,830,053 tags have been gathered with this method (187,934 unique ones).
4.4.2 Event Detection Methods
For classifying images into the different categories of events we base our solution on
collaboratively created social knowledge, i.e. tags associated with Flickr pictures.
Based on already provided user tags, we build classifiers which try to assign the
pictures to the corresponding event categories. More specifically, our approach relies
on the hypothesis, that the existing tags provided by users for a particular photo
carry information which can be used to infer the event category this picture belongs
to. We perform a preprocessing step on the data collected from Flickr and we also
experiment with different types of clustering methods on the original datasets. Below
we describe the details of our algorithm, together with the preprocessing and photo
clustering steps.
Clustering of Flickr Pictures
In the approach we propose, we experimented with different ways of organizing the
pictures crawled from Flickr . Besides the original, unclustered dataset, two additional
types of hierarchical clustering are considered, based on Wikipedia and WordNet
classes, respectively. Below we present the details:
Original dataset (Unclustered). As described in Sections 4.4.1, 4.4.1 and
4.4.1, we start collecting the pictures by considering the YAGO entities having as type
14http://www.flickr.com/services/api/
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Nr. Flickr Group Event Wiki WordNet
class class
1 24165441@N00 intl day of peace unit nat day day
2 602639@N25 intl holocaust rembr day unit nat day day
3 1172355@N23 motorama auto shows show
4 84783197@N00 australian intl motor show auto shows attraction
Table 4.6 Example for clustering Flickr pictures
wordnet event and their corresponding Wikipedia event pages. The Flickr groups
we can identify as first hits in response to queries consisting of the Wikipedia event
page’s name correspond then to the list of [events]. For the example in Table 4.6,
the list [events] consists of all entries in column ′Event′ and the pictures collected for
the corresponding Flickr groups identified for these events remain unclustered.
Clustering based on Wikipedia classes. The first method of clustering we
applied relies on the Wikipedia classes. In this case, all pictures belonging to the
Flickr groups having the same Wikipedia class are merged into one cluster. The
list of [categories] thus contains all unique entries from the column ′Wiki class′, i.e.
united nations day and auto shows (for the example in Table 4.6). The pictures
corresponding to the group Ids in rows 1 and 2 will be merged and the resulting
cluster corresponds to the
united nations day ’category’. Similarly, pictures corresponding to the groups from
rows 3 and 4 will be put together.
Clustering based on WordNet classes. The second type of clustering we
employed made use of the WordNet classes. For this case, similar to clustering based
on Wikipedia classes, all pictures belonging to the Flickr groups having the same
WordNet class are merged into one cluster. Rows 1 and 2 from Table 4.6 will be
merged and will correspond to the day WordNet class. Rows 3 and 4 will remain
untouched, as their WordNet classes are different. For this particular example, the
list of [concepts] will be composed of day, show and attraction.
The photo event detection algorithm is then run on all these three variations of
our dataset, i.e. clustered or unclustered.
Event Detection Algorithm
The core of our photo event detection algorithm is a probabilistic classifier trained on
the Flickr ground truth using tags as input features. Separate classifiers correspond
to the different types of event classes that we extracted from YAGO. For building
the classifiers, we use the open source machine learning library Weka15. In the ex-
periments presented, we use the Na¨ıve Bayes Multinomial implementation available
15http://www.cs.waikato.ac.nz/∼ml/weka
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in Weka. We also experimented with other classifiers (e.g. Support Vector Machines,
Decision Trees), which resulted in similar classification performances, but were much
more computationally intensive. Moreover, we also experimented with feature selec-
tion based on automatic methods (e.g. Information Gain) but the results showed that
the full set is better suitable for learning, even though it contains some noise.
We have one classifier for each event category that we aim to learn to classify.
The positive examples are represented by the pictures gathered from the event’s
corresponding Flickr group / resulted cluster, while the negative ones are randomly
selected from the pictures corresponding to the rest of the event classes. The number
of positive and negative examples is almost equally balanced. This classifier produces
for every photo in the test set an output, such as 1 – i.e. the photo belongs to this
type of event, or 0 – i.e. the photo can belong to any other event category, but this
one.
Algorithm 4.4.1 presents the main steps of our approach.
Algorithm 4.4.1: Event detection
1: Cluster Flickr pictures (optional, see Section 4.4.2)
2: Data preprocessing step (see Section 4.4.2)
3: For each event / category / concept, Ex
4: Split picture collection, Ptotal into
5: Ptrain = pictures used for training the classifier
6: Ptest = pictures used for testing the classifier
7: Select tag features for training the classifier
8: For each photo pi ∈ Ptrain
9: Create feature vector F (pi) = {tj |tj ∈ T},
10: T = set of tags from all photos
11: tj =
{
1, Pi has tag tj ;
0, otherwise.
12: Train Na¨ıve Bayes classifier on Ptrain
using {F (pi); pi ∈ Ptrain}
13: For each photo pi ∈ Ptest
14: Compute classifier output, NB(pi)
15: If (NB(pi) == 1) classify pi in Ex
Step 1 of the algorithm above aims at reducing the number of event classes to be
predicted for the photos. This step is optional (described in detail in Section 4.4.2),
as we experiment with all classes of events extracted from YAGO, as well as with a
subset resulted from applying one of the clustering methods on the original set. If
two or more classes are clustered based on one the methods described in Section 4.4.2,
the resulted class will contain all pictures which have been originally assigned to the
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composing classes. As we need a certain amount of input data in order to be able
to consistently train the classifiers, we discard those classes containing less than 100
photos (step 2) and the details of this pruning step are described in Section 4.4.2.
After selecting separate sets of pictures for training and testing (steps 4 - 6), we
build the feature vectors corresponding to each picture in the training set (lines 7 -
11). The vectors have as many elements as the total number of distinct tags assigned
to the images belonging to the event / category / concept classes. The elements of
a vector will have values of either 1 or 0, depending on whether the tag has been
assigned to the particular photo, or not. Once the feature vectors are constructed,
they are fed into the classifier and used for training (step 12). A model is learned and
afterwards is applied to any new, unseen data. For the unseen picture, if the output
of the classifier is 1, the picture will be assigned to the current class.
Data Preprocessing
Since for training the event classifiers we need enough data at our disposal, we need
to perform a preprocessing step and remove those groups / group clusters not having
sufficient photo instances. The preprocessing actions’ flow looks as follows:
Algorithm 4.4.2: Data proprocessing
1: For each event/category/concept class
2: Repeat until nothing to discard anymore
3: Discard tags corresponding to:
4: - names of Wikipedia event pages
5: - words composing event names
6: - synonyms of words composing event names
7: - combinations of words / synonyms
8: Discard tags, ti, where freq(ti) < 10
9: over all event/category/concept classes
10: Discard photos pi, where nrTags(pi) /∈ [2, 75]
11: Discard class, ci of event/category/concept if
12: nrPhotos(ci) < 100
As we can see in lines 3 through 7, all tags appearing in the name of the Wikipedia
event page, together with their combinations and synonyms are removed from the pic-
tures in the collection corresponding to the specific Flickr group (or resulted cluster,
as described in Section 4.4.2). With this step we avoid the potential bias of the
classifiers towards words which might indicate the appartenance of the photos to the
corresponding classes of events / categories / concepts.
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Tags which do not appear together with at least 10 photos throughout the collec-
tion are discarded (lines 8, 9), as they might represent too obscure annotations, or
even misspellings – and thus do not have any positive influence on the classification,
or might even introduce noise. Similarly, photos with less than 2 tags are removed
from the collection, as well as photos having more than 75 tags, since they might
contain spam-tags [KEG+07] (line 10). Finally, the classes of events / categories /
concepts with less than 100 photos are also removed (lines 11 and 12), since we need
sufficient instances in order to be able to train the classifiers. The whole process is
repeated until no more pruning can be made.
4.4.3 Evaluation
Experimental Setup
As already described in Section 4.4.2, we experiment with three different datasets:
• We aim to classify the events themselves and we create separate classifiers for
all [events], with data coming from Flickr groups we can identify the YAGO
events and their corresponding Wikipedia event pages. Below we will refer to
the results for this dataset as YagoGroups.
• We also experiment with classifying the Wikipedia categories, containing the
events. As described in Section 4.4.2, Flickr groups get clustered based on
their common Wikipedia categories. In this case, we build classifiers for all
[categories] and we will refer to this set of results as YagoWikiCats.
• Finally, we aim to classify the WordNet concepts describing the Wikipedia
categories, i.e. some higher level event-centered concepts. For this, we build
classifiers for all [concepts], which we feed with data resulted from aggregating
the Flickr group pools having the same WordNet class. In the results section
below, this will be referred to as YagoWordnet.
With this evaluation we focus on automatically measuring the quality of the photo
event classification algorithm. As ground truth data we use the information collected
from the Flickr photo groups, or the resulted clustered sets. Being manually created
by humans, the assignments of photos to the different classes of events can be consid-
ered correct and thus accepted as ground truth. Besides, through the collaborative
participation of more users to the groups, i.e. by both joining the emerging networks
and by contributing content in terms of pictures, comments, tags, etc., we can ensure
that the spam-groups will be filtered out16.
16Like in the case of tagging, correct and suitable tags will get more and more employed, while
obscure / misspelled tags will be pushed to the tail of the power law frequency distribution [GH06,
HRS07]
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# Classif. Avg. Inst. # Feat.
YagoGroups 357 622.68 14,366
YagoWikiCats 96 683.95 5,735
YagoWordnet 51 4,503.37 15,239
Table 4.7 Statistics for the three expriment sets
Acc[%] P[%] R[%]
YagoGroups 80.15 75.21 91.50
YagoWikiCats 84.77 80.29 93.50
YagoWordnet 79.88 76.50 87.57
Table 4.8 Averaged classification results for the three experimental runs
For the three types of experiments, we present in Table 4.7 some statistics regard-
ing the number of classifiers built (column ’# Classif.’), average number of instances
for each classifier (column ’Avg. Inst.’) and the number of features, respectively (’#
Feat.’).
The numbers in Table 4.7 are all computed after performing the pruning step, as
described in Algorithm 4.4.1 (see Section 4.4.2). As we can observe, many groups
have been discarded because of not containing enough data.
For evaluating the performance of our algorithms, we inspect the classification
accuracy (Acc), precision (P ) and recall (R) measures, when performing 10-fold cross-
validation on the datasets. In Table 4.8 we present the results of the evaluation runs
and in Table 4.9 we present a set of the best and worst performing classifiers.
Results
We observe that the average classification accuracy for all three datasets is very good,
almost in all cases being above 80%. Using tags as input features for the classification
is thus very convenient, as tags can be easily collected along with the resources they
are attached to. These results confirm once more the quality of user provided tags –
a result also observed in [BFNP08] – as well as the hypothesis on which our approach
relies (see Section 4.4.2).
In Figure 4.6, for a better comparison among the three experimental runs, we
depict the averaged values of accuracy, precision and recall. We can observe that our
method is not susceptible to the number of classes available for the classification (see
column ’# Classif.’ in Table 4.7 and results in Table 4.8). Even if in the case of
Y agoGroups, i.e. the original, unclustered dataset, we have 357 event classes, the av-
erage accuracy is 80.15%. For Y agoWordnet, although there are much less classes to
distinguish among, the performance is a bit poorer than in the case of Y agoGroups.
The reason for these results is the fact that the WordNet event categories represent
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Figure 4.6 Classification results (Acc, P, R) for the three experimental runs
some more abstract event-related concepts. By clustering the initial set of Flickr so-
cial groups based on their common WordNet categories, the resulting sets of pictures
corresponding to each of these WordNet event concepts are becoming too hetero-
geneous. Thus, it becomes more difficult for the classifiers to correctly distinguish
among classes.
For the Y agoWikiCats on the other hand, the performance is best among the
three sets of results. In this case we also cluster the initial Flickr groups’ pools
of pictures. However, even if the resulted clusters gather also all pictures from the
composing Flickr groups, the resulting sets are still homogeneous. This is due to the
fact that the Wikipedia categories are more abstract than the YAGO events, yet the
abstraction is not introducing any noise in the classification. The clustering in this
case is even reducing some of the ambiguities of the Y agoGroups sets of photos, these
initial sets being perhaps a bit too fine grained.
The results presented so far (Table 4.8, Figure 4.6) indicate the performance of our
algorithms in classifying photos into the different classes of [events], [categories] and
[concepts], i.e. macro evaluation results. However, we were also interested in micro-
evaluating our algorithms. More specifically, we also analyzed the results per specific
event / category / concept class to find out which classes offer the best performances
and which classes are more difficult to learn. Table 4.9 shows the Acc, P and R values,
together with the available number of photo instances for training the classifiers. We
selected some of the best and worst performing classifiers and the results are grouped
based on the three different experimental runs.
The differences show that while some classes are relatively easy to learn, others
may require special attention or some level of disambiguation. Also, classes which
are hard to learn are ambiguous and the annotations are mostly subjective. As we
can see, a higher number of instances available for training, definitely improves the
classification accuracy: five of the nine best performing classifiers had more than





































































































































































































































































































































































































































































































































































































104 Chapter 4 Automatic Semantic Enrichment
500 instances at their disposal. Nevertheless, for very clear event categories, like
wikicategory Auto shows or wordnet championship, the classifiers still can achieve
very good performance, since in these cases the corresponding sets of Flickr photos
and their associated tags are very homogeneous.
At the other end, we have the more ambiguous event classes, such asBefore Sunrise,
wordnet motion, or
wordnet execution, for which the classification is much more difficult. For these
cases (e.g. wordnet television program) even a high number of training instances
does not improve much the classification accuracy. The main reason is that for these
types of event classes, the underlying photo sets contain too many different types of
pictures, depending on each user’s understanding of the corresponding event concept.
This of course, translates into a very heterogeneous tag vocabulary, which negatively
influences the classification performance.
4.5 Discussion
Collaborative tagging has become an increasingly popular means for sharing and or-
ganizing resources, leading to a huge amount of user generated metadata, which can
potentially provide interesting information to improve search. To tap this poten-
tial, we extended previous preliminary work with a thorough analysis of the use of
tags for different collections and in different environments. We analyzed three very
popular tagging systems, Del.icio.us , Flickr and Last.fm and investigated the type
of tags users employ, their distributions inside the general tag classification scheme
we proposed, as well as their suitability to improve search. Our analysis provided
evidence for the usefulness of a common tag taxonomy for different collections and
has shown that the distributions of tag types strongly depend on the resources they
annotate. Moreover, we have shown that most of the tags can be used for search and
that in most cases tagging behavior exhibits approximately the same characteristics
as searching behavior. We also observed some noteworthy differences: for the music
domain Usage context/Theme is very useful for search, yet underrepresented in the
tagging material. Similarly for pictures and music Opinion/Qualities/Mood queries
occur quite often, although people tend to neglect this category for tagging.
In general, the results indicate that for music it is easier to predict the correspond-
ing themes of the songs rather than the moods. Comparable results for the two types
of recommendations were achieved when mapping the AllMusic.com moods to the
primary human emotions. On the other hand, mappings into the secondary human
emotions are more difficult and thus are susceptible to introducing noise. Recommen-
dations of moods for picture resources are overall of higher quality than for music, due
to the much more consistent set of tags attached to the photos and used as input fea-
tures. Apart from some subjective mood classes, known to be difficult to distinguish,
our tag recommendations are of high quality and given the self-reinforcing nature of
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user-generated tags, suggesting opinion and usage related concepts to users results in
a related tag vocabulary, which eventually will converge to a more diverse set of tags.
Another contribution of this chapter is represented by a new algorithm introduced
in Section 4.4 for automatic classification of pictures into classes of events. With the
method we proposed, we enable event-based indexing and browsing of photo collec-
tions, i.e. a very intuitive way of organizing one’s memories. The algorithm relies
entirely on collaborative created user annotations and we experiment on a subset of
pictures crawled from Flickr . However, the approach is not restricted to this col-
lection, but being applicable to any other photo set or other types of multimedia
content (e.g. videos, music, etc.) containing similar metadata. For our experiments
we rely on the YAGO event ontology, and as ground truth we made use of the Flickr
group photo organization, taking thus the users’ judgments regarding the pictures’
assignment to classes of events as golden standard. We experimented with different
levels of abstraction of the ontology and implicitly clustering of the original picture
collection and observed that while some classes are relatively easy to learn, others
require more attention or some level of disambiguation. However, which is the right
level of abstraction for events, that is still understandable and accepted by users is
an interesting question for further investigations. Overall, the results of our evalua-
tions show that photo event-based classification is feasible and confirm once more the
quality of the user provided tags. Moreover, these findings open new possibilities for




The amount of data available on the Web keeps growing exponentially – thus making
traditional, structured organization and browsing of data impossible. Web search
engines have become a commodity, such that we can not imagine the Web experience
without them any more. Yet, search engines are minimally personalized for each
user, if at all. At the same time, the popularity of Web 2.0 sites determined an
increased participation of the large public in producing new content on its own and
opened new ways for the users in sharing their experiences in form of documents (e.g.,
pictures, bookmarks, music, etc.). As a result, finding the right information among
this vast (increasingly non-textual) amount of content available online has become
a very tedious task. Moreover, there is a large discrepancy between annotations
added to resources and queries used to find them, making it highly improbable to
find desired results effortlessly. This chapter first summarizes our major research
contributions in these areas, and then discusses some issues which remained open for
future investigations.
Summary of Contributions
Textual Web IR has reached a stage where few improvements in ranking or retrieval
effectiveness are foreseeable. The focus lies more on result presentation and on ranking
personalization. We have shown Chapter 3 such personalization algorithms using the
most valuable source of information about a user – all personal resources on the
Desktop – as well as different applications.
Section 3.2 proposed Query Clarity as an indicator of user’s search reformulation
actions, and showed it to be more flexible than traditional approaches, which build
onto na¨ıve instruments such as the number of keywords. Moreover, we also analyzed
the Part-Of-Speech transition patterns over a large search engine log.
Building upon the query reformulation analysis, in Section 3.3 we proposed to
expand Web search queries by exploiting the user’s Personal Information Repository
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in order to automatically extract additional keywords related both to the query itself
and to user’s interests, personalizing the search output. We proposed five techniques
for determining expansion terms from personal documents. We provided a thorough
empirical analysis of several variants of our approaches, under four different scenarios.
We showed some of these approaches to perform very well, and our adaptive algorithm
produces NDCG improvements of up to 55.62%.
We then (Section 3.4) proposed another application of the personalization algo-
rithms: extract keywords from the user’s active documents in order to describe the
current user task, and present personalized recommendations. The approaches, Sen-
tence Selection and Lexical Compounds, adapt summarization and natural language
processing techniques to extract these keywords from the active document or addi-
tionally from locally stored desktop documents. We investigated their performance
with respect to three types of input files, namely emails, text documents and web
pages. Our experiments showed an improvement over the simple Term Frequency
baseline in Mean Average Precision of 18% up to 187%.
For improving Multimedia IR we propose to use automatic semantic annotation
techniques (Chapter 4) which rely on social knowledge. Collaborative tagging has be-
come an increasingly popular means for sharing and organizing resources, leading to
a huge amount of user generated metadata, which can potentially provide interesting
information to improve search. In Chapter 4 we thus analyzed three very popular tag-
ging systems, Del.icio.us , Flickr and Last.fm and investigated the type of tags users
employ, their distributions inside the general tag classification scheme we proposed,
as well as their suitability to improve search. In our analysis (Section 4.2) we observed
some noteworthy differences between tagging and querying behaviors: for the music
domain Usage context/Theme is very useful for search, yet underrepresented in the
tagging material. Similarly for pictures and music Opinion/Qualities/Mood queries
occur quite often, although people tend to neglect this category for tagging.
Building on these results, in Section 4.3, we proposed a number of algorithms
which aim at bridging exactly these gaps between the tagging and querying vocab-
ularies, by automatically recommending mood and theme annotations. We trained
multi-class classifiers on input features consisting of either only the existing tags of
the picture and music resources, or of tags and lyrics information, in case of music
songs. The results of our evaluations showed that providing such automatic tag rec-
ommendations is feasible; we achieved H@3 rates of 88-89% for music themes and
moods and up to 97% in the case of image moods.
With the rapid shift from analog to digital photography we have faced over the
past years and with the advent of Social Media sites dedicated to photography, a
huge amount of digital photos became available on the Web. However, advanced
techniques for easily browsing and intuitively organizing these photo collections are
still missing. Section 4.4 evaluates our newly developed algorithm for automatically
classifying pictures into classes of events. With our method we enabled event-based
indexing and browsing of photo collections, i.e. a very intuitive way of organizing one’s
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memories, with classification accuracies of 80% for single events and 85% for event
categories. The algorithm relies entirely on collaborative created user annotations
and we experimented on a subset of pictures crawled from Flickr . However, the
approach is not restricted to this collection, but being applicable to any other photo
set or other types of multimedia content (e.g. videos, music, etc.) containing similar
metadata.
Open Directions
In this thesis we presented a number of improvements in textual as well as in multi-
media IR. Nevertheless, new research brings always new ideas of improvements over
the existing ones.
Search Personalization can be further improved by performing investigations on
the dependency between various query features and the optimal number of expan-
sion terms. Designing a set of more complex combinations of these metrics in order
to provide enhanced adaptivity to our algorithms will increase effectiveness. Also,
analyzing other types of approaches to identify query expansion suggestions, such as
applying Latent Semantic Analysis on the Desktop data seems promising.
When recommending related Web pages we want to investigate means to distin-
guish between different input file types and even file types categories (e.g. personal
descriptive emails, specialized concise emails, articles, news, stories, novels, etc.) be-
cause of differences in the nature of the language used and the position of important
keywords throughout these documents. When analyzing emails, we are investigating
the means to extract only the topic related part of the email body, disregarding ad-
ditional noise like introduction, signature or off-topic personal additions. Finally, we
want to analyze other summarization and natural language processing techniques to
extract keywords from documents.
Automatic Semantic Enrichment will benefit from further improving the algo-
rithms and in particular the feature selection mechanisms by automatically identify-
ing the tag types (e.g. Topic, Author, Location, etc.) and use them as input features
for the classification. Other ideas worth investigating refer to identification of other
types of information for multimedia resources, such as events, persons or locations,
as well as other types of entities frequently queried against by users. Moreover, we
would like to perform another type of evaluation, where the value of the inferred
annotation can be measured directly by comparing the results obtained for a search
engine with and without an enriched multimedia dataset. Last but not least, merging
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