The ideal way to answer the question would be to take a collection of conclusions reported, some positive and some negative, each with an associated p-value, and to see for each whether independent confirmation is reported within, say, a 5-or 10-year period. Have any such studies been done? The difficulties are clear. Note, though, that Webb and Houlston (2009) , in a review of recent genetic association studies connected with breast cancer, remarked on the relative paucity pre-genome-wide association study of such confirmation.
Significance tests have of course a long background of history and misunderstanding and can be used in a number of different ways.
The oldest discussion of the study of a number of p-values concerns the quite different issue of combining them into a single value. The first discussion more in the spirit of the present paper is probably that of Schweder and Spjøtvoll (1982) , who studied carefully the left tail of the empirical distribution of p. There are additional complications in Jager and Leek's context, arising, in particular, from the often heavily rounded values of the significance level reported. It is very unlikely that a different conclusion would have been reached by transforming p before analysis but some insight for graphical analysis might have been achieved by analyzing instead of p either −1 (1 − p) or, probably better still, − log p, the latter possibly allowing comparison with the Renyi decomposition for order statistics of the exponential distribution.
A much more central question concerns whether the qualitative conclusion drawn from the shape of the distribution of p, given p < 0.05, is justified. I have no criticism of the discussion in Jager and Leek's paper but there may be alternative explanations of some of what is observed. One is that a certain proportion of the low p-values reported are based on a miscalculation of p, most plausibly not on a numerical error but, as is relatively easily done, by underestimating the internal uncertainties involved in some individual studies.
The discussion here centers on the use of significance tests at the 5% level as essentially a mechanical screening device for publication. Most academic statistical discussion of tests over a considerable period has taken a different view, emphasizing one or other of the following aspects:
• Estimation is to be much preferred to testing. Yates (1951) in reviewing the 25th anniversary of the publication of Fisher's Statistical methods for research workers, which had revolutionized statistical work in the biological sciences and beyond, criticized Fisher for overemphasizing tests at the expense of estimation. Much mainstream statistical discussion since then has taken a similar view.
• Fisher required only the formulation of a null hypothesis allowing the calculation of probabilities under the null hypothesis. The view that incompatibility with that hypothesis is shown by the smallness of the probability of the data under that hypothesis has not gained acceptance and in fact now seems untenable in generality. Fisher emphasized that fixed use of the 0.05 level was not reasonable.
• Bayesian hypothesis testing has a long history going back at least to Jeffreys (1961 , First edition 1939 but requires a rich formulation of the problem and of the prior status of knowledge about it.
• A full decision analysis of whether publication in detail is justified in a particular case would require not only a reasonably well determined prior but also a specification of utilities. If such an approach seems a shade fanciful, that serves to emphasize the importance of recognizing that different problems merit different depths of formulation, and hence a variety of approaches, as emphasized by Fisher (1956, p. 131 ).
• Perhaps most importantly, there are of course powerful arguments in many fields for recording in some public form the outcome of all completed studies in that field, positive or negative.
