Introduction
Partial least squares analysis is a multivariate statistical technique that allows comparison between multiple response variables and multiple explanatory variables.
Partial least squares is one of a number of covariance-based statistical methods which are often referred to as structural equation modeling or SEM. It was designed to deal with multiple regression when data has small sample, missing values, or multicollinearity.
Partial least squares regression has been demonstrated on both real data and in simulations (Garthwaite, 1994 , Tennenhaus, 1998 . It has been very popular in hard science, especially chemistry and chemometrics, where there is a big problem with a high number of correlated variables and a limited number of observations. Its use in marketing has been more limited although data has similar problems (Ryan, Rayner, & Morrison, 1999) .
History
Path analysis and causal modeling was introduced by Wright in the 1920s (Falk & Miller, 1992 , Wright, 1921 . Developed in the late 1960's by Herman O.A. Wold, partial least squares regression was originally developed for use in the field of econometrics but was embraced by the chemistry field for use in analytical, physical, clinical chemistry studies (Geladi & Kowalski, 1986 ). Wold created partial least squares because he wanted to address weak theory and weak data (Wold, 1982 , Wold, Geladi, Esbensen, & Öhman, 1987 .
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What is Partial Least Squares?
Partial least squares designed to cope with problems in data specifically, small datasets, missing values and multicollinearity. In contrast, ordinary least squares (OLS) regression yields unstable results when data has small sample size, missing values and multicollinearity between predictor in OLS regression increases standard error of their estimated coefficients (Field, 2000) . High multicollinearity increases risk of theoretically sound predictor to be rejected from regression model as non-significant variable.
The goal of partial least squares is to predict Y from X and to describe the common structure underlying the two variables (Abdi, 2003) . Partial least squares is a regression method allows for the identification of underlying factors, which are a linear combination of the explanatory variables or X (also known as latent variables) which best model the response or Y variables (Talbot, 1997) .
Although similar to principal components analysis (PCA) regression and canonical analysis and alternating least squares, it is considered to be a better alternative to multiple linear regression and PCA regression methods since it provides for more robust model parameters that do not change with new calibration samples from the population (Falk & Miller, 1992 , Geladi & Kowalski, 1986 . Furthermore, partial least squares is an improvement on PCA since the solution derived from partial least squares is constrained to the part of the covariance matrix that is directly related to the experimental manipulation or that relates to behavior (McIntosh, Chau, & Protzner, 2004) .
The term partial least squares specifically means the computation of the optimal least squares fit to part of a correlation or covariance matrix (McIntosh, Chau, & Protzner, 2004 , Wold, 1982 Partial least squares optimal linear relationships are computed between latent variables and can be interpreted as the best set of predictions available for a study given all the limitations (Falk & Miller, 1992) . Soft modeling is a way of estimating the likelihood of an event given information about other events.
Mathematics Underlying Partial Least Squares
The basic mathematics underlying partial least squares in matrix notation are as 
Assumptions and Significance Testing
As an extension of multiple linear regression, partial least squares regression has many of the same assumptions. For example, one should be concerned with outliers and nonlinear data relationships when using partial least squares. Because the distribution of partial least squares is unknown, there is no conventional significance test. However, significance can be tested through bootstrap methods such as jackknife which is a resampling method. The problem with using a resampling method to determine significance is that although there are no specific sample size requirements, the smaller Partial Least Squares D. Pirouz 2006 the sample, the more likely that fitted confidence limits will be fitted to noise in data instead of true distribution. It is also considered a powerful alternative to path analysis, time series analysis, and analysis of covariance. SEM is an extension of the general linear model (GLM) of which multiple regression is a part. SEM is a confirmatory rather than an exploratory procedure.
Key Definitions in Partial Least
The SEM modeling process is based on two steps: validating the measurement model and fitting the structural model. SEM software is often used to create a hybrid model with both latent variables or factors and paths specified by the connected latent variables. But SEM can also be used to model in which each variable has only one Partial Least Squares D. Pirouz 2006 indicator which is a type of path analysis or it can be used where each variable has multiple indicators but there are no direct effects (arrows) connective the variables as a type of factor analysis. SEM is synonymous with covariance structure analysis, covariance structure modeling and analysis of covariance structure. SEM methods usually require a strong theoretical basis in order to determine the causal model relationships.
LISREL is one of a number of statistical packages for doing SEM and has been used in sociology and social science research. It estimates the coefficients in a set of structural equations. LISREL is able to analyze models with discrete latent variables (categorical or ordinal) instead of continuous variables (Kline, 2005) . Also multilevel structural equation models for hierarchical data can be estimated using LISREL. 
Differences between Partial Least Squares and SEM/LISREL
