Abstract. For any bounded smooth domain Ω of R N with N ≥ 2, we provide existence, uniqueness and regularity results for weak solutions to the degenerated singular problem
Introduction
In this article, we study the following degenerated singular problem:
in Ω, u > 0 in Ω, u = 0 on ∂Ω.
(1.1)
Here, δ > 0 and Ω is a bounded smooth domain in R N with N ≥ 2. Moreover, we assume that f ∈ L 1 (Ω) is non-negative and A : Ω × R N → R N is a Carathéodory function by which we mean
• the function A(x, ·) is continuous on R N for a.e. x ∈ Ω, and • the function A(·, s) is measurable on Ω for every s ∈ R N .
In addition, consider the following hypothesis: (H1) The weight function w ∈ A p , with 1 < p < ∞ where A p denotes the class of Muckenhoupt weight defined in section 2. (H2) (Growth) |A(x, ζ)| ≤ |ζ| p−1 w(x) for a.e. x ∈ Ω, ∀ ζ ∈ R N . (H3) (Degeneracy) A(x, ζ) · ζ ≥ |ζ| p w(x) for a.e. x ∈ Ω, ∀ ζ ∈ R N . (H4) (Homogeneity) A(x, tζ) = t |t| p−2 A(x, ζ) for t ∈ R, t = 0. for some positive constant c where A is defined as
A(x, ζ 1 , ζ 2 ) := 1 w(x) (< A(x, ζ 1 ), ζ 1 > + < A(x, ζ 2 ), ζ 2 >).
A typical example is A(x, ζ) = w(x)|ζ| p−2 ζ.
A model problem to (1.1) is
which is widely studied throughout the last three decades. The equation (1.2) has a unique positive solution in C 2 (Ω) ∩ C(Ω) for any δ > 0, which was proved in the pioneering work of Crandell et al [10] . In fact, Lazer-Mckena [27] proved this obtained unique solution is in H 1 0 (Ω) iff 0 < δ < 3. Furthermore, problem (1.2) has been extended by several authors for various type of operators, see [2, 3, 5, 6, 7, 8, 15, 16, 17, 20, 28, 30] . This paper is mainly concerned about proving existence, regularity and uniqueness results of weak solutions to the problem (1.1). Firstly, let us mention due to the fact δ > 0, w ∈ A p and the hypothesis (H1) -(H5) on A, we will work in the weighted Sobolev space W 1,p (Ω, w), a small literature to which is presented in section 2. For a detailed discussion on A p weights and the weighted Sobolev space, reader can look at [12, 14, 31] .
Following Boccardo-Canino [5, 8] , we employ the standard approximation technique to deal over the problem 1.1, where boundary regularity results (see e.g., [29, 32, 34, 35] ) is very crucial.
In our case, the main obstacle is the lack of boundary regularity and this takes place due to the presence of the weight function w (which can be unbounded) making the operator L degenerate.
Our main idea is to bypass the boundary regularity to the local Holder continuity results for the approximated problem corresponding to (1.1) . In fact what we observed even local Holder continuity is not sufficient to deduce the uniqueness results following the idea of proving comparison lemmas as introduced in [8] . We overcome this difficulty by proving a boundary estimate of weak solutions of the approximated problem where the class of Muckenhoupt weight A p plays a vital role. Indeed, Wiener criterion together with some capacity estimates of A p weights is the main key, see e.g., [13, 21, 25, 33] .
One more important ingredient in the approximation technique is the point-wise convergence of the gradient (see [4, 11] ) which we state in the weighted case later by giving a brief idea of the proof, where embedding results (see [1, 9, 12, 18, 19] ) of the weighted Sobolev space is very useful. This paper is organized as follows:
• In section 2, we present a small literature on the weighted Sobolev space proving some embedding theorems.
• Section 3-5, deals with stating the existence theorems, corresponding preliminaries and proof of the existence theorems respectively.
• In section 6, we prove some regularity results of the obtained weak solutions depending on the non-linearity f .
• From the sections 7-9, we present the statement of uniqueness results, corresponding preliminaries and the proof of the uniqueness theorems.
• In the last section 10, we provide some examples for the sharpness of our result.
Functional setting
Throughout the paper we assume 1 < p < ∞ and Ω to be a smooth bounded domain in R N with N ≥ 2 unless otherwise stated.
2.1. Muckenhoupt Weight.
Definition 2.1. We say that w : R N → [0, ∞) (not identically zero) belong to the Muckenhoupt class A p if w is locally integrable and there exist a positive constant c p,w (called the A p constant of w) depending only on p and w such that for all balls
where |B| denotes the Lebesgue measure of B.
Example:
The following weights belong to the A p class, for a proof see [21, 25] . 
. Therefore we can introduce the space
Both the spaces W 1,p (Ω, w) and W 1,p 0 (Ω, w) are uniformly convex Banach spaces with respect to the norm ||.|| 1,p,w , see Juha et al [21] .
• We say that u ∈ W 1,p
For the well-definedness and an equivalent characterization of the weighted Sobolev space and further properties we refer the reader to [14, 25] . (H6) There exist constants q > p and c 1 > 0 such that
whenever B = B(x 0 , r) is a ball in R N and φ ∈ C ∞ (B) is bounded. Here
Remark 2.4. (i) The above constants c i , i = 1, 2 are independent of r, see [21] .
(ii) Using the density of C ∞ c (B) the inequalities (2.2) and (2.3) hold for every
Using the inequality (2.4), an equivalent norm to (2.1) on the space W Let w ∈ A p with 1 < p < ∞, then the inclusion map
is compact.
Proof. The proof follows from Theorem 2.2 of [9] , using the fact that every bounded smooth domain is a John domain, see [24] .
Let us define a subclass of A p by
We borrow the ideas from Drabek et al [12] to prove the following embedding results.
Lemma 2.7. (Embedding from weighted to unweighted Sobolev space)
• For any w ∈ A s , we have the continuous inclusion map
for some α > 0 and p s = ps s+1 ∈ [1, p).
• Moreover, these are compact except for q = p * s in case of 1 ≤ p s < N .
• The same result holds for the space W 
which implies
Replacing u by ∇u, similarly we obtain
Adding (2.6) and (2.7) we have
Hence the embedding
is continuous. The rest of the proof follows from Sobolev embedding theorem.
Remark 2.8. Throughout the paper, it will be understood that
Note that in case of 1 ≤ p s < N , we have p * s > p. Therefore, under these assumptions on p s , by Lemma (2.7) there exist some q > p such that the inclusion
is continuous. The existence of q > p is an important tool to prove some a-priori estimates later. 
Theorem 2.11. Consider the equations
where C K depends on K and G n → G weak * in R(Ω). Then, upto a subsequence ∇v n → ∇v point-wise a.e. in Ω.
Proof. The proof follows exactly the same arguments as in the proof of Theorem 2.1 in [4] , thanks to the strong monotonicity hypothesis (H5).
Lemma 2.12. ( [26] ) Let φ(t), k 0 ≤ t < ∞, be non-negative and non-increasing such that
where c, l, m are positive constants with β > 1. Then
where
2.7. Notation. Throughout the paper, we denote by (i) X to be the weighted Sobolev space W 
Existence results
Throughout the paper, we assume the weight function w ∈ A p . In addition, from section 3-6, we assume the ordered pair of weight functions (w, f ) belong to the following sets depending on the values of p s .
• For 1 ≤ p s ≤ N , the ordered pair (w, f ) ∈ P s (Ω) ∪ S(Ω) and
and
in Ω and f (x) ≥ 0 a.e. in Ω} for some positive positive constants c, t.
Before proceeding to state our main existence theorems, let us firstly define the meaning of weak solution to the problem (1.1).
(Ω, w). We say u = 0 on ∂Ω if u is non-negative and u ≤ 0 on ∂Ω. 
Our main existence results in this paper are as follows: Theorem 3.2. For any δ ∈ (0, 1), the problem (1.1) has at least one weak solution in X for each of the following cases:
Theorem 3.3. For δ = 1 with any p s , the problem (1.1) has at least one weak solution in X, provided f ∈ L 1 (Ω).
Theorem 3.4. For δ > 1 with any p s , the problem (1.1) has at least one weak solution, say u in W
For a proof some preliminary results are obtained in section 4.
Preliminary for Existence
For n ∈ N, define f n (x) = min {f (x), n} and consider for δ > 0, the approximated problem
In this subsection we mainly prove existence and local Holder continuity result of the problem (4.1).
Definition 4.1. A function u ∈ X is said to be a weak solution of the problem (4.1), if
Define the operator J : X → X * by
Lemma 4.2. J is a surjective and strictly monotone operator.
Proof. The proof follows from the Minty-Browder theorem since, (1) Boundedness: Using the Hölder inequality, using (H2) we obtain
. Therefore for any subsequence u n k of u n , we have ∇u n k (x) → ∇u(x) point-wise for a.e. x ∈ Ω. Since the function A(x, ·) is continuous in the second variable, we have
point-wise for a.e. x ∈ Ω. Now using the growth condition (H2), we obtain
where ||u n k || X ≤ c. Therefore since the sequence w
weakly in L p p−1 (Ω), see [22] . Since the weak limit is independent of the choice of the subsequence u n k , it follows that
weakly. Now φ ∈ X implies the function w 1 p ∇φ ∈ L p (Ω) and therefore by the weak convergence, we obtain
as n → ∞ and hence J is demi-continuous. (3) Coercivity: Using (H3), we have the inequality
Therefore J is coercive. (4) Strict monotonicity: Using the strong monotonicity condition (H5), for all u = v ∈ X, we have
Lemma 4.3. The operator J −1 : X * → X is bounded and continuous.
Proof. Using the Hölder inequality we have the estimate
Therefore, using (H3) we have
, we have the sequence {u k } uniformly bounded in X. Therefore upto subsequence there exists u 1 ∈ X such that u k ⇀ u 1 weakly in X. Now
in X * and u k ⇀ u 1 weakly in X, both the terms
Putting v = u k and u = u 1 in the inequality (4.3) we obtain ||u k || X → ||u 1 || X . Therefore by the uniform convexity of X, it follows that u k → u 1 in X which together with the convergence J(u k ) → J(u) in X * implies that u 1 = u, a contradiction to our assumption. Hence J −1 is continuous.
Proof. By the given condition and the strict monotonicity of J, we have
Hence the proof.
Using lemma (4.2) we can define the operator A : L ps (Ω) → X by A(v) = u where u ∈ X is the unique weak solution of the problem
in Ω. Therefore the sequence g k l (x) → g(x) point-wise for a.e. in Ω. Now by the Remark (2.8), |g k l | ≤ n δ+1 |φ| ∈ L 1 (Ω) and therefore from the Lebesgue dominated convergence theorem
Since the limit is independent of the choice of the subsequence, we have
Theorem 4.6. For every fixed n ∈ N with any p s , the problem (4.1) has a unique weak solution, say u n in X ∩ L ∞ (Ω). Moreover, the sequence {u n } is increasing w.r.to n and locally Holder continuous.
Proof.
(1) Existence: Define
where c(n) is a constant depending on n but not on u i , i = 1, 2. Therefore, by Lemma (4.5) and the compactness of the inclusion
together with the inequality (4.5), it follows that the map
is both continuous and compact.
Observe that,
Hence the set S is bounded in L ps (Ω). By the Schauder fixed point theorem, there exist a fixed point of the map A, say u n i.e. A(u n ) = u n and hence u n ∈ X is a solution of (4.1).
(2) L ∞ -estimate: For any k > 1, define the set
Choosing
as a test function in (4.2) together with the Hölder inequality and Remark (2.8), we obtain
Therefore we get
q . where c depends on n. Now for 1 < k < h, by the Remark (2.8), we obtain
Hence we obtain the inequality
where c is a constant dependent on n.
(3) Monotonicity: Let u n and u n+1 satisfies the equations
respectively for all φ ∈ X. Choosing φ = (u n − u n+1 ) + ∈ X and using the inequality f n (x) ≤ f n+1 (x) we obtain after subtracting the equations (4.6) and (4.7)
Now using the strong monotonicity condition (H5), we have
which gives u n+1 ≥ u n . (4) Uniqueness: The uniqueness of u n follows by arguing similarly as in monotonicity and the strict positivity follows by Theorem (2.9),(2.10). (5) Local Holder Continuity: Let 1 ≤ p s ≤ N and for x 0 ∈ Ω consider a ball B = B(x 0 , r) such that B ⊂ Ω. We apply Theorem (3.1.15) of [33] to conclude the proof.
Comparing the coefficients of equation (4.1) with the equation (3.1.1) in [33] we obtain
Putting the values of the above coefficients with K(r) = r p p−1 , we get
as defined in Theorem 3.1.15 of [33] . Now since w ∈ P s (Ω) ∪ S(Ω), (a) for w ∈ P s (Ω), we have 0 ≤ f ≤ w a.e. in Ω. Let 0 < ǫ ≤ 1 and choosing b 3 (x) = n δ f (x) we obtain for any γ > 0 the following inequality
Comparing the above inequality with the inequality (3.1.6) in [33] , we obtain s 0 = 0, s F (r) = n δ (b) and for w ∈ S(Ω), we have w ≥ c > 0 a.e. in Ω for some positive constant c and 0 ≤ f ∈ L 1 (Ω). Now choosing b 3 (x) = n δ+1 and 0 < ǫ ≤ 1, we obtain for any γ > 0 the following inequality
Comparing this with the inequality (3.1.6) of [33] , we have
By the Remark (2.4), comparing the coefficients of (2.2) and (2.3) with the inequalities (3.1.4) and (3.1.5) in [33] , we obtain s(r) = c, t(r) = 0, p(r) = c, q(r) = 0.
where c is a constant independent of r. In both the cases (1) and (2), the expression
as defined in [33] becomes a constant independent of r. Therefore by Theorem (3.1.15) of [33] , u n is locally Hölder continuous in Ω.
In case of p s > N , the result follows by the Remark (2.7).
Corollary 4.7. As a consequence of Theorem (4.6), we can define the point-wise limit of the sequence u n , say u such that there exist a constant c K > 0 satisfying u ≥ u n ≥ c K > 0 for every K ⊂⊂ Ω.
Proof of existence theorems
Proof. (Proof of Theorem 3.2) Let δ ∈ (0, 1).
(a.) Let 1 ≤ p s < N . Choosing φ = u n ∈ X as a test function in the equation (4.2) and using Hölder inequality together with the continuous embedding
||u n || X ≤ c, where c is a constant independent of n. Therefore we can apply Theorem 2.11 (thanks to the Lemma (2.6) and Corollary (4.7)) to conclude upto a subsequence ∇u n k → ∇u point-wise a.e. in Ω. Since the function A(x, ·) is continuous, we have w
As the weak limit is independent of the choice of the subsequence u n k , it follows that w 
Moreover, by Corollary (4.7) we have u ≥ u n ≥ c K > 0 for every K ⊂⊂ Ω. Since
a.e in Ω as n → ∞ by the Lebesgue dominated convergence theorem, we obtain
and hence u ∈ X is a weak solution of (1.1). (b.) Let p s = N . Choosing φ = u n ∈ X as a test function in (4.2) and using Hölder inequality together with the continuous embedding X ֒→ L q (Ω), q ∈ [1, ∞), we obtain
X , where c is a constant independent of n. Since δ + p − 1 > 0 we have the sequence {u n } is uniformly bounded in X. Now arguing similarly as in case (a.) we obtain u ∈ X is a weak solution of the equation (1.1). (c.) Let p s > N . Choosing φ = u n ∈ X as a test function in (4.2) and using Hölder inequality together with the continuous embedding X ֒→ L ∞ (Ω) we obtain
where c is a constant independent of n. Therefore the sequence {u n } is uniformly bounded in X. Arguing similarly as in (a.) we have u ∈ X is a weak solution of (1.1).
Proof. (Proof of Theorem 3.3) Let δ = 1 and f ∈ L 1 (Ω). Then choosing φ = u n ∈ X as a test function in (4.2) we obtain for any p s as in our assumption
Now arguing similarly as in Theorem (3.2) we obtain the existence of weak solution u ∈ X of (1.1).
Proof. (Proof of Theorem 3.4) Let δ > 1 and f ∈ L 1 (Ω) with p s being arbitrary as in our assumption. By theorem (4.6) for every fixed n ∈ N we have u n ∈ L ∞ (Ω) (the bound may depend on n). Choosing φ = u δ n ∈ X as a test function in (4.2) (which is admissible since δ > 1 and u n ∈ L ∞ (Ω)) we obtain
where c is independent of n. Therefore the sequence {u
and using Young's inequality for ǫ ∈ (0, 1) we obtain
2) Now choosing φ = v n ∈ X as a test function in (4.2) and using the estimates (5.1), (5.2), we obtain
where K is the support of φ and c φ is a constant depending on φ. Therefore we have
Now since the sequence {u δ+p−1 p n } is uniformly bounded in X we have the sequence {u n } is uniformly bounded in W 
Regularity Results
In this section we prove regularity results of the obtained solutions in section 3, depending on the non-linearity f . Theorem 6.1. Let 0 < δ < 1, then the solution u ∈ X obtained in Theorem (3.2) satisfies the following properties:
= 1 and
Note that (pγ −p+1−δ)m ′ = p * s γ and choosing φ = u pγ−p+1 n ∈ X as a test function in (4.1) we obtain
Now using the continuous embedding
and the fact
where c is independent of n implies the sequence {u γ n } is uniformly bounded in L t (Ω) where t = p * s γ. Therefore the point-wise limit u belong to L t (Ω) e.g, see [22] . Hence the theorem.
2) we obtain after using Hölder and Young's inequality with ǫ ∈ (0, 1)
where 
where c is a constant independent of n. Now using the continuous embedding
we obtain for 1 < k < h,
where c is a constant independent of n. Therefore we have u ∈ L ∞ (Ω). (b.) Let p s = N and q > p. Observe that
Note that (pγ − p + 1 − δ)m ′ = q γ and choosing φ = u pγ−p+1 n ∈ X as a test function in (4.1) we obtain
where c is independent of n implies the sequence {u γ n } is uniformly bounded in L t (Ω) where t = q γ. Therefore u belong to L t (Ω). (c.) Follows from theorem (3.2) using the continuous embedding X ֒→ L ∞ (Ω).
Uniqueness results
Theorem 7.1. For δ ∈ (0, 1] and w ∈ A p arbitrary, the problem (1.1) admits a unique solution in W 1,p 0 (Ω, w) for any non-negative f ∈ L 1 (Ω).
From section 7-9, we assume Ω ′ is an open subset of R N such that Ω ⊂⊂ Ω ′ ,f is defined a.e. in Ω ′ in addition to the following hypothesis:
. where
and Q t (Ω) as defined earlier in section 3, for some positive constants c, t.
Theorem 7.3. For any δ > 1, the problem (1.1) admits a unique solution u ∈ W 1,p loc (Ω, w) in each of the following cases:
Preliminary for Uniqueness
In this section, we prove two comparison lemmas, namely sub-solution and supersolution lemma to conclude the uniqueness theorems by considering the following problem
and u > 0 in Ω.
For n ∈ N, define f n (x) = min {f (x), n} and consider the approximated problem
As in section 3, using lemma (4.2) we can define the operator B : L ps (Ω) → X by B(v) = u where u ∈ X is the unique weak solution of the problem
Now arguing similarly as in Lemma (4.4), it follows that the map
Theorem 8.3. For every fixed n ∈ N with any p s , the problem (8.3) has a unique weak solution, say u n in X ∩ L ∞ (Ω). Moreover the sequence {u n } is increasing w.r.to n.
Proof. The proof follows by arguing similarly as in the proof of Theorem (4.6).
Theorem 8.4. u n is locally Holder continuous in Ω.
Proof. Let 1 ≤ p s ≤ N and consider for x 0 ∈ Ω the ball B = B(x 0 , r) such that B ⊂ Ω. The whole proof follows the lines of the proof of Theorem (4.6) except a change on the coefficient b 3 , namely we can choose
, by the remark (7.2), we have w ∈ P s (Ω) ∪ S(Ω).
(1) For w ∈ P s (Ω), we have 0 ≤ f ≤ w a.e. in Ω. Let 0 < ǫ ≤ 1 and choosing b 3 (x) = h f (x) we obtain for any γ > 0 the following inequality
Comparing this with the inequality (3.1.6) in [33] , we have
and for w ∈ S(Ω), w ≥ c > 0 a.e. in Ω for some positive constant c and 0 ≤ f ∈ L 1 (Ω). Now choosing b 3 (x) = n l we obtain for any ǫ ∈ (0, 1] and γ > 0 the following inequality
Comparing the above inequality with the inequality (3.1.6) of [33] , we have
Therefore in both the cases (1) and (2), the expression C(r) defined in Theorem (4.6) becomes a constant independent of r. Hence by Theorem (3.1.15) of [33] , u n is locally Hölder continuous in Ω. For p s > N , the local Hölder continuity follows from the Remark (2.7).
Corollary 8.5. By Theorem (8.3) we can define the pointwise limit of the sequence u n , say u and as a consequence of Theorem (8.4) there exist a constant c K > 0 such that u ≥ u n ≥ c K > 0 for every K ⊂⊂ Ω.
Theorem 8.6. The problem (8.1) has a weak solution in X for the following cases:
Choosing φ = u n as a test function in (8.3) and using the continuity of the embedding X ֒→ L
Therefore we obtain
where c is dependent on f but independent on n. Hence the sequence {u n } is uniformly bounded in X. Now arguing similarly as in Theorem (3.2), we have the existence of a weak solution in X of the problem (8.1). Part (b) and (c) follows arguing similarly as in case (a).
Lemma 8.7. (A priori estimate) Let v ∈ X be any weak solution of (8.1). Then we have
where c is independent of v in each of the following cases:
Proof. (a.) The proof follows arguing similarly as in part (ii) of theorem (6.1).
where A(k) = {x ∈ Ω : v(x) ≥ k a.e. in Ω}. Since m > p + 1, we have m > 2. Using Hölder inequality in the above estimate we obtain
Where c is a constant independent of l. Now using the continuous embedding
We prove an estimate near the boundary for weak solutions (which are in general is not continuous upto the boundary) of the problem (8.1). This mainly follows from the Wiener criterion and some capacity estimates, see [21, 33] .
and for an arbitrary set E ⊂ Ω ′ ,
for U open. 
u > 0 a.e. in Ω and u = 0 on ∂Ω. Proof. Fix ǫ = 2 l
By density we can assume there exist
Since the function w|∇u| p is integrable in the support of (u − v − ǫ) + , applying the Lebesgue dominated convergence theorem
By (8.7) and (8.8), and using the strong monotonicity condition (H5) and the fact ǫ > l 
Since the support of (v − u − ǫ)
+ is contained in Ω \ A γ ⊂⊂ Ω, we can apply Lebesgue dominated convergence theorem to pass the limit and obtain 
≤ 0 which implies T η ((v − u − ǫ) + ) = 0 a.e. in Ω. Hence by the arbitrariness of η > 0, we have v − u − ǫ ≤ 0. Now letting ǫ tend to 0, we have v ≤ u.
Proof of the uniqueness theorem
Proof. (Theorem 7.1) Let δ ∈ (0, 1], w ∈ A p be arbitrary and u 1 , u 2 ∈ X are two solutions of the equation (1.1). The fact (u 1 − u 2 ) + ∈ X allows us to choose {ϕ n } ∈ C ∞ c (Ω) converging to (u 1 − u 2 ) + in || · || X . Now setting, ψ n = min {(u 1 − u 2 ) + , ϕ )ψ n dx ≤ 0.
Passing to the limit and using the strong monotonicity condition (H5), (u 1 −u 2 ) + = 0 a.e. in Ω which implies u 1 ≤ u 2 . Similarly changing the role of u 1 and u 2 , we get u 2 ≤ u 1 . Therefore, u 1 ≡ u 2 .
Proof. (Theorem 7.3) Let δ > 1 and u 1 , u 2 ∈ W 1,p loc (Ω, w) are two solutions of the equation (1.1) . Then u 1 , u 2 are both sub and super-solutions of the problem (1.1). By the given conditions on f using Theorem 8.6, there exists a weak solution of the problem 8.1, say v ∈ X. Therefore, Lemma (8.13) and (8.14) implies
Hence, we have
Since l > 0 is arbitrary we have u 1 ≤ u 2 . Similarly changing the role of u 1 and u 2 we get u 1 ≥ u 2 . Hence u 1 ≡ u 2 .
Example:
Assume 
