Abstract: This paper proposes a novel method of sparse signal reconstruction, which combines the improved double chains quantum genetic algorithm (DCQGA) and the orthogonal matching pursuit algorithm (OMP). Firstly, aiming at the problems of the slow convergence speed and poor robustness of traditional DCQGA, we propose an improved double chains quantum genetic algorithm (IDCQGA). The main innovations contain three aspects: (1) a high density quantum encoding method is presented to reduce the searching space and increase the searching density of the algorithm; (2) the adaptive step size factor is introduced in the chromosome updating, which changes the step size with the gradient of the objective function at the search points; (3) the quantum π/6-gate is proposed in chromosome mutation to overcome the deficiency of the traditional NOT-gate mutation with poor performance to increase the diversity of the population. Secondly, for the problem of the OMP algorithm not being able to reconstruct precisely the effective sparse signal in noisy environments, a fidelity orthogonal matching pursuit (FOMP) algorithm is proposed. Finally, the IDCQGA-based OMP and FOMP algorithms are applied to the sparse signal decomposition, and the simulation results show that the proposed algorithms can improve the convergence speed and reconstruction precision compared with other methods in the experiments.
Introduction
Signal decomposition and expression comprise a fundamental problem in the theory research and engineering application of signal processing. The traditional signal decomposition methods are decomposing the signals into a set of complete orthogonal bases, such as cosine transform bases, Fourier transform bases, wavelet transform bases, and so on. However, these decomposition methods suffer from inherent limitations for different kinds of signals [1] . For example, due to the lack of resolution ability in the time domain of the Fourier transform, the local component of the non-stationary signal has difficulty finding a correspondence of the Fourier coefficient. Therefore, Mallat et al. proposed a new signal decomposition method based on over-complete bases, which is called sparse decomposition or sparse reconstruction [2] . Compared with complete orthogonal bases, the over-complete bases (or redundant dictionary) are redundant, that is the number of base elements is larger than that of the dimensions. In this case, the orthogonality between the bases will no longer be guaranteed, and the bases are renamed atoms. The purpose of sparse reconstruction is to select as few atoms as possible in a given redundant dictionary to represent the signal succinctly. The selection process of atoms is also called the optimal atomic selection. Because the sparse decomposition can adaptively reconstruct the sparse signals using atoms in the dictionary, it has been widely applied in many aspects, such as signal time-frequency atom processing methods. A Gabor atom in the redundant dictionary consists of a modulated Gauss window function:
where g(t) = e −πt 2 represents the Gauss window function. s, u, v and w represent scale, translation, frequency and phase of the atom, respectively. The Gabor redundant dictionary can be formed by stretching (s), translating (u) and modulating (v,w) a Gabor atom.
γ(s, u, v, w) is a set of the time frequency parameters, which can be discretized in the following ways [2] : γ(s, u, v, w) = (a j , pa j ∆u, ka −j ∆v, i∆w) where a = 2; ∆u = 1/2; ∆v = π; ∆w = π/6; 0 j log 2 N; 0 p 2 −j+1 N; 0 k < 2 j+1 ; 0 i 12. The Gabor dictionary has a high redundancy, assuming the signal length is Nand the atomic number is 52(Nlog 2 N + N − 1). The purpose of this paper is to design the algorithms for atom selection and signal reconstruction, by selecting as few atoms as possible in the Gabor redundant dictionary to approximate the sparse signal.
OMP
Matching pursuit (MP) is a typical greedy algorithm that decomposes the signal into a linear expression of the optimal atoms that are selected from a redundant dictionary; while another greedy algorithm, the OMP, inherits the atomic selection rules of the MP algorithm. The difference is that selected atoms are processed by the Gram-Schmidt orthogonal method, and then, the residual signals are projected on the orthogonal atoms, which can improve the convergence of the algorithm [8] . The main procedures of the OMP algorithm are:
Step 1: In the redundant dictionary, we choose the optimal atom g γ 1 that matches the original signal f by:
where · represents the inner product operation and {g γ } γ∈Γ is the redundant dictionary.
Step 2: Let µ γ 1 = g γ 1 ; normalizeµ γ 1 by e γ 1 =
; then, f can be decomposed into:
where f , e γ 1 e γ 1 is the projection of f in e γ 1 and R 1 f represents residual signal after the first decomposition of f .
Step 3: Continue to decompose the residual signal; select the optimal atom g γ k in the k-th decomposition:
Step 4: The Gram-Schmidt orthogonal algorithm is applied to g γ k :
Step 5: Normalize µ γ k ; we get e γ k = µ γ k µ γ k ; then, the residual signal R k−1 f can be decomposed into:
As the number of iterations k increases, after the K-th decomposition, the energy of the residual signal R k f converges to zero [8] . The approximate representation of f can be obtained:
From the above steps, we know that the traditional OMP algorithm uses the hard threshold method by setting a large iteration K to get the signal sparse approximation or selects ||R k f || 2 2 less than a given threshold as the iteration termination condition. However, in complicated noisy environments, the threshold is hard to define to make the energy of the residual signal R k f contain only the noise signal instead of converging to zero. Therefore, an adaptive OMP algorithm is enlightened and proposed in the next section.
The Proposed FOMP Algorithm
Generally, the noisy sparse signal is composed of the effective signal components and the noise components. The effective signal components are the sparse components in the noisy sparse signal, and the Gabor atoms can be used to reconstruct them [2] . If the signal energy is applied to measure the number of decomposed atoms (iteration times K), for the sparse signal without noise, the greater the number of decomposed atoms, the smaller the energy of the residual signal. However, for the noisy sparse signal, with the continuous extraction of effective signals, too many atoms will reconstruct the noise components. By contrast, if the number of atoms is too small, it will lose some useful information; thus, the reconstructed signal cannot accurately approximate the effective components. To solve this problem, this paper proposes an FOMP algorithm that fully considers the fidelity of the reconstructed signal.
The Gabor atoms dictionary does not contain the atoms that match the Gauss white noise, so when the noisy sparse signal is decomposed, the atom that has the highest correlation with the effective signal is extracted firstly. With the increasing of the number of iterations, the correlation between the residual signal and the dictionary gets weaker and weaker. Assume f and R k f are the noisy sparse signal and residual signal after the k-th iteration, respectively. f can be decomposed into:
where f e is the effective signal components. ∆w is the frequency band of the f e . f n(∆w) and f n are the noise in the frequency range and the noise outside of the frequency range. When the OMP method is used to decompose the signal, f n , and all atoms in the dictionary are orthogonal because f n is the noise outside of ∆w [8] , the energy of residual signal ||R k f || 2 2 after the k-th iteration is:
where K is the iteration times, u is a coherent coefficient of the Gabor atoms dictionary and:
The traditional OMP algorithms select ||R k f || 2 2 less than a given threshold as iteration termination condition. However, when the signal-to-noise ratio (SNR) is low, the value of the || f n || 2 2 is relatively large, which reduces the the effectiveness of the traditional algorithms. In this paper, we find that the difference between the residual signal of the k-th and (k + 1)-th iterations can eliminate the noise term || f n || 2 2 , and the difference will exponentially converge to zero,
According to Equation (13), we know that the difference between the residual signals can be used as a crucial factor of the iteration termination condition when using the OMP method to decompose the signal. Therefore, we define the fidelity:
where the numerator is the energy of the matched signal in the (k + 1)-th iteration, and the denominator is the energy of residual signal after the (k + 1)-th iteration. If the matched signal is precisely the remaining effective components in the (k + 1)-th iteration, then the residual signal contains only noise components, and k + 1 is the critical point to separate the effective signal and noise. Therefore, the fidelity η k+1 represents the energy ratio of the effective and noise components, and η k+2 is the energy ratio of the noise and residual noise components. When the effective signal energy is much larger than the noise, η k+2 will be far less than η k+1 , and in the subsequent iterations, η remains stable. Based on the analysis above, set the fidelity threshold ξ; when η k+2 ξ, the effective signal is accurately approximated, and the number of decomposed atoms is the sparsity of the original signal.
IDCQGA-Based FOMP Algorithm
DCQGA contains three key technologies: quantum bit (qubit) encoding, chromosome updating and mutation. In this paper, aiming at the defects of the three technologies, we propose an IDCQGA with a high density of search space, an adaptive update step size and the quantum π/6-gate, which modifies the encoding method, the chromosome updating and mutation of DCQGA, respectively. The IDCQGA has higher search efficiency and robustness than the traditional DCQGA.
3.1. The Principle of DCQGA 3.1.1. Double Chains Qubit Encoding DCQGA applies double chains quantum bits for encoding chromosomes. In the quantum computation, the smallest unit of information is the qubit [29] . The state of a qubit can be described as:
where |0 and |1 represent two basis states of the qubit and |ϕ is the quantum superposition state. α and β are, respectively, the probability amplitudes of the two basis states |0 and |1 , α 2 + β 2 = 1. In DCQGA, a pair of probability amplitudes [α β] T is represented by [cos(t) sin(t)] T , where t = 2π × rand, and rand is a random number between zero and one. Therefore, double chains encoding for the i-th chromosome can be expressed as:
where p cos i and p sin i are the cosine chain encoding and sine chain encoding, respectively. t ij = 2π × rand, i = 1, 2, · · · , m, j = 1, 2, · · · , n. m represents the population size (the number of chromosomes); n is the number of qubits. The probability amplitudes of the qubit in each chromosome are periodically varied, which repeat in the unit circle in the process of updating, and the value range is (−1, 1) with the encoding space being (0, 2π). However, such a large search space will affect the convergence rate of the algorithm.
Quantum Rotation Gate Updating
In DCQGA, the quantum rotation gate is used to update the qubit phase. Quantum rotation gate is defined as:
where ∆θ is the rotation angle, and the updating process can be expressed as:
where: cos(t ij ) sin(t ij ) and:
are the probability amplitudes before and after updating the j-th qubit in the i-th chromosome, respectively. The direction and step size of ∆θ are crucial, which can directly affect the speed and search efficiency of the algorithm. For the direction of ∆θ, it can be obtained by the following formula:
where α 0 and β 0 are the probability amplitudes of a qubit in the global optimal solution and α 1 and β 1 are the probability amplitudes of the corresponding qubits in the current solution. When A = 0, the direction of ∆θ is −sgn(A); when A = 0, the direction of the ∆θ can be positive or negative. For the step size of ∆θ, according to [25, 29] , we know that the when ∆θ 0.001π, the change rate of ∆θ is very small, which reduces the convergence speed and efficiency of the algorithm. When ∆θ 0.1π, it is easy to cause premature convergence. The literature [25, 29] gives that the range of ∆θ is (0.005π, 0.1π), but does not provide a basis for the selection. Meanwhile, the current literature obtains the step size without considering the differences of the chromosomes and the change trend of the objective function.
Quantum Chromosome Mutation
In order to reduce the probability of prematurity and increase the diversity of the population, the mutation process is introduced by the quantum NOT-gate in the traditional DCQGA. The NOT-gate is defined as:
The mutation effect of the NOT-gate for the j-th qubit in the i-th chromosome is:
Since cos( π 2 − t ij ) = sin(t ij ) and sin( π 2 − t ij ) = cos(t ij ), therefore, the NOT-gate mutation method is actually a swap of two bits of the genes in the chromosome and does not effectively increase the diversity of the population.
The Proposed IDCQGA

High Density Qubit Encoding
For simplicity, consider the sine chain temporarily. We reduce the range of encoding space firstly by limiting the phase angle t ij of the probability amplitude to [π/2, 3π/2], so t ij = π/2 + π × rand, and the range of the probability amplitude is still in (−1, 1) . The improved encoding method ensures the monotonicity between the phase angle and the probability amplitudes. Meanwhile, it compresses the encoding space, namely it improves the density of the probability amplitude. However, a smaller encoding space will reduce the search probability of the optimal solution, as shown in Figure 1a . From Figure 1a , we know that when the encoding space is (0, 2π), and the corresponding probability amplitude is −0.4; there are two phase solutions P 1 and P 2 . If the encoding space is [π/2, 3π/2], the corresponding phase solution is only P 1 , which will reduce the probability of searching the global optimal solution. Therefore, we introduce an adjustment factor kduring encoding to compensate for this deficiency, the improved double chains encoding method is shown as:
where the adjustment factor kis an integer greater than or equal to one. When k = 1, Equation (22) is the traditional double chains encoding; when k > 1, the adjustment factor compresses the period of the probability amplitude function and improves the probability of searching the global optimal solution. As shown in Figure 1b , when k = 1 and the encoding space is in the range of [π/2, 3π/2], the phase angle corresponding to the probability amplitude of −0.4 is only P 3 ; when k = 2, the encoding space is also [π/2, 3π/2], the phase angles corresponding to the probability amplitude of −0.4 are P 1 and P 2 . This improved encoding method improves the search density and the probability of searching the global optimal solution under the premise of ensuring the search range.
(a) (b) In theory, the probability of searching the global optimal solution increases with the increasing of k. However, when k is too large, it will affect the convergence speed. After weighing the advantages and disadvantages, the adjustment factor k is chosen as three in this paper. The improvement of the encoding method is called high density qubit encoding, which increases the density of the search space and improves the searching probability.
Adaptive Step Size for Updating
In IDCQGA, we propose an adaptive step size quantum gate update method. The rotation angle ∆θ is adjusted according to the changing of the fitness function at the search point (a single gene chain).
When the change rate of the fitness function is large at the search point, the search step size is reduced appropriately. Conversely, it is appropriate to increase the search step size. Considering that the objection function is differentiable, the relative change rate (gradient) of the objective function is introduced into the rotation step size function. Define:
where f (X j i ) is the gradient of the objective function f (x) at the point X j i , and f j max and f j min are defined as:
where
represents the j-th components of the vector X i in the solution space, m is the population size and n represents the number of bits in a single chromosome.
Based on the above-mentioned strategy of rotation angle and the step size range (0.005π, 0.1π) given by [24, 28] , in IDCQGA, the rotation angle function ∆θ is defined as:
The defined rotation angle function possesses two advantages. One is that the defined 0.005π(1 + 19δ) (0 < δ < 1) brings the adaptive step size changes in the effective range of (0.005π, 0.1π), which can ensure the validity of the chromosome updating. Another is that the step size is adaptively adjusted when the gradient of the objective function changes. In other words, such a modified method can make each chromosome jog in escarpment during the search procedure to avoid missing the global optimum solution and stride in plainness during the search procedure to accelerate convergence.
Quantum π/6-Gate for Mutation
In IDCQGA, the π/6-gate mutation is proposed and defined as follows:
The mutation effect of the π/6-gate for the j-th qubit in the i-th chromosome is:
From the above formulas, we can see that the π/6-gate mutation strategy is also a phase angle rotation, but this rotation changes the amplitude of the qubit, thus increasing the diversity of the population. Besides, although the π/6-gate mutation has achieved promising results in this paper, it is important to note that we are not claiming that π/6 is the best angle to mutate the chromosome. Readers can make appropriate adjustments of the angle according to different experiments.
FOMP Algorithm Combined with IDCQGA
This section gives the implementation steps of the FOMP algorithm based on IDCQGA for sparse decomposition: γ(s, u, v, w) is the group of parameters to be optimized in atom g γ ; the inner product R k−1 f , g γ of the residuals signals and the atoms as the fitness function of the optimization algorithm; the fidelity threshold as the iterative termination condition of the FOMP algorithm.
Step 1: Set the parameters for the FOMP algorithm. Construct the Gabor atoms dictionary according to Equation (1), and initialize the residual signal R 0 f = f and fidelity threshold ξ.
Step 2: Initialize the quantum population. According to Equation (22) , use the proposed high density encoding method to generate m chromosomes. Set the evolutionary generations gen and mutation probability P m .
Step 2.1: Transform the solution space. Each chromosome contains two chains, and each chain contains four probability amplitudes (four parameters in γ(s, u, v, w) ). Using linear transform, probability amplitudes from the four-dimensional unit space I 4 = [−1, 1] 4 can be mapped to the solution space X 4 = [a i , b i ] 4 (a i and b i are the bounds of the parameters) of the optimize problem. After transformation, each chain corresponding to a solution, each probability amplitude corresponding to an optimal variable of the solution.
Step 2.2: Compute the fitness function. Get the inner products of the residuals signal and the atoms, namely obtain the fitness value of each chromosome according to Equation (4) . Record the current optimal solution and the corresponding optimal chromosome ∼ p .
Step 2.3: Update and mutate the chromosome. Update the population by the quantum rotation gate, and mutate the population by the quantum π/6-gate. Determine the rotation angle according to Equation (26) . Make the ∼ p as the object, and update each qubit in the chromosome by using the quantum rotation gate. According to Equation (28) and the mutation probability P m , the mutation operation is performed on the new chromosome to obtain a new generation of chromosomes.
Step 2.4: Return to Step 2.1 and loop the processes for the new generation of the chromosome until it satisfies the evolutionary generations gen of IDCQGA.
Step 3: Calculate the fidelity η. According to Equation (14) , when fidelity η > ξ, Equations (5) and (6) are applied to update the signal residuals, and then, return to Step 2. Otherwise, the FOMP iterative termination condition is satisfied; output the optimal solution, and restructure the signals.
Simulation Results and Analysis
The following experiments are performed in MATLAB 2012(a) using a Pentium(R) Processor G3260 + 3.3-GHz processor with the Windows 7 operating system. In order to prove the validity of the proposed algorithm in the noisy case, the average recovered signal-to-noise ratio (ASNR) and the root mean square error (RMSE) are defined, which are presented as:
where x i andx i represent the i-th source and restored signal. A larger ASNR or RMSE indicates higher accuracy of the restored signals.
Experiment 1 and Analysis: Performance of the IDCQGA
To show the performance of the IDCQGA, an optimization experiment of Shaffer's F6function is designed, and the IDCQGA is compared with PSO [28] , GA [20] , QGA [26] and conventional DCQGA [29] . Shaffer's F6 can be expressed as:
(1 + 0.001(x 2 + y 2 )) 2 −100 x 100 −100 y 100 (31)
The three-dimensional surface of Shaffer's F6 function is as shown in Figure 2a . Figure 2b ,c is the profiles of y = 0 and x = 0. From Figure 2 , we know that there is only one global maximum point and infinitely many local maximum points in the range of both variables, which are both in (−100, 100). The global maximum point and global maximum are (0, 0) and one, respectively. When the function value obtained by the optimization algorithms is more than 0.990, we consider that the global maximum is obtained. The parameter setting of IDCQGA and other algorithms is shown in Table 1 . In order to make comparisons easier, the initial experimental settings are the same as [26] . For DCQGA and IDCQGA, parameter "bits of gene" is equal to the number of variables (x and y), so it is two. In IDCQGA, the initial rotation angle is not needed because our algorithm is adaptive according to Section 3.2.2. For the PSO algorithm, there are two additional scaling factors c 1 = 1.5 and c 2 = 1.7, which represent the weights of the statistical acceleration that push each particle to the optimum position [28] . The optimization results of the five algorithms for Shaffer's F6 function are shown in Table 2 and Figure 3 . The simulation results show that the proposed IDCQGA in this paper has the highest efficiency and the best optimization results in the five algorithms. From Table 2 , we know that only IDCQGA and DCQGA perform well, which have reached the convergence criteria. Meanwhile, IDCQGA is superior to the other three algorithms in both convergence speed and convergence accuracy, for which the best values of convergence and generation times are 0.99793 and 22, respectively. The PSO, GA and QGA fall into the local extreme point and lead to premature convergence of the algorithm. From Figure 3 , we can see that the PSO, GA and QGA algorithms fall into the local extrema, which corroborates the above conclusions. QGA is the first to fall into the local extremum. This is predictable because the QGA algorithm has a poor update and mutation effect, which leads to the premature convergence in complex function optimization. The PSO algorithm shows better performance than GA and QGA because of the memory function, but the convergence rate is slow. IDCQGA has a faster convergence rate than DCQGA, which means that the proposed encoding method improves the searching speed. At the same time, IDCQGA obtains the global optimal solution without getting into the local extremum, so demonstrating that the proposed update method and π/6 mutation are more reasonable and effective.
In order to verify the stability of the proposed IDCQGA, Shaffer's F6 functions are optimized ten times by five algorithms, and the results are compared with the results of Table 3 and Figure 4 . From the simulation results, we know that the optimization efficiency of the proposed IDCQGA algorithm is still the highest and basically consistent. Although the PSO and DCQGA algorithms can also achieve the purpose of optimization, the stability is poor. The above analysis shows that the proposed high density encoding, adaptive step size factor and the π/6 mutation gate can obviously improve the stability of the optimization algorithm. 
Experiment 2 and Analysis: Performance of the OMP Based on IDCQGA
In this experiment, the effectiveness of the IDCQGA-based OMP algorithm is verified by using the real speech signal without noise. The sampling point is 20,000; the population size is 50; the evolution generation of IDCQGA is 100. In order to reduce the memory requirement of the algorithm, the speech signal is divided into frames, and each frame contains 256 sampling points. Take a frame of the speech signal. The original frame signal and the reconstruction frame signal using 100 atoms are shown in Figure 5 . Figure 6 indicates the residual frame signal and frequency after the reconstruction. The original speech signal and the reconstructed speech signal are shown in Figure 7 . The ASNR and RMSE of the reconstructed signal and the original signal are 38.6 dB and 0.025, respectively. It can be seen from the figures and results that the waveform and frequency of the reconstructed signal are similar to the source signal. The reason is that, in the noise-free signal environment, the more the iterations (more atoms reconstruct the signal) of the OMP algorithm based on IDCQGA, the smaller the residual signal and the more accurate the reconstructed signal. The complexity analysis: For each frame of the speech signal, the traditional MP algorithm requires 52(Nlog 2 N + N − 1) = 119,756 (N is the number of sampling points) inner products' operations to search each optimal Gabor atom, while the OMP algorithm needs more (k − 1) + 1 = k (k is the number of atoms in the current decomposition) inner products' operations because of the orthogonal projection. Therefore, the fast convergence of OMP is based on the increase of the complexity. Because the IDCQGA does not involve the complex inner product operation in the optimization, the IDCQGA-based OMP algorithm requires (50 × 100) + k = 5000 + k (50 represents the population size, and 100 is the evolution generation) inner products' operations to search each optimal Gabor atom, while the traditional OMP algorithm needs 119,756 +k inner products' operations. Therefore, the proposed algorithm can obviously reduce the complexity of sparse decomposition with little sacrifice of the optimization quality.
Experiment 3 and Analysis: Performance of the FOMP Based on IDCQGA
In order to verify the stability of the IDCQGA-based FOMP algorithm in noisy environments, at first, we reconstruct one frame of the speech signal when the signal-to-noise ratio (SNR) is 20 dB and 30 dB. The relationship between the fidelity and the iterations is shown in Figure 8a . It can be seen from the graph that the fidelity presents an obvious jump after 36 iterations and then remains almost stable. This indicates that R 35 − R 36 2 2 is greater than R 36 2 2 . That is, 36 is the adaptive iterative termination critical point when the SNRs are 20 dB and 30 dB. Figure 8b shows the trend of the RMSE between the reconstructed signal and the original signal with the increases of the number of atoms in the 20-dB and 30-dB SNR. It can be seen that the RMSE of the reconstructed signal decreases to the minimum when the atom index = 36. This can be explained by the principles of atomic analysis and FOMP: In each step of matching pursuit, by calculating the inner products of the atoms and residual signals, we choose the matching atoms with the largest (or relatively large) inner product, which is most relevant to the effective component. Therefore, the initially searched atoms must be the main components of the effective signal. With the increase of the number of atoms, the atomic correlation becomes smaller. When the signal is extracted from a certain number of atoms, the residual signal is almost all of the noise, the minimum RMSE is obtained. Additionally, RMSE increases again when the atom increases because too many atoms will reconstruct the noise components. At the same time, in this experiment, we can set the same fidelity threshold 0.08 in different SNR situations, and this proves the high adaptiveness of the FOMP algorithm. Under different SNR conditions, the average recovered signal-to-noise ratio (ASNR) is used as the evaluation index. Four algorithms are compared respectively to discuss the ASNR of the reconstructed signal. The results averaged over 50 Monte Carlo trials are shown in Figure 9 . From the figures, we know that, in noisy environments, the four algorithms can achieve a similar and higher ASNR. At the same time, the IDCQGA is superior to the other three algorithms in the reconstruction accuracy. While performing this experiment, the CPU time is recorded to measure the computational complexity of each algorithm. The CPU times occupied by GA-FOMP, QGA-FOMP, DCQGA-FOMP and IDCQGA-FOMP in the 20-dB SNR are as follows: 2.30 s, 1.86 s, 1.53 s, 1.36 s. There are two main reasons that explain the above conclusions. One is that the proposed FOMP algorithms can be used to terminate the iteration at the critical point of the signal and noise under the condition of different SNRs. Thus, the four algorithms can all achieve a higher ASNR. The other is that the proposed high density encoding and adaptive update step in IDCQGA reduces the inner product computation and improves the convergence speed of the algorithm under the prerequisite of guaranteeing the optimization precision. 
Experiment 4 and Analysis: The Applicability of the Proposed Algorithms for Radar Signals
In this experiment, radar signals are utilized to verify the applicability and effectiveness of the Gabor decomposition method and the proposed algorithm. Four typical radar emitter signals,conventional pulse signal (CON), linear frequency modulated signal (LFM), binary phase coded signal (BPSK) and binary frequency coded signal (BFSK), are chosen for sparse reconstruction. The parameter settings are as follows: signal pulse width 10 µs, LFM bandwidth 5 MHz; all of the rest of the signal carrier frequency is 2 MHz, except that the BFSK has two frequency points at 5 MHz and 10 MHz. BPSK and BFSK use a 13-bit Barker code. When the SNR is 15 dB, for each typical radar emitter signal, the IDCQGA-based FOMP algorithm is applied to reconstruct the signal with the fidelity threshold of 0.02. The original signal, the noisy signal and the reconstructed signal of the radar emitter signals are shown in Figure 10 . It can be seen from Figure 10 that under the fidelity threshold conditions, by using the atomic decomposition of the typical radar emitter signals in the redundant dictionary, the extracted Gabor atoms can effectively restore the original signal, which can reflect the main features of the original signal. The applicability of the proposed algorithm to radar signals is verified. In order to compare the effectiveness of the proposed method of the radar signal in different SNR environments, Table 4 lists the RMSE of the original signal with the noisy signal and the reconstructed signal. From Table 4 , we know that the RMSE of the reconstructed signal and the original signal is significantly lower than the RMSE between the noisy signal and the original signal under different SNR conditions. It is proven that the characteristic parameters extracted from the noisy signal can be used to suppress the noise, and the proposed algorithms have better adaptability to the radar signals.
Conclusions
In this paper, an FOMP algorithm is proposed to solve the problem of the traditional OMP algorithm not being able to reconstruct effectively the signal in noisy environments. At the same time, due to the shortcomings of the DCQGA, we put forward an IDCQGA with the rapid and accurate optimization characteristics, which modifies the double chains encoding, the chromosome updating and mutation of DCQGA, respectively. Then, the IDCQGA and FOMP algorithm are combined to realize the sparse decomposition of a speech signal and radar signals. Compared with other methods in the experiments, the proposed algorithm can improve the convergence speed of the algorithm on the premise of ensuring the discriminability and fidelity of reconstructed signal. How to achieve better results under lower SNR conditions and how to solve the problem of weak sparse signal reconstruction in blind sources conditions is the next research direction.
