Adaptive wavelet-collocation numerical methods (AWCM) for solving the Euler equations for compressible flow with shock discontinuities are described. An algorithm is constructed to add a minimal but sufficient amount of viscosity in the vicinity of steep gradients, based on the behavior of wavelet coefficients there. This selective addition of numerical viscosity minimizes oscillations in the vicinity of shocks found in other numerical methods. AWCM are validated by successful comparison of the numerical solutions with analytical results for several paradigm compressible flow problems. An AWCM solution is given for a thermally initiated DDT in a reactive gas undergoing one step Arrhenius kinetics with a modest activation energy. The solution compares quite favorably with an older result from a MacCormack-based numerical solution.
I. Introduction
Spatially resolved, thermal power deposition of limited duration into a finite volume of reactive gas is the initiator for planar deflagration to detonation transition (DDT) on the microsecond time scale. Sileem et al. 1(SKH) and Kassoy et al. 2, 3, (KKNC2, 3) use an explicit MacCormack 4 scheme to obtain solutions to the one-dimensional reactive Euler equations with one-step Arrhenius kinetics. SKH conclude that "The one dimensional unsteady mathematical model. . . appears to provide a physically plausible description of detonation initiation through a transition from deflagration to detonation." However, the high-speed deflagration generated by the initial burst of power supplied by the external source does not itself evolve into a shock-coupled reaction zone. Rather, the spontaneous, but explainable appearance of highly localized reaction centers are found to be the sources of compression waves that strengthen an initially weak lead shock sufficiently to facilitate a closely coupled reaction zone. Localized reaction centers appear when the characteristic reaction time in that volume of reactive mixture is as short as the acoustic time defined by the ratio of the volume dimension to the local speed of sound. In that case momentary, partial inertial confinement is possible and pressure rises with temperature in a localized volume of reactive material. Subsequent expansion of the hot spot driven by the locally large spatial pressure gradient drives compression waves into the surrounding mixture. Combustion and gasdynamic transients are essential to the formation of the detonation. Oppenheim 5 observed the formation and evolution of reaction centers described as explosions in the explosion in a system with transverse wave processes. Compression waves generated by these localized regions of very rapid chemical heat addition were deemed crucial to the DDT process. Others have since observed similar phenomena in multidimensional numerical results. 6, 7 Further development of the SKH approach (KKNC2, 3) has focused on solution reliability and a parametric study of solution sensitivity to the magnitude and location of the initial power burst as well as the activation energy of the one step reaction. Results of this work indicate that the transient dynamics of planar DDT evolution are (a) dependent on the magnitude and location of the initial power deposition process, (b) sensitive to the activation energy of the one step Arrhenius reaction, (c) characterized by the spontaneous appearance of several localized hot spots (reaction centers) resulting from conditioning of isolated volumes of reactive mixture by the compression wave structure inherent in a reactive gasdynamic environment with thermal power addition from external and chemical sources and (d) likely to lead initially an overdriven detonation which relaxes smoothly to a CJ wave.
The MacCormack scheme 4 used in SKH and KKNC2, 3 is known to produce undesirable solution oscillations in the vicinity of large gradients (shocks). In principle, these oscillations can be sources of error in the local reaction rate modeled by an Arrhenius exponential term. Recently developed numerical methods can suppress numerical overshoot leading to more accurate solution representation when large gradients are present. An adaptive wavelet-collocation method (AWCM) developed originally by Vasilyev and coworkers [8] [9] [10] [11] for solving the Navier-Stokes equations in multiple dimensions has been extended recently by Regele and Vasilyev for solving hyperbolic equation systems like the reactive Euler equations that describe thermally initiated DDT processes. The efficiency of the adaptive wavelet-collocation solver is combined with the simplicity of a flux-limited type approach to explicitly add a minimal, but sufficient amount of artificial viscosity near shocks. A series of inert and reactive compressible flow problems with known solutions are used as test cases to successfully validate the effectiveness of the AWCM method.
One of the main difficulties encountered when numerically modeling detonation initiation through localized thermal energy deposition is coping with the numerous spatial and temporal scales involved. The reaction and energy deposition zones are quite small in comparison to the entire detonation tube and the energy is deposited on sub-acoustic time scales. Relative to local acoustic time scales the time for the detonation to form is large, especially for realistic activation energies. The multiplicity of scales makes it challenging to accurately model the initiation process in a truly multi-dimensional sense. Even the successful multidimensional simulations performed have been required to use Adaptive Mesh Refinement (AMR) techniques to reduce the computational cost. However, most of these schemes adapt the grid based upon adhoc rules and assumptions that do not guarantee the most efficient use of compuational resources. For example Sharpe has done numerous numerical studies on the multi-dimensional behavior of detonations through the use of an AMR µCobra code in which the refinement rules are based upon the size of the reaction rate. 12, 13 This will do an accurate job of ensuring that the finest level of resolution is reached at the shock/discontinuity in the solution, but it requires points in the relatively smooth reaction zone following behind the shock adding unnecessary computational cost to the problem.
The numerical solution of the hyperbolic conservation laws presents an added level of difficulty due to their inherent nature to form jump discontinuities. The number of techniques and algorithms available to address these problems are abundant and endless in the literature. However, there exists a major commonality among most schemes and that is the use of artificial viscosity. The simplest means of resolving a shock is by artificially increasing the physical viscosity in the discontinuous regions to attain a smoothly varying discontinuity. This approach requires a very fine grid in order to ensure a steep discontinuity and is impractical unless a non-uniform grid is used.
14, 15 Some of the modern methods used today include HLLC schemes, flux-limited methods, ENO, WENO, MUSCL, etc. 16, 17 It is well known by Godunov's theorem 17 that it is impossible to have a monotonic linear method that is higher than first order accurate. All of the schemes mentioned above use information provided from the solution to create non-linear schemes so that higher accuracy is possible. Most high order schemes such as MUSCL use subgrid scale data reconstruction which is extremely costly. The current work seeks to avoid these costly methods in an effort to use the efficiency of the AWCM in conjunction with a simple numerical technique.
Harten introduced the use of wavelets as a new compression algorithm to reduce the number of points needed to solve the compressible Euler equations.
18 A standard central differencing f lux was used for regions of low resolution and switched to a simplified ENO scheme in the shock regions. Harten demonstrated that the magnitude of a wavelet coefficient is of the same order as the jump discontinuity. Therefore, wavelet coefficients act as a good indicator of a shock's location. More recent studies 19 developed a means of using wavelets in conjunction with the Lipschitz exponent to determine the nature of the solution at any given point. This could be a useful technique although it would be more difficult to implement in the context of a dynamically adaptive grid.
The current research effort has three primary objectives, First, it is aimed at establishing the effectiveness of the AWCM for solving inert compressible flow and reactive gasdynamics problems. Several one and two dimensional shock tube problems are used to assess capabilities in the former category. The planar DDT model described by SKH and KKNC2, 3, where the physico-chemical processes and the inherent length and time scales are reasonably well understood, is used as a reactive gas dynamics test case. The AWCM results obtained are shown to provide a seminal description of the reactive gasdynamic transients seen in a thermally initiated planar DDT and validate the recently obtained MacCormack-based results, KKNC,2. The second objective is to model a thermally initiated DDT in two dimensions, including transverse wave effects like those observed by Oppenheim. 5 This will be done in the future by using a multidimensional version of the AWCM to develop a solution for a thermally initiated DDT in a narrow channel, with parameter values similar to those used in planar models A comparison of the DDT distances predicted by the one-and twodimensional models for comparable sytems will be made and explained. A third scientific objective is to explain quantitatively why multidimensional quaisi-steady detonations propagate at nearly the CJ speed of a planar detonation. The qualitative explanation usually given for this observation is that the total rate of heat release behind the wave front is nearly identical in the one and two-dimensional cases.
II. Review of Adaptive Wavelet Collocation Method
The numerical technique introduced in this paper directly uses the adaptive wavelet-collocation method (AWCM) 8, 20 with second generation wavelets to efficiently solve partial differential equations. Until now, compressible flow simulations using this method were limited to solving the full Navier-Stokes equations. As the Reynolds number increases, the level of resolution needed to resolve a shock becomes exceedingly high. In this work a hyperbolic solver is developed that is capable of solving the Euler equations in a manner that still takes advantage of the method's strengths, yet its implementation is simple and robust.
It is well known now [21] [22] [23] that any function u(x) in an n-dimensional space can be decomposed as
where φ 0 k (x) are scaling functions on the lowest level of resolution and ψ µ,j l (x) are the wavelet basis functions. Due to the fact that a large majority of shock type problems involve very localized jump discontinuities with smooth solutions elsewhere, wavelet type numerical methods are a great candidate for solving these types of problems. Most wavelet coefficients d µ,j l will be small except near jump discontinuities. Equation (1) can be decomposed into two terms whose wavelet coefficients are above and below a threshold parameter ,
where
Donoho 24 was able to show that for a regular function the error contributed by u < (x) is small and that the overall error is bounded as
which means that the number of grid points needed to solve a numerical problem can be significantly reduced while still retaining a prescribed level of accuracy determined by the threshold parameter .
The Euler equations present a more problematic element in that as time continues to progress, the characteristics of a shock converge creating a discontinuity whose steepness grows with time. As the shock steepness grows, higher levels of resolution need to be added in order to adequately resolve the shock. Finite computational resources limit the level of resolution as well as the fact that it is not always the shock itself that is of utmost interest. One way to deal with this problem is to impose a maximum level of resolution j max . However this results in undesirable oscillatory Gibbs phenomena in the vicinity of a shock. Setting a maximum level of resolution effectively fixes the grid spacing for shock resolution to a certain value. If the method were not adaptive, that cell size would correspond to a uniform numerical grid of a certain number of points. However, since the AWCM is adaptive the grid spacing will only attain that minimal value near localized structures that need higher resolution. More discussion and examples of how this approach is operationalized are explained in section IV.
In the next section, the numerical technique that explicitly adds artificial viscosity in the shock region is introduced. It should be noted that by setting a maximum level of resolution and adding artificial viscosity in that region to prevent oscillations effectively creates an upper bound on the wavelet coefficients d µ,j l . Since the wavelet coefficients determine how rapidly a function can change, limiting the coefficients puts an upper bound on a shock's steepness. When this artificial viscosity is applied in a systematic manner, approximately the same number of points are needed in order to resolve a shock and each time the level of resolution is increased, the width of the shock decreases by a factor of two. For sufficiently large j max , the scales resolved by the algorithm can approach the molecular physical scales of shock thickness but will still be under-resolved for the sake of numerical stability.
III. Hyperbolic Solver
The goal of the current effort is to develop a dynamically adaptive hyperbolic solver that is robust yet simple to implement. Due to the advantage that wavelets provide, we will explicitly add artificial viscosity at shocks and discontinuities to smooth them over several points. Many modern techniques use flux or wave speed splitting to ensure that they are applying the upwind techniques in the correct characteristic directions. These upwind techniques introduce an implicit artificial viscosity term that provides the non-linear numerical stability condition needed when solving the hyperbolic conservation laws. This effort would like to avoid using these techniques as they become increasingly complex when dealing with a dynamically adaptive grid. This method, which is similar to Harten's switching criteria, 18 determines a shock's location by its wavelet coefficient on the finest level of resolution. Using the coefficients a flux-limiter type function φ is created to explicitly add artificial viscosity in the vicinity of a discontinuity or shock. The artificial viscosity can be added in conservative and non-conservative forms, each of which effectively stabilize the discontinuity/shock. The combination of these different ideas with the dynamically adaptive grid whose error is bounded by creates a computational scheme that is highly versatile, yet accurate to a predetermined accuracy. The time integrations are performed using an implicit Krylov technique. Details about time integration between two different grids can be found in previous work. 
A. Shock Locator Function
In 1994, Harten 18 demonstrated that the magnitude of a wavelet coefficient is proportional to the size of a jump discontinuity making wavelet coefficients a good indicator of a shock's location. Flux limited methods such as Van Leer, Sweby and Yee [25] [26] [27] have all varied their flux-limiting functions with their neighboring points using either conserved variables or flux differences. Using these limiters they would limit the artificial viscosity applied in smooth regions and allow large amounts near jump discontinuities.
Laney 16 provided a good generalization of the one-dimensional flux-limited method by writing the conservative flux as f
where φ n i+1/2 is the flux limiter and the subscript i denotes the grid point located at the point x i . Normally flux limited methods use a first order flux as f (1) i+1/2 and f (2) i+1/2 as a second or higher order flux. The philosophy is that in smooth regions the flux limiter would be close to unity allowing high order computations in the smooth regions and be close to zero near discontinuities to ensure the solution remains monotonic. The term multiplying the flux limiter can be thought of as an anti-dissipation term that reduces the viscosity from the first order flux.
The shock capturing viscosity approach does the opposite. Instead of subtracting viscosity in smooth regions, it uses a high order flux and adds viscosity in discontinuous regions to smooth the shock. Equation (6) can be rewritten to reflect this methodology as well. Instead of using a first order flux for f (1) i+1/2 , replace this with a high order flux and exchange f (2) i+1/2 with a first order dissipative flux. The term multiplying the flux limiter then becomes the artificial viscosity term that is being added to discontinuous regions. This inverts the way the limiter works making it function more like a shock switch as seen in self-adjusting hybrid methods 16 where it is unity at discontinuities and zero in smooth regions. In general, the one dimensional flux-limited conservation equations can be written as
where the viscosity ν is a function of the flux limiter φ. In this work, the flux limiter, also called the shock locator function φ, varies with the magnitude of the wavelet coefficients. Instead of changing the method of calculating our flux in the shock region, we gradually introduce viscosity explicitly in order to smooth the shock over several points and reduce any spurious oscillations to the order of our threshold parameter . The limiter function φ is calculated using two parameters, the wavelet coefficient thresholding parameter and a diffusive threshold parameter d . Using these two parameters we calculate φ according to the equation
Here φ φ φ k represents the vector of shock locator functions for each conserved variable in u. The final scalar locator function φ k is chosen as the maximum of the different variables. Each component is scaled by a normalization factor u . In order to stay within the computational limits a particular computer may possess, it is necessary to set a maximum level of resolution j max . Until the finest level of resolution is reached, a standard central differencing flux is used to prevent any dissipation away from jump discontinuities. Using the vector of locator functions φ φ φ k for each conserved variable was considered as a possible means of stabilization, but the results did not differ much from the single limiter case and required too much memory overhead.
There are two user defined parameters in Eq. (8) . First there is the wavelet thresholding parameter as seen in. 8, 10, 20 This controls the accuracy of the solution in the smooth regions as shown in Eq. (5). The second parameter d is needed to put an upper bound on the wavelet coefficients in the discontinuous regions. In the future this parameter will be eliminated, but as for now it is needed to ensure the solutions minor oscillations are bounded. See Section 1, below.
Since the AWCM uses the collocated wavelet basis functions, each point on the grid corresponds to a wavelet coefficient. The finest level of resolution provides the best indicator of a discontinuity, but these coefficients are only available at every other point on a one-dimensional grid, because of the collocation grid arrangement. The neighboring points on lower levels of resolution cannot provide the information needed to distinguish if there is a discontinuity present or not. As a result, the neighboring points are assigned the value of the wavelet coefficient located on the finest level of resolution. This leads to a φ function that appears much like a set of steps which makes it difficult for the implicit Krylov time integrator to converge. In order to aleviate this problem a low pass filter is applied to smooth the bumps for faster convergence. Figure 1 shows a typical shock and its corresponding filtered φ. It should be understood that the locator function used in the rest of this paper φ is actually referring to the spatially averaged function.
B. Numerical Technique
The numerical dissipation that is explicitly added in this technique is based upon the proven stability of first order upwind methods. Both forward in space (FS) and backward in space (BS) differencing techniques are stable and monotonicity preserving as long as they are applied in the upwind direction. Since we are seeking to develop a scheme that does not require the knowledge of wind direction, a centered scheme combining both FS and BS differencing techniques is developed. This centered scheme is shown to have the minimum amount of artificial viscosity required by the non-linear stability condition. Two separate yet very similar schemes have been developed which effectively solve the Euler equations. The first scheme applies the artificial viscosity via our flux limiter function φ in a conservative fashion while the second does so in a non-conservative fashion. One of the main advantages of the non-conservative scheme is that it is extremely fast and stable with reasonable accuracy. The non-conservative scheme is presented with the perspective that it is an efficient way of quickly achieving a solution without much prior knowledge of the problems outcome. Once a general idea of how the solution will evolve is attained, one can use the conservative scheme to achieve a more accurate solution. It is important to note that both schemes are considered first order due to the explicit first order artificial viscosity that is applied at the shock. Elsewhere the centralized differencing operator is completely general and can be of any order that is desired. Further discussion on the order of accuracy and stencil size will be discussed in Section 1.
Conservative Scheme
Due to the intentional simplicity of our scheme, let us start by considering the scalar conservation equation
Considering the simple backward in space differencing operator, Eq. (10) can be discretized as
and converted into explicit artificial viscosity form as
This scheme is stable when the wind direction a i±1/2 is sufficiently greater than zero. A similar manipulation can be done for FS which is stable when a < 0
Equations (12) and (14) can be unified by defining a wind direction indicator θ
A quick observation will show that θ i±1/2 a i±1/2 > 0 is always satisfied. This justifies rewriting Eq. (15) and rearranging ∆x to match the form of Eq. (7)
The formerly direction dependent upwinding scheme has been rewritten in a form that no longer requires the sign of a. Depending on which scalar conservation equations one is solving, the wind a will vary. However, since it is only dependent upon the winds magnitude, flux vector or wave speed splitting are no longer needed to handle changes in wind direction. It may also be obvious that this is simply a second order central difference flux with an explicitly written artificial viscosity term. The viscosity has the minimum allowable value required by the non-linear stability condition. 16, 17 This is a positive result since we would like to minimize the amount of viscosity applied as much as possible.
Equation (17) is easily implemented using the scalar conservation law, but when solving the Euler equations, the artificial viscosity application becomes non-trivial. In the case of the Euler equations, the scalar a i+1/2 is typically replaced with the Jacobian matrix A i+1/2 . Historically, it is common to use some approximate Jacobian such as the Roe-average Jacobian or some other secant plane slope matrix. 16 The reader can recall our original objective; to develop a robust and simple hyperbolic solver which is easily extendable to more complex problems. Due to the fact that Eq. (17) is merely a function of the wind's magnitude, we propose a simple extension to the vector conservation laws by replacing |a i+1/2 | with c + |u|. By making this change, Eq. (17) can easily be written in vector form as
where we have written the conserved variables at the i th location as U i so that they are not confused with the velocity u and the flux vectors are written as F. If Eq. (18) is written in wave speed split form it is straight forward to verify that the scheme satisfies Harten's positivity condition. 28 It is important to ensure that our artificial viscosity is strong enough to reduce oscillations as time progresses. Since the positivity condition is stronger than the TVD condition 16 it is safe to say that the scheme should provide enough artificial viscosity to stabilize and reduce any oscillations below our threshold parameter . It is important to note that there indeed will be oscillations in the solution on the order of due to interpolation error introduced by wavelet thresholding, however the artificial viscosity is used whenever necessary to maintain those oscillations at a prescribed magnitude.
The flux in (18) takes the form of a simple second order accurate central differencing scheme. Flux limited methods normally switch between two different fluxes, one of high order and one of low order which can preserve monotonicity. Since we have written the artificial viscosity as an explicit addition, the algorithm will only maintain its monotonicity properties as long as the flux stays second order accurate. We would like to use a flux that is of higher than second order accuracy, including fourth and sixth order. This is where the scheme deviates from a flux-limited method and appears more like a shock capturing viscosity scheme. Once the flux becomes of arbitrary order, it no longer maintains its monotonicity preserving properties. In order to aid in reducing the oscillations the scheme may have, an upper bound d is introduced in Eq. (8) to make sure that the magnitude of the wavelet coefficients never rise above that value. Setting this value serves the purpose of ensuring a smooth transition across self sustaining discontinuities. Future work will seek to remove this parameter.
Viscosity is only applied in the jump discontinuity regions. Combinin the flux limiter φ along with the general flux limited method described in equations (6) and (7) results in the following relation
Ui+1−Ui ∆x
where the flux term is a central differencing operator of arbitrary accuracy. Equation (20) is stable for low Mach number shock computations, but for strong shocks the change in the speed c + |u| from before and after the shock causes ν in the pre-shock region to be reduced below a stable threshold. Instead of using Eq. (20) a correction is made to ensure stability by limiting the minimum value of c i+1/2 + |u i+1/2 | by the maximum value of φ i+1/2 c i+1/2 written as cφ to obtain the final form of our viscosity function
Non-conservative Scheme
During the initial investigation of this approach, a non-conservative scheme was developed and tested quite extensively in addition to the conservative scheme. The results of the two schemes are consistent with one another, however the non-conservative scheme introduces a source term that adds some systematic error to the solution. Although this may be a problem, there is a large advantage to the non-conservative scheme as well. The extra flux terms in the conservative scheme make the solution a bit less stable and induces oscillations more easily. The non-conservative scheme lacks these terms and overall is less oscillatory. Since our scheme uses an adaptive grid, fewer oscillations in the solution reduces the number of grid points needed to keep the oscillations below the required threshold parameter. As a result the non-conservative scheme provides a fast method for obtaining solutions, which is why it is presented in this paper in addition to the conservative scheme. The non-conservative scheme is easily derived from the conservative scheme using Eq. (19) . If ν is expanded around ν i with ν i+1/2 ≈ ν i + ∆x 2 ∂ν ∂x i the equation becomes
This is also readily obtained from Eq. (7) by expanding the derivatives and then discretizing the equation in a standard manner. The second term on the right hand side is just a standard diffusive second derivative while the last term is a convective term proportional to the rate of change in ν. It is this final term that determines whether a scheme is conservative or not. This term is also the reason for the additional oscillations observed in the solution in the conservative scheme. Since this term can be viewed simply as a correction of order ∆x it is dropped to reduce the oscillations and increase stability in the solution. Any systematic error it may contribute to the solution will be of order ∆x, but since the artificial viscosity is only applied on the finest level of resolution, this error is normally the same size of or smaller than the actual oscillations induced in the conservative scheme. Neglecting this term the scheme becomes
As before we use the maximum characteristic velocity as the speed normalization to ensure the positivity condition.
Multiple Dimensions
As stated earlier, our objective is to develop an adaptive numerical algorithm that is robust and easily extendable to more complex problems. The two schemes discussed in sections 1 and 2 are simple enough in their implementation that extension to multiple dimensions is elementary. Transformation of the fluxes is the same as in the literature and the artificial viscosity terms are calculated in the number of dimensions that the problem calls for. For example, if the final conservative scheme shown in equations (19) and (21) is generalized into the form of Eq. (7), the diffusive terms for an n-dimensional case will become
where the derivatives are assumed to be applied in the different directions as in relation (19) and the subscript k denotes the different directions. One should note that there are n different ν k 's now where each are proportional to their respective direction's grid spacing and characteristic. For the non-conservative scheme the derivatives in Eq. (25) can be expanded neglecting the convective term so that the dissipative terms become
where the viscosity ν k is exactly the same as in Eq. (26) . The main difference between the one-dimensional and the n-dimensional methods is the artificial viscosity ν becomes direction dependent assuming the grid cells are not symmetrical.
IV. Numerical Results
In order to demonstrate the strengths of this technique, results are presented in two different sections. The first section will present only 1-D examples of standard Riemann problems where an exact solution is available for comparison. This section demonstrates the power of the AWCM in conjunction with this technique and shows that the error is truly bounded by the threshold parameter . The second section presents a simple 2-dimensional explosion problem that demonstrates how easily the method is implemented in multiple dimensions. It should be noted that all one-dimensional solution plots show the interpolated uniform grid. Only a small percentage of the points shown were actually used and saved in the simulation. The plots take the wavelet coefficients from the output files and interpolate them to a uniform grid for plotting purposes.
A. 1-D Riemann Problems
Each of the following examples are both performed on grid sizes of 320, 640 and 1280 points corresponding to j max levels of 4, 5 and 6 respectively on a base grid of 40 points. The diffusive threshold parameter d was set to be 0.01 and the CFL number is 1.0.
Weak Shock
The first test problem is a simple weak shock tube problem as found in 17 with the following initial conditions
Figures 2, 3 and 4 show the density at the final time of 0.24. Note that for each increase in the level of resolution j max , the thickness of the jump discontinuities decrease by a factor of two. This is an expected result due to the fact that the solution is smooth and the artificial viscosity is proportional to ∆x which makes the method first order accurate at the finest level of resolution. It should also be noted that the simulation with a j max of 4 uses 147 points while using an effective grid of 320 points. Increasing the level of resolution to j max = 5, giving an effective grid of 640 points only requires the use of 31 more points and one more increase results in a grid of 1280 points using only 30 additional points. Remember that the the density plots show the interpolated uniform grid solution, not the points used in the calculations. The wavelet coefficients that were used and saved are shown to their right. Figure 5 plots the error between the numerical solutions and the exact solution. Once again, the thicknesses of the contact and shock decrease by a factor of two with each increase in the level of resolution. Notice that the corners of the expansion have a considerable error, especially in the low resolution cases. This is due to clipping error experienced in the initial stages of the simulation, which are unavoidable due to the consequences of a first order shock capturing scheme. During the first few time steps, artificial viscosity is added at the initial jump discontinuity. At this point in time, all three characteristics are located in the artificial viscosity region, hence the damping that occurs affects both the contact and the expansion. Once enough time has passed the expansion and contact no longer needs any artificial viscosity and remains undamped for the rest of the solution. It is important to note that once they reach the point where damping is no longer needed, they maintain their steepness for the entire duration of the simulation because there are now zero losses on those characteristics. When developing this technique, it was important to avoid unnecessary damping so that any acoustics or other phenomena may be able to exist without being damped away.
In previous work, 8, 20 numerical tests were performed to verify the validity of the error threshold Eq. (5) between simulations of uniform and non-uniform grids. It was shown that the overall simulation error increased linearly with increasing . A similar set of tests were performed in this work to demonstrate that the error between the adaptive solution and the uniform solution are bounded by relation (5). These tests were conducted by finding solutions for the weak shock tube problem using the new method on a uniform grid of 320 points. The diffusive threshold d is still 0.01 as with the adaptive grid solutions so that the schemes are consistent. Figure 5 shows the L ∞ and the L 2 error between the uniform and non-uniform grid solutions for a variety of threshold values. It is readily seen that the error decreases as is decreased and the slope is seen to be linear. As a result, our new technique still maintains its wavelet thresholding properties consistent with Eq. (5). It should be noted that for all of the figures so far, the flux calculations are all 6 th order. The steepness of the shocks and contacts are directly impacted by the order of the flux calculations. If the flux were only 2 nd order, Eq. (19) would be a standard first order upwind method where the accuracy at the discontinuity would indeed be first order accurate at best. However, if a higher order flux is used there is a slight but noticeable improvement on the original upwind method as seen in Figure 6 . Beyond a 4 th order flux, the improvements are very slight and mostly noticeable in the spurious oscillations on the finest level of resolution. Although 8 th order accurate fluxes or higher have significant improvements on the size of the spurious oscillations, its extra computational cost is not worth the small improvement. This improvement can be obtained in a much more cost effective manner by lowering the error threshold parameter . Typically, flux calculations are normally limited to 4 th or 6 th order.
Strong Shock
One of the main strengths of the AWCM is its inherent ability to deal with multiple scales. The weak shock tube problem demonstrated all of the basic features it should have, but did not demonstrate its ability to handle and stabilize stiff problems. In this section the numerical method is applied to a strong shock tube problem found in reference 17 where the slightly modified initial conditions are
In this problem, the strength and speed of the shock are much stronger and faster than the weak shock tube problem. Due to this increase in strength and speed, the artificial viscosity applied at the shock is much greater than before. Instead of all the scales being localized around 1, they vary from 0.01 up to 10.0. The effect of this change is that it makes the front of the shock appear to be moving faster than it should as shown in Figs. 7 and 8. It should be noted that the shock is not in fact moving faster than it should, it merely appears a few points ahead of the exact solution. This is due to excessive artificial dissipation caused by the normalization method used when constructing φ in Eq. (8) . As the level of resolution increases, the error decreases by a factor of two until it is barely noticeable in Fig. 9 . Figures 7, 8 and 9 also show that the number of points needed to span the shock remains consistent with the number of points used in the weak shock problem, about 3-4 points. In this case, the contact is much more damped than before due to the large amount of viscosity used on the shock. This is unavoidable as Laney 16 states that it is nearly impossible for a numerical technique to resolve both a shock and a contact within five grid points or less without special features such as artificial compression or subcell resolution. However, our method is adaptive and as we increase the level of resolution, the contact discontinuity returns to a shape resembling a discontinuity by only adding a few more grid points. Figure 7 uses 168 points but has an effective resolution of 320 points. Increasing the level of resolution once adds only 41 points but increases the effective grid to 640 points. Further increasing the resolution adds 30 more points and attains an effective grid of 1280 points, which gives a contact of reasonable width.
Unlike the weak shock problem, this flow field possesses a static sonic point at x = 0. In many conventional upwind or flux splitting type methods, you would notice the generation of expansion shocks in the sonic points vicinity. Figures 7, 8 and 9 give no visible sign of a sonic point except for the wavelet coefficients located at x = 0. Notice that in each plot, the finest level of resolution is reached at the sonic point. This is because the sonic point is producing wavelet coefficients on the finest level of resolution greater than the diffusive threshold parameter d and artificial viscosity is being applied there to damp the oscillations away. Since the method is a centered scheme, there is no need to track wind direction or introduce flux splitting because the scheme automatically tracks and smoothes these points on its own. This indicates that the scheme has an inherent natural ability to sense any instabilities that may occur in the solution and effectively stabilize them without any previous knowledge.
Non-Conservative Schemes
In Section 2 a non-conservative formulation was presented as a fast alternative to the conservative scheme. Due to the fact that it is a non-conservative scheme it has some systematic error that originates in the form of a source term behind the shock. This source term essentially lowers the height that the conserved variables Wavelet Coefficients Figure 9 . Density for Strong Shock Problem at time 0.05; jmax = 6, effective grid size is 1280 points, 239 points are used at output time.
reach after the shock by a small amount. However, due to the fact that this source term is proportional to the grid spacing, as the level of resolution increases, the source term error is reduced by a factor of two with each increase in resolution. Results from this scheme are omitted due to the fact that there is no visible difference between the conservative and non-conservative schemes except that the non-conservative scheme is more stable, runs faster, reduces oscillations better and uses fewer grid points than the conservative scheme.
B. 2-D Test Problems

2-D Riemann Problem
The test problem in this section is the two-dimensional analog to the weak shock tube problem shown in Section 1. The initial conditions are the same as the explosion test in two-space dimensions found in reference. 17 Its domain is a 2 × 2 square with a circle of radius R = 0.4 denoted as the inner region. Inside the inner region, a gas is held at a higher pressure and density compared to the outer region. When time is started a two dimensional circular shock, contact, and expansion will move radially outward from the center. The initial conditions for inside and outside the circle are given as
In order to solve for the flow the equations are written in terms of the conserved quantities ρ, ρu, ρv and the total energy ρe T . Writing them in vector notation gives
where U, F(U) and G(U) are defined as
and the pressure is given by
The general vector formulation shown in Eq. (31) can be rewritten by adding our conservative artificial viscosity resulting in ∂U ∂t
where C k is just the maximum characteristic in its respective direction
and c s is the sound speed (γP/ρ) 1/2 . The equations can also be equivalently written in the nonconservative formulation ∂U ∂t The simulations were performed on 256 × 256, 512 × 512, and 1024 × 1024 sized grids corresponding to j max levels of 6, 7 and 8 on an 8 × 8 base grid. The flux calculations were 4 th order accurate with the non-conservative formulation. All simulations used a CFL of 0.8, ran until a final time of t = 0.24, used a diffusive threshold parameter of d = 10 −2 and an error threshold of = 5 × 10 −4 . Figure 10 gives a two dimensional view of the density and pressure on the 1024 × 1024 effective grid. It is quite smooth and the slight ripple seen just behind the contact on the diagonals has a magnitude on the order of . These particular plots are made with surfaces of high reflectivity so that any oscillations that do exist, however small they are, will become visible. Despite these adverse effects, the solution still looks perfectly smooth showing that the method has successfully smoothed the shock and reduced the oscillations to a minimal amount. Increasing shows a noticeable difference because the oscillations become very obvious with higher values.
The cross-sectional plots give a better qualitative look at how well the shock and discontinuity are handled. Each cross-sectional plot begins at the origin due to its azimuthal symmetry and follows the x or y-axes showing only half of the domain. With each increase in level of resolution, the shock and discontinuity widths decrease by a factor of two. On the 256 2 point grid the number of points used in the cross-sectional plot are 95 and increasing by a level of resolution adds 30 more points totalling 125 points for the 512 2 point grid. The 1024 2 point grid shows the greatest resolution and highest compression. The cross-sectional plots of the wavelet coefficients demonstrate the increase in computational savings by noticing that a very small number of points are needed on the top three levels of resolution. Figure 19 shows the two dimensional plots of φC and the grid. Noticing how few grid points are used in comparison to what a uniform grid would require demonstrates the power and efficiency of the AWCM. 
Additional 2-D problems
The previous few problems have been relatively simple and although the simplicity in extending the method to more complex situations may be obvious, its ability to accurately solve problems of increased complexity is a remaining question. Since the ultimate objective is to simulate reacting flow systems, a test problem involving a multi-component gas mixture seems appropriate. Two separate problems were used to test the method's ability to solve multi-component flows. The first benchmark problem was a one dimensional shock impinging on a material interface as seen in Karni's work. 29 Tests B and C were performed with shocks impinging on both helium and Refrigerant R22 from air. The results agreed well with the exact solution and the artificial viscosity was able to reduce any oscillations at the material interface to a minimal value proportional to .
In addition the 2-D Richtmyer-Meshkov instability was simulated with this method and accurately modeled the expected solution. In this problem, an Atwood number of 0.67 was used, which was shown in Abarzhi and Herrmann's work 30 to produce the mushroom vortex shape commonly associated with the instability. The impinging shock has a Mach number of M = 1.5 and the interface was sinusoidal, similar to that seen in Anuchina et al. 31 For added complexity, different γ's were used for each fluid in order to necessitate solutions in two different fluids. The method handled the shock/material interface interaction quite well by limiting the introduction of spurious oscillations to a minimal level proportional to .
V. Reacting Flow
In the previous section a hyperbolic solver was developed which explicitly adds artificial viscosity to capture shocks while reducing oscillations occuring on the finest level of resolution. The magnitude of the viscosity is large enough to ensure the positivity condition for a second order centered flux. One of the main problems encountered when dealing with reacting flows is the reaction rate adds a source term to the right hand side of the conservation equations making the equations inhomgeneous. All hyperbolic solvers take advantage of the fact that the solution should remain monotone. However, many of these schemes develop problems when moving into multiple dimensions where the waves are free to interact and form local maximums which violates the monotonicity preserving theory. The methods that can successfully handle these types of scenarios are the more expensive high order TVD, ENO, WENO, MUSCL schemes and methods that use artificial viscosity to stabilize discontinuities. However when introducing source terms such as a reaction rate and thermal heat deposition many hyperbolic solvers will give erroneous results. The method developed in the previous section for use in conjunction with the AWCM is among the methods capable of handling these scenarios.
There are two main approaches to solving the inhomogeneous conservation laws, the operator-splitting technique and the block implicit method. 32 The operator-splitting technique separates the evolution of the solution into two parts, one part for the homogeneous solution and the other part for the inhomogeneous source term. It has been shown 33 that the operator-splitting technique can result in unphysical weak detonation solutions and researchers have introduced "ignition temperature kinetics" which limit the reactions from occuring until the temperature has reached a prescribed temperature. However, this prevents the ability to model any of the dynamic features of detonation waves. Since our code uses implicit time integration the block-implicit method is very straight forward and does not posess this problem. However, the question still remains as to whether or not the technique can accurately model the dynamic behavior and stability of detonation waves. Numerous papers have studied the linear and non-linear stability of detonations and of numerical simulations ability to accurately model these instabilities.
12, 34, 35 Sharpe was able to show through a linear stability analysis that there is a maximum ignition temperature using a simple Arrhenius reaction law whereby detonations will be stable and non-oscillatory in nature. If a relatively large ignition temperature is employed, the post-shock detonation pressure becomes oscillatory in a linear manner. Beyond the linear regime the oscillations become highly erratic and detonation failure and re-ignition occurs with significant time lapses.
Before any simulations of multi-dimensional detonations are performed, it is crucial that the technique demonstrates the ability to accurately model one-dimensional phenomena. Once that is done we can move on to multi-dimensional detonation initiation problems.
A. Reactive Model
Due to the fact that the flow is highly compressible and occurs on small time scales, the reactive euler equations will accurately model all of the relevant phenomena occuring in the problems. The one-dimensional governing equations used to simulate the dynamic detonation initiation problems can be written as
where U, F(U) and S(U) are defined as
The equation of state is given by
where Y is the mass fraction of the reactants, q is the heat of reaction and Q is any explicitly added heat addition term. The reaction rate W is modeled after a simple Arrhenius reation rate
where B is the pre-exponential factor, E is the activation temperature and T is the temperature p/ρ. It is clear from the equations that any transport occuring in the simulations will occur due to convective processes. These equations are purely a representation of the underlying physics and omit any discretization and modifications used for numerical stability.
B. ZND Solution
A detonation is characterized by a region of rapid burning fuel following a strong shock wave. The initial shock heats the reactants to a sufficiently high level capable of auto-igniting the reactants and producing enough energy to drive the shock wave. An exact solution has been developed by Zeldovich-Neumann-Döring and is referred to as the ZND solution. Its derivation will be left out as it is well known and can be found in several books. [36] [37] [38] An example of a self-sustained (not overdriven) detonation is shown in Figure 20 where the detonation is moving with a Mach number of M a = 5 relative to the unburnt gas, specific heat ratio γ = 1.4, heat of reaction q/a This example can be used as a benchmark problem to test the numerical technique's ability to solve detonations by transforming into the laboratory frame and running the simulation with the solution as the initial condition. Figure 21 shows the initial condition used to start the numerical test. Notice that the domain has been doubled so that the detonation has undisturbed media to travel through. The exact solution can be translated at the theoretical velocity to plot both the numerical and exact solutions simultaneously. Figure 22 shows the comparison between the exact and numerical simulations for the detonation wave after a time of t = 1.5 has elapsed. There are a total of 2000 points on the uniform grid. We were unable to perform a true one-dimensional adaptive grid simulation because the code is an intrinsicly 2-D code. It will be possible with the newly released version of the code to use the tree data structure to perform truely one-dimensional simulations. As can be seen, the wave speeds match extremely well as do the heights of the post-shock conditions. However, the post-shock density is a bit below its theoretical value. This can be attributed to excessive damping of the mass conservation equation. Future work will focus on further reducing the artificial dissipation, which will help alleviate this problem. It should be noted that the results from this simulation were performed with the conservative scheme. The non-conservative scheme was ineffective in producing accurate post-shock theoretical values. The slight fluctuations seen in several of the plots are a result of the initial numerical transients ecountered when starting the simulation with a discontinuous, under-resolved initial condition.
The shock spans around 5 or 7 points and the half-reaction zone uses over one hundred points. Previous work by Sharpe has found that in order to obtain accurate predictions of the periods and amplitudes at least 50-100 points are needed in the half-reaction zone.
12 In non-reacting flows the solutions are monotonic and local maximums do not occur. Obviously this is no longer the case as there exists a distinct maximum at the shock front. Due to the hyperbolic solvers natural tendency to try to preserve monotonicity, clipping error will result with each successive time step. The reaction rate will still drive the detonation wave, but the shock will not quite reach its post-shock theoretical value due to this error. Considering these facts, it makes sense that in order for any hyperbolic solver to accurately resolve a detonation wave, the half-reaction thickness must be substantially larger than the shock thickness. This makes sense physically because the shocks thickness is only a few mean free paths thick which suggests that no reaction occurs within the shock region. Hyperbolic solvers will allow reactions to begin inside the shock region, but as long as the reaction thickness is much thicker than the shock the heat released within the shock will remain negligeable. Figure  23 shows an expanded view of the pressure at the shock/reaction zone. There are many more points used in the reaction zone than in the shock which makes the solution appear closer to a typical shock with a finite value on the other side. It is the high resolution of the reaction zone that reduces the clipping error from the hyperbolic solver. If there were a tenth of the points, the clipping error at the local extremum would be quite significant, further limiting the maximum post-shock values.
The AWCM offers a great amount of numerical power in this context over other traditional uniform grid schemes. Since other solvers must use 100 points or more in the reaction zone, that significantly limits the size of the domain they can solve. However since the reaction zone is a fairly smooth and well behaved region, the AWCM can resolve the reaction zone in a much more efficient manner allowing the overall domain size to be much larger. Further improvements to the hyperbolic solver are possible and will be the subject of future work.
VI. One-Dimensional Detonation Initiation
The main goal of this work is to create a numerical method using the AWCM that can efficiently simulate the DDT process in multiple dimensions. Most of the work thus far has been fundamental in nature and has been restricted to planar detonation waves. Before extending the developed technique to multiple dimensions, the method needs to be benchmarked with previous results such as those demonstrated in References (1-3) . The chosen problem 2 is shown with the following conditions for the heat release
where the time function f (t) is given as
The non-dimensional parameters are * = 1/E = 0.0725, B = 15 and q = 6. The domain spans from x = 0 to x = 100 with 4000 grid points. Figures 24, 25 and 26 show the temperature, pressure and reactant mass fractions for various different times. The solutions match those of the previous work extremely well, especially when considering how different the two schemes are. Figure 27 shows the global heat release plot as a function of non-dimensional time and also agrees extremely well with the previous work.
One of the main difficulties encountered when solving this problem is the wide range of temporal and spatial scales involved. The shock wave requires a very high level of resolution, yet the wave is limited to moving a single grid cell per time step because of the CFL condition. In addition, the heat added by the thermal energy deposition is on a sub-acoustic time scale which requires an even smaller time step to initiate the entire process. Luckily we have the luxury of using an implicit time integrator so that we are not limited to constant time steps. However, it may still be in our best interest to increase the efficiency of the hyperbolic solver so that the amount of compuational time required to achieve a detonation is minimized. As the activation temperature is increased to more realistic values than the ones performed in the example simulation, the amount of time required to achieve a detonation will increase dramatically. This type of problem would not be possible with a uniform grid based scheme because not only will the simulation have to run longer, but the length of the domain will need to be increased as well so that the wave does not reach the end of the domain before the detonation is formed.
VII. Conclusions
A simple numerical approach for solving the hyperbolic conservation equations using the adaptive waveletcollocation method (AWCM) is presented where the artificial viscosity is added in an explicit fashion localized in regions of high activity. The wavelet coefficients are used to create a shock/jump discontinuity locator function φ. Since the viscosity is proven strong enough to diminish the oscillations of jump discontinuities it is capable of reducing the wavelet coefficients to a reasonable size after the discontinuity has passed, which allows for the power of the wavelet-collocation method to be used and hence use an adaptive grid. Once the wavelet coefficients on the finest level of resolution have been reduced below the prescribed error threshold parameter , the artificial viscosity is shut off and any remaining physical waves are free to propagate undamped. Numerous test cases including inert and reacting flows are presented and analyzed to show its efficiency, robustness and ease of extending to more complex problems. Since the artificial viscosity uses an explicit centered stencil, it can be used as a general non-linear stabilization technique for any AWCM simulation. Although the method is very simple using more points to resolve discontinuities than other high order methods such as HLLC, ENO, WENO, MUSCL, its use in conjunction with an adaptive grid makes it computationally efficient and maintains a high level of generality for use in more complex inhomogeneous equations with source terms. There is much room for improvements which will occur as the AWCM is further developed.
The test cases presented show that the method has the inherent ability to resolve discontinuities while reducing the number of needed grid points to a minimal level. A successful simulation of detonation initiation was performed and the results matched that of previous work well. Due to the AWCM's ability to reduce the number of grid points needed in the simulation, it shows much promise for multi-dimensional detonation initiation problems. Due to the true multi-scale nature of detonation initiation simulations, computational efficiency is of utmost importance. The AWCM shows much promise in its ability to perform these types of simulations in multiple dimensions. Future work will try to paralellize the code making 3-D simulations The pressure and Fuel mass fractions show the final localized explosion that generates the shock wave, which is coupled with the reaction zone behind it. This initially overdriven detonation wave will decay to a self-sustained detonation wave that propagates at the theoretical C-J velocity. with large activation energies possible.
