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The data consist of the three position coordinates 
xt, Yt, zt measured at equally spaced time points. These 
measurements are 'noisy' and need to be 'smoothed' in order to 
extract an improved estimate of the actual track (signal) of 
the object, in our case, a torpedo. Since all three coordinates 
are treated in the same way, it is sufficient to discuss smooth-
ing only one of them, say the first, xt. Hence we consider 
the model 
xt =st+ nt 
where st is the true time sequence of the coordinate and nt 
is the (additive) signal contaminating noise, which is viewed 
as being random. 
( 1) 
The function st is an unknown dynamic. It represents 
the ability of a torpedo to track its target (in each specific 
attempt). When we say that the data are smoothed by applying a 
linear filter we mean that an estimate of st is obtained using 
a formula of the type 
X = t 
m 
l hk xt-k 
k=-m 
fort= m, ..• , T-m 
which is a localized convolution of the values of X near t 
with the system of filter coefficients {hk} . Note that when 
the above formula {2) is applied to the model ( 1) we get 
" 
m m 





Note also that the filter cannot smooth data that are within m 
time units of either end of the sequence. Thus large values of 
m may become intolerable. This is called the 1 end correction' 
problem. 
The purpose of this report is to present a lay compari-
son of polynomial and low pass filters (which generally involve 
trigonometric functions} from the analytic point of view. Also 
included are some numerical characteristics and comparisons of 
. 
certain members of the two types when applied to a track of data 
supplied by NUWES. 
The question of data smoothing naturally begins with the 
problem of interpolation. For this reason we begin with a brief 
discussion of interpolation functions and illustrate the behav-
ior of three such functions (one polynomial and two trigonometric) 
on two contrived data sets, (the first smooth and the second 
oscillatory). This discussion is intended to motivate the need 
for smoothing filters and provoke some thought about how we want 
filters to behave. It leads to the spectral representation of 
a filter and to the problem of 'aliasing' in digital filters, 
which are introduced in general terms. 
The next section deals with the construction of filters. 
The band pass type is treated first and the polynomial type 
second. This discussion is also general in nature. 
The final section contains some numerical work illus-
trations some characteristics of twelve filters (six polynomial 
and six low band pass) which may be suitable for use in the 
torpedo tracking problem. 
2 
Some appendicies are included to provide the mathematical 
details that are omitted in the general discussions. Appendix 
A contains a development of the spectral representation of 
functions and filters. This is done without the use of complex 
variable theory and may serve to help develop insight and intui-
tion for those readers who are not so versed. The problem of 
'aliasing' is also illustrated in a similar way and appears in 
Appendix B. Appendix C contains descriptive results of apply-
ing the Kaiser-Reed theory (Ref. 2) to generate some low-pass 
filters for use in our numerical work. In Appendix Dis recorded 




Time is actually continuous.The function x(t} exists 
at all points in some interval [O,T 0 ] . Suppose the noise com-
ponent of equation (ll is negligible or even exactly zero for 
all t and our goal is to interpolate a value for x(t) at t 
using known quantities {x(ti}} at a few values {ti} neigh-
boring t. There are a large number of ways for doing this 
and most can be considered under the following format. Using 







t i ( t) 
where p is the number of points used in interpolation and 
{i i(t)}i=l is a set of continuous functions having the spe-
cialized property that 
t.(t . )=l 
l. J. 
A 
and t . (t.) = a 
l. J 
for i ~ j 
clearly then, x(t.) = x . and (4) represents an interpolation 
l. J. 
for other values of t. 




are interested only in two kinds, polynomials and trigonometric 
functions,because these are the kinds of functions that appear 
in our two classes of filters. our goal in this section is, by 
way of example, to illustrate the kind of behavior one may en-
counter with the two kinds of choices. Such behavior will be 
present whether one is interpolating or filtering. 
4 
First let's consider the classical Lagrange interpola-
tion functions, [Ref. l] 
L (t) = IT (t-t.)/ iI (t.-t.) 
l. •_J• J •_J• l. J 
Jrl. Jrl. 
(j ranges from 1 top in the products) which, when used in 
(4) create the unique polynomial of degree p - 1 through the 
( 6) 
p specified pairs {ti,xi}l. When p is small the degree of 
the polynomial will be low and this technique is easy to impe-
ment. More modern methods (splines) also fit polynomials in a 
piecewise sense but our goal can be met using (6). 
The trigonometric interpolants that we wish to present 
use sine waves instead of polynomials. One, a classical formula 
(requiring an odd number of points) due to Gauss (Ref. 1.7] uses 
the similar form 
ii{.t) = IT sin 2
1 (t-t.)/ II sin l2 (t.-t.) •J.· J ·..,1· l. J J r-l. J rl. 
while another (more modern and closely related to the Sampling 
Theorem, see Sec. III) requires that the {ti} be equally 
* spaced integers and uses [Ref. 6] 
* 
£. ( t) 
l. 
= sin TT(t-t.)/TT(t-t.) 
l. l. 
If the spacing is ~ ~ l then one merely replaces 
t - t. 
with • 1 in (8). 
5 




Let us apply the three interpolation formulae to the 
two (contrived) data sets in Table 2.1. The results are plotted 
in Figures 2.1 and 2.2. The first data set is smooth and well 
behaved (i.e. negligible level of noise). The most striking 
feature of Figure 2.1 is the behavior of the Gauss formula which 
exhibits a high amplitude oscilation of fixed period. Unless it 
is known from other considerations that the signal possesses 
such oscillations, one would not interpolate in this way. Even 
the other sinusoid interpolant shows some harmonics that seem 
unnatural. The polynomial appears to be the most saleable 
interpolant for the first data set. 
The second data set contains some rather wild oscilla-
tions and, lacking an explanation to the contrary, one would 
assume that the noise component is strong if one expects the 
signal to be smooth. If such is the case then interpolation 
makes little sense. This is borne out in Figure 2.2. All 
three interpolants overswing in ways that are not coherent with 
one another. We are inclined to fault the requirement that the 
function pass (exactly) through the given data values. Removal 
of this requirement leads one to transcend from interpolation 
to filtering. 
Digital filtering (Ref. 2, 4.5] is a (sequential) data 
smoothing process that attempts to replace the noisy data values 
with other values that, when taken together, are smooth or more 
coherent. Of course one may interpolate filtered values if there 
is a requirement for a smooth signal in between the sampled 
points. Perhaps the earliest filtering technique involved the 
6 
use of mooving averages. This rather ad hoc method is still 
quite popular. The three point moving average values are con-
tained in Table 2.1 and marked with diamonds in Figures 2.1 
and 2.2. If the signal is known to be smooth one hopes to 
improve upon the moving average. 
Contrived Data Sets 
Smooth Noisy 
t X mov. av. (3 pts.) X rnov. av. ( 3 pts.} 
-3 0.0 - 4. 
-2 1.5 1.33 10. 7.33 
-1 2.5 2.33 16. 9.0 
0 3.0 2.92 l. 8.33 
1 3.25 3.25 8. 2.33 
2 3.5 3.45 - 2. 2.0 
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III. Digital Smoothing Filters 
The expression 'digital smoothing filters' [Ref. 2,5] 
refers to a sequence {hk}m having the even property -m 
(hk = h_k) and to its application to a function sampled at 
equally spaced points as in (2). If in addition we have 
rn 
l ¾ = 1 then (2) represents a (weighted) moving average and 
h=-m 
the filter is said to have zero gain (in general level or power). 
Much of the jargon that is used to describe the properties of 
various filters is inherited from communications engineering. 
It is convenient to begin with some descriptions of this jargon. 
The communications engineer often thinks of time func-
tions as 'wave forms'. This is natural since the signal and 
noise sources often are vibrations, pulses, or other oscillations 
superimposed on one another. Each oscillator has a frequency 
w, an amplitude A, and a phase $ measured from an arbitrary 
origin. Using the familiar identity 
A sin(wt + $) = A cos($) sin(wt) + A sin(~) cos(wt). 
We see that a wave form may be viewed as a linear combination of 
sine and cosine terms over a set of specified frequencies {w} . 
The coefficient of each term will reflect amplitude and phase. 
When the set of amplitudes and phases are viewed as functions 
of the frequency variable w, then the result is called the 
(spectral} representation of the wave form in the 'frequency 
domain'. This is in contrast with the original representation 
in the 'time domain'. 
10 
Using Fourier analysis (Fourier sine and cosine trans-
forms) one can convert the time domain representation of a wave 
form to the frequency domain representation and back again. 
This process is described in Appendix A and the reader is re-
ferred there for a mathematical description. Certain properties 
of wave forms are more easily described in the frequency domain. 
Now let us suppose that the input (1) to our filter 
(smoothing process) is a wave form having the property that the 
signal, st, contains only low frequency components and the 
noise, nt contains only high frequency components. This sug-
gests that a filter designed to pass only low frequencies and 
block out high frequencies will serve us well. Moreover, even 
if there is weakness in our assumption about how the frequency 
ranges are divided between the components st and nt, such a 
filter still may provide a desirable smoothing since high fre-
quency oscillations (from either source) are screened out. 
Since the data is actually a sampling of a wave form at 
equally spaced time points there is one more issue that needs 
to be understood, namely the fact that a sinusoid of high fre-
quency can be fitted to the points just as easily as a sinusoid 
of some lower frequency. The fixed rate sampling does not allow 
us to separate the contributions to the wave form from a set of 
frequencies which are multiples of a basic frequency. This ef-
fect is called aliasing and is described in Appendix B both from 
a conceptual point of view and with an example. The practical 
effect is that a digital filter of the band pass type can only 
screen out frequencies that are measured relative to a standard 
11 
(usually tne Nyquist frequency which is half the sampling rate) . 
Thus it is possible that the noise component of (2) contains 
undesirable high frequency components which are aliased with 
some low frequency components of the signal. Since these fre-
quencies are normalized by or made relative to the Nyquist fre-
quency they can appear in the band pass region of the filter. 
The only certain defense against this effect is to know in ad-
vance the frequency ranges of both signal and noise, and then 
choose a sampling rate that can separate the two on the relative 
scale. Then a band pass filter can be designed which will achieve 
our goal. 
In order to understand better what's involved, let us 
take time out to examine the Sampling Theorem [Ref. 6]. Suppose 
we have sampled a wave form x(t) at a sequence of equally 
spaced points { ... ,-2T, -T, 0, T, 2T, ... } producing the cor-
responding values { ... x_ 2 , x_ 1 , x0 , x1 , x2, . .. } . The theo-
rem says that if the original wave form contains no frequency 
components higher than w0 ~; then the interpolation formula 
" 
X (t) = 
er;, 
I 
sin 'ITWO ( t-kT) 
xkT 'IT (t-kT} (9) 
k=-= 
represents x(t) exactly at all values of t , not just the 
sampling points. Of course, if x(t) does contain high fre-
quency components those oscillations will not appear, regardless 
of their amplitudes . They are removed by · th e ~1ltering effect 
12 
., 
of the formula. To see this, evaluate (9) at one of the sample 
points. Thus -
a, 
sin 1T S (n-k) 
a, 
x = x(nT) = I xk = I X sin 1rl3k ( 10} n '!I' (n-k) n-k 1rk k=-= - 1:Q 
where 6 = w0T • 
One can recognize 
hk 
_ sin(11'13k) 
- nk k = 0, ±.1, +2, ( ll) 
as the ideal low pass filter which passes all components of 
relative frequency < S at full amplitude without phase shift, 
and blots out to zero the amplitudes of the higher relative 
frequencies. (See Figure 3.1 and Appendices Band C.) 
Low Pass Filters: our goal is to describe the design of a low 
(frequency) pass filter. In the light of the Sampling Theorem 
it seems to be a simple matter to truncate (11) at t m terms 
on each side and use the result. But doing this has its price 
which is made graphic in Figure 2 of the memo by Martinelli 
(Ref. 4] and below which shows the positive half of the spectral 
function of the truncated filter (11). High frequency components 
pass through but at low variable weight and low frequency compo-
nent pass through at nearly full but uneven weight. Moreover , 
the act of i ncreasing m does not provide a cure for the problem 
of reducing the variation. Instead it tends to concentrate that 
variation in the region about the band edge. This amplitude 
13 
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Spectrum of Ideal Low Pass Filter and Truncated Versions. 
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Figure 3. 1 
14 
m = 20, 50, (I) 
variation (Gibbs phenomena) approaches the value 8.9% at the 
band edge [Ref. 2]. This problem is treated by the use of 
weighting sequences {wk} , tabbed windows by Tukey, which dampen 
the unevenness in the low frequency range and maintain low levels 
in the high frequency range at the expense of an increase in size 
of the transition zone. There are many ways to do this. We have 
chosen to follow the N.E.R. {nearly equal ripple) method of 
Kaiser and Reed [Ref. 2] described below. 
The filter is given by {compare with (11}): 
h = w sin 6-rrk 
k k 1Tk 
and 
w = k 
I a [ n ~;;2 J 
I 0 [nJ 









is the modified Bessell function, 6 is the maximum (normalized 
6 < 1) frequency desired to pass, and n is a parameter affect-
ing (along with 6 and m} the limits on the allowable un-
evenness of weights for the components. 
The Kaiser-Reed method of choosing n and m is de-
scribed in Appendix C together with the selection of low pass 
filters to be used in the numerical work. The interpretation 
of the input specifications E, a can be inferred from 
Figure C.l . For now, we draw attention to the fact that if 
the vertical control, E , is to be held to one or two percent, 
then some rather large value of m must be used. See Table 3.1. 
15 
Values of m for given 6, E(use o = 6/4) 
e:" 6 
.01 
























A simple straight forward alternative to filter selec-
tion is provided by using polynomial smoothing in the time 
domain. The idea is to fit a polynomial of order K to 2m + l 
data points centered on the point of interest. To effect smooth-
ing K must be smaller than 2m and the fitting is done by 
the method of least squares. Thus, after translating time to 
the local zone, Ref. 8, 
k . 
xt = a 0 + l a.tJ + noise j=l J 
for t = - m, ..• , + m and the smooth value used is 
A 
xo = ao . 
This class of filters is developed in Appendix D. 
There, it shows that they are even (all phase functions equal 
zero), there is no gain (filter coefficients add to one), and 




value (say 2p) to the next odd value (2p + 1). This last fea-
ture is curious because it allows one to think of fitting a 
polynomial of order 2p + 1 and lose only 2p degrees of free-
dom while doing it. Appendix D also contains the spectral 
images of the polynomial filters used in this report. They 
appear to be smoother functions than those of the low pass class. 
They do not have competing band pass properties . 
17 
IV. Numerical Comparisons 
A 296 point data track in three dimensions (X,Y,Z 
coordinates) has been provided by NUWES. There were many miss-
ing observations (every eighth value and then some) and pseudo 
values, i.e., the average of a missing value's two immediate 
neighbors, were used to replace the missing ones. No outlier 
rejection or replacement method was applied. 
These data were smoothed {in the same way for all three 
coordinates) using each of the twelve filters described herein, 
i.e. six low pass filters described in Appendix C and six poly-
nomial filter described in Appendix D. Table 4.1 contains the 
RMSD (.root mean square deviation) for each of the twelve cases. 
The filter designation notation is described in Appendices C and D. 
Root Mean Square Deviations 
Polynomial Low Pass 
Filter m RMSD Filter m RMSD 
PF22 2 6.188 LPF495 9 12.8 
PF23 3 8.05 LPF695 9 7. 61 
PF24 4 10.36 LPF895 9 4.427 
PF42 2 32.72 LPF478 7 20 . 94 
PF43 3 5.595 LPF678 7 5.283 
PF44 4 6.901 LPF878 7 13.76 
Table 4.1 
We have no reason to say that some values of the RMSD 
are better than other ones. However, there is some coherency 
in Table 4.1 when one compares the RMSD values with some 
18 
.. 
characteristics of the spectral functions. For 6 = 0.4 the 
error values for low pass filters are on the large side (12.8 
and 20.9}. It is curious to note that the two largest errors 
(10.4 and 32.7) for polynomial filters have spectral functions 
that cross the zero line at about 0.4 and 0.3 (resp.). The two 
smallest deviation values for polynomial filters (5.6 and 6.2) 
have spectral functions that cross the axis at about 0.8 and 
0.7 (resp.). Comparing this with the low pass filters for 
e = 0.8 we see the deviation values are 4.4 and 13.8. The for-
mer has E = .OS while the latter has e = .08. The remaining 
cases may be matched up similarly. Polynomial filters PF23 an d 
PF44 have error values (B.O, 6.9} and spectrums that cross the 
axis at about (0.5, 0.6). The two low pass filters having 
B = 0.6 have deviation values (7.6, 5.3}. 
It is possible that small values of the RMSD may repre-
sent 'not enough smoothing' just as large values could repre-
sent 'oversmoothing'. In order to settle this issue one needs 
to study the residuals, or deviations, themselves. They should 
form some identifiable random process with zero mean. Also, it 
is possible that the correlations among the three components 
have structure that needs to be considered in the filter design. 
such study is further confounded by the presence of outliers 
(wild observations) and the identification of such would be en-
hanced greatly if the nature of the residual process were 
understood. 
19 
The auto correlation functions for the magnitudes of the 
residuals were computed for each of our twelve cases. See 
Table 4.2. None of the cases appear to be either a pure auto-
regressive or pure moving average process of order one. 
A further brief study of residuals was made. The em-
pirical distributions of the squared deviations (appropriately 
normalized) 
A 2 A 2 A 2 
(x-x) + (y-y} + (z-2) (4.1) 
in Table 4.3 for each of the twelve smoothing filters. If the 
three residual components indicated in (4.1) are independent, 
have zero mean and common variance, then the quantity in (4.1), 
when divided by the common variance (estimated by the square of 
the entries in Table 4.1) have a chi square distribution with 
three degrees of freedom. The last (thirteenth) column of 
Table 4.3 contains the theoretical chi square distribution for 
purposes of comparison. None of . the empirical frequency sets are 
sufficiently close to the chi square. Thus, although there may 
exist one or more filters that produce squared deviation values 
that can be modeled as described above, none of the current ones 
do. We are inclined to believe that a more sophisticated model 
is required. 
20 
Auto Correlations for the Twelve Sets of Deviations 
Filter Lag 1 2 3 4 5 6 7 8 9 10 11 12 13 
LPF495 .404 .417 • 44 3 .384 .359 .232 .178 .229 .107 .113 .067 .013 .078 
LPF695 .253 .428 .278 . 159 .248 .166 .029 .19 7 -.019 .082 .051 -.046 . 076 
Low Pass LPF895 • 398 • 743 . 216 .336 .071 .138 .013 .079 
-.033 .032 -.027 . 0 29 .029 
LPF478 .654 .687 .679 . 635 .588 .487 .426 .460 • 305 . 303 • 266 .182 .181 
LPF678 .683 .274 .102 .068 .061 -.024 -.114 -.135 -.117 -.124 -.122 -.076 .003 
LPF878 .708 .916 . 6 86 .749 .616 • 591 .499 .466 . 374 . 346 . 262 .228 .166 
tv PF22 • 661 . 225 .060 . 018 -.026 -.080 -.123 -.110 - . 080 -.058 -.070 -.039 . 067 
I-' 
PF23 .397 .389 .228 .093 .038 -.034 -.063 -.049 -.050 -.038 -.003 -.053 • 030 
Polynomial 
PF24 .304 .407 . 34 3 .223 .174 .088 . 047 . 057 .005 .018 .039 -.056 .046 
PF42 .804 .747 .707 .669 .637 .561 .500 .477 • 370 .304 .245 .169 .131 
PF43 • 769 • 368 .119 .022 -.033 -.093 -.137 -.136 - .108 -.087 -.071 - . 018 .069 
PF44 .522 . 266 .227 .031 - . 010 -.079 -.124 -.086 -.073 -.059 -.043 -.062 .011 
Table 4.2 
Relative Frequency Table of Normalized Squared Deviation s 
chi square 
Cell PF22 PF23 PF24 PF42 PF43 PF44 LPF495 LPF695 LPF895 LPF478 LPF678 LPFB78 3 deg. f 
[0.0,0.5) .658 .610 .622 .541 .628 .646 .371 .432 .446 . 340 .645 .309 .081 
[0.5,1.0) .086 .152 .097 .178 .114 .132 .237 .223 .230 . 174 .117 .202 .118 
[1.0,1.5) .099 .100 .090 .065 .100 .069 .201 .140 .115 .238 .085 .259 .119 
[1.5,2.0) .027 .041 .049 .034 .028 .031 .076 .090 .076 . 128 .014 .106 .110 
(2.0,2.5) .034 .021 .073 .024 .038 .024 .050 .040 .029 . 078 .025 .08 2 .097 
[2.5,3.0) .031 .021 .014 .010 .021 .024 .029 .018 .036 .021 .018 .032 .084 
[3.0,3.5) .010 .003 • 010 .034 .003 .021 .018 .022 . 018 .018 .021 .011 .071 
(3.5,4.0) .003 .010 .003 .075 .017 .007 .ooo .007 .018 .ooo .014 .ooo .059 
[4.0,4.5) .003 .003 .003 .031 .003 . 003 .004 .018 .004 .ooo . 018 .000 .049 
[4.5,5.0) .010 .003 .003 .003 .000 .007 .004 .004 .000 .000 . 007 .000 .040 
[5.0,5.5) .003 .003 .007 .000 .007 .000 . 004 .ooo .011 .000 .ooo .000 .033 
[5.5,6.0) .000 .000 .000 .003 .003 .007 .000 .000 .004 .000 .004 . 000 .027 
"' 
[6.0,6.5) .ooo .007 .007 .000 .007 .000 .ooo .ooo .004 .ooo .007 .000 .022 
.._, [6.5,7.0) .000 .000 .000 .ODO .003 .000 . 000 .000 .007 .004 .000 .000 .018 
[7.0,7.5) .010 .ooo .ooo .000 .003 .000 .ooo .000 .000 .000 .000 .000 . 014 
[7.5,8.0) .000 .000 .003 .000 .000 .007 .000 .000 .004 .ooo .000 .000 .012 
[8.0,8.5) .003 .000 .000 .000 .003 .003 .000 . 000 .000 .000 .004 .000 . 009 
[8.5,9.0) .000 .000 .003 .000 .003 .ooo . 004 .000 .ooo .ooo .ooo .ooo .007 
[9.0,9.5) .003 .003 .000 .000 .ooo .ooo .ooo . 004 .ooo .000 .004 .000 .006 
[9.5,10.0) .003 .000 .000 .ooo .003 .ooo .000 .ooo .ooo .000 .007 .000 . 005 
[ ~ 110.0) .014 .021 .014 .000 .014 .017 • 004 . 004 .000 .000 .011 .000 .019 
Table 4. 3 
Appendix A 
Spectral Content of Integrable Functions - Interpretation 
of Band Pass Filters. 
Consider x(t} to be a real integrable function of the 
continuous time variable t , for - 00 < t < co • We are inter-
ested in characterizing the frequency content of x, i.e. of 
representing it as the continuous superposition of sinusoids 
and finding the amplitude of each frequency value appearing in 
. 
the sinusoids. To do this it is convenient to decompose the 
f unction into its even and odd parts, i.e . 
x(t) = xe(t) + x
0
(t) 
where the even part, xe(t) , is defined by 
xe(t) = ½cx(t) + x(-t} ) 
and is characterized by the fundamental even property that 




(t) 1 = 2 (x(t} - x(-t}) 
and is characterized by the fundamental odd property th.at 






Clearly both xe{t) 
CD 
= 2 f x
8










(t)dt = 0 
are 
(a . 1) 
(a . 2) 
( a . 3) 
(a. 4 ) 
Moreover, the reader should verify the facts that (i) the 
product of two even functions is even, (ii) the product of two 
odd functions is even, and (iii) the product of an even func-
tion by an odd function is an odd function. 
The even part of an integrable function will have a 
Fourier cosine transform 
= 
Fe (w) = f xe(t) cos(nwt)dt 
-= 
= 
= J x(t) cos(Tiwt)dt 
-= 
because of (a.4) and what we have just said, and the odd part 









= J x(t) sin(Tiwt)dt. 
-= 
Since 2n radians equal one cycle, the frequency variable w 
will have the dimensions of half cycles per unit of time. In 








X ( t) 
0 
1 00 
= 2 J Fe(w) cos(TTwt)dw m 
1 ~ 
= 2 f F0 (w) sin(TTwt)dw _a, 
which are stated without proof. Because of this and of {a.l), 
we can represent x(t) as 
1 00 
x(t) = 2 J [Fe(w) cos(rrwt) + F0 (wl sin(rrwt) ]dw. m 
Because of the familiar formula for a sine wave in 9 of 
amplitude A and phase shift cp 
A sin(e + cp) = A sin(<P) cos(e) + A cos(rp) sin( 8) 
(a . 7) 
<a. a} 
{a . 9 ) 
it is seen that (a.8) provides us with the representation of 
x(t) as the superposition of sinusoids. The frequency w has 
amplitude and phase shift given by 
A(w) = i(F 2 (w) + F 2 (w))l/Z 
.&. e o 
(a.10) 
q,(w) = arc tan(F
0
(w)/Fe(w)) (a.11) 
It is seen from (a.S) and (a.6) that Fe(w) is an even 
function and F
0
(w) is an odd function. Because of this both 
need only be specified for positive values of w. However, 
there is a certain amount of mathematical convenience in allowing 
25 
negative frequencies and using the form (a.8). We shall indulge 
in this convention and it should not cause any confusion. The 
contribution of the frequency w to x(t) is divided equally 
between + w and - w with like (opposite) signs for the even 
(odd) part. 
Performance of Filters in the Frequency Domain: 
Now let us return to our model of x(t) as a signal 
s{t) contaminated by additive noise, n(t) . That is, 
x{tl = s(t) + n(t) 
Since we are dealing · with a continuous time variable, the 
filter h(t) operates on x(tl in the convolution _in~egral 
(moving average} form 
= 
x(t) = J x{t-y)h(y)dy 
-= 
= f s(t-y)h(y)dy + f n(t-y)h(y)dy 
(a. 12) 
(a.13) 
Each of these input functions is assumed to be integrable and 
has its own spectral content. Let us introduce notation to mark 
the spectral pairs of each (following the example of (a.S) and 
(a.6)): 
s ( t) : Se (w) , s
0 
(w) 




h ( t) : He(w), H0 (w} 
" 
,. ,.. 




We proceed to develop the frequency domain version of the con-
volution (a.13). Following that we will show that if the spec-
tral content of the noise is zero at all frequencies for which 
the spectral content of the signal is not zero, then a filter 
can be designed that will convert the observable response, 
" 
x(t) , into the signal without distortion, i.e. x(t) = s(t) . 
First let us record two familiar trigonometry identities 
in the form 
cos (irwt) = cos(,rw(t-y) + 1rwy) = cos(rrw(t-y)) cos(;rwy) 
- sin(1rw(t-y)} sin(rrwy) 
and 
sin (1rwt) = sin ( ,rw ( t-y) + TTwy) = sin(TTw(t-y)) cos (7Tl.lly) 
+ COS (7TW ( t-y) ) sin ( 1Twy) 
A 
These are to be applied to the spectral analysis of x(t) . 
Thus 
A 
Fe(w) = J x(t) COS(itwt)dt 
= ff x(t-y)h(y) cos(1rw(t-y) + TTwy)dy dt 
= ff x(t-y) cos(1rw(t-y))h(y} cos(nwy)dy dt 
- ff x(t-y) sin(,rw(t-y))h(y) sin(nwy)dy dt. 
Now hold y fixed and make the change of variable 
v = t - y (dv = dt} • This allows the above to be rewritten as 
Fe(w) = / x(v) cos(1rwv)dv f h(y) cos(irwy)dy 
- J x(v) sin(rrwv]dv f h(y) sin(irwy}dy 
27 
and these quantities, in turn, using (a . 5}, (a.6}, and (a.13) 
can be recognized in their spectral forms, yielding the result 
F ( w) = F { w) H (w) - F (w) H ( to) 
e e e o o 
(a . 15) 






(w) He(w) + Fe(w} H0 (w} (a.16) 
Let us proceed to prove the assertion made following 
(a.13). It is convenient to shorten the notation by dropping 
* the argument w. We want to specify a filter (He,H 0 ) which 
will produce the result 
" " 
(Fe,FO) = (Se,SO) (a.17) 
Let 
n = {w Ne(w} = 0 and N0 (w) = O} 
and we have claimed our goal is tenable if Se= 0 and S0 = 0 
on nc. Because of (a.5), {a.6), (a . 12), and (a.13) we have 
(Fe,Fo) = (Se,so> + (Ne,No) 
and, more specifically, 
* 






(a . 18) 
Because of (a.8) the specification of the spectral pair {H ,H) 




Our goal is to have (Fe,Fo) = (Se,So) everywhere so, taking 
this and (a.18) into (a. 15} and (a.16) leads to 
s e = 5 eHe - SOHO 
so= SoHe + SeH O 
on Q , and 
0=NH. -NH e e o o 
0 = N0 He + NeHo 
on n c. The latter, (a.26}, is easily satisfied by taking 
(He,HO) = (0,0) throughout nc . The former, (a.19), may be 
rewritten as 
S ( 1-H ) = - S H e e o o and S (1-H) =SH o e e o 
which is satisfied by taking (He,H
0
) = (1,0) throughout Q . 
(a.19) 
(a.20} 
It is noted in passing that, since H
0 
= 0, the filt er 
produces no phase shifts (see (a.11)) and hence h(t) is an 
even (symmetric) function (recall (a.7)}. Also He= l on n 
and zero otherwise. Such filters are called 'band pass' filters 
because all frequencies w in the 'band' n are allowed through 
the filter without lag or distortion while all other frequencies 
are blanked out. A low pass filter is one for which 
n = {w ; I w I ~ w0 } (a. 21) 
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where WO is the maximum non-zero frequency in the signal 
(or the minimum non-zero noise frequency that can be removed). 
It is hoped that the preceding development provides in-
sight into the filter development problem. Most developments 
of this subject proceed much more quickly, utilizing the theory 
of complex variables. In this way one circumvents the awkward-
ness of treating even and odd parts separately. The spectral 
function is merely a complex valued function of a real frequency, 
F(w} = F
9
(w) + i F
0
(w) 
and i = ✓-1. The trigonometric identities are replaced by 
the laws of exponents as applied through the Euler identity 
ei 8 = cos{ e ) + i sin( e ) 
(a. 22) 
(a. 23) 
which is easily verified by applying Taylor series expansions 
to both sides. once the rules for adding and multiplying com-
plex variables are established, the entire development can be 
made treating i = l=I as if it were a numerical constant with 
.2 l .3 . 
i = - ' i = -i 
30 
Appendix B 
Sampling and Aliasing 
The results of Appendix A must be extended and modified 
because of the fact that the response function x(t) is not 
obser.ved for continuous values of t, but rather is sampled at 
equally spaced points. Let the sampling interval have length 
T and let us adopt the notation 
x = x(rT) r for r = ••• 2,-1,0,1,2, ... 
so the sequence {xr} is distinguished from the function x(t) 
only by using subscripts for the former and an argument in pa-
renthesis for the latter. Due to this shift in notation, the 
even and odd parts of {x} will have to be designated in a r 
different way. 
Now the sequence {xr} may be viewed as the Fourier 
coefficients of a periodic function f(w) on the interval 
[ -1,l] • Using the standard theory of Fourier Series we have 
e 1 l 
cos(rnw)dw x = even part of x = 2 J f{w) r r _ 1 
0 l l 
xr = odd part of x = 2 J f Cw) sin(rTTw)dw r -1 
and the inverse forms 
00 
fe (w) = I 
r=-"" 
{x: cos (rnw) + x~ sin (rnw) 
co 
f (w) = l {x~ cos(rnw) + xe sin(rnw)} 




and f = {fe,£ 0} is periodic of period two. 
But from the development in Appendix A we know that 
{xr} also has the integral representation (a.7), i.e. 
Cl) 
e l f F {w} cos(rrwrT}dw X = X (rT) = 2 r e -= 
1 
Cl) 
x~ = XO (rT) J F (w) sin('ITwrT)dw = 2 
-cxi 
(b. 3} 
where F without subscript may be either Fe or F as needed. 0 
It will be convenient to continue with this non-specific notation. 
Moreover, what follows is also valid if F and f are in their 
complex variable forms, i.e. see (a.22}. 
Let us proceed to establish the relationship between 
the two spectral functions F and f. Using the periodicity 
of the sine and cosine functions we can express (b.3) as a sum 
of integrals over intervals of length 2/T. Thus 
co 
X (rT) ::r ½ l 
e j=-o:1 
and similarly for X (rT) • 
0 
2j+l 
J T F (w) cos ( 1rwrT} dw 
2j-l 
T 
We deal only with the former as 
the latter's development is accomplished in a directly parallel 
fashion. Each term above can be subjected to a change of vari-
able, i.e. wT = y + 2j (Tdw = dy} . This time one can inter-
change the order of summation and integration and, utilizing 
the fact that cos(rrr{y+2j)) = cos(r1ry) for all integers 
j and r, produce the result 
32 
1 a:i 2· 
xe = J:.... J l Ft~) cos (r .ry) dy 
r 2T -l j=-co 
(b. 4) 
The parallel result for XO r is the same with the cosine replaced 
with the sine. Comparison of (b.l) and (b.4) yields the result 




which clearly is periodic of period t~o on [-1,1]. 
(b. 5) 
Let us interpret (b.5). The spectral function f(w) of 
the sampled sequence {x} is a periodic function which may be r 
viewed as a smudged average of the spectral function F of the 
(entire) continuous time wave form x(t) . That is, information 
* about the contribution of high frequencies (larger than 1/T) to 
the structure of x(t) is 'wrapped around' and averaged in with 
the contributions of the lower frequencies. This effect is 
called aliasing. High frequencies are mistaken for lower ones. 
This is the frequency domain interpretation of the fact that 
many high frequency wave forms may be present in x(t) but the 
sampled sequence {x} cannot distinguish a fit of rapid r 
oscillations from one of slower content. 
If the largest non-zero frequency w0 of F is smaller 
than 1/T, then the right side of {b.5) has only one non-zero 
term and f{w) is proportional to F(w/T) . In this case there 
* Recall we are measuring frequency in half cycles per unit time. 
In full cycles, this limit would be l/2T, the more common form 
of the Nyquist frequency. 
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is no aliasing. Otherwise, contributions to the wave form from 
certain high frequency components cannot be separated from those 
of low frequency components. 
The frequency aliasing problem interfaces with the 
intended use of low pass filters in a way that is potentially 
awkward. To illustrate the point let us examine an even spec-
tral function F whose signal frequencies are low and whose 
noise frequencies are high. With. this as a base we develop 
f(w) for several sampling intervals (rates} to show the effect 
of aliasing. 
For simplicity, the function F is composed of three 
triangles (symmetrically placed about the origin, i.e. 
F =Fe, F0 = O , see Figure B.l). The main lobe represents 
the signal. It has a value of one at zero frequency and drops 
off linearly to zero at its highest frequency of one. The side 
lobes represent a narrow band noise component in the range 
1.5 < lwl ~ 2. The peak amplitude is 1/2 at w = + 1.75 , 
and clearly w
0 
= 2. If we could record x(t} without sam-
pling, we would use a low pass filter whose band cut off value 
is anywhere in the interval [1,1.S]. 
In the figures that follow the intersampling interval 
ranges over the values T = 1/2, 2/3, 3/4, l, 5/4 . With 
T = .5 and w
0 
= 2 there will be no smudging. But the scaling 
will change. See (b.S) and Figure B.2. This produces no 
conceptual problem. 
With T = 2/3 there is aliasing but a filter can be 
designed to screen out the frequencies lwl > 2/3 and the 
shape of the signal spectrum is intact. For T = 3/4 one could 
3 '1 
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screen out lwl > 3/4 but some signal is lost. In the other two 
cases the distortion is even greater. 
Sampling Theorem - Equation (9) 
The setting places x(t) as an integrable function 
on (-m,co) • For sake of brevity the complex variable form of 
the spectrum will be used, i.e. 
(,:) . 
F(w) = Fe(w) + i F
0
(w) = J x(t)el. iTtw dw. 
-co 
(b. 6) 
The function is sampled at points spaced by the increment T 
creating the observable sequence xn = x(nT) . The theorem sa y s 
that if 
F ( w) = a for lwl > WO (b. 7) 




X (t} = l xnT 1r(t-nT) 
n=-co 
(b. 8) 
The proof goes as follows. From (b.l) and (b.2) (or the 
theory of complex Fourier series [Ref. l]) we have the pair of 
relationships 
l l . f -1.1rny X = 2 f(y) e dy n -1 
(b. 9 ) 
co 
f{y) = l xn ei'ITny = fe(y} + i fo(y} 
-co 
39 
Since w0T < l, we have from (b.5} that 
f(y) = ~ F (~) for IYI < l (b .10) 
and using this in the second member f produces the representa-
tion, using y = wT, 
F (w) 
CX> 
= T I x 8 -i1mT n 
-CX> 
Now let us use this form in (a.B) converted to complex form 
(F = F + i F ) e o 
= ~ J 
ex, 
F(w)e-irrtw dw x(t) 
-CO 




= I xn T J O cos rrw(t-nT) dw 
-00 0 
00 sin nw0 (t-nT) = I X T n rr ( t-nT) 
-00 





Low Pass Filter Design 
Let 6 be the maximum relative frequency that is desired 
to be passed by the filter. Since the ideal low pass filter 
(See Figure C.l) is unachievable for finite m there is a need 
to trade off finite m against a filter behaving in less than 
an ideal fashion. The Kaiser-Reed technique allows the user to 
specify parameters E , c so n (the auxiliary parameter used 
in the window (12)) and m can be determined. The resulting 
filter will approximate the iqeal one by staying within the 
limiting boundaries appearing in Figure C.l, which contains the 
graphical interpretation of E and o • Basically E is the 
maximum vertical error outside the transition zone and o is 
the width of the transition zone (6-o/2, B+o/2) . 
For sake of immediate reference, the Kaiser-Reed formulae 
are presented below. Let 
A= - 20 log 10 E • 
Then define 
and use 
K = 0.13927(A-7.95) 
= 1. 8445 
for A> 21 
A< 21 
m = integer part of .75 + K/26 . 
The window parameter is computed from 
n = O.ll02(A-8.7) for A> 50 
= 0.5842(A-21)o. 4 + 0.07886(A-21) , 21 < X < SO 
= a X < 21 
41 
(c .1) 
( c. 2) 
( C. 3} 
~JN3n •38~ 3AI1~738 ~•· 1 os·o os·o on·o o~·o oo·o 
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The reduction of band pass ripple and the increase in stop-band 
attenuation is achieved at the expense of a widening transition 
zone. A greater number of terms must be used to narrow the 
transition zone. 
The above procedure produces filters having a slight 
power gain at zero frequency, but within + e: of unity. One 
can normalize the filter by the replacement 
m 
¾ + hk x[ho + I hk]-1 
1 
(c.4) 
to remove the gain. This was done for all filters used herein, 
i.e. H(O) = l in all cases. 
The behavior of m as a function of E and S (for 
o proportional to S,o = 6/41 was illustrated in Table 3.1. 
In order to work wi th smaller values of m we relaxed the value 
of E in order to choose filters for numerical comparisons. 
Six low pass filters were chosen, three with m = 9 and th r ee 
with m = 7. The value of 6 ranged over 0.4, 0.6, 0 . 8. 
Specifically, the parameter values appear in Table C.l. 
Parameters for Six Low Pass Filters 
e: 0 e n m 
• 0 5 .15 . 4, • 6, • 8 1.51 9 
.08 .15 • 4, . 6, • 8 0.6435 7 
Table C. l 
43 
The notation used to designate them is LPFBmE where B = lOS 
and E = lOOe: The six filters appear in Table C.2 These 
corresponding spectral functions appear in Figures C.2 and C.3 
using the notation LPSBmE. They are computed using the formula 
[Ref. 2] 
m 
H(w) = h 0 + 2 I hk cos(~wk) k=l 
(c. 5) 
It is to be noted that h - S a - prior to the normalization (c.4). 
It appears that this normalization has a compromising effect 
on the width o of the transition zone. 
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Six Low Pass Filters 
# 
LPF495 LPF695 LPF895 LPF478 LPF678 LPF878 
0 0.4091 0.6073 0.8043 0.3763 0.6016 0.8329 
1 0. 30 79 0. 304 7 0.1871 0. 2 84 2 0.3029 0.1944 
2 0.0936 -0.0926 -0.1488 0.0873 -0.0930 -0.1563 
3 -0.0606 -0.06 0.0964 -0.0576 -0.0614 0.1032 
4 -0.0707 0.0699 -0.0429 -0.0689 0.0735 -0.0471 
5 a.a o.o 0.0 0.0 o.o 0.0 
6 0.0418 -0.0414 0.0254 0.0441 -0.047 0.0302 
7 0.0204 -.0202 -0.0325 0.0227 0.0242 -0.0407 
8 -0. 0162 0.0160 0.0258 
9 -0.0208 -0.0206 -0.0126 
Table C.2 
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Spectral Functions for the 15 Point Low Pass Filters 

























Structure of Polynomial Filters 
Polynomial filters have been discussed in some detail 
by Tysver (Ref. 8,9,10). Briefly, the idea is to use the prin-
cipal of least squares and fit a polynomial of order K (in the 
ti P,e or indexing variable) to 2m + 1 data points and use the 
midpoint of the fitted polynomial to serve as the smooth version 
of the data at that point. This process produces digital 
smoothing filters {hk}m -m which are symmetric, have frequency 
spectrum given by 
m 
R(w) = h + 2f h_ cos(k~w) 
o k=l -7c 
( d. 1) 
and whose behavior can be compared with that of other filters. 
First we will outline the mathematical steps that lead 
to the computation of the filter {¾} . Then we prove the 
basic properties of filters of this type. After that we present 
the six polynomial filters used in this report and compare their 
spectral pictures. 
It is mathematically convenient to translate the time 
axis so that x
0 
is the value being smoothed i.e. to develop 




= l hk x_k. Since the signal is being represented 
k=-m 
locally by a Kth order polynomial in time, we use the 
representation 
k 




for t = - m, ••• , m (d. 2) 
and fit the unspecified coefficients a
0 
, ••• , ak by the method 









a. tj ]2 
l. • (d. 3) 
This is accomplished using gradient methods. The partial deriv-
ative of ~ with respect to ar is 
and setting 
'41 = - 2 r 
" = a r 







J xt tr = 
--m 
of order K + 1. 
[xt -
k 
I a . 
j=O i 
tj]tr ( d. 4) 
r=O, ... ,K leads to the system 
K m 
l a. '° tj+r 
. l. I. 
J=O t=-m 
( d. 5) 
The system (d.5) has much structure. In order to exploit 
it, define 
s = r 
m 
l x tr 
t=-m t 




which is zero for p odd and represented more compactly as 
I = 2m + 1 
0 
for even subscripts. 
and I2p = 2 
48 
m 





In this way the system (d.5) can be written as 
s = r 
K 
I a. I 
j=O J j+r 
for r=O, ... ,K (d. 8) 
and the coefficient matrix appears as a 'checkerboard' because 
the values of I.+ alternate between zero and positive integer 
J r 
values. Because of this feature the system (d.8) can be decom-
posed into two smaller orthogonal subsystems, one involving the 
{ai} with. even subscripts and the other treating the odd sub-
scripts, which can be solved separately. Specifically, for K 
even (K = 2p) the linear systems are 
p ,.. 
= I a2· 1 2{'+) -'2r j=O J Jr for r=O, .•. , p 
( d. 9) 
p-1 
5 2r+l = I a2 ·+1 1 2( ·+ +l) j=O J Jr for 
r = o, ... , p-1 
and for K odd (K = 2p+l) only the second member of (d.9) need 
be modified in that p replaces p-1 as the upper limit of 
summation and as the upper index in the number of equations. 
Because of (d.9) we can list three important properties 
of filters of this class: they are symmetric (even), they do 
not change as the order of the polynomial fitted increases from 
an even value to the next odd value, and they are a true weighted 
average (no power gain). Let us state these properties formally 
as a theorem. 
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Theorem: Let {hk }m be a polynomial filter found by fitting 
-m 
a polynomial of order K using the method of least squares. 
Then 
(i) hk = h_k for k = 1, ... , m 
( ii) {hk} is invariant as K = 2p is increased to K = 2p + 1 
m 
(iii) I h - l k -
k=-m 
Proof: (i) Since x 0 = a 0 
one need only solve the first member 
of (c. 9) for a
0
• In matrix notation, this system may be 
expressed 
Ia I2 I4 .. . I2p ao Sa 
Iz I4 I6 ... I2p+2 a2 52 
• . = . ( d . 10) . . 
. . 
I2p I2p+2 ... I4p a2p s2p 
Let D be the determinant of the coefficient matrix and let 
~
2
r be the determinant of the submatrix obtained by striking 
out the first column and the row whose first element is I 2r. 
Uy Cramers rule 
a D = 
0 
r r 
5 I (-1) 0 2r 2r · 
r=O 
Only the s2 depend on {xt}m and, by the first member of r -m 
(d.6) it follows that 
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• 
a D = 
0 
p m 
I<-l)rD l x t 2r = 
2r t r=O t=-m 
m p 
l xt L(-l)rD t2r 
t=-m r=O 2r 
since hk is the coefficient of xk it follows that 




{ d. 11) 
(d.12) 
and this satisfies (i). The proof of (ii) follows from the 
fact that (d.10) is the same whether K = 2p or K = 2p + 1 . 
? o ? rove {iii) note that 
m 
D L hk 
k=-m 
m P 
= l l (-1) rD k2r _ 
-m O 2r -
p r I 
= I<-1) D2r 2r 
r=O 
p m 
l (-1) rD l k2r 
2r r=O k=-m 
(d.1 2 } 
by tl1e second member of (d.6). But the right hand side of 
(d.13) is the expansion of D by its first column. Hence ( iii) 
is valid. 
A few values of the coefficients (d . 7) are tabled below . 
Table D.l 
Values of r 2r for several m . 
2r m=2 3 4 5 
0 5 7 9 11 
2 10 28 60 110 
4 34 196 708 1958 
6 130 1588 9780 41030 
8 514 13636 144708 925958 
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The filter values {c.12) have been computed for six cases namely 
m = 2,3,4 each mAtched with . J< = 2 {~r 3) and 4 {or 5) . The • 
values are listed in Table D.2. The notation is PFKm and the 
smaller value of K is used. Because of symmetry (hk = h_k) 
only the values for non-negative subscripts are presented 
Table D.2 
Filter values for PFI<m 
PF22 PF42 PF23 PF43 PF24 PF44 
ho 17/35 576/6816 7/21 524/924 59/231 716/1716 
hl 12/35 624/6816 6/21 300/924 54/231 540/1716 
h2 - 3/35 2496/6816 3/21 -120/924 39/231 120/1716 
h3 -- -- -2/21 20/924 14/231 -220/1716 
h4 -- -- -- -- -21/231 60/1716 
The spectral properties of these six filters are presented 
in Figures D.l through D.6 . The notation used is PSKm for 
the spectral (frequency domain) form of PFI<m. The polynomial 
filter spectrums should be compared with the approximate low-pass 
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For sake of curiosity we also include the spectral 
functions of the 3, 5, 7, and 9 point moving averages. These 
are polynomial filters for K = O or l In our established 
notation the functions are PSOl, PS02, PS03, and PS04. 
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