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Regularity of Degenerate Hessian Equations
S lawomir Dinew, Szymon Pli´s, and Xiangwen Zhang1
Abstract
We show a second order a priori estimate for solutions to the complex k-Hessian
equation on a compact Ka¨hler manifold provided the (k-1)-st root of the right hand
side is C1,1. This improves an estimate of Hou-Ma-Wu [11]. An example is provided
to show that the exponent is sharp.
1 Introduction
Geometrically motivated complex fully nonlinear elliptic partial differential equations have
received a lot of attention recently (see [16, 17, 18, 20, 21] which is by far an incomplete
list of recent important contributions). The solvability of such equations is usually studied
through the continuity method and boils down to establishing a priori estimates just as in
the classical approach of S. T. Yau [25].
In general the considered problems are reducible to a scalar equation satisfied by a
real valued function u defined of a compact complex manifold X equipped with a fixed
Hermitian form ω. Quite often additonal assumptions such as ka¨hlerness of ω are imposed
and then the real (1, 1)-form ω+ i∂∂¯u is the geometric object with the desired properties.
Arguably the most natural geometric assumption is that ω + i∂∂¯u defines a metric i.e.
it is positive definite. However, it often happens that the very nature of the nonlinearity
imposes more general admissibility conditions (see for example [10, 11, 16, 20]). This lack
of positivity usually contributes significantly to the technical difficulty of the estimates.
In this note we deal with the complex Hessian equations on a compact Ka¨hler manifold
(X,ω) with dimCX = n. These interpolate between the Laplace equation (in the case
k = 1) and the Monge-Ampe`re equation in the case k = n. They are defined by
(ω + i∂∂¯u)k ∧ ωn−k = fωn, (1.1)
where the given nonnegative function f satisfies the necessary compatibility condition∫
X
ωn =
∫
X
fωn.
For smooth u the admissibility condition imposed of the class of solutions u is that
(ω + i∂∂¯u)j ∧ ωn−j ≥ 0, j = 1, 2, · · · , k.
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We denote the class of such functions by SHk(X,ω). Note also that adding a constant to a
solution u doesn’t change the equation (1.1), thus we normalize the solutions by imposing
the condition
∫
X
u ωn = 0. The solvability of the equation (1.1) was established for smooth
strictly positive right hand side data f satisfying the compatiblity condition through the
works of Hou-Ma-Wu [11] who proved the uniform and second order a priori estimates and
the first named author and Ko lodziej [7] who obtained the missing gradient estimate by
an indirect blow-up argument.
Having the existence of smooth solutions for smooth strictly positive data it is natural to
address the regularity theory in the degenerate cases. A situation of special interest is when
the right hand side function is allowed to vanish. Such a scenario, reminiscent of failure
of strict ellipticity in linear PDEs, as a rule implies the occurence of singular solutions. In
view of the classical theory in the Monge-Ampe`re case (see [3, 8]) the maximum one can
expect in this setting is C1,1 regularity.
A natural question appears then about optimal conditions implying that u ∈ C1,1.
Note that in [11] the authors have proven that the complex Hessian is controlled by the
gradient of u provided the C2 norm of f 1/k is under control. This may hold even if f
vanishes somewhere, that is, we deal with the degenerate equation. The estimate in [11]
left the problem whether the exponent 1/k is the optimal one. We will show that one
can further improve it to 1/(k − 1) if k ≥ 2 as one expects for the real case (for k = 1
we have the Poisson equation whose regularity theory is classical). Our main result is the
following:
Theorem 1.1. Let f ≥ 0 be a function on compact Ka¨hler manifold (X,ω) satisfying∫
X
fωn =
∫
X
ωn. Assume that f 1/(k−1) ∈ C1,1. Then the solution u to the equation (1.1)
admits an a priori estimate
sup
X
‖i∂∂¯u‖ ≤ C(1 + ‖Du‖2) (1.2)
for some uniform constant C dependents only on n, k,X, ‖f 1/(k−1)‖C1,1, the oscillation
oscXu of u and the lower bound on the bisectional curvature of ω.
Coupling this estimate with the main result from [7] one can prove that the solution u
has bounded Laplacian and thus belongs to the weak C1,1 space. The proof of the above
estimate relies heavily on the argument of Hou-Ma-Wu [11]. The main importance of our
improvement is that the obtained exponent is optimal as an example constructed in the
note shows.
The complex Hessian equations were first considered in the case of domains in Cn,
where the equation takes the form
(i∂∂¯u)k ∧ βn−k = fβn (1.3)
with β = ddc|z|2 denoting the standard Hermitian (1, 1) form in Cn. The corresponding
Dirichlet problem was studied by S.-Y. Li [15] and Z. B locki [2]. In particular, the non-
degenerate Dirichlet problem in a strictly k-pseudoconvex domain admits a unique smooth
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solution provided f and the boundary data are smooth and f is uniformly positive. Again
it is interesting to study C1,1 regularity in the case when f vanishes or decreases to zero
at the boundary. It has to be emphasized that the occurence of a boundary makes things
substantially harder and the regularity theory is far from complete. When k = n, that
is for the complex Monge-Ampe`re case, some regularity results were obtained by Krylov
[13, 14] under the assumption that f ≥ 0 and f 1/k ∈ C1,1.
The complex Hessian equation is itself modelled on its real counterpart
Sk(D
2u) = f
with Sk(A) denoting the sum of all main k × k-minors of the matrix A. The real Hessian
equation is much better understood and we refer to [24] for an excellent survey regarding
the corresponding regularity theory. In particular in the real setting the following analogue
of the Hou-Ma-Wu [11] estimate was established by Ivochkina-Trudinger-Wang in [12].
Theorem 1.2 ([12]). Let U ⊂ Rn be a strictly k-convex domain with C4 boundary. Suppose
that the admissible function v satisfies the problem{
Sk(D
2v) = f in U
v = ϕ in ∂U,
(1.4)
where we assume that ϕ ∈ C4(∂U) and f 1/k ∈ C2(U). Then v ∈ C1,1(U) with C2 norm
bounded by an estimable constant dependent on f, ϕ, k, n and U .
Again it is unknown whether the exponent 1/k is optimal here. It has attracted much
attention to establish the above theorem with the exponent 1/k being replaced by 1/(k−1).
More recently, the above theorem was proved under a weaker condition on f in [22], but the
optimal one seems still missing. On the bright side the optimality problem has been settled
in the extremal case k = n, i.e. when we deal with the real Monge-Ampe`re equation. By a
result of Guan-Trudinger-Wang [9] the optimal exponent yielding C1,1 solutions is 1/(n−1)
for domains in Rn. Sharpness of this bound follows from an example of Wang [23]. This
example has been generalized for the complex Monge-Ampe`re equation by the second
named author in [19].
In the case of general Hessian equations the current state of affairs is as follows: it was
stated in [12] that an example analogous to the one in [23] suggests that the exponent
1/(k − 1) is optimal for the real k-Hessian equation. As no proof of this was provided we
take the opportunity to present the relevant example (as well as its complex and compact
manifold counterparts) in detail, since in our opinion the arguments used in the proof have
to be slightly different than the approach of Wang [23]. In particular, we have
Proposition 1.3. For every ε > 0, there exists a non-negative function f in the unit ball
in Rn (respectively, Pn−1 × P1 or the unit ball in Cn) such that f 1/(k−1)+ε ∈ C1,1, but the
solution to the k-Hessian equation with f as a right hand side is not C1,1.
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The examples living on Pn−1×P1 equipped with the Fubini-Study product metric yield
in particular a regularity threshold 1/(k − 1) for the exponent of f . This shows that our
main result (Theorem 1.1) is optimal. We also take the opportunity to investigate the
regularity of the example given in Proposition 1.3 under various weaker assumptions on
the right hand side (see Example 4.6 in §4.2). More precisely, we provide some examples to
indicate what might be the best possible regularity of the admissible solutions for equation
(ω + i∂∂¯u)k ∧ ωn−k = f(z)ωn,
on a compact Ka¨hler manifold (X,ω) with 0 ≤ f ∈ Lp (or C0,δ) satisfying ∫
X
f ωn =
∫
X
ω.
We believe that at least in some cases the obtained examples are sharp.
Acknowledgements. This project was initiated when the first named author was
visiting University of California at Irvine in the summer of 2016. He wishes to thank the
Department of Mathematics for the warm hospitality.
2 Preliminaries
Below we gather the definitions and facts that will be used in the proofs later on. We
refer to the survey article [24] for the basics of the theory of Hessian equations. We start
with some relevant notions from linear algebra. Consider the set Mn(R) (respectively:
Mn(C)) of all symmetric (respectively Hermitian symmetric) n×n matrices. Let λ(M) =
(λ1, λ2, ..., λn) be the eigenvalues of a matrix M arranged in decreasing order and let
Sk(M) = Sk(λ(M)) =
∑
0<j1<...<jm≤n
λj1 λj2 ... λjm
be the k-th elementary symmetric polynomial applied to the vector λ(M). Analogously
we define σk(M) if M is Hermitian. Then one can define the positive cones Γm as follows
Γm = {λ ∈ Rn| S1(λ) > 0, · · · , Sm(λ) > 0}. (2.1)
Note that the definition of Γm is nonlinear if m > 1.
Let now V = (vk¯j) be a fixed positive definite Hermitian matrix and λi(T ) be the
eigenvalues of a Hermitian matrix T = (τk¯j) with respect to V . We can define analogously
σk,V (T ). In the language of differential forms if τ = i τk¯jdz
j ∧ dz¯k, v = i vk¯jdzj ∧ dz¯k
then σk,V (T ) is (up to a multiplicative universal constant) equal to the coefficient of the
top-degree form τk ∧ vn−k. We can also analogously define the sets Γk(V ). Below we list
the properties of these cones that will be used later on:
1. (Maclaurin’s inequality I) If λ ∈ Γm then
(
Sj
(nj)
) 1
j
≥
(
Si
(ni)
) 1
i
for 1 ≤ j ≤ i ≤ m.
The same inequality holds for the operators σk;
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2. (Maclaurin’s inequality II) There is a universal constant c(n,m), dependent only on
n and m, such that σm−1(λ) ≥ c(n,m)σm(λ)
m−2
m−1σ1(λ)
1
m−1 for any λ ∈ Γm;
3. Γm is a convex cone for any m and the function σ
1
m
m as well as log(σm) are concave
when restricted to Γm;
4. (G˚arding’s inequality) Let σk(λ |i) := ∂σk+1∂ λi (λ). Then for any λ, µ ∈ Γm
n∑
i=1
µiσm−1(λ |i) ≥ mσm(µ) 1mσm(λ)m−1m .
5. σm−1(λ |ij) = σm(λ |i)−σm(λ |j)λj −λi for all i 6= j.
We refer to [24] for further properties of these cones.
Recall that a smooth function v living on a domain U ⊂ Rn is called k-convex for some
natural 1 ≤ k ≤ n if
Sj(D
2v(x)) ≥ 0, j = 1, · · · , k
with D2v(x) denoting the Hessian matrix of v at x and Sj(A) is the sum of all main j × j
minors of the n × n matrix A. Analogously a function u living on a domain Ω ⊂ Cn is
called k-subharmonic for some natural 1 ≤ k ≤ n if
σj(i∂∂¯u(z)) ≥ 0, j = 1, · · · , k
with σj(B) denoting again the sum of the main j × j minors of a Hermitian symmetric
matrix B. In the complex setting one can alternatively use the laguage of differential forms
to define the σk operator as
σk(i∂∂¯u)β
n =
(
n
k
)
(i∂∂¯u)k ∧ βn−k
with β := ddc|z|2 denoting the standard Hermitian (1, 1)-form in Cn.
These are the local real and complex versions of the functions belonging to SHk(X,ω)
defined in the introduction. In each of these settings one can define singular k-convex
(respectively k-subharmonic) functions locally as decreasing limits of smooth ones. The
basic fact from the associated nonlinear potential theories (see [24] for the real case and
[2, 6] for the complex one) is that the operators Sk (respectively σk) can still be properly
defined as nonnegative measures for singular bounded k-convex (k-subharmonic) functions.
The following theorem, known as the comparison principle is basic in the potential
theory of k-subharmonic functions (see [6]). We remark that an analogous result is also
true for k-convex functions ([24]).
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Theorem 2.1 ([24]). If u, w are two bounded k-subharmonic functions in a domain
Ω ⊂ Cn, such that lim infz→∂Ω(u− w)(z) ≥ 0. If moreover
σk(i∂∂¯w) ≥ σk(i∂∂¯u)
as measures then u ≥ w in Ω.
As a corollary one immediately obtains the uniqueness of bounded solutions for the
corresponding Dirichlet problems. The uniqueness of normalized bounded solutions from
SHk(X,ω) is also true (see [5]). The corresponding comparison principle (see [7]) reads
as follows:
Theorem 2.2. Let ϕ, ψ ∈ SHk(X,ω) be bounded. Then∫
{ϕ<ψ}
(ω + i∂∂¯ψ)k ∧ ωn−k ≤
∫
{ϕ<ψ}
(ω + i∂∂¯ϕ)k ∧ ωn−k.
Finally we shall need an elementary calculus lemma whose proof can be found in [1]:
Lemma 2.3. If ψ ∈ C1,1(Ω) is a nonnegative function. Then √ψ is locally Lipschitz in
Ω. For almost every x ∈ Ω we have
∣∣∣D√ψ(x)∣∣∣ ≤ max{ |Dψ(x)|
2dist(x, ∂Ω)
,
1 + supΩ λmax[D
2ψ]
2
}
,
where λmax[D
2ψ] denotes the maximum eigenvalue of the real Hessian of ψ.
Working in charts on a compact Ka¨hler manifold one easily gets the following corollary
of the lemma above:
Corollary 2.4. Let f ≥ 0 be a function on a compact Ka¨hler manifold (X,ω) such that
f 1/(k−1) ∈ C1,1(X). Then
∥∥∇f 1/(k−1)(z)∥∥2 ≤ C ∥∥f 1/(k−1)(z)∥∥
for some constant C dependent on X,ω and the C1,1 norm of f 1/(k−1). In particular for
any unitary vector η one has
∂η∂η¯ log f = (k − 1)
(
∂η∂η¯f
1/(k−1)
f 1/(k−1)
− |∂ηf
1/(k−1)|2
f 2/(k−1)
)
≥ − C˜
f 1/(k−1)
for some constant C˜ dependent on X,ω and the C1,1 norm of f 1/(k−1).
Proof. Pick a point z ∈ X and a chart centered around z containing a ball of some fixed
radius r (dependent only on X and ω). Then we apply the lemma for ψ = f 1/(k−1) in the
coordinate ball centered at z with radius r to get the statement.
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Remark 2.5. In the corollary it is crucial that the manifold has no boundary. As observed
in [1] the function ψ(t) = t on (0, 1) shows that it is in general impossible to control |Dψ|2
by ψ globally in the presence of boundary.
Notation. Throughout the paper, (X,ω) will denote a compact Ka¨hler manifold, Ω will
be a domain in Cn and U will be a domain in Rn for some n ≥ 2. The constant C0 denotes
the lower bound for the bisectional curvature associated to ω i.e.
C0 := sup
x∈M
| inf
η,ζ
Rηη¯ζζ¯| (2.2)
with ζ, η varying among the unit vectors in TxX . Other constants dependent only on the
pertinent quantities will be denoted by C,Ci or ci. We shall refer to these as constants
under control.
3 The main estimate
This section is devoted to the proof of the following a priori estimate:
Theorem 3.1. Let u ∈ SHk(X,ω) be a C4(X) function solving the problem{
(ω + i∂∂¯u)k ∧ ωn−k = fωn∫
X
u ωn = 0
(3.1)
where the nonnegative function f satisfies the compatibility assumption
∫
M
f ωn =
∫
M
ωn.
Suppose that ‖f‖C0 ≤ B, ‖f 1/(k−1)‖C1 ≤ B and ‖f 1/(k−1)‖C2 ≤ B. Then
sup
M
‖i∂∂¯u‖ω ≤ C(sup
M
‖∇u‖2 + 1) (3.2)
for some constant C dependent on C0, B, ω, n and k.
Using the above C2 estimate, one can repeat the blow-up argument from [7] to deduce an
indirect gradient bound for u. Coupling this information with (3.2), we get the following
result:
Theorem 3.2. If u ∈ SHk(X,ω) solves the problem (3.1) with the assumption f 1/(k−1) ∈
C1,1, then u belongs to the weak C1,1 space, i.e. the Laplacian of u is bounded.
Proof of Theorem 3.2. The argument can be found in [1]. We provide the details for the
sake of completeness.
Given any f as in the statement there is a family fǫ, ǫ ∈ (0, 1) of smooth strictly
positive functions uniformly convergent as ǫց 0 to f such that additionally f 1/(k−1)ǫ tends
to f 1/(k−1) in C1,1 norm (one way to produce such a family is to use a convolution in local
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charts coupled with a partition of unity, see [1] for the details). Let also Cǫ be a positive
constant such that ∫
M
Cǫfǫω
n =
∫
M
fωn =
∫
M
ωn.
It follows that limǫ→0Cǫ = 1. Furthermore we can assume that
‖(Cǫfǫ)1/(k−1)‖C2 ≤ 2‖f 1/(k−1)‖C2 .
Hence the solutions uǫ ∈ SHk(X,ω) to the problem{
(ω + i∂∂¯uǫ)
k ∧ ωn−k = Cǫfǫωn∫
X
uǫ ω
n = 0,
(3.3)
(which are smooth by the Calabi-Yau type theorem from [7]) converge in L1(X,ω) to u
(see Corollary 4.2 in [4]).
On the other hand we have as an application of Theorem 3.1 the bound ∆ωuǫ ≤ C for
a constant C dependent only on ‖f 1/(k−1)‖C2, n, k and the lower bound of the bisectional
curvature. In particular the bound does not depend on ǫ and hence passing to the limit
we obtain ∆ωu ≤ C which implies the claimed result.
Now we proceed to the proof of the main a priori estimate:
Proof of Theorem 3.1. We will work, just as in [1] under the assumption that f > 0 (for
example using the approximate problems (3.3)) and we will obtain an estimate independent
of infX f . This is done in order to avoid confusion as we shall divide by f in the argument.
Then, if needed, one can repeat the final part of the argument in the proof of Theorem
3.2 to drop the assumption f > 0. Our proof will follow closely the argument in [11].
Given a point x ∈M we consider a fixed local coordinate system (z1, · · · , zn) centered
at x. By re-choosing the coordinates if necessary, one can assume that the form ω =
i gk¯jdz
j ∧ dz¯k is diagonal at x. We follow the notation in [11] and use the covariant
derivatives with respect to the background Ka¨hler metric ω to do the calculation. In
particular for any function h defined near x let hi = ∇∂/∂zih, hij¯ = ∇∂/∂z¯j∇∂/∂zih, etc.
As in [11], we consider the quantity
G˜(z, ξ) := log(1 + uij¯ξ
iξ¯j) + ϕ(|∇u|2) + ψ(u) (3.4)
defined for any z ∈ X and any unit vector ξ ∈ T 1,0z X . The relevant quantities are defined
as follows:
ϕ(t) := −1
2
log(1− t
2K
) with K := sup
M
|∇u|2 + 1; (3.5)
and
ψ(t) := −A log(1 + t
2L
) with L := sup
M
|u|+ 1, A = 3L(2C0 + 1). (3.6)
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The properties of ϕ and ψ that we shall use are listed below:
1
2
log 2 ≥ ϕ(|∇u|2) ≥ 0, 1
2K
≥ ϕ′(|∇u|2) ≥ 1
4K
> 0, (3.7)
ϕ′′(|∇u|2) = 2[ϕ′(|∇u|2)]2 > 0 (3.8)
and
A log
1
2
≥ ψ ≥ A log 2
3
,
A
L
≥ −ψ′(u) ≥ A
3L
= 2C0 + 1, (3.9)
ψ′′(u) ≥ 2ǫ
1− ǫ(ψ
′(u))2, for all ǫ ≤ 1
2A+ 1
.
Suppose G˜ attains maximum a point x0 ∈ X and a tangent direction ξ0 ∈ Tx0X . In a
standard way we construct normal coordinate system at x0 and assume that ξ0 = g
−1/2
11¯
∂
∂z1
.
We may also assume that uij¯ is diagonal at x0, i.e.,
uij¯(x0) = δijui¯i(x0).
Then λi := 1 + ui¯i(x0) are the eigenvalues of ω + dd
cu with respect to ω at x0. Therefore,
near x0, the function
G(z) = log(1 + g−1
11¯
u11¯) + ϕ(|∇u|2) + ψ(u) (3.10)
is well defined and has a maximum at x0. At this moment we mention that u11¯(x0) is of
the same size as ∆ωu(x0) (meaning that for a numerical constant Cn one has C
−1
n u11¯(x0) ≤
∆ωu(x0) ≤ Cnu11¯(x0)), since λi ∈ Γk with k ≥ 2 and hence
∑n
j=2 λi ≥ 0. Note that in
order to get the claimed global bound for the Laplacian in terms of the supremum of the
gradient it is thus sufficient to bound u11¯(x0) by an expression which is of linear growth
in K. To this end let us take the nonlinear operator
S(ω + i∂∂¯u) := log σk(ω + i∂∂¯u)
which is different from F = σ
1/k
k used in [11]. Using the diagonality of ω and uij¯ at x0 we
compute that
Sij¯ :=
∂S(ω + i∂∂¯u)
∂uij¯
= δij
σk−1(λ |i)
σk(λ)
. (3.11)
At x0 the second derivatives S
ij¯,pq¯ := ∂
2S
∂uij¯∂upq¯
are zero except in the following cases:
S i¯i,pp¯ = (1− δip)σk−2(λ |ip)
σk(λ)
− σk−1(λ |i)σk−1(λ |p)
σ2k(λ)
and for i 6= p
Sip¯,p¯i = −σk−2(λ |ip)
σk(λ)
.
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Observe also that at x0
n∑
i=1
S i¯i(1 + ui¯i) =
n∑
i=1
S i¯i λi = k. (3.12)
Differentiating the equation S(ω+ ddcu) = log f and commuting the covariant derivatives
we obtain the formulas (compare [11]) that at x0
n∑
p=1
Spp¯ujpp¯ = (log f)j +
n∑
p,q=1
uqS
pp¯Rjq¯pp¯ (3.13)
and
n∑
p=1
Spp¯u11¯pp¯ = (log f)11¯ −
n∑
i,j,r,q=1
Sij¯,rq¯uij¯1urq¯1¯ +
n∑
p=1
Spp¯(u11¯ − upp¯)R11¯pp¯. (3.14)
Returning to G from the extremal property at x0 we have the following formula
0 = Gp =
u11¯p
1 + u11¯
+ ϕ′upup¯p + ϕ
′
n∑
j=1
ujpup¯ + ψ
′up. (3.15)
Also by diagonality, ellipticity, the equation itself and (3.14) we get
0 ≥
n∑
p=1
Spp¯Gpp¯ (3.16)
=
n∑
p=1
Spp¯u11¯pp¯
1 + u11¯
−
n∑
p=1
Spp¯|u11¯p|2
(1 + u11¯)2
+ 2ϕ′Re[(log f)j¯uj] + ϕ
′
n∑
p,q,r=1
ur¯uqS
pp¯Rpp¯rq¯
+
n∑
p=1
ϕ′Spp¯|upp¯|2 +
n∑
p=1
ϕ′Spp¯
n∑
j=1
|ujp|2 + ϕ′′
n∑
p=1
Spp¯|
n∑
j=1
ujpuj¯ + upupp¯|2
+ψ′′
n∑
p=1
Spp¯|up|2 + ψ′k − ψ′
n∑
p=1
Spp¯.
The first term can be estimated by exploiting (3.14), analogously to [11] we have
n∑
p=1
Spp¯u11¯pp¯
1 + u11¯
≥ −λ−11
n∑
i,j,r,q=1
Sij¯,rq¯uij¯1urq¯1¯ − C0
n∑
p=1
Spp¯ − C0k + (log f)11¯
λ1
. (3.17)
Denote S :=∑np=1 Spp¯. Then the fourth term in (3.16) can be estimated from below by
ϕ′
n∑
p,q,r=1
ur¯uqS
pp¯Rpp¯rq¯ ≥ −Kϕ′S C0 ≥ −C0
2
S, (3.18)
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where we used the property (3.7) of ϕ′. The fifth term can be rewritten as
n∑
p=1
ϕ′Spp¯|upp¯|2 =
n∑
p=1
ϕ′Spp¯| λp−1|2 =
n∑
p=1
ϕ′Spp¯ λ2p−2ϕ′k + ϕ′S. (3.19)
The sixth term is obviously nonnegative. So coupling (3.16) with (3.17), (3.18) and (3.19)
we obtain
0 ≥ −
n∑
i,j,r,q=1
Sij¯,rq¯uij¯1urq¯1¯
1 + u11¯
−
n∑
p=1
Spp¯|u11¯p|2
(1 + u11¯)2
(3.20)
+ψ′′
n∑
p=1
Spp¯|up|2 + ϕ′′
n∑
p=1
Spp¯|
n∑
j=1
ujpuj¯ + upupp¯|2 + ϕ′
n∑
p=1
Spp¯ λ2p
+(−ψ′ + ϕ′ − 2C0)S + (log f)11¯
λ1
+ 2ϕ′Re[(log f)j¯uj]− (2ϕ′ + ψ′ − C0)k.
Up to now we have followed [11]. The big difference is that the last three terms,
contained in the constant C2 in [11], are not controllable from below in our setting. Define
the constant δ := 1
2A+1
. Let us divide the analysis into two separate cases:
Case 1: Suppose that λn < −δ λ1. Using the critical equation (3.15), we can
exchange the term second term in (3.20) by
−
n∑
p=1
Spp¯|u11¯p|2
(1 + u11¯)2
= −
n∑
p=1
Spp¯|ϕ′upup¯p + ϕ′
n∑
j=1
ujpup¯ + ψ
′up|2.
By Schwarz inequality this is further estimated from below by
−
n∑
p=1
Spp¯|u11¯p|2
(1 + u11¯)2
≥ −2(ϕ′)2
n∑
p=1
Spp¯
∣∣ϕ′upup¯p + ϕ′ n∑
j=1
ujpup¯
∣∣2 − 2(ψ′)2S|∇u|2.
Note that, by the choice of ϕ (3.8), the first term above annihilates the fourth term in
(3.20). The second one is bounded, using (3.9), by −2(6C0+3)2KS. Furthermore the first
term in (3.20) is nonnegative by the concavity of the S = log σk operator, and the sixth
term is also nonnegative by (3.7) and (3.9). Coupling the above inequalities we obtain
0 ≥ ϕ′
n∑
p=1
Spp¯ λ2p−18(2C0 + 1)2KS +
(log f)11¯
λ1
+ 2ϕ′Re[(log f)j¯uj] (3.21)
−(2ϕ′ + ψ′ − C0)k.
As ϕ′ ≥ 1
4K
, the first of these new terms is estimable by
ϕ′
n∑
p=1
Spp¯ λ2p ≥
1
4K
Snn¯λ2n ≥
1
4nK
S λ2n ≥
1
4nK
δ2S λ21 .
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Here we used the case assumption and the fact that the coefficients Sjj¯ increase in j. Next,
using Corollary 2.4 and the fact that ‖f 1/(k−1)‖C1, ‖f 1/(k−1)‖C1,1 are bounded, the last three
terms in (3.21) can be estimated from below as
(log f)11¯
λ1
+ 2ϕ′Re[(log f)j¯uj]− (2ϕ′ + ψ′ − C0)k ≥ −
C
λ1 f 1/(k−1)
− C√
Kf 1/(k−1)
− C
for some constant C dependent on C0, k, B and n. Finally by MacLaurin inequality
S =
n∑
p=1
Spp¯ =
n∑
p=1
σk−1(λ |p)
σk(λ)
= (n− k + 1)σk−1(λ)
σk(λ)
(3.22)
≥ c(n, k)σ
(k−2)/(k−1)
k σ
1/(k−1)
1
σk
≥ c(n, k)λ
1/(k−1)
1
f 1/(k−1)
.
Therefore, multiplying both sides of the inequality (3.21) by f 1/(k−1), we get
0 ≥ c(n, k) λ1/(k−1)1
(
δ2
4Kn
λ21−18(2C0 + 1)2K
)
− C − C
(
1 + sup
M
f 1/(k−1)
)
.
It follows that
λ21 ≤ CK2 +
CK
δ2 λ
1/(k−1)
1
,
for some C under control.
Case 2: Assume λn ≥ −δ λ1. Exactly as in [11], we consider
I :=
{
i ∈ {1, · · · , n} | σk−1(λ |i) > δ−1σk−1(λ |1)
}
.
As δ−1 = 2A+ 1 ≥ 7, i = 1 does not belong to I. Returning to our setting we get that
p ∈ I if and only if
Spp¯ > δ−1S11¯.
Then exploiting (3.15) and the Schwarz inequality we have
−
∑
p∈{1,··· ,n}\I
Spp¯|u11¯p|2
(1 + u11¯)2
≥ −2(ϕ′)2
∑
p∈{1,··· ,n}\I
Spp¯|upupp¯ +
n∑
j=1
ujpup¯|2 − 2(ψ′)2
∑
p∈{1,··· ,n}\I
Spp¯|up|2
≥ −2(ϕ′)2
∑
p∈{1,··· ,n}\I
Spp¯|upupp¯ +
n∑
j=1
ujpup¯|2 − 18(2C0 + 1)2KS11¯.
Using the same strategy as in case 1, the first term annihilates the following term in (3.20):
ϕ′′
∑
p∈{1,··· ,n}\I
Spp¯|upupp¯ +
n∑
j=1
ujpup¯|2.
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What remains from (3.20) can be written as
0 ≥ −
n∑
i,j,r,q=1
Sij¯,rq¯uij¯1urq¯1¯
1 + u11¯
−
∑
p∈I
Spp¯|u11¯p|2
(1 + u11¯)2
+ (−ψ′ + ϕ′ − 2C0)S
+ϕ′′
∑
p∈I
Spp¯|upupp¯ +
n∑
j=1
ujpup¯|2 + ψ′′
n∑
p=1
Spp¯|up|2 + 1
4K
n∑
p=1
Spp¯ λ2p
+
(log f)11¯
λ1
+ 2ϕ′Re[(log f)j¯uj]− (2ϕ′ + ψ′ − C0)k − 18(2C0 + 1)2KS11¯.
If λ21 ≥ [12(2C0+1)K]2 (which we can safely assume a priori for otherwise we are through)
the last term can be absorbed by the sixth one. Also −ψ′ + ϕ′ − 2C0 ≥ 1, therefore the
previous estimate is reduced to
0 ≥ −
n∑
i,j,r,q=1
Sij¯,rq¯uij¯1urq¯1¯
1 + u11¯
−
∑
p∈I
Spp¯|u11¯p|2
(1 + u11¯)2
+ ϕ′′
∑
p∈I
Spp¯|upupp¯ +
n∑
j=1
ujpup¯|2
+ψ′′
n∑
p=1
Spp¯|up|2 + 1
8K
n∑
p=1
Spp¯ λ2p+S +
(log f)11¯
λ1
+ 2ϕ′Re[(log f)j¯uj]
−(2ϕ′ + ψ′ − C0)k.
As as case 1, the last three terms can be estimated by − C
f1/(k−1)
for some constant C
dependent on B, n, C0 and k. So if the first four terms add up to something nonnegative
then we end up with
C3
f 1/(k−1)
≥ S + 1
8K
n∑
p=1
Spp¯ λ2p .
This together with (3.22) imply λ1 ≤ C.
What remains is to prove the non-negativity of
−
n∑
i,j,r,q=1
Sij¯,rq¯uij¯1urq¯1¯
1 + u11¯
−
∑
p∈I
Spp¯|u11¯p|2
(1 + u11¯)2
+ ϕ′′
∑
p∈I
Spp¯|upupp¯ +
n∑
j=1
ujpup¯|2 + ψ′′
n∑
p=1
Spp¯|up|2.
Exploiting (3.15) and Proposition 2.3 from [11] the last two terms can be estimated from
below by
∑
p∈I
Spp¯
[
2(ϕ′)2
∣∣upupp¯ + n∑
j=1
ujpup¯
∣∣2 + 2δ
1− δ |up|
2
]
≥ 2δ
∑
p∈I
Spp¯|u11¯p|2
(1 + u11¯)2
.
On the other hand, the concavity of the S = log σk operator yields that the first term is
controlled from below by
−
n∑
i,j,r,q=1
Sij¯,rq¯uij¯1urq¯1¯
1 + u11¯
≥ −
∑
p∈I
Sp1¯,1p¯|u11¯p|2
1 + u11¯
.
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Therefore, the inequality to-be-proven will be satisfied if
−Sp1¯,1p¯ ≥ (1− 2δ)S
pp¯
λ1
,
for each p ∈ I. Exploiting the formulas for Sp1¯,1p¯ and Spp¯ this is in turn equivalent to
σk−2(λ |1p)
σk
≥ (1− 2δ)σk−1(λ |p)
λ1 σk
.
But the inequality above is exactly the inequality proven in [11] (page 559). Indeed, the
inequality can be rewritten as
(2δ λ1+(1− 2δ) λp)σk−1(λ |p) ≥ λ1 σk−1(λ |1)
and the latter one holds due to the case assumptions λp ≥ λn > −δ λ1 and σk−1(λ |p) ≥
δ−1σk−1(λ |p). Thus the claimed inequality is proven.
4 Examples
In this section we shall investigate the examples from Proposition 1.3 in the real and
complex domains. We will also deal with the complex compact manifold case.
As mentioned in the Introduction, it was stated in [12] that a modification of the argument
from the Monge-Ampe`re case (see [23]) shows that the exponent 1/(k − 1) on the right
hand side cannot be improved any further. An important feature of these examples is that
they are separately radial in all but one of the coordinates and radial in the distinguished
coordinate. In the convex setting this means that
u(x′, xn) = u(y
′, yn), whenever |x′| = |y′| and |xn| = |yn|.
Here, we use the notation x = (x′, xn) = (x1, . . . , xn).
Note that, for convex u, this implies that u is increasing in the both radial directions.
The same observation holds for a pluri-subharmonic function v(z′, zn) radial in both direc-
tions and this was heavily used in [19]. What makes the k-Hessian case different is that a
priori such a k-convex function will be increasing in the directions x′ only as the 2-convex
example
u(x′, x3) = u(x1, x2, x3) = 3(x
2
1 + x
2
2)− x23
shows. We will nevertheless prove an additional lemma showing that our examples are
indeed increasing in the radial xn (respectively zn) directions. Given this lemma, the
proof is indeed analogous to the one in [23] in the k-convex case and to [19] in the k-
subharmonic case. Our lemma can also be generalized to work on Pn−1 × P1 equipped
with the Fubini-Study product metric and thus provides examples in the case of compact
Ka¨hler manifolds. Below we provide the full details.
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4.1 Examples in the real setting
In this subsection we fix 1 < k ≤ n. We will work in the unit ball B = B(0, 1) in Rn. The
following lemma is crucial for our construction.
Lemma 4.1. Let u be a continuous k-convex function on B which is constant on ∂B and
it depends only on |xn| and |x′|. Assume that F = Sk(D2u) is (weakly) decreasing with
respect to xn. Then u is weakly increasing with respect to |xn|. In particular,
inf
B
u = u(0). (4.1)
Proof. Observe that for for k = n this follows simply from the convexity of u, but for
k < n we have to work harder.
Note that u is radially invariant in the xn direction, it suffices to prove that for each
x′ ∈ Rn−1, |x′| < 1 the function t → u(x′, t) is increasing on the interval (0,√1− |x′|2).
For any ε, δ > 0, we define
vε(x
′, xn) = u(x
′, xn) + 2ε|x|2
and
wε,δ(x
′, xn) = u(x
′, xn + δ) + 4ε.
Then, our goal is to show that vε(x
′, xn) ≤ wε,δ(x′, xn) for any (x′, xn) ∈ B such that
(x′, xn + δ) ∈ B and xn > 0. If this holds, taking ε→ 0, we obtain
u(x′, xn) ≤ u(x′, xn + δ)
for any δ > 0 and 0 < xn < xn + δ <
√
1− |x′|2.
To obtain the desired inequality, we first observe that, using the assumption that
Sk(D
2u) is (weakly) decreasing with respect to xn, we have
Sk(D
2(vε − ε|x|2)) = Sk(D2u(x′, xn) + 2εIn) > Sk(D2u(x′, xn)) ≥ Sk(D2wε,δ) (4.2)
on Sδ = {(x′, xn) : xn > −δ/2, (x′, xn + δ) ∈ B, (x′, xn) ∈ B}.
Moreover, we note that for any ε > 0 one has
lim
δ→0+
wε,δ(x) = u(x) + 4ε > vε. (4.3)
Now, we fix a small ε > 0 and suppose that there is a δ such that
vε(p) ≥ wε,δ(p)
for some point p ∈ S¯δ ∩ {xn ≥ 0}. Because of (4.3), we know there must exist the
smallest such δ, and we denote it by δ0. Then, there is a p0 ∈ S¯δ0 ∩ {xn ≥ 0} such that
vε(p0) ≥ wε,δ0(p0).
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For (x′, xn) ∈ ∂Sδ0∩{xn ≥ 0} (in fact even on ∂Sδ0∩{xn > −δ0/2}), we know (x′, xn+δ0) ∈
∂B. Therefore,
wε,δ0(x
′, xn) = u(x
′, xn + δ0) + 4ε = max
B
u+ 4ε.
Here we used that fact that u is k-convex and equals to constant on ∂B and hence u
attains its maximum on ∂B. Recalling the definition of vε, we have
wε,δ0(x) > vε(x), for x ∈ ∂Sδ0 ∩ {xn ≥ 0}. (4.4)
In particular, this implies p0 ∈ Sδ0 ∩ {xn ≥ 0}.
On the other hand, for any point q = (q′, qn) ∈ Sδ0 \ {xn ≥ 0}. We compute
wε,δ0(q) = wε,δ0+2qn(q
′,−qn) > vε(q′,−qn) = vε(q), (4.5)
where we used the minimality of δ0 and negativity of qn > −δ0/2. Therefore, we have
wε,δ0(x) ≥ vε(x), for x ∈ Sδ0 ∩ {xn = 0}. (4.6)
By (4.2) and the maximum principle applied to the domain Sδ0 ∩ {xn > 0} we obtain
wε,δ0 ≥ vε on Sδ0 ∩ {xn > 0}.
This together with (4.5) implies
wε,δ0(x) ≥ vε(x) for ∀x ∈ Sδ0 . (4.7)
Next, we want to show that the above inequality is indeed a strict inequality. For this,
we consider the open set
D =
{
x ∈ Sδ0 : vε(x)− ε |x− p0|2 + ε dist(p0, ∂Sδ0)2/4 > wε,δ0(x)
}
.
Then, D ⊂⊂ Sδ0 and it holds
vε(x)− ε |x− p0|2 + ε dist(p0, ∂Sδ0)2/4 > wε,δ0(x) in D
and
vε(x)− ε |x− p0|2 + ε dist(p0, ∂Sδ0)2/4 = wε,δ0(x) on ∂D.
On the other hand, we also have, on D,
Sk(D
2(vε(x)− ε |x− p0|2 + ε dist(p0, ∂Sδ0)2/4)) = Sk(D2(vε − ε |x|2)) > Sk(D2wε,δ0).
Then, we have contradiction by using the comparison principle (Theorem 2.1). Therefore,
we must have
wε,δ0(x) > vε(x) for ∀x ∈ Sδ0 . (4.8)
This contradicts with the choice of δ0. Therefore, we obtain
vε(x) < wε,δ(x) on Sδ ∩ {xn ≥ 0}.
for any δ > 0. Letting ε→ 0, we get that u is weakly increasing in |xn|. (4.1) follows from
the sub-harmonicity of u with respect to x′.
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Given Lemma 4.1, the construction of the example and its justification follow closely
the argument in [23]. We provide the details for the sake of completeness. Let
η(t) =
{
exp (−1/(1− t2)) t < 1
0 t ≥ 1 (4.9)
For a, b ∈ R, a > 1 define
F (x) = η
( |xn|
|x′|a
)
|x′|b. (4.10)
Example 4.2. If 0 < b < 2(k − 1)(a − 1), then the k-convex solution u of the Dirichlet
problem {
Sk(D
2u) = F (x) in B
u = 0 on ∂B
(4.11)
is not C1,1 in any neighbourhood of 0. Furthermore, F γ ∈ C1,1(B) for γ > 1
k−1
+ 1
(a−1)(k−1)
.
In particular, taking a→∞ we obtain that no exponent larger than 1/(k − 1) could yield
C1,1 solutions in general.
Proof. The comparison principle implies that the solution is unique. Because of the rota-
tional invariance of the data the solution has to depend only on |x′| and |xn|, i.e. it has
to be radial both in the x′ and the xn direction. By Lemma 4.1 it is increasing separately
in |x′| and in |xn|.
Let ε > 0 be such that ε2 + ε2/a < 1. Define the domain
P = {(x′, xn) : |x′| < ε1/a, |xn| < ε}
and the function
v(x) =
(
x1 − 12ε1/a
1
4
ε1/a
)2
+
n−1∑
k=2
(
xk
1
2
ε1/a
)2
+
(
xn
1
4a+1
ε
)2
− 1.
By computation we have
E := {x ∈ B : v < 0} ⊂ P.
On the other hand
inf
E
F ≥ η(1/4)4−bεb/a.
Observe also that for some positive constant c1 (independent on ε) the following inequality
holds
Sk
(
D2v
) ≤ c1ε−2−2(k−1)/a.
Then it is possible to choose another constant c2 (also independent on ε) such that
Sk(D
2(c2 ε
2a+2(k−1)+b
ka v + sup
P
u)) ≤ inf
E
F.
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By the comparison principle
c2 ε
2a+2(k−1)+b
ka v + sup
P
u ≥ u, on P
and we obtain
u(0) ≤ u(1
2
ε1/a, 0, . . . , 0) ≤ sup
P
u− c2 ε
2a+2(k−1)+b
ka = u(ε1/a, 0, . . . , 0, ε)− c2 ε
2a+2(k−1)+b
ka .
For the last equality, we used the fact that u obtains its maximum on ∂P since u is radial
and increasing in both x′ and xn directions. Denote
s(t) = u(0, t), and ℓ(t) = u(t1/a, 0, . . . , 0, t)
for t ∈ [0, 1]. We clearly have s ≤ ℓ since u is increasing in the |x′| direction.
Assume that s < ℓ on some interval (c, d). Then, for any ε1, ε2 ∈ (c, d) with ε2−ε1 > 0
small enough, we can find an affine function w dependent only on xn, such that w(x
′, t) <
ℓ(t) for any t ∈ (ε1, ε2) and
w(0′, ε1) = u(0
′, ε1) = s(ε1), w(0
′, ε2) = u(0
′, ε2) = s(ε2).
Then, by the monotonicity of u in the |x′| direction again, we have
w(x′, xn) ≤ u(x′, xn) on ∂({F = 0} ∩ {xn ∈ (ε1, ε2)}).
On the other hand, by the definition of F , we have Sk(D
2u) = 0 = Sk(D
2w) on {F =
0} ∩ {xn ∈ (ε1, ε2)}. Then, the comparison principle implies
w(x′, xn) ≤ u(x′, xn) in {F = 0} ∩ {xn ∈ (ε1, ε2)}
for any small interval (ε1, ε2) ∈ (c, d). In particular, w(0′, t) ≤ u(0′, t) = s(t) for any
t ∈ (ε1, ε2). Thus s(t) is weakly concave on (c, d).
Now assume that u is C1,1 in a neighbourhood of 0. Then s′(0) = 0. We claim that s
cannot be concave in any interval of the type (0, r). Indeed, if s(t) is weakly concave on
some interval (0, r), then it follows that s′(t) ≤ 0 for t ∈ (0, r). On the other hand, by
Lemma 4.1, we have s′(t) ≥ 0. Therefore, s′(t) ≡ 0 and hence s(t) is constant on (0, r).
Taking largest such r (which is strictly less than one for otherwise the function would be
globally constant), we have s(r) < ℓ(r) as u is not constant in a neighbourhood of zero.
But then applying the above argument around the point r, we would obtain that s is
concave at r. This contradicts with the fact that s is constant to the left of r and strictly
increases to the right of r. This proves the claim.
Then, it follows that the strict inequality s(t) < ℓ(t) can not hold in any interval of
the type (0, r). Thus there is a sequence εm decreasing to 0 such that
u(0, εm) = s(εm) = l(εm) ≥ u(0) + c2 ε
2a+2(k−1)+b
ka
m
and we can conclude
u(0, εm)− u(0) ≥ c2 ε2−θ/akm ,
where θ = 2(k−1)(a−1)− b. This contradicts the assumption that u ∈ C1,1 around 0.
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4.2 Compact Ka¨hler manifold case
Now we deal with the compact Ka¨hler manifold case. The construction is similar to
the real case and the main technical difficulty is that we have to replace the translation
operators with suitable automorphisms of the Ka¨hler manifold. These automorphisms will
furthermore preserve the Ka¨hler form.
We fix 1 < k ≤ n in what follows. The examples will be constructed on Pn−1×P1 equipped
with the product metric ω = ω′FS + ωFS with ωFS denoting the Fubini-Study metrics on
each factor. For z ∈ Cn we split the coordinates and write z = (z′, zn) ∈ Cn−1 × C which
we identify in the usual way as a subset (the affine chart) of Pn−1 × P1. On this affine
chart we have ω′FS = i∂∂¯
(
1
2
log(1 + |z′|2)) and ωFS = i∂∂¯ (12 log(1 + |zn|2)). The following
complex analogue of Lemma 4.1 is crucial for the construction.
Lemma 4.3. Let ϕ ∈ SHk(Pn−1×P1, ω) be a continuous function such that (ω+ i∂∂¯ϕ)k∧
ωn−k = f ωn. Moreover, assume that
1). for any r > 0 the set {(z′, zn) ∈ Cn−1 × C : |zn| ≤ r, f(z′, zn) = 0} is bounded;
2). ϕ|Cn (and hence f) depends only on |z′| and |zn| on the affine chart;
3). f(z′, zn) is strictly decreasing in |zn| for all fixed z′ such that f(z′, zn) > 0.
Then the function ϕ is increasing with respect to |zn|.
Proof. Denote by tα and Tα the automorphisms of P
1 and Pn−1×P1 respectively given by
tα ([w0 : w1]) = [ cos(α)w0 − sin(α)w1 : sin(α)w0 + cos(α)w1 ];
Tα ([z0 : · · · zn−1]× [w0 : w1]) = [z0 : · · · : zn−1]× tα ([w0 : w1]) .
We would like to point out that tα preserves ωFS while Tα preserves the product metric
ω. Moreover, on the affine chart of P1, tα reads
tα(z) =
z + tanα
1− z tanα.
Choose now ε > 0 and fix an angle α ∈ (0, π
4
]. Let W = {z ∈ C : Re z ≥ 0} ∪ {∞} ⊂ P1
and E = T−1α
2
(Pn−1 ×W ). For (z′, zn) ∈ int(E) we have
tα(zn) =∞ or |zn| < |tα(zn)|. (4.12)
Let ψ : Pn−1 × P1 → R be a continuous function given by
ψ(z′, zn) = (ϕ ◦ Tα)(z′, zn) + ε.
For z ∈ ∂E, we have |zn| = |tα(zn)| and hence ϕ(z) = ϕ (Tα(z)) < ψ(z). Thus, for any
δ > 0 small enough, the set
D := {ϕ− δ > ψ} ∩ E
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is relatively compact in int(E). The monotonicity properties of f imply that
f(z) ≥ f(Tα(z)) for z ∈ E.
The comparison principle (2.2) results in∫
D
fωn ≥
∫
D
f ◦ Tα ωn =
∫
D
(ω + i∂∂¯ψ)k ∧ ωn−k ≥
∫
D
(ω + i∂∂¯ϕ)k ∧ ωn−k =
∫
D
fωn.
Together with assumption (3) and (4.12), this gives us f = 0 on D. We wish to point
out that, contrary to the local setting, we cannot deduct the emptiness of D at this stage
since we do not know whether D is contained in some affine chart. To this end we use
assumption (1). Note that the projection of E onto the P1 factor is a bounded subset
of the affine chart. By assumption (1) we get that D is bounded. Then the comparison
principle for bounded domains implies that D is empty.
Let η be as in the real case. For a ≥ 1, b ∈ R and z ∈ Cn, define
f(z) = A exp(−|z|2) η
( |zn|
|z′|a
)
|z′|b (4.13)
and extend f by zero on the divisors of infinity so that f is a function on Pn−1×P1. Here,
η(t) is given in (4.9) and the constant A > 0 is chosen such that∫
Pn−1×P1
fωn =
∫
Pn−1×P1
ωn. (4.14)
Lemma 4.4. If ϕ ∈ SHk(Pn−1 × P1, ω) is the unique continuous solution to the equation
(ω + i∂∂¯ϕ)k ∧ ωn−k = fωn (4.15)
on Pn−1 × P1, satisfying ϕ(0) = 0. Then there exist a constant c > 0 and a sequence
εm > 0 which decreases to 0, such that
u(0, εm) ≥ c εθm, (4.16)
where θ = 2a+2k−2+b
ka
and u = ϕ|Cn + 12 log(1 + |z′|2) + 12 log(1 + |zn|2).
Proof. We remark that the solution is unique (uniqueness for normalized solutions to
complex Hessian equations holds in much greater generality that we need here, see for
example [5]). Just as in the real case this implies that it depends only on |z′| and |zn| and
thus by definition u depends only on |z′| and |zn| too. By sub-harmonicity u is increasing
with respect to |z′| and by Lemma 4.3 it is strictly increasing in |zn| as the function f
satisfies all the assumptions in that lemma.
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From now on, we restrict our attention to the affine chart. Let ε > 0 be such that
ε2 + ε2/a ≤ 1. Let
P = {(z′, zn) : |z′| < ε1/a, |zn| < ε}
and
v(x) =
(
Re z1 − 12ε1/a
1
4
ε1/a
)2
+
(
Im z1
1
4
ε1/a
)2
+
n−1∑
k=2
( |zk|
1
4
ε1/a
)2
+
( |zn|
1
4a+1
ε
)2
.
Then
E = {x ∈ B : v < 1} ⊂ P.
We have
inf
E
f ≥ exp(−2) η(1/4) 4−b εb/a
and we can choose an absolute constant c1 such that
(i∂∂¯v)k ∧ ωn−k ≤ c1ε−2−2(k−1)/aωn on P.
Then it is possible to choose a constant c2 independent on ε such that(
i∂∂¯(ε
2a+2(k−1)+b
ka v)
)k
∧ ωn−k ≤ c2f ωn on E.
By the comparison principle we obtain
u(ε1/a, 0, . . . , 0, ε) = sup
P
u ≥ sup
E
u ≥ inf
∂E
c2 ε
2a+2(k−1)+b
ka v = c2 ε
2a+2(k−1)+b
ka . (4.17)
For t ∈ R, we define
s(t) = u(0, et), and ℓ(t) = u(et/a, 0, . . . , 0, et).
We have s ≤ ℓ. Follow the same argument as in the real case, we can obtain that if s < ℓ
on some interval (c, d) then s is weakly concave on (c, d). However, we also know that s is
strictly increasing and
lim
t→−∞
s(t) = 0,
and this imply s can not be weakly concave in any interval (−∞, r). Therefore, there is a
sequence tm ց −∞ such that s(tm) = ℓ(tm). Taking εm = etm and using (4.17) we obtain
the Lemma.
Observe that in the argument above the parameter b can be negative and then the
right hand side is merely Lp integrable. In such a case a result from [6] shows that local
solutions are bounded for Lp integrable right hand side provided p > n
k
. It is natural to
ask the following question:
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Question 4.5. Consider the k-Hessian equation on a compact Ka¨hler manifold (X,ω)
(ω + i∂∂¯u)k ∧ ωn−k = f(z)ωn
with 0 ≤ f ∈ Lp(X) satisfying the normalization condition ∫
X
f ωn =
∫
X
ωn. What is the
best possible regularity one can expect for the solution u?
We can also ask similar question with the condition on f being replaced by f ∈ C0,δ
for some 0 < δ < 1. Indeed, by varying the parameters a and b in the example provided in
Lemma 4.4, we have some assertions about what kind of regularity one can expect under
different conditions of the right hand side function.
Example 4.6.
(1). Let b = −2a
p
+ 2 with p > 1. Then f ∈ Lp. (In fact, any b > 2a/p− 2(n− 1)/p yields
Lp right hand side). But in (4.16)
θ =
2
k
(
1− 1
p
)
+ 2
1
a
=
2
k
(
1− 1
p
)
+O
(
1
a
)
as a→ +∞.
This shows that we cannot get better than Ho¨lder regularity for ϕ. Moreover, the Ho¨lder
exponent can be at most 2
k
(
1− 1
p
)
.
(2). Similarly, for b = 2, we have f ∈ C0,δ for some small δ > 0 and
θ ≤ 2
k
+
2
a
.
(3). For k ≥ 3 and b = (k− 2)(a− 2)− 3, we have f γ ∈ C0,1 for γ = a
(k−2)(a−1)−3
→ 1
k−2
as
a→ +∞. We can compute
θ = 1− 1
ak
.
(4). For b = 2(k − 1)(a − 2), we have f γ ∈ C1,1 for γ = 1+2/(a−2)
k−1
→ 1
k−1
as a → +∞. In
this case
θ = 2− 2
(
1
a
− 1
ka
)
.
To summarize, by varying the parameter a and b, the examples imply
• For p > 1, γ > 2
k
(1− 1
p
): f ∈ Lp ; ϕ ∈ C0,γ.
• For γ > 0 there is δ = δ(n, γ) such that f ∈ C0,δ ; ϕ ∈ C1,γ.
• For k ≥ 3, γ > 2
k
there is δ = δ(n, γ) such that f ∈ C0,δ ; ϕ ∈ C0,γ.
• For k ≥ 3, a > 1
k−2
there is γ < 1: fa ∈ C0,1 ; ϕ ∈ C0,γ.
• For a > 1
k−1
there is γ < 1: fa ∈ C1,1 ; ϕ ∈ C1,γ.
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4.3 The case of complex Hessian equations in domains
Finally we mention that in the case of the complex Hessian equation on domains the
following examples can be constructed:
Example 4.7. Let a, b ∈ R be two numbers satisfying 0 < b < 2(k − 1)(a− 1). Consider
the Dirichlet problem in the unit ball in Cn{
(i∂∂¯u)k ∧ βn−k = F in B
u = 0 on ∂B,
(4.18)
where the solution u is assumed to be k-subharmonic and F is given in (4.10). Then u is
not C1,1 in any neighbourhood of 0. But, F γ ∈ C1,1(B) for any γ > 1
k−1
+ 1
(a−1)(k−1)
. In
particular, no exponent larger than 1/(k − 1) could yield C1,1 solutions in general.
Proof. The proof repeats the previous cases once one establishes an analogue of Lemma
4.1. We leave the details to the Reader.
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