Abstract. We study the impact of the convective terms on the global solvability or finite time blow up of solutions of dissipative PDEs. We consider the model examples of 1D Burger's type equations, convective Cahn-Hilliard equation, generalized KuramotoSivashinsky equation and KdV type equations, we establish the following common scenario: adding sufficiently strong (in comparison with the destabilizing nonlinearity) convective terms to equation prevents the solutions from blowing up in finite time and makes the considered system globally well-posed and dissipative and for weak enough convective terms the finite time blow up may occur similarly to the case when the equation does not involve convective term.
Introduction
It is well-known that the solutions of nonlinear evolutionary PDEs may blow up in a finite time. The most studied is the case of a semilinear heat equation, for instance, all positive solutions of the problem
It is also known that the presence of convective terms may prevent blow up and makes the problem globally well-posed. In particular, as shown in [6] and [20] , the solutions of the problem ∂ t u + εu∂ x u = ∂ 2 x u + u 2 , u x=±1 = 0, u t=0 = u 0 (1.2) which differs from (1.1) by the presence of the convective term εu∂ x u becomes globally well-posed if ε = 0. However, the proof of this fact given there is strongly based on the maximum principle and the situation becomes essentially less clear for more complicated equations where the impact of the convective terms is a bit controversial. Indeed, for example, in the case of Navier-Stokes equations, the convective/inertial form (u, ∇ x )u is the only nonlinearity in the system and the only source of instability and possible blow up in the 3D case. On the other hand, if we consider the associated vorticity equation
and replace (very roughly) the term ∇ x u by ω in the vorticity stretching term and u by ω in the vorticity transport term, we end up with the model equations similar to (1.1) . This analogy can be made more precise, namely, as shown in [10] , the quadratic nonlinearity B(ω) := (ω, ∇ x )u − (u, ∇ x )ω can be split into the sum of two non-local operators B(ω) = B τ (ω) + B n (ω) such that the tangential component B τ (ω) satifies (B τ (ω), ω) = 0 and can be interpreted as a generalized convective term and the equation ∂ t ω = ∆ x ω + B n (ω), (1.4) where only the normal component of the nonlinearity is presented possesses solutions blowing up in finite time. Thus, the Millennium problem concerning the Navier-Stokes equations can be reduced to the question whether or not the "convective" term B τ (ω) is strong enough to prevent blow up in the normal parabolic system (1.4). Unfortunately, the above question seems out of reach of the modern methods, so the main aim of the present paper is to analyze the impact of the convective terms for simpler equations where more or less complete answer is available despite the absence of the maximum principle. As the model examples, we consider the generalized KuramotoSivashinsky equation, the so-called convective Cahn-Hilliard equation and the Korteveg de Vries type equations on a finite interval with Dirichlet boundary conditions. As we will see below, despite the fact that these equations have essentially different structure, they can be treated in the unified way and the obtained results look very similar to the case of Burgers type equations studied before. Namely, if the convective term is strong enough (in comparison with the destabilizing non-linearity), it prevents blow up of solutions and makes the considered problem globally well-posed and dissipative and if it is not sufficiently strong, the blow up may occur in the convective equations as well. We believe that this picture has a general nature and may be useful in the study of more complicated cases including the 3D Navier-Stokes equations.
The paper is organized as follows. In Section 2 we revisit the case of 1D Burger's type equations: 5) where the exponent p > 0, the external force g ∈ L 2 (−1, 1) and the destabilizing nonlinearity is growing not faster than |u| q+1 for some other exponent q > 0, namely, f ∈ C 1 (R) and
The typical nonlinearities have the form f (u) = u|u| q and f (u) = |u| q although other choices are also allowed. Note also that the convective term of the form ∂ x (u|u| p ) is also allowed here and can be treated even in a simpler way.
As we have already mentioned, equation (1.5) has been studied in [20] and [6] , see also [25, 26, 28, 29] and more or less complete answer on the blow up/global solvability question has been obtained: blow up is prevented if p ≥ q and occurs at least for some solutions of this equation if p < q (e.g., for the non-linearity f (u) = |u| q+1 ). In the present paper, we present an alternative/simplified method of proving this result which based on the weighted energy estimates (multiplication of the equation on ue −Lx or
Lx where L is a properly chosen parameter) rather than maximum principle and which will be used throughout of the paper. In addition, in Section 2, we apply this method to some model 2D Burger's type system without the maximum principle.
In section 3, we study the 1D forth order parabolic equations with convective terms. The first considered example is the generalized Kuramoto-Sivashinsky equation:
where λ ∈ R and the parameters p, q, the external force g and the nonlinearity f are the same as in the case of Burger's equation. The proved result for this equation is also almost the same as for the Burger's equation: the blow up is prevented if p ≥ q and remains possible if p < q. The only difference is that since we do not have not L s -estimates for s = 2, we have to require extra restriction p ≤ 6 to obtain the global well-posedness and regularity in the case p ≥ q (actually we do not know whether or not this extra restriction is essential).
The second considered example is the convective Cahn-Hilliard equation:
where the parameters p, q, the external force g and the nonlinearity f are the same as in the case of Burger's equation. This equation looks more complicated since the destabilizing nonlinearity ∂ 2 x f (u) is stronger due to the presence of the second derivative. The particular case of this equation with the convective term ∂ x (u 2 ) and periodic boundary conditions has been studied in our previous paper [8] , see also [7] and references therein. In particular, the following partial results on global solvability/blow up have been obtained there: blow up is prevented if q < 4 9 and is occurred at least for some solutions if q ≥ 2. So, the behavior of solutions remains unclear if 4 9 ≤ q < 2. The results proved in this paper using the different method of weighted estimates are slightly better, but still not optimal, namely, the global well-posedness is verified if q ≤ p/2 (and p ≤ 6) and the blow up is proved if q > p + 1. Thus, the behavior of solutions is not clear if p/2 < q ≤ p + 1.
Finally, in Section 4, we study the 3rd order KdV type equation: 9) where the parameters p, q, the external force g and the nonlinearity f are the same as in the case of Burger's equation. It worth emphasizing that, in contrast to the case of KdV equations on the whole line or with periodic boundary conditions where the corresponding equations are conservative and even completely integrable, they are dissipative if the Dirichlet boundary conditions are posed. Although the corresponding problem is not parabolic, it possesses the smoothing property on a finite time interval and the linear part generates a C ∞ -semigroup, see e.g., [5] and references therein. Moreover, the analytic properties of this equation is similar to Burger's type equations (of course, up to the maximum principle). This essentially simplifies the proof of local well-posedness in comparison to the conservative case. As we show, similar to the Burger's type equations, the blow up is prevented if p ≥ q (under the extra restriction p ≤ 2 which is posed in order to prove the global well-posedness in the phase space L 2 (−1, 1)) and in the case p < q blow up remains possible and is occurred at least for some solutions in the case where f (u) = |u| q+1 .
Burger's type equations
The aim of this section is to illustrate the impact of convective terms to reactiondiffusion equations and systems. We start with the simplest model example of 1D Burgers equation:
considered on the interval x ∈ (−1, 1) and endowed by the Dirichlet boundary conditions. It is well-known that without the convective term ∂ x (u 2 ) this equation possesses solutions blowing up in finite time if k = 0. Moreover, as it is shown in [20] (see also references therein), the presence of the convective term prevents the solutions to blow up and the global existence of solutions holds for any k ∈ R. We present below an alternative/simplified proof of this fact which can be extended to much wider class of equations. Namely, the following result holds.
possesses a unique solution u(t) defined globally in time t ≥ 0 and this solution satisfies the following dissipative estimate:
where the positive constants C and α are independent of u 0 and t.
Proof. The local well-posedness of problem (2.1) is straightforward, so we concentrate only on the derivation of dissipative estimate (2.2). To this end, we multiply equation (2.1) by by u + (t)e −Lx − u − (t)e Lx where u + = max{u, 0}, u − = u − u + and L is sufficiently large positive constant which will be specified below. Then, after the standard transformations, we end up with
where we denote by L p ϕ the weighted Lebesgue space L p with the norm
Crucial for our purposes is the fact that the weighted norms u L p e Lx are equivalent to the non-weighted ones when the underlying domain is bounded.
Fixing L := k + 1 in (2.3) and using the Young inequality, we have
Applying the Gronwall inequality to this relation, we end up with the desired estimate (2.2) and finish the proof of the theorem.
The above result can be easily generalized to the problem
where the nonlinear function f satisfies (1.6) with the restriction q ≤ p. Indeed, repeating word by word the derivation of estimate (2.2), we end up with the same L 2 -dissipative estimate for the solutions of equation (2.5). However, when the exponent q is large enough, the only dissipative estimate in L 2 is not sufficient to prevent blow up in higher norms and verify the global existence and dissipativity of smooth solutions. To this end, we need the dissipative control of L s -norm for some s ≥ s(p) < ∞ (actually, it is not difficult to show that s(p) = p). Namely, the following result holds. Theorem 2.2. Let q ≤ p, p > 0 and u(t) be a sufficiently regular solution of (2.5). Then, for every s ≥ 2, the following estimate holds:
where α > 0 and the constant C s depends on s, but is independent of u 0 and t.
Proof. We multiply equation (2.5) by u + (t) s−1 e −Lx − u − (t) s−1 e Lx and integrate over the interval (−1, 1). Then, similarly to (2.3), but using (1.6) in order to estimate the term with the non-linearity f , we have
Using the embedding H 1 ⊂ L ∞ (for the 1D case), we estimate the term containing the external forces g as follows:
Using now the Young inequality and together with the facts that p ≥ q and p > 1 and fixing L > C, we end up with the differential inequality
. The Gronwall inequality applied to this relation gives the desired dissipative estimate and finishes the proof of the theorem. Indeed, the local well-posedness of this problem in H 1 0 is straightforward and the global solvability follows in a standard way from the dissipative estimate (2.6) with s ≥ p − 1 and the parabolic smoothing property, see e.g., [15] , so we left details to the reader.
Let us now consider the case q > p. In this case, as it is shown in the next theorem, the convective term is not strong enough to prevent finite time blow up of solutions.
Theorem 2.4. Let q > p, q > 1 and k = 0. Then, there exists a smooth initial data u 0 such that the corresponding solution u(t) of equation (2.5) with f (u) = |u| q+1 blows up in finite time.
Proof. Without loss of generality we may assume that k > 0 (otherwise, it is enough to replace u by −u. Let us introduce a weight function ϕ(x) = (ε 2 − x 2 ) n , where ε > 0 and n > 0 is a sufficiently large number which will be specified below, multiply equation (2.5) by ϕ and integrate over x ∈ (−ε, ε). Then, after the direct calculations, we get
Since q > p, by the Hölder inequality, we have
Note that, for all n ≥ q+1 q−p , the second integrand in the right hand side has no singularities at x = ±ε and can be majorated by a constant. Analogously,
and the last integral in the right-hand side can be majorated by a constant if n ≥ 2(q+1) q . Finally, the Jensen inequality gives
and inserting the obtained estimates into the right-hand side of (2.9), we get
for some positive α and C which are independent of u. The last inequality shows that the solution u(t) indeed blows up in a finite time if
and the theorem is proved.
Remark 2.5. Note that the results on preventing blow up by convective terms, see theorems 2.1 and 2.2 strongly depend on boundary conditions. Indeed, if we take, say, Neumann boundary conditions for equation (2.1), the effect will disappear since the spatially homogeneous solutions will blow up no matter how strong the convective term is. On the other hand, the result of Theorem 2.4 is based on the interior estimates and will hold no matter what the boundary conditions are. Mention also that the proof of theorems 2.1 and 2.2 becomes essentially simpler if the convective term has the form ∂ x (u|u| p ). Indeed, in this case, we need not to use the functions u + and u − and may multiply the equation by u(t)e −Lx . Then only the (weighted) energetic arguments are used and this allows us to apply the technique to more general equations (e.g., fourth or third order equations where the maximum principle does not hold). We consider these cases in the next sections.
We conclude this section by considering the model 2D Burgers type equations where the maximum principle does not work any more, but the above arguments will allow us to establish the blow up preventing by convection. Namely, let us consider a system
where Ω is a bounded smooth domain of R 2 and u = (u 1 , u 2 ) is an unknown vector field. The convective term here
is the standard convective term for the Navier-Stokes system and it is clearly nonmonotone, so the methods based on the maximum principle will not work at least directly.
We also assume that g ∈ L 2 (Ω) and the non-linearity f ∈ C 1 (R 2 , R 2 ) has the form
+f (u), (2.13) where |f ′ (u)| ≤ C(1 + |u| 1−ε ) for some ε > 0 and k 1 , k 2 ∈ R. The next theorem is the analogue of Theorem 2.1 for this problem. Theorem 2.6. Let the nonlinearity f satisfy (2.13) and let u(t) be a sufficiently regular solution of equation (2.11). Then, the following estimate holds:
Proof. We multiply the first and the second equation of (2.11) by sgn((u 1 )
Lx 2 respectively, take a sum and integrate over x ∈ Ω. Then, thanks to the Kato inequality (see, e.g., [12] ) we have
Employing this inequality, after the straightforward transformations, we end up with
15) Fixing L > |k 1 | + |k 2 | and applying Young and Gronwall inequality to this relation, we end up with the desired estimate (2.14) and finish the proof of the theorem.
Remark 2.7. It is not difficult to see that without the convective term, the solutions of (2.11) may blow up in finite time. Also, if we take the nonlinearity f growing faster than quadratically, we may construct the blow up solutions arguing as in Theorem 2.4.
Note, however, that the dissipative estimate (2.14) is too weak in order to verify that the higher norms of solutions do not blow up in finite time. To overcome this obstacle, we need either to obtain stronger dissipative estimate (which we actually do not know how to do at the moment) or somehow regularize equations (2.11). For instance, it can be done in the spirit of the α-models for the Navier-Stokes equations (see [9] ), namely, let us consider the following regularized system: 16) where α > 0 is a regularization parameter. Then, on the one hand, repeating word by word the proof of Theorem 2.6, we see that the solution (2.16) satisfies the dissipative estimate (2.14) uniformly with respect to α. On the other hand, the dissipative estimates in higher norms can be obtained from (2.14) using the standard bootstrapping arguments. Indeed, since the key convective nonlinearity in (2.16) is similar to the Navier-Stokes one, it is enough to deduce the dissipative L 2 estimate which is done in the following corollary.
Corollary 2.8. Under the above assumptions, problem (2.16) is globally well-posed in L 2 (Ω) and the following estimate holds:
where γ > 0 and the monotone function Q is independent of u 0 and t.
Proof. Multiplying equations (2.16) by u and integrate over x ∈ Ω after the integration by parts, we get
The first terms on the right-hand side of (2.18) can be estimated using the embedding H 2 ⊂ C and the maximal regularity of the Laplace operator:
Analogously using that f (u) has at most quadratic growth together with the interpolation inequality, we get
Inequality (2.19) together with the dissipative estimate (2.14) are enough to verify the desired estimate (2.17) and finish the proof of the corollary. Indeed, for t ∈ [0, 1], we get (2.17) by applying the Gronwall inequality to (2.19) and using that the norm
L 2 ds is under the control. To obtain the estimate for t ≥ 1, we use the smoothing property
which follows again from (2.19) by multiplying it by t and applying the Gronwall inequality. From this estimate, we derive the estimate
which together with (2.14) gives the desired dissipative estimate for t ≥ 1. Thus, the corollary is proved.
Fourth order equations with convective terms
In this section, we apply the method of weighted estimates to some classes of fourth order parabolic equations with convective terms. We start with the following generalized Kuramoto-Sivashinsky equation in Ω = (−1, 1):
x u x=±1 = 0, u t=0 = u 0 , (3.1) where λ ∈ R and p > 0 are some parameters, g ∈ L 2 (Ω) is a given external force and f ∈ C 1 (R, R) is a given nonlinearity satisfying the growth restriction
for some q > 0. The next result gives the analogue of Theorem 2.1 for this equation.
Theorem 3.1. Let the nonlinearity f satisfy assumption (3.2) for some q ≤ p and g ∈ L 2 (Ω). Then, any sufficiently regular solution u(t) of problem (3.1) possesses the following estimate:
where the positive constants α and C are independent of t, u 0 and g.
Proof.
We multiply equation (3.1) by ue −Lx , integrate by parts and use that
Then, we get
Using assumption (3.2) on the nonlinearity f together with the fact that p ≥ q, we may fix L in such way that the nonlinear term on the right-hand side of (3.5) can be estimated by the convective term on the left-hand side. Using also the interpolation inequality between H 2 and L 2 and the fact that p > 0, we finally arrive at
and the Gronwall inequality applied to this relation gives the desired estimate (3.3) and finishes the proof of the theorem.
Note that, analogously to the previous section, estimate (3.3) is not strong enough to prevent blow up in finite time for the higher norms of the solution u(t) for large exponents p. However, for sufficiently small values of p it is sufficient to verify the global existence of smooth solutions by the standard bootstrapping arguments. Since H 1 ⊂ L ∞ in the 1D case, it is sufficient to obtain the dissipative estimate in the H 1 -norm which is done in the following corollary. 
where the positive constant α and a monotone function Q are independent of u and t.
Proof. We multiply equation (3.1) by ∂ 2 x u and integrate over x. This gives 1 2
x u). (3.8) We assume for simplicity that p ≥ 1 and estimate below only the most complicated second term in the right-hand side of (3.8) (the other terms are of lower order and are simpler to estimate). To this end, we integrate it by parts once more and use the interpolation inequalities
and obtain
Thus, in order to control this term, we need the function t → u(t)
L 2 to be integrable. According to estimate (3.3) it will be indeed the case if p ≤ 6 and the corollary is proved.
Let us consider now the case where q > p. In this case, the solution u(t) may blow up in finite time at least for some initial data u 0 and nonliearity f (u). We demonstrate it on the following example:
(Ω) and q > 0. Then, there exists smooth initial data u 0 such that the corresponding solution u(t) of problem (3.10) blows up in finite time.
Proof. The proof of this fact is based on the multiplication of equation (3.10) by ϕ(x) := (ε 2 − x 2 ) n and repeats word by word the proof of theorem 2.4. Indeed, the only new term is (u, ϕ ′′′′ ) which appear after the integration by parts in the term containing fourth derivative of u. This term can be estimated similar to (2.10) if n > 4(q+1) q . So, leaving the details to the reader, we finish the proof of the theorem.
We now switch to the so-called convective Cahn-Hilliard equation which gives another model example of fourth order 1D equations where the convective terms may prevent blow up. Namely, let us consider the following problem in Ω = (−1, 1):
x u x=±1 = 0, u t=0 = u 0 , (3.11) where the nonlinearity f satisfies assumptions (3.2) and g ∈ L 2 (Ω). In this case, the destabilizing nonlinearity ∂ 2 x f (u) is stronger than in the previous examples and we need stronger convective term in order to compensate it. The next theorem is the analogue of Theorem 3.1 for this equation.
(Ω) and the nonlinearity f satisfy (3.2). Assume also that p ≥ 2q. Then, for any sufficiently smooth solution u(t) of equation (3.11) , the following dissipative estimate holds:
where the positive constants α and C are independent of u 0 , t and g.
Proof.
As before, we multiply equation (3.11) by ue −Lx and integrate over x. Then, analogously to (3.5), we get
where Φ(u) :
Using now assumption (3.2), we see that
Since p ≥ 2q, we may fix L large enough to absorb the right-hand side of the last estimate by the convective term in the left-hand side of (3.13) and end up (with the help of Young inequality) with estimate (3.6). This together with the Gronwall inequality give the desired estimate (3.12) and finish the proof of the theorem.
As in the case of Kuramoto-Sivashinsky equation, estimate (3.12) is not strong enough to prevent blow up in higher norms if p is large and some further restrictions on the exponents p and q are necessary for that. As in the case of Kuramoto-Sivashinsky equation, it is sufficient to verify the dissipative estimate in H 1 0 -norm and the control of the higher norms will be obtained from it by the bootstrapping arguments. This estimate is given in the next corollary.
(Ω), the nonlinearity f satisfy (3.2) and, in addition, p ≤ 6. Then, for any u 0 ∈ H 1 0 (Ω) the problem (3.11) is globally well-posed in H 1 and estimate (3.7) holds.
Proof. Analogously to the proof of Corollary 3.2, we multiply equation (3.11) by ∂ 2 x u and integrate over Ω. Then, we only need to estimate two terms containing nonlinearities. The convective nonlinearity ∂ x (u|u| p ) is estimated in the proof of Corollary 3.2 and it is under the control if p ≤ 6. The second nonlinearity ∂ 2 x f (u) can be estimated using assumption (3.2), integration by parts and the interpolation inequlaity as follows
Thus, keeping in mind the dissipative estimate (3.12), we see that this term is also under the control if q ≤ 4. This condition is automatically satisfied since due to the assumption q ≤ p/2 ≤ 6 and the corollary is proved.
To conclude this section, we give the analogue of Theorem 3.3 for the case of the Cahn-Hilliard equation. As in the previous case, we consider the problem
(Ω) and p < q − 1. Then, there exist smooth initial data u 0 such that the corresponding solution u(t) of equation (3.14) blows up in finite time.
Proof. We multiply equation (3.14) by the function ϕ(x) := (1 − x 2 )(x 4 − 14x 2 + 61) and integrate over x ∈ (−1, 1) . Then, integrating by parts and using the boundary conditions, we have
Using also the obvious fact that
we see that the linear term in (3.15) can be absorbed by the term containing |u| q+1 and we end up with
for some positive constants α and C. Thus, we only need to estimate the second term in the right-hand side of (3.16). We will do this by Hölder inequality as follows:
Since p < q − 1, the last integral in the right-hand side is finite and applying the Young inequality, we finally arrive at
for some positive β and C which finishes the proof of the theorem.
Remark 3.7. In contrast to the case of Kuramoto-Sivashinsky equation and reaction diffusion equations considered before, the obtained results are not complete. In particular, the behavior of solutions remain unclear if
The similar equation with periodic boundary conditions has been studied in [8] using different methods. In particular, the examples of blowing up solutions for the case q = 2 and p = 1 were given there. The analogous method works for our case as well, but it gives the condition q ≥ 2p for the blow up which is weaker than our result if p > 1.
KdV type equations
In this section, we apply the above developed methods to study the generalized KdV equation equipped with Dirichlet boundary conditions:
where the nonlinearity f satisfies assumptions (3.2). We first note that, in contrast to the case of periodic boundary conditions, the KdV type equations with Dirichlet boundary conditions are not conservative and the corresponding linear equation possesses a smoothing property on a finite interval and even generates a C ∞ -semigroup, see [5] for the details. By this reason, the local solvability properties of these equations are close to the parabolic ones, so we will concentrate only on the derivation of the proper a priori estimates. The next theorem is the analogue of Theorem 2.1 for this equation.
(Ω), p > 0 and p ≥ q. Then, any sufficiently regular solution of (4.1) possesses the following estimate:
where the positive constants C and α are independent of u 0 , g and t.
Proof. As before, we multiply the equation (4.1) by ue Lx and integrate over Ω. Then, using the obvious integration by parts
and using assumptions (3.2) on the nonlinearity f , we end up with
Since p > 0 and p ≥ q, we may fix L large enough that the terms containing u on the right-hand side will be absorbed by the L p+2 -norm in the left-hand side. Applying then the Gronwall inequality to the obtained relation, we get the desired estimate (4.2) and finish the proof of the theorem.
As before, the dissipative estimate (4.2) give the global well-posedness and smoothness of solutions of (4.1) if p is small enough.
Moreover, u(t) ∈ H 3 for all t > 0 and the following estimate holds:
4)
for some positive α and monotone function Q.
Proof. We give below only the formal derivation of the corresponding estimates which can be justified in a straightforward way. We start with the uniqueness. Let u 1 (t) and u 2 (t) be two slutions of (4.1) and let v = u 1 − u 2 . Then, this function solves
Multiplying this equation by ve Lt using assumptions (3.2) and arguing as before, we end up with 1 2
for some positive C and α which are independent of u 1 and u 2 . Using the interpolation inequality
together with the dissipative estimate (4.2) and assumption p ≤ 2, we see that the L 1 -norm in time of u i 2p L ∞ is under the control and the Gronwall inequality applied to (4.6) gives
where the constants C and K may depend on the L 2 -norms of u i . This proves the uniqueness.
To verify the smoothing property (4.4), we differentiate equation (4.1) in time and denote w = ∂ t u. Then this function solves
Multiplying this equation by we Lx and arguing analogously, we end up with
Applying the Gronvall inequality to this relation, we get
for some monotone functions Q and K. Using the obvious estimate
we see that the L 2 -norm of ∂ t u(t) is under the control. Let us derive the opposite estimate. To this end, we multiply equation (4.1) by ∂ 3 x u and use the Hölder inequality to obtain ∂
Using the obvious interpolation, we get
and, therefore,
Combining estimates (4.12) and (4.10), we get the H 3 -control of the solution u(t):
However, this estimate is still not dissipative. To obtain the dissipative estimate, we need the smoothing property for ∂ t u. To this end, we note that
Estimate for the lower order term f (u) can be obtained analogously and we arrive at
(4.14)
We are now ready to finish the proof of the smoothing property. Indeed, we multiply (4.9) by t and use the interpolation
(4.15) Then, combining the last estimate with (4.14) we get
. (4.16) Applying the Gronwall inequality to this relation and using the dissipative estimate (4.2), we finally arrive at
for some monotone function Q. In particular, fixing t = 1 in this inequality, we have
It only remains to note that estimates (4.17) and (4.18) together with (4.11) and the dissipative estimate (4.2) give the desired estimate (4.4) and finish the proof of the corollary.
Finally, we show that the blow up in finite time of smooth solutions of (4.1) becomes possible if the condition p ≥ q is violated. To this end, we consider the following equation: Then, the following result holds.
(Ω), q > 0 and p < q. Then, there exists somooth initial data u 0 such that the corresponding solution u(t) of (4.19) blows up in finite time.
Indeed, the proof of this result is based on the multiplication of (4.19) by ϕ(x) := (ε 2 − x 2 ) n for sufficiently large n and ε > 0 and repeats word by word the proof of Theorem 3.3, so we leave the details to the reader. ∂ t u + ∂ 3 x u = ∂ x (u|u| p ) (4.20) which is considered in this section, the corresponding Cauchy problem or periodic boundary value problem is globally well-posed in H 1 for any p ≥ 0, see [4, 27] and references therein. This is related with the following energy conservation law for problem (4.20 where the energy is not sign-definite, the critical exponent is p = 4, namely, if p < 4, the global existence of smooth solutions can be established and for p = 4 the blow up of higher norms is occurred at least for the Caucgy problem with properly chosen initial data, see [21] and references therein. Unfortunately, identity (4.21) is not very helpful for the case of Dirichlet boundary conditions since its integration over x leads to the extra term which is out of control. Thus, we are unable to use the energy identity and this, in turn, leads to the restriction p ≤ 2. Actually, we do not know whether or not this restriction is essential.
Remark 4.5. One more essential difference with the conservative case is the solvability of the generalized KdV backward in time. In the case of Cauchy problem or periodic boundary value problem, the corresponding problem is reversible in time due to the invariance with respect to the transformation t → −t, x → −x. Thus, the global solvability backward in time follows from the global solvability forward in time. That is clearly not the case for the Dirichlet boundary conditions already due to the smoothing property established in Corollary 4.2. Moreover, it can be shown that the only smooth solution of (4.20) with Dirichlet boundary conditions defined for all t ∈ R is u ≡ 0. Indeed, the above mentioned transformation does not change the equation (4.20) , but changes the boundary conditions and leads to the problem ∂ t u + ∂ which gives the desired result.
