We present a spatial domain decomposition (DD) method for the solution of discretized parabolic linear-quadratic optimal control problems. Our DD preconditioners are extensions of Neumann-Neumann DD methods, which have been successfully applied to the solution of single elliptic partial differential equations and of linear-quadratic optimal control problems governed by elliptic equations.
Introduction
This paper presents a spatial domain decomposition method for the solution of linear-quadratic parabolic optimal control problems. Such problems arise directly in many applications, but also as subproblems in Newton or sequential quadratic programming methods for the solution of nonlinear parabolic optimal control problems. The motivation for this work is threefold. First, our approach attempts to address the storage issue that arises in the numerical solution of parabolic optimal control problems out of the strong coupling in space and time of state (PDE solution), the adjoint, and the control. Secondly, our spatial domain decomposition method introduces parallelism at the optimization level. The last motivation arises from the availability of sensor networks that offer in-network computing capabilities, allow neighbor-to-neighbor communication, but for which global communication requires large amounts of resources because of communication bandwidth and battery power limitations. Our domain decomposition method offers the possibility for in-network computing, in which the global problem is solved using spatially distributed processors that communicate with their neighbors. Domain decomposition methods have been applied previously to linear-quadratic time dependent optimal control problems. They split into time domain decomposition methods [4, 10, 13, 14, 17] and spatial domain decomposition methods [1, 2, 3] . Like [1, 2, 3] , the approach in this paper is also based on a decomposition of the spatial domain. The resulting subproblems are smaller linear-quadratic parabolic optimal control problems posed on a spatial subdomain-time cylinder. The difference between the approaches [1, 2, 3] and our approach lies in the way the subdomain problems are coupled and in the solution method for the coupled subdomain problems.
Our spatial domain decomposition method for linear-quadratic parabolic optimal control problems is based on the so-called Neumann-Neumann domain decomposition methods. Of the domain decomposition method for elliptic partial differential equations (PDEs), Neumann-Neumann methods are among the most successful ones. Their derivation and discussions of their convergence properties can be found in the books [18, 20, 21] and the references given therein. Recently, Neumann-Neumann methods were generalized to solve linear-quadratic elliptic optimal control problems. The results in [11, 12] have shown that their performance on linear-quadratic elliptic optimal control model problems is comparable to their good performance for single elliptic PDEs. This paper extends Neumann-Neumann methods to the solution of linear-quadratic parabolic optimal control problems.
To illustrate our ideas, we consider the example problem
subject to ∂ t y(x, t) − ∆y(x, t) = f (x, t) + u(x, t) in Ω × (0, T ), (1.1b) y(x, t) = 0 on ∂Ω × (0, T ), (1.1c) y(x, 0) = y 0 (x) in Ω, (1.1d) whereŷ,ŷ T , f are given functions and α 1 , α 2 ≥ 0, α 3 > 0 are given parameters. The problem (1.1) has to be solved for y and u. Detailed model problem assumptions will be introduced in the next section. Section 3 introduces the domain decomposition formulation for a discretization of (1.1). We decompose Ω into nonoverlapping domains Ω i , i = 1, . . . , s. Essentially, we decompose the system of optimality conditions for (1.1) by expressing states, controls, and adjoints inside the subdomains Ω i × (0, T ), i = 1, . . . , s, as functions of the states and adjoints on the subdomain interfaces (∂Ω i \ ∂Ω) × (0, T ). Transmission conditions that couple the subdomain problems are then viewed as operator equations in states and adjoints restricted to the subdomain interfaces (∂Ω i \ ∂Ω) × (0, T ). As we have mentioned before, our domain decomposition method extends Neumann-Neumann domain decomposition methods well known for the solution of elliptic PDEs to the solution of linear-quadratic parabolic optimal control problems. Often the discretization of the system of optimality conditions for (1.1) is not equal to the system of optimality conditions for the discretization of (1.1). Therefore, we formulate our domain decomposition method not for the infinite dimensional problem, but for a discretization of (1.1). This ensures that the problem solved by our domain decomposition method is the discretization of (1.1), i.e. the problem one would typically solve and not some perturbation of it.
Section 4 reports on some initial numerical results.
The Example Problem
In this section, we define the setting for the model problem (1.1), recall a result on the existence and uniqueness of its solution, and review the well-known necessary and sufficient optimality conditions. Furthermore, we introduce a discretization of (1.1). The results in this section are well known, but are recalled here to serve as the background for our domain decomposition formulation.
The Infinite Dimensional Problem
Let
, be an open, bounded set with Lipschitz boundary (if d = 2 or 3). We consider the state space
and the control space
We assume that
are given functions, and that α 1 , α 2 ≥ 0, α 3 > 0 are given parameters. We define the bilinear forms
and we use ·, · L 2 (Ω) and · L 2 (Ω) to denote the inner product and the norm in L 2 (Ω). We are interested in the solution y ∈ Y , u ∈ U of the optimal control problem minimize 
Proof: The assertion of the theorem is well known and a proof can be found, e.g., in [16, p. 114,116 ].
Discretization
(Ω) be finite dimensional subspaces with bases ψ 1 , . . . , ψ m and µ 1 , . . . , µ n , respectively. We approximate the states and controls by
and d ∈ R m as follows:
for j, l = 1, . . . , m, and
for j, l = 1, . . . , n. We set y(t) = (y 1 (t), . . . , y m (t)) T and u(t) = (u 1 (t), . . . , u n (t)) T where y i , u i , p i are the functions in (2.3).
We now replace y, u by y h , u h defined in (2.3) and require (2.1b) to hold for φ = φ l , l = 1, . . . , m. This finite element semi-discretization of the optimal control problem (2.1) leads to a large-scale linear-quadratic problem of the form
To fully discretize (2.4), we use the backward Euler method on an equidistant time grid
with time step size ∆t = T /K. We use y k and u k to denote the approximate semi-discretized state y and control u at t k . Our discretization of (2.4) is given by
In (2.5), y 0 is the given vector of initial data. 
Proof: The Lagrangian for (2.5) is given by
In the definition of the Lagrangian we use the weighted Euclidean inner product between the Lagrange multipliers p k+1 and the constraints, with weight given by ∆t, since it corresponds to an integral for the semi-discrete problem (2.4). Of course, this weighting is equivalent to a scaling of the Lagrange multipliers. The problem (2.5) is convex, linear-quadratic. The necessary and sufficient optimality conditions for (2.5) are obtained by setting the derivatives of the Lagrangian to zero, which gives (2.6).
Domain Decomposition Formulation of the Example Problem
In this section we introduce our spatial domain decomposition algorithm for the fully discretized problem. This study is useful because the discretization of the adjoint equations (2.2a) is usually not equal to the adjoint equations of the discretization of the optimal control problem (2.5). In this section we apply the spatial domain decomposition algorithm to the optimality conditions for the discretization of the optimal control problem (2.5). Hence, the solution generated by our domain decomposition algorithm is the solution of the full discretization of (2.1).
Domain Decomposition in Space
We discretize (2.1) using conforming linear finite elements. Thus, given a triangulation {T l } of Ω, the space V h used in the discretization of the states is given by For the semidiscretization of the control, we use functions that are continuous on each Ω i , i = 1, . . . , s, and linear on each Ω i ∩T l , but that are not assumed to be continuous at ∂Ω i ∩∂Ω j , i = j. In particular, for each point x l ∈ ∂Ω i ∩∂Ω j , i = j, there are two discrete controls u h (x k i , t), u h (x k j , t) belonging to subdomains Ω i and Ω j , respectively (see the right plot in Figure 3 .1). Hence, our control discretization depends on the partition
of the domain Ω. See [11, 12] for more discussion. We define the discrete spaces 
The number of discretized control variables for a given time t is given by
n = s i=1 n i .
Decomposition of the Discretized Example Problem
We can use the decomposition of Ω to decompose the matrices A, etc. For i = 1, . . . , s we define
For i = 1, . . . , s, we define the submatrices
After a suitable reordering of rows and columns, the stiffness matrix can be written as
A similar decompositions can be introduced for M and for the vectors c(t
After a suitable reordering, the vector d can be written as
The vectors y k , p k can be partitioned accordingly. For example, (y i I ) k denotes the subvector of y k with indices l such that x l ∈ Ω i , (y Γ ) k denotes the subvector of y k with indices l such that x l ∈ Γ, and (y i Γ ) k denotes the subvector of y k with indices l such that x l ∈ Γ ∩ ∂Ω i . For i = 1, . . . , s, we define the submatrices
After a suitable reordering of rows and columns, the matrix B can be written as
Note that in our particular control discretization, all basis functions µ i l for the discretized control u h have support in only one subdomain Ω i (see the right plot in Figure 3 .1). Consequently, there is no B i ΓΓ . The vectors u k can be partitioned into
Due to our control discretization in space, there is no subvector (u Γ ) k corresponding to interface nodes.
be the matrix with zero or one entries that extracts out of a vector
The optimality conditions (2.6) can now be decomposed into the systems
for i = 1, . . . , s, where (y i I ) 0 is the subvector of the given vector of initial data corresponding to nodes in the interior of Ω i , and into the interface coupling condition
where I i Γ is the matrix defined in (3.1) and where (y i Γ ) 0 is the subvector of the given vector of initial data corresponding to nodes on ∂Ω i \ ∂Ω.
We now view the solution (y
Before, we give a precise statement of this system, we give an interpretation of the system (3.2), i = 1, . . . , s, as the optimality conditions of an optimal control problem. 
Theorem 3.1 Given (y
Proof: The Lagrangian for (3.4) is given by
The problem (3.4) is convex, linear-quadratic. The necessary and sufficient optimality conditions for (3.4) are obtained by setting the derivatives of the Lagrangian to zero and are given by (3.2).
As we have stated before, we view the solutions (y
2), i = 1, . . . , s, as affine linear maps of (y
and the view (3.3) as a system of linear equations in (y
Γ ) 1 , . . . , (y Γ ) K , (p Γ ) 1 , . . . , (p Γ ) K .
This leads to the linear map
where (y 
where (y
K is the solution of (3.2) (or, equivalently, of (3.4)) with (y
Γ is defined in (3.1). The system (3.2), (3.3a) can now be written as an operator equation .4)).
In the next theorem, we will show how to apply the inverse of the subdomain operator S i , i = 1, . . . , s. For this result it is useful to introduce the notation
and
whose components correspond to vertices x l ∈ Γ ∩ ∂Ω i .
Theorem 3.2 Let r
is given by
where I i is the matrix defined in (3.9) and where
The equations (3.10) are the system of necessary and sufficient optimality conditions for the optimal control problem
Proof: By definition (3.5) of S i the equation
Using the notation (3.8), the system (3.12) can be written in the compact form (3.10). The proof that (3.10) are the necessary and sufficient optimality conditions for (3.11) can be carried out analogously the proofs of Theorem 2.2 or Theorem 3.1. We omit the details. 
Proof: We define
The matrices A i ΓI , B i ΓI , etc., are defined analogously. We set
With this notation, the solution (y
The last identity reveals the symmetry of S ∆t i .
Solution Algorithm
In the previous section we have shown that the discrete optimal control problem (2.5) is equivalent to the linear operator equation (3.7). We solve (3.7) using preconditioned GMRES [9, 19, 22] or the symmetric QMR (sQMR) [7, 8] . The inverse of the system operator
is approximated by a weighted sum of inverses of the subdomain operators S ∆t i . This choice is motivated by Neumann-Neumann domain decomposition preconditioners that have been used sucessfully for the solution of elliptic PDEs (see [18, 20, 21] and the references given therein) as well as of elliptic linear-quadratic optimal control problems [11, 12] . We let
In our case the entry (D i Γ ) ll is equal to one over the number of subdomains containing the interface node x l . We set D
The preconditioner for
is now given by
14)
The unknowns
to be determined via GMRES are the discretizations of the states and the adjoints on the subdomain interfaces Γ × (0, T ). The evaluation of a matrix vector product
can be done in parallel on s processors. Each processor has to evaluate
which corresponds to the solution of a subdomain optimal control problem (3.4) (cf. Theorems 3.1). These subdomain optimal control problems can be solved using standard techniques and their solution only involves discretizations of states, controls and adjoints on the smaller domains Ω i × (0, T ). Similarly, the application of the preconditioner (3.14) to a vector
which corresponds to the solution of a subdomain optimal control problem (3.11) (cf. Theorem 3.2). Again, these subdomain optimal control problems can be solved using standard techniques and their solution only involves discretizations of states, controls and adjoints on the smaller domains Ω i × (0, T ).
Numerical Results
We consider (1.1) with Ω = (0, 1), f = 0 and y 0 (x) = sin(2πx). The desired statesŷ andŷ T are given by the hat functionsŷ(x, t) = min{2x, 2(1 − x)} andŷ T (x) = min{2x, 2(1 − x)}, respectively. For the spatial discretization of the problem we use piecewise linear finite elements on an equidistant grid with mesh size ∆x = 1/K and for the time discretization, we use the backward Γ are computed by solving the reduced forms of the optimal control problems (3.4) and (3.11) using the conjugate gradient method. The reduced form of the optimal control problems (3.4) or (3.11) is the one in which the state is viewed as function of the control and the optimal control problem is posed as a minimization problem in the controls only. The conjugate gradient method is stopped when the norm of the gradient is less than 10 −10 . The preconditioned GMRES/sQMR applied to linear operator equation (3.7) is stopped if the preconditioned residual is less than 10 −4 . Table 4 .1 shows that for this example, preconditioned GMRES and preconditioned sQMR behave similarly. sQMR uses a three term recurrence and therefore the amount of memory required is independent of the number of iterations, whereas in GMRES it depends linearly on the number of iterations. The number of preconditioned GMRES/SQMR iterations is roughly proportional to the square of the number of subdomains. The deterioration of the performance of the NeumannNeumann preconditioner with increasing number of subdomains is well known [5, 6, 15, 20, 21] . For elliptic PDEs and for linear-quadratic elliptic optimal control problems a coarse space is introduced to avoid this deterioration (see the references above). For linear-quadratic parabolic optimal control problems this is still under investigation. Table 4 .1: Number of preconditioned sQMR/GMRES iterations needed for the solution of (3.7) depending on the number of subdomains s and on the discretization size ∆x = ∆t = 1/K.
preconditioned GMRES/sQMR iterations is insensitive to the weighting parameters α 1 , α 2 . The conditioning of the optimal control problem (1.1) grows as α 1 /α 3 and as α 2 /α 3 . For larger α 1 /α 3 and α 2 /α 3 the problem (1.1) becomes more difficult to solve numerically. The insensitivity of the number of preconditioned GMRES iterations again matches the observations made in [11, 12] for Neumann-Neumann methods applied to linear-quadratic elliptic optimal control problems. The fact that preconditioned GMRES/sQMR performs better on the more difficult problem is likely due to the particular structure of our model problem, but not true in general, see, e.g., [11, 12] .
Conclusions
We have presented a spatial domain decomposition (DD) preconditioner for the solution of discretized parabolic linear-quadratic optimal control problems. Our DD preconditioner is based on a decomposition of the spatial domain into non-overlapping subdomains. The optimality conditions for the parabolic linear-quadratic optimal control problem is split into smaller problems restricted to spatial subdomain-time cylinders. These subproblems correspond to parabolic linear-quadratic optimal control problems on subdomains with Dirichlet data on interfaces. The coupling of these subdomain problems leads to a Schur complement system in which the unknowns are the state and adjoint variables on the subdomain interfaces in space and time. The Schur complement system is solved using a preconditioned GMRES or a preconditioned sQMR. The application of the Schur complement to a vector requires the (parallel) solution of smaller subdomain parabolic linear-quadratic optimal control problems. States, controls and adjoints for these smaller subdomain problems are only needed locally, but do not have to be communicated or stored globally. The preconditioner is obtained from the solution of appropriate subdomain parabolic linear-quadratic optimal control problems. The application of this preconditioner to a vector also requires the (parallel) solution of smaller subdomain parabolic linear-quadratic optimal control problems. Again, states, controls and adjoints for these smaller subdomain problems are only needed locally, but do not have to be communicated or stored globally.
Our numerical tests indicate that the dependence of the performance of our preconditioner on mesh size and subdomain size is similar to that of its counterpart applied to elliptic equations only and to that of its counterpart applied to elliptic linear-quadratic optimal control problems. In particular, the number of preconditioned GMRES/sQMR iterations is roughly proportional to the square of the number of subdomains. With the introduction of a coarse space one might be able to prevent this deterioration. This is subject of future research. Our tests also show that the preconditioners are insensitive to the size of the control regularization parameter.
