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We study quantum vector fields in Euclidean space-time. These fields can be
identified with generalized random vector fields, which we study in terms of their
covariance. We prove that the conditions of translational invariance, covariance
with respect to some representation {= {j of the orthogonal group O(n), where
none of the irreducible components {j is trivial, and the condition of reflection
positivity cannot be fulfilled at the same time unless the test function space is
restricted by some gauge condition. However, if the representation { is trivial, i.e.,
if every matrix in O(n) is mapped to the identity, we can explicitly write down
covariance matrices which lead to Gaussian fields which fulfill all conditions in the
axiomatic framework.  2000 Academic Press
1. INTRODUCTION
Wightman has formulated axioms for scalar quantum fields in
Minkowski space-time [18, 19]. These axioms are rather technical and it
has proved to be useful to pass to imaginary time, i.e., to Euclidean space-
time: The Lorentz group is replaced by the compact Euclidean group, and
unbounded operators turn into commuting random variables. However,
one has to pay a price for passing to Euclidean space-time: Not all
Wightman fields have Euclidean counterparts. Osterwalder and Schrader
[11, 12] have formulated axioms for scalar quantum fields in Euclidean
space-time corresponding to the Wightman axioms. The set of scalar quan-
tum fields that fulfill all axioms is fairly well understood from an abstract
point of view: The Ka llenLehmann representation gives a characterization
of these fields in terms of their covariance [8, 18]. Nevertheless it has been
a challenging problem in mathematical physics to construct concrete non-
trivial examples of scalar quantum fields. Nelson [10] has proved that cer-
tain generalized random fields which are Markov and which are invariant
under the Euclidean group can be used to construct quantum fields in
Minkowski space.
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In this paper we analyse the situation for Euclidean quantum vector
fields. It is possible to construct generalized random vector fields which are
Markov and which transform covariantly under a given representation of
the Euclidean group [2, 6]. However, these fields are not reflection-positive
on the whole space of test functions. Reflection positivity is essentially
needed to construct the physical Hilbert space. In order to obtain reflec-
tion-positive fields, one has to restrict the space of test functions, which
corresponds to fixing some ‘‘gauge’’ [3].
The material in this paper is organized as follows.
In Section 2 we give a brief summary of the axioms for scalar quantum
fields in Euclidean space-time. We mention some of the properties of scalar
quantum fields and we explain how the axioms have to be modified for
vector fields.
In Section 3 we relate the reflection positivity of generalized random
vector fields and the reflection positivity of their covariance.
In Section 4 we prove the main result. We study the fields in terms of
their covariance, which is necessarily invariant under translations and
covariant with respect to rotations. If the fields transform under an
irreducible representation and if they are reflection-positive on the whole
test function space, we can prove under a mild regularity assumption that
these fields vanish identically. This result also applies if one takes a
reducible representation {= {: and if all the irreducible components {:
have at least dimension 2.
In the last section we study vector fields which ‘‘transform’’ under the tri-
vial representation. We prove that in this case in any dimension there is a
covariance which has all the desired properties so that the corresponding
Gaussian field fulfills all axioms.
2. AXIOMS FOR SCALAR QUANTUM FIELDS: A BRIEF REVIEW
Let us, first of all, explain the notion of a generalized random vector
field.
We fix some probability space (0, A, P). Let S(Rn, Rd) denote the
space of rapidly decreasing functions Rn  Rd, i.e., for f # S(Rn, Rd) every
component fj is a rapidly decreasing function Rn  R.
A generalized random vector field 8 indexed by test functions
# S(Rn, Rd) is a map
8 : S(Rn, Rd)  [R-valued random variables on (0, A, P)]
such that \a, b # R, \f, h # S(Rn, Rd)
8(af +bh)=a8( f )+b8(h) almost surely.
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Furthermore it is assumed that if fn  f in S(Rn, Rd) then 8( fn)  8( f )
in probability. If + is a finite measure on Rd, its characteristic function (its
Fourier transform) is
+^( y)=|
Rd
ei(x, y) +(dx). (1)
The infinite-dimensional analogue of this is the characteristic functional
of the generalized random vector field
S( f )=E(ei8( f )). (2)
S has the following properties:
(1) S is continuous,
(2) S(0)=1, and
(3) S is positive definite, i.e., \l # N, \f1 , ..., fl # S(Rn, Rd) the l_l-
matrix (S( fr& fs))rs is positive semidefinite.
Property (2) is obvious and property (3) is proved in the same way as
in the finite-dimensional case.
The following proposition relates the continuity of the generalized
random field 8 to the continuity of its characteristic functional S.
Proposition 2.1.
( fn  f in S(Rn, Rd) O 8( fn)  8( f ) weakly)
 S : S(Rn, Rd)  C is continuous.
Proof. Let t # R. It is easily seen that
|S(t fn)&S(t f )|= } |R e itxP8( fn) (dx)&|R eitxP8( f ) (dx) } ,
where P8( fn) and P8( f ) denote the distributions of 8( fn) and 8( f ), respec-
tively. Since S(Rn, Rd) is a Fre chet space, continuity is equivalent to
sequential continuity. Now the assertion is easily proved by employing the
above equation. K
Since S(Rn, Rd) is nuclear [7], by Minlos’ theorem there is a one-to-one
correspondence between characteristic functionals, i.e., maps S(Rn, Rd)
 C having properties (1), (2), and (3), and probability measures on the
dual space S$(Rn, Rd). The _-field on the dual space is obtained by the
usual construction involving cylinder sets. If we choose 0 in such a way
169EUCLIDEAN QUANTUM VECTOR FIELDS
that 0=S$, we have 8( f )=( } , f ) where ( } , } ) denotes the canonical
pairing between S$ and S. This explains why equation (2) is the infinite-
dimensional analogue of equation (1). Minlos’ theorem is a generalization
of the well-known theorem by Bochner which states that there is a one-to-
one correspondence between probability measures on Rd and continuous
positive-definite functions which map 0 to 1.
A scalar Euclidean quantum field is a generalized random field 8
indexed by S(Rn, R) with the properties listed below. It is always assumed
that all moments of the field exist. Moreover, one can show that the k th
moment has a density Sk (x1 , ..., xk) # S$(Rkn)
E \ ‘
k
j=1
8( fj)+=|S$ ‘
k
j=1
8( f j) d+
=|
Rkn
Sk (x1 , ..., xk) ‘
k
j=1
fj (xj) dx1 } } } } } dxk ,
where + is the probability measure on S$(Rn, R) corresponding to the field
8. The densities Sk are called k-point (Schwinger) functions.
The two-point function defines the covariance
C( f, h)=E(8( f ) 8(h))=|
Rn
|
Rn
f (x) S2 (x, y) h( y) dx dy.
Obviously, the covariance C is a symmetric bilinear form on S(Rn, R)_
S(Rn, R) which is positive semidefinite. It defines a unique Gaussian
measure +C on S$(Rn, R) by
S( f )=E(ei8( f ))=|
S$
ei( } , f ) d+C=e&12 C( f, f ).
Let us now list some of the axioms of scalar quantum field theory. There
are other axioms (analyticity, regularity, and ergodicity) which we do not
mention in detail because we shall not deal with them here. All axioms are
described in detail by Glimm, Jaffe, and Simon [8, 18].
Euclidean Invariance. Let f: (x)= f (x+:) for any f # S(Rn, R), : # Rn.
It is postulated that the characteristic functional S is invariant under
translations and rotations,
S( f (g } ))=S( f ) \g # SO(n) and S( f:)=S( f ) \: # Rn.
Since the moments of the field 8 can be obtained by taking the
derivative of S at 0, it follows that all moments of 8 are invariant under
translations and rotations.
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Reflection Positivity. Take c1 , ..., cl # C and f1 , ..., f l # S(Rn, R) such
that supp fj ]0, [_Rn&1 \j. Let R (x1 , ..., xn)=(&x1 , x2 , ..., xn) denote
the reflection in the first coordinate. The condition of reflection positivity is
E \ :
l
j=1
c je&i8(( fj )(R } )) } :
l
j=1
cjei8( fj )+0.
If the field 8 is reflection-positive the physical Hilbert space is obtained
as follows. We take the space
H=[ f # S(Rn, R) | supp f ]0, [_Rn&1].
C( f (R } ), f ) is a positive semidefinite bilinear form on H.
We put
N=[ f # H | C( f (R } ), f )=0]
and the physical Hilbert space is the completion of HN with respect to
the norm defined by C( f (R } ), f ).
The following theorem shows that translational invariance implies that
the two-point Schwinger function S2 (x, y) is a function of the difference
x& y only.
Theorem 2.2. If the covariance is invariant under translations, i.e., if
C( f, h)=C( f: , h:) \: # Rn,
the covariance is of the form
C( f, h)=|
Rn
|
Rn
f (x) C (x& y) h( y) dx dy=( f, C V h) L2 ,
where C # S$(Rn, R).
Proof. The proof is contained in [7] and [14]. K
For notational simplification we shall use the notation
C( f, h)=( f,C V h)=|
Rn
|
Rn
f (x) C(x& y) h( y) dx dy.
The free scalar field of mass m>0 is an example of a scalar quantum
field that fulfills all axioms. In Section 5 we shall use the free scalar field
in order to construct nontrivial quantum vector fields.
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Theorem 2.3 (The Free Field of Mass m>0). Let 2=nj=1 (
2x2j ),
let m>0, and let
Cm=(&2+m2)&1.
The moments of the Gaussian generalized random field 8 with covariance
Cm , i.e.,
E(ei8( f ))=e&12( f, Cm f ),
are invariant under translations and rotations. Moreover, the field 8 is reflec-
tion-positive.
For n=3, we have
Cm (x& y)=
1
4? &x&y&
e&m &x& y& .
Proof. See [8]. K
Let us mention that the covariance of any scalar field which fulfills all
axioms can be obtained as the superposition of covariances of the free field
of mass m,
C=|

0
Cm d\(m2),
where \ is a measure of at most polynomial growth, which for n=1 and
n=2 has to satisfy additional conditions. This is the so-called Ka llen
Lehmann representation; we refer the reader to [8, 14] for details.
The following theorem shows that the tempered distributions
Sk (x1 , ..., xk) are actually quite well-behaved functions.
Theorem 2.4. We assume that the measure + on S$(Rn, R) satisfies all
axioms of Osterwalder and Schrader.
In this case the Schwinger functions Sk (x1 , ..., xk) are analytic functions of
x1 , ..., xk at non-coinciding points (i.e., x i {x j \i{ j ).
Proof. See [8]. K
Let us see now how the axioms have to be modified if 8 is a quantum
vector field. In this case 8 is a generalized random field indexed by
S(Rn, Rd) and, formally,
8( f )=|
Rn
:
d
j=1
8 j (x) f j (x) dx.
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We take a representation { of SO(n) in terms of real d_d-matrices. {
induces a left action on the function space S(Rn, Rd),
{g f (x)={(g) f (g&1x), g # SO(n).
The condition of reflection positivity means that \l # N, \f1 , ..., fl #
S(Rn, Rd) with supp fj # ]0, [_Rn&1
E \ :
l
j=1
c je&i8({R fj ) } :
l
j=1
cje i8( fj )+0.
If f =dk=1 fk ek # S(R
n, Rd), supp f is intended to denote dk=1 supp fk .
The condition of invariance under rotations now becomes
S({g f )=S( f ) \g # SO(n).
Instead of rotational invariance, we prefer to use physicists’ language and
speak of rotational covariance.
To make this point more precise, let us have a look at an example. Let
d=n and let us assume that the field is covariant with respect to O(n). Let
us furthermore assume that { is the identity representation, i.e.,
{(A)=A \A # O(n), and that the elements Cjk ( } ) of the covariance matrix
C are continuous functions except at x=0.
In Section 4, we shall prove that under these assumptions the condition
of covariance of the second moment is equivalent to
C(x)={(A)t C(A x) {(A) \A # O(n) \x{0.
If the element C11 is Euclidean invariant, i.e.,
C11 (A x)=C11 (x) \A # O(n) \x{0,
let A be the matrix that interchanges the first and the second coordinate.
The covariance conditions implies that
C22 (x)=C11 (A x)=C11 (x).
For a function f =. e1 , where . # S(Rn, R) and supp . ]0, [_Rn&1,
reflection positivity implies that
0&|
Rn
|
Rn
.(R x) C11 (x& y) .( y) dx dy.
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If f =.e2 , reflection positivity implies that
0|
Rn
|
Rn
.(R x) C22 (x& y) .( y) dx dy.
Since C11=C22 , we conclude that C11=C22=0. Similarly, we can con-
clude that Cjj=0 \j=3, ..., n.
Now take f =fj ej+ fk ek , f j , fk # S(Rn, R),
( f, C V f )=( fj , Cjk V fk) +( fk , Ckj V f j) =2 ( fj , Cjk V fk) .
This expression must be 0. If this is >0, take f =&fj ej+ fk ek . We have
the contradiction ( f , C V f )<0 and conclude that all off-diagonal
elements vanish, too. This shows that we cannot expect that the covariance
is Euclidean invariant unless C=0.
3. REFLECTION POSITIVITY FOR GENERALIZED
RANDOM FIELDS
In this section we want to relate the reflection positivity of the charac-
teristic functional of the field 8 and the reflection positivity of its
covariance.
From now on we shall identify the generalized random field 8, the
corresponding measure on S$, and the characteristic functional of 8: If we
speak of the reflection positivity of the field 8 or of the measure +, this
means that the corresponding characteristic functional is reflection-positive.
In order to simplify the notation, the action of the reflection R on a func-
tion f will be denoted by {R f in the case of scalar fields as well as in the
case of vector fields. For scalar fields we have
({R f )(x)= f (Rx)
and in the case of vector fields
({R f )(x)={(R) f (R&1x)={(R) f (Rx).
Definition 3.1. A bilinear form C on S(Rn, Rd)_S(Rn, Rd) is called
reflection-positive if \f supported in ]0, [_Rn&1
C({R f, f )0.
Theorem 3.2. Let the covariance C be symmetric with respect to the
reflection R, i.e., C({R f, h)=C({R h, f ) \f, h supported in ]0, [_Rn&1.
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In this case the Gaussian measure +C defined by C is reflection-positive if
and only if C is reflection-positive.
Proof. We prove that the reflection positivity of the covariance implies
the reflection positivity of the characteristic functional. The converse state-
ment follows from the next theorem,
E \ :
m
j=1
c je&i8({R fj ) } :
m
k=1
ck ei8( fk)+
=:
j, k
c j ck E(ei8( fk&{R fj ))
=:
j, k
c j ck e&12 C( fk , fk) e&12 C({R fj , {R fj ) eC({R fj , fk).
We have eC({R fj , fk)=l=0 (1l!) C({R fj , fk)
l and claim that the matrices
(C({R fj , fk) l)jk are non-negative definite. If A=(a jk) and B=(brs) are
symmetric non-negative definite matrices, the matrix AB (with entries
ajk brs) is non-negative definite, too: Since A and B are symmetric, we can
find v1 , ..., vm # Rm such that Av+=:+v+ , :+0, and w1 , ..., wm # Rm such
that Bw&=;&w& , ;&0. Then v+ w& is a basis of eigenvectors for AB
corresponding to the eigenvalues :+ ;& . If (ajk brs) is a non-negative definite
matrix, its restriction to the subspace where j=r and k=s is non-negative
definite, too. Consequently (eC({R fj , fk)) jk is a non-negative definite matrix
and the characteristic functional is reflection-positive. K
Remark. Note that even in the scalar case we need the fact that the
covariance is reflection-symmetric, a point which seems to have been over-
looked by Glimm and Jaffe [8].
Theorem 3.3. We assume that the generalized random field 8 has finite
second moments, i.e., E( |8( f ) 8(h)| )< \f, h # S. If 8 is reflection-
positive, the covariance C is reflection-positive.
Proof. A proof for the case of scalar quantum fields can be found in
[8]. This proof carries over to the case of vector fields. K
4. A NO-GO THEOREM FOR QUANTUM VECTOR FIELDS
4.1. The irreducible case
In this section we shall prove that under the additional assumptions
(C1)(C3) below, which we think are rather natural, the covariance of
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quantum vector fields transforming under an irreducible representation of
O(n) vanishes identically. The equation
C( f, g)=E(8( f ) 8(g))
shows that in this case the corresponding measure +8 on S$(Rn, Rd) is the
Dirac measure concentrated at the origin. In physicists’ language, the two-
point Schwinger functions vanish identically. It follows that the higher-
order Schwinger functions, which correspond to higher-order moments,
vanish identically, too. The corresponding Wightman functions also vanish
identically so that the physical Wightman field is trivial.
Throughout this section we assume the following.
(C1) We take an irreducible representation {: O(n)  Aut Rd and we
assume that the second moments of the generalized random field 8 exist
and are invariant under translations and under the full orthogonal group
O(n). By Theorem 2.2, it follows that the covariance C(x, y) is a function
of the difference variables x& y only.
(C2) Furthermore we assume that the elements Cij (x& y) of the
covariance matrix are continuous functions as long as x{ y.
(C3) Finally we assume that the field 8 is reflection-positive. By
Theorem 3.3, this implies that the covariance is reflection-positive.
At this point the reader may want to look at the main Theorem 4.10.
Let us now try to convince the reader that the additional assumptions
we make are rather natural. Condition (C3) is exactly the condition in the
axiomatic framework, no additional assumptions are made. Condition (C2)
is trivial in the case of scalar quantum fields since in this case it follows
from the axiomatic framework that the covariance is even an analytic func-
tion at non-coinciding points, cf. Theorem 2.4. However, in the case of vec-
tor fields, the elements Cij ( } ) of the covariance matrix are no longer
invariant under the Euclidean group so that the proof of Theorem 2.4 fails.
If we want to continue the two-point Schwinger functions analytically to
Minkowski space, we additionally need the condition that the Schwinger
functions are analytic in the time variable. However, this additional
assumption is not needed for the proof of the main Theorem 4.10.
As far as condition (C1) is concerned, the axiomatic framework only
postulates covariance with respect to SO(n). But if we want that the reflec-
tion positivity of the covariance implies the reflection positivity of the
corresponding Gaussian measure, we need the fact that the covariance is
symmetric with respect to the reflection R, i.e., \f, h supported in
]0, [_Rn&1 we have the condition
({R f , C V h)=( f , C V {R h).
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In Proposition 4.2 we shall prove that this is equivalent to
C(x)={(R)t C(R x) {(R) \x # Rn"[0]. (3)
Note that since we assume that the elements of the covariance matrix are
continuous functions except at 0, this pointwise expression makes sense if
x{0.
Similarly, the covariance condition
({g f , C V {g h) =( f , C V h) \g # SO(n) \f, h # S(Rn, Rd)
is equivalent to
C(x)={(g)t C(gx) {(g) \x # Rn"[0] \g # SO(n). (4)
Now take g~ # O(n)"SO(n). g~ is of the form g~ =R g where g=R&1g~ =Rg~
is # SO(n). Employing (3) and (4), we have
C(x)={(g)t C(gx) {(g)
={(g)t {(R)t C(Rg x) {(R) {(g)
={Rg)t C(Rg x) {(Rg)
={(g~ )t C(g~ x) {(g~ )
which is equivalent to the covariance condition for the full orthogonal
group O(n).
The really strong assumption is already contained in the axiomatic
framework. It is assumed that the generalized random field 8 is defined on
the whole space S(Rn, Rd). A typical gauge condition (for the case d=n)
like
:
n
j=1

xj
8j=0
restricts the test function space to divergence-free test functions. We will
comment on this in more detail in Subsection 4.3.
The first step in the proof of the main Theorem 4.10 is to show that the
pointwise conditions (3) and (4) are actually equivalent to the conditions
of reflection positivity and covariance respectively. Formally, this can be
seen by inserting expressions involving deltadistributions in ( } , C V } ). In
order to give a precise mathematical meaning to this, we regularize the
covariance in a suitable way.
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Lemma 4.1. Let .: Rn  R be a C  function having the following proper-
ties:
(1) supp .[&1, 1]n
(2) .0
(3) Rn .(x) dx=1
(4) .(&x)=.(x) \x # Rn.
For =>0 we put
.= (x) :=
1
=n
. \x=+ .
Let :, ; # Rn, :{;, and let $: and $; denote the deltadistributions supported
at : and ; respectively. Furthermore let e1 , ..., en denote the standard basis of
Rn.
Then \i, j # [1, ..., n]
( ($: V .=) ei , (C V ($; V .=)) ej) ww
=  0 Cij (:&;). (5)
Proof. Take functions f, g, h # S(Rn, R). For notational convenience let
( } , } ) denote the L2-scalar product both in the case of functions Rn  R
and in the case of vector-valued functions Rn  Rd.
It is easy to verify that
( f V g, h) =|
Rn
|
Rn
f (x& y) g( y) h(x) dx dy
=|
Rn
|
Rn
f (x) g~ ( y) h(x& y) dx dy
=( f, g~ V h) ,
where g~ ( y) :=g(&y). Note that .~ = .= and, since $: V .= is a C function
with compact support, the expression ( ($: V .=) ei , (C V ($; V .=)) ej)
makes sense.
( ($: V .=) ei , (C V ($; V .=)) ej)
=($: V .= , Cij V ($; V .=))
=|
Rn
|
Rn
$: (x) (Cij V .= V .=)(x& y) $; ( y) dx dy
=(Cij V .= V .=)(:&;).
178 CLAAS BECKER
We put x :=:&; and
C =ij (x) :=(Cij V .= V .=)(x)
and claim that
C =ij (x) ww
=  0 Cij (x) \x{0.
Let
U= (x)=[ y # Rn | |yi&x i |= \i # [1, ..., n]]
and note that supp .= U2= (0),
C =ij (x)=|
Rn
Cij (x& y) (.= V .=)( y) dy
=|
Rn
|
Rn
Cij (x& y) .= ( y&z) .= (z) dy dz.
C =ij (x) min
x # U4=(x)
Cij (x) |
Rn
|
Rn
.= ( y&z) .= (z) dy dz.
=1
Similarly one proves that
C =ij (x) max
x # U4=(x)
Cij (x)
so that
min
x # U4=(x)
Cij (x)C =ij (x) max
x # U4=(x)
Cij (x).
If x{0, then for sufficiently small = 0  U4= (x) and, since Cij is continuous
except at x=0, both minx # U4=(x) Cij (x) and maxx # U4=(x) Cij (x) converge to
Cij (x). Since x=:&;, the assertion is proved. K
We can now reformulate the conditions of covariance, reflection sym-
metry, and reflection positivity in terms of pointwise conditions.
Proposition 4.2. (i) The condition of covariance of the second moment
E(8({g f ) 8({g h))=E(8( f ) 8(h)) \f, h # S(Rn, Rd), \g # O(n) (6)
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is equivalent to
C(x)={(g)t C(gx) {(g) \x # Rn"[0], \g # O(n). (7)
The analogous statement holds if O(n) is replaced by SO(n).
(ii) The condition of reflection symmetry
E(8({R f ) 8(h))=E(8( f ) 8({Rh)) \f, h with supp]0, [_Rn&1
(8)
is equivalent to
C(x)={(R)t C(R x) {(R) \x # Rn"[0]. (9)
(iii) The condition of reflection positivity
E(8({R f ) 8( f ))0 \f with supp f  ]0, [_Rn&1
implies that
(ei , {(R)t C(&*, 0, ..., 0) ei)0 \i # [1, ..., n], \*>0.
Proof. (i) The condition of covariance is
({g f, C V {g h)=( f, C V h) ,
and the left-hand side can be rewritten as
|
Rn
|
Rn
({(g) f (g&1x), C(x& y) {(g) h(g&1y)) dx dy
=|
Rn
|
Rn
( f (x), {(g)t C(g(x& y)) {(g) h( y)) dx dy
where ( } , } ) denotes both the scalar product in L2 and the scalar product
in Rn. Take :, ; # Rn, :{;, and put
f =($: V .=) ei
and
h=($; V .=) e j ,
where .= is as in Lemma 4.1. Employing Lemma 4.1, the left-hand side
converges to
(ei , {(g)t C(g :& g ;) {(g) ej)
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as =  0 and the right-hand side
|
Rn
|
Rn
( ($: V .=)(x) ei , C(x& y) ($; V .=)( y) ej) dx dy
converges to Cij (:&;).
Since this holds \i, j # [1, ..., n], we have, putting x=:&;,
C(x)={(g)t C(gx) {(g) \x{0.
Conversely, if this holds, the integrands in Eq. (6) are equal except possibly
at x=0 so that the integrals are equal.
(ii) The condition of reflection symmetry is
({R f, C V h) =( f, C V {Rh)
where f and h are supported in the right half-space ]0, [_Rn&1.
The left-hand side is equal to
|
Rn
|
Rn
({(R) f (R&1 x), C(x& y) h( y)) dx dy
=|
Rn
|
Rn
( f (x), {(R)t C(R x& y) h( y)) dx dy
and the right-hand side equals
|
Rn
|
Rn
( f (x), C(x& y) {(R) h(R&1 y)) dx dy
=|
Rn
|
Rn
( f (x), C(x&R y) {(R) h( y)) dx dy.
Let
f =($: V .=) ei
and
h=($; V .=) e j ,
:1 , ;1>0. Then, for sufficiently small =, f and h are supported in the right
half-space and, in the limit =  0,
(ei , {(R)t C(R :&;) ej) =(ei , C(:&R ;) {(R) e j) .
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Since this holds \i, j # [1, ..., n] we have
C(:&R ;) {(R)={(R)t C(R :&;).
Multiply this equation from the right by {(R)=({(R))&1 and observe that
any x # Rn can be written in the form x=:&R ;, where : and ; are in the
right half-space. We have
C(x)={(R)t C(R x) {(R).
Conversely, if this holds, the integrands in Eq (8) are equal except possibly
at x=0 so that the integrals are equal.
(iii) The condition of reflection positivity is
0|
Rn
|
Rn
({(R) f (R&1 x), C(x& y) f ( y)) dx dy
=|
Rn
|
Rn
( f (x), {(R)t C(R x& y) f ( y)) dx dy.
We take : # Rn, :1>0, and put f =($: V .=) ei . In the limit =  0 we have
0(ei , {(R)t C(R :&:) ei) .
Note that C(R :&:)=C(&*, 0, ..., 0) for some positive *. K
In many situations in quantum field theory the covariance arises as the
inverse of some differential operator, take, e.g., the free field of mass m
whose covariance is (&2+m2)&1. Therefore it seems natural to try to
check the condition of covariance in momentum space. In momentum
space, the covariance usually is some function which is continuous except
at p=0. Therefore the assumptions which are made in the following
remark seem rather natural.
Remark 4.3. We define the Fourier transform of the covariance by
C ( p)=
1
(2?)n2 |Rn e
i(x, p) C(x) dx, (10)
i.e., the Fourier transform (in the sense of S$) is to be taken in every
component.
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We assume that the elements C jk are functions C jk except on some set N
of Lebesgue measure zero, i.e., for ! # S(Rn, R) we have
C jk (!)=|
Rn"N
C jk ( p) !( p) dp.
Then the covariance condition
C(x)={(g)t C(gx) {(g) \x # Rn"[0], \g # O(n) (11)
is equivalent to the following condition in momentum space:
C ( p)={(g)t C(g p) {(g) \p # Rn"N, \g # O(n). (12)
Proof. We only prove that (12) implies (11). The other implication is
proved analogously.
C(x)=
1
(2?)n2 |Rn"N e
&i( p, x)C (p) dp
=
1
(2?)n2 |Rn"N e
&i( p, x){(g)t C (gp) {(g) dp
=
1
(2?)n2 |Rn"N e
&( g&1p, x){(g)t C (p) {(g) dp
={(g)t \ 1(2?)n2 |Rn"N e&i( p, gx)C (p) dp+ {(g)
={(g)t C(gx) {(g),
where in the last step we employed the fact that g # O(n) is an orthogonal
matrix. K
It is crucial to check whether the reflection R can be represented trivially,
i.e., if there is a representation { such that {(R)=Ed , where Ed denotes the
d_d unit matrix.
Assume for a moment that the reflection can be represented trivially.
The covariance of the free scalar field (&2+m2)&1 is invariant under
translations and rotations and is reflection-positive. Take the covariance
describing d uncoupled copies of the free field:
(&2+m2)&1 0
C=\ . . . + .0 (&2+m2)&1
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Obviously C is invariant under translations. Equation (7) shows that C is
covariant with respect to rotations if { is a representation in terms of
orthogonal matrices. If the reflection is represented trivially, C is reflection-
positive, too.
However, the following lemma shows that if the reflection is represented
trivially, the whole representation is trivial.
Lemma 4.4. Let n2 and let { : O(n)  Aut Rd.
If R # ker { then O(n)=ker {.
Proof. Let us first consider the case n=2.
We put
D. :=\cos .sin .
&sin .
cos . + .
We have
SO(2)=[D. | . # [&?, ?[ ]
and
O(2)"SO(2)=[RD. | . # [&?, ?[].
If R # ker {, then R D. R D.&1 # ker {.
It is easily verified that
RD.RD&1. =D&2..
This holds \. # [&?, ?[ and we conclude that SO(2)ker {. Since
O(2)"SO(2)=R } SO(2), we have O(2)=ker {.
Let us now consider the case n>2.
Let M j # O(n) denote the matrix that interchanges the first and the j th
coordinate. Furthermore let Rj denote the matrix that reflects the j th
coordinate.
We have
Rj=Mj R Mj # ker {.
Take any matrix M # O(n). It is well known that there exists a matrix
T # O(n) such that TMT &1 is a diagonal block matrix:
TMT &1=diag(Er , &Es , D.1 , ..., D.l)
where r+s+2l=n.
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Now the argument for n=2 can be applied (with Rr+s+2t&1 instead of
R=R1) to see that
diag(Er+s+2(t&1) , D.t , E2(l&t)) # ker {.
It follows that
TMT &1= ‘
s
j=1
Rr+ j ‘
l
t=1
diag(Er+s+2(t&1) , D.t , E2(l&t)) # ker {.
Since
{(T) {(M) {(T)&1=Ed
we conclude that M # ker {. K
The following lemma shows that there is a basis in which {(R) is
diagonal. This will facilitate the proof of the main Theorem 4.10.
Lemma 4.5. We assume that the representation {: O(n)  Aut Rd is
irreducible and that n2. Let
R : Rn w Rn
(x1 , ..., xn) @w (x1 , &x2 , ..., &xn).
There is a basis v1 , ..., vd of Rd in which {(R) and {(R ) are diagonal,
{(R)=\
&1
0
*2
. . .
0
*d
+ and {(R )=\
&#
0
#*2
. . .
0
#*d
+ , (13)
where *2 , ..., *d , # # [&1, 1].
Proof. Since R 2=En , we have {(R )2=Ed .
Obviously \x # Rd
{(R ) (x+{(R ) x)=x+{(R ) x
and
{(R ) (x&{(R ) x)=&(x&{(R ) x).
Note that if x{0 only one of the equations x+{(R ) x=0 and
x&{(R ) x=0 can be fulfilled. Therefore {(R ) has some eigenvector corre-
sponding to an eigenvalue # [&1, 1],
x= 12 (x+{(R ) x)+
1
2 (x&{(R ) x)
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is the decomposition of x into eigenvectors corresponding to the eigen-
values +1 and &1. Furthermore, the above equation shows that the
eigenspaces corresponding to the eigenvalues +1 and &1 span Rd so that
{(R ) can be diagonalized.
The analogous argument for {(R) shows that {(R) possesses eigenvalues
# [&1, 1] and that it can be diagonalized, too. Since { is irreducible,
Lemma 4.4 shows that {(R) is not the identity so that the eigenspace corre-
sponding to the eigenvalue &1 is at least one-dimensional. Since R and R
commute, {(R) and {(R ) commute so that we can find a basis v1 , ..., vd of
Rd such that both {(R) and {(R ) are diagonal and such that {(R) v1=&v1 .
For any A # O(n) we know that
{(A)={((&En) A (&En))={(&En) {(A) {(&En)
so that
{(&En)&1 {(A)={(&En) {(A)={(A) {(&En).
Since { is irreducible, Schur’s lemma implies that {(&En) must be a multiple
of the unit matrix and, since {(&En)2=Ed , {(&En)=# Ed , # # [&1, 1].
The equation
{(R) {(R )={(&En)=# Ed
shows that if {(R) vj=*j vj , *j # [&1, 1], then {(R )=# *j vj . K
Let T denote the matrix that describes the change of basis from v1 , ..., vd
to the standard basis e1 , ..., ed . The representation
{~ : g @wT &1 {(g) T
is equivalent to { and {~ (R) and {~ (R ) are diagonal matrices of the form (13).
If C is covariant with respect to {, then C =T t C T is covariant with
respect to {~ ,
{~ (g)t C (gx) {~ (g)=(T &1{(g) T )t (T tC(gx) T) (T &1{(g) T )
=T t{(g)t (T &1)t T tC(gx) {(g) T
=T t {(g)t C(gx) {(g) T
=T t C(x) T
=C (x).
From now on we shall take {~ and C instead of { and C and for nota-
tional simplification we shall dispense with the tilde in the sequel.
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Now we have made the necessary preparations to start with the main
part of the proof of Theorem 4.10. We have to prove that the covariance
C vanishes identically, and we shall prove first that the element C11
vanishes.
Lemma 4.6. C11 (x)=0 if x # (]&, 0[ _ ]0, [)_[0].
Proof. We take a C function .: Rn&1  R with the following proper-
ties: supp .[&1, 1]n&1, .0, Rn&1 .(x) dx=1, and .(&x)=.(x)
\x # Rn&1. We put
.= (x) :=
1
=n&1
. \x=+ .
As mentioned in the proof of Lemma 4.1,
( f V g, h)=( f, h V g~ ) \f, g, h # S(Rn, Rd)
where g~ (x)= g(&x).
If f : R  R is a rapidly decreasing function,
(( f$0  } } } $0) V ($0 .=))(x1 , ..., xn)= f (x1) .= (x2 , ..., xn)
is a rapidly decreasing function Rn  R. Take f, g # S(R, R).
((( f$0 } } } $0)V ($0.=)) e1 , CV ((g$0 } } } $0)V ($0 .=)) e1)
=( ( f$0  } } } $0) V ($0 .=), C11 V (g$0  } } } $0) V ($0 .=))
=( f$0  } } } $0 , C11 V ($0 .=) V ($0 .=) V (g$0  } } } $0)).
=: C =11
If f # S(R, R) is a function with supp f/ ]0, [ , reflection positivity
implies that
0(&( f$0  } } } $0)(R } ), C =11 V ( f$0  } } } $0))
=&|
R
|
R
f (&x) C =11(x& y, 0, ..., 0) f ( y) dx dy. (14)
On the other hand, the fact that C is a covariance, i.e., ( f, C V f>  0
\f, implies that
0|
R
|
R
f (x) C =11(x& y, 0, ..., 0) f ( y) dx dy. (15)
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We claim that Eqs. (14) and (15) contradict each other unless C =11(x)=0
\x # (]&, 0[ _ ]0, [)_[0].
To see this, take a C function ’: R  R such that supp ’[&1, 1],
’0, and R ’(x) dx=1. Put
’=~ (x) :=
1
=~
’ \x=~ + .
Take : # R, :>0, and put
f =$: V ’=~ .
Reflection positivity implies that for sufficiently small =~ >0
0&|
R
|
R
($: V ’=~ )(&x) C =11(x& y, 0, ..., 0) ($: V ’=~ )( y) dx dy.
Now
|
R
|
R
($: V ’=~ )(&x) C =11(x& y, 0, ..., 0) ($: V ’=~ )( y) dx dy
 max
|z+2:|4=~
C =11(z, 0, ..., 0) |
R
|
R
($: V ’=~ )(&x) ($: V ’=~ )( y) dx dy
=1
and analogously the integral is
 min
|z+2:|4=~
C =11(z, 0, ..., 0).
Since C =11 is a continuous function, in the limit =~  0 we have
C =11(&2:, 0, ..., 0)0 \:>0. (16)
Put g=&En in Eq. (7). We know from the proof of Lemma 4.5 that
{(&En)=#Ed where # # [&1, 1] so that Eq. (7) implies that C(x)=
C(&x) \x{0,
C =11(&x)=(C11 V ($0 .=) V ($0 .=))(&x)
=|
Rn
|
Rn
C11 (&x& y&z) ($0 .=)( y) ($0 .=)(z) dy dz
=|
Rn
|
Rn
C11 (x+ y+z) ($0 .=)( y) ($0 .=)(z) dy dz
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=|
Rn
|
Rn
C11 (x+ y+z) ($0 .=)(&y) ($0 .=)(&z) dy dz
=(C11 V ($0 .=) V ($0 .=))(x)
=C =11(x).
We conclude from this and from equation (16) that
C =11(:, 0, ..., 0)0 \:{0.
If C =11(:, 0, ..., 0) were <0 for some :, by the continuity of C
=
11 it would be
<0 in some neighbourhood of :, and Eq. (15) would lead to a contradic-
tion for, e.g., f (x)=e&x2.
This implies that
C =11(:, 0, ..., 0)=0 \:{0.
We claim that
C =11(x) ww
=  0 C11 (x) \x{0. (17)
C =11(x)=C11 V ($0 .=) V ($0 .=)
=|
Rn
|
Rn
C11 (x& y&z) ($0 .=)( y) ($0 .=)(z) dy dz
 max
v # U4=(x)
C11 (v) |
Rn
|
Rn
($0 .=)( y) ($0 .=)(z) dy dz,
=1
where
U= (x)=[v # Rn | v1=x1 and |vj&xj |= for j=2, ..., n].
Analogously we have
C =11(x) min
v # U4=(x)
C11 (v).
C11 is continuous except at 0 and we conclude that (17) holds.
Since C =11(:, 0, ..., 0)=0 except for :=0, we have
C11 (:, 0, ..., 0)=0 \:{0. K
Lemma 4.7. C11 vanishes on Rn"[x1=0].
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Proof. Take :, ; # Rn, :1>0, ;1>0, and :1 {;1 . Take a function
.: Rn  R with the properties described in Lemma 4.1 and define
.= (x)=
1
=n
. \x=+ .
Reflection positivity implies that \* # R
0({(R)(($: (R } )+* $; (R } )) V .=) e1 , C V (($:+* $;) V .=) e1)
=&( ($R:+* $R;) V .= , C11 V ($:+* $;) V .=)
=&($R: V .= , C11 V $: V .=) &*2($R; V .= , C11 V $; V .=)
&*(($R: V .= , C11 V $; V .=) +($R; V .= , C11 V $: V .=) ).
Employing Lemma 4.1, we have in the limit =  0
0&C11 (R:&:)&*2C11 (R;&;)&*(C11 (R:&;)+C11 (R;&:)).
Lemma 4.6 shows that the first two terms are zero. We have \* # R
0&*(C11 (R:&;)+C11 (R;&:))
and consequently
C11 (R:&;)=&C11 (R;&:).
Since this holds \:, ; # Rn with :1>0, ;1>0, and :1 {;1 , we conclude
that
C11 (R x)=&C11 (x) \x # Rn with x1<0,
where R is defined as in Lemma 4.5.
Since by Eq. (7), C11 (&x)=C11 (x), the above equation even holds
\x # Rn"[x1=0].
We know that {(R ) e1=&# e1 where # # [&1, 1].
The pointwise covariance condition
C(x)={(R )t C(R x) {(R )
implies
(e1 , C(x) e1)=<e1 , {(R )t C(R x) {(R ) e1)
=({(R ) e1 , C(R x) {(R ) e1)
=(&#e1 , C(R x) (&#e1))
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so that we have
C11 (x)=C11 (R x).
This is a contradiction to (18) unless C11 (x)=0 \x # Rn"[x1=0]. K
Until now we have regarded the covariance C as a symmetric bilinear
form on S(Rn, Rd)_S(Rn, Rd)
( f, h) @w( f, C V h)
or, for fixed x{0, as a symmetric bilinear form on Rd_Rd:
(v, w) @w (v, C(x) w).
In the sequel we shall, for fixed x{0, regard the matrix C(x) as a linear
map Rd  Rd.
Lemma 4.8. If x # Rn"[x1=0], [*e1 | * # R]ker C(x).
Proof. We have to show that the off-diagonal elements Cj1=C1j vanish
on Rn"[x1=0]. Take :, ; # Rn such that :1>0, ;1>0, and :1 {;1 .
Remember that {(R) is a diagonal matrix, cf. the remark following
Lemma 4.5.
Reflection positivity implies that \* # R and for sufficiently small =>0
0({(R)((*$: V .=)(R } ) e1
+($; V .=)(R } ) e j), C V ((*$: V .=) e1+($; V .=) ej))
={(R) (* $R: V .=) e1 , * :
n
r=1
(Cr1 V $: V .=) er
+{(R)($R; V .=) ej , * :
n
r=1
(Cr1 V $: V .=) er
+{(R) (* $R: V .=) e1 , :
n
r=1
(Crj V $; V .=) er
+{(R) ($R; V .=) ej , :
n
r=1
(Crj V $; V .=) er
=*2({(R) e1 , e1)($R: V .= , C11 V $: V .=)
+*({(R) ej , ej)($R; V .= , Cj1 V $: V .=)
+*({(R) e1 , e1)($R: V .= , C1j V $; V .=)
+({(R) ej , ej> <$R; V .= , Cjj V $; V .=).
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In the limit =  0 we have by Lemma 4.1
0&*2C11 (R:&:)
=0
+*(({(R) ej , ej) C j1 (R;&:)&C1j (R:&;))
+({(R) ej , ej) Cjj (R;&;).
Since this holds \* # R, we have
({(R) ej , ej) Cj1 (R;&:)&C1j (R:&;)=0.
Employing the fact that C1j (x)=Cj1 (x) and C(&x)=C(x),
C1j (R x)=({(R) e j , ej) C1j (x) \x # Rn with x1 {0. (19)
We claim that this violates the pointwise covariance condition
C(x)={(R )t C(R x) {(R )
unless C1j (x)=0 \x # Rn with x1 {0.
First Case. ({(R) ej , ej) =&1. We know from Lemma 4.5 that in this
case
({(R ) e1 , e1)=({(R ) ej , ej) ,
C1j (x)=(e1 , C(x) ej)
=(e1 , {(R )t C(R x) {(R ) ej)
=({(R ) e1 , C(R x) {(R ) ej)
=C1j (R x).
This contradicts Eq. (19) unless C1j (x)=0 \x # Rn with x1 {0.
Second Case. ({(R) ej , ej) =1. In this case, by Lemma 4.5,
({(R ) e1 , e1) and ({(R ) ej , ej) have opposite sign so that the pointwise
covariance condition implies that
C1j (x)=({(R ) e1 , C(R x) {(R ) ej) =&C1j (R x).
Again, this is a contradiction to equation (19) unless C1j (x)=0 \x # Rn
with x1 {0. K
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Lemma 4.9. If x # Rn"[0], ker C(x)=Rd.
Proof.
First Case. x # Rn"[x1=0]. Put V1 :=[* e1 | * # R].
Since { is irreducible, there is some h # O(n) such that {(h) V1 3 V1 .
Take some neighbourhood U of En # SO(n) such that gx # Rn"[x1=0]
\g # U. Any neighbourhood U of En generates the connected component of
O(n) containing the identity element, i.e., \g # SO(n) _l # N, g1 , ..., gl # U
such that g= g1 } } } } } gl . Consequently every g # O(n)"SO(n) can be
written in the form g=R } g1 } } } } } gl .
We know that {(h) V1 3 V1 . h is either of the form h= g1 } } } } } g l or of
the form h=R } g1 } } } } } gl . It follows that {(R) V1 3 V1 or {(gr) V1 % V1
for some r.
Let
h ={Rgr
if {(R) V1 % V1
if {(R) V1V1 but {(gr) V1 % V1 .
We have chosen x in such a way that its first component x1 {0. If h =R
then h x # Rn"[x1=0] and if h = gr then h x # Rn"[x1=0], too.
The equation
C(x)={(h )t C(h x) {(h )
shows that the two-dimensional subspace V2 :=V1+{(h )&1 V1 is con-
tained in ker C(x).
In this way we proceed further. There is some h$ # O(n) such that
{(h$) V2 3 V2 and h$ x # Rn"[x1=0]. The equation
C(x)={(h$)t C(h$x) {(h$)
shows that V3 :=V2+{(h$)&1 V2ker C(x). V3 is at least three-dimen-
sional. Proceeding further in this way, we finally conclude that Rd=
ker C(x) if x # Rn"[x1=0].
Second Case. x # Rn"[0] and its first component x1=0. We can find
some g # O(n) such that gx is not in the hyperplane [x1=0] and conse-
quently ker C(gx)=Rd. Since
C(x)={(g)t C(gx) {(g),
ker C(x)=Rd. K
We summarize the results of this section in the following theorem.
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Main Theorem 4.10. Let 8 be a generalized random vector field indexed
by S(Rn, Rd) where n, d2.
Let {: O(n)  Aut Rd be an irreducible representation of O(n) in terms of
d_d matrices with real elements. { induces a left action on the function space
S(Rn, Rd),
{g f (x)={(g) f (g&1 x) \f # S(Rn, Rd) \g # O(n).
The action of Rn on S(Rn, Rd) is given by
f: (x)= f (x+:) \f # S(Rn, Rd) \: # Rn.
We assume that the second moments of the generalized random field 8
exist and are invariant under translations and covariant with respect to
rotations,
E(8( f:) 8(h:))=E(8( f ) 8(h)) \f, h # S(Rn, Rd) \: # Rn (20)
and
E(8({g f ) 8({g h))=E(8( f ) 8(h)) \f, h # S(Rn, Rd) \g # O(n). (21)
By Theorem 2.2, translational invariance implies that the covariance is of the
form
E(8( f ) 8(h))=|
Rn
|
Rn
( f (x), C(x& y) h( y)) dx dy,
where C is a d_d matrix of tempered distributions.
We additionally assume that every element Cjk ( } ) is a continuous function
on Rn"[0], i.e.,
E(8( fj ej) 8(hk ek))=|
[x { y]
f j (x) C jk (x& y) hk ( y) dx dy.
Furthermore we assume that the covariance of the field 8 is reflection-
positive, i.e.,
E(8({R f ) 8( f ))=C({R f, f )0 (22)
\f # S(Rn, Rd) with supp f]0, [_Rn&1.
R denotes the reflection of the first coordinate: R(x1 , x2 , ..., xn)=(&x1 ,
x2 , ..., xn). Under these assumptions, every element of C vanishes identically
and consequently the generalized random vector field 8 is identically 0.
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Proof. We know from Lemma 4.9 that ker C(x)=Rd \x{0. Conse-
quently C(x)=0 \x{0.
Remember that instead of C we actually considered C =T t C T, cf. the
remarks following Lemma 4.5. But if C (x)=0 \x{0, C(x)=0 \x{0. K
4.2. The Reducible Case
Main Theorem 4.11. Let 8 be a generalized random vector field indexed
by S(Rn, Rd) where n, d2.
Let {: O(n)  Aut Rd be a representation of O(n) in terms of d_d
matrices with real elements and let {= {m be the decomposition of { into
irreducible representations. We assume that dim {m2 \m.
Furthermore we assume that the second moments of the generalized ran-
dom vector field 8 exist and are invariant under translations and covariant
with respect to rotations, cf. Eqs. (20) and (21). We also assume that the
covariance of the field 8 is reflection-positive, cf. Eq. (22), and that each ele-
ment Cjk ( } ) of the covariance matrix C is a continuous function on Rn"[0].
Under these assumptions, every element of C vanishes identically and
consequently the generalized random vector field 8 is identically 0.
Proof. Let {= {m be the decomposition of { into irreducible
representations and let Rd= Vm be the corresponding decomposition of
Rd into invariant subspaces, i.e., \m Vm is {m -invariant.
Take a basis v1 , ..., vd of Rd such that \m _ Im [1, ..., d ] such that vj ,
j # Im , is a basis of Vm .
Let us regard the covariance C(x), x{0, as a bilinear form on Rd_Rd.
By Theorem 4.10, C(x), restricted to Vm_Vm , vanishes. Let T denote the
matrix that describes the change of basis from v1 , ..., vd to e1 , ..., ed , i.e.,
T(ej)=vj \j, and put C (x)=T t C(x) T. The matrix C (x) has blocks of
zeros on the diagonal, corresponding to the decomposition Rd=Vm .
Especially, the diagonal elements C jj (x) vanish \x{0.
We have to show that all off-diagonal elements C jk (x) vanish, too.
Take f =fj vj+ fk vk where fj , fk # S(Rn, R).
( f, C V f ) =( fj ej+ fk ek , C V ( fj ej+ fk ek))
=( fj ej , C V f j ej)
= 0
+( f j ej , C V fk ek)
+( fk ek , C V fj ej)+( fk ek , C V fk ek)
= 0
=2 ( fj , C jk V fk) ,
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where we employed the fact that C is a symmetric matrix since C is sym-
metric. ( f, C V f ) must be 0. If this were >0, take f := & fj vj+ fk vk
and obviously ( f , C V f )<0 which is a contradiction. We conclude that
( fj , C jk V fk)=0 \fj , fk # S(Rn, R). Now take :, ; # Rn, :{;, and put
fj=$: V .= and fk=$; V .= where .= is as in Lemma 4.1. In the limit =  0
we have by Lemma 4.1
0=($: V .= , C jk V $; V .=)  C jk (:&;).
We conclude that C jk (x)=0 \j, k \x{0 and consequently C(x)=0
\x{0. K
4.3. Gauge Fields
In this section we want to point out why Theorems 4.10 and 4.11 cannot
be applied in certain situations encountered in physics. This is essentially
due to the fact that we assume that the field 8 is reflection-positive on the
whole test function space.
Let us have a look at an example, the electromagnetic field.
In classical electrodynamics, the electromagnetic field strength is given
by
F+&=

x+
A&&

x&
A+ \+, & # [0, 1, 2, 3],
where A is the electromagnetic vector potential.
A model for the quantized electromagnetic field has been comprehen-
sively studied by Albeverio et al., cf. [2, 3].
Using the isomorphism between R4 and the quaternions, they study the
solution of the equation
 A=F, (23)
where F is white noise (not necessarily Gaussian) and  is the first-order
differential operator
=

x0
} 1&

x1
} i&

x2
} j&

x3
} k.
The generalized random vector field A is indexed by S(R4, R4) whereas F,
due to the fact that  is a ‘‘zero-mass’’ operator, is indexed by the test
function space
[ f # C (R4, R4) | lim
|x|  
f (x)=0,  f # S(R4, R4)].
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 is the adjoint of ,
 =

x0
} 1+

x1
} i+

x2
} j+

x3
} k.
In Ref. [3] it is proved that if F is Gaussian white noise, the field A is
reflection-positive on the subspace of divergence-free test functions:
{ f # S(R4, R4) } :
3
+=0

x+
f+=0= .
This subspace is invariant under the action of the Euclidean group.
However, this result does not contradict Theorems 4.10 and 4.11. The
reason for this is that in the proof of Lemma 4.6 it is assumed that test
functions of the form f =f1 e1 are in the test function space. The only test
function which is of the form f =f1 e1 , which is divergence-free and
# S(R4, R4) is the function which vanishes identically so that Lemma 4.6
cannot be applied.
4.4. Ultralocal Vector Fields
In the last sections we assumed that the elements Cjk ( } ) of the
covariance are continuous functions except at the origin, i.e., \f,
h # S(Rn, R)
( f ej , C V h ek) =|
[x{ y]
f (x) C jk (x& y) h( y) dx dy,
where we could omit the set [x= y] in the integration since it is of
Lebesgue measure zero.
In this section we investigate what happens if there are contributions
from distributions supported in [0].
It is well known that if T # S$(Rn, R) and supp T[0], T is a finite
linear combination of derivatives of the deltadistribution, i.e.,
T= :
|:| m
c: D: $,
where m # N, : # Nn, c: # R, and
D:=
:1+ } } } +:n
x:11 } } } } } x
:n
n
.
We study two examples which are trivial from the point of view of physics
because the resulting physical Hilbert space only consists of [0].
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Example 4.12. We assume that d=n and take the identity representa-
tion of O(n), i.e., {(A)=A \A # O(n).
We consider the covariance
$ 0
C=\ . . . + .0 $
The corresponding Gaussian random vector field 8 consists of n copies
of white noise. All moments of 8 are invariant under translations and
covariant with respect to rotations.
Moreover, the field 8 is reflection-positive.
The resulting physical Hilbert space only consists of [0].
Proof. We have
C( f, h)=|
Rn
( f (x) h(x)) dx.
The covariance is obviously invariant under translations
C( f: , h:)=|
Rn
( f (x+:), h(x+:)) dx=C( f, h) \: # Rn
and covariant with respect to rotations:
C({g f, {g h)=|
Rn
(g f (g&1 x), g h(g&1 x)) dx=C( f, h) \g # O(n).
The moments of the field 8 can be obtained by differentiating the charac-
teristic functional
E(8( f1) } } } } } 8( fr))
=
1
ir
r
*1 } } } } } *r
E(e i(*18( f1)+ } } } +*r8( fr))) |*1=0, ..., *r=0
=
1
ir
r
*1 } } } } } *r
e&12 C(*1 f1+ } } } +*r fr , *1 f1+ } } } +*r fr) |*1=0, ..., *r=0
so that all moments are invariant under translations
E(8(( f1):) } } } } } 8(( fr):))=E(8( f1) } } } } } 8( fr)) \: # Rn, \r # N
198 CLAAS BECKER
and covariant with respect to rotations:
E(8({g f1) } } } } } 8({g fr))=E(8( f1) } } } } } 8( fr)) \g # O(n), \r # N.
Obviously \f # S(Rn, Rn) with supp f]0, [_Rn&1
C({R f, f )=0.
The physical Hilbert space is obtained from
H=[ f # S(Rn, Rn) | supp f]0, [_Rn&1]
which is equipped with the positive semidefinite bilinear form C({R } , } ) by
taking the completion of the quotient HN where
N=[ f # H | C({R f, f )=0].
Since H=N, HN is zero-dimensional. K
Example 4.13. We assume that d=n and take the identity representa-
tion of O(n), i.e., {(A)=A \A # O(n).
We consider the covariance
&2$ 0
C=\ . . . + .0 &2$
All moments of the corresponding Gaussian random field 8 are
invariant under translations and covariant with respect to rotations.
Moreover, the field 8 is reflection-positive.
The resulting physical Hilbert space is zero-dimensional.
Proof.
( f, C V f ) = :
n
j=1
( fj , (&2$) V fj)
= :
n
j=1
( fj , $ V (&2 fj))
= :
n
j=1
( fj , &2 f j)
= :
n
j, k=1
|
Rn
f j
xk
}
f j
xk
dx
where in the last step we employed integration by parts.
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This shows that indeed
( f, C V f ) 0 \f # S(Rn, Rn).
As in the preceding example, translational invariance of the covariance is
obvious.
Since \f # S(Rn, Rn) with supp f]0, [_Rn&1
C({R f, f ) = 0,
the physical Hilbert space is zero-dimensional.
It remains to prove that the covariance transforms covariantly with
respect to rotations. This can be conveniently computed in momentum
space.
Observe that for g # O(n) and f # S(Rn, R), Fourier transformation and
a rotation of the argument of f by g commute:
f (g p)=
1
(2?)n2 |Rn e
i(x, gp) f (x) dx
=
1
(2?)n2 |Rn e
i( g&1x, p) f (x) dx
=f (g } )@ ( p).
Let 7 now denote the Fourier transform of a function S(Rn, Rn) in every
component.
({g f, C V {g h)=({g f@, (2?)n2 C {g h@)
=|
Rn
( g f (g&1p), (2?)n2 (2?)&n2 &p&2 gh (g&1p)) dp
=|
Rn
( f (g&1p), &p&2 h (g&1p)) dp
=|
Rn
( f ( p), &p&2 h ( p)) dp
=( f, C V h).
As in the proof of the preceding example, translational invariance and rota-
tional covariance of the covariance C imply that all moments of the
generalized random field 8 are invariant with respect to translations and
covariant with respect to rotations. K
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5. COUPLED SCALAR FIELDS
In this section we investigate what happens if the reflection is represented
trivially, i.e., if {(R)=Ed . By Lemma 4.4, this means that the representa-
tion { is trivial.
We shall prove for any n and d that if the representation is trivial, we can
always construct a covariance C( } , } ) on S(Rn, Rd)_S(Rn, Rd) which
is invariant under translations, covariant with respect to rotations, and
which is reflection-positive. Consequently, the corresponding Gaussian field
is reflection-positive and all its moments are invariant under translations
and covariant with respect to rotations.
If { is trivial, the pointwise covariance condition
C(x)={(g)t C(gx) {(g) \g # O(n) \x{0
reads
C(x)=C(gx) \g # O(n) \x{0,
i.e., in this case Euclidean covariance is Euclidean invariance.
Let Cm=(&2+m2)&1 denote the covariance of the free scalar field of
mass m>0, cf. Theorem 2.3. Cm is invariant under translations and rota-
tions and is reflection-positive.
A trivial example in the case d>1 which is invariant under translations
and rotations and which is reflection-positive is of course
(&2+m2)&1 0
C=\ . . . + .0 (&2+m2)&1
We shall prove that in any dimension we can always find a covariance
which is invariant under translations and rotations, reflection-positive, and
which is of non-diagonal form. If C is of non-diagonal form, we shall say
that C describes coupled scalar fields.
Before proving the general theorem, let us start with a simple example in
the case n=d=2.
We take the positive-definite matrix
M=\2 11 2+
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and put
C=Cm } M=\2CmCm
Cm
2Cm+ .
Obviously C( f, f )=( f, C V f ) is invariant under translations and rota-
tions. Furthermore, for f{0 we have C( f, f )>0 since
\ f1f2 + , \
2Cm
Cm
Cm
2Cm+ V \
f1
f2+
=( f1 , Cm V f1) +( f2 , Cm V f2)+( ( f1+ f2), Cm V ( f1+ f2)).
In the above equation, ( } , } ) denotes the scalar product both in the case
of L2 (R2, R)L2 (R2, R) and of L2 (R2, R).
An analogous computation shows that C is reflection-positive
{R \ f1f2+ , \
2Cm
Cm
Cm
2Cm + V \
f1
f2+
=( f1 (R } ), Cm V f1) +( f2 (R } ), Cm V f2)
+( ( f1+ f2)(R } ), Cm V ( f1+ f2))
0,
where in the last step we employed that Cm is reflection-positive.
However, since the matrix M is symmetric, it is diagonal in a suitable
basis so that in this basis the scalar fields are decoupled.
Let us consider
C=* } \2Cm1Cm1
Cm1
2Cm1+++ } \
Cm2
0
0
Cm2+ ,
where m1 , m2>0, m1 {m2 , and *, +>0.
Obviously C is invariant under translations and rotations, reflection-
positive, and moreover C( f, f )>0 \f{0.
Now the scalar fields cannot be decoupled: The elements of the sym-
metric matrix (Cjk) are not real numbers, but functions of the variable
x # R2 so that the transformation matrix which makes (Cjk) diagonal
depends on x.
Theorem 5.1. Let { be the identity representation, i.e., {(A)=Ed
\A # O(n).
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Let M be a symmetric positive definite d_d matrix with real elements
and let Cm denote the covariance of the free field of mass m>0:
Cm=(&2+m2)&1.
The covariance
Cm, M=Cm } M
is positive definite, i.e., Cm, M ( f, f )= ( f, Cm, M V f ) >0 \f # S(Rn, Rd),
f{0, invariant under translations and rotations, and reflection-positive.
Moreover, any linear combination of the form
C= :
s
r=1
*r Cmr Mr
also has these properties, where the Mr are positive definite d_d matrices
and *r , mr>0 \r.
If 8 is the Gaussian generalized random vector field defined by Cm, M , i.e.,
E(ei8( f ))=e&12 Cm, M ( f, f ),
8 is reflection-positive and all moments of 8 are invariant under translations
and rotations.
Proof. Since M is symmetric, it can be diagonalized in an orthonormal
basis v1 , ..., vd . Let T=(tjk) denote the orthogonal matrix that describes the
transformation from the basis v1 , ..., vd to the standard basis e1 , ..., ed , i.e.,
T(ej)=vj \j. Define _ j by Mvj=_jv j .
Take f =dj=1 f jej # S(R
n, Rd).
( f, Cm, M V f ) = :
d
j=1
fj ej , Cm V TT &1MTT &1 :
d
j=1
fjej
=T t :
d
j=1
f je j , Cm V T &1 MTT t :
d
j=1
fj ej
= :
d
j, k=1
f j t jkek , Cm V T &1MT :
d
j, k=1
fj tjkek
= :
d
k=1
_k  :
d
j=1
f j tjk , Cm V :
d
j=1
f j tjk .
Now regard f =( f1 , ..., fd) as row vector. dj=1 fj tjk is the k th element
of f } T. If f{0, _k such that the k th element of f } T is {0. Since _k>0
\k, ( f, Cm, M V f )>0 \f{0.
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In the same way, reflection positivity is proved:
({R f, Cm, M V f )= :
d
k=1
_k  :
d
j=1
tjk fj (R } ), Cm V :
d
j=1
tjk fj0.
Since Cm is invariant under translations and rotations, Cm, M is invariant
under translations and rotations, too.
Obviously, the properties of Cm, M carry over to
C= :
s
r=1
*rCmr Mr
if *r>0 \r.
Since the moments of a generalized random field can be obtained by
taking the derivative of the characteristic functional at 0, and since the
covariance is invariant under translations and rotations, all moments of the
corresponding Gaussian random field are invariant under translations and
rotations. K
6. CONCLUDING REMARKS
Theorems 4.10 and 4.11 show that the assumptions we have made are
too restrictive to construct nontrivial fields: There are no such fields except
the field that vanishes identically.
Let us try to relate our results to what one should intuitively expect from
the point of view of physics.
We would like to regard quantum vector fields as gauge fields: It is not
the gauge field that contains the physical information, but some gauge-
invariant object built from the field.
For example, if A is the vector potential in classical electrodynamics, the
quantity C A(x) dx is gauge invariant. C A(x) dx is the magnetic flux
through the surface enclosed by the loop C.
We studied a toy model for the quantized version of this, cf. [4, 5]. In
two-dimensional Euclidean space-time, A is the solution of the equation
A=F
where F is white noise (not necessarily Gaussian), and  is the first-order
differential operator
=

x1
&i

x2
.
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We proved that it is possible to define the so-called Wilson loops
eiC A(x) dx
and we verified the axioms for Wilson loops which have been suggested by
Seiler [17].
On a purely heuristic level, gauge-invariant loop variables should
generate the algebra of physical observables. However, even if there is some
motivation from physics to study objects like C A(x) dx, the generalized
random fields will in general be quite singular so that it will be difficult to
define line integrals.
Generally, one should keep in mind that passing to Euclidean space-time
has some price: Not all fields in Minkowski space-time have Euclidean
counterparts. This applies to scalar fields and to vector fields as well.
However, in the case of vector fields, the condition of covariance seems to
be much stronger than the condition of Euclidean invariance for scalar
fields: The covariance condition mixes components, a fact which we used
in the proof of Theorem 4.10.
Let us finally check whether we could weaken the assumptions which
we made in Section 4.
There are three possibilities:
(1) We demanded covariance with respect to O(n) though in the
axiomatic framework covariance with respect to SO(n) is demanded only.
Let us emphasize that we really needed covariance with respect to O(n) in
the proof of Theorem 4.10, cf. the arguments involving R in Lemmas 4.7
and 4.8. We would not like to weaken this assumption since, for example,
the Proca field is covariant with respect to O(n).
(2) We could weaken the assumption that the field is reflection-
positive on the whole test function space. In view of the electromagnetic
field which is reflection-positive only on the Euclidean invariant subspace
of divergence-free test functions (cf. Subsection 4.3), we think that it is
acceptable to weaken this assumption, i.e., one should demand reflection
positivity only on some Euclidean invariant subspace of the test function
space. Restricting the test function space corresponds to fixing some gauge,
which seems to be rather natural from the point of view of physics.
(3) One could weaken the regularity condition that the covariance
operator C is of the form Cf=C V f where the elements C jk of the
covariance matrix are continuous functions except at 0. The following
remark shows that there are reflection-positive vector fields which do not
meet this regularity condition.
205EUCLIDEAN QUANTUM VECTOR FIELDS
Remark 6.1. The Proca field was studied by Gross [9] and Yao [20].
It is given by the covariance operator
C=\$+&&(1m
2) +&
&2+m2 ++& , +, &=0, 1, 2, 3.
The trace of C is
tr C=
4
&2+m2
+
(&1m2) 2
&2+m2
=
3
&2+m2
+
1
m2
.
The 1m2 term yields a delta function in C11+C22+C33+C44 and thus the
regularity condition of Theorem 4.10 is not fulfilled.
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