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Über verschiedene Konvergenzarten trigonometrischer Reihen. DI 
(Bedingungen in der Metrik von Lp) 
Von LÁSZLÓ LEINDLER in Szeged 
Einleitung 
Es sei f(x)£Lp(0, 2n) (I -</>-=: c«) eine 27c-periodische Funktion mit der Fourier-
Entwicklung 
(1) fix) ~ + 2'(an cos nx + bn sin nx) = S f / ] . . n= 1 
En(jp) = En(f p) bezeichne den besten Annäherungsgrad von f(x) im Sinne der 





coP(ö) = c4p )(/ , ö) = sup { / \ A k J ( x , t)\'dxYlp, 
ostsi'o*' ' 
ferner bezeichnen wir mit A(a, y ,, y2) die Klasse der monotonen Funktionen 
l(x) ( x s l ) , für die jc"(log(x + l ) ) i ' ^A(*)^^( log(A:_+l)) ' , i . 
In zwei früheren Arbeiten ([1], [2]) haben wir u.a. verschiedene hinreichende 
Strukturbedingungen für verschiedene Arten der Konvergenz von (1) in der Metrik 
von L2(0, 2n) angegeben. Im vorliegenden Aufsatz werden wir den allgemeineren 
Fall von L"(0, 2n) betrachten • 
Wenn wir im Folgenden über die Existenz der r-ten Ableitung einer Funktion 
f{x) sprechen (reine natürliche Zahl),-so verstehen wir, d a ß / ( x ) fast überall gleich 
der r-fach iterierten Integralfunktion einer quadratisch integrierbaren Funktion 
g(x) ist,und dann nennen wir g(x) die r-te Ableitung von/(x), in Formel: g(x) = / ( r )(x) . 
Wir setzen zur Abkürzung: 
• 2n 
Äk(t) = Ak(f,p- t) = (/1Aksf(x, t)\pdx)UP. 
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Sa tz I. Sei l<pS2 und seien r und k nichtnegative ganze Zahlen mit k>r.-
a.) Unter der Bedingung 
: 00 (2) h o z t i M t ) d t 
I 
existiert f(r>(x) und konvergiert ihre Fourier-Entwicklung fast überall unbedingt, 
d.h. bei jeder Anordnung ihrer Glieder, 
ß) Unter der Bedingung 
(3) f M « 4 < . 
I -V+—+"• 0 t 2 ' 
existiert fir){x) und konvergieren die Reihen 
2n 
0 
bei fast allen Vorzeichenverteilungen gleichmäßig, 
y) Unter jeder Bedingung 
(4) i ^ ä , 
I T + — + r 
S t2 ' 
'• 00 
00. (5) [ M f L d M d t . 
I 
(6) j ^ ß - d t ^ 
I 1+ —+ r-a 
0 t ' 
existiert f<r)(x) und ist ihre Fourier-Entwicklung fast überall | C, a ¡C,.£|-, bzw, 
|C, a1-summierbar*) (— 1 < a < £). 
ö) Unter der Bedingung 
1 
<2/ |logi| Al(t) 
(7) / dt 
I 2r + — 
i t <• 
existiert f(r)(x) und konvergiert ihre Fourier-Entwicklung fast überall. 
*) Eine Reihe £u„ heißt |C, a|-summierbar, wenn 
B=1 
gilt, wobei oi"* das n-te (C, a)-Mittel bezeichnet. 
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Zum Beweis des Satzes I werden wir aus den angegebenen Strukturbedingungen, 
gewisse Bedingungen von der Form 
* < " > « - ( w > - { ! « + * > ' » } " ' . 
herleiten, woraus durch Anwendung bekannter Koeffizientenbedingungen die 
entsprechenden Behauptungen folgen. 
Mit Rücksicht auf das Ergebnis von A. F. TIMAN und M. F. TIMAN [13]: 
R^SK.E.ip) (für 1 <p = 2), 
bzw. das Ergebnis von STECKIN [11]: 
E„(P) == K2 co</> , 
bekommen wir aus dem Satz 1 den folgenden: 
Sa tz II. Sei 1 </? = 2. Die entsprechenden Behauptungen des Satzes I bleiben mit' 
(2') 2! 0°g ") " ~ 2 + " +r E„(p) < oo 
n=l 
(3') 2 f ^ n ~ 2 + P + r E „ ( p ) ^ c 0 
n-I 1 
(40 2 n ^ r En(p)^ CO n=i 
(50 2 ^\ognn~2+ >>+rEn(p)^~ 
(60 
n=l 
(T) ¿ ( l o g n)n~2+~i+2rEn2(p)^~> n=i • 
anstatt (2), ..., (7) gültig. 
Bekanntlich hat MARCINKIEWICZ [6] den Satz von PLESSNER [8] folgender-
weise verallgemeinert: Unter der Bedingung 
2*'2« 
I I I A x + O - Z f r - O i ^ ^ 
0 0 
für ein p mit 1 ^ 2 , konvergiert die Entwicklung (1) fast überall 
oder 2 (logn)n 2 + p+rco(2p) — 
n= 1 
°° — - — + — + r ( 1 oder 2 l^log nn 2 p r co<2P) I — 
oder ¿ n 2 + p+r(ol2p) 
oder 2 l^lognn 2 P co{2p) — I-c 
oder 2 n 
l 
- 1 + — + r-a [ 1 
P OO2 I — 
n= 1 l « 
- 2 + — + 2 r 
oder 2 (log n)n p ur 
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POTAPOV [9] hat neulich bewiesen, daß f ü r / > > l die drei Bedingungen 
2n 2n -
\f(x + t)-f(x-t)\" 
I I dx dt 
(8) { 6 5 
«=1 n J t 
paarweise äquivalent sind. (Er hat aber diese Behauptung in dieser Form nicht 
ausgesprochen.) 
Unlängst haben wir [3] einen Äquivalenzsatz bewiesen, der in einem Spezialfall 
•folgenderweise lautet: 
Sei und sei A(x)£/l(a, y 1 ; }>2) mit a > l — / ? und mit gewissen y i < y 2 . 




[fix + 2i) +f(x - 2t) - 2f(x)]2 dx dt-




Der Vergleich dieser Ergebnisse stellt die Frage, ob ein Äquivalenzsatz von 
•obiger Art im Raum £"(0, 2n) mit 1 </?<=o gilt. Der folgende Satz gibt für diese 
Frage eine positive Antwort. 
Sa tz I I I . Seien p 1 und ß 1 reelle Zahlen, weiterhin sei A(x) £ A(a, y1; y2>) 
mit a. =- max (l—ß,— 2) und mit gewissen y, < y2 • Dann sind die drei Bedingungen 
i 2n . • 
•(9) f i f f | fix + 2t) +fix - 2t) - 2fix)\" d x f d t < 
J ^ [ j J V J 
(10). Z ^ i f p ) ^ , 
paarweise äquivalent. 
Es ist bekannt (s. z. B. [12], s. 339), daß für jedes p mit 1 <=° gilt: 
¿ U / O H I / W - S n - i M I I , , -
So ist es ersichtlich, daß man auf Grund des Satzes von HAUSDORFF—YOUNG, 
-([14], I I , s. 101 . ) bzw. von HARDY—-LITTLEW.OOD ([14] , I I , s. 1 2 8 . ) auch notwendige 
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und hinreichende, durch Koeffizienten angegebene Bedingungen für das Erfülltsein 
der Bedingungen (9), (10) und (11) angeben kann. Im Falle 1 sind die 
Bedingungen 
m i f 00 1 ßlp' 
und 
~ 1 c °° 1 ßip 
< 1 3 ) Ä W ) W W ^ M P ) K P ~ 2 \ 
notwendig, und im Falle 2 S / ) < » sind die obigen Bedingungen hinreichend dafür, 
daß die Bedingungen (9)—(11) erfüllt sind. Wir bemerken noch, daß die Bedingungen 
(12) und (13) im allgemeinen unvergleichbar sind, wenn aber die Folge Qn = (a% + 6*)* 
monoton ist, folgt für 1 < p ^ 2 (12) aus (13) und f ü r / ? s 2 folgt (13) aus (12). 
§ 1. Hilfssätze 
H i l f s s a t z I . Ist f(x)eL"(0, In), dann gilt 
\ n) n v=0 
Dieser Hilfssatz ist bekannt. (Siehe z.B. [12], S. 344.) 
H i l f s s a t z I I . Seien l(x) (x S1) eine positive, monotone Funktion mit X(n)^ 
• AA(2n) (A S 2 , n = 1, 2, ...) undp, ß reelle Zahlen mit 
1 < S 2 und ß ^p' = P 
p-1 
Dann folgt die Ungleichung 
~ j i ~ 1 ßlp' 
aus 
1 2* 
[ V I T i f dx\ß'Pdt< 00 (k s!)• 
I ' ^ ( 7 ) H J 
Dieser Hilfssatz kann analog zu dem Beweis des Hilfssatzes III von [3] be-
wiesen werden, nur soll man die Beziehung 
AkJ(x, t) = 2k 2 {«„ cos | n x + k + hn sin -f- k y j j (sin ntf 
anstatt der Beziehung bezüglich Affix, 2t) benutzen. 
6 A 
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H i l f s s a t z I I I . Seien {an} und {oc„} nicht-negative Zahlenfolgen mit 
oo 
2 cck = ßnct„. 
k — rt 
Dann gilt für jedes p = l 
<*> t k \p 
(i.i) 2 «J 2 ß. p" 2«»08» („=1 ^ k=1 
(c 
Beweis . Mit der Abkürzung sk — O'o = 0) gilt für jedes N n = 1 
JV JV 
2 <Xk*k= 2 (ßk <Xk-ß«+1 a*+ i K S 
t=i t=i 
N JV 
s 2 ßk<*k(.4-s£-t) ^ P 2 ßk <*k s%~1 ak S fc=l Ä=1 
P - 1 
¡v i . r JV 11/pf JV - J - J -
^P 2«k ßkOkXk " srl ^p\2«k(ßkaky\ 2 «k s£ \ 
k=1 U=1 J U=1 ' J 
Daraus ergibt sich {N 11/p f JV 11/p 
2 «k sg j P j 2 ak(ßk ak)v\ , 
woraus die Behauptung (1. 1) unmittelbar folgt. 
§ 2. Beweis der Sätze 
Beweis von Sa tz I . a) Auf Grund des Hilfssatzes II, mit A(x) = x 2 " 
• log_ 1(x + l), ergibt sich aus der Bedingung (2) 
(log «)*„(/>') = 
Daraus erhalten wir: 
00 . f 00 1 1/2 CO C 00 1 1/2 
2 - \ 2 ^ Q ] \ - 2 2 \ 2 k»ei\ -
„=3 n [k = n ) m— i lfc = 2m+ 1 J 
~ 00 f 2V+1 V/2 ~ » f 2 " 1 11/p' p'-2 2 1 QL\ s r ^ ' Z H Z e r 
m = 1 v = m U = 2 V + 1 J m = l v = m lfc = 2 v + l J 
(2.1) 
^ 2 r + 1 2 v 2 r2V (P>) 2 r + 1 2 v2V P) 2V Ä 2 v( /0 
v = l v = l 
/1=2 
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Dies ergibt insbesondere 
2 elk2 
k=. 1 
folglich existiert fir)(x) und gehört zu L2(0, 27t). Somit gilt nach einem bekannten 
Satz (s. z. B. [14], S. 40): 5 « [ / ] = S[/ ( r )],*) also 
(2.2) En(ß'\ 2) = k2rel)/2-
U=« J . s 
Daraus und aus (2. 1) folgt die Ungleichung 
n=l n 
welche nach einem Satz des Verfassers [4] die unbedingte Konvergenz von S[f ( r )] 
fast überall nach sich zieht. 
Im Falle der Behauptung ß) genügt es, nach einem Satz von SALEM und 
ZYGMUND [10], zu zeigen, daß 
Mach dem Hilfssatz II, mit A(x)=x2 " ' (log (x +1)) 2 , folgt aus (3): 
2 n~ 2+ 1»+" (log n)*Rn(p')-
/1=2 
Daraus kann man durch eine einfache, zu (2. 1) analoge Rechnung zeigen, daß 
f(r)(x) existiert und zu L2(0, 2K) gehört; somit gelten S ^ f / ] = 5[ / ( r ) ] und (2. 2), 
weiterhin auch die Ungleichung (2. 3). 
3 1 
— r 
y) Aus (4), durch Anwendung des Hilfssatzes II mit X(x)=x2 p , folgt 
2 n 2 + " + r p „ ( / ) < - . 
n= 1 
Hieraus ergibt sich 
~ ( 2™+' V/2 
(2.4) 2 \ 2 elk2r\ 
zz/=lU = 2m+l ) 
durch die folgende Abschätzung: 
2 \ 2 Qik*'\ S 2 2 2-\ 2 od 2 ' H w J ^ m=l U = 2m+1 ) m= 1 U = 2m+1 ) 
^ 2 2 R2m(p') s 2'+2 2 Rn(p'). 
*) <S(r)[/l bezeichnet die aus der Fourierreihe S [ / ] durch r-malige gliedweise Ableitung ent-
standene Reihe. 
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Aus (2.4) folgt, daß / w ( x ) £L2(0, 2n) und so ist S(r>[/] = 5'[/f>]. Mit Rücksicht 
auf die letzte Behauptung zieht die Ungleichung (2. 4) nach einem Satz von [5] 
die | C, a>i[-Summierbarkeit von S t / ^ ] fast überall nach sich. 
Ähnlicherweise können die beiden anderen Behauptungen eingesehen werden. 
Nämlich folgt aus (5) bzw. aus (6) 
« _3 
Z n ~ 2 + " + r (log и)'/2 RJp') < «, 
.. .«=1 
bzw. 
° ° , 1 -1 +- + Г-П 
Z « " RniP)-
1 = 1 





2 2 Qk k2r\ 
n \k = 2m +1 J 
2 I ^ rffc" 
n= 1 u = 2m+l J 
Hieraus folgt, daß «S[/(r)] fast überall | b z w . |C, — 1 <a<£ | -summierbar 
ist (s. [5], Satz II). 
2—i- + 2r 
<5) Aus (7), auf Grund des Hilfssatzes II mit i(x) = x p (log ( x + 1 ) ) - 1 
und ß — 2, ergibt sich 
(2.5) 2 n ~ 2 + p + 2r ( l og n)Rl (Pl < 
. n — 2 
Hieraus folgt, daß 
(2.6) 2 Q2kk2'\ogk<~-
k= 1 
dies sichert, nach dem wohlbekannten Kolmogoroff—Sei i verstoff—Plessnerschen 
Satz die Konvergenz von >S'[/<r)] fast überall; es gilt nämlich S f r , [ / ] = «S,[/'r)] auch 
in diesem Fall. Die Implikation (2. 5)=>-(2. 6) können wir folgenderweise beiweisen: 
co e o - o o CO 2m + 1 t OO 2V+1 
2 et k2'log km 2* 2 - 2 Q2kk2'^ 2 2 - 3 2 " 2 L 2 22v ' 2 ei^ 
k = 3 n = 3 n k = n m=l n = 2m+l n, v = m fc = 2v+l 
~ / 2 1 f 2'"+' "12/p' oo 2 
m = 1 U = 2 ' " + l J n = l 
Damit haben wir den Satz I vollständig bewiesen. 
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Beweis v o n Sa tz I I I .*) Zuerst beweisen wir die Implikation (9)=>-(10). 
Im Falle 1 ( " ) < 0 0 ist die Behauptung trivial. Wir nehmen also an, daß a S 1 . Sei 
"»(*) = 27T»(2«2 + 1 ) 
271 . t-x sin—-—n 





J [fix + 2t) + f ( x _ ., f sin nt) , -2t)] — dt. ' { sin t ) 
u„(x) ist ein trigonometrisches Polynom (2n — 2)-ten Grades und man hat 
*/2 
/
6 i sin Hfl* 
nn(2n2 + 1 ) ( sin t J — 1 
(s. [1], S, 113—116). Nach dem Obigen ist es klar, daß E2k+i(f p) 
№ ) - M * ) l l P , d.h. gilt 
2n n/2 
. ( / , = { / | / [ / (* + 2 i ) - 2 / W + f ( x + 2 0] n2k(22k+1 +1) 
0 0 
_ isin 2k t) V 
[ s i n ? J 
Durch Anwendung der Minkowskischen Ungleichung bekommt man 
n / 2 2 n 
dt 
p l i / p 
dx\ 
E2^(J,p) 2 - 3 * J { / \ f ( x + 2t) - 2f(x) +f(x -2t)\" dxj''"dt = 
0 0 
n/2 
Лsin 2 sin = 2~3k A(t) dt. 
Für ß > \ erhalten wir durch Anwendung der Hölderschen Ungleichung 
o 
n2k(22k+l + \){ sinf 
sin 2k t 
*) Unser Beweis ist ähnlich zum Lemma 6 von POTAPOV [9]. 
\ 
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Daraus folgt für jedes ß S1 
00 1 ~ 
n '2 /2 ; ( j _ ) 
f Ä < # v _ l L L i s i n 2 r a f Y d t 
~ J 7 7 f T T '"=0 22m A(2m) ( ~ s i n T j 
Auf Grund dieser Ungleichungen genügt es für den Beweis der Implikation (9)=>(10) 
zu zeigen, daß die Summe 
_ y t n { l ) [ s i n 2 ~ t } 
22mX(2m) sin? J 
71 
f ü r 0 g l e i c h m ä ß i g beschränkt ist. Für ein beliebiges, aber fixiertes t be-
zeichnen wir mit m0 die größte unter den natürlichen Zahlen m, mit 2 1 . Dann ist 
l»0 00 
ff(o=Z+ 2 = o- i (0+^2(0 . m = 0 7« = »io + l 
Es ist leicht ersichtlich, daß ^ ( f ) beschränkt ist. Wegen a ^ l ist nämlich 
j i ] 
A(2m) 
Wegen a > — 2 ist ferner • 
. 1 1 22mo 
cr2(t)^K7 2 t~2[y] 2~2m2-' (2"') 
III = »10+ 1 \ * / 
^ KSt~ 2 l 2 " 2m0 k~ 1 (2"'°) S A'g . 
Damit haben wir die Implikation (9)=>(10) bewiesen. 
Wir beweisen nun die Implikation (10)=>(11).' Da wegen oc>l— ß und 
k(x)€A(cc, y,, y2) gilt: 
oo 1 
y 1 ^K n 
Äi, A(fc)fc" . 10 k(ri)n« ' 
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« 
es ergibt sich aus den Hilfssätzen I und III 
was zu beweisen war. 
Was die Implikation (11)=>(9) anbetrifft, genügt es zu bemerken, daß die 
Bedingung (11) mit 
i 
(2.7) [ ' оУ/Ч/ ; tf dt-0 к 
gleichwertig ist, da (9) aus (2. 7) offenbar folgt. 
D a m i t h a b e n wir d e n Satz III vo l l s t änd ig bewiesen . 
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