Covariance estimation and selection for multivariate datasets in a high-dimensional regime is a fundamental problem in modern statistics. Gaussian graphical models are a popular class of models used for this purpose. Current Bayesian methods for inverse covariance matrix estimation under Gaussian graphical models require the underlying graph and hence the ordering of variables to be known. However, in practice, such information on the true underlying model is often unavailable. We therefore propose a novel permutation-based Bayesian approach to tackle the unknown variable ordering issue. In particular, we utilize multiple maximum a posteriori estimates under the DAG-Wishart prior for each permutation, and subsequently construct the final estimate of the inverse covariance matrix. The proposed estimator has smaller variability and yields order-invariant property. We establish posterior convergence rates under mild assumptions and illustrate that our method outperforms existing approaches in estimating the inverse covariance matrices via simulation studies.
Introduction
In modern day statistics, datasets where the number of variables is much larger than the number of samples are more pervasive than they have ever been. Especially in recent years, due to advances in science and technology, data from genomics, finance, environmental and marketing applications are being generated at a rapid pace. One of the major challenges in this setting is to formulate models and develop inferential procedures to understand the complex relationships and multivariate dependencies present in these datasets. In highdimensional settings, the sample covariance matrix can perform rather poorly. To address the challenge posed by high-dimensionality, several promising methods have been proposed in the literature. In particular, methods inducing sparsity in the Cholesky factor of the inverse covariance matrix Ω have proven to be very effective in applications. The sparsity patterns in the Cholesky factor of Ω can be uniquely encoded in terms of appropriate graphs. Hence the corresponding models are often referred to as directed acyclic graph (DAG) models.
In this paper, we focus on Gaussian DAG models. In particular, suppose we have i.i.d.
observations Y 1 , Y 2 , · · · , Y n from a p-variate normal distribution with mean vector 0 and covariance matrix Σ. Let Ω = Σ −1 = LD −1 L T be the modified Cholesky decomposition (MCD) of the inverse covariance matrix, i.e., L is a lower triangular matrix with unit diagonal entries, and D is a diagonal matrix with positive diagonal entries. For a DAG model, this normal distribution is assumed to be Markov with respect to a given directed acyclic graph D with vertices {1, 2, . . . , p}. This is equivalent to saying that L ij = 0 whenever D does not have a directed edge from i to j (these concepts are discussed in detail in Section 2).
There exist several approaches in the literature for estimation of Ω and the underling graph based on Gaussian DAG models. Rtimann and Bhlmann [2009] introduce a graphbased technique for estimating sparse covariance and inverse covariance matrices by first inferring the underlying DAG using the PC-algorithm in [Kalisch and Bühlmann, 2007] , and estimating the DAG-based covariance matrix and its inverse via the MCD approach.
The other type of methods are based on regularized likelihood/pseudolikelihood. Chang and Tsay [2010] propose a parsimonious approach to estimate high-dimensional covariance matrices via MCD using 1 penalization. Similar approach has also been adopted in [Shojaie and Michailidis, 2010] via the general weighted lasso to estimate the adjacency matrix of DAGs with given ordering. The authors in [van de Geer and Bhlmann, 2013] show that the 0 -penalized maximum likelihood estimator of the Cholesky factor converges in Frobenius norm in high dimensions under unknown ordering.
On the Bayesian side, when the underlying graph is known, literature exists that explores the posterior convergence rates for Gaussian concentration graph models, which induce sparsity in the inverse covariance matrix Ω. When the underlying graph is unknown and needs to be selected, comparatively fewer works have tackled with asymptotic properties. Recently, [Ben-David, Li, Massam, and Rajaratnam, 2016] introduce a flexible and general class of 'DAG-Wishart' priors with multiple shape parameters, which are adaptations/generalizations of the Wishart distribution in the DAG context. The authors in [Cao, Khare, and Ghosh, 2019 ] establish both strong model selection consistency (in the terminology of [Cao, Khare, and Ghosh, 2019] ) and posterior convergence rates for sparse Gaussian DAG models with DAG-Wishart distributions in a high-dimensional regime. However, the known ordering for these variables is required in order to achieve consistency, which can be problematic in practice, especially when the nature ordering is not available or not perdetermined in the format of location or time sequence.
Recently, [Kang and Deng, 2017] adopt an improved MCD approach to tackle the variable order issue in estimating sparse inverse covariance matrix and consider an ensemble estimate under multiple permutations of the variable orders in a frequentist framework, which inspires us to propose a Bayesian ensemble estimate for estimation of Ω with these DAG-Wishart priors. Specifically, we utilize the multiple MAP (maximum a posteriori) estimates of the Cholesky factor under each permutation, and subsequently construct the final estimate of the inverse covariance matrix. To further encourage the sparsity pattern in the estimate, we also adopt the hard thresholding technique also implemented in [Kang and Deng, 2017, Cao, Khare, and Ghosh, 2019 ] to obtain the final estimate. The proposed estimator has small variability and yields order-invariant property. Under mild assumptions, we establish much better posterior convergence rates under DAG-Wishart distributions.
The rest of the paper is structured as follows. Section 2 provides background material from graph theory and Gaussian DAG models. In Section 3 we present our proposed Bayesian approach for precision matrix estimation based on permutation and the posterior convergence rates are provided in Section 5. In Section 4 we use simulation experiments to illustrate the proposed method, and demonstrate the benefits of our Bayesian approach for inverse covariance matrix estimation vis-a-vis existing Bayesian and penalized likelihood approaches.
We end our paper with a discussion session in Section 6.
Preliminaries
In this section, we provide the necessary background material from graph theory, Gaussian DAG models, and DAG-Wishart distributions.
Gaussian DAG models
Throughout this paper, a directed acyclic graph (DAG) D = (V, E) consists of the vertex set V = {1, . . . , p} and an edge set E such that there is no directed path starting and ending at the same vertex. For any given parent ordering, where that all the edges are directed from larger vertices to smaller vertices, denote pa i (D) as the set of parents of i to be the collection of all vertices which are larger than i and share an edge with i. Similarly, for any given parent ordering, the set of children of i, denoted by chi i (D), is the collection of all vertices which are smaller than i and share an edge with i. 
DAG-Wishart distribution
In this section, we specify the multiple shape parameter DAG-Wishart distributions introduced in Ben-David et al. [2016] . First, we provide required notation on matrix. Given a directed graph D = (V, E), with V = {1, . . . , q}, and a q × q matrix A, denote the column
In particular, A 
2, for all 1 ≤ i ≤ q, the density in (1) can be normalized to a probability density, and the normalizing constant is given by
In this case, we define the following DAG-Wishart density with q shape parameters
which can be used for differential shrinkage of the variables in high-dimensional settings,
The class of densities π
form a conjugate family of priors for the Gaussian DAG model N (D). In particular, as indicated in [Ben-David et al., 2016] , we have the following result that gives the MAP (maximum a posteriori) estimate for our Cholesky parameter.
with posterior mode (D,L) satisfying,
Therefore, for any given DAG, Proposition 2.1 yields the posterior mode for the Cholesky parameter and hence, the precision matrix Ω. In particular, if the DAG imposed on the DAG-Wishart distribution is the true DAG, Section 5 provides the results for the posterior convergence rate.
3 Bayesian approach for precision matrix estimation
be the observed data. The closed form for the posterior mode specified in (4) is convenient. However, it requires the underlying DAG and accordingly, the parent ordering to be given, which is rather problematic in real applications, especially the case when the ordering of variables and the conditional independence between variables are both unknown. We therefore propose a Bayesian approach to combine the graph selection procedures in [Cao et al., 2019] and permutations techniques in [Kang and Deng, 2017] to address this uncertainty of ordering issue and gain the flexibility to ensemble the multiple estimates for the Cholesky parameters for each ordering respectively.
First we define a mapping function
such that (σ(1), σ(2), . . . , σ(p)) represents a new permutation of (1, 2, . . . , p). Define the corresponding permutation matrix P σ as follows. For each column in P σ , all the entries in the jth column are set at 0 except the entry at the σ(j)th row equals to 1. Denote the new data matrix after permutation as
and let
denote the new sample covariance matrix.
In order to obtain the DAG-constraint posterior mode for the precision matrix with respect to this new data matrix Y σ , we must first acquire an appropriate estimate for the underlying DAG. The idea of hard thresholding the Cholesky factor of the sample covariance matrix to estimate the DAG structure has been implemented in Levina, 2008a,b, Cao, Khare, and Ghosh, 2019] . In particular, Cao, Khare, and Ghosh [2019] illustrate the graph selection consistency under the DAG-Wishart priors though the following procedure along with the justification of adopting this method.
Algorithm 1 (Estimate of the underlying DAG).
Step 1: Generate graphs by thresholding the modified Cholesky factor of (S σ + 0.1I) −1 to get a sequence of 3000 additional graphs, and search around all the above graphs using Shotgun Stochastic Search to generate even more candidate graphs.
Step 2: Random partition the original data set Y σ of n observations into 10 equal sized subsets.
Each time a single subset is excluded, and the remaining 9 subsets are used as our new sample.
Repeat
Step 1 for each new sample.
Step 3: Compute the log posterior probabilities for all cadidate graphs and select the graphD with the highest probability.
Remark 1. The numbers in Algorithm 1 such as the length of sequence and the number of subsets can be modified depending on computational resources. Note that in Steps 2 and 3, due to the conjugacy of the DAG-Wishart distribution, the (marginal) posterior DAG probabilities can be computed as
Now that we have the estimated DAGD for the new data matrix Y σ , the natural question arises as how to regenerate the modified Choleksy parameter and obtain the appropriate estimate for the true precision matrix. We therefore propose to use the MAP (maximum a posteriori) estimate given in Proposition 2.1 with the following algorithm under permutation σ.
Algorithm 2 (MAP estimate of Ω).
Step 1:
Step 2:
Step 3: SetΩ σ =L σD
By transformingD σ ,L σ andΩ σ to the original order, we can thereby estimate D, L and Ω
andΩ
Now suppose we generate K permutations denoted as σ 1 , σ 2 , . . . , σ K . For each permuta- (7) and (8) yield the corresponding estimatesL k ,D k and Ω k . Naturally, there are two ways for integrating these estimates. The first approach is to average Ω 1 , Ω 2 , . . . , Ω K and letΩ = 1 K K k=1Ω k be our final estimate for the true precision matrix. However, this average estimate performs poorly, as the estimation error of eachΩ k is already aggregated by the error in bothL k andD k . We therefore propose to use the average estimates of bothL k 's andD k 's to construct the ensemble estimate for Ω. In particular,
and estimate Ω withΩ
In Section 4, we will see this estimate can have the advantage of averaging the variability and better recover the individual entry values of the true precision matrix.
However,Ω does not necessarily carry out the true sparse pattern encoded in possibly very parse true inverse covariance matrix. Hence, we utilize the following hard thresholding procedure to encourage the sparsity inΩ. For any given thresholding value τ , construct the corresponding sparse matrixL τ based onL in (9) as follows.
Estimate Ω withΩ τ =L τD
−1LT
τ . If we vary the thresholding value τ on a grid, the best thresholding value τ b is selected, which minimizes the "BIC"-like measure defined as
where E denotes the total numbers of non-zero entries inL τ andΩ τ =L τD
τ . See examples in [Cao et al., 2019 , Khare et al., 2017 , Shojaie and Michailidis, 2010 , Kang and Deng, 2017 for justifications of the "BIC-like criterion. Note that the estimateΩ τ b possesses a much more sparse structure compared toΩ in (10) via the thresholding step, and could possibly better reveal the true sparsity pattern in the underlying precision matrix. Now we are ready to present the following algorithm for our proposed Bayesian approach for estimating precision matrix.
Algorithm 3.
Generate K permutations σ 1 , σ 2 , . . . , σ K and obtain the corresponding data matrix and sam-
Step 1: Implement Algorithm 1 and obtain the estimated DAG D σ k .
Step 2: Given
Step 3:
Step 4: Obtain the average estimatesL
Step 5: Vary the thresholding values on a grid and selectL τ b according to the measure in (11).
Step 6: SetΩ
as the estimate for Ω.
Remark 2. We would like to point out that the hard thresholding procedure in Step 3 and 4 is not necessarily required, if one is merely interested in the estimation rather than the sparsity recovery of the precision matrix. As we will see in Section 4, no significant difference is observed in performance between the estimateΩ obtained in Step 4 and the final estimatě Ω τ b under certain settings. Hence,Ω can also serve as an alternate estimate in practice.
Simulation studies
In this section, we illustrate the potential advantage of utilizing the proposed Bayesian approach through simulation studies. We fix our number of observations n = 100. We then consider different combinations of (n, p) with p ranging from smaller than 30 to 200, such that p varies from smaller than n to larger than n. Next, for each fixed p, a p × p positive definite matrix Ω 0 is constructed. In particular, we consider the following five cases of Ω 0 , which are also considered in [Kang and Deng, 2017] .
Case 1: Ω 0 has a banded structure such that the main diagonal entries equal to 1, while the first sub-diagonal entries equal to 0.5 and second sub-diagonals 0.3.
p.
Case 3: Ω 0 has 3% sparsity. For each fixed p, we start from a p×p identity matrix. Then, we randomly choose 3% of the lower triangular entries and set the values to be randomly drawn from Unif(0, 1). We refer to this matrix as our true Cholesky factor L 0 and set
Case 4: Ω 0 has a 10 × 10 compound structure matrix on the left top with diagonal elements 1 and others 0.5. Other entries of Ω 0 are set to be zero, except for all the diagonals taken to be 1.
Case 5: Ω 0 is generated by randomly permuting rows and corresponding columns of the precision matrix in Case 4.
Next, for every case of Ω 0 , we generate n i.i.d. observations from the N (0 p , Ω 0 ) distribution. We then estimate the true precision matrix Ω 0 using both Bayesian and frequentist procedures outlined below. We then compare the estimation performance between these six methods under the following five different losses. Stein's loss is a commonly used loss function given by
whereΩ represents the estimator of the true precision matrix Ω 0 . The modified mean absolute error loss and mean squared error loss, restricted to the functionally independent elements of the true precision matrix are defined as,
where D 0 represents the true underlying DAG implying the sparsity pattern in Ω 0 . We also adopt the following two measures of accuracy: the general mean absolute error and mean squared error given by
The summary of our results are presented in Table 1 to Table 5 and Bayesian methods under almost all the five measures. In particular, when the dimension p increases, our proposed permutation method with DAG-Wishart prior can sustain the higher dimension and achieve much better and more stable estimation results.
To better visualize the simulation results, we plot the heatmap comparison between the true precision matrix and different estimators under different values of p when the true precision matrix has a banded structure. In Figure 1 to Figure 3 , we can see among all three estimators, our proposed method can best recover the sparse structure of the true precision matrix. MCD method in [Kang and Deng, 2017] fails to capture the structure for the first and second sub-diagonal entries, while the PC-DAG generates more false positives and obscures the true clear sparsity pattern.
Posterior convergence rate for DAG-Wishart priors
In this section, we will provide the convergence rate for the posterior distribution of the precision matrix under the DAG-Wishart prior. We assume that the data matrix Y is actually being generated from a true model obeying MN n×p (0, I n , Σ n 0 ), where
T . Denote d n as the maximum number of non-zero entries in any column of the true Cholesky factor L n 0 . In order to establish our asymptotic results, we need the following mild regularity assumptions. Each assumption below is followed by an interpretation/discussion. Note that for a symmetric p × p matrix A = (A ij ) 1≤i,j≤p , let
Assumption 1. There exists 0 ≤ 1, such that for every n ≥ 1, 0
This assumption ensures that the eigenvalues of the true precision matrices are bounded by fixed constants, which has been commonly used for establish high dimensional covariance asymptotic properties. See for example Levina, 2008a, El Karoui, 2008 and Ghosal, 2014 , Xiang et al., 2015 , Banerjee and Ghosal, 2015 . Cao et al. [2019] relax this assumption by allowing the lower and upper bounds on the eigenvalues to depend on p and n.
This assumption essentially states that the number of variables p n has to grow slower than
4+2k n (and also e n/(log n) 2+k ). Again, similar assumptions are common in high dimensional covariance asymptotics, see for example Bickel and Levina [2008a] , Xiang et al. [2015] , Banerjee and Ghosal [2014, 2015] .
Assumption 3. For every n ≥ 1, the hyperparameters for the DAG-Wishart prior π
Here c, δ 1 , δ 2 are constants not depending on n.
This assumption provides mild restrictions on the hyperparameters for the DAG-Wishart by a constant which does not vary with n. Additionally, the eigenvalues of the scale matrix U n are assumed to be uniformly bounded in n.
represent the 2-norm and Frobenius norm respectively for any p × p matrix A, and Π(· | Y ) denote the probability measure corresponding to the posterior distribution. LetP andĒ respectively denote the probability measure and expected value corresponding to the "true" Gaussian DAG model. For sequences a n and b n , a n ∼ b n means an bn → c for some constant c > 0. We now present our two results on the posterior convergence rates for both the precision matrix and the Cholesky factors under a given permutation and multiple ensemble estimates in Theorem 5.1 and 5.2, similar to that in [Cao, Khare, and Ghosh, 2019] .
be the posterior under the DAG-Wishart distribution with respect to a variable order σ. Under Assumption 1-3 above, for a large enough constant K(not depending on n), the posterior distributions for Ω σ , L σ and D σ satisfies:
as n → ∞.
Note that Theorem 5.1 provides the convergence rate for the posteriors under a given permutation. In order to establish the consistency results for our ensemble estimate that incorporates the information from multiple permutations, we present the following result. 
where M is the number of permutations generated for obtaining the ensemble estimate.
Theorem 5.1 and 5.2 immediately follows by noting ||A|| F ≤ √ p||A|| (2,2) for any p × p nonsingular matrix.
Discussion
In this paper, we propose a novel permutation-based Bayesian approach for estimating the inverse covariance matrix under DAG-Wishart distributions. For each permutation, we first estimate the true underlying DAG using graph selection procedures proposed by Cao, Khare, and Ghosh [2019] . Then based on each estimated DAG, we obtain the MAP estimate for the Cholesky factor under DAG-Wishart distribution. The final estimate is constructed by taking average over all the estimates from permutations. Further thresholding procedures can be implemented to promote sparsity. It is worthwhile to point out that the proposed estimator does not require the ordering of variables to be known and therefore, could serve as a more flexible, yet precise estimate for the inverse covariance matrix, as indicated by the simulation studies.
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