The defining mission of the Internet is to deliver data efficiently to a network of diverse groups and individuals. To do this, the Internet must be able to multicast data to large numbers of selected receivers, simultaneously and with a minimum rate of error. In addition, the protocols for achieving this must be scalable, i.e., they must be capable of operating efficiently even as the size of the network increases.
protocols, which then use this information to multicast datagrams to their proper destinations; and 3) multicast transport protocols to control data flow and congestion and also to regulate reliability levels on the network.
Scalable multicast routing is fundamental to the operating efficiency of the network, especially in routing expanding volumes of messages. However, scaling on the Internet is complicated by the fact that individual members of large groups are often scattered across wide areas of the network. There are different protocols available to deal with this problem. One employs specially designed sparse-mode multicasting, another uses interdomain routing, which transfers data between member domains, and a third uses both source and destination addresses to identify dispersed groups, a pairing technique referred to as channeling.
Another concern in scaling is that of routing data to large numbers of groups that operate conjunctively. One method is to aggregate their addresses at the core routers. This is the approach used in unicasting. However, multicast addresses are not that easily aggregated because multicast addresses contain no location information on group members. Several aggregation schemes have been proposed to deal with this problem. Generally, these schemes aggregate addresses either through a group-identifier approach or an interface approach. In the first approach, groups of addresses can be aggregated if they have identical interfaces. In the second approach, addresses can be aggregated at the interface, even when group members and address allocation are totally random.
Multicast reliability is the second major area in need of continuing research. One reason is that standards of reliability are not fixed; they vary with different applications. Bulk data transfers, such as file distribution and web cache updates, for instance, demand error-free delivery, but they can usually tolerate relatively large time delays. Video and interactive applications, on the other hand, require real-time delivery, but can tolerate a reasonable level of data loss. Some applications, such as distributed games and interactive simulations, must be delivered both error-free and in real time. Still other applications, mainly those found in distributed systems, must be error-free and also delivered in a specified order.
Given the different parameters for measuring multicast reliability, the authors feel that the likelihood of developing a one-size-fits-all transport protocol is highly remote. In fact, many reliable multicast protocols have been proposed over the past decade to deal with the problem of multistandard reliability.
In this paper, the authors concentrate on several approaches. These include automatic repeat request in which receivers request retransmission of missing data and forward error correction, which transmits redundant data as a means of forestalling data loss. The authors also discuss techniques for feedback implosion avoidance, which prevents overloading of the network when large amounts of feedback are returned to the sender.
The authors next focus on mechanisms to provide flow and congestion control of multicast traffic, two of the more fundamental problems confronting the Internet. Both techniques attempt to regulate the flow of data on the Internet to prevent network overload, but each approaches the problem from a different direction. Multicast flow control paces the data transmission rate to match the capacities of both the receivers and the paths leading to them. Multicast congestion control regulates the transmission rate in a way that ensures that the network is able to carry the offered traffic.
The major challenges in multicast flow and congestion control are scalability, heterogeneity, and fairness. Scalability becomes a problem whenever receiver populations are large. One reason is the amount of feedback they generate when data loss occurs. To control feedback messages efficiently, it helps to distinguish between shared loss and independent loss. Shared loss occurs when a data packet is lost on a link during distribution. When that occurs, all the receivers downstream are likely to share the loss and report it to the sender, thereby congesting the network. This problem can be prevented by aggregating the reported feedback and suppressing redundant error messages.
When two or more receivers coincidentally experience data losses downstream from the link, with no shared cause, it is said to be an independent loss. In that scenario, if every independent loss is reported upstream, the sender may interpret it as an error-control problem and mistakenly react by lowering the transmission rate. This situation can be avoided by taking steps to distinguish feedback for error control from feedback for flow and congestion control.
Heterogeneity describes the fact that not all receivers are alike; some are faster than others, some slower. This presents a problem when determining the optimum rate at which to transmit data. Two solutions are possible: 1) single-rate and 2) multirate transmission. One single-rate scheme retards the transmission rate to match the capacity of the slowest receiver in the group. This, obviously, frustrates the capacities of faster receivers and reduces the efficiency of the network. A better approach to single-rate transmission, one that strikes a balance, allows the transmission rate to exceed the capacities of slower receivers, but within reasonable preset limits. The goal is to achieve maximum fairness among receivers.
Multirate transmission, however, offers the best approach in dealing with heterogeneity. Instead of trying to make one rate serve all, it transmits data at multiple rates to accommodate the capacities of different receivers. There are basically two kinds of multirate schemes: 1) replication and 2) layered multicast. The replication scheme encodes data into several streams with different transmission rates, while the layered scheme encodes the data into several layers with different bandwidths for greater bandwidth efficiency.
In addition to achieving fairness among receivers, multicast flow and congestion control seeks to achieve fairness among sessions, both unicast and multicast. Two important fairness criteria are discussed-max-min fairness and TCP friendliness. Max-min maximizes the allocation of bandwidth to the sources receiving the smallest allocation. TCP friendliness guide behaviors of non-TCP-based best effort traffics, preventing them from starving TCP flows.
The authors summarize state of the art in multicast routing and transport control. Although much work has been done, challenges and open issues still remain for further research.
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