Complementary punctured-pair convolutional code is a well-performed punctured convolutional code which is suitable for the protection channel such as IBOC DAB. It can get adequate coding gain and take up as little extra bandwidth as possible at the same time. This paper analyses the performance of complementary punctured-pair convolutional codes by changing its internal and external conditions. Internal conditions include puncturing period, puncturing matrix constraint length. External conditions contain channel type and trace back length of Viterbi decoding. Combining all the experimental results, we found the optimized parameter conditions for IBOC DAB that when the puncturing periods=6, the backtracking length is 5 to 10 times the constraint length, the weighted Gaussian white noise channel is used and the constraint length is 7, the CPPC codes will reach their optimal performance with much lower bit error rate.
Introduction
In-band On-channel(IBOC) broadcasting uses orthogonal frequency-division multiplexing (OFDM) to emplace digital signals at the frequency bands which are the same as or adjacent to analog signals in an FM radio, thereby achieving the digitization of FM radio. It increases the sound quality and compatibility of the FM radio [1] [2] .
However, some defects exist in FM IBOC. As shown in Fig. 1 , in the IBOC DAB, the channel spacing is typically 200 KHz. The digital signal is placed between 101 KHz and 198 KHz from the FM center carrier, so interference from the first adjacent FM signal to the main channel digital signal is inevitable, Which causes the digital sideband to be contaminated and high bit error rate in this system. In order to eliminate the influence on the first adjacent channel, complementary puncturedpair convolutional codes become good schemes for IBOC DAB. 
Complementary Punctured-Pair Convolutional Code

Punctured-Pair Convolutional Codes
The process of punctured the convolutional code: dividing the first (4 × I) bits (u 0, u 1, u 2, ..., u 4I −1) of the serial mother code U into 128-bit consecutive blocks, each block are then divided into 4 consecutive sub-blocks, each block having 32 bits.
All the sub-blocks, belonging to the same block, are punctured by the same rule which is given by the value of the punctured flag PI. Each PI corresponds to a punctured vector VPI, which is represented by the following formula: VPI = (VPI,0, VPI,1, ……, VPI,31)
(1) According to the values of PI, I (I=1, . . ., 31), the (I+1)th bit in each sub-block is processed by the following method:
(1) When VPI, I=0, the corresponding bit should be taken out of the sub-block without transmission.
(2) When VPI, I=1, the corresponding bits should remain in the sub-block and be transmitted. The coding rate = 8 / (8 + Pi), the minimum value of Pi is 1, and the maximum is 24.
The last 24 bits of the serial mother code are punctured by vector Vt (1100 1100 1100 1100 1100 1100), which produce 12 bits tail bits.
The consecutive 4 punctured sub-blocks are grouped into a 4 (8+Pi) bits block and the tail bits are appended to the end of the last block to form a group.
During the transmission, we should select the appropriate punctured vector to transmit and puncture bits according to the type of error protection required.
Rate Compatible Punctured-Pair Convolutional Codes
The RCPC code is a subset of the Punctured-pair Convolutional codes, which is generated by puncturing the low-rate 1/n convolutional code with period P. It can obtain k=P/(P+ L) coding efficiency, where L = 1, ..., (N-1) P. RCPC codes are well suited for unequal error protection of information sequences and information blocks. A typical sequence of information or information blocks is divided into different groups according to their level of error protection, and RCPC codes are arranged into these groups.
In the discrete memoryless channel, the Viterbi decoding ability and the bit error probability are respectively given by follow functions:
d t is the minimum free distance of the code, a d is the number of error paths with the Hamming distance d ≥ d t , c d is the total number of error bits generated by the error path, and P d is the probability of selecting the wrong path during the Viterbi decoding process. These parameters depend on the modulation type and channel type [3] .
The RCPC codes provides good error performance and low complexity of Viterbi decoding implementation. Therefore, it can be used in multi-level coding systems in mobile communications.
Nevertheless, a distinct drawback of RCPC coding is that the additional redundant information cannot be decoded independently, that is, the decoder must combine the previously received information to decode the redundant information bits of the second frame [3] . This scheme does not achieve the desired performance in the case where the channel conditions are poor such that the information transmitted in the first frame is often lost or the information sequence is severely damaged due to inter-symbol interference. However, Complementary Punctured-pair Convolutional(CPPC) codes can fix this problem.
Complementary Punctured-Pair Convolutional Codes
Punching the same code word to obtain a set of code words, CPC codes have the smallest Hamming distance and the same length. If the new code obtained by combining two or more codes is the original code or the repetition code of the original code, then Any two of these sets of codes are said to be complementary. CPC is a collection of this set of codes [4] .
The first frame of the CPC is coded and punctured by the information sequence according to the anti-noise requirement of the channel. Just as the RCPC does not discard the part for error correction redundancy, the last few frames of the CPPC code are sent to cover the complementary part of the transmitted information. The main advantage of CPC is that the error-correcting redundant part of the complementary information can also be decoded separately. CPC is very effective in diversity systems, and CPC's ability to correct burst errors is stronger than RCPC [4] [5] .
The CPPC code is a subclass of CPC code that is suitable for IBOC systems. Because, in IBOC DAB, a system with limited bandwidth, CPPC can get enough coding gain while taking up as little extra bandwidth as possible. Thus, it can make a reasonable compromise between the effectiveness of bandwidth usage and channel fault tolerance. Moving to the next challenge, Let us introduce the construction principle of CPPC codes [5] . As shown in the figure, this puncturing process is a well-known technique for generating a high code rate convolutional code from a low code rate code, where the 2/5 rate codes are generated by 1/3 rate code. The resulting high bit rate code can be decoded using the same basic Viterbi algorithm of the mother code. Two of every twelve code bits from a rate of 1/3 code are selectively punctured, thereby generating a code of 2/5. (For every four information bits, there are ten code bits). The puncturing pattern shown in the figure is: a "1" for each bit to be reserved, and a "0" for each bit to be deleted. In the traditional erasure code design, the puncturing mode is optimized to create only one optimal high rate code. Kroeger proposed constructing a complementary code pair by puncturing a particular convolutional "mother" code. The low bit rate mother code is first punctured into a full rate (full bandwidth) code for the two single sidebands. This code is then punctured twice the original to form the first code of the complementary pair. The punctured bits form the second code of the pair [5] . A convolutional code constructed in this manner is called a complementary enhancement punctured convolutional code (CPPC code).
Factors Affecting CPPC Performance
In order to study the impact factor of performance of the CPPC code, this paper mainly conducts simulation experiments from two aspects: internal factors and external factors. The experimental scheme is as follows: 
Compare the CPPC Code with Different Puncturing Periods under the Same Source and Channel Conditions.
Experimental conditions: The same source is coded using three different CPPC codes with the same code rate but different puncturing periods, each with a code rate of 4/5 and four information bits for every five code words. The mother code is a (2, 1, 6) convolutional code, the generated matrix is The results are shown in the Fig3.1. In the figure, the abscissa is the signal-to-noise ratio in decibels (dB) and the ordinate is the bit error rate (BER). Considering the simulation time, the simulation length bit is 10 7 , the signal-to-noise ratio is -3dB to 1dB, and the interval is 1dB.
Analysis of experimental results: According to the figure, under the condition of the same code rate, the smaller the puncturing period, the better performance. The CPPC code with larger puncturing period has less codewords, and the reserved redundant information is less. Therefore, the error correcting ability will be greatly reduced, and the bit error rate will increase. 
Compare the Performance of CPPC Code with Different Constraint Length under the Same Source and Channel Conditions
Experimental conditions: Considering the simulation time, the length of the source is 10 7 bits, and the signal-to-noise ratio ranges from 0dB to 5dB with an interval of 1dB. The mother code is a (2, 1, 2) convolutional code, the generated matrix 1 is [7 5], and the constraint length is 3. The other mother code is a (2, 1, 6 ) convolutional code, the generated matrix 2 is [133 171 165], and the constraint length is 7. The punctured matrix of the two is the same, [1 1 ; 1 1 ; 1 0]. The modulation method is BPSK, and the Viterbi decoding is performed after the Gaussian channel to calculate the bit error rate.
As shown in the fig 3. 2, the convolutional code generated by the matrix 2 is significantly better for system performance improvement. The convolutional code used to generate matrix 2 is a (2, 1, 6) convolutional code, and the convolutional code of the generated matrix 1 is a (2, 1, 2) convolutional code, both of which are (2, 1, m) Convolutional code, but with different constraint lengths. In general, the larger the constraint length, the greater the coding gain that the communication system can achieve, that is, the higher the performance.
Compare the Performance of CPPC Code with Different Channel Types under the Same Source
Experimental conditions: Considering the simulation time, the length of the source is 10 7 bits, and the signal-to-noise ratio is between -3dB and 3dB, with an interval of 1dB. The mother code is a (2,1,6 ) convolutional code whose generated matrix is [133 171 165], and its double-sided punctured matrix P= [1 1 1 1;1 1 1 1;1 0 1 0] , double-sided code Rate 2/5. After BPSK modulation, one signal passes through the Gaussian channel, the other signal passes through the Rayleigh channel, and the receiving end performs Viterbi decoding to calculate the bit error rate. In order to better compare the difference between the Gaussian channel and the Rayleigh channel, the bit error rate is higher when the signal-to-noise ratio is higher under the Rayleigh channel condition. The signal-to-noise ratio is 0dB to 16dB with an interval of 2dB.
It can be clearly seen in Figure 3 .3 that the bit error rate through the Gaussian channel is much lower than the bit error rate of the Rayleigh channel. As the signal-to-noise ratio increases, the bit error rate of both is decreasing. The bit error rate of the Gaussian channel changes faster, and the bit error rate of the Rayleigh channel changes more slowly. The weighted Gaussian white noise channel is generally referred to as a Gaussian channel. This ideal channel assumes that this noise power spectrum fits the Gaussian probability distribution over the entire channel bandwidth. In a wireless communication channel environment, the total signal strength follows the Rayleigh distribution. At the same time, due to the movement of the receiver, etc., the characteristics such as signal strength and phase keep changing. This is called Rayleigh fading, and the Rayleigh channel is more in line with the actual situation.
Compare the Performance of CPPC Code with Different Backtracking Length of Viterbi Decoding under the Same Source and Channel Conditions
Experimental conditions: the same (2,1,6) convolutional code is used for the five sets of identical sources, and the matrix is [133 171 165] as the mother code for puncturing coding, but the convolutional code decoding backtracking length of each group is different, which ranges from 5 to 25 with interval as 5. After the complementary enhancement punctured convolutional code is encoded, BPSK coding is performed and then through the Gaussian channel, and the receiving end performs Viterbi decoding to calculate the bit error rate.
The backtracking length determines the decoding delay during the Viterbi decoding process. It can be seen from Figure 3 .4 that as the backtracking length increases, the bit error rate performance also decreases. As the backtracking length increases to a certain extend, the bit error rate is gradually stabilized. The longer the backtracking length, the more complex the hardware to be implemented. Therefore, in general, the backtracking length is 5 to 10 times the constraint length, which is good for the use of CPPC codes.
Conclusion
This paper mainly studies the CPPC codes, and also studies the impact of their internal and external conditions on performance. The experimental results show that the CPPC code with shorter puncturing period has lower bit error rate and better performance under the same code rate. The longer the puncturing period, the more redundant information is punctured, so the protection of the codeword becomes weaker. The same conclusion is obtained for different puncturing matrices. In the case where the puncturing period is the same, the puncturing matrix with more codewords punctured has a higher bit error rate, but the code rate is higher. Increasing the coding efficiency is at the expense of the bit error rate.
Backtracking length is an important parameter in the Viterbi decoding process. The simulation results show that the longer the backtracking length, the lower the bit error rate, but the difference between the bit error rates becomes smaller and smaller, that is, the performance becomes more and more similar. The increase in the length of the traceback will lead to an increase in the complexity of the hardware. Therefore, the traceback length is generally 5 to 10 times the length of the constraint.
The constraint length of the mother code is about the same, and the lower the error rate of the system, the higher the protection ability can be obtained. In addition, The performance of CPPC codes under different channel types also has different performance. The results show that the performance of the CPPC code in the Gaussian channel is much better than that in the Rayleigh channel, and it can achieve a very low bit error rate at a lower signal-to-noise ratio.
In a nutshell, shorter puncturing period, Gaussian channel, longer backtracking length and constraint length will optimize the CPPC performance, which means the lowest bit error rate.
