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Introduction
1
Acquiring a detailed understanding of interactions between individual
molecules is of fundamental importance to physics and chemistry, and
has a long and rich tradition. Historically, two distinct types of experi-
ments have been conducted to unravel the precise nature of inter- and
intramolecular forces. On the one hand, spectroscopic studies yield in-
formation on the binding forces that hold the molecule together, as well
as on the non-covalent interactions between the molecules. They mainly
probe the shape of the interaction potential in the region of the well. Col-
lision experiments, on the other hand, are typically more sensitive to the
short-range repulsive part of the potential and the much weaker, long-
range interaction between molecules.
Understanding how an interaction potential exactly transforms two
reagents into collision products is considered the pinnacle of molecular
collision dynamics. By performing molecular collision experiments, the
quality of theory-based interaction potentials can be verified. Naturally,
a higher experimental resolution allows for a more accurate determina-
tion of the taken pathways over the interaction potential describing the
collision. The development of experimental methods to study molecular
collisions in the highest possible detail has been a quest in molecular
collision research since the 1950s. Ultimately, the level of detail that can
be reached in these experiments depends on the quality of preparation of
the collision partners, as well as on the products detection accuracy.
For the detection of collision reagents, the introduction of tuneable
lasers allowed for enhanced detection efficiencies and resolutions to mea-
sure cross sections. Laser-based detection methods, such as laser in-
duced fluorescence (LIF) and later also resonance-enhanced multiphoton
ionization (REMPI), allowed for the measurement of quantum-state re-
solved cross sections [1–6]. The development of ion imaging and velocity
map imaging (VMI) techniques greatly enhanced the ability to record the
angular distribution of scattered products [7, 8]. In combination with
1
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laser-based ionization methods, this provided the revolutionary capabil-
ity to probe all recoil angles simultaneously, which directly reflect the
differential cross section (DCS) of a specific scattering process [9, 10].
In the last decades, these improved detection techniques allowed for the
study of a wide variety of scattering systems [11–13].
Precise measurements of DCSs provide sensitive tests for the under-
lying potential energy surfaces (PESs) that govern the dynamics of inter-
acting molecules, and provide additional information compared to mea-
surements of integral cross sections (ICSs) [14, 15]. The inherent reso-
lution of VMI in principle allows for DCS measurements that probe PESs
with spectroscopic resolution. The image resolution typically obtained in
crossed-beam experiments, however, is limited by the velocity spreads of
both beams involved. The overlap between the signals from collision part-
ners with different velocities can significantly blur the images, thereby
obscuring detailed structures that may be present in the DCS.
Increasing the quality of molecular beams by controlling and manipu-
lating them has been going on for many decades. The ability to manipu-
late a molecular beam by applying an external field was already shown in
1922 in the famous experiment by Stern & Gerlach [16]. One year prior,
Kallman & Reich already calculated that the trajectory of a neutral polar
molecule could be influenced by using the quantum state specific force
an electric fields exerts on it [17]. Major steps forward were taken in the
1950s, when Hershbach and Lee developed the crossed-molecular-beam
technique, which allowed for probing scattering dynamics under single-
collision conditions and enabled measurements of the direction and ve-
locity of the product molecules emitted from the collision zone [18, 19].
The introduction of the supersonic beam sources accelerated the progress
in the field of molecular dynamics.
Over the last decades, there has been tremendous progress in the abil-
ity to manipulate molecular beams. Nowadays, full control over both the
internal and external degrees of freedom of molecules in a beam is possi-
ble. Efficient molecular beam sources are available to cool the rotational
and vibrational degrees of freedom in a supersonic expansion, yielding
beams with a high state-purity and velocity distributions corresponding
to temperatures of 1 K or less. Further manipulation of the beam has
become possible since the advent of molecular beam decelerators [20–
22]. Molecules can be decelerated or accelerated to any desired velocity
exploiting the interaction of molecules with electric or magnetic fields, us-
ing techniques akin to the manipulation of charged particles in LINACs.
These so-called Stark and Zeeman decelerators offer the revolutionary
capability to produce packets of molecules with a tuneable velocity, a
2
1narrow velocity and angular spread, and almost perfect quantum-state
purity [23–27].
Since the first successful construction of a Stark decelerator in 1999
[20], various decelerators were built ranging from several-meter-long struc-
tures [28] to decelerators integrated on a chip [29, 30]. Distinct deceler-
ation concepts were developed to optimize the efficiency of the deceler-
ation process [21, 22, 28, 31–35]. Stark and Zeeman decelerators have
been implemented in various laboratories, and successfully used in vari-
ous applications ranging from ultra-high resolution spectroscopy [36, 37]
and cold molecule trapping [38–41] to precise crossed-beam scattering
experiments [42–45].
Clearly, these tamed molecular beams are ideally suited for cold and
controlled molecular scattering experiments. Molecular collisions can be
regarded as cold if the collision energy is low, that is, the relative ve-
locity of the collision partners is low. At these low temperatures, the
quantum-mechanical wave-character of the colliding particles dominates
the scattering process and, therefore, cold chemistry will provide an ul-
timate probe of the role of quantum effects in chemistry. Additionally, a
collision can be cold in the moving frame, i.e., the monochromatic char-
acter of the reagent packets implies a narrow velocity spread, facilitating
high experimental resolutions. This enables, for instance, the observa-
tion of narrow structures in integral or differential cross sections that
may be present due to quantum interference effects, such as diffraction
of molecular waves, called diffraction oscillations.
In 2014, we reported on the first crossed-beam experiment in which
a Stark decelerator was combined with VMI, resulting in scattering im-
ages with a much higher resolution compared to conventional scattering
experiments [44, 46]. The combination of these techniques allowed for
the first observation of state-resolved diffraction oscillations in the angu-
lar distribution of nitric oxide (NO) radicals scattering inelastically on an
atomic beam. Just as light scattering from an object results in diffrac-
tion patterns, the quantum mechanical nature of molecules can lead to
the diffraction of matter waves during molecular collisions, resulting in
diffraction oscillations. Although diffraction oscillations were observed in
the past for systems such as HD+D2 and He-N2 [47–49], this was the first
time they were observed for the NO + rare gas (Rg) benchmark system.
The NO+Rg scattering system was chosen because it is one of the most
intensely studied systems in molecular collision research, both experi-
mentally and theoretically. Interest in this system stems from the open-
shell character of NO giving rise to two Born-Oppenheimer potential en-
ergy surfaces (PESs) with non-adiabatic couplings between them. From
3
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an experimental point of view, NO has risen as a favourable molecule
due its chemical stability and availability, the possibility to manipulate
the radical with external electric fields, and relatively easy laser-based
detection scheme. The ion imaging techniques were even applied for the
first time to crossed-beam experiments using this very system [9, 50]. As
such, NO+Rg scattering systems have emerged as the paradigm for ro-
tational energy transfer and have frequently been the system of choice
to benchmark new theoretical methods or experimental approaches. In
the past, many structures have been observed and characterized in the
NO+Rg angular scattering distribution, including rotational and L-type
rainbows [3, 10, 51–60]. Nevertheless, experiments were, thus far, not
able to retrieve the most detailed structures for this scattering system
due to the high experimental resolution required. The incorporation of a
Stark decelerator in a crossed-beam experiment resulted in a significant
increase of this experimental resolution and allowed for a verification of
the quality of theoretical PESs in a new level of detail [44].
The combination of the Stark deceleration and VMI technique allowed
for more experiments which can accurately probe the interaction poten-
tial, such as probing the angular distribution at so-called scattering res-
onances. As the collision energy decreases, special conditions can allow
for unique scattering observables. When the collision energy is resonant
with a quasi-bound state supported by the interaction potential, the in-
cident particles can temporarily form a long-lived complex, resulting in
a strong enhancement of the scattering cross section. Additionally, one
or a few so-called partial waves may dominate the scattering process,
and their influence may be visible in the angular distribution of the scat-
tered particles, allowing to obtain a fingerprint of a partial wave. This
makes scattering resonances one of the most global and sensitive probes
of molecular interaction potentials and, as such, observing them has re-
ceived a lot of attention. Both ICSs and DCSs have been obtained for
many systems, although angular distributions have thus far been pre-
served for reactive scattering processes [15, 61–68]. Obtaining an angu-
lar distribution for inelastic scattering processes is difficult due to the
extremely low kinetic energy of the scattered products at these low colli-
sion energies, requiring a very high experimental resolution to resolve any
structures. The experimental resolution offered by the Stark deceleration
overcomes this challenge.
The combination of the Stark deceleration and VMI technique in a
crossed-beam-experiment, with the observation of diffraction oscillations
in the angular scattering distribution for the NO+Rg system as a result,
served as a starting point for the experiments and results described in
4
1this thesis. This thesis is organized as follows. In Chapter 2 the NO
molecule and the most important scattering dynamics and kinematics
are discussed. The general experimental set-up used in the experiments
described in this thesis, as well as the most important analysis proce-
dures, are discussed in Chapter 3.
Chapter 4 discusses how a high experimental resolution is obtained
and which factors can play a role in obtaining this high resolution. The
resolution obtained is exploited in the experiments described in Chapter
5, in which a counter-propagating beam geometry is used in an attempt
to challenge the most recent state-of-the-art PESs for the NO+Rg scatter-
ing system.
The high experimental resolution is utilized in the experiments de-
scribed in Chapter 6, where the collision energy is significantly lowered,
and scattering resonances were observed in both the ICSs and DCSs for
the NO+He scattering system. This system was used as a step-up stone
for the experiments described in Chapter 7, where we characterized scat-
tering resonances for inelastic bimolecular scattering of NO with para-H2.
With the observation of diffraction oscillations in inelastic molecule-
atom scattering at high collision energies as starting point, we worked
our way down the road via various collision experiments towards observ-
ing the most sensitive probes in low-energy inelastic bimolecular scat-
tering. Chapter 8 summarizes the travelled course and elaborates of the
possibilities and challenges that lie ahead in the near, and far, future.
5

Theoretical background
2
This chapter discusses the theoretical background which aids
in understanding the content of this thesis. In the experi-
ments described in this theses, Stark-decelerated nitric oxide
molecules scattered on a secondary beam containing atoms or
molecules, resulting in rotational excitation of the nitric oxide.
A short introduction to the molecule, its rotational energy level
scheme and its Stark effect will be given in this chapter. The
kinematics of particle scattering will be discussed and a few
examples are given of the models which can be used to explain
scattering dynamics.
7
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2.1 The NO molecule
The nitric oxide (NO) molecule has a molar mass of 30 g/mol and pos-
sesses 15 electrons. In the separated atom picture, the electronic ground
state configuration is given by
(1sσ)2(1sσ∗)2(2sσ)2(2sσ∗)2(2pσ)2(2ppi)4(2ppi∗). (2.1)
The unpaired electron occupies the anti-bonding (2ppi∗) orbital, making
the NO molecule an open-shell molecule, called a radical. The orbital
angular momentum L and spin angular momentum S have a projection
Λ = ±1 and Σ = ±1/2 on the internuclear axis, respectively. This leads
to a 2Π term symbol for the electronic ground state. A more elaborate
overview of the wave function, quantum mechanical couplings, and the
Stark effect of molecules in a 2Π-state is given elsewhere [69]. Only the
most important properties of the NO molecule, for understanding the con-
tent of this thesis, are given here.
In low rotational levels, the NO molecule can approximately be de-
scribed by the Hund’s case (a) coupling scheme [70]. Here, L is electro-
statically coupled to the internuclear axis, and spin-orbit coupling cou-
ples S to L. The total angular momentum is given by j = R + L + S.
The projection of the angular momentum vector R of the end-over-end
rotation of the nuclei onto the internuclear axis is zero, and hence the
projection of j onto the internuclear axis is given by Ω = Λ+ Σ.
The unpaired electron in the (2ppi∗) orbital gives rise to two spin-orbit
manifolds for the 2Π electronic ground state: the 2Π1/2 state with |Ω| =
1/2, and the 2Π3/2 state with |Ω| = 3/2. The 2Π1/2 manifold is lower in
energy than the 2Π3/2 state by about 125 cm−1. Both manifolds have
an electric dipole moment and are subject to the Stark effect in electric
fields, whereas only the higher spin-orbit manifold has a magnetic dipole
moment and is thus subject to the Zeeman effect in magnetic fields.
When neglecting Λ-doubling, the rotational structure and wave func-
tion can be obtained from the rotational Hamiltonian [71]:
Hrot = Bv(j− L− S)2 +AvLS (2.2)
Here, the first term represents the nuclear rotation of the molecule, and
the second term the spin-orbit coupling. The rotational constant Bv and
the spin-orbit constant Av depend on the vibrational quantum number
v and are, for the vibrational ground state, 1.69611 cm−1 and 123.1393
cm−1, respectively [72].
8
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In the lowest spin-orbit state |Ω| = 1/2, the electronic and rotational
part of the wave function in Hund’s case (a) is given by
|ΛS ΣΩ ϵ j m〉 = 1√
2
[|ΛS ΣΩ j m〉+ ϵ |−ΛS−Σ−Ω j m〉], (2.3)
where m is the projection of j onto a space-fixed axis and Ω > 0. Due
to the symmetry of the NO wave function with respect to its inversion
symmetry, two Λ-doublets arise, that are related to the parity p of the NO
wave function by the spectroscopic parity, or symmetry index, ϵ via:
ϵ = p(−1)j−1/2. (2.4)
Here, the quantum number j represents the rotational level. Levels
with ϵ = +1 and −1 are denoted by e and f , respectively. The 2Π electronic
ground state mixes with the first electronically excited state, the 2Σ-state,
shifting the parity states upwards or downwards in energy. This shift
results in a lower lying Λ-doublet component with e-parity, and a higher
lying Λ-doublet with f-parity. The resulting Λ-doublet splitting, EΛ, for
the 2Π1/2, v = 0, j = 1/2 state is only 0.0119 cm−1. The hyperfine structure
has been neglected here, and is not relevant to the experiments reported
in this thesis. The energy level diagram for the lowest rotational levels in
the X2Π1/2 and X2Π3/2 states is shown in Figure 2.1(A).
2.1.1 The Stark effect of NO
When an electric field E is applied, an additional term HStark = −µel ·E is
added to the Hamiltonian, shifting the energy levels of the molecule. In
this formula, µel is the electric dipole moment vector of the molecule. The
first order Stark correction to the energy for a diatomic molecule in a 2Π
electronic state is given by [25]
EStark = ϵ
EΛ
2
− ϵ
√(
EΛ
2
)2
+
(
µelE
mΩeff
j(j + 1)
)2
. (2.5)
Here, Ωeff is the effective value of the Ω quantum number. Since the en-
ergy spacing between rotational levels is relatively large, only the interac-
tion between the two Λ-doublet components is taken into account. Due to
the relatively large energy difference, the mixing between the X2Π1/2 and
the X2Π3/2 spin-orbit states is neglected for the lowest rotational levels,
resulting in Ωeff = Ω.
Now, molecules in an ϵ = 1 state, i.e., in the lower component of the Λ-
doublet, are so-called high-field seekers, since their energy will decrease
9
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Figure 2.1: (A) Energy level diagram of both spin-orbit manifolds of NO. The
energy splitting between the Λ-doublet components of each rotational level is
exaggerated for clarity. (B) The Stark shift of NO radicals in the X2Π1/2, v =
0, j = 1/2 state as function of the electric field strength for the low-field seeking
(blue) and high-field seeking (red) state.
with increasing field strength. Molecules in an ϵ = −1 state, i.e., in the
upper component of the Λ-doublet, are so-called low-field seekers, since
their energy increases with increasing field strength. The Stark deceler-
ator employed in our experiments successfully selects the NO molecules
in a low-field seeking quantum state. The electric dipole moment µel of
NO is only 0.16 D, resulting in a relatively small Stark effect, limiting our
ability to manipulate the velocity of the NO molecule by a Stark deceler-
ator. Figure 2.1(B) shows the Stark energy level diagram for NO in the
X2Π1/2, v = 0, j = 1/2 state.
2.1.2 Potential energy surface
The connection between experiment and theory is enabled via the poten-
tial energy surface (PES) [73]. This surface describes the potential energy
of a scattering system as a function of the molecular coordinates (and
electronic state) of the particles involved. The gradient of the surface
determines the force acting on the particles on those positions, defining
their subsequent motion. Using the Born-Oppenheimer approximation,
a PES can be obtained by solving the Schrödinger equation for the elec-
10
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tronic motion for many molecular coordinates of the particles involved.
Interpolating between these points results in a smooth continuous PES.
The scattering dynamics, which is the focus of the experiments discussed
in this thesis, can now be predicted by performing, for example, quasi-
classical trajectory calculations or full quantum mechanical scattering
calculations over this PES. The ultimate test of the quality of a PES lies in
comparing the results of these calculations with experimental data. More
detailed experimental results can provide more critical tests. Therefore,
measuring the angular distribution of a scattering process, which directly
reflects the differential cross section of the interaction can serve as a sen-
sitive tests for the underlying PES.
Studying a radical, such as NO, is interesting from a theoretical point
of view because multiple PESs are required for described the interactions
correctly. Depending on whether the orbital of the unpaired electron of
the NO molecule is in-plane or out-of-plane of the scattering complex,
the scattering is governed by an adiabatic PES with different symmetry,
named A′ or A′′. Spin-orbit conserving transitions (∆Ω = 0) are coupled by
the so-called sum potential Vsum =
VA′+VA′′
2 , whereas spin-orbit changing
transitions (∆Ω=1) are coupled by the difference potential Vdiff =
VA′−VA′′
2
[74].
2.2 Scattering dynamics
The inelastic scattering of an atom with a molecule is a process that is
inherently governed by quantum mechanics, and collision cross sections
can generally only be described correctly using a full quantum treatment
[3–5, 10, 75]. A quantum mechanical description, however, does not al-
ways yield the interpretation on the physical origin of these structures.
Although less quantitative, theoretical models such as hard-sphere mod-
els [53, 54, 76, 77] can yield valuable qualitative insight into the origin of
these structures.
2.2.1 Billiards
In the most simple picture, a scattering process is treated as a collision
between two billiard-ball-like objects. The incoming object then scatters
by specular reflection, that is, the angle of incidence to the object’s sur-
face normal is equal to the angle of reflection, similar to Snell’s Law for
optical refraction. This leads to significant deflection with respect to the
direction of the incoming relative velocity, that is, recoiling to large an-
gles. In this picture of scattering it is also inherently impossible to scatter
11
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classical 
regime quantum 
regime 
Figure 2.2: Illustration of the classical and wave-like regimes. In the classical
regime, the incoming particles scatters via specular reflection on the target parti-
cle. In the quantum regime, plane waves describing the scattering complex hit a
potential barrier, resulting in spherical wave which can give rise to an interference
pattern.
into the region of the geometrical shadow of the object, as illustrated in
Figure 2.2. Features observed in scattering processes that cannot be ex-
plained by the scattering of two billiard-ball-like objects require a more
accurate description.
2.2.2 Billiards on a potential
The accuracy of the billiard-ball-like scattering process can be increased
by adding a potential V (r), resulting in a Hamiltonian for this system of
H = p
2
2µ + V (r), with µ the reduced mass of the system and r the distance
between the two particles. A mathematically simple model that approxi-
mates the interaction between two neutral particles is the Lennard-Jones
potential, consisting of a short-range repulsive term and a long-range at-
tractive term [78]. In this model, the momentum vector p can be related
to the magnitude of angular momentum L via L = pb =
√
2µEb, where E
represents the collision energy and b is the impact parameter, defined as
the distance of closest approach in the absence of any interaction.
In a scattering process, we can imagine the atom moving onto a sta-
tionary molecule with a specific impact parameter with respect to the
molecule. For large values of b, i.e. glancing collisions, an incoming parti-
cle will mainly experience a long-range attractive force. For small values
of b, i.e. head-on collisions, the particle will mainly experience a short-
range repulsive force. As a result, the deflection angle χ depends on
12
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this impact parameter and the net result of the attractive and repulsive
forces. An illustration of different impact parameters b and the result-
ing deflection, often called the deflection function, is shown in figure 2.3
(left). At very small impact parameters (trajectory A), the atom experi-
ences mostly the short-range repulsive part of the potential, resulting in
a relatively large deflection. At larger impact parameters (trajectory B),
the atom first experiences the long-range attractive part and, while it is
approaching the molecule, becomes deflected due to the repulsive part
of the potential. The angle where this process results in zero deflection
is called the glory angle. At even larger impact parameters (trajectory
C) a particle mainly experiences the long-range attractive part, resulting
in a large negative deflection. The maximum negative deflection angle is
called the rainbow angle. At the largest impact parameters (trajectory D),
atoms only feel a small attraction, resulting in a relatively small negative
deflection.
Even though experiments exist in which the number of different im-
pact parameters b who contribute to scattering are limited, we cannot
control the impact parameter. Therefore, all kind of impact parameters
contribute to the total scattering cross section. We cannot distinguish
between positive and negative deflection angles either, so the observed
angular distribution is given by θ = |χ|, as indicated in figure 2.3 (right).
As shown, different values of the impact parameter can result in the same
recoil angle.
Although this description is a simplified version of a molecule scatter-
ing on an atom, many scattering trends can be correctly predicted based
on this model. For example, a large incoming or target particle, i.e. NO
scattering on xenon, will have a deep potential well, and thus exhibit
a relatively large long-range attraction. Consequently, a considerable
amount of large impact parameters b will contribute to the total scatter-
ing intensity, resulting in many glancing collisions, and thus a scattering
distribution which is predominantly focused around small recoil angles
θ. If the collision energy for such a scattering system is lowered, large
impact parameters cannot transfer sufficient energy to rotationally excite
a target molecule. The relative contribution of small impact parameters
will increase, resulting in larger recoil angles. This argument is also ap-
plicable when probing large rotational transitions. All these trends have
been observed in our experiments for NO scattering with rare gas atoms
[79–81].
Based on figure 2.3b, one can see that two different impact param-
eters can result in the same recoil angle θ. This model cannot explain
the observation of fine structures in the angular distribution, such as
13
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the diffraction oscillations mentioned in the Introduction. Therefore, a
quantum treatment of the scattering process is required.
2.2.3 Quantum treatment
In a quantum mechanical approach the scattering complex travels over
the PES and can be described as a wave packet expanded in series of
plane waves, travelling along the z-axis. These plane waves, with wave
vector k, are described as eikz. These plane waves can hit a potential bar-
rier and scatter, resulting in outgoing spherical waves, which are propor-
tional to eikr/r. The resulting coherent waves can have a phase difference,
resulting in an interference pattern, as illustrated in Figure 2.2.
b
θ
A
b
χ
DC
A
B
Figure 2.3: Left: Illustration of a deflection function χ (red line) as function of the
impact parameter b. Different impact parameters are shown as an example. (A) At
very low impact parameters the short-range repulsive part dominates, resulting
in large deflection. (B) Impact parameter where the attractive and repulsive forces
are balanced, resulting in a minimum in the deflection function, called the glory
angle. (C) Impact parameter where the attractive force results in maximal negative
deflection, called the rainbow angle. (D) At large impact parameters the long-
range attractive forces results in small deflections. Right: The recoiling angle
in the angular distribution is given by θ = |χ|. Different impact parameters can
result in similar recoil angles.
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In quantum mechanics, the angular momenta are quantized, and the
magnitude of the orbital angular momentum becomes |ℓ| = ~√ℓ(ℓ+ 1),
where ℓ is a non-negative integer. The wave functions corresponding to
different values of the orbital angular momentum quantum number ℓ
are referred to as partial waves. The partial-wave quantum number ℓ is
the quantum mechanical analogue of the classical angular momentum
L = µvb with µ the reduced mass of the system, v the relative velocity
of the colliding particles, and b is the impact parameter as previously
defined in Section (2.2.2).
The total wave function of both the incoming plane wave and the out-
going spherical waves can be written in terms of partial waves. The
asymptotic wave function Ψ is
Ψ(r) = eikz + f(θ)
eikr
r
, (2.6)
with f(θ) the scattering amplitude, which is in the so-called partial wave
expansion given by
f(θ) =
∞∑
ℓ=0
(2ℓ+ 1)
Sℓ − 1
2ik
Pℓ(cos θ), (2.7)
where Pℓ are Legendre polynomials and Sℓ is known as a scattering matrix
element. The scattering matrix S determines the evolution of the initial
state of a molecule to its final state in case of a scattering event, and
includes the probabilities of various scattering processes. The Sℓ matrix
elements can be computed by solving the Schrödinger equation per par-
tial wave and, for example, show the scattering phase shift of the partial
waves. With this scattering matrix, the differential cross section (DCS),
as well as the integral cross section (ICS) can be calculated, via:
DCS =
dσ
dω
= |f(θ)|2 =
∣∣∣∣∣
∞∑
ℓ=0
(2ℓ+ 1)
Sℓ − 1
2ik
Pℓ(cos θ)
∣∣∣∣∣
2
, (2.8)
ICS = σ =
∫
|f(θ)|2dω =
∫ ∣∣∣∣∣
∞∑
ℓ=0
(2ℓ+ 1)
Sℓ − 1
2ik
Pℓ(cos θ)
∣∣∣∣∣
2
dω. (2.9)
Similar to the explanation given in the previous section, the amount of
partial waves contributing to the scattering process reduces with colli-
sion energy. As will be shown in this thesis, the angular distributions
observed in scattering experiments can be attributed to the contributions
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of specific (sets of) partial waves. Where possible, an explanation via a
classical picture is made to aid in understanding the dynamics of the
scattering process.
2.3 Scattering kinematics
In the experiments described in this thesis, the collision dynamics of the
NO radical are probed. During a collision between two particles, conser-
vation of momentum and energy are valid and thus a Newton diagram
of the scattering process can be established. This Newton diagram can
be constructed in the centre-of-mass (COM) frame, in which the centre-
of-mass is at rest, the particles collide head-on and the total momentum
of the system vanishes. Now, solely the velocities and masses of the
particles govern the collision kinematics. Figure 2.4 shows the Newton
diagram for a two-dimensional scattering process and the transformation
from the laboratory frame to the COM frame.
In Figure 2.4, particle 1 with mass m1 and velocity v1 collides under
an arbitrary angle α on a particle 2 with mass m2 and velocity v2. The
collision energy is determined via
Ecol =
1
2
µv2rel =
1
2
µ[v21 + v
2
2 − 2v1v2 cos(α)]. (2.10)
Here, µ is the relative mass of the scattering system, given by m1m2m1+m2 . The
bold letters indicate vectors. Note the difference between the initial colli-
sion angle α and the scattering (recoil) angle θ after the interaction. Two
conclusions can directly be derived from this formula: (a) colliding under
an angle of 0◦ or 180◦ results in the lowest and highest possible collision
energy for given velocities, respectively. Furthermore, (b) obtaining a low
collision energy for a fixed collision angle α requires low values of both v1
and v2.
For this scattering process, the laboratory velocity of the COM, vCM
(solid blue line in figure 2.4), is determined via:
vCM =
m1v1 −m2v2
m1 +m2
(2.11)
The velocity vectors u1 and u2 in the COM frame (solid red lines in figure
2.4) of particle 1 and 2, respectively, are then given by:
u1 = v1−vCM = m2 v1 − v2
m1 +m2
u2 = v2−vCM = −m1 v1 − v2
m1 +m2
(2.12)
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Figure 2.4: Newton diagram for a two-dimensional scattering process between
two particles colliding under an arbitrary angle α in the laboratory frame. Solid
and dashed lines correspond to the velocity vectors before and after scattering,
respectively. Symbols are explained in the text.
The relative velocity vrel of the particles can subsequently be determined
via:
vrel = v1 − v2 = u1 − u2 (2.13)
These formulas describe all vector properties before a collision has taken
place.
A collision could result in a rotational excitation and change of direc-
tion of the NO radical and its scattering partner. The magnitude of the
resulting COM velocities for particles 1 and 2, u′1 and u
′
2 (dashed red lines
in figure 2.4), respectively, is determined via:
u′1 = m2
v′rel
m1 +m2
u′2 = m1
v′rel
m1 +m2
(2.14)
Where v′rel is the magnitude of the relative velocity after scattering. The
magnitude of v′rel depends on the amount of the collision energy Ecol re-
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maining after an increase (or decrease) of internal energy, given by ∆Erot,
due to inelastic scattering. Combining equation 2.14 with equation 2.10
allows for determining the final COM velocities after inelastic scattering:
u′1 =
√
2m2
m1(m1 +m2)
[Ecol −∆Erot] (2.15)
∆Erot is positive when the internal energy of the primary particle in-
creases. The velocity u′1 and u
′
2 of the particles after scattering can be
expressed in an energy, named the kinetic energy release Eker, and can
be calculated for the primary scattering particle via
E1,ker =
1
2
m1u
′
1
2
. (2.16)
Following the same arguments and steps as above, both E2,ker and the
final lab velocities v′1 and v
′
2 can be determined.
The angle under which the primary particle, in this case the NO rad-
ical, recoils is given by θ. When θ = 0◦, the final velocity vector u′1 of the
molecule is parallel to the initial velocity vector u1. In this thesis, we refer
to such a scattering direction as forward scattering. Similar, we will refer
to θ = 180◦ as back scattering and to θ = ±90◦ as side scattering. Under
which angles molecules recoil after scattering depends on the potential
energy surface governing the collision dynamics, as well as the collision
energy and final rotational level. Therefore, probing the angular scatter-
ing distribution from a collision process can reveal detailed information
on the molecular scattering dynamics.
Each velocity vector with magnitude u′1 and u
′
2 and recoil angle θ also
has an azimuthal angle φ. The total rotation over all azimuthal angles
φ for all scattering angles θ will result in a Newton sphere, reflecting the
total scattering distribution. In the experiment, this three-dimensional
Newton sphere is detected on a two-dimensional detector, resulting in
a crushing of this sphere. By placing the detector perpendicular to the
scattering plane, the outer rim of this crushed sphere represents φ = 0◦,
and thus directly reflects the angular distribution θ. The crushing of the
sphere, however, can still result in a reduced experimental resolution (see
Chapter 4).
When two molecular or atomic beams collide in-plane, Figure 2.4 rep-
resents the scattering kinematics well. However, beams have an angular
velocity spread, resulting in out-of-plane COM points. This effect, how-
ever, is relatively small since the supersonic beams are collimated and
collision energies are typically much larger than the angular spreads
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present in an experiment, limiting the influence of out-of-plane COM
points.
2.3.1 Energy resolution
Equation 2.10 determines the collision energy of two single particles. In
a scattering experiment, however, two molecular beams collide. These
molecular beams have velocity and angular spreads, resulting in a dis-
tribution of (slightly) different collision energies and angles for the scat-
tering particles, and thus a less well-defined scattering experiment via
a lower energy resolution. The influence of these beam spreads on the
energy resolution, however, can be minimized. This section is based on
[82] and describes how to optimize the energy resolution for a scattering
experiment in which a Stark decelerator is employed. An optimal energy
resolution is desired in experiments where, for example, the scattering
dynamics are very critical for the exact collision energy, such as when
probing scattering resonances (see chapter 6 and 7).
Based on equation 2.10, changes in the collision energy by small de-
viations in the beam velocities v1 and v2 or collision angle α give an ap-
proximate change in collision energy of
dE = µ[(v1 − v2 cos(α))dv1 + (v2 − v1 cos(α))dv2 + v1v2 sin(α)dα]. (2.17)
From this equation it follows that for parallel collision processes, i.e.
α = 0◦ and α = 180◦, the angular (or transversal) spread of the beams
(dα), which is translated into different collision angles α, have a negligible
influence on the collision energy distribution. Additionally, the contri-
butions of either dv1 or dv2 can be minimized if the angle between the
relative velocity vrel vector is orthogonal to v2 or v1, respectively. In other
words: when (v1 − v2 cos(α))dv1 or (v2 − v1 cos(α))dv2 equals 0. The ve-
locity spread dv1 of the Stark-decelerated beam is often extremely low,
especially when using the NO molecule (see next chapter). For a fixed
collision angle an optimal energy resolution can be obtained by reducing
the value of (v2 − v1 cos(α))dv2. This is only possible for collision angles
α < 90◦, as illustrated in figure 2.5. Using larger collision angles will
therefore result in a lower energy resolution. However, larger collision
angles typically result in high collision energies. At these high collision
energies, the influence of subtle quantum effects, which are often sensi-
tive to the exact collision energy, are limited, reducing the necessity for a
high energy-resolution when using large collision angles.
From equation 2.10 and 2.17 one can derive a formula for the energy
resolution and simulate which parameter set results in the highest ex-
perimental energy resolution. For a fixed collision angle, as employed in
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Figure 2.5: Newton diagram for a random two-dimensional collision process be-
tween two particles scattering under an angle α in the laboratory frame. The
influence of velocity spreads dv1 and dv2 is minimal when the angle between the
relative velocity vector is orthogonal to v2 and v1, respectively.
our experimental set-up (see chapter 3), different velocities of the beam
can result in the same collision energy, but with a significant different
energy resolution. For example, if a beam of NO radicals moving ei-
ther 135 or 435 m/s collides under an angle of α = 45◦ with a beam
of helium travelling 400 m/s, this will result in the same collision energy
of about 15 cm−1. However, the energy resolution for scattering with a
beam moving either 135 or 435 m/s is approximately 0.5 and 0.2 cm−1
(1σ), respectively. When probing collision phenomena with a very nar-
row energetic bandwidth this effect should be taken into account when
performing these experiments. Additionally, when designing new exper-
imental geometries, the influence of the collision angle and beam veloci-
ties on the energy resolution should be taken into account to ensure that
the experimental geometry is intrinsically capable of obtaining the energy
resolution required to resolve targeted structures in a scattering cross
section (see chapter 8).
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3
This chapter elaborates on the crossed-beam apparatus used
for the experiments described in this thesis. Both the physical
properties of the apparatus, as well as chosen parameter val-
ues are discussed in this chapter. Although each experiment
had its own specific settings, which will be discussed sepa-
rately in each of the following chapters, the heart of the experi-
mental set-up remained unchanged. Additionally, the analysis
procedure for velocity-mapped images is discussed.
Based on
Molecular collisions coming into focus, J. Onvlee, S.N. Vogels, A. von Zastrow, D.H. Parker,
and S.Y.T. van de Meerakker, Phys. Chem. Chem. Phys. 16, 15768 (2014)
Optimal beam sources for Stark decelerators in collision experiments: a tutorial review, S.N.
Vogels, Z. Gao and S.Y.T. van de Meerakker, EPJ Tech. Instrumen. 2, 11 (2015)
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3.1 Experimental set-up
An illustration of the crossed-beam apparatus used for the experiments
described in this thesis is shown in figure 3.1. Briefly, it contained a
primary beam line consisting of a conventional valve, skimmer and a
2.6-m-long Stark decelerator, and several secondary beam lines, which
allowed for scattering under various angles. After scattering, the NO
molecules were ionized by two pulsed lasers and velocity mapped onto
a position-sensitive phosphor screen. The experiment was operated at a
10 Hz repetition rate, mainly limited by the decelerator switching capac-
ity. Each component of the experimental set-up is discussed separately
in this chapter. The optimization of parameter values is discussed in the
next chapter.
Stark decelerator 
(317 electrode pairs)
Coldhead 
(10-300 K)
Even-Lavie 
valve
Skimmer 
(ø = 3 mm)
Nijmegen 
Pulsed Valve
226 nm 
2-10 μJ
328 nm
2-10 mJ
Skimmer
(ø = 2 mm)
Ion stack
(3 lenses)
Figure 3.1: Schematic overview of the experimental set-up. A beam consisting of
Stark-decelerated NO molecules can scatter with a secondary atomic or molecular
beam, oriented under various angles. After colliding, the molecules are laser-
ionized and velocity mapped by an ion lens. Only the last section of the Stark
decelerator is shown.
3.2 Primary beam
3.2.1 Supersonic expansion
The primary molecular beam was created by expanding NO molecules
from a 1-mm-nozzle Nijmegen Pulsed Valve (NPV) [83] into a source cham-
ber, pumped by a 1380 l/s TMU 1601P Pfeiffer turbo pump, resulting
in a chamber pressure below 5·10−8 mbar. The NO was seeded in an
atomic gas with a 2-10% ratio. The pulsed valve was operated with a 1-2
bar backing pressure, a 20 µs opening time and 6 V voltage, resulting
in source chamber pressures of, typically, 2·10−6 mbar. The molecu-
lar beam had a longitudinal and transversal velocity spread of approxi-
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mately 6% (1σ) and 3% (1σ), respectively. During the expansion nearly
all molecules cooled to the lowest rotational (j = 1/2) and vibrational level
(v = 0) of the X2Π1/2 state. The beam passed a 3-mm-skimmer located at
75 mm from the nozzle. Venting only the source chamber was possible
by an in-place gate valve [84], allowing for an easy exchange of valves or
alteration of the nozzle-to-skimmer distance.
3.2.2 Stark decelerator
The molecules passing the skimmer directly entered a Stark decelerator.
The operation of a Stark decelerator, and the behaviour of molecules in-
side a Stark decelerator, is understood well and extensive literature is
available [20, 23, 25, 36, 42, 85–87]. Therefore, only those aspects of a
Stark decelerator required to understand the content of this thesis will
be discussed here.
In a Stark decelerator, the interaction of neutral polar molecules with
electric fields is used to change their longitudinal velocity, that is, to de-
celerate or accelerate them. For this, time-varying field gradients along
the propagation direction of the molecular beam are required and are
arranged such that molecules are accelerated or decelerated similar to
the manipulation of charged particles in a linear accelerator (LINAC).
The deceleration (or acceleration) process can be regarded as slicing a
bunch of molecules with a narrow velocity distribution out of the molec-
ular beam. The velocity of this packet can be tuned to any desired value,
which maintains the narrow velocity distribution and the particle density
in the packet.
In practice, the Stark-decelerator selects a (fictive) molecule, the so-
called synchronous molecule, which has a specific initial velocity and posi-
tion, from the molecular beam. This synchronous molecule is then accel-
erated or decelerated by the electric fields created by the decelerator. The
times at which a voltage is applied to each of the electrode pairs is deter-
mined by the burst-sequence. The position of the synchronous molecule
inside the electric field on the moment of switching determines whether
net acceleration or deceleration takes place. This moment of switching is
determined by the so-called phase angle φ0. When the decelerator is op-
erated at φ0=0◦, there is no net change in the velocity of the synchronous
molecule and the decelerator is operated in guiding mode. A phase angle
φ0>0◦ (φ0<0◦) results in a net deceleration (acceleration). Due to the small
dipole moment of NO, only guiding angles could be effectively used in our
experiment. Molecules with a similar initial velocity and position as the
synchronous molecule were also effectively selected, resulting in a so-
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called phase-stable packet of molecules, which was guided through the
2.6-m-long decelerator. The particles which did not sufficiently match the
characteristics of the synchronous molecule are called phase-unstable.
Furthermore, the decelerator was operated in the so-called s = 3 mode,
meaning that the voltages on the electrodes switch after the synchronous
molecule has travelled three electrode stages, resulting in a larger den-
sity of the molecular package exiting the Stark decelerator compared to
switching the voltage each electrode stage [87].
The Stark decelerator consists of three different modules with, in to-
tal, 317 electrode pairs. The 4.5-mm-diameter electrodes are paired and
spaced 7.5 mm apart. Each pair is separated 8.25 mm (heart-to-heart)
from the next stage. To maximize transversal focusing, each pair is ori-
ented alternately horizontal and vertical, creating an effective opening of
3x3 mm2 for the molecules to travel through. A voltage difference of 36 kV
was applied over each electrode stage. Before operation, the decelerator
was conditioned by applying a 36 kV DC voltage over the electrodes and
ensure no leak currents were present. Four high-voltage switches and
capacitors allowed for switching the three decelerator modules. The mod-
ules were electronically connected, resulting in either all horizontal or all
vertical electrodes to be on high voltage simultaneously. The decelerator
is kept in a vacuum chamber pumped by two 1380 l/s TMU 1601MP Pfeif-
fer turbo pumps, maintaining the vacuum below 2·10−7 mbar. To prevent
discharges between electrodes on high voltage, the decelerator was pres-
sure interlocked, which ensured that the decelerator was switched off
when the gas load was too high or a vacuum breach occurred.
Because the deceleration process is quantum-state specific, very high
quantum-state purities can be reached for the bunches of molecules that
emerge from the decelerator. In the experiments described in this the-
sis, the Stark decelerator selected the (upper) f-component of the two
Λ-levels of the X2Π1/2 state of NO, the X2Π1/2, v = 0, j = 1/2 (hereafter
called j = 1/2, f ) since this is a low-field seeking state. The lower lying e-
component of the Λ-doublet is high-field seeking and was deflected from
the beam axis, together with all other high-field seeking states. Figure 3.2
shows an experimentally obtained REMPI spectrum for the NO exiting the
Stark decelerator. The spectrum is compared with a simulated spectrum
assuming a supersonic expansion with a rotational temperature of 2K.
Although both j = 1/2, e and j = 1/2, f levels were equally populated in
the initial supersonic expansion, the high-field seeking j = 1/2, e state is
virtually not present in the beam exiting the decelerator. Minor amounts
of the low-field seeking state j = 3/2, f were observable, however.
By combining the experimental geometry with the settings of the de-
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Figure 3.2: Comparison between a normalized experimental REMPI spectrum of
the NO packet exiting the Stark decelerator (top), and a simulated spectrum with
a rotational temperature of 2K (bottom). The rotational states, as well as their
parity, are indicated. The virtual absence of high-field seeking states in the top
spectrum indicates a high quantum-state purity of the beam emerging from the
decelerator.
celerator the characteristics of the NO molecules exiting the Stark de-
celerator could be determined by running Monte-Carlo simulations. In
these simulations, NO molecules are flown through simulated electric
fields in a Stark decelerator. The quality of these simulations is illus-
trated in Figure 3.3A, which compares an experimental and simulated
time-of-flight (TOF) profile of NO which has travelled through the Stark
decelerator, showing near-perfect agreement. The intense peak in the
centre consists mainly of phase-stable molecules. The experiment was
arranged such that the molecules in this peak were used for scatter-
ing on a secondary beam. From these simulations we could obtain the
velocity, as well as the spatial spreads, of the phase-stable packet, as
shown in Figure 3.3(B-E). Although the distributions do not follow a per-
fect Gaussian behaviour, we fitted a Gaussian distribution to determine
the characteristics of the packet, yielding a longitudinal and transversal
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velocity spread of the NO packet of 2.1 and 0.6 m/s (1σ), respectively.
This corresponds to about 0.4% and 0.1% spread for the longitudinal
and transversal velocity, respectively, which is significantly lower than
conventional beam sources. We can express these beam parameters for a
typical synchronous molecule velocity of 480 m/s in a speed ratio of 235,
where the speed ratio S is defined as S = v∆v with v the velocity and ∆v
the longitudinal velocity spread (1σ). The spread can also be expressed
in a temperature T via T = m∆v
2
kB
with m the mass of the NO molecule
and kB the Boltzmann constant, resulting in a packet temperature of 15
mK. Spatially, the molecular packet is 2.5 by 0.4 mm (1σ) in size for the
longitudinal and transversal direction, respectively.
After exiting the decelerator, the molecular packet travelled 69 mm to
the interaction region. After 15 mm the beam was skimmed by a 3-mm
pinhole to maintain a well-collimated beam. This pinhole was mounted
on an octagon-shaped cylinder located inside the vacuum chamber, which
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Figure 3.3: (A) Experimental (red) and simulated (blue) TOF profiles of NO
X2Π1/2, j = 1/2, f radicals exiting the decelerator with a mean velocity of 480
m/s. Both curves are given a vertical offset for reasons of clarity. The molecules
present in the intense peak in the profile are used in scattering experiments. The
simulation also allowed for subtracting the (B) longitudinal velocity distribution,
(C) transverse velocity distribution, (D) longitudinal spatial distribution and (E)
transverse spatial distribution of the NO package exiting the Stark decelerator.
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served as alignment reference when installing new beam lines. This oc-
tagon allowed for a precise and easy alignment for, potentially, seven
other optical or molecular beams, oriented under 45◦ with respect to each
other. The high-voltages pulses on the decelerator were switched off 30 µs
before any laser was fired to prevent discharges between electrodes due
to stray UV-light.
3.3 Secondary beams
Three different secondary beams were employed in the experimental set-
up. Two conventional secondary beam lines were installed at 90◦ and
180◦ with respect to the Stark decelerator, and each was differentially
pumped by a 1380 l/s TMU 1601P Pfeiffer pump. The pulsed valves
were either a 0.5-mm-nozzle NPV or a commercially available 0.5-mm-
nozzle Jordan Pulsed Valve (JPV). The valves were mounted in a stainless
steel tube that was mounted in an on-axis aligned aluminium ring. This
allowed for easy removable and exchange of pulsed valves, as well as
altering the nozzle-to-skimmer distance without requiring to realign the
valve. Typically, nozzle-to-skimmer distances of 30-60 mm were used as
this resulted in most scattering signal, giving a total distance from nozzle
to interaction region of 120-150 mm. All noble gases, helium (He), neon
(Ne), argon (Ar), krypton (Kr) and xenon (Xe), were used as scattering part-
ners. Typical backing pressures of 1-5 bars were used for these valves
and, generally, lighter gases allowed for operating at higher backing pres-
sures. For the NPV, opening times of 10-20 µs and opening voltages of
5-12 V were used. For the JPV a 3-4 kA opening current was used. This
resulted in (1-5)·10−5 mbar chamber pressure for either valve. A source
chamber pressure of 5·10−5 mbar was kept as upper limit when operat-
ing the valves. Both valves contained a trace amount of NO (referred to
as trace gas) which allowed for detecting and characterizing the atomic
beam via the detection of the NO molecules (see Chapter 4). The valves
were flushed: a continuous gas flow was maintained which (a) cooled the
valve and resulted in a reduction of the beam velocity, and (b) limited the
amount of trace gas in the beam. After leaving the nozzle, the beams
passed a 2-mm-skimmer. In the experiments described in Chapter 5, a
1-mm vertical slit was installed to reduce the transversal velocity spread
of the secondary beam.
A third conventional beam line was installed under 45◦, and differ-
entially pumped by a 245 l/s Pfeiffer HiPace300 pump. A 65 l/s Ed-
wards ExT70H65 booster pump was installed between the pre-vacuum
and main vacuum to increase the compression ratio when using very
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light gases, such as H2. The beam line consisted of a commercially avail-
able stainless steel Even-Lavie valve (ELV) [88] mounted on an Oerlikon
CP7/25 coldhead. The gas supply towards the valve was anchored on the
40 K first stage of the coldhead to pre-cool the gas. For gases with a rel-
ative low critical point, a shortcut was made to prevent condensation in
the gas tubing. The tubing consisted to a large extent of (non-magnetic)
brass and copper to allow for good heat conduction and to prevent pos-
sible ortho-para conversion of hydrogen (H2) molecules (see Chapter 7).
Additionally, the gas was pre-cooled with liquid nitrogen before entering
the apparatus to freeze out any contaminations present in the gas. The
valve was clamped in a copper holder on the second stage, which could
be cooled to 12 K. The entire assembly was shielded from blackbody radi-
ation by a copper cylinder anchored to the first stage. Within 5 mm from
the valve, a heater and sensor was mounted to monitor and regulate the
ELV temperature. The exact valve temperature, however, was difficult to
determine. Due to the limited heating capacity of the heater, not all parts
of the valve could be kept at the exact same temperature. This could
result in condensation of the gas, while the sensor indicated that the
temperature was still above the theoretically known critical point. For
this reason, a safe margin was used when working close to the critical
point of gases.
The valve was operated with a 3-20 bar backing pressure, where the
higher backing pressures were used for lighter gases and higher valve
temperatures. Opening times of 14-25 µs were typically used, result-
ing in chamber pressures between 2·10−6 and 4·10−5 mbar for cryogenic
and room temperatures, respectively. Lower valve temperatures allowed
shorter opening times to create a good supersonic expansion. A 3-mm
Beam Dynamics skimmer was used and a nozzle-to-skimmer distance of
170 mm was maintained, as this tends to result in optimal supersonic
expansions for ELVs [88]. As a consequence, the total distance from
nozzle to interaction region was almost 300 mm. Operating the valve at
cryogenic temperatures resulted in slow and dilute beams, reducing the
beam density significantly. The nozzle-to-skimmer distance could not be
altered for this beam line.
The gases used at this collision angle were He (Chapter 6) and H2 and
Ne (Chapter 7) for which ELVs are predicted to function optimally [88].
Although a trace gas of NO was present in the valve, the light gases had
such a high velocity that ionized trace gas travelled too fast to be mapped
onto the detector in most circumstances. Operating at cryogenic temper-
atures reduced the beam velocity significantly, but also resulted in freez-
ing of the trace gas in the valve. A fast ion gauge was installed after the
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interaction region, which allowed for an estimation of the mean velocity
and longitudinal velocity spread. These values were compared to values
resulting from the known experimental geometry, parameters used in the
experiments, and which simulation parameters were required to match
simulations to experimental data. These values, in turn, were compared
with the values found for the beam operated at valve settings, which al-
lowed for velocity mapping the trace gas, and showed good similarity.
For the experiments described in this thesis, mainly the 180◦ and
45◦ collision angles are used, although the beamline at 90◦ has been
used in scattering experiments in the past [44, 89]. As will be shown in
this thesis, using a 180◦ collision angle was favourable when aiming for
the highest possible angular resolution in scattering images (see Chapter
5), while the 45◦ collision angle allowed for reaching very low collision
energies (see Chapter 6 and 7).
3.4 Detection
Directly after the NOmolecules scattered on a secondary beam, two lasers
ionized the NO molecules via a 1+1’ REMPI scheme. The first laser pulse
excited the NO radicals to the A2Σ+ state by inducing the (0-0) band of
the A2Σ+ ← X2Π transition. The pulse was created by a Liopstar Quasar
frequency tripled dye laser, pumped by a Nd:YAG Continuum PL8000 op-
erated at 532 nm, resulting in wavelengths around 226 nm (0.08 cm−1
bandwidth, 5 ns pulse duration). The 2-10 µJ laser pulses were skimmed
by multiple 1-3 mm pinholes and focused into the interaction region by
a cylindrical lens with a focal length of 500 mm. The focal plane of the
cylindrical lens was oriented perpendicular to the primary beam axis.
Multiple horizontally oriented Glen-Taylor polarizers ensured a proper
polarization of the laser pulse. For the experiments described in Chap-
ter 5, the first laser pulse was oriented at an angle of 45◦ with respect
to the incoming NO packet. In Chapter 6 and 7 the laser was oriented
perpendicular to the incoming NO packet. The second laser pulse ion-
ized the NO molecules, and was created by a Fine Adjustment Pulsare
frequency doubled dye laser pumped by a Nd:YAG Continuum SLIII-10,
operated at 532 nm, resulting in wavelengths around 328 nm (0.06 cm−1,
5 ns pulse duration) and laser powers of 2-10 mJ. The 4-10 mm diam-
eter laser pulse was focused into the interaction region by a spherical
lens with a focal length of 500 mm. The laser power of the second laser
pulse was chosen such that the ionization transition was saturated. The
wavelength of the second pulse was set close to the ionization threshold
to minimize ion recoil effects, but sufficiently above threshold to prevent
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domination by non-resonant ionization processes. Hardly any signal was
detected when either of the two lasers was turned off; the contribution
of 1+1 or non-resonant ionization processes was generally kept below
5% at all times. The exact laser powers (and corresponding background
signals) depended on the scattering process and final state studied. Pos-
sible collision-induced alignment was expected to be largely destroyed by
nuclear hyperfine depolarization. For the lowest rotational states of NO
(j< 9/2), which are probed in the experiments discussed in this thesis, no
significant polarization effects were observed at any collision energy.
After ionization the ions were velocity mapped by an electrostatic lens
using the Velocity Map Imaging (VMI) technique. The VMI technique uses
electrostatic lenses to accelerate and focus ions with similar velocity vec-
tors to the same position on a two-dimensional plane. The quality of the
focusing is virtually independent of the position inside the electric field
where the ions are created [8]. This technique allows for obtaining the an-
gular distribution of a scattering process by (laser-)ionizing the created
(molecular) Newton sphere. This angular distribution directly reflects the
DCS of the scattering process.
Two different electrostatic lenses were used in the experiments. In
Chapter 5, a conventional velocity mapping lens was used, consisting of
a single repeller, extractor and ground plate [8]. Typically, the extractor
voltage UL was 0.76 times the repeller voltage UR. For the subsequent
chapters a modified version of this static lens was used, consisting of a
repeller and three lenses [90]. In Chapter 6 we used all three lenses with
UL1 = 0.93UR, UL2 = 0.81UR, and UL3 = 0.75UR. In Chapter 7 we grounded
the last lens and used UL1 = 0.88UR and UL2 = 0.78UR, as simulations
indicated that this should result in a slightly higher resolution. In all
experiments we used repeller voltages between 500 and 3000 V. Lower
repeller voltages were used to either increase the image size or to lower
the degree of parity mixing (see Chapter 4).
The ions were accelerated through a 1100 mm-long grounded time-
of-flight tube and impinged on a 40 mm Photonis micro-channel plate
(MCP) of Imaging quality and with a 5 µm pore size. Figure 3.4 shows the
dimensions and settings for the ion detection. When operating at lower
repeller voltages, the lower velocity of the ions, and subsequent lower
impact on the MCP, was mitigated by either increasing the back-plate
voltage of the MCP or by applying a negative front-plate voltage. A nega-
tive front-plate voltage caused ions to accelerate before impinging on the
MCP. No distortion on the images were found by applying a negative front-
plate voltage, although slightly different lens voltages had to be applied
to obtain the best velocity mapping conditions compared to a grounded
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front-plate. The MCP was mass-gated by a GHTS30 Behlke switch with
a rise time of approximately 35 ns and opening duration of 200-400 ns.
When applying a negative front-plate voltage, the back-plate was gated
between 0 and 400 V to allow for mass gating while keeping the front-
plate voltage constant. The rise time of the switch did not depend on
the bias applied (see Figure 3.4). No signal was detected when the mass-
gate was closed. The MCP was coupled to a P47 phosphor screen and a
CCD camera (PCO Pixelfy 270XS, 1391x1023 pixels), which was coupled
to a computer for subsequent averaging and analysis. A first analysis
was performed by the acquisition software (DaVis, LaVision GmbH) and
included event counting and centroiding [91]. Signal levels between 0.1
and 20 ions per shot were typically registered, depending on the exper-
imental settings and the scattering system under investigation. Signal
levels were kept below 3 ions per shot to allow for event counting and to
limit the effect of Coulomb repulsion between ions. A threshold was set
to regulate when detected signal on the phosphor should be registered as
a collision event. This threshold was increased (decreased) when scatter-
ing systems or rotational states with very high (low) cross sections were
probed. Each camera pixel was approximately 20x20 µm2 in size and cov-
ered approximately 20 MCP-pores, allowing for sub-pixel centroiding, in
which each pixel was split into a 2x2 or 3x3 grid, while preventing Moiré
interference [92]. In the experiments performed, no additional structures
in the angular distribution were observed when employing sub-pixel cen-
troiding. Sub-pixel centroiding resulted, however, in lower signal levels
per pixel and was therefore only applied in Chapter 6.
3.5 Analysis
3.5.1 Calibration
To extract an angular distribution from the experimental scattering im-
ages, an accurate determination of the Newton sphere diameter was re-
quired. In scattering experiments, the collision energy is given by equa-
tion 2.10. After the collision and internal energy uptake, the radius R on
the camera of a resulting Newton sphere of radius u′1 is determined via:
R =
u′1
f
. (3.1)
In this formula, f is the conversion factor from velocity (m/s) to cam-
era pixels (hereafter called the calibration). Selecting different velocities
for the NO with the Stark decelerator, and velocity map the unperturbed
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Figure 3.4: Left: schematic overview of the dimensions and settings of the de-
tector. The phosphor screen was coupled to the back-plate of the MCP (MCPback),
which was mass-gated by increasing the MCP voltage by 400 V at the appropriate
time. When applying a negative front-plate voltage (MCPfront), the total accel-
eration field was kept constant. Each camera pixel was 20x20 µm2, covering
approximately 20 MCP-pores. Right: high voltage pulse output of the mass-gate
switch as a function of time, demonstrating that the rise time is independent of
bias voltage applied.
parent beam (so-called beam spot) allowed for a direct determination of
the calibration. Figure 3.5 shows a velocity-mapped image in which dif-
ferent beam velocities are selected by the Stark decelerator. A calibration
of, typically, 2-3 m/spixel was obtained. The exact calibration depended on
the ion stack configuration and applied voltages. For the conventional
ion stack, lowering the voltage by a factor of two resulted in a two times
larger calibration. For the ion stack with two or three lenses, this mag-
nification depended to a much lesser extent on the applied voltages. Two
other important factors that determined the calibration were the length
of the flight tube and how far the camera was positioned from the phos-
phor screen. In the experiments described in this thesis both were kept
constant at all time. Of course, the calibration could be improved by
centroiding to a sub-pixel level.
The calibration also allowed for a determination of the coordinates
of the lab-zero point on the detector, which could be used to determine
the centre-of-mass point of Newton spheres in collision experiments. Be-
cause the 90◦ beam line was positioned on the axis crossing this lab-zero
point, detecting trace gas from this beam line allowed for verifying one co-
ordinate of the lab-zero point. Generally, the lab-zero coordinates based
on the calibration were found to be accurate within 1 pixel from the lab-
zero coordinate based on the detection of the 90◦ beam. The calibration
and lab-zero point allowed for determining the velocity of the secondary
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Figure 3.5: Left: Beam spots for different velocities selected by the decelerator.
Right: The lab-zero point can be determined by the calibration and by the beam
spot of the 90◦ beam. The obtained velocities of the reagent beams allow for
determining the centre-of-mass point for the scattering process.
beam. The collision energy and the ring radius of the Newton sphere
were subsequently determined by filling in the corresponding values in
equation 2.10 and 3.1, respectively.
3.5.2 Obtaining angular distribution
The angular distribution was obtained by analysing the images with a
homemade Matlab analysis program. The required input parameters
were the velocities and masses of the colliding particles, the collision an-
gle, the rotational internal energy uptake of the NO radical and the detec-
tor calibration. From the centre-of-mass point, a thin annulus was drawn
with its radius following from equation 3.1. Ideally, an infinite thin annu-
lus is chosen, such that only the outer rim of the Newton sphere is taken
into account, thereby directly reflecting the in-plane angular distribution.
This, however, requires a large amount of pixels and very large signal lev-
els per pixel for obtaining a distribution with sufficient intensity. In our
analysis, the thickness of the annulus was typically 1-4 pixels, depending
on the size of the Newton sphere. Typically, larger Newton spheres were
combined with thicker annuli to ensure sufficient signal levels to extract
a trustworthy angular distribution. In the analysis, the angular step size
was kept larger than a single pixel to prevent counting pixels twice.
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3.5.3 Simulations
The experimental images could be reproduced via simulations. In these
simulations the packet of NO radicals resulting from the simulated TOF
profile for the primary beam (see section 3.2.2) collided with a secondary
beam. This simulation program is described in more detail elsewhere,
and it is shown to reproduce experimental data near-perfectly [44]. For
the input of these simulations, the beam parameters of the secondary
beam, as well as the detector calibration were required. Theoretical pre-
dictions for the angular distribution of the scattering system could be
inserted. The mean velocity, as well as the longitudinal and transver-
sal velocity spreads of the secondary beam were determined by analysing
their beam spot in the scattering image. The next chapter discusses the
characterization of the secondary beam in more detail.
When probing diffraction oscillations, the experimental visibility of
these oscillations depended strongly on the velocity spreads of the sec-
ondary beam. As will be discussed in Chapter 5, for non-parallel colli-
sion angles, both the longitudinal and transversal velocity spread of the
secondary beam influence the angular resolution. In order to have a sim-
ilar contrast in the diffraction oscillation pattern for both experimental
and simulated images, an accurate knowledge on the spreads of the sec-
ondary beam was required. Consequently, the values which resulted in
a similar contrast between experimental and simulated images served as
a good estimate for the experimental velocity spreads, especially for theo-
retically well-calibrated NO+Rg scattering systems. Although an indirect
method, this served as an additional tool to determine the beam spreads
for those experiments where no trace gas is present in the secondary
beam (Chapter 6 and 7).
3.5.4 Corrections
To make the comparison between experimental and simulated images as
fair as possible, several corrections had to be applied.
First, velocity spreads in both beams resulted in a collision energy
spread. Therefore, theoretical predictions on the angular distribution
were convoluted with the spread in collision energy present in the ex-
periment to allow for a fair comparison between experimental and simu-
lated images. For high collision energies (Chapter 5), the collision energy
spread typically resulted in a lower predicted contrast between diffrac-
tion oscillations because the angular spacing of diffraction oscillations
depends strongly on the exact collision energy. At very low collision en-
ergies (Chapter 6 and 7), the collision energy spread results in a reduced
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visibility of scattering resonances in the ICS and their influence on the
angular distribution of the scattering process.
A second correction that could be applied is a Doppler correction.
Scattered molecules moving towards the laser experience a slightly dif-
ferent laser pulse wavelength compared to molecules moving away from
the laser, resulting in an asymmetry for positive and negative scattering
angles. Because the second laser pulse induced ionization, where slight
changes in wavelength do not have a large influence, the Doppler effect
applied mainly to the excitation laser. Although the transition and band-
width of the first laser pulse was determined, it was difficult to assess
the actual Doppler shift. The main reason is that, during averaging of the
scattered imaging, the laser wavelength tended to drift in time. The laser
wavelength was monitored by a wavelength meter (with a limited accu-
racy) and routinely adjusted to the correct wavelength. Furthermore, the
Doppler shift is generally much smaller than a flux-to-density correction
(see next paragraph). Because this flux-to-density correction depended
on the spreads of the secondary beam inserted in the simulation, an un-
certainty of 1-2% in the beam spreads influenced the asymmetry much
more than a possible Doppler shift. Other effects, even in relative small
amounts (such as polarization effects), could also result in asymmetries,
making a clean Doppler correction difficult. A Doppler correction was
applied in Chapter 5, because the flux-to-density was symmetric for both
positive and negative scattering angles. This allowed for an accurate de-
termination of the Doppler shift and subsequent correction. Additionally,
as will be shown, the Doppler correction was even required in this ex-
periment to allow the usage of the Abel inversion method. For Chapter
6 and 7 we did not have inherently symmetric images and no Doppler
correction was performed. In these experiments, very low collision ener-
gies were probed, corresponding to very small Newton spheres. Particles
on a very small Newton sphere have similar lab velocities, reducing the
influence of the Doppler effect.
The above-mentioned corrections could be applied when comparing
experimental to simulated angular distributions based on theoretical DCS.
Although for all systems described in this thesis theoretical predictions
were available, experimentally obtained angular distributions are directly
compared to theoretical DCSs in Chapter 5. In this case, one could cor-
rect for experimental contributions to the angular distribution that are
not inherent to the scattering process. A well-known correction is the
so-called flux-to-density correction [93]. Molecules that scatter before the
lasers fire can have post-collision velocity vectors which causes them to
remain in, or move into, the ionization volume. This can result in a de-
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tection bias for specific scattering angles. Several methods are available
to correct for this effect [94]. We corrected for this effect by dividing the
experimental obtained angular distribution by a simulated angular distri-
bution in which an isotropic angular distribution was used as input. The
simulation program reproduces the flux-to-density because it takes the
time and position of a collision into account. Hence, the angular distri-
bution obtained from a simulated isotropic angular distribution directly
reflects the detection bias in our experiments. The quality of this cor-
rection for angular distributions obtained from crossed-beam scattering
experiments involving a Stark decelerator has been shown before [89].
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4
Using a Stark decelerator allows for high-resolution collision
experiments due to a well-defined molecular packet as primary
beam. Still, many experimental parameters play a role in the
resolution that is eventually obtained for the scattering images.
This chapter discusses the influence of these parameters, and
how they were optimized for the experiments described in this
thesis.
Based on
Molecular collisions coming into focus, J. Onvlee, S.N. Vogels, A. von Zastrow, D.H. Parker,
and S.Y.T. van de Meerakker, Phys. Chem. Chem. Phys. 16, 15768 (2014)
Optimal beam sources for Stark decelerators in collision experiments: a tutorial review, S.N.
Vogels, Z. Gao and S.Y.T. van de Meerakker, EPJ Tech. Instrumen. 2, 11 (2015)
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4.1 Introduction
As in many scientific experiments, a trade-off between signal levels and
experimental resolution was made. For example, where Stark decelerated
molecular beams typically suffer from 10-100 times lower density com-
pared to conventional beams, the improved beam spreads allow for high-
resolution scattering experiments [44]. In this chapter, the optimization
and characterization of the experimental parameters is discussed. The
considerations that were taken into account will be discussed, starting
from the primary beam of NO, all the way down to the detector settings.
Although most claims can be backed up by experimental or simulated
data, some trade-offs were difficult to quantify or data of sufficient qual-
ity was lacking, and will therefore only be discussed qualitatively.
4.2 Primary beam
4.2.1 Seeding gas
The parent beam in this thesis contained NO seeded in an atomic car-
rier gas. Due to the small dipole moment of NO, the Stark decelera-
tor could only operate effectively in a guiding mode, i.e. φ0 = 0◦. The
velocities obtainable for the NO packet exiting the decelerator thus de-
pended on the availability of these velocities in the initial supersonic ex-
pansion. Although the Stark decelerator created a well-defined packet
of NO molecules, the contribution of phase-unstable molecules to the
scattering had to be minimized. Lower initial velocities resulted in longer
travel times through the decelerator, ensuring an increased loss of phase-
unstable molecules. This increased the relative contribution of well-
defined phase-stable molecules to the scattering signal. Figure 4.1A
shows an experimental TOF profile for NO seeded in Ar exiting the Stark
decelerator. The ratio between the phase-stable molecules (peak) and
phase-unstable molecules (rest of the profile) was low, giving a so-called
low contrast. The high velocity resulted in a short travel time through the
decelerator, limiting the window in which phase-stable molecules could
be separated from phase-unstable molecules. In scattering with a peak
as shown in Figure 4.1A, both phase-stable, as well as phase-unstable,
molecules could contribute significantly to scattering. Even lighter seed
gases, such as He or Ne, were not tested due to an even lower expected
contrast. Figure 4.1 also shows the largest velocity which was still suc-
cessfully selected with the decelerator (870 m/s), which resulted in a
molecular package with a speed ratio of 415.
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Because of the low quality TOF profiles created when using Ar-seeded
beams, Kr was generally used as seed gas. Although this typically re-
sulted in a lower signal intensity, the Kr-seeded beam had a mean velocity
around 480 m/s, which resulted in a good contrast (see Figure 4.1B). The
TOF profile was near-perfectly reproduced by Monte-Carlo simulations.
When aiming for extremely low collision energies, or when an even better
contrast in the time-of-flight was required, even lower velocities of the
NO exiting the Stark decelerator were desired. Figure 4.1C shows a TOF
profile a lower velocity for the synchronous molecule from the Kr-seeded
expansion was selected, resulting in so-called off-peak guiding. A veloc-
ity of 350 m/s was successfully selected, and although signal levels were
lower due to the lower amount of molecules in the initial beam having
this velocity, the TOF profile showed better contrast compared to select-
ing a velocity of 480 m/s. Reproducing the experimental TOF profile with
simulations for this velocity was not possible because the molecules in
the slow tail of the initial expansion typically do not exhibit the Gaussian
behaviour, which is assumed in the simulations.
Lower velocities could also be obtained by using Xe as a seed gas. The
mean velocity of a Xe-seeded expansion is typically around 350 m/s, but
of lower intensity compared to a Kr-seeded expansion. Guiding a Xe-
seeded expansion at 350 m/s did not result in significant higher signal
intensity compared to off-peak guiding the same velocity for a Kr-seeded
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Figure 4.1: Normalized TOF profiles for a guiding sequence for different selected
velocities of the NO. (A) The highest velocities that could effectively be selected by
the decelerator were between 715 (red) and 870 m/s (blue). These beams were not
used for scattering due to either the low contrast in the profile or low signal levels.
(B) The maximum signal intensity for a Kr-seeded expansion was typically around
480 m/s (red) and the profile was near-perfectly reproduced by simulations (blue).
(C) For a Kr-seeded expansion the lowest velocity that allowed for scattering was
350 m/s, resulting in an increased contrast but reduced beam intensity. Because
these TOF profiles were recorded at different times the absolute intensities could
not be compared directly and intensity are therefore given in arbitrary units (a.u.).
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beam, although quantitative data to support this is missing. However,
combined with the increased financial costs of using Xe as seed gas, a
Kr-seeded beam was preferred for the primary beam.
4.2.2 Seeding concentration
The NO density can be increased by enlarging the seed ratio. In our ex-
periments, typically 2-5% NO was seeded in Kr, although higher concen-
trations (up to 10%) were successfully used. In this range, we experienced
that the amount of NO increased linearly with the seeding ratio, although
quantitative data is absent to support this claim. No indications of clus-
tering were found for the larger seed ratios. Larger seed ratios resulted in
a larger amount of higher rotational states occupied by the NO molecules,
as well as a decreased rotational cooling, which resulted in a relative in-
crease of the occupation of higher rotational states. Although the Stark
decelerator functions as a state selector for the j = 1/2, f state, low-field
seeking states make it through the decelerator in minor amounts and
result in the observation of a parent beam spot in the VMI image. As is
shown later, this can mask the forward scattering direction significantly
for both high-field and low-field seeking rotational states. The masking
of the scattering image by the beam spot only plays a role when the in-
ternal energy uptake ∆Erot is small, i.e. when probing small rotational
transitions, where u′1 is similar to u1 (see equation 2.15). In scattering ex-
periments, increasing the seeding ratio can therefore be favourable when
probing higher rotational states that allows for mitigating the, often, lower
scattering cross sections.
4.2.3 Valve settings
The characteristics of the NO packet created by the Stark decelerator is
completely determined by the Stark decelerator, and thus independent
of the initial supersonic beam. Because the NO packet is a phase-stable
packet, increasing the initial beam density will directly result in a denser
NO packet at the interaction region. Because the Stark decelerator works
as a velocity selector it is not trivial to find the optimal valve settings:
different valve settings may result in different beam velocities and thus
require a different burst-sequence applied to the decelerator in order to
be able to quantitatively determine the optimal valve settings. When de-
termining these settings, it is best to either turn off the Stark decelerator,
or to operate it in DC mode. With the Stark decelerator switched off, we
were able to detect NO molecules after almost 3 meters of free flight. To
find the optimal valve settings, we altered backing pressure, opening time
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and opening voltage of the valve and made TOF profiles for all possible
combinations of these settings. The parameter space was limited by (a)
the maximum pressure allowed in the source chamber (< 2·10−5 mbar),
and (b) a maximum backing pressure of 5 bar to ensure safe operation
of the pulsed valve. The valve settings that resulted in TOF profiles that
were either very intense or very narrow in time (indicating a small velocity
spread) were used to measure TOF profiles with the Stark decelerator in
operation. The velocity of the synchronous molecule used to create the
correct burst-sequence was derived from the mean arrival time of the NO
molecules after almost 3 meters of free flight.
Depending on the goal of the scattering experiment, different valve set-
tings could be favoured. For example, Chapter 5 aimed for the highest
experimental resolution available when using counterpropagating beams.
In this case, a TOF profile with a high contrast was favoured: the amount
of phase-unstable molecules that arrived at the same time as the phase-
stable molecules is kept to a minimum. Additionally, a counterpropagat-
ing crossed-beam experiment will result in a high collision energy, reduc-
ing the necessity for a specifically high or low NO velocity. Alternatively,
in Chapter 6 scattering cross sections were mainly determined by select-
ing a different NO velocity with the Stark decelerator. To allow for easy
switching between selected NO velocities, a large range of velocities had
to be present in the initial beam. In Chapter 7, scattering cross sections
were determined by altering the temperature of the secondary beam. In
this case, the valve settings which resulted in either the most signal, best
contrast in the TOF profile, or the lowest velocity to reach sufficient low
collision energies was favoured.
Another important setting for a pulsed valve is the nozzle-to-skimmer
distance. For this experimental set-up, and using Kr as a seed gas, it was
found that a distance of 75 mm resulted in the densest beam. The exact
influence of the nozzle-to-skimmer distance for a Stark-decelerated beam
is investigated in more detail for ND3 and discussed in [95].
4.3 Secondary beam
4.3.1 Trace gas
Characterization of the secondary (atomic) beam is important to deter-
mine, for example, the exact collision energy and the energy spread in
the scattering experiments. These parameters can be used as an in-
put to reproduce the experimental results via simulations on the scatter-
ing process. Determining the characteristics of an atomic beam is more
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difficult because atoms are harder to laser-ionize, especially if ioniza-
tion at threshold is preferred to obtain the exact velocity components of
the atomic beam. Additionally, in our conventional beams no velocity-
selectors were employed which allowed for a theoretical determination of
the beam characteristics, as in the case of a Stark decelerator. Adding
a small amount of NO trace gas to the atomic beam, however, allowed
for an easy characterization of the secondary beam. This trace gas trav-
elled along with the supersonic expansion, thereby taking on the same
beam characteristics as the atomic beam, such as the velocity and ve-
locity spread. Subsequently, via the detection of the trace gas the beam
characteristics could be determined. The trace gas was added by expos-
ing the pulsed valve shortly to a diluted gas mixture of NO (<1%) with
an atomic gas. Adding the trace gas was done with precaution: the NO
is very difficult to remove from the valve and, due to the high density
of a conventional beam, even small trace amounts of NO can result in
a significant increase of created NO ions. The creation of too many ions
can result in space charge (between both scattered NO ions and parent
and secondary beam NO ions). The Coulomb repulsion between ions may
reduce the experimental resolution, and can already occur for a few ions
[96]. As discussed in the previous chapter, a continuous flushing of the
valve reduced the presence of the trace gas in the secondary beam.
4.3.2 Time-of-flight profiles and beam velocity
Detecting the NO trace gas from the conventional beam allowed for gen-
erating TOF profiles for different atomic gases and valve settings. These
TOF profiles could be fitted with a Gaussian distribution to retrieve the
peak arrival time. Figure 4.2A shows the TOF profiles for different atomic
gases expanded from the valve oriented under 180◦ with respect to the
decelerator. All atomic beams showed a near-perfect Gaussian behaviour
and have very narrow temporal widths, confirming the beam quality of
supersonic beams created by an NPV.
Because the conventional beam could travel to the interaction region
unperturbed, the total time-of-flight time from nozzle to interaction region
could serve as a probe for the dead time of the valve: the time difference of
the valve between receiving the trigger for opening, and actually opening.
In the case of an unperturbed beam and a constant dead time tdead, the
relation tTOF = tdead+ distancevelocity is valid. By plotting 1/velocity, based on the
beam spots and the calibration, versus the total time-of-flight, a linear
fit should give tdead and the distance from the valve to the interaction
region. Figure 4.2B shows this fit and gives a dead time of the valve
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Figure 4.2: (A) TOF profiles for different atomic gases: He (green), Ne (black), Ar
(red), Kr (blue) and Xe (magenta) with a peak position of 114, 181, 234, 342 and
433 µs and a temporal width of 11, 10, 11, 19 and 26 µs, respectively. The error
bar on the fit is negligible. (B) Relation between the inverse of the velocity and
the TOF to the detection region. A linear fit (red) was made, giving an estimate for
the distance travelled by the molecular beam and dead time of the pulsed valve.
Experimental error bars are not shown (typically <1%).
of 0-25 µs, as well as a travel distance of about 145 mm from valve to
interaction region, which corresponds well with the known dimensions
from the experimental set-up.
For the 45◦ beam we were not able to determine the beam charac-
teristics for all valve temperatures due to the condensation of the NO
trace gas. Therefore, it was more difficult to determine the beam velocity.
However, we had the ability to scan the valve temperature. The maximum
beam velocity v for an ideal mono-atomic gas is given by [97]:
v =
√
5RT
m
(4.1)
with R the gas constant, T the temperature of the beam and m the atomic
mass. Figure 4.3 compares the experimental velocities for a He expan-
sion with the predicted velocity based on equation 4.1. The experimental
velocity was obtained by analysing the Newton sphere radius in scat-
tering images. The good match between both curves allowed, combined
with the known distance from nozzle to interaction region, to subtract the
dead time of the valve, which is approximately 75 µs. Although the data
in figures 4.2 and 4.3 do not provide ways to increase signal levels, the
found parameters can help find scattering signal when different (atomic)
gases are used, when the nozzle-to-skimmer distance is altered, when
new experiments are initiated, or when a trace gas is absent.
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Figure 4.3: Beam velocity as a function of the ELV temperature, based on exper-
imental analysis (red) and equation 4.1 (blue).
4.3.3 Velocity spread
The presence of the secondary beam spot in scattering images also al-
lowed for the determination of the velocity spreads of the secondary beam.
These could be determined by fitting a Gaussian profile to the transversal
and longitudinal velocity of the beam spot. Together with the mean beam
velocity, these values can be used as input for the simulation program
of the scattering process. Figure 4.4 shows for different final rotational
states the results of analysing the beam spots of the secondary beam in
the scattering images, and shows the velocity spreads as a percentage of
the mean velocity for different atomic gases. When probing higher rota-
tional states in the experiment, the determined velocity spread from the
beam spot is also larger. It is expected that good rotational cooling is
accompanied by good kinetic cooling, explaining the behaviour as found
in Figure 4.4.
The determined velocity spreads cannot be used as a direct input for
a simulation of the scattering process. In a good supersonic expansion,
the occupation of the lowest rotational state is typically over 80%. When
characterizing the atomic beam based on the obtained beam spot from a
scattering image of a high rotational state, the detected NO molecules in
the high rotational state will represent a minority of the particles present
in the secondary beam. It is more likely that the obtained velocity spreads
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Figure 4.4: Determined velocity spreads for the conventional beam for different
atomic gases as a function of the detected final state of NO. The longitudinal
(circles) and transversal (diamonds) velocity spreads are given as a percentage
of the determined mean velocity for different final states for the atomic gases Ne
(black), Ar (red), Kr (blue) and Xe (magenta). Error bars are typically less than 3%
and are not shown here.
give a mere upper limit to the spreads of the secondary beam, since the
velocity spreads decrease clearly when probing lower rotational states of
the NO. Determining the velocity spreads of a conventional beam with a
trace gas of NO is thus best done on the ground state of the NO. It should
be noted that either pump-probe experiments or two-point measurements
using microphones or fast-ion gauges can provide a more direct, and at
least equally correct, characterization of the velocity spreads of a beam.
These methods are, however, more elaborate compared to analysing the
beam spots that were measured on-the-fly.
The beam spreads could also be determined as a function of arrival
time of the secondary beam. Figure 4.5 shows the beam spot of Ar ex-
panding from a NPV and JPV for different arrival times. The figure shows
that both the mean velocity, as well as the velocity spreads, depend heav-
ily on the time at which the secondary beam is probed. The much larger
temporal and velocity spread, as well as a larger mean velocity of the JPV
is explained by the heating of the valve during the expansion, caused by
its operation mechanism [95]. Figure 4.5 clearly shows that the exact
time at which the secondary beam intersects the primary beam can be
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Figure 4.5: Arrival time distribution of NO radicals seeded in Ar, produced by an
NPV (left) or JPV (right). At selected arrival time positions, indicated by the letters
A, B, C (NPV) or a, b, c (JPV), the mean speed and velocity spreads of the packets
are measured using VMI.
critical. The fast part of the beam (negative times) typically has, espe-
cially for the NPV, a much lower velocity spread compared to the slow
part (positive times). When not aiming for the lowest collision energies,
and when signal levels allow, colliding with the fast part of the supersonic
expansion is favoured, although this part has a lower beam intensity. De-
pending on the scattering system and collision angle the obtained lower
velocity spread of the secondary beam can result in a higher experimental
resolution.
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4.3.4 Temporal beam overlap
In our scattering experiment, the first laser pulse excited all molecules
positioned in the laser volume that, at the time of firing the laser, occu-
pied a specific rotational state. As a result, particles which collided (far)
before the laser fired, but after scattering stayed in, or moved into, the
ionization volume, were detected as well. Not only did this cause a bias
towards specific final velocity vectors of the molecules, it also resulted
in probing collisions between molecules and atoms which could have,
based on Figure 4.5, significant different properties, and hence influence
the experimental resolution. A small temporal overlap between the two
beams ensured that the interaction region is as small and as well-defined
as possible.
Figure 4.6 shows that the effect of temporal overlap is not negligible.
In this figure, the TOF profile of the secondary beam is plotted together
with a TOF profile of the scattering signal, for collision angles of 90◦ and
180◦. The Figure shows a long scattering tail for scattering under 180◦.
In this scenario, the atomic beam arrived at the interaction region before
the Stark-decelerated beam. The atomic beam then passed the interac-
tion region and moved towards the Stark decelerator, where it scattered
on NO molecules emerging from the decelerator. After colliding, the scat-
tered molecules moved forward into the detection region and were de-
tected. For this reason, the peak of the scattering signal is not equal to
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Figure 4.6: Normalized TOF profiles of the secondary beam (blue) and of the
scattering signal (red) for colliding with an atomic beam of Ar. (A) TOF profile for
a collision angle of 90◦ and (B) 180◦. Differences in mean arrival time are due to
different nozzle-skimmer distances. Note the long tail of scattering signal for the
180◦ collision angle, indicating that molecules scattered on Ar atoms after leaving
the decelerator and moved into the detection region.
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the peak of the parent beam, regardless of collision angle. This effect,
however, is smaller for non-parallel collision angles where the molecules
can hardly interact with the atomic beam before the interaction region.
Now, if a secondary beam cannot be equipped with a trace gas, measuring
a TOF profile of the scattering signal is the easiest way to determine the
optimal experimental settings for scattering. Depending on the collision
angle, the peak of the scattering signal can move to later times, which
corresponds to a slower part of the beam and, based on Figure 4.5, this
can result in (significant) different beam parameters and lower the exper-
imental resolution. In this view, one should not simply take the highest
intensity of the scattering signal as the optimal time for probing a scat-
tering process with a high resolution. Preferably, one would like to fire
the laser as soon as the two beams have a temporal overlap, i.e. when the
fast parts (flanks) of the beam overlap. Most experimental scattering im-
ages presented in this thesis were taken at so-called off-peak scattering
for both the secondary, as well as the primary beam. Because off-peak
scattering results in a lower amount of scattering signal, the exact tempo-
ral overlap between the beams depended on the scattering system under
investigation.
4.4 Detection
4.4.1 Ionization volume
The accuracy with which created ions are velocity mapped depends heav-
ily on the size of the ionization volume. Both lasers were therefore focused
to minimize the ionization volume. Although many configurations for the
ionization volume exist [98], we opted for a so-called sheet-dot ioniza-
tion volume. A sheet-dot configuration allowed for relative simple signal
detection via the first laser pulse which is focused by a cylindrical lens,
and a spherical lens for the second laser pulse ensured a sufficient small
ionization volume. A 500 mm cylindrical lens positioned 463 mm from
the interaction region focused the first laser pulse. The lens was oriented
such that it created a plane perpendicular to the NO direction of flight.
The exact position of the lens is optimized on signal levels and VMI focus-
ing quality. A 500 mm spherical lens positioned 478 mm from the inter-
action volume focused the second laser pulse. The exact position, mainly
the height of the focus, was determined by maximizing the amount of
NO signal detected. Focusing the laser more tightly (and decreasing laser
power to maintain power density) gives better velocity mapping, but also
reduces the amount of signal detected and makes finding signal more
48
44.4. Detection
difficult. The ions are also created in a smaller volume, increasing the in-
fluence of possible space charge effects. When defocusing the laser (and
increasing laser power to maintain power density), the amount of signal
increases, but this also reduces the velocity mapping quality.
4.4.2 Parity-mixing
At low electric field strengths, such as in the extraction region of the ion
stack, the Stark-shift of the NO molecule is comparable in energy to the
Λ-doublet splitting. As a result, the Stark effect mixes states of opposite
parity, i.e. e and f states [99]. The electric field from the ion stack can
cause mixing and hence j = 1/2, f states to mix with j = 1/2, e states.
This effect applies to all rotational states, resulting in the observation of
an NO beam spot for virtually any final state of the NO probed. Of course,
the amount of high j-states present in a supersonic expansion is less,
resulting in a lower amount of beam spot observed when probing higher
rotational states in scattering experiments. As is shown in the following
chapters, the presence of this beam spot could mask significant parts of
the scattering image, especially around forward scattering when probing
low rotational states, such as the j = 1/2, e and j = 3/2, e state. However,
several options are available to reduce the presence of this beam spot.
Figure 4.7 shows the amount of j = 1/2, e detected as function of ex-
traction voltage applied. The intensity is corrected for the impact on the
MCP due to the increasing extraction voltage. The detection probabil-
ity of e-states increases quadratically with the extraction field, which is
reflected in the data in figure 4.7.
From Figure 4.7 it follows that the amount of j = 1/2, e state detected
decreased for lower extraction voltages. Low extraction voltages suffer,
however, from several disadvantages, such as: (1) a lower impact on the
MCP, reducing signal levels, (2) increased image size, requiring longer av-
eraging for obtaining sufficient statistics on an experimental image and
(3) the necessity for more accurate power supplies to apply the correct
voltage on the electrostatic lenses. Although (1) can be overcome by ap-
plying a larger voltage over the MCP (or negative front-plate voltage), (2)
and (3) were unfavourable with our experimental set-up.
Another option to limit the amount of beam spot detected was by ion-
izing the molecules in a zero electric field, i.e. switching the ion stack
on after ionization has taken place. By applying the same voltage on
the repeller as the extractor we effectively obtained a field-free ioniza-
tion volume. After ionization has taken place the repeller is subsequently
switched to the correct voltage. In figure 4.8 the amount of j = 1/2, e and
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Figure 4.7: Amount of NO molecules detected in the j = 1/2, e as function of the
extraction field voltage. Ensured was that no detector saturation took place.
j = 1/2, f is shown as a function of switching time of the repeller with
respect to the laser trigger time. At time (A), the repeller was switched on
before the laser fired, effectively resulting in a similar situation as apply-
ing a DC voltage to the ion stack. At time (B) the ion stack was switched
almost simultaneously with the laser firing. At time (C) the laser fired just
before the ion stack was switched on. The figure shows that the amount
of (1/2, e)-state molecules declined faster than the amount of (1/2, f )-state
molecules as a function of the switching time, confirming that it is the
extraction voltage which caused the observation of the e-states. In the
ideal situation, one would like to switch the ion stack to the correct volt-
age directly after the laser has fired, but before too many molecules have
left the ionization volume.
A step function for the amount of (1/2, e)-state molecules detected is
expected: either field-free ionization takes place, or not. However, the gra-
dient visible in Figure 4.8 indicates that the rise time of the repeller to the
correct voltage is non-zero. This non-uniform field during the extraction
time influenced the focusing quality of the ion stack and reduced the ex-
perimental resolution obtained, as can be seen from the measured beam
spots in Figure 4.8. The high-voltage switch used had a static rise time
of about 35 ns, which is relatively long. Additionally, we tried switching
both repeller and extractor simultaneously, but this resulted in an even
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Figure 4.8: Switching the extraction field at different timings. Left: beam spot
intensity of j = 1/2, e (red) and j = 1/2, f (blue) signal as a function of extraction
field time. Intensities are normalized. Right: measured beam spots for the indi-
cated trigger times (A)-(C). The extractor voltages were optimized to result in the
best velocity mapping conditions.
lower focusing quality. This can be attributed to the difficulty arising
from getting the correct switching time of the repeller and extractor that,
due to their different physical properties, might not be the same.
4.4.3 Ionization threshold
The excess energy of the NO molecule due to ionization is distributed over
the parent ion and the emitted electron. The more excess energy available
in the parent ion, the larger the recoil velocity, resulting in a reduction of
the experimental resolution. If ionization in an electric field takes place,
the electric field is effectively pulling on the electrons, lowering the ion-
ization energy threshold [100]. When reducing the extraction voltage in
order to, for example, lower the mixing to e-states or to increase the im-
age size, the ionization potential of NO is subsequently higher due to the
reduced electric field. Figure 4.9 shows the normalized signal count as
a function of the wavelength of the second laser pulse for the j = 1/2, f
state for different extraction voltages.
When decreasing the extraction voltage one should take into account
to adjust the wavelength of the ionization laser correspondingly to main-
tain the same signal levels. The other way around, when increasing the
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Figure 4.9: Normalized ion yield of the j = 1/2, f state for different extraction
voltages as a function of the wavelength of the second laser.
extraction voltage, one should increase the wavelength to keep the mag-
nitude of ion recoil induced by the second laser pulse to a minimum. The
magnitude of the recoil, vrecoil, induced by the second laser pulse can be
calculated from the following formula:
vrecoil =
√
2me
m2ion
(EREMPI − IP ) (4.2)
Here, IP is the ionization potential, EREMPI the photon energy of both
photons combined and me and mion the electron and ion mass, respec-
tively. From this formula it follows that a 500 pm more blue laser pulse
results in, roughly, 0.5 m/s extra ion recoil, which is much smaller than
the detector calibration for the experiments described in this thesis, and
therefore hardly noticeable. Tuning the wavelength of the second laser
pulse more to the ionization threshold does not provide a much better ex-
perimental resolution but, as we experienced, could induce an increase
in non-resonant ionization, accompanied by large recoil energies for the
ions. It should be noted that ion recoil is an absolute value, regardless
of the ion stack magnification factors, whereas the calibration of the de-
tector does depend on these settings. When very low extraction fields
are used or when sub-pixel centroiding is equipped, resulting in calibra-
tion below 1 m/s, this ion recoil could start influencing the experimental
resolution significantly.
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4.4.4 Imperfect velocity mapping
The fields created by an ion stack in the ionization region are supposed to
be uniform. This way, all ions, regardless of their ionization position, ex-
perience the same focusing effect, resulting in perfect velocity mapping.
In practice, it is rarely the case. If simulations on scattering processes
need to be compared to experimental scattering images, this blurring of
the ion images due to imperfect velocity mapping should be known. The
influence and magnitude of this blur can be determined by looking at the
size of the velocity-mapped NO packet exiting the Stark decelerator. Be-
cause the beam spreads of this packet are known very precisely, it can
be compared to the size of the velocity-mapped packet in the experiment.
The difference gives an indication of how large the effect of blur is. In
Figure 4.10, an NO packet travelling 390 m/s is velocity mapped by the
improved imaging detector [90]. A distribution for the packet was ob-
tained by fitting a Gaussian distribution. From simulations it is known
that the velocity distributions should be 2.1 and 0.6 m/s (1σ) for the lon-
gitudinal and transversal velocity of the parent beam spot, respectively.
Compared to the Gaussian fit, as shown in figure 4.10, this indicates a 1
pixel blur. This value takes the effect of possible ion recoil into account.
This blur can be taken into account in the simulations when reproduc-
ing an experimental image. It should be noted that this blur indicates a
lower limit of imperfect velocity mapping: the ion stack settings are tuned
such that the beam spot coming from the decelerator is optimally velocity
mapped. Consequently, when using different velocities of the NO or when
probing scattering processes in which a large Newton sphere is detected,
the contribution of blurring due to imperfect velocity mapping will most
likely increase.
4.4.5 Slicing
When employing the VMI technique, a three-dimensional Newton sphere
is crushed onto a two-dimensional detector. The rotation over the az-
imuthal angle is crushed onto a plane, which causes structures that are
present at larger azimuthal angles to be superimposed onto smaller an-
gles, effectively blurring the image. The negative effects of crushing are
most pronounced in regions where the rotation over the azimuthal an-
gle is small, i.e., backward and forward scattering. Multiple methods are
available to retrieve the original angular distribution, such as sliced imag-
ing [90, 101–103], coincidence imaging [104], the Abel inversion method
[105], onion peeling [106] and the recently developed finite slice analysis
(FinA) program [107, 108].
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Figure 4.10: Left: velocity mapped NO packet exiting the Stark decelerator. The
experimental (red) longitudinal (middle) and transversal (right) velocity spreads of
the packet are shown. These distributions are fitted with a Gaussian distribu-
tion (blue) of 2.8 and 2.0 m/s (1σ) for the longitudinal and transversal velocity,
respectively. This indicates a blur of about 1.5 m/s, corresponding to roughly 1
pixel, due to imperfect velocity mapping of the ions.
In direct-current sliced imaging, the created Newton sphere is, after
ionization, slowly extracted by low electric fields and accelerated towards
the detector where a time-gated MCP records its centre slice. The slow
extraction field results in long turn-around times for ions moving to-
wards the repeller, effectively increasing the size of the Newton sphere in
time. Experimentally, direct-current slicing is easy to implement, but has
mainly been preserved for high-resolution photo-dissociation processes.
The reason for this is the small kinetic energy release of the created ions
in rotationally inelastic scattering experiments. The turn-around time tR ,
which can directly be related to the total ion cloud size, can be calculated
via [102]:
tR = −m vZ
qEZ
(4.3)
where m is the mass of the ion, vZ the velocity along the time-of-flight, q
the electric charge and EZ the electric field strength. In the experiments
described in this thesis, vZ is typically 50-500 m/s and voltage differences
of 50-500 Volts are applied between the repeller and extractor spaced 10
mm apart. This gives ion cloud sizes between, approximately, 0.5 and
50 ns, which requires very fast gating times. Extracting only the centre-
slice, for example the centre 10% of the crushed sphere, would require
close to impossible gating times. To increase the ion cloud size, different
electrostatic lenses configurations have been developed, ranging from 2-3
focusing plates [90] to over 25 [102], to allow for low extraction voltages
while maintaining the possibility to velocity map ions. Still, for the very
low collision energies in our experiment, it will remain challenging to
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apply this technique successfully.
The largest vZ values in our experiments are obtained when employing
a 180◦ collision angle. As will be shown in the next chapter, a collision an-
gle of 180◦ results in cylindrically symmetrical images, allowing the usage
of the Abel inversion method, which effectively cancels the contribution
of the crushing. For non-zero or 180◦ collision angles, this method is not
applicable however, due to the absence of inherent cylindrical symme-
try. Recently, the finite slice analysis method has been developed [107],
which allows for reconstruction of the centre slice for images obtained
with any collision angle. Another method which can be used, although
more costly, is coincidence imaging [104]. Here, the luminescence of the
phosphor screen is recorded simultaneously by a fast frame camera and
a single anode photomultiplier tube (PMT) coupled to a high-speed digi-
tizer. For systems in which only a few ions per laser shot are detected,
the PMT registers the arrival time and couples this to the detected event
obtained by the fast camera, allowing for a reconstruction of the New-
ton sphere. Many variations of this detection method exist, and they
can differ in time-resolution, pixel size and repetition rate of the camera
[104, 109–113].
In the experiments described in this thesis, only the Abel inversion
method was used. At high collision energies, the structures in the DCS
became so small that the crushing of the Newton sphere resulted in a
significant reduction of the experimental resolution. As will be shown in
Chapter 6, at very low collision energies most angular structures in the
DCS become very large and the obtained angular distributions suffer only
mildly from crushing effects. Additionally, at these collision energies the
ion cloud size was so small that slicing would become rather difficult from
an experimental point of view. In the future, however, we plan to investi-
gate whether advanced VMI detectors, the FinA program and coincidence
imaging can help increasing the experimental resolution.
4.4.6 Event threshold and centroiding
In the imaging experiments we performed, a CCD camera took a picture
of a luminescent phosphor screen. The bright spot on a phosphor screen
is, however, much larger than the single micro-channel pore in which the
initial ion impinged. The original location can be obtained by employing
centroiding software: by fitting a Gaussian distribution over the bright
spot recorded by the camera, the centre of the original ion impact can
be determined. In principle, this centre can be determined with a higher
accuracy than a camera pixel, allowing for sub-pixel centroiding. This
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sub-pixel centroiding can significantly increase the resolution, although
it should be ensured that the obtained resolution is not higher than the
pore-size of the MCP, as this can result in experimental artefacts, such
as Moiré patterns [92]. The disadvantage of sub-pixel centroiding is the
increased number of (artificial) pixels, resulting in a reduced signal in-
tensity per pixel. Whether applying sub-pixel centroiding is favourable
depends on the scattering system under investigation, Newton sphere ra-
dius and size of the possible structures in the experimental image that
one wants to resolve.
Additionally, the software used in our experiments allowed for setting
a threshold on when a detected spot on the phosphor screen should be
recorded as a scattered ion. Increasing this event threshold limited the
contribution of ambiguous luminescent spots to the total scattering in-
tensity by only recording the most intense spots as an event. Higher
thresholds are desired when many scattered ions are detected, especially
if they impinge on the same area, resulting in ambiguous spots of which
the centre is not well-known. The latter can occur when the angular dis-
tribution is focused around one specific scattering region or when probing
very small Newton spheres. A reduction of the threshold is desired when
hardly any scattering signal can be retrieved: although the experimental
resolution is reduced, the increased signal intensity often could compen-
sate this. No general rule is applicable on which threshold should be
set for which scattering system, as the beam densities, cross sections,
laser powers etc. can differ significantly for each scattering system under
investigation.
4.5 Conclusion
This chapter discussed a large amount of parameters, settings and scat-
tering effects that could, and perhaps should, be taken into account when
aiming for high-resolution scattering images using a Stark decelerator.
How to record these high-resolution scattering images shown in this the-
sis was not known from the start, but was developed over time, and will
most likely continue to develop in the future. For this reason, the chosen
settings might deviate slightly in the following chapters.
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High-resolution imaging of velocity-controlled
molecular collisions using counterpropagating
beams
5
In this chapter, high-resolution measurements of state-to-state
inelastic differential cross sections for NO-Ne and NO-Ar colli-
sions, obtained by combining the Stark deceleration and ve-
locity map imaging techniques are presented. We show that
for counterpropagating crossed beam geometries, the effect of
the velocity spreads of the secondary beam on the angular res-
olution of the images is minimized. Furthermore, the coun-
terpropagating geometry results in images that are symmetric
with respect to the relative velocity vector. This allows for the
use of inverse Abel transformation methods that enhance the
resolution further. State-resolved diffraction oscillations in the
differential cross sections are measured with an angular res-
olution approaching 0.3◦. Distinct structures observed in the
cross sections gauge the quality of recent ab initio potential en-
ergy surfaces for NO-rare gas atom collisions with very high
precision.
Based on
High-resolution imaging of velocity-controlled molecular collisions using counterpropagating
beams, S.N. Vogels, J. Onvlee, A. von Zastrow, G.C. Groenenboom, A. van der Avoird and
S.Y.T. van de Meerakker, Phy. Rev. Lett. 113, 263202 (2014)
Resolving rainbows with superimposed diffraction oscillations in NO + rare gas scattering:
experiment an theory, J. Onvlee, S.N. Vogels, A. van der Avoird, G.C. Groenenboom and
S.Y.T. van de Meerakker, New J. Phys. 17, 055019 (2015)
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5.1 Introduction
In our experiments, only one of the reagent beams is velocity-controlled
using a Stark decelerator. The image resolution is then limited by the
relatively large velocity spread of the collision partner – which is produced
via conventional beam methods. Although reduction of this spread using
mechanical velocity filters appears feasible, it will be difficult to reach
the narrow distribution that is readily achieved for the Stark-decelerated
reagent beam.
In this chapter, we demonstrate a method to minimize the contribu-
tion of the collision partner’s velocity spread to the angular resolution
of the scattering images. Exploiting the favourable kinematics present
when counterpropagating beams are used, we obtain record-high angu-
lar resolutions and thereby probe DCSs with a very high accuracy. This is
illustrated by fully resolving diffraction oscillations in state-to-state DCSs
for NO-Ne and NO-Ar collisions. For NO-Ar, we observe distinct features
in the diffraction pattern that appear extremely sensitive to the details of
the PESs. These features are used to gauge the quality of two PESs for
this benchmark system.
The use of counterpropagating beam geometries in crossed-beam ex-
periments is rather unconventional. Henning Meyer successfully used
counterpropagating pulsed beam scattering techniques in the early 90’s
to facilitate measurements of angular resolved state specific product dis-
tributions using time-of-flight detection of the scattered molecules [114],
but the technique has hardly been used ever since.
5.2 Optimized scattering kinematics
The influence of the crossed beam geometry on the kinematics and reso-
lution of the experiment is illustrated in Figure 5.1. For the sake of the
argument, Newton diagrams are shown for the scattering of two beams
containing particles of equal mass and equal pre-collision mean velocity.
Beam crossing angles of 90◦ and 180◦ are assumed in panels a and b, re-
spectively. We approximate the kinematics present in our crossed-beam
experiments (a Stark-decelerated beam with mean velocity v1 crosses with
a conventional beam with mean velocity v2) by assuming that only the
conventional beam has a non-zero velocity spread. To model a struc-
tured DCS, we consider a hypothetical DCS that exhibits a series of block
functions, indicated by coloured stripes, that are spaced with an angu-
lar interval of 12.5◦. Newton diagrams are shown for scattering with the
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aa b
Figure 5.1: Newton diagrams describing the scattering of two beams with parti-
cles of equal mass and equal mean pre-collision speed, for a beam crossing angle
of 90◦ (a) and 180◦ (b). The beam with mean velocity v1 is assumed to have zero
velocity spread, whereas the other beam has a large velocity spread. A structured
DCS is assumed as indicated by stripes. The relative velocity vectors (vrel), the
centre-of-mass positions (CM), and the scattering deflection angle θ are indicated.
We use the convention that θ = 0◦ and θ = 180◦ corresponds to forward and back-
ward scattering, respectively. Note the different ring radii for the two situations,
reflecting the higher collision energy for a counterpropagating geometry.
mean velocity (blue), and the two outermost values from the beam distri-
bution (red and green).
It is seen that for scattering angles around forward scattering (θ ≈
0◦), where the most detailed structures in DCSs are typically found at
relative high collision energies, the velocity spread of the collision partner
does not contribute to the image blurring when a counterpropagating
beam geometry is used. The angular image resolution is then exclusively
determined by the angular spread of the beam, and high angular image
resolutions can be achieved by simply collimating the beam. This sharply
contrasts the situation for a 90◦ crossing angle. Here, the velocity spread
of the collision partner results in both radial and angular blurring of the
image; angular image resolutions can only be significantly improved by
reducing the velocity spread of the collision partner.
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The counterpropagating geometry has the additional advantage that
scattering images are in principle cylindrically symmetric with respect to
the mean relative velocity vector of the colliding beams (see Figure 5.1).
This allows for the use of inverse Abel transformation methods to retrieve
the angular scattering distributions that underlie the three-dimensional
Newton spheres. This transformation effectively cancels the additional
blurring of images that occurs when these Newton spheres are projected
onto the detector plane [8]. Again, this sharply contrasts the situation
for a 90◦ crossing angle. Here, the inherent angular and radial resolu-
tion is different in every part of the image, and symmetry with respect
to the mean relative velocity is broken. Further asymmetry in image in-
tensity arises that is related to a detection bias for low laboratory recoil
velocities which are preferentially found on one side of the image [93].
Together, these asymmetries have thus far prevented the use of Abel in-
version methods in crossed-beam scattering experiments. Methods to
improve image resolutions by recording only a central slice of the Newton
sphere have been developed [90, 102], but in crossed-beam experiments
one cannot always afford the inherent reduction in signal intensity. Ei-
ther way, complex forward iterative methods are required to disentangle
instrument dependent detection probabilities from the desired scattering
intensity distribution.
5.3 Experimental set-up and analysis
We produced a molecular packet of NO (X 2Π1/2, j = 1/2, f ) radicals with a
mean velocity of 350 m/s, a longitudinal velocity spread of 2.1 m/s (1σ),
and a transversal velocity spread of 0.6 m/s (1σ) by passing a beam of NO
through a 2.6-m-long Stark decelerator [46]. The packet of NO collides
with a beam of Ne or Ar atoms at a beam intersection angle of 180◦,
resulting in a relatively high collision energy of 720 cm−1 and 725 cm−1
for NO-Ne and NO-Ar, respectively. The rare gas atom beam is collimated
by placing a 1-mm-wide slit between the 2-mm-diameter skimmer and
the interaction region. Scattered molecules are detected state-selectively
using a two-colour laser ionization scheme and a standard VMI geometry
[8, 46]. The two laser beams are directed parallel to the detector plane,
and cross each other at right angles. The probe laser makes an angle
of 45◦ with respect to the NO propagation direction, and its polarization
is parallel to the detector plane. Each image is averaged over 500,000
shots.
Figure 5.2(a) and (b) depict the experimental scattering images for in-
elastic collisions of NO (X 2Π1/2, j = 1/2, f ) with Ne and Ar that excite the
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Figure 5.2: Parts of experimental ion images for inelastic collisions of NO (j =
1/2, f ) with Ne (a) and Ar (b) atoms, exciting the NO radicals to the j = 3/2, e
and j = 5/2, e state, respectively. The NO and rare gas atom beams propagate in
the zˆ and −zˆ directions, respectively. Small segments of the distributions around
forward scattering are masked due to imperfect state selection of the NO packet.
NO radicals to the j = 3/2, e and the j = 5/2, e state, respectively. A clear
oscillatory structure – originating from the quantum mechanical nature
of molecules that leads to diffraction of matter waves during molecular
collisions – is observed for both scattering systems. The j = 3/2, e channel
for NO-Ne has a relatively large integral cross section of 2.7 Å2, and the
well-separated diffraction oscillations in this system could be observed
in our previous experiments using a 90◦ beam crossing angle [44]. Com-
parison with the present results shows that when a counterpropagating
geometry is used, a superior angular resolution is obtained, even though
the collision energy is higher, resulting in a smaller peak-to-peak sepa-
ration of the diffraction peaks. The j = 5/2, e channel for NO-Ar has an
integral cross section of only 0.77 Å2, and despite various efforts we have
been unable to resolve oscillations in the DCS for this system in previous
experiments. The channel displays one of the richest diffraction struc-
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tures that we have identified thus far, with a peak-to-peak separation
between individual diffraction peaks of 1.6◦. The clearly resolved oscilla-
tions observed here for this system are a testimony of the high angular
resolution afforded by the counterpropagating geometry. It is noted that
a small segment of the distribution around forward scattering is affected
due to imperfect state selection of the NO packet. In this area, the scat-
tering intensity distribution cannot be trusted, and we manually set the
intensity to zero, resulting in the black square. The area in which we
cannot trust the data is only 2x2 pixels in size, but to be conservative we
discard the data within 7x7 pixels.
As expected, the images are (almost) symmetric with respect to the
relative velocity vector. Within our experimental geometry, Doppler and
collision induced alignment effects cause a small dependence of the de-
tection probability on the angle between the recoiling molecule and the
propagation direction of the excitation laser. However, this asymmetry
in intensity does not affect the inherent radial and angular resolution on
either side of the image, and can easily be accounted for from the known
geometry of the experiment. We apply a Doppler correction based on the
geometry of the experiment, where we assume that the Doppler effect is
mainly caused by the excitation laser with a bandwidth of 0.08 cm−1. No
indications were found that collision induced alignment plays a signifi-
cant role for the inelastic channels studied here.
After correction, the symmetric images allow for the use of inverse Abel
transformation methods to enhance the resolution further. Using the BA-
SEX suite of programs without Tikhonov regularization [115], images as
shown in Figure 5.3a and b are obtained for the two scattering systems.
The oscillatory structure is retrieved with a much higher resolution, as is
also clear from the three-dimensional representation of the data shown
in panels c and d. The inverse Abel transformation introduces noise on
the central line of the image, which is the line superimposed on the rela-
tive velocity vector of the collision system. We therefore discard the data
on this central line, resulting in a white stripe of zero intensity around
forward scattering in the three-dimensional representation of the data.
Additional effects exist, related to the kinematics of the experiment,
that lead for example to a strong detection bias towards forward scat-
tering. NO molecules that collide with the Ne or Ar before reaching the
ionization volume, scatter in the forward direction and are to be found in
the ionization volume when the lasers arrive cause this bias. In the case
of a counterpropagating beam geometry, this detection bias for forward
scattering results in a correction factor that is equal on both sides of the
image, i.e., the inherent radial and angular resolution on either side of
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Figure 5.3: Abel-inverted versions of the experimental ion images of Figure 5.2,
together with the corresponding three-dimensional representation of the scatter-
ing distributions, for NO-Ne (a and c) and NO-Ar (b and d) collisions, respectively.
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the image is equal. We can thus easily correct for the effect by calculating
the apparatus function that gives the detection probability as a function
of the scattering angle θ. This apparatus function is calculated using
simulations of the experiment that are based on the temporal, spatial
and velocity distributions of both beams, as well as on the spatial overlap
of the laser beams with the scattering volume. The DCS of the scattering
process under study is then evaluated by dividing the angular scattering
distribution from the experimental Abel inverted image by the apparatus
function. This experimentally determined angular distribution can now
directly be compared to the DCS that is predicted by QM CC calculations.
5.4 Results and discussion
Figure 5.4 shows the angular intensity distributions (red curves) that are
inferred from the experimental image intensities. The DCSs at the mean
collision energies of the experiment, that are predicted by high level ab
initio quantum mechanical close-coupling (QM CC) calculations that use
the most recent NO-Ne and NO-Ar PESs presently available [116], are
shown as well (black dashed curves).
The experimentally obtained scattering distributions are fully consis-
tent with the DCSs predicted by theory. In particular, the angles at which
diffraction peaks are found are in excellent agreement with the theoret-
ical predictions. By definition, the theoretical DCSs presented in Figure
5.4 predict the angular distributions that would be measured in the ‘per-
fect’ experiment in which no beam spreads or other factors that limit
experimental resolution are present. It is seen that in our experiments,
beam spreads and other experimental factors reduce the visibility of the
diffraction structure by about a factor 2 - 3 only. We estimate the angu-
lar resolution of the experiment by convoluting the DCSs predicted by the
QM CC calculations with a Gaussian distribution of variable width. Best
agreement with the experimental distributions is found for widths (1σ) of
0.45◦ and 0.35◦ for NO-Ne and NO-Ar, respectively.
The observed diffraction structure is an excellent proxy for the qual-
ity of computed PESs. For the j = 5/2, e channel of NO-Ar, there is one
specific peak observed at θ ∼ 3.6◦, as indicated by the green arrow, that
appears to be extremely sensitive to the exact details of the PES. This
is illustrated in Figure 5.5(a) that shows the scattering intensity around
forward scattering for NO-Ar on an enlarged scale. The experimentally ob-
tained distribution is compared with the distributions that are expected
from two different NO-Ar PESs: one developed by Cybulski et al. in 2012
and one by Alexander from 1999 [117]. Both potentials are of high quality
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Figure 5.4: Experimental angular scattering distributions (red curves) for in-
elastic collisions of NO (j = 1/2, f ) with Ne (a) and Ar (b) atoms, exciting the
NO radicals to the j = 3/2, e and j = 5/2, e state, respectively, together with the
theoretically predicted DCSs by Cybulski et al. (black dashed curves).
but the existence of this peak in the DCS is predicted by the Alexander
PES only.
The origin of the peak at θ ≈ 3.6◦ for the j′ = 5/2, e channel in NO +
Ar is investigated by looking at the contribution to the total scattering
intensity from individual partial waves, the so-called opacity functions,
that are derived from both PESs. The opacity functions that result from
the Cybulski PESs (black dashed curve) and the Alexander PESs (black
solid curve) are shown in Figure 5.5(b) on a semi-logarithmic scale. This
figure reveals that the opacity functions are very similar for partial waves
up to J ≈ 150.5, but differ significantly for partial waves 150.5 ≤ J ≤ 250.5.
The opacity function takes values below 10−4 in this region. The glory
point is found at J ≈ 110.5, as is indicated by the green arrow in Figure
5.5b.
The influence of these partial waves on the angular distribution is
investigated by calculating the DCS using only partial waves within a
restricted window of values of the total angular momentum J . Figure
5.6 shows the DCS that results from both PESs in the following three
situations: all partial waves with J ≤ 250.5 are taken into account (blue
solid curve); only partial waves with 90.5 ≤ J ≤ 150.5 around the glory
point are taken into account (black dashed curve); only partial waves
with 90.5 ≤ J ≤ 250.5 are taken into account (red dotted curve). It is
checked that partial waves with J > 250.5 do not influence the results.
The general structure in the DCS is dominated by partial waves 90.5 ≤
J ≤ 150.5. These partial waves yield a DCS that is almost identical to
the DCS obtained with all partial waves. This is in particular the case for
scattering angles θ > 5◦, where a regular pattern of diffraction oscillations
is observed.
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For smaller scattering angles, however, the DCS changes significantly
when additional partial waves with J > 150.5 are taken into account.
The scattering in this area is therefore extremely sensitive to small vari-
ations in the contribution of partial waves with very high values of J (i.e.
J > 150.5). This explains why the Cybulski and Alexander PESs yield
identical DCSs for θ > 5◦, but differ significantly in their prediction for
the region 0◦ ≤ θ ≤ 5◦. This seems odd, since the more recent PESs
of Cybulski et al. [116], calculated with superior computational power,
appears to show worse agreement with the experiment than the 15-year
old Alexander PESs [117]. A possible explanation for this observation
lies in the long range part of the PESs of Ref. [116]. We found by in-
spection that Cybulski et al. used an expansion of the potential that is
not completely correct, resulting in a numerical error which is small for
most NO-Rg distances, but relatively large in the long range. Hence, the
PESs of Ref. [116], although perhaps superior to the Alexander PESs [117]
for shorter distances, behave slightly incorrectly for very large distances.
Since the behaviour of the PESs at such large distances turns out to be
essential to obtain the interference between partial waves with very large
values of J that causes the peak in the DCS observed experimentally at
θ ≈ 3.6◦, it might well be that the formally incorrect angular dependence
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Figure 5.5: a) Enlarged section of the experimental scattering distribution for
NO + Ar collisions exciting the NO into the j′ = 5/2, e state (red curve), together
with the DCSs predicted by the Cybulski (black dashed curve) and Alexander
(black solid curve) PESs. b) Semi-logarithmic plot of the corresponding opacity
functions, based on the Cybulski (black dashed curve) and Alexander (black solid
curve) PESs. The green vertical arrow indicates the glory partial wave.
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Figure 5.6: DCSs predicted by the Alexander PESs (a) and Cybulski PESs (b),
when only a selected window of partial waves is taken into account. Blue solid
curves: all partial waves are taken into account. Black dashed curves: only
partial waves with 90.5 ≤ J ≤ 150.5 are taken into account. Red dotted lines: only
partial waves with 90.5 ≤ J ≤ 250.5 are taken into account.
of the PESs of Cybulski et al. explains why these PESs fail to predict this
peak.
Although the Alexander PESs predict a peak at θ ≈ 3.6◦ and thus yield
better agreement with our experiments, both PESs fail to agree quantita-
tively with the DCS that is measured experimentally for θ < 5◦. However,
the ability to experimentally resolve and study these details in the DCS
as demonstrated here offers new tools to compare experiment and theory,
even for well-known systems such as NO-Rg studied here.
5.5 Conclusion
We have shown that in crossed-beam scattering experiments, the ability
to resolve structures in DCSs can be significantly enhanced using a beam
crossing angle of 180◦. For scattering angles around forward scattering,
the contribution of the velocity spread of the beam(s) to the angular reso-
lution is effectively eliminated. The beneficial kinematics afforded by the
counterpropagating geometry allows for the use of inverse Abel transfor-
mation methods, facilitating the measurement of DCSs with high sensi-
tivity and angular resolution. This allows for the observation of detailed
structures in the DCSs that provide unique and stringent tests to gauge
the quality of PESs and quantum scattering calculations. The peak ob-
served at θ = 3.6◦ for NO + Ar, and the comparison with two PESs for this
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system, is an example of the level of detail that can now be reached, and
the prospects this yields to advance theoretical methods and fitting pro-
cedures. In fact, close inspection of other experimental data also reveals
a mismatch between theory and experiment for the j′ = 3/2, e state of NO
+ Kr (data in [79]). Here, theory predicts a peak in the diffraction pattern
at θ ≈ 6.3◦, whereas this peak appears absent in the experiment.
Our approach appears particularly beneficial in scattering experiments
that employ Stark-decelerated beams, but crossed-beam experiments us-
ing two conventional beams may also benefit from a 180◦ crossing angle.
It is noted that the arguments outlined here for a counterpropagating ge-
ometry also hold for merged beam scattering, i.e., experiments that use
a beam crossing angle of 0◦ [64]. This offers prospects for achieving opti-
mal image resolutions in experiments that aim for low collision energies;
an interesting approach to probe DCSs at collision energies where the
scattering is dominated by quantum scattering resonances.
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Imaging partial wave resonances in low-energy
NO-He inelastic collisions
6
In molecular collisions, resonances occur at specific energies
where the colliding particles temporarily form quasi-bound com-
plexes, resulting in rapid variations in the energy dependence
of scattering cross sections. Experimentally, it has proven
challenging to observe such scattering resonances, especially
in differential cross sections. In this chapter, we discuss the
observation of resonance fingerprints in the state-to-state dif-
ferential cross sections for inelastic NO-He collisions in the 13
to 19 cm−1 energy range with 0.3 cm−1 resolution. The ob-
served structures were in excellent agreement with quantum
scattering calculations. A partial-wave analysis revealed the
origin of the observed resonances, and they were identified as
two shape and a Feshbach-shape resonance.
Based on
Imaging resonances in low-energy NO-He inelastic collisions, S.N. Vogels, J. Onvlee, S.
Chefdeville, A. van der Avoird, G.C. Groenenboom, and S.Y.T. van de Meerakker, Science
350, 787 (2015)
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6.1 Introduction
Interactions between microscopic objects such as atoms and molecules
require a full quantum mechanical description. In contrast with molecu-
lar spectra, where the discrete lines and bands directly reveal the quan-
tized energy levels of the molecule, the quantum nature of molecular colli-
sions is more subtle. In addition to the internal states of the molecule, the
angular momentum associated with the relative motion of the particles is
also quantized. This relative motion is described by a set of partial waves
with integer quantum number ℓ. The partial wave quantum number ℓ is
the quantum mechanical analogue of the classical angular momentum
L = µvb, where µ is the reduced mass, v is the relative velocity of the
colliding particles, and b is the impact parameter (see Chapter 2). Unrav-
elling the contribution of each individual partial wave to a collision cross
section would provide the ultimate information that can be retrieved from
any collision event. Experimentally, however, it is impossible to select a
single partial wave from the pre-collision conditions, and to study how
the interaction transforms it into post-collision properties. The num-
ber of contributing partial waves depends on the de Broglie wavelengths
of the particles; observable quantities such as scattering cross sections
therefore necessarily represent the quantum mechanical superposition
of many partial waves. Classically, this can be compared to the unavoid-
able averaging over all possible impact parameters of the two colliding
particles. Single partial wave collisions are only found at temperatures
approaching zero kelvin, where the scattering is governed by the wave
with the lowest possible value for l. Collisions between ultra-cold atoms
and molecules near quantum degeneracy, for instance, are exclusively
governed by partial waves with l = 0 (s-wave) or l = 1 (p-wave).
At low temperatures, special conditions exist where a single partial
wave can dominate the scattering process, mitigating this fundamental
obstacle. When the collision energy is resonant with a quasi-bound state
supported by the interaction potential, the incident particles can tem-
porarily form a long-lived complex. At these energies, a resonant partial
wave ℓres may dominate over all other partial waves, and there will be a
strong enhancement of the scattering cross section. For atom-molecule
collisions, these so-called scattering resonances may be regarded — in
a simplified picture — either as the orbiting of the atom around the
molecule (a shape or orbiting resonance), or as the transient excitation
of the molecule to a state of higher energy (a Feshbach resonance). Af-
ter some time, however, the complex falls apart and decays back into a
separate atom and molecule [118].
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Scattering resonances are the most global and sensitive probes of
molecular interaction potentials. They depend on both the long range
attractive and the short range repulsive part of the potential, as well as
on the van der Waals well; they are not only sensitive to the shape of
the well — as are the spectra of molecular complexes — but also to the
depth of the well relative to the dissociation limit. Measurements of the
resonance position and width in the ICS probe the energy and lifetime of
the quasi-bound state from which the resonance originates. Such obser-
vations may thus be regarded as a type of collision spectroscopy. Still,
they do not yield information on the partial wave composition of the res-
onance. More information on the collision dynamics is inferred from the
DCS at the resonance energy. The structured DCS represents the partial
wave fingerprint of the collision process, and offers at the resonance the
opportunity to experimentally probe the relation between incoming, res-
onant, and outgoing partial waves. This gives detailed insights into the
most fundamental question in molecular collision dynamics: how does
the interaction potential transform the reagents into the collision prod-
ucts?
Whereas scattering resonances are well-known in electron, neutron
and ultra-cold atom scattering, the observation of scattering resonances
in molecular systems has been a quest for decades. Experimentally, it
has proven extremely challenging to reach the required low collision en-
ergies and high energy resolution to observe and characterize partial wave
resonances. In crossed beam experiments, signatures of scattering res-
onances have been observed in reactive systems with a low excitation
barrier, such as the benchmark F + H2 and F + HD reactions, using the
powerful Rydberg tagging technique to record the angular distribution of
the H or D products [61–63, 65, 119–121]. In these systems, the res-
onance is associated with the formation of transiently stable transition-
state structures. High-resolution anion photodetachment spectroscopy
in combination with accurate calculations has recently allowed the ob-
servation and characterization of previously unresolved reactive scatter-
ing resonances in this system [122]. Using a merged beam approach,
resonances have recently also been observed in ICSs for Penning ioniza-
tion processes at collision temperatures in the mK regime [15, 64]. Even
more recently, resonances were observed in inelastic scattering processes
at energies near the thermodynamic threshold for rotational excitation of
the molecule. Using cryogenically cooled molecular species such as CO
and O2, partial wave resonances were observed in the state-to-state ICSs
for inelastic collisions with He and H2 target beams at energies down to
4 K [14, 66, 123].
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The measurement of DCSs at scattering resonances remains a largely
unexplored frontier, in particular for species other than H and D atoms.
At low collision energies, the recoil velocities of the scattered molecules
are extremely small, and it has proven a daunting task to obtain the an-
gular resolution required to resolve any deflection structure. In this chap-
ter, we discuss the measurement of DCSs at partial wave resonances for
inelastic collisions between fully state-selected NO radicals [X 2Π1/2, v =
0, j = 1/2, f , referred to hereafter as (1/2,f )] and He atoms in a crossed
beam experiment. We combined Stark deceleration and velocity map
imaging to probe scattering resonances in the state-to-state and parity-
resolved DCSs at energies between 13 and 19 cm−1, with a spectroscopic
energy resolution of 0.3 cm−1. The high resolution afforded by the Stark
decelerator allowed us to observe structure in the very small velocity
mapped scattering images, directly reflecting the DCSs. Distinct varia-
tions in the DCSs were observed as the collision energy was tuned over
the resonances. At off-resonance energies, the DCSs were dominated by
quantum diffraction oscillations, whereas additional strong forward and
backward scattering was found at the resonance energies.
Collisions between NO and rare gas atoms represent a seminal class
of systems in rotational energy transfer, since scattering of open-shell
radical species such as NO and OH plays an important role in gas-phase
chemical kinetics, combustion, and astrochemistry. Collisions involv-
ing these radicals are governed by multiple PESs, parity selection and
propensity rules that are foreign to molecules such as CO and O2[43].
We found good agreement with the DCSs predicted by ab initio quantum
mechanical close-coupling (QM CC) scattering calculations based on ac-
curate NO-He PESs.
6.2 Experimental set-up and analysis
In the experiment, a beam of NO radicals was produced by expanding
5% NO seeded in Kr with a backing pressure of 2 bar through a NPV
[83]. The Stark decelerator was operated using a guiding phase angle
(φ0 = 0◦, s = 3), and selected NO packets of the beam with a mean velocity
that ranged between 350 m/s and 460 m/s. The produced packet had a
velocity spread of 2.1 m/s (1σ) and a transversal spread of 0.6 m/s (1σ).
The packet of NO radicals that emerged from the decelerator intersected
with the central axis of a beam of He atoms at a distance of 69 mm
from the exit of the decelerator. The beams crossed at a 45◦ angle of
incidence. The He atom beam was produced by expanding neat He with
a backing pressure of 2 bars into vacuum using a commercially available
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ELV [88]. The ELV was cooled to temperatures between 12 K and 16 K to
produce He beams with a mean velocity between 400 m/s and 480 m/s,
a velocity spread of 4.3 m/s (1σ) and an angular spread of 4.8 mrad (1σ).
Cluster formation in the He source was negligible under these operating
conditions. By tuning the NO velocity between 350 m/s and 460 m/s with
the Stark decelerator, the collision energy was varied between 13 cm−1
and 19 cm−1. The valve was positioned at a distance of 293 mm from
the interaction region. A 3 mm diameter skimmer and a 3 mm diameter
pinhole at a distance of 170 mm and 240 mm from the valve, respectively,
collimated the He beam. For beam characterization, the He atom beam
was detected using a fast ion gauge located 450 mm further downstream
from the interaction region. The arrival time distribution of the NO packet
in the interaction region had a width of about 9 µs (1σ), whereas the He
atom beam had a much longer temporal duration of approximately 23 µs.
Two pulsed dye laser systems were used to state-selectively detect the
reagent and scattered NO radicals via a (1+1′) REMPI scheme. The first
dye laser (226 nm, 5 ns pulse duration, 1 mm diameter) was used to
excite NO to the electronically excited A 2Σ+ state by inducing the (0-0)
band of the A 2Σ+ ← X 2Π transition. In all measurements the laser po-
larization was horizontally oriented. The second dye laser (328 nm, band-
width approximately 0.06 cm−1, 5 ns pulse duration, 5 mm diameter) was
pumped by a second Nd:YAG laser, and was used to subsequently ionize
the NO radicals just above the energetic threshold to reduce the ion re-
coil energy due to the ionization step to less than 2 m/s. A time delay
of 13 ns between both lasers was kept fixed for all measurements. Both
lasers were focused into the scattering volume to offer a small ionization
volume, and (depending on the amount of signal detected) attenuated to
3 - 8 µJ and 4 mJ for the first and second colour, respectively. This was
done to prevent Coulomb repulsion effects from excessive signal levels, to
obtain single events per shot, and to prevent direct (1+1) REMPI by the
first dye laser only; the (1+1) REMPI signal was typically less than 3% of
the (1+1’) signal.
At the intersection point, the ionized NO radicals were accelerated us-
ing VMI optics towards a microchannel plate (MCP) coupled to a phosphor
screen. We used ion optics consisting of a repeller and three extractor
lenses as used by Suits and co-workers [90], and we used a grounded
time-of-flight tube of 1 m length. Depending on the size of the ion cloud,
a voltage between 500 V and 2200 V was used on the repeller plate
in order to increase the size of the images. No time-slicing was possi-
ble for the small ion clouds, and the three-dimensional Newton spheres
were crushed onto the detector plane. The MCP was mass-gated to en-
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sure that only NO radicals were detected. Event counting and centroid-
ing were both employed in the data acquisition software (DaVis, LaVi-
sion GmbH). Images were recorded using a camera (PCO Pixelfly 270XS,
1391x1023 pixels), and transferred to a PC for subsequent averaging and
data analysis. The electric field in the ionization region was insufficient
to orient the NO radicals, but a small background was measured for NO
radicals in high-field seeking states due to a combination of imperfect
state-selection and minor field-induced mixing of the NO (X 2Π) Λ-doublet
levels.
To investigate possible collision-induced polarization effects, we mea-
sured for selected energies a scattering image using horizontal and ver-
tical polarization of the probe laser beam. No collision-induced polariza-
tion effects were found. It is noted that polarization effects are generally
expected to be small for transitions that induce a small change in ro-
tational angular momentum j. In addition, a possible collision-induced
polarization is expected to be largely destroyed by nuclear hyperfine de-
polarization.
Our experiment was optimized to measure angular distributions, and
the experimental settings (laser power and focal size, spatial and temporal
overlap, strong attenuation of signal levels) were carefully adjusted for
these types of measurements. These conditions, however, are not optimal
to measure ICSs. Cross sections were nevertheless measured for the
(5/2, f ) channel, without changing the experimental conditions. In these
measurements, the population in the (5/2, f ) channel was measured with
and without the He beam. Relative cross sections were then inferred from
the signal intensity difference between both measurements. The energy
dependence of the cross sections was established by correcting for the
energy dependence of the reagent NO density, for the relative velocity of
the NO-He pair, and for the energy dependence of the temporal overlap of
both beams. For the latter, we simulated the beam overlap function using
the methods that were developed by Naulin and Costes for crossed beam
experiments with a variable crossing angle [124]. Additionally, reference
measurements on the scattering signal were performed to locate any long-
term drifts in the experiment.
One of the most critical aspects of the experiment was the calibration
of the mean collision energy and energy resolution. In principle, these
followed from the mean velocities of the NO packet and He beam, their
velocity and angular spreads, as well as the mean beam intersection an-
gle. It is noted, however, that the high intrinsic collision energy resolution
of the experiment, in combination with the rapid variation of the DCS as
a function of the collision energy, imposed stringent requirements on the
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energy calibration. It is further noticed that for a given scattering image,
the mean collision energy was a complicated function of the beam overlap
function: even if all beam velocities and spreads were exactly known, and
if the geometric beam intersection angle was known with infinite preci-
sion, this still would not yield the true mean collision energy. The part
of the He beam that is closest to the Stark decelerator in space over-
lapped the NO packet first. Therefore, the mean beam intersection angle
was higher than the geometric angle of 45.0◦. Using the methods as de-
scribed in the supplementary information of Ref. [14], we estimated the
mean beam intersection angle to be 45.2◦± 0.1◦ for the energy range of
our experiment.
The collision energy was calibrated in various independent ways: in
the first method, we calibrated the pixel-to-m/s conversion factor of the
VMI set-up exploiting the extremely well calibrated velocities of the NO
radicals emerging from the Stark decelerator, as described in detail before
[44, 46]. The diameter of the scattering image then directly yielded the
mean collision energy pertaining to the image. In the second method,
we calculated the mean collision energy and energy distribution from the
well-known velocity and spreads of the NO packet, from a combination
of measured and estimated parameters of the He atom beam, and from
the simulated value of 45.2◦± 0.1◦ for the mean beam crossing angle. In
the third method, we measured the integral cross section for excitation to
the (5/2, f ) state as a function of the collision energy. This channel opens
at 13.4 cm−1, and shows a steep threshold behaviour. We compared
our experimentally determined excitation function with the theoretically
predicted one that was convoluted with a Gaussian energy distribution of
variable width. The observation of the opening of the channel determined
the mean collision energy; the energy resolution was determined from the
curves that showed best overlap with the experiment.
The energies that were derived from all three methods were consistent
with each other, although the third method yielded the highest accuracy.
We determined the mean collision energy within an experimental uncer-
tainty of ± 0.15 cm−1. The collision energy resolution was determined to
be 0.3 ± 0.1 cm−1 (1σ).
To compare our findings with theoretical predictions, we simulated for
each energy the image expected from the kinematics of the experiment
and the DCS predicted by high-level QM CC calculations. Details on the
simulations and procedures have been described in detail elsewhere [44].
The DCSs that were used as inputs to the simulations were constructed
from the QM CC calculations, taking a Gaussian energy distribution of
0.3 cm−1 into account. In the experiment, the non-perfect velocity map-
75
6Chapter 6. Imaging partial wave resonances in low-energy NO-He
inelastic collisions
ping conditions resulted in a small blurring of the images (about 1 to
2 m/s blurring). This effect was taken into account in the simulations,
assuming a Gaussian blurring distribution. In the experiment, the blur-
ring is probably not fully represented by a Gaussian profile. This, in
combination with a small contribution of (1+1) REMPI, caused the ex-
perimental images to appear slightly larger and more blurred compared
to the simulated images. This effect was mostly visible for the (5/2, f )
channel for which the images were smallest.
It is noted that the images were very small, both in velocity but also
in real size on the camera. The image diameter ranged in size between
7 and 53 camera pixels for the smallest and largest images recorded,
respectively, corresponding to a size between 0.2 mm and 1.6 mm. The
actual size of the images was thus smaller than the approximately 3-mm-
diameter reagent beams. The usage of centroiding software allowed for
obtaining subpixel resolution, increasing the pixel-size of the image.
The angular distributions of the scattered molecules in both the ex-
perimental and simulated images were determined by evaluating the in-
tensity distributions that were obtained by integrating around the image
in a narrow annulus close to the rim of the image, which directly re-
flects the DCS of the scattering process. The inner and outer diameter of
this annulus were chosen around the diameter that corresponded to the
mean collision energy at which the image was taken. The width of this
annulus was identical for all images and optimized for the signal-to-noise
ratio of the resulting angular scattering distribution. Since the images
were small, the laboratory recoil velocities of the NO radicals only showed
a small deviation from the centre-of-mass velocity. Consequently, the
images were almost symmetric in intensity and resolution with respect to
the relative velocity vector, and intensity differences due to density-to-flux
and other kinematic effects were minimal. In general, good agreement
was found between the experimental and simulated scattering distribu-
tions, although at some energies the relative intensities of the observed
features differed. This is due to the uncertainty in the calibration of
the mean experimental collision energy of ±0.15 cm−1. Small differences
between experimental and simulated images are found, in particular at
energies where the DCS varies rapidly as a function of collision energy. In
addition, the simulation seemed to systematically overestimate the scat-
tering intensity at forward scattering.
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6.3 Results and discussion
We studied inelastic collisions that excite the NO (1/2,f ) radicals into ei-
ther the (3/2,e) or the (5/2,f ) state. The (5/2,f ) channel opens within
the experimentally accessible energy range at 13.4 cm−1, and we mea-
sured the threshold behaviour in the ICS for this channel to calibrate
both the collision energy and energy resolution (shown in Figure 6.1A).
We observed a plateau just above threshold and a clear peak around 18
cm−1, which were well reproduced by the theoretical ICS convoluted with
the experimental resolution of 0.3 cm−1. These features were attributed
to a narrow (labelled II) and a broader resonance (labelled III) in the the-
oretical ICS. The theoretical ICS for the (3/2,e) state (shown in 6.1B for
comparison) showed a clear resonance (labelled I) at a slightly lower en-
ergy than resonance II.
For both inelastic channels, scattering images were measured at se-
lected energies (Figure 6.2). Depending on the energy and the final state
probed, the diameter of the low collision energy images ranged from only
a few m/s to about 60 m/s. Note that the diameter of the (5/2,f ) image
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Figure 6.1: Collision energy dependence of the integral cross section for rota-
tional excitation of NO radicals by He atoms. (A) Comparison between measured
(data points with error bars) and calculated (solid curve) state-to-state inelastic
scattering cross sections for excitation into the (5/2,f ) state. Experimental data
in a.u., arbitrary units. Each data point is averaged over 1000 laser shots with
the He and NO beams overlapping (collision signal), and 1000 laser shots with
the NO beam only (reference signal). Vertical error bars represent statistical un-
certainties at 95% of the confidence interval. The calculated cross section was
convoluted with the experimental energy resolution of 0.3 cm−1. (B) Calculated
state-to-state integral cross sections for excitation into the (3/2,e) state (green
curve) and (5/2,f ) state (red curve). (Inset) Schematic energy level diagram and
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approached zero as the energy approached the thermodynamic thresh-
old of the channel, effectively imaging the centre-of-mass velocity of the
NO-He pair. Despite their small sizes, distinct structure in the images
could clearly be discerned. At higher energies, as illustrated by the ad-
ditional images probed at 45.0 cm−1, the DCSs of both channels feature
a rich diffraction pattern that extends from forward to backward scatter-
ing. Each diffraction peak in the DCS transformed into a stripe in the
image due to the detection method employed in the experiment. At low
collision energies the number of diffraction peaks was reduced, and an
additional pattern arose in the vicinity of the resonances. As the energy
was varied in small energy steps over the resonances, a strong variation
in the angular distribution featuring pronounced forward and backward
scattering was observed.
6.3.1 Partial wave analysis
To interpret our results, we analysed the state-to-state inelastic cross
sections, and in particular the resonances. We analysed the partial waves
that characterize the entrance and exit channels, as well as the scatter-
ing wave functions in the region of the van der Waals minimum of the
potential.
In a collision, the total angular momentum J is conserved. The value
of J ranges from |j − ℓ| to j + ℓ, where j denotes the rotational quantum
number of the NO radical and ℓ is the partial wave quantum number. For
inelastic processes, j changes during the collision, and also the partial
wave ℓ is not a good quantum number and is not conserved during the
collision. We can describe the scattering process in terms of the initial
and final conditions, where we denote the partial waves by ℓin and ℓout,
respectively. We describe how at the resonance energies the values for ℓin
evolve into a resonance with quantum number ℓres to finally result in a
distribution of ℓout values, i.e., the full partial wave evolution during the
collision.
Not only the total angular momentum J , but also the total parity P
is conserved during the collision. This parity is related to the parity p of
the Λ-doublet states of the NO monomer as P = (−1)ℓp. This monomer
parity p refers to the symmetry of the electronic wave function of the NO
radical, and it is related to the spectroscopic parity ϵ as ϵ = p(−1)j−1/2.
States with ϵ = +1 and −1 are denoted by e and f , respectively. The initial
(1/2, f ) state and both the (3/2, e) and (5/2, f ) final states investigated have
p = −1.
Total and partial integral cross sections, i.e., the contributions of dif-
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Figure 6.2: Experimental (Exp) and simulated (Sim) ion images at selected colli-
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tic collisions. Right panels: (1/2,f ) → (5/2,f ) inelastic collisions. The images are
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packet. The angular scattering distributions as derived from the experimental
(blue curves) and simulated (red curves) images are shown for each channel and
collision energy.
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Figure 6.3: Partial cross sections for NO + He inelastic collisions. Left: Cross
sections for NO(1/2, f ) + He→ NO(3/2, e) + He collisions. Right: Cross sections for
NO(1/2, f ) + He → NO(5/2, f ) + He collisions. a and e: Total integral state-to-state
cross sections. b and f : Partial cross sections for P = +1 and various values for
the total angular momentum J. c and g: Partial cross sections for P = −1 and
various values for J. d and h: Partial cross sections for various values of the
incoming partial wave ℓin.
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ferent J and P to the ICSs, are shown for both inelastic channels in
Figure 6.3. The partial cross sections for 0.5 ≤ J ≤ 8.5 are shown for
P = +1 in panels b and f, and for P = −1 in panels c and g. It is seen
that the strong enhancement in the ICS for resonance I mainly results
from (J, P ) = (5.5, +1) with a second largest contribution from (4.5, +1).
Resonance II is dominated by the overlapping contributions of (4.5, +1),
(5.5, +1), (6.5, +1) and (7.5, +1), whereas the combination (3.5, −1), (4.5,
−1), (5.5, −1) and (6.5, −1) dominates resonance III.
Since the initial NO state has rotational angular momentum j = 1/2
and parity p = −1, and since both J and P are conserved during the
collision, we can uniquely allocate an ingoing partial wave ℓin to each
(J, P ) combination. For instance, the combinations (6.5, −1) and (5.5,
−1) can both be allocated to ℓin = 6. The resulting partial cross sections
for each value of ℓin are shown in panels d and h. It is observed that
resonance I is dominated by ℓin = 5, resonance II is governed by ℓin = 5
and 7, and that resonance III originates from ℓin = 4 and 6.
For each resonance we calculated the contributions of the asymptotic
NO monomer states labelled by (j, e/f ) and the different partial waves la-
belled by ℓ to the squared scattering wave functions for R values ranging
from 4 to 30 bohr. The results are shown in Figure 6.4 for the (J, P )
combinations that contribute most to each resonance, i.e., the combi-
nations (J, P ) = (5.5, +1), (7.5, +1), and (6.5, −1) for resonances I, II,
and III, respectively. The wave functions were computed at the energies
where each (J, P ) contribution to the resonance peak in the ICS has its
maximum. The figure shows clearly that for these values of (J, P ), a sin-
gle (j, e/f ) NO monomer state and partial wave ℓ dominate the scattering
wave function in the region of the van der Waals well. In other words,
each resonance corresponds to a quasi-bound state involving a specific
NO monomer (j, e/f ) state and a specific ℓ value that we will call ℓres. A
similar analysis was performed for all other (J, P ) combinations contribut-
ing to the resonances (curves not shown). For each resonance we found
the same NO state and the same value of ℓres for all of the contributing
(J, P ) combinations.
This analysis yields detailed insights into the nature of the resonances.
All three resonances are associated with the same quasi-bound state of
NO(j = 5/2, f )-He. Resonances I and II originate both from the state with
orbital angular momentum ℓres = 5, and are hence found at almost the
same collision energy around 14.8 cm−1. This energy is not far above the
energetic threshold for the opening of the (5/2, f ) channel at 13.4 cm−1.
Both resonances are associated with tunnelling through the centrifugal
barrier, and the long tails of the scattering wave functions are a direct
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Figure 6.4: Wave functions squared as a function of the radial distance R. a:
Wave functions at the resonance energy of 14.67 cm−1 for J = 5.5 and P = +1. b:
Wave functions at the resonance energy of 14.85 cm−1 for J = 7.5 and P = +1.
c: Wave functions at the resonance energy of 17.75 cm−1 for J = 6.5 and P = −1.
The rotational and Λ-doublet state of the NO radical, and the orbital angular
momentum of the NO-He complex, are given for each curve. The states that
dominate the resonances are marked with a red box.
82
66.3. Results and discussion
and clear manifestation of this tunnelling. When this complex finally
falls apart, the recoiling NO radical exits either in the (3/2, e) or in the
(5/2, f ) state, giving rise to resonances I and II, respectively. Resonance II
may thus be called a pure shape resonance. Resonance I may be referred
to as Feshbach resonance, because it is the higher lying (5/2, f ) state of
NO that mixes with the entrance (1/2, f ) and exit (3/2, e) states, but since
the (5/2, f ) state of NO is already open at the resonance energy, we could
also call it a combined Feshbach-shape resonance. Resonance III is also
found to correspond to a quasi-bound state of NO(j = 5/2, f )-He, but with
a higher orbital angular momentum ℓres = 6. This resonance is again a
pure shape resonance.
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Figure 6.5: Collision energy dependence of the partial cross sections for various
outgoing waves ℓout. A: Cross sections for NO(1/2, f ) + He → NO(3/2, e) + He
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Thick solid lines indicate the total integral cross sections.
When the NO(5/2, f )-He complexes formed at the resonance energies
finally fall apart, the NO radical may end up either in the (3/2, e) or in
the (5/2, f ) state. We analysed this process in terms of the orbital angular
momentum ℓout labeling the outgoing partial waves. Figure 6.5 displays
the partial cross sections corresponding to different values of ℓout for both
inelastic scattering channels. It shows that outgoing waves ranging be-
tween ℓout = 3 and 7 contribute to resonance I in the (3/2, e) channel, with
the dominant values being ℓout = 5 and 7. The evolution of the resonant
partial wave ℓres = 5 into this set of outgoing waves is a direct conse-
quence of the accompanying (5/2, f ) → (3/2, e) transition of the NO radical
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when the resonant complex falls apart. The total angular momentum J
is conserved, but the orbital angular momentum ℓ can change since the
rotational state of the NO molecule changes. For the resonances II and III
a different behaviour is observed. Here, the receding NO radical remains
in the (5/2, f ) state, and the values of ℓout are the same as the values of
ℓres governing the resonances, i.e., ℓout = 5 for resonance II and ℓout = 6
for resonance III.
Reso- final Energy (J, P ) ℓin ℓres ℓout Type of
nance state (cm−1) resonance
I 3/2, e 14.67 (4.5, +1)
5 5 3,4,5,6,7
j = 5/2, f
Feshbach +
shape
(5.5, +1)
II 5/2, f 14.85 (4.5, +1)
5
5 5 j = 5/2, f
shape
(5.5, +1)
(6.5, +1)
7
(7.5, +1)
III 5/2, f 17.75 (3.5, −1)
4
6 6 j = 5/2, f
shape
(4.5, −1)
(5.5, −1)
6
(6.5, −1)
Table 6.1: Summary of the relevant properties that characterize the resonances
(see text).
In table 6.1, we summarize all the relevant properties and quantum
numbers that characterize the three resonances as described above.
6.3.2 Threshold behaviour
At energies just above the threshold of the (5/2,f ) inelastic channel,
where almost all kinetic energy has been transferred into rotational en-
ergy of the NO molecule, the (5/2,f ) state can only decay with ℓout = 0
(s-wave), ℓout = 1 (p-wave) and ℓout = 2 (d-wave). The observed DCS at
13.8 cm−1 was dominated by p-wave scattering with small contributions
from s- and d-waves. At a collision energy just above the thermodynamic
threshold of a scattering channel, the scattering process is dominated by
one or a few partial waves. At the lowest energies, the scattering process
is dominated by ℓout = 0 (s-wave scattering). When the collision energy
increases, higher partial waves start participating and p-wave (ℓout = 1)
and d-wave (ℓout = 2) scattering can occur.
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Figure 6.6: Integral and differential cross sections just above the thermodynamic
threshold of the (5/2, f) channel. a: Partial cross sections for various outgoing
partial waves ℓout. b: Differential cross section at 13.5 cm−1.
This behaviour is clearly visible in the integral cross section for the
(5/2, f ) channel just above the thermodynamic threshold, shown in Fig-
ure 6.6. This figure displays the total integral cross section, as well as
the partial cross sections for various outgoing partial waves ℓout for colli-
sion energies up to 1.1 cm−1 above the thermodynamic threshold. When
the kinetic energy in the outgoing channel approaches zero, the figure
shows only s-wave scattering. When the collision energy increases by a
few 0.1 cm−1 above the thermodynamic threshold, higher partial waves
start participating and p-wave scattering (ℓout = 1) dominates the process.
Figure 6.6b shows the DCS at 13.5 cm−1, where one minimum around
90 degrees, a fingerprint of this p-wave scattering, can be observed.
6.4 Conclusion
This joint experimental and theoretical study showed that scattering res-
onances in state-to-state cross sections can now be probed with spectro-
scopic resolution, even for benchmark and chemically relevant systems
that involve open-shell species such as NO. Angular distributions mea-
sured at the resonance energies, combined with a theoretical analysis,
provided detailed information on the multichannel scattering process and
explicitly revealed the effects of the resonances.
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Bimolecular scattering resonances challenging
the Gold Standard
7
Over the last 25 years, the theoretical formalism known as
CCSD(T) has emerged as the method of choice for the ab initio
calculation of intermolecular interaction potentials; it is some-
times referred to as the Gold Standard. In general, it yields
accurate results that show excellent agreement with experi-
mental observations for a variety of energy transfer processes
in molecular collisions, and it is used to calibrate density func-
tional theory. We present measurements of low-energy colli-
sions between NO radicals and H2 molecules with a resolution
that challenges the most sophisticated quantum chemistry cal-
culations at the CCSD(T) level. Using hitherto unexplored anti-
seeding techniques to reduce the collision energy in a crossed
beam inelastic scattering experiment, a Feshbach resonance
near 14 cm−1 is clearly resolved in the state-to-state integral
cross section, and produces a unique resonance fingerprint in
the corresponding differential cross section. This resonance
structure discriminates between two NO-H2 potentials calcu-
lated at the CCSD(T) level, and pushes the required accuracy
beyond the Gold Standard.
Based on
Bimolecular scattering resonances challenging the Gold Standard, S.N. Vogels, T. Karman,
J. Kłos, M. Besemer, J. Onvlee, A. van der Avoird, G.C. Groenenboom, and S.Y.T. van de
Meerakker (submitted, 2017)
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7.1 Introduction
Intermolecular interactions depend on the electronic structure of the
interacting molecules. To describe or predict the electronic structure,
physicists and chemists in principle need to solve only one equation: the
electronic Schrödinger equation. Yet, solving this equation exactly is im-
possible for molecules, as all electrons interact with each other, leading
to the notorious electron correlation problem.
To numerically solve the electronic Schrödinger equation in the best
possible approximation, a method technically known as the “coupled-
cluster method with the inclusion of single and double excitations and
perturbative treatment of triples” [CCSD(T)] has emerged as the method of
choice. Since this method generally yields accurate interaction potentials
at a non-exorbitant computational cost, it is often referred to as “the Gold
Standard” [125, 126]. Generally, potentials calculated at the CCSD(T)
level predict molecular properties and scattering cross sections within the
experimental uncertainties. It is also used to calibrate and benchmark
Density Functional Theory (DFT) methods [127, 128], which are the work
horses of modern quantum chemistry, and which are able to handle large
molecules at much lower computational cost.
Experiments that challenge the accuracy of quantum chemistry cal-
culations at the CCSD(T) level are extremely scarce, as an exceptional
level of experimental precision is required to resolve details that are not
captured by the Gold Standard. High-resolution spectroscopy of molecu-
lar clusters is unsurpassed in probing potentials near the van der Waals
minimum [129, 130], but is not directly sensitive to the well depth be-
cause it measures differences between the bound levels of the complex.
Collision experiments probe both the repulsive parts of potentials that
determine the “shape” of molecules and the much weaker long-range in-
teractions between molecules. The most global and sensitive probes of
molecular interaction potentials are scattering resonances that can occur
in low-energy collisions. Resonances are sensitive to the repulsive and
long-range interactions that determine the shape of the potential well,
and in particular to the depth of this well. As illustrated in Figure 7.1, a
small difference in potential well depth directly results in an observable
shift of the scattering resonance energy, ERes, whereas the spectroscopi-
cally accessible differences in bound-state energies, ∆E, are less strongly
affected. As a consequence, the observation of scattering resonances in
low-energy collisions has received much attention in recent years, with
the focus to probe resonance structures in both the integral (ICS) and
differential cross sections (DCS) [14, 15, 61–68, 131]. For atom-molecule
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Figure 7.1: Illustration of two potentials V (R) (red and blue) as a function of
the internuclear distance R, that differ slightly in well depth. These potentials
support both bound states (dashed lines) and quasi-bound states (dashed-dotted
lines) that are found at different energies due to the difference in well depth. Spec-
troscopic experiments mainly probe the differences between bound energy levels
∆E, and are mostly sensitive to the shape of the well, but not its depth. Scat-
tering resonances in collision experiments sensitively probe the potential well,
including its depth. A difference in well depth directly manifests itself in a differ-
ent energy ERes for which a scattering resonance occurs.
systems, theory at the CCSD(T) level is generally capable to reproduce the
experimental observations. For the benchmark bi-molecular CO-H2 sys-
tem, resonances observed in the inelastic ICS initially required scaling of
the CCSD(T) potential energy surface [123], but excellent agreement with
theory was obtained after an overlooked experimental calibration error
was corrected [132]. Recently, excellent agreement was also obtained
with theory at the CCSDT(Q) level that is available for this closed-shell
system [133]. Theoretical description of electron correlations beyond the
CCSD(T) level was required to reproduce rate coefficients for Penning ion-
ization of H2 molecules by metastable helium atoms at energies well below
1 K [68].
In this chapter we present high-resolution measurements of both state-
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to-state integral and differential cross sections for collisions between NO
radicals and para-hydrogen molecules (hereafter noted as H2) that chal-
lenge the most sophisticated CCSD(T) potentials for a bimolecular sys-
tem. Access to the 10-18 cm−1 collision energy range where scattering
resonances occur is obtained by slowing down the H2 molecules to veloc-
ities below the cryogenic limit by mixing them with neon. An additional
advantage of this so-called anti-seeding method is that it enabled us to
probe ICSs for NO-H2 by using the scattering intensity of NO-Ne collisions
as a reference signal. A resonance structure near 14 cm−1 is clearly ob-
served in the ICS, and results in a unique resonance fingerprint in the
DCS. At energies near the resonance, we compare our observations with
predictions based on two different sets of high-quality potentials. Both
sets were recently computed for NO-H2 at the CCSD(T) level and em-
ploy only minor differences in computational recipes. The differences in
the resonance patterns predicted with the two slightly different CCSD(T)
potentials are well within what can be resolved in the experiments pre-
sented here, which may therefore be said to push the required accuracy
of quantum chemical calculations beyond the Gold Standard.
7.2 Experimental set-up and analysis
7.2.1 Experimental set-up
Inelastic collisions between NO radicals and H2 molecules were studied
using a crossed-molecular-beam apparatus that combines Stark deceler-
ation and VMI detection. Briefly, a beam of NO radicals seeded in krypton
(5%) was expanded from a NPV [83] with a backing pressure of 1 bar. After
passing a 3-mm skimmer the beam entered a 2.6-m-long Stark decelera-
tor which was operated at a guiding phase angle (φ0=0◦, s=3) and selected
NO molecules with a velocity of 390 m/s. The packet of NO exiting the
Stark decelerator had a velocity spread of 2.1 m/s and angular spread of
1.5 mrad. After exiting the decelerator the molecules intersected with a
secondary beam at an angle of 45◦.
To reach collision energies with this geometry that are sufficiently
low to access scattering resonances, H2 velocities below 900 m/s are re-
quired, which are well below the velocities that can be obtained by cryo-
genic cooling of the H2 source. We use a hitherto unexplored method
to reduce the collision energy for inelastic scattering processes, in which
heavier neon (Ne) atoms are co-expanded with the H2 beam in a 1:1 ratio.
Para-H2 was obtained by storing natural hydrogen at 20 K in a converter
with a paramagnetic powder for multiple hours. The interaction with the
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catalyst resulted in a significant depletion of the jH2 = 1 ortho state. The
purity of the H2 was verified by detecting it via a 2+1 REMPI scheme at
201 nm, using the E1Σ←X1Σ transition. Figure 7.2 shows the REMPI
spectra of H2 where the jH2 = 0 and jH2 = 1 rotational levels are probed
for natural and near-pure para-hydrogen. Because the valve is cooled to
below 100 K it is assumed that the occupation of the jH2 = 2 and higher
rotational levels is negligible. The mixture was expanded from a com-
mercially available ELV [88] mounted on a coldhead. Backing pressures
of typically 3 bar were maintained to prevent clustering. To reach suf-
ficient low beam velocities the valve temperature was tuned between 60
and 100 K to create beam velocities between 500 and 700 m/s, which
are well below the velocities obtainable with a pure H2 expansion. The
velocity and angular spread of the secondary beam contributing to the
collision signal was estimated to be 1.0% and 0.5%, respectively. Tuning
the velocity of this beam resulted in collision energies between 10 and
18 cm−1 for NO-H2 collisions and between 68 cm−1 and 115 cm−1 for
NO-Ne collisions. The obtained spectroscopic resolution ranged from 0.2
to 0.5 cm−1, where the highest (lowest) experimentally probed collision
energy corresponds to the spectroscopic resolution of 0.5 (0.2) cm−1. In
this energy range, scattering resonances are predicted for NO-H2 inelas-
tic collisions that excite NO radicals from the initial j = 1/2, f level to the
j = 3/2, e level, for instance.
The scattered NO molecules were state-selectively ionized by an ion-
recoil free (1+1’) REMPI scheme using two tuneable dye lasers that crossed
each other under 45◦ which were directed parallel to the detector plane.
The excitation laser made an angle of 90◦ with the NO beam and its po-
larization was parallel to the detector plane. Both lasers were focused to
obtain a small ionization volume. No indications were found that polar-
ization or Doppler effects play a role. The ions were velocity mapped on a
position-sensitive detector by an advanced ion stack [90] and detected by
a CCD-camera. Each image was averaged for over 60,000 shots.
Although both scattering partners had the same velocity, collisions
with each of them resulted in different Newton sphere radii due to the
different reduced masses for NO-H2 and NO-Ne scattering (figure 7.2),
which were resolved using VMI. The larger ring (hereafter referred to as
outer ring) corresponds to NO scattering on the heavier Ne atoms, while
the smaller ring (hereafter referred to as inner ring) stems from collisions
with the much lighter hydrogen molecules.
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Figure 7.2: Left: REMPI spectra from natural H2 (black) and H2 passed through
the ortho-to-para converter (red). After the converter a significant depletion of
the jH2 = 1 rotational state is observed. Right: Newton diagram for the scatter-
ing experiment, indicating the centre-of-mass (CM) points for NO-H2 and NO-Ne
collisions. In this chapter, images are presented such that the relative velocity
vector is placed horizontal, and forward scattering (θ = 0◦) is positioned on the
right hand side of the image.
7.2.2 Energy calibration
To probe resonance features in the cross sections, the calibration of the
mean collision energy in the experiment is particularly important, and its
analysis must be performed with great care. The velocity of the reagent
packet of NO is known with high precision from the settings of the Stark
decelerator, but the determination of the velocity of the secondary beam,
as well as the mean intersection angle of the colliding particles is chal-
lenging. We have developed a suite of calibration procedures to establish
the mean collision energy of the experiment, which are explained below.
In our analysis, we first estimated the velocity of the secondary beam
containing the Ne/H2 mixture based on the considerably long travel time
and distance from the nozzle to the interaction region (300 mm). Due to
the long travel time, approximately 600 µs, it is assumed that a possible
velocity slip between the Ne atoms and H2 molecules would be observable
in either the time-of-flight profile of the scattering products or by signif-
icant different beam velocities required to analyse both Newton spheres
in the experimental image. Neither was observed and we assumed that
the Ne atoms and H2 molecules had the same velocity at the interaction
region. As a second step, we analysed the diffraction oscillations present
in the outer ring, pertaining to NO-Ne collisions. These oscillations are
particularly sensitive to the exact collision energy [44], and in combina-
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tion with the diameter of the outer ring, the collision energy for NO-Ne
could be derived.
Third, the effective scattering angle between the colliding particles was
determined. This effective angle is not necessarily identical to the ge-
ometrical angle of 45◦ between the centre lines of both beams, as the
divergence of both beams in combination with detection sensitivities that
depend on laboratory-frame velocity vectors, need to be taken into ac-
count. Based on the scattering kinematics, an effective scattering angle
of 45.1◦ was determined [131]. Using this angle, and with the determined
collision energy for NO-Ne as described above, the velocity of the Ne/H2
beam could be calculated.
In order to accurately reproduce experimental images using simula-
tions, we must also take imperfections in the set-up into account that re-
sult in a small but noticeable blur in the images. We established that the
experimental blur present in our experiment is due to imperfect velocity
mapping of ions and other experimental artefacts. For this, the diffrac-
tion structure observed for NO-Ne is ideally suited. The contrast between
adjacent diffraction peaks that was observed in the outer ring, in com-
parison to simulations of the experiment, indicated a blur of 1.5 pixels.
The blur found here is fully consistent with the blur found in earlier ex-
periments on very different systems and very different collision energies,
which were conducted in the same experimental set-up [81, 131]. The
obtained experimental blur was verified by independent VMI measure-
ments on the size of unperturbed Stark-decelerated NO packets. These
beam spot sizes were compared to the velocity spreads that resulted from
simulations of the decelerator process, again resulting in a blur of about
1.5 pixels.
As a final consistency check, we verified the values found for the colli-
sion energy using independent measurements of inelastic collisions that
excite the NO radicals to the jNO = 5/2, f state. This channel opens at
the well-known energetic threshold of 13.4 cm−1. Figure 7.3 shows the
mean collision energy and its spread determined from the analysis above,
for two different collision energies just below and just above the energetic
threshold. At these collision energies, the expected scattering images for
the jNO = 5/2, f state based on simulations are shown as well. Just below
threshold, only the wing of the energy distribution can excite the NO rad-
icals. Consequently, the recorded image has a very small diameter and is
basically the centre-of-mass point. For energies just above threshold, the
image diameter increases. The size of both images is reproduced well by
the simulations.
Together, these calibration procedures yielded accurate and consistent
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Figure 7.3: Verification of the collision energy by probing the jNO = 5/2, f state.
(A) Collision energy distributions that result from the analysis of the collision
energy for experimental settings, in which the collision energy is just below or
just above the energetic threshold for scattering to the jNO = 5/2, f state (magenta
dashed line). (B) Simulations of the scattering images. (C) Experimental images
obtained at both collision energies.
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values for the mean collision energies. We use a 0.4 cm−1 uncertainty (1σ)
in our calibration of the collision energy to account for several inaccura-
cies in the experiment, simulations and analysis. This value, however, is
a very conservative estimate of the uncertainty to keep a safe margin. In
future experiments, the calibration of the experimental mean energy can,
and perhaps must, be improved using even more advanced methods in
order to narrow down this uncertainty.
7.2.3 Simulations
The experimental images were compared to images simulated using the
DCSs obtained from quantum mechanical close-coupling (QM CC) calcu-
lations. Details on the simulation program are given elsewhere [44].
7.2.4 Differential Cross Section
In the raw experimental images, the scattering intensity for NO-H2 col-
lisions is masked by crushing of the outer NO-Ne Newton sphere onto
the 2D detector. We developed a procedure to remove the contribution
of the outer ring to the scattering image. The procedure is schematically
illustrated in Figure 7.4, and described below.
In order to subtract the contribution of the Ne atoms from the total
scattering signal, we first probe the relative intensities of the NO-Ne and
NO-H2 images. This is done by analysing the scattering intensity within
the yellow box, shown in Figure 7.4(A), that is oriented perpendicular to
the centre-of-mass velocities and covers the full backward hemisphere of
the inner NO-H2 ring. Within this yellow box, for each pixel on the vertical
axis we summed the intensity found at all horizontal pixels, resulting
in the intensity profile shown by the red curve in Figure 7.4(C). In this
curve, the contribution of the NO-Ne outer ring and the superimposed
NO-Ne and NO-H2 contributions at the inner part of the image are clearly
recognized. We then simulated exclusively the NO-Ne contribution to the
image, using the DCS for NO-Ne from coupled-channel calculations and
the kinematics of the experiment. The resulting simulated image is shown
in Figure 7.4(B). For this image, we also analysed the scattering intensity
within the same yellow box as used before, resulting in the blue curve in
Figure 7.4(C). In the region where only Ne contributes, the overall shapes
of both curves are reproduced clearly, including intensity differences due
to flux-to-density effects. The quality of the simulation is confirmed by
the near-perfect match of the angular distribution for experimental and
simulated images, as shown in previous chapters.
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The simulations thus accurately describe the contribution of Ne atoms
to this part of scattering image, and if we assume that this also holds for
the part where the NO-Ne and NO-H2 images overlap significantly, we can
use these simulations to disentangle the Ne contribution from the NO-H2
image. We subtracted, pixel by pixel, the scattering intensity of the simu-
lated NO-Ne image from the raw experimental image, using a single scal-
ing factor that is determined from the integrated signal intensity within
the magenta boxes shown in Figure 7.4(C). The resulting reconstructed
image for pure NO-H2 collisions, is shown in Figure 7.4(D). This image is
not contaminated with contributions from collisions with Ne atoms, and
can be further analysed using standard image analysis methods. The
reconstruction method is very critical, and thus not sufficiently accu-
rate, near forward scattering where the NO-Ne and NO-H2 contributions
overlap, and this area is therefore discarded in the subsequent image
analysis.
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Figure 7.4: Illustration of the procedure to disentangle the NO-Ne and NO-H2
contributions to the raw experimental scattering images. (A) Raw experimental
image. (B) Simulation of the NO-Ne contribution to the image. (C) Intensity pro-
files within the yellow boxes for the experimental (red) and simulated (blue) im-
ages. (D) Magnified reconstructed image pertaining to NO-H2 scattering. (E and F)
Illustration of the image areas for both the experimental (in E) and simulated (in
F) images that are taken into account to determine ICSs.
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7.2.5 Integral Cross Section
In addition to analysing angular distributions, the reconstructed NO-H2
images can also be further analysed to probe the ICSs, and to map the
enhanced scattering intensity when a resonance occurs while scanning
the collision energy. For this, however, it is essential to determine the
particle density of the secondary beam. As the collision energy is varied
by changing the temperature of the valve, this density may vary as a
function of collision energy.
Here, the presence of the NO-Ne ring in the raw experimental scatter-
ing images actually proves very beneficial, as it can be used as a reference
for the beam intensity for each recorded image. The NO scattering on the
neon atoms resulted in collision energies above 65 cm−1 where the influ-
ence of scattering resonances is negligible and the ICS is similar for all
collision energies. By using the outer ring as a reference signal, experi-
mental fluctuations, such as laser power, are mostly mitigated. Addition-
ally, because the mixing ratio of the reagent beam of 1:1 is held constant,
other effects, such as mass-focusing, cancel out.
Since the scattering intensity in the forward direction is unreliable
due to both the imperfect state selection of the reagent NO packet, as
well as our reconstruction method, we only analysed the images for the
backscattered hemisphere (90◦ ≤ θ ≤ 180◦), as indicated by the red line in
Figure 7.4(D), resulting in a partial ICS.
The partial ICS for the NO-H2 scattering process was determined from
the images following
ICS(H2)(θ ≥ 90◦) = ICS(Ne)I(H2)(θ ≥ 90
◦)
I(Ne)(θ ≥ 15◦)
I(Ne)(θ ≥ 15◦)
I(Ne)(total))
∆flux. (7.1)
This formula requires experimental (black), theoretical (red) and simu-
lated (blue) input, as we will outline in detail below.
As a measure for the beam intensity I, we used the experimentally
obtained scattering intensity for NO-Ne collisions, but only in the part
of the raw experimental image where Ne exclusively contributes to the
scattering signal. This is illustrated in Figure 7.4(E) by the area enclosed
by the white contour, leaving a 30◦ cone in which the NO-H2 image is
located. The summed scattering intensity within the resulting “Pac-Man”
area is denoted by I(Ne)(θ ≥ 15◦). As discussed before, the scattering
intensity for NO-H2 is established from the reconstructed NO-H2 image
in the backward hemisphere only, and we denote this contribution as
I(H2)(θ ≥ 90◦).
Since significant NO-Ne scattering intensity occurs for 0◦ ≤ θ < 15◦,
i.e., within the Pac-Man’s mouth, we must correct for this missing in-
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tensity using simulations for NO-Ne as described above. The resulting
correction factor is given by I(Ne)(θ ≥ 15◦)/I(Ne)(total), where I (Ne)(total)
is the integrated scattering intensity over the full simulated NO-Ne image.
Finally, the ICS for NO-H2 can then be related to the ICS for NO-Ne, which
is denoted by ICS(Ne) and follows from coupled-channel calculations on
the accurately known NO-Ne potential [134].
A small last correction factor, denoted by the term ∆flux, was used to
account for small differences in detection sensitivity for NO radicals that
scattered of Ne atoms or H2 molecules. These detection sensitivities are
slightly different, as they depend on the laboratory-frame recoil velocities
of the scattered NO radicals, which in turn depend on the radius of the
Newton sphere. We accounted for this effect using scattering simulations,
and found that the correction was typically less than 5%.
The vertical error bar on the obtained relative ICS is mainly caused by
the quality of the subtraction method of the outer ring from the experi-
mental image and is typically 15-20%.
7.3 Results and discussion
The experimentally obtained ICS (shown in Figure 7.5) shows a distinct
rise in scattering probability near 14 cm−1, indicating the presence of a
resonance. In this figure, the ICS is compared to the cross sections re-
sulting from full coupled-channel quantum scattering calculations based
on two high-quality sets of potential energy surfaces. A set of two cou-
pled potential energy surfaces is required to describe the collision due
to the breakdown of the Born-Oppenheimer approximation for open-shell
complexes, such as NO-H2 [74]. Both sets were computed at the CCSD(T)
level and predict a resonance near 14 cm−1, but one of the potentials [81]
—which we will denote as the CBS potential— was based on a complete
basis set extrapolation (CBS), while the other potential [135] —which we
denote as the F12 potential— used the explicitly-correlated F12a method
with a scaled contribution from triple excitations. It turns out that the
F12 potential is deeper than the CBS potential by nearly 2 cm−1, which
causes a 0.7 cm−1 shift of the predicted scattering resonances. This shift
can be well resolved experimentally; the resonance energy found in the
experiment agrees best with the F12 potential. That this shift is not a
consequence of taking the backward hemisphere to produce a (partial)
ICS is shown in Figure 7.6.
The effect of the resonance structure was investigated further by analy-
sing for each scattering image the angular scattering distribution that
probes the DCS of the scattering process. Figure 7.7 shows a selec-
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Figure 7.5: Collision energy dependence of the partial ICS for scattering angles
between 90◦ and 180◦. Measured cross sections (data points with error bars) are
compared with the cross sections derived from the F12 (red) and CBS (blue) po-
tentials. The inset shows an enlargement of the resonance region. Experimental
data in arbitrary units (a.u.). Theoretical ICSs have been scaled to minimize the
root-mean-square deviation from experiment. Vertical error bars represent the
error bar induced by the reconstruction method applied on the experimental im-
ages. Horizontal error bars represent the uncertainty in the determination of the
mean collision energy. The calculated cross sections were convoluted with the
experimental energy resolution.
tion of the reconstructed NO-H2 experimental images for collision ener-
gies around, and further away from this resonance. The images show a
marked variation in angular distribution as the energy is varied in small
steps. In particular, a strong enhancement of the intensity near back-
ward scattering is observed at energies near the resonance, which is a
signature of resonance behaviour that is also found in other systems
[67, 136].
Figure 7.7 shows the corresponding images predicted by full simula-
tions of the experiment based on either the F12 or the CBS potential. At
energies where no resonance occurs, i.e. 16-18 cm−1, both potentials
yield almost identical DCSs. Also at the lowest energies probed, between
10 and 13 cm−1, only minor differences between the F12 and CBS predic-
tions exist. In both regions, the experimentally obtained distributions are
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Figure 7.6: Theoretical total ICS (dashed line) versus the ICS of the backward
hemisphere (solid line) for the F12 potential (left) and CBS potential (right). Note
the different scales for the total ICS and backward-hemisphere ICS.
in excellent agreement with the simulated distributions (data not shown),
and the experimental results cannot discriminate between the two poten-
tials. At energies near the resonance position around 14 cm−1, however,
the two potentials predict subtle differences in the images, which were
probed experimentally. For each collision energy, the angular distribu-
tions that resulted from the experiment and the two simulated images
are shown as well. Again, overall, the experimental results are better re-
produced by the F12 potential than by the CBS potential, consistent with
what we found for the ICS.
The better agreement of our experimental results with the F12 poten-
tial does not imply that the CCSD(T) calculations which produced this
potential are of higher quality than those that yielded the CBS potential.
The difference of nearly 2 cm−1 between the two potentials is comparable
to the effect of excitations beyond the CCSD(T) level, such as quadruples
(Q), which improve the description of the attractive dispersion interac-
tion. CCSDT(Q) calculations for systems involving open-shell radicals
such as NO are very difficult, but on the basis of results obtained for
CO-H2 [129, 130] it may be expected that the extension of CCSD(T) with
higher excitations would probably deepen also the NO-H2 potential well
by a similar amount. The deeper well in the F12 potential, which caused
the resonances from this potential to agree better with our experimental
data, would then be a fortuitous compensation for the fact that we had
to restrict ourselves to potentials computed at the CCSD(T) level.
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Figure 7.7: Left: experimental ion images (middle column) and corresponding
simulated images based on the F12 (left column) and CBS (right column) poten-
tials as a function of the collision energy. Right: the angular distributions derived
from the experimental (black) and simulated (red for F12, blue for CBS poten-
tials) images for scattering angles θ between 90 and 180 degrees. The data is
normalized with respect to the area under the curves.
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7.3.1 Partial wave analysis
The resonance structure in the state-to-state ICSs can be interpreted by
performing a partial wave analysis of the scattering process. Several res-
onance structures are visible in Figure 7.5, but we here focus on the
resonance structure near 13.9 cm−1, which is best resolved experimen-
tally. For this resonance structure, we investigated the partial waves that
characterize the initial and final channels, as well as the scattering wave
functions in the region of the van der Waals minimum of the potential.
The total angular momentum, J , and the total parity, P , are con-
served. Figure 7.8 shows the total and partial ICSs, i.e., the contribu-
tions of different J and P combinations to the ICSs for the j = 3/2, e final
state of NO. The partial cross sections for 9/2 ≤ J ≤ 19/2 are shown for
P = +1 in the left hand panel, and for P = −1 in the right hand panel. It
is seen that the strong enhancement in the ICS at 13.9 cm−1 is predomi-
nantly caused by two (J , P ) contributions, namely (J , P ) = (13/2,−1) and
(J , P ) = (15/2,−1). The maximum in the partial ICS of (J , P ) = (13/2,−1)
occurs at 13.9 cm−1, whereas the maximum of (J , P ) = (15/2,−1) is lo-
cated at 14.2 cm−1. Together, these overlapping contributions result in
the strong enhancement of the ICS at 13.9 cm−1.
For inelastic scattering processes, the partial wave index ℓ is not a
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Figure 7.8: Total and partial ICSs for NO (j = 1/2, f ) + H2 (j = 0)→ NO (j = 3/2, e)
+ H2 (j = 0) for the F12 potential. Partial cross sections are shown for P = +1
(left) and P = −1 (right) for various total angular momenta J .
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Figure 7.9: Wave functions squared as a function of the radial distance R. The
rotational and Λ-doublet state of the NO radical, and the orbital angular momen-
tum of the NO-p-H2 complex, are given for each curve. The states that dominate
the resonance are marked with a red box. Top: resonance at a collision energy
of 13.9 cm−1 for (J , P ) = (13/2,−1). Middle: resonance at a collision energy of
13.9 cm−1 for (J , P ) = (15/2,−1). Bottom: resonance at a collision energy of 14.2
cm−1 for (J , P ) = (15/2,−1).
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good quantum number and is therefore not conserved during the colli-
sion. Still, at these resonances, the scattering process is dominated by a
limited number of the incoming and outgoing partial waves ℓin and ℓout,
respectively. At a collision energy of 13.9 cm−1, the ℓin = 6 and ℓout = 6, 8
dominate for the (J , P ) = (13/2,−1) contribution, whereas ℓin = 8 and
ℓout = 6, 8 are the most important for (J , P ) = (15/2,−1). For the latter
(J ,P ) combination, the same ℓin and ℓout values dominate at a collision
energy of 14.2 cm−1, i.e., the energy at which this (J ,P ) combination has
its maximum.
The scattering resonances correspond to a quasi-bound state involv-
ing a specific NO monomer (jNO, e/f ) and H2 (jH2 ) monomer state and a
specific ℓ value that we will call ℓres. Due to the low collision energy,
only jH2 = 0 is accessible. To investigate the resonant partial waves, we
computed the contributions of the asymptotic NO monomer states and
the different partial waves ℓ to the squared scattering wave functions for
R values ranging from 5 to 30 a0. Figure 7.9 shows the results for the
dominant (J ,P ) contributions to the strong enhancement in the ICS at
13.9 and 14.2 cm−1. The wave functions in the top and middle panels
were computed at a collision energy of 13.9 cm−1, i.e., the energy corre-
sponding to the strong enhancement in the total ICS, whereas the wave
function in the bottom panel was computed at an energy of 14.2 cm−1,
i.e., the energy where the (J , P ) = (15/2,−1) contribution to the ICS has
its maximum. The figure clearly shows that the NO (j = 7/2, e) monomer
state and the partial wave with ℓres = 4 dominate the scattering wave
function in the region of the van der Waals well at both collision energies.
The strong enhancement in the ICS results from resonances in the par-
tial ICSs with J = 13/2 and 15/2 with P = −1, which correspond to the
same quasi-bound state with NO(j = 7/2, e)-H2(j = 0) and ℓres = 4. This is
a Feshbach resonance, since this quasi-bound state is a higher-lying NO
state that is asymptotically closed. Table 7.1 summarizes the results of
the partial wave analysis.
Ecol (cm−1) J P ℓin ℓres ℓout Type of resonance
13.9 13/2 −1 6 4 6; 8 jNO = 7/2e, Feshbach
13.9 15/2 −1 8 4 6; 8 jNO = 7/2e, Feshbach
14.2 15/2 −1 8 4 6; 8 jNO = 7/2e, Feshbach
Table 7.1: Summary of the relevant properties that characterize the resonances
at 13.9 and 14.2 cm−1.
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7.4 Conclusion
The experimental investigation of scattering resonances is one of the most
sensitive probes of potential energy surfaces, and of the scattering dy-
namics on these surfaces. After decades of method development, the ex-
perimental tools available to study scattering resonances at sufficiently
low collision energies are now maturing. In this chapter, we presented a
hitherto unexplored method to reduce the collision energy in a crossed
beam inelastic scattering experiment, while exploiting the exquisite ex-
perimental resolutions afforded by the combination of Stark deceleration
and velocity map imaging. Measurements of resonance behaviour in in-
elastic NO-H2 collisions made with this method challenge the accuracy of
the most sophisticated intermolecular potentials calculated at the Gold
Standard CCSD(T) level. The resonance-assisted collision spectroscopy
presented here opens a new chapter in our quest to accurately describe
intermolecular interactions.
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The starting point of the research presented in this thesis was
the observation of diffraction oscillations in the NO+Rg scatter-
ing system. The observation was possible by employing a 2.6-
meter-long Stark decelerator in a crossed-beam experiment,
and using the velocity map imaging technique to detect the
scattered molecules. The unique combination of these tech-
niques allowed for both a well-controlled experiment, as well
as a very high experimental resolution. A future goal in our ex-
periments is to measure the scattering process of two fully con-
trolled particles colliding at an extremely low energy. Although
this goal is not obtained in the experiments described in this
thesis, steps in this direction have been made. This chapter
summarizes what has been done the past years and discusses
future possibilities and challenges that lie ahead when trying to
probe the dynamics of cold and controlled molecular collisions.
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8.1 Concluding remarks
This thesis discusses many steps that have been made towards more
controlled and cold inelastic scattering since the first observation of scat-
tering diffraction oscillations in a velocity mapped image. First, the high-
est possible experimental resolution had to be obtained. Employing a
counter-propagating beam geometry allowed us to limit the influence on
the resolution by the velocity spread of the secondary beam, and allowed
for an intrinsic high experimental resolution. As a result, many mea-
surements could be performed which allowed us to determine the correct
experimental settings for the highest possible resolution. As a direct re-
sult from this high resolution, we were able to allocate minor differences
between recent scattering potentials for the NO+Ar scattering system.
Having obtained this high experimental resolution, we started lower-
ing the collision energy significantly. Although this resulted in drastically
smaller images, the previously achieved high resolution allowed us to still
extract valuable information from the angular distribution of scattering
images. Additionally, we were able to measure the integral cross sec-
tion for the NO+He scattering process at collision energies where scatter-
ing resonances occur. Together, this allowed us to characterize multiple
scattering resonances for this system, and to observe the fingerprint of
scattering resonances in velocity mapped images.
These experiments still probed NO scattering on an atom. We con-
tinued to low-energy collisions for molecule-molecule collisions. By com-
bining a novel experimental technique with the know-how we developed
about how to obtain a high experimental resolution, how to characterize
molecular and atomic beams, and how to analyse experimental images,
we were able to distinguish between two state-of-the-art scattering poten-
tials in both the integral and the differential cross section.
The transition from rotationally inelastic molecule-atom scattering at
high collision energies towards bimolecular scattering at very low collision
energies also revealed some of the challenges that possibly lie ahead. For
example, the characterization of the secondary beam and the exact col-
lision energy is extremely crucial, the ever shrinking image radius when
going to lower collision energies or when using lighter scattering partners
makes obtaining an angular distribution more difficult, and the portion
of the scattering image masked by the parent beam of NO becomes rela-
tively large at very low collision energies. New solutions were also found,
such as adding an atomic seeding partner to enable good supersonic cool-
ing, as well as serving as a reference for determining the integral cross
section. With these possibilities and challenges in mind, many new ex-
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periments are waiting to be performed. Below, a few of many options for
future experiments are listed and discussed.
8.2 Lower collision energies
The amount of partial waves contributing to the scattering process re-
duces significantly when lowering the collision energy, which could allow
us the influence of a single partial wave on a scattering process more
clearly. At lower collision energies, the influence of resonances also be-
comes much larger, and therefore easier to experimentally probe. With
the current experimental set-up it is difficult to reach much lower col-
lision energies than were obtained in the experiments described in this
thesis. A few solutions to this challenge are discussed below.
For the 45◦ collision angle, the usage of heavier seed gases such as Ar,
Kr or Xe to lower the beam velocity, as shown in chapter 7, is difficult due
to the lower quality of supersonic expansions created by the ELV installed
at the 45◦ collision angle. Furthermore, the operating temperature of the
valve should be increased due to the higher critical point of these gases,
reducing the ability to significantly lower the beam velocity. To solve
this, one could install a NPV at this angle, which is able to produce good
supersonic expansions for heavier atomic gases. However, until now it is
not possible to (cryogenically) cool these valves. Additionally, very heavy
seed gases may result in significant mass-focusing, thereby pushing the
lighter atoms or molecules of interest off-axis.
Measuring scattering resonances for slow and heavy atomic gases,
such as Kr and Xe, would be an option. The obtained collision energies for
the current experimental set-up are, however, relatively high due to the
high reduced mass of these scattering systems. Because systems with a
high reduced mass have a deep potential well, many narrow and closely-
spaced resonances are expected for these scattering systems, which re-
quires an extremely high energy resolution to resolve experimentally.
In fact, even if the velocity of the secondary beam could severely be
reduced for any of the systems discussed, the collision energy would,
for most scattering partners, hardly decrease. Currently, the v2NO and
vNO·v2·cos(θ) terms (see equation 2.10) are the dominating contributions
to the collision energy, and these cannot be altered much due to the small
dipole moment of NO and fixed collision angle. In this respect, the NO
velocity should be significantly decreased to lower the collision energy,
which would require off-peak guiding of NO, and using Xe as a seed gas,
reducing the beam density of the primary beam significantly. Another
option to reduce the NO velocity would be the usage of a buffer gas beam,
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which can result in extremely slow and dense atomic or molecular beams
[137]. Combining a buffer gas beam with a Stark decelerator would be
possible, but the relative large velocity and spatial spreads of the buffer
gas beam would most likely result in a very dilute phase-stable packet,
although no experimental proof is available for this. These buffer gas
beams could also be used as secondary beams, but their increased beam
spreads are expected to reduce the experimental resolution significantly.
For the above-mentioned reasons, reducing the scattering angle is, by
far, the best option to lower the collision energy further. In the apparatus
used for the experiments described in this thesis, the distance between
the end of the Stark decelerator and the start of the interaction region
(the octagon mentioned in chapter 3) is only a few millimetre. The large
dimensions of the Stark decelerator do not allow for significant smaller
scattering angles. Moving the decelerator away from the octagon, allowing
to install a beam line under a smaller scattering angle would be a feasible
option. To ensure that the increased free flight of the NO molecules will
not result in a dilution of the beam, a hexapole could be installed. Due to
the low beam spreads of the NO packet exiting the decelerator the created
electric field applied on this hexapole can be relative small to maintain a
proper beam density. Additionally, this electric field provides a quanti-
zation axis for the NO molecules, preventing non-adiabatic transitions.
In Figure 8.1, a possible experimental set-up is shown which employs
a 430 mm long hexapole after the Stark decelerator. This allows for in-
stalling a secondary beam at a intersection angle of 10◦. When using
the exact same scattering settings and systems as discussed in chapter
6 and chapter 7, employing this scattering angle would result in collision
energies below 1 cm−1 and with an energy resolution up to 0.1 cm−1.
At the time of writing this thesis, the 10◦ collision angle, has success-
fully been installed and made operational. Figure 8.1 shows the transi-
tion from the molecular beam from the Stark decelerator to the hexapole.
The first results show that the signal levels of the parent beam of NO are
hardly reduced by the added flight distance.
The extremely low collision energies obtainable with this experimen-
tal geometry result in a large reduction in the size of the formed Newton
sphere after scattering. This makes measuring angular distribution with
a high resolution extremely difficult. A few options to overcome this could
be considered. As a first option, zoom lenses could be installed to in-
crease the image size [138]. Although this would result in a reduction in
signal level per camera pixel when averaging, it would allow subtracting
a good angular distribution of the scattering process. Additionally, the
inherent scattering process can remain unaltered. The presence of an
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Stark decelerator 
(317 electrode pairs)
Coldhead (10-300 K)
Even-Lavie 
valveIon 
stack
Hexapole
Figure 8.1: Left: illustration of a scattering geometry in which the Stark decel-
erator is moved away from the interaction region to allow for installing a beam
under an angle of 10◦. The NO packet can be guided to the interaction region
via a hexapole. Another conventional source, such as an NPV, could be installed
under 45◦ to allow for scattering between NO and heavier particles for which an
ELV is less suited. Right: photograph of the installed hexapole (February 2017).
ion crossing point in most zoom lenses might result in a too large space
charge, reducing the focus quality of the VMI lens, and should be taken
into account. Increasing the flight tube length would also result in an
increased image size. However, the Newton sphere, having a non-zero av-
erage lab-velocity, might be velocity mapped outside the detection region
with increasing flight tube length.
Another option would be to look at de-excitation of scattering pro-
cesses, resulting in large kinetic energy releases. In this respect, either
the parent beam of NO or the secondary beam, when this is a molecular
beam, can be excited to higher rotational or vibrational levels. When col-
liding at an extremely low collision energy the molecules can de-excite,
resulting in a significant kinetic energy release and hence a large Newton
sphere. The initial excitation can be obtained, for example, by optical
or microwave pumping [20, 139]. A quick-and-dirty solution is creating
a hot supersonic expansion of, for example, p-H2 or o-D2 in which the
j=2 rotational state is significantly populated. When probing a rotational
state of NO at a collision energy lower than the energetic threshold of
this specific rotational state, only de-excitation of the molecules in the
secondary beam can transfer sufficient energy for this process. Apply-
ing these solutions to solve the ever shrinking size of the Newton sphere
when aiming for extremely low collision energies would allow us to im-
age molecular scattering processes were only one, or a few, partial waves
govern the scattering process.
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8.3 Bimolecular scattering
The NO+Rg scattering system is relatively well understood. Calculated
potential energy surfaces are very accurate, and often it is the experi-
ment lacking the resolution to test these potentials to their full extent.
However, the exact interactions that take place when a molecule inelas-
tically scatters on another molecule are understood to a much lesser ex-
tent. The difficulty, both from an experimental and theoretical point,
is that in such a scattering process both molecules can become rota-
tionally excited. Experimentally, due to the different energy uptake for
different transitions, the different scattering process will result in New-
ton spheres of different sizes. Applying the VMI technique would enable
us to distinguish between the different scattering processes and probe
these so-called product-pair correlations [140]. Many molecules, how-
ever, have a relative small rotational energy level spacing of a few tens of
wavenumbers, making it experimentally difficult to resolve these scatter-
ing processes. This is especially true when the scattering direction is not
in the forward direction, where the resolution of our current experimen-
tal set-up is optimal. Additionally, allocating detected scattering signal to
the correct molecular transitions is required to describe the molecular in-
teraction optimally, requiring a relative high state-purity of the secondary
beam.
Employing another Stark decelerator in the secondary beam line would
result in (a) state-selection of the second molecular beam and (b) a sig-
nificant reduction of the beam spreads of the second molecular beam,
resulting in a high experimental resolution at all scattering angles. The
largest disadvantage of employing a second Stark decelerator, next to the
increased experimental complexity, is the reduced beam density com-
pared to a conventional beam, reducing signal levels significantly. For the
scattering process studied in this thesis we detected, at best, 20 scattered
ions per shot. Substituting, in this experimental set-up, a conventional
beam for another Stark-decelerated beam would lower the signal levels
significantly and could result in an extremely difficult, although not im-
possible, experiment. Experiments employing two Stark decelerators are
currently being performed in our lab. In these experiments, however, one
is still limited to use polar molecules which have a sufficiently large Stark
effect.
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8.4 Different molecules
This thesis only discussed experiments in which the NO radical scatters
inelastically. Although the NO radical is interesting from a theoretical
point of view and favoured from an experimental point of view, using dif-
ferent molecules as the primary scattering particle would allow us to learn
more about these molecules, as well as it would help us to understand in
the finest detail what the differences are between scattering dynamics of
different molecules, and where these differences originate. When employ-
ing a Stark decelerator one is limited to polar molecules with a (sufficient)
large dipole-to-mass ratio to allow for the creation of beams of a quality
suitable for high-resolution scattering experiments. Many interesting po-
lar molecules exist, and have been successfully Stark-decelerated, such
as OH, ND3 and metastable CO. Two challenges arise when using these
beams for high-resolution scattering. First, many molecules have a much
larger dipole (to mass) moment compared to the NO radical. Although
this increases the Stark-decelerated beam density significantly, this also
results in much larger velocity spreads, reducing the experimental res-
olution obtainable. This can be countered by operating the Stark decel-
erator at a non-guiding phase angle (φ0 ̸=0◦). At these phase angles, the
phase-stable region has a more narrow spatial and velocity spread. The
price to pay for these lower beams spreads would be a reduced beam
density, which may result in similar signal levels compared to the NO
radical. Second, the molecules should be ionized at threshold to keep the
amount of ion recoil to a minimum. For many molecules, a recoil-free
REMPI scheme is not (yet) available. For example, the ND3 molecule is
ionized via a 2+1 REMPI scheme at 326 nm, resulting in about 20 m/s re-
coil. In the current experimental set-up, with a pixel resolution of 2 m/s,
this would result in 20 pixels blurring, which could prevent, for example,
the observation of diffraction oscillations. New REMPI-schemes could be
developed to overcome this problem. The presence of sufficiently stable
intermediate states and sufficiently large transition strengths to these
states is pivotal.
Next to using other polar molecules in a Stark decelerator, one could
exploit the Zeeman effect of molecules having a magnetic dipole moment.
Currently, our lab has successfully designed and developed a new type
of Zeeman decelerator [141]. Incorporating these decelerators in scat-
tering experiments would be the next step in understanding molecular
interactions to an even larger extent.
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8.5 Closing remarks
The experiments described in my thesis are set along a long-lived desire
for chemists to obtain fully controlled chemistry. By employing advanced
molecular beam manipulators and detection methods in collision experi-
ments, and thereby lowering the collision energy to isolate the influence
of a single or few partial waves, the next steps in this direction have been
taken. In these years, a lot of expertise has been developed regarding
inelastic scattering processes aiming for an extremely high resolution:
how to experimentally obtain this resolution, how to lower collision en-
ergies and how to analyse obtained data. Building on this expertise and
using improved experimental methods could allow for a fully controlled
interaction between two molecules in the near future.
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Summary
From scattering molecules in the earth’s atmosphere to reaction pro-
cesses in combustion engines; many things in daily life are governed
by molecular collisions. Nevertheless, the exact interactions that take
place when two molecules collide are not understood down to the last
detail. Molecules are quantum objects, requiring quantum mechanical
calculations for a complete and accurate description of their interactions.
However, even for simple molecules, these calculations are extremely
difficult and often near to impossible. In order to be able to under-
stand molecular collisions, advanced quantum mechanical approaches
are used. These approaches allow for constructing interaction potentials,
which govern molecular collisions. Minor changes in an interaction po-
tential can, however, influence the predicted interaction significantly, and
advanced experiments are therefore required to test the quality of con-
structed potentials. Unfortunately, the quality of experimental data is
often not sufficient to test these quantum mechanical approaches com-
pletely, ultimately limiting our knowledge on molecular interactions. This
thesis describes experiments in which unique experimental techniques
are combined in order to accurately study molecular collisions, allowing
us to gain more knowledge on molecular interactions.
Molecular collisions are often studied in gas-phase crossed molecular
beam experiments, which have a long and rich tradition in the field of
physical chemistry. The resolution obtained in these experiments is often
determined by the quality of the preparation of the colliding molecular
beams and the accuracy of the detection of the scattered products. The
invention of the Stark decelerator allowed for creating monochromatic
molecular beams by using time-varying electric fields to manipulate polar
molecules. Furthermore, the combination of laser-based ionization and
the Velocity Map Imaging technique allowed for obtaining full quantum-
state specific velocity distributions of scattered molecules.
Combining these experimental techniques enabled us to accurately
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study cold and controlled molecular collisions. Molecular collisions can
be regarded as cold if the collision energy is low. Here, the quantum me-
chanical wave-character of the colliding particles dominates the scatter-
ing process and, therefore, cold chemistry will provide an ultimate probe
of the role of quantum effects in chemistry. Additionally, a collision can
be cold in the moving frame, i.e., the monochromatic character of the
reagent packets implies a narrow velocity spread, facilitating high exper-
imental resolutions. The combination of the Stark deceleration and Ve-
locity Map Imaging techniques allows for studying cold collisions in both
domains.
This thesis describes experiments in which a 2.6-m-long Stark decel-
erator was used to create a well-defined packet of nitric oxide molecules
with a high quantum-state purity and narrow velocity spreads. These
molecules collided with a secondary atomic or molecular beam under
various intersection angles. By observing specific rotational transitions
and recoil velocities of the nitric oxide molecules, a state-to-state angular
distribution was obtained. These distributions were compared to theo-
retical predictions, allowing for a detailed understanding of the collision
dynamics for this system.
Various intersection angles result in various collision energies, at which
different scattering phenomena dominate the obtained angular distribu-
tions. At relatively high collision energies, the angular distribution of the
colliding particles is dominated by diffraction oscillations. These oscilla-
tions are a direct result of the quantum mechanical wave-character of
scattering particles. In a quantum mechanical approach, the scattering
complex can be described by a set of partial waves with a specific angular
momentum. Each partial wave can be related to the classical impact pa-
rameter defined as the distance of closest approach in the absence of any
interaction. After a collision, the resulting partial waves may interfere,
resulting in an observable diffraction pattern in the angular distribution
of the scattered particles.
These diffraction patterns are very sensitive to the underlying inter-
action potential. To observe these patterns in the lab, the influence of
those experimental factors that reduce the resolution in the scattering
images should be minimized. The largest contributor to the reduction in
resolution is the longitudinal velocity spread of the secondary beam. In
this thesis it is shown that applying a counter-propagating beam method,
i.e. colliding at an angle of 180◦, minimizes the influence of this longi-
tudinal velocity spread on the angular resolution. As a result, we could
study collisions between nitric oxide molecules and argon atoms with a
very high resolution. This allowed for the observation of diffraction os-
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cillations with a 0.35◦ angular resolution. This angular distribution was
compared to theoretical predictions by two different interaction poten-
tials, and the experimental data matched well with either of them. At a
recoil angle of 3.6◦, however, a small additional diffraction peak was visi-
ble in the experimental angular distribution, which was only reproduced
by one of the potentials. The origin of this small additional peak was
investigated by looking at the partial wave composition of the scattering
process. This analysis revealed that one scattering potential showed a
larger contribution from partial waves with very high angular momenta,
corresponding to so-called glancing collisions in the classical picture. The
experimental observation of this peak confirmed that probing diffraction
oscillations is a very sensitive method to gauge the quality of theoretical
predictions.
The amount of partial waves which contributed to the scattering is still
large for this system. To fully control the interactions, and to observe the
influence of a single partial wave on the scattering process, the collision
energy should be lowered. At specific extremely low collision energies, the
colliding particles can form a quasi-bound state which is called a scatter-
ing resonance. At such a resonance one or a few partial waves dominate
the scattering process. For inelastic scattering, observing the influence of
a scattering resonance on the angular distribution of the scattering pro-
cess is very difficult due to the narrow energy-window at which they occur
and the low excess energy after the interaction. The excellent control over
the velocity of the nitric oxide molecules and the high resolution provided
by our experimental set-up mitigated these problems. As a result, we
were able to study nitric oxide molecules colliding on a beam of helium
atoms oriented at 45◦ with respect to the incoming packet. This resulted
in collision energies in the 10-20 cm−1 range, which is sufficiently low to
observe scattering resonances for this system. We resolved the presence
of scattering resonances in the angular distribution of the scattering pro-
cess, and a near perfect match was found with theoretical predictions.
The theoretical predictions were then used to determine which partial
waves dominated the scattering process at these energies.
The correctly predicted presence of scattering resonances for nitric
oxide scattering on helium atoms is a confirmation of the accuracy of
constructed interaction potentials. To gain more knowledge on molecu-
lar interactions, we studied bimolecular scattering systems such as nitric
oxide molecules colliding with hydrogen molecules. The low mass of hy-
drogen resulted in very fast supersonic beams, which increased the colli-
sion energy beyond the point where scattering resonances can be studied
accurately. The hydrogen molecules were therefore mixed with (heavier)
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neon atoms, resulting in a lower velocity and a collision energy close to
10 cm−1. The contribution to the scattering image of the nitric oxide
colliding with the neon atoms was subtracted by an elaborate analysis
method. The resulting scattering images showed a distinct resonance
feature in the recorded angular distribution at a collision energy near
13.9 cm−1. The experimental data was compared with two scattering po-
tentials calculated using the so-called Gold Standard method. Only one
potential predicted a scattering resonance at exactly this collision energy,
and although the differences in both interaction potentials was subtle, it
showed that the experimental resolution has reached a point where it
can challenge advanced theoretical predictions. This will challenge both
experimentalists and theoreticians to improve their methods in order to
get an even better understanding of the interactions in these complex
scattering systems.
This thesis describes experiments on imaging high-resolution cold and
controlled molecular collisions. Although the scattering process of nitric
oxide molecules colliding with atoms has been studied for many decades
and many scattering phenomena for this system are well-understood,
combining Stark deceleration with Velocity Map Imaging allowed for a sig-
nificant increase of the experimental resolution, and hence in the knowl-
edge which could be obtained from this data. We hope that the ever
increasing quality of experimental tools and expertise will ensure that
the quality of future data will outclass the quality of the data presented
in this thesis. Ever increasing experimental techniques will open up new
research possibilities, such as complete state- and velocity-selected bi-
molecular scattering or ultra-cold collision-induced de-excitation of col-
liding molecules. This will bring us one step closer to unravelling the
exact processes which take place when two molecules interact, and may
reveal which role their quantum character plays in these interactions.
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Samenvatting
Van botsende moleculen in de atmosfeer tot aan reacties in motoren; veel
verschijnselen in het dagelijks leven worden bepaald door moleculaire
botsingen. De exacte interactie die plaatsvindt wanneer twee moleculen
botsen is echter niet volledig begrepen. Moleculen zijn kwantumobjec-
ten en voor een complete en accurate beschrijving van botsingsprocessen
zijn daarom kwantummechanische berekeningen nodig. Zelfs voor bot-
singen tussen simpele moleculen zijn deze berekeningen extreem moeilijk
uit te voeren. Om deze reden wordt er gebruik gemaakt van kwantum-
mechanische benaderingen van het botsingsproces. Met behulp van deze
benaderingen kunnen interactiepotentialen opgesteld worden die bepalen
wat er gebeurt bij moleculaire botsingen. Kleine veranderingen in een
interactiepotentiaal kunnen echter een significante invloed hebben op de
voorspelde interactie. De kwaliteit van deze potentialen kan geverifieerd
worden door geavanceerde experimenten. De kwaliteit van de experimen-
tele data is echter vaak onvoldoende om de onderliggende benaderingen
uiterst kritisch te testen, waardoor onze kennis over moleculaire interac-
ties beperkt blijft. Deze thesis beschrijft experimenten waarin een unieke
combinatie van experimentele technieken wordt gebruikt om moleculaire
botsingen uiterst nauwkeurig te bestuderen en zodoende meer te leren
over moleculaire interacties.
In de gasfase worden moleculaire botsingen meestal bestudeerd door
middel van gekruiste bundel experimenten, welke een lange en rijke tra-
ditie binnen het vakgebied van de fysische chemie hebben. De resolutie in
deze experimenten wordt vaak bepaald door de kwaliteit van de botsende
bundels en de nauwkeurigheid waarmee gebotste deeltjes gedetecteerd
kunnen worden. De ontdekking van de Stark afremmer maakt het mo-
gelijk om monochromatische bundels te creëren door gebruik te maken
van in de tijd variërende elektrische velden, waarmee polaire molecu-
len gemanipuleerd kunnen worden. Met behulp van laserionisatie en de
Velocity Map Imaging techniek kan na een botsing de kwantumtoestand-
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specifieke snelheidsverdeling van moleculen verkregen worden.
Het combineren van deze experimentele technieken maakt het mo-
gelijk om koude en gecontroleerde moleculaire botsingen te bestuderen.
Moleculaire botsingen kunnen als koud beschouwd worden als de bot-
singsenergie laag is. In dit geval domineert het kwantummechanische
golfkarakter van de botsende deeltjes de interactie, waardoor kwantu-
meffecten zeer goed in beeld gebracht kunnen worden. Een botsing kan
ook als koud worden beschouwd in het meebewegende frame: het mono-
chromatische karakter van de moleculaire bundel impliceert kleine snel-
heidsspreidingen, welke het mogelijk maken om zeer hoge experimentele
resoluties te verkrijgen. De combinatie van een Stark afremmer en Velo-
city Map Imaging maakt botsingen in beide koude domeinen mogelijk.
Deze thesis beschrijft experimenten waarin een 2.6 meter lange Stark
afremmer is gebruikt om een goed gedefinieerd pakketje van stikstof-
mono-oxidemoleculen in een enkele kwantumtoestand en met een kleine
snelheidsspreiding te creëren. Deze moleculen botsten vervolgens met
een tweede atomaire of moleculaire bundel, welke georiënteerd waren
onder verschillende hoeken. Door na een botsing specifieke rotationele
overgangen en de bijbehorende snelheidsvectoren van het stikfstofmono-
oxide te bekijken was het mogelijk om een kwantumtoestand-specifieke
hoekverdeling te verkrijgen van de gebotste moleculen. Deze hoekver-
deling kon vergeleken worden met theoretische voorspellingen, waardoor
een beter begrip van de botsingsdynamica verkregen kon worden.
Variërende botsingshoeken resulteerden in variërende botsingsener-
gieën, waarbij verschillende botsingsfenomenen invloed hadden op de
verkregen hoekverdeling. Bij relatief hoge botsingsenergieën werd de
hoekverdeling van de gebotste deeltjes gedomineerd door diffractie oscil-
laties. Deze oscillaties zijn het directe gevolg van het golfkarakter van
botsende deeltjes. In een kwantummechanische benadering kan het bot-
singscomplex beschreven worden met een set van zogenoemde partial
waves met ieder een bepaald hoekmoment. Elke partial wave kan gel-
inkt worden aan de klassieke impactparameter welke gedefinieerd is als
de afstand van dichtste benadering in de afwezigheid van enige interac-
tie. Na een botsing kunnen de resulterende partial waves interfereren en
voor een meetbaar diffractiepatroon in de hoekverdeling van de gebotste
deeltjes zorgen.
Diffractiepatronen zijn zeer afhankelijk van de onderliggende interac-
tiepotentiaal. Om deze patronen te observeren moeten de experimentele
factoren die de resolutie in botsingsplaatjes beperken, geminimaliseerd
worden. De grootste afname in de resolutie wordt veroorzaakt door de
longitudinale snelheidsspreiding van de bundel waarmee de stikstofmono-
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oxidemoleculen botsen. In eerder onderzoek is aangetoond dat de invloed
van de spreiding van deze bundel op de hoekresolutie minimaal is bij
frontale botsingen. Het gebruiken van een botsingshoek van 180◦ stelde
ons daarom in staat om met een zeer hoge resolutie botsingen tussen
stikstofmono-oxide en argonatomen te bestuderen, waardoor diffractie
oscillaties gemeten konden worden met een hoekresolutie van 0.35◦. De
verkregen hoekverdeling werd vergeleken met twee theoretische voorspel-
lingen gebaseerd op verschillende interactiepotentialen. De experimentele
data kwam met beide voorspellingen goed overeen. In de hoekverdeling
is bij een verstrooiingshoek van 3.6◦ echter een kleine extra diffractiepiek
gemeten, waar deze maar door één van de potentialen voorspeld werd.
De oorsprong van deze piek is theoretisch onderzocht door te kijken naar
de bijdrages van de verschillende partial waves aan dit botsingsproces.
Dit liet zien dat één van de potentialen een grotere bijdrage voorspelde
van partial waves met een zeer groot hoekmoment, welke corresponderen
met schampende botsingen. De experimentele observatie van deze sub-
tiele diffractiepiek bevestigde dat het meten van diffractie oscillaties een
gevoelige test is voor de kwaliteit van interactiepotentialen.
Het aantal partial waves dat bijdroeg aan deze botsingen is nog re-
latief groot. Om volledige controle over de interacties te krijgen - en de
invloed van een enkele partial wave op het botsingsproces te zien - moet
de botsingsenergie verlaagd worden. Bij extreem lage botsingsenergieën
kunnen de botsende deeltjes een quasi-gebonden toestand vormen en dit
wordt een botsingsresonantie genoemd. Bij een botsingsresonantie do-
mineren één of enkele partial waves het botsingsproces. Het observeren
van de invloed van een resonantie op de hoekverdeling van de gebotste
moleculen is zeer moeilijk bij inelastische botsingen door de smalte van
de energieregio’s waar deze resonanties voorkomen en de lage snelheid
van de gebotste deeltjes. Door de nauwkeurige controle over de snelheid
van de stikstofmono-oxidemoleculen in ons experiment hebben we bot-
singen onder een hoek van 45◦ tussen stikstofmono-oxidemoleculen en
heliumatomen kunnen bestuderen. Dit resulteerde in botsingsenergieën
tussen 10-20 cm−1. In deze energieregio hebben we de aanwezigheid van
botsingsresonanties in de hoekverdeling van het botsingsproces in beeld
gebracht, welke zeer goed klopte met theoretische voorspellingen. Deze
theoretische voorspellingen zijn gebruikt om te bepalen welke partial wa-
ves de interactie domineerden en hoe ze de hoekverdeling beïnvloedden.
De observatie van botsingsresonanties voor botsingen tussen stikstof-
mono-oxidemoleculen en heliumatomen is een bevestiging van de nauw-
keurigheid van interactiepotentialen. Om nieuwe kennis over moleculaire
interacties te verkrijgen hebben we koude botsingen tussen stikstofmono-
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oxidemoleculen en waterstofmoleculen bestudeerd. De lage massa van
waterstof resulteerde in zeer snelle bundels waardoor de botsingsener-
gie te hoog werd om botsingsresonanties accuraat te bestuderen. Door
waterstof te mengen met (zwaardere) neonatomen konden we de snel-
heid van de bundel verlagen en een botsingsenergie van bijna 10 cm−1
behalen. De bijdrage aan de botsingsplaatjes door botsingen tussen het
stikstofmono-oxide en neon werd verwijderd door middel van een uit-
gebreide analyse. De resulterende botsingsplaatjes lieten een duidelijke
resonantiestructuur zien rondom een botsingsenergie van 13.9 cm−1, en
de invloed hiervan was zichtbaar in de hoekverdeling. De experimen-
tele data werd vergeleken met twee interactiepotentialen welke berekend
waren met de zogenoemde Gouden Standaard. Slechts één van de poten-
tialen voorspelde een resonantiestructuur bij deze botsingsenergie. Ook
al waren de verschillen tussen de theorieën en het experiment miniem,
het toont aan dat deze experimenten nauwkeurig genoeg zijn om theo-
retische benaderingen berekend met de Gouden Standaard uit te dagen.
Dit zal zowel experimentele als theoretische wetenschappers uitdagen om
hun methodes te verbeteren zodat in de toekomst moleculaire interacties
voor deze botsingssystemen nog beter begrepen kunnen worden.
Deze thesis beschrijft experimenten aan koude en gecontroleerde mo-
leculaire botsingen. Het botsingsproces tussen stikstofmono-oxidemole-
culen en atomen wordt al decennia bestudeerd, en veel botsingsfenome-
nen voor dit systeem zijn goed begrepen. De combinatie van een Stark
afremmer met Velocity Map Imaging heeft echter in een significante toe-
name van de experimentele resolutie - en daarmee van de kennis die uit
botsingsexperimenten gehaald kan worden - geresulteerd. We hopen dat
de steeds toenemende experimentele mogelijkheden en expertise ervoor
zullen zorgen dat de kwaliteit van toekomstige data superieur gaat zijn
aan de data getoond in deze thesis. Het continu verbeteren van experi-
mentele technieken zal nieuw onderzoek mogelijk maken, zoals complete
kwantumtoestand- en snelheidsgeselecteerde bimoleculaire botsingen of
ultrakoude, door botsingen geïnduceerde de-excitatie van botsende mo-
leculen. Dit zal ons een stap dichterbij brengen om de exacte processen
die plaats vinden wanneer twee moleculen botsen te ontrafelen en te be-
grijpen welke rol hun kwantumkarakter speelt bij deze interacties.
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