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Resumo
Nesta dissertac¸a˜o abordamos o problema da escala temporal nas simulac¸o˜es atom-
ı´sticas, focando no problema de eventos raros. A soluc¸a˜o deste problema so´ e´ poss´ıvel
com o desenvolvimento de te´cnicas especiais. Especificamente, estudamos o me´todo
super-sime´trico para encontrar caminhos de reac¸a˜o. Este me´todo na˜o apresenta as
limitac¸o˜es comuns de outros me´todos para eventos raros. Aplicamos o me´todo a treˆs
problemas padra˜o e encontramos que o me´todo permite estudar as transic¸o˜es raras
sem precisar de um conhecimento detalhado do sistema. Ale´m disso permite observar
qualitativamente os mecanismos de transic¸a˜o.
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Abstract
This thesis deals with the problem of time scale in atomistic simulations, focusing
on the problem of rare events. The solution to this problem is only possible with the
development of special techniques. Specifically, we studied the super-symmetric method
to find reaction pathways. This method does not have the usual limitations of other
methods for rare events. We apply the method to three standard problems and find
that the method allows to study the rare transitions without a detailed knowledge of




1.1 Simulac¸a˜o Atomı´stica . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.1 Caracter´ısticas e Limitac¸o˜es . . . . . . . . . . . . . . . . . . . . 11
1.2 Limitac¸o˜es e Estrate´gias . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Eventos Raros 19
2.0.1 Manifestac¸a˜o de um Evento Raro . . . . . . . . . . . . . . . . 22
2.0.2 Taxas de transic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Super-simetria e caminhos de reac¸a˜o 30
3.1 Equac¸a˜o de Kramers super-sime´trica . . . . . . . . . . . . . . . . . . . 31
3.1.1 Subespac¸os da extensa˜o super-sime´trica . . . . . . . . . . . . . 33
3.2 Implementac¸a˜o da Dinaˆmica de Langevin super-sime´trica . . . . . . . 36
4 Aplicac¸o˜es 40
4.1 Potencial Biesta´vel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
viii
4.2 Entropic Switch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Modelo de Ising Cla´ssico . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.1 Rede de Spins bidimensional . . . . . . . . . . . . . . . . . . . 54
5 Concluso˜es 57





As propriedades macrosco´picas da mate´ria condensada sa˜o determinadas pelos pro-
cessos atoˆmicos fundamentais que ocorrem na escala microsco´pica. Desta forma, a
compreensa˜o e a caracterizac¸a˜o destes processos sa˜o objetivos centrais na f´ısica da
mate´ria condensada, na cieˆncia dos materiais e na qu´ımica. Alguns exemplos destas
a´reas de pesquisa incluem a dinaˆmica de transic¸o˜es de fase de primeira ordem, a
deformac¸a˜o pla´stica dos so´lidos e as reac¸o˜es qu´ımicas. No caso da deformac¸a˜o pla´stica
de so´lidos, por exemplo, os processos atoˆmicos envolvidos no movimento de defeitos
determinam se um so´lido e´ malea´vel ou quebradic¸o
Em muitas situac¸o˜es, o estudo direto destes processos atoˆmicos atrave´s de experi-
mentos realizados em laborato´rio apresenta se´rios desafios. Um exemplo t´ıpico e´ o
estudo da mate´ria condensada sob condic¸o˜es extremas de temperatura e pressa˜o, como
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ocorrem no interior de planetas. Tais condic¸o˜es sa˜o muito dif´ıceis e muitas vezes ate´
imposs´ıveis de serem criadas em laborato´rio. Nestas e outras situac¸o˜es, os me´todos de
simulac¸a˜o computacional, como a dinaˆmica molecular (MD), e o Monte Carlo (MC)
tem representado poderosas ferramentas de investigac¸a˜o. Em certos aspectos eles ate´
sa˜o muito similares aos experimentos reais, permitindo a observac¸a˜o da evoluc¸a˜o de
um sistema ao longo de experimentos computacionais controlados. Juntamente com
o desenvolvimento de algoritmos e hardware computacionais, o desenvolvimento da
Teoria do Funcional Densidade [1] e de uma variedade de te´cnicas da F´ısica Estat´ıstica
(Teoria de Renormalizac¸a˜o de Campos)[2], esta perspectiva computacional se tornou
uma ferramenta padra˜o na F´ısica da Mate´ria Condensada e outras a´reas cient´ıficas.
1.1.1 Caracter´ısticas e Limitac¸o˜es
As simulac¸o˜es atomı´sticas trabalham com problemas de grande complexidade, que
tem um nu´mero da ordem de 102 e 1010 part´ıculas.
Cada uma destas part´ıculas possui graus de liberdade como posic¸a˜o e momentum.
As part´ıculas interagem com as outras atrave´s de uma interac¸a˜o descrita por uma
func¸a˜o de energia potencial V (x1 , x2 , x3 · · · xN ), com xi a posic¸a˜o da part´ıcula i. Esta
func¸a˜o potencial pode ser interpretada como uma superf´ıcie no espac¸o de 3N dimenso˜es
(N o nu´mero de part´ıculas) que e´ conhecida como paisagem de energia potencial. As
caracter´ısticas desta paisagem (mı´nimos, barreiras) determinam o comportamento.
Com esta superf´ıcie podemos determinar as caracter´ısticas relevantes da dinaˆmica do
sistema em questa˜o.
A Figura (1.1), mostra uma representac¸a˜o esquema´tica da paisagem de energia
potencial de uma mole´cula de DNA. A Figura descreve a energia potencial da mole´cula
em func¸a˜o de uma coordenada configuracional X, (no eixo e´psilon a energia potencial
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no eixo X , uma coordenada no espac¸o de configurac¸a˜o). Os mı´nimos de energia (linhas
em verde) correspondem a estados metaesta´veis. Maior mı´nimo da energia e´ onde a
mole´cula tem na˜o tem um padra˜o de configurac¸a˜o fixo (e´ desordenada ou aleato´ria), e
o menor mı´nimo de energia, e´ onde a mole´cula e´ ordenada em um padra˜o helicoidal [3].
Ale´m disso, temos um ponto de sela (ponto com as setas) que controla o mecanismo





Figura 1.1: Representac¸a˜o esquema´tica de uma paisagem de energia potencial para
uma mole´cula de DNA, com dois mı´nimos (estados esta´veis) e um ponto de sela
(mecanismo de transic¸a˜o)
Embora exista uma grande variedade de diferentes ferramentas computacionais
para simular um sistema no n´ıvel atoˆmico, todas sa˜o baseadas na amostragem da
paisagem de energia potencial do sistema em questa˜o.




F i = −∇iV (−→x 1,−→x 2,−→x 3 · · · −→x N) = mi~ai (1.1)
Onde
−→
Fi e´ a forc¸a total na part´ıcula i, (i= 1 · · ·N , N o nu´mero de part´ıculas), ∇i o
gradiente sob as coordenadas da part´ıcula i, mi e´ a sua massa e ~ai e´ a sua acelerac¸a˜o.
Juntamente com a escolha de um potencial interatoˆmico adequado e condic¸o˜es inicias
e de contorno (especificando volume, pressa˜o, temperatura). A integrac¸a˜o gera uma
sequ¨eˆncia de estados no espac¸o de fase em func¸a˜o do tempo.
Outra classe de ferramentas para a amostragem da paisagem de energia potencial e´
o me´todo MC. Esta abordagem e´ intrinsecamente estoca´stica, fazendo uma amostragem
direta da densidade de probabilidade dos ensembles relevantes. Um ensemble muito
utilizado e´ o canoˆnico [4], onde o nu´mero de part´ıculas, o volume e a temperatura
permanecem fixos.
O algoritmo de Metropolis [5] e´ um dos mais usados na literatura para gerar
configurac¸o˜es de acordo com o ensemble canoˆnico atrave´s de um processo Markoviano
[6]. O algoritmo consiste nos seguintes passos:
• Calcular a energia potencial total da configurac¸a˜o atual, V
• Selecionar aleatoriamente uma part´ıcula i
• Deslocar aleatoriamente a part´ıcula, r′i = ri + δi
• Calcular a energia potencial total da configurac¸a˜o modificada, V ′
• Aceitar esta nova configurac¸a˜o com a probabilidade p = min(1, exp(−β[V ′ − V ]))
onde β = 1/kBT , com T a temperatura absoluta e kB a constante de Boltzmann.
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1.2 Limitac¸o˜es e Estrate´gias
Apesar das grandes virtudes da simulac¸a˜o atomı´stica, como a possibilidade de estudar
sistemas sob condic¸o˜es que na˜o podem ser de realizados em laborato´rio, ela esta´ sujeita
a duas limitac¸o˜es fundamentais. Estas limitac¸o˜es sa˜o consequeˆncias da escala natural
na qual ocorrem os processos de interesse. A seguir discutiremos em mais detalhe
essas duas restric¸o˜es e algumas estrate´gias para alivia´-las.
Nas simulac¸o˜es na escala atoˆmica, a escala espacial caracter´ıstica e´ de A˚ngstroms
(10−10 m), que e´ a ordem de grandeza da distaˆncia interatoˆmica na mate´ria condensada.
Pela limitac¸a˜o dos recursos de hardware dispon´ıveis, o nu´mero de a´tomos que pode ser
considerado numa simulac¸a˜o e´ limitado. Restringindo o volume do sistema que pode
ser simulado. A maior simulac¸a˜o de DM ate´ hoje conta com um nu´mero de bilho˜es de
a´tomos (1012), no cluster de Oak Ridge National Laboratory[7]. Mas mesmo assim,
apesar deste nu´mero ser grande, estamos ainda muito longe da escala do nu´mero de
Avogadro ( 1023) . Existem processos, como a fratura de um so´lido, por exemplo, onde
escalas espaciais superiores esta˜o envolvidas[8]. Nestes casos, uma simulac¸a˜o direta do
fenoˆmeno na˜o e´ poss´ıvel.
A outra limitac¸a˜o envolve a escala temporal. O fato das te´cnicas de simulac¸a˜o
atomı´stica modelar os movimentos atoˆmicos, a escala temporal natural da simulac¸a˜o
e´ dos movimentos atoˆmicos t´ıpicos, que, em mate´ria condensada, e´ da ordem 10−12
s. Com isso, o tempo real total que pode ser simulado esta´ sujeito a limitac¸o˜es. Na
refereˆncia [7] foi poss´ıvel atingir uma escala temporal da ordem de ∼ µs. No entanto,
muitos processos de interesse acontecem numa escala temporal muito maior. Exemplos
de tais fenoˆmenos sa˜o, entre muitos outros, as reac¸o˜es qu´ımicas[9], a formac¸a˜o de um
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nu´cleo cr´ıtico em transic¸o˜es de fase de primeira ordem [10], a evoluc¸a˜o de sistemas
no estado v´ıtreo [11] e o movimento de defeitos em so´lidos cristalinos [12]. Nestes
casos, a escala temporal t´ıpica dos processos pode atingir ate´ segundos, inviabilizando
totalmente o estado direto atrave´s das ferramentas de simulac¸a˜o atomı´stica.
As estrate´gias adotadas para atacar estas limitac¸o˜es teˆm sido diferentes para os dois
tipos de limitac¸a˜o. Para a limitac¸a˜o espacial, a soluc¸a˜o e´ principalmente a paralelizac¸a˜o
dos algoritmos, juntamente com o desenvolvimento de supercomputadores. A escala
espacial pode ser aumentada atrave´s do me´todo de decomposic¸a˜o espacial de domı´nios,
em que o volume do material a ser estudado e´ divido em volumes (ou domı´nios)
menores. Cada volume e´ atribu´ıdo a um processador, que se comunica com aqueles
que esta˜o tratando os volumes pro´ximos, conforme mostra esquematicamente a Figura
1.2.
Figura 1.2: Decomposic¸a˜o espacial para paralelizac¸a˜o dos algoritmos, o maior volume
e´ dividido em pequenos volumes e as dinaˆmicas de cada volume pequeno e´ atribu´ıdo
para um processador simultaneamente .
O Cray XT5 Jaguar foi anunciado como o supercomputador mais ra´pido da at-
ualidade, com uma taxa de processamento sustentado de 1,759 PETAFLOPS[13]
(PETA= 1015, FLOPS=Floating point Operations Per Second) no Oak Ridge National
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Laboratory, nos permite fazer simulac¸o˜es de dinaˆmica molecular, como mencionado
anteriormente[7], na ordem de 1000 bilho˜es de part´ıculas.
Infelizmente, a computac¸a˜o em paralelo na˜o tem o mesmo efeito na soluc¸a˜o do
problema da escala temporal. Se quise´ssemos fazer a paralelizac¸a˜o na escala temporal
tomaria o intervalo de tempo total de evoluc¸a˜o de meu sistema e dividido este em
pequenos intervalos, a evoluc¸a˜o de cada intervalo temporal e´ atribu´ıdo simultaneamente
a um micro-computador, como mostra a Figura 1.3. Mas a evoluc¸a˜o temporal de
um sistema na˜o pode ser decomposta em intervalos de tempo menores independentes.
Pelo fato da evoluc¸a˜o temporal envolver um problema de condic¸o˜es iniciais, e´ preciso
conhecer o estado anterior do sistema antes de podermos determinar o pro´ximo.
Tempo











































































Figura 1.3: Decomposic¸a˜o na escala temporal na˜o e´ poss´ıvel de fazer, ja´ que cada
pequeno intervalo da decomposic¸a˜o na˜o e´ independiente na evoluc¸a˜o temporal.
Desta maneira, a u´nica estrate´gia eficaz no tratamento da escala temporal em
simulac¸o˜es atomı´sticas e´ o desenvolvimento de te´cnicas e algoritmos mais especializados.
Uma estrate´gia para superar as dificuldades associadas com a vasta gama de escalas
de comprimento e tempo consistem em granulac¸a˜o grossa (coarse graining). Esta
16
abordagem visa eliminar varia´veis irrelevantes e manter apenas os graus de liberdade
que sa˜o essenciais para os fenoˆmenos de interesse. Por exemplo, a complexidade
dos modelos para soluc¸o˜es polime´ricas e´ muitas vezes reduzida usando modelos mola-
part´ıcula, onde grupos inteiros de a´tomos sa˜o substitu´ıdos por part´ıculas [11]. Tambe´m
e´ poss´ıvel simplificar os modelos pela integrac¸a˜o sistema´tica de parte microsco´picas
dos graus de liberdade tal que a energia potencial total pode ser escrita em termos de
interac¸o˜es efetivas [14], [15]. Esses modelos simplificados podem ser simulados de forma
muito eficiente e acess´ıveis a tempo de aumentar as escalas por ordens de magnitude.
Desenvolvimento de tais modelos, entretanto, requer considera´vel conhecimento sobre
a natureza do problema (por exemplo, quais graus de liberdade podem ser eliminados
e quais sa˜o essenciais) e tal conhecimento e´ muitas vezes indispon´ıvel. Por exemplo,
na˜o esta´ claro como seria construir a formulac¸a˜o de granulac¸a˜o grossa para um l´ıquido
super-resfriado que se aproxima da transic¸a˜o v´ıtrea.
Para as situac¸o˜es nas quais na˜o temos este tipo de formulac¸a˜o precisamos de algo-
ritmos espec´ıficos. Duas te´cnicas sa˜o o Nudged Elastic Band (NEB) [16], Transition
Path Sampling (TPS) [17]. Estas te´cnicas sa˜o baseadas em cadeias de estados (uma
sequ¨eˆncia de estados na paisagem de energia do sistema) que conectam um estado
inicial ao final na paisagem de energia potencial. Estas te´cnicas visam encontrar
o ponto ou pontos de sela entre estes dois estados. Embora eficazes o sucesso do
me´todo depende da escolha do caminho inicial. Os anteriores me´todos tornan-se
uma restric¸a˜o sobre as poss´ıveis soluc¸o˜es do problema e exclui poss´ıveis mecanismos
f´ısicos envolvidos no sistema. Uma escolha inadequada deste caminho inicial pode
excluir certos mecanismos de transic¸a˜o entre os dados estados inicial e final. Assim,
os me´todos se tornam dependentes de certa ”intuic¸a˜o”na escolha do caminho inicial, o
que e´ um elemento indeseja´vel.
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Nesta dissertac¸a˜o focamos num me´todo alternativo, que na˜o necessita de um
caminho inicial. Ale´m disso nem precisa da identificac¸a˜o do estado final. Assim, esta
abordagem chamado de me´todo super-sime´trico, em princ´ıpio elimina o elemento
”intuic¸a˜o”, permitindo encontrar o caminho de transic¸a˜o sem qualquer conhecimento
pre´vio do problema. Para testar o me´todo, aplicamos o me´todo, so´ com a escolha do
estado inicial ou de sa´ıda sem nenhuma restric¸a˜o sobre o estado final, aplicamos o
me´todo em treˆs problemas padra˜o, um potencial bi-estave´l, um potencial com ”entropic
switch”e um modelo de Ising em uma e duas dimenso˜es.
O conteu´do deste trabalho esta´ organizado da seguinte forma: no cap´ıtulo 2 e´
feita uma introduc¸a˜o ao problema do evento raro, cap´ıtulo 3, descrevemos a equac¸a˜o
de Kramers super-sime´trica para correntes de probabilidade, que e´ a base teo´rica do
me´todo super-sime´trico, junto com descric¸a˜o de uma implementac¸a˜o da dinaˆmica
de Langevin super-sime´trica, no cap´ıtulo 5, mostra a aplicac¸a˜o do me´todo super-





Muitos problemas em f´ısica, cieˆncia de materiais, qu´ımica e biologia podem ser for-
mulados como um sistema que explora uma paisagem de energia potencial complexo
em um espac¸o multidimensional. Exemplos bem conhecidos incluem transic¸o˜es de
fase em mate´ria condensada, reac¸o˜es qu´ımicas, nucleac¸a˜o, mudanc¸as conformacionais
em biopol´ımeros. Paisagens de energia tipicamente apresentam caracter´ısticas como
hierarquia de estruturas e escalas temporais, dando origem a` natureza multi-escala da
dinaˆmica.
Estamos interessados em um sistema dinaˆmico com escalas temporais bem definidas,
ou seja, processos que levam um tempo muito longo na dinaˆmica que caracteriza os
estados do sistema com estabilidade local, comparados com o tempo da dinaˆmica de
transic¸a˜o entre esses diferentes estados esta´veis. A transic¸a˜o de um estado esta´vel
para o outro acontece de uma forma ra´pida. Nesta dinaˆmica de passagem e´ na que
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estamos realmente interessados. Logo observar esta dinaˆmica de passagem leva um











Figura 2.1: Representac¸a˜o de uma trajeto´ria numa paisagem de energia potencial,
comec¸a em A e termina em B. O sistema gasta mais tempo nas flutuac¸o˜es nos mı´nimos
que no passagem de transic¸a˜o
Considere agora a situac¸a˜o mostrada na Figura 2.1. As regio˜es A e B sa˜o dois
subconjuntos do espac¸o de configurac¸a˜o tal que, se uma trajeto´ria dinaˆmica e´ iniciada
em A, o sistema permanece no estado durante um tempo longo tstable, ate´ que encontra
uma maneira de escapar para B. No entanto, a durac¸a˜o desta transic¸a˜o de A para o
outro estado B acontece em um tempo ttransition, este tempo e´ muito menor comparado
com o tempo nos estados esta´veis e´ dizer ttransition  tstable.
Esta separac¸a˜o de escalas de tempo e´ o efeito da disparidade entre as barreiras
de energia ou gargalo entro´pico e a energia te´rmica ET = kB T que divide o sistema
em estados com tempos de vida tstable. Os estados podem ser considerados como dois
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vales separados por uma cordilheira com passagens de alta e estreita. Um caminhante
cego e´ lento em um vale vagara´ consideravelmente antes de encontrar uma maneira
de escapar. Quando isso acontecer, ele vai relaxar comparativamente ra´pido na outra
bacia.
O objeto da investigac¸a˜o dos eventos raros [19] e´ a pro´pria transic¸a˜o, ou seja,
estamos interessados em:
Chamamos de caminho de reac¸a˜o o conjunto de estados de transic¸a˜o, quais sa˜o as
passagens de separac¸a˜o entre estados esta´veis, dentro disso tambe´m estamos interessa-
dos em saber que e´ a mudanc¸a relevante que o sistema deve ser submetido a mudar de
estado, o mecanismo de transic¸a˜o.
Chamamos de tempos ou taxas de reac¸a˜o notada por: O tempo que leva para fazer
uma transic¸a˜o entre os estados esta´veis.
Nas simulac¸o˜es a aplicac¸a˜o direta de Dinaˆmica Molecular (MD), em princ´ıpio ,
podem nos fornecer todas as informac¸o˜es da cine´tica que estamos procurando. No
entanto, o tempo de vida tstable depende exponencialmente da altura das barreiras,
e pode tornar-se muito grande. Uma caracter´ıstica comum e´ o fato de que o tempo
de expectativa de transic¸a˜o podem facilmente exceder as capacidades do computador
atual por va´rias ordens de magnitude. Neste caso, a transic¸a˜o torna-se um evento raro
e me´todos especiais devem ser empregados.
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2.0.1 Manifestac¸a˜o de um Evento Raro
Agora com o exemplo a seguir apresentamos o cena´rio em que a dinaˆmica de um
sistema f´ısico torna-se um evento raro, na Figura 2.2 mostra a soluc¸a˜o da equac¸a˜o
diferencial estoca´stica:















































Figura 2.2: Trajeto´ria de uma part´ıcula em um poc¸o duplo sime´trico de potencial
(equac¸a˜o 2.2), fazendo transic¸o˜es entre dois mı´nimos (1, -1) (estados metaesta´veis),
reduzindo a energia te´rmica em comparac¸a˜o com a altura da barreira de potencial
gera a disparidade em escala de tempo entre o tempo de vida dos estados metaesta´veis
tstable e o tempo que leva para fazer a transic¸a˜o ttransition .
22




(γ coeficiente de atrito, kB constante
de Boltzmann, ∆t o passo de tempo, T temperatura, m a massa), x(0) = −1. Sem a
perturbac¸a˜o estoca´stica a soluc¸a˜o e´ x(t) ≡ x(0) = −1 no equil´ıbrio. Efetivamente, a
parte determin´ıstica da dinaˆmica da equac¸a˜o na˜o faz nada ale´m de levar o sistema a
estados de equil´ıbrio local. Com a perturbac¸a˜o aleato´ria o sistema flutua em torno dos
dois mı´nimos locais x = −1 e 1. A frequeˆncia destas transic¸o˜es depende da magnitude
de kB T (magnitude da energia te´rmica), em comparac¸a˜o com a altura da barreira de
energia entre eles. Se a energia te´rmica e´ grande comparada a` altura da barreira, as
visitas aos dois estados sa˜o frequentes, conforme mostrado nas Figuras 2.2 (a) e (b),
se reduzirmos a energia te´rmica, a frequeˆncia das transic¸o˜es no entanto, se diminui,
mudando a escala de tempo na qual as transic¸o˜es ocorrem.
Se a energia te´rmica e´ muito menor em comparac¸a˜o com a altura da barreira aconte-
cem transic¸o˜es raras entre esses dois estados. A escala de tempo da transic¸a˜o, ttransition
e´ muito menor do que a escala de tempo da flutuac¸a˜o em torno dos mı´nimos locais,
tstable. Por esta raza˜o, no´s nos referimos a x = −1 e 1, como os estados metaesta´veis.
Este exemplo ilustra uma das principais dificuldades na modelagem de tais sistemas,
ou seja, as disparidades entre as escalas de tempo. Apesar dos raros eventos ocorrerem
com pouca frequeˆncia, sa˜o eles exatamente que controlam a evoluc¸a˜o temporal do
sistema. Um exemplo cla´ssico da f´ısica da mate´ria condensada envolve as transic¸o˜es
de fase de primeira ordem, onde a escala temporal caracter´ıstica e´ controlada pela
formac¸a˜o do nu´cleo cr´ıtico. Esta formac¸a˜o e´ um evento raro, cuja escala temporal e´
muito menor que a dos movimentos atoˆmicos. Outros exemplos incluem a mobilidade
de defeitos em so´lidos cristalinos e reac¸o˜es qu´ımicas. Neste contexto, estudar os eventos
raros e´ uma necessidade vital para a compreensa˜o da evoluc¸a˜o temporal de sistemas
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complexos.
2.0.2 Taxas de transic¸a˜o
A taxa de transic¸a˜o e´ o nu´mero de transic¸o˜es por unidade de tempo entre dois estados
esta´veis. Vamos mostrar e´ poss´ıvel calcular essa taxa com o monitoramento das
trajeto´rias, e´ dizer desde o ponto de vista microsco´pico do qual emerge o comporta-
mento macrosco´pico. Como um exemplo protot´ıpico [4], consideramos uma reac¸a˜o
uni-molecular (A B), em que uma espe´cie se transforma numa espe´cie B. Vamos
primeiro considerar para a descric¸a˜o fenomenolo´gica de reac¸o˜es uni-moleculares. De-
notamos a densidade das espe´cies A e B e por CA,CB , respectivamente. As equac¸o˜es
fenomenolo´gicas das densidades sa˜o as seguintes:
dCA
dt
= −kA→BCA(t) + kB→ACB(t)
dCB
dt
= +kA→BCA(t)− kB→ACB(t) (2.3)
Claramente, como o nu´mero de mole´culas e´ constante nesta reac¸a˜o, a densidade total
e´ conservada:
d [CA(t) + CB(t)]
dt
= 0 (2.4)
No equil´ıbrio, todas as concentrac¸o˜es sa˜o independentes do tempo, isto e´, (C˙A = C˙B =
0), isso implica que:




onde K e´ a constante de reac¸a˜o de equil´ıbrio . Vejamos agora o que acontece se
tivermos um sistema no equil´ıbrio e se aplica uma pequena perturbac¸a˜o ∆CA(t), a`
concentrac¸a˜o da espe´cie A (e, respetivamente, das espe´cies B). Podemos escrever a
24
equac¸a˜o da taxa de decaimento desta perturbac¸a˜o da seguinte forma:
d∆CA
dt
= −kA→B∆CA(t) + kB→A∆CA(t)
d∆CB
dt
= kA→B∆CB(t)− kB→A∆CB(t) (2.6)
Com condic¸o˜es iniciais ∆CA(t0) = ∆CA(0),∆CB(t0) = ∆CB(0) para essas equac¸o˜es,
temos que









onde definimos a constante de reac¸a˜o temporal:










Aqui com 〈CA〉 e 〈CB〉 as concentrac¸o˜es de equil´ıbrio. Com esta normalizac¸a˜o, CA(t)
e´ simplesmente a probabilidade de que uma determinada mole´cula esteja no estado A.
Queremos considerar agora a evoluc¸a˜o da concentrac¸a˜o de part´ıculas B CB(t) se todas
as part´ıculas sa˜o do tipo A, inicialmente, ou seja, no´s na˜o temos nenhuma part´ıcula
do tipo B. Lembrando que 〈CA〉 e 〈CB〉 sa˜o as concentrac¸o˜es de equil´ıbrio, da Eq.(2.7)









No momento inicial e´ zero e, em seguida no tempo aumenta ate´ atingir o seu valor
limite de equil´ıbrio. Ate´ agora, discutimos a reac¸a˜o de um ponto de vista macrosco´pica,
fenomenolo´gico. Vamos considerara do ponto de vista microsco´pico.
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Neste caso, a varia´vel coletiva (ou coordenada de reac¸a˜o) q ,pode ser um aˆngulo
ou comprimento de ligac¸a˜o, que difere significativamente nos dois estados esta´veis.
Imagine, agora, que este sistema e´ monitorado por um longo tempo e o valor de q
e´ registrado em intervalos regulares. Se a barreira de energia (∆E ) e´ elevada em
comparac¸a˜o com a energia te´rmica (kBT ), o topo da barreira, que deve ser vencido
durante as transic¸o˜es de A para B , corresponde as configurac¸o˜es de baixa probabilidade.
Assim, as transic¸o˜es de A para B e vice-versa ocorrem apenas raramente. Do ponto
de vista puramente macrosco´pico, faz sentido considerar apenas as estat´ısticas das
transic¸o˜es entre A e B negligenciando a dinaˆmica detalhada de q(t) nos estados esta´veis.
Isso pode ser feito monitorando a evoluc¸a˜o temporal da func¸a˜o caracter´ıstica hB[q(t)].




1 if q(r) ≥ q∗,
0 if q(r) < q ∗ .
(2.10)
q∗ e´ o ponto que define se o sistema esta em A ou B, como mostra a Figura 2.3.
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Figura 2.3: Acima a evoluc¸a˜o temporal da coordenada de reac¸a˜o q(t), para um sistema
com energia livre F (q). Na maior parte do tempo a coordenada de reac¸a˜o flutua em
torno dos valores qA e qB t´ıpicos para os estados esta´veis A e B, respectivamente.
Raramente (na escala de tempo da flutuac¸o˜es de estado esta´vel), o sistema alterna
entre A e B. Embaixo a Figura mostra a func¸a˜o caracter´ıstica, hB(t) em func¸a˜o do
tempo. Extra´ıdo de [18].
A func¸a˜o hA(q) para o estado A e´ definida de forma ana´loga. As func¸o˜es ha e hb
simplesmente detectam se o sistema reside em A ou B. Usando estas func¸o˜es podemos
expressar a probabilidade condicional de encontrar o sistema no estado B no tempo t
desde que estava em A no momento em t = 0:
C(t) ≡ 〈hA[q(0)]hB[q(t)]〉〈hA〉 (2.11)
Aqui, os pareˆnteses 〈. . . 〉 denota uma me´dia de equil´ıbrio sobre condic¸o˜es iniciais ou












As me´dias 〈hA〉 e 〈hB〉 sa˜o as probabilidades de encontrar o sistema no estado A e
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B, respectivamente, ao longo de uma trajeto´ria de equil´ıbrio. A func¸a˜o de correlac¸a˜o
temporal C(t) Eq. (2.11) e´ uma descric¸a˜o de estat´ısticas das transic¸o˜es de A para B
no sistema de equil´ıbrio em termos de graus de liberdade microsco´picos. Para fazer
contato com uma descric¸a˜o macrosco´pica, em uma experieˆncia com muitas mole´culas
do tipo A e B na amostra, e´ u´til considerar a evoluc¸a˜o temporal das concentrac¸o˜es
CA(t) = NA(t)/V e CB(t) = NB(t)/V aqui lembramos a definic¸a˜o de concentrac¸a˜o
como o numero de part´ıculas por unidade de volume. Desde que as mole´culas so´
podem converter em si e na˜o sa˜o criadas ou destru´ıdas, o nu´mero total de mole´culas
N = NA(t) + NB(t) bem como a soma CA(t) + CB(t) e´ constante no tempo. A
concentrac¸a˜o de mole´culas do tipo B CB(t) como uma func¸a˜o do tempo pode ser







C(t) = (〈CA〉+ 〈CB〉)C(t) (2.13)
As equac¸o˜es fenomenolo´gicas descrevem fielmente a cine´tica do sistema para tempos
muito maiores que a escala de tempo molecular tmol . Grosseiramente falando, o tempo
de correlac¸a˜o molecular tmol e´ o tempo necessa´rio para o sistema “esquecer” a transic¸a˜o
de A para B. Para tempo t tmol, qualquer novo evento e´ independente da anterior.









Assim, a func¸a˜o de correlac¸a˜o temporal C(t) e´ esperado aproximar seu valor assinto´tico
〈hB〉 exponencialmente. Essa igualdade estabelece uma ligac¸a˜o entre a dinaˆmica
microsco´pica do sistema (lado esquerdo) e a descric¸a˜o fenomenolo´gica cine´tica em
termos de constantes de taxa de reac¸a˜o (lado direito). Se existe uma separac¸a˜o de
escalas de tempo, havera´ um momento regime tmol < t < τR no qual C(t) cresce
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linearmente. Neste regime:
C(t) ' kA→Bt (2.15)
ou equivalentemente a derivada temporal de C(t), tambe´m chamado fluxo reativo,
tem um platoˆ horizontal com altura igual a` constante de reac¸a˜o kA→B,
k(t) ≡ C˙(t) ≡ dC
dt
' kA→B (2.16)
Esta equac¸a˜o e´ a base para a estimativa das constantes de reac¸a˜o com a teoria de




Super-simetria e caminhos de reac¸a˜o
A equac¸a˜o de Kramers habitual e´ um tipo particular da equac¸a˜o de Fokker Planck
que descreve a evoluc¸a˜o temporal da distribuic¸a˜o de probabilidade do sistema de
interesse. A generalizac¸a˜o super-sime´trica , proposta por Kurchan e colaboradores
[20],[21], no sub-espac¸o de um fe´rmion e´ uma equac¸a˜o tipo Fokker Planck que gera a
evoluc¸a˜o das correntes de reac¸a˜o do sistema de interesse. Estas representam o fluxo
de probabilidade entre os estados metaesta´veis, que descrevem o caminho que liga um
estado meta-esta´vel ao outro. A seguir, apresentamos a generalizac¸a˜o super-sime´trica
da equac¸a˜o de Kramers, que e´ a base teo´rica do me´todo super-sime´trico.
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3.1 Equac¸a˜o de Kramers super-sime´trica





+ V (q) (3.1)
Aqui os vetores q = (−→q 1, · · · ,−→q n) e p = (−→p 1, · · · ,−→p n) sa˜o as posic¸o˜es e momentos
associados com as part´ıculas e V (q) e´ a func¸a˜o que descreve a energia potencial do
sistema. Para simplificar a notac¸a˜o, vamos atribuir a cada part´ıcula a mesma massa
m.
A dinaˆmica de um sistema acoplado a um banho te´rmico a` temperatura T constante




p˙ = −−→∇V (q) +
√
2mγTη − γp (3.2)
onde estamos tomando a constante de Boltzmann kB = 1, γ e´ o coeficiente de atrito e
η e´ um vetor de ru´ıdo branco Gaussiano, com as propriedades:
〈ηµ(t)〉 = 0 (3.3)
〈ηµ(t)ην(t′)〉 = δµνδ(t− t′) (3.4)
Os ı´ndices µ e ν indicam os graus de liberdade do espac¸o de configurac¸a˜o 1, · · · , N,
com N = 3n. A densidade de probabilidade no espac¸o de fase W (q,p, t) evolui de
acordo com a equac¸a˜o de Kramers [22],
∂W (q,p, t)
∂t






















A equac¸a˜o de Kramers pode ser reescrita como uma equac¸a˜o de continuidade para a
corrente de probabilidade [22]:
∂W (q,p, t)
∂t



























W (q,p, t) (3.8)
O ı´ndice µ varia entre 1 e N . A super-simetria escondida na equac¸a˜o de Kramers
pode ser expressa atrave´s de um acoplamento dos graus de liberdade de bo´sons, no
espac¸o de fase, com um nu´mero igual de graus de liberdade de fe´rmions. Em [21]
mostra-se que a extensa˜o super-sime´trica da equac¸a˜o de Kramers pode ser feita atrave´s













A extensa˜o super-sime´trica da equac¸a˜o de Kramers Eq.3.5 incluindo estes operadores
e´:














Ao definir um vetor x de 2N coordenadas, tal que os componentes sa˜o: xµ = qµ e
xN+µ = pµ para µ = 1, · · · , N , o operador de evoluc¸a˜o Eq.3.10 pode ser expresso de
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uma forma mais compacta:






















· · · c†ik |−〉 (3.13)
a func¸a˜o ψi1,··· ,ik(x, t) fisicamente corresponde a` densidade de probabilidade no espac¸o






se usarmos esta notac¸a˜o, podemos escrever a equac¸a˜o 3.10 como:
∂
∂t
|ψk(x, t)〉 = −HSK |ψk(x, t)〉 (3.15)
3.1.1 Subespac¸os da extensa˜o super-sime´trica
Agora queremos saber qual e´ o conteu´do f´ısico que tem a extensa˜o super-sime´trica e
as vantagens desta formulac¸a˜o. Vamos primeiro considerar a soluc¸a˜o para Eq.3.15 no
subespac¸o de zero fe´rmions, para este caso temos
|ψ(0)(x, t)〉 = W (q,p, t)|−〉 (3.16)
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e a equac¸a˜o de Kramers Eq. 3.5 e´ recuperada. Se comec¸armos a partir de uma
condic¸a˜o inicial |ψ(x, 0)〉, podemos expandir a soluc¸a˜o geral |ψ(x, t)〉 em autovetores












HK |ψRα (x)〉 = λα|ψRα (x)〉 (3.19)
Para esta soluc¸a˜o, podemos observar que quando t aumenta, dominam os termos da
soma com menores autovalores. Para t→∞ apenas o estado com λ = 0 sobrevive,
este e´ o estado estaciona´rio, que representa a distribuic¸a˜o de equil´ıbrio. Se o sistema
mostra uma separac¸a˜o de escalas de tempo, como no caso dos eventos raros que temos
um ttransition  tstable, essa situac¸a˜o corresponde a um ”gap”entre os autovalores deHK .
Em geral, para um tempo intermedia´rio t′, tal que ttransition  t′  tstable podemos
obter uma soluc¸a˜o aproximada da evoluc¸a˜o do sistema como uma superposic¸a˜o linear






Pode ser demonstrado [21] que ha´ combinac¸o˜es apropriadas de K autovalores direitos
abaixo do gap, de modo que a densidade de probabilidade associada W (q,p, t) e´
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positiva e normalizada, diferente de zero apenas em regio˜es na˜o sobrepostas do espac¸o
de configurac¸a˜o, e estaciona´rio em escalas de tempo muito menores que tstable. Estes
estados podem ser usados como uma definic¸a˜o formal da meta-estabilidade. Impor-
tante, e´ que a aproximac¸a˜o da soluc¸a˜o e´ independente da origem da separac¸a˜o de
escalas de tempo.
Finalmente, vamos examinar o que acontece para o caso de k = 1. Neste caso, a







que faz parte do subespac¸o de um fe´rmion. Com essa podemos reescrever a Eq.3.10
no subespac¸o de um fe´rmion como,
∂
∂t




Esta e´ a extensa˜o super-sime´trica da equac¸a˜o de Kramers Eq.3.5, no subespac¸o de
um fe´rmion. Podemos notar que, de uma maneira ana´loga ao setor de zero fe´rmions,
a soluc¸a˜o da equac¸a˜o era a densidade de probabilidade correspondente a` equac¸a˜o de
Kramers Eq.3.5. No sub-espac¸o de um fe´rmion a Eq. 3.22 esta e´ uma equac¸a˜o de
evoluc¸a˜o para as correntes de probabilidade [21]. Agora na pro´xima sec¸a˜o, mostraremos
como aplicar o me´todo na pra´tica para obter os caminhos de reac¸a˜o.
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3.2 Implementac¸a˜o da Dinaˆmica de Langevin super-
sime´trica
Para obter as correntes devemos encontrar os auto estados da Hamiltoniana super
sime´trica Eq.3.10 no sector um fe´rmion abaixo do gap. Este pode ser obtida resol-
vendo a Eq. 3.22, em tempos maiores do que a escala microsco´pica a partir de va´rias
configurac¸o˜es iniciais. No caso de zero fe´rmions, e´ pratico fazer uma simulac¸a˜o da
dinaˆmica de Langevin 3.2 ao inve´s de resolver a equac¸a˜o de Fokker-Planck, a fim de
obter estados metaesta´veis. A questa˜o que surge naturalmente e´ qual equac¸a˜o de
difusa˜o, que reproduz Eq.3.10 no subespac¸o de um fe´rmion.
A equac¸a˜o 3.22 pode ser resolvida com o Anzats ψµ(x, t) = φ(x, t)uµ(t) [20], ao
inserir o Anzats esta equac¸a˜o Eq.3.22 e´ separada em duas novas equac¸o˜es. Como
explicado a seguir: onde u e´ um vetor de dimensa˜o 2N, que na˜o dependem de x ≡ (q,p)
e φ(x, t) evolui com a equac¸a˜o de Kramers 3.5:
∂φ(x, t)
∂t
= −HKφ(x, t) (3.23)







A fim de evitar a divergeˆncia da norma de u, a equac¸a˜o 3.24 pode ser modificada pela
adic¸a˜o de um termo:
d
dt





A norma de u, (| u |) e´ agora constante ja´ que escolhe:
N(u) = −u
†Au
| u |2 (3.26)
Isto pode ser visto como uma rotac¸a˜o sobre o vetor u. A distribuic¸a˜o conjunta
W (x, u, t) evolui de acordo com:










W (x, u, t) (3.27)
como pode ser verificado
ψµ(x, t) ≡
∫
d2NuuµW (x, u, t) (3.28)
e integrando por partes. Podemos agora ler o me´todo de difusa˜o ou dinaˆmica de
Langevin, mas aumentado pelo vetor u, vamos ter um conjunto de caminhantes
(walkers) aleato´rios com graus de liberdade (x,u(t)) onde u(t) evolui localmente como
(3.25) buscando a direc¸a˜o insta´vel para encontrar o caminho de reac¸a˜o, o me´todo esta
resumido na seguinte Figura. 3.1:
• No´s evolu´ımos φ(x, t) acordo com 3.23 dinaˆmica de Langevin. Logo obtemos as
novas coordenadas de posic¸a˜o e momentum x ≡ (q, p) de cada walker.
• Em seguida, fazemos a dinaˆmica de u acordo com 3.24 para cada walker, salvar
a norma do vetor e normalizar.
• Finalmente precisa introduzir uma etapa de ”branching”ou ”biasing”, a etapa
de clonagem tomamos cada caminhante e ter a probabilidade de viver o morrer
N(u(t+ dt)) com a taxa de clonagem de cada caminhante p =
[
e
∫ −u†Audt + ξ] e´



























|u(t + δt)| ∝ e
∫
u†Audt
Figura 3.1: dinaˆmica de langevin super sime´trica
aleato´rio uniformemente distribu´ıdo entre 0 e 1 que da˜o uma chance de viver no
caso que a taxa seja menor que 1 e uma chance de clonagem se a taxa e´ maior
que 1.
Clones nascem no mesmo lugar com a mesma informac¸a˜o ou seja mesmas coordenadas
x e mesmo vetor u. As etapas de rotac¸a˜o e clonagem desempenham o papel de tirar a
direc¸a˜o menos esta´vel, tanto como nos me´todos de autovetor ou projec¸a˜o.
Depois de um tempo transito´rio t ′, (ttransition < t′  tstable), o sistema tende a
um regime no qual as part´ıculas se organizam ao longo de trilhas: ”os caminhos da
reac¸a˜o”, a distribuic¸a˜o e´ quase estaciona´ria, ha´ regio˜es do nascimento e da emigrac¸a˜o
(perto dos selins) e nas regio˜es de imigrac¸a˜o e de morte (nos estados): existe apenas
uma pequena taxa de mortalidade global da ordem do inverso do tempo de reac¸a˜o ao
longo do caminho espec´ıfico.
Em resumo o me´todo super-simetrico e´ uma dinaˆmica molecular reforc¸ada ou
38
aumentada que pode ser usado para obter o caminho de transic¸a˜o, em problemas de





Na sequ¨eˆncia vamos aplicar o me´todo super-sime´trico a um conjunto de problemas
envolvendo eventos raros, o objetivo e´ avaliar o funcionamento do me´todo para
identificar vantagens e desvantagens na sua aplicac¸a˜o. especificamente, consideramos
transic¸o˜es raras num potencial bi-esta´vel, num switch entro´pico e no modelo de Ising.
Para a implementac¸a˜o das aplicac¸o˜es usamos unidades reduzidas de Lennard-Jones, e´
dizer nosso potencial e´ da forma V (q) = f (q/σ) onde o paraˆmetro  define a ordem de
grandeza na energia. Para a integrac¸a˜o da dinaˆmica de Langevin Eq. 3.23 foi utilizado
o me´todo referenciado em [23]. A evoluc¸a˜o de vetor u Eq. 3.25 foi implementado com
o me´todo de ponto meio impl´ıcito [24].
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4.1 Potencial Biesta´vel
Vamos comec¸ar com um sistema bidimensional simples, caracterizado por uma energia
potencial com dois mı´nimos e dois pontos de sela, mesmo este problema simples ja´
revela as caracter´ısticas mais importantes no problema de encontrar caminhos de
reac¸a˜o. A paisagem de energia bidimensional e´ descrita pela seguinte func¸a˜o [20], [18],
V (x, y) = (4(1− x2 − y2)2 + 2(x2 − 2)2 + ((x+ y)2 − 1)2 + ((x− y)2 − 1)2) (4.1)
Neste caso vamos considerar que o atrito e´ alto, e´ dizer caso super-amortecido. Este




, 0), e dois pontos de sela em (0, ±1). O
potencial e´ sime´trico, como mostra a Figura 4.1. Estamos interessados em observar
transic¸o˜es entre os dois mı´nimos.
B












Figura 4.1: Exemplo simples um potencial bi-estavel
Ja´ que o potencial e´ sime´trico, os pontos de sela sa˜o equivalentes. De esta forma
os caminhos de transic¸a˜o entre A e B devem ocorrer de maneira equivalente pelos dois
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pontos de sela. Com isso, em princ´ıpio, um bom me´todo para encontrar caminhos
de reac¸a˜o deve ser capaz de encontrar a priori os dois caminhos de reac¸a˜o. Ale´m de
especificar um caminho inicial, seria deseja´vel tambe´m que o me´todo pudesse encontrar
sozinho o estado final de transic¸a˜o.Como mencionamos anteriormente, o me´todo NEB
[16], e´ um me´todo que usa uma cadeia de estados na paisagem de energia, que conecta
os estados inicial e final dados. O me´todo consiste da escolha de um caminho inicial,
seguida um processo de minimizac¸a˜o. Este processo e´ ilustrado na Figura 4.2:
NEB caminho 
caminho inicial








Figura 4.2: Me´todo NEB. As setas indicam o efeito do procedimento de minimizac¸a˜o.
Neste caso, para uma paisagem de energia potencial o me´todo consegue encontrar
o caminho de transic¸a˜o entre os estados de interesse. No entanto para o dado caminho
inicial, na˜o consegue encontrar o outro. Isto e´ devido a` escolha do caminho inicial.
Neste caso e´ a exclusa˜o de um caminho de reac¸a˜o, conforme Figura 4.3:
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NEB caminho 
Caminho Inicial exclui outro caminho








Figura 4.3: O me´todo NEB, como aqueles que precisam dar um caminho inicial podem
excluir, caminhos alternativos de reac¸a˜o para o sistema.
Este obviamente, e´ um efeito indeseja´vel,vamos aplicar o me´todo super-sime´trico
neste mesmo problema. Preparamos o sistema num estado inicial so´, e vamos acom-
panhar a evoluc¸a˜o de um grupo de walkers. Definimos a temperatura adimensional β
como a relac¸a˜o entre  o paraˆmetro de ordem grandeza da energia (unidades reduzidas
de Lennard Jones) e a energia te´rmica β = 
kBT
. Escolhemos β = 8, ale´m disso estamos








































Figura 4.4: Evoluc¸a˜o temporal dos caminhos de reac¸a˜o, numa paisagem bidimensional de
energia, a temperatura adimensional β = 8.
Figura 4.4 apresenta a evoluc¸a˜o de um conjunto de walkers, impulsionada pela
dinaˆmica de Langevin super-simetrica. O elemento nota´vel e´ que na˜o e´ exigido o
conhecimento pre´vio do problema. Iniciando todos os walkers em um dos mı´nimos o
conjunto da populac¸a˜o caminhantes e´ capaz de encontrar os dois caminhos de reac¸a˜o.
Depois de um tempo transito´rio, o sistema tende a um regime no qual os walkers se
organizar ao longo de trilhas: os dois caminhos de reac¸a˜o. A distribuic¸a˜o e´ quase
estaciona´ria, ha´ regio˜es de criac¸a˜o e emigrac¸a˜o (perto dos pontos de sela) e regio˜es de
imigrac¸a˜o e morte (nos mı´nimos).
As correntes de transic¸a˜o, que seguem os caminhos de reac¸a˜o, podem ser obtidos,
determinando a distribuic¸a˜o de walkers atrave´s da expressa˜o no cap´ıtulo anterior:
ψi(x, t) ≡
∫
d2NuuiW (x, u, t)
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Agora, uma vez que temos a corrente de reac¸a˜o como a me´dia da distribuic¸a˜o de
walkers em cada vetor ui Eq.4.1, podemos determinar a taxa de reac¸a˜o. Para isso us-
amos as propriedades do formalismo de super-sime´trico para a equac¸a˜o Fokker-Planck,
atrave´s de expresso˜es

















Baseados nos resultados obtidos para a corrente de reac¸a˜o determinamos a constante
de reac¸a˜o usando a expressa˜o 4.2, obtendo kA→B = 4.3 10−5δt−1.
Figura 4.5: Distribuic¸a˜o de walkers no paisagem de energia potencial, preto e´ baixo,
branco e´ alto
Para comparar, tambe´m determinamos a constante de reac¸a˜o usando o formalismo
da func¸a˜o de correlac¸a˜o descrito no capitulo 2.
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Figura 4.6: Func¸a˜o de correlac¸a˜o, definida em Eq.2.15 para a paisagem de energia
bidimensional como os dois mı´nimos.
Obtemos atrave´s da func¸a˜o de correlac¸a˜o Figura 4.6, uma taxa kA→B = 1.2869 10−5δt−1.
As ordens de grandeza dos dois resultados sa˜o os iguais o que e´ satisfato´rio. Por outro
lado, o ca´lculo da constante de reac¸a˜o usando o formalismo super-sime´trico e´ uma
tarefa complicada. No caso deste problema apenas 2 dimenso˜es ainda foi poss´ıvel fazer
uma ana´lise quantitativa das correntes de transic¸a˜o. Em problemas mais complexos,
isso sera´ muito mais dif´ıcil.
4.2 Entropic Switch
Na segunda aplicac¸a˜o, estudamos um exemplo com dois canais de reac¸a˜o diferentes.
Para este caso escolhemos o potencial de treˆs bacias descrito pela seguinte func¸a˜o:












que ja´ foi considerado em [26],
Figura 4.7: Extra´ıdo da referencia [26], acima gra´fico de contornos da energia e embaixo
gra´fico de contornos das distribuic¸o˜es de equil´ıbrio
Como mostra imagem superior da Figura 4.7 , o potencial 4.3 tem dois mı´nimos
locais perto de (±1, 0), e um mı´nimo local maior em torno de (0,1.5), treˆs pontos
de sela, aproximadamente, (±0.6, 1.1),( -1.4, 0) e um ma´ximo em (0,0.5). Assim, os
dois mı´nimos profundos esta˜o ligados por dois mecanismos diferentes, um dos quais
conte´m um mı´nimo adicional menos pronunciado. Os dois pontos de sela do canal
superior energia potencial igual. O mecanismo de baixo so´ envolve um ponto de sela
cuja energia potencial e´ maior comparado aos outros dois. E´ conhecido da teoria das
grandes desvios ([27]) que, no limite que β = 1
kBT
→∞ a reac¸a˜o ira´ ocorrer atrave´s
do canal superior com uma probabilidade 1, uma vez que a barreira de energia e´
menor. Por isso, esperamos que a dinaˆmica preferisse o canal superior em baixas, mas
temperaturas finitas.
47
Em altas temperaturas, entretanto, a canal de baixo deve ser preferido, pois e´ direto.
Este efeito entro´pico de comutac¸a˜o foi descoberto e analisado em [28]. Neste exemplo,
foram realizados experimentos em duas temperaturas adimensionais β = 
kBT
= 6.67
representa a temperatura baixa onde o canal superior e´ preferido. β = 1.67 representa
a alta temperatura, no qual o inferior e´ preferido conforme mostra a Figura 4.8.
Figura 4.8: Corrente de probabilidade no switch entro´pico. Temperatura baixa de
β = 6.67 (superior), Temperatura alta β = 1.67 (inferior), resultados de [26].
Para responder a` pergunta de qual o canal de reac¸a˜o e´ o preferido em diferentes
temperaturas, devemos considerar a probabilidade atual de trajeto´rias reativas. Na
Figura 4.8 mostramos os tubos de transic¸a˜o calculada atrave´s de TPT (Transition path
theory) [26]. A intensidade das linhas indica a intensidade da corrente de probabilidade.
Pode-se ver claramente que os tubos de transic¸a˜o fornecem a informac¸a˜o desejada.
A baixas temperaturas como na imagem superior, o canal de transic¸a˜o preferido e´ o
superior. Por outro lado, temperaturas elevadas o canal de baixo e´ preferido.
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Walkers-Canal Inferior






 3t1=5 time steps






 3t2=100 time steps






 3t3=200 time steps






 3t4=300 time steps
Figura 4.9: Formac¸a˜o de caminhos de reac¸a˜o para temperatura β = 1.67 temperatura
alta, dinaˆmica super-sime´trica.
Agora queremos verificar este efeito com o me´todo super-sime´trico, sem depender
de uma escolha inicial para o caminho.
Walkers-Canal Superior






 3t1=20 time steps






 3t2=100 time steps






 3t3=200 time steps






 3t4=300 time steps
Figura 4.10: Formac¸a˜o de caminhos de reac¸a˜o para uma temperatura β = 6.67
temperatura baixa, por dinaˆmica super-simetrica
Conforme mostram as Figuras 4.9 e 4.10, o me´todo super-sime´trico confirma o
resultado obtido com TPS.
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4.3 Modelo de Ising Cla´ssico
O modelo de Ising foi proposto como tese de doutoramento em 1924 para Ernst
Ising, um estudante de W. Lenz. Ising tentou explicar determinados fatos observados
empiricamente sobre materiais ferromagne´ticos utilizando um modelo proposto por
Lenz (1920). Foi referido no artigo de Heisenberg (1928)[29], que usou o mecanismo
de troca para descrever o ferromagnetismo. O nome tornou-se bem estabelecido com
a publicac¸a˜o de um artigo de Peierls (1936), que deu uma prova na˜o-rigorosa que a
magnetizac¸a˜o espontaˆnea deve existir. A descoberta ocorreu quando foi demonstrado
que a formulac¸a˜o da matriz do modelo permite a func¸a˜o de partic¸a˜o a ser relacionados
ao maior autovalor da matriz (Kramers e Wannier 1941, Montroll 1941, 1942, Kubo
1943) [30]. Kramers e Wannier (1941) calcularam a temperatura de Curie usando um
modelo bidimensional de Ising, e uma soluc¸a˜o completa de ana´lise foi posteriormente
dada por Onsager (1944).
O modelo de Ising pode ser usado para descrever o comportamento de elementos
individuais (por exemplo, a´tomos, animais, dobras da prote´ına de membrana biolo´gica,
comportamento social, etc) na sua interac¸a˜o com outros elementos na sua vizinhanc¸a.
[31] O modelo de Ising mais recentemente tem sido usado para modelar a separac¸a˜o de
fase em ligas bina´rias e vidros de spin. Em biologia, pode modelar redes neurais, ou
ce´lulas do corac¸a˜o. Tambe´m pode ser aplicado em sociologia. Mais de 12.000 artigos
teˆm sido publicados entre 1969 e 1997, utilizando o modelo de Ising.
No contexto desta dissertac¸a˜o, estamos interessados em fazer uma aplicac¸a˜o do
modelo de Ising ferromagne´tico, mas cla´ssico no sentido de que os graus de liberdade
sa˜o cont´ınuos. Ale´m disso introduzimos uma velocidade de rotac¸a˜o, tal que o sistema
50
e´ uma rede de rotores r´ıgidos que interagem de acordo com o Hamiltoniana de Ising.












BSzi Si = {Sxi , Szi } = {sin(θi), cos(θi)} (4.4)
onde temos um u´nico grau de liberdade de espac¸o, o aˆngulo que faz com o eixo z.
Os spins interagem apenas com os vizinhos mais pro´ximos (i→ (i+ 1, i− 1), no caso
unidimensional ) e, possivelmente, um campo magne´tico B . Este sistema tem dois
mı´nimos na paisagem de energia que sa˜o conhecidos como o estado ”UP”(todos os
spins apontando para cima) e do estado ”Down”(todos os spins apontando para baixo).
Na auseˆncia de campo magne´tico, a paisagem deve ter uma forma sime´trica, como







Figura 4.11: Representac¸a˜o esquema´tica da paisagem de energia potencial modelo de
Ising sem campo magne´tico.
As propriedades estat´ısticas e energe´ticas do sistema nesse potencial sime´trico
(com campo magne´tico zero ) sa˜o equivalentes em ambos os estados Up e Down. A
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Figura 4.12: Representac¸a˜o esquema´tica da paisagem de energia potencial modelo de
Ising com campo magne´tico.
A presenc¸a de um campo magne´tico provoca uma mudanc¸a na paisagem da energia
potencial tal que os estados Up e Down, tenham energia diferentes, conforme na Figura
4.12. Um campo magne´tico na orientac¸a˜o negativa do eixo z, aumento da energia do
estado Up em +NB e diminui para o estado Down em −NB, com N o nu´mero de spins.
Neste sistema estamos interessados no decaimento do estado meta-esta´vel Up para
o estado meta-esta´vel Down. Dependendo da temperatura do banho te´rmico, este e´
um evento raro. Para mostrar isso, apresentamos primeiro uma simulac¸a˜o de dinaˆmica
de Langevin convencional para um sistema unidimensional de 100 spins, com interac¸a˜o
de primeiros vizinhos e condic¸o˜es de contorno perio´dicas. Escolhemos β = J
kBT
= 8,
 = J e B = −J . Inicialmente o sistema e´ preparado no estado Up. Para monitorar o































(b)   Super-symmetric Dynamics
m
z
Figura 4.13: Figura de magnetizac¸a˜o no eixo Z, esquerda dinaˆmica de langevin
convencional, fica no estado meta-esta´vel, direita dinaˆmica susy faz a transic¸a˜o,
encontra a transic¸a˜o entre os estados, encontrando o caminho de reac¸a˜o
Os resultados esta˜o mostrados na Figura 4.13 (a). A dinaˆmica de Langevin con-
vencional, durante um per´ıodo de mais de 5x107 passos, na˜o observa o decaimento. O
sistema permanece ”preso” no estado meta-esta´vel Up. Em seguida usamos a dinaˆmica
super-sime´trica para abordar a mesma situac¸a˜o. Os resultados esta˜o registrados
na Figura 4.13 (b), que mostra uma sequ¨eˆncia de 7 simulac¸o˜es iniciando no estado
meta-esta´vel Up. Em todos os casos, o decaimento do estado meta-esta´vel ocorre em
∼ 105 passos. Isto implica uma acelerac¸a˜o de, no mı´nimo, um fator de 102 em relac¸a˜o
a` dinaˆmica de Langevin convencional.
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Figura 4.14: Configurac¸a˜o de spins para diferentes tempos ao longo da simulac¸a˜o super-
sime´trica. O mecanismo de decaimento ocorre atrave´s de um processo de nucleac¸a˜o e
crescimento.
Os resultados das simulac¸o˜es super-sime´tricas permitem tambe´m a ana´lise qualita-
tiva do mecanismo de decaimento do estado metaesta´vel. A Figura 4.14 mostra uma
sequ¨eˆncia de configurac¸o˜es de spin em func¸a˜o do tempo ao longo de uma simulac¸a˜o
super-sime´trica t´ıpica. O sistema inicia no estado meta-esta´vel Up. Em seguida
aparece um pequeno domı´nio de spins para baixo, que cresce ate´ atingirmos o estado
esta´vel Down. Desta maneira, podemos concluir que o mecanismo de transic¸a˜o de
decaimento envolve o processo de nucleac¸a˜o e crescimento t´ıpico de transic¸o˜es de fase
de primeira ordem.
4.3.1 Rede de Spins bidimensional
Por fim, consideramos o problema do decaimento de um estado meta-esta´vel no modelo













BSzi Si = {Sxi , Szi } = {sin(θi), cos(θi)} (4.6)
Os spins esta˜o arranjados numa rede quadrada (10x10) tal que cada spin possui 4
vizinhos. Impomos condic¸o˜es perio´dicas de contorno. Aplicando campo B = −J
e mantendo uma temperatura β = J
kBT
= 8 preparamos o sistema no estado meta-
esta´vel Up. Monitorando a magnetizac¸a˜o no eixo z, podemos notar que ha dinaˆmica de
Langevin convencional na˜o a´ nenhum evento de decaimento nos primeiros 108 passos,
conforme mostra a Figura 4.3.1(a). usando a dinaˆmica super-sime´trica, no entanto, o




















(b)   2d Super-symmetric Dynamics
m
z
Figura 4.15: Figura de magnetizac¸a˜o no eixo z. a) Dinaˆmica de langevin convencional.
b) Dinaˆmica super-sime´trica
Como no caso 1-dimensional, podemos usar os resultados da dinaˆmica super-
sime´trica para analisar o mecanismo do decaimento. A Figura 4.3.1 mostra uma
sequ¨eˆncia de snapshots da configurac¸a˜o de spins instantaˆnea. Cada quadrinho colorido
representa um spin. A primeira configurac¸a˜o (a) e´ t´ıpica do estado Up com quase todos
os quadrinhos de cor clara. Na segunda Figura (b) se forma um pequeno domı´nio de
spins down (quadrinhos de cor escura) que em seguida cresce ate´ atingirmos o estado
down na Figura (d).
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Figura 4.16: Configurac¸a˜o de spins 10x10, para diferentes tempos, o sistema apresenta
nucleac¸a˜o como mecanismo para fazer a` transic¸a˜o a fase de crescimento sa˜o os spins
para baixo, a cor indica a magnetizac¸a˜o no eixo z.
Novamente o me´todo super-sime´trico e´ capaz de acelerar significativamente a
concorreˆncia de um evento raro. Ale´m disso permite analisar, em termos qualitativos




Nesta dissertac¸a˜o abordamos o problema da escala temporal em simulac¸o˜es atomı´sti-
cas,especificamente os eventos raros. Este problema representa a limitac¸a˜o fundamental
mais complexa no uso das ferramentas computacionais, uma vez que o desenvolvi-
mento da computac¸a˜o paralela na˜o representa uma soluc¸a˜o sistema´tica para aliviar
esta limitac¸a˜o e apenas o desenvolvimento de te´cnicas especiais de simulac¸a˜o pode
oferecer avanc¸os representativos.
Estudamos em detalhe um destes me´todos, o me´todo super-sime´trico que concen-
tra toda a atenc¸a˜o na busca de raras e curtas trajeto´rias que representam transic¸o˜es
entre estados metaesta´veis da paisagem de energia potencial de um sistema complexo.
Atrave´s da aplicac¸a˜o do me´todo em treˆs problemas padra˜o: o potencial bi-esta´vel,
switch entro´pico e o modelo de Ising, analisamos as vantagens e dificuldades do me´todo
para encontrar as trajeto´rias reativas ou caminhos de reac¸a˜o. Primeiro notamos que o
57
me´todo e´ computacionalmente custoso ja´ que implica o ca´lculo da matriz Hessiana. Por
outro lado observamos que a dinaˆmica super-sime´trica na˜o tem as limitac¸o˜es comuns
de outros me´todos para eventos raros, como o NEB e TPS. Na˜o e´ necessa´rio escolher
um caminho inicial e tambe´m na˜o precisa especificar o estado final da transic¸a˜o. Desta
maneira, na˜o precisa ter um conhecimento detalhado do problema para encontrar as
poss´ıveis transic¸o˜es entre estados meta-esta´veis, o que e´ um elemento u´til no estudo
dos eventos raros.
Uma breve comparac¸a˜o da implementac¸a˜o do me´todo para encontrar as taxas de
reac¸a˜o foi feito atrave´s da aplicac¸a˜o ao potencial bi-esta´vel. Neste caso comparamos
a taxa obtida com o me´todo de supersimetria e o me´todo da func¸a˜o de correlac¸a˜o.
Observamos uma concordaˆncia entre as ordens de grandeza. Pore´m com o aumento
da dimensa˜o do sistema, o ca´lculo da taxa com o me´todo super-sime´trico se torna
uma tarefa muito dif´ıcil. A aplicac¸a˜o do me´todo ao problema do switch entro´pico,
mostra que o me´todo funciona de forma independente da natureza f´ısica da transic¸a˜o
do sistema. Por u´ltimo estudamos o evento de decaimento no modelo de ising, do
estado up para o down. O me´todo foi bem sucedido, encontrando e permitindo uma




Neste apeˆndice, vamos mostrar como podemos calcular uma expressa˜o geral para
da taxa de reac¸a˜o para o caso super-amortecido apartir das propriedades de estados
meta-esta´veis. No caso de super-amortecido (atrito alto) a equac¸a˜o de kramers se
reduz a´ equac¸a˜o que na˜o considerar os graus de liberdade de momentum,
∂W (q, t)
∂t














µ sob as coordenas do espac¸o de configurac¸a˜o q de acordo com o capitulo 3, esta´ e´
a equac¸a˜o de Fokker Planck sem a ine´rcia [22], estamos considerando aqui apenas













W (q, t) (A.2)
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Vamos obter uma fo´rmula para a taxa em termos da corrente de reac¸a˜o na˜o
normalizada J (q). A u´nica suposic¸a˜o que fazemos e´ que o tempo de reac¸a˜o e´ mais
lento, que qualquer outro relaxamento. Dado uma soluc¸a˜o de Eq.A.1 Φ(q, t) podemos











En tempos intermediarios t ′ como no capitulo 3, Φ(q, t) e´ uma combinac¸a˜o K linear







se o estado estaciona´rio na˜o tem corrente, enta˜o ha´ apenas K − 1 correntes indepen-
dentes, ao inve´s de K deles. as correntes de reac¸a˜o associadas sa˜o combinac¸a˜o linear










































































porque as somas A.7 sa˜o dominadas pelo maior autovalor λmax que contribu´ıram para

















Esta e´ a equac¸a˜o da taxa de transic¸a˜o e´ uma geralizac¸a˜o da fo´rmula de Arrhenius [32].
Note que a normalizac¸a˜o actual e´ irrelevante. Esta fo´rmula e´ va´lida na hipo´tese de
separac¸a˜o das escalas temporais, independentemente de sua causa. Para o caso na˜o
super-amortecido a derivac¸a˜o e´ similar o letor pode consultar [21].
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