Innovations and developments in networking technology have been driven by technical considerations with little analysis of the benefit to the user. In this paper we argue that network parameters that define the network Quality of Service (QoS) must be driven by user-centric parameters such as user expectations and requirements for multimedia transmitted over a network. To this end a mechanism for mapping user-oriented parameters to network QoS parameters is outlined. The paper surveys existing methods for mapping user requirements to the network. An adaptable communication system is implemented to validate the mapping. The architecture adapts to varying network conditions caused by congestion so as to maintain user expectations and requirements. The paper also surveys research in the area of adaptable communications architectures and protocols. Our results show that such a user-biased approach to networking does bring tangible benefits to the user.
Introduction
The concept of Quality of Service in distributed multimedia systems is indelibly associated with the provision of an acceptable level of application performance. Ultimately, this performance is itself dependent on 1. the user's experience with the multimedia presentation which we define as Quality of perception (QoP) . QoP has two main components: a user's ability to analyse, synthesise and assimilate the informational content of multimedia applications, as well as his/her subjective satisfaction with the quality of such applications.
2. the service provided by the underlying network.
Such a user-biased multimedia system would be fundamentally based on a mapping linking user-centric QoP to low-level QoS parameters. Appropriate management of QoS parameters provides the potential of ensuring an optimum user experience in a distributed multimedia setting. The networking foundation on which current distributed multimedia applications are built, either do not specify QoS parameters (also known as best effort service) or specify them in terms of traffic engineering parameters such as delay, jitter, and loss or error rates. However, these parameters do not convey application-specific needs such as the influence of clip content and informational load on the user multimedia experience. There is thus an architectural gap between the provision of network-level QoS and application-level usercentric requirements of the distributed multimedia applications. This gap causes distributed multimedia systems to inefficiently use network resources and results in poor end-to-end performance which in turn has a direct negative impact on the user experience of multimedia.
In this paper, we review previous work done in both these domains. This includes previous approaches to map user-centered preferences to network parameters. We propose and implement an integrated approach to this problem.
In our approach, we first map the user-centered parameters of a multimedia presentation to network QoS variables. We then review existing QoS oriented communication architectures and protocols. Our mapping is implemented on an adaptable communication architecture which enables protocols to adapt in order to optimize the user experience of the multimedia presentation, even as the underlying network services change due to congestion. Our results show that the mapping-based adaptable architecture does indeed provide a better experience for the user in terms of perception/enjoyment when compared to architectures that do not cater for the user.
2. Bridging the Gap: from User Quality of Perception to Quality of Service
There have been few instances in the literature of research being done in the area of bridging the application-network gap. This probably reflects the inherent difficulty of trying to link subjective sentiments about the quality of the presentation with the facts and figures of network parameters.
In essence, there are three approaches that can be identified:
1. In the implicit approach, there is no explicit mapping between application-level user requirements and the QoS provided by the network. The user specifies, usually through a Graphical User Interface, his/her desired presentation quality, for example, the desired playback frame rate or spatial resolution.
An experimental test-bed for delivering multimedia over the World Wide Web with a user-specified QoS has been developed in 1]. The user specifies his desired video quality, which includes various frame rates, large or small video size, as well as the encoding mechanism (JPEG or H.261). The user can also indicate a priority for these QoS parameters, as well as the hardware capabilities (e.g. CPU, Video Hardware) of the host machine. A QoS degradation path is computed. The QoS degradation path is an ordered list obtained according to the user-specified QoS preferences according to which the delivered QoS incrementally varies as a result of fluctuating network conditions.
The Total Management Of Transmissions for the End-user (TOMTEN) framework for user management of end-system and network resources 2] framework is reactive as it is only active when the application is started or the user indicates dissatisfaction with the multimedia quality of a session. This is in contrast to most QoS models which involve a predictive (bandwidth estimation) approach 3]. After starting a TOMTEN session, the user is asked to specify the general importance of the application (high, medium or low), upon which the system checks available system resources and suggests a short list of the most appropriate configurations to try to satisfy user requirements.
In 4], the approach to bridging the application-network gap is based on a 'softness' profile. Essentially, the less variation in user satisfaction with an application in response to a relatively much greater variation in bandwidth, the 'softer' the application's QoS profile is. Thus, the softer an application's profile is, the easier it is for it to degrade gracefully (from an end-user satisfaction perspective) under increasing network load. For Video on Demand (VoD) applications, the user indicates the name of the video server, his/her desired movie, as well as the associated priority of a media object (Importance of Presence) and the coding quality (quantization, pixel resolution, and frame rate) of a media object (Level of Detail) through sliders of a GUI. During the viewing process, in response to network load changes, QoS reconfiguration may take place, whereby the user may desire to readjust QoS parameters with the sliders provided. If this new QoS configuration is not acceptable, then the server provides feedback in the form of visual adjustment of the user's selected values, thus indicating the feasible operational range.
2. In the second approach, an explicit mapping linking application-level user requirements to network QoS is actually given. Such a mapping can either be defined on a per layer basis (such as a network to transport to session to application-layer mapping), or directly between application and network-level parameters. The problem here is two-fold: the number of layers in question (this depends on the communication architecture) and of comprehensively providing maps across all layers. To the best of our knowledge, the latter has not been achieved. What is usually done is to provide an application-transport layer mapping, and to let network layer issues be handled by mechanisms such as the Resource Reservation Protocol (RSVP) or Q.2963.3 signalling (in the case of ATM networks). Such an application-transport layer mapping is proposed in 5]. Unfortunately, their paper is mainly conceptual, although results using the mapping are subsequently reported in 1]. Furthermore, it does not treat the important problem of per-application QoS requirements.
3. The last approach is, in essence, a more restrictive version of the first. What happens here is that the user is played short-duration probes of differing qualities of the multimedia material in question and (s)he then specifies which of the given sample qualities is acceptable. Apart from the obvious goal of polling user-preferred multimedia quality, the probe-based approach is advantageous from the point of view that it tests current network conditions.
In the Quality Query by Example 6], the user is typically presented with sample qualities of the requested viewing material prior to viewing it properly. Such samples can come in the form of images (or short video sequences) of different size, resolution, colour depth and frame rates (in the case of video) coupled with speech of, say, either telephone or CD quality. During this probing period, via the means of a slider, the user can change the quality of the viewed material till an acceptable one is found. The advantages of this method are twofold: firstly, the user is not asked to specify a whole lot of technical terms (such as those specified in implicit mappings) with which (s)he might be unfamiliar, thereby providing a more comfortable interface for specifying the desired quality; secondly, the user can actually see in front of her the whole range of quality with which the presentation can be delivered, rather than a test-and-see approach that is characteristic of other types of mappings.
An on-line, probe-based protocol has been developed in an attempt to overcome the problem of pessimistic, worst-case estimates used in QoS negotiation 7]. Their approach determines a realistic value for a QoS parameter of interest (e.g. video frame rate) and identifies a degradation point over a specific time interval I, when performance starts to degrade due to buffer problems and mismatched rates between the server and client.
Mapping
The delivered QoS is influenced by parameters such as jitter, delay, bit error rate, segment loss and segment order. Making allowance for any operating system overheads, it is precisely the value of these parameters which determines the actual display frame rate of a multimedia clip or the visual effect of its colour palette and ultimately the user experience.
Although the various protocol stacks (such as TCP/IP, UDP/IP) manage these parameters in one form or another, this is done with purely a technical scope (e.g. the maintenance of the parameter within certain bounds), totally ignoring the impact that it might have on the user. For instance, one would expect that users' subjective quality assessment of multimedia clips should be quite different for a clip viewed at 25 frames per second (fps) with a 24-bit colour depth from the one viewed at 15fps with an 8-bit colour depth. In fact, our previous work has shown is that, on average, the difference in quality is barely noticeable, as is the content assimilation 8]. This leads to the conclusion that management of these low-level network QoS parameters should include, at the very least, considerations upon their impact on user-level QoP. In other words, given a set of QoS parameters how must they be managed in order to maximise user-level QoP?
Approach Outline
There is an inherent difficulty in obtaining a mapping between the user's high-level, subjective, QoP and the low-level network parameters. Although a direct mapping cannot be currently obtained, we can specify a relation of proportionality between QoP and QoS. As our primary interest is in increasing QoP through appropriate management of QoS resources, such a relation will be sufficient for our purposes. Details of our QoP-QoS mapping can be found in 9].
Our previous research has shown that QoP varies strongly with the informational complexity of multimedia application being visualised, where, by informational complexity of a multimedia clip, we understand the relative importance of the video, audio and textual components of a clip as purveyors of information 8]. We can therefore conclude that QoP is directly proportional to the quality with which the main conveyor of information is delivered in the context of the clip.
A coarse mapping can be obtained linking the QoS of the respective media, QoSVideo, QoSAudio and QoSText to low-level network QoS parameters. In our work we have concentrated on: bit error rate, delay, jitter, segment order and segment loss. This mapping can be specified through a matrix (Table 1) , where the importance of the low-level QoS network parameters on the delivered QoS of the respective informational components is given by three discrete levels (low, medium, high). The envisaged QoP to QoS mapping will therefore be media specific. Thus, if the user attaches importance to the textual component of a multimedia application (such as those encountered in collaborative environments) then, although individual bit errors may be tolerated, loss of contiguous frames will not. The human brain's ability to filter noise and reconstruct missing information means that, even if bit errors do occur, perception and understanding will not suffer proportionally. However, the loss of a series of frames will result in a volume of the text being displayed for a much shorter length of time than intended or not at all. This is less tolerable than individual bit errors. Table 1 reflects this situation, whereby bit error rates are deemed to be of low importance to the textual component of a multimedia application, while the loss of a segment is considered to have a high importance vis a vis the same media component. If the video stream has been identified as having high priority, then, as indicated in Table 1 , bit error rate is of low importance to the video component of the presentation whereas segment order is more crucial. As far as audio is concerned, it is imperative that packets are not lost. Therefore, if one preferentially manages these network QoS parameters (as dictated by their associated weights), then chances are that QoP will be improved. We illustrate the ideas behind the mapping with an example. Let us assume that we have a multimedia clip where the values of V, A and T have been judged to be high, medium and low, respectively. In other words, the informational load being conveyed by the video component is high, that delivered by the audio stream is medium, while the one delivered by the textual component is low.
QoP To QoS QoP

MAPPING
VIDEO AUDIO TEXT
Let the three discrete levels of low, medium and high of V, A and T, as well as the elements of Table 1 , be mapped onto the numeric values of 1, 2, and 3, respectively. Then, by introducing these values into our mapping 9] we get:
What this last relation shows is that the QoS parameter of highest importance to the application is the segment order (since it has the highest coefficient, 2.5) followed by delay, jitter, segment loss and bit error. Moreover, (1) reflects the spread of informational load in the clip. If the vector-distances between the vector on the right hand side of (1) and the three vectors corresponding to the three columns of V, A and T in Table 1 are computed, these distances show a bias towards the video, audio and textual components (in this order) of the clip, which accurately reflects their high, medium and low importance, respectively, as conveyors of information.
Multimedia Communication Mechanisms
In the previous section we argued that the underlying QoS parameters have an impact on userlevel QoP and a QoP -QoS mapping was outlined. To validate our mapping an adaptable communication system was implemented. We now review work on adaptable communication protocols for multimedia QoS. This will lead to the validation of our mapping.
The layered communication architecture based on the OSI reference model, as well as many of the network protocols in use today, are ill-suited for supporting distributed multimedia applications. Traditional protocols such as TCP/IP were conceived at a time when the emphasis was laid on providing functionality for data transfer over unreliable networks and not for satisfying the diverse requirements of multimedia applications. While the OSI reference model has a number of QoS parameters describing the speed and reliability of transmission, these parameters apply to lower protocol layers and are not meant to be directly observable or verifiable by the application. Legacy communication architectures provide no support for negotiation and maintenance of applications' QoS, nor for its re-negotiation should the applications' requirements change. Moreover, there is no facility for the reservation and allocation of system and network resources needed by multimedia applications.
In order to meet the broad range of multimedia QoS requirements and to take full advantage of the services provided by the underlying networks, it is necessary that new approaches be elaborated for the distributed multimedia applications of the future.
One approach is to modify legacy protocols to be made more suitable for distributed multimedia applications. However, even such optimisations do not provide the flexible functionality required by multimedia applications. Therefore, totally new protocols and communication architectures need to be elaborated. Both will have adaptivity as a sine qua non requirement.
Adaptivity in Multimedia Communications
An important feature of multimedia applications is that they have a wide spectrum of dynamically varying QoS requirements which must be negotiated, re-negotiated and managed in response to changing network and end-system conditions, or to new expectations from the human user. . The configuration of a protocol is tailored at connection set-up time, based on the multimedia application's required QoS and the prevailing network conditions. The environment parameters which determine the initial configuration of the protocol are traffic volume, intermediate switching node queue lengths, host processing loads and services available at the remote hosts. These parameters are negotiated by host-based agents. ADAPTIVE will ensure that the generated protocols respond to changes in application requirements or network characteristics, either by explicit or implicit dynamic reconfiguration of the transport session. ADAP-TIVE also provides the possibility of using 'plug-in' protocol components such as timers, message buffers and protocol graph operations that insert, delete and alter protocol objects. 
Quality of Perception in an Adaptive Communication System
The adaptable protocols and architectures outlined above do not take into account user perception in their functionality. Distributed guaranteed services need to incorporate capabilities for responding to QoP and QoS changes originating from the user/applications (as a result, perhaps, of the content of the application changing) or the system/network (as a result of changing network conditions), respectively.
In this section we present the case for using adaptable protocols geared towards human requirements in the delivery of distributed multimedia. We have implemented a proof-ofconcept application -a distributed MPEG player -through which multimedia clips can be transmitted over computer networks using a protocol expressly configured for improved QoP delivery. We have thus a user-oriented communication protocol, radically different in concept to legacy protocols which do not take QoP considerations into account. The protocol links user-level QoP to low-level QoS parameters, thereby integrating QoP in an end-to-end multimedia QoS architecture.
DRoPS
The Dynamically Reconfigurable Protocol Stacks (DRoPS) project provides an infrastructure for the implementation and operation of multiple adaptable protocols. The core architecture is embedded within the Linux operating system, is accessible through standard interfaces, such as sockets and the UNIX ioctl (I/O control) system calls, has direct access to network devices and benefits from a protected, multiprogramming environment. The architecture allows additional QoS maintenance techniques, such as flow shaping (to smooth outbursts in traffic), at the user or interface level, and transmission queue scheduling, at the device queue level. Three operations, exclude, include and exchange, are provided to manipulate the configuration of a protocol stack. The exchange operation swaps one or more microprotocols for other(s) to form a modified protocol stack. Thus the effect of this operation is to manipulate the stack configuration, stored within the associated SPC, routing data from subsequent messages through a different set of microprotocols. In addition, each SPC contains an activation field defining the active microprotocols in the current configuration. End points are notified of reconfiguration by explicit control messages sent over either a dedicated channel or piggybacked on protocol data. DRoPS does not supply adaptation policies, it merely provides an infrastructure on which adaptable protocols can be implemented and adaptation policies executed. The heuristic used to implement a policy is arbitrary and may be supplied by an application or a protocol. Fig. 1 . Relation between DRoPS objects, user applications and operating system.
Protocol Stack Construction and Adaptation
The conceptual architecture of an adaptation control system can be seen in Figure 2 . Adaptation policies form the core of the control system. The shaping function receives required and provided QoS information and ensures these values are bounded and scaled according to the functions that reported them. The shaped statistics are fed to the relevant adaptation policies which output desired protocol configurations. These configurations are then checked against the existing configuration to determine if reconfiguration is necessary and sanity is checked to ensure validity. The result of this processing is a set of include, exclude and exchange commands that cause DRoPS to perform reconfiguration at the relevant end points of communication.
A heuristic control scheme is required to maintain a communication service with a provided QoS closest to that required by an application.
Lookup tables, Boolean logic, fuzzy logic and neural networks are all considered as potential generic control mechanisms. Ultimately, the mechanism used is defined by constraints of code size, processing overhead and generality of solution.
Minimising the difference between required and provided QoS is a non-trivial task. The mapping of provided QoS to protocol configuration is additionally hampered by constraints such as host resources and underlying hardware capabilities. In DRoPS, a neural network adaptation policy controller is used to perform generic protocol adaptation. This choice is motivated by the overhead of one order of magnitude, smaller compared to other heuristics and also because the neural network controller performs generalization. It is thus able to suggest appro- priate protocol configurations for unseen scenarios. A feed forward multilayer perceptron (MLP) has been implemented and used to experiment with neural networks as protocol adaptation controllers.
Experimental Study
We have undertaken an experimental study which has involved testing and comparing the performance, from a QoP perspective, of two legacy protocol stacks, TCP/IP and UDP/IP, with the Reading Adaptable Protocol (RAP).
The Reading Adaptable Protocol is a complete communication system developed within the DRoPS framework, composed of multiple microprotocols. Moreover, whilst RAP was specially configured for providing improved QoP in a networked setting, in the first two protocol stacks there is no provision for QoP management.
A total of 12 users, 36 in all, have been tested for each protocol stack. All users were computer literate, had used multimedia applications before and all spoke English well enough to be educated in the medium. The youngest user was 20 years old, while the oldest was 67. Each user was presented with a set of 12 short (30-45 seconds' duration) multimedia clips in MPEG-1 format. The users were asked a series of 10-12 questions per clip on its informational content and were then asked to rate their perception of the display quality of the clips on a scale of 1-6 (with scores of 1 and 6 representing the worst and, respectively, best perceived qualities possible). The clips were chosen to be as varied as possible, ranging from a relatively static news clip to a highly dynamic rugby football sequence ( Table 2 ). All of them depicted excerpts from real world programmes and thus represent informational sources which an average user might encounter in everyday life.
The clips had a nominal playback rate of 15fps (a usual frame rate in the case of windowed 352*288 pixels multimedia clips) all with a constant colour depth of 8 bits. Users were not aware of the protocol with which a clip was being transmitted, nor of the associated frame rate and colour depth, with each user being randomly assigned to a particular protocol at the beginning of the experiment. In order to counter balance any possible order effects, the presentation order of the clips to the users was varied.
VIDEO CATEGORY
The protocol adaptation controller is implemented via a neural network. User-centric requirements are passed to the control system through DRoPS taking into consideration the QoP-QoS mapping. The associated weight of four QoS parameters (bit error rate, segment loss, delay and jitter) was computed according to the QoP-QoS proportionality and passed on as four inputs to the neural network controller. Based on the devised mapping 9], low, medium and high values for the video, audio and textual components, respectively, of a clip would result in:
Thus, neural network inputs corresponding to the required values for bit error, delay, jitter and loss would have the values 1, 11/6, 10/6 and 5/3 respectively. The remaining four inputs to the controller consisted of appropriately scaled monitored values of the respective QoS parameters, while the four logical groups of outputs of the neural network delineated an appropriately tailored protocol configuration defining the new adapted protocol.
Currently, the neural network-controlled adaptation polices provide a best effort service where the realised QoS is as close as possible to the requested QoS within the current environment.
Results have shown that the use of such a neural adaptation controller does not contribute significant processing overheads (a mean of 190µs, with a variance of += ; 6µs for all cases) and is able to reduce the complexity and costs of protocol processing whilst providing a more appropriately configured transport service.
Results
The two main components of QoP -understanding and assimilation of informational content, on the one hand, and satisfaction, on the other, were both analysed. In order to evaluate the impact of the three different protocol stacks used on a user's QoP associated with the multimedia clips presented in our experiments, a 2-way Analysis of Variance (ANOVA) was done.
The two independent variables considered were protocol type and clip category.
Impact of Transmission Protocol on Quality of Perception (Understanding and Information Analysis and Synthesis)
Analysis revealed that the particular protocol being used to transmit the multimedia clip significantly impacts upon a user's ability to understand, analyse, and synthesise the informational content of multimedia clips (F(2,252)= 5.96, p<.01).
Volunteers who saw multimedia clips transmitted with the UDP/IP protocol stack fared the worst, as far as the percentage of correct answers obtained goes. This is probably because of the unreliable nature of UDP's data transmission mechanism, which results in the display of corrupted data and ignorance of any out of order sequences. 
Impact of Transmission Protocol on Quality of Perception (Satisfaction)
Our results have showed that user satisfaction varies strongly according to the underlying transmission protocol being utilised (F(2,252)= 7.463, p<.001).
For ten out of the twelve video categories visualised, the DRoPS-based protocol stack does result in the highest user rating of the associated distributed multimedia presentation quality ( Figure 3 ). This is a consequence of the fact that the adaptable, reconfigurable nature of RAP as well as the QoP-QoS mapping incorporated in it result in RAP having a tailor-made functionality best suited to the application's current needs. Although UDP/IP does have the smoothest playback out of the three protocol stacks employed, the fact that RAP corrects errors (which, moreover, do not therefore propagate in the frame sequence) encountered in the bit stream seems to account for the primacy of this protocol stack over the two others in delivering a consistently high satisfaction rating.
In the case of moderately dynamic clips with above-average and complex (as regards the number of sources) informational load, usage of RAP delivered best overall QoP. The second observation is that user satisfaction does not depend on the particular type of clip being visualised. 
Standalone vs. Distributed Case
If one compares the QoP achieved under the three communication systems (TCP/IP, UDP/IP, RAP) to the one obtained in the control (standalone) case, where no protocol overheads were involved, the conclusion to be drawn is that the QoP-QoS mapping does have practical validity. Thus, RAP, which incorporates the mapping, is the only protocol stack out of the three considered, capable of delivering overall QoP results which are not in terms of statistics, significantly different from the ones obtained in the ideal, standalone scenario. Furthermore, as opposed to other attempts 1] 4], to include user perceptual requirements in schemes for end-to-end QoS management, the architecture proposed manages QoP automatically without any need for user input.
In more detail, a 2-way ANOVA is performed pair-wise with the results obtained using each of the three communication protocols, on the one hand, and those obtained in the standalone case, on the other. Differences in the understanding, analysis and synthesis of information contained in the visualised multimedia clips between the standalone case and the case when UDP/IP is used as a protocol stack, are statistically significant (F(2,252)=7.596, p<.001). Thus, not only does UDP/IP deliver a lower QoP as far as information assimilation goes, but these differences are statistically significant and are in most probably due to the unreliable nature of the data transmission mechanism of this protocol stack.
In the case of both RAP as well as TCP/IP, the differences in the information assimilation side of QoP delivered under these two protocol stacks and the one obtained in the standalone case are not statistically significant. This observation comes in spite of the fact that the considered QoP values in the standalone case are, generally speaking, higher in absolute terms than those achieved using RAP and TCP/IP. What this shows is the effectiveness of the QoP-QoS mapping incorporated in an adaptable protocol to deliver a QoP whose results do not differ significantly from a statistical point of view to the ideal, standalone scenario.
Conclusions
The main contributions of our work all stem from our belief that networking research must gravitate towards the requirements of the enduser, whereas the situation commonly encountered in the literature is exactly the opposite. Towards this end, we have outlined a mapping linking user-centric QoP to low-level QoS parameters, thus showing a way of prioritising among QoS parameters so that QoP is optimised. The research has also studied how QoP varies with different protocol stacks. As far as we are aware, not even previous work which investigated user satisfaction with multimedia applications has attempted this, rather focusing on standalone applications. Not only have we explored how QoP is affected by two of the most commonly used transmission protocol stacks (TCP/IP and UDP/IP), but we have shown that there is a strong scope for QoP improvements if the QoP-QoS mapping is introduced in a specially tailored adaptable protocol.
We recognize that there are limitations to our work -an in-depth profiling of users could help in understanding QoP better, as could a greater number of participants in the experiments themselves. Nonetheless, our research has opened up exciting avenues for future exploration. An interesting issue would be to investigate how introducing pricing considerations might affect the whole QoP framework. The QoP-QoS mapping needs to be refined. Some applications are used exclusively for informational purposes, others for entertainment, while in between there is a wide range of infotainment applications where there is a combination of the two goals, but even then in varying proportions. Accordingly, how would QoP vary across different scenarios such as teleconferencing, distance education and computer-supported co-operative work? How can QoP be improved by exploiting the Differentiated Service (DiffServ) architecture is another area which has not been investigated yet.
