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IIntroduction & Preliminaries
1.1 Introduction
We opt for starting with a survey of our results, readers who want more
information concerning used terminology can take a peak at section 1.2.
Any smooth projective variety X of dimension n admits an embedding into
the 2n+ 1-dimensional projective space ([25, Theorem 15.13]).
This is a well-known result about embeddings of varieties. Such an embed-
ding can be obtained as follows. Consider an embedding  into some P
M
with M >> 0, and project from M   2n  1 general points of P
M
, denote
this projection by proj. The following two facts imply immediately that
the obtained rational map i
triv
:= proj Æ  is an embedding.
Fact 1: The secant variety of X has dimension at most 2n+ 1.
Fact 2: If X  P
m
, projecting from a point P 2 P
m
not on the secant
variety gives rise to an isomorphism of X with its image.
Assume the embedding  : X ,! P
M
is non-degenerate, i.e. (X) is not
contained in some hyperplane. Then  corresponds to a linear system L,
and the divisors of the linear system P(L) on X, are exactly the hyperplane
sections of (X) in P
M
. If D is a divisor of P(L) on X, let [D] denote the
9
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corresponding hyperplane in P
M
. By projecting from a point P of P
M
,
we restrict ourselfs to those divisors D for which P 2 [D]. So obviously,
the \trivial" embedding i
triv
corresponds to a non-complete linear system
on X, i.e. the embedding is not linearly normal. And the linearly normal
embeddings are the most interesting ones.
One can start with a linearly normal embedding X  P
M
, try to project
from M   2n   1 points on X, blow up X at these points (denote the
blowing-up by X
0
); and then look at the rational map  : X
0
9 9 KP
2n+1
. If
this rational map is an embedding, then it is a linearly normal embedding
of X
0
into P
2n+1
, because it corresponds to a complete linear system on X
0
.
Therefore it becomes natural to look for linearly normal embeddings of
varieties X
0
, birational to X, into P
2n+1
; or equivalently, to search for very
ample linear systems L on varieties X
0
birational to X, with dim(P(L)) =
2n+ 1.
In particular, we will investigate the following problem.
Problem 1
Let L be a very ample invertible sheaf on an n-dimensional variety X, with
dim(P(L)) = M  2n + 1. And denote the corresponding embedding by

L
: X ,! P
M
. Take k general points P
1
; : : : ; P
k
on X. Let X
k
be the
blowing-up of X along those k points,  : X
k
! X the projection map, and
E
k
the exceptional divisor. Dene M := 

(L)
O
X
k
( E
k
) on X
0
. What
is the maximal value max(k) of k for which M is very ample on X
0
?
The best result we can expect in general is max(k) =M  2n 1. However
examples can be found of sheaves L for which max(k) > M   2n   1 (see
e.g. [1] or chapter 3 section 3.4, where max(k) = M   2n), but also of
sheaves L for which max(k) < M   2n  1 (see e.g. chapter 2 section 2.5).
For X = P
2
and L = O
P
2(m) withm  2, J. D'Almeida and A. Hirschowitz
proved in 1991 (see [14]), thatM is very ample for all k  m(m+3)=2 5,
i.e. the best bound on k we can expect in general. Although this is the
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\easiest" case of the problem, their proof is not that easy, as it uses Brill-
Noether theory for zero-dimensional subschemes of the projective plane
(see [8]). In 1995, M. Coppens treated a more general case of the problem
and found a simpler proof of the D'Almeida-Hirschowitz result (see [10]).
In his proof, taking k = m(m+3)=2  5, he considers a smooth irreducible
plane curve C of degree m   1, takes k   1 general points P
1
; : : : ; P
k 1
on C, and one point P
0
general in the plane. Then, specializing the point
P
0
to a general point P
k
of C, he proves the very ampleness of M on the
blowing-up of P
2
along P
0
; : : : ; P
k 1
. Finally, using [1, Proposition 3.7] (or
equivalently [17, Proposition 5.6], stated on page 23), he obtains the very
ampleness of M on the blowing-up of P
2
along m(m + 3)=2   5 general
points, and thus also the very ampleness of M on the blowing-up of P
2
along k  m(m+ 3)=2  5 general points.
Our aim was to obtain similar results for the case where X = X
r
is the
blowing-up of P
2
along r general points P
1
; : : : ; P
r
, and L a very ample
invertible sheaf on X
r
. So, let X
r;k
be the blowing-up of X
r
along k general
points R
1
; : : : ; R
k
, with k  dim(P(L))   5. Denote the projection map
by 
k
, and let F
1
; : : : ;F
k
be the classes of the exceptional divisors on
X
r;k
corresponding to R
1
; : : : ; R
k
. Then we want to investigate the very
ampleness of the sheaves M := 
k

(L) F
1
       F
k
.
If E
0
denotes the class of a line on X
r
, and E
i
(1  i  r) denotes the
class of the exceptional divisor corresponding to P
i
, then fE
0
; E
1
; : : : ; E
r
g
is a basis for Pic(X
r
). And, because we can see Pic(X
r
) as a subgroup of
Pic(X
r;n
), we have that fE
0
; E
1
; : : : ; E
r
;F
1
; : : : ;F
k
g is a basis for Pic(X
r;k
).
So, the class L on X
r
is of the form mE
0
  l
1
E
1
  : : :  l
r
E
r
with l
i
 0 8i.
The class M on X
r;k
is then mE
0
  l
1
E
1
  : : :  l
r
E
r
  F
1
       F
k
.
Since little is known about the very ampleness of such sheaves L on X
r
if
some of the l
i
are strictly greater than 1, we also have to study the very
ampleness of those sheaves L. Therefore, we restate the problem as follows.
Problem 2
Let P
1
; : : : ; P
r
; R
1
; : : : ; R
k
be general points of P
2
. Denote by X
r;k
the
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blowing-up of P
2
along those r + k general points. Let E
0
be the class
of a line on X
r;k
, and E
1
; : : : ; E
r
(resp. F
1
; : : : ;F
k
) the classes of the
exceptional divisors corresponding to P
1
; : : : ; P
r
(resp. R
1
; : : : ; R
k
). Dene
M := mE
0
  l
1
E
1
  : : :  l
r
E
r
 F
1
  : : : F
k
, and assume l
1
 : : :  l
r
 2.
For which m; r; k; l
1
; : : : ; l
r
is M very ample on X
r;k
?
Chapters 2 and 3 are dedicated to the study of problem 2. The main result
obtained in chapter 2 is the following theorem. (Notations as introduced
above.)
Theorem (Chapter 2, Theorem 2.1)
If there exists an irreducible plane curve   of degree m  1 with as its only
singularities multiple points at P
1
; : : : ; P
r
of multiplicities resp. l
1
; : : : ; l
r
and such that the strict transform of   on X
r
is smooth and irreducible; and
either l
1
 3 and 4m  l
1
+l
2
+: : :+l
r
+9 or l
1
> 3 and 4m  2l
1
+l
2
+: : :+
l
r
+ 10; then M is very ample for all k 
m(m+3) l
1
(l
1
+1) ::: l
r
(l
r
+1)
2
  5.
From now on, we refer to this theorem as our \main theorem".
The bound on k is equivalent with dim(P(M))  5, which means that we get
embeddings of the rational surfaces X
r;k
into the 5-dimensional projective
space, which is (as mentioned before) the best one can expect in general;
so in this sense the result is sharp.
Stating the theorem in this form immediately raises the question of the
existence of an irreducible curve   with the necessary properties. This is a
very diÆcult problem, it has been subject of many research in the past and
most likely will remain an important subject for many years to come. The
case with all l
i
= 2, i.e. the case with only nodes, is completely known; this
is a classical result. We refer for instance to proofs by E. Arbarello and M.
Cornalba (see [2, Theorem 3.2]), and by R. Treger (see [33, Corollary 3.8]).
A recent result, that gives a lower bound on the degree in order to have
an irreducible curve, satisfying exactly the conditions we need for the main
theorem, can be found in [20, x3.3]. Unfortunately, this bound is not very
sharp.
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In the second part of chapter 2 we consider del Pezzo surfaces, i.e. r  9.
For those surfaces B. Harbourne gives criteria to decide whether or not a
linear system L on X
r
is very ample. In section 2.4, we rewrite some of his
results as to obtain the form most useful to us. This gives us the possibility
to see that for del Pezzo surfaces, our main theorem implies a result (see
Theorem 2.2) that is almost completely the analogue of the D'Almeida-
Hirschowitz result for X = P
2
. The proof of this analogous result is given
in section 2.7; since it is based on the main theorem the largest part of the
proof consists of proving the existence of a suitable irreducible curve.
Our main theorem also gives a result for the case l
1
= : : : = l
r
= 2.
However, as far as the number of nodes is concerned, this is a weak result,
because it requires r  minf2m   5;
(m 1)(m+2)
6
;
(m 2)(m 3)
2
g, and r 6= 9
if m = 7. Whereas, one expects M to be very ample whenever m(m +
3)=2  3r   k  5, except for a few \trivial cases" for which the geometry
immediately implies that they are not very ample. For example, if m = 5,
r = 5 and k = 0; thenm(m+3)=2 3r k = 5, butM := 5E
0
 2E
1
 : : : 2E
5
is not very ample on X
5
, because two points on the strict transform of the
conic through the ve general points can not be separated. In this context
we should mention that in [5, Theorem 0.1 (4)] (see p. 180), E. Ballico
states a result that comes very close to this expected result. However his
proof, even after discussing this with M. Coppens and J. Alexander is far
from clear to us. Therefore we found it useful to study this case further
in chapter 3. There we obtain several results that improve the bound on r
which followed from the main theorem, but unfortunately the dimensions
of the obtained very ample linear systems become less optimal. We intend
to come back to this problem, as we think it must be possible to get a
better bound on the dimension, by combining results obtained in chapter 3
(to prove the very ampleness of L = mE
0
  2E
1
       2E
r
) with an other
method (to prove the very ampleness of M).
For a given (possibly linearly normal) embedding of a varietyX, we want to
know more about certain of its properties. In particular we study the Gauss
map corresponding to those embeddings, because this is a very classical
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map associated to an embedding. More generally, if we have a rational
map  : X 9 9 KP
M
that is everywhere dened and a local embedding (or
equivalently, if we have a linear system on X that is base point free and
separates tangent directions), we can consider the Gauss map corresponding
to this rational map.
In chapters 4, 5 and 6, we study the injectivity of such Gauss maps. It is
known that in general the Gauss map of a smooth variety is nite and it
is birational on its image in characteristic zero (see [34, I, Corollary 2.8]).
Although a lot of work is done concerning the inseparability of Gauss maps
in positive characteristic (see e.g. [27]), not much work seems to be done
concerning their injectivity. Here we start by investigating the easiest cases.
In particular, in chapter 4, we consider the blowing-up X
0
of an n-dimensio-
nal variety X along a smooth subscheme Y , with Y dened in degree k by
a very ample invertible sheaf L on X. On this blowing-up X
0
we dene
M
k+1
:= 

(L)

(k+1)

 O
X
0
( E), with  the projection map and E the
exceptional divisor on X
0
. ThenM
k+1
is very ample (see [7] or [9]), and we
can study the Gauss map corresponding to this very ample invertible sheaf
M
k+1
. Note that this is the same as studying the Gauss map correspond-
ing to the embedding of X
0
that corresponds to M
k+1
. In particular we
prove two theorems which give suÆcient conditions for the injectivity of the
Gauss map 
M
k+1
; then we modify one of those results in order to obtain
a necessary and suÆcient condition under certain circumstances. Finally,
as an application, we consider the blowing-up X
0
of the n-dimensional pro-
jective space along a smooth complete intersection Y of l hypersurfaces
S
1
; : : : ; S
l
, with 2  l  n and k = deg(S
1
)      deg(S
l
) > 0; and
we give a necessary and suÆcient condition for the injectivity of the Gauss
map corresponding to the sheaf M
k+1
:= 

(O
P
n
(k + 1))
O
X
0
( E).
In chapter 5, for X an n-dimensional variety, we look at the trivial em-
bedding i
triv
: X ,! P
2n+1
(see p. 10); and we show that the Gauss map
corresponding to this embedding is injective, if we start with a suitable em-
bedding X ,! P
M
(e.g. an embedding corresponding to a sheaf N

3
, with
N a very ample invertible sheaf on X). Moreover, for i
s
:= proj
s
Æ i
triv
:
Introduction and Preliminaries 15
X 9 9 K P
2n
, where proj
s
is the projection of P
2n+1
with center s a gen-
eral point of P
2n+1
; we show that the Gauss map 
i
s
corresponding to
i
s
is injective. Note that the Gauss map 
i
s
is dened. Indeed, because
dim(T (i
triv
(X)))  2n, s 62 T (i
triv
(X)), and thus is i
s
everywhere dened
and a local embedding.
In chapter 6, we consider the blowing-up Y
k
of P
2
along k general points
P
1
; : : : ; P
k
, and we denote by M
k
the invertible sheaf mE
0
  E
1
  : : :  E
k
on Y
k
, where E
0
is the class of a line on Y
k
, E
i
is the class of the exceptional
divisor corresponding to P
i
and m  2. We then know that M
k
is very
ample if k  m(m+ 3)=2  5 (this is exactly the D'Almeida-Hirschowitz),
and, in proposition 6.2.1, we show that M
k
is base point free and a local
embedding if k = m(m + 3)=2   4. This means that the Gauss map 
k
corresponding to M
k
is dened for all m  2 and k  m(m + 3)=2   4.
We will then prove that this Gauss map 
k
is injective for all m  2 and
k  m(m+ 3)=2  4.
Once one obtains the injectivity of the Gauss maps, the question rises
whether or not those Gauss maps are embeddings. In chapter 7 we con-
sider two examples where we can prove that the Gauss map is actually
an embedding. In the rst example, we consider the blowing-up X of P
n
along a linear subspace of codimension at least 2, and we show that the
Gauss map corresponding to M := 

(O
P
n
(2)) 
 O
X
( E) is an embed-
ding. In the second example, we consider the blowing-up X of P
2
along
two general points, and we prove that the Gauss map corresponding to
M := 

(O
P
2(3)) 
 O
X
( E) is an embedding. The method used in both
examples is based on determining explicitly the dierential map of the
Gauss map, using local computations; therefore this method will become
ineÆcient if the complexity of the embedding increases.
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1.2 Preliminaries
For more details on the subjects treated in this section, we refer the reader
to [3], [26], [31] and [34].
1.2.1 Conventions and General Preliminaries
Convention 1. Unless otherwise mentioned, we work over an algebraically
closed eld K of arbitrary characteristic.
Convention 2. By variety we mean a smooth, proper, separated, integral
scheme of nite type over K; this corresponds with a smooth irreducible
projective variety. By subscheme of a variety X, we mean a smooth closed
subscheme.
For the rest of this section we let X  P
M
be an n-dimensional variety.
By G (n;M) we denote the Grassmannian of n-planes in theM -dimensional
projective space.
The rational map s : XX 9 9 KG (1;M) dened on the complement of the
diagonal  in X X by sending a pair (p; q) to the line hp; qi, is called the
secant line map. The image S(X) of this map, which is just the closure in
G (1;M) of the locus of lines hp; qi with p 6= q, is called the variety of secant
lines to X. A line L 2 G (1;M) is a secant line to X if L 2 S(X). The
union of the secant lines to X is again a variety and is called the secant
variety S(X) of X.
If x is a point on X, then T
x
(X) is the embedded tangent space to X at x.
The union of the tangent spaces to X is again a variety and is called the
variety of tangents T (X) of X.
We then have the following theorem.
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Theorem ([34, Theorem 1.4])
Either dim(S(X)) = 2n+ 1 and dim(T (X)) = 2n; or T (X) = S(X).
Note that this theorem implies that dim(S(X))  2n+1 and dim(T (X)) 
2n.
Convention 3. If L is an invertible sheaf on X, we always assume a
global section s 2  (X;L) to be non-zero, and we denote the divisor on X
corresponding to s by D
s
.
For every divisor D on X, we have an associated invertible sheaf O(D)
(see [26, p. 144]), and the correspondence D ! O(D) gives an isomorphism
of the group of divisors modulo linear equivalence with the group Pic(X)
(see [26, II, 6.15, 6.16]).
A complete linear system on a variety X, is dened as the set (maybe
empty) of all eective divisors linearly equivalent to some given divisor D,
and it is denoted by jDj.
The elements of a complete linear system jDj are in one-to-one correspon-
dence with the space ( (X;O(D))   f0g)=K

. This gives jDj a structure
of the set of closed points of a projective space over K.
Convention 4. If L is an invertible sheaf on X, we denote the complete
linear system on X corresponding to L, by P(L).
A linear system Æ on X is a subset of a complete linear system jDj which
is a linear subspace for the projective space structure of jDj. Thus a linear
system Æ  jDj corresponds to a sub-vector space V   (X;O(D)). The
dimension of the linear system Æ is equal to dim(V )  1.
Convention 5. If L is an invertible sheaf on X, Y a subscheme of X, and
I
Y
the ideal sheaf of Y ; we denote by P(L 
 I
Y
), or P(L)(Y ), the linear
system corresponding to the global sections  (X;L 
 I
Y
) seen as a subset
of  (X;L).
A point P 2 X is a base point of a linear system Æ if P 2 Supp(D) for all
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D 2 Æ. A linear system is base point free if it does not have any base points.
A linear system is very ample if it is base point free, separates points, and
separates tangent directions.
Let Y be a subscheme ofX, and L a very ample invertible sheaf onX. Then
we say that Y is dened in degree k by L if Y is the scheme theoretical
intersection of all the divisors D
s
corresponding to the global sections s 2
 (X;L

k

 I
Y
).
1.2.2 Preliminaries on Gauss Maps
Let X be an n-dimensional variety, with X  P
M
.
We dene the Gauss map corresponding to the embedding X  P
M
as
follows:
 : X ! G (n;M)
x 7! T
x
(X);
where T
x
(X) is the embedded tangent space of X at x in P
M
.
Now, let N be an invertible sheaf X, with P(N ) of dimension N and hav-
ing no xed components. Consider the rational map 
N
: X 9 9 K P
N
=
P(( (X;N ))

) associated to P(N ). If this map is a local embedding and
everywhere dened, then we can dene the Gauss map corresponding to
N ; or equivalently, corresponding to the rational map 
N
, as follows:

N
: X ! G (n;N)
x 7! d
x
(
N
)(T
x
(X));
where d
x
(
N
) : T
x
(X)  T
x
(P
M
)! T

N
(x)
(P
N
) for every x 2 X.
More explicitly, because P
N
= P((H
0
(X;N ))

), where  means the dual,
we have d
x
(
N
)(T
x
(X)) := P((H
0
(X;N )=S
x
(N ))

) with S
x
(N ) := fs 2
H
0
(X;N ) : D
s
singular at xg.
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1.2.3 Preliminaries on Curves
Let C be a non-singular irreducible curve.
An arbitrary divisor D on C can be written as D =
P
n
i
P
i
, where the P
i
are closed points and n
i
2 Z. We dene the degree of D, deg(D), to be
P
n
i
. Moreover, we have that deg(O(D)) = deg(D).
A linear system P(V ), with V a vector subspace of  (C;O(D)) is said to
be a g
r
d
if deg(D) = d and dim(V ) = r + 1.
Let K
C
be a canonical divisor on C, and denote dim( (C;O(D))) by
h
0
(O(D)); then we can state the theorem of Riemann-Roch.
Theorem (Riemann-Roch for curves, [26, IV, Theorem 1.3])
Let D be a divisor on a smooth irreducible curve C of genus g.
Then h
0
(O(D))  h
0
(O(K
C
 D)) = deg(D) + 1  g.
We say a divisor D on a curve C is special if h
0
(O(K
C
 D)) > 0. Otherwise
D is non special.
Let D be a divisor on a curve C of genus g. The theorem of Riemann-Roch
then immediately implies the following properties.
(a) If deg(D)  2g   1, then D is non special.
(b) If deg(D)  2g, then jDj is base point free.
(c) If deg(D)  2g + 1, then jDj is very ample.
We dene Pic
d
(C) as the subset of Pic(C) consisting of all isomorphism
classes of degree d invertible sheaves, i.e. Pic
d
(C) parametrizes all complete
linear systems of degree d.
We dene W
r
d
:= fjDj : deg(D) = d and dim(jDj)  rg; i.e. W
r
d
is the
subvariety of Pic
d
(C) parametrizing all complete linear systems of degree
d and dimension at least r.
For the following lemma we include the proof, because we found no suitable
reference.
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Lemma 1.2.1
(i) A complete linear system on C corresponding to a general element of
Pic
g(C)+x
(C), with x  0, has dimension x.
(ii) A complete linear system on C corresponding to a general element of
Pic
g(C)+x
(C), with x  1, is base-point free.
(iii) If a complete linear system h corresponds to a general element of
Pic
g(C)+x
(C), with x  2, then 8Q 2 C, 9D 2 h with D  Q but D 6 2Q.
(iv) If a complete linear system h corresponds to a general element of
Pic
g(C)+2
(C), then there are only nitely many pairs of (distinct) points
(Q;Q
0
) on C, that cannot be separated by h.
(v) A complete linear system on C corresponding to a general element of
Pic
g(C)+x
(C), with x  3, is very ample.
(vi) If a complete linear system h corresponds to a general element of
Pic
g(C)+1
(C), then there are only nitely many points Q on C, such that
8D 2 h : Q  D ) 2Q  D.
Proof:
(i) If x  0, then the map I(g(C) + x) : C
(g(C)+x)
! Pic
g(C)+x
(C) is
onto, and I(g(C) + x)(D) = I(g(C) + x)(D
0
) if and only if D  D
0
. As
dim(Pic
g(C)+x
(C)) = dim(J(C)) = g(C) and dim(C
(g(C)+x)
) = g(C) + x,
we see that a general ber of I(g(C) + x) has dimension x. But such a
general ber is exactly a complete linear system corresponding to a general
element of Pic
g(C)+x
(C), and this proves the statement.
(ii) Using (i) we get that a complete linear system h corresponding to a
general element of Pic
g(C)+x
(C) has dimension x, i.e. h = g
x
g(C)+x
. Assume
that this g
x
g(C)+x
has a base point Q, then g
x
g(C)+x
= Q+ g
x
g(C)+x 1
. Using
Q 2 W
0
1
and g
x
g(C)+x 1
2 W
x
g(C)+x 1
, this implies dim(Pic
g(C)+x
(C)) 
dim(W
0
1
) + dim(W
x
g(C)+x 1
). But dim(Pic
g(C)+x
(C)) = dim(J(C)) = g(C)
and dim(W
0
1
) = 1. Thus dim(W
x
g(C)+x 1
)  g(C)   1. On the other
hand, using Riemann-Roch for curves, we obtain that dim(W
x
g(C)+x 1
) =
dim((W
0
g(C) x 1
)) = g(C)  x  1 < g(C)  1. So we get a contradiction.
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(iii) Using (i) and (ii), we know that h = g
x
g(C)+x
and h is base-point free.
Assume there exists a point Q 2 C such that for all D 2 h, D  Q
implies also D  2Q. This gives us that g
x
g(C)+x
= 2Q + g
x 1
g(C)+x 2
. So,
dim(Pic
g(C)+x
(C))  dim(W
0
1
) + dim(W
x 1
g(C)+x 2
). Or, dim(W
x 1
g(C)+x 2
) 
g(C)   1. But, using Riemann-Roch, we obtain that dim(W
x 1
g(C)+x 2
) =
dim((W
0
g(C) x
)) = g(C)  x < g(C)  1. So we get a contradiction.
(iv) Using (i) and (ii), we know that h = g
2
g(C)+2
and h is base-point free.
Assume Q and Q
0
are (distinct) points on C that cannot be separated by
h(= g
2
g(C)+2
). Then g
2
g(C)+2
= Q + Q
0
+ g
1
g(C)
, with Q + Q
0
2 W
0
2
and
g
1
g(C)
2 W
1
g(C)
. Consider the map  : W
0
2
W
1
g(C)
! Pic
g(C)+2
(C), then
this map is dominant, and dim(W
0
2
) + dim(W
1
g(C)
)  dim(Pic
g(C)+2
(C)) +
dim(genb()). Now, dim(Pic
g(C)+2
(C)) = g(C), dim(W
0
2
) = 2, and
dim(W
1
g(C)
) = dim(W
0
g(C) 2
) = g(C)   2. So, 2 + g(C)   2  g(C) +
dim(genb()). This implies dim(genb())  0, which proves our state-
ment.
(v) Using (i),(ii) and (iii), we get that h = g
x
g(C)+x
, h is base-point free and
for all Q 2 C there exists a D 2 h with Q  D but 2Q 6 D. Assume there
exist distinct Q;Q
0
2 C, such that for all D 2 h, Q  h implies Q+Q
0
 h.
Then g
x
g(C)+x
= Q + Q
0
+ g
x 1
g(C)+x 2
, with Q + Q
0
2 W
0
2
and g
x 1
g(C)+x 2
2
W
x 1
g(C)+x 2
. So, dim(Pic
g(C)+x
(C))  dim(W
0
2
) + dim(W
x 1
g(C)+x 2
). Or,
dim(W
x 1
g(C)+x 2
)  g(C)  2. On the other hand, using Riemann-Roch for
curves, we obtain that dim(W
x 1
g(C)+x 2
) = dim((W
0
g(C) x
)) = g(C)   x <
g(C)  2. So we get a contradiction.
(vi) Using (i) and (ii), we get that h = g
1
g(C)+1
and h is base-point free. As-
sume Q is a point on C such that 8D 2 h(= g
2
g(C)+2
) : Q  D ) 2Q  D.
Then g
1
g(C)+1
= 2Q+ g
0
g(C) 1
, with Q 2 W
0
1
and g
0
g(C) 1
2 W
0
g(C) 1
. Con-
sider the map  :W
0
1
W
0
g(C) 1
! Pic
g(C)+1
(C), then this map is dominant,
and dim(W
0
1
)+dim(W
0
g(C) 1
)  dim(Pic
g(C)+1
(C))+dim(genb()). Now,
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dim(Pic
g(C)+1
(C)) = g(C), dim(W
0
1
) = 2, and dim(W
0
g(C) 1
) = g(C)   1.
So, 1+g(C) 1  g(C)+dim(genb()). This implies dim(genb())  0,
which proves our statement. 2
Let h be a linear system on C, and E an eective divisor of degree e on
C. We say that E is an e-secant (e  f   1)-space divisor of h if dim(fD 2
h : D  Eg)  dim(h)   e + f  0. We dene V
e f
e
(h) as the scheme
parametrizing the e-secant (e   f   1)-space divisors of h. It is a closed
subscheme of the e-th symmetric product of C. For more details we refer
the reader to [11].
Theorem (Generalized trisecant lemma, [10, 1.3])
Assume Char(K) = 0. Let h be a base point free simple linear system on
C, then dim(V
e 1
e
(h))  e  2 for all e  dim(h).
Theorem ([10, Corollary 1.4])
Assume Char(K) = 0. Let h be an r-dimensional very ample linear system
on a curve C. If dim(V
f 1
f
(h))  f   2 for some 5  f  r   1; then
dim(V
4
5
(h))  3.
As noted in [10, 1.8] the assumption Char(K) = 0 can be omitted in the
two theorems above, if the linear system h is complete.
1.2.4 Preliminaries on Blowings-up of Projective Varieties
Let X be an n-dimensional variety, and Y  X a subscheme of codimension
at least 2. Denote the blowing-up of X along Y by X
0
, let E be the
exceptional divisor on X
0
and  : X
0
! X the projection map. Then the
map j
X
0
 E
: X
0
  E ! X   Y is an isomorphism.
In case Y is irreducible, we have Pic(X
0
)

=
Pic(X) Z.
Let N be an invertible sheaf on an n-dimensional variety X, and deneM
on the blowing-up X
0
byM := 

(N )
O
X
0
( E). Then there is a natural
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isomorphism between  (X;N 
 I
Y
) and  (X
0
;M). If s 2  (X;N 
 I
Y
),
we denote the corresponding global section of M on X
0
by s
0
.
For such (corresponding) global sections s and s
0
, the divisor D
s
on X
contains Y ; and D
s
0
= 

(D
s
)  E on X
0
.
Let us recall the following properties:
 If Q 2 X
0
nE, then Q 2 D
s
0
if and only if (q) 2 D
s
.
 If Q 2 E, then (Q) 2 Y and Q corresponds to an element v
Q
of
P(T
(Q)
(X)=T
(Q)
(Y )). By v
Q
we denote an element of T
(Q)
(X)
corresponding to v
Q
, and by V
Q
the space spanned by T
(Q)
(Y ) and
v
Q
. Then Q 2 D
s
0
if and only if V
Q
 T
(Q)
(D
s
).
To conclude this paragraph, we consider the following very useful theorem.
Theorem ([17, Proposition 5.6])
If
X
f
   ! Z
p
?
?
y
Y
is a diagram of separated Noetherian schemes with p proper, then the sets
Y
0
= fy 2 Y : the restriction of f to p
 1
(y) is a closed embeddingg,
Y
1
= fy 2 Y : the restriction of f to p
 1
(y) is everywhere denedg,
Y
2
= fy 2 Y : the restriction of f to p
 1
(y) is a local embeddingg
are open in Y .
Note that the theorem as stated in [17] does not include Y
1
and Y
2
, but the
proof they give for Y
0
can be copied, if taking into account for Y
1
(resp.
Y
2
) the following.
Let F = (p; f) : X ! Y Z, and let B be the set of points in F (X)  Y Z
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over which F is not dened (resp. not a local embedding). Then B is closed
because the locus of points where f is not dened is closed (resp. the locus
of points where the dierential map df is not injective is closed).
1.2.5 Preliminaries on Blowings-up of P
2
Consider r general points P
1
: : : ; P
r
on P
2
. LetX
i
(for 1  i  r) denote the
blowing-up of P
2
along the i distinct points P
1
: : : ; P
i
of P
2
;  : X
r
! P
2
the
projection map; E
i
the exceptional divisor 
 1
(P
i
); and E
r
the exceptional
divisor E
1
+   + E
r
on X
r
. Then
Pic(X
r
)

=
Z      Z
| {z }
r+1 times
because Pic(P
2
)

=
Z. Moreover, Pic(X
r
) is generated by E
0
; E
1
; : : : ; E
r
,
with E
0
the class of a line on X
r
, and E
i
(i = 1; : : : ; r) the class of the
exceptional divisor 
 1
(P
i
) on X
r
.
The canonical class K on X
r
is just the class  3E
0
+ E
1
+   + E
r
. (Note
that we denote both a canonical divisor, and the canonical class by K.)
The intersection multiplicity on X
r
is completely dened by the following
intersection multiplicities; E
0
:E
0
= 1, E
0
:E
i
= 0, E
i
:E
i
=  1 and E
i
:E
j
= 0
for all i; j 2 1; : : : ; r with i 6= j.
A Cremona transformation (or quadratic transformation) is a birational
map of P
2
into itself, dened as follows.
Consider three non-collinear points P
1
; P
2
; P
3
in P
2
, and let X
3
be the
blowing-up of P
2
along those points; then blow down the strict transforms
of the lines hP
2
; P
3
i, hP
1
; P
3
i, and hP
1
; P
2
i, to obtain P
2
, and then also a
birational map from P
2
into itself..
One can however also look at the Cremona transformation as a base chang-
ing operation on X
3
as follows.
Let E
0
be the class of a line on X
3
and let E
i
(i = 1; 2; 3) be the exceptional
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divisor on X
3
corresponding to P
i
, then fE
0
; E
1
; E
2
; E
3
g is a base of Pic(X
3
).
Applying the Cremona transformation is then nothing else than changing
the base of the Picard group to f
~
E
0
;
~
E
1
;
~
E
2
;
~
E
3
g with
~
E
0
:= 2E
0
 E
1
 E
2
 E
3
,
~
E
1
= E
0
  E
2
  E
3
,
~
E
2
= E
0
  E
1
  E
3
, and
~
E
3
= E
0
  E
1
  E
2
.
More generally, we can apply this base changing operation to a blowing-up
X
r
of P
2
along r general points, by substituting the indices 1; 2 and 3 resp.
by i
1
; i
2
and i
3
, with 1  i
j
 r and i
j
6= i
j
0
if j 6= j
0
.
Convention 6. From now on if we talk about the Cremona transforma-
tion, we intend the base changing operation on X
r
.
If we have a given class G = mE
0
  l
1
E
1
       l
r
E
r
, with r  3, and we
want to know how we can write this class G with respect to the base of
Pic(X
r
) obtained by applying the Cremona transformation, we can use the
following table (for simplicity assume i
j
= j).
m l
1
l
2
l
3
l
4
   l
r
2m  l
1
  l
2
  l
3
m  l
2
  l
3
m  l
1
  l
3
m  l
1
  l
2
l
4
   l
r
Let C
1
; C
2
be two curves in P
2
and P a point in P
2
. By mult
P
(C
1
) we
denote the multiplicity of the curve C
1
at the point P . By mult
P
(C
1
:C
2
)
we denote the intersection multiplicity of the curves C
1
and C
2
at the point
P . Note that by C
1
:C
2
, we denote both the intersection multiplicity, i.e.
C
1
:C
2
=
P
mult
P
(C
1
:C
2
) = deg(C
1
):deg(C
2
); and the intersection of the
divisors C
1
and C
2
, i.e. C
1
:C
2
=
P
mult
P
(C
1
:C
2
)P .
If L = mE
0
  l
1
E
1
       l
r
E
r
is an invertible sheaf on X
r
, with l
i
 0
for all i = 1; : : : ; r. Then there is a natural isomorphism between  (X;L)
and  (P
2
;O
P
2(m) 
 I

l
1
P
1

    
 I

l
1
P
1
). So a divisor D
s
0
2 P(L) on X,
corresponds to a plane curve D
s
of degree m with multiplicity at least l
i
at
the point P
i
(i = 1; : : : ; r).
By P
m
, we denote P(O
P
2
(m)), i.e. the complete linear systems on P
2
of
curves of degree m. By P
m
(l
1
P
1
; : : : ; l
r
P
r
; R
1
; : : : ; R
k
) we denote the linear
system P(O
P
2 (m)
I

l
1
P
1

  
I

l
1
P
1

I
R
1

  
I
R
k
), i.e. the linear system
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on P
2
of curves of degreem containing R
1
; : : : ; R
k
, and having multiplicities
at least l
1
; : : : ; l
r
at resp. P
1
; : : : ; P
r
.
We recall the following properties, as they will be used frequently in the
text.
 If Q 2 X
r
n E
r
, then (Q) 2 P
2
  fP
1
; : : : ; P
r
g, and Q 2 D
s
0
if and
only if (Q) 2 D
s
.
 If Q 2 E
i
, then (Q) = P
i
and Q corresponds to a tangent direction
v
Q
at P
i
. Let L
Q
denote the line in P
2
through P
i
and with tangent
direction v
Q
at P
i
. Then Q 2 D
s
0
if and only if mult
Pi
(D
s
:L
Q
) > l
i
.
 If Q 2 X
r
n E
r
and v 2 T
Q
(X), then (Q) 2 P
2
  fP
1
; : : : ; P
r
g; and,
because P
2
  fP
1
; : : : ; P
r
g

=
X
r
n E
r
, v corresponds to a tangent
direction to P
2
at (Q), denote (v). Let D
s
0
be a divisor containing
Q, then v 2 T
Q
(D
s
0
) if and only if (v) 2 T
(Q)
(D
s
).
 If Q 2 E
i
and v 62 T
Q
(E). Let L
Q
be the line in P
2
through P
i
and
with tangent direction v
Q
at P
i
. Then Q 2 D
s
0
and v 62 T
Q
(D
s
0
) if
mult
P
i
(D
s
) = l
i
+ 1 and mult
P
i
(L
Q
:D
s
) = l
i
+ 1.
 If Q 2 E
i
and v 2 T
Q
(E), then (Q) = P
i
and Q corresponds to a
tangent direction v
Q
at P
i
. Let L
Q
denote the line in P
2
through P
i
and with tangent direction v
Q
at P
i
. Then Q 2 D
s
0
and v 62 T
Q
(D
s
0
)
if and only if mult
P
i
(D
s
) = l
i
, mult
P
i
(L
Q
;D
s
) = l
i
+1 and D
s
has no
cuspidal singularity at P
i
along the direction v
Q
.
II
Embeddings of General
Blowings-up of Rational Surfaces
Let X
r
be the blowing-up of the projective plane along r general points
P
1
; : : : ; P
r
. On this rational surface we consider a very ample invertible
sheaf G = mE
0
  l
1
E
1
  : : :   l
r
E
r
(l
i
 2), with E
0
the class of a line and
E
i
(1  i  r) the class of the exceptional divisor E
i
corresponding to P
i
.
With exception of a few trivial cases, one would expect a result similar to
the d'Almeida-Hirschowitz result for the projective plane (see [14]), i.e. we
want that for n general points R
1
; : : : ; R
n
on X
r
, with n  dim(P(G))   5,
the class G F
1
  : : : F
n
is very ample on X
r;n
, where X
r;n
is the blowing-
up of X
r
along R
1
; : : : ; R
n
and F
i
(1  i  n) the class of the exceptional
divisor F
i
corresponding to R
i
.
Since little is known about the very ampleness of such sheaves L on X
r
if
some of the l
i
are strictly bigger than 1, we also have to study the very
ampleness of those sheaves L. Therefore, the main result of this chapter
does not start with a very ample invertible sheaf G, but proving its very
ampleness will be incorporated in the proof of the theorem. The method
we use here is inspired by M. Coppens' paper [10], where he gives another
proof of the d'Almeida-Hirschowitz result. What we do is, use an irreducible
plane curve of degree m   1 with as only singularities multiple points at
P
1
; : : : ; P
r
of multiplicities l
1
; : : : ; l
r
, such that the strict transform of this
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curve on X
r
is smooth and irreducible. And we call such a curve a \good"
curve of degree m  1.
On Del Pezzo surfaces S
9 r
(0  r  9), we can use results of B. Harbourne
(see [22] and [23]) to determine whether a class G as above is very ample or
not. We will then apply our result to those Del Pezzo surfaces, and see that
we obtain almost completely the analogue of the d'Almeida-Hirschowitz
result (on Del Pezzo surfaces) in this way.
2.1 Statement of Theorem 2.1
Before stating the theorem, we introduce the following terminology.
Denition 2.1.1 Let l
1
; : : : ; l
r
be integers bigger or equal than 2, and
P
1
; : : : ; P
r
general points in P
2
. A plane curve   of degree d, is called a
\good" curve of degree d, if   is an irreducible curve, with as only singular-
ities multiple points at P
1
; : : : ; P
r
of resp. multiplicities exactly l
1
; : : : ; l
r
;
and such that the strict transform of   on X
r
is smooth.
Theorem 2.1
Let P
1
; : : : ; P
r
; R
1
; : : : ; R
n
be general points on P
2
, with r  1. Dene X
r;n
as the blowing-up of P
2
along these points, 
r;n
the corresponding projec-
tion map, and E
1
; : : : ; E
r
; F
1
; : : : ; F
n
the exceptional divisors corresponding
resp. to the points P
1
; : : : ; P
r
; R
1
; : : : ; R
n
. Let l
1
; : : : ; l
r
be integers, with
l
1
 : : :  l
r
 2. Suppose m, r and l
i
are such that there exists a \good"
curve of degree m   1; and either l
1
 3 and 4m  l
1
+ l
2
+ : : : + l
r
+ 9
or l
1
> 3 and 4m  2l
1
+ l
2
+ : : : + l
r
+ 10. Then the sheaf L :=


r;n
(O
P
2(m)) 
 O
X
r;n
( l
1
E
1
  : : :   l
r
E
r
  F
1
  : : :   F
n
) is very ample
on X
r;n
for all n 
m(m+3) l
1
(l
1
+1) ::: l
r
(l
r
+1)
2
  5.
To prove this theorem we will work in several steps; and we will give the
proof for n maximal, i.e. n =
m(m+3) l
1
(l
1
+1) ::: l
r
(l
r
+1)
2
  5, because this
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immediately implies the result for smaller n.
First, we start by considering a \good" curve   of degree m   1, and we
choose R
1
; : : : ; R
n 1
to be general points on  . We then prove the very
ampleness of the sheaf for these points.
Secondly, we will have to take one extra point R
n
to get the nal result.
Taking this point to be a general point of P
2
, and specializing it to a
general point on   will lead us to the conclusion that again we do have very
ampleness (for R
n
general in the plane).
Thirdly, we show that this is enough to prove the very ampleness for general
points on P
2
.
2.2 Preliminary results
Let us assume that the conditions of theorem 2.1 are satised, and let
n =
m(m+3) l
1
(l
1
+1) ::: l
r
(l
r
+1)
2
  5. Consider   to be a \good" curve of
degree m   1, i.e. an irreducible curve with as only singularities multiple
points of order l
i
at P
i
for i = 1; : : : ; r, such that the strict transform on
X
r
is smooth. Denote by C the normalization of  , then we can identify C
with the strict transform of   on X
r
. By [P
i
] we denote the set of points
on C corresponding to P
i
, i.e. [P
i
] = C:E
i
with E
i
the exceptional divisor
on X
r
corresponding to P
i
.
Let us clarify this with the following example. Let   be an irreducible plane
curve of degree m 1  4, having as only singularity a multiple point at P
1
of multiplicity 3, and such that the strict transform onX
1
is smooth. In case
  has 3 distinct tangent directions at P
1
, we have that [P
1
] on C is equal
to C:E
1
= P
1
1
+ P
2
1
+ P
3
1
, with P
j
1
distinct and corresponding to a tangent
direction to   at P
1
. In case   has only two distinct tangent directions and
a cusp along one of them, we have that [P
1
] = C:E
1
= 2P
1
1
+ P
2
1
, with P
j
1
distinct and corresponding to a tangent direction to   at P
1
.
Because of our assumptions on   those are the only kind of singularities
that can occur, so [P
i
] := P
1
i
+ : : :+ P
l
i
i
, where every P
j
i
corresponds to a
tangent direction to   at P
i
, and the P
j
i
are not necessarily distinct.
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Let R
1
; : : : ; R
n
be general points on C. Denote the blowing-up of the pro-
jective plane along those P
1
; : : : ; P
r
; R
1
; : : : ; R
n
by X
0
r;n
, the corresponding
exceptional divisors resp. by E
1
; : : : ; E
r
; F
1
; : : : ; F
n
and the corresponding
projection map by 
n
. Note that we write X
0
r;n
, to avoid confusion with the
already introduced notation X
r;n
. The sheaf 

n
(O
P
2
(m))
O
X
0
r;n
( l
1
E
1
 
: : :   l
r
E
r
  F
1
  : : :   F
n
) on X
0
r;n
, we denote by L
n
. Denote the linear
system P
m
(l
1
P
1
; : : : ; l
r
P
r
; R
1
; : : : ; R
n
) by P
n
. Note that P
n

=
P(L
n
), and,
by abuse of notation, we will use P
n
also for the linear system on X
0
r;n
.
Now P
n
induces a linear system P
n
:  on  , and a natural induced linear
system P
n
:C on C, with P
n
:C = g
n
+ l
1
[P
1
] + : : :+ l
r
[P
r
] +R
1
+ : : :+R
n
.
Use the equivalent notations, substituting n by n   1, i.e. here we only
blow up along P
1
; : : : ; P
r
and n  1 general points of C.
Let R
0
be a general point on P
2
, and denote by X
0
r;n
the blowing-up of
P
2
along P
1
; : : : ; P
r
, R
0
and n   1 general points of C. Let L
0
be the
sheaf 

n
(O
P
2
(m)) 
 O
X
0
r;n
( l
1
E
1
  : : :   l
r
E
r
  F
1
  : : :   F
n
) on X
0
r;n
.
We then have that P
m
(l
1
P
1
; : : : ; l
r
P
r
; R
1
; : : : ; R
n
)

=
P(L
0
); and, as before,
we use P
0
to denote both those sheaves. Now P
0
induces a linear system
P
0
:  on  , and a natural induced linear system P
0
:C on C, with P
0
:C =
g
0
+ l
1
[P
1
] + : : :+ l
r
[P
r
] +R
1
+ : : :+R
n
.
By P
r
, as before, we denote both the linear system P
m
(l
1
P
1
; : : : ; l
r
P
r
) on
P
2
and the linear system P(

r
(O
P
2
(m))
O
X
r
( l
1
E
1
  : : :  l
r
E
r
) on X
r
.
Remark 2.2.1
(1) The condition 4m  l
1
+ : : :+ l
r
+ 9 is equivalent to n  1  g(C).
(2) If 4m  2l
1
+ l
2
+ : : :+ l
r
+ 10 then n  1  g(C).
Proof: The second statement immediately follows from the rst; and the
rst statement follows from the fact that g(C) =
(m 2)(m 3)
2
 
l
1
(l
1
 1)
2
 
    
l
r
(l
r
 1)
2
. 2
It is the inequality n  1  g(C) that will be important for us.
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Lemma 2.2.2
(i) The linear system P
r
(= P
m
(l
1
P
1
; : : : ; l
r
P
r
)) naturally induces a linear
system P
r
:C on C, with P
r
:C = g
r
+ l
1
[P
1
] + : : :+ l
r
[P
r
] and g
r
is a very
ample complete linear system of degree d := 2g(C) + 4m  l
1
  : : :  l
r
  6.
(ii) Let R
1
; : : : ; R

be general points on C, with   g(C), and let S
1
; : : : ; S
y
be (not necessarily general) points on C, with y+  d. Then the complete
linear system jg
r
 R
1
  : : : R

  S
1
  : : :  S
y
j corresponds to a general
element of Pic
d y 
(C). (Note that there may exist some i and j such that
R
i
= S
j
.)
Proof:
(i) Obviously, g
r
 jP
m
:C   l
1
[P
1
]  : : :  l
r
[P
r
]j, and deg(jP
m
:C   l
1
[P
1
] 
: : :   l
r
[P
r
]j) = d. We know that a complete linear system of degree d 
2g(C)+1 is non-special and very ample (see e.g. [26, IV,Corollary 3.2]), so
dim(g
r
)  d g(C). On the other hand, dim(g
r
) = dim(P
r
) dim(P
1
) 1 
g(C)+4m l
1
 : : : l
r
 6 = d g(C). Thus, g
r
= jP
m
:C l
1
[P
1
] : : : l
r
[P
r
]j
and this proves our statement.
(ii) We consider the following diagram:
C
()
 
   ! Pic
d y 
(C)
I()
?
?
y
x
?
?

2
Pic

(C)

1
   ! Pic
 
(C)
With I()(D) = O
C
(D), 
1
(O
C
(D)) = O
C
( D), 
2
(O
C
( D)) is the in-
vertible sheaf corresponding to the complete linear system jg
r
 D   S
1
 
: : :  S
y
j, and  = 
2
Æ 
1
Æ I() Naturally, 
1
is an isomorphism, and 
2
is surjective. Now, Abels theorem (see e.g. [3, p.18]) tells us that for all
D;D
0
2 C
()
we have that I()(D) = I()(D
0
) if and only if D and D
0
are linearly equivalent. Moreover, the Jacobi inversion theorem (see e.g.
[3, p.19]) says that I() is surjective, if   g(C). This implies that  
is surjective, and that for all D;D
0
2 C
()
we have that  (D) =  (D
0
) if
and only if D and D
0
are linearly equivalent. Thus, for a general element
R
1
+ : : :+R

of C
()
, we have that  (R
1
+ : : :+R

) is a general element of
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Pic
d y 
(C). Now  (R
1
+ : : : + R

) is the invertible sheaf corresponding
to jg
r
 R
1
  : : : R

  S
1
  : : :  S
y
j, so this proves the statement. 2
Lemma 2.2.3
The induced linear system g
n 1
is the complete linear system jP
m
:C  
l
1
[P
1
]   : : :   l
r
[P
r
]   R
1
  : : :   R
n 1
j on C and therefore very ample
on C. Moreover dim(P
n 1
) = 6.
Proof:
Recall that P
n 1
(C)  P
n 1
denotes the subset of all divisors D 2 P
n 1
with C  D. Obviously dim(P
n 1
)  6. Also dim(P
n 1
:C) = dim(P
n 1
) 
dim(P
n 1
(C))   1. But dim(P
n 1
(C)) = dim(P
1
) = 2, so this implies
dim(P
n 1
:C)  3. On the other hand dim(P
n 1
:C) = dim(g
n 1
), and
g
n 1
 jP
m
:C   l
1
[P
1
]  : : :  l
r
[P
r
] R
1
  : : : R
n 1
j. But this complete
linear system corresponds to a general element of Pic
g(C)+3
(C), because
n   1  g(C) and m(m   1)   l
2
1
  : : :   l
2
r
  (n   1) = g(C) + 3 (see
lemma 2.2.2). So we get that dim(g
n 1
)  3 (see lemma 1.2.1), and thus
dim(g
n 1
) = 3 and g
n 1
= jP
m
:C   l
1
[P
1
]  : : :  l
r
[P
r
] R
1
  : : : R
n 1
j.
This gives us in particular that dim(P
n 1
) = 6. Moreover we see that g
n 1
is a general element of Pic
g(C)+3
(C), and thus g
n 1
is very ample on C (see
lemma 1.2.1). 2
Lemma 2.2.4
The induced linear system g
n
is the complete linear system jP
m
:C  l
1
[P
1
] 
: : :   l
r
[P
r
]   R
1
  : : :   R
n
j on C and therefore a general element of
Pic
g(C)+2
(C). Moreover dim(P
n
) = 5.
Proof:
Obviously dim(P
n
)  5 and dim(P
n
:C) = dim(P
n
)  dim(P
n
(C))  1. But
dim(P
n
(C)) = dim(P
1
) = 2, and thus dim(P
n
:C)  2. On the other hand,
dim(P
n
:C) = dim(g
n
), and g
n
 jP
m
:C   l
1
[P
1
]  : : :  l
r
[P
r
]  R
1
  : : : 
R
n
j. But this complete linear system is a general element of Pic
g(C)+2
(C),
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because n  g(C) andm(m 1) l
2
1
 : : : l
2
r
 n = g(C)+2 (see lemma 2.2.2).
So we get that dim(g
n
)  2 (see lemma 1.2.1), and thus dim(g
n
) = 2. This
implies also g
n
= jP
m
:C   l
1
[P
1
]   : : :   l
r
[P
r
]   R
1
  : : :   R
n
j. And we
get in particular that dim(P
n
) = 5. Moreover we see that g
n
is a general
element of Pic
g(C)+2
(C). 2
Remark 2.2.5
Using lemma 1.2.1 and lemma 2.2.4, we get the following properties for g
n
on C:
(i) For every Q 2 C there exists a D 2 g
n
such that Q  D but 2Q 6 D.
(ii) There are only nitely many pairs of (distinct) points (Q;Q
0
) on C,
that cannot be separated by g
n
.
(iii) The linear system g
n
is base-point free.
Lemma 2.2.6
The induced linear system g
0
is the complete linear system jP
m
:C  l
1
[P
1
] 
: : :  l
r
[P
r
]   R
1
  : : :  R
n 1
j on C and therefore very ample. Moreover,
dim(P
0
) = 5.
Proof:
Obviously dim(P
0
)  5. Also dim(P
0
:C) = dim(P
0
) dim(P
0
(C))  1, but
dim(P
0
(C)) = dim(P
1
(R
0
)) = 1, and so dim(P
0
:C)  3. On the other hand,
dim(P
0
:C) = dim(g
0
), and g
0
 jP
m
:C l
1
[P
1
] : : : l
r
[P
r
] R
1
 : : : R
n 1
j.
But this complete linear system is a general element of Pic
g(C)+3
(C) (see
proof of lemma 2.2.3). So we get that dim(g
0
)  3, and thus dim(g
0
) = 3
and g
0
= jP
m
:C   l
1
[P
1
]  : : :  l
r
[P
r
] R
1
  : : : R
n 1
j. This gives us in
particular that dim(P
0
) = 5. Moreover we see that g
0
is a general element
of Pic
g(C)+3
(C), and thus g
0
is very ample on C (see lemma 1.2.1). 2
Note that from the proof of this last lemma, we see that g
0
and g
n 1
are
actually the same linear system on C.
Lemma 2.2.7
Let h be a u-dimensional very ample linear system on C, with h complete
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or h of codimension one in a very ample complete linear system h
0
. Assume
dim(V
f 1
f
(h))  f   2 for some 5  f  u  1, then dim(V
4
5
(h))  3.
Proof:
Let us note that in case we work over a eld of characteristic zero, this is
just a particular case of [10, Corollary 1.4] (see p. 22). So what we have
to do here is prove that our assumption on h is enough to allow arbitrary
characteristic. In case h is complete, this is just [10, Remark 1.7]. So we
assume that h is of codimension one in a very ample complete linear system
h
0
. The proof of [10, Corollary 1.4] is based on [10, Proposition 1.2]. And
it is in the proof of this proposition that the characteristic 0 assumption is
necessary, in order to have
dim(h  2S) = dim(h)  2(e  2); if S is a general element of V
e 1
e
(h)
(2.1)
So what we need to do now, is show that (2.1) holds for arbitrary charac-
teristic if h is of codimension one in a very ample complete linear system h
0
.
Assume that (2.1) does not hold, then dim(h 2S) > dim(h) 2(e 2) for S
general in V
e 1
e
(h). But this is only possible if for some i 2 f0; : : : ; e 3g, we
have that dim(h 2S
i
) = dim(h) 2i and dim(h 2S
i+1
) > dim(h) 2(i+1),
where S
j
= x
1
+ : : :+x
j
for 0  j  e if S = x
1
+ : : :+x
e
(assume the rst
e 2 are general points on C) and h 2S
j
= fD 2S
j
: D 2 h and D  2S
j
g.
This implies that the morphism corresponding to h   2S
i+1
is composite
with the Frobenius map. On the other hand we know that (for all j  e 2)
dim(h  2S
j
)  dim(jh
0
  2S
j
j), and dim(jh
0
  2S
j
j) = dim(h)+ 1  2j (be-
cause h
0
is complete). This would imply dim(h 2S
i+1
) = dim(jh
0
 2S
i+1
j)
and thus (h   2S
i+1
) = jh
0
  2S
i+1
j, with jh
0
  2S
i+1
j a complete linear
system. So we get a contradiction with the corresponding morphism being
composite with the Frobenius map (see [5]). 2
Lemma 2.2.8
The linear system P
r
induces the complete linear system g
l
i
l
i
on E
i
, for all
1  i  r.
Embeddings of General Blowings-up of Rational Surfaces 35
Proof:
We give the proof for i = 1, as l
1
 : : :  l
r
, the other cases then
follow immediately. Obviously P
r
:E
1
= e
1
, with deg(e
1
) = l
1
. And
dim(e
1
) = dim(P
r
)   dim(P
r
(E
1
))   1 (recall that P
r
(E
1
)  P
r
is the
subset of all divisors D 2 P
r
that have E
1
as a xed component), with
dim(P
r
(E
1
)) = dim(P
m
((l
1
+ 1)P
1
; l
2
P
2
; : : : ; l
r
P
r
). We determine the di-
mension of this linear system, by looking at the linear system it induces
on C. We get, P
r
(E
1
):C =  + (l
1
+ 1)[P
1
] + l
2
[P
2
] + : : : + l
r
[P
r
], with
dim() = dim(P
r
(E
1
)) dim(P
r
(E
1
)(C)) 1. We know that dim(P
r
(E
1
)) 
dim(P
r
)  (l
1
+ 1) and dim(P
r
(E
1
)(C)) = dim(P
1
(P
1
)) = 1. So, dim() 
dim(P
r
)  l
1
  3 = g(C) + 4m  2l
1
  l
2
  : : :  l
r
  6. On the other hand,
  jP
m
:C  (l
1
+1)[P
1
]  l
2
[P
2
]  : : :  l
r
[P
r
]j. And the right hand side is a
complete linear system of degree d
0
:= 2g(C) + 4m  2l
1
  l
2
  : : :  l
r
  6.
In case l
1
 3, we get that d
0
 2g(C) + 4m   l
1
  : : :   l
r
  9 
2g(C); and if l
1
 4, we have d
0
 2g(C) + 4. So the degree is cer-
tainly at least 2g(C), which means that it is a non-special linear system
and its dimension is g(C) + 4m   2l
1
  l
2
  : : :   l
r
  6. This implies
that dim()  g(C) + 4m   2l
1
  l
2
  : : :   l
r
  6. And thus dim() =
g(C)+4m 2l
1
  l
2
  : : :  l
r
 6 and also dim(P
r
(E
1
)) = dim(P
r
) (l
1
+1).
So we see that dim(e
1
) = dim(P
r
)  (dim(P
r
)  (l
1
+1))  1 = l
1
. And this
proves our statement. 2
Lemma 2.2.9
For each two (not necessarily distinct) points Q
1
; Q
2
2 E
j
n C with j 2
f1; : : : ; rg, there exists a D 2 P(L
M
) (M 2 f0; n   1; ng) such that Q
i

D:E
j
for some i 2 1; 2 but Q
1
+Q
2
6 D:E
j
.
Proof:
We will give the proof for M = n, then the case M = n  1 follows imme-
diately. For M = 0 we just need to note that the statement is true if we
specialize R
0
to R
n
; because then it is also true for the more general case.
We prove this lemma for j = 1, then, because l
1
 : : :  l
r
, it will be true
for all j 2 f1; : : : ; rg.
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Let us distinguish two cases: 2  l
1
 3 and 4  l
1
.
 2  l
1
 3
Here we will prove that P(L
n
) induces the complete g
l
1
l
1
on E
1
. Denote
the induced linear system P(L
n
):E
1
by h. Obviously deg(h) = l
1
, and
dim(h) = dim(P
n
)  dim(P
n
(E
1
))  1. Also dim(P
n
(E
1
)) = dim(P
m
((l
1
+
1)P
1
; l
2
P
2
; : : : ; l
r
P
r
; R
1
; : : : ; R
n
)). In the proof of lemma 2.2.8 we saw that
P
m
((l
1
+ 1)P
1
; l
2
P
2
; : : : ; l
r
P
r
)(

=
P
r
(E
1
)) induces a non-special linear sys-
tem  on C of dimension g(C)+4m 2l
1
 l
2
 : : : l
r
 6. On the other hand,
R
1
; : : : ; R
n
are general points on C, and n = g(C)+4m l
1
 l
2
 : : : l
r
 8.
So, if l
1
= 2, dim() = n and dim((R
1
; : : : ; R
n
)) = 0; in case l
1
= 3,
dim() = n   1 and dim((R
1
; : : : ; R
n
)) =  1. Anyway, R
1
+ : : : + R
n
imposes n independent conditions on , so it will certainly impose n in-
dependent conditions on P
r
(E
1
), i.e. dim(P
n
(E
1
)) = dim(P
r
(E
1
))   n =
dim(P
n
) l
1
 1 This implies that dim(h) = dim(P
n
) dim(P
n
)+l
1
+1 1 =
l
1
, i.e. h is the complete g
l
1
l
1
on E
1
.
 l
1
 4
By X
r
we denote the blowing-up of the projective plane along P
1
; : : : ; P
r
.
Denote the set of divisors on X
r
corresponding to P
m
(l
1
P
1
; : : : ; l
r
P
r
) n
P
m
(l
1
P
1
; : : : ; l
r
P
r
)(C) by R. Dene

T  E
2
1
 C
n
R as follows:

T := f((q
1
; q
2
); (r
1
; : : : ; r
n
);D) : q
1
+ q
2
 D; r
1
+ : : :+ r
n
 D:Cg;
where we see q
1
+ q
2
as a divisor on E
1
. Dene T to be the irreducible
components of

T that dominate R. Let p
1
: T ! E
2
1
, p
2
: T ! C
n
and
p
3
: T ! R denote resp. the rst, second and third projection map. Note
that the general ber of the third projection map is nite, and obviously p
3
is surjective, so dim(T ) = dim(R) = n+5. Assume that the lemma is false,
then for every (r
1
; : : : ; r
n
) general in C
n
, there exists (q
1
; q
2
) 2 E
2
1
such that
q
1
+ q
2
imposes only one condition on P
m
(l
1
P
1
; : : : ; l
r
P
r
; r
1
; : : : ; r
n
). So,
in particular, for our choice of R
1
; : : : ; R
n
, there exists (Q
1
; Q
2
) 2 E
2
1
such
that Q
1
+Q
2
imposes only one condition on P
m
(l
1
P
1
; : : : ; l
r
P
r
; R
1
; : : : ; R
n
).
If we look at the part of T above ((Q
1
; Q
2
); (R
1
; : : : ; R
n
)), we see that this
is isomorphic to R(Q
1
; Q
2
; R
1
; : : : ; R
n
), so it has dimension dim(T ) n 1.
Letting R
1
; : : : ; R
n
vary on C, we get a subset T
0
of T , with dim(T
0
) =
dim(T ) n 1+n = dim(T ) 1. Denote the subset of T
0
above (Q
1
; Q
2
) by
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T
0
Q
, then dim(T
0
Q
)  dim(T
0
) 2. By R(Q) we denote the set of all divisors
in R on X
r
which contain Q
1
+Q
2
. Now R (resp. R(Q)) induces a linear
system, R:C (resp. R(Q):C) on C, with R:C = + l
1
[P
1
]+ : : :+ l
r
[P
r
] and
R(Q):C = 
Q
+l
1
[P
1
]+ : : :+l
r
[P
r
]. Note that  is just the very ample linear
system g
r
on C (see lemma 2.2.2). Then dim() = dim(R)  dim(R(C)) 
1 = n+5  dim(P
1
)  1 = n+2 and dim(
Q
) = dim(P
m
(l
1
P
1
; : : : ; l
r
P
r
)) 
2   dim(P
1
(P
1
))   1 = n + 1 = dim()   1 (Q
1
+ Q
2
imposes two condi-
tions on R because of lemma 2.2.8). Consider an element (r
1
; : : : ; r
n
) 2
p
2
(T
0
Q
), then (r
1
; : : : ; r
n
) 2 V
n 1
n
(
Q
). So dim(V
n 1
n
(
Q
))  dim(p
2
(T
0
Q
)).
Now, dim(p
2
(T
0
Q
)) = dim(T
0
Q
) dim(ber(p
2
j
T
0
Q
)), and dim(ber(p
2
j
T
0
Q
)) 
dim(ber(p
2
j
T
0
)) = dim(ber(p
2
))   1 = dimT   n   1. This implies
dim(V
n 1
n
(
Q
))  n  2. Let us assume for now that 
Q
(R
1
; R
2
; R
3
) is very
ample (see claim 2.2.10), with R
1
; R
2
; R
3
general points of C. This implies
immediately that 
Q
is very ample on C, so we may apply lemma 2.2.7,
and conclude dim(V
4
5
(
Q
))  3. This would mean that for every set of
three general points R
1
; R
2
; R
3
on C, there exist S
1
; S
2
2 C, such that
R
1
+ R
2
+ R
3
+ S
1
+ S
2
2 V
4
5
(
Q
). But this contradicts with the very
ampleness of 
Q
(R
1
; R
2
; R
3
) on C, and we may conclude that the lemma is
true.
Let us now proof the very ampleness of 
Q
(R
1
; R
2
; R
3
).
Claim 2.2.10
The linear system 
Q
(R
1
; R
2
; R
3
) (with R
1
; R
2
; R
3
general on C) is very
ample on C.
Proof:
Obviously the linear system 
Q
(R
1
; R
2
; R
3
) is not complete. But it contains
the linear system induced by P
m
((l
1
+ 1)P
1
; l
2
P
2
; : : : ; l
r
P
r
; R
1
; R
2
; R
3
) on
C. In particular we have that P
m
((l
1
+1)P
1
; l
2
P
2
; : : : ; l
r
P
r
; R
1
; R
2
; R
3
):C =
+(l
1
+1)[P
1
]+l
2
[P
2
]+: : :+l
r
[P
r
]+R
1
+R
2
+R
3
, with deg() = 2g(C)+4m 
2l
1
 l
2
 : : : l
r
 9. Of course   jP
m
:C (l
1
+1)[P
1
] l
2
[P
2
] : : : l
r
[P
r
] 
R
1
 R
2
 R
3
j. So, if 4m  2l
1
+l
2
+: : :+l
r
+10, the complete linear system on
the right is very ample and has dimension g(C)+4m 2l
1
  l
2
  : : :  l
r
 9
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(see e.g. [26, IV, Corollary 3.2]). This implies that dim()  g(C) +
4m   2l
1
  l
2
  : : :   l
r
  9. But on the other hand, using dim(P
m
((l
1
+
1)P
1
; l
2
P
2
; : : : ; l
r
P
r
; R
1
; R
2
; R
3
)) 
m(m+3) (l
1
+1)(l
1
+2) l
2
(l
2
+1) ::: l
r
(l
r
+1)
2
 
3, we see that dim()  g(C) + 4m   2l
1
  l
2
  : : :   l
r
  9. So  =
jP
m
:C (l
1
+1)[P
1
] l
2
[P
2
] : : : l
r
[P
r
] R
1
 R
2
 R
3
j, and thus very ample
on C. This proves the very ampleness of 
Q
(R
1
; R
2
; R
3
) on C n E
1
. Note,
using the fact that  has no base points, this implies also that it is possible
to separate two points with one on C \ E
1
and the other one on C n E
1
.
For the last case (i.e. a zero-dimensional subscheme of length 2 on E
1
), we
consider the linear system induced on E
1
by P
r
(Q
1
; Q
2
; R
1
; R
2
; R
3
) (note
that P
r
(Q
1
; Q
2
; R
1
; R
2
; R
3
) induces the linear system 
Q
(R
1
; R
2
; R
3
) on C).
We have P
r
(Q
1
; Q
2
; R
1
; R
2
; R
3
):E
1
= +Q
1
+Q
2
, with deg() = l
1
 2. Now,
dim() = dim(P
r
(Q
1
; Q
2
; R
1
; R
2
; R
3
))  dim(P
r
(Q
1
; Q
2
; R
1
; R
2
; R
3
)(E
1
)) 
1  dim(P
r
) 5 dim(P
r
(R
1
; R
2
; R
3
)(E
1
)) 1. In the proof of lemma 2.2.8,
we saw that P
r
(E
1
) induced a very ample complete linear system  on C of
degree 2g(C)+4m  2l
1
  l
2
  : : :  l
r
  6, but 4m  2l
1
  l
2
  : : :  l
r
  6 
4, so R
1
+ R
2
+ R
3
will certainly impose three conditions on . Thus
dim(P
r
(R
1
; R
2
; R
3
)(E
1
)) = dim(P
r
(E
1
)) 3 = dim(P
r
)  l
1
 4. This gives
us that dim()  dim(P
r
)  5  dim(P
r
) + l
1
+ 4  1 = l
1
  2, i.e.  is the
complete linear system of degree l
1
  2 on E
1
. And this implies the very
ampleness of 
Q
(R
1
; R
2
; R
3
) on C \ E
1
.
So far the proof of claim 2.2.10. q.e.d.
This concludes the proof of lemma 2.2.9. 2
Now we know enough to start proving our theorem 2.1.
2.3 Proof of Theorem 2.1
We will continue using the notations that were introduced in the previous
section.
As mentioned before, we will work in three steps. Namely,
Step 1: Proving the very ampleness of P(L
n 1
) on X
0
r;n 1
,
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Step 2: Proving the very ampleness of P(L
0
) on X
0
r;n
, by specializing the
point R
0
to a general point R
n
of C and using the generalized form of [17,
Proposition 5.6] as stated on page 23.
Step 3: Deducing the very ampleness of P(L) on X
r;n
from the very ample-
ness of P(L
0
) and [17, Proposition 5.6].
2.3.1 Step 1: Very ampleness of P(L
n 1
) on X
0
r;n 1
We will check that P(L
n 1
) is base point free, that it separates points and
that it separates tangent directions.
2.3.1.1 P(L
n 1
) is base point free
Let Q be a point on X
0
r;n 1
, we then distinguish the following cases.
 Q 62 C [ (E [ F )
Denote the point in P
2
corresponding to Q also by Q. Let L be a line
in P
2
not containing Q, then the divisor   + L corresponds to the divisor
D = C + 

n 1
(L) 2 P(L
n 1
) with Q 62 C and Q 62 

n 1
(L), so Q 62 D.
 Q 2 C
Because of lemma 2.2.3, we know that P(L
n 1
) induces the very ample
linear system g
n 1
on C. So there exists a D
0
2 g
n 1
with Q 62 D
0
. Let
D 2 P(L
n 1
) be a divisor for which D:C = D
0
then Q 62 D:C, and thus
Q 62 D.
 Q 2 E
j
n C
Let L be a line in P
2
not containing P
j
, then the divisor  +L corresponds
to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q 62 C and Q 62 

n 1
(L)
(because E
j
\ 

n 1
(L) = ), so Q 62 D.
 Q 2 F
i
n C
Let L be a line in P
2
not containing R
i
, then the divisor  +L corresponds
to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q 62 C and Q 62 

n 1
(L)
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(because F
i
\ 

n 1
(L) = ), so Q 62 D.
This concludes the proof of the base point freeness of P(L
n 1
) on X
0
r;n 1
.
2.3.1.2 P(L
n 1
) separates points
Let Q and Q
0
be two distinct points on X
0
r;n 1
, we then distinguish the
following cases.
 Q;Q
0
62 C [ (E [ F )
As before we also denote the corresponding points in the plane by Q and
Q
0
. Let L be a line through Q and not through Q
0
, then the divisor   + L
corresponds to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q;Q
0
62 C,
Q 2 

n 1
(L) and Q
0
62 

n 1
(L), so Q 2 D and Q
0
62 D.
 Q 62 C [ (E [ F ) and Q
0
2 C
Let L be a line not through Q, then the divisor   + L corresponds to the
divisor D = C+

n 1
(L) 2 P(L
n 1
) with Q 62 C, Q
0
2 C and Q 62 

n 1
(L),
so Q 62 D and Q
0
2 D.
 Q 62 C [ (E [ F ) and Q
0
2 E
j
(or F
i
) n C
Let L be a line through Q and not through P
j
(or R
i
), then the divisor
 +L corresponds to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q 62 C,
Q
0
62 C, Q 2 

n 1
(L) and Q
0
62 

n 1
(L) (because E
j
(or F
i
)\

n 1
(L) = ),
so Q 2 D and Q
0
62 D.
 Q;Q
0
2 C
Using lemma 2.2.3, we know that g
n 1
is very ample on C, so there exists
a D
0
2 g
n 1
with Q 2 D
0
and Q + Q
0
62 D
0
. So, because g
n 1
is the
linear system induced by P(L
n 1
), there exists a D 2 P(L
n 1
) such that
D:C = D
0
, i.e. Q 2 D:C, but Q+Q
0
62 D:C. This implies that Q 2 D, but
Q
0
62 D.
 Q 2 C and Q
0
2 E
j
(or F
i
) n C
Let L be a line not containing P
j
(or R
i
), then the divisor  +L corresponds
to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q 2 C, Q
0
62 C and
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Q
0
62 

n 1
(L) (because E
j
(or F
i
) \ 

n 1
(L) = ), so Q 2 D and Q
0
62 D.
 Q;Q
0
2 E
j
n C
Using lemma 2.2.9 we know that there exists a divisor D 2 P(L
n 1
) with
Q 2 D and Q
0
62 D.
 Q;Q
0
2 (E [ F ) n C and 
n 1
(Q) 6= 
n 1
(Q
0
)
Let L be a line containing 
n 1
(Q) and not through 
n 1
(Q
0
), then the
divisor   +L corresponds to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with
Q;Q
0
62 C, Q 2 

n 1
(L) (because 

n 1
(L) contains the exceptional divisor

 1
n 1
(
n 1
(Q))) and Q
0
62 

n 1
(L) (because 

n 1
(L) and the exceptional
divisor 
 1
n 1
(
n 1
(Q
0
)) have no points in common), so Q 2 D and Q
0
62 D.
 Q;Q
0
2 F
j
n C
We know that P(L
n 1
) does not have base points, and therefore it induces
the entire g
1
1
on F
i
for i = 1; : : : ; n 1. So there exists a divisorD 2 P(L
n 1
)
with D:F
j
= Q, thus for this divisor we have that Q 2 D and Q
0
62 D.
This proves that P(L
n 1
) separates points on X
0
r;n 1
.
2.3.1.3 P(L
n 1
) separates tangent directions
Let Q 2 X
0
r;n 1
and v 2 T
Q
(X
0
r;n 1
), we then distinguish the following
cases.
 Q 62 C [ (E [ F ) and v 2 T
Q
(X
0
r;n 1
)
Denote the corresponding point and direction in the plane also by Q and
v. Let L be a line through Q with v 62 T
Q
(L), then the divisor   + L
corresponds to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q 62 C,
Q 2 

n 1
(L) and v 62 T
Q
(D) = T
Q
(

n 1
(L)), so Q 2 D and v 62 T
Q
(D).
 Q 2 C and v 62 T
Q
(C)
Let L be a line not containing 
n 1
(Q), then the divisor  +L corresponds
to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q 2 C, Q 62 

n 1
(L) and
v 62 T
Q
(D) = T
Q
(C), so Q 2 D and v 62 T
Q
(D).
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 Q 2 C and v 2 T
Q
(C)
Using lemma 2.2.3, we know that g
n 1
is very ample on C, so there exists a
D
0
2 g
n 1
with Q  D
0
and 2Q 6 D
0
. So, because g
n 1
is the linear system
induced by P(L
n 1
), there exists a D 2 P(L
n 1
) such that D:C = D
0
, i.e.
Q  D:C, but 2Q 6 D:C. Or thus T
Q
(D) \ T
Q
(C) = f0g, so Q 2 D and
v 62 T
Q
(D).
 Q 2 E
j
(or F
i
) n C and v 62 T
Q
(E
j
(or F
i
))
The point Q corresponds to a direction v
Q
in P
j
(or R
i
). Let L be a line
through P
j
(or R
i
) but with direction dierent from v
Q
, then the divisor
 +L corresponds to the divisor D = C + 

n 1
(L) 2 P(L
n 1
) with Q 62 C,


n 1
(L) contains E
j
(or F
i
) and Q 62 

n 1
(L)  E
j
(or F
i
). So Q 2 D and
v 62 T
Q
(D) = T
Q
(E
j
(or F
i
)).
 Q 2 E
j
n C and v 2 T
Q
(E
j
)
Using lemma 2.2.9, we have that there exists a divisor D 2 P(L
n 1
) with
Q  D:E
j
but 2Q 6 D:E
j
. This implies that T
Q
(D) \ T
Q
(E
j
) = f0g So,
Q 2 D and v 62 T
Q
(D).
 Q 2 F
i
n C and v 2 T
Q
(F
i
)
As we noted before, P(L
n 1
) induces the entire g
1
1
on F
i
. So we have that
there exists a divisor D 2 P(L
n 1
) with Q = D:F
i
, and then 2Q 6 D:F
i
,
thus T
Q
(D) \ T
Q
(F
i
) = f0g So, Q 2 D but v 62 T
Q
(D).
This proves that P(L
n 1
) separates tangent directions on X
0
r;n 1
.
This concludes our proof of step 1. q.e.d.
2.3.2 Step 2: Very ampleness of P(L
0
) on X
0
r;n
This step will be done in several \substeps". First we look at P(L
n
) on
X
0
r;n
, we will see that it is not very ample, and we will look at the zero-
dimensional subschemes where the very ampleness can go wrong. Secondly,
we show that (X
0
r;n
; P(L
n
)) is a specialization of (X
0
r;n
; P(L
0
)). Finally,
using specialization and the results from the two previous substeps, we
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prove the very ampleness of P(L
0
) on X
0
r;n
.
2.3.2.1 Zero-dimensional subschemes where P(L
n
) is not very
ample
Is P(L
n
) base-point free?
Yes, the proof is identical to the one in section 2.3.1.1, using remark 2.2.5
instead of lemma 2.2.3.
Does P(L
n
) separate points?
Let us proceed as in section 2.3.1.2, and see if (and where) problems arise.
The following cases are almost identical to the ones in section 2.3.1.2, and
do not give any problems.
 Q;Q
0
62 C [ (E [ F )
As before we also denote the corresponding points in the plane by Q and
Q
0
. Let L be a line through Q and not through Q
0
, then the divisor   + L
corresponds to the divisor D = C + 

n
(L) 2 P(L
n
) with Q;Q
0
62 C, Q 2


n
(L) and Q
0
62 

n
(L), so Q 2 D and Q
0
62 D.
 Q 62 C [ (E [ F ) and Q
0
2 C
Let L be a line not through Q, then the divisor   + L corresponds to the
divisor D = C + 

n
(L) 2 P(L
n
) with Q 62 C, Q
0
2 C and Q 62 

n
(L), so
Q 62 D and Q
0
2 D.
 Q 62 C [ (E [ F ) and Q
0
2 E
j
(or F
i
) n C
Let L be a line through Q and not through P
j
(or R
i
), then the divisor
  + L corresponds to the divisor D = C + 

n
(L) 2 P(L
n
) with Q 62 C,
Q
0
62 C, Q 2 

n
(L) and Q
0
62 

n
(L) (because E
j
(or F
i
) \ 

n
(L) = ), so
Q 2 D and Q
0
62 D.
 Q 2 C and Q
0
2 E
j
(or F
i
) n C
Let L be a line not containing P
j
(or R
i
), then the divisor  +L corresponds
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to the divisor D = C+

n
(L) 2 P(L
n
) with Q 2 C, Q
0
62 C and Q
0
62 

n
(L)
(because E
j
(or F
i
) \ 

n
(L) = ), so Q 2 D and Q
0
62 D.
 Q;Q
0
2 E
j
n C
Using lemma 2.2.9 we know that there exists a divisor D 2 P(L
n
) with
Q 2 D and Q
0
62 D.
 Q;Q
0
2 (E [ F ) n C and 
n
(Q) 6= 
n
(Q
0
)
Let L be a line containing 
n
(Q) and not through 
n
(Q
0
), then the divisor
  + L corresponds to the divisor D = C + 

n
(L) 2 P(L
n
) with Q;Q
0
62 C,
Q 2 

n
(L) (because 

n
(L) contains the exceptional divisor 
 1
n
(
n
(Q)))
and Q
0
62 

n
(L) (because 

n
(L) and the exceptional divisor 
 1
n
(
n
(Q
0
))
have no points in common), so Q 2 D and Q
0
62 D.
 Q;Q
0
2 F
j
n C
We know that P(L
n
) does not have base points, and therefore it induces
the entire g
1
1
on F
i
for i = 1; : : : ; n. So there exists a divisor D 2 P(L
n
)
with D:F
j
= Q, thus for this divisor we have that Q 2 D and Q
0
62 D.
The only case that was left out is the following one.
 Q;Q
0
2 C
Using lemma 2.2.4 and remark 2.2.5, we know that g
n
is not very ample on
C, so here we may not conclude that Q and Q
0
are separated by P(L
n
) !!!
This means that the answer to the question is NO, but problems can only
arise if Q;Q
0
2 C.
Does P(L
n
) separate tangent directions?
YES, to prove this we proceed as in section 2.3.1.3.
 Q 62 C [ (E [ F ) and v 2 T
Q
(X
0
r;n 1
)
Denote the corresponding point and direction in the plane also by Q and
v. Let L be a line through Q with v 62 T
Q
(L), then the divisor   + L
corresponds to the divisor D = C+

n
(L) 2 P(L
n
) with Q 62 C, Q 2 

n
(L)
and v 62 T
Q
(D) = T
Q
(

n
(L)), so Q 2 D and v 62 T
Q
(D).
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 Q 2 C and v 62 T
Q
(C)
Let L be a line not containing 
n 1
(Q), then the divisor  +L corresponds
to the divisor D = C + 

n
(L) 2 P(L
n
) with Q 2 C, Q 62 

n
(L) and
v 62 T
Q
(D) = T
Q
(C), so Q 2 D and v 62 T
Q
(D).
 Q 2 C and v 2 T
Q
(C)
Using lemma 2.2.4 and remark 2.2.5, we know that there exists a D
0
2 g
n
with Q  D
0
and 2Q 6 D
0
. So, because g
n
is the linear system induced by
P(L
n
), there exists a D 2 P(L
n
) such that D:C = D
0
, i.e. Q  D:C, but
2Q 6 D:C. Or thus T
Q
(D) \ T
Q
(C) = f0g, so Q 2 D and v 62 T
Q
(D).
 Q 2 E
j
(or F
i
) n C and v 62 T
Q
(E
j
(or F
i
))
The point Q corresponds to a direction v
Q
in P
j
(or R
i
). Let L be a line
through P
j
(or R
i
) but with direction dierent from v
Q
, then the divisor
  + L corresponds to the divisor D = C + 

n
(L) 2 P(L
n
) with Q 62 C,


n
(L) contains E
j
(or F
i
) and Q 62 

n
(L)   E
j
(or F
i
). So Q 2 D and
v 62 T
Q
(D) = T
Q
(E
j
(or F
i
)).
 Q 2 E
j
n C and v 2 T
Q
(E
j
)
Using lemma 2.2.9, we have that there exists a divisor D 2 P(L
n
) with
Q  D:E
j
but 2Q 6 D:E
j
. This implies that T
Q
(D) \ T
Q
(E
j
) = f0g So,
Q 2 D and v 62 T
Q
(D).
 Q 2 F
i
n C and v 2 T
Q
(F
i
)
As we noted before, P(L
n
) induces the entire g
1
1
on F
i
. So we have that
there exists a divisor D 2 P(L
n
) with Q = D:F
i
, and then 2Q 6 D:F
i
, thus
T
Q
(D) \ T
Q
(F
i
) = f0g So, Q 2 D but v 62 T
Q
(D).
This proves tht P(L
n
) separates tangent directions.
So we have limited our study to the separating of points Q;Q
0
2 C, but,
in order to continue, we need to know more about such a zero-dimensional
subscheme, and therefore we prove the following claim.
Claim 2.3.1
(a) If Q;Q
0
2 C nF
n
are not separated by P(L
n
), then Q;Q
0
2 C n (E [ F )
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and for every i 2 f1; : : : ; ng we have that R
i
62 h
n
(Q); 
n
(Q
0
)i.
(b) If Q 2 C n F
n
, Q
0
2 C \ F
n
and 
n
(Q) 2 L
Q
0
with L
Q
0
the line tangent
to   at R
n
; then Q and Q
0
are separated by P(L
n
).
Proof:
(a) Let F
0
denote F  F
n
, then we can split up the case Q;Q
0
2 C nF
n
into
three separate ones, namely
 Q;Q
0
2 C n (E [ F )
 Q 2 C n (E [ F ) and Q
0
2 C \ (E [ F
0
)
 Q;Q
0
2 C \ (E [ F
0
).
We know show that the last two cases cannot occur.
 Let Q 2 C n (E[F ) and Q
0
2 C \E
j
. We may assume that Q
0
= P
1
j
. We
already saw (see lemma 2.2.3) that g
n 1
is very ample on C, i.e. it corre-
sponds to an embedding 
g
n 1
: C ,! P
3
. On the other hand, we know that
g
n
is base-point free, so it corresponds to a morphism 
g
n
: C ! P
2
. But
g
n
= jg
n 1
 R
n
j, so 
g
n
= pr
R
n
Æ 
g
n 1
where pr
R
n
denotes the projection
from R
n
of P
3
. Now, Q and P
1
j
not being separated by P(L
n
), is equivalent
to them not being separated by g
n
. This means that pr
R
n
(Q) = pr
R
n
(P
1
j
),
and this is only possible if, in P
3
, the points Q;P
1
j
and R
n
are collinear.
This would mean that for every general point R 2 C, there exists a point
R
0
2 C, such that P
1
j
; R and R
0
are collinear. Let pr
P
1
j
: P
3
! P
2
be the
projection from P
1
j
. Dene the linear system h := jg
n 1
  P
1
j
j on C. Then
the morphism 
h
corresponding to h, is just pr
P
1
j
Æ 
g
n 1
. So we get that
dimV
1
2
(h)  1. But on the other hand, using lemma 2.2.2, we get that h is
a general point of Pic
g(C)+2
(C), and thus we have that h is base-point free
and simple (see lemma 1.2.1). So this gives us a contradiction and we may
conclude that this case can not actually occur.
The case Q 2 C n (E [ F ) and Q
0
2 C \ F
i
. Note that this implies that
n  2. We may assume i = 1, then Q
0
= C:F
1
(6= C:F
n
). As before, g
n 1
corresponds to an embedding 
g
n 1
: C ,! P
3
; g
n
corresponds to a mor-
phism 
g
n
: C ! P
2
; and 
g
n
= pr
R
n
Æ
g
n 1
with pr
R
n
the projection from
R
n
of P
3
. Now, Q and Q
0
not being separated by P(L
n
), is equivalent to
them not being separated by g
n
. This means that pr
R
n
(Q) = pr
R
n
(Q
0
),
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and this is only possible if, in P
3
, the points Q;Q
0
and R
n
are collinear.
This would mean that for every general point R 2 C, there exists a point
R
0
2 C, such that Q
0
; R and R
0
are collinear. Let pr
C:F
1
: P
3
! P
2
be the
projection from Q
0
. Dene the linear system h := jg
n 1
 Q
0
j on C. Then
the morphism 
h
corresponding to h, is just pr
Q
0
Æ 
g
n 1
. So we get that
dimV
1
2
(h)  1. But on the other hand, using lemma 2.2.2 and n 1  g(C),
we get that h is a general point of Pic
g(C)+2
(C), and thus we have that h
is base-point free and simple (see lemma 1.2.1). So we get a contradiction,
and this case will also not occur.
 For the case where both points belong to C \ (E [ F
0
), again g
n 1
cor-
responds to an embedding 
g
n 1
: C ,! P
3
; g
n
corresponds to a morphism

g
n
: C ! P
2
; and 
g
n
= pr
R
n
Æ 
g
n 1
with pr
R
n
the projection from R
n
of P
3
. Now, Q and Q
0
not being separated by P(L
n
), is equivalent to them
not being separated by g
n
. This means that pr
R
n
(Q) = pr
R
n
(Q
0
), and this
is only possible if, in P
3
, the points Q;Q
0
and R
n
are collinear (note that
Q and Q
0
6= R
n
). As Q and Q
0
are now xed points of C, this would mean
that for every general point R 2 C, the points Q;Q
0
and R are collinear in
P
3
. So either C is in a one-dimensional linear subspace or Q = Q
0
in P
3
.
Either way we get a contradiction, and this case will also not occur.
 Finally, the case Q;Q
0
2 C n (E [ F ) is the only remaining possibility.
Because of remark 2.2.5, there are only nitely many of these pairs that are
not separated by g
n
. Now R
1
+ : : :+R
n
2 jP
m
:C  l
1
[P
1
]  : : :  l
r
[P
r
] g
n
j,
and jP
m
:C   l
1
[P
1
]  : : :  l
r
[P
r
]  g
n
j is a general element of Pic
n
(C) (be-
cause g
n
is a general element of Pic
g(C)+2
(C)). But certainly n  g(C)+1,
so jP
m
:C   l
1
[P
1
]   : : :   l
r
[P
r
]   g
n
j is base-point free (see lemma 1.2.1).
This implies that for a general choice of R
1
+ : : :+ R
n
2 jP
m
:C   l
1
[P
1
] 
: : :  l
r
[P
r
]  g
n
j, we have that R
i
62 hQ;Q
0
i for i = 1; : : : ; n.
(b) First of all, let us note that if Q 2 C nF
n
, Q
0
2 C\F
n
and 
n
(Q) 2 L
Q
0
,
then Q 2 Cn(E[F ). Indeed, L
Q
0
is the tangent line to   in a general point,
which implies that for all i = 1; : : : ; r and j = 1; : : : ; n   1 P
i
; R
j
62 L
Q
0
.
This means we are left with the case Q 2 C n (E [ F ) and Q
0
2 C \ F
n
(with 
n
(Q) 2 L
Q
0
).
If n  2, we can copy the arguments used to show that the case Q 2
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C n (E [ F ) and Q
0
2 C \ F
i
(i 6= n) does not occur. We just need to
interchange the roles of R
n
and R
1
, and consider the sheaf g
0
n 1
in stead
of g
n 1
with g
0
n 1
such that g
n
= jg
0
n 1
 R
1
j. So we may conclude that Q
and Q
0
are separated by P(L
n
).
As n  1  g(C), it is only possible to have n = 1 if g(C) = 0, but then we
have that g
n
is a complete linear system of degree 2 (= 2g(C) + 2). This
implies that g
n
is very ample on C, and we may conclude that Q and Q
0
are separated by P(L
n
).
This concludes the proof of our claim. q.e.d.
2.3.2.2 Seeing (X
0
r;n
; P(L
n
)) as a specialization of (X
0
r;n
; P(L
0
))
Denote R
1
+ : : :+R
n
by Z
n
and denote R
1
+ : : :+R
n 1
+R
0
by Z
0
. Let
U  Hilb
n
(P
2
) be the open subset of reduced elements Z of Hilb
n
(P
2
) for
which Z is non-special for curves of degree m with multiplicities l
i
at P
i
(i = 1; : : : ; r), i.e. together with l
1
P
1
+ : : : + l
r
P
r
they give the expected
number of conditions on curves of degree m. Then construct the family
f : M ! U , where f
 1
(Z) = X
Z
is the blowing-up of the projective plane
along P
1
+ : : : + P
r
+ Z (for more details concerning the construction of
such a family see [1, x3]). Let F
Z
be the exceptional divisor coming from
Z and let 
Z
denote the projection map corresponding to the blowing-up
along P
1
+ : : : + P
r
+ Z. Consider the linear system P(L
Z
) on X
Z
, with
L
Z
:= 

Z
(O
P
2
(m))
O
X
Z
( l
1
E
1
  : : :  l
r
E
r
 F
Z
). Because dim(P(L
n
)) =
the expected dimension, Z
n
is non-special for curves of degree m with
multiplicities l
i
at P
i
(i = 1; : : : ; r). So we can see Z
n
as a specialization of
Z
0
in U , and thus is (X
0
r;n
; P(L
n
)) a specialization of (X
0
r;n
; P(L
0
)) for the
family f .
2.3.2.3 Very ampleness of P(L
0
) on X
0
r;n
We now have that (X
0
r;n
; P(L
n
)) is a specialization of (X
0
r;n
; P(L
0
)). More-
over, we know that P(L
n
) is base point free and that it separates tangent
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directions. Thus, using the generalized form of [17, Proposition 5.6] as
stated on page 23, we get that P(L
0
) is also base point free and that it
separates tangent directions. So the only thing left to do, is to look at
(distinct) points Q;Q
0
2 X
0
r;n
which could give a diÆculty for the very am-
pleness. Let F
0
denote F
1
+ : : :+F
n 1
and denote F
0
+F
1
+ : : :+F
n 1
by
F .
Let us proceed as in section 2.3.1.2, and see if (and where) problems could
arise.
The following cases do not give any problems.
 Q 62 C [ (E [ F ) and Q
0
2 C
Let L be a line through R
0
not containing Q, then the divisor   + L cor-
responds to the divisor D = C + 

0
(L)  F
0
2 P(L
0
) with Q 62 C, Q
0
2 C
and Q 62 

0
(L), so Q 62 D and Q
0
2 D.
 Q;Q
0
2 C
Using lemma 2.2.6, we know that g
0
is very ample on C, so there exists
a D
0
2 g
0
with Q 2 D
0
and Q + Q
0
62 D
0
. So, because g
0
is the linear
system induced by P(L
0
), there exists a D 2 P(L
0
) such that D:C = D
0
,
i.e. Q 2 D:C, but Q+Q
0
62 D:C. Or thus Q 2 D, but Q
0
62 D.
 Q 2 C and Q
0
2 E
j
(or F
i
; i 6= 0) n C
Let L be a line through R
0
, not containing P
j
(or R
i
), then the divisor
 +L corresponds to the divisor D = C + 

0
(L) F
0
2 P(L
0
) with Q 2 C,
Q
0
62 C and Q
0
62 

0
(L) (because E
j
(or F
i
) \ 

0
(L) = ), so Q 2 D and
Q
0
62 D.
 Q 2 C and Q
0
2 F
0
The point Q
0
corresponds to a direction v
Q
0
in R
0
. Let L be a line through
R
0
with v
Q
0
62 T
R
0
(L), then the divisor   + L corresponds to the divisor
D = C + 

0
(L)  F
0
2 P(L
0
) with Q 2 C, Q
0
62 C and Q
0
62 

0
(L)  F
0
, so
Q 2 D and Q
0
62 D.
 Q;Q
0
2 E
j
n C
Using lemma 2.2.9 we know that there exists a divisor D 2 P(L
0
) with
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Q 2 D and Q
0
62 D.
 Q;Q
0
2 (E [ F
0
) n C and 
0
(Q) 6= 
0
(Q
0
)
Let L be the line through R
0
and 
0
(Q), then 
n 1
(Q
0
) 62 L, because
R
0
is a general point in P
2
. Thus the divisor   + L corresponds to the
divisor D = C + 

0
(L)  F
0
2 P(L
0
) with Q;Q
0
62 C, Q 2 

0
(L)  F
0
(be-
cause 

0
(L) contains the exceptional divisor 
 1
0
(
0
(Q))) and Q
0
62 

0
(L)
(because 

0
(L) and the exceptional divisor 
 1
0
(
0
(Q
0
)) have no points in
common), so Q 2 D and Q
0
62 D.
 Q;Q
0
2 F
j
n C
We know that P(L
0
) does not have base points, and therefore it induces the
entire g
1
1
on F
i
for i = 0; 1; : : : ; n  1. So there exists a divisor D 2 P(L
0
)
with D:F
j
= Q, thus for this divisor we have that Q 2 D and Q
0
62 D.
The only cases that were not yet treated are the following ones.
 Q;Q
0
62 C [ (E [ F )
As before we also denote the corresponding points in the plane by Q and
Q
0
. Let L be the line through R
0
and Q. If Q
0
62 L, then the divisor   + L
corresponds to the divisor D = C + 

0
(L)   F
0
2 P(L
0
) with Q;Q
0
62 C,
Q 2 

0
(L) and Q
0
62 

0
(L), so Q 2 D and Q
0
62 D. However, if Q
0
2 L, we
may not conclude that P(L
0
) separates Q and Q
0
!!!
 Q 62 C [ (E [ F ) and Q
0
2 E
j
(or F
i
; i 6= 0) n C
Let L be the line through R
0
and Q. If P
j
(or R
i
) 62 L, then the divisor
 +L corresponds to the divisor D = C + 

0
(L) F
0
2 P(L
0
) with Q 62 C,
Q
0
62 C, Q 2 

0
(L) and Q
0
62 

0
(L) (because E
j
(or F
i
) \ 

n 1
(L) = ), so
Q 2 D and Q
0
62 D. However, if P
j
(or R
i
) 2 L, we may not conclude that
P(L
0
) separates Q and Q
0
!!!
 Q 62 C [ (E [ F ) and Q
0
2 F
0
The point Q
0
corresponds to a tangent direction v
Q
0
in R
0
. Let L be the
line through R
0
with tangent direction v
Q
0
. If Q 62 L, then the divisor
 +L corresponds to the divisor D = C + 

0
(L) F
0
2 P(L
0
) with Q 62 C,
Q
0
62 C, Q 62 

0
(L) and Q
0
2 

0
(L)  F
0
, so Q 62 D and Q
0
2 D. However,
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if Q 2 L, we may not conclude that P(L
0
) separates Q and Q
0
!!!
 Q 2 (E [ F
0
) n C and Q
0
2 F
0
Let L be the line through R
0
with direction v
Q
0
. If 
0
(Q) 62 L, then the
divisor   + L corresponds to the divisor D = C + 

0
(L)   F
0
2 P(L
0
)
with Q;Q
0
62 C, Q 62 

0
(L)   F
0
and Q
0
2 

0
(L), so Q 62 D and Q
0
2 D.
However, if 
0
(Q) 2 L, we may not conclude that P(L
0
) separates Q and
Q
0
!!!
So we may conclude that the only problems could be with:
(1) Q;Q
0
62 C [ E [ F with R
0
2 hQ;Q
0
i (in P
2
)
(1') Q 62 C [ E [ F and Q
0
2 (E [ F
0
) n C with R
0
2 hQ;
0
(Q
0
)i (in P
2
)
(2) Q 62 C [ E [ F and Q
0
2 F
0
with v
Q
0
equal to the direction of hQ;R
0
i
in R
0
(in P
2
)
(2') Q 2 (E [ F
0
) n C and Q
0
2 F
0
with v
Q
0
equal to the direction of
h
0
(Q); R
0
i in R
0
(in P
2
)
SpecializingX
0
r;n
to X
0
r;n
, is just Specializing the point R
0
to a general point
R
n
of C. Assume that Q and Q
0
are two points not being separated by L
0
,
then those points have to specialize to two points
~
Q and
~
Q
0
that are not
separated by L
n
.
In particular, both (1) and (1') should specialize to
(A)
~
Q;
~
Q
0
2 C n F
n
with R
n
2 h
n
(
~
Q); 
n
(
~
Q
0
)i.
Both (2) and (2') should specialize to
(B)
~
Q 2 C n F
n
and
~
Q
0
2 C \ F
n
with v
~
Q
0
equal to the direction at R
n
of
h
n
(
~
Q); R
n
i.
But (A), resp. (B), contradicts with claim 2.3.1 (a), resp. (b).
This means that the points Q;Q
0
as in the cases (1), (1'), (2) and (2') are
separated by P(L
0
); and we may conclude that P(L
0
) is very ample on X
0
r;n
.
This concludes the proof of step 2. q.e.d.
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2.3.3 Step 3: Very ampleness of P(L) on X
In the previous section we proved the very ampleness of P(L
0
) on X
0
r;n
. To
get the wanted result for general points of P
2
we note that fR
1
; : : : ; R
n 1
; R
0
g
is a non-special set of points for curves of degree m with multiplicities l
i
at the P
i
's. Then, constructing a family as in section 2.3.2.2 and applying
[17, Proposition 5.6] (see p. 23), we may conclude that P(L) is very ample
on X, where R
1
; : : : ; R
n
are general in P
2
.
This concludes the proof of theorem 2.1. 2
2.4 Very Ample Sheaves on Del Pezzo Surfaces
Let S
9 r
, 1  r  9 be the Del Pezzo surface obtained by blowing up r
general points of P
2
. For i = 1; : : : ; r, let P
i
be the blown-up points in
the plane, and E
i
the corresponding exceptional divisor on S
9 r
. Then
E = fE
0
; E
1
; : : : ; E
r
g, with E
0
the class of a line and E
i
(for i = 1; : : : ; r) the
class of the exceptional divisor E
i
, is a basis of Pic(S
9 r
) and is called an
exceptional conguration of S
9 r
. Let K
S
be the canonical class of S
9 r
.
In section 2.4.2 we will give a complete overview of the very ample classes
G := mE
0
  l
1
E
1
  : : :   l
r
E
r
(m and l
i
are integers and l
1
 : : :  l
r
 2)
on S
9 r
, 1  r  9, using results deduced from theorems of Harbourne as
stated in [22] and [23] (see section 2.4.1).
2.4.1 Terminology and Results from B. Harbourne's articles
We recall notations and terminology from B. Harbourne's articles [22]
and [23]; and state some of the theorems and propositions.
Let V be a blowing-up of P
2
, such that the anticanonical class  K has a
reduced, irreducible section.
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For such a surface V , we have a sequence of morphisms:
V = V
n

n
   ! V
n 1

n 1
   !   

2
   ! V
1

1
   ! V
0
= P
2
with 
i
: V
i
! V
i 1
the projection map corresponding to the blowing-up
of V
i 1
at a point P
i
. One can then take E = fE
0
; E
1
; : : : ; E
r
g as a free
basis for Pic(V ), with E
0
the class of a line, and E
i
the class of the total
transform on V of E
i
= 
 1
i
(P
i
). Such a collection E of divisor classes is
called an exceptional conguration for V .
An irreducible divisor D on V is called a nodal divisor if D:D =  2, D:K =
0, p
a
(D) = 0 and D is isomorphic to P
1
. An irreducible divisor D on V is
called an exceptional divisor if D:D =  1, D:K =  1, p
a
(D) = 0 and D is
isomorphic to P
1
. And those are the only kind of irreducible divisors on V ,
dierent from  K, with D:D < 0. Note that ( K):( K) < 0 if and only
if r  10. The class of a nodal divisor (resp. exceptional divisor) is called
a nodal class (resp. exceptional class).
With respect to a given conguration E = fE
0
; E
1
; : : : ; E
r
g one can dene
the E-simple roots r
i
:= E
i
 E
i+1
, i = 1; : : : ; r 1, and r
0
:= E
0
 E
1
 E
2
 E
3
;
and reections s
i
(x) = x + (r
i
:x)r
i
, i = 0; 1; : : : ; r   1, x 2 V . These
operations generate a subgroup W  GL(Pic(V )), which preserves the
intersection product and xes K. W is the Weyl group of the root system
with simple roots r
i
, i = 0; : : : ; r  1 (see [30] and [29]). The (real) roots of
the root system are the elements W:fr
0
; : : : ; r
r 1
g. We also dene r
 2
:=
E
0
  E
1
and r
 1
:= E
0
  E
1
  E
2
.
We call a class G 2 Pic(V )
 E-standard if G:r
i
 0,  2  i  r   1, and G:E
i
 0, 0  i  r;
 almost E-excellent if G is E-standard and G:K
S
 0;
 E-excellent if G is almost E-excellent and G:K
S
< 0.
We refer to a class G as being standard (almost excellent, or excellent) if
there exists an exceptional conguration E such that G is E-standard (al-
most E-excellent, or E-excellent). We say a class G is eective if h
0
(V;G) >
0; and G is irreducible if G has a reduced and irreducible section. Moreover,
if G is the divisor class of an eective divisor G, we refer to the class H of
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a xed component H of the linear system jGj as a xed component of G.
Similarly, we will refer to a base point of jGj as being a base point of G.
[22, Theorem 1.1]
Let F be an element of Pic(V ).
(a) If F is standard, then F is eective.
(b) If F is excellent, then h
0
(V;F) =
1
2
(F :F   F :K) + 1 and h
1
(V;F) =
h
2
(V;F) = 0.
[22, Lemma 1.4]
Let E = fE
0
; E
1
; : : : ; E
r
g be an exceptional conguration on V . The E-
standard divisor classes are precisely the nonnegative sums of the classes
E
0
, E
0
  E
1
, 2E
0
  E
1
  E
2
and 3E
0
  E
1
       E
i
, 3  i  r.
[22, Theorem 2.1]
Let F be a divisor class on V . There exists a class G and an exceptional
conguration
~
E = f
~
E
0
;
~
E
1
; : : : ;
~
E
r
g on V such that F   G is eective, in
particular being a nonnegative sum of nodal and exceptional classes and
 K when F is eective; h
0
(V;G) = h
0
(V;F); and one of the following
holds:
(a) G:
~
E
0
< 0 and hence G is not eective, or
(b) G is almost
~
E-excellent, and hence G is eective.
The proof of this theorem is of particular interest because it gives an algo-
rithm for determining whether an arbitrary class F on V is eective, and if
so, for subtracting xed components from F to obtain an almost excellent
class.
Let F be an element of Pic(V ), with F = a
0
E
0
+ a
1
E
1
+    + a
r
E
r
. The
E-shue number of F is
P
1i<jr
(a
i
  a
j
)(a
i
  a
j
), where  : Z ! Z
is dened to be zero for nonpositive integers and one otherwise. The E-
positivity of F is
P
i1
(a
i
), and the E-degree of F is a
0
.
[22, Corollary 3.2]
A class F is almost excellent if and only if F :C  0 for every irreducible
class C.
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Let K
i
denote the canonical class on V
i
.
[22, Lemma 3.3]
Let F be E-excellent for an exceptional conguration E = fE
0
; E
1
; : : : ; E
r
g.
(1) If F lies in Pic(V
i
) for some i = 0; 1; : : : ; r, then  K
i
is not a xed
component of F on V
i
.
(2) If F :K   2, then F is generated by global sections.
[23, Theorem 1.1]
Let F be an element of Pic(V ). Then F is ample if and only if F is E-
excellent for some exceptional conguration E = fE
0
; E
1
; : : : ; E
r
g of V and
the following conditions hold:
(i) F :(E
0
 E
1
), F :(E
0
 E
1
 E
2
), F :E
i
, i  0, are all (strictly) positive, and
(ii) F :N > 0 for every nodal class N having 0  N :E
0
 3.
We can list all nodal classes N having 0  N :E
0
 3:
(E
i
  E
j
) i 6= j; i > 0; j > 0
E
0
  E
i
1
  E
i
2
  E
i
3
i
1
; i
2
; i
3
distinct, nonzero
2E
0
  E
i
1
       E
i
6
i
1
; : : : ; i
6
distinct, nonzero
3E
0
  2E
i
1
  E
i
2
       E
i
8
i
1
; : : : ; i
8
distinct, nonzero
(2.2)
[23, Theorem 2.1]
Let F be an element of Pic(V ). Then F is very ample if and only if F is
ample and F 
O
 K
is very ample on  K
Note that the conditions given in this theorem are equivalent to:
(a) F is E-excellent for some exceptional conguration E = fE
0
; E
1
; : : : ; E
r
g;
(b) F :(E
0
  E
1
), F :(E
0
  E
1
  E
2
), F :E
i
, i  0, are all (strictly) positive;
(c) F :N > 0 for all nodal class N having 0  N :E
0
 3; and
(d) F :K   3.
2.4.2 Rephrasing and Applying the results of B. Harbourne
In this section we return to the Del Pezzo surfaces, and we rephrase and
apply the results of B. Harbourne to serve our needs. Note that the an-
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ticanonical class  K
S
on S
9 r
is irreducible, because we blew up at most
nine general points in the plane, and  K
S
is then the strict transform of
the reduced, irreducible plane curve of degree 3, containing the blown-up
points.
Lemma 2.4.1
There are no nodal classes N on S
9 r
with 0  N :E
0
 3.
Proof:
This follows immediately from the list of nodal classesN with 0  N :E
0
 3
(see (2.2) page 55) and the fact that we blew up r  9 general points in
the plane. 2
Proposition 2.4.2
Let E = fE
0
; E
1
; : : : ; E
r
g be an exceptional conguration of the Del Pezzo
surface S
9 r
; and W the associated Weyl group. Then every other ex-
ceptional conguration
~
E = f
~
E
0
;
~
E
1
; : : : ;
~
E
r
g is a W -translation of E, i.e.
9s 2 W such that
~
E = s(E) := fs(E
0
); s(E
1
); : : : ; s(E
r
)g . Moreover, for all
s 2 W ,
~
E := s(E) is an exceptional conguration of S
9 r
, and,
~
E
1
; : : : ;
~
E
r
correspond to r general points in the plane.
Proof:
This is a result due to Nagata (see [32]). 2
The proposition 2.4.2 is particularly interesting, because it says, that chang-
ing the exceptional conguration does not change the property that the
exceptional curves correspond to general points in the plane.
Proposition 2.4.3
Let G be a divisor class on S
9 r
. Then the following holds:
(a) If G is standard, then G is eective.
(b) If G is standard, then G + x( K
S
) is standard for all x  0.
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Proof:
(a) This is [22, Theorem 1.1 (a)].
(b) This follows immediately from [22, lemma 1.4]. 2
Proposition 2.4.4
If G is an excellent divisor class on S
9 r
and G:K   2, then G is generated
by global sections on S
9 r
.
Proof:
This is [22, lemma 3.3 (b)]. 2
Proposition 2.4.5
Let G := mE
0
  l
1
E
1
       l
r
E
r
be a divisor class on S
9 r
, with m and l
i
integers such that l
i
 0 for all i = 1; : : : ; r.
If r = 1, the class G is very ample if and only if m  l
1
+ 1 and l
1
 1.
If r  2, the class G is very ample if and only if the following two conditions
are satised:
(a) there exists an exceptional conguration
~
E such that G is
~
E-excellent,
G:(
~
E
0
 
~
E
1
 
~
E
2
) > 0 and G:(
~
E
i
) > 0 (for all i = 0; : : : ; r);
(b) G:K
S
  3.
Proof:
(1) r = 1
In case m < l
1
, then G = mE
0
  l
1
E
1
is not eective, so certainly not very
ample. In case m = l
1
, G is not very ample because two points on the strict
transform of a line through the blown-up point cannot be separated, or G
is just the zero divisor if l
1
= 0. In case m  l
1
+1 and l
1
= 0, G is not very
ample, because two points on the exceptional divisor 
 1
1
(P
1
) cannot be
separated. In case m  l
1
+ 1 and l
1
 1, G is E-excellent, G:(E
0
  E
1
)  1,
G:E
0
> 0 and G:E
1
> 0. So, using lemma 2.4.1 and [23, Theorem 1.1], we
obtain that G is ample. Moreover we have G:K
S
  3l
1
  3+ l
1
  3, and
[23, Theorem 2.1] implies that G is very ample. This completes the proof
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for the case r = 1.
(2) r  2
The implication from left to right follows from [23, Theorem 2.1]. So it
only remains to prove that the conditions (a) and (b) imply that G is very
ample. We know there are no nodal classes on S
9 r
(see lemma 2.4.1). Also
G:(
~
E
2
) > 0 and G:(
~
E
0
 
~
E
1
 
~
E
2
) > 0 imply G:(
~
E
0
 
~
E
1
) > 0. So [23, Theorem
1.1] implies that G is ample. This together with condition (b) is enough to
conclude that G is very ample (see [23, Theorem 2.1]). 2
Remark 2.4.6
This theorem gives a complete overview of the very ample classes G if
r = 1. Moreover, if r  2 it says that G is very ample if and only if
G:K
S
  3 and there exists an exceptional conguration
~
E of S
9 r
, such
that G = ~m
~
E
0
 
~
l
1
~
E
1
  : : :  
~
l
r
~
E
r
, with
~
l
1
 : : : 
~
l
r
 1, ~m 
~
l
1
+
~
l
2
+
~
l
3
and ~m >
~
l
1
+
~
l
2
. Further in this paragraph we will discuss a method to
determine whether or not such an exceptional conguration exists. So this
theorem (together with this method), will also give a complete overview of
the very ample classes on S
9 r
for r  2.
Proposition 2.4.7
Let G be a divisor class on S
9 r
. Then G is almost excellent if and only if
G is eective and G:B  0 for all exceptional classes B.
Proof:
If G is almost excellent, then [22, Theorem 1.1 (a)] implies that G is eective,
and [22, Corollary 3.2] says that G:B  0 for all irreducible classes B, so
certainly G:B  0 for all exceptional classes B. If G is eective, G:B with
B an irreducible class can only be negative if B:B < 0. Because there are
no nodal classes (see lemma 2.4.1, and ( K):( K) = 9   r  0, the only
irreducible classes with negative self-intersection are the exceptional classes.
So G:B  0 for every irreducible class B and [22, Corollary 3.2] implies that
G is almost excellent. 2
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Remark 2.4.8
Note that G = ~m
~
E
0
 
~
l
1
~
E
1
  : : : 
~
l
r
~
E
r
being
~
E-standard (almost
~
E-excellent)
on S
9 r
is equivalent to
~
l
1
 : : : 
~
l
r
 0 and ~m 
~
l
1
+
~
l
2
+
~
l
3
(and
G:K
S
 0).
Proposition 2.4.9
Let G be an eective divisor class on S
9 r
(r  2). If G:B > 0 for all
exceptional classes on S
9 r
and G:K
S
  3 then G is very ample.
Proof:
Because of proposition 2.4.7, the class G is almost
~
E-excellent (for some
exceptional conguration
~
E). Note that
~
E
i
(i  1) and
~
E
0
 
~
E
1
 
~
E
2
are
exceptional classes, so G:
~
E
i
> 0 (i  1) and G:(
~
E
0
 
~
E
1
 
~
E
2
) > 0. Moreover
~
E
0
= (
~
E
0
 
~
E
1
 
~
E
2
) +
~
E
1
+
~
E
2
, and thus also G:
~
E
0
> 0. So proposition 2.4.5
implies that G is very ample. 2
In case r  8 proposition 2.4.9 is a very helpful tool to prove that a class
(for which it is not obvious whether it is standard) is very ample, because
then S
9 r
has only nitely many exceptional classes. The list of possible
exceptional classes is (see [30, p. 135]):
E
i
1
E
0
  E
i
1
  E
i
2
2E
0
  E
i
1
  : : :  E
i
5
3E
0
  2E
i
1
  E
i
2
  : : :  E
i
7
4E
0
  2E
i
1
  2E
i
2
  2E
i
3
  E
i
4
  : : :  E
i
8
5E
0
  2E
i
1
  : : :  2E
i
6
  E
i
7
  E
i
8
6E
0
  3E
i
1
  2E
i
2
  : : :  2E
i
8
(2.3)
with i
j
distinct indices > 0.
In case r = 9 this method will no longer be useful, because there are
innitely many exceptional classes on S
0
. Consider a class G = mE
0
 
l
1
E
1
       l
9
E
9
. If the E-degree m is strictly less than 0, the class G
is not eective, so certainly not very ample. If the E-positivity of G is
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nonzero, i.e. 9i 2 f1; : : : ; 9g with l
i
< 0; then E
i
is a xed component of
G, and again G is not very ample. This means we are left with the classes
G = mE
0
  l
1
E
1
       l
9
E
9
, with m; l
1
; : : : ; l
9
all  0; or equivalently, with
E-positivity zero and E-degree  0. So we can apply proposition 2.4.5, and
exclude immediately the classes G with G:K >  3 (because those are not
very ample). At this point, it is however not clear how to decide if such a
class G is excellent. We now focus on the algorithm given by B. Harbourne
in the proof of [22, Theorem 2.1], because applying this algorithm allows
us to decide whether the class G is almost excellent, and if so to obtain
explicitly G = ~m
~
E
0
 
~
l
1
~
E
1
  : : : 
~
l
9
~
E
9
with G
~
E-excellent. Using the fact that
there are no nodal classes on S
0
, we have that r
0
; : : : ; r
8
are not eective.
This means that applying the algorithm of B. Harbourne is nothing else
than changing the base of Pic(S
0
), by repeatedly applying the reections.
But if i > 0, s
i
(E
j
) = E
j
for all j 6= i; i+1, and s
i
(E
i
) = E
i+1
and s
i
(E
i+1
) =
E
i
. And the base s
0
(E) of Pic(S
0
) is just the base obtained by applying the
Cremona transformation. Recall that by Cremona transformation we mean
the corresponding base change on S
0
, i.e. without blowing down the new
exceptional curves. So we see that applying this algorithm is nothing else
then (repeatedly) applying the Cremona transformation to the three highest
l
i
, and renumbering the
~
E
i
as to obtain
~
l
1
 : : : 
~
l
9
. We stop applying this
algorithm, if the
~
E-degree becomes negative, or if the
~
E-positivity becomes
bigger than zero; because then the class G is not very ample. If this does
not occur, i.e. if you can complete the algorithm, you see that the class G is
almost excellent and you obtain explicitly G = ~m
~
E
0
 
~
l
1
~
E
1
  : : : 
~
l
9
~
E
9
with
G
~
E-excellent. So checking the remaining conditions of proposition 2.4.5
tells you whether or not the class G is very ample. Note that this method
also works for r  9, and it implicitly gives a complete overview of the very
ample classes G on S
9 r
.
To illustrate both methods we give the following example.
Example:
Let us solve the case where G is 7E
0
  4E
1
  2E
2
  : : :  2E
6
.
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Using the rst method
We see that G is eective, because h
0
(S
3
;G) 
8:9
2
 
4:5
2
  5:
2:3
2
= 11 > 0.
Moreover, as r = 6, you only have to check that G:B > 0 for the rst three
types of exceptional classes B in the list; and for those we obviously have
that G:B > 0. So, together with G:K
S
=  7, we get that G is very ample.
Using the second method
We apply two times the Cremona transformation.
7 4 2 2 2 2 2
6 3 1 1 2 2 2
5 2 1 1 1 1 2
So we get that for some exceptional conguration
~
E of S
3
, G = 5
~
E
0
  2
~
E
1
 
2
~
E
2
 
~
E
3
 : : : 
~
E
6
. Thus, together with G:
~
E
i
> 0 (i  0), G:(
~
E
0
 
~
E
1
 
~
E
2
) > 0
and G:K
S
=  7, we get that G is very ample. Note that one can also deduce
~
E explicitly from this table (but we do not need this here).
2.5 Statement of Theorem 2.2
From the section 2.4.2 we know that if G is a very ample invertible sheaf
on S
9 r
, there exists an exceptional conguration E = fE
0
; E
1
; : : : ; E
r
g of
S
9 r
such that G = mE
0
  l
1
E
1
  : : :   l
r
E
r
with m  l
1
+ l
2
+ l
3
and
l
1
 : : :  l
r
> 0.
Therefore, we formulate our theorem as follows:
Theorem 2.2
Let E = fE
0
; E
1
; : : : ; E
r
g be an exceptional conguration on S
9 r
, and let
G = mE
0
  l
1
E
1
  : : :   l
r
E
r
be a very ample invertible sheaf on S
9 r
with
m  l
1
+ l
2
+ l
3
if r  3, m  l
1
+ l
2
+ 1 if r = 2 , m  l
1
+ 2 if
r = 1; l
1
 : : :  l
r
 2 and dim(P(G))  6. Assume G 62 f9E
0
 3E
1
  : : : 
3E
8
; 9E
0
 3E
1
  : : : 3E
7
 2E
8
; 12E
0
 4E
1
  : : : 4E
8
; 15E
0
 5E
1
  : : : 5E
8
g;
and if r = 9, assume G:K
S
  5. Let R
1
; : : : ; R
n
be general points on S
9 r
,
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with n  dim(P(G))   5. Dene X as the blowing-up of S
9 r
along these
points, 
0
: X ! S
9 r
the corresponding projection map, and F
1
; : : : ; F
n
the exceptional divisors corresponding resp. to R
1
; : : : ; R
n
. Then the sheaf
L := 
0

(G)
O
X
( F
1
  : : :  F
n
) is very ample on X.
In the statement of this theorem we limit ourselfs to the very ample invert-
ible sheaves G = mE
0
  l
1
E
1
  : : :  l
r
E
r
with l
r
 2, because if l
r
= 1, we
can consider the very ample invertible sheaf G
0
= mE
0
  l
1
E
1
  : : :  l
r
0
E
r
0
on S
9 r
0
with r
0
the biggest index for which l
r
0
 2.
Note that for all G satisfying the hypotheses of theorem 2.2 we have G:K
S

 3 because G is very ample.
To conclude this paragraph let us look at the sharpness of theorem 2.2.
As mentioned before, our goal was to obtain a result for S
9 r
analogous
to the D'Almeida-Hirschowitz result for the plane (see [14]). A complete
analogue would be the following (using the notations as above)
If G is a very ample invertible sheaf on S
9 r
, with dim(P(G))  6, then
the sheaf L := 
0

(G) 
 O
X
( F
1
  : : :   F
n
) is very ample on X if n 
dim(P(G))   5.
Comparing this (naive) analogue to our theorem 2.2, we see that our theo-
rem excludes the cases G = (l + 1)E
0
  lE
1
and G = 9E
0
  3E
1
  : : :  3E
8
.
But for those two cases, the (naive) analogue is false. Indeed, for the case
G = (l + 1)E
0
  lE
1
it is obvious that 
0

(G) 
 O
X
( F
1
) is not very am-
ple because we can not separate points on the strict transform of the line
generated by P
1
and R
1
; and for G = 9E
0
  3E
1
  : : :   3E
8
, we see that
G:K =  3, and again L = 
0

(G) 
 O
X
( F
1
) is not very ample, because
L:K =  2 and we may apply proposition 2.4.5. This illustrates that we
cannot expect the complete analogue to be true.
So we see that the only cases that are actually missing in our theorem are
the following:
 r = 9 and G:K 2 f 3; 4g;
 9E
0
  3E
1
  : : :  3E
7
  2E
8
;
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 12E
0
  4E
1
  : : :  4E
8
; and
 15E
0
  5E
1
  : : :  5E
8
.
Moreover, we should note that the bound on n is sharp, because for the
very ample invertible sheaves G satisfying the hypotheses of theorem 2.2,
we get L is very ample if n  dim(P(G))   5. This means that, if n is
maximal, the map corresponding to L embeds the rational surface X in P
5
.
And this is the best one can expect in general.
2.6 Looking at it from another point of view
In the statement of theorem 2.2, we assume that the exceptional congura-
tion E of S
9 r
is such that the very ample invertible sheaf G is of the form
G = mE
0
 l
1
E
1
 : : : l
r
E
r
with l
1
 : : :  l
r
 2 andm  l
1
+l
2
+l
3
if r  3.
So, on rst sight, we do not get a lot of information if we start by taking
some general points P
1
; : : : ; P
r
(3  r  9) in P
2
with given multiplicities
l
1
 : : :  l
r
 2 and want to know if for some given degree m < l
1
+ l
2
+ l
3
the sheaf L := 

(O
P
2
(m))
O
X
( l
1
E
1
  : : :  l
r
E
r
 F
1
  : : : F
n
) is very
ample on X. So in this paragraph we will look at things a bit from this
point of view. Let us clarify this with the following easy example.
Example
Let r = 4, l
1
= : : : = l
4
=: l  2 and m = 2l + 1. And consider the
exceptional conguration E = fE
0
; E
1
; : : : ; E
4
g of S
5
, with E
0
the class of a
line, and E
i
the class of the exceptional divisor corresponding to P
i
. Then
G = (2l + 1)E
0
  lE
1
       lE
4
, and obviously not in the form we need
to apply theorem 2.2. We can however, using the method explained in
section 2.4.2, change the basis of Pic(S
5
), as follows.
2l + 1 l l l l
l + 2 1 1 1 l
So we see that G is standard. Checking the other conditions of proposi-
tion 2.4.5 we may conclude that G is very ample on S
5
. As G = (l+2)
~
E
0
 
64 Chapter 2
l
~
E
1
 
~
E
2
 
~
E
3
 
~
E
4
, we consider the very ample invertible sheaf G
0
= (l+2)
~
E
0
 
l
~
E
1
on S
8
. Note that dim(P(G
0
)) = 3l+5  11 > 5, and theorem 2.2 implies
that L := 
0

(G
0
)
O
X
( F
1
  : : : F
n
) is very ample on X if n  3l. This
implies in particular the very ampleness of G (put n = 3). Thus rephrasing,
we have that L := 

(O
P
2
(2l+1))
O
X
( lE
1
  : : :  lE
4
 F
0
1
  : : : F
0
n
)
is very ample on X for all n  3l   3.
For the remaining of this section, we look at the classes G
0
= m
0
E
0
 
l
1
E
1
  : : :   l
r
E
r
, where r  3 (for r = 1 or 2 everything is trivial) and
m
0
= l
1
+ l
2
+ l
3
  1, because this will be helpful later on. We write G
0
and
m
0
because we will need this in the proof of theorem 2.2 where G and m
have another meaning. This particular example is also exemplary for the
other cases (m < l
1
+ l
2
+ l
3
).
First of all let 3  r  8,m
0
= l
1
+l
2
+l
3
 1 and G
0
:K
S
  3. A non diÆcult,
but tedious calculation shows that for those G
0
we have h
0
(S
9 r
;G
0
) > 0,
i.e. those G
0
are eective. Because r  8 we can use proposition 2.4.9; in
particular, because l
1
 : : :  l
r
, it is enough if we check that G
0
:B > 0 for
all exceptional classes B with i
j
= j (see list (2.3) page 59).
An easy calculation then shows that G
0
satises G
0
:B > 0 for those B, unless
G
0
is one of the following:
(a) G
0
= 5E
0
  2E
1
  : : :  2E
5
(r = 5); or
(b) G
0
= 5E
0
  2E
1
  : : :  2E
6
(r = 6); or
(c) G
0
= 6E
0
  3E
1
  2E
2
  : : :  2E
7
(r = 7); or
(d) G
0
= 8E
0
  3E
1
  : : :  3E
7
(r = 7); or
(e) G
0
= 17E
0
  6E
1
  : : :  6E
8
(r = 8).
So all classes G
0
(with 3  r  8, m
0
= l
1
+ l
2
+ l
3
  1 and G
0
:K
S
  3) not
in this list are very ample; and therefore, as in the easy example, a suitable
exceptional conguration can be found in order to apply theorem 2.2. One
can even prove, using the Cremona transformation, that the sheaves G
0
as
in (a)-(e) are not very ample.
Let us now look at the case where r = 9,m
0
= l
1
+l
2
+l
3
 1 and G
0
:K
S
  3.
As mentioned before, we will not be able to use the method we used for
r  8, because for r = 9 there are innitely many exceptional divisors.
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What we will do here is (repeatedly) apply the Cremona transformation
(i.e. the algorithm described in the proof of [22, Theorem 2.1]). Let 
denote maxfl
i
1
+ l
i
2
+ l
i
3
: 1  i
j
 9 and all i
j
distinctg. First of all we
split these classes up as follows:
1. l
2
> l
3
2. l
1
> l
2
= l
3
3. l
1
= l
2
= l
3
So let us start with the rst possibility:
1. l
2
> l
3
Applying one time the Cremona transformation we get:
l
1
+ l
2
+ l
3
  1 l
1
l
2
l
3
l
4
l
5
l
6
l
7
l
8
l
9
l
1
+ l
2
+ l
3
  2 l
1
  1 l
2
  1 l
3
  1 l
4
l
5
l
6
l
7
l
8
l
9
And  is either l
1
+ l
2
+ l
3
 3 (if l
3
> l
4
) or l
1
+ l
2
+ l
3
 2 (if l
3
= l
4
). Thus
our class is in standard form and the other conditions of proposition 2.4.5
are also satised, so G
0
is very ample.
2. l
1
> l
2
= l
3
After applying one time the Cremona transformation (see point 1) we must
distinguish the following cases:
(i) If l
2
> l
5
we are done, the class is in standard form and checking the
other conditions of proposition 2.4.5 gives us that G
0
is very ample.
(ii) If l
2
= l
5
> l
6
we must apply the Cremona transformation one more
time:
l
1
+ 2l
2
  2 l
1
  1 l
2
  1 l
2
  1 l
2
l
2
l
6
l
7
l
8
l
9
l
1
+ 2l
2
  3 l
1
  2 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
6
l
7
l
8
l
9
Now  = l
1
+ 2l
2
  4, so the class is in standard form and checking the
other conditions of proposition 2.4.5 gives us that G
0
is very ample.
(iii) If l
2
= l
6
> l
7
, we can repeat what we did in (ii), but now  =
l
1
+2l
2
 3, so the class is in standard form and checking the other conditions
of proposition 2.4.5 gives us that G
0
is very ample.
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(iv) If l
2
= l
7
> l
8
, we must continue with the Cremona transformation
where we left of at (ii):
l
1
+ 2l
2
  3 l
1
  2 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
l
2
l
8
l
9
l
1
+ 2l
2
  4 l
1
  3 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
8
l
9
Now,  is either l
1
+ 2l
2
  5 (if l
1
> l
2
+ 1) or 3l
2
  3 (if l
1
= l
2
+ 1), so
either way, the class is in standard form and checking the other conditions
of proposition 2.4.5 gives us that G
0
is very ample.
(v) If l
2
= l
8
> l
9
, we must distinguish two cases:
a. If l
1
> l
2
+ 1 we repeat what we did in (iv), but now  = l
1
+ 2l
2
 
4, so the class is in standard form and checking the other conditions of
proposition 2.4.5 gives us that G
0
is very ample.
b. If l
1
= l
2
+ 1, we must continue with the Cremona transformation
where we left of at (ii). (Note that because of G
0
:K
S
  3, we have that
l
9
 l
2
  4):
3l
2
  2 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
l
2
l
2
l
9
3l
2
  4 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  2 l
2
  2 l
2
  2 l
9
3l
2
  5 l
2
  2 l
2
  2 l
2
  2 l
2
  1 l
2
  1 l
2
  2 l
2
  2 l
2
  2 l
9
3l
2
  6 l
2
  3 l
2
  2 l
2
  2 l
2
  2 l
2
  2 l
2
  2 l
2
  2 l
2
  2 l
9
Now,  = 3l
2
  6, so the class is in standard form and checking the other
conditions of proposition 2.4.5 gives us that G
0
is very ample.
(vi) If l
2
= l
9
, then G
0
:K
S
  3 implies that l
1
 l
2
+ 3 and we must
continue with the Cremona transformation where we left of at (iv):
l
1
+ 2l
2
  4 l
1
  3 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
l
2
l
1
+ 2l
2
  5 l
1
  4 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1 l
2
  1
Now,  = l
1
+ 2l
2
  6, so the class is in standard form and checking the
other conditions of proposition 2.4.5 gives us that G
0
is very ample.
3. l
1
= l
2
= l
3
So we start by applying one time the Cremona transformation:
3l
1
  1 l
1
l
1
l
1
l
4
l
5
l
6
l
7
l
8
l
9
3l
1
  2 l
1
  1 l
1
  1 l
1
  1 l
4
l
5
l
6
l
7
l
8
l
9
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(i) If l
1
> l
5
the class is in standard form and checking the other conditions
of proposition 2.4.5 gives us that G
0
is very ample.
(ii) If l
1
= l
5
> l
6
, we continue with the Cremona transformation as follows:
3l
1
  2 l
1
  1 l
1
  1 l
1
  1 l
1
l
1
l
6
l
7
l
8
l
9
3l
1
  3 l
1
  2 l
1
  1 l
1
  1 l
1
  1 l
1
  1 l
6
l
7
l
8
l
9
Now,  = 3l
1
  3, so the class is in standard form and checking the other
conditions of proposition 2.4.5 gives us that G
0
is very ample.
(iii) If l
1
= l
6
> l
7
, we continue with the Cremona transformation as follows:
3l
1
  2 l
1
  1 l
1
  1 l
1
  1 l
1
l
1
l
1
l
7
l
8
l
9
3l
1
  4 l
1
  1 l
1
  1 l
1
  1 l
1
  2 l
1
  2 l
1
  2 l
7
l
8
l
9
3l
1
  5 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
7
l
8
l
9
a. If not l
7
= l
8
= l
1
  1,   3l
1
  5, so the class is in standard form and
checking the other conditions of proposition 2.4.5 gives us that G
0
is very
ample.
b. If l
7
= l
8
= l
1
  1, then G
0
:K   3 implies l
1
 l
9
+ 4, and we must
apply one more time the Cremona transformation:
3l
1
  5 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  1 l
1
  1 l
9
3l
1
  6 l
1
  3 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
9
Now,  = 3l
1
  6, so the class is in standard form and checking the other
conditions of proposition 2.4.5 gives us that G
0
is very ample.
(iv) If l
1
= l
7
> l
8
, we continue with the Cremona transformation as follows:
3l
1
  2 l
1
  1 l
1
  1 l
1
  1 l
1
l
1
l
1
l
1
l
8
l
9
3l
1
  4 l
1
  1 l
1
  1 l
1
  1 l
1
  2 l
1
  2 l
1
  2 l
1
l
8
l
9
3l
1
  6 l
1
  3 l
1
  3 l
1
  1 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
8
l
9
a. If l
1
  2  l
8
, then we continue as follows:
3l
1
  6 l
1
  3 l
1
  3 l
1
  1 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
8
l
9
3l
1
  7 l
1
  3 l
1
  3 l
1
  2 l
1
  3 l
1
  3 l
1
  2 l
1
  2 l
8
l
9
3l
1
  8 l
1
  3 l
1
  3 l
1
  3 l
1
  3 l
1
  3 l
1
  3 l
1
  3 l
8
l
9
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Now, if l
1
 2 = l
8
, G:K
S
  3 implies that l
1
 l
9
 4. So either  = 3l
1
 9
(if l
1
  3  l
8
) or  = 3l
1
  8 (if l
8
= l
1
  2), so the class is in standard
form and checking the other conditions of proposition 2.4.5 gives us that
G
0
is very ample.
b. If l
1
  1 = l
8
, then G
0
:K   3 implies l
1
 l
9
+ 5 and we continue as
follows:
3l
1
  6 l
1
  3 l
1
  3 l
1
  1 l
1
  2 l
1
  2 l
1
  2 l
1
  2 l
1
  1 l
9
3l
1
  8 l
1
  3 l
1
  3 l
1
  3 l
1
  4 l
1
  2 l
1
  2 l
1
  2 l
1
  3 l
9
3l
1
  10 l
1
  3 l
1
  3 l
1
  3 l
1
  4 l
1
  4 l
1
  4 l
1
  4 l
1
  3 l
9
3l
1
  11 l
1
  4 l
1
  4 l
1
  4 l
1
  4 l
1
  4 l
1
  4 l
1
  4 l
1
  3 l
9
Now,  = 3l
1
  11, so the class is in standard form and checking the other
conditions of proposition 2.4.5 gives us that G
0
is very ample.
(v) If l
1
= l
8
, then G
0
:K
S
  3 implies l
1
 l
9
+ 6 and we continue with
the Cremona transformation as follows:
3l
1
  2 l
1
  1 l
1
  1 l
1
  1 l
1
l
1
l
1
l
1
l
1
l
9
3l
1
  4 l
1
  1 l
1
  1 l
1
  1 l
1
  2 l
1
  2 l
1
  2 l
1
l
1
l
9
3l
1
  7 l
1
  4 l
1
  1 l
1
  1 l
1
  2 l
1
  2 l
1
  2 l
1
  3 l
1
  3 l
9
3l
1
  10 l
1
  4 l
1
  4 l
1
  4 l
1
  5 l
1
  2 l
1
  2 l
1
  3 l
1
  3 l
9
3l
1
  13 l
1
  4 l
1
  4 l
1
  4 l
1
  5 l
1
  5 l
1
  5 l
1
  6 l
1
  3 l
9
3l
1
  15 l
1
  6 l
1
  6 l
1
  4 l
1
  5 l
1
  5 l
1
  5 l
1
  6 l
1
  5 l
9
3l
1
  16 l
1
  6 l
1
  6 l
1
  5 l
1
  6 l
1
  6 l
1
  5 l
1
  6 l
1
  5 l
9
3l
1
  17 l
1
  6 l
1
  6 l
1
  6 l
1
  6 l
1
  6 l
1
  6 l
1
  6 l
1
  6 l
9
Now,  = 3l
1
  18, so the class is in standard form and checking the other
conditions of proposition 2.4.5 gives us that G
0
is very ample.
2.7 Proof of Theorem 2.2
The proof of theorem 2.2 will be split up into several cases. For this purpose
we use the following claim.
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Claim 2.7.1
If G is as in theorem 2.2, then either
(a) 1  r  8 and G:K
S
  6; or
(b) r = 8 and G:K
S
=  5; or
(c) r = 8 and G:K
S
=  4; or
(d) r = 7 and G:K
S
=  4; or
(e) r = 9 and G:K
S
  5.
Proof:
If r = 1, then m  l
1
+ 2 and thus G:( K
S
)  2l
1
+ 6  6.
If r = 2, then m  l
1
+ l
2
+ 1 and thus G:( K
S
)  2l
1
+ 2l
2
+ 3  6.
If 3  r  6, then m  l
1
+ l
2
+ l
3
and thus G:( K
S
)  2l
1
+ l
2
 6.
If r 2 f7; 8g and m  l
1
+ l
2
+ l
3
+ 1, we have G:( K
S
)  2l
1
+ 2l
2
+ 2l
3
+
3   l
4
  : : :   l
r
. So for r = 7, G:( K
S
)  2l
1
+ 3  6. In case r = 8, we
get either G:( K
S
)  6 or l
1
= 2 and G:( K
S
) = 5.
If r = 7 and m = l
1
+ l
2
+ l
3
, then either l
1
= 2 and G:( K
S
) = 4, or l
1
 3
and G:( K
S
)  2l
1
 6.
If r = 8 and m = l
1
+ l
2
+ l
3
, then G:( K
S
)  l
1
. So we see that l
1
 3
(otherwise G is not very ample). Then we have either G:( K
S
)  6,
G:( K
S
) = 5 (list of classes with G:( K
S
) = 5 see list 2 below), or
G:( K
S
) = 4 (see list 1 below).
If r = 9, then obviously G:K
S
  5 because of the assumption. q.e.d.
List 1: All classes with r = 8 and G:K
S
=  4
 l
1
= 3, l
2
= l
8
= 2 and m = 7;
 l
1
= l
7
= 3, l
8
= 2 and m = 9;
 l
1
= l
8
= 4 and m = 12.
List 2: All classes with r = 8 and G:K
S
=  5
 l
1
= l
8
= 2 and m = 7;
 l
1
= l
6
= 3, l
7
= l
8
= 2 and m = 9;
 l
1
= 4, l
2
= l
8
= 3 and m = 10;
 l
1
= l
7
= 4, l
8
= 3, and m = 12;
 l
1
= l
8
= 5 and m = 15.
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Note that theorem 2.2 excludes the last two cases of list 1, and the last case
of list 2.
Moreover, the case r = 7, l
1
= 2, m = 6 and G:K
S
=  4 can be solved by
using proposition 1.4, because dim(P(G)) = 6 (i.e. n = 1), and the very
ampleness of L = 
0

(G)
O
X
( F
1
) follows immediately. So this completes
the proof for the case r = 7 and G:K
S
=  4.
To reduce the proof for the remaining cases to applying theorem 2.1, we
use the following claim.
Claim 2.7.2
All the very ample sheaves G of theorem 2.2 with G:K
S
  5 and the class
G = 7E
0
  3E
1
  2E
2
  : : :  2E
8
satisfy 4m  2l
1
+ l
2
+ : : :+ l
r
+10 if l
1
> 3
and 4m  l
1
+ l
2
+ : : :+ l
r
+ 9 if l
1
 3.
Proof:
For the class G = 7E
0
  3E
1
  2E
2
  : : :   2E
8
, we see that l
1
= 3 and
obviously 4m  l
1
+ l
2
+ : : :+ l
r
+ 9.
For the other cases, if r = 1 or r = 2 this is trivial. If r  3 then m 
l
1
+ l
2
+ l
3
and 4m  4l
1
+ 4l
2
+ 4l
3
. So if r  8 and l
1
 4 we have
4m  2l
1
+ : : :+ l
r
+ 2l
1
+ l
2
 l
1
+ l
2
+ : : :+ l
r
+ 10. If r  8 and l
1
 3
we have 4m  l
1
+ l
2
+ : : : + l
r
+ 9 (because G:( K
S
)  3). If r = 9
and l
1
 3 we have 4m  l
1
+ : : : + l
9
+ 3l
1
. Obviously if l
1
= 3 then
4m  l
1
+ l
2
+ : : :+ l
9
+9, in case l
1
= 2, G:( K
S
)  3 implies that m  7,
and thus also 4m( 28)  l
1
+ l
2
+ : : :+ l
9
+ 9(= 27). If r = 9 and l
1
 4
we have 4m  2l
1
+ : : : + l
9
+ l
2
+ l
3
+ 5 (because m  l
1
+ l
2
+ l
3
and
G:K
S
  5). So, unless m = l
1
+ l
2
+ l
3
, l
2
= 2 and G:K =  5; we always
have 4m  2l
1
+ l
2
+ : : :+ l
9
+ 10. But if m = l
1
+ l
2
+ l
3
and l
2
= 2, then
G:K
S
=  2l
1
+ 4, and this can never be equal to  5. q.e.d.
Now it is suÆcient that we prove the existence of a \good" curve of degree
m  1 for the class G = 7E
0
  3E
1
  2E
2
  : : :  2E
8
(where G:K
S
=  4) and
all classes G (satisfying the hypotheses of theorem 2.2) with G:K
S
  5,
with the exception of the class G = 15E
0
 5E
1
  : : : 5E
8
. Because together
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with claim 2.7.2 and theorem 2.1, this proves our statement. We refer to
the set of all these classes as the \remaining set".
Let us recall that if G = mE
0
  l
1
E
1
  : : :   l
r
E
r
is an invertible sheaf of
S
9 r
, then by a \good" curve of degree m 1 we mean a smooth irreducible
curve on S
9 r
in the class G   E
0
.
What we will do now is prove the existence of such a \good" curve for all
very ample classes G of the remaining set on S
9 r
, by splitting them up as
follows:
(1) r  8 and G:K
S
  6;
(2) r = 8, G:K
S
=  5 and G 6= 15E
0
  5E
1
  : : :  5E
8
;
(3) r = 8 and G = 7E
0
  3E
1
  2E
2
: : :  2E
8
(G:K
S
=  4);
(4) r = 9 and G:K
S
  6;
(5) r = 9 and G:K
S
=  5.
2.7.1 r  8 and G:K
S
  6
 If r = 1, we assume m  l
1
+ 2. So, obviously, G   E
0
is still very ample,
and the existence of the \good" curve follows from Bertini's theorem [26,
II, Theorem 8.18].
 If r = 2 and m  l
1
+ l
2
+2, again G E
0
is very ample, and the existence
of the \good" curve follows from Bertini's theorem [26, II, Theorem 8.18].
 If r = 2 and m = l
1
+ l
2
+1. We can add a general point with multiplicity
one and apply the Cremona transformation:
l
1
+ l
2
l
1
l
2
1
l
1
+ l
2
  1 l
1
  1 l
2
  1 0
;
Looking at this class in this way, it is obvious that it contains a smooth
irreducible curve. Indeed, denote the blowing down of S
7
along
~
E
3
by S
0
,
we then have that (l
1
+ l
2
  1)
~
E
0
  (l
1
  1)
~
E
1
  (l
2
  1)
~
E
2
is very ample on
S
0
, so it contains a smooth irreducible curve on S
0
; and this implies that it
contains a smooth and irreducible curve on S
7
. So, naturally (because the
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smoothness and irreducibility do not change by taking another base for the
Picard group), this implies the existence of the \good" curve in our original
class.
 Ifm  l
1
+l
2
+l
3
+1, the class G E
0
is still E-standard, and (G E
0
):K
S

 3, so, by proposition 2.4.5, this class G   E
0
is very ample on S
9 r
and
the existence of the \good" curve follows from Bertini's theorem [26, II,
Theorem 8.18].
 If m = l
1
+ l
2
+ l
3
the class G  E
0
is not E-standard, but as we have seen
in section 2.6, G
0
= G   E
0
is very ample unless it is one of the following:
(a) G
0
= 5E
0
  2E
1
  : : :  2E
5
(r = 5); or
(b) G
0
= 5E
0
  2E
1
  : : :  2E
6
(r = 6); or
(c) G
0
= 6E
0
  3E
1
  2E
3
  : : :  2E
7
(r = 7); or
(d) G
0
= 8E
0
  3E
1
  : : :  3E
7
(r = 7); or
(e) G
0
= 17E
0
  6E
1
  : : :  6E
8
(r = 8).
If G E
0
is very ample (i.e. it is not one of the cases (a)-(e)), then Bertini's
theorem [26, II, Theorem 8.18] implies that there exists a \good" curve.
For (a) and (b) we have r  minfm
0
(m
0
+ 3)=6; (m
0
  1)(m
0
  2)=2g = 6 so
the existence of the \good" curve is trivial (this is well known, see e.g. [33,
Corollary 3.8]).
To solve the remaining cases (c), (d) and (e) we apply the Cremona trans-
formation. We respectively get:
6 3 2 2 2 2 2 2
5 2 1 1 2 2 2 2
4 1 1 1 1 1 2 2
3 0 1 1 1 1 1 1
8 3 3 3 3 3 3 3
7 2 2 2 3 3 3 3
5 2 2 2 1 1 1 3
3 0 0 2 1 1 1 1
2 0 0 1 0 0 1 1
1 0 0 0 0 0 0 0
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17 6 6 6 6 6 6 6 6
16 5 5 5 6 6 6 6 6
14 5 5 5 4 4 4 6 6
11 2 5 5 4 4 4 3 3
8 2 2 2 1 4 4 3 3
5 2 2 2 1 1 1 0 3
3 0 0 2 1 1 1 0 1
2 0 0 1 0 0 1 0 1
1 0 0 0 0 0 0 0 0
It is obvious that the last form of the classes in all three tables contains
a \good" curve. Again, since smoothness and irreducibility do not change
by taking another base for the Picard group, we may conclude that for the
three cases (c), (d) and (e) there exists a \good" curve.
2.7.2 r = 8, G:K
S
=  5 and G 6= 15E
0
  5E
1
  : : :  5E
8
As we have seen before, these are just the following classes:
(a) G = 7E
0
  2E
1
  : : :  2E
8
;
(b) G = 9E
0
  3E
1
  : : :  3E
6
  2E
7
  2E
8
;
(c) G = 10E
0
  4E
1
  3E
2
  : : :  3E
8
;
(d) G = 12E
0
  4E
1
  : : :  4E
7
  3E
8
.
Case (a) gives G E
0
= 6E
0
 2E
1
 : : : 2E
8
, and the existence of the \good"
curve follows immediately from r  minfm
0
(m
0
+3)=6; (m
0
 1)(m
0
 2)=2g =
9 and (m
0
; r) 6= (6; 9) (this is well known, see e.g. [33, Corollary 3.8]).
For the remaining cases (b), (c), and (d) we apply, as before, the Cremona
transformation to G   E
0
. We respectively get:
8 3 3 3 3 3 3 2 2
7 2 2 2 3 3 3 2 2
5 2 2 2 1 1 1 2 2
4 1 1 1 1 1 1 2 2
3 0 1 1 1 1 1 1 1
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9 4 3 3 3 3 3 3 3
8 3 2 2 3 3 3 3 3
7 2 2 2 2 2 3 3 3
5 2 2 2 2 2 1 1 1
4 1 1 1 2 2 1 1 1
3 0 1 1 1 1 1 1 1
11 4 4 4 4 4 4 4 3
10 3 3 3 4 4 4 4 3
8 3 3 3 2 2 2 4 3
6 1 3 3 2 2 2 2 1
4 1 1 1 0 2 2 2 1
2 1 1 1 0 0 0 0 1
1 0 0 0 0 0 0 0 1
So, as before, we get the existence of the \good" curve in the classes (b),
(c) and (d).
2.7.3 r = 8 and G = 7E
0
  3E
1
  2E
2
: : :  2E
8
In this case, G   E
0
= 6E
0
  3E
1
  2E
2
: : :  2E
8
, and applying the Cremona
transformation gives:
6 3 2 2 2 2 2 2 2
5 2 1 1 2 2 2 2 2
4 1 1 1 1 1 2 2 2
2 1 1 1 1 1 0 0 0
And again, the existence of the \good" curve is clear.
2.7.4 r = 9 and G:K
S
  6
 If m  l
1
+ l
2
+ l
3
+ 1, then G
0
:= G   E
0
is E-standard, G
0
:K
S
  3 and
proposition 2.4.5 implies that G
0
is very ample, so the \good" curve exists
by Bertini's theorem [26, II, Theorem 8.18].
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 If m = l
1
+ l
2
+ l
3
, we have seen in section 2.6 that the class G
0
:= G E
0
is
very ample, so the \good" curve exists by Bertini's theorem [26, II, Theorem
8.18].
2.7.5 r = 9 and G:K
S
=  5
All of the classes that satisfy these conditions are of one of the following
types:
(a) m = 3l
1
+ 1 and l
1
= l
7
= l
8
+ 1 = l
9
+ 1;
(b) m = 3l
1
+ 1 and l
1
= l
8
= l
9
+ 2;
(c) m = 3l
2
+ 2 and l
1
  1 = l
2
= l
9
;
(d) m = 3l
1
and l
1
= l
8
= l
9
+ 5;
(e) m = 3l
1
and l
1
= l
7
= l
8
+ 1 = l
9
+ 4;
(f) m = 3l
1
and l
1
= l
7
= l
8
+ 2 = l
9
+ 3;
(g) m = 3l
1
and l
1
= l
6
= l
7
+ 1 = l
8
+ 2 = l
9
+ 2;
(h) m = 3l
1
and l
1
= l
6
= l
7
+ 1 = l
8
+ 1 = l
9
+ 3;
(i) m = 3l
1
and l
1
= l
5
= l
6
+ 1 = l
8
+ 1 = l
9
+ 2;
(j) m = 3l
1
and l
1
= l
4
= l
5
+ 1 = l
9
+ 1;
(k) m = 3l
1
  1 and l
1
= l
2
= l
3
+ 1 = l
8
+ 1 = l
9
+ 2;
(l) m = 3l
1
  2 and l
1
= l
2
+ 1 = l
6
+ 1 = l
7
+ 2 = l
9
+ 2;
(m) m = 3l
1
  2 and l
1
= l
2
+ 1 = l
7
+ 1 = l
8
+ 2 = l
9
+ 3;
(n) m = 3l
1
  2 and l
1
= l
2
+ 1 = l
8
+ 1 = l
9
+ 4;
(o) m = 3l
1
  4 and l
1
= l
2
+ 2 = l
8
+ 2 = l
9
+ 3;
Note that for the rst three cases G   E
0
is E-standard.
In order to prove that a general element of G E
0
is smooth and irreducible,
we will use induction. For j = 0; : : : ; l
9
, we denote by H
j
the class G E
0
+
jK
S
. We then proceed as follows:
First we prove that for either H
l
9
or H
l
9
 1
a general curve is smooth and
irreducible (this is claim 2.7.3). Then we prove that for all j  l
9
(or l
9
 1),
the linear system H
j
is base-point free (this is claim 2.7.5). And we show
that the smoothness and irreducibility of a general curve in H
j 1
, follows
from the smoothness and irreducibility of a general curve in H
j
(this is
claim 2.7.6).
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Claim 2.7.3
For all classes G of types (a)-(c),(e)-(o), a general curve of H
l
9
is smooth
and irreducible, H
l
9
is standard, and either H
2
l
9
> 0 or H
2
l
9
 1
> 0; more-
over, for a general point P
0
2 S
0
, either codim
H
l
9
(S
P
0
(H
l
9
)) = 3, or
codim
H
l
9
 1
(S
P
0
(H
l
9
 1
)) = 3. For all classes G of type (d), a general curve
of H
l
9
 1
is smooth and irreducible H
l
9
 1
is standard, and H
2
l
9
 2
> 0; more-
over, for a general point P
0
2 S
0
, codim
H
l
9
 2
(S
P
0
(H
l
9
 2
)) = 3.
Proof:
If P
0
is a general point of S
0
, then this corresponds to a general point of
P
2
, which we also denote by P
0
. Let E
P
0
denote the exceptional divisor
(corresponding to P
0
) on the blowing-up of S
0
along P
0
. What we do here,
is consider one by one all G in the list and its corresponding class H
l
9
or
H
l
9
 1
.
(a) Here H
l
9
= 3E
0
  E
1
  : : :   E
7
. So it is obvious that H
l
9
is stan-
dard, H
2
l
9
> 0, and that a general curve in this class is smooth and irre-
ducible. Moreover, dim(S
P
0
(H
l
9
)) = dim(3E
0
 2E
P
0
 E
1
  : : : E
7
) =  1 =
dim(H
l
9
)  3.
(b) HereH
l
9
= 6E
0
 2E
1
 : : : 2E
8
. SoH
2
l
9
> 0, H
l
9
is standard, a general
curve in this class is irreducible (Bertini's second theorem [28, p. 27]) and
a general curve in this class is smooth (because there exists a smooth curve
in this class [33]). Moreover, dim(S
P
0
(H
l
9
)) = dim(6E
0
  2E
P
0
  2E
1
  : : : 
2E
8
) = 0 = dim(H
l
9
)  3.
(c) Here H
l
9
= E
0
 E
1
. So H
2
l
9
 1
> 0, H
l
9
is standard, and again it is triv-
ial that a general curve in this class is smooth and irreducible. Moreover,
dim(S
P
0
(H
l
9
 1
)) = dim(4E
0
 2E
P
0
 2E
1
 E
2
 : : : E
9
) = 0 = dim(H
l
9
 1
) 3.
(d) This is the only case where we have to consider the class H
l
9
 1
to prove that a general curve is smooth and irreducible, because H
l
9
=
14E
0
  5E
1
  : : :  5E
8
and one can check (using for instance the Cremona
transformation) that this class has a xed component. Now, H
l
9
 1
=
17E
0
  6E
1
  : : :   6E
8
  E
9
. We see, by adding a column of 1's in the
table of 2.7.1, that H
l
9
 1
is standard and a general curve in this class is
smooth and irreducible. Also H
2
l
9
 2
> 0. Moreover, dim(S
P
0
(H
l
9
 2
)) =
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dim(20E
0
  7E
1
  : : :  7E
8
  2E
9
  2E
P
0
).
To determine this dimension we apply the Cremona transformation:
20 7 7 7 7 7 7 7 7 2 2
19 6 6 6 7 7 7 7 7 2 2
17 6 6 6 5 5 5 7 7 2 2
14 3 6 6 5 5 5 4 4 2 2
11 3 3 3 2 5 5 4 4 2 2
8 3 3 3 2 2 2 1 4 2 2
6 1 1 3 2 2 2 1 2 2 2
5 1 1 2 1 1 2 1 2 2 2
4 1 1 1 1 1 1 1 1 2 2
So dim(S
P
0
(H
l
9
 2
)) = dim(4E
0
  E
1
  : : :   E
8
  2E
9
  2E
P
0
) = 0 =
dim(H
l
9
 2
)  3.
(e) Here H
l
9
= 11E
0
  4E
1
  : : :   4E
7
  3E
8
. So H
2
l
9
 1
> 0, and from
the table in section 2.7.2 we see that H
l
9
is standard, and that a gen-
eral curve in H
l
9
is smooth and irreducible. Moreover, dim(S
P
0
(H
l
9
 1
)) =
dim(14E
0
  2E
P
0
  5E
1
  : : :  5E
7
  4E
8
 E
9
). To determine this dimension
we apply the Cremona transformation:
14 5 5 5 5 5 5 5 4 2 1
13 4 4 4 5 5 5 5 4 2 1
11 4 4 4 3 3 3 5 4 2 1
9 2 4 4 3 3 3 3 2 2 1
7 2 2 2 1 3 3 3 2 2 1
5 2 2 2 1 1 1 1 2 2 1
4 1 1 1 1 1 1 1 2 2 1
So dim(S
P
0
(H
l
9
 1
)) = dim(4E
0
  E
1
  : : :   E
8
  2E
9
  2E
P
0
) = 0 =
dim(H
l
9
 1
)  3.
(f) Here H
l
9
= 8E
0
 3E
1
  : : : 3E
7
 E
8
, and H
2
l
9
 1
> 0. We have treated
this case in section 2.7.1 without the last simple point, and adding to this
table a column of 1's, gives us that H
l
9
is standard, and that a general
curve in this class is smooth and irreducible. Moreover, dim(S
P
0
(H
l
9
 1
)) =
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dim(11E
0
  2E
P
0
  4E
1
  : : :  4E
7
  2E
8
 E
9
). To determine this dimension
we apply the Cremona transformation:
11 4 4 4 4 4 4 4 2 2 1
10 3 3 3 4 4 4 4 2 2 1
8 3 3 3 2 2 2 4 2 2 1
6 1 1 3 2 2 2 2 2 2 1
5 1 1 2 1 1 2 2 2 2 1
4 1 1 1 1 1 1 1 2 2 1
So dim(S
P
0
(H
l
9
 1
)) = dim(4E
0
  E
1
  : : :   E
8
  2E
9
  2E
P
0
) = 0 =
dim(H
l
9
 1
)  3.
(g) Here H
l
9
= 5E
0
  2E
1
  : : :   2E
6
  E
7
. So H
2
l
9
 1
> 0, and from the
following table
5 2 2 2 2 2 2 1
4 1 1 1 2 2 2 1
2 1 1 1 0 0 0 1
1 0 0 0 0 0 0 1
we see that H
l
9
is standard, and that the general element of H
l
9
is smooth
and irreducible. Moreover, dim(S
P
0
(H
l
9
 1
)) = dim(8E
0
 2E
P
0
 3E
1
  : : : 
3E
6
  2E
7
  E
8
  E
9
). By adding two columns of 1's to the corresponding
table in section 2.7.2, we get that dim(S
P
0
(H
l
9
 1
)) = dim(4E
0
  E
1
  : : : 
E
8
  2E
9
  2E
P
0
) = 0 = dim(H
l
9
 1
)  3.
(h) Here H
l
9
= 8E
0
  3E
1
  : : :   3E
6
  2E
7
  2E
8
. So H
2
l
9
> 0 and
from the table in 2.7.2 we see that H
l
9
is standard, and that a general
curve in this class is smooth and irreducible. Moreover, dim(S
P
0
(H
l
9
)) =
dim(8E
0
  3E
1
  : : :  3E
6
  2E
7
  2E
8
  2E
P
0
). By adding a column of 2's
to the corresponding table in section 2.7.2, we get that dim(S
P
0
(H
l
9
)) =
dim(3E
0
  E
1
  : : :  E
7
  2E
P
0
) =  1 = dim(H
l
9
)  3.
(i) Here H
l
9
= 5E
0
  2E
1
  : : :   2E
5
  E
6
  E
7
  E
8
. So H
2
l
9
> 0, and
because of
5 2 2 2 2 2 1
4 1 1 1 2 2 1
3 1 1 0 1 1 1
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we have that H
l
9
is standard, and that the general curve of H
l
9
is smooth
and irreducible. Moreover, dim(S
P
0
(H
l
9
)) = dim(5E
0
  2E
1
  : : :   2E
5
 
E
6
  E
7
  E
8
  2E
P
0
). To determine this dimension we apply the Cremona
transformation:
5 2 2 2 2 2 2 1 1 1
4 2 2 2 1 1 1 1 1 1
2 0 0 0 1 1 1 1 1 1
So dim(S
P
0
(H
l
9
)) = dim(2E
0
  E
1
  : : :  E
5
) =  1 = dim(H
l
9
)  3.
(j) Here H
l
9
= 2E
0
  E
1
  : : :   E
4
. So, H
2
l
9
 1
> 0 and it is trivial that
a general curve of H
l
9
is smooth and irreducible. The standardness of H
l
9
follows from
2 1 1 1 1
1 0 0 0 1
Moreover, dim(S
P
0
(H
l
9
 1
)) = dim(5E
0
 2E
1
 : : : 2E
4
 E
5
 : : : E
9
 2E
P
0
).
To determine this dimension we apply the Cremona transformation:
5 2 2 2 2 2 1 1 1 1 1
4 2 2 1 1 1 1 1 1 1 1
So dim(S
P
0
(H
l
9
 1
)) = dim(4E
0
  E
1
  : : :   E
8
  2E
9
  2E
P
0
) = 0 =
dim(H
l
9
 1
)  3.
(k) HereH
l
9
= 4E
0
 2E
1
 2E
2
 E
3
 : : : E
8
. SoH
2
l
9
> 0, and if you look at
the table of the case (h) (see section 2.7.2), thisH
l
9
occurs on the fourth line,
so it is standard, and a general curve in this class is smooth and irreducible.
Moreover, dim(S
P
0
(H
l
9
)) = dim(4E
0
  2E
1
  2E
2
  E
3
  : : :  E
8
  2E
P
0
) =
dim(2E
0
  E
1
  : : :  E
6
) =  1 = dim(H
l
9
)  3.
(l) Here H
l
9
= 3E
0
  2E
1
  E
2
  : : :  E
6
. So H
2
l
9
 1
> 0, and
3 2 1 1 1 1 1
2 1 0 0 1 1 1
1 1 0 0 0 0 0
This shows us thatH
l
9
is standard, and that a general curve ofH
l
9
is smooth
and irreducible. Moreover, dim(S
P
0
(H
l
9
 1
)) = dim(6E
0
  3E
1
  2E
2
  : : : 
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2E
6
 E
7
  : : : E
9
 2E
P
0
) = dim(3E
0
 E
1
  : : : E
9
) = 0 = dim(H
l
9
 1
) 3.
(m) Here H
l
9
= 6E
0
  3E
1
  2E
2
  : : :  2E
7
  E
8
. This is a case treated
in section 2.7.1 if we add a column for simple point, so H
l
9
is standard,
and a general curve in this class is smooth and irreducible. Also H
l
9
> 0.
Moreover, dim(S
P
0
(H
l
9
)) = dim(6E
0
  3E
1
  2E
2
  : : :  2E
7
 E
8
  2E
P
0
) =
dim(2E
0
  E
1
  : : :  E
6
) =  1 = dim(H
l
9
)  3.
(n) Here H
l
9
= 9E
0
  4E
1
  3E
2
  : : :   3E
8
. So H
l
9
> 0, and, using
section 2.7.2, we see that H
l
9
is standard, and that a general curve in this
class is smooth and irreducible. Moreover, dim(S
P
0
(H
l
9
)) = dim(9E
0
 4E
1
 
3E
2
 : : : 3E
8
 2E
P
0
) = dim(3E
0
 E
1
 : : : E
7
 2E
P
0
) =  1 = dim(H
l
9
) 3.
(o) Here H
l
9
= 4E
0
  3E
1
  E
2
  : : :  E
8
. So H
l
9
 1
> 0, and
4 3 1 1 1 1 1 1 1
3 2 0 0 1 1 1 1 1
2 1 0 0 0 0 1 1 1
This proves that H
l
9
is standard, and that a general curve of H
l
9
is smooth
and irreducible. Moreover, dim(S
P
0
(H
l
9
 1
)) = dim(7E
0
  4E
1
  2E
2
  : : : 
2E
8
  E
9
  2E
P
0
). To determine this dimension we apply the Cremona
transformation:
7 4 2 2 2 2 2 2 2 2 1
6 3 1 1 2 2 2 2 2 2 1
5 2 1 1 1 1 2 2 2 2 1
4 1 1 1 1 1 1 1 2 2 1
:
So dim(S
P
0
(H
l
9
 1
)) = dim(4E
0
  E
1
  : : :   E
8
  2E
9
  2E
P
0
) = 0 =
dim(H
l
9
 1
)  3. q.e.d.
Remark 2.7.4 We can also use claim 2.7.3 to show that the classes G E
0
are standard. Indeed, since H
l
9
(or H
l
9
 1
) is standard and G   E
0
= H
l
9
+
l
9
( K
S
) (or G   E
0
= H
l
9
 1
+ (l
9
  1)( K
S
)), the standardness of G   E
0
follows from proposition 2.4.3.
Claim 2.7.5
For all j 2 f0; : : : ; l
9
(or l
9
  1)g, the linear system H
j
is base point free.
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Proof:
Claim 2.7.3 says that H
l
9
(or H
l
9
 1
) is standard. So proposition 2.4.3 im-
plies that for all j 2 f0; : : : ; l
9
(or l
9
  1)g the linear system H
j
is standard.
Because H
j
:K
S
=  2 the statement follows from proposition 2.4.4. q.e.d.
Claim 2.7.6 If 1  j  l
9
, and a general element of H
j
is smooth and
irreducible, then a general element of H
j 1
is also smooth and irreducible.
Proof:
First of all we note that if H
2
i
> 0 for some 0  i  l
9
, then H
2
i x
> 0 for
all x  0 (indeed, H
2
i x
= H
2
i
+4x). So using claims 2.7.3 and 2.7.5, we see
that for all j  l
9
  1 (or l
9
  2) H
j 1
is eective and not composite with
a pencil. Because H
j 1
is complete, Bertini's second theorem (as stated in
[28, p. 27]) gives us that a general curve of H
j 1
is irreducible. To prove
the smoothness, we suppose that a general element of H
j 1
is not smooth
and we dene I  S
0
H
j 1
by I := f(P;C) : P is a singular point of Cg.
Denote by p
1
: I ! S
0
and p
2
: I ! H
j 1
the rst and second projection
map. Because a general element of H
j 1
is irreducible, we get that a
general ber of p
2
is nite, and thus dim(I) = dim(H
j 1
). Obviously,
0  dim(p
1
(I))  2. But the fact that H
j 1
is base point free (claim 2.7.5),
implies that dim(p
1
(I)) 6= 0. Now, let us assume that dim(p
1
(I)) = 1, and
denote by  the image curve in S
0
. For a general point P of , we then
have that dim(p
 1
1
(P )) = dim(H
j 1
)  1. As H
j 1
is base point free, this
means that if a divisor of H
j 1
contains P , then it has to be singular at
P . We know that H
j
+ ( K
S
)  H
j 1
. Let D be a general element of H
j
,
then D intersects  K
S
at two points, denote P
0
and P
00
. At least one of
those points, assume P
0
has to be a point of , but as H
j
is base point
free, we can take a D
0
2 H
j
such that P
0
62 D
0
, but then D
0
+ ( K
S
) is
an element of H
j 1
that is smooth at P
0
, which is a point of , so we get
a contradiction. If dim(p
1
(I)) = 2, the map p
1
would be dominant, and
for a general point P
0
in S
0
, we get that dim(p
 1
1
(P
0
)) = dim(H
j 1
)   2.
We know that p
 1
1
(P
0
) is isomorphic to the set of all divisors of H
j 1
that
are singular at P
0
, denote this set by S
P
0
(H
j 1
). Then, claim 2.7.3 implies
82 Chapter 2
that for P
0
(a general point of S
0
), either dim(S
P
0
(H
l
9
)) = dim(H
l
9
)   3,
or dim(S
P
0
(H
l
9
 1
)) = dim(H
l
9
 1
)  3, or dim(S
P
0
(H
l
9
 2
)) = dim(H
l
9
 2
) 
3 (but then j  l
9
  1). Using H
l
9
+ (l
9
  j + 1)( K
S
)  H
j 1
, or
H
l
9
 1
+(l
9
  j)( K
S
)  H
j 1
, or H
l
9
 2
+(l
9
  j  1)( K
S
)  H
j 1
(with
j  l
9
  1); we get that codim
H
j 1
(S
P
0
(H
j 1
))  3, and this contradicts
with dim(p
 1
1
(P
0
)) = dim(H
j 1
)   2. This means that the map p
2
is not
dominant, and thus that a general element of H
j 1
is smooth. q.e.d.
From claims 2.7.3 and 2.7.6 we immediately get that a general curve of
G   E
0
(= H
0
) is smooth and irreducible.
This completes the proof of Theorem 2.2. 2
III
Nodes and Very Ampleness on
Blowings-up of P
2
LetX
r;n
be the blowing-up of the projective plane along r+n general points
P
1
; : : : ; P
r
; R
1
; : : : ; R
n
. On this rational surface we consider an invertible
sheaf G = mE
0
  2E
1
  : : :  2E
r
 F
1
  : : : F
n
, with E
0
the class of a line,
E
i
(1  i  r) the class of the exceptional divisor E
i
corresponding to P
i
and F
j
(1  j  n) the class of the exceptional divisor F
j
corresponding
to R
j
. Recall that the divisors D 2 P(G) correspond with plane curves of
degree m with at least nodes in P
1
; : : : ; P
r
, and containing R
1
; : : : ; R
n
.
With exception of a few trivial cases, one expects this sheaf G to be very
ample on X
r;n
if
m(m+3)
2
  3r   n  5.
In theorem 2.1 we obtained a result concerning the very ampleness of such
sheaves, although there the dimensions of the linear systems are optimal,
the result is weak, because the bound on r is very strong; namely r 
min(2m  5;
(m 1)(m+2)
6
;
(m 2)(m 3)
2
) and (m; r) 6= (7; 9).
In this chapter we prove several results improving the bound on r, but
unfortunately the dimensions of the obtained very ample linear systems
become less optimal.
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3.1 Statement of Theorems 3.1 and 3.2
Let P
1
; : : : ; P
r
; R
1
; : : : ; R
n
be general points in the projective plane, X
r;n
the blowing-up of P
2
along those points and 
r;n
: X
r;n
! P
2
the corre-
sponding projection map. Let E
i
(resp. F
j
) be the exceptional divisor on
X
r;n
corresponding to P
i
(resp. R
j
), and E
i
(resp. F
j
) its divisor class.
We denote E
1
+ : : : + E
r
(resp. F
1
+ : : : + F
n
) by E
r
(resp. F
n
), and the
invertible sheaf 

r;n
(O
P
2(m))
O
X
r;n
( 2E
r
  F
n
) by M
r;n
.
Theorem 3.1
The invertible sheaf M
r;n
is very ample on X
r;n
if m = 2d+ 1, d  4 and
one of the following conditions is satised
(a) r =
(d+2)(d+1)
2
and n 
m(m+3)
2
  3r   7
(b) r =
(d+2)(d+1)
2
  1 and n 
m(m+3)
2
  3r   8
(c) r <
(d+2)(d+1)
2
  1 and n 
m(m+3)
2
  3r   9
Theorem 3.2
The invertible sheaf M
r;n
is very ample on X
r;n
if m = 2d, d  5 and one
of the following conditions is satised
(a) r =
d(d+3)
2
  2 and n 
m(m+3)
2
  3r   10
(b) r <
d(d+3)
2
  2 and n 
m(m+3)
2
  3r   9
Note that in case (a) of theorem 3.1 we get dim(P(G))  7; in case (b) of
theorem 3.1 we get dim(P(G))  8; in case (c) of theorem 3.1 and case (b)
of theorem 3.2 we have dim(P(G))  9; and in case (a) of theorem 3.2 we
have dim(P(G))  10.
Remark 3.1.1
(i) IfM
r;n
is very ample for some P
1
; : : : ; P
r
; R
1
; : : : ; R
n
(not general), such
that 2P
1
+: : :+2P
r
+R
1
+: : :+R
n
imposes the expected number of conditions
on curves of degree m. Then, using [17, Proposition 5.6] (see p. 23), we
may conclude that M
r;n
is very ample if the points P
1
; : : : ; P
r
; R
1
; : : : ; R
n
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are general in the plane.
(ii) If M
r;n
is very ample on X
r;n
for some r and n, then M
r;n
0
is very
ample on X
r;n
0
for all 0  n
0
 n.
In the following section we give a proposition that is very useful to prove
theorems 3.1 and 3.2, and that can be used also to obtain results for a
higher number of nodes (see section 3.6).
3.2 Statement and Proof of Proposition 3.2.1
Let x be an integer with 0  x  m. Let   be an irreducible plane curve of
degree x, with exactly r nodes at P
1
; : : : ; P
r
and no other singularities (note
that the P
i
's do not have to be general in the plane). Denote P
1
+ : : :+P
r
by 
r
. If C is the normalization of  , let [
r
] denote the 2r points on C
corresponding to the r nodes of  . Let R
q
be a set of q general points on
 , and S
p
a zero-dimensional subscheme of P
2
of length p (disjoint with  ).
Let X
p
denote the blowing-up of P
2
along S
p
inf
, with S
p
inf
 S
p
dened as
follows. If Z  S
p
is a pointed (i.e. Supp(Z) = P ) zero-dimensional sub-
scheme of P
2
. We start by blowing up P . Let E
P
be the exceptional divisor
corresponding to P , and let Z
P
denote the scheme-theoretical inverse image
of Z on this blowing-up, then the support of this inverse image Z
P
on E
P
is
a number of points Q
1
; : : : ; Q
s
1
(possibly s
1
= 0), and (if s
1
6= 0) we blow
up those points too. Proceed blowing up the supports on the new excep-
tional divisor like this, and refer to the blown up 0-dimensional subscheme
of P
2
as the \innitesimal support", InfSupp(Z), of Z. We can write S
p
as
Z
1
+    + Z
p
0
, with p
0
 p and Z
i
disjoint pointed zero-dimensional sub-
schemes of P
2
. We then dene S
p
inf
:= InfSupp(Z
1
) +    + InfSupp(Z
p
0
).
By 
p
: X
p
! P
2
we denote the projection map corresponding to the
blowing-up of P
2
along S
p
inf
.
To clarify the denition of S
p
inf
we give the following example.
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Example:
Let S
p
be Z
1
+ Z
2
+ Z
3
, with Z
1
a pointed 0-dimensional subscheme of
length 1, Z
2
a pointed curvilinear 0-dimensional subscheme of length 2,
and Z
3
a point of multiplicity 2; i.e. Z
1
is exactly one point P of P
2
,
Z
2
is exactly a point P
0
plus a tangent direction and a curvature, and
Z
3
= 2P
00
with P
00
a point of p
2
. This means that InfSupp(Z
1
) = P and
InfSupp(Z
3
) = P
00
(in both cases the s
1
as above is 0). To determine
InfSupp(Z
2
) we start by blowing up P
0
, and in this case the s
1
= 1, so we
have to blow up the point Q
1
on E
P
0
corresponding to the given tangent
direction. Denote the new exceptional divisor with E
Q
1
, then the scheme
theoretical inverse image of Z has support one point on E
Q
1
, namely the
point corresponding to the curvature, so we have to blow up this point
as well, and we obtain that InfSupp(Z
2
) = Z
2
. This means that in this
example we have InfSupp(S
p
) = Z
1
+ Z
2
+ P
00
.
Let X denote the blowing-up of P
2
along 
r
+ R
q
+ S
p
inf
, let  : X ! P
2
be the corresponding projection map, and E
r
(resp. F
q
) the exceptional
divisor corresponding to 
r
(resp. R
q
). Let G
p
be the scheme-theoretical
inverse image of S
p
on X. Note that the normalization C of the plane curve
 can be seen as the strict transform of   on X. Denote the invertible sheaf


(O
P
2
(m))
O
X
( 2E
r
  F
q
 G
p
) on X by M
r;q;p
. Let P
m
(2
r
; R
q
; S
p
)
denote the linear system on P
2
corresponding to the global sections of
the sheaf O
P
2
(m) 
 I

2

r

 I
R
q

 I
S
p
(seen as a subset of  (P
2
;O
P
2
(m))).
Then P(M
r;q;p
) is isomorphic to P
m
(2
r
; R
q
; S
p
); and the linear system
P
m
(2
r
; R
q
; S
p
) induces a linear system on  , and a natural induced lin-
ear system f
C
on C, with P(M
r;q;p
):C = f
C
. By N
p
we denote the sheaf

p
(O
P
2
(m   x)) 
 O
X
p
( G
p
) on X
p
. Let 
0
: X ! X
p
denote the map
obtained by blowing down E
r
and F
q
.
We then have the following result:
Proposition 3.2.1
If P(N
p
) is very ample on X
p
and the induced linear system f
C
is very
ample on C. Then P(M
r;q;p
) is very ample on X.
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Proof:
(1) P(M
r;q;p
) is base point free.
We know that C+
0

(N
p
)  P(M
r;q;p
). The linear systemN
p
is very ample
on X
p
, so 
0

(N
p
) is certainly base point free on X, thus P(M
r;q;p
) is base
point free o C. But P(M
r;q;p
) induces the very ample linear system f
C
on
C, so P(M
r;q;p
) is also base point free on C. And we may conclude that
P(M
r;q;p
) is base point free on X.
(2) P(M
r;q;p
) separates points.
 q; q
0
62 C + E
r
+ F
q
Then 
0
(q) and 
0
(q
0
) are distinct points on X
p
. As, P(N
p
) is very ample on
X
p
, we can take a divisor D
0
2 P(N
p
) such that 
0
(q) 2 D
0
and 
0
(q
0
) 62 D
0
.
Then the divisor D := 
0

(D
0
) + C 2 P(M
r;q;p
) contains q but does not
contain q
0
.
 q; q
0
2 C
Because f
C
is very ample on C, there exists a divisor D
0
2 f
C
such that
q 2 C and q
0
62 C. And, as f
C
is induced by P(M
r;q;p
), there exist a divisor
D 2 P(M
r;q;p
) with D:C = D
0
, and thus q 2 D and q
0
62 D.
 q 2 C and q
0
62 C
Let D
0
2 P(N
p
) be a divisor on X
p
, with 
0
(q
0
) 62 D
0
. Then the divisor
D := C + 
0

(D
0
) 2 P(M
r;q;p
) contains q but not q
0
.
 q 62 C + E
r
+ F
q
and q
0
2 F
q
n C or q
0
2 E
r
n C
Let D
0
2 P(N
p
) be a divisor on X
p
, with 
0
(q) 2 D
0
and 
0
(q
0
) 62 D
0
. Then
for the divisor D := C + 
0

(D
0
) 2 P(M
r;q;p
) we have that q 2 D and
q
0
62 D.
 q; q
0
2 F
q
and (q) = (q
0
)
Let F
(q)
denote the exceptional divisor 
 1
((q)). Then, because P(M
r;q;p
)
is base point free on X, it induces the complete g
1
1
on F
(q)
. So, there exists
a divisor D 2 P(M
r;q;p
) with D:F
(q)
= q, and thus q 2 D but q
0
62 D.
 q; q
0
2 E
r
and (q) = (q
0
)
Let E
(q)
denote the exceptional divisor 
 1
((q)), and let Æ
1
and Æ
2
de-
note the two intersection points of C and E
(q)
. We know that P(M
r;q;p
)
induces the very ample linear system f
C
on C, and Æ
1
; Æ
2
are two distinct
points on C. So there exist divisors:
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D 2 P(M
r;q;p
) with D:E
(q)
6 Æ
1
and D:E
(q)
6 Æ
2
,
D
0
2 P(M
r;q;p
) with D
0
:E
(q)
 Æ
1
and D
0
:E
(q)
6 Æ
1
+ Æ
2
,
Moreover, taking a general element
~
D 2 P(N
p
), and dening D
00
:= C +

0

(
~
D) 2 P(M
r;q;p
) we have that D
00
:E
(q)
= Æ
1
+ Æ
2
.
This implies that P(M
r;q;p
) induces the complete g
2
2
on E
(q)
. So there ex-
ists a divisor D 2 P(M
r;q;p
) with D:E
(q)
 q and D:E
(q)
6 q
0
, i.e. q 2 D
and q
0
62 D.
 q; q
0
2 (E
r
+ F
q
) n C and (q) 6= (q
0
)
Then 
0
(q) and 
0
(q
0
) are distinct points on X
p
. As, P(N
p
) is very ample on
X
p
, we can take a divisor D
0
2 P(N
p
) such that 
0
(q) 2 D
0
and 
0
(q
0
) 62 D
0
.
Then the divisor D := 
0

(D
0
) + C 2 P(M
r;q;p
) contains q but does not
contain q
0
.
We may conclude that P(M
r;q;p
) separates points on X.
(3) P(M
r;q;p
) separates tangent directions on X
 q 62 C + E
r
+ F
q
and v 2 T
q
(X)
Then v corresponds to a tangent direction v
0
2 T

0
(q)
(X
p
). As P(N
p
) is
very ample on X
p
, we can take a divisor D
0
2 P(N
p
) such that 
0
(q) 2 D
0
and v
0
62 T

0
(q)
(D
0
). Then for the divisor D := 
0

(D
0
) + C 2 P(M
r;q;p
) we
have that q 2 D, but v 62 T
q
(D).
 q 2 C and v 2 T
q
(C)
As P(M
r;q;p
) induces the very ample linear system f
C
on C, there exists
a divisor D 2 P(M
r;q;p
) with D:C  q but D:C 6 2q, so q 2 D and
v 62 T
q
(D).
 q 2 C and v 62 T
q
(C)
As P(N
p
) is very ample on X
p
, we can take a divisor D
0
2 P(N
p
) such that

0
(q) 62 D
0
. Then for the divisor D := 
0

(D
0
) + C 2 P(M
r;q;p
) we have
that q 2 D, but v 62 T
q
(D)(= T
q
(C)).
 q 2 E
r
and v 2 T
q
(E
r
)
Let E
(q)
denote the exceptional divisor 
 1
((q)). As P(M
r;q;p
) induces
the complete g
2
2
on E
(q)
, there exists a divisorD 2 P(M
r;q;p
) withD:E
(q)

q and D:E
(q)
6 2q, i.e. q 2 D and v 62 T
q
(D).
 q 2 F
q
and v 2 T
q
(F
q
)
Let F
(q)
denote the exceptional divisor 
 1
((q)). As P(M
r;q;p
) induces
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the complete g
1
1
on E
(q)
, there exists a divisorD 2 P(M
r;q;p
) withD:F
(q)
=
q (and thus D:F
(q)
6 2q), i.e. q 2 D and v 62 T
q
(D).
 q 2 E
r
n C and v 62 T
q
(E
r
); or q 2 F
q
n C and v 62 T
q
(F
q
)
We know that in X
p
, q corresponds to a point 
0
(q) and a tangent direc-
tion v
q
2 T

0
(q)
(X
p
). As P(N
p
) is very ample on X
p
, we can take a divisor
D
0
2 P(N
p
) such that 
0
(q) 2 D
0
and v
q
62 T

0
(q)
(D
0
). Then for the divisor
D := 
0

(D
0
) +C 2 P(M
r;q;p
) we have that q 2 D, but v 62 T
q
(D), because
T
q
(D) = T
q
(E
r
) (or T
q
(D) = T
q
(F
q
)).
This proves that P(M
r;q;p
) separates tangent directions on X. 2
3.3 Proof of Theorems 3.1 and 3.2
Let d and r be as in the statements of theorems 3.1 and 3.2. Consider an
irreducible curve   of degree d+ 3 with exactly r nodes and no other sin-
gularities, as r 
(d+2)(d+1)
2
such a curve always exists (see [33, Proposition
3.6]). As we will use proposition 3.2.1 to prove both theorems, we maintain
the notations introduced in section 3.2, substituting x by d+ 3, and we let
S
p
be the union of p general points of P
2
.
3.3.1 Proof of Theorem 3.1
Let p =
d(d 1)
2
  6, then the very ampleness of P(N
p
) on X
p
follows imme-
diately, because p =
(d 2)(d+1)
2
  5 and m  x = d  2 (see [14] or [10]).
If r =
(d+2)(d+1)
2
, let q = d  2. Then q + p =
d(d+1)
2
  8 =
m(m+3)
2
  3r  7
and this is exactly the upper bound on n in case (a) of theorem 3.1.
If r =
(d+2)(d+1)
2
  1, let q = d. Then q + p =
d(d+1)
2
  6 =
m(m+3)
2
  3r  8
which is exactly the upper bound on n in case (b) of theorem 3.1.
If r =
(d+2)(d+1)
2
   with   2, let q = 3 + d   4. Then q + p =
d(d+1)
2
  10+ 3 =
m(m+3)
2
  3r  9 which is exactly the upper bound on n
in case (c) of theorem 3.1.
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We now focus on the induced linear system f
C
on C, with P(M
r;q;p
):C = f
C
and g(C) =
(d+2)(d+1)
2
  r.
If r =
(d+2)(d+1)
2
, then g(C) = 0, and we see that deg(f
C
) = (2d+ 1):(d+
3)   4r   q = 1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) =
dim(P(M
r;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r q p 5 1 = 1. And
thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that f
C
is very ample on C. Note that this also shows that dim(P(M
r;q;p
)) = 7(=
the expected dimension).
If r =
(d+2)(d+1)
2
  1, then g(C) = 1, and we see that deg(f
C
) = (2d +
1):(d+ 3)  4r   q = 3 = 2g(C) + 1. Obviously f
C
 jP
m
:C   2[
r
]  R
q
j
and this complete linear system on C has degree 2g(C) + 1. So, using [26,
IV, Proposition 3.1], we get that jP
m
:C   2[
r
]  R
q
j is very ample on C,
and it has dimension g(C) + 1 = 2; this implies that dim(f
C
)  2. On the
other hand, dim(f
C
) = dim(P(M
r;q;p
))  dim(P(N
p
))  1  m(m+ 3)=2 
3r   q   p  5  1 = 2. And thus dim(f
C
) = 2, i.e. f
C
is a complete linear
system on C of degree 2g(C) + 1, which implies that f
C
is very ample on
C. Moreover dim(P(M
r;q;p
)) = 8(= the expected dimension).
If r =
(d+2)(d+1)
2
  with   1, then g(C) = , and we see that deg(f
C
) =
 + 3. Obviously f
C
 jP
m
:C   2[
r
]   R
q
j and this complete linear
system on C is a general element of Pic
g(C)+3
(C), because q  g(C) (see
lemma 2.2.2). So, using lemma 1.2.1, we get that jP
m
:C   2[
r
]   R
q
j is
very ample on C, and it has dimension 3; this implies that dim(f
C
)  3.
On the other hand, dim(f
C
) = dim(P(M
r;q;p
))  dim(P(N
p
))  1  m(m+
3)=2   3r   q   p   5   1 = 3. And thus dim(f
C
) = 3, i.e. f
C
is a
general element of Pic
g(C)+3
(C), which implies that f
C
is very ample on C.
Moreover dim(P(M
r;q;p
)) = 9(= the expected dimension).
It follows that the conditions of proposition 3.2.1 are satised, and we
may conclude that M
r;q;p
is very ample on X. Moreover, because 2
r
+
R
q
+ S
p
imposes the expected number of conditions on curves of degree
m (dim(P(M
r;q;p
))= the expected dimension), we may conclude that the
sheaves M
r;n
of theorem 3.1 are very ample on X
r;n
. 2
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3.3.2 Proof of Theorem 3.2
Let p =
d(d 3)
2
  5, then the very ampleness of P(N
p
) on X
p
follows imme-
diately, because m  x = d  3 (see [14] or [10]).
If r =
d(d+3)
2
  2, let q = 1. Then q + p =
d(d 3)
2
  4 =
m(m+3)
2
  3r   10
and this is exactly the upper bound on n in case (a) of theorem 3.2.
If r =
d(d+3)
2
  2   with   1, let q = 3 +2. Then q+ p =
d(d 3)
2
  6 =
m(m+3)
2
  3r   9 and this is exactly the upper bound on n in case (b) of
theorem 3.2.
We now consider the induced linear system f
C
on C, with P(M
r;q;p
):C = f
C
and g(C) =
(d+2)(d+1)
2
  r.
If r =
d(d+3)
2
  2, then g(C) = 3, and we see that deg(f
C
) = 2d:(d+ 3)  
4r   q = 7 = 2g(C) + 1. Obviously f
C
 jP
m
:C   2[
r
]   R
q
j and this
complete linear system on C has degree 2g(C) + 1, so it has dimension
g(C) + 1 and it is very ample on C (see [26, IV, Proposition 3.1]) this
implies that dim(f
C
)  4. On the other hand, dim(f
C
) = dim(P(M
r;q;p
)) 
dim(P(N
p
)) 1  m(m+3)=2 3r q p 5 1 = 4. And thus dim(f
C
) = 4,
i.e. f
C
is a complete linear system of degree 2g(C)+ 1 on C, which implies
that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 10(= the expected
dimension).
If r =
d(d+3)
2
  2    with   1, then g(C) =  + 3, and we see that
deg(f
C
) =  + 6 = g(C) + 3. Obviously f
C
 jP
m
:C   2[
r
]   R
q
j and
this complete linear system on C is a general element of Pic
g(C)+3
(C),
because q  g(C) (see lemma 2.2.2). So, using lemma 1.2.1, we get that
jP
m
:C   2[
r
]   R
q
j is very ample on C, and it has dimension 3; this
implies that dim(f
C
)  3. On the other hand, dim(f
C
) = dim(P(M
r;q;p
)) 
dim(P(N
p
)) 1  m(m+3)=2 3r q p 5 1 = 3. And thus dim(f
C
) = 3,
i.e. f
C
is a general element of Pic
g(C)+3
(C), which implies that f
C
is very
ample on C. Moreover dim(P(M
r;q;p
)) = 9(= the expected dimension).
It now follows from proposition 3.2.1 thatM
r;q;p
is very ample on X. More-
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over, because 2
r
+ R
q
+ S
p
imposes the expected number of conditions
on curves of degree m (dim(P(M
r;q;p
))= the expected dimension), we may
conclude that the sheaves M
r;n
of theorem 3.1 are very ample on X
r;n
. 2
3.4 Results for m  8
In theorems 3.1, resp. 3.2, we assume d  4, resp. d  5, so we only
obtained results for m  9. Therefore we consider the cases with m  8 in
this section.
Obviously, if m = 1 the number of nodes is zero.
Ifm = 2 and r = 1, the invertible sheaf 2E
0
 2E
1
is not very ample, because
two points on the strict transform of a line through the node can not be
separated.
If m = 3 and r = 1 the invertible sheaf 3E
0
  2E
1
is very ample, but
3E
0
 2E
1
 F
1
is not very ample, because two points on the strict transform
of the line through the node and the other blown-up point can not be
separated. And obviously, 3E
0
 2E
1
 2E
2
is not very ample, because it has
a xed component.
So it only starts to be interesting if we assume m  4. We treat the cases
m = 4; 5; 6; 7; 8 separately.
Theorem 3.3
If m = 4, the invertible sheaf M
r;n
is very ample on X
r;n
if r = 1 and
n  7.
As mentioned in the introduction, although in general one can only expect
to nd very ample linear systems on X
r;n
of dimension at least 5, examples
of very ample linear systems on X
r;n
of dimension 4 are easy to nd. This
theorem gives us an example of such a non-special very ample complete
linear system on X
1;7
of dimension 4.
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Proof:
As r = 1, theorem 2.1 implies that the invertible sheaf 4E
0
  2E
1
  F
1
 
: : :   F
n
is very ample for n  6. In order to obtain the result up until
n = 7, we use proposition 3.2.1. Let   be an irreducible curve of degree
3 with one node and no other singularities, then its normalization C has
genus 0. Let R
q
consist of seven general points on C. Then the induced
linear system f
C
on C has degree 12  4  7 = 1, and dim(f
C
)  1. On the
other hand we have dim(f
C
)  4   2   1 = 1, so f
C
= g
1
1
on C and thus
very ample. Moreover, we see that dim(P(M
1;7;0
)) = 4 = the expected
dimension. Now, P(N
p
) = P
1
and this is very ample on X
p
= P
2
. So
the proposition implies that P(M
1;7;0
) is very ample on X. And, because

1
+ R
7
imposes independent conditions on curves of degree 4, we may
conclude that M
r;n
is very ample on X
r;n
. 2
Note that if r  2 the invertible sheaf 4E
0
  2E
1
  : : :   2E
r
is not very
ample, because two points on the strict transform of a line through two
nodes can not be separated. So this result is sharp.
Theorem 3.4
If m = 5, the invertible sheaf M
r;n
is very ample on X
r;n
if r  4 and
n  15  3r.
Proof:
If r = 4, we have n  3, so r + n  7. Which means that we can apply
proposition 2.4.9, and we get that M
r;n
is very ample on X
r;n
.
If r  3, we can use theorem 2.1 to conclude that M
r;n
is very ample if
n  15  3r. 2
Note that if r = 5(=
m(m+3)=2 5
3
), the invertible sheaf M
r;n
is not very
ample, because two points on the strict transform of the quadric through
the ve nodes can not be separated. So this result is sharp.
Theorem 3.5
If m = 6, the invertible sheaf M
r;n
is very ample on X
r;n
if r  7 and
94 Chapter 3
n  22  3r. Moreover, if r = 6 and n  23  3r the invertible sheaf M
r;n
is very ample on X
r;n
.
Note that this gives us another example of a non-special very ample com-
plete linear system of dimension 4.
Proof:
If r = 7 we have n  1, so r + n  8. Which means that we can apply
proposition 2.4.9, and we get that M
r;n
is very ample on X
r;n
.
If r  5, we can apply theorem 2.1 to obtain the very ampleness of M
r;n
for all n  22  3r.
In order to obtain the result for r = 6, we use proposition 3.2.1. We give
the proof for n = 23   3r = 5, then the statement for n  4 follows
immediately. Let   be an irreducible curve of degree 5 with exactly 6
nodes and no other singularities, then the normalization C of   has genus
0. Let R
q
be ve general points on C. Then the induced linear system
f
C
on C has degree 30   24   5 = 1, and dim(f
C
)  1. On the other
hand we have dim(f
C
)  4   2   1 = 1, so f
C
= g
1
1
on C and thus
very ample. Moreover, we see that dim(P(M
6;5;0
)) = 4 = the expected
dimension. Now, P(N
p
) = P
1
and this is very ample on X
p
= P
2
. So
the proposition implies that P(M
6;5;0
) is very ample on X. And, because

6
+ R
5
imposes independent conditions on curves of degree 6, we may
conclude that M
r;n
is very ample on X
r;n
for r = 6 and n  5. 2
Theorem 3.6
If m = 7, the invertible sheaf M
r;n
is very ample on X
r;n
if r  10 and
n  30  3r. Moreover, if r = 10 and n  31  3r the invertible sheaf M
k
is very ample on X
r;n
.
Note that this gives us yet another example of a non-special very ample
complete linear system of dimension 4.
Proof:
If r  8, we can apply theorem 2.1 to obtain the very ampleness of M
r;n
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for all n  30  3r.
In order to obtain the results for r = 9; 10, we use proposition 3.2.1.
For the case r = 10, let   be an irreducible curve of degree 6 with exactly 10
nodes and no other singularities, then the normalization C of   has genus
0. Let R
q
be one general point on C. Then the induced linear system f
C
on C has degree 42   40   1 = 1, and dim(f
C
)  1. On the other hand
we have dim(f
C
)  4   2   1 = 1, so f
C
= g
1
1
on C and thus very ample.
Moreover, we see that dim(P(M
10;1;0
)) = 4 = the expected dimension.
Now, P(N
p
) = P
1
and this is very ample on X
p
= P
2
. So the proposition
implies that P(M
10;1;0
) is very ample onX. And, because 
10
+R
1
imposes
independent conditions on curves of degree 7, we may conclude that M
r;n
is very ample on X
r;n
for r = 10 and n  1.
For the case r = 9, let   be an irreducible curve of degree 6 with exactly 9
nodes and no other singularities, then the normalization C of   has genus 1.
Let R
q
be 3 general points on C. Then the induced linear system f
C
on C
has degree 42 36 3 = 3 = 2g(C)+1. Obviously f
C
 jP
7
:C 2[
9
] R
3
j,
and this complete linear system has degree 2g(C) + 1 so it has dimension
g(C)+1 and it is very ample on C. This implies dim(f
C
)  g(C)+1 = 2. On
the other hand we have dim(f
C
)  5 2 1 = 2, so f
C
= jP
7
:C 2[
9
] R
3
j
and thus very ample on C. Moreover, we see that dim(P(M
9;3;0
)) = 5 =
the expected dimension. Now, P(N
p
) = P
1
and this is very ample on
X
p
= P
2
. So the proposition implies that P(M
9;3;0
) is very ample on X.
And, because 
9
+R
3
imposes independent conditions on curves of degree
7, we may conclude that M
r;n
is very ample on X
r;n
for r = 9 and n  3.
2
Theorem 3.7
If m = 8, the invertible sheaf M
r;n
is very ample on X
r;n
if r  11 and
n  39  3r; or if r = 12 and n  1.
Note that the case r = 12 only gives a result up to dim(P(M
r;n
)) = 7 in
stead of the expected 5.
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Proof:
If r  11, we can apply theorem 2.1 to obtain the very ampleness of M
r;n
for all n  39  3r.
In order to obtain the result for r = 12, we use proposition 3.2.1. Let  
be an irreducible curve of degree 7 with exactly 12 nodes and no other
singularities, then the normalization C of   has genus 3. Let R
q
be one
general point on C. Then the induced linear system f
C
on C has degree
56 48 1 = 7 = 2g(C)+1. Obviously f
C
 jP
8
:C 2[
12
] R
1
j, and this
complete linear system has degree 2g(C) + 1 so it has dimension g(C) + 1
and it is very ample on C. This implies dim(f
C
)  g(C) + 1 = 4. On the
other hand we have dim(f
C
)  7  2  1 = 4, so f
C
= jP
8
:C   2[
12
] R
1
j
and thus very ample on C. Moreover, we see that dim(P(M
12;1;0
)) = 7 =
the expected dimension. Now, P(N
p
) = P
1
and this is very ample on
X
p
= P
2
. So the proposition implies that P(M
12;1;0
) is very ample on X.
And, because 
12
+R
1
imposes independent conditions on curves of degree
8, we may conclude that M
r;n
is very ample on X
r;n
for r = 12 and n  1.
2
3.5 An improvement for some k
In the proofs of theorems 3.1 and 3.2, we applied proposition 3.2.1 on a
curve   of degree d+3, if m = 2d+1 or m = 2d. Applying this proposition
to curves of other degrees we can improve the bound on the dimension
slightly, for certain k.
In the proofs of the following theorems, we use the notations as introduced
in section 3.2. In particular, we let   be an irreducible plane curve of degree
x with exactly r nodes (with x and r such that the existence of such a curve
follows from [33, Proposition 3.6]); and we let S
p
be a union of p general
points of P
2
.
Theorem 3.8
The invertible sheaf M
r;n
is very ample on X
r;n
if m = 2d + 1, d  4,
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r =
d(d+1)
2
and n 
m(m+3)
2
  3r   7.
Proof:
Let x = d + 2, r =
d(d+1)
2
, q = 3d + 1 and p =
d(d+1)
2
  6. Then
q + p =
d(d+7)
2
  5 =
m(m+3)
2
  3r  7 which is exactly the upper bound on
n. Because m  x = d  1, P(N
p
) is very ample on X
p
(see [14] or [10]).
For the induced linear system f
C
on C, we have that deg(f
C
) = (2d+1):(d+
2) 4r  q = 1 and dim(f
C
)  1 (because g(C) = 0). Moreover, dim(f
C
) =
dim(P(M
r;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r q p 5 1 = 1. And
thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that f
C
is
very ample on C. Moreover dim(P(M
r;q;p
)) = 7= the expected dimension.
It now follows from proposition 3.2.1 thatM
r;q;p
is very ample on X. More-
over, 2
r
+R
q
+ S
p
imposes the expected number of conditions on curves
of degree m, so also the sheaves M
r;n
of theorem 3.8 are very ample on
X
r;n
. 2
Theorem 3.9
The invertible sheaf M
r;n
is very ample on X
r;n
if m = 2d, d  5, r =
d(d+1)
2
and n 
m(m+3)
2
  3r   7.
Proof:
Let x = d + 2, r =
d(d+1)
2
, q = 2d   1 and p =
d(d 1)
2
  6. Then
q + p =
d(d+3)
2
  7 =
m(m+3)
2
  3r  7 which is exactly the upper bound on
n. Because m  x = d  2, P(N
p
) is very ample on X
p
(see [14] or [10]).
For the induced linear system f
C
on C, we have that deg(f
C
) = 2d:(d +
2) 4r  q = 1 and dim(f
C
)  1 (because g(C) = 0). Moreover, dim(f
C
) =
dim(P(M
r;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r q p 5 1 = 1. And
thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that f
C
is
very ample on C. Moreover dim(P(M
r;q;p
)) = 7= the expected dimension.
It now follows from proposition 3.2.1 thatM
r;q;p
is very ample on X. More-
over, 2
r
+R
q
+ S
p
imposes the expected number of conditions on curves
of degree m, so also the sheaves M
r;n
of theorem 3.9 are very ample on
X
r;n
. 2
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Theorem 3.10
The invertible sheaf M
r;n
is very ample on X
r;n
if one of the following
conditions is satised
(a) m  14, r 
7m 33
2
and n 
m(m+3)
2
  3r   8
(b) m = 11, r = 21 (resp. 20) and n  9 (resp. n  11)
(c) m  11, r  3m  12 and n 
m(m+3)
2
  3r   7
(d) m = 9, r = 15 (resp. 14) and n  3 (resp. n  5)
(e) m  9, r 
5m 15
2
and n 
m(m+3)
2
  3r   8
Note that in the cases (a) and (e) we have dim(P(M
r;n
))  8, in (c) the
dimension of P(M
r;n
) is at least 7, in (d) we obtain dim(P(M
r;n
))  6
(resp. dim(P(M
r;n
))  7), and in (d) we get dim(P(M
r;n
))  5 (resp.
dim(P(M
r;n
))  6).
Proof:
(a) If r =
7m 33
2
  with  2 Q
>0
and such that r 2 N ; let x = m  4, q =
3+
m
2
 18m+63
2
and p = 10. Then q+p = 3+
m
2
 18m+83
2
=
m(m+3)
2
 3r 8
which is exactly the upper bound on n.
Because m  x = 4, P(N
p
) is very ample on X
p
(see e.g. [1]).
For the induced linear system f
C
on C, we have that deg(f
C
) = m(m 4) 
14m+66+4 3 
m
2
 18m+63
2
= g(C)+3, because g(C) = +
m
2
 18m+63
2
.
Obviously f
C
 jP
m
:C 2[
r
] R
q
j. This complete linear system jP
m
:C 
2[
r
]   R
q
j on C is a general element of Pic
g(C)+3
(C), because q  g(C)
(see lemma 2.2.2). So, using lemma 1.2.1, we get that jP
m
:C   2[
r
] R
q
j
has dimension 3 and is very ample on C; this implies that dim(f
C
)  3.
On the other hand, dim(f
C
) = dim(P(M
r;q;p
))  dim(P(N
p
))  1  m(m+
3)=2   3r   q   p   4   1 = 3. And thus dim(f
C
) = 3, i.e. f
C
is a
general element of Pic
g(C)+3
(C), which implies that f
C
is very ample on C.
Moreover dim(P(M
r;q;p
)) = 8(= the expected dimension).
(b) Let x = m   3 = 8, r = 21 (resp. 20), q = 3 (resp. 5) and p = 6.
Then q+ p = 9 (resp. 11) which is exactly the upper bound on n. Because
m  x = 3, P(N
p
) is very ample on X
p
(see e.g. [26, V, Theorem 4.6]).
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If r = 21 then g(C) = 0. And for the induced linear system f
C
on C, we
have deg(f
C
) = 11:8  84  3 = 1. So obviously dim(f
C
)  1. On the other
hand, dim(f
C
) = dim(P(M
r;q;p
))   dim(P(N
p
))   1  m(m + 3)=2   3r  
q  p  3  1 = 1. And thus dim(f
C
) = 1, i.e. f
C
= g
1
1
on C, which implies
that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 5(= the expected
dimension).
If r = 20 then g(C) = 1. The induced linear system f
C
on C, has degree
deg(f
C
) = 11:8 80 5 = 3 = 2g(C)+1. Obviously f
C
 jP
m
:C 2[
r
] R
q
j
and this complete linear system on C has degree 2g(C) + 1. So, using [26,
IV, Proposition 3.1], we get that jP
m
:C   2[
r
]  R
q
j is very ample on C,
and it has dimension g(C) + 1 = 2; this implies that dim(f
C
)  2. On the
other hand, dim(f
C
) = dim(P(M
r;q;p
))  dim(P(N
p
))  1  m(m+ 3)=2 
3r   q   p  3  1 = 2. And thus dim(f
C
) = 2, i.e. f
C
is a complete linear
system of degree 2g(C) + 1 on C, which implies that f
C
is very ample on
C. Moreover dim(P(M
r;q;p
)) = 6(= the expected dimension).
(c) Let x = m   3, r = 3m   12    with  2 N , q = 3 + 23 +
m
2
 15m
2
and p = 6. Then q + p = 3 + 29 +
m
2
 15m
2
=
m(m+3)
2
  3r   7 which is
exactly the upper bound on n. Because m x = 3, P(N
p
) is very ample on
X
p
(see e.g. [26, V, Theorem 4.6]).
For the induced linear system f
C
on C, we have deg(f
C
) = m(m 3) 12m+
48+ 4   3   23 
m
2
 15m
2
= g(C) + 3, because g(C) =  +22+
m
2
 15m
2
.
Obviously f
C
 jP
m
:C   2[
r
] R
q
j and this complete linear system on C
is a general element of Pic
g(C)+3
(C), because q  g(C) (see lemma 2.2.2).
So, using lemma 1.2.1, we get that jP
m
:C 2[
r
] R
q
j is very ample on C,
and it has dimension 3; this implies that dim(f
C
)  3. On the other hand,
dim(f
C
) = dim(P(M
r;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r q p 3 
1 = 3. And thus dim(f
C
) = 3, i.e. f
C
is a general element of Pic
g(C)+3
(C),
which implies that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 7(=
the expected dimension).
(d) Let x = m  2 = 7, r = 15 (resp. 14), q = 2 (resp. 4) and p = 1. Then
q + p = 3 (resp. 5) which is exactly the upper bound on n.
Because m  x = 2, P(N
p
) is very ample on X
p
(see e.g. [1]).
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If r = 15 then g(C) = 0. And for the induced linear system f
C
on C, we
have deg(f
C
) = 9:7  60  2 = 1. So obviously dim(f
C
)  1. On the other
hand, dim(f
C
) = dim(P(M
r;q;p
))   dim(P(N
p
))   1  m(m + 3)=2   3r  
q  p  4  1 = 1. And thus dim(f
C
) = 1, i.e. f
C
= g
1
1
on C, which implies
that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 6(= the expected
dimension).
If r = 14 then g(C) = 1. And for the induced linear system f
C
on C, we
have deg(f
C
) = 9:7   56   4 = 3 = 2g(C) + 1. Obviously f
C
 jP
m
:C  
2[
14
] R
4
j and this complete linear system on C has degree 2g(C)+1. So,
using [26, IV, Proposition 3.1], we get that jP
m
:C 2[
14
] R
4
j is very ample
on C, and it has dimension g(C) + 1 = 2; this implies that dim(f
C
)  2.
On the other hand, dim(f
C
) = dim(P(M
r;q;p
))  dim(P(N
p
))  1  m(m+
3)=2  3r  q  p  4  1 = 2. And thus dim(f
C
) = 2, i.e. f
C
is a complete
linear system of degree 2g(C)+1 on C, which implies that f
C
is very ample
on C. Moreover dim(P(M
r;q;p
)) = 7(= the expected dimension).
(e) Let x = m   2, r =
5m 15
2
   with  2 Q
0
such that r 2 N , q =
3+
m
2
 12m+27
2
and p = 1. Then q+p = 3+
m
2
 12m+29
2
=
m(m+3)
2
 3r 8
which is exactly the upper bound on n.
Because m  x = 2, P(N
p
) is very ample on X
p
(see e.g. [1]).
For the induced linear system f
C
on C, we have deg(f
C
) = m(m   2)  
10m+30+4 3 
m
2
 12m+27
2
= g(C)+3, because g(C) = +
m
2
 12m+27
2
.
Obviously f
C
 jP
m
:C   2[
r
] R
q
j and this complete linear system on C
is a general element of Pic
g(C)+3
(C), because q  g(C) (see lemma 2.2.2).
So, using lemma 1.2.1, we get that jP
m
:C 2[
r
] R
q
j is very ample on C,
and it has dimension 3; this implies that dim(f
C
)  3. On the other hand,
dim(f
C
) = dim(P(M
r;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r q p 4 
1 = 3. And thus dim(f
C
) = 3, i.e. f
C
is a general element of Pic
g(C)+3
(C),
which implies that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 8(=
the expected dimension).
It now follows from proposition 3.2.1 that M
r;q;p
is very ample on X, for
all ve cases. Moreover, 2
r
+ R
q
+ S
p
imposes the expected number of
conditions on curves of degree m, so also the sheavesM
r;n
of theorem 3.10
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are very ample on X
r;n
. 2
3.6 How to Obtain Results for a Higher Number
of Nodes; A Series of Results
We continue to use the notations of sections 3.1 and 3.2.
To obtain results for higher r, we can use proposition 3.2.1 as follows. Let
S
p
be of the form 2
0
p
0
+ R
0
p
00
, with 3p
0
+ p
00
= p, and such that P(N
p
) is
very ample on X
p
. In most cases, the dimension of the obtained very ample
linear system will become less optimal, because the dimension of P(N
p
) is
not optimal (we use theorems 3.1 and 3.2 to nd such N
p
). Of course, if
the degree m is large enough, one can use this technique more than once to
get to even higher r, but unfortunately, the more we apply this technique,
the more the dimension of the very ample linear system increases. In some
special cases however it is possible to improve the dimension, using a very
ample linear system P(N
p
) of dimension 4, e.g. m   x = 7, p
0
= 10 and
p
00
= 1. To illustrate this method, we will prove a series of results. More
specically, in theorems 3.11, 3.12, 3.13 and 3.14 we give results form  23,
depending on m mod 4; and in theorems 3.15, 3.16, 3.17 and 3.18, we have
chosen to treat the cases m = 17; 18; 19 and 20 because in those cases the
dimensions of the obtained very ample linear systems remain rather close
to the optimal dimension.
In all of the proofs we use the notations of section 3.2, during this procedure,
  is an irreducible plane curve of degree x with exactly r
0
nodes, R
q
is a
set of q general points on  , and S
p
= 2
0
p
0
+R
0
p
00
with 3p
0
+ p
00
= p.
The proofs of the remaining results in this section all follow the same scheme
and are therefore all alike; we hope the reader will not become to bored
with them.
Theorem 3.11
In case m = 4d+ 3 with d  5, M
r;n
is very ample in the following cases.
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(a) r =
5d
2
+11d+6
2
and n 
d(d+3)
2
  9
(b) r =
5d
2
+11d+4
2
and n 
d(d+3)
2
  7
(c) 2d
2
+ 5d+ 4  r 
5d
2
+11d+2
2
and n 
m(m+3)
2
  3r   11
Note that those bounds on r and n imply that the dimension of P(M
r;n
)
is at least 9 in case (a), 10 in case (b) and 11 in case (c).
Proof:
Dene d
0
:= 2d + 1, then m = 2d
0
+ 1, and theorem 3.1 gives a result for
r 
(d
0
+1)(d
0
+2)
2
= 2d
2
+ 5d+ 3. This is why we assume r  2d
2
+ 5d+ 4.
Let x = d
0
+ 3, r
0
=
(d
0
+2)(d
0
+1)
2
, and q = d
0
  2. Then g(C) = 0, and
m  x = d
0
  2 = 2d  1 = 2(d  1) + 1, with d  1  4.
(a) Let p
0
=
(d+1)d
2
and p
00
=
(d 1)d
2
  8, then theorem 3.1 implies that
P(N
p
) is very ample on X
p
. Moreover, r
0
+p
0
=
5d
2
+11d+6
2
= r and q+p
00
=
d(d+3)
2
  9 which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = (2d
0
+ 1):(d
0
+
3)   4r
0
  q = 1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) =
dim(P(M
r
0
;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r
0
 q 3p
0
 p
00
 7 1 = 1.
And thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that
f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 9(= the expected
dimension).
(b) Let p
0
=
(d+1)d
2
  1 and p
00
=
(d 1)d
2
  6, then theorem 3.1 implies
that P(N
p
) is very ample on X
p
. Moreover, r
0
+ p
0
=
5d
2
+11d+4
2
= r and
q + p
00
=
d(d+3)
2
  7 which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = (2d
0
+ 1):(d
0
+
3)   4r
0
  q = 1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) =
dim(P(M
r
0
;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r
0
 q 3p
0
 p
00
 8 1 = 1.
And thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that
f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 10(= the expected
dimension).
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(c) Write r =
5d
2
+11d+6
2
 , with 2   
d(d+1)
2
 1. Let p
0
=
(d+1)d
2
  and
p
00
=
(d 1)d
2
 10+3, then theorem 3.1 implies that P(N
p
) is very ample on
X
p
. Moreover, r
0
+ p
0
=
5d
2
+11d+6
2
  = r and q+ p
00
=
d(d+3)
2
  11+3 =
m(m+3)
2
  3r   11 which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = (2d
0
+ 1):(d
0
+
3)   4r
0
  q = 1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) =
dim(P(M
r
0
;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r
0
 q 3p
0
 p
00
 9 1 = 1.
And thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that
f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 11(= the expected
dimension).
This means that in all three cases the conditions of proposition 3.2.1 are
satised, and we may conclude thatM
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
on curves of degree m (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheavesM
r;n
of theorem 3.11 are very ample on X
r;n
. 2
Theorem 3.12
In case m = 4d+ 2 with d  6, M
r;n
is very ample if one of the following
holds.
(a) r =
5d
2
+11d 6
2
and n 
d(d 5)
2
  1
(b) r =
5d
2
+11d 8
2
and n 
d(d 5)
2
+ 3
(c) 2d
2
+ 5d+ 1  r 
5d
2
+11d 10
2
and n 
m(m+3)
2
  3r   13
Note that those r and n imply that the dimension of P(M
r;n
) is at least 15
in case (a), 14 in case (b) and 13 in case (c).
Proof:
Dene d
0
:= 2d + 1, then m = 2d
0
, and theorem 3.2 gives a result for
r 
d
0
(d
0
+3)
2
  2 = 2d
2
+ 5d. This is why we assume r  2d
2
+ 5d+ 1.
Let x = d
0
+ 3, then m  x = d
0
  2 = 2d  1 = 2(d  1), with d  1  5.
(a) Let r
0
=
d
0
(d
0
+3)
2
 2, q = 1, p
0
=
(d 1)(d+2)
2
 2 and p
00
=
d(d 5)
2
 2. Then
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theorem 3.2 implies that P(N
p
) is very ample on X
p
. Moreover, g(C) = 3,
r
0
+ p
0
=
5d
2
+11d 6
2
= r and q + p
00
=
d(d 5)
2
  1 which is exactly the upper
bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 2d
0
:(d
0
+ 3)  
4r
0
  q = 7 = 2g(C) + 1. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j and this
complete linear system on C has degree 2g(C) + 1, so it has dimension
g(C) + 1 and it is very ample on C (see [26, IV, Proposition 3.1]) this
implies that dim(f
C
)  4. On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
)) 
dim(P(N
p
))  1  m(m+ 3)=2  3r
0
  q   3p
0
  p
00
  10  1 = 4. And thus
dim(f
C
) = 4, i.e. f
C
is a complete linear system of degree 2g(C) + 1 on C,
which implies that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 15(=
the expected dimension).
(b) Let r
0
=
d
0
(d
0
+3)
2
 2, q = 1, p
0
=
(d 1)(d+2)
2
 3 and p
00
=
d(d 5)
2
+2. Then
theorem 3.2 implies that P(N
p
) is very ample on X
p
. Moreover, g(C) = 3,
r
0
+ p
0
=
5d
2
+11d 8
2
= r and q + p
00
=
d(d 5)
2
+ 3 which is exactly the upper
bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 2d
0
:(d
0
+ 3)  
4r
0
  q = 7 = 2g(C) + 1. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j and this
complete linear system on C has degree 2g(C) + 1, so it has dimension
g(C) + 1 and it is very ample on C (see [26, IV, Proposition 3.1]) this
implies that dim(f
C
)  4. On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
)) 
dim(P(N
p
))  1  m(m+ 3)=2  3r
0
  q   3p
0
  p
00
  9  1 = 4. And thus
dim(f
C
) = 4, i.e. f
C
is a complete linear system of degree 2g(C) + 1 on C,
which implies that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 14(=
the expected dimension).
(c) Write r =
5d
2
+11d 6
2
   with 2   
d(d+1)
2
  4. Let r
0
=
d
0
(d
0
+3)
2
  3,
q = 5, p
0
=
(d 1)(d+2)
2
  1   and p
00
=
d(d 5)
2
  4 + 3. Then theorem 3.2
implies that P(N
p
) is very ample on X
p
. Moreover, g(C) = 4, r
0
+ p
0
=
5d
2
+11d 6
2
   = r and q + p
00
=
d(d 5)
2
+ 1 + 3 =
m(m+3)
2
  3r   13 which
is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 2d
0
:(d
0
+ 3)  
4r
0
  q = 7 = g(C) + 3. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j and this
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complete linear system on C is a general element of Pic
g(C)+3
(C), because
q = 5  g(C) (see lemma 2.2.2). So, using lemma 1.2.1, we get that
jP
m
:C   2[
r
0
]   R
q
j is very ample on C, and it has dimension 3; this
implies that dim(f
C
)  3. On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
)) 
dim(P(N
p
))  1  m(m+ 3)=2  3r
0
  q   3p
0
  p
00
  9  1 = 3. And thus
dim(f
C
) = 3, i.e. f
C
is a general element of Pic
g(C)+3
(C), which implies
that f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 13(= the expected
dimension).
This means that in all three cases the conditions of proposition 3.2.1 are
satised, and we may conclude thatM
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
on curves of degree m (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheavesM
r;n
of theorem 3.12 are very ample on X
r;n
. 2
Theorem 3.13
In case m = 4d+ 1 with d  6, M
r;n
is very ample if:
(a) r =
5d
2
+7d 4
2
and n 
d(d 1)
2
  4
(b) 2d
2
+ 3d+ 2  r 
5d
2
+7d 6
2
and n 
m(m+3)
2
  3r   11
Note that those bounds on r and n imply that the dimension of P(M
r;n
)
is at least 12 in case (a) and 11 in case (b).
Proof:
Dene d
0
:= 2d, then m = 2d
0
+ 1, and theorem 3.1 gives a result for
r 
(d
0
+2)(d
0
+1)
2
= 2d
2
+ 3d+ 1. This is why we assume r  2d
2
+ 3d+ 2.
Let x = d
0
+ 3, r
0
=
(d
0
+2)(d
0
+1)
2
, and q = d
0
  2. Then g(C) = 0, and
m  x = d
0
  2 = 2d  2 = 2(d  1), with d  1  5.
(a) Let p
0
=
(d 1)(d+2)
2
  2 and p
00
=
d(d 5)
2
  2, then theorem 3.2 implies
that P(N
p
) is very ample on X
p
. Moreover, r
0
+ p
0
=
5d
2
+7d 4
2
= r and
q + p
00
=
d(d 1)
2
  4 which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = (2d
0
+ 1):(d
0
+
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3)   4r
0
  q = 1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) =
dim(P(M
r
0
;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r
0
 q 3p
0
 p
00
 10 1 = 1.
And thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that
f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 12(= the expected
dimension).
(b) Write r =
5d
2
+7d 4
2
  with 1   
d(d+1)
2
 4 Let p
0
=
(d 1)(d+2)
2
 2 
and p
00
=
d(d 5)
2
 1+3, then theorem 3.2 implies that P(N
p
) is very ample
on X
p
. Moreover, r
0
+p
0
=
5d
2
+7d 4
2
  = r and q+p
00
=
d(d 1)
2
 3+3 =
m(m+3)
2
  3r   11 which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = (2d
0
+ 1):(d
0
+
3)   4r
0
  q = 1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) =
dim(P(M
r
0
;q;p
)) dim(P(N
p
)) 1  m(m+3)=2 3r
0
 q 3p
0
 p
00
 9 1 = 1.
And thus dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that
f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 11(= the expected
dimension).
This means that in both cases the conditions of proposition 3.2.1 are sat-
ised, and we may conclude that M
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
on curves of degree m (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheavesM
r;n
of theorem 3.13 are very ample on X
r;n
. 2
Theorem 3.14
In case m = 4d with d  6, M
r;n
is very ample if:
(a) r =
5d
2
+5d 4
2
and n 
d(d 3)
2
  6
(b) 2d
2
+ 3d  1  r 
5d
2
+5d 6
2
and n 
m(m+3)
2
  3r   11
Note that those bounds on r and n imply that the dimension of P(M
r;n
)
is at least 12 in case (a) and 11 in case (b).
Proof:
Dene d
0
:= 2d, then m = 2d
0
, and theorem 3.2 gives a result for r 
d
0
(d
0
+3)
2
  2 = 2d
2
+ 3d  2. This is why we assume r  2d
2
+ 3d  1.
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Let x = d
0
+ 3, p
0
=
d(d 1)
2
and p
00
=
d(d 3)
2
  7. Then m   x = d
0
  3 =
2d  3 = 2(d  2) + 1, with d  2  4, and theorem 3.1 implies that P(N
p
)
is very ample on X
p
.
(a) Let r
0
=
d
0
(d
0
+3)
2
  2 and q = 1, then g(C) = 3. Moreover, r
0
+ p
0
=
5d
2
+5d 4
2
= r and q + p
00
=
d(d 3)
2
  6 which is exactly the upper bound on
n.
For the induced linear system f
C
on C, we have deg(f
C
) = 2d
0
:(d
0
+ 3)  
4r
0
  q = 7 = 2g(C) + 1. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j and this
complete linear system on C has degree 2g(C) + 1, so it has dimension
g(C) + 1 and it is very ample on C (see [26, IV, Proposition 3.1]) this
implies that dim(f
C
)  4. On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
)) 
dim(P(N
p
))  1  m(m+ 3)=2  3r
0
  q   3p
0
  p
00
  7  1 = 4. And thus
dim(f
C
) = 4, i.e. f
C
is a complete linear system of degree 2g(C) + 1 on C,
which implies that f
C
is very ample on C. Moreover dim(P(M
r;q;p
)) = 12(=
the expected dimension).
(b) Write r =
5d
2
+5d 4
2
  with 1   
d(d 1)
2
 1. Let r
0
=
d
0
(d
0
+3)
2
 2 
and q = 3 + 2, then g(C) = 3 + . Moreover, r
0
+ p
0
=
5d
2
+5d 4
2
   = r
and q+p
00
=
d(d 3)
2
 5+3 =
m(m+3)
2
 3r 11 which is exactly the upper
bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 2d
0
:(d
0
+3) 4r
0
 
q = +6 = g(C)+3. Obviously f
C
 jP
m
:C 2[
r
0
] R
q
j and this complete
linear system on C is a general element of Pic
g(C)+3
(C), because q  g(C)
(see lemma 2.2.2). So, using lemma 1.2.1, we get that jP
m
:C  2[
r
0
] R
q
j
is very ample on C, and it has dimension 3; this implies that dim(f
C
)  3.
On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
)) dim(P(N
p
)) 1  m(m+
3)=2  3r
0
  q   3p
0
  p
00
  7   1 = 3. And thus dim(f
C
) = 3, i.e. f
C
is a
general element of Pic
g(C)+3
(C), which implies that f
C
is very ample on C.
Moreover dim(P(M
r
0
;q;p
)) = 11(= the expected dimension).
This means that in both cases the conditions of proposition 3.2.1 are sat-
ised, and we may conclude that M
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
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on curves of degree m (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheavesM
r;n
of theorem 3.14 are very ample on X
r;n
. 2
Theorem 3.15
If m = 17, the sheaf M
r;n
is very ample on X
r;n
in the following cases.
(a) r = 51 and n  11
(b) r = 50 and n  13
(c) 6  r  49 and n  162  3r
Note that those bounds on r and n imply that the dimension of P(M
r;n
)
is at least 6 in case (a), 7 in case (b) and 8 in case (c).
Proof:
Write r = 51    with 0    45. Let x = 11, r
0
= r   6, p
0
= 6 and
p
00
= 5. Then g(C) = , m   x = 6, r
0
+ p
0
= r and theorem 3.5 implies
that P(N
p
) is very ample on X
p
.
(a) As r = 51, g(C) =  = 0. Let q = 6, then q + p
00
= 11 which is exactly
the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 17:11 4:45 6 =
1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) = dim(P(M
r
0
;q;p
))  
dim(P(N
p
))   1  17:20=2   3:45   6   3:6   5   4   1 = 1. And thus
dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that f
C
is very
ample on C. Moreover dim(P(M
r
0
;q;p
)) = 6(= the expected dimension).
(b) As r = 50, g(C) =  = 1. Let q = 8, then q + p
00
= 13 which is exactly
the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 17:11 4:44 8 =
3 = 2g(C) + 1. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j and this complete
linear system on C has degree 2g(C) + 1. So, using [26, IV, Proposition
3.1], we get that jP
m
:C   2[
r
0
]   R
q
j is very ample on C, and it has
dimension g(C)+1=2; this implies that dim(f
C
)  2. On the other hand,
dim(f
C
) = dim(P(M
r
0
;q;p
))  dim(P(N
p
))  1  17:20=2  3:44  8  3:6 
5 4 1 = 2. And thus dim(f
C
) = 2, i.e. f
C
is a complete linear system on
Nodes and Very Ampleness 109
C of degree 2g(C)+1, which implies that f
C
is very ample on C. Moreover
dim(P(M
r
0
;q;p
)) = 7(= the expected dimension).
(c) As r = 51    with   2, g(C) = . Let q = 3 + 4, then q + p
00
=
3 + 9 = 163  3r which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 17:11  4:45 +
4 3 4 = +3. Obviously f
C
 jP
m
:C 2[
r
0
] R
q
j and this complete
linear system on C is a general element of Pic
g(C)+3
(C), because q  g(C)
(see lemma 2.2.2). So, using lemma 1.2.1, we get that jP
m
:C 2[
r
0
] R
q
j is
very ample on C, and it has dimension 3; this implies that dim(f
C
)  3. On
the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
))  dim(P(N
p
))  1  17:20=2 
3:45 + 3   3   4  3:6  5  4  1 = 3. And thus dim(f
C
) = 3, i.e. f
C
is
a general element of Pic
g(C)+3
(C), which implies that f
C
is very ample on
C. Moreover dim(P(M
r
0
;q;p
)) = 8(= the expected dimension).
This means that in all three cases the conditions of proposition 3.2.1 are
satised, and we may conclude thatM
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
on curves of degree 18 (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheaf M
r;n
is very ample on X
r;n
. 2
Theorem 3.16
If m = 18, the sheaf M
r;n
is very ample on X
r;n
if:
(a) r = 58 and n  6
(b) 6  r  57 and n  181  3r
Note that those bounds on r and n imply that the dimension of P(M
r;n
)
is at least 9 in case (a) and 8 in case (b).
Proof:
Write r = 58    with 0    52. Let x = 12, r
0
= r   6, p
0
= 6 and
p
00
= 5. Then g(C) = +3, m  x = 6, r
0
+ p
0
= r and theorem 3.5 implies
that P(N
p
) is very ample on X
p
.
(a) As r = 58, g(C) = 3. Let q = 1, then q + p
00
= 6 which is exactly the
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upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 18:12 4:52 1 =
7 = 2g(C)+1. Obviously f
C
 jP
m
:C 2[
r
0
] R
q
j and this complete linear
system on C has degree 2g(C)+1, so it has dimension g(C)+1 and it is very
ample on C (see [26, IV, Proposition 3.1]) this implies that dim(f
C
)  4. On
the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
))  dim(P(N
p
))  1  18:21=2 
3:52  1  3:6  5  4  1 = 4. And thus dim(f
C
) = 4, i.e. f
C
is a complete
linear system of degree 2g(C)+1 on C, which implies that f
C
is very ample
on C. Moreover dim(P(M
r
0
;q;p
)) = 9(= the expected dimension).
(b) As r = 58    with   1, g(C) = 3 + . Let q = 3 + 2, then
q + p
00
= 3 + 7 = 181  3r which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 18:12  4:52 +
4   3   2 =  + 6 = g(C) + 3. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j
and this complete linear system on C is a general element of Pic
g(C)+3
(C),
because q  g(C) (see lemma 2.2.2). So, using lemma 1.2.1, we get that
jP
m
:C   2[
r
0
]   R
q
j is very ample on C, and it has dimension 3; this
implies that dim(f
C
)  3. On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
)) 
dim(P(N
p
)) 1  18:21=2 3:52+3 3 2 3:6 5 4 1 = 3. And thus
dim(f
C
) = 3, i.e. f
C
is a general element of Pic
g(C)+3
(C), which implies
that f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 8(= the expected
dimension).
This means that in both cases the conditions of proposition 3.2.1 are sat-
ised, and we may conclude that M
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
on curves of degree 18 (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheaf M
r;n
is very ample on X
r;n
. 2
Theorem 3.17
If m = 19, the sheaf M
r;n
is very ample on X
r;n
if:
(a) r = 65 and n  8
(b) r = 64 and n  10
(c) 6  r  63 and n  201  3r
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Note that those r and n imply that the dimension of P(M
r;n
) is at least 6
in case (a), 7 in case (b) and 8 in case (c).
Proof:
Write r = 65    with 0    59. Let x = 12, r
0
:= r   10, p
0
= 10 and
p
00
= 1. Then g(C) = , m   x = 7, r
0
+ p
0
= r and theorem 3.6 implies
that P(N
p
) is very ample on X
p
.
(a) As r = 65, g(C) = 0. Let q = 7, then q + p
00
= 8 which is exactly the
upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 19:12 4:55 7 =
1. So, obviously dim(f
C
)  1. Moreover, dim(f
C
) = dim(P(M
r
0
;q;p
))  
dim(P(N
p
))   1  19:22=2   3:55   7   3:10   1   4   1 = 1. And thus
dim(f
C
) = 1, i.e. f
C
is the complete g
1
1
on C, which implies that f
C
is very
ample on C. Moreover dim(P(M
r
0
;q;p
)) = 6(= the expected dimension).
(b) As r = 64, g(C) = 1. Let q = 9, then q + p
00
= 10 which is exactly the
upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 19:12 4:54 9 =
3 = 2g(C) + 1. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j and this complete
linear system on C has degree 2g(C) + 1. So, using [26, IV, Proposition
3.1], we get that jP
m
:C   2[
r
0
]   R
q
j is very ample on C, and it has
dimension g(C)+1=2; this implies that dim(f
C
)  2. On the other hand,
dim(f
C
) = dim(P(M
r
0
;q;p
)) dim(P(N
p
))  1  19:22=2  3:54  9  3:10 
1 4 1 = 2. And thus dim(f
C
) = 2, i.e. f
C
is a complete linear system on
C of degree 2g(C)+1, which implies that f
C
is very ample on C. Moreover
dim(P(M
r
0
;q;p
)) = 7(= the expected dimension).
(c) As r = 65    with   2, g(C) = . Let q = 3 + 5, then q + p
00
=
3 + 6 = 201  3r which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 19:12  4:55 +
4 3 5 = +3. Obviously f
C
 jP
m
:C 2[
r
0
] R
q
j and this complete
linear system on C is a general element of Pic
g(C)+3
(C), because q  g(C)
(see lemma 2.2.2). So, using lemma 1.2.1, we get that jP
m
:C 2[
r
0
] R
q
j is
very ample on C, and it has dimension 3; this implies that dim(f
C
)  3. On
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the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
))  dim(P(N
p
))  1  19:22=2 
3:55+ 3  3  5  3:10  1  4  1 = 3. And thus dim(f
C
) = 3, i.e. f
C
is
a general element of Pic
g(C)+3
(C), which implies that f
C
is very ample on
C. Moreover dim(P(M
r
0
;q;p
)) = 8(= the expected dimension).
This means that in all three cases the conditions of proposition 3.2.1 are
satised, and we may conclude thatM
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
on curves of degree 19 (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheaf M
r;n
is very ample on X
r;n
. 2
Theorem 3.18
If m = 20, the sheaf M
r;n
is very ample on X
r;n
if:
(a) r = 73 and n  2
(b) 10  r  72 and n  222  3r
Note that those r and n imply that the dimension of P(M
r;n
) is at least 9
in case (a) and 8 in case (b).
Proof:
Write r = 73    with 0    63. Let x = 13, r
0
:= r   10, p
0
= 10 and
p
00
= 1. Then g(C) = +3, m  x = 7, r
0
+ p
0
= r and theorem 3.6 implies
that P(N
p
) is very ample on X
p
.
(a) As r = 73, g(C) = 3. Let q = 1, then q + p
00
= 2 which is exactly the
upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 20:13 4:63 1 =
7 = 2g(C)+1. Obviously f
C
 jP
m
:C 2[
r
0
] R
q
j and this complete linear
system on C has degree 2g(C) + 1, so it has dimension g(C) + 1 and it is
very ample on C (see [26, IV, Proposition 3.1]) this implies that dim(f
C
) 
4. On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
))   dim(P(N
p
))   1 
20:23=2   3:63   1   3:10   1   4   1 = 4. And thus dim(f
C
) = 4, i.e.
f
C
is a complete linear system of degree 2g(C) + 1 on C, which implies
that f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 9(= the expected
dimension).
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(b) As r = 73    with   1, g(C) =  + 3. Let q = 3 + 2, then
q + p
00
= 3 + 3 = 230  3r   8 which is exactly the upper bound on n.
For the induced linear system f
C
on C, we have deg(f
C
) = 20:13  4:63 +
4   3   2 =  + 6 = g(C) + 3. Obviously f
C
 jP
m
:C   2[
r
0
]   R
q
j
and this complete linear system on C is a general element of Pic
g(C)+3
(C),
because q  g(C) (see lemma 2.2.2). So, using lemma 1.2.1, we get that
jP
m
:C   2[
r
0
]   R
q
j is very ample on C, and it has dimension 3; this
implies that dim(f
C
)  3. On the other hand, dim(f
C
) = dim(P(M
r
0
;q;p
)) 
dim(P(N
p
))   1  20:23=2   3:63 + 3   3   2   3:10   1   4   1 = 3.
And thus dim(f
C
) = 3, i.e. f
C
is a general element of Pic
g(C)+3
(C), which
implies that f
C
is very ample on C. Moreover dim(P(M
r
0
;q;p
)) = 8(= the
expected dimension).
This means that in both cases the conditions of proposition 3.2.1 are sat-
ised, and we may conclude that M
r
0
;q;p
is very ample on X. Moreover,
because 2
r
0
+R
q
+2
0
p
0
+R
0
p
00
imposes the expected number of conditions
on curves of degree 20 (dim(P(M
r
0
;q;p
))= the expected dimension), we may
conclude that the sheaf M
r;n
is very ample on X
r;n
. 2
114 Chapter 3
IV
Injectivity of Gauss Maps
on Blowings-up of n-dimensional
Varieties
Let X be n-dimensional variety (n  2), L a very ample invertible sheaf on
X, and Y  X a subscheme dened in degree k by L with codim
X
(Y ) 
2. Denote the blowing-up of X along Y by X
0
, let  : X
0
! X be the
projection map, and E the exceptional divisor on X
0
.
We then consider the sheaf M
k+1
:= 

(L)

(k+1)

 O
X
0
( E) on X
0
. As
this sheaf M
k+1
is very ample on X
0
(see [7] or [9]), the corresponding
Gauss map 
M
k+1
is dened and can be written as follows

M
k+1
: X
0
! G (n;M)
x 7! P((H
0
(X
0
;M
k+1
)=S
x
(k + 1))

)
where S
x
(k + 1) := S
x
(M
k+1
).
In section 4.1 we prove two theorems which give suÆcient conditions for
the injectivity of the Gauss map 
M
k+1
. Then in section 4.2 we modify
one of the results of the previous section in order to obtain a necessary and
suÆcient condition under certain circumstances. Finally, in section 4.3, as
an application, we consider the blowing-up of the n-dimensional projective
space along the smooth complete intersection of l hypersurfaces S
1
; : : : ; S
l
,
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of degree k
1
; : : : ; k
l
, with (2  l  n) and k = k
1
 : : :  k
l
; and we
give necessary and suÆcient conditions for the injectivity of the Gauss map

M
k+1
.
To conclude this section, we introduce the following notations/conventions,
which will be used throughout this chapter.
There is a natural isomorphism between  (X
0
;M
k+1
) and  (X;L

(k+1)


I
Y
). We know that a (non-zero) global section s 2  (X
0
;M
k+1
) corre-
sponds to a divisor D
s
on X
0
, and that all these divisors form the complete
linear system P(M
k+1
). By abuse of notation we will also denote the global
section on X of L

(k+1)

I
Y
corresponding to s 2  (X
0
;M
k+1
), by s; and
the corresponding divisor of the linear system P(L

(k+1)

 I
Y
) by D
s
.
Let M
k
be the sheaf 

(L)

(k)

 O
X
0
( E), and let S
x
(k) (resp. I
x
(k))
denote S
x
(M
k
) (resp. I
x
(M
k
)).
If q 2 E and p = (q) 2 Y , then the point q corresponds to an element
v
q
of P(T
p
(X)=T
p
(Y )). Let v
q
2 T
p
(X) denote some corresponding tangent
direction. We denote by V
q
the linear subspace of T
p
(X) generated by
T
p
(Y ) and v
q
.
4.1 SuÆcient conditions for injectivity
In this section, we prove two results which give suÆcient conditions for the
Gauss map 
M
k+1
to be injective. Theorem 4.1 gives a suÆcient condition
that is rather natural and expected; theorem 4.2 gives a more geometric
condition.
Theorem 4.1
Let X be an n-dimensional variety, Y an m-dimensional subvariety dened
in degree k by a very ample invertible sheaf L on X and codim
X
(Y )  2.
Suppose that 
L
is injective, then 
M
k+1
is also injective.
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Proof:
We use the following result and notation from [7]:
The linear system P(L

k

I
Y
) corresponds with a rational map  : X 9 9 K
P
N
, and the graph  

 XP
N
of  is isomorphic to the blowing-up X
0
of
X along Y ; moreover, the pullback of O
P
N
(1) to  

under the map induced
by the projection to P
N
is exactly 

(L)

k

O
X
0
( E).
On X  P
N
we will denote by L  O
P
N
(1) the sheaf p

1
(L) 
 p

2
(O
P
N
(1)),
where p
1
and p
2
are the projections of X  P
N
to resp. X and P
N
. Note
that p
1
j
X
0
=  and p
2
j
X
0
=  Æ .
First of all, we know that 
LO
P
N
(1)
and 
M
k+1
are dened. Indeed, using
[7, lemma 3.3] we have that L  O
P
N
(1) is very ample, thus also L 
O
P
N
(1)j
X
0
=M
k+1
very ample (see [7]).
From the denition of the Gauss map, we see that 
L
being injective is
equivalent to:
S
p
(L) 6= S
p
0
(L) 8p; p
0
2 X with p 6= p
0
:
And so analogously 
M
k+1
is injective i
S
q
(M
k+1
) 6= S
q
0
(M
k+1
) 8q; q
0
2 X
0
with q 6= q
0
: (4.1)
We now proceed as follows:
First we prove that 
LO
P
N
(1)
is injective, by showing that for all distinct
points (x; p); (y; q) 2 XP
N
we can nd a divisor D 2 P(LO
P
N
(1)) such
that D is singular at (x; p) and not singular at (y; q).
Then we show that, if both points are on X
0
, you can always nd such a
divisor D for which Dj
X
0
does not become singular at (y; q), and we know
Dj
X
0
is singular at (x; p) (taking the restriction you can not eliminate a
singularity at a point of X
0
); i.e. 
M
k+1
is also injective.
Note that if L 2 P(L) on X and H 2 P(O
P
N
(1)) on P
N
, then L  P
N
+
X  H 2 P(L  O
P
N
(1)) on X  P
N
. Moreover, we have that (x; p) 2
L  P
N
+X  H if and only if x 2 L or p 2 H; and L  P
N
+X H is
singular at (x; p) if and only if L is singular at x or both x 2 L and p 2 H.
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Consider two distinct points (x; p); (y; q) 2 X  P
N
.
(a) If x 6= y, we can take L 2 P(L) singular at x and not singular at y (this
is possible because 
L
is injective). Then, choosing H 2 P(O
P
N
(1)) such
that p; q 62 H (this is possible because P(O
P
N
(1)) is base point free on P
N
),
we get L P
N
+X H singular at (x; p) and not singular at (y; q).
(b) If x = y, then naturally p 6= q. Let L be a general element of P(L)
containing x, then L is smooth at x (because L is very ample). Choose
H 2 P(O
P
N
(1)) such that p 2 H but q 62 H (this is possible because
P(O
P
N
(1)) is very ample on P
N
). Then LP
N
+XH is singular at (x; p)
and not singular at (y; q).
So we have shown 
LO
P
N
(1)
is injective.
Let us now consider two distinct points (x; p); (y; q) 2 X
0
. Then we have
one of the three following cases:
(1) x 6= y and y 62 Y (or x 62 Y )
Take L 2 P(L) singular at x and not singular at y; and H 2 P(O
P
N
(1))
with p; q 62 H. Then L P
N
+X H is singular at (x; p) and not singular
at (y; q). We know that (L  P
N
)j
X
0
= 

(L) (because p
1
j
X
0
= ). Also,
because y 62 Y , locally at y we have that L and 

(L) are isomorphic,
so certainly (L  P
N
)j
X
0
not singular at y. On the other hand we have
(y; q) 62 X  H, and thus obviously (y; q) 62 (X  H)j
X
0
. So we may
conclude that (L P
N
+X H)j
X
0
is not singular at (y; q) and singular at
(x; p).
(2) x 6= y and both x and y points on Y
Let L be a general element of P(L) containing x, then L is smooth at x and
it does not contain y (because L is very ample). Choose H 2 P(O
P
N
(1))
with p 2 H. Then L  P
N
+X H is singular at (x; p) and not singular
at (y; q). Because (y; q) 62 L  P
N
, we have (y; q) 62 (L  P
N
)j
X
0
. We
also know that (X  H)j
X
0
= 

(H

)   E (because p
2
=  Æ ), where
H

2 P(L

k

 I
Y
) is the divisor on X corresponding to the hyperplane
H  P
N
= P(( (X;L

k

 I
Y
))

). If p 6= q, then we can take H such that
q 62 H and we are done. So let us assume q = p. Consider (y  P
N
)j
X
0
,
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and its projection L
y
on P
N
. Then L
y
is a proper linear subspace of P
N
.
So we can take H such that L
y
6 H. Then (X H)j
X
0
does not contain
y  L
y
, and y  L
y
= E \ (y  P
N
). So, using (X H)j
X
0
= 

(H

)  E,
we may conclude that H

is smooth at y. And hence (XH)j
X
0
is smooth
at (y; q) and it contains (x; p). This means that (L  P
N
+ X  H)j
X
0
is
singular at (x; p) and not singular at (y; q).
(3) x = y
Note that x = y implies that p 6= q and x 2 Y . Consider the map d
(x;q)
 :
T
(x;q)
(X
0
)! T
x
(X). It has a nonzero image, which we denote by V . Choose
v 2 V and L 2 P(L) with x 2 L but v 62 T
x
(L). Then, for v
0
2 T
(x;q)
(X
0
)
with d
(x;q)
(v
0
) = v, we have v
0
62 T
(x;q)
(L P
N
j
X
0
). So it follows that L
P
N
j
X
0
is smooth at (x; q) and it contains (x; p). Next choose a hyperplane
H 2 P(O
P
N
(1)) with p 2 H and q 62 H. Then (L  P
N
+ X  H)j
X
0
is
singular at (x; p) but smooth at (x; q).
So we conclude that 
M
k+1
is injective. 2
Note that theorem 4.1 can not be used to study the Gauss maps of blowings-
up of some projective space P
M
using L = O
P
M
(1), because S
x
(L) = f0g
8x 2 P
M
, so 
L
is not injective. Therefore we give theorem 4.2, which will
also be used in the application of section 4.3.
Theorem 4.2
Let X be an n-dimensional variety, Y an m-dimensional subvariety dened
in degree k by a very ample invertible sheaf L on X and codim
X
(Y )  2.
Then the condition:
I
q
(k) [ I
q
0
(k) 6= S
q
(k) \ S
q
0
(k) 8q; q
0
2 X
0
with q 6= q
0
(4.2)
implies that 
M
k+1
is injective.
Recall that I
q
(k) = I
q
(M
k
) and S
q
(k) = S
q
(M
k
).
Remark 4.1.1
If q; q
0
2 X are two (distinct) points for which the condition (4.2) is not
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satised, i.e. I
q
(k)[I
q
0
(k) = S
q
(k)\S
q
0
(k). Then, this equality is equivalent
to I
q
(k) = I
q
0
(k) = S
q
(k) \ S
q
0
(k) because I
q
(k), I
q
0
(k), S
q
(k) and S
q
0
(k)
are linear subspaces of the projective space P(M
k
).
Claim 4.1.2
Under the conditions of theorem 4.2; if condition (4.2) is satised, we have
that: 9h 2 I
q
(k) with h 62 S
q
0
(k) or 9h 2 I
q
0
(k) with h 62 S
q
(k).
Proof (of claim 4.1.2):
Suppose that h 2 I
q
(k) implies h 2 S
q
0
(k), hence h 2 I
q
0
(k), and so I
q
(k)[
I
q
0
(k) = I
q
0
(k). Using (4.2), we get that I
q
0
(k) 6= S
q
(k). And because
S
q
(k)  I
q
(k)  S
q
0
(k)  I
q
0
(k), we may conclude that there exists an
h 2 I
q
0
(k) with h 62 S
q
(k). 2
Proof (of theorem 4.2):
We check that (4.1) is satised for all possible q and q
0
on X
0
. Let us denote
(q) (resp. (q
0
)) by p (resp. p
0
). If h (resp. c) is a global section on X of
L

k

 I
Y
(resp. L), we denote the corresponding global section on X
0
of
M
k
(resp. 

(L)) also by h (resp. c); and the corresponding divisor on X
and X
0
is denoted by D
h
(resp. D
c
).
1. q; q
0
62 E
Because of claim 4.1.2 we may assume that there exists an h 2 I
q
(k) with
h 62 S
q
0
(k). Take such an h, and choose some c 2 I
p
(L) n I
p
0
(L) (this is
possible because L is very ample). The divisor D
c
+D
h
, then corresponds
to some s 2 S
q
(k + 1) n S
q
0
(k + 1), because q 2 D
c
, q 2 D
h
, D
h
is not
singular at q
0
, and q
0
62 D
c
.
2. q 2 E and q
0
62 E
So we have that p 2 Y and p
0
62 Y . And we distinguish the following three
cases:
(a) I
q
(k)  S
q
(k) \ S
q
0
(k)
Then, because of (4.2), there exists an h 2 I
q
0
(k) with h 62 I
q
(k). Choose
a c 2 I
p
0
(L) n I
p
(L). Then q 62 D
c
, q 62 D
h
, q
0
2 D
c
and q
0
2 D
h
. So the
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divisor D
c
+D
h
corresponds to some s 2 S
q
0
(k + 1) n S
q
(k + 1).
(b) I
q
(k)  S
q
0
(k) but I
q
(k) 6 S
q
(k)
So there exists some h 2 I
q
(k) n S
q
(k), and because of the assumption
we have that h 2 S
q
0
(k). Choose a section c of L on X, such that c 62
I
p
(L) [ I
p
0
(L). Then q 2 D
h
but D
h
is not singular at q, q 62 D
c
, q
0
2 D
c
and D
h
is singular at q
0
. So the divisor D
h
+D
c
corresponds to some section
s 2 S
q
0
(k + 1) n S
q
(k + 1).
(c) I
q
(k) 6 S
q
0
(k)
Take an h 2 I
q
(k), such that h 62 S
q
0
(k). And choose a section c of L on
X, such that c 2 I
p
(L) n I
p
0
(L). Then q 2 D
h
, q 2 D
c
, q
0
62 D
c
and D
h
is not singular at q
0
. So the divisor D
h
+D
c
corresponds to some section
s 2 S
q
(k + 1) n S
q
0
(k + 1).
2. q; q
0
2 E
So both p and p
0
are points of Y ; and q (resp. q
0
) corresponds to some
linear subspace V
q
= hT
p
(Y ); v
q
i of T
p
(X), where v
q
2 T
p
(X) nT
p
(Y ) (resp.
V
q
0
and v
q
0
).
(a) p 6= p
0
Using claim 4.1.2, we can take a section h 2 I
q
(k) such that h 62 S
q
0
(k).
Choose a section c of L on X, such that c 2 I
p
(L) n I
p
0
(L). Then q 2 D
h
,
q 2 D
c
, q
0
62 D
c
and D
h
is not singular at q
0
. So the divisor D
h
+ D
c
corresponds to some section s 2 S
q
(k + 1) n S
q
0
(k + 1).
(b) p = p
0
Take a general c 2 I
p
(L), then D
c
is smooth in p. So D
c
contains both q
and q
0
, and either D
c
smooth at q or D
c
smooth at q
0
. And we may assume
that D
c
is smooth at q
0
. Using the results of [9, lemma(1.5)], we know that
there exists a section h of L

k

 I
Y
on X, such that V
q
 T
p
(D
h
) and
V
q
0
6 T
p
(D
h
). Which implies that q 2 D
h
, but q
0
62 D
h
. So the divisor
D
h
+D
c
corresponds to some section s 2 S
q
(k + 1) n S
q
0
(k + 1).
So we may conclude that 
M
k+1
is injective. 2
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4.2 Necessary and suÆcient condition for injec-
tivity
We modify theorem 4.2 to obtain the following result, giving a necessary
and suÆcient condition, for X = P
n
.
Theorem 4.3
Let X be P
n
for some n  2 and let L be O
P
n
(1). Let Y be a subscheme of
X, dened by L in degree k, with codim
X
(Y )  2 and such that the map
 :  (X
0
; 

(L)

k

O
X
0
( E))
  (X
0
; 

(L))!  (X
0
;M
k+1
)
is surjective (X
0
is the blowing-up of X along Y ). Then we have that 
M
k+1
is injective if and only if (4.2) holds.
Proof:
Denote  (X
0
;M
k+1
) by W and  (X
0
; 

(L)

k

O
X
0
( E))
 (X
0
; 

(L))
by V .
That the condition (4.2) is suÆcient is just Theorem 4.2.
Conversely, assume that 
M
k+1
is injective. Assume also that (4.2) does
not hold, then we can nd two distinct points q; q
0
2 X
0
such that I
q
(k) [
I
q
0
(k) = S
q
(k) \ S
q
0
(k), and thus I
q
(k) = I
q
0
(k) = S
q
(k) = S
q
0
(k).
Denote S
q
(k) 
  (X
0
; 

(L)) by V
0
. Consider an element s of  (X
0
;M
k
).
For s to belong to I
q
(k), exactly one condition has to be satised. And be-
cause of the assumption, then also s 2 S
q
(k). So we know that  (X
0
;M
k
) =
hs
0
i  S
q
(k), where s
0
62 I
q
(k).
Let us now prove that (V
0
) = S
q
(k + 1).
Consider an element s 2 V
0
, then obviously (s) 2 S
q
(k + 1). So cer-
tainly (V
0
)  S
q
(k + 1). We know that codim
W
(S
q
(k + 1)) = n + 1,
because M
k+1
is very ample. Assume that (V
0
) ( S
q
(k + 1). Be-
cause the map  is surjective we then have 
 1
(S
q
(k + 1)) ) V
0
. So
 induces an isomorphism W=S
q
(k + 1)

=
V=
 1
(S
q
(k + 1)). This im-
plies dim(W=S
q
(k + 1)) = dim(V=
 1
(S
q
(k + 1))) < dim(V=V
0
). But be-
cause  (X
0
;M
k
) = hs
0
i  S
q
(k), we have dim(V=V
0
) = dim( (X
0
; 

(L))).
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And dim( (X
0
; 

(L))) = dim( (P
n
;O
P
n
(1))) = n + 1. Hence we get
dim(W=S
q
(k+1)) < n+1, which gives a contradiction with codim
W
(S
q
(k+
1)) = n+1. So we may conclude that (S
q
(k)
 (X
0
; 

(L))) = S
q
(k+1).
Analogously, we get (S
q
0
(k)
  (X
0
; 

(L))) = S
q
0
(k+ 1). And because of
the assumption we have S
q
(k) = S
q
0
(k), so also (S
q
(k)
  (X
0
; 

(L))) =
(S
q
0
(k)
 (X
0
; 

(L))). This implies that S
q
(k+1) = S
q
0
(k+1), and thus

M
k+1
is not injective, which gives a contradiction. 2
4.3 Application
Consider the n-dimensional projective space P
n
, with n  2. Suppose that
S
1
; : : : ; S
l
are hypersurfaces of degree resp. k
1
; : : : ; k
l
, with 2  l  n and
k = k
1
 k
2
 : : :  k
l
; and such that Y = S
1
\: : :\S
l
is a smooth complete
intersection of dimension n   l. We will then consider the blowing-up of
the projective space in this complete intersection; in this case we will take
L = O
P
n
(1) and thus M
k+1
= 

(O
P
n
(k + 1)) 
 O
X
0
( E). Note that 
L
is not injective, so we can not use Theorem 4.1. But we are in fact in the
case of Theorem 4.3. Indeed, let f
i
be the homogeneous polynomials of
degree k
i
dening S
i
, assume S to be a hypersurface containing Y and f its
dening homogeneous polynomial; then Lasker's unmixedness theorem [29]
implies that f is a linear combination of the f
i
.
Let us denote the set of all hypersurfaces of degree k generated by S
1
; : : : ; S
l
by W . For all p; p
0
2 P
n
(with p 6= p
0
) we dene the subset V
p;p
0
:= fH 2
W : H singular at p and p
0
g.
Remark 4.3.1
(a) codim
W
(V
p;p
0
) is always  1.
(b) If p (and/or p
0
) 2 Y , then codim
W
(V
p;p
0
) > 1.
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Proof:
(a) Assume that the statement is false, then codim
W
(V
p;p
0
) = 0. But this
means that p and p
0
are singular points for all H 2 W , i.e. p; p
0
2 Y and
S
i
singular at p and p
0
. And this contradicts with the assumption that Y
is a smooth complete intersection.
(b) Assume p 2 Y , p
0
62 Y and codim
W
(V
p;p
0
) = 1. Then we can follow
the reasoning as in the proof of Observation 4.3.2 below, and obtain p; p
0
2
T
l
i=2
Sing(S
i
). But p 2 Y , so we get a contradiction with the assumption
that Y is a smooth complete intersection.
In case both p and p
0
2 Y , codim
W
(V
p;p
0
) = 1 implies that for any v 2
T
p
(X) n T
p
(Y ), V
p;p
0
= fH 2 W : v 2 T
p
(H)g. Let v be an element of
T
p
(S
1
)nT
p
(Y ) (this is possible because Y is a smooth complete intersection),
then S
1
2 fH 2 W : v 2 T
p
(H)g, but S
1
is smooth at p, so we get a
contradiction. 2
Theorem 4.4
Using the notations and hypotheses introduced above, we have the following
equivalence:

M
k+1
is injective , 8p; p
0
(p 6= p
0
) 2 P
n
: codim
W
(V
p;p
0
) > 1:
Proof:
We rst proof the implication from left to right. Assume that there exist
two dierent points p and p
0
on P
n
for which codim(V
p;p
0
) = 1. And let q
and q
0
be resp. 
 1
(p) and 
 1
(p
0
) (p; p
0
62 Y , see above). We know that
W

=
P( (X
0
; 

(O
P
n
(k))
O
X
0
( E))) and V
p;p
0

=
P(S
q
(k) \ S
q
0
(k)).
Let us denote  (X
0
; 

(O
P
n
(k))
O
X
0
( E)) by
f
W .
So codim
f
W
(S
q
(k)\S
q
0
(k)) = codim
W
(V
p;p
0
) = 1. We also have that S
q
(k)\
S
q
0
(k)  I
q
(k) (and  I
q
0
(k)); and codim
f
W
(I
q
(k)) = codim
f
W
(I
q
0
(k)) = 1.
So this implies that S
q
(k)\S
q
0
(k) = I
q
(k)[I
q
0
(k). Then using theorem 4.3,
we may conclude that 
M
k+1
is not injective.
To prove the other implication, it is suÆcient that we check condition (4.2)
of theorem 4.2 for all possible q; q
0
(q 6= q
0
) 2 X
0
. We denote p = (q) and
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p
0
= (q
0
).
(1) q; q
0
62 E
So p and p
0
62 Y . Let us denote W
p
:= fH 2 W : p 2 Hg, then
codim
W
(W
p
) = 1. But we know that codim
W
(V
p;p
0
) > 1, so 9H 2 W
p
with H 62 V
p;p
0
. Such a hypersurface H corresponds to a section h 2 I
q
(k),
but h 62 S
q
(k) \ S
q
0
(k). So condition (4.2) is satised.
(2) q 2 E (and q
0
2 X
0
)
Consider a hyperplane  with V
q
 , then (see [9]) there exists a section
s 2  (P
n
;O
P
n
(k) 
 I
Y
) such that T
p
(D
s
) = , and in particular, D
s
is
smooth at p. So s 2 I
q
(k), but s 62 S
q
(k) (D
s
cannot be singular at q,
because on X, D
s
is smooth at p). Which means that condition (4.2) is
again satised.
So we conclude that 
M
k+1
is injective. 2
To conclude this section, let us investigate the speciality of the cases for
which the Gauss map is not injective.
First, let us introduce some notations. Denote by P(k) the complete linear
system P( (P
n
;O
P
n
(k))). Consider the rational map
 : P(k
1
) : : : P(k
l
) 9 9 K W
(S
1
; : : : ; S
l
) 7! Y =
l
\
i=1
S
i
withW the component of the Hilbertscheme containing all smooth complete
intersections. Denote by V the subset of elements Y ofW\ Im, for which
exists (S
1
; : : : ; S
l
) 2 
 1
(Y ) such that #(
T
l
i=2
Sing(S
i
))  2.
From the geometrical interpretation (see proof of Observation 4.3.2), we
will see that V is exactly the set of complete intersections for which exist
two distinct points p and p
0
in P
n
such that codim
W
(V
p;p
0
) = 1.
Observation 4.3.2 Assume that k = k
1
= : : : = k
r
> k
r+1
 : : :  k
l
,
with 1  r  l; then codim
W
(V) = 2(l   2)(n+ 1) + 3  r.
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Let us just remark that for n = l = 2 (this is the rst example we can
nd), and r = 2 we get codim
W
(V) = 1; for n = l = 2 and r = 1 we get
codim
W
(V) = 2. Moreover we can see that this codimension can only get
bigger if we let n (and l) rise.
Proof (of the observation):
Let us rst look at the geometrical meaning of codim
W
(V
p;p
0
) = 1 for two
distinct points p; p
0
2 P
n
. We have that k = k
1
= : : : = k
r
> k
r+1

: : :  k
l
, with 1  r  l. Recall that p; p
0
62 Y (see remark 4.3.1). So
there exists some i 2 f1; : : : ; lg for which p 62 S
i
. If k
i
< k, we can
take a hypersurface
e
S of degree k   k
i
that is smooth in p. But then
S = S
i
+
e
S is a hypersurface of degree k which is smooth in p, so we have
a contradiction with codim
W
(V
p;p
0
) = 1. Thus we have that p 2 Sing(S
i
),
for all i 2 fr + 1; : : : ; lg (Sing(S
i
) denotes the set of singular points of
S
i
). This means that there exists some i 2 f1; : : : ; rg for which p 62 S
i
.
If r = 1 we are done, so let us assume that r  2. Renumber all S
i
with k
i
= k, such that S
1
; : : : ; S
t
do not contain p, and S
t+1
; : : : ; S
r
do
contain p. Then because of codim
W
(V
p;p
0
) = 1, we may conclude that
p 2 Sing(S
i
);8i = t + 1; : : : ; r. Again if t = 1 we are done, so we assume
that t  2. Consider the family F := [S
1
; : : : ; S
t
] of hypersurfaces of
degree k. Then, because codim
W
(V
p;p
0
) = 1, we can take T
2
; : : : ; T
t
2 F ,
such that F = [S
j
; T
2
: : : ; T
t
] for some j 2 f1; : : : ; tg (assume j = 1); and
p 2 T
i
, 8i = 2; : : : ; t and thus p 2 Sing(T
i
), 8i = 2; : : : ; t. So we have
that W is generated by S
1
; T
2
; : : : ; T
t
; S
t+1
; : : : ; S
l
, with p; p
0
62 S
1
and
fp; p
0
g  (
T
t
i=2
Sing(T
i
))
T
(
T
l
i=t+1
Sing(S
i
)).
With this geometrical interpretation, we can now prove the observation.
Dene Z := f(S
2
; : : : ; S
l
) 2 P(k
2
): : :P(k
l
) : #(
T
l
i=2
Sing(S
i
))  2g; and
let 
Z
be the restriction of  to P(k
1
) Z. Then 
Z
: P(k
1
) Z 9 9 KV. So
we get codim
W
(V) = codim
P(k
2
):::P(k
l
)
(Z)  dim(ber) + dim(ber
Z
).
But we have that dim(ber)   dim(ber
Z
) = r   1. And we also know
that codim
P(k
2
):::P(k
l
)
(Z) = 2(l   2)(n+ 1) + 2.
This implies that codim
W
(V) = 2(l   2)(n + 1) + 3   r, which is exactly
what we wanted to prove. 2
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Conclusion 4.3.3
Observation 4.3.2 shows that it does not happen \often" that there exist
two distinct points p; p
0
for which codim
W
(V
p;p
0
) = 1.
Remark 4.3.4
(1) Even though it does not happen often that the Gauss map is not in-
jective, it is not diÆcult to nd such examples if you use the geometrical
interpretation.
For instance, let n = 2, S
1
a general curve of degree 5, and S
2
a general
curve of P
4
(2p; 2p
0
), with p and p
0
general points of P
2
; then Y = S
1
\ S
2
,
M
6
is very ample on Bl
Y
(P
2
), but 
M
6
is not injective.
(2) If k
l
= 1 then the Gauss map is always injective, because Sing(S
l
) = ;.
(3) If k
l
= 2 and 2  l  n  1 then the Gauss map is always injective.
Indeed, assume Sing(S
l
) 6= ;, then S
l
is the union of two hyperplanes
(denote H and H
0
), and dim(Sing(S
l
)) = dim(H \ H
0
)  n   2. On
the other hand dim(S
1
\ : : : \ S
l 1
) = n   l + 1  2. This implies that
S
1
\ : : :\S
l 1
\Sing(S
l
) 6= ;, but this contradicts with the assumption that
we have a smooth complete intersection. So Sing(S
l
) has to be empty.
(4) If l = n and k
2
= : : : = k
n
= 2 then the Gauss map is always injective.
Indeed, if p and p
0
are distinct points of
T
n
i=2
Sing(S
i
), then
T
n
i=2
Sing(S
i
)
contains the line hp; p
0
i. This implies that S
1
\ (
T
n
i=2
Sing(S
i
)) 6= ;, but
this contradicts with the assumption that we have a smooth complete in-
tersection.
128 Chapter 4
VProjecting n-dimensional Varieties
and Injectivity of Gauss Maps
We consider a smooth n-dimensional variety X. We take an embedding of
X into a N -dimensional projective space (N >> 0), denote i : X ,! P
N
.
Let p
s
be the projection of P
N
with center s 2 P
N
. If s 62 S(i(X)), then
i
s
:= p
s
Æ i embeds X into P
N 1
(this is well known, see e.g. [34, II,
proposition 1.5]). Moreover, we know that dim(S(i(X)))  2n+1 (see e.g.
[25, Proposition 11.24]). So, if N > 2n + 1, a general point s of P
N
, is
not a point of S(i(X)), and i
s
embeds X into P
N 1
. We can continue like
this and obtain an embedding j : X ,! P
2n+1
. If we go one step further,
and project one more time from a general point t of P
2n+1
, then we obtain
a projection j
0
: X ! P
2n
. Obviously this map j
0
is everywhere dened.
Moreover, because dim(T (j(X)))  2n and t a general point of P
2n+1
, we
get that t 62 T (j(X)) and thus is j
0
a local embedding. This means that
the Gauss map 
j
0
is dened as follows

j
0
: X ! G (n; 2n)
x 7! d
x
(j
0
)(T
x
(X)):
Note that the embedding j and the map j
0
correspond to non-complete
linear systems on X. In this chapter we prove that there exists such a local
embedding j
0
(resp. embedding j) from X to P
2n
(resp. P
2n+1
), such that
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the corresponding Gauss map 
j
0
(resp. 
j
) is injective.
To simplify notations, if  : X ! P
m
is a local embedding, we write T
x
(X)
instead of d
x
()(T
x
(X)).
5.1 Projecting to P
2n
5.1.1 Statement of Theorem 5.1
Using notations as above, we have the following result:
Theorem 5.1
Let N be a very ample invertible sheaf on an n-dimensional variety X,
with n > 1. Consider the embedding X  P
M
corresponding to N

3
. If
M = dim(P(N

3
)) > 2n, then there exists a local embedding j
0
: X ! P
2n
,
with 
j
0
injective.
Note that this result is the best one can expect in general. Indeed, suppose
i : X ! P
2n
has injective Gauss map, then we know that dim(T (i(X))) 
2n, so if s is a general point of P
2n
, we cannot exclude that s 2 T (i(X)).
And if we project from a point s 2 T (i(X)), the map i
s
: X ! P
2n 1
is still
everywhere dened, but it is not a local embedding, thus the Gauss map

i
s
is not even dened.
5.1.2 Proof of Theorem 5.1
In order to prove this theorem we use induction. We choose a suitable
embedding i : X ,! P
M
, with M >> 0, i.e. this embedding satises
the conditions necessary to start the induction. The induction itself, is
obtained, by applying the three auxiliary results, claims 5.1.1, 5.1.2 and
5.1.3, which follow.
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5.1.2.1 Auxiliary Results
If i : X ,! P
N
, we dene, for l = 1; 2; 3, Z
n l;i
 X  X as f(q; q
0
) :
dim(T
i(q)
(i(X)) \ T
i(q
0
)
(i(X))) = n   lg. Let s be a general point of P
N
,
then i
s
denotes the map (possibly embedding) p
s
Æ i : X ! P
N 1
, where p
s
denotes the projection of P
N
with center s. If q is a point in X, to simplify
notations, we write q instead of i(q) (or i
s
(q)).
Claim 5.1.1
If i : X ,! P
N
, with N > 2n, 
i
injective and dim(Z
n 1;i
) < n, then the
Gauss map 
i
s
is injective.
Proof:
Assume that 
i
s
is not injective, i.e. there exist two (distinct) points q
and q
0
2 X for which T
q
(i
s
(X)) = T
q
0
(i
s
(X)). We know this is only
possible if hT
q
(i(X)); si = hT
q
0
(i(X)); si. We also assumed that 
i
is
injective, so T
q
(i(X)) 6= T
q
0
(i(X)). This implies that dim(hT
q
(i(X)) [
T
q
0
(i(X))i) = dim(hT
q
(i(X)); si) = n+1 and s 2 hT
q
(i(X))[T
q
0
(i(X))i. So
dim(T
q
(i(X))\T
q
0
(i(X))) = 2 dim(T
q
(i(X))) dim(hT
q
(i(X))[T
q
0
(i(X))i)
= 2n  (n+ 1) = n  1, i.e. (q; q
0
) 2 Z
n 1;i
.
Dene I  Z
n 1;i
 P
N
, by I := f((r; r
0
); t) : t 2 hT
r
(i(X)) [ T
r
0
(i(X))ig.
Let p
1
: I ! Z
n 1;i
(resp. p
2
: I ! P
N
) be the rst (resp. second) projec-
tion map. Obviously p
1
is dominant, and dim(genb(p
1
)) = n + 1. Then
((q; q
0
); s) 2 I; and, because s is a general point of P
N
, we get that p
2
is dom-
inant, i.e. dim(Im(p
2
)) = N . On the other hand, dim(Im(p
2
))  dim(I),
and dim(I) = dim(Z
n 1;i
) + dim(genb(p
1
)) < n+ (n+ 1) = 2n+ 1  N .
So dim(Im(p
2
)) < N and we get a contradiction. q.e.d.
Claim 5.1.2
If i : X ,! P
N
, with N > 2n + 1, 
i
injective, dim(Z
n 2;i
) < 2n and
dim(Z
n 1;i
) < n, then dim(Z
n 1;i
s
) < n.
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Proof:
Assume that dim(Z
n 1;i
s
)  n. Then, if (q; q
0
) is a general element of
Z
n 1;i
s
, (q; q
0
) 62 Z
n 1;i
. This implies that dim(T
q
(i
s
(X)) \ T
q
0
(i
s
(X))) =
n   1 and dim(T
q
(i(X)) \ T
q
0
(i(X))) 6= n   1. Moreover, because 
i
is
injective, dim(T
q
(i(X)) \ T
q
0
(i(X)))  n   1. And, we know that by
projecting from a point, the dimension of the intersection of two tangent
spaces remains the same, unless the center of the projection belongs to the
span of the two tangent spaces, in this case, the dimension of the intersec-
tion increases by one. So dim(T
q
(i
s
(X)) \ T
q
0
(i
s
(X)))  dim(T
q
(i(X)) \
T
q
0
(i(X)))+1. Thus, dim(T
q
(i(X))\T
q
0
(i(X))) = n 2, i.e. (q; q
0
) 2 Z
n 2;i
.
And s 2 hT
q
(i(X)) [ T
q
0
(i(X))i. Let us now dene J  Z
n 2;i
 P
N
by
J := f((r; r
0
); t) : t 2 hT
r
(i(X)) [ T
r
0
(i(X))ig. The rst (resp. second)
projection map we denote by q
1
(resp. q
2
). Then ((q; q
0
); s) 2 J , and
thus dim(Im(q
2
)) = N (because s is a general point of P
N
). Obviously
dim(Im(q
1
)) = dim(Z
n 2;i
), and dim(ber(q
1
)) = n + 2. And dim(J) =
dim(Z
n 2;i
)+dim(ber(q
1
)) = N+dim(ber(q
2
)). Because Z
n 1;i
s
\Z
n 1;i
is a closed subset of Z
n 1;i
s
, we have that dim(Z
n 1;i
s
) = dim(Z
n 1;i
s
n
(Z
n 1;i
s
\Z
n 1;i
)). We also showed that Z
n 1;i
s
n(Z
n 1;i
s
\Z
n 1;i
)  q
 1
2
(s).
But, s is a general point of P
N
, so dim(genb(q
2
)) = dim(q
 1
2
(s)). Thus,
dim(Z
n 1;i
s
)  dim(genb(q
2
)) = dim(Z
n 2;i
)   N + n + 2 < 2n   (2n +
2) + n+ 2 = n. So dim(Z
n 1;i
s
) < n, which gives a contradiction with the
assumption dim(Z
n 1;i
s
)  n, and this proves our claim. q.e.d.
Claim 5.1.3
If i : X ,! P
N
, with N > 2n + 2, 
i
injective and dim(Z
n 2;i
) < 2n, then
dim(Z
n 2;i
s
) < 2n.
Proof:
Obviously, dim(Z
n 2;i
s
)  2n, because Z
n 2;i
s
 X  X. So assume
dim(Z
n 2;i
s
) = 2n. If (q; q
0
) is a general element of Z
n 2;i
s
, then (q; q
0
) 62
Z
n 2;i
. This implies dim(T
q
(i
s
(X))\T
q
0
(i
s
(X))) = n 2 and dim(T
q
(i(X))\
T
q
0
(i(X))) 6= n   2. Moreover, we know that by projecting from a point,
the dimension of the intersection of two tangent spaces remains the same,
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unless the center of the projection belongs to the span of the two tan-
gent spaces, in this case, the dimension of the intersection increases by
one. So, either dim(T
q
(i
s
(X)) \ T
q
0
(i
s
(X))) = dim(T
q
(i(X)) \ T
q
0
(i(X)));
or dim(T
q
(i
s
(X)) \ T
q
0
(i
s
(X))) = dim(T
q
(i(X)) \ T
q
0
(i(X))) + 1. This im-
plies that dim(T
q
(i(X)) \ T
q
0
(i(X))) = n   3, i.e. (q; q
0
) 2 Z
n 3;i
; and
s 2 hT
q
(i(X)) [ T
q
0
(i(X))i. Let us now dene L  Z
n 3;i
 P
N
by L :=
f((r; r
0
); p) : p 2 hT
r
(Y
i
)[ T
r
0
(Y
i
)ig. Denote the rst (resp. second) projec-
tion map by r
1
(resp. r
2
). Then ((q; q
0
); s) 2 L, and thus dim(Im(r
2
)) = N
(because s is a general point of P
N
). Obviously dim(Im(r
1
)) = dim(Z
n 3;i
),
and dim(genb(r
1
)) = n+3. Thus dim(L) = dim(Z
n 3;i
)+dim(genb(r
1
))
= N + dim(genb(r
2
)). Because Z
n 2;i
s
\ Z
n 2;i
is a closed subset of
Z
n 2;i
s
, we have that dim(Z
n 2;i
s
) = dim(Z
n 2;i
s
n (Z
n 2;i
s
\ Z
n 2;i
)). We
also showed that Z
n 2;i
s
n (Z
n 2;i
s
\ Z
n 2;i
)  r
 1
2
(s). But, s is a gene-
ral point of P
N
, so dim(genb(r
2
)) = dim(r
 1
2
(s)). Thus, dim(Z
n 2;i
s
) 
dim(genb(r
2
)) = dim(Z
n 3;i
) N+n+3 < 2n (2n+2)+n+3 = n+1 < 2n.
So dim(Z
n 2;i
s
) < 2n, which gives a contradiction with the assumption
dim(Z
n 2;i
s
) = 2n, and this proves our claim. q.e.d.
5.1.2.2 Choosing a Suitable Embedding
Let N be a very ample invertible sheaf on X with dim(P(N )) >> 0. Con-
sider M := N

3
and dene M := dim(P(M)) >> 0. Then M is also very
ample on X, and it corresponds to an embedding i : X ,! P
M
. So, the
corresponding Gauss map is dened as follows

i
: X ! G (n;M)
x 7! T
x
(i(X));
with T
x
(i(X)) = P(( (X;M)=S
x
(M))

).
Claim 5.1.4
For all distinct q and q
0
2 X, dim(T
q
(i(X)) \ T
q
0
(i(X))) =  1
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Proof:
Let q and q
0
be two distinct points of X. Because the sheaf N is very
ample on X, codim
 (X;N )
(S
q
(N )) = n + 1. So we can take a sub-vector
space V   (X;N ), with dim(V ) = n+ 1 and V \ S
q
(N ) = f0g. As N is
very ample, we can take two divisors D
1
and D
2
2 P(N ), with q 62 D
i
and
q
0
2 D
i
(i = 1; 2). Let D
3
be an element of P(V ), then D
3
is not singular at
q (because V \ S
q
(N ) = f0g). So D := D
1
+D
2
+D
3
is singular at q
0
and
not singular at q. Let V
0
  (X;M) be such that P(V
0
) = D
1
+D
2
+P(V ),
then dim(V
0
) = dim(V ) = n + 1, V
0
 S
q
0
(M) and V
0
\ S
q
(M) = f0g.
And thus (S
q
(M)\S
q
0
(M))\V
0
= f0g. Looking at, S
q
(M)\S
q
0
(M) and
V
0
as subsets of S
q
0
(M), we obtain codim
S
q
0
(M)
(S
q
(M)\S
q
0
(M))  n+1.
On the other hand, because M is very ample, codim
 (X;M)
(S
q
(M)) =
n + 1. And thus codim
S
q
0
(M)
(S
q
(M) \ S
q
0
(M))  n + 1. So we get that
codim
S
q
0
(M)
(S
q
(M) \ S
q
0
(M)) = n + 1. This implies that dim(S
q
(M) \
S
q
0
(M)) = dim(S
q
0
(M))  (n+ 1) =M + 1  2(n+ 1).
If H is a hyperplane in P
M
, then this corresponds to a divisor D
H
2 P(M);
vice versa, if D is a divisor of P(M) this corresponds to a hyperplane
[D]  P
M
. We then have the following property: D 2 P(S
q
(M) \ S
q
0
(M))
if and only if hT
q
(i(X))[T
q
0
(i(X))i  [D]. This means that dim(P(S
q
(M)\
S
q
0
(M))) = M   dim(hT
q
(i(X)) [ T
q
0
(i(X))i)   1. Thus, dim(T
q
(i(X)) \
T
q
0
(i(X))) = dim(P(S
q
(M)\ S
q
0
(M))) M +2n+1 =M   2n  2 M +
2n+ 1 =  1. And this is exactly what we wanted to prove. q.e.d.
5.1.2.3 Applying Induction
Let M and the corresponding embedding i be as in section 5.1.2.2. In
claim 5.1.4 we have seen that for all distinct q and q
0
2 X dim(T
q
(i(X)) \
T
q
0
(i(X))) =  1. So, using the notations of section 5.1.2.1, we obtain
that 
i
is injective, dim(Z
n 1;i
) =  1 and dim(Z
n 2;i
) =  1 (n  2). This
means that all conditions to start the induction are satised, and repeatedly
applying claims 5.1.1, 5.1.2 and 5.1.3, proves theorem 5.1. 2
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5.2 Embedding into P
2n+1
Looking at the proof of theorem 5.1, we see that this immediately gives us
the existence of an embedding j : X ,! P
2n+1
with 
j
injective. This proof
can however be simplied substantially, because the condition dim(Z
n 2;i
) <
2n of claim 5.1.2 can be omitted (see claim 5.2.1 below), so claim 5.1.3 be-
comes unnecessary. Moreover, the assumption n > 1 of theorem 5.1 can be
omitted, i.e. we obtain a result for n  1.
Claim 5.2.1
If i : X ,! P
N
, with N > 2n + 2, 
i
injective and dim(Z
n 1;i
) < n, then
dim(Z
n 1;i
s
) < n.
Proof:
Assume that dim(Z
n 1;i
s
)  n. Then, if (q; q
0
) is a general element of
Z
n 1;i
s
, (q; q
0
) 62 Z
n 1;i
. This implies that dim(T
q
(i
s
(X)) \ T
q
0
(i
s
(X))) =
n 1 and dim(T
q
(i(X))\T
q
0
(i(X))) 6= n 1. Moreover, because 
i
is injec-
tive, dim(T
q
(i(X))\T
q
0
(i(X)))  n 1. And, as in the proof of claim 5.1.2,
we obtain dim(T
q
(i
s
(X))\T
q
0
(i
s
(X)))  dim(T
q
(i(X))\T
q
0
(i(X)))+1. So,
dim(T
q
(i(X))\ T
q
0
(i(X))) = n  2, i.e. (q; q
0
) 2 Z
n 2;i
and s 2 hT
q
(i(X))[
T
q
0
(i(X))i. Let us now dene J  Z
n 2;i
 P
N
by J := f((r; r
0
); t) : t 2
hT
r
(i(X))[T
r
0
(i(X))ig. The rst (resp. second) projection map we denote
by q
1
(resp. q
2
). Then ((q; q
0
); s) 2 J , and thus dim(Im(q
2
)) = N (be-
cause s is a general point of P
N
). Obviously dim(Im(q
1
)) = dim(Z
n 2;i
),
and dim(ber(q
1
)) = n+ 2. And dim(J) = dim(Z
n 2;i
) + dim(ber(q
1
)) =
N + dim(ber(q
2
)). Because Z
n 1;i
s
\ Z
n 1;i
is a closed subset of Z
n 1;i
s
,
we have that dim(Z
n 1;i
s
) = dim(Z
n 1;i
s
n (Z
n 1;i
s
\ Z
n 1;i
)). We also
showed that Z
n 1;i
s
n (Z
n 1;i
s
\ Z
n 1;i
)  q
 1
2
(s). But, s is a general
point of P
N
, so dim(genb(q
2
)) = dim(q
 1
2
(s)). Thus, dim(Z
n 1;i
s
) 
dim(genb(q
2
)) = dim(Z
n 2;i
) N+n+2  2n (2n+3)+n+2 = n 1 < n.
So dim(Z
n 1;i
s
) < n, which gives a contradiction with the assumption
dim(Z
n 1;i
s
)  n, and this proves our claim. q.e.d.
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TakingM and i as in section 5.1.2.2, claim 5.1.4 implies that 
i
is injective
and dim(Z
n 1;i
) =  1. So all conditions to start the induction are satised,
and repeatedly applying claims 5.1.1 and 5.2.1, gives us the following result.
Theorem 5.2
Let N be a very ample invertible sheaf on an n-dimensional variety X,
with n  1. Consider the embedding X  P
M
corresponding to N

3
. If
M = dim(P(N

3
)) > 2n+1, then there exists an embedding j : X ! P
2n+1
,
with 
j
injective. 2
Remark 5.2.2 We should note that in the statement of theorem 5.2, it is
enough if we assumeM = dim(P(N

2
)) > 2n+1, with N a very ample in-
vertible sheaf on X. Indeed, if i : X ,! P
M
is the embedding corresponding
to N

2
, we can prove that dim(T
q
(i(X))\ T
q
0
(i(X)))  0 for all q; q
0
2 X.
VI
General Blowings-up of P
2
and
Injectivity of Gauss Maps
Let Y
k
be the blowing-up of P
2
along k general points P
1
; : : : ; P
k
, let E
k
be the exceptional divisor on Y
k
; and 
k
: Y
k
! P
2
the corresponding
projection map. Let m be an integer such that
m(m+3)
2
  k  4. Denote
by M
k
the sheaf 

k
(O
P
2(m))
O
Y
k
( E
k
) on Y
k
. If k M   5 with M :=
m(m+3)
2
, thenM
k
is very ample on Y
k
(see [14] or [10]), has dimensionM k;
and it corresponds to an embedding 
k
: Y
k
,! P
M k
. If k = M   4, we
prove in proposition 6.2.1 that the sheafM
k
is base point free and separates
tangent directions; so it corresponds to a local embedding 
k
: Y
k
! P
4
.
This implies that, for all k  M   4, the Gauss map 
k
corresponding to
the sheaf M
k
is dened and can be written as follows:

k
: Y
k
! G (2;M   k)
x ! (d
x

k
)(T
x
(Y
k
)) = P((H
0
(Y
k
;M
k
)=S
x
(M
k
))

)
In theorem 6.1 we prove that this Gauss map 
k
is injective for all m and
k with m  2 and
m(m+3)
2
  k  4.
6.1 Statement of Theorem 6.1
Let m and k be integers, with m  2 and
m(m+3)
2
  k  4. Let Y
k
be
the blowing-up of P
2
along k general points P
1
; : : : ; P
k
, let E
i
denote the
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exceptional divisor corresponding to P
i
(i = 1; : : : ; k), and 
k
: Y
k
! P
2
the
corresponding projection map. Let M
k
denote the very ample invertible
sheaf 

k
(O
P
2
(m))
O
Y
k
( E
k
) on Y
k
, with E
k
= E
1
+ : : :+E
k
. And denote
the Gauss map corresponding toM
k
by 
k
. Using those notations, we have
the following result:
Theorem 6.1
If k 
m(m+3)
2
  4 and m  2, the Gauss map 
k
corresponding to the
invertible sheaf M
k
on Y
k
is injective.
Note that if k =
m(m+3)
2
  5 (resp. k =
m(m+3)
2
  4), the sheaf M
k
corre-
sponds to an embedding (resp. projection) of Y
k
into P
5
(resp. to P
4
); and
the theorem then says that the Gauss map corresponding to this embed-
ding (resp. projection) is injective. We immediately see the similarity with
theorem 5.2 (resp. theorem 5.1), taking n = 2; the big dierence however is
that the embedding (resp. projection) of theorem 5.2 (resp. theorem 5.1)
corresponds to a non-complete linear system, and the embedding (resp.
projection) we have here, corresponds to the complete linear system M
k
.
So, in particular, the embedding is linearly normal.
Remark 6.1.1 We assume m  2, because if m = 1, then M = 2, k = 0
and M
0
= O
P
2(1). The Gauss map 
0
is dened (M
0
is very ample), but
for all q 2 P
2
we have that S
q
(M
0
) = ;, thus 
0
is not injective.
The proof is split in several parts, discussed in the subsequent sections.
First of all, in section 6.2, we show that the Gauss map is dened. In
section 6.3 we prove the injectivity of the Gauss map for m  6. The cases
m = 2; 3 and 4 are treated in section 6.4. And, in section 6.5, we give the
proof for the case m = 5.
For the rest of this chapter, we use the following notations:
On P
2
, we denote the sheaf O
P
2
(m)
I
P
1

 : : :
I
P
k
by N
k
. Then there is
a natural isomorphism between H
0
(Y
k
;M
k
) and H
0
(P
2
;N
k
). By P(M
k
)
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(resp. P
m
(P
1
; : : : ; P
k
)) we denote the corresponding linear system of di-
visors on Y
k
(resp. on P
2
). Analogously, P(S
x
(M
k
)) denotes the linear
system of divisors on Y
k
corresponding to S
x
(M
k
) viewed as a subset of
H
0
(Y
k
;M
k
).
If x is a point of Y
k
n E
k
, by abuse of notation, we denote the correspond-
ing points on Y
i
; i  k and P
2
also by x. Moreover, because Y
k
n E
k

=
Y
i
n (E
i
[fP
i+1
; : : : ; P
k
g) for 0  i  k, we can identify a point x of Y
k
nE
k
with its corresponding point on Y
i
n E
i
. For such a point x 2 Y
k
n E
k
,
S
x
(M
k
) is isomorphic to H
0
(P
2
;N
k

I

2
x
) and we denote the correspond-
ing linear system of divisors on P
2
by P
m
(P
1
; : : : ; P
k
; 2x).
For k = 0; 1; : : : ;M   4, to simplify notations, we denote (d
x

k
)(T
x
(Y
k
))
by T
x
(Y
k
). In particular, we write T
q
(P
2
) for the embedded tangent space
of the m-Veronese image of P
2
at q.
6.2 The Gauss Map is dened
In case m  2 and k M   5 (recall that M =
m(m+3)
2
), we know that the
sheaf M
k
is very ample on Y
k
(see [14] or [10]). So, M
k
corresponds to an
embedding 
k
: Y
k
,! P
M k
. And it is obvious that the Gauss map 
k
is
dened.
If however m  2 and k =M 4, it is not a priori clear that the Gauss map

k
corresponding toM
k
is dened, because we need that the corresponding
rational map 
k
: Y
k
9 9 KP
4
is everywhere dened and a local embedding.
This is exactly what we prove in the following proposition:
Proposition 6.2.1
If m  2 and k =M   4, the rational map 
k
: Y
k
9 9 KP
4
, corresponding to
the sheaf M
k
is everywhere dened and a local embedding; i.e. M
k
is base
point free and separates tangent directions.
Proof:
If m = 2, then k = 1 and M
1
is very ample, so we may assume m  3.
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That M
k
is base point free follows immediately from the very ampleness
of M
k 1
(k   1 = M   5). So the only thing left to prove is that it
separates tangent directions, i.e. we have to show that for all q 2 Y
k
and v(6= 0) 2 T
q
(Y
k
), there exists a divisor D 2 P(M
k
) with q 2 D but
v 62 T
q
(D).
To prove thatM
k
separates tangent directions, we use a method similar to
the one used in [10] to show that M
k 1
is very ample.
(1) Assume that P
1
; : : : ; P
k 1
are general points on a general curve C of
degree m  1, and P
0
is general in the plane. Denote the blowing-up of P
2
along those points by Y
k;0
, let 
k;0
be the corresponding projection map, and
for i = 0; 1; : : : ; l   1 let E
i
denote the exceptional divisor corresponding
to P
i
. Let E
k;0
be E
1
+ : : : + E
k 1
+ E
0
, and M
k;0
:= 
k;0
(O
P
2(m)) 

O
Y
k;0
( E
k;0
).
By abuse of notation, we denote the strict transform of the plane curve C
on Y
k;0
also by C.
 q 62 C + E
k;0
and v 2 T
q
(Y
k;0
)
Let L be the line hP
0
; qi in P
2
. If v 62 T
q
(

k;0
(L)   E
0
), then the divisor
D := C + 

k;0
(L)   E
0
2 P(M
k;0
) contains q, and v 62 T
q
(D). If however
v 2 T
q
(

k;0
(L) E
0
), problems could arise (i.e. at this point we cannot say
that q and v are separated).
 q 2 C and v 62 T
q
(C)
Let L be a line in P
2
with P
0
2 L and 
k;0
(q) 62 L. Then the divisor
D := C + 

k;0
(L)   E
0
2 P(M
k;0
) contains q, and v 62 T
q
(D), because
T
q
(D) = T
q
(C).
 q 2 C and v 2 T
q
(C)
The linear system P
m
(P
1
; : : : ; P
k 1
; P
0
) induces a linear system P
m
(P
1
; : : : ;
P
k 1
; P
0
):C on C, with P
m
(P
1
; : : : ; P
k 1
; P
0
):C = h+ P
1
+ : : :+ P
k 1
. So,
deg(h) = m(m  1)  k + 1 = g(C) +m(m+ 3)=2  k   2 = g(C) + 2, and
h  jP
m
:C   P
1
  : : :   P
k 1
j. This complete linear system is a general
element of Pic
g(C)+2
(C) because k   1 =M   5  g(C) (see lemma 2.2.2),
thus dim(jP
m
:C   P
1
  : : :   P
k 1
j) = 2 and for every point q on C there
exists a divisor D
0
2 jP
m
:C P
1
  : : : P
k 1
j such that q  D
0
but 2q 6 D
0
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(see lemma 1.2.1). This implies that dim(h)  2. On the other hand,
dim(h) = dim(P
m
(P
1
; : : : ; P
k
))   dim(P
1
(P
k
))   1  M   k   1   1 = 2.
So dim(P(M
k
)) = M   k, dim(h) = 2 and h = jP
m
:C   P
1
  : : :   P
k 1
j.
This means that there exist a divisor D
0
2 h with q  D
0
and 2q 6 D
0
.
And there exists a divisor D 2 P(M
k;0
) with D:C = D
0
, thus q 2 D but
v 62 T
q
(D).
 q 2 E
k;0
n C and v 2 T
q
(E
k;0
)
We know that P(M
k;0
) is base point free (the induced linear system on C
is base point free and 

k;0
(O
P
2
(1)) 
 O
Y
k;0
( E
0
) is base point free). So
P(M
k;0
) induces the complete linear system of degree 1 and dimension 1
on E
i
for all i = 0; 1; : : : ; k   1. Assume 
k;0
(q) = P
i
, then there exists a
divisor D 2 P(M
k;0
) with D:E
i
= q, and thus q 2 D but v 62 T
q
(D).
 q 2 E
i
n C with 1  i  k   1 and v 62 T
q
(E
i
)
Let L be the line through P
i
and P
0
. If q 62 

k;0
(L)   E
i
  E
0
, then the
divisor D := 

k;0
(L) E
0
+C 2 P(M
k;0
) contains q but v 62 T
q
(D) (because
T
q
(D) = T
q
(E
i
)). If however q 2 

k;0
(L)  E
i
  E
0
problems could arise.
 q 2 E
0
and v 62 T
q
(E
0
)
Let L be the line through P
0
with direction v
q
. If v 62 T
q
(

k;0
(L) E
0
), then
the divisor D := 

k;0
(L)   E
0
+ C 2 P(M
k;0
) contains q but v 62 T
q
(D).
If however v 2 T
q
(

k;0
(L) E
0
) problems could arise (i.e. at this point we
cannot say that q and v are separated).
(2) Assume that P
1
; : : : ; P
k
are general points on the curve C. Denote
the blowing-up of P
2
along those points by Y
k
, let 
k
be the corresponding
projection map, and for i = 1; : : : ; k let E
i
denote the exceptional divisor
corresponding to P
i
. Let E
k
be E
1
+ : : : + E
k
, and M
k
:= 
k
(O
P
2
(m))

O
Y
k
( E
k
).
By abuse of notation, we denote the strict transform of C on Y
k
also by C.
 q 62 C + E
k
and v 2 T
q
(Y
k
)
Let L be a line through q such that v 62 T
q
(

k
(L)), then the divisor
D := 

k
(L) + C 2 P(M
k
) contains q but v 62 T
q
(D).
 q 2 C and v 62 T
q
(C)
Let L be a line not containing 
k
(q), then the divisor D := 

k
(L) + C 2
P(M
k
) contains q but v 62 T
q
(D).
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 q 2 C and v 2 T
q
(C)
The linear system P
m
(P
1
; : : : ; P
k
) induces a linear system P
m
(P
1
; : : : ; P
k
):C
on C, with P
m
(P
1
; : : : ; P
k
):C = h
0
+P
1
+: : :+P
k
. So, deg(h
0
) = m(m 1) 
k = g(C)+m(m+3)=2 k 3 = g(C)+1, and h
0
 jP
m
:C P
1
  : : : P
k
j.
This complete linear system is a general element of Pic
g(C)+1
(C) because
k =M  4  g(C) (see lemma 2.2.2), thus dim(jP
m
:C P
1
  : : : P
k
j) = 1,
it is base point free and there exist at most nitely many points q on C such
that for allD
0
2 h
0
with q  D
0
also 2q  D
0
(see lemma 1.2.1). This implies
that dim(h
0
)  1. On the other hand, dim(h
0
) = dim(P
m
(P
1
; : : : ; P
k
))  
dim(P
1
)  1  M   k   2  1 = 1. So dim(P(M
k
)) = M   k, dim(h
0
) = 1
and h
0
= jP
m
:C   P
1
  : : :  P
k 1
  P
0
k
j. Thus problems can arise if q 2 C
and v 2 T
q
(C).
 q 2 E
k
and v 2 T
q
(E
k
)
We know that P(M
k
) is base point free (the induced linear system on
C is base point free and 

k
(O
P
2
(1)) is base point free). So P(M
k
) in-
duces the complete linear system of degree 1 and dimension 1 on E
i
for all
i = 1; : : : ; k. Assume 
k
(q) = P
i
, then there exists a divisor D 2 P(M
k
)
with D:E
i
= q, and thus q 2 D but v 62 T
q
(D).
 q 2 E
k
n C and v 62 T
q
(E
k
)
Assume 
k
(q) = P
i
. Let L be a line through P
i
with q 62 

k
(L)  E
i
, then
the divisor D := 

k
(L) + C 2 P(M
k
) contains q but v 62 T
q
(D) (because
T
q
(D) = T
q
(E
i
)).
So, in case P
1
; : : : ; P
k
general on C, we see that problems can only occur
if q 2 C and v 2 T
q
(C), and that there can only be nitely many such q
(see above). Assume ~q is such a point on C causing problems and denote
L
~q
the line in P
2
tangent to C at 
k
(~q).
We know that P
1
+ : : :+P
k
2 jP
m
:C   h
0
j and jP
m
:C   h
0
j is a general ele-
ment of Pic
k
(C) (indeed, h
0
is a general element of Pic
g(C)+1
(C)). Because
k  g(C), jP
m
:C   h
0
j is base point free (see lemma 1.2.1), so for a general
choice of P
1
+ : : :+P
k
2 jP
m
:C h
0
j we have that P
i
62 L
~q
, for i = 1; : : : ; k.
So in particular, P
k
62 L
~q
.
Also, because P
k
is a general point on C, we have that the strict trans-
form of C and the strict transform of the line tangent to C at P
k
intersect
transversally on Y
k
.
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And, because P
k
is general on C, the line in P
2
tangent to C at P
i
(i 2
f1; : : : ; k   1g) does not contain P
k
.
(3) Assume there exists a point q and a tangent direction v 2 T
q
(Y
k;0
) that
cannot be separated by P(M
k
).
We then know from (1) that we are in one of the following cases:
(a) q 62 C + E
k;0
and v 2 T
q
(

k;0
(hP
0
; qi)  E
0
).
(b) q 2 E
i
n C (with 1  i  k   1), v 62 T
q
(E
i
) and q 2 

k;0
(hP
0
; P
i
i)  
E
0
  E
i
.
(c) q 2 E
0
, v 62 T
q
(E
0
) and v 2 T
q
(

k;0
(L)   E
0
), where L is the line
containing P
0
for which q 2 

k;0
(L)  E
0
.
Specializing P
0
to P
k
, the q and v of cases (a)-(c) have to specialize to a
point q
0
2 C and a tangent direction v
0
2 T
q
(C). So, after specializing, we
should have the following:
(a) q
0
2 C, v
0
2 T
q
0
(C) and v
0
2 T
q
0
(

k
(hP
k
; q
0
i)  E
k
), i.e. in P
2
we would
get P
k
2 L
~q
; but this contradicts with (2), so q and v are separated by
P(M
k;0
).
(b) q
0
2 C \ E
i
, v
0
2 T
q
0
(C) and v
0
2 T
q
0
(

k
(hP
k
; q
0
i)   E
k
), i.e. in P
2
we
would get that the line tangent to C at P
i
contains P
k
; but this contradicts
with (2), so q and v are separated by P(M
k;0
).
(c) q
0
2 C \ E
k
(i.e. v
q
0
2 T
P
k
(C)), v
0
2 T
q
0
(C) and v
0
2 T
q
0
(

k
(L
0
)  E
k
),
with L
0
the line with direction v
q
0
at P
k
(i.e. L
0
is the line in P
2
tangent
to C at P
k
). So on Y
k
we would get that the strict transform of the line
L
0
and the strict transform of C do not intersect transversally; but this
contradicts with (2), so q and v are separated by P(M
k;0
).
This implies that P(M
k;0
) separates tangent directions on Y
k;0
.
(4) That P(M
k
) separates tangent directions on Y
k
in case P
1
; : : : ; P
k
are
general points in the plane follows immediately from [17, Proposition 5.6]
(see p. 23), because (Y
k;0
;M
k;0
) is a specialization of (Y
k
;M
k
).
Indeed, consider the family f :M ! U , with U the open subset of Hilb
k
(P
2
)
containing all reduced elements Z 2 Hilb
k
(P
2
) that are non-special for
curves of degree m, and f
 1
(Z) = Y
Z
, where Y
Z
is the blowing-up of P
2
along Z. Then, if Z consists of k general points of P
2
, and Z
0
consists of
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k   1 general points on C and one point general in the plane, we can see
Z
0
as a specialization of Z inside U . Thus (Y
k;0
;M
k;0
) = (Y
Z
0
;M
Z
0
) is a
specialization of (Y
k
;M
k
) = (Y
Z
;M
Z
).
This concludes the proof of proposition 6.2.1. 2
6.3 Proof of theorem 6.1 for m  6
For l =  1; 0; 1 and 0  i  k we dene Z
l;i
 Y
i
n E
i
 Y
i
n E
i
as
f(q; q
0
) : dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) = lg. We will say that the Gauss map 
i
is
injective outside E
i
, if for all q; q
0
2 Y
i
nE
i
: T
q
(Y
i
) 6= T
q
0
(Y
i
).
6.3.1 q; q
0
2 E
j
for some 1  j  k
As the points P
1
; : : : ; P
k
are general in the plane, we may assume j = k
without loss of generality. We know that a divisor D 2 P(M
k
) is singular
at the point q if and only if it contains the exceptional divisor E
k
and
D   E
k
contains q. By M
k
  E
k
(resp. M
k
  2E
k
)we denote the sheaf


k
(O
P
2
(m))
O
Y
k
( E
1
 : : : E
k 1
 2E
k
) (resp. 

k
(O
P
2
(m))
O
Y
k
( E
1
 
: : :  E
k 1
  3E
k
)).
Claim 6.3.1
For all m  2 and k  M   4, dim(P(M
k
  E
k
)) = M   k   2 and
dim(P(M
k
  2E
k
)) =M   k   5.
Proof:
We know that dim(P(M
k
 E
k
)) = dim(P
m
(P
1
; : : : ; P
k 1
; 2P
k
). Obviously,
if m  2, dim(P
m
(2P
k
) = M   3. So, because P
1
; : : : ; P
k 1
are general
in the plane and M   3   (k   1)   1, we get that dim(P(M
k
  E
k
)) =
dim(P
m
(P
1
; : : : ; P
k 1
; 2P
k
) = dim(P
m
(2P
k
)  (k   1) =M   k   2.
We also have that dim(P(M
k
  2E
k
)) = dim(P
m
(P
1
; : : : ; P
k 1
; 3P
k
). In
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case m = 2 then M = 5, k  1 and dim(P(M
k
  2E
k
)) = dim(P
m
(3P
1
) =
 1 = M   k   5. If m  3, then dim(P
m
(3P
k
) = M   6. And, because
P
1
; : : : ; P
k 1
are general in the plane andM 6 (k 1)   1, we get that
dim(P(M
k
 2E
k
)) = dim(P
m
(P
1
; : : : ; P
k 1
; 3P
k
) = dim(P
m
(3P
k
) (k 1) =
M   k   5. q.e.d.
Lemma 6.3.2 For all m  2 and k M 4. The linear system P(M
k
 E
k
)
induces a linear system h on E
k
, and h = g
2
2
(i.e. it is a complete linear
system of degree 2 and dimension 2).
Proof:
Obviously P(M
k
  E
k
) induces a linear system h on E
k
, we write this as
follows: P(M
k
  E
k
):E
k
= h. We see immediately that deg(h) = 2. Also
dim(h) = dim(P(M
k
  E
k
))   dim(P(M
k
  2E
k
))  1. Now, dim(P(M
k
 
E
k
)) = M   k   2; and, dim(P(M
k
  2E
k
)) = M   k   5 (see claim 6.3.1).
Thus dim(h) =M   k   2 M + k + 5  1 = 2. q.e.d.
Because of lemma 6.3.2, there exists a divisor D
0
2 P(M
k
 E
k
) not contain-
ing E
k
and with D
0
:E
k
 q but D
0
:E
k
6 q + q
0
. The divisor D := D
0
+ E
k
is then an element of P(M
k
), which is singular at q but not at q
0
. This
proves that S
q
(M
k
) 6= S
q
0
(M
k
), and thus T
q
(Y
k
) 6= T
q
0
(Y
k
).
6.3.2 q; q
0
2 Y
k
n E
k
In order to prove this theorem we use induction on k (for xed m). This
induction is obtained by applying three auxiliary results (lemmas 6.3.4,
6.3.6 and 6.3.5). In lemma 6.3.7 we show that the m-Veronese map satises
the conditions needed to start the induction. Note that the method we use
here is similar to the one used to prove theorem 5.1.
The following result is needed to prove lemmas 6.3.4, 6.3.6 and 6.3.5.
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Claim 6.3.3
If (q; q
0
) 2 Z
1;i
(resp. (q; q
0
) 2 Z
0;i
) and i  M   5 (resp. i  M   6).
Then dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i \ Y
i
nE
i
) = 0.
Proof:
We know that D 2 P(S
q
(Y
i
) \ S
q
0
(Y
i
)) if and only if the hyperplane [D] in
P
M i
that denes D contains the linear subspace hT
q
(Y
i
) [ T
q
0
(Y
i
)i. This
implies that dim(P(S
q
(Y
i
)\S
q
0
(Y
i
))) =M   i dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i)  1.
Using dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i) = dim(T
q
(Y
i
)) + dim(T
q
(Y
i
))  dim(T
q
(Y
i
) \
T
q
(Y
i
)) = 3(resp. 4), we get dim(P(S
q
(Y
i
) \ S
q
0
(Y
i
))) = M   i   4 (resp.
M   i  5).
Obviously, 0  dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i\Y
i
nE
i
) < 2, because 
i
corresponds
to the very ample invertible sheafM
i
on Y
i
. Assume that the lemma is false,
then, for some (q; q
0
) 2 Z
1;i
(resp. (q; q
0
) 2 Z
0;i
), dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i \
Y
i
nE
i
) has to be equal to 1. Now, hT
q
(Y
i
)[T
q
0
(Y
i
)i is not a hyperplane in
P
M i
, because dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i) = 3 (resp. = 4) and M   i  5 (resp.
M   i  6). So this means that the linear system P(S
q
(Y
i
)\ S
q
0
(Y
i
)) has a
xed irreducible component   which is the proper transform of a plane curve
of degree d, with 1  d  m  1. And thus P(S
q
(Y
i
)\S
q
0
(Y
i
)) =  + P(C
d
),
where P(C
d
) is a linear system of curves of degree m   d, with conditions
coming from the points P
i
, q and q
0
, depending on  . If we can prove that
the maximum of all possible dimensions of P(C
d
) is strictly less thanM i 4
(resp. M   i   5), then we get a contradiction. Obviously the dimension
of P(C
d
) gets bigger if the number of general points on those curves gets
smaller. If deg( ) = d the maximal number of general points on   is d(d+
3)=2, and we denote byB(C
d
) the number (m d)(m d+3)=2 i+d(d+3)=2.
So obviously, max(dim(P(C
d
)))  B(C
d
). Moreover, substituting d bym d,
we see that B(C
m d
) = B(C
d
). Assume that 1  d < [(m+ 1)=2], a simple
calculation then shows that B(C
d
) = B(C
d+1
) + (m  2d  1) > B(C
d+1
).
Let us assume that deg( ) = 1, then B(C
1
) =M (m+1) i+2. So, in case
m  7, B(C
1
) M i 6. This implies that max(dim(P(C
d
))) < M i 5 <
M   i   4 for all d 2 f1; : : : ;m   1g, which gives us the contradiction we
wanted. In case m = 6, B(C
1
) =M i 5, which gives only a contradiction
if (q; q
0
) 2 Z
1;i
. So assume (q; q
0
) 2 Z
0;i
(and i M  6 = 21). We have not
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taken into account the singular points q and q
0
yet. Those points can only
be smooth points on  , so max(dim(P(C
1
)))  dim(P
5
(P
1
; : : : ; P
i 2
; q; q
0
)).
If i M   7 = 20, the linear system P
5
(P
1
; : : : ; P
i 2
) is base point free, so
max(dim(P(C
1
))) M   7  i+ 2  1 =M   6  i. If i =M   6 = 21, the
linear system P
5
(P
1
; : : : ; P
19
) is 1-dimensional, and has 6 base-points. So,
dim(P
5
(P
1
; : : : ; P
i 2
; q; q
0
)) < M  i 5 = 1, unless q and q
0
are base points
of P
5
(P
1
; : : : ; P
19
). But, q and q
0
are points on the general line hP
20
; P
21
i(=
 ), so this system should have two base points on every general line, and this
contradicts the fact that it has only nitely many base points. Thus, also for
i =M 6 = 21, max(dim(P(C
1
))) M 7 i+2 1 =M 6 i. Moreover,
we know that B(C
2
) = B(C
1
) + 2. So max(dim(P(C
d
)))  M   6   i, for
all d 2 f1; : : : ;m   2g. Then only the case deg( ) = m   1 = 5, remains
to be checked. We know that max(dim(P(C
5
)))  dim(P
1
)  2. So, if
i  M   8 = 19, max(dim(P(C
5
)))  2 < M   i   5. We now that on  ,
there can only be 20 general points. And, if   contains 20 general points,
then   is smooth. So, if i =M   7 = 20, then q and q
0
can only be smooth
points of  , thus max(dim(P(C
5
)))  dim(P
1
(q; q
0
))  0 < M   i   5 = 2.
And, if i = M   6 = 21, only 20 of the P
i
can lie on  , and q and q
0
are
(at most) smooth points of  , thus max(dim(P(C
5
)))  dim(P
1
(P
1
; q; q
0
)) 
0 < M   i  5 = 1. So we always get the contradiction we wanted. And we
may conclude that dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i \ Y
i
n E
i
) = 0 q.e.d.
Lemma 6.3.4
If 
i
is injective outside E
i
and dim(Z
1;i
) < 2, with 0  i  M   5, then
the Gauss map 
i+1
is injective outside E
i+1
.
Proof:
Assume that 
i+1
is not injective outside E
i+1
, i.e. there exist two points
q and q
0
on Y
i+1
n E
i+1
for which S
q
(M
i+1
) = S
q
0
(M
i+1
). We know that
all D 2 P(S
q
(M
i+1
)) on Y
i+1
correspond to a divisor of P(S
q
(M
i
)) on Y
i
that contains P
i+1
. So dim(P(S
q
(M
i
) \ S
q
0
(M
i
)))  dim(P(S
q
(M
i+1
))) =
M   i   4. But, because the Gauss map 
i
is injective, we also know
that dim(P(S
q
(M
i
) \ S
q
0
(M
i
))) < M   i   3. Thus dim(P(S
q
(M
i
) \
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S
q
0
(M
i
))) = M   i   4. But this dimension is also equal to the di-
mension of all hyperplanes in P
M i
that contain hT
q
(Y
i
) [ T
q
0
(Y
i
)i. Thus
M i dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i) 1 =M i 4, and dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i) = 3.
This implies that dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) = 4   dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i) = 1,
i.e. (q; q
0
) 2 Z
1;i
. Moreover, because the dimension of the intersection of
the tangent spaces changes, P
i+1
2 hT
q
(Y
i
) [ T
q
0
(Y
i
)i. Let us now dene
I  Z
1;i
 Y
i
n E
i
, by I := f((r; r
0
); s) : s 2 hT
r
(Y
i
) [ T
r
0
(Y
i
)ig. Denote the
rst (resp. second) projection map by p
1
(resp. p
2
). We know, because
of claim 6.3.3, that dim(genb(p
1
)) = 0. Moreover, because P
i+1
is a gen-
eral point of Y
i
n E
i
, the map p
2
is dominant, i.e. dim(Im(p
2
)) = 2. So,
dim(I) = dim(Z
1;i
) = 2 + dim(genb(p
2
))  2. This gives a contradiction
with dim(Z
1;i
) < 2. This proves our lemma. q.e.d.
Lemma 6.3.5
If 
i
is injective outside E
i
, 0  i M 7, dim(Z
0;i
) < 4 and dim(Z
1;i
) < 2;
then dim(Z
1;i+1
) < 2.
Proof:
Assume that dim(Z
1;i+1
)  2. Then, if (q; q
0
) is a general element of
Z
1;i+1
, (q; q
0
) 62 Z
1;i
. This implies that dim(T
q
(Y
i+1
) \ T
q
0
(Y
i+1
)) = 1 and
dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) 6= 1. Moreover, because 
i
is injective, dim(T
q
(Y
i
) \
T
q
0
(Y
i
))  1. And, we know that by projecting from a point, the dimension
of the intersection of two tangent spaces remains the same, unless the cen-
ter of the projection belongs to the span of the two tangent spaces, in this
case, the dimension of the intersection increases by one. So dim(T
q
(Y
i+1
)\
T
q
0
(Y
i+1
))  dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) + 1. Thus, dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) = 0,
i.e. (q; q
0
) 2 Z
0;i
. And P
i+1
2 hT
q
(Y
i
) [ T
q
0
(Y
i
)i. Let us now dene
J  Z
0;i
 Y
i
n E
i
by J := f((r; r
0
); s) : s 2 hT
r
(Y
i
) [ T
r
0
(Y
i
)ig. The
rst (resp. second) projection map we denote by q
1
(resp. q
2
). Then
((q; q
0
); P
i+1
) 2 J , and thus dim(Im(q
2
)) = 2 (because P
i+1
is a general ele-
ment of Y
i
nE
i
). We know, because of claim 6.3.3, that dim(genb(q
1
)) = 0.
So dim(J) = dim(Z
0;i
) = 2 + dim(genb(q
2
)). Because Z
1;i+1
\ Z
1;i
is a
closed subset of Z
1;i+1
, we have that dim(Z
1;i+1
) = dim(Z
1;i+1
n (Z
1;i+1
\
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Z
1;i
)). We also showed that Z
1;i+1
n (Z
1;i+1
\ Z
1;i
)  q
 1
2
(P
i+1
). But,
P
i+1
is a general point of Y
i
n E
i
, so genb(q
2
) = dim(q
 1
2
(P
i+1
)). Thus,
dim(Z
1;i+1
)  genb(q
2
) = dim(Z
0;i
)   2 < 2, which gives a contradiction
with the assumption dim(Z
1;i+1
)  2. This proves our lemma. q.e.d.
Lemma 6.3.6
If 
i
is injective outside E
i
and dim(Z
0;i
) < 4, with 0  i  M   7, then
dim(Z
0;i+1
) < 4.
Proof:
Obviously, dim(Z
0;i+1
)  4, because Z
0;i+1
 Y
i
n E
i
 Y
i
n E
i
. So assume
dim(Z
0;i+1
) = 4. Dene L  Z
 1;i
 Y
i
n E
i
by L := f((r; r
0
); s) : s 2
hT
r
(Y
i
) [ T
r
0
(Y
i
)ig. Denote the rst (resp. second) projection map by r
1
(resp. r
2
). Then ((q; q
0
); P
i+1
) 2 L, and thus dim(Im(r
2
)) = 2 (because
P
i+1
is a general element of Y
i
n E
i
). We know that dim(genb(q
1
))  1.
So dim(J) = 2+ dim(genb(r
2
))  dim(Z
 1;i
) + 1. Because Z
0;i+1
\Z
0;i
is
a closed subset of Z
0;i+1
, we have that dim(Z
0;i+1
) = dim(Z
0;i+1
n (Z
0;i+1
\
Z
0;i
)). We also showed that Z
0;i+1
n (Z
0;i+1
\ Z
0;i
)  r
 1
2
(P
i+1
). But,
P
i+1
is a general point of Y
i
n E
i
, so genb(r
2
) = dim(r
 1
2
(P
i+1
)). Thus,
dim(Z
0;i+1
)  genb(q
2
) = dim(Z
 1;i
)  1  3, which gives a contradiction
with the assumption dim(Z
0;i+1
) = 4. This proves our lemma. q.e.d.
Lemma 6.3.7
For all q; q
0
2 P
2
(distinct), dim(T
q
(P
2
) \ T
q
0
(P
2
)) =  1.
Recall that T
q
(P
2
) denotes the embedded tangent space of the m-Veronese
image of P
2
at q.
Proof:
Denote by Y
q
the blowing-up of P
2
along q, let 
q
be the projection map and
E
q
the exceptional divisor. Then the sheaf 

q
(O
P
2
(m))
O
Y
q
( 2E
q
) is very
ample on Y
q
(see e.g. [13] or [18]). So dim(P(S
q
(O
P
2
(m))\S
q
0
(O
P
2
(m)))) =
M   6. Again, using that this dimension is equal to the dimension of all
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hyperplanes in P
M
containing hT
q
(P
2
)[T
q
0
(P
2
)i, we get that dim(hT
q
(P
2
)[
T
q
0
(P
2
)i) = M   1   (M   6) = 5; and thus dim(T
q
(P
2
) \ T
q
0
(P
2
)) =  1.
q.e.d.
Note that lemma 6.3.7 is true for all m  3, because the proof remains
valid.
Lemma 6.3.7 implies in particular that dim(Z
1;0
) = dim(Z
0;0
) =  1 and 
0
is injective. So we may apply lemma 6.3.4, which says that 
1
is injective.
Of course, 1 M 6, so lemma 6.3.5 implies dim(Z
1;1
) < 2. Again applying
lemma 6.3.4, gives us the injectivity outside E
i
of 
2
. Also, 1 M   7, so
we can also apply lemma 6.3.6, which gives us dim(Z
0;1
) < 4. Using this to
apply lemma 6.3.5, leads us to dim(Z
1;2
) < 2, and thus to the injectivity
outside E
i
of 
3
(using lemma 6.3.4).
So, repeatedly applying the lemmas 6.3.4, 6.3.5 and 6.3.6 as illustrated
above, gives us the following results:
Result 1: For all i with 0  i M   6, dim(Z
0;i
) < 4.
Result 2: For all i with 0  i M   5, dim(Z
1;i
) < 2.
Result 3: For all i with 0  i M   4, 
i
is injective outside E
i
.
This concludes the case where q; q
0
2 Y
k
nE
k
.
6.3.3 q 2 Y
k
n E
k
and q
0
2 E
j
for some 1  j  k
Assume that for such q and q
0
, T
q
(Y
k
) = T
q
0
(Y
k
). This is of course equiv-
alent with S
q
(M
k
) = S
q
0
(M
k
). Let j = k, we know that S
q
0
(M
k
) cor-
responds to a subset of S
P
k
(M
k 1
), and S
q
(M
k
) corresponds to a sub-
set of S
q
(M
k 1
). This implies that dim(P(S
q
(M
k 1
) \ S
P
k
(M
k 1
))) 
dim(P(S
q
(M
k
))) = M   k   3. But P
k
and q are points of Y
k 1
not on
E
k 1
, and we already know that 
k 1
is injective outside E
k 1
(see Re-
sult 3). This means that dim(P(S
q
(M
k 1
) \ S
P
k
(M
k 1
))) < M   k   2,
thus dim(P(S
q
(M
k 1
) \ S
P
k
(M
k 1
))) = M   k   3. But, this implies
that dim(T
q
(Y
k 1
) \ T
P
k
(Y
k 1
)) = 1, i.e. (q; P
k
) 2 Z
1;k 1
. And, because
P
k
is a general point of Y
k 1
n E
k 1
, we get that dim(Z
1;k 1
)  2, but,
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as k   1  M   5, this contradicts Result 2. So we may conclude that
T
q
(Y
k
) 6= T
q
0
(Y
k
).
6.3.4 q 2 E
j
1
and q
0
2 E
j
2
with 1  j
1
< j
2
 k
Without loss of generality we may take j
1
= k   1 and j
2
= k. Assume
T
q
(Y
k
) = T
q
0
(Y
k
), i.e. S
q
(M
k
) = S
q
0
(M
k
). We know that S
q
(M
k
) (resp.
S
q
0
(M
k
)) corresponds to a subset of S
P
k 1
(M
k 2
) (resp. S
P
k
(M
k 2
)).
So, dim(P(S
P
k 1
(M
k 2
) \ S
P
k
(M
k 2
)))  dim(P(S
q
(M
k
))) = M   k   3.
But, P
k 1
and P
k
are points on Y
k 2
not on E
k 2
, and, using Result 3, we
get that 
k 2
is injective outside E
k 2
which implies dim(P(S
P
k 1
(M
k 2
)\
S
P
k
(M
k 2
))) < M   k   1.
This means that either dim(P(S
P
k 1
(M
k 2
) \ S
P
k
(M
k 2
))) = M   k   2,
or dim(P(S
P
k 1
(M
k 2
) \ S
P
k
(M
k 2
))) = M   k   3. In the rst case, we
see that dim(hT
q
(Y
k 2
)[ T
q
0
(Y
k 2
)i) =M   (k  2)  1  (M   k  2) = 3,
so dim(T
q
(Y
k 2
) \ T
q
0
(Y
k 2
)) = 1, i.e. (P
k 1
; P
k
) 2 Z
1;k 2
. But P
k 1
and P
k
are general points of Y
k 2
n E
k 2
, so dim(Z
1;k 2
) = 4; and, as
k   2  M   6, this contradicts with Result 2. In the second case, we
get dim(hT
q
(Y
k 2
) [ T
q
0
(Y
k 2
)i) = M   (k   2)  1  (M   k   3) = 4, so
dim(T
q
(Y
k 2
) \ T
q
0
(Y
k 2
)) = 0, i.e. (P
k 1
; P
k
) 2 Z
0;k 2
. But P
k 1
and P
k
are general points of Y
k 2
nE
k 2
, so dim(Z
0;k 2
) = 4; and, as k 2 M 6,
this contradicts Result 1. So we may conclude that T
q
(Y
k
) 6= T
q
0
(Y
k
).
This concludes the proof of the case m  6. 2
6.4 Proof of theorem 6.1 for m = 2; 3 and 4
First of all, let us note that because lemma 6.3.2 is valid for all m  2,
as in section 6.3.1, we get that T
q
(Y
k
) 6= T
q
0
(Y
k
), for all q; q
0
2 E
j
with
1  j  k, m  2 and 0  k M   4.
For the other possibilities of q; q
0
2 Y
k
, we will show that dim(P(S
q
(M
k
)\
S
q
0
(M
k
))) < dim(P(S
q
(M
k
))) =M  k 3. This immediately implies that
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T
q
(Y
k
) 6= T
q
0
(Y
k
). Note that for the case m = 2, it is also possible to use
theorem 4.2.
6.4.1 The case m = 2
Here M = 5, so k M   4 = 1 and M   k   3 = 2  k.
6.4.1.1 q; q
0
2 Y
k
n E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
)))  dim(P
2
(2q; 2q
0
)) = 0 < 1  2   k. So
S
q
(M
k
) 6= S
q
0
(M
k
), i.e. T
q
(Y
k
) 6= T
q
0
(Y
k
).
6.4.1.2 q 2 Y
k
nE
k
and q
0
2 E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
)))  dim(P
2
(2P
k
; 2q)) = 0 < 1  2  k. So
T
q
(Y
k
) 6= T
q
0
(Y
k
).
This completes the proof for the case m = 2. 2
6.4.2 The case m = 3
Here M = 9, so k  5 and M   k   3 = 6  k.
6.4.2.1 q; q
0
2 Y
k
n E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) = dim(P
3
(P
1
; : : : ; P
k
; 2q; 2q
0
)). But,
of course, hq; q
0
i is a xed component of P
3
(P
1
; : : : ; P
k
; 2q; 2q
0
), and at
most two of the general points can lie on this line. So dim(P(S
q
(M
k
) \
S
q
0
(M
k
)))  dim(P
2
(P
1
; : : : ; P
k 2
; q; q
0
)). We also know that no four points
in fP
1
; : : : ; P
k 2
; q; q
0
g are collinear, thus dim(P
2
(P
1
; : : : ; P
k 2
; q; q
0
)) =
5  (k   2)  2 = 5  k < 6  k. So T
q
(Y
k
) 6= T
q
0
(Y
k
).
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6.4.2.2 q 2 Y
k
n E
k
and q
0
2 E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
)))  dim(P
3
(P
1
; : : : ; P
k 1
; 2P
k
; 2q)). But,
of course, hP
k
; qi is a xed component of P
3
(P
1
; : : : ; P
k 1
; 2P
k
; 2q), and
at most one other general point lies on this line. So dim(P(S
q
(M
k
) \
S
q
0
(M
k
)))  dim(P
2
(P
2
; : : : ; P
k
; q)). No four points in fP
2
; : : : ; P
k
; q; q
0
g
are collinear, thus dim(P
2
(P
2
; : : : ; P
k
; q))  5   k < 6   k. So T
q
(Y
k
) 6=
T
q
0
(Y
k
).
6.4.2.3 q 2 E
k 1
and q
0
2 E
k
Then dim(P(S
q
(M
k
)\S
q
0
(M
k
)))  dim(P
3
(P
1
; : : : ; P
k 2
; 2P
k 1
; 2P
k
)). Of
course, the line hP
k 1
; P
k
i has to be a xed component of the linear system
P
3
(P
1
; : : : ; P
k 2
; 2P
k 1
; 2P
k
), and no other general point can lie on this line.
So dim(P(S
q
(M
k
)\ S
q
0
(M
k
)))  dim(P
2
(P
1
; : : : ; P
k
))  5  k < 6  k. So
T
q
(Y
k
) 6= T
q
0
(Y
k
).
This concludes the proof for the case m = 3. 2
6.4.3 The case m = 4
Here M = 14, so k  10 and M   k   3 = 11  k.
6.4.3.1 q; q
0
2 Y
k
n E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) = dim(P
4
(P
1
; : : : ; P
k
; 2q; 2q
0
)).
 P
j
62 hq; q
0
i for all 1  j  k
The linear system P
4
(P
1
; : : : ; P
k
) induces a linear system on hq; q
0
i, de-
note P
4
(P
1
; : : : ; P
k
):hq; q
0
i = h. Obviously, deg(h) = 4, and dim(h) =
dim(P
4
(P
1
; : : : ; P
k
))   dim(P
3
(P
1
; : : : ; P
k
))   1. And, because k  10, we
have that dim(P
3
(P
1
; : : : ; P
k
)) = 9 k. So dim(h) = 14 k (9 k) 1 = 4,
i.e. h = g
4
4
. Thus 2q + 2q
0
impose at least four conditions on the linear
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system P
4
(P
1
; : : : ; P
k
), i.e. dim(P(S
q
(M
k
) \ S
q
0
(M
k
)))  14   k   4 =
10  k < 11  k.
 P
j
2 hq; q
0
i for exactly one j 2 f1; : : : ; kg
Assume j = k, then hq; q
0
i is a xed component of P
4
(P
1
; : : : ; P
k
; 2q; 2q
0
)
(and P
k
is the only one of the P
i
's that lies on this line). So dim(P(S
q
(M
k
)\
S
q
0
(M
k
)))  dim(P
3
(P
1
; : : : ; P
k 1
; q; q
0
))  10  k < 11  k.
 hP
j
1
; P
j
2
i = hq; q
0
i for some 1  j
1
< j
2
 k
Assume that j
1
= k   1 and j
2
= k, then hq; q
0
i is a xed component of
P
4
(P
1
; : : : ; P
k
; 2q; 2q
0
) (and P
k
and P
k 1
are the only ones of the P
i
's that lie
on this line). So dim(P(S
q
(M
k
)\S
q
0
(M
k
)))  dim(P
3
(P
1
; : : : ; P
k 2
; q; q
0
)).
If k  9, one can easily check that P
3
(P
1
; : : : ; P
k 2
) has no base points out-
side P
1
+ : : :+ P
k 2
, so dim(P
3
(P
1
; : : : ; P
k 2
; q; q
0
))  10   k < 11  k. If
k = 10, the linear system P
3
(P
1
; : : : ; P
8
) has precisely one base point out-
side P
1
+ : : : + P
8
, so q + q
0
imposes at least one extra condition, and
dim(P
3
(P
1
; : : : ; P
8
; q; q
0
))  0 < 1 = 11  k
So, in any case, T
q
(Y
k
) 6= T
q
0
(Y
k
).
6.4.3.2 q 2 Y
k
nE
k
and q
0
2 E
k
We then have dim(P(S
q
(M
k
)\S
q
0
(M
k
)))  dim(P
4
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
;
2q)), where by adding v
q
0
, we indicate that we take all curves C of the
linear system P
4
(P
1
; : : : ; P
k 1
; 2P
k
; 2q) with #C:L  3, where L is the line
through P
k
with T
P
k
(L) 3 v
q
0
.
 P
j
62 hP
k
; qi and v
q
0
62 T
P
k
(hP
k
; qi)
Then P
4
(P
1
; : : : ; P
k 1
; 2P
k
) induces a linear system on the line hP
k
; qi, de-
note P
4
(P
1
; : : : ; P
k 1
; 2P
k
):hP
k
; qi = h + 2P
k
. Obviously deg(h) = 2, and
dim(h) = dim(P
4
(P
1
; : : : ; P
k 1
; 2P
k
)) dim(P
3
(P
1
; : : : ; P
k
)) 1 = 14 (k 
1) 3 (9 k) 1 = 2, i.e. h = g
2
2
. Thus 2q imposes at least 2 condition on
the linear system P
4
(P
1
; : : : ; P
k 1
; 2P
k
), i.e. dim(P(S
q
(M
k
)\S
q
0
(M
k
))) 
10  k < 11  k.
 P
j
62 hP
k
; qi and v
q
0
2 T
P
k
(hP
k
; qi)
Then hP
k
; qi is a xed component of P
4
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
; 2q), and
dim(P(S
q
(M
k
)\S
q
0
(M
k
)))  dim(P
3
(P
1
; : : : ; P
k 1
; P
k
; q))  9 k < 11 k.
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 9!P
j
2 hP
k
; qi
Assume j = 1, then hP
k
; qi is a xed component of P
4
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
;
2q). This implies that dim(P(S
q
(M
k
)\S
q
0
(M
k
)))  dim(P
3
(P
2
; : : : ; P
k 1
;
P
k
; q))  10  k < 11  k.
So, in any case, T
q
(Y
k
) 6= T
q
0
(Y
k
).
6.4.3.3 q 2 E
k 1
and q
0
2 E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
)))  dim(P
4
(P
1
; : : : ; P
k 2
; 2P
k 1
; 2P
k
)) 
14  (k   2)  3  3 = 10  k < 11  k. So T
q
(Y
k
) 6= T
q
0
(Y
k
).
This concludes the proof for the case m = 4. 2
6.5 Proof of theorem 6.1 for m = 5
Then M = 20, k  16 and M   k   3 = 17   k. First of all, we will see
for which q and q
0
on Y
k
, we can use the method of section 6.4 (we call
this method I) to prove that T
q
(Y
k
) 6= T
q
0
(Y
k
). The remaining part will be
solved using a method similar to the one of section 6.3 (we call this method
II).
Note that if q; q
0
2 E
j
for some j 2 f1; : : : ; kg, then, using lemma 6.3.2 and
reasoning as in section 6.3.1, we get T
q
(Y
k
) 6= T
q
0
(Y
k
).
6.5.1 Using method I
6.5.1.1 q and q
0
2 Y
k
nE
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) = dim(P
5
(P
1
; : : : ; P
k
; 2q; 2q
0
)).
 hP
j
1
; P
j
2
i = hq; q
0
i for some 1  j
1
< j
2
 k
Assume j
1
= k   1 and j
2
= k, then hq; q
0
i is a xed component of the
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linear system P
5
(P
1
; : : : ; P
k
; 2q; 2q
0
). So, dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) =
dim(P
4
(P
1
; : : : ; P
k 2
; q; q
0
))  14  (k   2) = 16  k < 17  k.
 P
j
2 hq; q
0
i for exactly one j 2 f1; : : : ; kg
Assume j = k. The linear system P
5
(P
1
; : : : ; P
k
) induces a linear system on
hq; q
0
i, denote P
5
(P
1
; : : : ; P
k
):hq; q
0
i = h + P
k
. Obviously, deg(h) = 4, and
dim(h) = dim(P
5
(P
1
; : : : ; P
k
))  dim(P
4
(P
1
; : : : ; P
k 1
))  1. And, because
k  16, we have that dim(P
4
(P
1
; : : : ; P
k 1
)) = 15 k. So dim(h) = 20 k 
(15 k)  1 = 4, i.e. h = g
4
4
. Thus 2q+2q
0
imposes at least four conditions
on the linear system P
5
(P
1
; : : : ; P
k
), i.e. dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) 
20  k   4 = 16  k < 17  k.
 P
j
62 hq; q
0
i for all 1  j  k
Again, the linear system P
5
(P
1
; : : : ; P
k
) induces a linear system on hq; q
0
i,
denote P
5
(P
1
; : : : ; P
k
):hq; q
0
i = h. Obviously, deg(h) = 5, and dim(h) =
dim(P
5
(P
1
; : : : ; P
k
))  dim(P
4
(P
1
; : : : ; P
k
))  1. vspace1mm
If k  15, we have that dim(P
4
(P
1
; : : : ; P
k
)) = 14 k. So dim(h) = 20 k 
(14 k)  1 = 5, i.e. h = g
5
5
. Thus 2q+2q
0
imposes at least four conditions
on the linear system P
5
(P
1
; : : : ; P
k
), i.e. dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) 
20  k   4 = 16  k < 17  k.
If k = 16, method I does not suÆce. Indeed, dim(P
4
(P
1
; : : : ; P
k
)) =  1.
So dim(h) = 20  k  ( 1)  1 = 4, and we can only conclude that 2q+2q
0
imposes at least 3 conditions on P
5
(P
1
; : : : ; P
k
), but this is not enough to
get a contradiction. So this case remains to be proven (we will do this in
section 6.5.2, using method II).
6.5.1.2 q 2 Y
k
nE
k
and q
0
2 E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) = dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
; 2q)).
 9P
j
2 hP
k
; qi with 1  j  k   1 and v
q
0
2 T
P
k
(hP
k
; qi)
Assume j = 1. Obviously, hP
k
; qi is a xed component of the linear system
P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
; 2q). This implies dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) =
dim(P
4
(P
2
; : : : ; P
k
; q))  14  (k   1) = 15  k < 17  k.
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 P
1
2 hP
k
; qi and v
q
0
62 T
P
k
(hP
k
; qi)
The linear system P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) induces a linear system on
hP
k
; qi, denote P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
):hP
k
; qi = h+P
1
+2P
k
. Obviously,
deg(h) = 2, and dim(h) = dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
)) dim(P
4
(P
2
; : : : ;
P
k
; v
q
0
)) 1. One can easily see that the linear system P
5
(P
1
; : : : ; P
k 1
; 2P
k
)
is base point free on E
k
, so the linear system P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) has
dimension 17   k. On the other hand, dim(P
4
(P
2
; : : : ; P
k
; v
q
0
))  15   k.
Thus, dim(h)  1, i.e. h = g
1
2
. So, 2q imposes at least one condition on the
linear system P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) and dim(P(S
q
(M
k
)\ S
q
0
(M
k
))) 
dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
))  1 = 16  k < 17  k.
 P
j
62 hP
k
; qi for all 1  j  k   1 and v
q
0
2 T
P
k
(hP
k
; qi)
The linear system P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) induces a linear system on the
line hP
k
; qi, denote P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
):hP
k
; qi = h+3P
k
. Obviously,
deg(h) = 2, and dim(h) = dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
)) dim(P
4
(P
1
; : : : ;
P
k
))  1. We already know that dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
)) = 17  k.
On the other hand, dim(P
4
(P
1
; : : : ; P
k
)) = max(14  k; 1).
Thus, if k  15, dim(h) = 17   k   (14   k)   1 = 2, i.e. h = g
2
2
.
So, 2q imposes at least two conditions on P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) and
dim(P(S
q
(M
k
) \ S
q
0
(M
k
)))  dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
))   2 = 15  
k < 17  k.
If k = 16, dim(h) = 17   k   ( 1)   1 = 1, i.e. h = g
1
2
. So, 2q imposes
at least one condition on P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) and dim(P(S
q
(M
k
) \
S
q
0
(M
k
)))  dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
))  1 = 16  k < 17  k.
 P
j
62 hP
k
; qi for all 1  j  k   1 and v
q
0
62 T
P
k
(hP
k
; qi)
The linear system P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) induces a linear system on the
line hP
k
; qi, denote P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
):hP
k
; qi = h+2P
k
. Obviously,
deg(h) = 3, and dim(h) = dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
)) dim(P
4
(P
2
; : : : ;
P
k
; v
q
0
)) 1. We already know that dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
)) = 17 k.
On the other hand, we know that dim(P
4
(P
1
; : : : ; P
k
; v
q
0
)) = max(14  
k; 1).
Thus, if k  15, dim(h) = 17   k   (14   k)   1 = 2, i.e. h = g
2
3
.
So, 2q imposes at least one condition on P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
) and
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dim(P(S
q
(M
k
) \ S
q
0
(M
k
)))  dim(P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
))   1 = 16  
k < 17  k.
If k = 16, method I does not suÆce. Indeed, dim(h) = 17   k   ( 1)  
1 = 1, i.e. h = g
1
3
. So, 2q does not necessarily impose a condition on
P
5
(P
1
; : : : ; P
k 1
; 2P
k
; v
q
0
), and we do not get a contradiction. So this case
remains to be proven (we will do this in section 6.5.2, using method II).
6.5.1.3 q 2 E
k 1
and q
0
2 E
k
Then dim(P(S
q
(M
k
) \ S
q
0
(M
k
))) = dim(P
5
(P
1
; : : : ; P
k 2
; 2P
k 1
; v
q
; 2P
k
;
v
q
0
))  dim(P
5
(P
1
; : : : ; P
k 2
; 2P
k 1
; 2P
k
)) = 20  (k 2) 3 3 = 16 k <
17  k.
6.5.1.4 Summary
Using method I, we have shown that S
q
(M
k
) 6= S
q
0
(M
k
) for all q and q
0
on Y
k
, unless:
1. q and q
0
2 Y
16
nE
16
and P
j
62 hq; q
0
i for all 1  j  k; or
2. q 2 Y
16
n E
16
and q
0
2 E
i
for some 1  i  k and P
j
62 hq; P
i
i for all
j 6= i.
6.5.2 Using method II
First, we will consider the case where q and q
0
are points on Y
k
not on the
exceptional divisor and P
j
62 hq; q
0
i for all 1  j  k. The other case (q not
on the exceptional divisor, q
0
on E
i
and P
j
62 hq; P
i
i for all j 6= i), will then
follow almost immediately from results obtained for the rst case.
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6.5.2.1 q and q
0
2 Y
16
nE
16
and P
j
62 hq; q
0
i for all 1  j  16
For l =  1; 0; 1 and 0  i  15, we dene
e
Z
l;i
 Y
i
n E
i
 Y
i
n E
i
by
e
Z
l;i
:= f(q; q
0
) : P
j
62 hq; q
0
i81  j  i and dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) = lg,
where by hq; q
0
i we mean the line in P
2
.
Claim 6.5.1 Let (q; q
0
) be an element of
e
Z
1;i
(resp. of
e
Z
0;i
) where i  15
(resp. i  14). Then dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i \ Y
i
nE
i
) = 0.
Proof:
We know that D 2 P(S
q
(Y
i
) \ S
q
0
(Y
i
)) if and only if the hyperplane H
D
in
P
M i
that denes D contains the linear subspace hT
q
(Y
i
) [ T
q
0
(Y
i
)i. This
implies that dim(P(S
q
(Y
i
)\S
q
0
(Y
i
))) =M   i dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i)  1.
Using dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i) = dim(T
q
(Y
i
)) + dim(T
q
(Y
i
))  dim(T
q
(Y
i
) \
T
q
(Y
i
)) = 3(resp. 4), we get dim(P(S
q
(Y
i
) \ S
q
0
(Y
i
))) =M   i  4 = 16  i
(resp. M   i  5 = 15  i).
Obviously, 0  dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i\Y
i
nE
i
) < 2, because 
i
corresponds
to the very ample invertible sheafM
i
on Y
i
. Assume that the lemma is false,
then, for some (q; q
0
) 2 Z
1;i
(resp. (q; q
0
) 2 Z
0;i
), dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i \
Y
i
nE
i
) has to be equal to 1. Now, hT
q
(Y
i
)[T
q
0
(Y
i
)i is not a hyperplane in
P
M i
, because dim(hT
q
(Y
i
)[T
q
0
(Y
i
)i) = 3 (resp. = 4) and M   i  5 (resp.
M   i  6). So this means that the linear system P(S
q
(Y
i
)\ S
q
0
(Y
i
)) has a
xed irreducible component   which is the proper transform of a plane curve
of degree d, with 1  d  m  1. And thus P(S
q
(Y
i
)\S
q
0
(Y
i
)) =  + P(C
d
),
where P(C
d
) is a linear system of curves of degree m   d, with conditions
coming from the points P
i
, q and q
0
, depending on  . If we can prove that
the maximum of all possible dimensions of P(C
d
) is strictly less than 16  i
(resp. 15 i), then we get a contradiction. Obviously the dimension of P(C
d
)
gets bigger if the number of general points on those curves gets smaller. If
deg( ) = d the maximal number of general points on   is d(d+ 3)=2, and
we denote by B(C
d
) the number (m  d)(m  d+ 3)=2  i+ d(d+ 3)=2. So
obviously, max(dim(P(C
d
)))  B(C
d
). Moreover, substituting d by m   d,
we see that B(C
m d
) = B(C
d
). Assume that 1  d < [(m+ 1)=2], a simple
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calculation then shows that B(C
d
) = B(C
d+1
) + (m  2d  1) > B(C
d+1
).
Assume deg( ) = 1. Then at most two of the general points can lie
on  , and if q 2   then q
0
62   (because (q; q
0
) 2
e
Z
1;i
or
e
Z
0;i
). So
max(dim(P(C
1
)))  dim(P
4
(P
1
; : : : ; P
i 2
; q; 2q
0
)). Moreover, the linear sys-
tem P
4
(P
1
; : : : ; P
i 2
) induces a linear system on hq; q
0
i, denote P
4
(P
1
; : : : ;
P
i 2
):hq; q
0
i = h. Obviously, deg(h) = 4, and dim(h) = dim(P
4
(P
1
; : : : ;
P
i 2
))   dim(P
3
(P
1
; : : : ; P
i 2
))   1. We also know that dim(P
4
(P
1
; : : : ;
P
i 2
)) = 16   i. On the other hand, the dimension of P
3
(P
1
; : : : ; P
i 2
) is
equal to max(11  i; 1). Thus, if i  12, dim(h) = 16  i (11  i) 1 = 4,
i.e. h = g
4
4
. So, q+2q
0
imposes at least three conditions on P
4
(P
1
; : : : ; P
i 2
)
and dim(P
4
(P
1
; : : : ; P
i 2
; q; 2q
0
))  13   i < 15   i < 16   i. Analo-
gously, if i = 13, we get that dim(h) = 16   i   ( 1)   1 = 3, i.e.
h = g
3
4
. So, q + 2q
0
imposes at least two conditions on P
4
(P
1
; : : : ; P
i 2
)
and dim(P
4
(P
1
; : : : ; P
i 2
; q; 2q
0
))  14   i < 15   i < 16   i. If i = 14,
then dim(P
4
(P
1
; : : : ; P
12
; q; 2q
0
))  0 < 1 = 15   i < 16   i. Indeed, be-
cause P
4
(P
1
; : : : ; P
12
) is base-point free, dim(P
4
(P
1
; : : : ; P
12
; q)) = 1. So, in
case dim(P
4
(P
1
; : : : ; P
12
; q; 2q
0
)) 6= 0, 2q
0
has to be in the base point locus.
Let C
1
and C
2
be two curves that generate the one dimensional system,
then 2q
0
2 C
i
for i = 1; 2. But this would give #C
1
:C
2
 12 + 1 + 4 =
17. Thus C
1
and C
2
have a xed component, and this contradicts with
the generality of the points P
i
(i = 1; : : : ; 12). If i = 15, obviously
dim(P
4
(P
1
; : : : ; P
13
; q; 2q
0
))  dim(P
4
(P
1
; : : : ; P
12
; q; 2q
0
))  0 < 16  i.
Assume deg( ) = 4. Then at most 14 of the P
j
lie on  . If i  12, then
max(dim(P(C
4
)))  dim(P
1
) = 2 < 3  15   i < 16   i. If i = 13 and
all of the P
j
lie on  , then   cannot be singular at q and q
0
. Indeed, if  
is singular at q and q
0
, then there exists a 13-dimensional family of curves
with two singular points and this is not possible. So, max(dim(P(C
4
))) 
dim(P
1
(q)) = 1 < 2 = 15   i < 16   i. If i = 14, and all of the P
j
lie
on  , then   is smooth. So, max(dim(P(C
4
)))  dim(P
1
(q; q
0
)) = 0 <
1 = 15   i < 16   i. If i = 15, assume that 14 of the P
j
lie on  , then
max(dim(P(C
4
)))  dim(P
1
(P
1
; q; q
0
)) =  1 < 16  i.
And, using the inequality B(C
3
) < B(C
2
) = 14  i < 15  i < 16  i, we get
max(dim(P(C
d
))) < 15  i < 16  i for d 2 f2; 3g.
So we always get the contradiction we wanted. q.e.d.
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Lemma 6.5.2
If 
i
is injective outside E
i
, 0  i  15 and dim(
e
Z
1;i
) < 2, then the Gauss
map 
i+1
is injective outside E
i+1
.
Proof:
Assume that 
i+1
is not injective outside E
i+1
, i.e. there exist two points
q and q
0
on Y
i+1
n E
i+1
for which S
q
(M
i+1
) = S
q
0
(M
i+1
). Note that in
P
2
: P
j
62 hq; q
0
i for all j = 1; : : : ; i (see section 6.5.1). We know that
all D 2 P(S
q
(M
i+1
)) on Y
i+1
correspond to a divisor of P(S
q
(M
i
)) on Y
i
that contains P
i+1
. So dim(P(S
q
(M
i
) \ S
q
0
(M
i
)))  dim(P(S
q
(M
i+1
))) =
M   i  4. But, because the Gauss map 
i
is injective outside E
i
, we also
know that dim(P(S
q
(M
i
)\ S
q
0
(M
i
))) < M   i  3. Thus dim(P(S
q
(M
i
)\
S
q
0
(M
i
))) =M   i  4. But this dimension is also equal to the dimension
of all hyperplanes in P
M i
that contain hT
q
(Y
i
) [ T
q
0
(Y
i
)i. Thus M   i  
dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i)   1 = M   i   4, and dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i) = 3.
This implies that dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) = 4   dim(hT
q
(Y
i
) [ T
q
0
(Y
i
)i) = 1,
i.e. (q; q
0
) 2
e
Z
1;i
. Moreover, because the dimension of the intersection of
the tangent spaces changes, P
i+1
2 hT
q
(Y
i
) [ T
q
0
(Y
i
)i. Let us now dene
e
I 
e
Z
1;i
 Y
i
n E
i
, by
e
I := f((r; r
0
); s) : s 2 hT
r
(Y
i
) [ T
r
0
(Y
i
)ig. Denote the
rst (resp. second) projection map by p
1
(resp. p
2
). We know, because
of claim 6.5.1, that dim(genb(p
1
)) = 0. Moreover, because P
i+1
is a
general point of Y
i
n E
i
, the map p
2
is dominant, i.e. dim(=(p
2
)) = 2. So,
dim(
e
I) = dim(
e
Z
1;i
) = 2 + dim(genb(p
2
))  2. This gives a contradiction
with dim(
e
Z
1;i
) < 2 and proves our lemma. q.e.d.
Lemma 6.5.3
If 
i
is injective outside E
i
, 0  i  14, dim(
e
Z
0;i
) < 4 and dim(
e
Z
1;i
) < 2,
then dim(
e
Z
1;i+1
) < 2.
Proof:
Assume that dim(
e
Z
1;i+1
)  2. Then, if (q; q
0
) is a general element of
e
Z
1;i+1
, (q; q
0
) 62
e
Z
1;i
. This implies that dim(T
q
(Y
i+1
) \ T
q
0
(Y
i+1
)) = 1 and
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dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) 6= 1. Moreover, because 
i
is injective outside E
i
,
dim(T
q
(Y
i
) \ T
q
0
(Y
i
))  1. And, we know that by projecting from a point,
the dimension of the intersection of two tangent spaces remains the same,
unless the center of the projection belongs to the span of the two tangent
spaces, in this case, the dimension of the intersection increases by one. So
dim(T
q
(Y
i+1
) \ T
q
0
(Y
i+1
))  dim(T
q
(Y
i
) \ T
q
0
(Y
i
)) + 1. Thus, dim(T
q
(Y
i
) \
T
q
0
(Y
i
)) = 0, i.e. (q; q
0
) 2
e
Z
0;i
. And P
i+1
2 hT
q
(Y
i
) [ T
q
0
(Y
i
)i. Let us
now dene
e
J 
e
Z
0;i
 Y
i
n E
i
by
e
J := f((r; r
0
); s) : s 2 hT
r
(Y
i
) [ T
r
0
(Y
i
)ig.
The rst (resp. second) projection map we denote by q
1
(resp. q
2
). Then
((q; q
0
); P
i+1
) 2
e
J , and thus dim(Im(q
2
)) = 2 (because P
i+1
is a general ele-
ment of Y
i
nE
i
). We know, because of claim 6.5.1, that dim(genb(q
1
)) = 0.
So dim(
e
J) = dim(
e
Z
0;i
) = 2 + dim(genb(q
2
)). Because
e
Z
1;i+1
\
e
Z
1;i
is a
closed subset of
e
Z
1;i+1
, we have that dim(
e
Z
1;i+1
) = dim(
e
Z
1;i+1
n (
e
Z
1;i+1
\
e
Z
1;i
)). We also showed that
e
Z
1;i+1
n (
e
Z
1;i+1
\
e
Z
1;i
)  q
 1
2
(P
i+1
). But,
P
i+1
is a general point of Y
i
n E
i
, so genb(q
2
) = dim(q
 1
2
(P
i+1
)). Thus,
dim(
e
Z
1;i+1
)  genb(q
2
) = dim(
e
Z
0;i
)   2 < 2, which gives a contradiction
with the assumption dim(
e
Z
1;i+1
)  2. This proves our lemma. q.e.d.
Lemma 6.5.4
If 
i
is injective outside E
i
, with 0  i  13 and dim(
e
Z
0;i
) < 4, then
dim(
e
Z
0;i+1
) < 4.
Proof:
Obviously, dim(
e
Z
0;i+1
)  4, because
e
Z
0;i+1
 Y
i
n E
i
 Y
i
n E
i
. So assume
dim(
e
Z
0;i+1
) = 4. Dene
e
L 
e
Z
 1;i
 Y
i
n E
i
by
e
L := f((r; r
0
); s) : s 2
hT
r
(Y
i
) [ T
r
0
(Y
i
)ig. Denote the rst (resp. second) projection map by r
1
(resp. r
2
). Then ((q; q
0
); P
i+1
) 2
e
L, and thus dim(Im(r
2
)) = 2 (because
P
i+1
is a general element of Y
i
n E
i
). We know that dim(genb(q
1
))  1.
So dim(
e
L) = 2+dim(genb(r
2
))  dim(
e
Z
 1;i
) + 1. Because
e
Z
0;i+1
\
e
Z
0;i
is
a closed subset of
e
Z
0;i+1
, we have that dim(
e
Z
0;i+1
) = dim(
e
Z
0;i+1
n (
e
Z
0;i+1
\
e
Z
0;i
)). We also showed that
e
Z
0;i+1
n (
e
Z
0;i+1
\
e
Z
0;i
)  r
 1
2
(P
i+1
). But,
P
i+1
is a general point of Y
i
n E
i
, so genb(r
2
) = dim(r
 1
2
(P
i+1
)). Thus,
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dim(
e
Z
0;i+1
)  genb(q
2
) = dim(
e
Z
 1;i
)  1  3, which gives a contradiction
with the assumption dim(
e
Z
0;i+1
) = 4. This proves our lemma. q.e.d.
Lemma 6.5.5
For all q; q
0
2 P
2
(distinct), dim(T
q
(P
2
) \ T
q
0
(P
2
)) =  1.
Recall that T
q
(P
2
) denotes the embedded tangent space of the 5-Veronese
image of P
2
at q.
Proof:
As mentioned before, the proof of lemma 6.3.7 remains valid for m = 5.
q.e.d.
The lemma 6.5.5 implies that dim(
e
Z
1;0
) = dim(
e
Z
0;0
) =  1 and 
0
is injec-
tive. So we may apply lemma 6.5.2, which says that 
1
is injective outside
E
i
. Of course, 1  14, so lemma 6.5.3 implies dim(
e
Z
1;1
) < 2. Again apply-
ing lemma 6.5.2, gives us the injectivity outside E
i
of 
2
. Also, 1 M   7,
so we can also apply lemma 6.5.4, which gives us dim(
e
Z
0;1
) < 4. Using
this and lemma 6.5.3, leads us to dim(
e
Z
1;2
) < 2, and thus to the injectivity
outside E
i
of 
3
(using lemma 6.5.2).
So, repeatedly applying the lemmas 6.5.2, 6.5.3 and 6.5.4 as illustrated
above, gives us the following results:
Result 1': For all i with 0  i  14, dim(
e
Z
0;i
) < 4.
Result 2': For all i with 0  i  15, dim(
e
Z
1;i
) < 2.
Result 3': For all i with 0  i  16, 
i
is injective outside E
i
.
So, in particular, 
16
is injective outside E
16
; and this concludes the case
where q; q
0
2 Y
16
nE
16
.
6.5.2.2 q 2 Y
16
nE
16
and q
0
2 E
i
for some 1  i  16 and P
j
62 hq; P
i
i
for all j 6= i
Without loss of generality we may assume i = 16. If for such q and q
0
T
q
(Y
16
) = T
q
0
(Y
16
), then S
q
(M
16
) = S
q
0
(M
16
). We know that S
q
0
(M
16
)
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(resp. S
q
(M
16
)) corresponds to a subset of S
P
16
(M
15
) (resp. S
q
(M
15
)).
This implies that dim(P(S
q
(M
15
) \ S
P
k
(M
15
)))  dim(P(S
q
(M
16
))) = 1.
But P
16
and q are points of Y
15
not on E
15
, and we already know that 
15
is
injective outside E
15
. This means that dim(P(S
q
(M
15
)\S
P
16
(M
15
))) < 2,
thus dim(P(S
q
(M
15
) \ S
P
16
(M
15
))) = 1. This implies that dim(T
q
(Y
15
) \
T
P
k
(Y
15
)) = 1, i.e. (q; P
16
) 2 Z
1;15
. And, because P
16
is a general point of
Y
15
nE
15
, we get that dim(Z
1;15
)  2, but this contradicts Result 2'. So we
may conclude that T
q
(Y
16
) 6= T
q
0
(Y
16
).
This concludes the proof of the case m = 5. 2
VII
Very ample linear systems on
blowings-up of P
n
for which the
Gauss map is an embedding;
two examples
In this chapter we work over the eld of the complex numbers C .
Let Y be a smooth subscheme of the n-dimensional projective space P
n
and
let X denote the blowing-up of P
n
along Y . IfM is a base point free linear
system that separates tangent directions with dim(P(M)) = M , then M
corresponds to a morphism 
M
: X ! P
M
and this morphism is a local
embedding. So the Gauss map 
M
corresponding to the sheafM is dened,
and can be written as follows

M
: X ! G (n;M)
x 7! (d
x

M
)(T
x
(X)) = P((H
0
(X;M)=S
x
(M))

)
For the remaining of this chapter, to simplify notations, we write T
x
(X) in
stead of (d
x

M
)(T
x
(X)).
For two examples, we will prove that this Gauss map is not only injective,
but also an embedding.
In the rst example, we consider the blowing-up X of P
n
along a linear sub-
space of codimension at least 2, and we prove that 
M
is an embedding for
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M := 

(O
P
n
(2))
O
X
( E). Note that if n = 2, X is just the blowing-up
of P
2
along one point.
In the second example, we consider the blowing-up X of P
2
along two gen-
eral points, and we prove that 
M
is an embedding forM := 

(O
P
2
(3))

O
X
( E).
One can see that the method we use here becomes to complicated to be
eÆcient if the complexity of the embeddings increases.
7.1 Example 1
Let Y  P
n
be a linear subspace of codimension m  2, denote the blowing-
up of P
n
along Y by X, the corresponding projection map by , and let E
denote the exceptional divisor on X. Dene M := 

(O
P
n
(2))
O
X
( E),
we will then show that 
M
is an embedding.
First of all let us note that, because Y is dened in degree 1, the invertible
sheaf M is very ample (see [9, Theorem 1]). So the Gauss map 
M
is
dened. Moreover, dim(P(M)) =
 
n+2
2

  1  
 
n m+2
2

=
m(2n m+3)
2
  1
and we denote this dimension by M .
To prove that the Gauss map 
M
is an embedding it is enough to show
that it is injective and a local embedding.
The linear subset Y can be seen as the smooth complete intersection of m
hyperplanes, so we may use the results of section 4.3. And the injectivity
of 
M
follows immediately from remark 4.3.4.
Proving that 
M
is a local embedding is equivalent to showing that 8x 2 X
the dierential map d
x

M
is injective. This dierential map can be written
as follows (see e.g. [25]):
d
x

M
: T
x
(X)! T
T
x
(X)
(G (n;M))
As explained for instance in [25, Lecture 16], we may identify the tangent
space T
T
x
(X)
(G (n;M)) with Hom(T
x
(X); N

M
;x
), where N

M
;x
is dened
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by the following exact sequence
0    ! T
x
(X)
d
x

M
   ! T
x
(P
M
)    ! N

M
;x
   ! 0
Recall that 
M
is the embedding corresponding to the very ample invertible
sheaf M.
This means that we can also look at d
x

M
as follows
d
x

M
: T
x
(X)
 T
x
(X)! N

M
;x
And the injectivity of d
x

M
is equivalent to:
8v 2 T
x
(X);9w 2 T
x
(X) : d
x

M
(v; w) 6= 0 (7.1)
So we need to check the condition (7.1) for all possible x 2 X. To do this
we use a method based on results from [19]. We explain the method rst,
since we will use it also for example 2.
Method
We start by taking a point x and a suitable set of local coordinates z :=
(z
1
; : : : ; z
n
) at x on X. Let e
1
; : : : ; e
n
be the corresponding basis of T
x
(X)
and take a basis e
n+1
; : : : ; e
M
of N

M
;x
, such that e
1
; : : : ; e
M
is a basis of
T
x
(P
M
).
Determine f
n+1
(z); : : : ; f
M
(z), such that

M
: X ,! P
M
(z
1
; : : : ; z
n
) 7! (z
1
; : : : ; z
n
; f
n+1
(z); : : : ; f
M
(z))
(7.2)
Let v; w 2 T
x
(X), then v =
P
1n
v

e

and w =
P
1n
w

e

with v

and w

2 C for all 1  ;   n.
According to [19, p. 365-366] there exist q
;;
2 C for 1  ;   n and
n + 1    M , such that d
x

M
(v; w) =
P
M
=n+1
P
1;n
q
;;
v

w

e

,
with q
;;
= q
;;
.
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Then we can deduce the q
;;
using (see [21, p. 369-370])
f

(z) =
X
1;n
q
;;
z

z

+ higher order terms (7.3)
This gives us explicitely d
x

M
(v; w) for the chosen point x. And we can
see if condition (7.1) is satised.
Now let us apply this method to prove the injectivity of d
x

M
for our rst
example.
Take (x
0
; : : : ; x
n
) homogeneous coordinates on P
n
such that Y  P
n
is just
V (x
0
; : : : ; x
m 1
). Consider the blowing-up X as a subvariety of P
n
P
m 1
,
and let (y
0
; : : : ; y
m 1
) be homogeneous coordinates on P
m 1
. Then we
know that
X = V (x
0
y
1
  x
1
y
0
; x
0
y
2
  x
2
y
0
; : : : ; x
0
y
m 1
  x
m 1
y
0
;
x
1
y
2
  x
2
y
1
; : : : ; x
1
y
m 1
  x
m 1
y
1
;
: : : ;
x
m 2
y
m 1
  x
m 1
y
m 2
)
(7.4)
Moreover I(X) is generated by those m(m 1)=2 independent polynomials.
Consider the Segre map  : P
n
 P
m 1
,! P
nm+m 1
then
((x
0
; : : : ; x
n
); (y
0
; : : : ; y
m 1
))
= (x
0
y
0
; x
0
y
1
; : : : ; x
0
y
m 1
; x
1
y
0
; x
1
y
1
; : : : ; x
1
y
m 1
;
: : : ; x
n
y
0
; x
n
y
1
; : : : ; x
n
y
m 1
)
Because of (7.4), we see that (X) is contained in some M(= m(2n m+
3)=2  1)-dimensional linear subspace H of P
nm+m 1
.
Let Æ : P
nm+m 1
! P
M
(

=
H) denote the projection map onto H. Then
the restriction of Æ to (X) is an embedding, i.e. Æj
(X)
: (X) ,! P
M
.
As the map Æj
(X)
Æ  is precisely the map 
M
, we get that for a point
((x
0
; : : : ; x
n
); (y
0
; : : : ; y
m 1
)) 2 X

M
((x
0
; : : : ; x
n
); (y
0
; : : : ; y
m 1
))
= (x
0
y
0
; x
0
y
1
; : : : ; x
0
y
m 1
; x
1
y
1
; : : : ; x
1
y
m 1
;
: : : ; x
m 1
y
m 1
; x
m
y
0
; : : : ; x
m
y
m 1
; : : : ;
x
n 1
y
0
; : : : ; x
n 1
y
m 1
; x
n
y
0
; : : : ; x
n
y
m 1
)
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Let us now consider a point x 2 X. In order to choose suitable local
coordinates at x, we have to distinguish between x 2 E and x 62 E.
If x 2 E, then x
0
(x) = : : : = x
m 1
(x) = 0, and we may assume that q
has homogeneous coordinates ((0; : : : ; 0; 1); (1; 0; : : : ; 0)). A suitable set of
local coordinates on X in a neighborhood of x is then (z
1
; : : : ; z
n
) with
z
1
=
x
0
x
n
; z
2
=
y
1
y
0
; : : : ; z
m
=
y
m 1
y
0
; z
m+1
=
x
m
x
n
; : : : ; z
n
=
x
n 1
x
n
. Using
x
i
x
n
=
x
0
y
i
x
n
y
0
= z
1
z
i+1
for all 1  i  m  1, we get that

M
(z
1
; : : : ; z
n
)
= (z
1
; : : : ; z
n
; z
1
z
2
; : : : ; z
1
z
m
; z
2
z
m+1
; : : : ; z
2
z
n
;
: : : ; z
m
z
m+1
; : : : ; z
m
z
n
;O
3
)
where O
3
stands for functions of order at least three. Then, because
of (7.2) and (7.3), we see that
q
;;
=
(
1
2
if (; ; ) or (; ; ) 2W
0 otherwise
withW = f(1; i; n+ i 1) : i = 2; : : : ;mg[f(l; j; n+(n m)(l 2)+j 1) :
l = 2; : : : ;m and j = m+ 1; : : : ; ng.
This gives us
d
x

M
(v; w) =
m
X
i=2
1
2
(v
1
w
i
+ v
i
w
1
)e
n+i 1
+
m
X
l=2
n
X
j=m+1
1
2
(v
l
w
j
+ v
j
w
l
)e
n+(n m)(l 2)+j 1
If condition (7.1) were false, then there would exist some v 2 T
x
(X), with
v 6= 0 and d
x

M
(v; e
i
) = 0 for all 1  i  m   1. But d
x

M
(v; e
1
) =
1
2
P
m
i=2
v
i
e
n+i 1
= 0 and d
x

M
(v; e
2
) =
1
2
(v
1
e
n+1
+
P
n
j=m+1
v
j
e
n+j 1
) = 0
imply that v
1
=    = v
n
= 0, or thus v = 0 which gives a contradiction.
This means that condition (7.1) is satised if x 2 E.
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If x 62 E, then we may assume that q has homogeneous coordinates ((1; 0; : : :
; 0); (1; 0; : : : ; 0)). A suitable set of local coordinates on X in a neighbor-
hood of x is then (z
1
; : : : ; z
n
) with z
1
=
x
1
x
0
; z
2
=
x
2
x
0
; : : : ; z
n
=
x
n
x
0
. Using
y
i
y
0
=
x
i
x
0
= z
i
for all 1  i  m  1, we get that

M
(z
1
; : : : ; z
n
)
= (z
1
; : : : ; z
n
; z
2
1
; z
1
z
2
; : : : ; z
1
z
n
; z
2
2
; z
2
z
3
; : : : ; z
2
z
n
;
: : : ; z
2
m 1
; z
m 1
z
m
; : : : ; z
m 1
z
n
)
Then, because of (7.2) and (7.3), we see that
q
;;
=
8
>
<
>
:
1 if (; ; ) 2W
0
1
2
if (; ; ) or (; ; ) 2W
00
0 otherwise
with W
0
:= f(i; i; i(n+ (3  i)=2) : i = 1; : : : ; ng and W
00
:= f(i; i+ j; in+
j   i(i  3)=2) : i = 1; : : : ; n and j = 1; : : : ; n  ig.
This gives us
d
x

M
(v; w) =
m
X
i=1
n i
X
j=0
1
2
(v
i
w
i+j
+ v
i+j
w
i
)e
in+j i(i 3)=2
If condition (7.1) were false, then there would exist some v 2 T
x
(X), with
v 6= 0 and d
x

M
(v; e
i
) = 0 for all 1  i  m   1. But d
x

M
(v; e
1
) =
v
1
e
n+1
+
1
2
P
n 1
j=1
v
j+1
e
n+j+1
= 0 implies that v
1
=    = v
n
= 0, or thus
v = 0 which gives a contradiction. This means that condition (7.1) is
satised if x 62 E.
So we may conclude that 
M
is an embedding. 2
7.2 Example 2
Let P
1
and P
2
be two general points of P
2
, denote the blowing-up of P
2
along Y := P
1
+P
2
by X, the corresponding projection map by , and let E
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denote the exceptional divisor on X. Dene M := 

(O
P
2(3))
O
X
( E),
we will then show that 
M
is an embedding.
First of all let us note that, because Y = P
1
+P
2
is dened in degree 2, the
invertible sheaf M is very ample (see [9, Theorem 1]). So the Gauss map

M
is dened. Moreover, dim(P(M)) = 7. As before, let 
M
: X ,! P
7
denote the embedding corresponding to the very ample invertible sheafM.
As in example 1, we prove that Gauss map 
M
is an embedding by showing
that it is injective and a local embedding.
As Y can be seen as the smooth complete intersection of a line and a conic,
we may use the results of section 4.3. And the injectivity of 
M
follows
immediately from remark 4.3.4.
To prove that 
M
is a local embedding, we use the method explained in
example 1.
Take (x
0
; x
1
; x
2
) homogeneous coordinates on P
2
such that P
1
(resp. P
2
) is
just V (x
0
; x
1
) (resp. V (x
1
; x
2
)). Consider the blowing-upX as a subvariety
of P
2
P
1
P
1
, and let (y
0
; y
1
) (resp. (u
0
; u
1
)) be homogeneous coordinates
on the rst (resp. second) P
1
. Then we know that
X = V (x
0
y
1
  x
1
y
0
; x
1
u
1
  x
2
u
0
) (7.5)
Now apply the Segre map two times to obtain  : P
2
P
1
P
1
,! P
5
P
1
,!
P
11
, with
((x
0
; x
1
; x
2
); (y
0
; y
1
); (u
0
; u
1
))
= (x
0
y
0
u
0
; x
0
y
0
u
1
; x
0
y
1
u
0
; x
0
y
1
u
1
; x
1
y
0
u
0
; x
1
y
0
u
1
;
x
1
y
1
u
0
; x
1
y
1
u
1
; x
2
y
0
u
0
; x
2
y
0
u
1
; x
2
y
1
u
0
; x
2
y
1
u
1
)
Because of (7.5), we see that (X) is contained in the 7-dimensional linear
subspace H of P
11
dened by H := V (x
0
y
1
u
0
  x
1
y
0
u
0
; x
0
y
1
u
1
  x
1
y
0
u
1
;
x
1
y
0
u
1
  x
2
y
0
u
0
; x
1
y
1
u
1
  x
2
y
1
u
0
). Let Æ : P
11
! P
7
(

=
H) denote the
projection map onto H. Then the restriction of Æ to (X) is an embedding,
i.e. Æj
(X)
: (X) ,! P
M
. As the map Æj
(X)
Æ  is precisely the map 
M
,
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we get that for ((x
0
; x
1
; x
2
); (y
0
; y
1
); (u
0
; u
1
)) 2 X

M
((x
0
; x
1
; x
2
); (y
0
; y
1
); (u
0
; u
1
))
= (x
0
y
0
u
0
; x
0
y
0
u
1
; x
0
y
1
u
1
; x
1
y
0
u
1
;
x
1
y
1
u
0
; x
1
y
1
u
1
; x
2
y
0
u
1
; x
2
y
1
u
1
)
Let us now consider a point x 2 X. In order to choose suitable local
coordinates at x, we have to distinguish between x 2 E and x 62 E.
If x 2 E, then either (x) = P
1
or (x) = P
2
; and, without loss of gen-
erality, we may assume (x) = P
1
. So x
0
(x) = x
1
(x) = 0, which implies
u
0
(x) = 0 and u
1
(x) = 1. We may thus assume that q has homogeneous
coordinates ((0; 0; 1); (1; 0); (0; 1)). A suitable set of local coordinates on X
in a neighborhood of x is then (z
1
; z
2
) with z
1
=
x
0
x
2
and z
2
=
y
1
y
0
. Using
x
1
x
2
=
u
0
u
1
=
x
0
y
1
x
2
y
0
= z
1
z
2
, we get that

M
(z
1
; z
2
) = (z
1
; z
2
; z
1
z
2
;O
3
)
Then, because of (7.2) and (7.3), we see that
q
;;
=
(
1
2
if (; ; ) 2 f(1; 2; 3); (2; 1; 3)g
0 otherwise
This gives us
d
x

M
(v; w) =
1
2
(v
1
w
2
+ v
2
w
1
)e
3
If condition (7.1) were false, then there would exist some v 2 T
x
(X), with
v 6= 0 and d
x

M
(v; e
i
) = 0 for i = 1; 2. But d
x

M
(v; e
1
) =
1
2
v
2
e
3
= 0 and
d
x

M
(v; e
2
) =
1
2
v
1
e
3
= 0 imply that v
1
= v
2
= 0, or thus v = 0 which gives
a contradiction. This means that condition (7.1) is satised if x 2 E.
If x 62 E, then we may assume that (x) has homogeneous coordinates
(0; 1; 0) on P
2
. And this gives us that x has homogeneous coordinates
((0; 1; 0); (0; 1); (1; 0)) on X. A suitable set of local coordinates on X in a
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neighborhood of x is then (z
1
; z
2
) with z
1
=
x
0
x
1
and z
2
=
x
2
x
1
. Using
y
0
y
1
= z
1
and
u
1
u
0
= z
2
, we get that

M
(z
1
; z
2
) = (z
1
; z
2
; z
2
1
; z
1
z
2
; z
2
2
;O
3
)
Then, because of (7.2) and (7.3), we see that
q
;;
=
8
>
<
>
:
1 if (; ; ) 2 f(1; 1; 3); (2; 2; 5)g
1
2
if (; ; ) 2 f(1; 2; 4); (2; 1; 4)g
0 otherwise
This gives us
d
x

M
(v; w) = v
1
w
1
e
3
+
1
2
(v
1
w
2
+ v
2
w
1
)e
4
+ v
2
w
2
e
5
If condition (7.1) were false, then there would exist some v 2 T
x
(X), with
v 6= 0 and d
x

M
(v; e
i
) = 0 for i = 1; 2. But d
x

M
(v; e
1
) = v
1
e
3
+
1
2
v
2
e
4
= 0
implies that v
1
= v
2
= 0, or thus v = 0 which gives a contradiction. This
means that condition (7.1) is satised if x 62 E.
So we may conclude that 
M
is an embedding. 2
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Samenvatting
Elke gladde projectieve varieteit X van dimensie n kan ingebed worden in
de 2n+ 1-dimensionale projectieve ruimte ([25, Theorem 15.13]).
Dit is een welbekend resultaat over inbeddingen van varieteiten. Zo een
inbedding kan als volgt bekomen worden. Beschouw een inbedding  van
X in een projectieve ruimte P
M
, metM >> 0, en projekteer uitM 2n 1
algemene punten van P
M
, noteer deze projectie met proj. Uit de volgende
twee feiten volgt dan onmiddellijk dat de bekomen rationale afbeelding
i
triv
:= proj Æ  een inbedding is.
Feit 1: De secant varieteit van X heeft hoogstens dimensie 2n+ 1.
Feit 2: Stel X  P
m
, projekteren vanuit een punt P 2 P
m
niet op de
secant varieteit geeft aanleiding tot een isomorsme van X met zijn beeld.
Onderstel dat de inbedding  : X ,! P
M
niet gedegenereerd is, i.e. (X)
is niet bevat in een hypervlak. Dan correspondeert  met een lineair sys-
teem L, en de divisoren van het lineair systeem P(L) op X, zijn precies de
hypervlaksneden van (X) in P
M
. Met [D] noteren we het hypervlak in
P
M
corresponderend met een divisor D 2 P(L) op X. Door te projekteren
vanuit een punt P van P
M
, beperken we ons tot die divisoren D waarvoor
P 2 [D]. Dus is het duidelijk dat de \triviale" inbedding i
triv
correspon-
deert met een niet kompleet lineair systeem op X, i.e. de inbedding is niet
lineair normaal. En de lineair normale inbeddingen zijn de interessantste.
We kunnen, startend met een lineair normale inbedding X  P
M
, proberen
te projekteren uitM 2n 1 punten van X, dan X op te blazen langs deze
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punten (noteer de opblazing met X
0
); en vervolgens de rationale afbeelding
 : X
0
9 9 KP
2n+1
te beschouwen. Deze rationale afbeelding correspondeert
met een kompleet lineair systeem op X
0
, dus als het een inbedding is, dan
is het een (optimale) lineair normale embedding.
Daarom is het interessant op zoek te gaan naar lineair normale inbeddingen
van varieteiten X
0
, birationaal met X, in P
2n+1
; of nog, naar zeer ampele
lineaire systemen L op varieteiten X
0
birationaal met X, met dim(P(L)) =
2n+ 1.
We bestuderen in het bijzonder het volgende probleem.
Probleem 1
Stel L een zeer ampele omkeerbare schoof op een n-dimensionale varieteit
X, met dim(P(L)) =M  2n+1. En noteer de corresponderende inbedding
met 
L
: X ,! P
M
. Neem k algemene punten P
1
; : : : ; P
k
op X. Stel X
k
de
opblazing van X langs deze k punten,  : X
k
! X de projectie afbeelding,
en E
k
de exceptionele divisor. Denieer M := 

(L)
O
X
k
( E
k
) op X
0
.
Wat is de maximale waarde max(k) van k waarvoor M zeer ampel is op
X
0
?
Het beste resultaat dat we in het algemeen kunnen verwachten is max(k) =
M   2n   1. Er bestaan echter voorbeelden van schoven L waarvoor
max(k) > M   2n  1 (zie bv. [1] of hoofdstuk 3 sectie 3.4, waar max(k) =
M   2n), maar ook van schoven L waarvoor max(k) < M   2n  1 (zie bv.
hoofdstuk 2 sectie 2.5).
Voorbeeld
(1) Beschouwen we de zeer ampele schoof O
P
2
(2) op P
2
, dan is max(k) =
1 =M   2n.
(2) Stel X
1
de opblazing van P
2
in 1 punt, E
1
de exceptionele divisor,
en 
1
de projectie map. Beschouwen we op X
1
de zeer ampele schoof
L := 

1
(O
P
2
(l+1))
O
X
1
( lE
1
) met l  2, dan is max(k) = 0 < M 2n 1.
Neem X = P
2
en L = O
P
2
(m) met m  2, hiervoor bewezen J. D'Almeida
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en A. Hirschowitz in 1991 (zie [14]), dat M zeer ampel is voor alle k 
m(m + 3)=2   5, i.e. de beste grens op k die we in het algemeen kunnen
verwachten. Alhoewel dit het \eenvoudigste" geval is van het probleem, is
hun bewijs niet zo eenvoudig, aangezien het o.a. Brill-Noether theorie voor
nul-dimensionale deelschemas van het projectieve vlak (zie [8]) gebruikt.
In 1995, behandelde M. Coppens een algemener geval van het probleem en
vond een eenvoudiger bewijs voor de stelling van D'Almeida-Hirschowitz
(zie [10]). In zijn bewijs, k = m(m + 3)=2   5 nemend, beschouwt hij een
gladde irreducibele vlakke kromme van graad m  1, neemt k  1 algemene
punten P
1
; : : : ; P
k 1
op C, en een punt P
0
algemeen in het vlak. Dan, door
het punt P
0
te specialiseren naar een algemeen punt P
k
van C, bewijst hij
dat M zeer ampel is op de opblazing van P
2
langs P
0
; : : : ; P
k 1
. Uitein-
delijk, gebruikmakend van [1, Proposition 3.7], bekomt hij datM zeer am-
pel is op de opblazing van P
2
langsm(m+3)=2 5 algemene punten; en dan
ook datM zeer ampel is op de opblazing van P
2
langs k  m(m+3)=2  5
algemene punten.
Ons doel was om gelijkaardige resultaten te bekomen voor het geval waar
X = X
r
de opblazing is van P
2
langs r algemene punten P
1
; : : : ; P
r
, en
L een zeer ampele omkeerbare schoof op X
r
. Dus, stel X
r;k
de opblazing
van X
r
langs k algemene punten R
1
; : : : ; R
k
, met k  dim(P(L))   5.
Noteer de projectie afbeelding met 
k
, en stel F
1
; : : : ;F
k
de klassen van
de exceptionele divisoren op X
r;k
corresponderend met R
1
; : : : ; R
k
. Dan
willen we het zeer ampel zijn van de schoven M := 
k

(L) F
1
       F
k
bestuderen.
Als E
0
de klasse van een rechte is op X
r
, en E
i
(1  i  r) de klasse van
de exceptionele divisor corresponderend met P
i
, dan is fE
0
; E
1
; : : : ; E
r
g een
basis voor Pic(X
r
). En, omdat we Pic(X
r
) kunnen zien als een deelgroep
van Pic(X
r;n
), hebben we dat fE
0
; E
1
; : : : ; E
r
;F
1
; : : : ;F
k
g een basis is voor
Pic(X
r;k
). Dus, is de klasse L op X
r
van de vorm mE
0
  l
1
E
1
  : : :   l
r
E
r
met l
i
 0 voor alle i. En de klasse M op X
r;k
is dan mE
0
  l
1
E
1
  : : :  
l
r
E
r
  F
1
       F
k
.
Aangezien weinig gekend is over het zeer ampel zijn van zulke schoven L op
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X
r
als sommige van de l
i
strikt groter zijn dan 1, moeten we ook het zeer
ampel zijn van deze schoven L bestuderen. We herformuleren het probleem
daarom als volgt.
Probleem 2
Stel P
1
; : : : ; P
r
; R
1
; : : : ; R
n
algemene punten in P
2
. Noteer de opblazing
van P
2
langs deze r + n algemene punten met X
r;n
. Stel E
0
de klasse van
een rechte op X
r;n
, en E
1
; : : : ; E
r
(resp. F
1
; : : : ;F
n
) de klassen van de
exceptionele divisoren corresponderend met P
1
; : : : ; P
r
(resp. R
1
; : : : ; R
n
).
Denieer M := mE
0
  l
1
E
1
  : : :   l
r
E
r
  F
1
  : : :   F
n
, en onderstel
l
1
 : : :  l
r
 2. Voor welke m; r; n; l
1
; : : : ; l
r
is M zeer ampel op X
r;n
?
Hoofdstukken 2 en 3 zijn geheel gewijd aan de studie van het probleem 2.
Het belangrijkste resultaat uit hoofdstuk 2 is de volgende stelling. (Notaties
zoals hierboven.)
Stelling (Chapter 2, Theorem 2.1)
Als er een irreducibele vlakke kromme   van graad m   1 bestaat met
als enige singulariteiten singuliere punten in P
1
; : : : ; P
r
van resp. multi-
pliciteiten l
1
; : : : ; l
r
, en zodat de strikt getransformeerde van   op X
r
glad
en irreducibel is; en ofwel l
1
 3 en 4m  l
1
+ l
2
+ : : : + l
r
+ 9 ofwel
l
1
> 3 en 4m  2l
1
+ l
2
+ : : : + l
r
+ 10. Dan is M zeer ampel voor alle
n 
m(m+3) l
1
(l
1
+1) ::: l
r
(l
r
+1)
2
  5.
Vanaf nu verwijzen we naar deze stelling als onze \hoofdstelling".
De grens op n is equivalent met dim(P(M))  5, wat betekent dat we lineair
normale inbeddingen van het rationale oppervlak X
r;n
in de 5-dimensionale
projectieve ruimte bekomen, en dit is (zoals eerder vermeld) het beste dat
men in het algemeen kan verwachten; dus in deze zin is het resultaat scherp.
Uit de formulering van deze stelling, rijst onmiddellijk de vraag over het
bestaan van een irreducibele kromme   met de nodige eigenschappen. Dit
is een zeer moeilijk probleem, dat onderwerp is geweest van veel onderzoek
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in het verleden, en heel waarschijnlijk een belangrijk onderwerp zal blijven
voor nog vele jaren. Het geval met alle l
i
= 2, i.e. het geval met enkel
knopen, is volledig gekend, dit is een klassiek resultaat. We verwijzen bv.
naar de bewijzen door E. Arbarello en M. Cornalba (zie [2, Theorem 3.2])
en door R. Treger (zie [33, Corollary 3.8]). Een recent resultaat, dat een
benedengrens voor de graad geeft, voor het bestaan van een irreducibele
kromme die precies de eigenschappen bezit die wij nodig hebben om onze
hoofdstelling toe te passen, kan gevonden worden in [20, x3.3]. Jammer
genoeg is deze grens niet heel scherp.
In het tweede deel van hoofdstuk 2 beschouwen we Del Pezzo oppervlakken,
i.e. r  9. Voor deze oppervlakken geeft B. Harbourne criteria om te
beslissen of zo een lineair systeem L op X
r
zeer ampel is. In sectie 2.4,
herformuleren we enkele van zijn resultaten om zo tot de voor ons nuttigste
vorm te komen. Dit geeft ons de kans om te zien dat voor Del Pezzo
oppervlakken, onze hoofdstelling het volgende resultaat impliceert.
Stelling (Chapter 2, Theorem 2.2)
Stel E = fE
0
; E
1
; : : : ; E
r
g een basis voor Pic(S
9 r
), en stel G = mE
0
  l
1
E
1
 
: : :  l
r
E
r
een zeer ampele omkeerbare schoof op S
9 r
met m  l
1
+ l
2
+ l
3
als r  3, m  l
1
+ l
2
+1 als r = 2 , m  l
1
+2 als r = 1; l
1
 : : :  l
r
 2
en dim(P(G))  6. Onderstel G 62 f9E
0
  3E
1
  : : :   3E
8
; 9E
0
  3E
1
 
: : :   3E
7
  2E
8
; 12E
0
  4E
1
  : : :   4E
8
; 15E
0
  5E
1
  : : :   5E
8
g; en als
r = 9, onderstel G:K
S
  5. Neem R
1
; : : : ; R
n
algemene punten op S
9 r
,
met n  dim(P(G))   5. Denieer X als de opblazing van S
9 r
langs
deze punten, 
0
: X ! S
9 r
de corresponderende projectie afbeelding, en
F
1
; : : : ; F
n
de exceptionele divisoren corresponderend resp. met R
1
; : : : ; R
n
.
Dan is de schoof L := 
0

(G)
O
X
( F
1
  : : :  F
n
) zeer ampel op X.
In sectie 2.5, zien we dat dit resultaat bijna het volledige analogon is van
de stelling van D'Almeida-Hirschowitz voor X = P
2
.
Dit analoge resultaat wordt bewezen in sectie 2.7, en aangezien het bewijs
gebaseerd is op de hoofdstelling bestaat het grootste deel van het bewijs
uit het aantonen van het bestaan van een geschikte irreducibele kromme.
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Onze hoofdstelling geeft ook een resultaat voor het geval l
1
= : : : = l
r
= 2.
Dit is echter een zeer zwak resultaat wat het aantal knopen betreft, want het
is nodig dat r  min(2m  5;
(m 1)(m+2)
6
;
(m 2)(m 3)
2
), en r 6= 6 als m = 9.
Waar men verwacht dat M zeer ample is als m(m + 3)=2   3r   n  5,
behalve voor enkele \triviale gevallen" waarvoor de meetkunde onmiddellijk
het niet zeer ampel zijn impliceert. Bijvoorbeeld, alsm = 5, r = 5 en n = 0;
dan is m(m+ 3)=2  3r   n = 5, maar M := 5E
0
  2E
1
  : : :  2E
5
is niet
zeer ampel op X
5
, omdat twee punten op de strikt getransformeerde van de
kegelsnede door de vijf algemene punten niet kunnen gescheiden worden.
In deze context moeten we vermelden dat in [5], E. Ballico het volgende
resultaat formuleert, dat heel dicht bij het verwachte resultaat komt.
Stelling ([5, Theorem 0.1 (4)])
De schoof M := mE
0
  2E
1
  : : :   2E
r
  F
1
  : : :   F
n
is zeer ampel op
X
r;n
in de volgende gevallen.
(a) n  4 en m(m+ 3)=2  3r   n  5
(b) n  2, m is oneven, en m(m+ 3)=2  3r   n  5
(c) n  2 en m(m+ 3)=2  3r   n  6
(d) m is oneven en m(m+ 3)=2  3r   n  6
(e) m(m+ 3)=2  3r   n  7
Zijn bewijs is echter voor ons, zelfs na het bespreken hiervan met M. Cop-
pens en J. Alexander, verre van duidelijk. Daarom vonden we het nuttig
dit geval verder te bestuderen in hoofdstuk 3. Daar bekomen we verschil-
lende resultaten die de grens op r uit de hoofdstelling verbeteren, maar
jammer genoeg worden de dimensies van de bekomen zeer ampele syste-
men minder optimaal. Het is onze bedoeling in de toekomst dit probleem
verder te onderzoeken, we denken bv. dat het mogelijk is een betere grens
op de dimensie the bekomen door resultaten uit hoofdstuk 3 (om de zeer
ampelheid van L = mE
0
  2E
1
       2E
r
te bewijzen) te kombineren met
een andere methode (om de zeer ampelheid van M te bewijzen).
Voor een gegeven (mogelijk lineair normale) inbedding van een varieteit
X, willen we meer weten over bepaalde eigenschappen. In het bijzonder
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bestuderen we de Gauss afbeelding corresponderend met zulke inbeddin-
gen, daar dit een klassieke afbeelding is geassocieerd aan een inbedding.
Meer algemeen, als we een rationale afbeelding  : X 9 9 KP
M
hebben, die
overal gedenieerd is en een locale inbedding (of nog, als we een lineair
systeem op X hebben dat basispuntvrij is en overal gedenieerd), dan kun-
nen we de Gauss afbeelding corresponderend met deze rationale afbeelding
beschouwen.
In hoofdstukken 4, 5 en 6, bestuderen we de injektiviteit van zulke Gauss
afbeeldingen. Men weet dat in het algemeen de Gauss afbeelding  van
een gladde varieteit eindig is; en, in geval van karakteristiek nul, dat  een
birationaal isomorsme is (zie [34, I, Corollary 2.8]). Alhoewel er reeds
veel onderzoek gedaan is in verband met de inseparabiliteit van de Gauss
afbeeldingen in positieve karakteristiek (zie bv. [27]), lijkt het ons dat er
in verband met hun injectiviteit nog niet veel gedaan is. Hier beginnen we
met het onderzoeken van de eenvoudigste gevallen.
In het bijzonder, beschouwen we in hoofdstuk 4, de opblazing X
0
van een
n-dimensionale varieteit X langs een glad deelschema Y dat gedenieerd
is in graad k door een zeer ampele omkeerbare schoof L op X. Op deze
opblazing X
0
denieren we M
k+1
:= 

(L)

(k+1)

 O
X
0
( E), met  de
projectie afbeelding en E de exceptionele divisor op X
0
. Dan is M
k+1
zeer
ampel (zie [7] of [9]), en dus kunnen we de Gauss afbeelding 
M
k+1
cor-
responderend met deze zeer ampele omkeerbare schoof M
k+1
bestuderen.
Merk op dat dit hetzelfde is als het bestuderen van de Gauss afbeelding
corresponderend met de inbedding van X
0
die correspondeerd met M
k+1
.
We bewijzen in het bijzonder de volgende twee stellingen die voldoende
condities geven voor het injektief zijn van de Gauss afbeelding 
M
k+1
.
Stelling (Chapter 4, Theorem 4.1)
Stel X een n-dimensionale varieteit, Y een m-dimensionale deelvarieteit
gedenieerd in graad k door een zeer ampele omkeerbare schoof L op X en
codim
X
(Y )  2. Onderstel dat 
L
injektief is, dan is 
M
k+1
ook injektief.
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Stelling (Chapter 4, Theorem 4.2)
Stel X een n-dimensionale varieteit, Y een m-dimensionale deelvarieteit
gedenieerd in graad k door een zeer ampele omkeerbare schoof L op X en
codim
X
(Y )  2. Dan impliceert de konditie:
I
q
(k) [ I
q
0
(k) 6= S
q
(k) \ S
q
0
(k) 8q; q
0
2 X
0
with q 6= q
0
(7.6)
dat 
M
k+1
injektief is.
Met I
q
(k) de set van alle divisoren uit P(M
k
) die q bevatten, S
q
(k) de set
van alle divisoren uit P(M
k
) die singulier zijn in q, en M
k
:= 

(L)

k


O
X
0
( E).
Dan passen we deze tweede stelling aan om tot het volgende resultaat te
komen, dat, onder bepaalde omstandigheden, een nodige en voldoende voor-
waarde geeft.
Stelling (Chapter 4, Theorem 4.3)
Stel X = P
n
voor een n  2 en L = O
P
n
(1). Stel Y een deelschema van X,
gedenieerd door L in graad k, codim
X
(Y )  2 en zodat de afbeelding
 :  (X
0
; 

(L)

k

O
X
0
( E))
  (X
0
; 

(L))!  (X
0
;M
k+1
)
surjectief is (X
0
is de opblazing van X langs Y ). Dan is 
M
k+1
injektief
als en slechts als (7.6) geldt.
Uiteindelijk, als een toepassing, beschouwen we de opblazing van de n-
dimensionale projectieve ruimte langs een gladde complete intersectie Y
van l hyperoppervlakken S
1
; : : : ; S
l
, met 2  l  n en k = deg(S
1
) 
    deg(S
l
) > 0; en we geven een nodige en voldoende voorwaarde voor
de injectiviteit van de Gauss afbeelding corresponderend met de schoof
M
k+1
:= 

(O
P
n
(k + 1))
O
X
0
( E).
In hoofdstuk 5, beschouwen we voor een n-dimensionale varieteit X, de
triviale inbedding i
triv
: X ,! P
2n+1
(cf. blz. 175) en we tonen aan dat, als
we starten met een geschikte inbedding X ,! P
M
(bv. een inbedding corre-
sponderend met een schoof N

3
, met N een zeer ampele omkeerbare schoof
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op X), de Gauss afbeelding corresponderend met de triviale inbedding in-
jektief is. Bovendien, bewijzen we voor i
s
:= proj
s
Æ i
triv
: X 9 9 K P
2n
,
met proj
s
de projectie van P
2n+1
met centrum s een algemeen punt van
P
2n+1
; dat de Gauss afbeelding 
i
s
corresponderend met i
s
injektief is.
Merk op dat de Gauss afbeelding 
i
s
gedenieerd is. Inderdaad, omdat
dim(T (i
triv
(X)))  2n is s 62 T (i
triv
(X)), en dus is i
s
overal gedenieerd en
een locale inbedding.
In hoofdstuk 6, beschouwen we de opblazing Y
k
van P
2
langs k algemene
punten P
1
; : : : ; P
k
. Stel E
0
de klasse van een rechte op Y
k
, E
i
de klasse van
de exceptionele divisor corresponderend met P
i
en m  2. We noteren de
omkeerbare schoof mE
0
  E
1
  : : :  E
k
op Y
k
met M
k
. Dan weten we dat
M
k
zeer ampel is als k  m(m+ 3)=2  5 (dit is juist het eerder vermelde
resultaat bewezen door D'Almeida en Hirschowitz in [14] en door M. Cop-
pens in [10]), en, in propositie 6.2.1, tonen we aan dat M
k
basispuntvrij is
en een locale inbedding als k = m(m+3)=2 4. Dit betekent dat de Gauss
afbeelding 
k
corresponderend met M
k
gedenieerd is voor alle m  2 en
k  m(m + 3)=2   4. We tonen dan aan dat deze Gauss afbeelding 
k
injektief is voor alle m  2 en k  m(m+ 3)=2  4.
Eens je de injektiviteit van een Gauss afbeelding hebt, rijst de vraag of
deze Gauss afbeelding ook een inbedding is. In hoofdstuk 7 beschouwen we
twee voorbeelden, waarvoor we kunnen aantonen dat de Gauss afbeelding
wel degelijk ook een inbedding is. In het eerste voorbeeld beschouwen
we de opblazing X van P
n
langs een lineaire deelruimte van codimensie
minstens 2, en we bewijzen dat de Gauss afbeelding corresponderend met
M := 

(O
P
n
(2)) 
 O
X
( E) een inbedding is. In het tweede voorbeeld
beschouwen we de opblazing X van P
2
langs twee algemene punten, en we
bewijzen dat de Gauss afbeelding corresponderend metM := 

(O
P
2
(3))

O
X
( E) een inbedding is. De gebruikte methode (voor beide voorbeelden)
is gebaseerd op het expliciet bepalen van de raakafbeelding van de Gauss
afbeelding; daar hiervoor locale berekeningen nodig zijn, zal deze methode
ineÆcient worden als de complexiteit van de inbeddingen toeneemt.
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Index of Notations
hP;Qi the line spanned by the points P;Q 2 P
2
genb() general ber of the map 
D
s
the divisor corresponding to a global section s of an in-
vertible sheaf L on a variety X
D  D
0
the divisors D and D
0
are linearly equivalent
S(X) the secant variety of a variety X
P(L) the complete linear system corresponding to an invertible
sheaf L on a variety X, i.e. P( (X;L))
I
Y
the ideal sheaf of Y
P(L 
 I
Y
) the linear system of divisors corresponding to the global
sections  (X;L 
 I
Y
) seen as a subset of  (X;L)
P(L)(Y ) the set of all divisors D 2 P(L) that contain Y , i.e.
P(L)(Y ) = P(L 
 I
Y
)
I
P
(L) the set of all divisors D 2 P(L) that contain the point P
S
P
(L) the set of all divisors D 2 P(L) that are singular at the
point P
P
m
the compete linear system of all plane curves of degree
m, i.e. P
m
= P(O
P
2
(m))
P
m
(l
1
P
1
; : : : ; l
r
P
r
) the linear system of all plane curves of degreem having at
least multiplicities l
i
at the points P
i
for all i = 1; : : : ; r,
i.e. P
m
(l
1
P
1
; : : : ; l
r
P
r
) = P(O
P
2 (m)
 I
l
1
P
1

    
 I
l
r
P
r
)
W
r
d
the set of all complete linear systems jDj with deg(D) = d
and dim(jDj)  r; i.e. W
r
d
is the subvariety of Pic
d
(C)
parametrising all complete linear systems of degree d and
dimension at least r
J(C) the Jacobian variety of a smooth irreducible curve C
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g
r
d
a linear system of degree d and dimension r on a smooth
irreducible curve
V
e f
e
(h) the scheme parametrizing the e-secant (e  f   1)-space
divisors of the linear system h on a smooth irreducible
curve
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