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ABSTRACT
We treat the action for a bosonic membrane as a sigma model, and then
compute quantum corrections by integrating out higher membrane modes. As
in string theory, where the equations of motion of Einstein’s theory emerges
by setting β = 0, we find that, with certain assumptions, we can recover the
equations of motion for the background fields, i.e. Rµν +(1/4)FµαβγµF
αβγ
ν = 0
and DαFαβγ = 0. for the membrane case. Although the membrane theory is
non-renormalizable on the world volume by power counting, the investigation
of the ultra-violet behavior of membranes may give us insight into the super-
symmetric case, where we hope to obtain higher order M-theory corrections
to 11 dimensional supergravity.
1 Introduction
At present, little is known about the action for M-theory [1,2], other than that
it contains 11 dimensional supergravity in the low energy limit. Higher order
corrections to 11D supergravity [3] are unknown. In this series of papers, we
hope to compute these higher order corrections.
In string theory, the usual 10D supergravity action is derived by treating
the original string action as a sigma model and them integrating the higher
1
modes. By setting β = 0 via conformal invariance, we then obtain the equa-
tions of motion of 10D supergravity, plus higher order corrections to any order
[4].
We would like to apply this same general technique to M-theory, treating
the 11D supermembrane action [5] as a sigma model in order to compute the
higher order corrections to M-theory. There are, of course, several obstacles
to performing such a procedure.
First, by power counting, the membrane theory in higher dimensions is non-
renormalizable on the world volume. We find that the degree of divergence
for any N-point function can be made arbitrarily high by adding higher vertex
corrections, thereby rending invalid the standard renormalization technique.
Second, there are problems with the quantization of supermembranes, i.e.
they are quantum mechanically unstable [6]. (This instability was the original
reason why many abandoned supermembrane theory soon after it was formu-
lated. However, it may be possible to re-interpret this instability in terms of
0-branes in matrix models [7].)
Third, the precise relationship between membranes and M-theory is also
not known. In particular, M-theory also contains five-branes, and perhaps
higher order corrections to membranes as well.
Our philosophy, however, will be to investigate the first problem. Although
the model is superficially non-renormalizable by power counting methods, it
may possess enough symmetry to eliminate large classes of diverges. For exam-
ple, there is no counterpart to the β = 0 equation for membranes, because there
is no conformal symmetry on the world volume. However, in a later paper we
will show that supersymmetry will in fact set the analogous supermembrane
term to zero because of the super Bianchi identities. Thus, supersymmetry
(which demands compatibility with the 11D supergravity background equa-
tions) is sufficient to render the theory one-loop renormalizable.
Our ultimate goal is to show whether or not supersymmetry is sufficient to
kill the divergences of the supermembrane theory to all orders. This, in turn,
would allow us to compute the higher order corrections to 11D supergravity
in the M-theory action. If a recursion relation can be written for the higher
order corrections, then we may be able to make statements concerning the
entire theory, to all orders.
However, even if this ultimate goal is not realized, we expect to find in-
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teresting surprises. For example, we will show that, unlike the string case,
one needs both one-loop and two-loop graphs in order to derive the standard
equations of motion for the graviton and anti-symmetric tensor field. In the
same way that the non-renormalizable four-fermion theory or the massive vec-
tor meson theory proved to be interesting laboratories for particle physics, it
may turn out that supermembrane actions, even if they are inherently non-
renormalizable, may be an interesting laboratory for M-theory.
2 Riemann Normal Co-ordinates
Our starting point is the bosonic membrane action:
L1 =
1
2α
√
γγijgµν∂iφ
µ∂jφ
ν (1)
where gµν is the space-time metric, where Greek letters µ, ν, α = 0, 1, 2...10,
where γij is the metric on the three-dimensional world volume, where Roman
letters i, j, k = 1, 2, 3, and where φµ is the membrane co-ordinate.
To this action, we add a contribution from the anti-symmetric field:
L2 = βǫ
ijkAµνλ∂iφ
µ∂jφ
ν∂kφ
λ (2)
which is found in the bosonic part of the supermembrane action. The total
action is then LT = L1 + L2, with α and β being two coupling constants.
Notice that the action of this theory is gauge invariant under the transfor-
mation:
δAµνλ = ∂µΛνλ + ... (3)
Notice that the action also contains a world volume metric γij. In the
usual string action, this metric can be eliminated entirely via a gauge choice
and a conformal transformation. However, in the covariant membrane case,
we cannot eliminate all the degrees of freedom of the non-propagating world
volume metric. Instead, we will simply treat the metric γij as a classical
background field. This means that we will have to keep γij arbitrary and
quantize the theory on a classical curved world volume.
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Next, we wish to power expand this action using the background field
method applied to sigma models, using Riemann normal co-ordinates [6]. Let
the space-time variable φµ(τ) obey a standard geodesic equation:
d2φµ
dτ 2
+ Γµρσ
dφρ
dτ
dφσ
dτ
= 0 (4)
Now expand the membrane co-ordinate φµ around a classical configuration
φµcl:
φµ = φµcl + π
µ (5)
where πµ is the quantum correction to the classical configuration. Now power
expand πµ in terms of ξµ:
πµ = ξµ − 1
2
Γµρσξ
ρξσ − 1
3!
Γµρσλξ
ρξσξλ... (6)
The various co-efficients in this power expansion can be laboriously computed
by inserting the expression back into the geodesic equation. For example, we
find that Γλµν is the usual Christoffel symbol, and:
Γµρσλ = ∂ρΓ
µ
σλ − ΓαρσΓµαλ − ΓαρλΓµασ (7)
In general, the higher coefficients are equal to:
Γνµ1µ2...µnαβ = Dµn · · ·Dµ1Γναβ (8)
where we take the covariant derivatives only with respect to the lower indices.
Our goal is now to power expand the Lagrangian L1+L2 in terms of ξ
µ, and
then integrate out ξµ from the action. This will give us a series of potentially
divergent graphs, whose structure we wish to examine.
In general, this power expansion becomes prohibitively difficult as we progress
to higher and higher orders, so we will instead use the formalism introduced
by Mukhi [9].
One reason why this expansion is unwieldy is because the standard Taylor
expansion is non-covariant. If we have a function I and power expand it, we
find:
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I =
∞∑
n=0
I(n) (9)
where:
I(n) =
1
n!
∫
dx1ξ
µ1∂x1µ1
∫
dx2ξ
µ2∂x2µ2 · · ·
∫
dxnξ
µn∂xnµnI (10)
where the co-ordinates on the three dimensional world volume are given by xi,
and where ∂xi is a functional derivative:
∂xµ =
δ
δφµ(x)
(11)
Clearly, iterating the operator:∫
dx ξµ(x)∂xµ (12)
yields non-covariant results.
Let us define instead the operator ∆:
∆ =
∫
dx ξµ(x)Dµ (13)
where Dµ is a functional covariant derivative. For example:
DµA
ν [φ(y)] =
[
∂µA
ν(φ(x)) + Γνµλ(φ(x))A
λ(φ(x))
]
δ3(x− y) (14)
Then we can power expand the Lagrangian as follows:
L =
∞∑
n=0
L(n) (15)
where:
L(n) =
1
n!
∆nL (16)
To perform the power expansion, we derive the following identities:
∆ξµ = 0
5
∆(∂iφ
µ) = Diξ
µ
∆(Diξ
µ) = Rµνρσξ
νξρ∂iφ
σ
∆Tµ1µ2... = ξ
ρDρTµ1µ2... (17)
where Tµ1µ2... is an arbitrary tensor, and:
Diξ
µ = ∂iξ
µ + Γµρσξ
ρ∂iφ
σ (18)
and:
Rµνρσ = ∂ρΓ
µ
νσ − ∂σΓµνρ + ΓλνσΓµλρ − ΓλνρΓµλσ (19)
Now let us power expand the original action in terms of ξ. Let us replace
φµcl with the symbol φ
µ.
We find:
L
(0)
1 =
1
2α
√
γγijgµν∂iφ
µ∂jφ
ν
L
(1)
1 =
1
α
√
γγijgµν∂iφ
µDjξ
ν
L
(2)
1 =
1
2α
√
γγijRµνσρ∂iφ
µ∂jφ
σξνξρ +
1
2α
√
γγijgµνDiξ
µDjξ
ν
L
(3)
1 =
1
6α
√
γγijRµνρσ;λ∂iφ
µ∂jφ
σξνξρξλ +
2
3α
√
γγijRµνρσ∂iφ
µDjξ
σξνξρ
L
(4)
1 =
1
24α
√
γγij
[
Rµνρσ;πκ + 4R
λ
νρµRλπκσ
]
∂iφ
µ∂jφ
σξνξσξπξκ
+
1
4α
√
γγijRµρσν;π∂iφ
µDjξ
νξρξσξπ +
1
6α
√
γγijRµσρνDiξ
µDiξ
νξρξσ
L
(5)
1 =
1
120α
√
γγij
(
Rµναβ;γδλ + 14R
ǫ
αβµ;γRǫδλν
)
∂iφ
µ∂jφ
νξαξβξγξδξλ
+
1
15α
√
γγij
(
Rµαβν;γδ + 2R
π
αβµRπγδν
)
∂iφ
µDjξ
νξαξβξγξδ
+
1
12α
√
γγijRµαβν;γDiξ
µDjξ
νξαξβξγ
L
(6)
1 =
1
720α
√
γγij
(
Rµαβν;γδǫλ + 22Rµαβπ;γδR
π
ǫλν + 14R
π
αβµ;γRπδǫν;λ
+ 16RπαβµRπγδρR
ρ
ǫλν
)
∂iφ
µ∂iφ
νξαξβξγξδξǫξλ
+
1
72α
√
γγij
(
Rµαβν;γδǫ + 4R
π
αβµ;γRπδǫν +R
π
αβν;γRπδǫµ
)
∂iφ
µDiξ
νξαξβξγξδξǫ
+
1
40α
√
γγij
(
Rµαβν;γδ +
8
9
RπαβµRπγδν
)
Diξ
µDjξ
νξαξβξγξδ (20)
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The power expansion of the Lagrangian involving the anti-symmetric field
is given by:
L
(0)
2 = β
√
γǫijkAµνλ∂iφ
µ∂jφ
ν∂kφ
λ
L
(1)
2 = 3βǫ
ijkAµνλDiξ
µ∂jφ
ν∂kφ
λ + βǫijkDρAµνλξ
ρ∂iφ
µ∂jφ
ν∂kφ
λ (21)
Since the original action was gauge invariant in the anti-symmetric field,
we wish to preserve this symmetry, so let us re-write L
(1)
2 by introducing the
tensor:
Fσµνλ = DσAµνλ −DµAνλσ +DνAλσµ −DλAσµν (22)
Because of gauge invariant, all subsequent terms will involve this covariant
tensor.
Then we can write:
L
(1)
2 = βǫ
ijkFσµνλ∂iφ
µ∂jφ
ν∂kφ
λξσ (23)
L
(2)
2 =
β
2
ǫijk
(
3FσµνλDiξ
µ∂jφ
ν∂kφ
λξσ +DρFσµνλ∂iφ
µ∂jφ
ν∂kφ
λξρξσ
)
(24)
L
(3)
2 =
β
6
ǫijk
(
6FσµνλDiξ
µDjξ
ν∂kφ
λξσ + 6DρFσµνλDiξ
µ∂jφ
ν∂kφ
λξρξσ
+ 3Rµαβγ∂iφ
γFσµνλξ
αξβξσ∂jφ
ν∂kφ
λ
+ DπDρFσµνλ∂iφ
µ∂jφ
ν∂kφ
λξρξσξπ
)
(25)
L
(4)
2 =
β
4!
ǫijk
{
6FσµνλDiξ
µDjξ
νDkξ
λξσ
+ 18RµαβγFσµνλ∂iφ
γDjξ
ν∂kφ
λξαξβξσ
+ 18DρFσµνλDiξ
µDjξ
ν∂kφ
λξσξρ
+ 9DπDρFσµνλDiξ
µ∂jφ
ν∂kφ
λξσξρξπ
+ 9RµαβγDρFσµνλ∂iφ
γ∂jφ
ν∂kφ
λξαξβξρξσ
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+ DκDπDρFσµνλ∂iφ
µ∂jφ
ν∂kφ
λξρξρξπξκ
+ 3RµαβγFσµνλDiξ
γ∂jφ
ν∂kφ
λξαξβξσ
+ 3Rµαβγ;π∂iφ
γFσµνλ∂jφ
ν∂kφ
λξαξβξσξπ
}
(26)
Now we wish to simply the action a bit. We first wish to eliminate terms
linear in ξ. If we add the contribution from L
(1)
1 and L
(1)
2 , we find:
L
(1)
T =
1
α
√
γγijgµν∂iφ
µDjξ
ν + βǫijkFσµνλ∂iφ
µ∂jφ
ν∂kφ
λξσ
= ∂iφ
µ
(
1
α
√
γγijgµνDjξ
ν + βǫijk∂jφ
ν∂kφ
λξσFσµνλ
)
= ∂iφ
µ∇iξµ (27)
where we define ∇ by:
∇iξµ = 1
α
√
γγijgµνDjξ
ν + βǫijk∂jφ
ν∂kφ
λξσFσµνλ (28)
The linear term L(1) may be set to zero, if we impose:
∇i∂iφµ = 0 (29)
which then defines φµcl.
Now let us add the two contributions together from the two parts and
organize them by the ξ co-ordinates.
We find:
L
(2)
T = ξ
αξβL
(2)
αβ +Diξ
αξβL
i(2)
αβ +Diξ
αDjξ
βL
ij(2)
αβ
L
(3)
T = ξ
αξβξσL
(3)
αβγ +Diξ
αξβξσL
i(3)
αβγ +Diξ
αDjξ
βξσL
ij(3)
αβγ
L
(4)
T = ξ
αξβξγξδL
(4)
αβγδ +Diξ
αξβξγξδL
i(4)
αβγδ
+ Diξ
αDjξ
βξγξδL
ij(4)
αβγδ +Diξ
αDjξ
βDkξ
γξδL
ijk(4)
αβγδ (30)
where:
L
(2)
αβ =
1
2α
√
γγijRµαβσ∂iφ
µ∂jφ
σ +
β
2
ǫijkDαFβµνλ∂iφ
µ∂jφ
ν∂kφ
λ
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L
i(2)
αβ =
3β
2
ǫijkFβανλ∂jφ
ν∂kφ
λ
L
ij(2)
αβ =
1
2α
√
γγijgαβ (31)
L
(3)
αβγ =
1
6α
√
γγijRµαβσ;γ∂iφ
µ∂jφ
σ
+
β
6
ǫijkDγDβFαµνλ∂iφ
µ∂jφ
ν∂kφ
λ
+
β
2
ǫijkRµαβπFγµνλ∂iφ
π∂jφ
ν∂kφ
λ
L
i(3)
αβγ =
2
3α
√
γγijRµβγα∂jφ
µ
+ βǫijkDβFγανλ∂jφ
ν∂kφ
λ
L
ij(3)
αβγ = βǫ
ijkFγαβλ∂kφ
λ (32)
L
(4)
αβγδ =
1
24α
√
γγij∂iφ
µ∂jφ
σ
[
Rµαβσ;γδ +R
λ
αβµRλγδσ
]
+
β
4!
ǫijkDδDγDαFβµνλ∂iφ
µ∂jφ
ν∂kφ
λ
+
9β
4!
ǫijkRµαβσDγFδµνλ∂iφ
µ∂jφ
ν∂kφ
λ
+
3β
4!
ǫijkRµαβσ;δ∂iφ
σFγµνλ∂jφ
ν∂kφ
λ
L
i(4)
αβγδ =
1
4α
√
γγijRµαβγ;δ∂iφ
µ +
18β
4!
ǫijkRµβδπFδµαλ∂jφ
π∂kφ
λ
+
9β
4!
ǫijkDδDβFγανλ∂jφ
ν∂kφ
λ +
3β
4!
ǫijkRµβγαFδµνλ∂jφ
ν∂kφ
λ
L
ij(4)
αβγδ =
1
6α
√
γγijRαβγδ +
18β
4!
ǫijkDδFγαβλ∂kφ
λ
L
ijk(4)
αβγδ =
6β
4!
ǫijkFδαβγ (33)
Before we can begin to set up the perturbation series, we must first diago-
nalize the quadratic term L
(2)
T . The space-time matrix gµν can be eliminated
in favor of the usual vierbein eaµ, where the Roman index a represents tangent
space indices.
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Now let us replace gµν with e
a
µe
a
ν . With a little bit of algebra, we can move
the vierbein past the derivative and prove the identity:
eaµDiξ
µ = eaµ
(
∂iξ
µ + ∂iφ
λΓµλνξ
ν
)
= ∂iξ
a + ∂iφ
µωabµ ξ
a = Diξ
a (34)
where ξa = eaµξ
µ and where:
ωabµ = −(∂µeaν)ebν + eaνΓνµβebβ (35)
which is self-consistent with the equation Dµe
a
ν = 0, as desired.
In this fashion, we can now write everything with tangent space indices.
We find that the only change is that we must replace Green letters α, β, γ, δ
with Roman letters a, b, c, d.
For the general case, we find:
L
(n)
T =
n−1∑
k=0
Di1ξ
a1Di2ξ
a2 · · ·Dikξak · · · ξanLi1i2···ik(n)a1···an (36)
where ai are defined in the tangent space.
3 Regularization
Now that we have power expanded the original action in terms of ξa, where a
is the tangent space index on curved space-time, we must now integrate over
the quantum field ξa defined on the tangent space, which will leave us with
divergent terms whose structure we wish to analyze.
We will power expand around the term:
L
(2)
1 =
1
2α
√
γγijDiξ
aDjξ
a (37)
where the space-time metric gµν has been absorbed into the vierbeins.
If we perform the integration over ξa, then (subject to a regularization
scheme):
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〈Tξa(x)ξb(x′)〉 ∼ αΛδab + ... (38)
where the right hand side is linearly divergent via some large momentum scale
Λ, and there are important corrections to this equation crucially dependent
on the regularization scheme.
Then the first term in L
(2)
T contributes the following term:
L
(2)
ab 〈Tξaξb〉 (39)
which in turn yields the two equations:
〈Tξaξb〉 1
α
√
γγijRµabσ∂iφ
µ∂jφ
σ (40)
and:
β〈Tξaξb〉ǫijk∂iφµ∂jφν∂kφλDaFbµνλ (41)
Unlike the superstring, there is no conformal symmetry by which we can
set this divergent term to zero. In this paper, we will simply set the lowest
order divergent term to zero by fiat. This is a weakness in this approach. This,
in some sense, defines the model, i.e. the theory can only propagate on certain
background fields which set the lowest order divergent term to zero.
However, for the supermembrane, we will show in a later paper that there
is enough supersymmetry to allow us to set this divergent term to zero, so we
have:
Rµν = 0; D
aFabcd = 0 (42)
The second equation is just the equation of motion for the anti-symmetric
field, as expected. However, the first equation is rather troubling, since there
should be a term proportional to F 2. The fact that this term is missing means
that the equations of motion are actually inconsistent. There exists no action
involving gµν and Fαβγδ which yields these equations of motion. Thus, we must
carefully analyze our regularization scheme and go to higher interactions. This
is different from the superstring case, where the one-loop results are sufficient
to yield self-consistent equations of motion. For the membrane, we find that
we must go to two loops in order to obtain self-consistent results.
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Now let us generalize this result to higher orders by carefully introducing
a regularization scheme. There is a problem with dimensional regularization,
however. If we analytically continue the integral:
∫
ddp
(p2 +m2)
∼ Γ(1− d
2
) (43)
we find that it is finite for d = 3. It diverges with a pole at d = 4, but is
formally finite for odd dimensions. This strange result does not change for
higher loops, since multiple integrals over the momenta yield factors of Γ(k),
where k is half-integral, which is again finite for d = 3. Furthermore, when
we introduce supersymmetry, we find that dimensional regularization does not
respect this symmetry, which only holds at d = 3 for supermembranes. Hence,
dimensional regularization poses some problems. In fact, supersymmetry is so
stringent, it appears that finding a suitable regularization method is problem-
atic for any method.
We will, instead, use standard point-splitting and proper time methods,
separating the points on the world volume at which the various ξµ(x) meet at
a vertex. This, of course, will violate general covariance and supersymmetry
by point-splitting. However, point-splitting methods are convenient since the
divergence within a Feynman integral occur when fields are defined at the
same world volume point, i.e. x→ y on the world volume.
Then the two-point Green’s function can be written as:
〈Tξa(x)ξb(x′)〉 = −iGab(x− x′) (44)
where x and x′ represents points on the three dimensional world volume, and:
1
α
[
−Dabi
√
γγijDbcj +
√
γ
(
ζR+m2
)]
Gac(x, x′) = δ3(x− x′)δab (45)
(Although the theory is massless, notice that we added in a small mass m2 in
order to handle infrared divergences. In non-linear sigma models of this type,
it can be shown that this mass regulartor cancels against other terms in the
perturbation theory. Notice that we introduce a parameter ζ which takes into
account the curvature on the world volume. This term will be of interest when
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we introduce fermions into our formalism. However, here we can set this term
ζ to zero for our case.)
The solution of this Green’s function is complicated by two facts. First,
the Green’s function is defined over both a curved three dimensional world
volume manifold and 11 dimensional space-time manifold, and hence we have
to use the formalism developed for general relativity.
Second, the Green’s function will in general introduce unwanted curvatures
on the world volume. This is because the covariant derivative Di contains the
connection field ∂iφ
µωabµ . If we set this equal to A
ab
i , then D
ab
i = ∂iδ
ab + Aabi ,
which is the familiar covariant derivative in O(D) gauge theory. Thus, when
we invert the opertor Di
√
γγijDj , we encounter gauge invariant terms like the
square of Rabij , where
[Di, Dj]
ab = Rabij (46)
In two dimensions, curvature terms of this sort do not contribute to the
perturbation expansion to lowest order when d = 2 [8]. However, these terms
do in fact contribute to the perturbation expansion when d = 4 [10]. In fact,
the presence of these terms renders the quantum theory of the d = 4 non-linear
sigma model non-renormalizable, since they introduce new counter-terms not
present in the original action.
Given the potential problems with this term, let us introduce the proper
time formalism [11]. Let s be the Schwinger proper time variable:
G˜ab(x, x′) = (γ(x))1/4Gab(x, x′)(γ(x′))1/4 = iα
∫
∞
0
ds〈x, s|x′, 0〉ab (47)
where γ = detγij and we choose a positive metric on the world volume.
We impose the boundary condition:
〈x, 0|x′, 0〉ab = δabδ3(x− x′) (48)
Now let us assume the ansatz for the Green’s function:
〈x, s|x′, 0〉 = i
(4πis)d/2
γ(x)1/4∆1/2(x, x′)γ(x′)1/4F ab(x, x′; is)
× exp
(
−σ(x, x
′)
2is
− ism2
)
(49)
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where σ(x, x′) is one-half the square of the distance along the geodesic between
x and x′, where ∆ is given by:
γ(x)1/4∆(x, x′)γ(x′)1/4 = −det (−σ,i,j(x, x′)) (50)
and:
F (x, x′)ab =
∞∑
n=0
(is)naabn (x, x
′) (51)
The object of this section is to power expand the Green’s function in terms
of σ(x, x′). In particular, σ obeys a number of useful identities, among them:
σiσ
i = 2σ (52)
where σi = ∂iσ, and we raise and lower indices via γ
ij . From this identity, we
can establish a large number of identities for various derivatives of σ.
When calculating Feynman diagrams, we will find that they diverge ac-
cording to inverse powers of σ. Hence, we can compare the large momentum
cut-off Λ to σ, i.e.
Λ ∼ σ−1/2 (53)
This new Green’s function satisfies the “Schrodinger” equation:
− ∂
∂is
〈x, s|x′, 0〉 = H〈x, s|x′, 0〉 (54)
where the “Hamiltonian” is given by:
H = −γ−1/4Diγ1/2γijDjγ−1/4 + ζR+m2 (55)
If we insert the expansion of the Green’s function into the defining equation
for the Green’s function, we are left with a constraint on the undetermined
function F :
− ∂F
∂is
= ζRF +
1
is
σ,iF,i − 1
∆1/2
(
∆1/2F
);i
,i
(56)
Inserting the power expansion for F into this expression, we now have a
recursive relation among the an coefficients appearing within F :
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σian+1,i + (n+ 1)an+1 =
1
∆1/2
(
∆1/2
);i
i
− ζRan (57)
Now let us solve the an iteratively. The equation for a
ab
0 give us:
σiDia0 = 0 (58)
The goal of this exercise is to extract out the divergent terms within the
Green’s function. Let us, therefore, slowly let x approach x′. Repeated differ-
entiation of the previous formula yields:
limx→x′ Dia0 = 0
limx→x′ Diγ
ijDja0 = −1
2
Rabij
limx→x′ a0,;i
i
;j
j
=
1
2
TrRijR
ij (59)
where Rabij = [Di, Dj]
ab and:
σ → 1
2
(x− x′)2
σi;j → γij
σi;j;k;l → 1
2
(Rlijk +Rkijl)
∆ → 1 (60)
After a certain amount of algebra, we find the desired result for the coeffi-
cients aabn :
a0 → δab
a1 → 1
6
R− ζR
a2 → 1
2
[
(
1
6
− ζ)R
]2
+
1
6
(
1
5
− ζ)R;ii +
1
12
TrRijR
ij
− 1
180
RijR
ij +
1
180
RijklR
ijkl (61)
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Now we wish to insert these values for aabn into the expression for the Green’s
function, in order to see how badly it diverges as a function of σ. In the limit
as x→ x′, many terms drop out, and we are left with:
G˜(x, x′)ab = iα
∫
∞
0
ds 〈x, s|x; 0〉ab
= iα
∫
∞
0
ds
i
√
γ
(4πis)d/2
exp
(
− σ
2is
− ism2
) ∞∑
n=0
(is)naabn (62)
We now use the integral:
∫
∞
0
dx xν−1exp
(
−iµ
2
[x+ (β2/x)]
)
= −iπβνeiνπ/2H(2)
−ν (βµ) (63)
where H(2) is a Bessel function of the third kind, or a Hankel function.
For the case of interest, d = 3, we have:
G˜(x, x′)ab = α
π
√
γ
(4π)3/2
∞∑
n=0
aabn
( −σ
2m2
)(1/2)(n−1/2)
H
(2)
−n+1/2
(√
−2m2σ
)
(64)
We now make the definitions µ = 2m2, β = (−σ/2m2)1/2, ν = n+1−(d/2).
To find the power expansion in σ, we use the fact that:
H
(2)
−n+1/2 = −i(−1)n−1
(
2z
π
)1/2
(jn−1 − iyn−1) (65)
(where we set z =
√−2m2σ) and the fact that:
jn(z) = z
n
(
−1
z
d
dz
)n
sin z
z
yn(z) = −zn
(
−1
z
d
dz
)n
cos z
z
(66)
In particular, we find that the propagator in curved space is linearly di-
vergent in momentum, as expected. The troublesome terms, a1 and a2, we
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see, are finite in three dimensions, and so can be dropped from our discussion
(which is not the case for d = 4). Although they ruin the renormalization
program for four dimensions, we find that they drop out in three dimensions.
For completeness, we present the entire series:
G˜(x, x′)ab = αi
√
2πγ
(4π)3/2
{
e−iz√
σ
aab0
+
∞∑
n=1
(−1)naabn
(
z
−2m2
)2n−1 (
−1
z
d
dz
)n−1
e−iz
z

 (67)
Notice that, as x → x′, we find that the integral diverges linearly with
the momentum, but the troublesome curvature term involving Rabij do not
contribute (as they do in four dimensions). Hence, from now on, we can
simply use the fact that the propagator diverges linearly with momentum.
Lastly, we can also use this formalism to compute two point functions
involving derivatives. If we have two point functions like:
〈T∂iξa(x)∂jξb(y)〉 = ∂xi ∂yj 〈Tξa(x)ξb(y)〉 = ∂xi ∂yj G˜ab(σ) (68)
where G˜ab(σ) is the propagator, then we can, for small distance separations,
use the fact that σ(x, y) ∼ (1/2)(x− y)iγij(x− y)j, so that:
∂xi ∂
y
j σ(x, y) ∼ −γij (69)
By taking repeated derivatives of the propagator as a function of the separation
σ, one can therefore contruct the contraction of an arbitrary number of ξ fields.
4 Two Loop Order
We saw earlier that the one loop result was inconsistent. An action of the form
R+F 2µναβ cannot have equations of motion given by Rµν = 0 and D
µFµναβ = 0
We must therefore probe the two loop result to see if we can re-establish the
consistency of the model.
Consider first the case of two external lines N = 2.
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The contraction of the term L
(3)
2,αβ yields:
L
i(3)
2,aa ∼ ǫijkFaaνλ∂jφν∂kφλ = 0 (70)
which vanishes by the anti-symmetry of the F tensor.
The most interesting two loop graph is given by the contraction of L
ij(3)
2αβγ
with itself. This gives us the contraction:
ǫijkFγαβλ∂kφ
λ〈TDiξα(x)Djξβ(x)ξγ(x)Di¯ξα¯(y)Dj¯ξβ¯(y)ξγ¯(y)〉ǫi¯j¯k¯Fγ¯α¯β¯λ¯∂k¯φλ¯
(71)
when x→ y.
If we perform the contractions over ξ, we find, with a little bit of work, the
following result:
β2α3Λ4
√
γγij∂iφ
λ∂jφ
λ¯FcabλF
cab
λ¯ (72)
Notice that the divergence can be absorbed into a rescaling: α = αR/Λ. (In the
next section, we will see that the leading divergences can in fact be absorbed
by this rescaling to all orders.)
After rescaling, we find that the equation of motion of the graviton is given
by:
Rµν +
1
4
FµαβγF
αβγ
ν = 0 (73)
(Unfortunately, the term proportional to gµν does not appear in the equations
of motions, signalling a possible inconsistency. This is normally solved for the
superstring case by adding an another field, the dilaton. We will see that this
possible inconsistency vanishes for the supermembrane case.)
There is also a self-consistency between the equations of motion for the
metric and the anti-symmetric field which must be re-established at every
loop order, and hence this provides a powerful check on the correctness of any
model of membranes.
Higher order graphs are easy to construct but more tedious to evaluate.
We will present the contractions necessary to perform two and three loop
calculations, but will not explicitly compute the graphs.
For example, the R2 and DR two loop terms are contained in the contrac-
tion of L
(4)
1,αβγδ, so we have the two loop contribution:
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124α
√
γγij∂iφ
µ∂jφ
σ
[
Rµαβσ;γδ +R
λ
αβµRλγδσ
]
〈Tξαξβξγξδ〉 (74)
Two loop curvature terms are also contained in the contraction of the
square of L
(3)
1αβγ . This contraction yields:
〈L(3)1 L(3)1 〉 =
(
2
3α
)2√
γγijRµβγα∂jφ
µ〈TDiξα(x)ξβ(x)ξγ(x)
× Di¯ξα¯(y)ξβ¯(y)ξγ¯(y)〉
√
γγ i¯j¯Rµ¯β¯γ¯α¯∂j¯φ
µ¯Di¯ξ
α¯ξβ¯ξγ¯ + ... (75)
These two terms give us two loop correction terms to the curvature tensor,
yielding complicated combinations of R2 and DR terms.
Lastly, we can also calculate the two and three loop contribution for the
anti-symmetric field. For example, two loop corrections to the equations of
motion are given by contracting L
(4)
2αβγδ with two propagators. This term is
contained within:
〈L(4)2 〉 = βǫijk
{
1
4!
DδDγDαFβµνλ∂iφ
µ∂jφ
ν∂kφ
λ
+
9
4!
RµαβσDγFδµνλ∂iφ
µ∂jφ
ν∂kφ
λ
}
〈Tξαξβξγξδ〉+ ... (76)
This gives us terms like RF and DDDF .
Similarly, we can also contract over the square of L
ij(4)
2αβγδ, which will give
us a FDDF term. It is contained within:
〈(L(4)2αβγ)2〉 =
(
18β
4!
)2
ǫijkDδFγαβλ∂kφ
λ〈TDiξα(x)Djξβ(x)ξγ(x)ξδ(x)
× Di¯ξα¯(y)Dj¯ξβ¯(y)ξγ¯(y)ξ δ¯(y)〉ǫi¯j¯k¯Dδ¯Fγ¯α¯β¯λ¯∂k¯φλ¯ + ... (77)
5 Power Counting
Now let us analyze the divergence of graphs to all orders in perturbation theory.
Because the coupling constant has negative dimension, we can always increase
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the degree of divergence of any multi-loop graph by adding more insertions.
In this sense, the theory is not renormalizable. But we will see in this section
how many divergences we can absorb via the coupling constant α and β.
Consider first the Lagrangian L1 with only the metric tensor, without the
anti-symmetric field. Let L be the number of loops in an arbitrarily compli-
cated Feynman graph. Then its contribution to the over-all divergence is 3L,
due to d3p. Let I be the number of internal lines in the graph. So its contribu-
tion is −2L due to 1/p2. Let Vn be the number of n-point vertices in the graph.
Since each n-point graph in the action has two momenta associated with it, it
can contribute at most 2Vn. Let E equal the number of external lines in the
graph. Since each external line subtracts off a line which could have become
an internal line, it contributes −N . Then the superficial divergence of any
graph D is given by:
D = 3L− 2I + 2
∞∑
n=3
Vn −N (78)
Now calculate the number of momentum integrations. Each internal line
contributed d3p. Each n-point vertex contributes a momentum-conserving
delta function δ3(
∑
pi), which deletes three momentum integrations per ver-
tex. And then there is one over-all conservation of momentum factor. The
sum of these integrations, in turn, contributes an over-all (d3pi)
L momentum
integration for the loops. Thus, we have:
L = I −
∞∑
n=3
Vn + 1 (79)
Now insert the second equation into the first, and we obtain:
D = L−N + 2 (80)
Notice that the degree of divergence D is just a function of the number of
loops L and the number of external lines E.
Now let us see if we can re-absorb this divergence into the coupling constant
α. Let Λ be the momentum cut-off for the graph. Recall that the perturba-
tion expansion parameter is α. Then the leading divergences of the N -point
amplitude AN , symbolically speaking, diverge as:
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AN =
∞∑
L=1
αL−1AN,L (81)
where we only compute the loop corrections.
We have just shown that AN,L diverges as:
AN,L ∼ ΛL−N+2A˜N,L (82)
Now let us re-define the coupling constant as:
α ∼ αR
Λ
(83)
which we performed in the last section for the single loop.
Rescaling the graph, we now have:
AN = Λ
3−N
(∑
L=1
αL−1A˜N,L
)
(84)
Thus, the leading superficial divergence can be absorbed into α by a rescal-
ing. The larger N , the faster the graph converges. In particular, we see that
the amplitude is formally finite for N = 3 and beyond, but diverges still for
N = 2. We can eliminate the N = 2 divergence by simply declaring that the
background fields obey the standard equations of motion, thereby defining the
model.
Now let us generalize the simple power counting to the general case, in-
cluding the anti-symmetric field. The power counting is much worse, since we
now have 3 momenta attached to each vertex function, rather than 2. The
leading divergences all come from this sector.
So the degree of divergence is now given by:
D = 3L− 2I + 3
∞∑
n=3
Vn +XN (85)
(If some of the lines on the vertex are external lines, this reduces the degree
of divergence of the graph, so we have to compensate this by adding in XN .
For example, X2 = −2, X3 = −3.)
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The number of momentum integrations is given by:
L = I −
∞∑
n=3
Vn + 1 (86)
Notice that we can no longer cancel both I and
∑
Vn to arrive at a simple
relationship involving just L and N . Thus, we need one more constraint to
eliminate the vertex factors.
Let us count the number of lines in a graph. Each of the Vn vertices
contributes n lines to the graph. Thus, they collectively contribute
∑
nVn
lines to the graph. When two of these vertices Vn are joined, they form an
internal line, which is therefore counted twice. This means that the sum
∑
nVn
counts each internal line twice, and each external line once (since external lines
are not paired off). Thus, we have:
∞∑
n=3
nVn = 2I +N (87)
By examining these three sets of equations, we see that, in general, it is not
possible to eliminate all the Vn in a graph. Therefore, we will only concentrate
on the leading divergence within a graph and ignore lower order divergences.
Let us see which vertices contribute the most to the over-all divergence.
A vertex Vn contains 3 momenta. Let us say that we replace it with two
small vertices Vn1 and Vn+2 which are joined by an internal line. The over-all
contribution from these two attached vertices is given by 3+ 3− 2 = 4, where
the −2 comes from 1/p2. Thus, we can always increase the over-all divergence
of a graph by replacing Vn with pairs of smaller n-point vertices. This process
can be continued, until we are left with a graph with only V4 and V5 vertices
left. Thus, the leading divergence is now given with only V4 and V5. If we
eliminate V4, we are left with:
D = 2L− 1
2
V5 +
N
2
+XN + 1 (88)
(Notice that this equation depends on whether the overall number of vertex
lines is even or odd. If it is even, then V5 = 0.)
In this way, we can compute the over-all divergence of a graph. However,
there is simple short-cut we can use. If we examine the perturbation expansion
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of L1 and L2, we see that the primary difference is that the internal vertices
of L1 contain two derivatives, while the internal vertices of L2 contain three
derivatives. Because the coupling constant 1/α appears in front of each term
in L1, we see that each internal vertex function diverges, at most, like Λ
3.
But if we let β remain a finite constant, we see that each internal vertex in
L2 diverges as Λ
3 as well. Thus, by only rescaling α but keeping β finite, we
see that the divergence of the purely metric theory is identical to the theory
coupled to anti-symmetric tensor fields. (β, although it is finite, will ultimately
be fixed by requiring consistency in the equations of motion of the background
fields).
6 Conclusion
In field theory, the study of non-renormalizable Lagrangians, such as the four-
fermion model, or massive vector theories, has given us insight in deep physical
processes. Likewise, the bosonic membrane action, by naive power counting,
is non-renormalizable on the world volume, but may give us insight into M-
theory. Although the bosonic membrane theory is ultimately probably not a
consistent quantum theory, the techniques we have used here will generalize
to the supermembrane case.
In this paper, we have expanded the bosonic membrane action around
Riemann normal co-ordinates, treating the theory as a non-linear sigma model,
and calculated the regularized propagator and higher loop graphs.
In particular, we found:
a) The standard dimensional regularization method apparently breaks down
at d = 3, where the Gamma function no longer has a pole. Instead, we de-
veloped the proper time and point-splitting formalism in curved space for the
d = 3 membrane action. Although we lost general covariance, this gave us
an intuitive way in which to isolate all the divergences of higher graphs, since
the singularities emerge when two fields touch on the world volume. It is
then a simple matter to analyze complicated graphs visually and isolate their
divergences.
b) The renormalization program in four dimensions for the non-linear sigma
model is ruined by the presence of terms like Tr [RijR
ij]. However, we have
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shown that these terms are not a problem in three dimensions.
c) We found that the single loop graph was insufficient to generate self-
consistent equations of motion for the background fields. This was surprising,
since setting β = 0 in the usual string formalism yields self-consistent equations
of motions at the first loop level.
d) Since the formalism we have developed works for arbitrary loop level,
we can calculate higher order corrections to the equations of motion. We find,
at two loop level, new terms which have the form: R2, DR, FDDF , FRF ,
etc.
e) We found that, by naive counting arguments on arbitrary loop graphs, we
could absorb the leading divergences into a rescaling of the coupling constant
α. By setting α→ αR/Λ, where Λ is a large momentum cut-off parameter, we
could absorb the leading divergences. The amplitudes then diverge as Λ3−N , so
the leading divergences actually vanish if N = 3, 4, .... For the case N = 2, we
set the divergence to zero, thereby yielding the equations of motions. We found
that the counting of divergences remains the same if the coupling constant β
for the anti-symmetric fields is finite. This doesn’t mean that the action is
renormalizable, of course, since we still have to analyze non-leading graphs
and many other subtle problems.
One weakness of this formalism is that the equations of motion emerge
only after setting one divergences to zero by hand. Hence, we have to define
the theory by placing in the background fields on-shell.
In the superstring case, conformal symmetry allows us to set β = 0. How-
ever, the entire motivation of our approach is to analyze the D = 11 supermem-
brane, where supersymmetry is sufficient to set these lower order divergences
to zero. Our ultimate goal, therefore, is to see whether supersymmetry is
strong enough to control the divergences found in the supermembrane the-
ory, and whether we can obtain the the M-theory action by expanding around
higher order corrections to the standard D=11 supergravity action, and then
use recursion relations to probe the entire action. The supersymmetric case
will be discussed in a forthcoming paper.
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