Abstract. For two weights u, w on R n , we show that w ∈ A p,u (the Muckenhoupt class of weights) if and only if wu ∈ A p and wu 1−p ∈ A p , under the assumption that u ∈ A r for every r > 1.
Introduction
A p (R n ) weights (see below for an intrinsic definition) were introduced by Muckenhoupt [8] . They are exactly those weight functions on R n for which the Hardy-Littlewood maximal operator
is bounded on L p (w). Here, the supremum is taken over all the cubes Q ⊆ R n containing x and |Q| denotes the Lebesgue measure of Q.
When another (doubling) measure µ replaces the Lebesgue measure in the definition of the maximal function, then the corresponding A p,µ weights play the same role (see [1] ).
To be precise, let µ be a positive Borel measure on R n , 1 < p < ∞ and let p be the conjugate exponent: 1/p + 1/p = 1. If Ω ⊆ R n , then A p,µ (Ω) denotes the class of weights (i.e., µ-measurable, nonnegative functions defined on Ω) satisfying Muckenhoupt's condition: there exists some positive constant C such that
for every cube Q ⊆ Ω. We will write A p,µ (Ω, w) for the least constant
C.
We write A p,u (Ω) if dµ(x) = u(x) dx, and A p (Ω) if u ≡ 1, i.e., µ is the Lebesgue measure on Ω. We omit Ω if there is no ambiguity.
The A p (R) classes also characterize the boundedness of the Hilbert transform on L p (w), see [4] . 
which can be considered essentially as the result of pasting simple power weights, in the sense that w behaves like |x − t j | a j near t j . A contribution on this subject was made by Schröder [10] : if w ∈ A p ((a, 0]), , b) ). In section 4 we give an elementary proof that under some mild conditions we can paste A p weights so as to obtain another A p weight.
Change of variables
Proposition 1. Let u, w be two weights on
Then,
Remark 1. Actually, we will prove that that
Assume that u ∈ ∩ r>1 A r . Then,
Remark 2. It follows from the proof that
here, δ > 1 is such that w δ ∈ A p,u .
Remark 3. The assumption that u ∈ ∩ r>1 A r in Proposition 2 is necessary in the following sense: let u be a weight on Ω ⊆ R n , take some 1 < p < ∞ and suppose that wu ∈ A p for every w ∈ A p,u . Then,
(since wu ∈ A p ). Then, Rubio de Francia's extrapolation theorem [9,
for every 1 < r < ∞. Taking w ≡ 1 yields u ∈ A r .
Corollary 3 (change of variable).
Let Ω 1 , Ω 2 be intervals in R, h : Ω 1 −→ Ω 2 bijective and absolutely continuous, and let h −1 be its inverse function. Let w be a weight on
Proof of the corollary. Taking into account that h transforms intervals into intervals, it is straightforward to check that w • h −1 ∈ A p if and only if w ∈ A p,|h | . We only need to take u = |h | in propositions 1 and 2.
Remark 4. If w 1 , w 2 ∈ A p and 0 ≤ λ ≤ 1, then w
Hölder's inequality. Hence, under the hypothesis of Proposition 2,
In terms of a change of variable in R, we have as a corollary: and take
Following some results of J. E. Gilbert, it was proved in [3] that under condition w ∈ A p ((0, π)) the maximal operator S * α,β of the FourierJacobi series is bounded on L p (udµ (α,β) ). Now, we can traslate this A p condition into the interval (−1, 1): apply Corollary 3 to the weight
with h(x) = arccos x, h : (−1, 1) −→ (0, π). A direct proof that |h (x)| = (1 − x 2 ) −1/2 satisfies the A r hypothesis can be given, but either Schröder's result or our Proposition 4 below can be successfully used, as well. Then, Corollary 3 yields
Thus, the two A p conditions on the right are sufficient for the boundedness of the maximal operator S * α,β . Actually, they are also necessary even for the uniform boundedness of the Fourier-Jacobi series, at least for power-like weights (see [7] ).
Proof of Propositions 1 and 2
Proof of Proposition 1. Let Q be a cube, Q ⊆ Ω. By the hypothesis,
where |Q| is the Lebesgue measure of Q. Let C = A p (wu)A p (wu 1−p ).
It follows that
where the last inequality follows from the three function Hölder's inequality applied to
Proof of Proposition 2. Since u ∈ ∩ r>1 A r , for each r > 1 and each cube Q we have
Let us take λ = 1/(r − 1), that is: r = 1 + 1/λ; for each λ > 0 we have
a) Let us prove that wu ∈ A p . Let δ > 1 be such that w δ ∈ A p,u (see [1, 2] ). Take 1/δ + 1/δ = 1. Let Q be any cube contained in Ω.
By Hölder's inequality,
Taking this into account and the fact that w
where in the last inequality we use (3) with λ = p δ − 1 and for the previous step
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MARIO PÉREZ RIERA b) Let us now prove that wu 1−p ∈ A p . Part (a) can be conveniently modified so as to get a direct proof. Alternatively, the elementary fact
s /s , together with part (a) gives
and the appropriate relation for the A p constants follows as well.
Pasting A p weights
In this section n = 1, i.e., µ is a Borel measure on R and we deal with weights defined on a measurable subset of R.
Remark 5. Assume that J is an interval, µ(J) < ∞, w ∈ A p,µ (J) and w ≡ 0, i.e., w is not (µ almost everywhere) the null weight on J. Then, Then, w ∈ A p,µ (Ω).
Remark 6. Obviously, the intervals J k cannot be disjoint, rather they overlap. But the notation J 0 , J 1 , . . . , J N means no particular order.
Regarding condition (d), it makes the proof easier at some point, but actually it is not necessary. Indeed, if we take Remark 5 into account and the fact that the J k overlap, omitting condition (d) essentially leads to the following situation:
It is then immediate that w ∈ A p,µ (Ω).
Remark 7. If µ is the Lebesgue measure on an interval Ω ⊆ R, then condition (b) yields Ω = R. This condition cannot be just omitted, as the following example shows: consider
with −1 < a < p − 1, −1 < b < p − 1 and a < b. It is easy to check that w ∈ A p ((−1/2, ∞)) and w ∈ A p ((−∞, 1/2)). However, w / ∈ A p (R): for the interval I = (−n, n), easy computations yield
and the A p condition fails.
Remark 8. Proposition 4 implies Schröder's result, since under condition (2) it follows that w ∈ A p ((a, ε)) and w ∈ A p ((−ε, b)) for some
with some constants depending on m, but not on I. If this is true (it will be proved below), then our result follows immediately:
where in the second inequality we use that w ∈ A p,µ (J m ) and at each occurrence C denotes a different constant which depends only on m.
Thus, only (5) and (6) remain to be proved. Now, for every k = 0, 1, . . . , m − 1,
I∩J k w dµ ≤ J k w dµ < ∞.
The fact that the second integral is finite follows from the hypothesis that w ∈ A p,µ (J k ) when applied to the whole J k , which has finite measure.
On the other hand, since I and the J k are intervals and
it follows that there is some n ≤ m − 1 with ∅ = J n ∩ J m ⊆ I ∩ J m .
Then, Then (7) and (8) This proves inequality (5) . For the proof of (6), just replace w by w −p /p .
