Rost motive
Let k be a field of ch(k) = 0 and X the smooth variety. We consider the Chow ring CH * (X) generated by cocyles modulo rational equivalence. For a non zero symbol a = {a 0 , ..., a n } in the mod 2 Milnor K-theory K M n+1 (k)/2, let φ a = a 0 , ..., a n be the (n+1) Pfister form. Let X φa be the projective quadric of dimension 2 n+1 − 2 defined by φ a . The Rost motive M a (= M φa ) is a direct summand of the motive M (X φa ) representing X φa so that (2.1) M (X φa ) ∼ = M a ⊗ M (P 2 n −1 ).
The Chow ring of the Rost motive is well known (in fact, CH * (M a ) has the natural ring structure [Vi-Ya] ).
Lemma 2.1. (Rost [R1] ) The Chow ring CH * (M a ) is only dependent on n and CH * (M a ) ∼ = Z{1, c n,0 } ⊕ Z/2{c n,1 , ..., c n,n−1 } |c n,i | = 2 n − 2 i .
Let us write by Ω * (X) the algebraic cobordism defined by Morel and Levine or the motivic cobordism M GL 2 * , * (X) defined by Voevodsky. It is known
where M U 2 * (pt.) is the complex cobordism ring and |x i | = −i. There is the relation (2.2) Ω * (X) ⊗ Ω * Z ∼ = CH * (X).
We can take x 2 i −1 as a complex manifold whose characteristic numbers are divisible by 2 but some numbers does not by 4. Let us write this x 2 i −1 by v i . Let I n = (2 = v 0 , v 1 , ..., v n−1 ) ⊂ Ω * be the ideal of Ω * generated by 2, ..., v n−1 . Then it is well known that I n and I ∞ are only the prime invariant (under cohomology operations) ideals in Ω * . The following is the main result in [Vi-Ya] .
is injective by ik(v i α n ) = v iᾱn , while its Chow ring version is not, indeed, i * k (c n,i ) = 0 for i > 0.
Excellent forms
Now we consider the quadrics defined by a subform ξ of the Pfister form φ a . Recall that T is the Tate motive i.e., M (P 1 ) = T 0 ⊕ T. By using results of Rost and Hoffmann, we see the following theorem. [Vi-Ya] ) Let ξ be a subform of the Pfister form φ a = a 0 , ..., a n of dim(ξ) = 2 n + m, 2 n ≥ m > 0 (i.e., ξ is a neighbor of φ a ). Let η be a complementary form (φ a = ξ ⊕ η). Then
Direct corollary of this theorem are isomorphisms given in (2.1). Let us write CH * (M a ) simply by CM n . Suppose that η = ξ 1 is a neighbor of a 0 , ..., a n 1 , n 1 < n and ξ 2 be its complementary form. Apply the above lemma twice, we have the additive isomorphism
Here t i is a generator of CH i (T i ) but it does not mean the real product of t in CH * (X ξ ). To iterate these arguments, we recall the definition of excellent quadrics ([Ka-Me], [Kn] ).
A quadratic form ξ over k is called excellent if for every field extension K/k, the anisotropic part of ξ K is defined over k. An anisotropic form is excellent if and only if it is a Pfister neighbor whose complementary form is excellent also (Theorem of Knebusch [Kn] ).
Suppose that ξ = ξ 0 is excellent. Then we have a decreasing sequence
Let us write deg(π i ) = 2 n i +1 . Then n 0 > n 1 > ... > n r ≥ −1 and
Thus n i is the places changing zero to one (or one to zero) in the diadic expansion of dim(X ξ ) + 2 = d + 2. Let us write
Note that s r+1 = 1/2deg(ξ). Then we can see inductively
There is an isomorphism of motives
When deg(ξ) = odd, we see π r = 1 and dim(X πr ) = −1. So CM πr = 0, in fact we will neglect this term from the sum of Chow rings.
Corollary 3.3. Let r = r for d = even and r = r − 1 otherwise. There is an additive isomorphism
Recall that s r +1 = 1/2deg(ξ) = e + 1 for d = even, and s r +1 = 1/2(deg(ξ) − 1) = e + 1. Hence we have the additive isomorphism
Corollary 3.4. There is an additive isomorphism
Corollary 3.5. There is an Ω * -module isomorphism
Let us write
We write the picture for s i , s i and m i for small i s.
In fact, we see that
restriction to algebraic closure
Let ψ be a (not assumed to be excellent) quadratic form. For each quadric X ψ , the Chow ring of X ψ |k = X ψ ⊗k is given by Rost.
where |h| = 1, |ᾱ| = e if d = even (|ᾱ| = e + 1 for odd). The multiplication of CH * (X ψ |k) is given by
Of courseh e+1ᾱ = 0 follows from grCH d+1 (X ψ ) = 0.
Corollary 4.2. There is the Ω * -algebra isomorphism
The multiplication of Ω * (X ψ |k) is given by (2) in the theorem and
Now let X ξ be excellent. Let h ∈ CH 1 (X ξ ) be the hyperplane section. Sinceh can be also taken as the hyperplane section, we see
and it is generated by h s . On the other hand, for s i ≤ s < s i+1 , the element t s c n i ,0 generates CH s (X ξ )/(torsion) for s = s + 2 n i − 1. Thus we can think t s = h s for s ≤ e and
When d = even, for s = e, we know CH s (X ξ )/(torsion) ∼ = Z ⊕ Z and generated by h e and t sr c nr,0 , in fact |t sr c nr,0 | = s r + 2 nr − 1 = e because
Using the transfer arguments, we know
In particular 2ᾱ ∈ ik, so we can take t sr c nr,0 so that ik(t sr c nr,0 ) = 2ᾱ. Thus we can take t s c n i ,0 for all s i ≤ s < s i+1 and 0 ≤ i ≤ r (4.1) ik(t s c n i ,0 ) = 2h s ᾱ where s = s + 2 n i − 1 − e for d = even, and s = s + 2 n i − 2 − e otherwise. Here note that when s runs through 0 ≤ s ≤ e, then so does s . (Recall the picture after Corollary 3.5.) Theorem 4.3. The map ik : Ω * (X ξ ) → Ω * (X ξ |k) is injective and
Proof. We prove the case d = even and the odd case is similarly proved. Let d = 2e. We prove this theorem by descending induction on s = s + 2 n i − 1 − e for s i ≤ s < s i+1 . Let s = e. This case i = 0 and s = m 0 − 1. We see
Since Ω * has no non zero divisor (Indeed, Ω * is a polynomial algebra), we have
The similar facts hold for v i , 1 ≤ i < n 0 . Thus we see that
Let 0 ≤s ≤ e and assume that ik|(⊕ s >s I n i {t s α n i }) is injective and ik(⊕ s >s I n i {t s α n i }) = ⊕ s >s I n i {h s ᾱ}.
Let us writes =s + 2 n j − 1 − e and s j ≤s < s j+1 . By (4.1) we see ik(tsc n j ,0 ) = 2hs ᾱ in CH * (X ξ |k), which implies ik(2tsα n j ) = 2hs ᾱ + x with x ∈ Ideal(v 1 , v 2 , ...).
Here we show that x itself in the image of ik as follows. Let x = b uh uᾱ with b u ∈ Ωs −u . For each u, take s l ≤ u < s l−1 so that I n l {h uᾱ } ⊂ Im(ik).
Since I n l = (2, v 1 , ..., v n l −1 ), we note that
Therefore x = b uh uᾱ are in Im(ik). Hence we see 2hs ᾱ is in the image Im(ik). By the arguments similar to the case s = d, we have ik(I n j tsα n j ) = I n jhs ᾱ with mod(⊕ s >s I n ih s ᾱ). 
where c i c j = 0 for all i, j (and hc 0 = h e+1 when d = even). The degree is given as follows ; if n i+1 ≤ j < n i then d j = s i+1 and
Proof. From the above theorem Im(ik) ⊗ Ω * Z ∼ = F ⊕ T where
Here note the torsion free parts are
Moreover this s i is the smallest f j . In fact for s < s i , we see v j h s fᾱ ∈ Im(ik) since v j ∈ I n i+1 . Hence d j = d + 1 − s j = s j+1 (recall the picture after Corollary 3.5).
By using the isomorphism
we get the corollary. Take the element c j ∈ CH
When d = even, we see
The odd cases are similar. ( When hc
In the expressions of Corollary 3.3 and 3.4, takingc j (i) = c n i ,j t s i , we get the following corollary.
Corollary 4.5. There is the ring isomorphism
Here the product of CH * (X ξ ) is given by
Examples
Recall φ a is the Pfister form of dim(φ a ) = 2 n+1 . When ξ = φ a , we still know the additive structure
This case d + 2 = 2 n+1 and n 0 = n, n 1 = 0. From Corollary 4.4, we get the ring isomorphism
Here we identify h = t, c i = c n,i and h 2 n −1+s = t s c n,0 for s > 0. Let φ a is a maximal neighbor of φ a , i.e., dim(φ a ) = 2 n+1 − 1. We see the additive isomorphism
With identification h 2 n −1 = c n,0 , we also get the ring isomorphism
At last, we consider the norm form q a = a 0 , ..., a n−1 − a n .This case dim(q a ) = 2 n + 1 and n 0 = n, n 1 = n − 1 and n 2 = −1. Moreover m 0 = 1 and m 1 = 2 n−1 − 1. By Corollary 3.3, the additive structure is
.., c n−1,n−2 t}).
From Corollary 4.4, we have the ring isomorphism
(Note hc n−1 = 0.) Here we can identify t = h, c n−1,0 t = h 2 n−1 , c n,0 = h 2 n −1 , and c n−1,j t = c j for 1 ≤ j ≤ n−2, c n,n−1 = c n−1 and c n−1,j t 2 n−1 = c n,j .
subforms of an excellent form
Let ψ be an anisotropic (not assumed to be excellent) form and X ψ the quadric with dim(X ψ ) = d. Recall that
where we can give the filtration F s by the ideal (h sᾱ ).
Lemma 6.1. For the map ik : Ω * (X ψ ) → Ω * (X ψ |k), giving the above filtration, we have the Ω * -module isomorphism
Proof. For a = (a 1 , a 2 , ...), a i ≥ 0, let S a be the Landweber-Novikov operation
Suppose that x ∈ Im(ik) and x = bh sᾱ mod(h s ᾱ|s > s) with b ∈ Ω * , namely b ∈ L s . By the Cartan formula
which is also in Im(ik). Hence S a (b) ∈ L s and this means that the ideal L s is invariant. Of course if bh sᾱ ∈ Im(ik), then so is bh s ᾱ for s ≥ s. Hence we see L s ⊂ L s . By Landweber [La] , it is known that all prime invariant ideals are I n and I ∞ . More precisely, each invariant ideal L is written as
i.e., L = I n mod(I 2 ∞ ) for some n. Corollary 6.2. There is a sequence m 1 ≤ ... ≤ m l of positive integers such that
Let f j be the minimal number such that v jh f jᾱ ∈ grIm(ik) and
Proof. The first isomorphism is immediate from the arguments just before the corollary. The map j ψ mod(4) is represented as
The right hand side of the above map is isomorphic to that (with mod 4) in the theorem.
We may generalize Theorem 4.3 as follows.
Lemma 6.3. Suppose that as an Ω * -modules
Proof. Since X ψ |k is celluler, we have the isomorphism Ω * (X ψ |k) ∼ = Ω * ⊗ CH * (X ψ |k). Moreover these have no torsion. We get the results considering in Ω * (X ψ |k)[2 −1 ] which contains Ω * (X ψ |k).
Theorem 6.4. Let ψ be a subform of an anisotropic excellent form ξ of codim = c. Let emb : X ψ → X ξ be the induced embedding. Then the induced map
is injective.
Proof. The kernel of the map emb|k * : Ω * (X ξ |k) → Ω * (X ψ |k) is generated by the ideal (h 
