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Abstract
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with any fixed uncountable compact action space.
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2
1 Introduction
The theory of correspondences, which has important applications in a variety of ar-
eas (including optimization, control theory and mathematical economics), has been
studied extensively. However, basic regularity properties on the distribution of cor-
respondences such as convexity, closedness, compactness and preservation of upper
hemicontinuity may all fail when the underlying probability space is the Lebesgue
unit interval; see, for example, [17] and [37]. These issues were resolved in [37] by
considering a class of rich measure spaces, the so-called Loeb measure spaces con-
structed from the method of nonstandard analysis.1 It was further shown in [17] that
the abstract property of saturation2 on a probability space is not only sufficient but
also necessary for any of these regularity properties to hold.3
Theorem 3B.7 of [11, p. 47] by Fajardo and Keisler indicated that a saturated
probability space is necessarily rich with measurable sets (also [15, Corollary 4.5] by
Hoover and Keisler implicitly) in the sense that any of its nontrivial sub-measure
space is not countably generated module null sets. However, standard probability
spaces such as complete separable metric spaces with Borel probability measures are
only countably generated (thus not saturated). To allow the possibility of working
with such standard probability spaces, this paper uses the condition of “nowhere
equivalence” to characterize some general results on correspondences and the exis-
tence of Nash equilibrium in large games.
As noted in [13], the nowhere equivalence condition was motivated by the fact
that various equilibrium properties in economics may require different agents with
the same characteristic to choose different actions. Thus, one needs to distinguish
the σ-algebra T in a probability space (T, T , λ) (modeling the space of agents) from
the σ-algebra F generated by the mapping specifying the individual characteristics.
The condition captures the idea that for any nontrivial collection D of agents, the σ-
algebra T is richer than its sub-σ-algebra F when they are restricted to D. Formally,
let (T, T , λ) be an atomless probability space and F a countably generated sub-σ-
algebra of T . Then T is said to be nowhere equivalent to F if for any D ∈ T , the
restrictions of the two σ-algebras to D do not coincide.4
The first aim of this paper is to study the regularity properties on the distribution
of a correspondence. Let (T, T , λ) be an atomless probability space and F a count-
1See [22] and [26] for the construction of Loeb spaces.
2As noted in [15], atomless Loeb probability spaces are saturated. For some other applications of Loeb
and saturated probability spaces, see, for example, [5], [7], [8], [10], [16], [19], [24], [34], [35], and [36].
3When the target space is a Banach space, one can also consider Bochner and Gelfand integration
of correspondences. The same kind of regularity properties were shown to hold under Loeb/saturated
probability spaces in [30], [38] and [39], while the necessity of saturation for these properties was indicated
in [30] and [39]. A related issue on the purification of measure-valued maps on Loeb/saturated probability
spaces was considered in [23], [25] and [31] with the necessity of saturation in [25] and [31].
4See Definition 1 in [13] and Definition 1 in Section 2 below.
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ably generated sub-σ-algebra of T . If a correspondence G is F-measurable and its
selections are allowed to be T -measurable, then Theorem 1 below shows that any of
the regularity properties on the distribution of a correspondence as discussed above
holds if and only if T is nowhere equivalent to F . It is easy to see that an atomless
probability space is saturated if and only if it is nowhere equivalent to any countably
generated sub-σ-algebra. Thus, Theorems 1 goes beyond the characterization results
in [17] for saturated probability spaces to cover the case of non-saturated probability
spaces such as the standard probability spaces. We may point out that to obtain the
necessity of nowhere equivalence, one needs to construct considerably more compli-
cated counterexamples than those used in [17], while the necessity of saturation can
often be obtained by modifying a counterexample based on the Lebesgue measure
space to a non-saturated probability space via a measure-preserving mapping.5
The second aim of this paper is to extend those regularity properties to regular
conditional distribution of correspondences.6 Based on the nowhere equivalence con-
dition, we show that the set of regular conditional distributions induced by all the
T -measurable selections of an F-measurable correspondence will satisfy the usual
regularity properties of convexity, closedness, compactness and preservation of up-
per hemicontinuity. Since the results for distribution of correspondences are special
cases of those results for the regular conditional distribution of correspondences, the
necessity of nowhere equivalence thus follows from any of the regularity properties
on regular conditional distribution of a correspondence.
The third aim of this paper is to consider an application in large games. The
necessity of nowhere equivalence has been shown for the existence of pure strategy
equilibria in a sequence of large games with the same agent space but different
action spaces in [13]. If one restricts attention to large games with a particular
uncountable action space such as the unit interval, it is not known whether the
nowhere equivalence condition is necessary. However, Theorem 4.6 of [17] does show
that for any fixed uncountable compact action space, the saturation property is
necessary and sufficient for the existence of pure strategy equilibria in general large
games with such an action space. Theorem 3 below extends this result to the case
of nowhere equivalence.
The rest of the paper is organized as follows. Some basic definitions are given in
Section 2. Results on distribution and regular conditional distribution of correspon-
dences are presented in Sections 3 and 4, respectively. An application to large games
is provided in Section 5. Section 6 contains the proofs of Theorems 1 and 2. The
proof of Theorem 3 is left in Section 7.
5See [17], [18] and [32].
6To the best of our knowledge, this paper is the first to consider the regular conditional distribution of
correspondences.
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2 Basics
Throughout this paper, the triple (T, T , λ) denotes an atomless probability space
with a complete countably additive probability measure λ. A correspondence F
from T to a topological space X is a mapping from T to the set of nonempty subsets
of X; that is, P(X) \ ∅. A correspondence F is said to be measurable if its graph
belongs to the product σ-algebra T ⊗ B(X), where B(X) is the Borel σ-algebra of
X. A mapping f : T → X is called a selection of F if f(t) ∈ F (t) for λ-almost all
t ∈ T . The correspondence F is said to be closed (resp. compact, convex) valued if
F (t) is a closed (resp. compact, convex) subset of X for λ-almost all t ∈ T .
A correspondence G from a Polish space Y (i.e., a complete separable metrizable
topological space) to another Polish space Z is said to be upper hemicontinuous at
y0 ∈ Y if for any open set OZ that contains G(y0), there exists an open neighborhood
OY of y0 such that for any y ∈ OY , G(y) ⊆ OZ . The correspondence G is said to be
upper hemicontinuous if it is upper hemicontinuous at every point y ∈ Y .
Hereafter, the usual Lebesgue unit interval is denoted by (I, I, η); that is, the unit
interval I = [0, 1] is endowed with the Lebesgue σ-algebra I (i.e., the completion of
the Borel σ-algebra) and the Lebesgue measure η. Let X and Y be Polish spaces,
and M(X) (resp. M(Y )) the space of all Borel probability measures endowed with
the topology of weak convergence on X (resp. Y ). ThenM(X) andM(Y ) are again
Polish spaces.
Let F be a countably generated7 sub-σ-algebra of T . For any nonnegligible set
E ∈ T , the restricted probability space (E,FE , λE) on E is defined as follows: FE
is the σ-algebra {E ∩E′ : E′ ∈ F} and λE is the probability measure re-scaled from
the restriction of λ to FE . The restricted space (E, T E , λE) can be defined similarly.
The following condition of “nowhere equivalence” is in Definition 1 of [13].
Definition 1. The σ-algebra T is said to be nowhere equivalent to F if for ev-
ery D ∈ T with λ(D) > 0, there exists a T -measurable subset D0 of D such that
λ(D04D1) > 0 for any D1 ∈ FD.
3 Distribution of correspondences
It was shown in [37] that the regularity properties (convexity, closedness, compact-
ness, and preservation of upper hemicontinuity) for distribution of correspondences
hold if the underlying probability space is an atomless Loeb space. In [17], it is shown
that these properties hold if and only if the underlying probability space is saturated.
The saturation condition implies that the underlying probability space is sufficiently
7A probability space (or its σ-algebra) is said to be countably generated if its σ-algebra is generated
by countable measurable subsets together with the null sets.
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rich (nowhere countably generated, see Fact 2.5 therein). Since an atomless Loeb
space is always saturated, the result in [17] extends that in [37].
In various applications, the widely adopted probability spaces are based on Polish
spaces (e.g., the Lebesgue unit interval), which are not saturated. As a result, those
regularity properties may fail. In this section, we shall distinguish the measurability
of a correspondence and the measurability of its selections by working with the
nowhere equivalence condition, and are able to characterize the regularity properties
for the distribution of correspondences. Since the σ-algebra in a saturated probability
space is nowhere equivalent to any countably generated sub-σ-algebra, we thus extend
the corresponding characterization results in Section 3 of [17].
We follow the notation as specified in Section 2. Let (T, T , λ) be an atomless
probability space and F a countably generated sub-σ-algebra of T , and X a Polish
space. For a correspondence F from T to X, let
DTF = {λf−1 ∈M(X) : f is a T -measurable selection of F},
where λf−1 is the induced distribution of f on X.
Our first theorem characterizes the regularity properties for the distribution of
correspondences via the nowhere equivalence condition.
Theorem 1. Let X be a fixed uncountable Polish space.8 The condition that T is
nowhere equivalent to F is necessary and sufficient for each of the following proper-
ties.
A1 For any closed valued F-measurable correspondence F from T to X, DTF is
convex.
A2 For any closed valued F-measurable correspondence F from T to X, DTF is
closed.
A3 For any compact valued F-measurable correspondence F from T to X, DTF is
compact.
A4 For any closed valued correspondence G from T × Y to X (Y is a Polish space)
such that there exists a compact valued F-measurable correspondence F from T
to X and
a for any (t, y) ∈ T × Y , G(t, y) ⊆ F (t),
b for any y ∈ Y , G(·, y) (denoted as Gy) is F-measurable from T to X,
c for any t ∈ T , G(t, ·) (denoted as Gt) is upper hemicontinuous from Y to X,
the correspondence H(y) = DTGy is upper hemicontinuous from Y to M(X).
8The necessity result in Theorem 3.7 of [17] is proved by working with the special case that X is an
interval on the real line. Here our necessity result is stated in terms of any fixed uncountable Polish space.
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A5 For any F-measurable mapping G from T toM(X), there exists a T -measurable
mapping f from T to X such that
1. for every Borel subset B of X,
λf−1(B) =
∫
T
G(t)(B) dλ(t);
2. f(t) ∈ suppG(t) for λ-almost all t ∈ T , where suppG(t) is the support
of the probability measure G(t) on X (the support of a Borel probability
measure on X is the smallest closed set in X with measure one).
4 Regular conditional distribution of correspon-
dences
Since we distinguish the measurability of a correspondence and the measurability of
its selections, it is natural to consider the set of regular conditional distributions, each
of which is induced by a selection of the correspondence conditioned on the smaller
σ-algebra. In this section, we characterize the regularity properties of the regular
conditional distribution of correspondences via the nowhere equivalence condition.
As in the previous section, (T, T , λ) is an atomless probability space and F a
countably generated sub-σ-algebra of T . For a Polish space X, let Cb(X) be the
space of all bounded continuous functions from X to the space R of real numbers.
A real-valued function c on T ×X is said to be a Carathe´odory function if c(·, x) is
F-measurable for each x ∈ X, and c(t, ·) is continuous for each t ∈ T .
The following is the standard definition of transition probabilities; see, for exam-
ple, [4].
Definition 2. An F-measurable transition probability from T to X is a mapping
φ : T →M(X) such that φ(·, B) : t→ φ(t, B) is F-measurable for every B ∈ B(X).
The set of all F-measurable transition probabilities from T to X is denoted by
RF (X) (or RF when there is no confusion).
Definition 3. The weak topology on RF is defined as the weakest topology for
which the functional φ→ ∫T [∫X c(t, x)φ(t,dx)] dλ(t) is continuous for every bounded
Carathe´odory function c on T ×X.
Let f be a T -measurable mapping from T to X, and µf |F the regular conditional
distribution (RCD) of f given F .9 That is, µf |F is a mapping from T × B(X) to
[0, 1] such that
1. µf |F (t, ·) is a Borel probability measure on X for each t ∈ T ;
9Since X is a Polish space endowed with the Borel σ-algebra, the RCD µf |F always exists; see [9].
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2. given any Borel subsetB ofX, µf |F (·, B) is the conditional expectation E [1B(f)|F ]
of the indicator function 1f−1(B) = 1B(f), given F .
Let F be a correspondence from T to X. We denote
R
(T ,F)
F = {µf |F : f is a T -measurable selection of F},
which is the set of all RCDs induced by the T -measurable selections of F conditioned
on F .
Below, we show that the corresponding results of Theorem 1 still hold in the
setting of regular conditional distributions. In particular, the sufficiency part of
Theorem 2 generalizes the sufficiency part of Theorem 1, where the distribution of a
selection can be viewed as the regular conditional distribution of the selection with
respect to the trivial σ-algebra {T, ∅}.
Theorem 2. Let X be a fixed uncountable Polish space. The condition that T is
nowhere equivalent to F is necessary and sufficient for the validity of each of the
following properties under any sub-σ-algebra G of F .
B1 For any closed valued F-measurable correspondence F from T to X, R(T ,G)F is
convex.
B2 For any closed valued F-measurable correspondence F from T to X, R(T ,G)F is
weakly closed.
B3 For any compact valued F-measurable correspondence F from T to X, R(T ,G)F is
weakly compact.
B4 For any closed valued correspondence G from T × Z to X such that there exists
a compact valued correspondence F from T to X and
a for any (t, z) ∈ T × Z, G(t, z) ⊆ F (t);
b for any z ∈ Z, G(·, z) is F-measurable from T to X;
c for any t ∈ T , G(t, ·) is upper hemicontinuous from Z to X;
The correspondence H(z) = R
(T ,G)
Gz
is upper hemicontinuous from Z to RG.
B5 For any G ∈ RG, there exists a T -measurable mapping g such that µg|G = G.10
5 Large games
In this section, we shall study the existence of pure strategy equilibria in large games
by adopting the nowhere equivalence condition.
10The sufficiency part of the property (B5) was proved in Lemma 4.4 (iii) of [15]. We shall give an
alternative proof in the appendix.
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The agent space is modeled by an atomless probability space (T, T , λ). Let K be a
compact metric space that serves as the common action space for all the players, and
M(K) the space of all Borel probability measures on K endowed with the topology
of weak convergence of measures. Denote U as the space of bounded continuous real-
valued functions on K ×M(K), which is the space of all possible payoff functions.
Definition 4. A large game is a measurable mapping G from (T, T , λ) to U . A Nash
equilibrium in the large game G is a measurable mapping g from (T, T , λ) to K such
that for λ-almost all t ∈ T ,
G(t)(g(t), λg−1) ≥ G(t)(k, λg−1) for all k ∈ K.
Let F be a sub-σ-algebra of T , which can be understood as the σ-algebra gener-
ated by the function G that specifies the agents’ characteristics. Such a probability
space (T,F , λ) is called the characteristic type space in [13].
It was demonstrated in [33] that a large game may not possess any Nash equi-
librium via a rather involved example in which the agent space is the Lebesgue unit
interval.11 This nonexistence problem was resolved in [20] by working with a hyper-
finite Loeb agent space. It was then shown in Theorem 4.6 of [17] that the saturation
property is necessary and sufficient for the existence of pure strategy Nash equilib-
ria in large games with any fixed uncountable compact metric space as the action
space. A similar characterization on the existence of pure strategy Nash equilibria
was considered in [13]. While the strategy profiles and agents’ characteristics in [17]
are measurable with respect to the σ-algebra from an underlying agent space, say
(T, T , λ), it is assumed in [13] that the strategy profiles are measurable with respect
to T , but the agents’ characteristics are measurable with respect to a sub-σ-algebra
F . It was shown in [13, Theorem 2] that any F-measurable game has a T -measurable
pure strategy Nash equilibrium if and only if T is nowhere equivalent to F . A se-
quence of large games that have the same agent space but different action spaces is
constructed in [13] for proving the necessity part. However, the necessity of nowhere
equivalence for the existence result on Nash equilibrium is unknown if one restricts
the attention to large games with any specific uncountable action space, say, the unit
interval.
In the following theorem, we show that the nowhere equivalence condition is
indeed necessary and sufficient for the existence of pure strategy Nash equilibria in
large games with any fixed uncountable compact metric space as the action space.
The sufficiency part of this theorem is a special case of the corresponding result in
Theorem 2 of [13]. The necessity part will be proved in Section 7.
11A countably generated Lebesgue extension, which is nowhere equivalent to the relevant Borel σ-algebra,
is presented in [21] as the agent space such that the example in [33] has a Nash equilibrium. That result
of [21] also follows from Theorem 2 of [13].
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Theorem 3. Let K be a fixed uncountable compact metric space. Any F-measurable
game with the action space K has a T -measurable Nash equilibrium if and only if T
is nowhere equivalent to F .12
6 Proofs of Theorems 1 and 2
6.1 Preliminary lemmas
In the following, we state several conditions which are equivalent to the condition of
nowhere equivalence.
Definition 5. 1. The σ-algebra T is conditional atomless over F if for every
D ∈ T with λ(D) > 0, there exists a T -measurable subset D0 of D such that
on some set of positive probability,
0 < λ(D0 | F) < λ(D | F).
2. The σ-algebra T is said to be relatively saturated with respect to F if for any
Polish spaces X and Y , any measure µ ∈ M(X × Y ), and any F-measurable
mapping f from T to X with λf−1 = µX ,13 there exists a T -measurable map-
ping g from T to Y such that µ = λ(f, g)−1.
3. The σ-algebra F admits an atomless independent supplement in T if there
exists another sub-σ-algebra H of T such that (T,H, λ) is atomless, and for any
C1 ∈ F and C2 ∈ H, λ(C1 ∩ C2) = λ(C1)λ(C2).
4. The σ-algebra F admits an asymptotic independent supplement in T if for
some strictly increasing sequence {nk}∞k=1 of positive integers and for each k ≥
1, there exists a T -measurable partition {E1, E2, . . . , Enk} of T with λ(Ej) = 1nk
and Ej being independent of F for j = 1, 2, . . . , nk.
Condition (1), which is called “T is atomless over F” in Definition 4.3 of [15], is a
generalization of the notion of atomlessness. The concept of relative saturation refines
the concept of saturation; see [15] and [17] for the formal definition of saturation.
Condition (3) implies that there exist sufficiently many independent events for the
σ-algebra F within the σ-algebra T . Condition (4) is an asymptotic version of
12A more general class of large games was considered in [18], where the individual agents have names as
well as traits. It was shown in [18] that the saturation property is necessary and sufficient for the existence
of pure strategy Nash equilibria and the closed graph property; see also [32]. That result for large games
with traits was extended in [13] by adopting the nowhere equivalence condition, where the necessity part
was shown via a sequence of large games with the same agent space but different action spaces. It is clear
that the necessity part of our Theorem 3 can also be regarded as a necessity result for large games with
traits and but with any fixed uncountable compact metric space as the action space (the trait space is a
singleton set).
13Hereafter, µX denotes the marginal of µ on the space X.
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Condition (3), which will be used extensively for deriving the necessity parts of
Theorems 1 and 3.
The following lemma shows that these conditions are indeed equivalent to the
condition of nowhere equivalence. The relationship that (iv) ⇒ (ii) was proved in
Lemma 4.4 of [15]. See Lemmas 2 and 7 in [13] for the complete proof.
Lemma 1. The following statements are equivalent.
(i) T is nowhere equivalent to F .
(ii) T is conditional atomless over F .
(iii) T is relatively saturated with respect to F .
(iv) F admits an atomless independent supplement in T .
(v) F admits an asymptotic independent supplement in T .
It is shown in [13, Section 4] that the condition of nowhere equivalence unifies
several conditions that have been imposed on the spaces of economic agents in various
applications. The following definition states one more such condition, which was
called “many agents of every type” in [27] and [29].
Definition 6. Let (T, T , λ) be a probability space, and X a Polish space. A system of
regular conditional probabilities {λx : x ∈ X} is said to be generated by a measurable
mapping G from T to X if
1. for every x ∈ X, λx is a probability measure on (T, T );
2. for every D ∈ T , λ(·, D) is measurable with respect to B(X);
3. λ(G−1(E)∩D) = ∫E λx(D) dκ for each D ∈ T and E ∈ B(X), where κ = λG−1.
The family of conditional probabilities {λx : x ∈ X} is called proper if λx is con-
centrated on G−1({x}) for κ-almost all x ∈ X, and atomless if λx is atomless for
κ-almost all x ∈ X.
The following lemma shows that given a measurable mapping G, if the family
of regular conditional probability generated by G is well behaved (i.e., proper and
atomless), then the nowhere equivalence condition is satisfied.
Lemma 2. Suppose that T is countably generated and the family of regular con-
ditional probability {λx : x ∈ X} generated by G is proper and atomless. Then the
σ-algebra G generated by G admits an atomless independent supplement in T .14
Proof. Since T is countably generated, based on Theorem 6.5.5 in [4], there is a
Borel measurable mapping φ from (T, T ) to I = [0, 1] such that φ could generate the
14This lemma is essentially the same as Theorem 10.8.3 of [4]. A stronger conclusion is obtained there
under stronger conditions.
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σ-algebra T . Define a mapping f : X × I → [0, 1] by letting f(x, i) = λxφ−1([0, i])
for any x ∈ X and i ∈ I. For each x ∈ X, denote fx(·) = f(x, ·), and hence fx is
the distribution function of the probability measure λxφ
−1 on I. For κ-almost all
x ∈ X, the atomlessness of λx on T implies that λxφ−1({i}) = 0 for all i ∈ I. Thus
the distribution function fx(·) is continuous on I for each x ∈ X.
Let g(t) = f(G(t), φ(t)) for each t ∈ T . We claim that g is independent of G and
λg−1 is the Lebesgue measure η on I. Firstly, by condition (3) of Definition 6, we have
λ(G−1(E)∩g−1([a, b])) = ∫E λx(g−1([a, b])) dκ for any E ∈ B(X) and 0 ≤ a < b ≤ 1.
Secondly, the condition that {λx : x ∈ X} is proper implies that λx is concentrated on
G−1({x}), and hence λx
(
g−1([a, b])
)
= λx
(
(fx ◦ φ)−1([a, b])
)
for κ-almost all x ∈ X.
Thirdly, for κ-almost all x ∈ X, fx is the continuous distribution function of the
probability measure λxφ
−1, it then follows by Example 3.6.2 of Bogachev [4, p. 192]
that λxφ
−1f−1x = η. Thus we have λ(G−1(E) ∩ g−1([a, b])) = κ(E)η([a, b]).
Therefore, g is independent of G and induces an atomless σ-algebra, which yields
the assertion.
Remark 1. The converse direction of Lemma 2 may not be true. Let (I, I ′, η) be
a countably generated extension of the Lebesgue unit interval (I, I, η) such that I
admits an atomless independent supplement in I ′. Let (T, T , λ) = (I, I ′, η) and
X = I. Take G as the identity mapping on I; i.e., G(i) = i for all i ∈ I. Then
G = I, and G admits an atomless independent supplement in T . It is easy to see
that λi = δi (the Dirac measure at point i) for i ∈ I defines the regular conditional
probability generated by G. For almost all i ∈ I, λi is purely atomic.
Every Polish space admits a (not necessarily complete) totally bounded metric
(see [3]). Let d be a totally bounded metric on the Polish space X. The distance
between a point a ∈ X and a nonempty set B ⊆ X is defined by
d(a,B) = inf
b∈B
d(a, b).
The Hausdorff semidistance between two nonempty sets A and B is σ(A,B) =
supa∈A d(a,B). The Hausdorff distance between two sets A and B is defined as
ρ(A,B) = max{σ(A,B), σ(B,A)}. Let FX be the hyperspace of nonempty closed
subsets of X endowed with the topology induced by the metric ρ.
The characterization of the measurability of correspondences with compact range
in terms of mappings taking values in the hyperspace FX is well known. The following
lemma from [37] considers the case with the range of Polish spaces.
Lemma 3. 1. The hyperspace FX with the metric ρ is a Polish space.
2. If F is a closed valued correspondence from T to X, then F is a measurable
correspondence if and only if F is a measurable mapping from T to FX .
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6.2 Proof of the sufficiency part of Theorem 1
Suppose that (T,F , λ) is not atomless. Then T can be written as the union of
disjoint F-measurable sets T1 and T2 so that the restricted σ-algebras FT1 and FT2
are respectively atomless and purely atomic under the measure λ. On T2, we can
find a countably generated atomless σ-algebra F2 such that F2 ⊆ T T2 and T T2 is
nowhere equivalent to F2; see Lemma 1 in [13]. Let F ′ be the σ-algebra generated
by the measurable sets in FT1 and F2. Then F ⊆ F ′, F ′ is atomless and countably
generated, and T is nowhere equivalent to F ′. Any F-measurable correspondence
must also be measurable with respect to F ′. Therefore, we only need to prove the
case that (T,F , λ) is an atomless probability space.
Let X be any Polish space, and Γ = {(x,E) ∈ X × FX : x ∈ E}. It is clear that
Γ is a closed set in X × FX . Then f is a T -measurable selection of a closed valued
T -measurable correspondence F if and only if λ(f, F )−1(Γ) = 1.
A1. For any µ1, µ2 ∈ DTF and 0 ≤ α ≤ 1, let µ = αµ1 + (1−α)µ2. There are two
T -measurable selections f1 and f2 of F such that µi = λf−1i for i = 1, 2. Denote
τi = λ(fi, F )
−1 for i = 1, 2 and τ = ατ1 + (1−α)τ2. Then τX = αµ1 + (1−α)µ2 = µ
and τFX = λF
−1.
By Lemma 1, T is relatively saturated with respect to F . Thus, there exists a
T -measurable function f such that λ(f, F )−1 = τ . Since τi(Γ) = 1 for i = 1, 2, we
have τ(Γ) = 1, and f is a T -measurable selection of F . As a result,
αµ1 + (1− α)µ2 = τX = λf−1 ∈ DTF ,
which implies that DTF is convex.
A2.To prove the closedness of DTF , we claim that D
T
F = D
F
F , where
DFF = {λf−1 ∈M(X) : f is an F-measurable selection of F},
and DFF denotes the closure of D
F
F .
First, we show the direction DTF ⊆ DFF . For any µ ∈ DTF , there exists a T -
measurable selection f of F such that µ = λf−1. For any open set O ⊆ X,
µ(O) = λ(t : f(t) ∈ O) ≤ λ(t : F (t) ∩O 6= ∅) = λ(F−1(O)).
By Proposition 3.5 in [17], the Borel probability measure µ belongs to the closure of
DFF if and only if
µ(O) ≤ λ(F−1(O)) for any open set O in X. (1)
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As a result, µ ∈ DFF , which implies that DTF ⊆ DFF .
Conversely, for any µ ∈ DFF , there exists a sequence {µn}∞n=1 ⊆ DFF such that
µn → µ weakly. For each n ≥ 1, let fn be an F-measurable selection of F such that
µn = λf
−1
n . Since the family {µ1, · · · , µn, · · · } is tight, the sequence {λ(fn, F )−1}∞n=1
is also tight. Therefore, it has a subsequence, say {λ(fn, F )−1}∞n=1 itself, which
converges weakly to some measure τ such that τX = µ. Thus,
1 ≥ τ(Γ) ≥ lim sup λ(fn, F )−1(Γ) = 1.
Because of the relative saturation property, there exists a T -measurable mapping
f such that λ(f, F )−1 = τ and λf−1 = µ, which implies that f is a T -measurable
selection of F . Therefore, µ = λf−1 ∈ DTF and DFF ⊆ DTF .
As a result, DTF = D
F
F , D
T
F is closed.
A3. Since F is compact valued, Proposition 3.8 of [37] implies that F is tight
in the sense that for every  > 0, there is a compact set K in X such that the set
{t ∈ T : F (t) ⊆ K} is F-measurable and its measure is greater than 1 − . Hence,
DFF is relatively compact. By the proof of (A2), D
T
F = D
F
F . Thus, D
T
F is closed and
relatively compact, and hence compact.
A4. Since F is compact valued and G(·, y) is a closed subset of F (·) for every
y ∈ Y , G(·, y) is also compact valued. By (A3), DTF is compact and H(·) is compact
valued. As a result, H is a compact valued correspondence from Y to the compact
set DTF . To prove that H is upper hemicontinuous, it suffices to show that if yn → y
in Y (with yn 6= y for any n ≥ 1), µn ∈ H(yn) = DTGyn and µn → µ weakly, then
µ ∈ DTGy = H(y); see Theorem 17.11 in [1].
For a fixed n ≥ 1, since µn ∈ DTGyn = DFGyn , there exists a sequence {µmn }∞m=1 in
DFGyn such that µ
m
n converges weakly to µn as m→∞. For each n ≥ 1, there exists
some mn such that d(µ
mn
n , µn) <
1
n , where d is the corresponding Prokhorov metric.
Fix this mn. Let gn be an F-measurable selection of Gyn such that µmnn = λg−1n .
Let J(t) = {(gn(t), yn)}∞n=1, where N = {1, 2, . . .} is the set of natural numbers.
Then J is a compact valued F-measurable correspondence from T to X × Y , and
DTJ is compact by (A3). Since λ(gn, yn)
−1 converges weakly to µ ⊗ δy ∈ DTJ (δy
is the Dirac measure at y), J has a T -measurable selection (g, y) of J such that
λ(g, y)−1 = µ ⊗ δy. Since Gt(·) is upper hemicontinuous for all t ∈ T , g is a T -
measurable selection of Gy and µ ∈ DTGy . Thus, H is upper hemicontinuous.
A5. Since G is F-measurable, the function t → G(t)(B) is F-measurable for
every Borel subset B ⊆ X. Let F be the correspondence from T → X such that
F (t) = supp G(t). Then F is a closed valued F-measurable correspondence and
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G(t)(F (t)) = 1 for λ-almost all t ∈ T .
For every open set O in X, we have
F−1(O) = {t : F (t) ∩O 6= ∅} = {t : G(t)(O) > 0}.
As a result, F−1(O) is F-measurable. Define
µ(O) =
∫
T
G(t)(O) dλ(t)
for every open set O in X. Then
µ(O) =
∫
T
G(t)(O) dλ(t) =
∫
{t : G(t)(O)>0}
G(t)(O) dλ(t)
≤ λ({t : G(t)(O) > 0}) = λ(F−1(O)).
By Proposition 3.5 in [17], µ belongs to the closure of DFF . By the proof of (A2),
µ ∈ DTF . Thus, there exists a T -measurable selection f of F such that λf−1 = µ.
This completes the proof.
6.3 Proof of the necessity part of Theorem 1
In the necessity part of Theorem 1, we work with a fixed uncountable Polish space
X. If (T,F , λ) is purely atomic, the necessity part of Theorem 1 holds automatically.
Suppose that T can be partitioned into two disjoint F-measurable parts T1 and T2
such that FT1 is atomless and FT2 is purely atomic, T = T1 ∪ T2, and λ(T1) = 1− γ
for some γ ∈ [0, 1). When (T,F , λ) is atomless, we have T2 = ∅ and γ = 0.
Recall that (I, I, η) denotes the Lebesgue unit interval. Let I1 be the restriction of
I on (γ, 1], and η1 the Lebesgue measure on (γ, 1]. Since (T1,FT1 , λ) is atomless and
FT1 is countably generated, by Lemma 5 of [13], there exists a measure preserving
mapping φ : (T1,FT1 , λ) → ((γ, 1], I1, η1) such that for any E ∈ FT1 , there exists a
set E′ ∈ I1 with λ(E4φ−1(E′)) = 0. We extend the domain of the mapping φ to T
by letting φ(t) = γ2 for any t ∈ T2. Then φ is an F-measurable mapping from T to
[0, 1].
A1′.15 For any n ≥ 1, let A = [−n, n],
F (t) = {φ(t) + i : 0 ≤ i ≤ n− 1} ∪ {−φ(t)− i : 0 ≤ i ≤ n− 1},
and
µ+i = λ(φ+ i)
−1, µ−i = λ(−φ− i)−1.
15We put an additional prime for the corresponding labels in the proof of the necessity part.
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Then for 0 ≤ i ≤ n− 1, the support of µ+i concentrates on a subset of (i, i+ 1] and
vanishes outside, and the support of µ−i concentrates on a subset of [−i− 1,−i) and
vanishes outside. Since φ is F-measurable, F is closed valued and F-measurable.
Let ϕ be a Borel measurable bijection from A to X (see Theorem 2.12 in [28]),
and G = ϕ ◦ F . Then G is an F-measurable finite valued correspondence from T to
X. By the condition of (A1′), DTG is convex. We claim that D
T
F is also convex. Fix
0 < α < 1, and two T -measurable selections f1 and f2 of F . Let gi = ϕ ◦ fi. Then
gi is a T -measurable selection of G for each i. Since DTG is convex, there exists a
T -measurable selection g of G such that λg−1 = αλg−11 + (1− α)λg−12 . Since ϕ is a
Borel isomorphism from A to X, there exists a T -measurable selection f of F such
that g = ϕ ◦ f , which implies that λf−1 = αλf−11 + (1− α)λf−12 . As a result, DTF is
convex.
As µ+i , µ
−
i ∈ DTF for each i,
µ =
1
2n
 ∑
0≤i≤n−1
µ+i +
∑
0≤i≤n−1
µ−i
 ∈ DTF .
There exists a T -measurable selection f of F and 2n T -measurable disjoint sets
E+i , E
−
i for 0 ≤ i ≤ n− 1 such that
1. µ = λf−1;
2. λ
(∪1≤i≤n−1(E+i ∪ E−i )) = 1; and
3.
f(t) =
φ(t) + i, t ∈ E+i ,−φ(t)− i, t ∈ E−i .
Let E1+i = E
+
i ∩ T1 and E1−i = E−i ∩ T1 for 0 ≤ i ≤ n − 1. For any set
E ∈ FT1 , there exists some set E′ ∈ I1 such that λ(E4φ−1(E′)) = 0. Notice that
on (∪0≤i≤n−1(γ + i, 1 + i]) ∪ (∪0≤i≤n−1[−1− i,−γ − i)), µ is uniformly distributed
with the density 12n with respect to the Lebesgue measure on the union of the 2n
disjoint intervals. Since
λ(E1+0 ∩ E) = λ(E1+0 ∩ φ−1(E′)) = λ(f−1(E′)) = µ(E′)
=
1
2n
µ+0 (E
′) =
1
2n
λ(φ−1(E′)) =
1
2n
λ(E),
we have
λ(E1+0 ) = λ(E
1+
0 ∩ T1) =
1
2n
λ(T1) =
1− γ
2n
.
Therefore, E1+0 is independent of FT1 under the probability measure λT1 and of
measure 1−γ2n under λ. Similarly, we could prove that E
1+
i and E
1−
i have the same
property for all 0 ≤ i ≤ n − 1. That is, FT1 admits an asymptotic independent
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supplement in T T1 under λT1 . By Lemma 1, T T1 is nowhere equivalent to FT1 under
λT1 . Since F is atomic on T2, T is nowhere equivalent to F under λ.
A2′. Fix n ≥ 1. Consider the correspondence F constructed in the proof of (A1′).
Let Π = {Dj}0≤j≤2n−1 be a T -measurable partition of T2 such that λ(Dj) = γ2n for
0 ≤ j ≤ 2n− 1. Define a sequence of functions {fk} as follows: for each k ≥ 1,
fk(t) =

φ(t) + i, t ∈ Di, 0 ≤ i ≤ n− 1;
−φ(t)− i, t ∈ Di+n, 0 ≤ i ≤ n− 1;
φ(t) + i, φ(t) ∈ (γ + j2nk (1− γ), γ + j+12nk (1− γ)]
for some j = 2nk′ + i, 0 ≤ k′ < k, 0 ≤ i ≤ n− 1;
−φ(t)− i, φ(t) ∈ (γ + j2nk (1− γ), γ + j+12nk (1− γ)]
for some j = 2nk′ + n+ i, 0 ≤ k′ < k, 0 ≤ i ≤ n− 1.
Then fk is a T -measurable selection of F . It can be checked that the sequence
{λf−1k }∞k=1 converges weakly to the Borel probability measure µ as defined in the
proof of (A1′).
SinceX is an uncountable Polish space, as in [33, Section 6], X contains a compact
subset K that is homeomorphic to the Cantor set C; see [28, p. 11]. In addition,
there is a continuous onto mapping from C to A (see [14, p. 127]). Let β2 be a
continuous onto mapping from K to A. By the Borel cross section theorem (see
[28, Theorem 4.2]), there is a Borel measurable mapping β1 from A to K such that
β2(β1(a)) = a for all a ∈ A.
Let G(t) = β1 ◦ F (t), and gk = β1 ◦ fk for each k ≥ 1. Then G is an F-
measurable correspondence and gk is a T -measurable selection of G. Since F (t)
only contains finitely many elements for every t ∈ T , G(t) is finite, and thus a
closed set. By the condition of (A2′), DTG is weakly closed. By the compactness of
K, the sequence {λg−1k }∞k=1 has a weakly convergence subsequence (say itself) with
a limt τ ∈ M(K). Since DTG is closed, there exists some T -measurable selection
g of G such that λg−1 = τ . Let f = β2 ◦ g. Then λf−1 = λg−1β−12 = τβ−12 . As
f(t) = β2(g(t)) ∈ β2(G(t)) = β2(β1(F (t))) = F (t) for each t ∈ T , f is a T -measurable
selection of F . Since fk = β2 ◦ gk, λf−1k = λg−1k β−12 . Since β2 is continuous and
the sequence {λg−1k }∞k=1 converges weakly to τ , we know that {λf−1k }∞k=1 converges
weakly to τβ−12 . The fact that both µ and τβ
−1
2 are the weak limit of the sequence
{λf−1k }∞k=1 implies that µ = τβ−12 = λf−1.
Following the proof of (A1′), T T1 is nowhere equivalent to FT1 under λT1 . Since
the restriction F to T2 is purely atomic, T is nowhere equivalent to F under λ.
A3′. Notice that the correspondences F and G in the proof of (A2′) are both
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finite valued, and hence are compact valued. In addition, if DTF /D
T
G is compact,
then it is closed. As a result, we indeed have proved this claim in the proof of (A2′).
A4′. Fix n ≥ 1. Let A = [−n, n]. Define a sequence of correspondences {Gk}k∈N
as follows.
1. If φ(t) ∈ [0, γ), then
Gk(t) = {φ(t) + i : 0 ≤ i ≤ n− 1} ∪ {−φ(t)− i : 0 ≤ i ≤ n− 1};
2. if
φ(t) ∈
(
γ + (1− γ)
(
k′
2k
+
i
2nk
)
, γ + (1− γ)
(
k′
2k
+
i+ 1
2nk
)]
for some 0 ≤ i ≤ n− 1, 0 ≤ k′ ≤ 2k − 1 with k′ being even, then
Gk(t) =
{
2n
[
φ(t)− γ − (1− γ)
(
k′
2k
+
i
2nk
)]
+ γ + (1− γ) k
′
2k
+ i,
− 2n
[
φ(t)− γ − (1− γ)
(
k′
2k
+
i
2nk
)]
− γ − (1− γ) k
′
2k
− i
}
;
3. if
φ(t) ∈
(
γ + (1− γ)
(
k′
2k
+
i
2nk
)
, γ + (1− γ)
(
k′
2k
+
i+ 1
2nk
)]
for some 0 ≤ i ≤ n− 1, 0 ≤ k′ ≤ 2k − 1 with k′ being odd, then
Gk(t) =
{
2n
[
φ(t)− γ − (1− γ)
(
k′
2k
+
i
2nk
)]
+ γ + (1− γ)k
′ − 1
2k
+ i,
− 2n
[
φ(t)− γ − (1− γ)
(
k′
2k
+
i
2nk
)]
− γ − (1− γ)k
′ − 1
2k
− i
}
.
Let
G0(t) = {φ(t) + i : 0 ≤ i ≤ n− 1} ∪ {−φ(t)− i : 0 ≤ i ≤ n− 1} .
Then Gk is F-measurable for each k ≥ 0.
Let Π = {Dj}0≤j≤2n−1 be a T -measurable partition of T2 such that λ(Dj) = γ2n
for 0 ≤ j ≤ 2n− 1. For k ≥ 1, let gk(t) be defined as follows.
1. If t ∈ Di for 0 ≤ i ≤ n− 1, then gk(t) = φ(t) + i;
2. If t ∈ Di+n for 0 ≤ i ≤ n− 1, then gk(t) = −φ(t)− i;
3. if
φ(t) ∈
(
γ + (1− γ)
(
k′
2k
+
i
2nk
)
, γ + (1− γ)
(
k′
2k
+
i+ 1
2nk
)]
for some 0 ≤ i ≤ n− 1, 0 ≤ k′ ≤ 2k − 1 with k′ being even, then
gk(t) = 2n
[
φ(t)− γ − (1− γ)
(
k′
2k
+
i
2nk
)]
+ γ + (1− γ) k
′
2k
+ i;
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4. if
φ(t) ∈
(
γ + (1− γ)
(
k′
2k
+
i
2nk
)
, γ + (1− γ)
(
k′
2k
+
i+ 1
2nk
)]
for some 0 ≤ i ≤ n− 1, 0 ≤ k′ ≤ 2k − 1 with k′ being odd, then
gk(t) = −2n
[
φ(t)− γ − (1− γ)
(
k′
2k
+
i
2nk
)]
− γ − (1− γ)k
′ − 1
2k
− i.
Then gk is a T -measurable selection of Gk, and µ = λg−1k for any k, where µ is
defined in the proof of (A1′).
Let Y = {0, 1, 12 , · · · } be endowed with the usual metric. As in the proof of (A2′),
we fix a compact subset K ⊆ X that is homeomorphic to the Cantor set C, a Borel
measurable mapping β1 from A to K, and a continuous onto mapping β2 from K to A
such that β2(β1(a)) = a for all a ∈ A. Let G˜(t, 0) = β−12 ◦G0(t), G˜(t, 1k ) = β−12 ◦Gk(t)
and g˜k = β1 ◦ gk for each k ≥ 1. Then the correspondence G˜ : T × Y → X satisfies
the condition of (A4′). In addition, β2(g˜k(t)) = β2(β1(gk(t))) = gk(t) ∈ Gk(t),
which implies that g˜k is a selection of G˜(·, 1k ). Denote τ = µβ−11 . As λg−1k = µ,
λg˜−1k = µβ
−1
1 = τ . We claim that τ ∈ DTG˜0 . If τ /∈ D
T
G˜0
, then there exists an
open neighbourhood U of DT
G˜0
such that τ /∈ U . For each k, τ ∈ DT
G˜ 1
k
, which
implies that DT
G˜ 1
k
is not included in the open set U . This contradicts with the
condition of (A4′). As a result, τ ∈ DT
G˜0
. Then there exists some T -measurable
selection g˜0 of G˜(·, 0) such that λg˜−10 = τ . Let g0 = β2 ◦ g˜0. As g0(t) = β2(g˜0(t)) ∈
β2(G˜(t, 0)) = β2(β
−1
2 (G0(t))) = G0(t), g0 is a T -measurable selection of G0. Then
λg−10 = λg˜
−1
0 β
−1
2 = τβ
−1
2 = µβ
−1
1 β
−1
2 = µ. That is, there exists a T -measurable
selection g0 of G0 which induces the measure µ. Note that G0 is the same as the
correspondence F constructed in the proof of (A1′). Following the proof of (A1′),
T T1 is nowhere equivalent to FT1 under λT1 . Since the restriction F to T2 is purely
atomic, T is nowhere equivalent to F under λ.
A5′. Fix n ≥ 1. Let A = [−n, n], and ϕ a Borel measurable bijection from A to
X. Define
G1(t) =
1
2n
 ∑
0≤i≤n−1
δϕ(φ(t)+i) +
∑
0≤i≤n−1
δϕ(−φ(t)−i)

for t ∈ T , where δx is the Dirac measure at x ∈ X. Then G1 is F-measurable. By
the condition of (A5′), there exists a T -measurable mapping f1 from t to X such
that
1. f1(t) ∈ ϕ(F (t)) = {ϕ(φ(t) + i) : 0 ≤ i ≤ n− 1}∪{ϕ(−φ(t)− i) : 0 ≤ i ≤ n− 1},
where F is the correspondence constructed in the proof of (A1′);
2. for every Borel subset B1 of X, λf
−1
1 (B1) =
∫
T G1(t)(B1) dλ(t).
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Define
G(t) =
1
2n
 ∑
0≤i≤n−1
δφ(t)+i +
∑
0≤i≤n−1
δ−φ(t)−i

for t ∈ T , where δa is the Dirac measure at a ∈ A. Let f = ϕ−1 ◦ f1. Then f is a
T -measurable selection of F .
For every Borel set B ⊆ A,
λf−1(B) = λf−11 (ϕ(B)) =
∫
T
G1(t)(ϕ(B)) dλ(t) =
∫
T
G(t)(B) dλ(t)
=
1
2n
∑
0≤i≤n−1
(
λ(φ+ i)−1 + λ(−φ− i)−1) (B) = µ(B),
where µ is the probability measure constructed in the proof of (A1′). Following the
proof therein, T is nowhere equivalent to F under λ.
6.4 Proof of Theorem 2
As noted earlier, the necessity part of Theorem 2 follows from the necessity part
of Theorem 1 by taking G as the trivial σ-algebra. Thus, we shall only prove the
sufficiency part of Theorem 2. As discussed in Subsection 6.2, we can assume without
loss of generality that (T,F , λ) is an atomless probability space.
Since F is countably generated, it is easy to see that the weak topology on
RF is semimetrizable, and hence is first countable (see [1, Lemma 3.3]). By [1,
Theorem 2.40] (resp. [2]), the following sequential convergence suffices for our aim
when considering the closedness (resp. compactness) on RF : a sequence {φn} in
RF is said to weakly converge to some φ ∈ RF (φn =⇒ φ) if for every bounded
Carathe´odory function c : T ×X → R,
lim
n→∞
∫
T
[∫
X
c(t, x)φn(t,dx)
]
dλ(t) =
∫
T
[∫
X
c(t, x)φ(t,dx)
]
dλ(t).
By Theorem 2.1.3 in [6], we have the following lemma.
Lemma 4. Suppose that φn, φ ∈ RF for n ≥ 1. Then the sequence φn =⇒ φ if and
only if
lim
n→∞
∫
E
[∫
X
c(x)φn(t,dx)
]
dλ(t) =
∫
E
[∫
X
c(x)φ(t,dx)
]
dλ(t)
for every E ∈ F and c ∈ Cb(X).
Proof of the sufficiency part of Theorem 2. Given a sub-σ-algebra G of F and an F-
measurable correspondence F from T to X, let ψ be a Borel measurable mapping
from T to the interval Y = [0, 1] such that G is the σ-algebra generated by ψ (see
Bogachev [4, Theorem 6.5.5]). Then the correspondence F1 as defined by F1(t) =
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{ψ(t)} × F (t) for any t ∈ T is F-measurable from T to Y ×X. Let κ = λψ−1, g =
(ψ, f) be a T -measurable selection of F1 and ν(ψ,f) = λg−1. Then ν(ψ,f)Y = κ. Since
X and Y are both Polish spaces, there exists a family of Borel probability measures
{ϑ(ψ,f)(y, ·)}y∈Y (κ-a.e. uniquely determined) in M(X), which is the disintegration
of ν(ψ,f) with respect to κ on Y .
Define a transition probability µf from T to M(X) as µf (t, B) = ϑ(ψ,f)(ψ(t), B)
for each t ∈ T and Borel set B ⊆ X. Let
Rψ = {µf : f is a T -measurable selection of F}.
We shall prove that Rψ coincides with R
(T ,G)
F .
Fix an arbitrary T -measurable selection f of F . For any E ∈ G, there exists a
Borel subset E′ ⊆ Y such that λ(E4ψ−1(E′)) = 0. For any Borel subset B of X,∫
E
µf (t, B) dλ(t) =
∫
E
ϑ(ψ,f)(ψ(t), B) dλ(t)
=
∫
E′
ϑ(ψ,f)(y,B) dκ(y) = ν(ψ,f)(E′ ×B) = λ(E ∩ f−1(B)).
Thus, µf (·, B) = E [1B(f)|G] = µf |G(·, B). By the essential uniqueness of regular
conditional distribution, we have Rψ = R
(T ,G)
F .
B1. Suppose that f1 and f2 are two T -measurable selections of F and 0 ≤ α ≤
1. By Theorem 1, DTF1 is convex, which implies that there exists a T -measurable
selection f of F such that
λ(ψ, f)−1 = αλ(ψ, f1)−1 + (1− α)λ(ψ, f2)−1.
That is, ν(ψ,f) = αν(ψ,f1) + (1− α)ν(ψ,f2).
To show µf |G = αµf1|G + (1 − α)µf2|G , it is equivalent to show µf = αµf1 +
(1 − α)µf2 . For any E ∈ G, and Borel subsets E′ ⊆ Y and B ⊆ X such that
λ(E4ψ−1(E′)) = 0, we have
α
∫
E
µf1(t, B) dλ(t) + (1− α)
∫
E
µf2(t, B) dλ(t)
= αν(ψ,f1)(E′ ×B) + (1− α)ν(ψ,f2)(E′ ×B)
= ν(ψ,f)(E′ ×B)
=
∫
E
µf (t, B) dλ(t).
Therefore, R
(T ,G)
F is convex.
B2. Let {fn}∞n=1 be a sequence of T -measurable selections of F . Assume that
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{µfn|G}∞n=1 is weakly convergent to some µ in RG . Let ν be a Borel probability
measure on Y ×X such that
ν(E′ ×B) =
∫
ψ−1(E′)
µ(t, B) dλ(t),
where E′ and B are Borel sets in Y and X.
For any c ∈ Cb(Y ×X), we have
lim
n→∞
∫
Y×X
c(y, x) dν(ψ,fn) = lim
n→∞
∫
Y
∫
X
c(y, x)ϑ(ψ,fn)(y,dx) dκ(y)
= lim
n→∞
∫
T
∫
X
c(ψ(t), x)µfn(t,dx) dλ(t)
=
∫
T
∫
X
c(ψ(t), x)µ(t,dx) dλ(t)
=
∫
Y×X
c(y, x) dν(y, x),
which implies that ν(ψ,fn) converges weakly to ν. The first equality is the disinte-
gration; the second equality is changing of variables; the third equality is due to the
weak convergence; and the last equality is due to the definition of ν.
Since ν(ψ,fn) ∈ DTF1 for n ≥ 1 and DTF1 is closed, ν ∈ DTF1 . That is, there
exists a T -measurable selection f of F such that ν = λ(ψ, f)−1 = ν(ψ,f). Therefore,
µ = µf |G ∈ R(T ,G)F , R(T ,G)F is closed.
B3. Let {fn}∞n=1 be a sequence of T -measurable selections of F . We need to show
that there exists a subsequence of {µfn|G}∞n=1 that converges weakly to some element
in R
(T ,G)
F .
Since DTF1 is compact, there is a subsequence of {fn}∞n=1, say {fn}∞n=1 itself, and
a T -measurable selection f of F such that λ(ψ, fn)−1 converges weakly to λ(ψ, f)−1
as n goes to infinity. For any E ∈ G, any Borel subsets E′ ⊆ Y and B ⊆ X such that
λ(E4ψ−1(E′)) = 0, and any bounded continuous function c on X with an absolute
bound M , ∫
E
[∫
X
c(x)µfn(t,dx)
]
dλ(t) =
∫
E′×X
c(x) dν(ψ,fn)(y, x)
=
∫
Y×X
1E′(y)c(x) dν
(ψ,fn)(y, x).
For any  > 0, Lusin’s Theorem (Bogachev [4, Theorem 7.1.13]) implies that there
exists a continuous function h from Y = [0, 1] to [0, 1] such that κ({y ∈ Y : h(y) 6=
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1E′(y)}) < . Since λ(ψ, fn)−1 converges weakly to λ(ψ, f)−1,∫
Y×X
h(y)c(x) dν
(ψ,fn)(y, x)→
∫
Y×X
h(y)c(x) dν
(ψ,f)(y, x).
Since ∣∣∣∣∫
Y×X
1E′(y)c(x) dν
(ψ,fn)(y, x)−
∫
Y×X
h(y)c(x) dν
(ψ,fn)(y, x)
∣∣∣∣ < M
and ∣∣∣∣∫
Y×X
1E′(y)c(x) dν
(ψ,f)(y, x)−
∫
Y×X
h(y)c(x) dν
(ψ,f)(y, x)
∣∣∣∣ < M,
we have ∫
Y×X
1E′(y)c(x) dν
(ψ,fn)(y, x)→
∫
Y×X
1E′(y)c(x) dν
(ψ,f)(y, x).
That is, ∫
E
[∫
X
c(x)µfn(t,dx)
]
dλ(t)→
∫
E
∫
X
c(x)µf (t,dx) dλ(t).
By Lemma 4, µfn|G converges weakly to µf |G as n goes to infinity, and hence R(T ,G)F
is compact.
B4. Suppose that zn → z0 in Z and µgn|G converges weakly to µ as n goes to
infinity, where gn is a T -measurable selection of Gzn for each n ≥ 1. We will show
that µ ∈ R(T ,G)Gz0 .
Let ν and νn be the Borel probability measures on Y ×X such that
ν(E′ ×B) =
∫
ψ−1(E′)
µ(t, B) dλ(t),
and
νn(E
′ ×B) =
∫
ψ−1(E′)
µgn|G(t, B) dλ(t),
where E′ and B are Borel sets in Y and X respectively. Following the proof of (B2),
one can show that there is a subsequence of {νn}, say {νn} itself, which converges
weakly to ν.
Define Ψ(t, z) = {ψ(t)} × G(t, z). Then (ψ, gn) is a T -measurable selection of
{ψ} × Gzn and νn = λ(ψ, gn)−1. Since DTΨz is upper hemicontinuous from Z to
M(Y ×X), ν ∈ DTΨz0 . That is, there is a T -measurable selection g of Gz0 such that
ν = λ(ψ, g)−1. It is easy to see that µ = µg|G ∈ R(T ,G)Gz0 , and hence the correspondence
H is upper hemicontinuous.
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B5. Since G is G-measurable, the function t→ G(t)(B) is G-measurable for each
Borel set B in X. Let Gˆ be the correspondence from T → X such that Gˆ(t) =
supp G(t), and Gˆ1(t) = {ψ(t)} × Gˆ(t) for ant t ∈ T . Then Gˆ1 is a closed valued
G-measurable correspondence.
Let ν be the Borel probability measure on X × Y such that for any Borel sets
BX in X and BY in Y ,
ν(BX ×BY ) =
∫
ψ−1(BY )
G(t)(BX) dλ(t).
Then, for any open sets OX in X and OY in Y , we have
ν(OX ×OY ) =
∫
ψ−1(OY )
G(t)(OX) dλ(t) =
∫
ψ−1(OY )∩{t:G(t)(OX)>0}
G(t)(OX) dλ(t)
≤ λ (ψ−1(OY ) ∩ {t : G(t)(OX) > 0}) = λ(Gˆ−11 (OX ×OY )) .
By Proposition 3.5 in [17], ν belongs to the closure of DG
Gˆ1
; that is, ν ∈ DT
Gˆ1
. There
exists a T -measurable selection g of Gˆ such that λ(ψ, g)−1 = ν. For any E ∈ G,
Borel subsets E′ ⊆ Y and B ⊆ X such that λ(E4ψ−1(E′)) = 0,∫
E
G(t)(B) dλ(t) =
∫
ψ−1(E′)
G(t)(B) dλ(t) = ν(E′ ×B)
= λ
(
ψ−1(E′) ∩ g−1(B)) = λ(g−1(B) ∩ E) = ∫
E
E [1B(g)|G] dλ(t).
Hence µg|G = G. This completes the proof.
Note that in the proof of the sufficiency part of Theorem 2 (B5), the mapping
g constructed indeed satisfies the following property: for λ-almost all t ∈ T , g(t) ∈
suppG(t). Below, we show that this property is also implied by the conclusion of
(B5).
Corollary 1. Given G ∈ RG and a T -measurable mapping g from t to X. If
µg|G = G, then for λ-almost all t ∈ T , g(t) ∈ suppG(t).
Proof. Let idT be the identity mapping on T , and τ the probability measure on
T ×X such that for any E ∈ G ⊗B(X), τ(E) = ∫T G(t, Et) dλ(t). Since µg|G = G, it
follows from the definition of µg|G that for any D ∈ G and any Borel set B in B(X),∫
T
1D×B(t, g(t)) dλ(t) =
∫
T
1D(t)G(t, B) dλ(t). (2)
Hence, the probability measures τ and λ (idT , g)
−1 on G ⊗ B(X) agree on the mea-
surable rectangles. Since the class of measurable rectangles is closed under finite
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intersections (i.e., a pi-system), Dynkins Lemma ([1, p. 136]) implies that τ and
λ (idT , g)
−1 are the same.
Define a mapping c from T ×X to R as c(t, x) = 1suppG(t)(x). Then c is positive
and G ⊗ B(X)-measurable. We have∫
T
c(t, g(t)) dλ(t) =
∫
T×X
c(t, x)dτ =
∫
T
∫
X
c(t, x)G(t,dx) dλ(t) = 1.
Thus, c(t, g(t)) = 1 for λ-almost all t ∈ T .
7 Proof of Theorem 3
Notice that the probability space (T,F , λ) may not be atomless. There exist two
disjoint F-measurable subsets T1 and T2 such that T1 ∪ T2 = T , and λ|T1 is the
atomless part of λ, while λ|T2 is the purely atomic part of λ. Let λ(T1) = 1− γ. We
shall assume 0 ≤ γ < 1 to avoid triviality.
We first provide an example. Fix n ≥ 2. For 1 ≤ i ≤ n, denote
Ai+ = {(0, · · · , 0, ai, 0, · · · , 0) : 0 ≤ ai ≤ 2},
which is the set of n-dimensional vectors such that only the i-th entry is nonzero.
Similarly, let
Ai− = {(0, · · · , 0, ai, 0, · · · , 0) : − 2 ≤ ai ≤ 0}.
Denote A = ∪1≤i≤n(Ai+ ∪ Ai−). Then A is a compact absolute retract16 of Rn.17
The Borel σ-algebras on A is denoted by B0.
For any Borel set E ⊆ R and c ∈ R, denote E + c = {a+ c : a ∈ E}. Let
Ei+ = {(0, · · · , 0, a, 0, · · · , 0) : a ∈ E ∩ R+}
and
Ei− = {(0, · · · , 0,−a, 0, · · · , 0) : a ∈ E ∩ R+}
16A compact metric space X is called an absolute retract if for any metric space Y containing X, there
is a continuous mapping r : Y → X such that the restriction of r to X is the identity map on X (such a
mapping is called a retraction).
17Let C be the cube [−2, 2]n ⊆ Rn. Then A is a subset of C. The following function r is a retraction
from C to A. For any (x1, . . . , xn) ∈ C, let
r(x1, . . . , xn) =
{
(0, . . . , 0, |xi| − |xj |, 0, . . . , 0), if xi ≥ 0 and |xi| ≥ |xj | ≥ |xk| for any k 6= i, j,
(0, . . . , 0,−|xi|+ |xj |, 0, . . . , 0), if xi < 0 and |xi| ≥ |xj | ≥ |xk| for any k 6= i, j;
where only the i-th component could be nonzero. By Theorem 2-34 in [14, p.63], the unit cube in Rn is
an absolute retract, so is C. Then by Lemma 2.1 in [12], A is also an absolute retract.
25
such that a and −a are in the i-th entry. For any a ∈ R+, let
ai+ = (0, · · · , 0, a, 0, · · · , 0),
ai− = (0, · · · , 0,−a, 0, · · · , 0),
where a and −a are in the i-th entry.
For any set E ∈ B0, there exists a unique choice of 2n sets {Di, Ei}1≤i≤n ⊆
B([0, 2]) such that E = ∪1≤i≤n(Di+i ∪ Ei−i ). We define a Borel probability measure
ν1 on A as
ν1(E) =
1
2n(1− γ)
 ∑
1≤i≤n
η(Di ∩ [1, 2− γ)) +
∑
1≤i≤n
η(Ei ∩ [1, 2− γ))
 .
Let ν0 be a convex combination of ν1 and the Dirac measure concentrated at (0, · · · , 0):
ν0 = (1− γ)ν1 + γδ(0,··· ,0).
Let f i+ be a function from Ai+ × [0, 1] to R as follows:
f i+((0, · · · , 0, ai, 0, · · · , 0), b) =
0, if b = 0 or ai ∈ [0, 1]
or ai − 1 = kb for some k ∈ N;
1
2 min{ai − 1− 2nkb− (2i− 2)b, 2nkb+ (2i− 1)b+ 1− ai},
if ai − 1 ∈
(
2nkb+ (2i− 2)b, 2nkb+ (2i− 1)b) for some k ∈ N;
0, otherwise.
Let f i− be a function from Ai− × [0, 1] to R as follows:
f i−((0, · · · , 0,−ai, 0, · · · , 0), b) =
0, if b = 0 or ai ∈ [0, 1]
or ai − 1 = kb for some k ∈ N;
1
2 min{ai − 1− 2nkb− (2i− 1)b, 2nkb+ 2ib+ 1− ai},
if ai − 1 ∈
(
2nkb+ (2i− 1)b, 2nkb+ 2ib) for some k ∈ N;
0, otherwise.
The following figures illustrate the functions f i+ and f i− with b = 18 and n = 2.
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Figure 1: The graph of f 1+((a1, 0), b)
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Figure 2: The graph of f 1−((−a1, 0), b)
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Figure 3: The graph of f 2+((0, a2), b)
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Figure 4: The graph of f 2−((0,−a2), b)
Define a function f from A× [0, 1] to R as follows. For i = 1, 2, · · ·n,
f(a, b) =
f i+(a, b), if a ∈ Ai+;f i−(a, b), if a ∈ Ai−.
It is easy to see that the function f is continuous on A× [0, 1]. Let f0 be a function
from M(A) to [0, 1] defined as f0(ν) = 12nd(ν0, ν) for any ν ∈M(A), where d(·, ·) is
the Prohorov metric on M(A).
By Lemma 6 of [13], there exists a measure-preserving mapping φ : (T1,FT1 , λ)→
([1, 2 − γ),B1, η1) such that for any E ∈ FT1 , there exists a set E′ ∈ B1 with
λ(E4φ−1(E′)) = 0, where B1 is the Borel σ-algebra on [1, 2 − γ), and η1 is the
Lebesgue measure on B1.
Now we are ready to describe the example.
Example 1. Fix an integer n ≥ 2. Let (T, T , λ) be the agent space and A the action
space. Define an F-measurable large game G : T → UA as follows:
G(t)(a, ν) =
f(a, f0(ν))− |φ(t)− ‖a‖|, if t ∈ T1;−‖a‖, if t ∈ T2
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for any a ∈ A and ν ∈M(A), where ‖ · ‖ is the usual Euclidean norm in Rn.
Lemma 5. Suppose that there exists a T -measurable Nash equilibrium g for the large
game G above. Then there exists a T -measurable partition {Ej , Dj}1≤j≤n of T1 such
that for each j = 1, . . . , n,
1. λT1(Dj) = λ
T1(Ej) =
1
2n ,
2. Dj and Ej are independent of FT1 under the probability measure λT1.
Proof. Notice that Gt is a continuous function on A×M(A) for any t ∈ T . Moreover,
it is clear thatG is F-measurable. Suppose that g is a T -measurable Nash equilibrium
of G. Let ϑ = λg−1. We shall prove that ϑ = ν0.
Suppose that ϑ 6= ν0. Let b0 = 12n d(ϑ, ν0). Then 0 < b0 ≤ 12n . It is obvious that
g(t) = (0, · · · , 0) for each agent t ∈ T2. Below, we shall fix an agent t ∈ T1 with
φ(t) 6= kb0 for any k ∈ N.18
If g(t) ∈ Ai+, then for any (0, · · · , 0, x, 0, · · · , 0) ∈ Ai+ with x 6= φ(t),
G(t)(xi+, ϑ)−G(t)(φ(t)i+, ϑ) = f i+(xi+, f0(ϑ))− |φ(t)− x| − f i+(φ(t)i+, f0(ϑ)) < 0.
The inequality is due to the observation that f i+ is a Lipschitz functions in terms
of the i-th coordination with the Lipschitz constant 12 for all i = 1, · · · , n. Thus,
g(t) = φ(t)i+. Similarly, we could show that g(t) = φ(t)i− if g(t) ∈ Ai−.
Next, we determine the column that the nonzero coordination of g(t) locates at;
that is, the value of i and the sign of g(t). For agent t, there is a unique pair (k, i′)
with k ∈ N and i′ ∈ {0, · · · , 2n−1} such that φ(t)−1 ∈ ((2nk+i′)b0, (2nk+i′+1)b0).
1. If i′ is even, then the value of G(t)(g(t), ϑ) is positive only if i = i
′
2 + 1 and
g(t) ∈ Ai+.
2. If i′ is odd, then the value of G(t)(g(t), ϑ) is positive only if i = i
′+1
2 and
g(t) ∈ Ai−.
Therefore,
g(t) =
φ(t)(
i′
2
+1)+, if φ(t) ∈ ((2nk + i′)b0 + 1, (2nk + i′ + 1)b0 + 1) for some even i′;
φ(t)(
i′+1
2
)−, if φ(t) ∈ ((2nk + i′)b0 + 1, (2nk + i′ + 1)b0 + 1) for some odd i′;
(0, · · · , 0), if t ∈ T2.
Below, we show that d(ϑ, ν0) is at most (2n− 1)b0. Let  = (2n− 1)b0.
For i = 1, · · · , n, let W i+ be the support of ϑ on Ai+. By the analysis above, the
set W i+ is the union of finite disjoint intervals, which are denoted by W i+1 , . . . ,W
i+
m
in the increasing order. The distance between W i+` and W
i+
`+1 is (2n − 1)b0 for
18Without loss of generality, we can ignore the set {t : φ(t) = kb0 for some k}, which is of probability
zero.
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` = 1, . . . ,m − 1. It is clear that the length of W i+` is b0 for ` = 1, 2, . . . ,m − 1,
and the length of W i+m is at most b0. For any Borel set E ∈ B, consider the set
Ei+. Without loss of generality, we could assume that Ei+ does not contain any
endpoint of the subintervals {W i+` }1≤`≤m. For 1 ≤ ` ≤ m, let Ei+` = W i+` ∩ Ei+.
Then Ei+` , E
i+
` + b0, . . . , E
i+
` + (2n− 1)b0 are all disjoint, and Ei+` + tb0 is included
in (Ei+) for t = 0, . . . , 2n− 1, where (Ei+) is the -neighborhood of Ei+. We have
ϑ(Ei+)
=
m−1∑
`=1
ϑ(Ei+` ) + ϑ(E
i+
m ) = 2n
m−1∑
`=1
ν0(E
i+
` ) + ϑ(E
i+
m ) ≤ 2n
m−1∑
`=1
ν0(E
i+
` ) + b0
=
m−1∑
`=1
(
ν0(E
i+
` ) + ν0(E
i+
` + b0) + · · ·+ ν0(Ei+` + (2n− 1)b0)
)
+ b0
≤ ν0
(
(Ei+)
)
+ b0.
Similarly, we could prove that ϑ(Ei−) ≤ ν0
(
(Ei−)
)
+ b0 for i = 1, · · · , n− 1.
Let Wn− be the support of ϑ on An−. The set Wn− is the union of finite
disjoint intervals, which are denoted by Wn−1 , . . . ,W
n−
m in the increasing order. The
distance between Wn−` and W
n−
`+1 is (2n − 1)b0 for ` = 1, 2, . . . ,m − 1. In addition,
the distance between 1n− and Wn−1 is also (2n − 1)b0. The length of Wn−` is b0
for ` = 1, 2, . . . ,m − 1, and the length of Wn−m is at most b0. Take a Borel set
E ⊆ [1, 2−γ). Without loss of generality, we may assume that E does not contain any
endpoint of the subintervals {Wn−` }1≤`≤m. For 1 ≤ ` ≤ m, let En−` = Wn−` ∩ En−.
Then En−` , E
n−
` −b0, . . . , En−` −(2n−1)b0 are all disjoint, and (En−` −tb0) is included
in (En−) for t = 0, . . . , 2n− 1. We have
ϑ(En−)
=
m∑
`=1
ϑ(En−` ) = 2n
m∑
`=1
ν0(E
n−
` )
=
m∑
`=1
(
ν0(E
n−
` ) + ν0((E
n−
` − b0)) + · · ·+ ν0(En−` − (2n− 1)b0)
)
≤ ν0
(
(En−)
)
.
Given any Borel set C ⊆ A such that (0, · · · , 0) /∈ C. Then C = ∪1≤k≤n(Ck+ ∪
Ck−), where Ck+ ⊆ Ak+ and Ck− ⊆ Ak−. We have
ϑ(C) =
n∑
k=1
[ϑ(Ck+) + ϑ(Ck−)]
≤
n∑
k=1
{ν0
(
(Ck+)
)
+ b0}+
n−1∑
k=1
{ν0
(
(Ck−)
)
+ b0}+ ν0
(
(Cn−)
)
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≤ ν0(C) + (2n− 1)b0 = ν0(C) + .
Similarly, we could prove the case with (0, · · · , 0) ∈ C. Hence, d(ϑ, ν0) ≤ (2n−1)b0 =
2n−1
2n d(ϑ, ν0), which is a contradiction. Therefore, we prove ϑ = ν0 as claimed in the
beginning of the proof of this lemma.
From now on, we shall work with the case that ϑ = ν0. Then f0(ϑ) = 0, and
hence f(a, f0(ϑ)) = 0 for any a ∈ A and G(t)(a, ϑ) = −|φ(t) − ‖a‖| for any t ∈ T1.
The best response correspondence is
H(t) =
{(0, · · · , 0, φ(t), 0, · · · , 0)i, (0, · · · , 0,−φ(t), 0, · · · , 0)i}1≤i≤n, t ∈ T1,{(0, · · · , 0)}, t ∈ T2,
where (0, · · · , 0, φ(t), 0, · · · , 0)i means that φ(t) is in the i-th entry. By the definition
of Nash equilibria, g(t) ∈ H(t) for λ-almost all t ∈ T .
For any C ∈ FT1 , by the choice of φ, there exists a set C1 ∈ B1 such that
λ(C4φ−1(C1)) = 0. Define
Di = {t ∈ T1 : g(t) = (0, · · · , 0, φ(t), 0, · · · , 0)i}
and
Ei = {t ∈ T1 : g(t) = (0, · · · , 0,−φ(t), 0, · · · , 0)i}i.
Thus, we have
λ(Di ∩ C) = λ(Di ∩ φ−1(C1)) = λ(g ∈ Ci+1 ) = ν0(Ci+1 )
=
1
2n
η(C1) =
1
2n
λ(φ ∈ C1) = 1
2n
λ(C),
and hence λT1(Di) =
1
2n . Therefore, Di is independent of FT1 under λT1 for i =
1, · · · , n. Similarly, we could show the same result for Ei, i = 1, · · · , n. In particular,
{D1, E1, . . . , Dn, En} is a T -measurable partition of T1. This completes the proof.
Let K be an uncountable compact metric space, A an uncountable compact
absolute retract of Rn, and UK and UA the spaces of real-valued continuous functions
on K ×M(K) and A ×M(A), respectively. Lemma 6 below extends the result in
Section 6 of [33] from the case A = [−1, 1] to the case of a general compact absolute
retract here. It shows that if pure strategy equilibria exist in all large games with
a fixed uncountable compact metric action space, then for any n ≥ 1, the existence
result can be extended to large games with any uncountable compact absolute retract
of Rn as the action space.19 Though the argument is very much similar to the one in
19The action spaces for the large games in Example 9 of [13] consist of some parallel line segments. Since
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[33, Section 6], we provide a detailed proof of Lemma 6 for the sake of completeness.
Lemma 6. If for any F-measurable game F : T → UK , there exists a T -measurable
function f : T → K such that f is a Nash equilibrium of the game F , then for any
F-measurable game G : T → UA, there exists a T -measurable function g : T → A
such that g is a Nash equilibrium of the game G.
Proof. Since K is uncountable and compact, as discussed in Section 6 of [33], K
contains a compact subset M which is homeomorphic to the Cantor set C; see [28,
p. 11]. In addition, for the compact absolute retract A ⊆ Rl, there is a continuous
onto mapping from C to A (see [14, p. 127]). Let ϕ be a continuous onto mapping
from M to A. By Tietze’s extension theorem (see [12]), ϕ can be extended to a
continuous onto mapping Υ from K to A. By the Borel cross section theorem (see
[28, Theorem 4.2]), there is a Borel measurable mapping Ξ from A to K such that
Υ(Ξ(a)) = a for all a ∈ A.
For a given F-measurable game G : T → UA, define an F-measurable game
F : T → UK as follows: for any t ∈ T , x ∈ K and ν ∈M(K),
Ft(x, ν) = Gt
(
Υ(x), νΥ−1
)
.
By the assumption, there exists a T -measurable mapping f : T → K such that f is
a Nash equilibrium of the game F . Denote ν ′ = λf−1.
Define a T -measurable mapping g from T to A as g(t) = Υ(f(t)). We need to
show that g is a Nash equilibrium of the game G. Note that
λg−1 = λf−1Υ−1 = ν ′Υ−1.
For player t ∈ T ,
Gt(g(t), λg
−1) = Gt(Υ(f(t)), ν ′Υ−1) = Ft(f(t), ν ′),
and
Gt(a, λg
−1) = Gt(Υ(Ξ(a)), ν ′Υ−1) = Ft(Ξ(a), ν ′).
Since f is a Nash equilibrium of the game F , for λ-almost all t ∈ T and all a ∈ A,
Ft(f(t), ν
′) ≥ Ft(Ξ(a), ν ′),
which implies that
Gt(g(t), λg
−1) ≥ Gt(a, λg−1).
This completes the proof.
those action sets are not compact absolute retracts, we are not able to use the large games over there to
prove the necessity of our Theorem 3 here.
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Now we are ready to prove Theorem 3.
Proof of Theorem 3.
As mentioned in Section 5, we only need to prove the necessity part. By the
condition of Theorem 3, for any F-measurable game F : T → UK , there exists a
T -measurable function f : T → K such that f is a Nash equilibrium of the game F .
Consider the action space A constructed in Example 1 above. In particular, A is a
compact absolute retract. By Lemma 6, for any F-measurable game G : T → UA,
there exists a T -measurable function g : T → A such that g is a Nash equilibrium
of the game G. By Lemma 5, FT1 admits an asymptotic independent supplement
within T T1 under λT1 . By Lemma 1, T T1 is nowhere equivalent to FT1 under λT1 .
Since F is purely atomic on T2 under λ, T is nowhere equivalent to F under λ.
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