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Abstract
We present a new randomized algorithm for checking the satisﬁability of a conjunction of literals in the
combined theory of linear equalities and uninterpreted functions. The key idea of the algorithm is to process
the literals incrementally and to maintain at all times a set of random variable assignments that satisfy the
literals seen so far. We prove that this algorithm is complete (i.e., it identiﬁes all unsatisﬁable conjunctions)
and is probabilistically sound (i.e., the probability that it fails to identify satisﬁable conjunctions is very small).
The algorithm has the ability to retract assumptions incrementally with almost no additional space overhead.
The algorithm can also be easily adapted to produce proofs for its output. The key advantage of the algorithm
is its simplicity. We also show experimentally that the randomized algorithm has performance competitive
with the existing deterministic symbolic algorithms.
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1. Introduction
In this paper, we consider the problem of checking the satisﬁability of a formula that involves
linear equalities and uninterpreted function symbols, and explore what can be learned about the
formula by evaluating it over some randomly chosen variable assignments.
Consider, for example, the following formulas 1 and 2:
1 : (z = x + y) ∧ (x = y) ∧ (z /= 2x),
2 : (z = x + y) ∧ (x = y) ∧ (z /= 0).
The formula 1 is unsatisﬁable because no assignment that satisﬁes the constraint (z = x + y) ∧
(x = y) also satisﬁes the constraint (z /= 2x). In other words, the solution space L for the constraint
(z = x + y) ∧ (x = y) is included in the solution space R1 for the constraint (z = 2x), as shown in
Fig. 1A. On the other hand, the formula 2 is satisﬁable because there exists at least one solution
that satisﬁes the constraint (z = x + y) ∧ (x = y) as well as the constraint (z /= 0). In other words,
the solution space L for the constraint (z = x + y) ∧ (x = y) is not included in the solution space
R2 for the constraint z = 0, as shown in Fig. 1B. In general, a conjunction of literals is unsatisﬁable
if and only if the solution space for all of the equality literals is included in the solution space for
the negation of one of the disequality literals.
Can we decide the satisﬁability of these formulas by evaluating them over some random val-
ues? If we choose arbitrary random values for x, y , and z, then, very likely, they will not satisfy
the constraint (z = x + y) ∧ (x = y) (and hence they will satisfy neither 1 nor 2). Thus, such a
naive “test” fails to discriminate between satisﬁable and unsatisﬁable formulas. However, if we
manage to choose random values for x, y , and z from the solution space L, then they will still not
satisfy formula 1, but, very likely, they will satisfy formula 2. This is because, as shown in Fig.
1B, there is only one point P (x = y = z = 0) in L that also lies in R2, and it is extremely unlikely
that when we choose a point randomly on the line represented by L, we choose the point P . In
general, if a formula is unsatisﬁable, then any randomly chosen assignment does not satisfy the
formula. On the other hand, if a formula is satisﬁable, an assignment that satisﬁes the equality
literals in the formula, very likely also satisﬁes the disequality literals in the formula.We can further
reduce the probability of error by choosing several random points from L rather than just one.
Fig. 1. The line L represents the solution space for the constraint (z = x + y) ∧ (x = y). If we choose points randomly on
L, we can easily deduce that L⇒ R1 and L ⇒ R2.
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These observations form the basis for our randomized algorithm for deciding the satisﬁability of a
formula.
The key step in our algorithm is to generate random assignments that satisfy all of the equal-
ity literals. We do this incrementally, by starting with a set of completely random assignments
and then adjusting them so that they satisfy each equality literal in turn. The adjustment opera-
tion can be viewed geometrically as a projection onto the hyperplane represented by an equality
literal.
As we will see, this algorithm is simple and efﬁcient. It avoids the need for symbolic
manipulation and construction of normal forms. Handling arithmetic expressions becomes
especially easy because we only evaluate them instead of manipulating them symbolically.
Furthermore, we require a simple data structure (a set of variable assignments and a hash
table for handling uninterpreted function symbols), and we perform only simple arithmetic
operations.
We start with a discussion of the notation in Section 2. In Section 3, we describe the algorithm
for the arithmetic fragment along with the proof of completeness, and a sketch of the proof of
probabilistic soundness (the complete proof is in Appendix 10). We then extend the algorithm to
handle uninterpreted function symbols in Section 4. In Section 5, we show that it is quite easy
to also retract equality literals (a property that is useful in the context of a Nelson-Oppen the-
orem prover). In Section 6, we describe a procedure to produce a proof for the output of the
algorithm by using some information computed by the algorithm; such a certiﬁcate can be used
to remove any error probability from the algorithm. In Section 7, we describe an interesting op-
timization, namely a randomized transformation for converting arbitrary function terms to terms
with only one unary function symbol; such an optimization makes the implementation of the algo-
rithm simpler and efﬁcient. In Section 8, we describe our initial experience with an implementation
of this algorithm, and we compare it with a deterministic satisﬁability algorithm for the same
theory.
2. Notation
Consider the following language of terms t over rationals :
t ::= x | q | t1 + t2 | t1 − t2 | q× t | f(t1, . . , tk).
Here q ∈ , x is some variable and f is some k-ary uninterpreted function symbol for some
non-negative integer k . An equality literal is an equality of the form t = 0 while a disequality literal
is a disequality of the form t /= 0 for some term t. A formula  is a set of equality and disequality
literals.
An assignment  for n variables maps each variable to a rational value. We use the notation (x)
to denote the value of variable x in assignment . Occasionally, to expose the geometric intuition
behind the algorithms, we also refer to the n variables as coordinates and to an assignment as a point
in n. We write [[t]] for the meaning of term t in assignment  (using the usual interpretation of
arithmetic operations over). An assignment  satisﬁes an equality t = 0 (written  |= t = 0) when
[[t]] = 0.
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We refer to a sequence of assignments S as a sample and we write Si to refer to the ith assignment
in sample S . In the geometric interpretation, a sample is a sequence of points. A sample satisﬁes a
linear equality t = 0 when all of its assignments satisfy the equality. We write S |= t = 0 when this
is the case.
An afﬁne combination of two assignments 1 and 2 with weight w ∈  (denoted by 1 ⊕w 2)
is another assignment  such that for any variable x, (x) = w × 1(x)+ (1− w)× 2(x). If the
assignments 1 and 2 are viewed as points in n, then their afﬁne combinations are the points
situated on the line passing through 1 and 2. The afﬁne combination of two assignments has the
property that it satisﬁes all the linear equalities that are satisﬁed by both the assignments. Simi-
larly, we deﬁne an afﬁne combination of m assignments 1, . . . , m with weights w1, . . . ,wm−1 ∈ 
(denoted by 1 ⊕w1 · · · ⊕wm−1 m) as another assignment  such that for any variable x, (x) =
w1 × 1(x)+ · · · + wm−1 × m−1(x)+
(
1−∑m−1i=1 wi
)
× m(x).
3. The algorithm for the arithmetic fragment
We start with a discussion of the satisﬁability algorithm for formulas that do not contain any
uninterpreted function symbols. We ﬁrst describe the Adjust operation and then show how it can
be used to check the satisﬁability of a formula.
3.1. The Adjust operation
The Adjust operation takes a sample S and a term e, and produces a new sample S ′ such that
S ′ satisﬁes all the linear equalities that are satisﬁed by S and exactly one more linearly independent
equality e = 0. For this deﬁnition to be meaningful, the Adjust operation has a precondition that
S |= e + c = 0 for any constant c. Note that if this precondition does not hold and c = 0, then since
S already satisﬁes e = 0, there is no need for the Adjust operation; and if c /= 0, then S ′ cannot
simultaneously satisfy e + c = 0 and e = 0. In the latter case, the formula being checked is declared
unsatisﬁable.
The resulting sample S ′ has the following properties:
(A1) For any term t, if S |= t = 0, then S ′ |= t = 0.
(A2) S ′ |= e = 0.
(A3) For any term t, if S ′ |= t = 0, then ∃ such that S |= t + e = 0.
The property A1 says that the sample S ′ continues to satisfy all the linear equalities that are
satisﬁed by the sample S , while the property A2 says that the sample S ′ also satisﬁes the equality
e = 0. The property A3 implies that S ′ satisﬁes exactly one more linearly independent equality than
those satisﬁed by S .
3.1.1. An implementation of the Adjust operation
Wenowpresent an efﬁcient implementation of theAdjustoperation, assuming the precondition
¬(∃c ∈ . S |= e + c = 0):
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Adjust([S1, . . , Sk ], e = 0)
1 pick j such that [[e]]Sj /= [[e]]Sk.
2 pick q ∈  such that q /= 0 and q /= [[e]]Si for all i ∈ {1, . . . , k}.
3 let 0 = Sj ⊕w Sk, where w = q−[[e]]Sk[[e]]Sj−[[e]]Sk .
4 for i = 1 to k − 1:
5 let S ′i be the point at the intersection of the plane
e = 0 and the line passing through 0 and Si
i.e. S ′i = Si ⊕wi 0, where wi = qq−[[e]]Si.
6 return [S ′1, . . , S ′k−1].
There are a few details in the deﬁnition of the Adjust procedure that deserve discussion. Line
1 in the Adjust procedure presumes the existence of a point Sj in sample S such that the term e
evaluates to distinct values at points Sj and Sk ; this assumption is guaranteed by the pre-condition
for the Adjust operation. (Geometrically, this means that the points Sj and Sk should lie at differ-
ent distances from the plane e = 0.) The operation in line 2 is a linear time operation and the point
0 is computed such that [[e]]0 = q. Since we choose q such that 0 and Si are at different distances
from the hyperplane e = 0, the line joining 0 and Si intersects the hyperplane e = 0 (in exactly one
point). An example of the Adjust procedure is shown in Fig. 2. The sample S consists of 4 points
that lie in the plane z = x + y . We pick the point S2 to play the role of Sj (where j is as in line 1)
since the line passing through S2 and S4 is not parallel to the plane x = y . We then pick another
point 0 on the line passing through S2 and S4 such that it does not lie in the plane x = y and the
lines passing through it and any other point in S are not parallel to the plane. Then, we obtain the
points S ′i (i = 1, 2, 3) as the intersection of the lines that pass through 0 and Si with the plane x = y .
Note that the resulting sample S ′ consists of 3 points that lie in the plane x = y as well as the plane
z = x + y .
We now prove that S ′ = Adjust(S , e) has the desired properties A1, A2, and A3. We ﬁrst state
a useful and easily provable property of the afﬁne combination operation.
Fig. 2. An example of the Adjust procedure on a 4-point sample S , which satisﬁes the equality z = x + y . The adjust-
ment is performed with respect to the equality x = y . The adjusted points S ′i are obtained as the intersections of the
lines connecting the original points Si with the point 0. Note that the adjusted points lie on the line that represents the
intersection of the hyperplanes z = x + y and x = y .
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Proposition 1 (Afﬁne Combination Property). Let 1 and 2 be any two points, and let 3 be any
afﬁne combination of 1 and 2. If 1 and 2 satisfy any linear equality e = 0, then 3 also satisﬁes the
equality e = 0.
It follows from Proposition 1 that if all points in sample S satisfy some equality t = 0, then so
does 0 (since it is an afﬁne combination of two points in sample S) and any point in sample S ′
(since it is an afﬁne combination of 0 and some point in sample S). Thus, sample S ′ has proper-
ty A1. The points in sample S ′ lie on the hyperplane e = 0 (by deﬁnition), and hence S ′ |= e = 0.
Thus, sample S ′ has property A2. For i  k − 1, we have S ′i = Si ⊕wi 0. Note that this means that
there is a value w′i such that Si = S ′i ⊕w′i 0. Also Sk can be expressed as an afﬁne combination of
S ′j and 0. This means that S satisﬁes all the linear equalities satisﬁed by both S ′ and 0. In order
to show that S ′ has property A3, we assume that S ′ |= t = 0 and we show that S |= t + e = 0, for
 = − [[t]]0[[e]]0 . Since S ′ |= e = 0, we have that S ′ |= t + e = 0. It is easy to verify that 0 |= t + e = 0.
Thus, S |= t + e = 0. Hence, sample S ′ has property A3.
3.2. The satisﬁability procedure
The IsSatisfiable procedure described below is a randomized algorithm that takes as input
a formula  and a r-point random sample R. The only random choice in this algorithm is the value
of this initial sample R. If  is unsatisﬁable, the algorithm returns false for any choice of R. If  is
satisﬁable, the algorithmreturnstruewithhighprobability over the choice of the randomsampleR.
IsSatisfiable(,R)
1 let  be {ti = 0}ki=1 ∪ {t′j /= 0}mj=1
2 S ← R
3 for i = 1 to k:
4 if S |= ti + c = 0 for some c /= 0, then return false
5 else if S |= ti = 0 then S ← Adjust(S , ti = 0)
6 for j = 1 to m:
7 if S |= t′j = 0, then return false
8 return true
The loop starting in line 3 adjusts the sample incrementally so that it satisﬁes each equality literal
in turn. Finally, the loop starting in line 6 checks for each disequality if there is an assignment in
the resulting sample that satisﬁes it.
We now state the completeness and soundness results for this algorithm. Then, in Section 4 we
show how to extend this algorithm to handle uninterpreted function symbols as well.
Theorem 1 (Completeness Theorem). If IsSatisfiable(,R) returns true, then  is satisﬁable.
Proof. Suppose IsSatisfiable(,R) returns true. Due to properties A1 and A2 of the Adjust
operation, at the end of the loop starting in line 3 we have an adjusted sample S whose assignments
satisfy all the equality literals of the formula. We know from linear algebra that the formula  is
satisﬁable if and only if for each j = 1, . . . ,m, the formula {ti = 0}ki=1 ∪ {t′j /= 0} is satisﬁable. The
loop starting in line 6 ensures that each such formula is satisﬁed by at least one assignment in the
ﬁnal sample. 
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Theorem 2 (Soundness Theorem). If  is satisﬁable, then IsSatisfiable(,R) returns true with
high-probability over the random choice of the initial sample R.
To prove the soundness theorem, we deﬁne the notion of consistency of a sample with a
formula:
Deﬁnition 2. Given a formula  and a sample S , we say that S is consistent with  if
 is satisﬁable ⇒ (∀t.S |= t = 0 ⇒  ∪ {t = 0} is satisﬁable)
Intuitively, a sample S is consistent with a satisﬁable formula , if S satisﬁes only those linear
equalities that do not contradict . Note that any sample is consistent with an unsatisﬁable formula.
We have the following useful property.
Proposition 3. If S is consistent with the formula  ∪ {e = 0}, then Adjust(S , e = 0) is consistent
with the same formula.
Proof. Assume that S is consistent with  ∪ {e = 0}. Let S ′ = Adjust(S , e = 0). Assume that
 ∪ {e = 0} is satisﬁable. Pick an arbitrary t such that S ′ |= t = 0. This means that S |= t + e =
0 (by property A3). Since S is consistent with  ∪ {e = 0}, we know that  ∪ {e = 0, t + e =
0} must be satisﬁable. Consequently  ∪ {e = 0, t = 0} must be satisﬁable. This completes the
proof. 
Using Proposition 3, we can easily prove the following lemma:
Lemma 4. If the initial random sample R is consistent with , and IsSatisfiable(,R) returns
false, then  is unsatisﬁable.
Proof. Suppose that the initial sample is consistent with . It follows from Proposition 3 that the
sample S in procedure IsSatisfiable always remains consistent with . Now, consider the
following two cases:
• Suppose IsSatisfiable returns false in line 4. Then S |= ti + c = 0. Since S is consistent
with  and  ∪ {ti + c = 0} is unsatisﬁable, it must be that  is unsatisﬁable.
• Suppose IsSatisfiable returns false in line 7. Then S |= t′i = 0. Since S is consistent with
, and also  ∪ {t′i = 0} is unsatisﬁable, it must be that  is unsatisﬁable. 
This means that as long as we start with a sample that is consistent with the input formula , the
algorithm is sound. The question now is how to choose the initial sample such that it is consistent
with any given formula . The key observation is that we can choose R randomly because there
are many more samples that are consistent with  than those that are not. This is obvious if  is
unsatisﬁable, because then all samples are consistent with . If  is satisﬁable, then R is inconsistent
with  only if there is a term t such that  ⇒ t /= 0 and R |= t = 0. Such a term t can be written
as a linear combination of the equality literals of  added to either the constant 1 or one of the
disequality literals of . For any such term t, it is unlikely that we choose R such that all of its r
assignments satisfy t = 0. The following lemma provides an upper bound on the probability that a
randomly chosen sample R is inconsistent with a formula .
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Lemma 5 (Consistent Random Sample Lemma). If  is satisﬁable, then the probability that the
r-point random sample R is inconsistent with  is at most (m+ 1) |F ||F |−3r
(
3r
|F |
)r−k ′
, where m is the
number of disequality literals in , |F | is the size of the ﬁnite subset of  from which we choose the
elements ofR uniformly at random and independently of each other, and k ′  k is themaximumnumber
of linearly independent equality literals in .
This lemma along with Lemma 4 proves Theorem 2 and also provides an upper bound for the
probability that our satisﬁability algorithm incorrectly reports a satisﬁable formula to be unsatis-
ﬁable.
The proof of Lemma 5 is somewhat involved and is given in the Appendix. Note that the prob-
ability of error increases linearly with the number of disequalities (because we might make an
independent error in handling each one of them). The dominant factor is
(
3r
|F |
)r−k ′
, which decreases
with the size of the subset from which we make random choices. (We cannot choose directly from
 because each choice would need an inﬁnite number of random bits.) The probability of error also
decreases exponentially when we increase r. Essentially, when we work with more random assign-
ments it becomes less likely that all of them accidentally satisfy an equality. The IsSatisfiable
algorithm performs at most k Adjust operations, one for each equality literal in . However, the
Adjust operation is performed only if the equality literal is not entailed by the previously pro-
cessed equalities. This means that Adjust is performed only k ′ times. The r − k ′ exponent suggests
that r should be at least as large as k ′. This makes sense because we have seen that each Adjust
operation “loses” one assignment.
4. Extension to uninterpreted function symbols
The theory of uninterpreted functions has one congruence axiom:
(∧n
i=1 ei = e′i
)⇒ f(e1, . . , en) =
f(e′1, . . , e′n) for any n-ary uninterpreted function f. We can efﬁciently detect the equivalences of
expressions ei and e′i by comparing the values of these expressions under the random variable as-
signments. This allows us to reason about the congruence axiom of uninterpreted functions in an
interestingmanner.We now extend the satisﬁability procedure to handle formulas that also contain
uninterpreted function symbols.
We ﬁrst introduce some notation. For any term t, let V(t) be the term obtained from t by
replacing all occurrences of the outermost function term by a fresh variable as follows: V(t1 + t2) =
V(t1)+ V(t2), V(t1 − t2) = V(t1)− V(t2), V(q× t) = q× V(t), V(q) = q, V(f(t1, . . . , tk)) = vf(t1,..,tk ). Let
C() denote the formula obtained from  after performing the Ackerman transformation [1] as
follows: (1) each term t in  is replaced by V(t), and (2) for every pair of distinct function terms
f(t1,1, . . , t1,k) and f(t2,1, . . , t2,k) in, we introduce the conditional equality
(∧
i=1,..,k V(t1,i) = V(t2,i)
)⇒(
V(f(t1,1, . . , t1,k)) = V(f(t2,1, . . , t2,k))
)
. Following is an example of a formula  and the corresponding
C():
 = {f(x + 3) = f(z), f(y + x) = y , y = 3},
C() = {v1 = v2, v3 = y , y = 3, (x + 3 = z)⇒ (v1 = v2),
(x + 3 = y + x)⇒ (v1 = v3), (z = y + x)⇒ (v2 = v3)}.
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Here we have introduced new variables v1, v2 and v3 for the terms f(x + 3), f(z), and f(y + x),
respectively. The conditional equalities that are used to obtain C() from  capture the essence of
the congruence axiom for uninterpreted functions, and one can easily show that  is satisﬁable if
and only if C() is satisﬁable.
For any formula , let A() be the formula that does not contain any uninterpreted function
symbols or conditional equalities, and is obtained from C() as follows. Each conditional equality
of the form
(∧
i=1,..,k si = s′i
)⇒ (v = v′) in C() is replaced with the equality v = v′ if C()⇒ si = s′i
for all i = 1, . . , k , or with the disequality v /= v′ otherwise. For the above example, we have:
A() = {v1 = v2, v3 = y , y = 3, v1 = v3, v1 /= v2, v2 /= v3}.
Just like C(), A() is satisﬁable if and only if  is satisﬁable. Note that C() is easy to compute
but A() is not. This is not a problem because we use A() only in the correctness arguments.
The IsSatisfiable′ procedure shown below decides the satisﬁability of a formula  by con-
sidering the modiﬁed formula C(). The procedure makes use of a macro Assume that takes a
sample and an equality literal as arguments, and has the following deﬁnition.
Assume(S , t = 0)
if S |= t + c = 0 for some c /= 0, then return false
else if S |= t = 0, then S ← Adjust(S , t = 0)
1 IsSatisfiable′(,R)
2 let C() be {ti = 0}ki=1 ∪ {t′i /= 0}mi=1 ∪ {(
∧
j=1,..,ki
si,j = s′i,j)⇒ vi = v′i} i=1
3 S ← R
4 for i = 1 to k:
5 Assume(S , ti = 0)
6 repeat until no changes to S occur:
7 for w = 1 to  :
8 if (
∧
j=1,..,kw
S |= sw,j − s′w,j = 0), Assume(S , vw − v′w = 0)
9 for i = 1 to m:
10 if S |= t′i = 0, then return false
11 return true
The IsSatisfiable′ procedure is similar to IsSatisfiable procedure with respect to pro-
cessing of equalities ti = 0 and disequalities t′i /= 0. Conditional equalities
(∧
j=1,..,ki si,j = s′i,j
)
⇒
vi = v′i are handled by processing the equality vi = v′i when
∧
j=1,..,ki si,j = si,j is discovered to be
true.
Note that IsSatisfiable′(,R) returns the correct answer if and only if IsSatisfiable
(A(),R) returns the correct answer. It follows from Theorem 1 that if  is unsatisﬁable, then
IsSatisfiable′(,R) returns false. It also follows from Theorem 2 that if  is satisﬁable, then
IsSatisfiable′(,R) returns true with probability (over the random choices for the r-point
sample R) at least 1− (m′ + 1) |F ||F |−3r
(
3r
|F |
)r−k ′
, wherem′ is the number of disequality literals inA(),
and k ′ is themaximumnumberof linearly independent equality literals inA(). Clearly,m′  m+  2,
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where m is the number of disequality literals in  and  is the number of function terms in . Also,
k ′  k +  since there can be at most  linearly independent equalities among  function terms.
The IsSatisfiable′ algorithm as presented here emphasizes logical clarity over efﬁciency. In
our experiments, we use an optimized variant of this algorithm that does not create the conditional
equalities in C() explicitly. Instead, we maintain, for each function symbol f , a list of pairs of
the form ([s1, . . , sk ], v) for each function term f(t1, . . , tk), where si = V(ti) and v = V(f(t1, . . , tk)).
For our example, the list corresponding to f is {([x + 3], v1), ([z], v2), ([y + x], v3)}. This allows us
to ﬁnd quickly, in line 7, the pairs of [s1, . . , sk ] and [s′1, . . , s′k ] such that S |= sj − s′j = 0 for all
j = 1, . . , k , by using a hash table indexed by [ [[s1]]S1, . . , [[sk ]]S1 ], i.e., the values of the terms sj in the
assignment S1.
5. Retracting assumptions
It is often the case that we must solve a number of satisﬁability problems that share literals. Such
a situation arises naturally in the context of program veriﬁcation when the formulas correspond to
paths and are constructed as conjunction of branch conditions. For example, consider the program
fragment:
if z = x + y then
if x = y then assert (z = 2x) else assert (x = z - y)
This fragment can be veriﬁed by checking the unsatisﬁability of the two formulas {z = x + y , x =
y , z /= 2x} and {z = x + y , x /= y , x /= z − y}. If we process these formulas independently, we end
up duplicating work for assuming z = x + y . Instead, if we have a satisﬁability procedure that can
retract assumptions, then after processing the ﬁrst formula we can retract the equality x = y and
continue with the disequalities in the second formula.
Another situation where ability to retract assumptions is important is the context of a Nelson-
Oppen theorem prover [8], in which non-convex theories are handled using backtracking. Similarly,
a Shostak theorem prover [10] handles non-solvable theories using backtracking.
In our algorithm, a naive way to retract the last equality assumption is to restore the current
sample to the sample before the Adjust operation. One method to do this is to remember the old
samples, but requires some additional space. Another method relies on the fact that we can recover
the previous sample S from the adjusted one, if we remember just the weights wi .
Next we show a different and interesting technique that has a slightly better space usage than
the above mentioned methods. The key observation is that we need not restore the original sample
exactly, as long as we obtain an equivalent sample in the sense that it satisﬁes exactly the same
linear equalities as the original one. To achieve this we extend the Adjust operation to return not
just an adjusted sample but also a point that when added to the adjusted sample produces a sample
equivalent to the original one. This means that we need to remember only this special point and we
can undo an Adjust operation by simply adding this point to the adjusted sample.
5.1. The Adjust′ operation
Let Adjust′ be the operation that takes a sample S and a term e as input, where S |= e + c = 0
for any constant c, and returns another sample S ′ and a point . The adjusted sample S ′ satisﬁes
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the properties A1, A2, and A3 are mentioned in Section 3.1, and the point  satisﬁes the following
additional properties:
(B1) For any term t, if S |= t = 0 then  |= t = 0.
(B2) For any term t, if S ′ |= t = 0 and  |= t = 0 then S |= t = 0.
These properties, along with property A1, mean that S satisﬁes exactly the same linear equalities
that are satisﬁed by both S ′ and .
5.1.1. An implementation of the Adjust′ operation
We now present an efﬁcient implementation of the Adjust′ operation:
Adjust′(S,e)
1 let S ′ ← Adjust(S , e).
2 pick j such that Sj |= e = 0.
3 return (S ′,Sj)
The precondition for Adjust′ ensures that an appropriate j can be found in line 2. It is a simple
exercise to verify that (S ′, ) = Adjust′(S , e) satisﬁes the properties A1, A2, A3, A4, and A5.
5.2. The UnAdjust operation
The modiﬁed satisﬁability procedure is just like the one described in Section 4 except that it uses
the Adjust′ operation in place of the Adjust operation and remembers the point  returned by
the Adjust′.
We now deﬁne the operation UnAdjust for retracting the last equality that was adjusted for.
The operation UnAdjust takes the current sample S and the point  corresponding to the last
equality and returns another sample S ′ such that S ′ satisﬁes exactly those linear equalities that are
satisﬁed by both S and . The UnAdjust operation can be implemented efﬁciently as
UnAdjust([S1, . . . , Sk ], ) = [S1, . . . , Sk , ].
5.3. Correctness of retraction
Consider the algorithm IsSatisfiable′. We must retract assumptions in the reverse order in
which they were made. To retract an assumption ti = 0, we must invoke UnAdjust for all of the
Adjust operations that are performed in the ith iteration of the loop starting at line 4.
The following lemma states that if a sample S is consistent with a formula , then the sample
obtained from S after any number of Adjust and an equal number of corresponding UnAdjust
operations is also consistent with .
Lemma 6 (The Adjust–UnAdjust Lemma). Let (S1, ) = Adjust′(S0, e = 0) and S2 a sample that
satisﬁes the same linear equalities as S1, and S3 = UnAdjust(S2, ). Then S3 satisﬁes the same linear
equalities as S0.
Proof. Let t be an arbitrary term.We ﬁrst prove that if S0 |= t = 0 then S3 |= t = 0. Due to property
A1 we know that S1 |= t = 0 and thus S2 |= t = 0. Due to property A4, we know that  |= t = 0
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and hence from the deﬁnition of UnAdjust we conclude that S3 |= t = 0. Next we prove that if
S3 |= t = 0 then S0 |= t = 0. From deﬁnition of UnAdjustwe know that S2 |= t = 0 and  |= t = 0.
Hence S1 |= t = 0, and from property A5, S0 |= t = 0. 
6. Producing proofs
In this section, we show how to produce a proof for the correctness of the output of the algorithm.
Such a procedure has several advantages. First of all, it can be used to convert the IsSatisfi-
able′ procedure, which is a Monte Carlo algorithm,1 to a Las Vegas algorithm2 [6]. This can
be done by repeating the algorithm on the same input until a proof can be produced. Second,
it can be used as a mechanism to certify the output of the satisﬁability procedure. This is useful
for testing the implementation of the satisﬁability procedure and in the context of proof-carrying
code [7].
Proof production and its validity has also been considered in the context of the Cooperating
Validity Checker (CVC) decision procedure [11,12].
6.1. Proof for satisﬁability of a formula
We ﬁrst discuss how to produce a proof when the IsSatisfiable′ procedure returns true on
some input formula . Any point that satisﬁes  is a certiﬁcate for the satisﬁability of . We de-
scribe how to obtain one such point from the resulting sample at the end of the IsSatisfiable′
procedure.
Let C() be E ∪ {t′i /= 0}mi=1 where E consists only of equality literals (possibly including some
conditional equality literals). The resulting sample at the end of the IsSatisfiable′ procedure
contains a point i for each i ∈ {1, . . ,m} such that i satisﬁes the formula i = E ∪ {t′i /= 0}. Clearly,
such a point i is a certiﬁcate for the satisﬁability of the formula i . It follows from linear alge-
bra that the formula  is satisﬁable if and only if all of the formulas i are satisﬁable. Hence, the
collection of the points {i}mi=1 act as a certiﬁcate for the satisﬁability of the formula .
It is also possible to produce a more succinct certiﬁcate, namely a single point  that satisﬁes
the entire formula . We now describe a randomized construction to obtain such a point . Let
 = 1 ⊕w1 · · · ⊕wm−1 m where w1, . . . ,wm−1 are weights chosen independently and u.a.r. from the
set F . It is easy to show that  satisﬁes all the equalities that are satisﬁed by all of 1, . . . , m. Also, it
is not hard to show that the probability that  satisﬁes any equality that is not satisﬁed by at least
one of the points 1, . . . , m is at most 1|F | . We now use these properties about  to obtain an upper
bound on the probability that  does not satisfy C().
Let e1 = e2 ⇒ e3 = e4 be any conditional equality literal in E. If  does not satisfy e1 = e2 ⇒
e3 = e4, then it must be the case that  satisﬁes e1 = e2 and some j does not satisfy e1 = e2. (This
1 AMonte Carlo algorithm runs for a ﬁxed number of steps for each input and produces an answer that is correct with
a bounded probability.
2 A Las Vegas algorithm always produces the correct answer, but its runtime for each input is a random variable whose
expectation is bounded.
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is because if all j’s satisfy e1 = e2, then all j’s satisfy e3 = e4 and hence  also satisﬁes e3 = e4,
thereby satisfying e1 = e2 ⇒ e3 = e4.) The probability that this happens is at most 1|F | . Let t′j /= 0
be some disequality literal. Note that j does not satisfy the equality t′j = 0. Hence, the probabil-
ity that  satisﬁes the equality t′j = 0 is at most 1|F | . Hence, the probability that  does not satisfy
the formula C() is at most c+m|F | , where c is the number of conditional equality literals in E. This
suggests that if F is big enough, then it is very likely that  will satisfy the formula C(). If  does
not satisfy C(), then we can repeat the above construction until we obtain a point that does satisfy
C().
6.2. Proof for unsatisﬁability of a formula
In this section, we describe a procedure to construct a proof when the IsSatisfiable′ proce-
dure returns false on some input formula . Note that there is a small probability that the formula
 is satisﬁable even when the IsSatisfiable′ procedure returns false. Hence, the certiﬁcate
that our procedure will construct will be valid only when the IsSatisfiable′ procedure re-
turned a correct answer. However, it is easy to verify the validity of a certiﬁcate. If the certiﬁcate
is not valid, then the IsSatisfiable′ procedure can be repeated on the same input formula
 until we obtain a valid certiﬁcate, or the IsSatisfiable′ procedure returns true. We prove
that the probability that a valid certiﬁcate will be produced, given that the IsSatisfiable′
procedure returns false, is high. Thus, the expected value of the number of repetitions required is
small.
A certiﬁcate for a valid implication
(∧k
i=1 ti = 0
)
⇒ (t = 0) is a sequence of constants 1, . . . , k
such that t =∑ki=1 iti . We can produce such a certiﬁcate if, for each i ∈ L, we have a point i that
satisﬁes the equality literals tj = 0 for all 1  j  i − 1, but does not satisfy ti = 0, where L is the
following set.
L =

i | 1  i  k ,
i−1∧
j=1
tj = 0 ⇒ ti = 0


Note that {ti}i∈L is a maximal set of linearly independent ti’s. It thus follows from linear alge-
bra that there exist {i}i∈L such that t =∑i∈L iti . Thus, for any i ∈ L, [[t]]i =∑j∈L j × [[tj]]i =∑
j∈L,ji j × [[tj]]i, or equivalently, i =
[[t]]i−∑j∈L,j>i j×[[tj]]i
[[ti]]i . Hence, given these points, we can
compute the certiﬁcate coefﬁcients as follows.
for i = k downto 1:
if i ∈ L, then i =
[[t]]i− ∑
j∈L,j>i
j×[[tj]]i
[[ti]]i
else i = 0
Wenowdescribe how to certify the result ofIsSatisfiable′ procedurewhen it returns false on
some input formula . Let C() be {ti = 0}ki=1 ∪ {t′i /= 0}mi=1 ∪ {(
∧
j=1,..,ki si,j = s′i,j)⇒ vi = v′i} i=1. Let
e be the term deﬁned as follows. If IsSatisfiable′ returns false in Assume procedure for some
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input equality t = 0, then e is equal to t. Else if IsSatisfiable′ returns false in line 10 for some i,
then let e be equal to t′i . Let d be the number of successful callsmade to theAssume procedure before
theIsSatisfiable′ procedure returns false.Let (Si, ei = 0)be the input to theAssumeprocedure
in the ith call. For any i ∈ {1, . . . , d}, if the ith call to theAssumeprocedure ismade in line 8, then letEi
be the collection of the corresponding equalities {sw,j − s′w,j = 0}kwj=1 in the guard in line 8.We assume
that the Assume procedure uses the Adjust′ function described in Section 5.1.1 instead of the Ad-
just function. Let L be the set of all i such that the ith call to the Assume procedure results in a call
to theAdjust′ procedure, i.e., Si |= ei = 0. For any i ∈ L, leti be the point returnedby theAdjust′
procedure. Note that i satisﬁes the equality literals ej = 0 for all 1  j  i − 1 but does not satisfy
ei = 0.
A proof for the result of IsSatisfiable′ procedure consists of a proof of the implication(∧d
i=1 ei = 0
)
⇒ e = 0, and a proof of the implication
(∧i−1
j=1 ej = 0
)
⇒ t = 0 for each t = 0 ∈ Ei .
A certiﬁcate for each of these implications can be generated by the procedure described above using
the points {i}i∈L, provided for all i ∈ L, ∧i−1j=1 ej = 0⇒ ei = 0. If these certiﬁcates are valid, then
we have a valid proof for the unsatisﬁability of the formula. Else we can repeat the IsSatisfi-
able′ procedure until we obtain a valid certiﬁcate, or the IsSatisfiable′ procedure returns
true.
We now show that the probability of obtaining an invalid certiﬁcate is small (given that the
IsSatisfiable′ procedure returns false). Hence, the expected number of repetitions of IsSat-
isfiable′ procedure until a proof can be produced is also small. The certiﬁcate would be valid
if for all i ∈ L,∧i−1j=1 ej = 0⇒ ei = 0. The probability that Si |= ei = 0 when∧i−1j=1 ej = 0 ⇒ ei = 0
is the same as the probability that the initial random sample R is inconsistent with the formu-
la {ej = 0}i−1j=1 ∪ {ei /= 0}. It thus follows from Lemma 9 that for any i ∈ L, the probability that
Si |= ei = 0 when ∧i−1j=1 ej = 0 ⇒ ei = 0 is bounded above by $ = |F ||F |−3r
(
3r
|F |
)r−k ′
, where r is the
number of points in the initial random sample R, and k ′ is the maximum number of linearly in-
dependent equality literals in A(). Hence, the probability of obtaining an invalid certiﬁcate is
bounded above by $k ′. This probability can be made arbitrarily small by increasing the value of |F |
or r.
7. Optimization: conversion of terms to terms with only a single unary function symbol
In this section, we describe a randomized transformation that converts terms in a formula in-
volving (possibly multiple) uninterpreted function symbols of any ﬁnite arity to terms involving
only one unary uninterpreted function symbol. Such a transformation can be used to make the
implementation simpler and possibly efﬁcient. This is another example of obtaining simplicity at
the expense of making soundness probabilistic.
Let V be any injective mapping from uninterpreted function symbols f to rationals. Let d be the
maximum arity of any uninterpreted function symbol f . Let w0, . . ,wd be some rationals chosen
independently and u.a.r. from some ﬁnite subset F of . Let g be a new unary uninterpreted func-
tion symbol. The following transformation T transforms any term to a term that involves only one
uninterpreted function symbol, namely g.
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T(x) = x
T(q) = q
T(t1 + t2) = T(t1)+ T(t2)
T(t1 − t2) = T(t1)− T(t2)
T(q× t) = q× T(t)
T(f(t1, . . , tk)) = g(w0V(f)+
k∑
i=1
wiT(ti))
7.1. Correctness
We now prove the correctness of the transformation T . We say that the transformation T
is correct for a formula  if any two subterms that occur in  are equal iff they are equal af-
ter the transformation. For any formula  = {ti = 0}ni=1 ∪ {t′i /= 0}mi=1, let T() denote the formula{T(ti) = 0}ni=1 ∪ {T(t′i ) /= 0}mi=1. Note that if the transformation T is correct for a formula , then
 is satisﬁable iff the formula T() is satisﬁable. The following theorem states that the transfor-
mation T is correct for a formula  with high probability over the choice of the random weights
{wi}di=0.
Theorem 3. For any two subterms t and t′ in a formula , t = t′ iff T(t) = T(t′), with high probability
over the choice of the random weights {wi}di=0.
The proof of Theorem 3 follows easily from Lemmas 7 and 8 stated and proved below. Lemma 7
states that any two equal subterms of formula  are also equal after the transformation T . Lemma
8 implies that any two unequal subterms of formula  are not equal after the transformation T with
high probability.
Lemma 7 (Completeness). For any two subterms t and t′ in formula , if t = t′, then T(t) = T(t′).
Lemma 7 can be proved easily by induction on size of the terms.
Before stating the soundness lemma, we introduce some notation. Let the height H(t) of a term t
be deﬁned as follows.
H(x) = 1
H(q) = 1
H(t1 + t2) = max{H(t1),H(t2)}
H(t1 − t2) = max{H(t1),H(t2)}
H(q× t) = H(t)
H(F(t1, . . , tk)) = 1+ max{H(t1), . . ,H(tk)}
Lemma 8 (Soundness). Let nh be the number of pairs of function subterms of height less than or equal
to h in formula . Let Eh be the event that there exist two subterms t and t′ of height less than or equal
to h in formula  such that t /= t′ and T(t) = T(t′). The probability (over the choice of the random
weights {wi}di=0) that event Eh occurs is at most nh|F | .
122 S. Gulwani, G. C. Necula / Information and Computation 199 (2005) 107–131
Proof. The proof is by induction on the height h of the subterms that occur in formula . We prove
the inductive case. (Proof for the base case is similar.) We assume that Pr(Eh)  nh|F | and prove that
Pr(Eh+1)  nh+1|F | .
Let E′h be the event that there exist two function subterms t and t′ of height less than or equal to
h such that t /= t′ and T(t) = T(t′). It is not difﬁcult to see that the event Eh occurs iff the event E′h
occurs. Hence, it sufﬁces to prove that Pr(E′h+1) 
nh+1
|F | .
Let t = f(a1, . . , ak) and t′ = f ′(b1, . . , bk ′) be two function subterms in formula  such that the
height of any one of them, say t, is at least h+ 1 and t /= t′. We show that the probability that
T(t) = T(t′) is at most 1|F | . At least one of the following cases arise.
• f /= f ′. Note that
T(t) = T(t′)
⇐⇒ w0V(f)+
k∑
i=1
wiT(ai) = w0V(f ′)+
k ′∑
i=1
wiT(bi)
⇐⇒ w0 = cd ,where d = V(f)− V(f ′), and c =
k ′∑
i=1
wibi −
k∑
i=1
wiai
Note that d /= 0, since f /= f ′ and the mapping V is injective. If cd is not a constant, then w0 /= cd .
If cd is a constant, then the probability that w0 = cd is 1|F | . Hence, the probability that w0 = cd is
at most 1|F | .• f = f ′ (and thus k = k ′), but aj /= bj for some j ∈ {1, . . , k}. Note that
T(t) = T(t′)
⇐⇒ w0V(f)+
k∑
i=1
wiT(ai) = w0V(f ′)+
k ′∑
i=1
wiT(bi)
⇐⇒ wj = cd , where d = T(aj)− T(bj), and c =
j−1∑
i=1
wi(T(bi)− T(ai))+
k∑
i=j+1
wi(T(bi)− T(ai)).
Note that d /= 0 (under the assumption that the event Eh does not occur). The probability that
w0 = cd is at most 1|F | .
The number of pairs of function subterms in  such that at least one of them has height h+ 1 is
nh+1 − nh. Thus, Pr(E′h+1 | ¬Eh)  (nh+1 − nh) 1|F | . Hence,
Pr(Eh+1) = Pr(E′h+1)
 Pr(Eh)+ Pr(E′h+1 | ¬Eh)
 nh|F | +
nh+1 − nh
|F |
= nh+1|F | . 
Lemma 8 suggests that the error probability in the transformation T can be made arbitrarily
small by choosing random weights {wi}di=1 from a large enough F .
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8. Experimental results
Wehave implemented theIsSatisfiable′ procedure (described in Section 4) in programming
language C with some optimizations. One important optimization that we have used is to perform
arithmetic operations over the ﬁeld Zp for some randomly chosen prime p . This avoids the need
to perform arbitrary precision arithmetic, which is otherwise required if the operations are over
rational numbers. This optimization is problematic in an otherwise-deterministic algorithm, but
for our randomized algorithm it simply results in an additional probability of error. For lack of
space, we do not present the analysis of the error probability that results from working over Zp
rather than. This idea is similar to ﬁngerprinting mechanisms that involve performing arithmetic
modulo a randomly chosen prime [6]. Our implementation also uses the optimization described in
Section 7. We did not observe a signiﬁcant difference in performance based on this optimization;
however, this optimization made the implementation simpler.
We compared the running-time performance of our implementation with the SRI’s ICS (ver-
sion 1.0) and Stanford’s SVC and CVC Lite (version 20040606—the latest build version, as rec-
ommended by the CVC Lite developers) decision procedure packages. Integrated Canonized and
Solver (ICS) is implemented in Ocaml [4] and is based on the reﬁnement of Shostak’s algorithm by
Ruess and Shankar [9]. It can decide a fragment of ﬁrst-order logic where the terms are built from
uninterpreted function symbols and operators from a combination of datatypes including arith-
metic, functional arrays, tuples, cotuples, and ﬁxed-sized bitvectors. ICS uses arbitrary precision
rational numbers from the GNU multi-precision library (GMP). Stanford Validity Checker (SVC)
is implemented in C++, and is used to check the validity of quantiﬁer-free ﬁrst-order formulas over
several theories including real linear arithmetic, arrays, uninterpreted functions [3]. It has been used
primarily for the formal veriﬁcation of hardware designs. Cooperating Validity Checker Lite (CVC
Lite) is a successor of SVC [2]. It provides a C++ library with a well-deﬁned API that provides
support for the theory of linear arithmetic over reals as well as integers, and their combination. It
can also handle a limited form of non-linear arithmetic. It supports arbitrary precision arithmetic
using GMP.
Table 1 shows the time in milliseconds taken by our implementation and the time in seconds
taken by ICS, SVC, and CVC Lite while deciding validity of several formulas that involve only
linear arithmetic. Column Rand shows the time taken by our implementation when run with the
best possible parameters. This includes performing arithmetic operations over a small ﬁeld (in this
case Z268435399, so that the arithmetic can be performed using 32-bit integers) and working with
as few points (in the initial random sample) as required. In particular, we chose ﬁve more points
than the number of Adjust operations performed; this was sufﬁcient to guarantee a very low error
probability. The number of Adjust operations is equal to the number of independent equality lit-
erals in the formula. Since this cannot be determined beforehand, we chose the number of equality
literals as a good upper approximation to the number of Adjust operations for the purpose of
determining the number of points to use. The experiments were performed on a 1.7 GHz Pentium 4
machine running Linux 2.4.5. The formulas in Table 1 have been classiﬁed based on the number of
equality literals in the formula and the maximum number of variables that occur in each equality
literal. Our implementation is 2–4 orders of magnitude faster than the other tools. This is primarily
due to the fact that our algorithm performs arithmetic over a small randomly chosen ﬁeld and hence
all arithmetic operations can be performed efﬁciently. The deterministic algorithms implemented
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Table 1
This table compares the time taken by our implementation Rand (in ms), ICS (in s), CVC Lite (in s), and SVC (in s) on
several example formulas involving only linear arithmetic
# Equalities Sparsity Rand (ms) ICS (s) SVC (s) CVC Lite (s)
20 5 0.30 0.02 0.01 0.05
20 10 0.37 0.08 0.15 0.05
20 20 0.83 0.37 0.18 1.83
20 40 1.38 0.50 2.84 mem
20 60 1.63 0.55 6.01 mem
20 80 2.24 0.58 6.31 mem
20 100 2.40 0.59 7.08 mem
40 3 0.87 0.04 0.21 0.05
40 5 1.62 0.08 0.51 1.83
40 10 2.24 1.09 8.62 mem
40 20 4.54 4.24 32.91 mem
40 40 6.75 6.01 67.65 mem
40 50 7.23 6.20 time mem
60 2 1.58 0.04 0.52 0.24
60 4 2.71 0.68 2.12 mem
60 8 6.21 10.24 26.86 mem
60 15 13.2 20.93 time mem
60 30 17.24 25.64 time mem
60 50 22.6 27.76 time mem
80 1 0.76 0.02 0.5 0.18
80 2 2.71 0.11 1.60 1.57
80 4 7.39 2.59 15.96 mem
80 8 13.1 39.96 time mem
80 15 27.6 67.28 time mem
80 30 43.4 81.5 time mem
80 50 50.5 86.32 time mem
100 1 1.26 0.05 1.84 0.33
100 2 5.32 0.64 5.25 mem
100 4 17.59 29.33 54.00 mem
100 6 23.49 66.19 time mem
100 8 42.00 time time mem
100 10 40.8 time time mem
125 1 4.50 0.12 3.56 0.68
125 2 11.9 1.06 17.38 mem
125 3 26.8 38.73 time mem
125 4 33.33 time time mem
150 1 8.21 0.19 9.4 1.92
150 2 28.57 10.69 71.63 mem
150 3 56.57 time time mem
150 4 80.00 time time mem
200 1 27.78 1.55 40.90 mem
200 2 83.33 377.68 time mem
The number of points used by Rand were ﬁve more than the number of adjust operations performed by it. Column #
Equalities denotes the number of equality literals. The number of variables in each formula is twice the number of
equality literals in that formula. Column sparsity denotes the maximum number of variables in each equality literal
as a percentage of the total number of variables in the formula. time denotes “more than 100 s,” and mem denotes “out
of memory” on a machine with 2.3 GB of virtual memory.
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Table 2
This table compares the time (in s) taken by our implementation Rand, ICS, CVC Lite and SVC on several examples
that involve combination of linear arithmetic with uninterpreted functions
# Equalities Depth Rand (s) ICS (s) SVC (s) CVC Lite (s)
20 1 0.001 0.02 0.09 0.09
20 2 0.007 0.04 0.09 mem
20 3 0.016 0.08 0.19 mem
20 4 0.11 0.13 0.12 mem
40 1 0.007 0.04 0.22 0.16
40 2 0.01 0.09 0.21 48.92
40 3 0.06 0.19 0.32 mem
40 4 1.97 0.36 0.25 mem
60 1 0.008 0.05 0.24 0.17
60 2 0.04 0.44 1.55 mem
60 3 0.2 0.31 0.53 mem
60 4 2.27 0.84 0.85 mem
80 1 0.009 0.06 0.24 0.25
80 2 0.04 0.19 0.64 mem
80 3 0.32 0.58 1.61 mem
80 4 1.91 1.17 1.29 mem
100 1 0.01 0.08 0.27 0.32
100 2 0.03 0.16 0.44 14.88
100 3 0.08 0.28 0.41 mem
100 4 3.16 0.55 0.54 mem
125 1 0.02 0.11 0.39 0.47
125 2 0.03 0.20 1.64 mem
125 3 0.38 0.61 0.92 mem
125 4 11.61 1.80 1.17 mem
150 1 0.02 0.12 0.38 0.56
150 2 0.05 0.23 1.96 mem
150 3 0.24 0.69 2.36 mem
150 4 2.36 0.71 1.32 mem
200 1 0.04 0.16 0.54 0.8
200 2 0.09 0.27 2.74 9.04
200 3 0.44 2.11 17.86 mem
200 4 7.67 2.40 6.41 mem
300 1 0.11 0.27 1.14 sf
300 2 0.18 0.47 4.12 sf
300 3 2.37 2.07 7.93 sf
300 4 28.63 7.95 15.67 sf
300 5 13.43 6.23 22.15 sf
400 1 0.28 0.39 1.93 sf
400 2 0.36 0.51 3.4 sf
400 3 7.94 12.07 26.75 sf
400 4 48.84 12.28 24.07 sf
400 5 time 18.94 26.68 sf
500 1 0.43 0.47 2.34 sf
500 2 0.75 0.85 12.08 sf
500 3 5.1 10.3 50.45 sf
500 4 12.13 39.01 time sf
500 5 time 57.56 30.47 sf
The number of points used by Rand were ﬁve more than the number of adjust operations performed by it. # Equal-
ities denotes the number of equality literals. Depth denotes the maximum switching depth of the two theories in the
literals. time denotes “more than 100 s,” mem denotes “out of memory” on a machine with 2.3 GB of virtual memory,
and sf denotes “segmentation fault.”
126 S. Gulwani, G. C. Necula / Information and Computation 199 (2005) 107–131
by other tools use arbitrary precision arithmetic, which is expensive. Note that the speedup of our
algorithm is more when the number of variables in each equality literal is more. This is because
greater number of variables in each literal lead to large intermediate arithmetic constants while
manipulating those literals symbolically.
Table 2 shows the time in seconds taken by our implementation Rand, ICS, SVC, and CVC
Lite while deciding validity of formulas that involve both linear arithmetic and uninterpret-
ed functions. Here also, Rand performed arithmetic over the ﬁeld Z268435399 and worked with
points that were 5 more than the number of Adjust operations performed. However, in this
case, the number of equality literals do not provide an upper bound on the number of Adjust
operations. Hence, ideally, the tool needs to start with a small number of points, and then in-
crease the number of points on demand. However, for quick prototyping, we have not yet imple-
mented this feature in the tool. For experiments, we ﬁrst ran our tool with large enough points
to determine the number of Adjust operations performed, and then ran it again and timed it
with ﬁve more points than the number of Adjust operations. We suspect that because of this
methodology of quick prototyping, the time measurement of Rand is slightly better than other-
wise. The formulas in Table 2 have been classiﬁed based on the number of equality literals in
the formula and the maximum number of theory switches in the literals. The speed-up of our
implementation over other tools decreases with the increase in the switching depth of theories
in the literals. This is because the cost of arithmetic operations gets dominated by the cost of
sharing of equalities between the two theories. In fact, both ICS and SVC perform better than
Rand when switching depth is 4 or more. This suggests that they handle the combination of
uninterpreted functions with linear arithmetic in a more efﬁcient manner than our implementa-
tion.
As expected, Rand never returned a false answer in these experiments.
9. Related work
Anotable difference between the algorithm thatwehave describedhere and the existing determin-
istic algorithms that solve a similar problem is the handling of arithmetic. Instead of manipulating
symbolic expressions we simply evaluate the arithmetic expression. This is a simpler operation and
even gives us a slight advantage in the presence of non-linear arithmetic. For example, our algorithm
can very naturally prove the unsatisﬁability of the formula x = y ∧ x2 − 2xy + y2 /= 0. Howev-
er, the advantage is small because the Adjust operation we have does not work with non-linear
equalities, which means that we can handle non-linearity only in the disequalities and as arguments
to uninterpreted function symbols.
The existing deterministic algorithms for the combination of linear equalities and uninterpreted
function symbols are typically constructed from two separate satisﬁability procedures for the two
theories, along with a mechanism for combining satisﬁability procedures. One such mechanism is
described by Nelson and Oppen [8] and requires the individual satisﬁability procedures to commu-
nicate only equalities between variables. Our algorithm has a similar communication mechanism,
speciﬁcally implemented by the loop in line 6 in the deﬁnition of IsSatisfiable′. The differ-
ence is that we detect an equality between terms when they have equal values in all the random
assignments.
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Shostak [10] gave a more efﬁcient algorithm, which works for the theory of uninterpreted func-
tions and for solvable and canonizable theories. The theory of linear arithmetic is canonizable and
solvable. A canonizer - for linear arithmetic must rewrite terms into an ordered sum-of-monomials
form. A solver for linear arithmetic may take an equality of the form c +∑ni=1 aixi = 0 and re-
turn x1 = -
(
− ca1 +
∑n
i=2− aia1
)
, where a1 /= 0. The ICS tool that we have used in our performance
comparisons uses Shostak’s algorithm.
There are similarities between Shostak’s algorithm and our randomized algorithm. Our Adjust
operation is similar to the solve procedure used in Shostak’s algorithm since both serve the pur-
pose of propagating a new equality. The sample S maintained by the randomized algorithm at
each step can be regarded as a canonizer, since for any term t, [[[t]]S1, . . , [[t]]Sr] is a probabilistic
canonical form for t in the following sense. Two terms that are congruent have the same canonical
form, while there is a small probability that two non-congruent terms have the same canonical
forms.
The soundness of Shostak’s algorithm is straightforward, but its completeness and termina-
tion have resisted proofs for a couple of decades. Shostak’s original algorithm and several of
its subsequent variations are incomplete and potentially non-terminating. Recently, Ruess and
Shankar [9] have presented a correct version of the algorithm along with rigorous proofs for
its correctness. Similar difﬁculties in carrying out the correctness proof seem to arise for ran-
domized algorithms, but here the difﬁculties are not due to the complexity of the algorithm but
due to the complexity of probability analysis. This is typical of randomized algorithms, which
are usually easy to describe, simple to implement, but require subtle proofs to bound the error
probability.
There are similarities between this randomized algorithm and the random interpretation that we
have described in an earlier paper [5] for the purpose of discovering linear equalities in a program.
The contributions of this paper are a modiﬁed Adjust algorithm that also handles uninterpreted
function symbols and allows for retracting assumptions, and a more general proof of soundness. In
our earlier paper the proof of probabilistic soundness relies on the fact that the analysis is performed
over a ﬁnite ﬁeld. In this paper, mostly because the application domain is simpler, we are able to
give a different proof that does not rely on the ﬁniteness of the ﬁeld over which the satisﬁability is
checked.
10. Conclusion and future work
We have described a randomized algorithm for deciding the satisﬁability of a conjunction of
equalities and disequalities involving linear arithmetic and uninterpreted function symbols. The
most notable feature of this algorithm is simplicity of its data structures and of the operations it
performs. The cost for this simplicity is that, in rare occasions, it might incorrectly decide that a
satisﬁable formula is not satisﬁable. However, we have shown that the probability that this happens
is very small and can be controlled by varying the number of points in the initial random sample and
the size of the set from which the random values are chosen. The error probability can be reduced
to an inﬁnitesimally small value so that it is negligible for all practical purposes.
An interesting direction for future work is to explore whether these ideas can be extended to other
theories, such as inequalities, or arrays. One possible approach is suggested by the observation that
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when we evaluate terms in a random sample we essentially compute a hash value for the term, such
that if two terms have the same hash values then, with high probability, they are equal. For arith-
metic this is naturally achieved by just performing arithmetic on some random inputs. Perhaps we
can ﬁnd similar hash functions for other theories. Another promising direction for future research
is integration of symbolic techniques with randomized ones.
Appendix A. Proof of consistent random sample lemma
Lemma 5 (ConsistentRandomSample Lemma). If is satisﬁable, then the probability that the r-point
random sample R is inconsistent with  is at most (m+ 1) |F ||F |−3r
(
3r
|F |
)r−k ′
, where m is the number of
disequality literals in , |F | is the size of the ﬁnite subset of  from which we choose the elements of
R uniformly at random and independently of each other, and k ′ is the maximum number of linearly
independent equality literals in .
Proof. Without any loss of generality, let us assume that {ti = 0}k ′i=1 is any maximal set of linearly
independent equalities in the satisﬁable formula . Then R is not consistent with  iff there exists a
t such that  ⇒ t /= 0 and R |= t = 0. It follows from linear algebra that t can be written as a linear
combination of ti (for i = 1, . . , k ′) added to either the constant 1 or one of t′j (where j ∈ {1, . . ,m}).
The error probability for each of thesem+ 1 cases can be obtained by instantiating t in the following
Lemma 9 with either the constant 1 or one of the t′j . The desired bound on the probability of error
can now be obtained by multiplying the probability of error in each case by m+ 1. 
Lemma 9. Let t1, . . , tk ′ be linearly independent terms in variables x1, . . , xn and t an additional term,
such that the formula {tj = 0}k ′j=1 ∪ {t /= 0} is satisﬁable. Then,
Pr
R

∃.1, . . ,.k ′ such that R |=

t +
k ′∑
i=1
.iti = 0



  |F ||F | − 3r
(
3r
|F |
)r−k ′
.
Proof. Let E be the event that there exist .1, . . ,.k ′ such that R |= (t +∑k ′i=1 .iti = 0). Let L be the
following system of r equations in variables z1, . . , zk ′ :
[[t]]Rj +
k ′∑
i=1
([[ti]]Rj)zi = 0


r
j=1
Event E occurs if and only if L has a solution. Let Cr×k ′ and C˜r×(k ′+1) be the coefﬁcient matrix
and the augmented matrix,3 respectively, for L. L has a solution iff for all i ∈ {1, . . , r} if the ith row
ofC is linearly dependent on the ﬁrst i − 1 rows ofC , then the ith row of C˜ is also linearly dependent
on the ﬁrst i − 1 rows of C˜ .
3 The augmented matrix is obtained from the coefﬁcient matrix by adding a column corresponding to the constants.
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We partition the event E into cases depending on which set of rows in C are linearly independent
of the previous rows. For any subset I of {1, . . , r}, let EI be the event that for any i ∈ I , the ith row
of C is linearly independent of the ﬁrst i − 1 rows of C , and for any i ∈ {1, . . , r} − I , the ith row of C
is linearly dependent on the ﬁrst i − 1 rows of C . The set of events {EI | I ⊆ {1, . . , r}, 1 ∈ I , |I |  k ′}
is a disjoint partition of the underlying probability space since there can be at most k ′ linearly
independent rows in Cr×k ′ . Thus
Pr
R
[E] =
∑
I⊆{1,..,r},1∈I ,|I |k ′
Pr
R
[E ∩ EI ]. (A.1)
It now follows from the claim stated and proved below that
Pr
R
[E ∩ EI ] 
(
1
|F |
)r−|I |
(A.2)
Here is some intuition behind Inequality A.2. Note that the event E ∩ EI occurs only when all
the rows d ∈ {1, . . . , r} − I are linearly dependent on some rows in the set I , both in the coefﬁcient
matrix C and in the augmented matrix C˜ . For each such row d , the probability of choosing the
assignment Rd with elements from the ﬁnite set F such that this row is linearly dependent on the
rows in I is at most 1|F | .
The desired probability for event E can now be obtained from Inequalities (A.1) and (A.2) as
follows:
Pr
R
[E] 
∑
I⊆{1,..,r},1∈I ,|I |k ′
(
1
|F |
)r−|I |
=
∑
i∈{1,..,k ′}
(
r − 1
i − 1
)
×
(
1
|F |
)r−i

∑
i∈{1,..,k ′}
(
(r − 1)e
r − i
)r−i
×
(
1
|F |
)r−i

∑
i∈{1,..,k ′}
(
3r
|F |
)r−i
 |F ||F | − 3r ×
(
3r
|F |
)r−k ′
. 
Claim 10. For any subset I of {1, . . , r}, PrR[E ∩ EI ] 
(
1
|F |
)r−|I |
.
Proof. For any subset I of {1, . . , r} and for any i ∈ I , letFI ,i be the event that the ith row of C is line-
arly independent of the ﬁrst i − 1 rows ofC . For any subset I of {1, . . , r} and for any i ∈ {1, . . , r} − I ,
let GI ,i be the event that the ith row of C is linearly dependent on the ﬁrst i − 1 rows of C , and let
G˜I ,i be the event that the ith row of C˜ is linearly dependent on the ﬁrst i − 1 rows of C˜ . By deﬁnition
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of event EI , for any subset I , the event EI occurs iff the events {FI ,i}i∈I and the events {GI ,i}i∈{1,..,r}−I
occur. Thus, PrR[EI ] = PrR
[∧
i∈I FI ,i ∧
∧
i∈{1,..,r}−I GI ,i
]
.
Let I be any subset of {1, . . , r} such that 1 ∈ I and I contains at most k ′ elements. It follows from
the deﬁnition of G˜I ,i and the necessary and sufﬁcient condition for event E mentioned at the end of
the ﬁrst paragraph in the proof of Lemma 9 that
Pr
R
[E ∩ EI ] = Pr
R
[
∧
i∈I
FI ,i ∧
∧
i∈{1,..,r}−I
G˜I ,i]
=
∏
i∈I
Pr
R
[FI ,i |
∧
j∈I ,j<i
FI ,j ∧
∧
j∈{1,..,r}−I ,j<i
G˜I ,j]
×
∏
i∈{1,..,r}−I
Pr
R
[G˜I ,i |
∧
j∈I ,j<i
FI ,j ∧
∧
j∈{1,..,r}−I ,j<i
G˜I ,j]

∏
i∈{1,..,r}−I
Pr
R
[G˜I ,i |
∧
j∈I ,j<i
FI ,j ∧
∧
j∈{1,..,r}−I ,j<i
G˜I ,j]. (A.3)
For any i ∈ {1, . . , r} − I , let Ii be the set {j ∈ I | j < i} and let ni = |Ii|. LetMni×k ′ be the sub-matrix
of C that consists of the rows of C with indices from set Ii . Let M˜(ni+1)×(k ′+1) be the sub-matrix of
A that consists of the rows of A with indices from set Ii ∪ {i}.
Consider any i ∈ {1, . . , r} − I . We now bound the quantity
PrR[G˜I ,i | ∧j∈I ,j<i FI ,j ∧∧j∈{1,..,r}−I ,j<i G˜I ,j]. Suppose that the assignments R1, . . ,Ri−1 have been
chosen such that the events {FI ,j}j∈Ii and the events {G˜I ,j}j∈{1,..,i−1}−Ii occur, and we have to choose
the assignment Ri . Since the events {FI ,j}j∈Ii occur, the rows in M are linearly independent, i.e.,
Rank(M) = ni . Thus, there exists a sub-matrix Tni×ni of M such that Rank(T) = ni, i.e., Det(T) /= 0.
Let T ′(ni+1)×(ni+1) be the sub-matrix of M
′ that has T as a sub-matrix and an additional row cor-
responding to the ith row of A and an additional column that contains all 1′s. Since the events
{G˜I ,j}j∈{1,..,r}−Ii occur, the event G˜I ,i occurs iff the assignment Ri is chosen such that the ith row of
A turns out to be linearly dependent on the rows of A with indices from set Ii, which implies that
Rank(T˜ ) = ni, or, equivalently, Det(T˜ ) = 0. Since we have not yet chosen the assignment Ri, Det(T˜ )
is a linear multivariate polynomial in variables x1, . . , xn. Note thatDet(T˜ ) is not identically equal to
0 because otherwise we can write 1 as a linear combination of the terms t1, . . , tk ′ (expand the deter-
minant with respect to the row not present in sub-matrix T ), which will contradict the assumption
that {tj = 0}k ′j=1 is satisﬁable. The probability that some polynomial of degree 1 that is identically
not equal to zero, evaluates to zero when the values for its variables are chosen independently and
u.a.r. from the set F is at most 1|F | . Thus,
Pr
R
[G˜I ,i |
∧
j∈I ,j<i
FI ,j ∧
∧
j∈{1,..,r}−I ,j<i
G˜I ,j]  1|F | . (A.4)
The required result now follows from Inequalities (A.3) and (A.4). 
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