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Abstract
An open problem that is widely regarded as one of the most important in quantum query complexity
is to resolve the quantum query complexity of the k-distinctness function on inputs of size N . While
the case of k = 2 (also called Element Distinctness) is well-understood, there is a polynomial gap
between the known upper and lower bounds for all constants k > 2. Specifically, the best known
upper bound is O
(
N (3/4)−1/(2
k+2−4)
)
(Belovs, FOCS 2012), while the best known lower bound
for k ≥ 2 is Ω˜
(
N2/3 +N (3/4)−1/(2k)
)
(Aaronson and Shi, J. ACM 2004; Bun, Kothari, and Thaler,
STOC 2018).
For any constant k ≥ 4, we improve the lower bound to Ω˜
(
N (3/4)−1/(4k)
)
. This yields, for
example, the first proof that 4-distinctness is strictly harder than Element Distinctness. Our lower
bound applies more generally to approximate degree.
As a secondary result, we give a simple construction of an approximating polynomial of degree
O˜(N3/4) that applies whenever k ≤ polylog(N).
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1 Introduction
In quantum query complexity, a quantum algorithm is given query access to the bits of an
unknown input x, and the goal is to compute some (known) function f of x while minimizing
the number of bits of x that are queried. In contrast to classical query complexity, quantum
query algorithms are allowed to make queries in superposition, and the algorithm is not
charged for performing unitary operations that are independent of x. Quantum query
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complexity is a rich model that allows for the design of highly sophisticated algorithms and
captures much of the power of quantum computing. Indeed, most quantum algorithms were
discovered in or can easily be described in the query setting.
An open problem that is widely regarded as one of the most important in quantum query
complexity [18] is to resolve the complexity of the k-distinctness function. For this function,
the input x specifies a list of N numbers from a given range of size R,1 and the function
evaluates to TRUE2 if there is any range item that appears k or more times in the list.
The case k = 2 corresponds to the complement of the widely-studied Element Distinctness
function, whose complexity is known to be Θ(N2/3) [4, 1].
For general values of k, the best known upper bound on the quantum query complexity
of k-distinctness is O
(
N3/4−1/(2
k+2−4)
)
, due to a highly sophisticated algorithm of Belovs
[8]. For a long time, the best known lower bound on the quantum query complexity of
k-distinctness was Ω(N2/3) for any k ≥ 2, due to Aaronson and Shi [1], with refinements given
by Kutin [15] and Ambainis [2]. This lower bound is tight for k = 2 (matching Ambainis’
upper bound [4]), but it is not known to be tight for any k > 2. Recently, Bun, Kothari,
and Thaler [11] proved a lower bound of Ω˜(N3/4−1/(2k)) for constant k.3 This improved
over the prior lower bound of Ω(N2/3) for any constant k ≥ 7. Furthermore, combined with
Belovs’ upper bound, this established that for sufficiently large constants k, the exponent in
the quantum query complexity of k-distinctness approaches 3/4 from below. However, the
precise rate at which the quantum query complexity approaches N3/4 remains open: there is
a polynomial gap between the upper and lower bounds for any constant k, and indeed there
is a qualitative difference between the inverse-exponential dependence on k in the exponent of
N3/4−1/(2
k+2−4) (the known upper bound), and the inverse-linear dependence in the known
lower bound of N3/4−1/(2k).
Main Result
This paper improves the lower bound from Ω˜(N3/4−1/(2k)) to Ω˜(N3/4−1/(4k)). While this
bound is qualitatively similar to the lower bound of [11], it offers a polynomial improvement for
every constant k ≥ 4. Perhaps more significantly, for k ∈ {4, 5, 6}, it is the first improvement
over Aaronson and Shi’s Ω(N2/3) lower bound that has stood for nearly 20 years.
Approximate Degree
The -error approximate degree of a Boolean function f : {−1, 1}n → {−1, 1}, denoted d˜eg(f),
is the least degree of a real polynomial p such that |p(x) − f(x)| ≤  for all x ∈ {−1, 1}n.
The standard setting of the error parameter is  = 1/3, and the (1/3)-approximate degree of
f is denoted d˜eg(f) for brevity. As famously observed by Beals et al. [6], the quantum query
complexity of a function f is lower bounded by (one half times) the approximate degree of f .
Hence, any lower bound on the approximate degree of f implies that (up to a factor of 2) the
same lower bound holds for the quantum query complexity of f . As with prior lower bounds
for k-distinctness [1, 15, 2, 11], our k-distinctness lower bound is in fact an approximate
1 For purposes of this introduction, N and R are assumed to be of the same order of magnitude (up to a
factor depending on k alone). For simplicity throughout this section, we state our bounds purely in
terms of N , leaving unstated the assumption that R and N are of the same order of magnitude.
2 Throughout this manuscript, we associate −1 with logical TRUE and +1 with logical FALSE.
3 Throughout this manuscript, O˜, Ω˜ and Θ˜ notations are used to hide factors that are polylogarithmic in
N .
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degree lower bound (on the natural Boolean function induced by k-distinctness on Ndlog2Re
bits, where R denotes the size of the range). Our analysis is a substantial refinement of the
lower bound analysis of Bun et al. [11].
I Theorem 1 (Informal version of Theorem 17 and Corollary 18). For any constant k ≥ 2, the
approximate degree and quantum query complexity of the k-distinctness function with domain
size N and range size R ≥ N is Ω˜(N3/4−1/(4k)).
A Secondary Result: The Approximate Degree for Super-Constant Values of k
Recall that for constant k, the best known approximate degree upper bound for k-distinctness
is O
(
N3/4−1/(2
k+2−4)
)
[8]. For non-constant values of k, the upper bound implied by Belovs’
algorithm grows exponentially with k. That is, the Big-Oh notation in the upper bound
hides a leading factor of at least 2ck for some positive constant c.4 Consequently Belovs’
bound is N3/4+Ω(1) for any k ≥ Ω(logN). Furthermore, the bound becomes vacuous (i.e.,
linear in N) for k ≥ c logN for a large enough constant c > 0.
Our secondary result improves this state of affairs by giving a O˜(N3/4) approximate
degree upper bound that holds for any value of k that grows at most polylogarithmically
with N .
I Theorem 2 (Informal). For any k ≤ polylog(N), the approximate degree of k-distinctness
is O˜(N3/4).
We mention that for any k ≥ 2, the approximating polynomials for k-distinctness that
follow from prior works [4, 8, 24] are quite complicated, and in our opinion there has not been
a genuinely simple construction of any O(N3/4)-degree approximating polynomials recorded
in the literature, even for the case of k = 2 (i.e., Element Distinctness). Accordingly, we
feel that Theorem 2 has didactic value even for constant values of k (though the O˜(N3/4)
approximate degree upper bound that it achieves is not tight for any constant k ≥ 2).
To clarify, Theorem 2 does not yield a quantum query upper bound, only an approximate
degree upper bound. It remains an interesting open question whether the quantum query
complexity of k-distinctness is sublinear in N for all k = polylog(N) (see Section 1.1 for
further discussion).
Our proof of Theorem 2 is a simple extension of a result of Sherstov [24, Theorem 1.3]
that yielded an O(N3/4) approximate degree upper bound for a different function called
Surjectivity.5 A formal statement and proof can be found in the full version of this paper.
1.1 Discussion and Open Problems
The most obvious and important open question is to finish resolving the approximate degree
and quantum query complexity of k-distinctness for any k > 2. Currently, the upper and
lower bounds qualitatively differ in their dependence on k, with the upper bound having
an exponent of the form 3/4 − exp(−O(k)) and the lower bound having an exponent of
the from 3/4 − Ω(1/k). It seems very likely that major new techniques will be needed to
4 Belovs’ approximate degree upper bound was recently reproved by Sherstov [24], who made the
exponential dependence on k explicit (see, e.g., [24, Theorem 6.6]). To clarify, Belovs’ result is in fact a
quantum query upper bound, which in turn implies an approximate degree upper bound. Sherstov’s
proof avoids quantum algorithms, and hence does not yield a quantum query upper bound.
5 Surjectivity is the function that interprets its input as a list of N numbers from a given range of size R,
and evaluates to TRUE if and only if every range element appears at least once in the list.
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qualitatively change the form of either the upper or lower bound. In particular, on the lower
bounds side, our analysis is based on a variant of a technique called dual block composition
(see Section 1.2), and we suspect that we have reached the limit of what is provable for
k-distinctness using this technique and its variants.
We remark here that Liu and Zhandry [18] recently showed that the quantum query
complexity of a certain search version of k-distinctness (defined over randomly generated
inputs) is Θ(n1/2−1/(2k−1)). This inverse-exponential dependence on k is tantalizingly
reminsicent of Belovs’ upper bound for k-distinctness. This may be construed as mild
evidence that 3/4− exp(−O(k)) is the right qualitative bound for k-distinctness itself.
A very interesting intermediate goal is to establish any polynomial improvement over
the long-standing Ω(n2/3) lower bound for 3-distinctness. This would finally establish that
3-distinctness is strictly harder than Element Distinctness (such a result is now known for all
k ≥ 4 due to Theorem 1).
It would also be interesting to resolve the quantum query complexity of k-distinctness
for k = polylog(N). Although this question may appear to be of specialized interest, we
believe that resolving it could shed light on the relationship between approximate degree and
quantum query complexity. Indeed, while any quantum algorithm for a function f can be
turned into an approximating polynomial for f via the transformation of Beals et al. [6], no
transformation in the reverse direction is possible in general [3]. This can be seen, for example,
because the quantum query complexity of Surjectivity is known to be Ω(N) [7, 25], but
its approximate degree is O(N3/4) [24, 11]. Nonetheless, approximate degree and quantum
query complexity turn out to coincide for most functions that arise naturally (Surjectivity
remains the only function that exhibits a separation, without having been specifically
constructed for that purpose). In our opinion, this phenomenon remains mysterious, and it
would be interesting to demystify it. For example, could one identify special properties of
approximating polynomials that would permit a reverse-Beals-et-al. transformation to turn
that polynomial into a quantum query algorithm?6 Perhaps an O˜(N3/4) upper bound for
(polylog(N))-distinctness could be derived in this manner. Such an upper bound (even for
(logN)-distinctness) would yield improved quantum query upper bounds for min-entropy
estimation [17]. On the other hand, due to our Theorem 2, any N3/4+Ω(1) lower bound for
(polylog(N))-distinctness would require moving beyond the polynomial method.7
1.2 Overview of the Lower Bound
Throughout this subsection we assume that k ≥ 2 is an arbitrary but fixed constant.
Let THRkN denote the function onN -bit inputs that evaluates to −1 on inputs of Hamming
weight at least k, and evaluates to 1 otherwise. For N ≤ n, let ({−1, 1}n)≤N denote the
subset of {−1, 1}n consisting of all inputs of Hamming weight at most N . For any function
fn : {−1, 1}n → {−1, 1},8 let f≤Nn denote the partial function obtained by restricting the
domain of f to ({−1, 1}n)≤N , and let d˜eg(f≤Nn ) denote the least degree of a real polynomial
p such that |p(x)− fn(x)| ≤ 1/3 for all x ∈ ({−1, 1}n)≤N .
6 There are works in this general direction, notably [5], which shows that a certain technical refinement of
approximate degree, called approximation by completely bounded forms, characterizes quantum query
complexity. But to our knowledge these works have not yielded any novel quantum query upper bounds
for any specific function.
7 We remark that the positive-weights adversary method is also incapable of proving such a result due to
the certificate complexity barrier.
8 Throughout, we use subscripts where appropriate to clarify the number of bits over which a function is
defined.
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Simplifying very slightly, prior work by Bun and Thaler [13] (building on an important
lemma of Ambainis [2]) implied that for k ≥ 2 the approximate degree of k-distinctness is
equivalent to d˜eg(f≤NRN ) for f = ORR ◦ THRkN . Here, gn ◦ hm denotes the function on n ·m
bits obtained by block-composing g and h, i.e., g ◦ h evaluates h on n disjoint inputs and
feeds the outputs of all n copies of h into g.
Bun et al. [11] proved their Ω˜(N3/4−1/(2k)) lower bound for d˜eg(f≤NRN ) via the method of
dual polynomials. This is a technique for proving approximate degree lower bounds that works
by constructing an explicit solution to a certain linear program capturing the approximate
degree of any function. Specifically, a dual witness to the fact that d˜eg(f≤NRN ) ≥ d is a function
ψ : {−1, 1}RN → R satisfying the following properties (this dual formulation is standard, and
can be found, for example, in [21]).
First, ψ must be uncorrelated with all polynomials p of degree at most d, i.e., 〈ψ, p〉 = 0
for all such polynomials p, where 〈ψ, p〉 = ∑x∈{−1,1}RN ψ(x)p(x). Such a ψ is said to
have pure high degree at least d. Second, ψ must be well-correlated with f , i.e., 〈ψ, f〉 ≥
(1/3) · ‖ψ‖1, where ‖ψ‖1 :=
∑
x∈{−1,1}RN |ψ(x)|. Finally, ψ must equal 0 on inputs in
{−1, 1}RN \
(
{−1, 1}RN
)≤N
.
To simplify greatly, Bun et al. [11] constructed their dual witness for
(
ORR ◦ THRkN
)≤N
roughly as follows. They took a dual witness Ψ for the fact that d˜eg(ORR) = Ω(R1/2)
[19, 28, 12] and a dual witness φ for the fact that THRkN also has large approximate degree,
and they combined Ψ and φ in a certain manner (introduced in prior works [27, 23, 16]) to
get a dual witness for the composed function
(
ORR ◦ THRkN
)≤N
. The technique used to
combine Ψ and φ is often called dual block composition, and is denoted Ψ ? φ.9 Dual block
composition is defined as follows (below, each xi ∈ {−1, 1}N ):
(Ψ ? φ)(x1, . . . , xR) = 2R ·Ψ(sgn(φ(x1)), . . . , sgn(φ(xR))) ·
R∏
i=1
|φ(xi)|/‖φ‖1.
Here, sgn(r) equals −1 if r < 0 and equals +1 if r > 0.10 To show that Ψ ? φ is a dual
witness for the fact that the approximate degree of
(
ORR ◦ THRkN
)≤N
is at least d, it is
necessary to show that Ψ ?φ has pure high degree at least d, and that Ψ ?φ is well-correlated
with
(
ORR ◦ THRkN
)≤N
. It is known that pure high degree increases multiplicatively under
the ? operation, and hence the pure high degree calculation for Ψ ? φ is straightforward.
In contrast, the correlation calculation is the key technical challenge and bottleneck in the
analysis of [11]. Our key improvement over their work is to modify the construction of the
dual witness in a manner that allows for an improved correlation bound.
At a high level, what we do is replace the dual block composition Ψ ? φ from the
construction of [11] with a variant of dual block composition introduced by Sherstov [22].
Sherstov introduced this variant to address the correlation issues that arise when attempting
9 To clarify, this entire outline is a major simplification of the actual dual witness construction in [11].
The details provided in the outline of this introduction are chosen to highlight the key technical issues
that we must address in this work. Amongst other simplifications in this outline, the actual dual witness
from [11] is not Ψ ? φ, but rather a “post-processed” version of Ψ ? φ, where the post-processing step is
used to ensure that the dual witness evaluates to 0 on all inputs of Hamming weight more than N .
10 It is irrelevant how one defines sgn(0) because if φ(xi) = 0 for any i, the product
∏R
i=1 |φ(xi)|/‖φ‖1
forces Ψ ? φ to 0. For this reason, the remainder of the discussion in this section implicitly assumes that
φ(xi) 6= 0 for all i ∈ {1, . . . , R}.
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to use dual block composition to prove approximate degree lower bounds for composed
functions, and he used it to prove direct sum and direct product theorems for approximate
degree.11 However, we have to modify even Sherstov’s variant of dual block composition in
significant ways to render it useful in our context. We now attempt to give an informal sense
of our modification and why it is necessary.
For block-composed functions g ◦ h, the rough idea of any proof attempting to show that
〈Ψ ? φ, g ◦ h〉 is large is to hope that the following approximate equality holds:
〈Ψ ? φ, g ◦ h〉 ≈ 〈Ψ, g〉. (1)
If Equation (1) holds even approximately, then the correlation analysis of Ψ ? φ is complete,
since the assumption that Ψ is a dual witness for the high approximate degree of g implies
that the right hand side is large.
Equation (1) in fact holds with exact equality if φ agrees in sign with h at all inputs,
i.e., if 〈φ, h〉 = ‖φ‖1 [23, 16]. Unfortunately, the fact that φ is a dual witness for the large
approximate degree of h implies only a much weaker lower bound on 〈φ, h〉, namely that
〈φ, h〉 ≥ (1/3) · ‖φ‖1. (2)
In general, Equation (2) is not enough to ensure that Equation (1) holds even approximately.
A rough intuition for why Equation (1) may fail to hold is the following. The definition
of Ψ ? φ feeds (sgn(φ(x1)), . . . , sgn(φ(xR))) into Ψ. One can think of sgn(φ(xi)) as φ’s
“prediction” about h(xi), and the fact that 〈φ, h〉 ≥ (1/3) · ‖φ‖1 means that for an xi
chosen at random from the probability distribution |φ|/‖φ‖1, this prediction is correct with
probability at least 2/3. Unfortunately, there are values of xi for which sgn(φ(xi)) 6= h(xi),
meaning that φ’s predictions can sometimes be wrong. In this case, when feeding sgn(φ(xi))
into Ψ, dual block composition is “feeding an error” into Ψ, and this can cause Ψ ? φ to
“make more errors” (i.e, output a value on an input that disagrees in sign with g ◦ h on that
same input) than Ψ itself.
That is, there are two reasons Ψ ? φ may make an error: either Ψ itself may make an
error (let us call this Source 1 for errors), and/or one or more copies of φ may make an error
(let us call this Source 2 for errors).12 The first source of error is already fully accounted
for in the right hand side of Equation (1). The second source of error is not, and this is the
reason that Equation (1) may fail to hold even approximately.
Roughly speaking, while Equation (2) guarantees that sgn(φ(xi)) is not “an error” for
each i with good probability (i.e., probability at least 2/3), that still means that with very
high probability, sgn(φ(xi)) will be in error (i.e., not equal to h(xi)) for a constant fraction
of blocks i ∈ {1, . . . , R}. Any one of these errors could be enough to cause a Source 2 error.
Fortunately for us, g = ORR has low (−1)-certificate complexity, meaning that on inputs
x in OR−1R (−1), to certify that indeed x ∈ OR−1R (−1), it is sufficient to identify just one
coordinate of x that equals −1. This renders certain kinds of sign-errors made by φ benign.
Specifically, letting S = {x : φ(x) < 0} and E− = S ∩ f−1(1) denote the false-negative errors
made by φ, the low (−1)-certificate complexity of ORR means that it is okay if “a constant
11Variants of dual block composition related to the one introduced in [22] have played important roles in
other recent works on approximate degree lower bounds, e.g., [14, 26].
12There may be inputs x = (x1, . . . , xn) to Ψ ? φ that could be classified as both Source 1 and Source 2
errors. For purposes of this high-level introduction, it is not important whether such inputs get classified
as Source 1 or Source 2 errors for Ψ ? φ.
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fraction of the negative values output by φ are in error”. That is, so long as(∑
E−
|φ(x)|
)
/
(∑
x∈S
|φ(x)|
)
= 1− Ω(1), (3)
the contribution of “false negative errors made by φ” to actual Source 2 errors made by Ψ ? φ
is low.
However, the situation is starkly different for “false positive errors” made by φ; while
ORR has certificates of size 1 for inputs in OR−1R (−1), the certificate complexity of the
(unique) input in OR−1R (+1) is n. That is, letting T = {x : φ(x) > 0} and E+ = T ∩f−1(−1),
for Equation (1) to hold even approximately for g = ORR, it is essential that(∑
E+
|φ(x)|
)
/
(∑
x∈T
|φ(x)|
)
 1/R. (4)
Accordingly, Bun et al. [11] obtain their lower bound for k-distinctness by using a dual
witness φ for h = THRkN that satisfies Equation (4). Using a dual with such few false positive
errors causes [11] to lose an additive 1/(2k) term in the exponent of N in their final degree
bound, relative to what they would obtain if Equation (2) were sufficient to ensure that
Equation (1) approximately held.
As previously mentioned, Sherstov [22] introduced a variant of dual block composition
intended to handle Source 2 errors that might have otherwise rendered Equation (1) false.
Specifically, Sherstov proposed multiplying (Ψ ? φ)(x) by a low-degree polynomial pη(x)
intended to “kill” any inputs x that may contribute Source 2 errors (here, η is a parameter,
and we will explain shortly how the value of η is ultimately chosen). Specifically, pη
“counts” the number of blocks xi of x such that sgn(φ(xi)) 6= h(xi), and pη is defined
(through polynomial interpolation) to evaluate to 0 if this number is any integer between
1 and η. This has the effect of eliminating all Source 2 errors made by Ψ ? φ on inputs
x for which at most η copies of φ make an error. That is, pη kills all inputs x in the set
Uη := {x = (x1, . . . , xR) : sgn(φ(xi)) 6= h(xi) for between 1 and η values of i}. Note that
multiplying Ψ ? φ by pη has the additional, unfortunate effect of distorting the values that
Ψ ? φ takes on other inputs; bounding the effect of this distortion is one challenge that
Sherstov’s analysis (as well as our own analysis in this work) has to address.
The intuition is that, so long as most Source 2 errors made by Ψ ? φ are caused by inputs
in the set Uη, then multiplying Ψ ? φ by pη should eliminate the otherwise devastating effects
of most Source 2 errors. So the remaining challenge is to choose a dual witness φ for h
guaranteeing that indeed most Source 2 errors are caused by inputs in Uη. More precisely, φ
must be chosen to ensure that, with respect to the product distribution
∏R
i=1 |φ(xi)|/‖φ‖1,
it is very unlikely that more than η copies of φ make an error on their input xi.
To this end, it is implicit in Sherstov’s analysis that Equation (1) approximately holds
with (Ψ ? φ) · pη in place of Ψ ? φ so long as( ∑
x∈E−∪E+
|φ(x)|
)
/‖φ‖1  η/R. (5)
Notice that this is exactly Equation (4), except that the right hand side has crucially increased
by a factor of η (also, Equation (5) counts both false-positive and false-negative errors, as
opposed to just false-positive errors, which is a key discrepancy that we address below). The
bigger that η is set, the less stringent is the requirement of Equation (5). However, it turns
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out that, in order to ensure that (Ψ ? φ) · pη has pure high degree close to that of Ψ ? φ
itself, η must be set to a value that is noticeably smaller than the pure high degree of Ψ.
Ultimately, to obtain the strongest possible results, η gets set to some constant C < 1 times
the pure high degree of Ψ.
In order to bring Sherstov’s ideas to bear on k-distinctness, we have to modify his
construction as follows. The key issue (alluded to above) is that Sherstov’s construction is
not targeted at functions g ◦ h where g has low (−1)-certificate complexity, and it is essential
that we exploit this low certificate complexity in the correlation analysis to improve on the
k-distinctness lower bound from [11]. Essentially, we modify Sherstov’s definition of pη to
“ignore” all false negative errors (which as explained above are benign in our setting because
g = ORR has low (−1)-certificate complexity). Rather we have pη only “count” the false
positive errors and kill any inputs where this number is between 1 and η.
We are able to show that with this modification, it is sufficient to choose a dual witness
φ for THRkN satisfying(∑
E+
|φ(x)|
)
/
(∑
x∈T
|φ(x)|
)
 η/R. (6)
We end up setting η ≈ O(√R) for our lower bound, hence the denominator on the right
hand side of this inequality represents a quadratic improvement compared to that on the
right hand side of Equation (4). This improvement ultimately enables us to improve the
lower bound from Ω˜(N3/4−1/(2k)) to Ω˜(N3/4−1/(4k)).
The actual calculations required to establish the sufficiency of Equation (6) are quite
involved, and we provide a more detailed proof overview in Section 3 to help the reader make
sense of them.
2 Preliminaries
Let N,n and m be positive integers, N ≤ n. For z ∈ {−1, 1}n, let |z| represent the Hamming
weight of z, i.e., the number of −1’s in z. Define ({−1, 1}n)≤N := {x ∈ {−1, 1}n : |x| ≤ N}.
For any function f : {−1, 1}n → R, denote by f≤N the partial function that is defined on
({−1, 1}n)≤N and agrees with f on all such inputs. Define sgn : R→ {−1, 1} by sgn(x) = 1
for all non-negative x, and −1 otherwise. For any function f : {−1, 1}n → R, define
‖f‖1 :=
∑
x∈{−1,1}n |f(x)|. All logarithms in this paper are base 2 unless otherwise specified.
Let 1n (respectively, −1n) denote the n-bit string (1, 1, . . . , 1) (respectively, (−1,−1, . . . ,−1)).
We use the notation [n] to denote the set {1, 2, . . . , n}.
Define the function ORN : {−1, 1}N → {−1, 1} to equal 1 if x = 1N , and −1 otherwise.
Define the Threshold function THRkN : {−1, 1}N → {−1, 1} to equal 1 for inputs of Hamming
weight less than k, and −1 otherwise. Given any functions fn : {−1, 1}n → {−1, 1} and
gm : {−1, 1}m → {−1, 1}, we define the function fn ◦ gm : {−1, 1}mn → {−1, 1} as
fn ◦ gm(x11, . . . , x1m, x21, . . . , x2m, . . . , xn1, . . . , xnm) = fn(gm(x1), gm(x2), . . . , gm(xn)),
xi ∈ {−1, 1}m for all i ∈ [n]. We drop subscripts when the arities of the constituent functions
are clear.
For any function ψ : {−1, 1}m → R such that ‖ψ‖1 = 1, let µψ be the distribution on
{−1, 1}m, defined by µψ(x) = |ψ(x)|. Any function f : {−1, 1}n → R has a unique multilinear
representation f =
∑
S⊆[n] fˆ(S)χS , where for any S ⊆ [n], the function χS : {−1, 1}n →
{−1, 1} is defined by χS(x) =
∏
i∈S xi. Hence, ‖fˆ‖1 =
∑
S⊆[n] |fˆ(S)|. It follows that for any
function φ : {−1, 1}n → R, there exists a unique multilinear polynomial φ˜ : Rn → R such
that φ˜(x) = φ(x) for all x ∈ {−1, 1}n.
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I Definition 3 (k-distinctness). For integers k,N,R with k ≤ N , define the function
DISTkN,R : [R]N → {−1, 1} by DISTkN,R(s1, . . . , sN ) = −1 iff there exists an r ∈ [R] and
distinct indices i1, . . . , ik such that si1 = · · · = sik = r. When necessary, the domain of the
function can be viewed as {−1, 1}N logR.
I Definition 4 (Approximate degree). For any function f : {−1, 1}n → R, any integer N ≤ n,
and any  ∈ [0, 1], define the -approximate degree of f≤N to be
d˜eg(f≤N ) = min
p:|p(x)−f(x)|≤
∀x∈{−1,1}n,|x|≤N
deg(p).
When the subscript is dropped,  is assumed to equal 1/3. When the superscript is dropped in
f≤N , then N is assumed to equal n.
Note that this definition places no constraints on an approximating polynomial on inputs
outside the promise domain.
We require the following relation between approximate degree of k-distinctness and a
related Boolean function; this relationship follows from [10, Proposition 21 and Corollary 26].
B Claim 5 ([10]). Let N,R ∈ N and 2 ≤ k ≤ N be any integer. Then for any  > 0,
d˜eg(DISTkN,R+N ) = Ω˜(d˜eg(ORR ◦ THRkN )≤N ). (7)
We also require the following error reduction theorem for approximate degree.
I Lemma 6 ([9]). Let f : {−1, 1}n → {−1, 1} be any (possibly partial) Boolean function and
let 0 <  < 1. Then, d˜eg(f) = d˜eg(f) ·O(log(1/)).13
I Definition 7 (Correlation). Consider any function f : {−1, 1}n → R and ψ : {−1, 1}n → R.
Define the correlation between f and ψ to be 〈f, ψ〉 = ∑x∈{−1,1}n f(x)ψ(x).
I Definition 8 (Pure high degree). For φ : {−1, 1}n → R, we say that the pure high degree
of φ, which we denote by phd(φ), is d if d ≥ 0 is the largest integer for which 〈φ, p〉 = 0 for
any polynomial p : {−1, 1}n → R of degree strictly less than d.
By linear programming duality, we have the following standard equivalence between lower
bounds on approximate degree and existence of “dual polynomials”. See, for example, [10].
I Lemma 9. Let f : {−1, 1}n → {−1, 1} be any function. For any integer 0 ≤ j ≤ n, we
have d˜eg(f≤j) ≥ d if and only if there exists a “dual polynomial” φ : {−1, 1}n → R satisfying
the following properties: φ(x) = 0 for all |x| > j, 〈f, φ〉 > , ∑x∈{−1,1}n |φ(x)| = 1, and
phd(φ) ≥ d. We say that φ is a dual polynomial witnessing the fact that d˜eg(f≤j) ≥ d. For
brevity, when  and d are clear from context, we say that φ is a dual polynomial for f≤j.
Špalek [28] exhibited an explicit dual witness for OR (the existence of a dual witness for
OR was already implicit from the work of Nisan and Szegedy [19]).
B Claim 10 (Implicit in [19]). There exists a constant c ∈ (0, 1] such that for any integer
n ≥ 0, there exists a function θ : {−1, 1}n → R satisfying ‖θ‖1 = 1, phd(θ) ≥ c
√
n, and
〈θ,ORn〉 ≥ 3/5.
13The statement in [9] only deals with total functions. It can be seen that the proof works for partial
functions too.
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Towards proving approximate degree lower bounds for composed functions, one might
hope to combine dual polynomials of the constituent functions in some way to obtain a dual
polynomial for the composed function. A series of works [27, 16, 23] introduced the notion
of “dual block composition”, which is a powerful method of combining dual witnesses.
I Definition 11 (Dual block composition). Let θ : {−1, 1}n → R, φ : {−1, 1}m → R be any
functions satisfying ‖θ‖1 = ‖φ‖1 = 1 and phd(φ) ≥ 1. Let x = (x1, . . . , xn) where each
xi ∈ {−1, 1}m. Define the dual block composition of θ and φ, denoted θ ? φ, to be
θ ? φ(x) = 2nθ(sgn(φ(x1)), . . . , sgn(φ(xn)))
n∏
i=1
|φ(xi)|.
We now define a simple but important function φ that we use in our construction of a dual
witness for DISTkN,R. This function was first used in the context of dual block composition
by Bun and Thaler [12].
B Claim 12 ([12]). Define φ : {−1, 1}n → R as φ(x) = −1/2 if x = −1n, φ(x) = 1/2 if
x = 1n and φ(x) = 0 otherwise. Then, phd(φ) = 1.
Next we require a lemma, implicit in a result of Razborov and Sherstov [20] (also see [13]
for a formulation similar to the one we require).
I Lemma 13 (Implicit in [20]). Let N ≥ R be positive integers, ∆ ∈ R+, and θ : {−1, 1}RN →
R be any polynomial such that∑
x/∈({−1,1}RN )≤N
|θ(x)| ≤ (2NR)−∆. (8)
For any positive integer D < ∆, there exists a function ν : {−1, 1}RN → R such that
phd(ν) > D, ‖ν‖1 ≤ 1/10, and |x| > N ⇒ ν(x) = θ(x).
Lemma 13 helps us convert a dual polynomial θ with little mass on large Hamming weight
inputs to a dual polynomial (θ − ν)/‖θ − ν‖1 with no mass on large Hamming weight inputs
without affecting the pure high degree by much.
I Definition 14. For ηi ∈ [0, 1], let Π(η1, . . . , ηn) be the product distribution on {−1, 1}n
where the ith bit of the string equals −1 with probability ηi, and 1 with probability 1− ηi.
For any Boolean function f : {−1, 1}m → {−1, 1} and function ψ : {−1, 1}m → R,
‖ψ‖1 = 1, let
+f,ψ := Prµψ [f(x)ψ(x) < 0|ψ(x) > 0], 
−
f,ψ := Prµψ [f(x)ψ(x) < 0|ψ(x) < 0], f,ψ = 
+
f,ψ + 
−
f,ψ.
(9)
I Definition 15. For any functions f : {−1, 1}n → {−1, 1} and ψ : {−1, 1}n → R, let
E+(f, ψ) := {x ∈ {−1, 1}n : f(x)ψ(x) < 0, ψ(x) > 0},
E−(f, ψ) := {x ∈ {−1, 1}n : f(x)ψ(x) < 0, ψ(x) < 0}.
We define the false positive error between f and ψ to be δ+f,ψ :=
∑
x∈E+(f,ψ) |ψ(x)| and false
negative error to be δ−f,ψ :=
∑
x∈E−(f,ψ) |ψ(x)|.
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Given any function f : {−1, 1}m → {−1, 1} and ψ : {−1, 1}m → R, ‖ψ‖1 = 1, let
+ = +f,ψ and − = 
−
f,ψ as defined in Equation (9). Define the function αf,ψ : {−1, 1}m → R
as
αf,ψ(x) :=

1 =: a+ if ψ(x)f(x) > 0, ψ(x) > 0
1−2+−
1−− =: a− if ψ(x)f(x) > 0, ψ(x) < 0
−1 if ψ(x)f(x) < 0, ψ(x) > 0
1 if ψ(x)f(x) < 0, ψ(x) < 0.
(10)
For the remaining sections, for zi ∈ {−1, 1}, azi = a+ if zi = 1, and azi = a− if zi = −1.
I Lemma 16 ([22, Lemma 3.1]). For any τ1, . . . , τn ∈ [0, 1), define ν = Π(τ1, . . . , τn) and
τ = max{τ1, . . . , τn}. For any η = 0, 1, . . . , n−1, let pη : [−1, 1]n → R be the unique degree-η
multilinear polynomial that satisfies
pη(z) = (−1)η
η∏
i=1
(|z| − i),∀z ∈ {−1, 1}n . (11)
Then,
pη(1n) = η!, (12)
‖pˆ‖1 ≤ η!
(
n+ η
η
)
, (13)
Eν [|pη(z)|] ≤ pη(1n)ν(1n) (1 +A) , where A :=
(
n
η + 1
)
τη+1
(1− τ)n . (14)
Furthermore, pη(z) ≥ 0 for all z ∈ {−1, 1}n provided that η is even.
3 Detailed Outline of Proof of Main Theorem
Our main theorem is as follows.
I Theorem 17. For R ∈ N sufficiently large, 2 ≤ k ≤ logR4 , and some N = Θ(kk/2R),
d˜eg(DISTkN,R+N ) = Ω
(
1
4kk2 ·
1
log5/2R
·R 34− 14k
)
. (15)
Ambainis [2] showed that the approximate degree14 of functions that are symmetric (both
with respect to range elements and with respect to domain elements) is the same for all
range sizes greater than or equal to N . As a corollary, we obtain the following.
I Corollary 18. For R ∈ N sufficiently large, 2 ≤ k ≤ logR4 , and some N = Θ(kk/2R),
d˜eg(DISTkN,N ) = Ω
(
1
4kk2 ·
1
log5/2R
·R 34− 14k
)
. (16)
14There are several different conventions used in the literature when defining the domain of functions
such as k-distinctness. The convention used by Ambainis [2] considers the input to be specified by
N ·R variables y1,1, . . . , yN,R, where yi,j = −1 if and only if the ith list item in the input equals range
element j (i.e., it is promised that for each i, yi,j = −1 for exactly one j). We use the convention
that the input is specified by Ndlog2Re bits. It is well-known (and not hard to show) that conversion
between the two conventions affects approximate degree by at most a factor of dlog2Re.
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To prove Theorem 17, Claim 5 implies that it suffices to prove a lower bound on
d˜eg(ORR ◦ THRkN )≤N .
I Theorem 19. For R ∈ N sufficiently large, 2 ≤ k ≤ logR4 , and some N = Θ(kk/2R),
d˜eg((ORR ◦ THRkN )≤N ) = Ω
(
1
4kk2 ·
1
log5/2R
·R 34− 14k
)
. (17)
Note that the theorems above continue to yield non-trivial lower bounds for some values
of k = ω(1). However for ease of exposition, we assume throughout this section that k ≥ 2 is
an arbitrary but fixed constant.
Towards proving Theorem 19, we construct a dual witness Γ satisfying the following four
conditions.
Normalization: ‖Γ‖1 = 1,
Pure high degree: There exists a D = Ω˜
(
R
3
4− 14k
)
such that for every polynomial
p : {−1, 1}RN → R of degree less than D, we have 〈p,Γ〉 = 0,
Correlation: 〈Γ, (ORR ◦ THRkN )〉 > 1/3,
Exponentially little mass on inputs of large Hamming weight:∑
x/∈({−1,1}RN )≤N |Γ(x)| ≤ (2NR)
−Ω˜
(
R
3
4−
1
4k
)
.
Next, Lemma 13 implies existence of a function ν that equals Γ on x /∈ ({−1, 1}RN )≤N ,
has pure high degree Ω˜
(
R
3
4− 14k
)
, and ‖ν‖1 ≤ 1/10. The function W : {−1, 1}RN → R
defined byW(x) := Γ(x)−ν(x)‖Γ−ν‖1 places no mass on inputs of Hamming weight larger than N and
satisfies ‖W‖1 = 1, 〈W, (ORR ◦ THRkN )〉 > 7/33, and phd(W) = Ω˜
(
R
3
4− 14k
)
. Theorem 19
then follows by Lemma 9 and Lemma 6.
In the next subsection we provide a sketch of how we construct such a dual witness Γ
and where our approach differs from [11].
3.1 Our Construction of Γ
Our construction of Γ is based on three dual witnesses θ, φ and ψ. The function θ is
constructed as in Claim 10 with n = R/4k. The function φ is defined on 4k inputs, and is
defined as in Claim 12. Our ψ is a fairly straightforward modification of [10, Proposition
55], that has a larger pure high degree, at the cost of a worse false positive error. A little
more formally, our functions θ, φ, ψ have `1-norm equal to 1, and additionally ψ satisfies the
properties described in the following claim, with T =
√
R.
B Claim 20 (Modification of [10, Proposition 55]). Let k, T,N ∈ N with 2 ≤ k ≤ T ≤ N , and
let ωT be as constructed in Claim 27, with constants c1, c2. Define15 ψ : {−1, 1}N → R by
ψ(x) = ωT (|x|)/
(
N
|x|
)
for x ∈ ({−1, 1}N )≤T and ψ(x) = 0 otherwise. Then
δ+THRk
N
,ψ
≤ 1
48 · 4k√N logN (18)
δ−THRk
N
,ψ
≤ 12 −
2
4k (19)
15Note that we suppress the dependence of ψ on T for convenience.
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‖ψ‖1 = 1 (20)
For any polynomial p : {−1, 1}N → R,
deg(p) < c1
√
4−kk−1TN−1/(2k) log−1N =⇒ 〈ψ, p〉 = 0 (21)
For all t ∈ [n],
∑
|x|=t
|ψ(x)| ≤
(2k)k exp
(
−c2t/
√
4kkTN1/(2k) logN
)
t2
. (22)
The false positive error between THRkN and ψ is O˜(1/
√
N) (as compared to O(1/N)
in [11]). The pure high degree of ψ is Ω˜(R1/4N−1/(4k)) (as compared to Ω˜(R1/4N−1/(2k))
in [11]). ψ satisfies a “weak decay condition”, viz.
∑
|x|=t |ψ(x)| ≤ σ exp(−βt)/t2 for some
constant σ (for general k, the value of σ only depends on k), and β = Ω˜(R1/4N1/(4k)) (as
compared to β = Ω˜(R1/4N1/(2k)) in [11]).
If we were to define Γ = θ ? φ ? ψ, all the analyses from [11] would work, except for
the correlation analysis, which fails. To fix this, our main technical contribution is to not
use dual block composition, but rather a variant of it inspired by a result of Sherstov [22].
Our function Γ takes the form Γ = θ • (φ ? ψ), where • denotes our variant of dual block
composition. In a little more detail, Γ(x1, . . . , xR/4k) equals θ • (φ ? ψ)(x), which equals
1
pη(1− 2+, . . . , 1− 2+) · (θ ? (φ ? ψ))(x1, . . . , xR/4k) · pη(α(x1), . . . , α(xR/4k)),
for + = +
φ?ψ,OR4k◦THRkN
, − = −
φ?ψ,OR4k◦THRkN
, η is a parameter that we set later, pη is
defined as in Lemma 16, and α in a function whose definition we elaborate on later in this
section.
We first give a very high-level idea of how we prove the required properties of Γ, and
then elaborate on the definitions of η, pη and α.
Normalization: Following along similar lines as [22, Claim 6.2], we prove that ‖Γ‖1 = 1
by modifying the proof that dual block composition preserves `1-norm, crucially exploiting
properties of pη and α (see Claim 33).
Pure high degree: Using our definition of pη, and α, one can show (Claim 34) that
the pure high degree of θ • (φ ? ψ) is at least (phd(θ) − η)phd(φ ? ψ). The value of
η is chosen to be phd(θ)/2 so that this quantity is the same order of magnitude as
phd(θ)phd(φ ? ψ) = phd(θ)phd(ψ), which is Ω˜(R3/4N−1/(4k)).
Exponentially little mass on inputs of large Hamming weight: Since ψ satisfies∑
|x|=t |ψ(x)| ≤ σ exp(−βt)/t2 for some constant σ and β = Ω˜(R1/4N1/(4k)), Claim 29
implies that θ ? (φ?ψ) = (θ ?φ) ?ψ places exponentially small (in R 34− 14k ) mass on inputs
in {−1, 1}RN of Hamming weight larger than N . By the definition of Γ, it suffices to
show that the maximum absolute value of pη(α(x1),...,α(xR/4k ))pη(1−2+,...,1−2+) is at most exponentially
large in R 34− 14k , for which we require Claim 30.
Correlation: Conceptually, the function pη : {−1, 1}R/4
k → R can be viewed as one
that “corrects” θ ? (φ ? ψ): it “counts” the number of false positives fed to it by φ ? ψ,
and changes the output of θ ? (φ ? ψ) to 0 on inputs where this number is any integer
between 1 and η. The function α : {−1, 1}N → R acts as the function that, in a sense,
indicates whether or not φ ? ψ is making a false positive error.
Detecting errors: The function α takes three possible output values: it outputs
−1 for x ∈ E+(OR4k ◦ THRkN , φ ? ψ) and outputs either 1 or a value very close to 1
for x /∈ E+(OR4k ◦ THRkN , φ ? ψ). This definition of α is our biggest departure from
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Sherstov’s construction in [22]; Sherstov defined α to output −1 for both false-positive
and false-negative errors, whereas our α only outputs −1 for false-positive errors.
Zeroing out errors: Define the function pη to be (the unique multilinear extension
of) the function that outputs 0 if its input has Hamming weight between 1 and η.
Recall that our construction considers the dual witness
1
pη(1− 2+, . . . , 1− 2+) · (θ ? (φ ? ψ))(x1, . . . , xR/4k) · pη(α(x1), . . . , α(xR/4k)),
and the purpose of multiplying θ ? (φ ? ψ) by pη is for pη to zero out most inputs in
which one or more false-positive errors are being fed by φ ? ψ into θ (see Definition 11).
Unfortunately, pη is nonzero on inputs of Hamming weight more than η. Hence, in
terms of the correlation analysis, a key question that must be addressed is: what
fraction of the `1-mass of θ ? (φ ? ψ) is placed on inputs where more than η copies
of φ ? ψ make a false-positive error? We need this fraction to be very small, because
multiplying by pη fails to zero out such inputs.
Note that under the distribution defined by |φ ? ψ|, the expected number of false
positive errors fed into θ is (R/4k) · +. Since we have set η = O(
√
R/(4 · 4k)), it
suffices to have +  1/(cη) for some large enough constant c to conclude that with
high probability (over the distribution |φ ? ψ|), the number of false positive errors
fed into θ is at most a small constant times η. It turns out that this value of + is
indeed attained by φ ? ψ, since the false positive error between THRkN and ψ was set
to be O˜(1/
√
N) = O˜(1/
√
R) to begin with. Thus, with high probability, multiplying
θ ? (φ ? ψ) by pη successfully zeros out all but an exponentially small fraction of the
errors made by θ ? (φ ? ψ) that can be attributed to false-positive errors made by φ ? ψ.
This intuitive proof outline is formalized in Claim 21, which in turn is a formalization
of Equation (1) that holds with the setting of parameters mentioned above.
The key technical lemma that we use for the correlation analysis is the following, and a
sketch of its proof is deferred to Appendix B.
B Claim 21. Let m,n be any positive integers, η < n be any even positive integer, and
f : {−1, 1}m → {−1, 1} be any function. Let ζ : {−1, 1}n → R be such that 〈ζ,ORn〉 > δ
and ‖ζ‖1 = 1, and ξ : {−1, 1}m → R be any function such that ‖ξ‖1 = 1 and phd(ξ) ≥ 1.
Let pη : {−1, 1}n → R be as defined in Lemma 16, let α = αf,ξ : {−1, 1}m → R be as defined
in Equation (10), and consider the distribution µξ over {−1, 1}nm. Let + = +f,ξ, − = −f,ξ,
 = + + −, and A =
(
n
η+1
) (+)η+1
(1−+)n . If A < 1, then,
〈OR ◦ f, (ζ ? ξ)(pη ◦ α)〉 ≥ pη(1− 2+, . . . , 1− 2+) ·
(
δ −
(
2− 2 1− 1− + (1−A)
))
.
(23)
4 Proof of Theorem 19
Due to space constraints, we omit some proofs henceforth. The reader is referred to the full
version for complete proofs.
Towards proving Theorem 19, it suffices to exhibit a dual polynomial (see Lemma 9) that
has `1-norm 1, sufficiently large pure high degree, good correlation with (ORR ◦ THRkN )≤N ,
and places no mass outside ({−1, 1}RN )≤N . We first define a function Γ (Definition 23) that
satisfies the first three properties above, and additionally satisfies a strong decay condition
as we described in Section 3.1. In Section 4.1 we use Γ to construct a dual polynomial W,
via Lemma 13, satisfying all the requisite properties. We now set several key variables.
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Let R be sufficiently large and fix k ≤ (logR)/4. Set T = √R, η =
(
c
2
√
R
4k
)
− 1
where c ∈ (0, 1] is the constant from Claim 10 (assume without loss of generality
that η is even), σ = (2k)k, c1, c2 ∈ (0, 1] are constants fixed in the next bullet point,
β = c2√
4kkTN1/(2k) logN
,∆ = β
√
σR
4 ln2 R =
c2R
4 ln2 R
√
(2k)k
4kkTN1/(2k) logN , N = d20
√
σRe.
Let ωT : [T ] ∪ {0} → R be a function that satisfies the conditions in Claim 27 and let
c1, c2 be the constants for which the claim holds. Let ψ : {−1, 1}N → R be defined by
ψ(x) = ωT (|x|)/
(
N
|x|
)
if |x| ≤ T , and 0 otherwise so that ψ satisfies the conditions in
Claim 20.
Let θ : {−1, 1}R/4k → R be any function satisfying the conditions in Claim 10 for
n = R/4k (note that R/4k > 0 since k < (logR)/2), and let φ : {−1, 1}4k → R be the
function defined in Claim 12 with n = 4k.
Let pη : {−1, 1}R/4
k → R be as defined in Lemma 16 and α := αφ?ψ,OR4k◦THRkN :
{−1, 1}4kN → R be as defined in Equation (10).
Let + := +
,OR4k◦THRkN ,φ?ψ
, − := −φ?ψ, and  := + + −.
We first show that the function φ ? ψ has large correlation with OR4k ◦ THRkN , via an
analysis that is essentially the same as in [10, Proposition 55].
B Claim 22.
+OR4k◦THRkN ,φ?ψ
≤ 1
24
√
R logR
, −OR4k◦THRkN ,φ?ψ
≤ e−4.
We next define the function Γ.
I Definition 23. Let Γ : {−1, 1}NR → R be defined by
Γ(x1, . . . , xR/4k) :=
(θ ? (φ ? ψ))(x1, . . . , xR/4k) · pη(α(x1), . . . , α(xR/4k))
pη(1− 2+, . . . , 1− 2+) , (24)
where each xi ∈ {−1, 1}4
kN .
B Claim 24.
‖Γ‖1 = 1, (25)
phd(Γ) = Ω
(
1
4kk2 ·
1√
logR
·R3/4−1/(4k)
)
, (26)
〈Γ, (ORR ◦ THRkN )〉 > 1/3 (27)∑
x/∈({−1,1}RN )≤N
|Γ(x)| ≤ (2NR)−2(∆−
√
R). (28)
Sketch of Proof of Claim 24
We require certain properties of dual block composition, and of the functions pη and α, which
are listed in Appendix A and Appendix B, respectively.
The fact that ‖Γ‖1 = 1 follows from the definition of Γ and Claim 33.
By the definition of Γ, we have phd(Γ) = phd((θ ? (φ ? ψ)(pη ◦ α)). By Claim 34, this is
at least (phd(θ)− η) · (phd(φ ? ψ)). Next, using the facts that phd(ψ) = 1 (Claim 12),
multiplicativity of pure high degree under dual block composition (Equation (45)), and
our choices of parameters, it can be shown that phd(Γ) = Ω
(
1
4kk2 · 1√logR ·R
3/4−1/(4k)
)
.
TQC 2020
2:16 Improved Approximate Degree Bounds for k-Distinctness
Recall from our choice of parameters and Claim 22 that + ≤ 124√R logR and − ≤ e−4.
Define A =
(
R/4k
η+1
) (+)η+1
(1−+)R/4k . The above upper bounds on 
+ and −, and standard
computations reveal that A < 1/16. Hence the conditions of Claim 21 are satisfied with
the parameters fixed in the beginning of this section. Using Claim 21 with δ > 3/5 and the
above upper bounds on + and −, we are able to show that 〈Γ, (ORR ◦ THRkN )〉 > 1/3.
We first show, using Lemma 16 and Lemma 26, that pη(1 − 2+, . . . , 1 − 2+) ≥ (1 −
+)R/4kη!. Standard computations reveal that, for our choice of parameters, this quantity
is at least 1. Hence, it suffices to show that
∑
x/∈({−1,1}RN )≤N |(θ ? (φ ?ψ)) · (pη ◦α)(x)| ≤
(2NR)−2(∆−
√
R). Next we observe that, using Claim 29 with Φ = θ ? φ and associativity
of dual block composition (Equation (46)), that
∑
x/∈({−1,1}RN )≤N |((θ ? φ) ? ψ)(x)| ≤
(2NR)−2∆. Since α(y) ∈ [−1, 1] for all y ∈ [−1, 1]4kN (Equation (10)), it suffices to show
a suitable bound on max
y∈[−1,1]R/4k |pη(y)|, which we are able to do using Claim 30.
4.1 Final Dual Polynomial
We now prove Theorem 19.
Proof of Theorem 19. We exhibit a function W : {−1, 1}RN → R satisfying
W(x) = 0,∀x /∈ ({−1, 1}RN )≤N , (29)
‖W‖1 = 1 (30)
〈W, (ORR ◦ THRkN )〉 > 7/33, (31)
phd(W) = Ω
(
1
4kk2 ·
1
log5/2R
·R 34− 14k
)
. (32)
The theorem then follows by Lemma 9 and Lemma 6. Towards the construction of such a W ,
first note that by Equation (28) and Lemma 13 there exists a function ν : {−1, 1}RN → R
that satisfies the following properties.
|x| > N ⇒ ν(x) = Γ(x), (33)
phd(ν) ≥ 2(∆−
√
R)− 1, (34)
‖ν‖1 ≤ 1/10. (35)
Define W : {−1, 1}RN → R by
W(x) := Γ(x)− ν(x)‖Γ− ν‖1
. (36)
Clearly Equation (29) and Equation (30) are satisfied. We show in Appendix C that the
function W also satisfies Equation (31), and Equation (32). J
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A Preliminaries
I Definition 25. For any integer n > 0, any function ψ : {−1, 1}m → R such that ‖ψ‖1 = 1,
and any w ∈ {−1, 1}, let µw be the probability distribution µψ conditioned on the event that
sgn(ψ(x)) = w. For any z ∈ {−1, 1}n, let µz denote the probability distribution (µψ)⊗n
conditioned on the event that sgn(ψ(xi)) = zi for all i ∈ [n].
We omit the dependence of µz on ψ since ψ will typically be clear from context. Note
that µz as defined above is a product distribution given by
µz(x1, . . . , xn) =
n∏
i=1
µzi(xi). (37)
I Lemma 26. Let n be any positive integer, p : {−1, 1}n → R be a multilinear polynomial,
and η1, . . . , ηn ∈ [0, 1]. For x = (x1, . . . , xn) drawn from the product distribution Π(η1, . . . , ηn)
defined in Definition 14, we have
EΠ(η1,...,ηn)[p(x1, . . . , xn)] = p(1− 2η1, . . . , 1− 2ηn). (38)
A.1 Dual Polynomials and Dual Block Composition
Bun et al. [11] exhibited a dual witness for the approximate degree of the k-threshold function.
Their dual witness additionally satisfies a decay condition, meaning that it places very little
mass on inputs of large Hamming weight. The following claim is a mild modification of [10,
Proposition 54].
B Claim 27 (Modification of [10, Proposition 54]). Let k, T,N ∈ N with 2 ≤ k ≤ T . There
exist constants c1, c2 ∈ (0, 1] and a function ωT : [T ] ∪ {0} → R such that all of the following
hold. ∑
ωT (t)>0,t≥k
|ωT (t)| ≤ 148 · 4k√N logN . (39)∑
ωT (t)<0,t<k
|ωT (t)| ≤
(
1
2 −
2
4k
)
. (40)
‖ωT ‖1 :=
T∑
t=0
|ωT (t)| = 1. (41)
For all polynomials q : R→ R,
deg(q) < c1
√
4−kk−1TN−1/(2k) log−1N =⇒
T∑
t=0
ωT (t)q(t) = 0. (42)
For all t ∈ [T ], |ωT (t)| ≤ σ exp(−βt)
t2
for σ = (2k)k, β = c2/
√
4kkTN1/(2k) logN.
(43)
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Sherstov [23] showed that dual block composition (see Definition 11) preserves `1-norm
and that pure high degree is multiplicative (also see [16]). Bun and Thaler [13] observed that
dual block composition is associative.
I Lemma 28. Let φ : {−1, 1}mφ → R, θ : {−1, 1}mθ → R be any functions. Then,
Preservation of `1-norm: If ‖θ‖1 = 1, ‖φ‖1 = 1 and 〈φ, 1〉 = 0, then
‖θ ? φ‖1 = 1. (44)
Multiplicativity of pure high degree:
phd(θ) > D,phd(φ) > d =⇒ phd(θ ? φ) > Dd. (45)
Associativity: For every ψ : {−1, 1}mψ → R, we have
(φ ? θ) ? ψ = φ ? (θ ? ψ). (46)
It was shown in [10] that for any dual polynomial Φ, and ψ as constructed in Claim 20,
the dual block composed function Φ ? ψ satisfies a “strong dual decay” condition.16
B Claim 29 ([10, Proposition 31]). Let R be sufficiently large and k ≤ T ≤ R be any positive
integer. Fix σ = (2k)k and let N = d20√σRe. Let Φ : {−1, 1}R → R be any function with
‖Φ‖1 = 1 and ψ : {−1, 1}N → R as defined in Claim 20. Then∑
x/∈({−1,1}RN )≤N
|(Φ ? ψ)(x)| ≤ (2NR)−2∆ (47)
for some ∆ ≥ β
√
σR
4 ln2 R for β = c2/
√
4kkTN1/(2k) logN .
B Properties of Auxiliary Functions
It is easy to show that any multilinear polynomial p : Rn → R satisfies maxy∈[−1,1]n |p(y)| ≤
‖pˆ‖1. When applied to the function in Lemma 16, we obtain
B Claim 30. For pη defined as in Lemma 16, maxy∈[−1,1]n |pη(y)| ≤ η!
(
n+η
η
)
.
We now state the setting for our next few claims.
Assumptions for Claim 31, Claim 32, Claim 33: Let m,n be any positive integers,
η < n be any even positive integer, and f : {−1, 1}m → {−1, 1} be any function. Let
ζ : {−1, 1}n → R be such that 〈ζ,ORn〉 > δ and ‖ζ‖1 = 1, and ξ : {−1, 1}m → R be
any function such that ‖ξ‖1 = 1 and phd(ξ) ≥ 1. Let pη : {−1, 1}n → R be as defined in
Lemma 16, let α = αf,ξ : {−1, 1}m → R be as defined in Equation (10), and consider the
distribution µξ over {−1, 1}nm. Let + = +f,ξ, − = −f,ξ,  = + + −, and A =
(
n
η+1
) (+)η+1
(1−+)n .
B Claim 31.
ζ(1n)Ex∼µ1n [pη(α(x1), . . . , α(xn))OR(f(x1), . . . , f(xn))]
≥pη(1− 2+, . . . , 1− 2+) (ζ(1n)− |ζ(1n)|2A) . (48)
16They in fact showed that Ψ ? ψ satisfies this strong decay condition for any ψ satisfying a corresponding
“weak decay” condition. However for this paper, we only require this statement for ψ as constructed in
Claim 20.
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B Claim 32.∑
z 6=1n
ζ(z)Eµz [pη(α(x1), . . . , α(xn))OR(f(x1), . . . , f(xn))]
≥pη(1− 2+, . . . , 1− 2+)
∑
z 6=1n
ζ(z)OR(z)−
(
2− 2 1− 1− + (1−A)
) ∑
z 6=1n
|ζ(z)|
 .
(49)
Due to space constraints we do not prove Claim 31 and Claim 32 here, and refer the reader
to the full version for these proofs. We now prove Claim 21 using Claim 31 and Claim 32.
Proof of Claim 21.
〈OR ◦ f, (ζ ? ξ)(pη ◦ α)〉 =
∑
x∈{−1,1}mn
(OR ◦ f)(x)(ζ ? ξ)(pη ◦ α)(x)
=
∑
x∈{−1,1}mn
OR(f(x1), . . . , f(xn))
· 2nζ (sgn(ξ(x1)), . . . , sgn(ξ(xn))) pη(α(x1), . . . , α(xn))
n∏
i=1
|ξ(xi)| by Definition 11
=
∑
z∈{−1,1}n
ζ(z)
 ∑
x:sgn(ξ(xi))=zi∀i∈[n]
2npη(α(x1), . . . , α(xn))
OR(f(x1), . . . , f(xn))
n∏
i=1
|ξ(xi)|
)
=
∑
z∈{−1,1}n
ζ(z)Eµz [pη(α(x1), . . . , α(xn))OR(f(x1), . . . , f(xn))]
by Definition 25 and Prxi∼µξ [sgn(xi) = 1] = Prxi∼µξ [sgn(xi) = −1] = 1/2 since phd(ξ) ≥ 1
≥ pη(1− 2+, . . . , 1− 2+) (ζ(1n)OR(1n)− 2|ζ(1n)|A
+
∑
z 6=1n
ζ(z)OR(z)−
(
2− 2 1− 1− + (1−A)
) ∑
z 6=1n
|ζ(z)|

by Claim 31, 32 and OR(1n) = 1
≥ pη(1− 2+, . . . , 1− 2+)
(
δ −max
{
2A, 2− 2 1− 1− + (1−A)
})
since ‖ζ‖1 = 1 and 〈ζ,OR〉 > δ
≥ pη(1− 2+, . . . , 1− 2+)
(
δ −
(
2− 2 1− 1− + (1−A)
))
,
where the last inequality holds as
(
2− 2 1−1−+ (1−A)
)
− 2A = (1−A)
(
2− 2 1−1−+
)
> 0,
since 1−1−+ < 1, and A < 1. C
Finally, we require a closed form expression for ‖(ζ ? ξ)(pη ◦ α)‖1.
B Claim 33.
‖(ζ ? ξ)(pη ◦ α)‖1 = pη(1− 2+, . . . , 1− 2+). (50)
The proof of the claim follows along the lines as that of [22, Claim 6.2].
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B Claim 34. Let Ψ : {−1, 1}n → R, Λ : {−1, 1}m → R, and f : {−1, 1}m → R be
any functions. For any positive integer η, let α = αf,Λ : {−1, 1}m → R be as defined in
Equation (10), and pη : {−1, 1}n → R defined in Lemma 16. Then
phd((Ψ ? Λ) · (pη ◦ α)) > (phd(Ψ)− η) · phd(Λ). (51)
The proof follows along the same lines as that of [22, Equation (6.7)] and we omit it.
C Main Theorem
Recall from the proof of Theorem 19 in Section 4.1 that it remains to show 〈W, (ORR ◦
THRkN )〉 > 7/33 and phd(W) = Ω
(
1
4kk2 · 1log5/2 R ·R
3
4− 14k
)
.
Remaining proof of Theorem 19. To justify Equation (31), we have
〈W,ORR ◦ THRkN 〉 =
1
‖Γ− ν‖1
(
〈Γ,ORR ◦ THRkN 〉 − 〈ν,ORR ◦ THRkN 〉
)
by Equation (36)
≥ 1‖Γ− ν‖1
(
1/3− 〈ν,ORR ◦ THRkN 〉
)
by Claim 24
≥ 1‖Γ− ν‖1
{1/3− ‖ν‖1}
≥ 1‖Γ− ν‖1
7
30 by Equation (35)
≥ 733 . since ‖Γ− ν‖1 ≤
11
10 by triangle inequality
We have from Equation (36) that
phd(W) = phd
(
Γ(x)− ν(x)
‖Γ− ν‖1
)
(52)
= phd(Γ(x)− ν(x)) (53)
≥ min{phd(Γ),phd(ν)}. (54)
From Equation (34) we have
phd(ν) ≥ 2(∆−
√
R)− 1 (55)
= 2
(
c2R
4 ln2R
√
(2k)k
4kkTN1/(2k) logN −
√
R
)
− 1 substituting the value of ∆
≥ 2
(
c2
4 ·
1
log2R
√
logN
·
(
k
2
)k/2 1
k1/2
· R
3/4
N1/(4k)
−
√
R
)
− 1
taking T =
√
R and lnR < logR
= 2
(
c2
4 ·
1
log2R
√
k logR
·
(
k
2
)k/2 1
k1/2
· R
3/4
201/(4k)21/8k1/8R1/(4k) −
√
R
)
− 1
substituting the value of N and using k logR > logN for sufficiently large R
≥ 2
(
c2
225/24 ·
1
log2R · √logR ·
(
k
2
)k/2 1
k9/8 · 201/(4k) ·R
3/4−1/(4k) −
√
R
)
− 1
(56)
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≥ 2
(
c2
3 ·
1
log5/2R
· 129/8 · 201/(4k) ·R
3/4−1/(4k) −
√
R
)
− 1
since
(
k
2
)k/2 1
k9/8
≥ 129/8 for all k ≥ 2
≥ c2180 ·
1
log5/2R
·R3/4−1/(4k) − 1
since c23 · 1log5/2 R ·R3/4−1/(4k) > 2
√
R for k ≥ 2, for sufficiently large R
= Ω
(
1
log5/2R
·R3/4−1/(4k)
)
. (57)
Therefore by Claim 24 and Equation (54), we have phd(W) = Ω
(
1
4kk2 · 1log5/2 R ·R
3
4− 14k
)
,
justifying Equation (32) and finishing the proof. J
