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COMPLETE CLASSIFICATION OF THE ASYMPTOTICAL BEHAVIOR FOR
SINGULAR C-S MODEL ON THE REAL LINE
XIONGTAO ZHANG AND TINGTING ZHU
Abstract. In this paper, we study the singular Cucker-Smale (C-S) model on the real line. For
long range case, i.e. β < 1, we prove the uniqueness of the solution in the sense of Definition 2.1 and
the unconditional flocking emergence. Moreover, the sufficient and necessary condition for collision
and sticking phenomenon will be provided. For short range case, i.e. β > 1, we construct the
uniform-in-time lower bound of the relative distance between particles and provide the sufficient
and necessary condition for the emergence of multi-cluster formation. For critical case, i.e. β = 1,
we show the uniform lower bound of the relative distance and unconditional flocking emergence.
These results provide a complete classification of the collective behavior for C-S model on the real
line.
1. Introduction
Collective behaviors of multi-agent systems are ubiquitous in the nature, like flocking of birds,
synchronization of oscillators, herding of sheeps and alignment of robots [16, 17, 18, 31, 36, 43, 44,
45, 46], etc. During recent decades, several different dynamical models were proposed to describe the
collective behaviors, such as Kuramoto model [30], Winfree model [46], Vicsek model [45], Cucker-
Smale (C-S) model [15] etc. These seminal works and models have been extensively studied and
widely applied in various area such as engineering, biology, physics and social science communities.
In order to study the emergence of flocking through a mean field interaction network, F. Cucker
and S. Smale in their seminal work [15] provided the C-S model as follows,
(1.1)

x˙i = vi, t > 0, i = 1, · · · , N,
v˙i =
κ
N
N∑
j=1
ψ(‖xi − xj‖)(vj − vi),
where κ is a nonnegative coupling strength and ψ is a communication weight measuring mutual
interactions, which is assumed to satisfy a regularized inverse power law ψ(‖xi− xj‖) = (1 + ‖xi−
xj‖2)−
β
2 . Although it seems to be a very simple model, the phenomena related to this model are
quite rich. In fact, a lot of analysis has been done to explain the emergence of collective behavior
in the dynamics of the C-S model. To name a few, avoidance of collision [1, 13], flocking in random
environment [2, 14, 24], mean-field limit in deterministic and stochastic sense [4, 5], various type
of collective behaviors emergence [3, 8, 9, 10, 15, 16, 17, 18, 20, 21, 25, 27, 28, 42], local flocking
[11, 12, 23], bonding force [37], generalized flocking [33], singular and hyperbolic limits [41], kinetic
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2 ZHANG AND ZHU
equation [19], application to flight formation [38] and flocking with leaders [32], etc. Instead of the
original regular communication setting, In the present paper, we will consider the C-S model with
singular communication weight ,i.e.
(1.2) ψ(‖xi − xj‖) = 1
(‖xi − xj‖2)
β
2
.
In fact, recently, the C-S model with singular interaction (1.2) attracts a lot of attention from
various area. This is mainly due to that the Coulomb type interaction will automatically generates
the repulsion and leads to the avoidance of collision [7], which is more physical and very important
for application in engineering such as formation of unmanned aerial vehicles. However, this sin-
gular communication weight causes a lot of difficulty in the mathematical analysis. For instance,
the uniqueness of the solution to (1.1) cannot be guaranteed by the fundamental theory of ODE,
because the vector field on the right hand side of (1.1) is no more Lipschitz. Therefore, comparing
to the extensive study on regular communication weight, there are very few works concerning on
the C-S model with singular interaction: flocking dynamics and mean-field limit [25], avoidance of
collision [1, 7], global existence of weak solutions in particle and kinetic level [6, 35, 39, 40]. More
precisely, in [39], the author constructed the global existence of weak solution without uniqueness.
Meanwhile, the author in [39] found the finite time flocking phenomenon but only in two particles
system. In [6, 7], the authors proved the collision avoidance for C-S model in any finite time, but
the uniform-in-time lower bound is still unknown. Moreover, in [26, 22], the authors studied the
C-S model with regular short range interaction and constructed a sufficient and necessary condition
for the emergence of mono-cluster and multi-cluster formation, respectively. While, it is not clear
wether the similar results can be obtained in the singular case. Therefore, may we address three
natural questions as follows,
• (Q1) Can we derive the uniqueness of the solution to the C-S model (1.1) with singular
communication (1.2)? Moreover, can we find the sufficient and necessary condition for
emergence of finite time flocking in N particle system?
• (Q2) Can we construct the uniform-in-time lower bound between two particles of the C-S
model with singular interaction, so that the collision avoidance occurs when time tends to
infinity and asymptotical equilibrium state can be constructed?
• (Q3) Can we obtain the sufficient and necessary condition for the emergence of mono-cluster
and multi-cluster formation, and thus construct the critical coupling strength κc for flocking
emergence as in [22]? Moreover, can we obtain the information of cluster number and the
asymptotical velocity of each cluster?
In order to answer the above three questions which arise from the previous works, we will study
the C-S model (1.1) with singular interaction in one dimensional case. The advantage of the one
dimensional model is that it is equivalent to a first order model as in [26, 22], for which we can
obtain more delicate estimates and thus provide the answers to the above questions. More precisely,
we will study the equivalent first order equation as follows,
x˙i = νi +
κ
N
N∑
k=1
Ψ(xk − xi), t > 0, i = 1, · · · , N,
Ψ(−x) = −Ψ(x), x ∈ R, 0 < Ψ∞ = lim
t→∞Ψ(x) <∞,
(1.3)
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where we call νi the natural velocity which depends on the initial data of the second order C-S
model. Please see Section 2.1 for details of the derivation. So far, we cannot extend this analysis
into higher dimension since the integrable structure does not exist in multi-dimensional case.
The main results in this paper will be interpreted in three-fold. First, for long range case β < 1,
we will show that the classical solution to the equation (1.3) is unique, and thus prove the weak
solution to (1.3) defined in [39] is unique in one dimensional case. More over, we prove that the
collision will occur only finite times and the finite time flocking will occur if and only if β < 1 and
the natural velocities are identical. Thus we conclude that there are infinite many initial data for
second order C-S model which leads to finite time flocking, but these initial data are of measure zero
in the phase space. This refines the results in [39] (see Theorem 3.1 and Corollary 3.1 in Section 3
for details). Second, for short range case β > 1, we construct the uniform in time lower bound of
the distance between two particles, which depends on the particle number N . This improves the
results in [7] (see Theorem 4.1 in Section 4.1 for details). Finally, for short range case β > 1, we
provide the sufficient and necessary condition for emergence of mono-cluster and multi-cluster, and
derive the critical coupling strength for mono-cluster flocking emergence. Meanwhile, we will also
provide the algorithm to count the cluster number and calculate the asymptotical velocity of each
cluster (see Theorem 4.2, Theorem 4.3 and Corollary 4.1 in Section 4 for details).
The rest of the paper is organized as follows. In Section 2, we will provide some preliminary
definitions and previous results which will be used in the later sections. In Section 3, we will study
the long range case β < 1 and prove the uniqueness of the solution. Moreover, we will show the
unconditional flocking and the asymptotical lower bound of the distance between two particles,
which shows the existence of the equilibrium state. In Section 4, we will consider the short range
case β > 1 and show the sufficient and necessary condition for emergence of multi-cluster forma-
tion. Then, we will extend the results to second order model and discuss the differences between
the collective behavior of first and second order models. In Section 5, we will discuss the differ-
ences between the regular C-S model and the singular one. Finally, Section 6 is devoted to a brief
summary of our main results and discussion of possible future works.
2. Preliminary
In this section, we will firstly derive the system (1.3) for the case 0 < β < 1 and β ≥ 1 respectively.
Then we will introduce some preliminary definitions and previous results that we will use in the
later sections. Finally we will provide some notations that will be used through the paper.
2.1. Derivation of the first order system. In this subsection, we will show the details of the
construction of the equivalent first order equation (1.3) in both long range and short range cases.
Comparing to the regular case [26, 22], the construction of the first order equation in the present
paper is a little different due to the singularity of the communication function.
• Case 1: 0 < β < 1. It is obvious that the anti-derivative Ψ(x) of the communication function
ψ is increasing, odd in its domain and concave on [0,+∞). Therefore, the spatial configuration xi
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naturally satisfies
(2.1)

x˙i(t) = νi +
κ
N
N∑
k=1
Ψ(xk(t)− xi(t)), t > 0, i = 1, 2, . . . , N,
νi(X
0, V 0) := v0i −
κ
N
N∑
k=1
Ψ(x0k − x0i ),
where the natural velocities νi depend on the initial conditions of the second order system and the
nonlinear interaction function is defined as follows
(2.2) Ψ(x) :=
∫ x
0
ψ(r)dr = sgn(x)
1
1− β |x|
1−β, x ∈ (−∞,+∞).
• Case 2: β ≥ 1. In this case, the singular communication weight is in the form ψ(r) = 1|r|β , β ≥ 1.
As the communication function is non-integrable at origin, we have to avoid the origin when we
define the potential function as the anti-derivative of the communication function ψ. In order to
distinguish the higher order case from the long range case, we will instead use Φ(x) to represent
the potential function and we have,
Φ(x) =

∫ x
1
ψ(r)dr, x > 0,
−
∫ −x
1
ψ(r)dr, x < 0.
Note the integration is taken from 1 to x because ψ is not integrable at origin. Therefore the
repulsion can be observed very clearly when x is closed to zero. More precisely, for the critical
exponent β = 1 and higher order exponent β > 1, we have the following explicit formula respectively,
(2.3) Φ(x) =
{
sgn(x) log |x|, x 6= 0, β = 1
sgn(x)(β − 1)−1(1− |x|1−β), x 6= 0, β > 1.
For simplicity, we will only study the case β > 1 in detail and the critical case β = 1 can be treated
similarly, which will be discussed in the summary. It is obvious that the function Φ(x) is odd in
the domain (−∞, 0) ∪ (0,+∞). Moreover, it’s monotonic increasing on the positive and negative
real line respectively with a discontinuous jump at the origin. Then the second order C-S system
can be reduced to the first order system as below
(2.4)

x˙i(t) = νi +
κ
N
N∑
k=1
k 6=i
Φ(xk(t)− xi(t)), t > 0, i = 1, 2, . . . , N,
νi = v
0
i −
κ
N
N∑
k=1
k 6=i
Φ(x0k − x0i ).
It is obvious that the mean velocity and mean position are both conserved for the second order
model (1.1) and first order reduction model (1.3). Therefore, there will be no equilibrium state if
the mean velocity is nonzero. Thus, according to the Galilean invariance of the system (1.1) and
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(1.3), without loss of generality, we assume the initial mean velocity and initial mean position are
both zero, i.e.
(2.5)
N∑
i=1
v0i =
N∑
i=1
x0i =
N∑
i=1
νi = 0.
2.2. Preliminary concepts and previous results. In this subsection, we will introduce some
preliminary concepts and previous results that will be used in the later sections. First, in [39],
the author provide a definition of weak solution to the second order C-S model (1.1) with singular
communication function of order β < 1.
Definition 2.1. [39] Let {Tn} be the set of times of collision. For each interval [Tn, Tn+1] (we
assume that T−1 = 0) we consider the problem (1.1) and (1.2) with the initial data x(Tn), v(Tn).
Then we say x solves (1.1) and (1.2) with β < 1 on time interval [0,T] with initial data x(0),
v(0) if and only if for all Tn and all t ∈ (Tn, Tn+1), the function x ∈ (C1([0, T ]))Nd is a weak in
(W 2,1([Tn, t]))
Nd solution of the C-S model (1.1) and (1.2), and the initial data are correct (i.e.
x(0) = x(T−1) and v(0) = v(T−1)) and for some n, we have T ≤ Tn.
Definition 2.1 actually provides a solution (x, v) ∈ (C1([0, T ]), C([0, T ])) to the C-S model (1.1)
with singular communication (1.2) where β < 1. Then with the first order reduction in Section 2.1,
we immediately obtain that it is equivalently to say there exists a C1 solution to the first order
system (2.1) with nonlinear interaction (2.2) in one dimensional case. More precisely, we provide
following equivalence Lemma.
Lemma 2.1. For the C-S model (1.1) and singular communication function (1.2) with β < 1 in
one dimensional case, the following two assertions are equivalent to each other.
(1) There exists a weak solution in the sense of Definition 2.1 to the second order system (1.1)
with singular communication function (1.2).
(2) there exists a C1 solution to the system (2.1) with interaction (2.2).
The proof directly follows the first order reduction and we will omit the details. We emphasize
that Lemma 2.1 shows that the well-posedness of the system (1.1) with β < 1 in one dimensional
case is equivalent to the well-posedness of the system (2.1). As the right hand side vector field in
the system (2.1) with interaction (2.2) is continuous, the existence of the C1 solution to (2.1) is
guaranteed by the fundamental theory of ODE. Therefore, we only need to show the uniqueness of
the system (2.1) with interaction (2.2).
On the other hand, for β ≥ 1, avoidance of collision will be guaranteed according to [7]. Therefore,
the fundamental theory of ODE directly concludes the existence and uniqueness of the solution to
the system (1.1) and the equivalent first order system (2.4) with interaction (2.3). However, when
β > 1, the multicluster formation may occur, therefore we need to mathematically define the
concept of flocking and multi-cluster formation.
Definition 2.2. [22] Let X = (x1, . . . , xN ) be a solution to the first order C-S model (2.4) with
nonlinear interaction (2.3).
6 ZHANG AND ZHU
(i) The i-th and j-th C-S particles are in the same cluster if and only if the relative position
xj − xi is uniformly bounded in time:
sup
0≤t<∞
|xj(t)− xi(t)| <∞.
(ii) The i-th and j-th particles exhibit cluster-flocking if and only if their relative position xj − xi
has a limiting value as t→∞:
lim
t→∞ |xj(t)− xi(t)| = x
∞
ij <∞.
(iii) Let I ⊂ {1, 2, . . . , N} =: N . Then I is a (maximal) cluster if and only if the following two
properties hold: {
lim
t→∞ |xi(t)− xj(t)| <∞, i, j ∈ I,
lim
t→∞ |xi(t)− xj(t)| =∞, i ∈ I, j 6∈ I.
(iv) We call a clustering number Nc as the number of distinct clusters of {1, 2, . . . , N}.
2.3. Notations. Finally, for notational simplicity, we let x0i = xi(0), v
0
i = vi(0), X
0 = X(0) and
V 0 = V (0). More over we denote the diameters of phases, velocities and natural velocities of
particles respectively as follows
xM (t) = max
i∈N
xi(t), xm(t) = min
i∈N
xi(t), Dx(t) = max
1≤i,j≤N
|xi(t)− xj(t)| = xM (t)− xm(t),
vM (t) = max
1≤i≤N
vi(t), vm(t) = min
1≤i≤N
vi(t), Dv(t) = max
1≤i,j≤N
|vi(t)− vj(t)| = vM (t)− vm(t),
νM = max
1≤i≤N
νi, vm = min
1≤i≤N
νi, Dν = max
1≤i,j≤N
|νi − νj | = νM − νm.
3. Lower order singularity
In this section, we will study the well-posedness of the system (1.1) in one dimensional case
when 0 < β < 1. According to the previous discussion in Section 2, it is equivalent to study the
well-posedness of the first order system (2.1) with interaction (2.2). Then, the existence of the
solution is guaranteed since the right hand side of (2.1) is continuous, but collision may occur in
this case. Thus it is the most important to show the uniqueness of the solution around the collision
time. The following lemma shows that the collision between two particles are determined by their
natural velocities and relative position.
Lemma 3.1. Let X = (x1, . . . , xN ) be a C
1 solution to (2.1) with 0 < β < 1 and initial data
X0. Suppose that the initial positions of i-th and j-th particles have the order x0i < x
0
j . Then the
following trichotomy hold.
(i) If νi < νj, then xi and xj will never collide:
|{t∗ ∈ (0,+∞) : xi(t∗) = xj(t∗)}| = 0.
(ii) If νi > νj, then xi and xj will collide exactly once:
|{t∗ ∈ (0,+∞) : xi(t∗) = xj(t∗)}| = 1.
(iii) If νi = νj, then xi and xj will collide in finite time. Moreover, assume that xi and xj collide
at the instant tc, then xi and xj will stick together after tc:
xi(t) = xj(t), t ∈ [tc,+∞).
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Proof. (i) We prove this assertion by contradiction. Suppose xi and xj collide in finite time. Then
there exists t∗ ∈ (0,+∞) such that
(3.1) xi(t) < xj(t), t ∈ (0, t∗) and xi(t∗) = xj(t∗).
Note that xj(t)− xi(t) at t = t∗ satisfies
d
dt
(xj − xi)|t=t∗ = νj − νi +
κ
N
N∑
k=1
[Ψ(xk(t∗)− xj(t∗))−Ψ(xk(t∗)− xi(t∗))] = νj − νi > 0.
As X is a C1 solution, then ddt(xj − xi) is continuous with respect to any t ∈ (0,+∞). Therefore,
combining the above inequality ddt(xj − xi)(t∗) > 0 and the continuity of ddt(xj − xi), we can find a
positive constant δ such that
d
dt
(xj − xi)(t) > 0, t ∈ (t∗ − δ, t∗).
Then we integrate above inequality on both sides from t to t∗ to obtain
(xj − xi)(t∗)− (xj − xi)(t) > 0, t ∈ (t∗ − δ, t∗).
Thus for any t ∈ (t∗ − δ, t∗), we obtain xj(t)− xi(t) < 0, which obviously contradicts to (3.1) and
we obtain the desired result.
(ii) In the condition that νi > νj , we first claim that there will be at least one collision between
i-th and j-th particles. Suppose not, i.e.,
(3.2) xi(t) < xj(t), t ∈ [0,+∞).
Then the dynamics of the difference xj(t)− xi(t) is determined by the differential equation below
for any time t,
x˙j(t)− x˙i(t) = νj + κ
N
N∑
k=1
Ψ(xk(t)− xj(t))− νi − κ
N
N∑
k=1
Ψ(xk(t)− xi(t))
= νj − νi + κ
N
N∑
k=1
[Ψ(xk(t)− xj(t))−Ψ(xk(t)− xi(t))].
(3.3)
Next we are going to determine the sign of the last term in (3.3). For this purpose, we split the
summation in (3.3) into three parts as follows,
N∑
k=1
[Ψ(xk(t)− xj(t))−Ψ(xk(t)− xi(t))]
= −
∑
xk(t)≤xi(t)≤xj(t)
[Ψ(xj(t)− xk(t))−Ψ(xi(t)− xk(t))]
−
∑
xi(t)≤xk(t)≤xj(t)
[Ψ(xj(t)− xk(t)) + Ψ(xk(t)− xi(t))]
+
∑
xi(t)≤xj(t)≤xk(t)
[Ψ(xk(t)− xj(t))−Ψ(xk(t)− xi(t))].
(3.4)
8 ZHANG AND ZHU
Now if xk(t) ≤ xi(t) ≤ xj(t), it is obvious that xj(t)−xk(t) ≥ xi(t)−xk(t) ≥ 0. While on the other
hand, if xi(t) ≤ xj(t) ≤ xk(t), we have xk(t)−xi(t) ≥ xk(t)−xj(t) ≥ 0. Therefore, we immediately
obtain that 
Ψ(xj(t)− xk(t))−Ψ(xi(t)− xk(t)) ≥ 0, if xk(t) ≤ xi(t) ≤ xj(t),
Ψ(xk(t)− xj(t))−Ψ(xk(t)− xi(t)) ≤ 0, if xi(t) ≤ xj(t) ≤ xk(t),
Ψ(xj(t)− xk(t)) + Ψ(xk(t)− xi(t)) ≥ 0, if xi(t) ≤ xk(t) ≤ xj(t).
(3.5)
We apply the estimates (3.5) to yield the negative sign of (3.4). Therefore, we combine (3.3), (3.4)
and (3.5) to obtain
x˙j(t)− x˙i(t) ≤ νj − νi < 0.
We integrate above inequality on both sides from 0 to t and obtain that
(3.6) xj(t)− xi(t) ≤ x0j − x0i + (νj − νi)t.
Let t =
x0j−x0i
νi−νj , we observe that for any t ≥
x0j−x0i
νi−νj , we have xj(t) − xi(t) ≤ 0, which obviously
contradicts to (3.2). Thus, we have shown that there exists at least one collision in finite time.
We next prove that there will be exactly one collision if collision occurs. Due to the above
analysis, we know that t∗ ∈ (0,+∞) can be found such that
xi(t) < xj(t), t ∈ [0, t∗) and xi(t∗) = xj(t∗).
In the extreme case where x0i = x
0
j , we set t∗ to be 0. Then we apply the same analysis as in (i)
and obtain that
d
dt
(xj − xi)
∣∣∣∣
t=t∗
= νj − νi < 0.
Hence, there exists δ > 0 such that
(3.7) xj(t)− xi(t) < 0 for t ∈ (t∗, t∗ + δ).
Then, (3.7) and νj < νi show that we can apply the analysis in (i) to determine the dynamics after
collision. According to the result of (i), collision will not occur after t∗ and thus we can conclude
that there is exactly one collision in the second case.
(iii) In the identical case, we will prove collisions occur in finite time by contradiction. Suppose
there is no collision in any finite time, then we have
xi(t) < xj(t), t ∈ (0,+∞).
Due to the identical natural velocity condition νi = νj , we can apply the same criteria as in (3.3),
(3.4) and (3.5) to obtain
x˙j(t)− x˙i(t) = κ
N
N∑
k=1
[Ψ(xk(t)− xj(t))−Ψ(xk(t)− xi(t))]
≤ −2κ
N
Ψ(xj(t)− xi(t)) ≤ − 2κ
N(1− β)(xj(t)− xi(t))
1−β.
(3.8)
Now we let (y(t))
1
β = xj(t) − xi(t). According to the noncollision assumption, we immediately
obtain that
(3.9) y(t) > 0, t ∈ [0,+∞).
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On the other hand, from the estimate (3.8), we obtain that y˙(t) ≤ − 2κβN(1−β) . Then we integrate
this inequality from zero to t and oabtain
y(t) ≤ y(0)− 2κβ
N(1− β) t, t > 0.
Then, we let y(0) − 2κβN(1−β) t = 0 and construct an upper bound of collision time t = y(0)N(1−β)2κβ =
(x0j−x0i )βN(1−β)
2κβ . Therefore, we obtain that
y(t) ≤ 0, t ∈
[
(x0j − x0i )βN(1− β)
2κβ
,+∞
)
,
which is contradictory to (3.9). Thus, i-th and j-th particles with same natural velocity will collide
in finite time. Now we set the collision time to be tc and prove the two particles will stick together
after collision. More precisely, we will show that
xi(t) = xj(t), t ∈ [tc,+∞).
If not, t∗ ∈ (tc,+∞) can be found such that xi(t∗) 6= xj(t∗). Assume xi(t∗) < xj(t∗) without loss
of generality. Then we define a set
S = {t|xi(t) = xj(t), tc ≤ t ≤ t∗},
and define T = supS. Note that S is not empty since xi(tc) = xj(tc) and we have xi(T ) = xj(T )
due to the continuity of the solution. Moreover we have T < t∗ and xi(t) < xj(t) for t ∈ (T, t∗).
Using the same arguments as (3.8), we obtain that
x˙j(t)− x˙i(t) = κ
N
N∑
j=1
[Ψ(xk(t)− xj(t))−Ψ(xk(t)− xi(t))] ≤ 0, t ∈ (T, t∗).
We integrate from T to t∗ on both sides to get
(xj(t)− xi(t))|t=t∗ ≤ (xj(t)− xi(t))|t=T = 0.
Therefore, we have xj(t∗) ≤ xi(t∗), and this is contradictory to xi(t∗) < xj(t∗). Thus, we conclude
the desired result. 
According to Lemma 3.1, the order of particles will be fixed according to the order of natural
velocities after finite many collisions and then there would be no more collisions. Therefore, we
can split the time line into two layers, one is collision layer which is up to a finite time and the
other one is the large time layer in which collision will never occur. The non-collision and well
order properties in the large time layer allow us to study the time asymptotical behavior including
the formation of equilibrium state and the convergence rate. While for the uniqueness criteria, we
have to understand clearly the structure of the solution in the collision layer, especially around the
collision times. We will first make complete non-identical assumptions i.e.
ν1 < ν2 < · · · < νN .
Then the other case can be studied similarly.
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3.1. Time asymptotical property. In this part, we will study the large time behavior of the
solutions of (2.1). Actually, we will describe both the upper and lower bound of the distance
between particles when time tends to infinity. Moreover, we will show the emergence of mono-
cluster flocking and the exponential convergence rate.
Lemma 3.2. Let X(t) be a solution to (2.1) and (2.2) with initial data X0. Assume that
x01 < x
0
2 < · · · < x0N and ν1 < ν2 < · · · < νN ,
then there exists a positive constant C ′m1 depending on initial configurations and natural velocities
such that
min
i,j∈N ,i 6=j
|xi(t)− xj(t)| ≥ C ′m1 , t ∈ [0,+∞).
Remark 3.1. The time asymptotical lower bound of the distance between particles only depends
on the natural velocities, and thus depends on the initial data of second order equation (1.1).
Proof. Based on the assumption, it follows from Lemma 3.1 (i) that collision will never occur. Thus
the order of the particles will be always preserved, i.e.
x1(t) < x2(t) < · · · < xN (t), t ∈ [0,+∞).
Thus, the minimum of the distance between particles can be expressed below
min
1≤i≤N−1
|xi+1(t)− xi(t)| = min
i,j∈N ,i 6=j
|xi(t)− xj(t)|, t ∈ [0,+∞).
Then, the dynamics of the distance xi+1(t)− xi(t) is governed by the differential equation below
x˙i+1(t)− x˙i(t)
= νi+1 +
κ
N
N∑
j=1
Ψ(xj(t)− xi+1(t))− νi − κ
N
N∑
j=1
Ψ(xj(t)− xi(t))
= νi+1 − νi − 2κ
N
Ψ(xi+1(t)− xi(t)) + κ
N
∑
k>i+1
[Ψ(xk(t)− xi+1(t))−Ψ(xk(t)− xi(t))]
+
κ
N
∑
k<i
[Ψ(xk(t)− xi+1(t))−Ψ(xk(t)− xi(t))].
(3.10)
We are going to determine the sign of the last two terms. For this purpose, we apply the fact that
Ψ(x) is concave on [0,+∞) and Ψ(0) = 0 to have
Ψ(xk(t)− xi+1(t))−Ψ(xk(t)− xi(t)) ≥ −Ψ(xi+1(t)− xi(t)), k > i+ 1,
Ψ(xi+1(t)− xk(t))−Ψ(xi(t)− xk(t)) ≤ Ψ(xi+1(t)− xi(t)), k < i.(3.11)
Combining (3.10) and (3.11), we immediately obtain that
(3.12) x˙i+1(t)− x˙i(t) ≥ νi+1 − νi − κΨ(xi+1(t)− xi(t)).
If xi+1(t)−xi(t) ≤ Ψ−1(νi+1−νiκ ), we exploit the monotonicity of Ψ to deduce that x˙i+1(t)−x˙i(t) ≥ 0,
which means xi+1(t) − xi(t) keeps increasing when xi+1(t) − xi(t) ≤ Ψ−1(νi+1−νiκ ). Therefore, we
set a positive constant r = Cmi,i+1 satisfying the equation:
νi+1 − νi − κΨ(r) = 0, i.e., Cmi,i+1 = Ψ−1(
νi+1 − νi
κ
).
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Now according to the differential inequality (3.12) and above analysis, we obtain the following
estimates of the relative distance xi+1(t)− xi(t),{
xi+1(t)− xi(t) ≥ Cmi,i+1 , if x0i+1 − x0i ≥ Cmi,i+1 , t ≥ 0,
xi+1(t)− xi(t) ≥ x0i+1 − x0i , if x0i+1 − x0i ≤ Cmi,i+1 , t ≥ 0.
Let C ′m1 = min1≤i≤N−1
{
min
{
x0i+1 − x0i , Cmi,i+1
}}
. Then we apply above estimates to obtain the
uniform lower bound for any two adjacent particles, i.e.
xi+1(t)− xi(t) ≥ min
1≤i≤N−1
{
min
{
x0i+1 − x0i , Cmi,i+1
}}
, t ≥ 0 , i = 1, 2, . . . , N − 1.
This immediately implies the desired results min
i,j∈N ,i 6=j
|xi(t)− xj(t)| ≥ C ′m1 for any t ≥ 0. 
In the previous lemma, it does not make sense to consider the lower bound of particle distance
in small time because of the existence of collisions. While when we study the upper bound of
the particle distance, we need to take account of the initial layer to construct the upper bound
in whole time, which allows us to prove the emergence of mono-cluster flocking and construct the
convergence rate.
Lemma 3.3. Let X(t) be a solution to (2.1) and (2.2) with initial data X0. More over, we assume
the natural velocities are well ordered as below,
ν1 < ν2 < · · · < νN .
Then there exists a positive constant C ′M1 depending on initial data and natural velocities such that
Dx(t) ≤ C ′M1 , t ∈ [0,+∞).
Proof. Based on the Lemma 3.1 and above analysis, there are only finite many collisions that may
occur. Therefore, we can split the time line into a finite union as below
[0,+∞) =
l⋃
α=1
Iα,
where the end points of Iα denote the collision time. Then in the interior of Iα, the vector field in
the system is analytic and thus the diameter xM − xm is Lipschitz continuous with respect to t.
By simple calculation and the concavity of Ψ, we derive that the dynamics of the diameter Dx(t)
in the interior of each Iα is governed by the differential equation below
x˙M (t)− x˙m(t) , t ∈ I0α
≤ Dν + κ
N
N∑
k=1
[Ψ(xk(t)− xM (t))−Ψ(xk(t)− xm(t))]
≤ Dν − κ
N
N∑
k=1
Ψ(xM (t)− xm(t))
= Dν − κΨ(xM (t)− xm(t)),
(3.13)
where Dν is the diameter of natural velocities. Then, we can analyze (3.13) similarly as in the
proof of Lemma 3.2 and apply the continuous property of the solution to conclude that
Dx(t) ≤ C ′M1 , C ′M1 = max
{
x0M − x0m, C1,N
}
, C1,N = Ψ
−1(
Dν
κ
), t ≥ 0.

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Now, we are ready to show the rate of convergence to the equilibrium for the solution to (2.1)
and (2.2). Actually, we will use the second order equation to estimate the convergence rate of
velocity diameter first, and then we can construct the equilibrium state and show the convergence
to the equilibrium state. As mentioned in Section 2, in order to construct the equilibrium state,
we have to assume the zero mean of natural velocities. Then we have the following lemma.
Lemma 3.4. Let X(t) be a solution to (2.1) and (2.2) with initial data X0. More over, we assume
the natural velocities and initial data satisfy the properties below,
ν1 < ν2 < · · · < νN ,
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0.
Then the mono-cluster flocking will emerge unconditionally and the convergence of the solution
to the equilibrium state is exponentially fast. More precisely, there exists an equilibrium state
X∞ = (x∞1 , · · · , x∞N ) such that
|X(t)−X∞| ≤ Ce−κψ(C′M1 )t,
where the constant C ′M1 is defined in Lemma 3.3 and the constant coefficient C depends on initial
data and natural velocities.
Proof. Similar as in Lemma 3.3, there are only finite many collisions that may occur and we can
split the time line into a finite union as below
[0,+∞) =
l⋃
α=1
Iα,
where the end points of Iα denote the collision time. Then in the interior of Iα, the vector field in
the system is analytic and thus we can go back to the second order equation to study the dynamics
of the velocity. More precisely, we take time derivative of the system (2.1) and obtain the second
order system (1.1) as follows,
x˙i = vi, t > 0, i = 1, · · · , N,
v˙i =
κ
N
N∑
j=1
ψ(‖xi − xj‖)(vj − vi),
xi(0) = x
0
i , vi(0) = νi +
κ
N
N∑
k=1
Ψ(x0k − x0i ),
where the solution of the above second order system is in the sense of Definition 2.1. Then, the
analyticity of the solution in the interior of Iα implies the diameter of velocity of the above second
order system is Lipschitz continuous. Therefore, we may estimate the velocity diameter in the
interior of Iα as below,
v˙M (t)− v˙m(t), t ∈ I0α
=
κ
N
N∑
j=1
ψ(xj(t)− xM (t))(vj(t)− vM (t))− κ
N
N∑
j=1
ψ(xj(t)− xm(t))(vj(t)− vm(t))
= − κ
N
N∑
j=1
ψ (|xj(t)− xM (t)|) (vM (t)− vj(t))− κ
N
N∑
j=1
ψ(|xj(t)− xm(t)|)(vj(t)− vm(t)).
(3.14)
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According to Lemma 3.3, the diameter of position has a uniform upper bound C ′M1 and thus we
immediately have
|xj(t)− xM (t)| ≤ C ′M1 , |xj(t)− xm(t)| ≤ C ′M1 , j ∈ N .
Now, we combine (3.14), the upper bound of relative distance and the monotone decreasing property
of ψ on the positive real line to obtain that
v˙M (t)− v˙m(t), t ∈ I0α
≤ − κ
N
N∑
j=1
ψ(C ′M1)(vM (t)− vj(t))−
κ
N
N∑
j=1
ψ(C ′M1)(vj(t)− vm(t))
= − κ
N
ψ(C ′M1)
N∑
j=1
(vM (t)− vm(t))
= −κψ(C ′M1)(vM (t)− vm(t))
The above differential inequality provides the estimate of the velocity diameter in the interior of
Iα as below
vM (t)− vm(t) ≤ (vM (tα)− vm(tα))e−κψ(C
′
M1
)(t−tα), t ∈ I0α,
where tα is the start point of the interval Iα. Then, due to the continuity of the velocity, above
estimates also hold for the end points of each Iα. Therefore we can connect all Iα together and
obtain
vM (t)− vm(t) ≤ (v0M − v0m)e−κψ(C
′
M1
)t
, t ≥ 0.
Then, we apply the zero mean of velocity, the conservation law of the mean velocity and the above
exponential decay estimate of velocity diameter to have
|vi(t)| ≤ vM (t)− vm(t) ≤ (v0M − v0m)e−κψ(C
′
M1
)t
, t ≥ 0.
Now, we turn back to the study on spatial variable. In fact, according to the second order system
(1.1) and the exponential decay estimate of the velocity, the time difference of the spatial variable
can be estimated as follows,
|xi(t2)− xi(t1)| ≤
∫ t2
t1
|vi(t)|dt ≤
∫ t2
t1
(v0M − v0m)e−κψ(C
′
M1
)t
dt ≤ C
(
e
−κψ(C′M1 )t1 − e−κψ(C′M1 )t2
)
.
Therefore, it is easy to apply Cauchy’s criteria to prove that there exists a limit state x∞i such that
xi(t) converges to x
∞
i when t tends to infinity. Moreover, if we let t2 = +∞ in the above estimate
of time difference of xi(t), then we obtain that
|xi(t1)− x∞i | ≤ Ce−κψ(C
′
M1
)t1 .
This finishes the proof of the lemma. 
3.2. Uniqueness. In this part, we concern about the uniqueness of the solution to the system
(2.1). According to the previous analysis, the most important point is to describe the particles’
behavior around the collision times. Now let X(t) be a solution of the system (2.1) with initial
data X0, then similar as the discussion in previous sections, we can split the time interval into a
finite union i.e.
[0,+∞) =
l⋃
α=1
Iα = [0, t1) ∪ [t1, t2) · · · ∪ [tl−1,+∞),
14 ZHANG AND ZHU
where the end points ti (i = 1, . . . , l−1) denote the collision time of the solution X(t). The following
lemma shows that the solution of the system (2.1) is unique in I1 i.e. before the first collision.
Lemma 3.5. Assume the natural velocities of the system (2.1) are different from each other:
νk 6= νl, k 6= l, k, l ∈ N ,
and there is another solution X¯(t) to the system (2.1), which has the same initial data X0 as X(t).
Then we have
X¯(t) = X(t), t ∈ I1.
Proof. If collision occurs initially, then I1 = {0}. As X¯ and X has the same initial data, we
immediately conclude X¯ = X for t ∈ I1. Now, if there is not any collision initially, then I1 is
an interval with end points to be zero and the first collision time t1. Therefore, the right hand-
side vector field in the system (2.1) is analytic in [0, t1) and thus the ODE theory guarantees the
uniqueness of the solution in I1. 
Due to the continuity of X and X¯, we immediately conclude that X(t1) = X¯(t1). If we make t1
to be the start point, then X(t) and X¯(t) can be viewed as solutions to the system (2.1) with same
initial data X(t1). Therefore, in order to prove the uniqueness of the solution for any initial data,
we only need to show the uniqueness of solution to the system (2.1) with initial data containing
collisions.
Lemma 3.6. Assume the natural velocities of the system (2.1) are different from each other.
Moreover, we assume that the initial data contains some collisions i.e. x0i = x
0
j for some i, j.
Then, the solution of system (2.1) is unique.
Proof. Let X(t) and X¯(t) are two solutions of the system (2.1) and satisfy X0 = X¯0 that contain
at least one collision. In this case, the first collision time is t1 = 0 and thus we have
[0,+∞) =
l⋃
α=2
Iα = [t1, t2) ∪ · · · ∪ [tl−1,+∞),
where ti denotes the collision time of X(t). Due to the continuity property of solutions and the
assumption of different natural velocities, we can find a time ts such that 0 < ts < t2 and the
particle orbits of X¯(t) do not collide in (0, ts). Moreover, as ts < t2, we know the particle orbits of
X(t) do not collide in (0, ts) according to the definition of collision time t2.
• (Step 1) We will first prove X¯(t) = X(t) in [0, ts) by contradiction. Suppose not, then there exist
p ∈ N and t∗ ∈ (0, ts) such that
xp(t∗) 6= x¯p(t∗).
Without loss of generality, assume xp(t∗) − x¯p(t∗) = C > 0. Since xk(t) − x¯k(t) is continuous and
xk(0)− x¯k(0) = 0, there exists 0 < δ < t∗ such that
(3.15) |xk(t)− x¯k(t)| ≤ C
2
, for t ∈ [0, δ], k = 1, 2, . . . , N.
Since there is not any collision in [δ, t∗] for X(t), we know that xk(t)(k = 1, 2, . . . , N) is analytic
in [δ, t∗]. The same arguments can be also applied to X¯(t) = (x¯1(t), x¯2(t), . . . , x¯N (t)). Therefore,
xk(t)− x¯k(t) and xk(t)− x¯k(t)− (xl(t)− x¯l(t)) are both analytic in [δ, t∗]. Then, according to the
property of analytic functions, we may split [δ, t∗] into a finite union
[δ, t∗] =
m⋃
γ=1
Jγ ,
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such that both the sign and the order of {xk− x¯k} are preserved in each Jγ . More precisely, in each
time interval Jγ , either xk(t) ≥ x¯k(t) or xk(t) ≤ x¯k(t) holds, and either xl(t)− x¯l(t) ≥ xk(t)− x¯k(t)
or xl(t)−x¯l(t) ≤ xk((t)−x¯k(t) holds. Now, we study the dynamics of D(t) = maxk∈N |xk(t)−x¯k(t)|
in each interval Jγ . We know that in each Jγ there exists a fixed index Mγ such that
D(t) = |xMγ (t)− x¯Mγ (t)|, t ∈ Jγ .
Suppose xMγ (t) ≥ x¯Mγ (t) in Jγ , then we have D(t) = xMγ (t)− x¯Mγ (t). Then the dynamics of D(t)
in Jγ is governed by the following equation
D˙(t) = x˙Mγ (t)− ˙¯xMγ (t)
= νMγ +
κ
N
N∑
j=1
Ψ(xj(t)− xMγ (t))− νMγ −
κ
N
N∑
j=1
Ψ(x¯j(t)− x¯Mγ (t))
=
κ
N
N∑
l=1
[Ψ(xl(t)− xMγ (t))−Ψ(x¯l(t)− x¯Mγ (t))].
(3.16)
According to the definition of D(t), we immediately have
xl(t)− x¯l(t) ≤ |xl(t)− x¯l(t)| ≤ max
k∈N
|xk(t)− x¯k(t)| = xMγ (t)− x¯Mγ (t), l = 1, . . . , N, t ∈ Jγ ,
which is equivalent to say
(3.17) xl(t)− xMγ (t) ≤ x¯l(t)− x¯Mγ (t), l = 1, . . . , N, t ∈ Jγ .
Now combing (3.16), (3.17) and the monotonic increasing property of the interaction function Ψ,
we obtain D˙(t) ≤ 0. Thus we can integrate D˙(t) from δ to t∗ to get D(t∗) ≤ D(δ). According to
(3.15), we obtain
(3.18) D(δ) = max
k∈N
|xk(δ)− x¯k(δ)| ≤ C
2
.
However, from the assumption xp(t∗)− x¯p(t∗) = C > 0, we have
D(t∗) = max
k∈N
|xk(t∗)− x¯k(t∗)| ≥ |xp(t∗)− x¯p(t∗)| = C,
which is a contradiction to (3.18). Thus we can conclude that
X(t) = X¯(t) in [0, ts).
• (Step 2) Now we prove the uniqueness of the solution in the interval [ts, t2]. By the continuity
of X and X¯, we have X(ts) = X¯(ts). We know X(t) contains no collision in [ts, t2), thus we can
apply the same criteria in Lemma 3.5 to conclude
X(t) = X¯(t), t ∈ [ts, t2).
Then by the continuity, we have X(t2) = X¯(t2), which means the second collision time and position
of X¯ are exactly the same as X. Therefore we conclude that
(3.19) X(t) = X¯(t), t ∈ [ts, t2].
• (Step 3) Combining the analysis in (Step 1) and (Step 2), we prove the uniqueness of the solution
to (2.1) in [0, t2]. Then we can start from t2 and repeat the previous two steps to prove the
uniqueness of the solution in [ti, ti+1] for i = 2, 3, · · · , l − 1. Note that after the last collision time
tl−1, there will be no more collisions for X(t) and thus tl = +∞. Finally, we combine all interval
Iα together to claim the uniqueness of the solution to (2.1) in the whole time and thus finish the
proof.
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
Remark 3.2. If there exist i-th and j-th particles satisfying νi = νj, it is known from Lemma
3.1 that i-th and j-th particles will collide once and after collision two particles will stick together.
However, before i-th and j-th particles collide, we can apply Lemma 3.6 to show that the system
(1.1)’s solution is unique. If i-th and j-th particles collide at tc, we set tc as initial time. Then, we
consider the uniqueness of the solution of the following system:
(3.20)

x˙k(t) = νk +
κ
N
∑
l 6=i,j
Ψ(xl(t)− xk(t)) + 2κ
N
Ψ(xi(t)− xk(t)), k 6= i, j,
x˙i(t) = νi +
κ
N
∑
l 6=j
Ψ(xl(t)− xi(t)),
xj(t) = xi(t).
In the sense that N particles’ dynamics are governed by system (3.20), we can repeat the process
of analysis as previous to prove the uniqueness of the solution to the system (2.1) and (2.2).
3.3. Conclusion. Now, we are ready to prove the main theorem in Section 3. We will first provide
the theorem for the first order system (2.1) and (2.2). Then the results of the second order system
(1.1) will be provided as a corollary.
Theorem 3.1. There exists a unique C1 solution to the first order C-S model (2.1) and (2.2) with
0 < β < 1. Moreover, assume that the natural velocities and initial data satisfy the properties
below,
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0.
Then, for any two particles such that x0i < x
0
j , the following assertions hold:
(1) If νi < νj, then xi and xj will never collide:
|{t∗ ∈ (0,+∞) : xi(t∗) = xj(t∗)}| = 0.
(2) If νi > νj, then xi and xj will collide exactly once:
|{t∗ ∈ (0,+∞) : xi(t∗) = xj(t∗)}| = 1.
(3) If νi = νj, then xi and xj will collide in finite time. Moreover, assume that xi and xj collide
at the instant tc, then xi and xj will stick together after tc:
xi(t) = xj(t), t ∈ [tc,+∞).
(4) There exist positive constants C ′m1 and C
′
M1
such that{
lim
t→+∞ |xi(t)− xj(t)| ≥ C
′
m1 ,
|xi(t)− xj(t)| ≤ C ′M1 , 1 ≤ i 6= j ≤ N, t ≥ 0.
(5) Unconditional flocking occurs and there exists an equilibrium state X∞ = (x∞1 , · · · , x∞N )
such that
|X(t)−X∞| ≤ Ce−κψ(C′M1 )t.
Proof. The uniqueness follows Lemma 3.5, Lemma 3.6 and Remark 3.2. The assertions (1) − (3)
are proved in Lemma 3.1. The assertion (4) is derived from Lemma 3.2 and Lemma 3.3. Finally,
the assertion (5) follows from Lemma 3.4. 
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(a) Collision and flocking
(b) Partial sticking (c) Full sticking
Figure 1. Asymptotical behavior when β < 1
In Figure 1(a), we can see clearly the collision behavior in the initial layer and the asymptotical
flocking emergence. In Figure 1(b), the red curves shows the trajectories of particles with same
natural velocities, and thus they stick together after collisions. Figure 1(c) shows the full sticking
and finite time flocking emergence when all particles are of identical natural velocities.
Corollary 3.1. For generic initial data (X0, V 0), there exists a unique solution (X(t), V (t)) ∈
(C1([0, T ])N , C([0, T ])N ) to the one dimensional second order C-S model (1.1) with 0 < β < 1.
Moreover, assume that the initial data satisfy the properties below,
N∑
i=1
x0i = 0,
N∑
i=1
vi = 0.
Then all the assertions in Theorem 3.1 still hold.
Proof. The proof directly follows from the first order reduction in Section 2.1 and Lemma 2.1.

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4. Higher order singularity
In this section, we discuss the Cucker-Smale system with singular communication weight ψ(r) =
1
|r|β and β > 1. In this case, we will first construct an uniform-in-time lower bound of the distance
between any two particles. Next, as β > 1, the interaction is short range due to the integrability of
ψ at infinity. Therefore, the emergence of mono-cluster flocking depends on the initial configuration
and multi-cluster formation may occur. Similar as in [22], we will construct the critical value κc
so that mono-cluster formation will emerge if and only if κ > κc and multi-cluster formation will
emerge if and only if κ ≤ κc.
4.1. Uniform lower bound. In this subsection, we will show the uniform-in-time lower bound
of the distance between particles. In [7], the authors have already proved the non-existence of
collisions when β > 1, therefore the global existence and uniqueness of the solution are guaranteed
by the ODE theory. Moreover, the order of particles will never change and thus, without loss of
generality, we may assume the order of particles as below
x1(t) < x2(t) < · · · < xN (t), ∀t ≥ 0.
We denote Dij = |xi − xj | and thus there are N(N−1)2 quantities Dij . Therefore, we may order Dij
in any fixed t and have
D1(t) ≤ D2(t) ≤ . . . ≤ DN(N−1)
2
(t),
where Dl(t) = |xj(t) − xi(t)| for some i, j ∈ N = {1, 2, . . . , N}, l = 1, 2, . . . , N(N−1)2 . According to
the analyticity of the solution xi, we have Di(t) is Lipschitz continuous with respect to t. Moreover,
we can separate the time line to be an at most countable union of sets with the properties below
(4.1)
{
[0,+∞) = ∪αI¯α, Iα = (tα−1, tα), t0 = 0, α = 1, 2 · · · ,
D1(t) < D2(t) < . . . < DN(N−1)
2
(t), t ∈ Iα.
Now we state our first theorem in this section which is corresponding to the uniform-in-time lower
bound. This is a more precise description of the avoidance of collision.
Theorem 4.1. Let X be a solution to system (2.4) with initial configuration X0 and natural
velocities νi satisfying the following properties
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
Then for β > 1, there exists a positive constant Cm such that the minimum distance of any two
particles is uniformly bounded from below by Cm i.e.
D1(t) = min
i,j
|xi(t)− xj(t)| ≥ Cm, t ≥ 0.
Remark 4.1. When β ≥ 1, the communication function Φ tends to infinity around origin. There-
fore, the method in Lemma 3.2 cannot be applied to yield the lower bound.
We will apply the inductive method to prove Theorem 4.1. Now, as collision does not exist, we
immediately conclude that DN(N−1)
2
(t) = xN (t) − x1(t) = Dx(t). In the following lemma, we will
construct the uniform-in-time lower bound for the diameter Dx(t), which is the first step of the
induction.
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Lemma 4.1. Let X be a solution to system (2.4) with initial configuration X0 and natural velocities
νi satisfying the following properties
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
When β > 1, the diameter of position Dx(t) has uniform-in-time lower bound. More precisely,
there exists a positive constant CL such that
Dx(t) ≥ CL, CL = min{1, Dx(0), Φ−1(−NDν
2κ
)} t ≥ 0,
where Φ−1 is the inverse function of Φ(x) for x > 0.
Proof. We first study the dynamics of the diameter in I1. If Dx(t) ≥ 1 for all t ∈ I1, then, by
the definition of CL, we have Dx(t) ≥ CL for t ∈ I1. On the other hand, if Dx(t) < 1 for some
t0 ∈ I1, we will prove Dx(t0) ≥ CL by contradiction. Suppose not, then we have Dx(t0) < CL. We
immediately obtain that t0 > 0 because of the fact Dx(t0) < CL ≤ Dx(0). Therefore, due to the
continuity of the Dx(t), we can find at least one time t1 such that
0 ≤ t1 < t0, Dx(t1) = CL.
Next, the existence of t1 allows us to define t
∗ = sup{s | 0 ≤ s < t0, Dx(s) = CL}. Then, in the
interval It0 = [t
∗, t0], we have the following properties
(4.2)
{
Dx(t
∗) = CL,
Dx(t) < CL ≤ 1, t∗ < t ≤ t0.
According to above analysis, the dynamics of the diameter Dx(t) is governed by the differential
equation below:
d
dt
(Dx(t)) = x˙N (t)− x˙1(t)
= νN +
κ
N
N∑
j=1
j 6=N
Φ(xj(t)− xN (t))− ν1 − κ
N
N∑
j=1
j 6=1
Φ(xj(t)− x1(t))
= νN − ν1 − 2κ
N
Φ(xN (t)− x1(t))− κ
N
N−1∑
j=2
[Φ(xN (t)− xj(t)) + Φ(xj(t)− x1(t))].
(4.3)
Next, according to (4.2), we know the diameter xN (t)− x1(t) ≤ 1 in the interval It0 . Therefore we
obtain
0 < xN (t)− xj(t) ≤ 1, 0 < xj(t)− x1(t) ≤ 1, j = 2, 3, . . . , N − 1.
Then, we combine above inequalities and the definition of Φ in (2.3) to obtain
(4.4) Φ(xN (t)− xj(t)) ≤ 0, Φ(xj(t)− x1(t)) ≤ 0, j = 2, 3, . . . , N − 1.
Now, we combine (4.3) and (4.4) to obtain the differential inequality of the diameter as below
(4.5) D˙X(t) ≥ −Dν − 2κ
N
Φ(xN (t)− x1(t)) = −Dν − 2κ
N
Φ(Dx(t)), t ∈ It0 .
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According to (4.2) and the definition of CL, we know the diameter Dx(t) ≤ CL ≤ Φ−1(−NDν2κ ) in
the time interval It0 . Then, as Φ in (2.3) is monotonic increasing on the positive real line and tends
to negative infinity around origin, we can obtain
D˙X(t) ≥ −Dν − 2κ
N
Φ(Dx(t)) ≥ 0, t ∈ It0 .
Integrate above differential inequality on both sides and we obtain Dx(t0) ≥ Dx(t∗) = CL, which
obviously contradicts to (4.2). Thus we obtain Dx(t0) ≥ CL. Due to the arbitrary choice of t0, we
conclude that Dx(t) ≥ CL in the whole interval I1. Now suppose Dx(t) ≥ CL in Iα, then we have
Dx(tα) ≥ CL, where tα is the end point of Iα. Moreover, by the definition of Iα, we know tα is the
start point of Iα+1, and thus we can apply the same argument as above to conclude
Dx(t) ≥ min{1, Dx(tα), Φ−1(−NDν
2κ
)} ≥ min{1, CL, Φ−1(−NDν
2κ
)} = CL, t ∈ Iα+1,
where the last equality holds due to the definition of CL. Therefore, we apply the induction principle
to conclude that Dx(t) ≥ CL for all t ≥ 0.

Next, we will inductively prove the existence of uniform-in-time lower bound for any Dp.
Lemma 4.2. Let X be a solution to system (2.4) with initial configuration X0 and natural velocities
νi satisfying the following properties
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
For β > 1 and a given integer p such that 0 < p < N(N−1)2 , we suppose there exists a positive
constant C1 > 0 such that Dq ≥ C1 for every q > p and any t ≥ 0. Then there exists a positive
constant C2 > 0 such that
C2 = min
{
Φ−1
(
− N
2κ
[2κmax{|Φ(C1)|, |Φ(+∞)|}+Dν ]
)
, 1, Dp(0),
C1
2
}
, Dp(t) ≥ C2, t ≥ 0,
where Φ−1 is the inverse function of Φ(x) for x > 0.
Proof. Let’s first study the situation in the interval I1. Then, by the definition of I1, there exist
indexes i, j ∈ N such that
Dp(t) = |xi(t)− xj(t)|, t ∈ I1.
In Lemma 4.1, we already show the existence of the lower bound of the diameter of spatial variable.
Therefore, without loss of generality, we may assume xi(t) < xj(t), t ∈ I1. Then, according to (4.1),
we can construct a set
Cij = {n ∈ N | ∃ m ∈ N , s.t., |xn(t)− xm(t)| > Dp(t), t ∈ I1}.
• (Case 1): i /∈ Cij and j ∈ Cij . In this case, we apply the property that i /∈ Cij to obtain for any
m ∈ N that,
(4.6) |xi(t)− xm(t)| ≤ Dp(t) = |xi(t)− xj(t)|, t ∈ I1.
While due to j ∈ Cij , we obtain that there exists an integer mj ∈ N such that
(4.7) |xj(t)− xmj (t)| > Dp(t) = |xi(t)− xj(t)|, t ∈ I1.
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Therefore, according to (4.1), we can find one integer qj,mj > p such that Dqj,mj (t) = |xj(t)−xmj (t)|.
Then by the condition in the statement of Lemma 4.2, we use (4.7) to obtain that Dqj,mj (t) ≥ C1.
Thus, we can apply the triangle inequality, (4.6) and (4.7) to have
C1 ≤ |xj(t)− xmj (t)| ≤ |xj(t)− xi(t)|+ |xi(t)− xmj (t)| ≤ 2Dp(t), t ∈ I1,
which immediately implies that Dp(t) ≥ C12 ≥ C2 for t ∈ I1.
• (Case 2): i ∈ Cij and j /∈ Cij . In this case, we may use the same arguments as in Case 1 to obtain
that Dp(t) ≥ C12 ≥ C2 for t ∈ I1.
• (Case 3): i /∈ Cij and j /∈ Cij . In this case, according to the definition of Cij , we have for any
m ∈ N that,
|xi(t)− xm(t)| ≤ Dp(t) = |xi(t)− xj(t)|, |xj(t)− xm(t)| ≤ Dp(t) = |xi(t)− xj(t)|, t ∈ I1.
Then, it is obvious that Dp(t) has to be the diameter Dx(t) = DN(N−1)
N
(t). However, we already
assume in the present lemma that p < N(N−1)2 . Therefore, this case does not exist.
• (Case 4): i ∈ Cij and j ∈ Cij . In this case, we use the definition of Cij to obtain that there exist
mi,mj ∈ N such that
|xi(t)− xmi(t)| > Dp(t) = |xi(t)− xj(t)|, |xj(t)− xmj (t)| > Dp(t) = |xi(t)− xj(t)|, t ∈ I1.
Then we consider two sub-cases.
 (i) If there exists some integer m ∈ N such that
|xi(t)− xm(t)| > Dp(t), |xj(t)− xm(t)| < Dp(t),
then, due to |xi(t)−xm(t)| > Dp(t), we can find qi,m > p such that Dqi,m = |xi(t)−xm(t)| > Dp(t)
and thus Dqi,m ≥ C1. Therefore, we apply the triangle inequality to have
C1 ≤ |xi(t)− xm(t)| ≤ |xi(t)− xj(t)|+ |xj(t)− xm(t)| < 2Dp(t),
which immediately implies that Dp(t) ≥ C12 ≥ C2 for t ∈ I1. For the other situation that there
exists an integer m ∈ N such that
|xi(t)− xm(t)| < Dp(t), |xj(t)− xm(t)| > Dp(t),
we can use the same arguments to obtain the same results.
 (ii) Now we only need to study the case that for any m ∈ N , one of the following holds,
(4.8)
{ |xi(t)− xm(t)| > Dp(t) and |xj(t)− xm(t)| > Dp(t), t ∈ I1,
|xi(t)− xm(t)| < Dp(t) and |xj(t)− xm(t)| < Dp(t), t ∈ I1.
We will prove Dp(t) ≥ C2 by contradiction in this case. Suppose there exists a t0 ∈ I1 such that
Dp(t) < C2. Then we apply the same argument in Lemma 4.1 to imply that there exists an interval
It0 = [t
∗, t0], which has the following properties
(4.9)
{
Dp(t
∗) = C2,
Dp(t) < C2 ≤ 1, t∗ < t ≤ t0.
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On the other hand, we follow (4.8) to separate N into two sets respectively as below,
(4.10)
{
A = {m ∈ N | |xi(t)− xm(t)| > Dp(t) and |xj(t)− xm(t)| > Dp(t), t ∈ I1},
B = {m ∈ N | |xi(t)− xm(t)| < Dp(t) and |xj(t)− xm(t)| < Dp(t), t ∈ I1}.
Then, the dynamics of Dp(t), i.e. the distance between xi and xj , is governed by the following
differential equation,
D˙p = x˙j(t)− x˙i(t), t ∈ It0
= νj +
κ
N
∑
k 6=j
Φ(xk(t)− xj(t))− νi − κ
N
∑
k 6=i
Φ(xk(t)− xi(t))
= νj − νi − 2κ
N
Φ(xj(t)− xi(t)) + κ
N
∑
k 6=i,j
[Φ(xk(t)− xj(t))− Φ(xk(t)− xi(t))]
= − κ
N
∑
k∈B
[Φ(xj(t)− xk(t)) + Φ(xk(t)− xi(t))]
+
κ
N
∑
k∈A
[Φ(xk(t)− xj(t))− Φ(xk(t)− xi(t))]
+ νj − νi − 2κ
N
Φ(xj(t)− xi(t))
=
3∑
i=1
Ii.
(4.11)
? (I1): For I1 = − κN
∑
k∈B[Φ(xj(t)− xk(t)) + Φ(xk(t)− xi(t))], we apply the definition of the set
B and the assumption xi < xj in I1 to obtain that
xi(t) < xk(t) < xj(t), k ∈ B, t ∈ It0 .
Therefore, we immediately have
(4.12) 0 < xj(t)− xk(t) < Dp(t), 0 < xk(t)− xi(t) < Dp(t), t ∈ It0 .
Combing (4.9), (4.12) and the structure of the communication Φ in (2.3), we obtain that
(4.13)
{
0 < xj(t)− xk(t) ≤ 1, 0 < xk(t)− xi(t) ≤ 1, t ∈ It0 , k ∈ B,
Φ(xj(t)− xk(t)) ≤ 0, Φ(xk(t)− xi(t)) ≤ 0, t ∈ It0 , k ∈ B.
Now we apply (4.13) to obtain the estimate of I1 as below
(4.14) I1 = − κ
N
∑
k∈B
[Φ(xj(t)− xk(t)) + Φ(xk(t)− xi(t))] ≥ 0. t ∈ It0 .
? (I2): For I2 = κN
∑
k∈A[Φ(xk(t)− xj(t))−Φ(xk(t)− xi(t))], we apply the definition of the set A
to imply that
(4.15) |xk(t)− xj(t)| ≥ C1, |xk(t)− xi(t)| ≥ C1.
Moreover, the structure of Φ in (2.3) shows that Φ(s) is monotonic increasing for s > 0 and has a
finite positive limit Φ(+∞) at positive infinity. Therefore, we combine (4.15) and the structure of
Φ to obtain
(4.16)
{ |Φ(xk(t)− xj(t))| ≤ max{|Φ(C1)|, |Φ(+∞)|}, t ∈ It0 ,
|Φ(xk(t)− xi(t))| ≤ max{|Φ(C1)|, |Φ(+∞)|}, t ∈ It0 .
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Then, we apply (4.16) to obtain the estimate of I2 as below
(4.17) I2 = κ
N
∑
k∈A
[Φ(xk(t)− xj(t))− Φ(xk(t)− xi(t))] ≥ −2κmax{|Φ(C1)|, |Φ(+∞)|}, t ∈ It0 .
Now, we combine the estimates (4.14), (4.17) and the equation (4.11) to obtain the differential
inequality of Dp(t) as below,
(4.18) D˙p(t) ≥ −Dν − 2κ
N
Φ(Dp(t))− 2κmax{|Φ(C1)|, |Φ(+∞)|}, t ∈ It0 .
Next, according to the definition of C2, we have C2 ≤ Φ−1
(
− N2κ [2κmax{|Φ(C1)|, |Φ(+∞)|}+Dν ]
)
,
which is equivalent to
(4.19) −Dν − 2κ
N
Φ(C2)− 2κmax{|Φ(C1)|, |Φ(+∞)|} ≥ 0, t ∈ It0 .
Combing (4.9), (4.18), (4.19) and the monotonic property of the communication function Φ, we
obtain
D˙p ≥ 0, t ∈ It0 .
Therefore, we have Dp(t0) ≥ Dp(t∗) = C2 which obviously contradicts to (4.9). Therefore, we
obtain that Dp(t) ≥ C2 for all t ∈ I1 in Case 4. Combining all the analysis from (Case 1) to (Case
4), we can conclude that Dp(t) ≥ C2 for all t ∈ I1.
Next, suppose Dp(t) ≥ C2 in Iα, then we have Dp(tα) ≥ C2, where tα is the end point of Iα.
Moreover, by the definition of Iα, we know tα is the start point of Iα+1, and thus we can apply the
same argument as above to conclude for any t ∈ Iα+1 that,
Dp(t) ≥ min
{
Φ−1
(
− N
2κ
[2κmax{|Φ(C1)|, |Φ(+∞)|}+Dν ]
)
, 1, Dp(tα),
C1
2
}
≥ min
{
Φ−1
(
− N
2κ
[2κmax{|Φ(C1)|, |Φ(+∞)|}+Dν ]
)
, 1, C2,
C1
2
}
= C2,
where the last equality holds due to the definition of C2. Therefore, we apply the induction principle
to conclude that Dp(t) ≥ C2 for all t ≥ 0.

Proof of Theorem 4.1: According to the Lemma 4.1 and Lemma 4.2 and the finite number of
particles, we can inductively construct the uniform lower bound for the distance between particles.
More precisely, we can follow the process in Lemma 4.2 to construct a positive constant Cm such
that
D1(t) = min
i,j∈N
|xi(t)− xj(t)| ≥ Cm, t ≥ 0.

Remark 4.2. By simple calculation, we can derive the order of the lower bound with respect to
particle number N . In fact, we set Φ∞ := limx→+∞Φ(x) = 1β−1 < +∞. Then, if there exist
constants x > 0 and C < 0 such that Φ(x) = C, we can obtain
x = Φ−1(C) = eC , β = 1;
x = Φ−1(C) =
[
1
1− C(β − 1)
] 1
β−1
, β > 1.
(4.20)
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Then we can substitute the equality (4.20) into the induction process and obtain the estimates for
the lower bound of particle distance as below,
Cm ≥ C exp(−N
2 logN
β − 1 ), β > 1.
4.2. Critical coupling strength for mono-cluster formation. In this subsection, we will con-
struct the critical coupling strength κc for mono-cluster formation of the Cucker-Smale model.
According to the collision avoidance results in the previous section, we can immediately conclude
the order preservation of the spatial variable for all time, i.e.
(4.21) x1(t) < x2(t) < · · · < xN (t), t ≥ 0.
The order preservation allows us to apply similar arguments in [22] to yield the asymptotic non-
oscillatory behavior of relative distance between particles governed by the Cucker-Smale system
(2.4). In fact, based on the analysis in [22], we have the following lemma.
Lemma 4.3. Let X be a solution to system (2.4) with initial configuration X0 and natural velocities
νi satisfying the following properties
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
Then for every i, j = 1, . . . , N , we have
lim sup
t→+∞
|xi(t)− xj(t)| = lim inf
t→∞ |xi(t)− xj(t)|.
More precisely, the limit of the relative distance for any two particles exists. Therefore, we imme-
diately obtain that either lim
t→∞ |xi(t)− xj(t)| <∞ or limt→∞ |xi(t)− xj(t)| =∞.
Proof. The proof is almost similar as in [22]. But since we consider singular case and thus the
potential function Φ is very different from regular case, we will keep the details of the proof for
convenience and put it in Appendix A. 
Using the same arguments as in [22], we provide the critical coupling strength κc for the emergence
of mono-cluster flocking of C-S particles:
(4.22) κc = max
1≤l≤N−1
{
−
1
l
∑l
i=1 νi
N−l
N Φ
∞
}
.
In the next lemma, we will show that the sufficient and necessary condition of the emergence of
mono-cluster flocking for system (2.4) is κ > κc.
Lemma 4.4. Let κ be the positive coupling strength and suppose the initial configuration X0 and
natural velocities νi satisfy the following properties
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
Then the condition κ > κc is a sufficient and necessary condition for the emergence of mono-cluster
flocking to the C-S system (2.4). More precisely,
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(1) Assume κ > κc and let X be a solution to system (2.4) with initial data X
0. Then, the
mono-cluster flocking emerges:
∃ x∞ij := lim
t→∞ |xi(t)− xj(t)|, 1 ≤ i, j ≤ N.
(2) Assume that X∞ = (x∞1 , . . . , x∞N ) is an emergent mono-cluster flocking state to system (2.4)
with some initial configuration X0. Then, κ > κc holds.
Proof. The proof is almost similar as in [22]. But since we consider singular case and thus the
potential function Φ is very different from the regular case, we will keep the details of the proof for
convenience and put it in Appendix B.

4.3. Sufficient and necessary condition for multi-cluster formation. In this part, we will
provide a sufficient and necessary condition for multi-cluster formation emergence. Actually, we
will describe how to capture the asymptotic clusters only based on natural velocities and coupling
strength. Similar as in [22], we will provide a clustering algorithm to divide the entire ensemble
into several sub-ensembles for the given natural velocities νi and a fixed coupling stength κ. Here,
we denote (a, b] = {a+1 ≤ · · · ≤ b}. For a given sub-ensemble (a, b], we introduce the local average
velocity, local average position, and local average velocity and position fluctuations as follows:
ν¯(a,b] :=
1
b− a
b∑
j=a+1
νi, x¯
(a,b] :=
1
b− a
b∑
j=a+1
xj ,
νˆ
(a,b]
j := νj − ν¯(a,b], xˆ(a,b]j := xj − x¯(a,b], for a < j ≤ b.
(4.23)
We first fix the natural velocity ν and suppress the ν-dependence in clustering number Nc(ν, κ),
namely, we set
Nc(κ) := Nc(ν, κ).
Note that the natural velocities are not monotonic. We will divide the entire ensemble into several
sub-ensembles according to the following algorithm:
(4.24)

n0 = 0,
Il := {nl−1 + 1}
∪
{
m : 1k−nl−1
∑k
j=nl−1+1 νˆ
(nl−1,m]
j + κ
m−k
N Φ
∞ > 0, for any nl−1 < k ≤ m− 1
}
,
nl = max Il.
Now for a fixed natural velocity ν and a given coupling stength κ, by the clustering algorithm (4.24)
we will have a partition of particles below
{1, . . . , N} =:
Nc(κ)⊔
j=1
Ij ,
n0 := 0, nNc(κ) := N, Il = {nl−1 + 1, . . . , nl}, l = 1, . . . , Nc(κ).
For each sub-ensemble Il(1 ≤ l ≤ Nc(κ)), according to the clustering algorithm (4.24), we have the
corresponding conditions
1
k − nl−1
k∑
j=nl−1+1
νˆ
(nl−1,nl]
j + κ
nl − k
N
Φ∞ > 0, for all nl−1 < k ≤ nl − 1.
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(a) κ = 1.6 (b) κ = 0.4
(c) κ = 0.01 (d) Number of clusters
Figure 2. Clustering dynamics of the first-order model
Figure 2(a), 2(b) and 2(c) shows the asymptotical behavior and clustering formation of the first
order C-S model with κ = 1.6, 0.4 and 0.01 respectively. We emphasize that there are no collisions
in Figure 2(b) and 2(c) although it looks like due to the scale of the figures. Figure 2(d) provides
the number of the clusters for different coupling strength κ based on the algorithm (4.24), which
is compatible with the numerical results in Figure 2(a), 2(b) and 2(c). We now present the main
result on the complete clustering predictability to system (2.4) according to the constructed clus-
tering algorithm (4.24). Then the sufficient and necessary condition for p-cluster formation will be
provided for any positive integer 1 ≤ p ≤ N .
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Theorem 4.2. Let X be a solution to system (2.4) with initial configuration X0 and natural
velocities νi satisfying the following properties
N∑
i=1
x0i = 0,
N∑
i=1
νi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
Moreover, for a given coupling strength κ, let {I1, . . . , INc(κ)} be a partition of the whole ensemble
constructed by the clustering algorithm (4.24). Then, we have the following assertions:
(i) The sub-ensemble Ii = {ni−1 +1, . . . , ni} forms a maximal cluster-flocking asymptotically: for
i 6= j,
∃ lim
t→∞ |xk(t)− xl(t)| <∞ ∀ k, l ∈ Ii and
sup
0≤t<∞
min
k∈Ii
l∈Ij
|xk(t)− xl(t)| =∞ for i 6= j.
(ii) The asymptotic group velocity v∞i is given by the following explicit formula:
v∞i := ν¯
(ni−1,ni] +
κ(N − ni − ni−1)
N
Φ∞, 1 ≤ i ≤ Nc(κ).
(iii) The p-cluster formation emergence occurs if and only if p = Nc(κ) and the clusters are exactly
Ii where i = 1, . . . , p.
Proof. The proof is almost similar as in [22]. But since we consider singular case and thus the
potential function Φ is very different from regular case, we will keep the details of the proof for
convenience and put it in Appendix C.

4.4. Multi-cluster formation in second order C-S model. In this subsection, we discuss the
multi-cluster flocking for the second-order C-S model with communication rate ψ(s) = 1|s|β where
β > 1. Due to the equivalent relation between the first-order system (2.4) and second-order system
(1.1), the results on multi-cluster flocking for second-order system are almost the same as what
are obtained for first-order system. The reason why we emphasize the second-order model (1.1) is
that when we start from the model (1.1) to construct natural velocities νi via the relation (2.4)2,
the natural velocities νi depends on the coupling strength κ as well. Therefore, for the second-
order model (1.1), as we changes κ to construct the critical value of coupling strength, the natural
velocities will also change accordingly. Thus, the results for second-order model (1.1) are slightly
different from the first-order model (2.4). Now, we present the sufficient and necessary condition
of the emergence of multi-cluster formation for second-order model (1.1) with β > 1.
Theorem 4.3. Let X be a solution to system (1.1) with β > 1 and initial configuration (X0, V 0)
satisfying the following properties
N∑
i=1
x0i = 0,
N∑
i=1
vi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
Then the following assertions hold:
(i) Asymptotical p-cluster formation emerges for the second-order model (1.1) with β > 1 if and
only if asymptotical p-cluster formation emerges for the model (2.4).
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(ii) Moreover, the asymptotic p-cluster formation
⊔p
i=1 Ii with |Ii| = ni − ni−1 can also be con-
structed by the same algorithm (4.24) and the group velocity v∞i for Ii can be expressed by the
following formula:
v∞i =
1
ni − ni−1
ni∑
k=ni−1+1
v0i −
κ
(ni − ni−1)N
ni∑
k=ni−1+1
N∑
j=1
j 6=i
Φ(x0j − x0i ) +
κ(N − ni − ni−1)
N
Φ∞.
Proof. The proof of Theorem 4.3 can be directly obtained by the equivalence relation between the
model (1.1) and (2.4). And by substituting νi in (2.4) into the asymptotic group velocity formula
in Theorem 4.2 we get the asymptotic group velocity v∞i expressed by above formula.

Next, we will construct the critical coupling strength for mono-cluster emergence in the second
order system (1.1) with β > 1. Actually the natural velocities νi given by (2.4) can be rewritten as
νi(X
0, V 0, κ)
κ
=
v0i
κ
− 1
N
N∑
k=1
k 6=i
Φ(x0k − x0i ).
It’s obvious that when κ is large enough, the part of the relative initial position is dominant,
whereas the initial velocity is dominant part when κ is small enough. This leads to the different
value of natural velocities for different κ, and thus the cluster formation from algorithm (4.24)
changes along with κ. Fortunately, according to (2.4), the natural velocity νi linearly depends on
the coupling strength κ. Therefore, the critical coupling strength κc for emergence of mono-cluster
in the second order system (1.1) can be determined in a similar way as before.
Corollary 4.1. Let X be a solution to system (1.1) with β > 1 and initial configuration (X0, V 0)
satisfying the following properties
N∑
i=1
x0i = 0,
N∑
i=1
vi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
Then we can find a positive constant κc such that{
mono-cluster formation, κ ∈ (κc,+∞),
multi-cluster formation, κ ∈ (0, κc].
Proof. We follow the first order reduction in Section 2 to construct the first order model and
corresponding natural velocities νi. Then the natural velocities {νi} and coupling strength κ satisfy
the following properties for large κ,
(4.25)
N∑
i=1
νi = 0,
−∑li=1 νi
κ
<
(N − l)l
N
Φ∞, 1 ≤ l ≤ N − 1.
Therefore, according to the algorithm (4.24), mono-cluster flocking emerges for large enough κ.
Then we define the critical value of coupling strength as follows
κc := inf{κ : (4.25) holds}.
If κ ≤ κc, then we directly apply the definition of κc and Theorem 4.2 to obtain that mono-cluster
formation will not occur. On the other hand, for any κ > κc, we will show (4.25) always holds and
then we can combine Theorem 4.2 to conclude the emergence of mono-cluster formation. In fact,
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from the definitioin of κc, for any positive constant ε, we can find a κc(ε) satisfying (4.25) such
that
κc ≤ κc(ε) < κc + ε.
Then at κc(ε), (4.25) holds with respect to the natural velocities at κc(ε). That is, for all 1 ≤ l ≤
N − 1,
−∑li=1(v0i − κc(ε)N ∑k 6=i Φ(x0k − x0i ))
κc(ε)
=
−∑li=1 νi
κc(ε)
<
(N − l)l
N
Φ∞.
We rewrite the left-hand side of above formula as below,
−∑li=1 νi
κc(ε)
=
−∑li=1 v0i
κc(ε)
+
1
N
l∑
i=1
∑
k 6=i
Φ(x0k − x0i ) =
−∑li=1 v0i
κc(ε)
+
1
N
l∑
i=1
N∑
k=l+1
Φ(x0k − x0i ).
Then, we consider two cases, respectively.
 (Case 1): If −∑li=1 v0i ≤ 0, then for any κ ≥ κc(ε), we obviously have that the natural velocities
at κ satisfy
−∑li=1(v0i − κN ∑k 6=i Φ(x0k − x0i ))
κ
≤ 1
N
l∑
i=1
N∑
k=l+1
Φ(x0k − x0i ) <
(N − l)l
N
Φ∞.
 (Case 2): If −∑li=1 v0i > 0, then for any κ ≥ κc(ε), we exploit the monotone decreasing property
of
−∑li=1 v0i
κ with respect to κ to obtain that
−∑li=1(v0i − κN ∑k 6=i Φ(x0k − x0i ))
κ
≤ −
∑l
i=1 v
0
i
κc(ε)
+
1
N
l∑
i=1
N∑
k=l+1
Φ(x0k − x0i ) <
(N − l)l
N
Φ∞.
Combining results of two cases, we obtain that for any κ ≥ κc(ε), (4.25) holds with respect to
the natural velocities at κ. Then by the arbitrary choice of ε, we obtain that (4.25) holds for any
κ > κc, thus mono-cluster flocking occurs.

Figure 3. Number of clusters for second order model
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Figure 3 shows the number of clusters of second order C-S model for different κ. Different from
the first order model, the number of clusters may increase and decrease when κ increases from zero
to positive infinity.
5. Difference between regular and singular C-S model
In this section, we will discuss the differences between C-S model with regular communication
and singular communication. In fact, from the analysis in Section 3 and Section 4, we already
know some differences between the regular case and singular case. When β < 1, we have analytic
solution for any initial data and flocking occurs only when t tends to infinity if the communication
function is regular, while we only have the weak solution in the sense of Definition 2.1 and finite
time flocking (sticking) may occur if the communication function is singular. On the other hand,
when β > 1, collision may occur in regular case and we show the collision avoidance in singular
case. In the following, we will continue to show two differences between regular and singular C-S
model.
5.1. Critical order of singularity: β = 1. In this section, we discuss the dynamics of system
(1.1) in the case that β = 1. In this case, [7] provided a proof of collision avoidance. Thus
the solution to (1.1) is analytic and we may apply the result of Proposition 4.1 in [25] to obtain
that there exists a positive constant CM such that the diameter of positions satisfies the following
estimate:
Dx(t) = max
1≤i,j≤N
|xi(t)− xj(t)| ≤ CM , t ≥ 0.
This upper bound of the diameter of spatial variable immediately leads to the unconditional flocking.
However, different from the regular case, there will be no collision for all time if the communication
function is singular. Therefore, we apply the same arguments as in Lemma 4.1 and 4.2, we can also
show the uniform lower bound of the distance between particles in the critical case β = 1. More
precisely, we have the following theorem for singular C-S model with β = 1.
Theorem 5.1. Let X be a solution to the second order equations (1.1) with singular communica-
tion function and β = 1, and suppose that the initial configuration (X0, V 0) satisfy the following
properties
N∑
i=1
x0i = 0,
N∑
i=1
vi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
Then the following assertions hold:
(1) There exist positive constants C ′m1 and C
′
M1
such that
C ′m1 ≤ |xi(t)− xj(t)| ≤ C ′M1 , 1 ≤ i 6= j ≤ N, t ≥ 0.
(2) Unconditional flocking occurs and there exists an equilibrium state X∞ = (x∞1 , · · · , x∞N )
such that
|X(t)−X∞| ≤ Ce−κψ(C′M1 )t, |V (t)| ≤ C ′e−κψ(C′M1 )t.
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5.2. Cluster formation for small coupling strength when β > 1. We then consider the sit-
uation when β > 1 and the coupling strength κ is sufficiently small. It is known in [22, 26] that,
for regular case, N cluster formation will occur when κ is sufficiently small provided all natural
velocities are different from each other. However, this is not true if the communication function
is singular. Actually, we will provide an new algorithm to describe the cluster formation in this case.
Due to the equivalent relation between the system (2.4) and the second-order system (1.1), for
a given κ, we substitute νi constructed by the formula (2.4)2 into the clustering algorithm (4.24)
to obtain the parallel clustering algorithm for the second-order system:
(5.1)

n0 = 0,
Il := {nl−1 + 1}
∪
{
m : 1k−nl−1
∑k
j=nl−1+1 v̂
0
j
(nl−1,m]
+ κA > 0, for all nl−1 < k ≤ m− 1
}
,
nl = max Il,
where we use the notations as in (4.23) for the inital velocity v0i and for notational simplicity we
set A as below,
A = − 1
(k − nl−1)N
k∑
j=nl−1+1
N∑
k=1
k 6=j
Φ(x0k − x0j ) +
1
N(m− nl−1)
m∑
i=nl−1+1
N∑
k=1
k 6=i
Φ(x0k − x0i ) +
m− k
N
Φ∞.
On the other hand, we introduce another algorithm which depends on the initial velocities {v0i }
but is independent of the coupling strength κ:
(5.2)
n0 = 0,
Il := {nl−1 + 1} ∪
m : 1k − nl−1
k∑
j=nl−1+1
v̂0j
(nl−1,m]
> 0, for all nl−1 < k ≤ m− 1
 ,
nl = max Il.
We will show in the next lemma that the algorithm (5.1) and (5.2) are equivalent when κ is
sufficiently small. Therefore, the cluster formation will follow the algorithm (5.2) and only depends
on initial velocities for sufficiently small κ.
Lemma 5.1. Let X be a solution to the second order equations (1.1) with singular communica-
tion function and β > 1, and suppose that the initial configuration (X0, V 0) satisfy the following
properties
(5.3)
N∑
i=1
x0i = 0,
N∑
i=1
vi = 0, x
0
i 6= x0j , 1 ≤ i 6= j ≤ N.
For any given κ, assume that asymptotic pκ-cluster formation
⊔pκ
l=1 Jl with |Jl| = n¯l− n¯l−1 emerges
from the algorithm (5.1). Moreover, the cluster formation constructed from the algorithm (5.2) is
denoted by
⊔q
l=1 Il with |Il| = nl − nl−1. Then, for almost all initial data satisfying (5.3), we
conclude for sufficiently small κ that
(5.4) pκ = q, and Jl = Il, l = 1, . . . , q.
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Proof. We prove that (5.4) holds by contradiction. Suppose (5.4) does not hold for κ sufficiently
small. Then there exists l ≥ 1 such that
(5.5) Il 6= Jl, and Ij = Jj , 1 ≤ j ≤ l − 1.
Due to the relation (5.5), we have nl−1 = n¯l−1. Thus, the group Jl can be rewritten as Jl =
(nl−1, n¯l] where n¯l 6= nl. We claim that nl < n¯l. Indeed, from algorithm (5.2), for the group Il we
have the following relations
1
k − nl−1
k∑
j=nl−1+1
v̂0j
(nl−1,nl]
> 0, for all nl−1 < k ≤ nl − 1.
When κ is sufficiently small, combing the above inequality and κ > 0, we have
(5.6)
1
k − nl−1
k∑
j=nl−1+1
v̂0j
(nl−1,nl]
+ κA1 ≥ 0, for all nl−1 < κ ≤ nl − 1,
where
A1 = − 1
(k − nl−1)N
k∑
j=nl−1+1
N∑
k=1
k 6=j
Φ(x0k − x0j ) +
1
N(nl − nl−1)
nl∑
i=nl−1+1
N∑
k=1
k 6=i
Φ(x0k − x0i ) +
nl − k
N
Φ∞.
Then it is clear from the algorithm (5.1)3 that for the group Jl we have nl ≤ n¯l. Since nl 6= n¯l, we
obtain nl < n¯l. However, from the definition of nl for group Il in (5.2) and the fact that nl < n¯l,
it is known that there exists nl−1 < k0 ≤ n¯l − 1 such that
1
k0 − nl−1
k0∑
j=nl−1+1
v̂0j
(nl−1,n¯l] ≤ 0.
Suppose the equality holds in above formula. Then the equality generates a lower dimensional
hyperplane, which is of zero measure in N dimensional phase space. Thus for almost all initial
data, we have the following inequality
1
k0 − nl−1
k0∑
j=nl−1+1
v̂0j
(nl−1,n¯l]
< 0.
Therefore, for κ > 0 enough small, we get
(5.7)
1
k0 − nl−1
k0∑
j=nl−1+1
v̂0j
(nl−1,n¯l]
+ κA2(k0) < 0,
where A2(k) depending on the integer k is expressed by the formula as follows
A2(k) = − 1
(k − nl−1)N
k∑
j=nl−1+1
N∑
k=1
k 6=j
Φ(x0k −x0j ) +
1
N(n¯l − nl−1)
n¯l∑
i=nl−1+1
N∑
k=1
k 6=i
Φ(x0k −x0i ) +
n¯l − k
N
Φ∞.
However, for the group Jl, it can be seen from the algorithm (5.1) that the coupling strength κ
satisfies the following rules
(5.8)
1
k − nl−1
k∑
j=nl−1+1
v̂0j
(nl−1,n¯l]
+ κA2(k) ≥ 0, for all nl−1 < k ≤ n¯l − 1.
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Since the index k0 satisfies nl < k0 ≤ n¯l − 1, (5.7) obviously contradicts to (5.8) for κ sufficiently
small. Thus, we derive the desired result. 
Remark 5.1. Lemma 5.1 shows us the differences between the regular case and singular case. In
fact, for second-order system (1.1), we know from Lemma 5.1 that, when κ is sufficiently small, the
asymptotic cluster formation is not going to change and can be determined by the algorithm (5.2).
Note that how small the coupling strength κ should depends on the initial position and velocity.
Then if we let v0N < · · · < v01, it is obviously from the algorithm (5.2) that mono-cluster flocking
will occur if κ > 0. This phenomenon is quite different from the regular case, in which N cluster
formation will always emerge for small κ for almost all initial data. These differences are verified
in Figure 4, which shows the simulation of both regular and singular models with twenty oscillators.
6. Summary
In the present paper, we study the C-S model with singular communication weight on the real
line. For β < 1, we show the uniqueness of the weak solution in the sense of Definition 2.1 and
provide the exponentially fast unconditional flocking. Moreover, we give an explicit analysis on the
collision behavior depending on the natural velocities and conclude the sticking phenomenon occurs
if and only if two natural velocities are identical. For β > 1, we show the uniform-in-time lower
bound of the relative distance between particles and provide the sufficient and necessary condition
for the emergence of multi-cluster formation. For β = 1, we show that unconditional flocking will
occur and construct the uniform-in-time lower bound of the relative distance between particles.
Therefore, we provide a complete classification of the asymptotical behavior of the C-S model with
singular communication weight on the real line. So far, we do not know how to deal with the higher
dimensional model, and this will be our future work.
Appendix A. Proof of Lemma 4.3
Below, we will show that the configuration {xi} will form either a mono-cluster or multi-clusters
asymptotically and will not oscillate when time tends to infinity. More precisely, we will verify that
for every i, j, we have limt→+∞ |xi(t)− xj(t)| < +∞, if xi and xj are in the same cluster;lim
t→+∞ |xi(t)− xj(t)| = +∞, if xi and xj are in the different cluster.
First, as we already prove the non-collision property for β > 1. Therefore the the system (2.4)
admits an analytic solution and thus we can apply the arguments of [29] to show that the velocity
will not oscillate, i.e.
∃ lim
t→+∞ vi(t) = v
∞
i for any i = 1, . . . , N.
Then we can apply the same idea from [22, 26] to show the uniqueness of equilibrium for the
sub-system of (2.4).
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(a) Regular with κ = 0.01 (b) Singular with κ = 0.01
(c) Regular with κ = 1.2 (d) Singular with κ = 1.2
(e) Number of cluster for regular (f) Number of cluster for singular
Figure 4. Comparison between regular and singular models
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Lemma A.1. For any given 1 ≤ m ≤ N and {νi}Ni=m, let Y∞ = (y∞m , . . . , y∞N ) ∈ RN−m+1 be a
solution to the following equilibrium system:
(A.1) νi +
κ
N
N∑
k=m
k 6=i
Φ(y∞k − y∞i ) = 0, i = m, . . . , N,
where
∑N
k=m y
∞
k = 0 and Φ is defined as in (2.3). Then Y
∞ is unique up to permutation.
Proof. We prove by contradiction. Suppose Y∞ = (y∞m , . . . , y∞N ) ∈ RN−m+1 and Y¯∞ = (y¯∞m , . . . , y¯∞N ) ∈
RN−m+1 are two different solutions of (A.1). Then, we have
(A.2)
νi +
κ
N
N∑
k=m
k 6=i
Φ(y∞k − y∞i ) = 0, i = m, . . . , N,
νi +
κ
N
N∑
k=m
k 6=i
Φ(y¯∞k − y¯∞i ) = 0, i = m, . . . , N.
In view of permutation, without loss of generality, we may assume that the partial configurations
Y∞ and Y¯∞ are sorted as follows:
(A.3) y∞m < y
∞
m+1 < · · · < y∞N , y¯∞m < y¯∞m+1 < · · · < y¯∞N .
We introduce three index sets:
A := {i : y¯∞i > y∞i }, B := {i : y¯∞i < y∞i }, C := {i : y¯∞i = y∞i }.
Since Y∞ and Y¯∞ are different, at least one of the sets A and B is non-empty. Without loss of
generality, suppose the set A is non-empty. Then we claim that B is an empty set. If not the case,
B 6= ∅. It is known from (A.2)2 that for all i ∈ B,
νi = − κ
N
N∑
k=m
k 6=i
Φ(y¯∞k − y¯∞i ).
We take sum on above equation for all i ∈ B to obtain that
(A.4)
∑
i∈B
νi = − κ
N
∑
i∈B
N∑
k=m
k 6=i
Φ(y¯∞k − y¯∞i ) = −
κ
N
∑
i∈B
∑
k 6∈B
Φ(y¯∞k − y¯∞i ),
where we apply the cancellation that
∑
i∈B
∑
k∈B
k 6=i
Φ(y¯∞k − y¯∞i ) = 0. Since i ∈ B and k 6∈ B, we have
y¯∞i < y
∞
i and y¯
∞
k ≥ y∞k . Then we combine these inequalities and (A.3) to obtain that
either 0 < y¯∞i − y¯∞k < y∞i − y∞k or y¯∞i − y¯∞k < y∞i − y∞k < 0.
Then according to the monoticity of Φ, for i ∈ B and k 6∈ B we have Φ(y¯∞i − y¯∞k ) < Φ(y∞i − y∞k ).
Thus, it follows from (A.4) that∑
i∈B
νi = − κ
N
∑
i∈B
∑
k 6∈B
Φ(y¯∞k − y¯∞i ) < −
κ
N
∑
i∈B
∑
k 6∈B
Φ(y∞i − y∞k ) =
∑
i∈B
νi.
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This is clearly contradictory and thus we conclude B = ∅. We next prove A is empty. If not, we
have
0 =
N∑
i=m
y¯∞i >
N∑
i=m
y∞i = 0,
which is again a contradiction. Thus, we have A and B are empty and conclude that
y¯∞i = y
∞
i , i = m, . . . , N.

Next, we will prove either mono-cluster or multi-clusters will emerge asymptotically and oscil-
lation will never happen. For this, we first show the dichotomy of the asymptotic behavior of
|xi − xN |.
Lemma A.2. Let X be a solution of system (2.4). Then for each i = 1, . . . , N , we have the
following dichotomy:
either lim
t→∞ |xi(t)− xN (t)| <∞ or limt→∞ |xi(t)− xN (t)| =∞.
Proof. If not the case, there exists at least one j ∈ N satisfying
(A.5) lim sup
t→+∞
|xj(t)− xN (t)| 6= lim inf
t→+∞ |xj(t)− xN (t)|.
We construct two sets:
(A.6)
E1 := {i : lim inft→+∞ |xN (t)− xi(t)| = +∞},E2 := {i : lim inf
t→+∞ |xN (t)− xi(t)| < +∞}.
Obviously, E1 ∪ E2 = {1, 2, . . . , N}. For i ∈ E1, we have lim
t→+∞ |xN (t) − xi(t)| = +∞. Therefore,
for j satisfying the relation (A.5), we obtain j ∈ E2. Moreover, the limit of the velocity always
exists according to [29]. Therefore if lim
t→+∞ vi(t) 6= limt→+∞ vN (t), we have i ∈ E1. Thus, for i ∈ E2,
we have
(A.7) lim
t→+∞ vi(t) = limt→+∞ vN (t).
If E2 = ∅, we derive the desired result. Otherwise, we set m := minE2. Then, according to the
well order of spatial variable and the definition of the sets E1 and E2, we have
E1 = {1, . . . ,m− 1}, E2 = {m, . . . , N}.
From the definition of E2, there exists Cm such that
(A.8) lim inf
t→+∞ |xN (t)− xm(t)| = Cm < +∞.
Next, depending on the value of lim supt→+∞ |xN (t)−xm(t)|, we will split the analysis into two cases.
 Case A: Suppose that lim sup
t→+∞
|xN (t) − xm(t)| = Cm. Combining this assumption and (A.8), we
obtain that
lim
t→+∞ |xN (t)− xm(t)| = Cm.
Now for i ∈ E2, i.e. m < i < N , we have xm < xi < xN . Then we claim that
lim sup
t→+∞
|xN (t)− xi(t)| = lim inf
t→+∞ |xN (t)− xi(t)|.
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If not, there exists some i0 ∈ E2 and xm < xi0 < xN such that
lim inf
t→+∞ |xN (t)− xi0(t)| < lim supt→+∞ |xN (t)− xi0(t)| ≤ lim supt→+∞ |xN (t)− xm(t)| = Cm.
Then, the uniform boundedness provides convergence subsequences. Therefore, we can find two
time sequences {t1l }∞l=1 and {t2l }∞l=1 such that
(A.9)
lim
l→+∞
t1l = +∞, lim
l→+∞
|xN (t1l )− xi0(t1l )| = lim inft→+∞ |xN (t)− xi0(t)|,
lim
l→+∞
t2l = +∞, lim
l→+∞
|xN (t2l )− xi0(t2l )| = lim sup
t→+∞
|xN (t)− xi0(t)|.
Since the sequence {|xN (t) − xm(t)|} is convergent when t → ∞, there exists a constant M > 0
such that for all i, j ∈ E2
|xi(t)− xj(t)| ≤ |xN (t)− xm(t)| ≤M, t > 0.
In particular, we have the estimates for t1l and t
2
l , i.e.
|xi(t1l )− xj(t1l )| ≤M, |xi(t2l )− xj(t2l )| ≤M, i, j ∈ E2.
Then, we can find two subsequences {t1lp}∞p=1 and {t2lp}∞p=1 of sequences {t1l }∞l=1 and {t2l }∞l=1, respec-
tively such that
(A.10)
 limp→+∞ |xi(t
1
lp)− xj(t1lp)| < +∞, limp→+∞ |xi(t
2
lp)− xj(t2lp)| < +∞ i, j ∈ E2,
lim
p→+∞ |xi(t
1
lp)− xj(t1lp)| = +∞, limp→+∞ |xi(t
2
lp)− xj(t2lp)| = +∞ i ∈ E1, j ∈ E2.
From system (2.4), the dynamics of the particles in E2 will be governed by the following differential
equations,
x˙i = νi +
κ
N
m−1∑
k=1
Φ(xk − xi) + κ
N
N∑
k=m
k 6=i
Φ(xk − xi), t > 0, i ∈ E2.
Now, we let p tends to infinity in two sequences {t1lp}∞p=1 and {t2lp}∞p=1 respectively. Then we obtain
from above differential equations that, for i ∈ E2,
lim
t1lp→+∞
x˙i = νi + lim
t1lp→+∞
κ
N
m−1∑
k=1
Φ(xk − xi) + lim
t1lp→+∞
κ
N
N∑
k=m
k 6=i
Φ(xk − xi),
lim
t2lp→+∞
x˙i = νi + lim
t2lp→+∞
κ
N
m−1∑
k=1
Φ(xk − xi) + lim
t2lp→+∞
κ
N
N∑
k=m
k 6=i
Φ(xk − xi).
Then according to (A.7), (A.10), the definition of m and the above limits, we immediately obtain
the following equalities,
(A.11)

lim
t→+∞ vN (t) = νi −
κ
N
m−1∑
k=1
Φ∞ +
κ
N
N∑
k=m
k 6=i
Φ( lim
t1lp→+∞
(xk − xi)), i ∈ E2,
lim
t→+∞ vN (t) = νi −
κ
N
m−1∑
k=1
Φ∞ +
κ
N
N∑
k=m
k 6=i
Φ( lim
t2lp→+∞
(xk − xi)), i ∈ E2.
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Now, we set yi := xi − xN . According to (A.10), we conclude the limits of yi exists for the subse-
quences {t1lp}∞p=1 and {t2lp}∞p=1. Therefore, we may denote limp→+∞ yi(t
1
lp
) = y1i (+∞), limp→+∞ yi(t
2
lp
) =
y2i (+∞) and limt→+∞ vN (t) = v
∞
N . Then, (A.11) can be rewritten as below,
(A.12)

0 = νi − v∞N −
κ
N
m−1∑
k=1
Φ∞ +
κ
N
N∑
k=m
k 6=i
Φ(y1k(+∞)− y1i (+∞)), i ∈ E2,
0 = νi − v∞N −
κ
N
m−1∑
k=1
Φ∞ +
κ
N
N∑
k=m
k 6=i
Φ(y2k(+∞)− y2i (+∞)), i ∈ E2.
Next, we shift y1k(+∞) and y2k(+∞) to define y¯1k(+∞) and y¯2k(+∞) for each k ∈ E2 as below,
y¯1k(+∞) = y1k(+∞)−
1
N −m+ 1
N∑
i=m
y1i (+∞), y¯2k(+∞) = y2k(+∞)−
1
N −m+ 1
N∑
i=m
y2i (+∞),
which both satisfy the zero sum condition
∑N
i=m y¯
1
i (+∞) =
∑N
i=m y¯
2
i (+∞) = 0. Then, (A.12) can
be rewritten as
0 = νi − v∞N −
κ
N
m−1∑
k=1
Φ∞ +
κ
N
N∑
k=m
k 6=i
Φ(y¯1k(+∞)− y¯1i (+∞)), i ∈ E2,
0 = νi − v∞N −
κ
N
m−1∑
k=1
Φ∞ +
κ
N
N∑
k=m
k 6=i
Φ(y¯2k(+∞)− y¯2i (+∞)), i ∈ E2.
From (A.9), we have
y1i0(+∞) = lim
t1lp→+∞
(xi0 − xN ) = − lim
l→+∞
|xN (t1l )− xi0(t1l )| = − lim inft→+∞ |xN (t)− xi0(t)|,
y2i0(+∞) = lim
t2lp→+∞
(xi0 − xN ) = − lim
l→+∞
|xN (t2l )− xi0(t2l )| = − lim sup
t→+∞
|xN (t)− xi0(t)|.
It yields that y1i0(+∞) 6= y2i0(+∞), hence, y¯1i0(+∞) 6= y¯2i0(+∞). Therefore, we construct two
different solutions {y¯1k(+∞)}Nk=m and {y¯2k(+∞)}Nk=m to the same equation (A.12), which is a con-
tradiction to Lemma A.1.
 Case B: On the other hand, suppose that
lim sup
t→+∞
|xN (t)− xm(t)| > Cm.
That is, the limit of |xN (t)− xm(t)| when t tends to infinity does not exist. Then we can find two
time sequences {t1l }∞l=1 and {t2l }∞l=1 such that
lim
l→+∞
t1l = +∞, lim
l→+∞
t2l = +∞, lim
l→+∞
|xN (t1l )− xm(t1l )| = lim inft→+∞ |xN (t)− xm(t)|,
lim
l→+∞
|xN (t2l )− xm(t2l )| = min
{
lim sup
t→+∞
|xN (t)− xm(t)|, lim inf
t→+∞ |xN (t)− xm(t)|+ 1
}
.
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Then, using the same arguments as in Case A, we can find two subsequences {t1lp}∞p=1 and {t2lp}∞p=1
respectively such that for i, j ∈ E2,∃ limp→+∞ |xi(t
1
lp)− xj(t1lp)| < +∞, ∃ limp→+∞ |xi(t
2
lp)− xj(t2lp)| < +∞, i, j ∈ E2,
lim
p→+∞ |xi(t
1
lp)− xj(t1lp)| = +∞, limp→+∞ |xi(t
2
lp)− xj(t2lp)| = +∞, i ∈ E1, j ∈ E2.
Then, by same analysis as in Case A, we can obtain two different solutions of the correspond-
ing constrained equilibrium system, since at least y¯1m(+∞) 6= y¯2m(+∞). This is a contradiction
according to Lemma A.1.
Now we combine the analysis in Case A and Case B to obtain the desired result.

Corollary A.1. Let X be a solution of system (2.4) with initial data X0 and assume the components
of X0 are sorted as below
x01 < x
0
2 < . . . < x
0
N .
Then we can seperate N particles as follows:
(A.13)
F1 = { i : ∃ limt→+∞ |xN (t)− xi(t)| < +∞},F2 = { i : lim
t→+∞ |xN (t)− xi(t)| = +∞}.
Moreover, we have  limt→+∞ |xi(t)− xj(t)| < +∞, i, j ∈ F1,lim
t→+∞ |xi(t)− xj(t)| = +∞, i ∈ F1, j ∈ F2.
Proof. Under the assumption that x01 < . . . < x
0
N , it is known that components of X are ordered,
that is, x1(t) < x2(t) < · · · < xN (t), t ≥ 0. Then it follows from Lemma A.2 that (A.13) holds.
Combing the definition of F1 and the continuity of X, for i, j ∈ F1, we have
∃ lim
t→+∞(xN (t)− xi(t)) < +∞ and ∃ limt→+∞(xN (t)− xj(t)) < +∞.
Then, it is easy to see that the limit of xi − xj exists for i, j ∈ F1 since
lim
t→+∞(xi(t)− xj(t)) = − limt→+∞(xN (t)− xi(t)) + limt→+∞(xN (t)− xj(t)), i, j ∈ F1.
That is, ∃ limt→+∞ |xi(t)− xj(t)| < +∞, i, j ∈ F1. Next, for i ∈ F1, j ∈ F2, by triangle inequality
we have
|xi(t)− xj(t)| ≥ |xN (t)− xj(t)| − |xN (t)− xi(t)|.
We take inferior limit on both sides of above inequality to obtain that
lim inf
t→+∞ |xi(t)− xj(t)| ≥ limt→+∞ |xj(t)− xN (t)| − limt→+∞ |xN (t)− xi(t)| = +∞,
due to the fact that limt→+∞ |xj(t)− xN (t)| = +∞. Thus, for i ∈ F1, j ∈ F2, we have
lim
t→+∞ |xi(t)− xj(t)| = +∞, i ∈ F1, j ∈ F2.

Proof of Lemma 4.3. From Lemma A.2 and Corollary A.1, it is known that m ∈ N can be found
such that
F1 = {m, . . . , N}, F2 = {1, . . . ,m− 1},
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where F1 and F2 are defined in (A.13). Thus, we can repeat the same arguments in Lemma A.2
and Corollary A.1 inductively to seperate {x1, x2, . . . , xN} into finite subsets:
{x1, x2, . . . , xN} =
q⋃
j=1
Gj , Gj = {xj1, . . . , xjnj}, j = 1, . . . , q,
x11 = x1, x
q
nq = xN , x
j
1 = x1+
∑j−1
i=1 ni
,
lim
t→+∞ |x
j
k − xjl | < +∞, limt→+∞ |x˙
j
k − x˙jl | = 0,
lim
t→+∞ |x
i
k − xjl | = +∞, i 6= j.

Appendix B. Proof of Lemma 4.4
Proof of Lemma 4.4. (1) Suppose κ > κc, we claim that mono-cluster flocking will emerge asymp-
totically:
x∞ij := lim
t→+∞ |xi(t)− xj(t)| < +∞, 1 ≤ i, j ≤ N.
If not, there exists some l0 (1 ≤ l0 ≤ N − 1) such that lim
t→+∞(xl0+1(t) − xl0(t)) = +∞. Combing
the zero sum condition
∑N
i=1 xi(t) = 0 and the order relation x1(t) < x2(t) < · · · < xN (t), t > 0,
we have
l0∑
i=1
xi(t) ≤ 0,
N∑
i=l0+1
xi(t) ≥ 0, lim
t→+∞
l0∑
i=1
xi(t) = −∞, lim
t→+∞
N∑
i=l0+1
xi(t) = +∞.
We next consider the derivative of
∑l0
i=1 xi(t),
d
dt
(
l0∑
i=1
xi(t)
)
=
l0∑
i=1
[νi +
κ
N
N∑
k=1
k 6=i
Φ(xk − xi)] =
l0∑
i=1
νi +
κ
N
l0∑
i=1
N∑
k=l0+1
Φ(xk − xi)
≥
l0∑
i=1
νi +
κ
N
l0(N − l0)Φ(xl0+1 − xl0).
(B.1)
It follows from κ > κc and the definition of κc that Φ
∞ > −
1
l
∑l
i=1 νi
N−l
N
κ
for all 1 ≤ l ≤ N − 1. Then
we set
C0 = max
1≤l≤N−1
Φ−1
(
−
1
l
∑l
i=1 νi
N−l
N κ
)
, 1 ≤ l ≤ N − 1,
where Φ−1
(
−
1
l
∑l
i=1 νi
N−l
N
κ
)
> 0 due to the inverse Φ−1 is defined for Φ(x) when x > 0. According to
the definition of l0, for the positive constant C0, there exists t0 > 0 such that
xl0+1(t)− xl0(t) ≥ C0, for t ≥ t0.
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Then due to the monotone increasing property of Φ on (0,+∞) and the definition of C0, we
immediately obtain that
Φ(xl0(t)− xl0(t)) ≥ Φ(C0) ≥ −
1
l0
∑l0
i=1 νi
N−l0
N κ
, t ≥ t0.
Thus, combing above inequality and (B.1), we obtain that
d
dt
(
l0∑
i=1
xi(t)) ≥ 0, t ≥ t0.
We integrate on both sides of above formula to obtain that
∑l0
i=1 xi(t) ≥
∑l0
i=1 xi(t0), which con-
tradicts to the fact that lim
t→+∞
∑l0
i=1 xi(t) = −∞.
(2) Suppose that mono-cluster flocking emerges, i.e., there exists an asymptotic relative equilibrium
state X∞ such that x∞i := limt→+∞xi(t). Then, we will prove κ > κc by contradiction. Supppose
κ ≤ κc. Then there exists 1 ≤ r0 ≤ N − 1 such that
(B.2) κ ≤ −
1
r0
∑r0
i=1 νi
N−r0
N Φ
∞ i.e.
κ
N
r0(N − r0)Φ∞ +
r0∑
i=1
νi ≤ 0.
Next we apply (B.2) and the fact that
∑r0
i=1
∑r0
k=1
k 6=i
Φ(xk − xi) = 0 to obtain the estimate of the
derivative of
∑r0
i=1 xi as below,
d
dt
(
r0∑
i=1
xi(t)
)
=
r0∑
i=1
νi +
κ
N
r0∑
i=1
N∑
k=r0+1
Φ(xk − xi) ≤
r0∑
i=1
νi +
κ
N
r0(N − r0)Φ∞ ≤ 0, t ≥ 0.
(B.3)
Thus, it yields from (B.3) that limt→+∞
∑r0
i=1 xi(t) = −∞, which obviously contradicts to
lim
t→+∞
r0∑
i=1
xi(t) =
r0∑
i=1
x∞i > −∞.
We combine all of above analysis to obtain the desired result.

Appendix C. Proof of Theorem 4.2
Proof of Theorem 4.2. (i) We split the proof into two steps by induction, Step A and Step B.
In the initial step, we claim that the set I1 form a maximal cluster in the sense that it forms an
asymptotic cluster. In the inductive step, we assume that for any k ∈ {1, 2, . . . , Nc(κ)−1} and each
1 ≤ j ≤ k, the set Ij forms a maximal cluster. Then we prove that the set Ik+1 form a maximal
cluster.
Since Nc(κ) = 1 has been treated in Lemma 4.4, we consider the case that Nc(κ) ≥ 2.
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• Step A (Initial step): In this step, we divide the step into two sub-steps, Step A.1 and Step A.2.
In Step A.1, we claim that the set I1 form a cluster. From Definition 2.2, it is known that
sup
0≤t<+∞
max
k,l∈I1
|xk(t)− xl(t)| < +∞.
Then from Lemma 4.3, we obtain that the limit of the relative distance of particles in I1 exists, i.e.
∃ lim
t→+∞ |xk(t)− xl(t)| < +∞, k, l ∈ I1.
In Step A.2, we will prove that the set I1 form a maximal cluster.
 Step A.1: If n1 = 1, we are done. It is assumed that n1 ≥ 2. Suppose that I1 constructed by the
clustering algorithm (4.24) can not form a cluster. Then there exists 1 ≤ r ≤ n1 − 1 such that
(C.1) lim
t→+∞(xr+1(t)− xr(t)) = +∞.
It follows from the algorithm (4.24) that
(C.2)
1
k
k∑
j=1
νˆ
(0,n1]
j + κ
n1 − k
N
Φ∞ > 0, 0 < k ≤ n1 − 1.
Then, the dynamics of the center of the first n1 particles is governed by the following differential
inequality,
d
dt
(x¯(0,n1](t)) =
1
n1
n1∑
i=1
[νi +
κ
N
N∑
k=1
k 6=i
Φ(xk − xi)]
= ν¯(0,n1] +
1
n1
κ
N
n1∑
i=1
N∑
k=n1+1
Φ(xk − xi) ≤ ν¯(0,n1] + κN − n1
N
Φ∞ := v∞1 .
(C.3)
That is, the center of mass of first n1 particles stay less than or equal to the linear growth with
slope v∞1 :
x¯(0,n1](t) ≤ x¯(0,n1](0) + v∞1 t.
We next consider the dynamics of the quantity x¯(0,r], which is governed by the following differential
equation,
d
dt
x¯(0,r] =
1
r
r∑
i=1
[νi +
κ
N
N∑
k=1
k 6=i
Φ(xk − xi)]
=
1
r
r∑
i=1
[νˆ
(0,n1]
i + ν¯
(0,n1] +
κ
N
n1∑
k=r+1
Φ(xk − xi) + κ
N
N∑
k=n1+1
Φ(xk − xi)]
=
(
1
r
r∑
i=1
νˆ
(0,n1]
i +
1
r
κ
N
r∑
i=1
n1∑
k=r+1
Φ(xk − xi)
)
+
ν¯(0,n1] + 1
r
κ
N
r∑
i=1
N∑
k=n1+1
Φ(xk − xi)

=: K11 +K12.
(C.4)
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? (Estimate of K11): Since 1 ≤ r ≤ n1 − 1, from (C.1) and (C.2), we have
lim
t→+∞
(
1
r
r∑
i=1
νˆ
(0,n1]
i +
1
r
κ
N
r∑
i=1
n1∑
k=r+1
Φ(xk − xi)
)
=
1
r
r∑
i=1
νˆ
(0,n1]
i +
κ
N
(n1 − r)Φ∞ > 0.
Thus, for a given small ε > 0, there exists tε > 0 such that
(C.5)
1
r
r∑
i=1
νˆ
(0,n1]
i +
1
r
κ
N
r∑
i=1
n1∑
k=r+1
Φ(xk − xi) > ε, t ≥ tε.
? (Estimate of K12) : From (C.1) and (C.3), it is obvious to see that
lim
t→+∞
ν¯(0,n1] + 1
r
κ
N
r∑
i=1
N∑
k=n1+1
Φ(xk − xi)
 = ν¯(0,n1] + κ
N
(N − n1)Φ∞ = v∞1 .
Then for the above given ε > 0, there exists t˜ε such that
(C.6) ν¯(0,n1] +
1
r
κ
N
r∑
i=1
N∑
k=n1+1
Φ(xk − xi) > v∞1 −
ε
2
, t ≥ t˜ε.
Thus, we combine (C.4), (C.5), and(C.6) to obtain that
d
dt
x¯(0,r] ≥ ε+ v∞1 −
ε
2
= v∞1 +
ε
2
> v∞1 ≥
d
dt
x¯(0,n1], t ≥ max{tε, t˜ε}.
Then a finite time tc > max{tε, t˜ε} > 0 can be found such that
(C.7) x¯(0,r](t) > x¯(0,n1](t), for t ≥ tc.
However, the order relation of particles yields that
x¯(0,r](t) < x¯(0,n1](t), t ≥ 0,
which obviously contradicts to (C.7). Thus, the particles in I1 will not depart from each other.
 Step A.2: We next show that particles in I1 departs from the other particles. If not, suppose that
there is a larger set I˜1 such that the particles in I˜1 make a maximal cluster and I1 ( I˜1. Due to
the order relation in X and Nc(κ) ≥ 2, there exists n1 < n∗ < N such that
I˜1 := {1, . . . , n∗}.
Since I˜1 is a maximal cluster, from Definition 2.2, we have
(C.8) lim
t→+∞(xn∗+1(t)− xn∗(t)) = +∞.
Then, the dynamics of center of mass for the group I˜1 satisfies the following differential inequality,
d
dt
x¯(0,n∗] =
1
n∗
n∗∑
i=1
[νi +
κ
N
N∑
k=1
k 6=i
Φ(xk − xi)] = 1
n∗
n∗∑
i=1
[νi +
κ
N
(
n∗∑
k=1
k 6=i
Φ(xk − xi) +
N∑
k=n∗+1
Φ(xk − xi))]
= ν¯(0,n∗] +
1
n∗
κ
N
n∗∑
i=1
N∑
k=n∗+1
Φ(xk − xi) ≤ ν¯(0,n∗] + κ(N − n∗)
N
Φ∞ := v˜∞1 .
(C.9)
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Thus, for 1 ≤ l < n∗, it follows from the order relation in X and (C.9) that
x¯(0,l](t) < x¯(0,n∗](t) ≤ x¯(0,n∗](0) + v˜∞1 t, 1 ≤ l < n∗, t ≥ 0.
Then we study the dynamics of the quantity x¯(0,l] − v˜∞1 t through the differential equation below,
(C.10)
d
dt
(x¯(0,l] − v˜∞1 t)
=
1
l
l∑
i=1
[νi +
κ
N
(
l∑
k=1
k 6=i
Φ(xk − xi) +
n∗∑
k=l+1
Φ(xk − xi) +
N∑
k=n∗+1
Φ(xk − xi))]− v˜∞1
=
1
l
l∑
i=1
(νˆ
(0,n∗]
i + ν¯
(0,n∗]) +
1
l
κ
N
l∑
i=1
n∗∑
k=l+1
Φ(xk − xi) + 1
l
κ
N
l∑
i=1
N∑
k=n∗+1
Φ(xk − xi)− v˜∞1
=
(
1
l
l∑
i=1
νˆ
(0,n∗]
i +
1
l
κ
N
l∑
i=1
n∗∑
k=l+1
Φ(xk − xi)
)
+
1
l
κ
N
l∑
i=1
N∑
k=n∗+1
Φ(xk − xi)− κ(N − n∗)
N
Φ∞

=: K21 +K22.
Since I˜1 is a maximal cluster, it follows from Definition 2.2 that there exists a sufficiently small
constant ε > 0 such that
(C.11) lim
t→+∞
1
l
κ
N
l∑
i=1
n∗∑
k=l+1
Φ(xk − xi) + ε < κ(n∗ − l)
N
Φ∞.
Since the velocity of the particles in the same cluster will align, from (C.9), we note that all particles
in group I˜1 will align asymptotically at velocity v˜∞1 . Therefore, for the above given small ε > 0,
there exists a time t1∗ such that
(C.12)
∣∣∣∣ ddt(x¯(0,l] − v˜∞1 t)
∣∣∣∣ ≤ ε2 , t ≥ t1∗.
Since the particles in different groups will segregate, we have
lim
t→+∞ |xi(t)− xk(t)| = +∞, 1 ≤ i ≤ l, n∗ + 1 ≤ k ≤ N.
Thus, we get
lim
t→+∞
1
l
κ
N
l∑
i=1
N∑
k=n∗+1
Φ(xk − xi) = κ(N − n∗)
N
Φ∞.
Hence, for the above given small ε > 0, there exists a time t2∗ such that
(C.13) |K22| =
∣∣∣∣∣∣1l κN
l∑
i=1
N∑
k=n∗+1
Φ(xk − xi)− κ(N − n∗)
N
Φ∞
∣∣∣∣∣∣ ≤ ε2 , t ≥ t2∗.
Then, by triangle inequality, we combine (C.12) and (C.13) to obtain that
(C.14) |K21| ≤
∣∣∣∣ ddt(x¯(0,l] − v˜∞1 t)
∣∣∣∣+ |K22| ≤ ε, t ≥ max{t1∗, t2∗}.
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Thus, we combine (C.11) and (C.14) to obtain that for 1 ≤ l ≤ n∗ − 1,
1
l
l∑
i=1
νˆ
(0,n∗]
i ≥ limt→+∞−
1
l
κ
N
l∑
i=1
n∗∑
k=l+1
Φ(xk − xi)− ε > −κ(n∗ − l)
N
Φ∞.
That is,
1
l
l∑
i=1
νˆ
(0,n∗]
i +
κ(n∗ − l)
N
Φ∞ > 0, for 1 ≤ l ≤ n∗ − 1.
However, it follows from the algorithm (4.24)3 that n∗ ≤ n1 which contradicts to n∗ > n1. There-
fore, I1 is a maximal cluster, and the other particles in {n1+1, . . . , N} will depart from the group I1.
• Step B: In this step, we will show that each group Ij is a maximal cluster by induction. In Step
A, we have proved that the group I1 is a maximal cluster. Now suppose that for 1 ≤ i ≤ Nc(κ)−1,
sub-ensembles Ij(1 ≤ j ≤ i) are maximal clusters, then we prove that Ii+1 is a maximal cluster.
We show this by contradiction. Suppose the particles in Ii+1 can not form a cluster. Then, there
exists ni < r ≤ ni+1 − 1 such that
(C.15) lim
t→+∞(xr+1(t)− xr(t)) = +∞.
We set
(C.16) v∞i+1 := ν¯
(ni,ni+1] +
κ(N − ni+1 − ni)Φ∞
N
.
Then the center of mass of particles in Ii+1 satisfies
d
dt
x¯(ni,ni+1]
=
1
ni+1 − ni
ni+1∑
k=ni+1
[νk +
κ
N
N∑
j=1
j 6=k
Φ(xj − xk)]
= ν¯(ni,ni+1] +
κ
N
1
ni+1 − ni
ni+1∑
k=ni+1
N∑
j=ni+1+1
Φ(xj − xk) + κ
N
1
ni+1 − ni
ni+1∑
k=ni+1
ni∑
j=1
Φ(xj − xk)
= ν¯(ni,ni+1] +R11 +R12.
Due to the well-ordering of particles, we have
(C.17) R11 = 1
ni+1 − ni
ni+1∑
k=ni+1
N∑
j=ni+1+1
Φ(xj − xk) ≤ κ(N − ni+1)
N
Φ∞.
According the assumption of induction, it is known that all the particles with index j ≤ ni will
depart from Ii+1. Then, we obtain that
lim
t→+∞R12 = limt→+∞
κ
N
1
ni+1 − ni
ni+1∑
k=ni+1
ni∑
j=1
Φ(xj − xk) = −κni
N
Φ∞.
Thus, for a given small constant ε > 0, there exists a time t0 such that
(C.18) R12 = κ
N
1
ni+1 − ni
ni+1∑
k=ni+1
ni∑
j=1
Φ(xj − xk) ≤ −κni
N
Φ∞ + ε, t ≥ t0.
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We combine (C.17) and (C.18) to obtain that
(C.19)
d
dt
x¯(ni,ni+1] ≤ ν¯(ni,ni+1] + κ(N − ni+1 − ni)
N
Φ∞ + ε = v∞i+1 + ε, for t ≥ t0.
Thus, the center of mass of particles in Ii+1 will stay less than or equal to the linear growth with
a slope v∞i+1 + ε,
x¯(ni,ni+1](t) ≤ x¯(ni,ni+1](0) + (v∞i+1 + ε)(t− t0), t ≥ t0.
We next take the time derivative on x¯(ni,r] − (v∞i+1 + ε)t,
d
dt
(x¯(ni,r] − (v∞i+1 + ε)t)
=
1
r − ni
r∑
k=ni+1
[νk +
κ
N
N∑
l=1
l 6=k
Φ(xl − xk)]− (v∞i+1 + ε)
=
1
r − ni
r∑
k=ni+1
(νˆ
(ni,ni+1]
k + ν¯
(ni,ni+1])− (v∞i+1 + ε) +
1
r − ni
κ
N
r∑
k=ni+1
ni+1∑
l=r+1
Φ(xl − xk)
+
1
r − ni
κ
N
r∑
k=ni+1
 ni∑
l=1
Φ(xl − xk) +
N∑
l=ni+1+1
Φ(xl − xk)

= ν¯(ni,ni+1] − v∞i+1 +
1
r − ni
r∑
k=ni+1
νˆ
(ni,ni+1]
k +
1
r − ni
κ
N
r∑
k=ni+1
ni+1∑
l=r+1
Φ(xl − xk)
+
1
r − ni
κ
N
r∑
k=ni+1
 ni∑
l=1
Φ(xl − xk) +
N∑
l=ni+1+1
Φ(xl − xk)
− ε
= R21 +R22 +R23 − ε.
? (Estimate of R21): From (C.16), it is easy to see that
(C.20) R21 = ν¯(ni,ni+1] − v∞i+1 = −
κ(N − ni+1 − ni)
N
Φ∞.
? (Estimate of R22): It follows from (C.15) and the algorithm (4.24) that
lim
t→+∞R22
= lim
t→+∞‘
 1
r − ni
r∑
k=ni+1
νˆ
(ni,ni+1]
k +
1
r − ni
κ
N
r∑
k=ni+1
ni+1∑
l=r+1
Φ(xl − xk)

=
1
r − ni
r∑
k=ni+1
νˆ
(ni,ni+1]
k +
κ(ni+1 − r)
N
Φ∞ > 0.
Then for a given small ε > 0, there exists a time t1 > 0 such that
(C.21) R22 = 1
r − ni
r∑
k=ni+1
νˆ
(ni,ni+1]
k +
1
r − ni
κ
N
r∑
k=ni+1
ni+1∑
l=r+1
Φ(xl − xk) ≥ 3ε, t ≥ t1.
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? (Estimate of R23): Due to the assumption of induction and from (C.15), we have
lim
t→+∞R23
= lim
t→+∞
1
r − ni
κ
N
r∑
k=ni+1
 ni∑
l=1
Φ(xl − xk) +
N∑
l=ni+1+1
Φ(xl − xk)

=
1
r − ni
κ
N
r∑
k=ni+1
(−niΦ∞ + (N − ni+1)Φ∞) = κ(N − ni+1 − ni)
N
Φ∞.
Thus, for a sufficiently small ε > 0, there exists a time t2 > 0 such that
(C.22) R23 ≥ κ(N − ni+1 − ni)
N
Φ∞ − ε, t ≥ t2.
Therefore, we combine (C.20), (C.21), and (C.22) to obtain that
(C.23)
d
dt
(x¯(ni,r] − (v∞i+1 + ε)t) ≥ 3ε− ε− ε = ε > 0, t ≥ max{t1, t2}.
It follows from (C.19) and (C.23) that
d
dt
x¯(ni,r] >
d
dt
x¯(ni,ni+1], t ≥ max{t0, t1, t2}.
Then, there exists a time tc > max{t0, t1, t2} such that
(C.24) x¯(ni,r](t) > x¯(ni,ni+1](t), for t ≥ tc.
However, the well-ordering of particles implies that
x¯(ni,r](t) ≤ x¯(ni,ni+1](t), t ≥ 0,
which gives a contradiction to (C.24). Thus, the particles in Ii+1 form a cluster, that is, do not
depart from each other. Then we can use the same arguments as in Step A to show that other
particles depart from the particles in Ii+1. Thus, by the method of induction, we conclude that we
exactly have an asymptotic Nc(κ)-cluster formation and that each ensemble Ii exhibits a maximal
cluster.
(ii) From (i), it is known that each ensemble Ii is a maximal cluster. Then, for k ∈ Ii and l 6∈ Ii,
we have
(C.25) lim
t→+∞ |xk(t)− xl(t)| = +∞.
We consider the velocity of center of mass for the group Ii,
d
dt
x¯(ni−1,ni]
=
1
ni − ni−1
ni∑
k=ni−1+1
[νk +
κ
N
N∑
l=1
l 6=k
Φ(xl − xk)]
= ν¯(ni−1,ni] +
1
ni − ni−1
κ
N
ni∑
k=ni−1+1
ni−1∑
l=1
Φ(xl − xk) + 1
ni − ni−1
κ
N
ni∑
k=ni−1+1
N∑
l=ni+1
Φ(xl − xk).
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Thus, it yields from (C.25) that
lim
t→+∞
d
dt
x¯(ni−1,ni]
= ν¯(ni−1,ni] − 1
ni − ni−1
κ
N
(ni − ni−1)ni−1Φ∞ + 1
ni − ni−1
κ
N
(ni − ni−1)(N − ni)Φ∞
= ν¯(ni−1,ni] +
κ(N − ni − ni−1)Φ∞
N
.
Therefore the asymptotic group velocity v∞i of cluster Ii is given by the following explicit formula:
v∞i := ν¯
(ni−1,ni] +
κ(N − ni − ni−1)
N
Φ∞, 1 ≤ i ≤ Nc(κ).
(iii) Suppose tha we have p-cluster flocking configuration
⊔p
i=1 Ji, we next show that
(C.26) p = Nc(κ) and Ji = Ii, i = 1, 2, . . . , p.
We consider the group I1. From Step A.1, we know that the particles in I1 will not depart from
each other. Then, we have I1 ⊂ J1. Whereas according to the assumption that J1 is maximal,
from Step A.2 we know that J1 must satisfy the algorithm (4.24). Thus, we have J1 ⊂ I1. Then,
we obtain J1 = I1. Combining the arguments in Step B, we can obtain (C.26) by induction. 
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