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Abstract: The practical problem is not why specification errors are made but how to detect 
them. There are number of tests for specification error in detecting the errors of omitted 
variables from a regression analysis. Using the observations on the dependent variables 
generated from Microsoft Excel according to the specification labeled true, a bootstrap 
simulation approach was used for the data generated for each of the models at different 
sample sizes 20, 30, 50, and 80 respectively each with 100 replications. Using 
bootstrapping experiment and some properties which estimators should possess if their 
estimates are to be accepted as good and satisfactory estimates of the parameters, namely, 
the bias, variance, mean square error, and root mean square error. The models investigated 
in the bootstrapping experiment consist of the problem of omitted variables. For the models 
considered, the experiment reveals that the estimated  changes the effect of omitted 
variable as the coefficient varies in the different models. The effect of omitted variable 
becomes unstable which produces a bias and inconsistent 
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1. Introduction 
Misspecification error are the errors associated with the specification of the model, which can 
take many forms such as omission of relevant variable, inclusion of unnecessary variables, errors of 
measurement etc.  
When an irrelevant variable is included in the model, the presence of such variable gives rise to 
error. This specification error in the model does not affect the properties of OLS estimators, however, 
the estimators will generally be inefficient. For example, 
 
 
where the true model is specifying a correct model while the null model is specifying the model with 
irrelevant variable been included. 
When a relevant variable in the model is excluded, the specification error will affect the 
properties of OLS estimator, in the presence of such error, OLS estimators will be bias. 
 
 
where the true model is specifying a correct model while the null model is specifying the model when a 
relevant variable been omitted. 
An economic investigation begins with the specification of the econometric model underlying 
the phenomenon of interest. Some important questions that arise in the specification of models include 
what variables should be included in the model, what are the probabilistic assumptions made about the 
( dependent variable),  (  independent variable and random error term). 
According to Kelvin A. Clarke (2006), when a model is misspecified due to omitted variable, 
there is always the fear of omitted variable bias.  He said a key underlying assumption is that the danger 
posed by omitted variable can be ameliorated by the inclusion of control variables. Also small amount 
of nonlinearity in control variables can also have a deleterious effect on the models considered (Achen 
2005, Welch 1975). 
 In a classic regression equation, the estimated  is little affected by omitted variables provided 
these are orthogonal to the remaining regressors (J.S. Cramer 2005). He also said, the estimates are still 
inconsistent and unbiased, and the only inconvenience is an increase of the residual variance and hence 
of the estimated standard deviation of  . There are two conditions that must hold true for omitted-
variable bias to exist in linear regression: the omitted variable must be a determinant of the dependent 
variable (i.e., its true regression coefficient is not zero); and the omitted variable must be correlated 
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with one or more of the included independent variables (i.e. the covariance of the omitted variable and 
the independent variable, cov( ), is not equal to zero). Any model that fulfills the classical linear 
regression model assumptions provide the best, linear and unbiased estimator (BLUE), with respect to 
OLS. The relevant assumption of the classical linear regression model is that the error term is 
uncorrelated with the regressors. The presence of omitted variable bias violates this assumption which 
causes estimators to be bias and inconsistent. 
Bootstrapping involves resampling the data with replacement many times in order to generate 
an empherical estimate of the entire sampling distribution of a statistic (Efron 1979, Efron and 
Tibshirani 1993).  
Inoue and Shintani 2003 reveals that bootstrap provides asymptotic refinements for the 
generalized method of moment estimator of over-identified linear models when autocorrelation 
structures of moment functions are unknown.  
2. Methods 
Consider the standard linear regression model given as 
  
where: Y is an n x 1 vector of dependent variables 
X is an n x k matrix of regressors 
β is a k x 1 vector of parameter 
U is an n x 1 vector of disturbance and is normally distributed with covariance matrix proportional to 
the identity matrix. 
A three model of the form  
Model  Specification      Problem 
i. True:  
Null:    Omitted Variable 
 ii.  True:  
Null:    Omitted Variable 
      iii.  True:  
Null:    Omitted Variable 
Int. J. Modern Math. Sci. 2014, 11(1): 49-57  
       
Copyright © 2014 by Modern Scientific Press Company, Florida, USA 
52 
The true model is the model that has been specified correctly without any specification error and 
the null model is the model that contained the problem of omitted variable i.e  is been omitted for all 
the three models. Observations on the dependent variables are generated according to one of the 
specification labeled true.  
2.1. Criteria for Evaluating the Performance of the Estimators 
In this study, the following criteria were used for comparing evaluation of the performance of 
our estimators; 
 Average or mean of estimators in comparison with the true parameter, let  be the estimates of 
the parameter β obtained in the ith bootstrap replication, we compute 
, where r = number of replications 
 Bias(  
 Variance  
 MSE(  
 RMSE(  MSE(  
2.2. Generation of Data    
For the bootstrap experiment, the study consider the specification labeled true model from the 
above model i.e.  , assigned a numerical values to all the 
parameter (  in the model, the variance  is also assigned a 
numerical value on the basis of assumed , and then the disturbance term U is generated. The U 
generated was standardized. A random sample of size (n) of  was then selected from a pool of random 
numbers and numerical values of  was computed for each 
sample size using Microsoft Excel software. The  and  generated were then copied from 
Microsoft Excel into STATA and then bootstrapped and replicated 100 times using a STATA 
command, each replication produces a bootstrap sample which give distinct values of  which leads to 
Int. J. Modern Math. Sci. 2014, 11(1): 49-57  
       
Copyright © 2014 by Modern Scientific Press Company, Florida, USA 
53 
different estimate of β’s for each bootstrap sample regression of  on fixed . The procedure above is 
then repeated for different sample sizes and was also performed on each of the three models. 
3. Results and Discussion 
 
These are the main results of the paper.  
Table 3.1: Comparison of the models with the sample sizes 
 
   
Actual 1 -0.4 1 
Model1  n=20 1.4070 -0.6916 0.5371 
n=30 1.4941 -0.2814 0.0941 
n=50 0.8183 0.0963 1.0107 
n=80 1.0960 0.0096 0.5986 
Model 2 n=20 1.7338 -0.5067 0.5632 
n=30 2.0942 -0.2664 -0.2676 
n=50 1.3126 0.0616 0.9942 
n=80 1.4563 0.2702 0.5369 
Model 3n=20 1.9565 -0.2539 0.7176 
n=30 1.3712 -0.3814 0.2647 
n=50 1.8628 0.1619 0.8303 
n=80 1.9576 0.4788 0.4062 
 
Table 3.2: Comparison of coefficients of the models with the same sample size 
 
   
Actual 1 -0.4 1 
Model 1   n=20 1.4070 -0.6916 0.5371 
Model 2   n=20 1.7338 -0.5067 0.5632 
Model 3   n=20 1.9565 -0.2539 0.7176 
    
Model 1   n=30 1.4941 -0.2814 0.0941 
Model 2   n=30 2.0492 -0.2664 -0.2647 
Model 3   n=30 1.3712 -0.3814 0.2647 
    
Model 1   n=50 0.8183 0.0963 1.0107 
Model 2   n=50 1.3126 0.0616 0.9942 
Model 3   n=50 1.8628 0.1619 0.8303 
    
Model 1   n=80 1.0960 0.0096 0.5986 
Model 2   n=80 1.4563 0.2702 0.5369 
Model 3   n=80 1.9576 0.4788 0.4062 
  
From table 3.1, the actual  are obtained from the ’s are seriously affected by the omitted 
variable  in the different models as the coefficient varies because of the unstable nature of the ’s . 
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From model considered in this study, the   exhibited a damped oscillation in nature apart from  in 
model 3 where there is an upward trend after n= 30,   rose consistently in model 2 and   oscillated 
with no negative value. 
From table 3.2, when the sample size is 20, the  exhibit a steady upwards positive bias at 
which model 1 is best,  increase steadily with model 2 as best and for ,it rose steadily with model 3 
as best. When the sample size is 30,  produces a break at model 2 at which model 1 is best, in , 
there is a downward trend with model 3 as best, and at , it oscillated with a negative value at model 2. 
At n=50,  there is a steady increase at which model 1 is best,  fluctuates as all values been positive 
and at , the three models performed well with 1 and 2 giving the least bias. At n=80,  increased 
steadily in which model 1 is best,  produces a steady increase with all values been positive and at , 
the values dropped consistently as we move from model 1 to model 3. The three models have nearly 
similar bias. 
Table 3.3: Bias table based on 3.1 
 
   
Actual 1 -0.4 1 
Model1    n=20 0.4070 -0.2916 -0.4629 
n=30 0.4941 0.1186 -0.9059 
n=50 -0.1817 0.4963 0.0107 
n=80 0.0960 0.4096 -0.4014 
    
Model 2   n=20 0.7338 -0.1067 -0.4368 
n=30 1.0492 0.1336 -1.2676 
n=50 0.3126 0.4616 -0.0058 
n=80 0.4563 0.6702 -0.4631 
    
Model 3   n=20 0.9565 0.1461 -0.2824 
n=30 0.3712 0.0186 -0.7353 
n=50 0.8628 0.5619 -0.1697 
n=80 0.9576 0.8788 -0.5938 
 
From table 3.3, most of the biases in the entire  are positive. There are high positive biases in 
estimate of  as the sample size increases and at , bias are negative in most cases. The β’s has been 
affected by the omitted variable in the different models as the coefficients of the explanatory variables 
vary. The effects have made the estimates to fluctuate and are inconsistence, but after removing the 
estimated bias from the estimated β’s it becomes stable with the actual. It is obvious that the omitted 
variable has a serious effect on the true models which has made the model not to be stable.  
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Table 3.4: Mean square error 
 
   
Actual 1 -0.4 1 
Model1    n=20 0.0083 0.0045 0.0105 
n=30 0.0080 0.0470 0.0275 
n=50 0.0006 0.0050 0.0000 
n=80 0.0001 0.0021 0.0020 
Model 2   n=20 0.0270 0.0005 0.0009 
n=30 0.0367 0.0007 0.0537 
n=50 0.0020 0.0042 0.0001 
n=80 0.0026 0.0056 0.0026 
Model 3   n=20 0.0455 0.0010 0.0040 
n=30 0.0047 0.0000 0.0180 
n=50 0.0148 0.0064 0.0006 




Table 3.5: Ranking of the MSE 
 
   
Mean 
Actual 1 -0.4 1  
Model1    n=20 4 2 3 3.0 
n=30 3 4 4 3.7 
n=50 2 3 1 2 
n=80 1 1 2 1.3 
Model 2   n=20 3 1 3 2.3 
n=30 4 2 4 3.3 
n=50 1 3 1 1.7 
n=80 2 4 2 2.7 
Model 3   n=20 4 2 2 2.7 
n=30 1 1 4 2.0 
n=50 3 3 1 2.3 
n=80 2 4 3 3.0 
 
From table 3.4 and 4.5, after the ranking of the MSE, in model1, the higher the sample the 
better the model except at n=30. At n=80 model is best because of the minimum mean given. In model 
2 and 3, the result exhibited a damped oscillation with n=50 and 30 respectively given the best 
performance.   
When the root mean square error is been ranked, at n=20, model 2 produced the best result 
when the coefficient of the omitted variable is 1. At n=30, model 3 tends to be the best when the 
coefficient of the omitted variable is 2, when n=50, model 1 produced the best result and at n=80, 
model 1 produced the best result when the coefficient of the omitted variable is 0.1. 
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It can be concluded at large that model 1 for each of the sample for the omitted variable in the 
RMSE has the best result. The MSE and RMSE do not have a stable effect when compared based on 
sample sizes which may be due to the change in values of the coefficient of the omitted variable. But 
when compared based on the RMSE, model 1 produced the best result. 
4. Conclusions 
 
In this study, we have examined the performances of the estimators i.e. (the bias, variance, 
mean square error, and root mean square error) in estimating effect of omitted variable in 
misspecification error in regression analysis. Based on the estimators considered, the estimate has been 
seriously affected by the omitted variable. As the sample size increases and the coefficient changes the 
effect becomes unstable. It produces an unreliable and less precise estimates i.e. bias and inconsistence 
estimates and the change in the coefficient of the omitted variable from 0.1 through 1 and 2 has 
seriously affected the instability of the results obtained. 
Further study is being carried out to increase the number of models considered, bootstrap 
replication, sample size to see if the effect of the omitted variable will be more noticeable. 
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