Santa Clara University

Scholar Commons
Computer Science and Engineering Master's
Theses

Engineering Master's Theses

6-4-2020

Gaussian-Awareness Deep Learning for Block-Level Compressive
Video Sensing
Yifei Pei

Follow this and additional works at: https://scholarcommons.scu.edu/cseng_mstr
Part of the Computer Engineering Commons

Recommended Citation
Pei, Yifei, "Gaussian-Awareness Deep Learning for Block-Level Compressive Video Sensing" (2020).
Computer Science and Engineering Master's Theses. 19.
https://scholarcommons.scu.edu/cseng_mstr/19

This Thesis is brought to you for free and open access by the Engineering Master's Theses at Scholar Commons. It
has been accepted for inclusion in Computer Science and Engineering Master's Theses by an authorized
administrator of Scholar Commons. For more information, please contact rscroggin@scu.edu.

SANTA CLARA UNIVERSITY
Department of Computer Science and Engineering
Date: 6/4/2020
I recommend that the following thesis prepared under my
supervision by

Yifei Pei
titled

Gaussian-Awareness Deep Learning for
Block-Level Compressive Video Sensing
be accepted in partial fulfillment for the degree of

Master of Science in Computer Science and
Engineering

Approved:
Thesis Advisor: Nam Ling, Ph.D., IEEE Fellow, IET Fellow
Sanfilippo Family Chair Professor and Chair, Department of
Computer Science and Engineering
Approved:
Thesis Co-advisor/Reader: Ying Liu, Ph.D.
Assistant Professor, Department of Computer Science and
Engineering

Gaussian-Awareness Deep
Learning for Block-Level
Compressive Video Sensing

Student Name: Yifei Pei
Advisor Name: Dr. Nam Ling
Co-advisor/Reader Name: Dr. Ying Liu

Submitted in partial fulfillment of the requirements
for the degree of
Master of Science in Computer Science and Engineering
Department of Computer Science and Engineering
Santa Clara University
Santa Clara, California, USA
Date: 6/4/2020

To My Parents

ABSTRACT

Compressive sensing (CS) is a signal processing framework that effectively recovers a signal from a small number of samples. Traditional compressed sensing
algorithms, such as basis pursuit (BP) and orthogonal matching pursuit (OMP)
have several drawbacks, such as low reconstruction performance at small compressed sensing rates and high time complexity. Recently, researchers focus on
deep learning to get compressive sensing matrix and reconstruction operations
collectively. However, they failed to consider sparsity in their neural networks
to compressive sensing recovery; thus, the reconstruction performances are still
unsatisfied. In this thesis, we use 2D-discrete cosine transform and 2D-discrete
wavelet transform to impose sparsity of recovered signals to deep learning in
video frame compressive sensing. We find the reconstruction performance significantly enhanced. We also propose another compressive sensing framework
utilizing the similarities between frame blocks to optimize deep learning training process for compressive video sensing by applying the Gaussian-mixture
models(GMM). The results show our proposed framework further improves the
quality of video reconstruction and stabilize the reconstruction across various
video sequences. We also propose a potential research direction after this research.
The thesis’s primary contribution are: (1) for the first moment it introduces
the use of discrete cosine transformed images and discrete wavelet transformed
images in deep learning for compressive sensing tasks; (2) we further apply
GMMs to optimize our deep learning framework for compressive video sensing;
(3) by combining discrete cosine transform and GMMs with deep learning, we
propose our final neural network architecture to achieve stronger reconstruction
quality of compressed sensed video frames.
Keywords: compressed sensing, block-based compressed sensing, deep learning, discrete cosine transform, discrete wavelet transform, fully-connected neural
network, Guassian-mixture model
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1 INTRODUCTION

The Shannon-Nyquist sampling theory indicates that in order to recover a signal
accurately, a signal needs to be sampled at minimum two times the highest frequency present in the signal [1]. Conventional approach yields a large number of
samples, and redundant information is disregarded immediately after sampling.
To avoid the redundant step, the compressive sensing theory is proposed and
has been achieved remarkably in the signal processing fields [2]. The main idea
of compressive sensing is to achieve sampling and compression steps at the same
time as requiring the signals. The measuring instrument acquires the signal in
the domain of linear projection in the compressive sensing structure, and the
complete signal is reconstructed using convex optimization methods. Compressive sensing(CS) has a variety of applications including image acquisition [3],
magnetic resonance imaging [4], and image compression [5].
In a previous research done by me in my team [6], we used the sparse transform to impose sparsity of video frame block signal based on compressive sensing theory such that a fully-connected neural network structure was proposed
to achieve high reconstruction quality of compressive-sensed video frame block
signal but maintained the small reconstruction time. But in this thesis report, I
want to improve the neural network structure further in a more adaptive manner, that is, linearly compressive sensing matrices and non-linear reconstruction
functions adapted to the properties of the video frame blocks. Thus, I propose
a Gaussian-awareness deep learning architecture for the block-level compressive
video sensing. It has achieved better reconstruction quality of the compressivesensed video frame blocks than a single fully-connected neural network proposed
by us.
The structure of the thesis is:
1. Chapter 2 reviews the theory of compressive sensing, the deep learning
approaches for compressive sensing, and the reasons to do block-level compressive sensing.
2. Chapter 3 reviews the mathematical theory behind the Gaussian-mixture
model, and the image classification application. We use the Gaussianmixture model to perform compressed sensing in a adaptive manner.
3. Chapter 4 briefly reviews the sparse transforms, which are the key point
to design our deep learning neural network structure.
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4. Chapter 5 describes the deep neural network structure for compressive
video sensing proposed by me in a previous research and the new Gaussianawareness neural network architecture is developed from the neural network by me. I prove an assumption that our adaptive neural network
architecture is based on the probabilistic theory.
5. Chapter 6 describes the our experiment details, and the results of experiments. I also mention a further adaptive approach for the future research.
6. We conclude the thesis by summarizing our thesis and providing a future
research direction.
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2 COMPRESSIVE SENSING BACKGROUND

2.1

Compressive Sensing

Compressive sensing theory shows that an S-sparse signal x ∈ RN is able to
be compressed into a measurement vector y ∈ RM by an over-complete matrix
A ∈ RM ×N , M  N and can be recovered if A satisfies the restricted isometry
property (RIP) of order 2k [7], that is:
2

2

(1 − δ2k ) kxkl2 6 kAxk 6 (1 + δ2k ) kxkl2 ,
where δ2k is the isometry constant. If it holds 0 < δ2k <
of x guarantees:

√

(2.1)

2 − 1, then recovery

√
kb
x − xkl2 6 α0 kx − xk kl1 / k + α1 ,

(2.2)

where the constants, α0 and α1 , are positive, and xk is the k-term approximation
of x by enforcing all but the largest k components of x to be 0.
However, in images, pixels are not sparse. Thus, to recover x from the
measurement y, a certain transform (such as the discrete cosine transform or
the discrete wavelet transform) is needed, so that x can be sparsely represented
in the transform domain, that is, x = Ψs, where s is the sparse transform
coefficient vector [8]. The recovery of x is equivalent to solving the l1 -norm
based convex optimization problem [9]:
minimize
s

ksk1

(2.3)

subject to y = ΦΨs.
While basis pursuit can be efficiently implemented with linear programming to
solve the above minimization problem, its computational complexity is often
high, hence people resort to greedy techniques such as orthogonal matching
pursuit [10] to reduce the computational complexity.

2.2

Compressive Sensing with Deep Learning

Deep neural networks offer another way to perform compressive image sensing [11]. The benefit of such a strategy is that during training, the sensing
matrix and nonlinear reconstruction operators can be jointly optimized, thus
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outperforming other existing CS algorithms for compressed-sensed images in
terms of reconstruction accuracy and less reconstruction time. However, such
reconstruction remains unsatisfying, particularly at very small sampling rates.
At a large compressive sampling rate, the reconstruction ability tends to reach
the upper limit due to the overfitting issue. Furthermore, this neural network
is for images, not for videos. [12] develops a 6-layer convolutional neural network (32 or 64 feature maps in four convolutional layers) to reconstruct images
from compressive-sensed image signals. [13] uses a generative neural network
to reconstruct compressive-sensed MRI images. The neural network architecture consists of an 8-layer convolutional neural network (128 feature maps in
each convolutional layer) with a ResNet for the generator and a 7-layer convolutional neural network (feature maps double from 8 to 64 in the first four layers
and keep 64 until the last convolutional layer) for the discriminator. However,
deep convolutional neural networks incur high computational complexity during
training and the hyperparameters (e.g., depths and dimensions of feature maps)
must be carefully tuned for specific datasets. Meanwhile, current deep learning
strategies for compressive sensing seldom take the sparsity of original signals
into consideration as traditional compressive sensing methods do.

2.3

Block-Based Compressive Sensing

In block-based compressive sensing (BCS), an image is split into small blocks
of size B × B and compressed with a measuring matrix ΦB [14]. Assume that
2
2
Xi ∈ RB is an image block and the vectorized block is xi ∈ RB , where i is the
block index. The corresponding

 CS measurement vector is yi = ΦB xi , where
2
ΦB ∈ Rλ×B and λ = RB 2 (R is the sensing rate, R  1). The use of BCS
instead of sampling the whole image has several advantages:
1. due to the small block size, the CS measurement vectors are conveniently
collected and used;
2. the encoder does not have to wait until the whole image is compressed, instead, it can send the CS measurement vector of each block to the decoder
after it is acquired;
3. due to the small size of ΦB , the memory is saved.

4

3 GAUSSIAN-MIXTURE MODELS
BACKGROUND

This chapter shows the mathematical foundation of the Gaussian-mixture model,
the information criterions related to the Gaussian-mixture model, and the applications of the Gaussian-mixture model in the image processing.

3.1

Gaussian-Mixture Model with EM Algorithms

The Gaussian-mixture model (GMM) is a probabilistic model of the clustering based on the Gaussian distribution of datapoints. The model expresses the
overall population as several clusters of the subclasses. Each cluster is assumed
to be generated from a multivariate Gaussian distribution that has two parameters, a mean vector µk and a covariance matrix Σk . The probability of the
data point xi under each cluster k is expressed as [15]:
N (xi |µk ,Σk ) =

1
(2π)1/2 |Σk |1/2

exp(− 21 (xi − µk )T Σ−1
k (xi − µk )).

(3.1)

PK
The linear super-position of Gaussians is p(x) =
k=1 πk N (xi |µk ,Σk ),
K is the number of Gaussian distributions. πk is the weightPfor each GausN
sian distance. Considering log-likelihood ln p(X|µ, Σ, π) =
i=1 ln p(xn ) =
PN
PK
ln{
π
N
(x
|µ
,Σ
)},
machine
learning
does
not
work
here as there
k
i
k
k
i=1
k=1
is no close form solution. From Bayes rule [16]:
γk (x) = p(k|x) =

πk N (x|µk , Σk )
p(k)p(x|k)
= PK
,
p(x)
j=1 πj N (x|µj , Σj )

(3.2)

where, πk = NNk . Nk is interpreted as the effective number of points assigned to
cluster k.
Therefore, the parameters of Gaussian-mixture models needed to be estimated include µj , Σj , and πj ) for each cluster k. One algorithm to update
these parameters is Expectation-Maximization (EM) [16]. The EM estimates
the parameters in an iterative way until it’s convergent. The steps are:
1. E-step: Evaluate the responsibilities using current parameter values
πk N (x|µk , Σk )
.
γj (x) = p(k|x) = PK
j=1 πj N (x|µj , Σk )

(3.3)
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2. M-step: Re-estimate the parameters using the current responsibilities
PN

µj = Pi=1
N

γ j (xi )xi

i=1

PN
Σj =

i=1

,

γ j (xi )(xi − µj )(xi − µj )T
,
PN
i=1 γ j (xi )

πj =

3.2

γ j (xi )

N
1 X
γ (xi ).
N i=1 j

(3.4)

(3.5)

(3.6)

Information Criterions for Cluster Number

To select the number of clusters, two information criterions are frequently used,
Bayesian information criterion (BIC) and Akaike information criterion (AIC).
We want to select the number of clusters that achieves relatively low BIC and
AIC. Both information criterions decrease as the number of clusters increases,
but end up selecting the same model. Although the model selected by BIC is
simpler than that by AIC in terms of number of parameters, it might not fit for
the large dataset [17]. The BIC and AIC are defined as:
BIC = log(N )p − 2 log(L̂).

(3.7)

AIC = 2p − 2 log(L̂).

(3.8)

In these equations:
• N is the number of data points.
• p is the number of parameters estimated for the GMM.
• L̂ is the maximized value of the likelihood function of the model.

3.3

Covariance Matrix Types of Gaussian-Mixture Model

There are four types of the covariance matrix for the Gaussian-mixture model
as shown in Fig.3.1 and Fig.3.2 by Aurelien Geron [18]. A single data point
in the example is a 2 dimensional vector. The types of the covariance matrix
determine the shape, size and direction for each cluster. We denote the number
of data points as N , the number of dimensions as D and the number of clusters
as K. Then, the features and time complexities of each GMM type are presented
as [18]:
• “full”-type: no constraint on shapes, sizes and directions. The time complexity requires O(KN D2 + KD3 ).
6
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Fig. 3.1: “tied” and “spherical” types of covariance matrix.

Fig. 3.2: “full” and “diagonal” types of covariance matrix.

7
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• “spherical”-type: clusters have spherical shapes with different diameters
(e.g., variances). The time complexity requires O(KN D).
• “diagonal”-type: clusters can have any shape of ellipsoidal of any size,
but the ellipsoid’s axes must be parallel to the coordinate axes. The time
complexity requires O(KN D).
• “tied”-type: all clusters should have same ellipsoidal shape, size, and orientation. The time complexity requires O(KN D2 + KD3 ).

3.4

GMM for Classification

The GMM is used for image classification, segmentation, and enhancement [19].
For the image classification, they firstly trained a GMM and assigned the image vector x to the corresponding cluster k by maximizing the probability
N (x|µk , Σk ). The algorithm is an unsupervised learning algorithm; that is,
we don’t need to label images. However, training a GMM tends to require high
time complexity if we use whole images to train the model. So we need to
consider the image blocks rather than the whole images.

8

4 SPARSE TRANSFORM FOR IMAGES

Two families of sparse-transforms are widely used in the signal processing, discrete cosine transform (DCT) and discrete wavelet transform (DWT). They
transform images from the pixel-level to the sparse frequency-level. For DCT,
there are four main types, namely, DCT-I, DCT-II, DCT-III and DCT-IV [20],
which are used in various signal processing fields. However, for the image
processing, DCT-II is the most common used form and we usually scale the
transform matrix so that the transform matrix is orthonormal [21]. For DWT,
the transform types are determined by the wavelet types, such as Haar and
Daubechies [22]. The Haar transform matrix is used in an orthonormal form [23].
The transform has high-pass filters and low-pass filters for signals; thus, the
transformed signals are sparse. For image blocks, we commonly use the 2Dtransform to increase the sparsity instead of 1D-transform. For an N × N
image block X, we denote the N × N transform matrix as C and the mapped
coefficient matrix as S. The 2D-transform is:
S = CXCT .

(4.1)

X = CT SC.

(4.2)

The 2D-inverse-transform is:
It’s more common to use the Kronecker product D = C ⊗ CT to perform 2Dtransform on the vectorized form of X, that is, x as:
s = Dx,

(4.3)

where D is an N 2 ×N 2 matrix, and x is an N 2 ×1 vector. Thus, the 2D-inversetransform is:
(4.4)
x = DT s.

5 PROPOSED APPROACH - ADAPTIVE
NEURAL NETWORK

In this chapter, we first propose a deep learning framework for compressive video
sensing. Then, we introduce our optimization method to update the neural
network during training process. Finally, we introduce a Gaussian-awareness
deep learning architecture for the block-level compressive video sensing and
give a probabilistic proof for the assumption that our Gaussian-awareness deep
learning architecture is based on.

5.1

Fully-Connected Neural Network

The reason to choose the fully-connected neural network is that it has a very
simple structure, high computational efficiency, and it outputs high-quality reconstructed video frames. The architecture of the neural network (Fig. 5.1)
consists of:
1. an input layer with B 2 nodes (frame block receptor);
2. a flatten layer with B 2 nodes (vectorization);
3. a forward transform layer with B 2 nodes (forward transform operation);
4. a compressed sensing layer with B 2 R nodes, R  1 (linear compressed
sensing);
5. an expansion layer with B 2 T nodes, each followed by the ReLU activation
function, where T > 1 is the expansion factor;
6. a reconstruction layer of B 2 nodes (shape controller);
7. an inverse transform layer of B 2 nodes (inverse transform operation);
8. a reshape layer of B 2 nodes (vector to matrix conversion);
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Fig. 5.1: Fully-connected neural network for compressive sensing.

5.2

2D-Discrete Cosine Transform and 2D-Discrete Wavelet
Transform

We use discrete cosine transform (DCT) or discrete wavelet transform (DWT)
to perform transformation on our image blocks to project them to the sparse
domain.
We use 2D-DCT and 2D-DWT. We denote the B × B transform matrix
as C. Thus, the Kronecker product D = C ⊗ CT is a B 2 × B 2 matrix. For
2D-transform, instead of using CXi CT to transform the frame block Xi , we
vectorize the frame block Xi to the vector xi and perform si = D × xi (i =
1, 2, 3, ..., N ). For 2D-inverse-transform, we use DT si to transform si to the
original frame block vector xi . Our algorithm jointly optimizes the sensing
matrix ΦB and the non-linear reconstruction operator:
x̂i = DT (W2 (ReLU(W1 (ΦB (Dxi ))))),

(5.1)

which is parameterized by coefficients matrices W1 and W2 with an activation
function ReLU. Finally, we reshape the image block vector x̂i back to the frame
block X̂i .
Currently, we minimize the mean-squared-error (MSE) loss function using
transformed block frequencies si in the training process (in the future research,
we will optimize our training process from xi to x̂i ):
minimize

ΦB ,W1 ,W2

5.3

E{kŝi − si k2 }.

(5.2)

Training Process for Neural Networks

We define the loss function as L(ΦB , W1 , W2 ) by (5.2). We initialize ΦB , W1 , W2
randomly. For every training epoch, we update ΦB , W1 , W2 by:
ΦB ← ΦB − η

∂L(ΦB , W1 , W2 )
,
∂ΦB
11

(5.3)
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W1 ← W1 − η

∂L(ΦB , W1 , W2 )
,
∂W1

(5.4)

W2 ← W2 − η

∂L(ΦB , W1 , W2 )
∂W2

(5.5)

until the training process is convergent. The η is the learning rate. Bias terms
b might be included to optimize the corresponding layers of ΦB , W1 , W2 . The
update procedure for bias term is similar to that for ΦB , W1 , W2 .

5.4

Gaussian-Awareness Deep Learning Architecture for
Block-Level Compressive Video Sensing

Our idea for Gaussian-awareness deep learning architecture is to optimize the
neural network parameters (ΦB , W1 , W2 ) to certain types of frame blocks.
Here, we show the architecture for 2 clusters in (Fig. 5.2). We denote the
linear compressed sensing net as the auto-encoder (AE), and the non-linear
reconstruction net as the auto-decoder (AD). The steps are presented as:
1. split training video frames into training frame blocks;
2. use vectorized training frame blocks to train a GMM model that has K
clusters (e.g., K = 2) and assign the training frame blocks to their clusters;
3. use training frame blocks in K clusters to train K neural networks;
4. label compressive-sensed training frame block vectors according to their
clusters;
5. train a logistic regression classifier for compressive-sensed frame block vectors based on their labels;
6. split testing video frames into testing frame blocks;
7. send vectorized testing frame blocks to their clusters by the trained GMM
model and assign the testing frame blocks to their belonged clusters;
8. get compressive-sensed frame block vectors by their corresponding AEs;
9. use the logistic regression to classify the label of compressive-sensed frame
block vectors and send them to corresponding ADs to get reconstructed
frame blocks;
10. reconstruct video frame using reconstructed video frame blocks.
Our Gaussian-awareness deep learning architecture is based on our assumption that compressive sensed frame block vectors are separable according to their
original cluster numbers when the dimensionality of vectors is large enough. Under the assumption, we don’t need label the compressive-sensed testing frame
12
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block vectors before sending to their corresponding ADs but use a trained classifier to make classification (e.g., logistic regression classifier).
Unfortunately, there is no existing proof to support our assumption. Our
proof is based on the probabilistic theory. We support our assumption later by
our experiments in the “Experiment Result” chapter. Our probabilistic proof
is: suppose there are K trained neural networks for K clusters with compressive
sensing layers (Φ1B , Φ2B , ...,ΦK
B ). The cluster labels are k = 1, 2, 3, ...K. The
compressive-sensed video frame block vectors assigned to K clusters are Xk ∈
Rnk ×D (k = 1, 2, 3, ..., K), where nk is the number of compressive-sensed video
frame block vectors assigned to the cluster k and D is the number of pixels of
a single compressive-sensed video frame block vector. Then we have n1 + n2 +
n3 + ... + nk = N , where N is the total number of frame block vectors. Given
the definition of the Gaussian-mixture model:
Xk ∼ N (µk , Σk ),

(5.6)

because every compressive-sensed video frame block vector xki ∼ N (µk , Σk ),
(i = 1, 2, 3, ..., N ) and the vector’s dimensionality D is high, we assume no
vector xki repeated, and P (xki ) = N1 . We assume that there is 1 compressivesensed vector xm
j in each m cluster (m = 1, 2, 3, ..., M , 1 6 M 6 K), through
their belonged compressive-sensed vector Φm
B to be mapped to the same vector
m T
m
t = Φm
B (xj ) , where j is the index of xi mapped to t. Please note that in
a single cluster, there is no vector xm
j appeared more than once because the
vector is assumed to be generated from the multivariate Gaussian distribution
of that cluster with a large dimensionality D. We define P (xm
j , ΦB |t) as “given
m
t, the probability of xm
j , ΦB ”. From Bayes rule:
m
P (xm
j , ΦB |t) =

m
m
m
P (t|xm
j , ΦB )P (xj , ΦB )
.
P (t)

(5.7)

From the conditional probability:
m
P (Φm
B |xj ) =

m
P (xm
j , ΦB )
.
P (xm
j )

(5.8)

m
m m
Because Φm
B is matched with xj , P (ΦB |xj ) = 1. Thus,
m
m m
m
m
P (xm
j , ΦB ) = P (ΦB |xj )P (xj ) = P (xj ).

(5.9)

m m T
m
m
m
Because t is matched with xm
j and ΦB through t = ΦB (xj ) , P (t|xj , ΦB ) =
1. Thus, we re-write (5.7) as:
m
m
P (xm
j , ΦB |t) = P (xj |t) =

P (xm
j )
=
P (t)

1
N
1
N −m+1

=

N −m+1
6 1.
N

(5.10)

Because xm
j (m = 1, 2, ..., M ) are independent events, the probability of given
t, all xm
j (m = 1, 2, ..., M ) occurred is:
p = P (x1j , x2j , ..., xM
j |t) = (
13

N −m+1 m
) .
N

(5.11)
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As we increase m, the probability p decreases, which indicates that it’s less likely
to happen for t to be generated from vectors in different clusters compared to
that to be generated from a vector in a certain cluster, which indicates that the
certain compressive-sensed frame block vectors come from the certain cluster of
the original frame blocks.

Fig. 5.2: Gaussian-awareness deep learning architecture for block-level compressive
video sensing.
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6 EXPERIMENTAL RESULTS

6.1

Fully-Connected Neural Network with 2D-DCT/DWT

This section provides experimental details and the performance evaluation of the
proposed neural network, a fully-connected neural network with 2D-DCT/DWT.
The type of DCT base we use is orthonormal DCT-II. The type of DWT base
is orthonormal Haar wavelet. We use the Foreman and the Container datasets
(SIF format). Each dataset has 300 frames and each frame is of dimension
352 × 288 × 1. To simplify our experiment, we only use the luminance component of each dataset. We divide our images into non-overlapping B × B blocks.
In our experiment, we set B = 16. Instead of using the AdaGrad optimization
algorithm [14], as we find in practice, that has the local minima problem as the
learning rates vanish, we use the Adam optimization algorithm in the training
process to achieve fast convergence speed and to overcome the local minima issue [24]. In our experiments, we find 150 epochs suitable for our training process
in most cases.
We evaluate the reconstruction performance by the peak signal-to-noise ratios (PSNRs) with 3 expansion factor values (T = 8, 10, and 12) in FCN+DCT,
FCN+DWT, and FCN at 7 compressed sensing ratios (R = 0.10, 0.15, 0.20, 0.25,
0.30, 0.35, and 0.40). PSNR is calculated through mean-squared-error (MSE)
by (6.1). The MSE is defined as E{kx̂i − xi k}. The maximum pixel intensity
value (MAX) is 255. We compare the reconstruction PSNR values and the total
processing time of our proposed compressed sensing deep learning algorithms
with those of the traditional algorithms, such as basis pursuit (BP), orthogonal
matching pursuit (OMP) and total variation minimization [25]. Deep learning
algorithms are implemented with Python by using Keras 2.3.0 and accelerated
by NVIDIA RTX 2080 Ti GPU. Orthogonal matching pursuit, basis pursuit and
total-variation minimization are implemented with Matlab. Gaussian
sensing
√
matrices with random entries of 0 mean and standard deviation M are used to
compress the original image blocks (M is the length of the CS measurement vectors) in orthogonal matching pursuit and basis pursuit. Random partial Walsh
Hadamard matrix is used to compress the original image block in total-variation
minimization.
PSNR = 10· log10

MAX2
MSE

(dB).

(6.1)

Tab. 6.1 and Tab. 6.2 show that our proposed FCN+DCT and FCN+DWT
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Tab. 6.1: The average reconstruction PSNR [dB] versus the sensing rate (R = M/N )
of the Foreman dataset.
Method
FCN+DCT (T = 8)
FCN+DCT (T = 10)
FCN+DCT (T = 12)
FCN+DWT (T = 8)
FCN+DWT (T = 10)
FCN+DWT (T = 12)
FCN (T = 8)
FCN (T = 10)
FCN (T = 12)
OMP
BP
TV

R = 0.10
31.63
31.55
31.67
31.50
31.49
31.57
31.22
31.29
31.00
19.08
20.08
23.91

R = 0.15
32.87
32.85
32.80
32.84
32.85
32.84
32.56
32.66
32.39
20.64
21.60
25.43

R = 0.20
33.87
34.90
34.01
33.79
33.84
33.81
33.28
33.35
33.53
21.85
23.94
27.56

R = 0.25
34.65
35.52
34.97
34.72
34.61
34.66
34.18
34.22
34.24
23.67
25.28
28.83

R = 0.30
35.65
36.13
35.70
35.53
35.27
35.49
35.15
35.13
35.02
24.07
26.55
30.25

R = 0.35
36.34
36.13
36.44
36.10
36.06
36.42
35.62
35.75
35.79
25.11
27.74
31.40

R = 0.40
37.12
37.33
37.31
36.67
37.11
36.49
36.65
35.81
36.00
25.78
28.73
32.24

Tab. 6.2: The average reconstruction PSNR [dB] versus the sensing rate (R = M/N )
of the Container dataset.
Method
FCN+DCT (T = 8)
FCN+DCT (T = 10)
FCN+DCT (T = 12)
FCN+DWT (T = 8)
FCN+DWT (T = 10)
FCN+DWT (T = 12)
FCN (T = 8)
FCN (T = 10)
FCN (T = 12)
OMP
BP
TV

R = 0.10
34.15
34.20
34.48
33.81
33.92
34.06
33.70
33.63
34.00
17.47
18.78
22.33

R = 0.15
35.43
35.73
35.64
35.50
35.31
35.29
35.02
34.86
34.74
18.32
20.19
23.21

R = 0.20
36.56
36.31
36.91
36.33
36.20
36.47
35.71
35.36
34.94
19.22
21.56
24.44

R = 0.25
37.58
37.23
37.14
36.86
37.05
37.38
36.24
36.61
36.74
20.18
22.73
25.47

R = 0.30
38.20
38.33
38.44
37.10
37.86
37.51
36.90
36.83
36.75
20.98
23.73
26.49

R = 0.35
38.87
39.15
39.30
38.06
37.95
38.15
37.94
37.94
37.57
21.77
24.66
27.44

R = 0.40
39.73
40.27
39.64
38.82
38.83
38.29
38.78
38.00
38.03
22.49
25.56
28.28

perform better than the pure FCN and traditional compressed sensing recovery
algorithms such as the basis pursuit (BP), orthogonal matching pursuit(OMP),
and total-variation minimization (TV) in terms of the reconstruction quality
at 7 sensing rates. Further, FCN+DCT outperforms FCN+DWT. For each
testing dataset, we calculate the average reconstruction PSNR values of each
deep learning method across testing frames of each expansion factor value. For
the Foreman dataset, the proposed FCN+DWT improves the PSNR of FCN
by 0.35 dB for low sensing rate (R = 0.10) and 0.60 dB for high sensing rate
(R = 0.40). FCN+DCT further improves these results by 0.10 dB and 0.50 dB.
For the Container dataset, the FCN+DWT improves the PSNR of FCN by 0.15
dB and 0.38 dB for low sensing rate (R = 0.10) and high sensing rate (R = 0.40),
respectively. The FCN+DCT further improves these results by 0.35 dB and
1.24 dB. We also observe that neural network for compressed sensing signal
recovery performs better in the Container dataset than in the Foreman dataset.
It is because the motion in the Foreman dataset is faster than that in the
Container dataset. Figs. 6.1-6.2 demonstrate the visual quality improvements
16
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Fig. 6.1: Foreman for M/N = 0.4. Left to right: original; FCN+DCT (T = 10), PSNR
= 38.44 dB; FCN+DWT (T = 10), PSNR = 38.21 dB; FCN (T = 10), PSNR
= 36.73 dB; OMP, PSNR = 26.50 dB; BP, PSNR = 29.15 dB; TV, PSNR =
32.90 dB.

Fig. 6.2: Container for M/N = 0.2. Left to right: original; FCN+DCT (T = 10),
PSNR = 36.97 dB; FCN+DWT (T = 10), PSNR = 36.90 dB; FCN (T = 10),
PSNR = 35.83 dB; OMP, PSNR =19.47 dB; BP, PSNR = 21.48 dB; TV,
PSNR = 24.41 dB.

by the FCN+DCT and the FCN+DWT compared to the FCN on two testing
images at two sensing rates. In Fig.6.3, we analyze the validation loss in 150
epochs. We find the FCN+DCT and the FCN+DWT smooth the validation
loss curves compared to the validation loss curve of the pure FCN. In particular,
the FCN+DCT smoothes the validation loss curve better as compared to the
FCN+DWT. We also use another four CIF format datasets (Monitor Hall, News,
Akiyo and Silent) to train and test the neural network models. Each dataset
has 300 frames and each frame has a dimension size of 352 × 288 × 1. We use the
same method as the one used for the Foreman and Container datasets to train
neural network models except that we set the training epochs for Akiyo to be 25
instead of 150 because overtraining issues occur after 25 epochs of training [26].
The results are shown in TABLE III, indicating that the proposed FCN+DCT
achieves higher quality for the recovered video frames compared to FCN+DWT
and FCN. TABLE IV shows the total processing time (DCT/DWT transform
time, compressed sensing time, recovery time and DCT/DWT inverse-transform
time) for 90 testing images. The DCT/DWT slightly increases the processing
time compared to the pure FCN, but the overall methods are approximately
542 times faster than total-variation minimization.

6.2

Gaussian-Awareness Deep Learning Architecture

This section provides experimental details and evaluates the proposed Gaussianawareness deep learning architecture. We use the same datasets, Foreman and
Container, as in the last subsection. Furthermore, we mix Foreman and Container datasets, and randomly select 300 frames to complete another experiment
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Fig. 6.3: Validation loss of Container for M/N = 0.25 (T = 10).

Tab. 6.3: The Average reconstruction PSNR [dB] versus the sensing rate (R = M/N )
of other datasets by neural networks (T = 10).
Dataset
Monitor Hall
News
Akiyo
Silent

FCN+DCT
33.94
32.02
34.41
34.59

R = 0.10
FCN+DWT
33.76
32.01
34.25
34.17

FCN
33.50
31.57
33.61
33.78

FCN+DCT
38.26
36.22
38.07
38.59

R = 0.25
FCN+DWT
37.89
35.77
37.10
37.93

FCN
37.71
34.74
36.83
36.39

FCN+DCT
41.82
40.02
40.04
41.28

R = 0.40
FCN+DWT
41.19
38.97
39.21
40.52

FCN
41.09
38.90
39.11
38.38

because we assume some frame blocks in one dataset might appear in the clusters of another. However, we notice overfitting issues happened in our training
process of neural networks as we increase the number of Gaussian components,
the number of frame blocks assigned to each cluster decreases, which makes
the data is insufficient for the neural network training. Thus, we improve our
experiment through two ways:
1. instead of cropping training frames into 16 × 16 non-overlapping frame
blocks, we crop training frames into 16 × 16 with the stride of 8;
2. we randomly select 60 training frames as validation frames, and use the
rest of training frames to train neural networks. During the training process, we keep the best model that has the lowest validation loss for each
cluster. However, to train a Gaussian-mixture model, we use all 210 training frames because we assume that we have them.
Fig. 6.4-6.6 show information criterions, BIC and AIC, in the three datasets:
Foreman, Container, and mixed dataset of Foreman and Container. As we increase the Gaussian components k, the information criterions decrease but the
decreasing speed becomes more slowly as we use more Gaussian components.
We notice that the 2D-DCT transform weakly affects the information criterions
18
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Tab. 6.4: Total processing time at R = 0.20 for 90 testing images (352 ×288).
Method
FCN+DCT (T = 8)
FCN+DCT (T = 10)
FCN+DCT (T = 12)
FCN+DWT (T = 8)
FCN+DWT (T = 10)
FCN+DWT (T = 12)
FCN (T = 8)
FCN (T = 10)
FCN (T = 12)
OMP
BP
TV

Time [seconds]
4.90
5.12
5.38
4.80
5.01
5.24
4.13
4.53
4.99
642.53
543.86
2717.13

as the curves show, which indicates that the 2D-DCT transform weakly affects
the training process for the Gaussian-mixture model. We also find the error rate
of the logistic regression for compressive-sensed video frame vectors classification is usually less than 0.005 at R = 0.05 at 4 or 5 Gaussian components both
in training datasets and testing datasets. But as we set R = 0.10, 0.20, 0.30, the
error rates are 0, which supports our assumption made in the previous chapter
4, which is, compressive-sensed frame block vectors are separable according to
their cluster numbers of the original frame blocks if the length of vectors is large
enough. Fig. 6.7-6.12 show that the 2D-DCT transform makes PSNRs increase
more steadily as the number of Gaussian components increases, compared to
groups without the 2D-DCT transform. They also show that as we increase
Gaussian components from k = 1 to k = 5, the PSNR improvements are approximately to 0.5 dB, 1.5 dB, and 1.0 dB in the corresponding dataset and the
corresponding compressive sensing ratio R. Fig. 6.13 and Fig. 6.14 demonstrate
the visual quality improvements on two testing frames as we increase the number of Gaussian components. The PSNR is improved by 0.4 dB in the Foreman
testing frame at the sensing rate R = 0.10 and 1.53 dB in the Container testing
frame at the sensing rate R = 0.20. However, in the regions where the pixels
are sharply changed, such as the text region in the Foreman testing frame and
the boat pole region in the Container testing frame, our neural networks do not
perform well. As we analyze the mean-squared-errors (MSEs) in each cluster of
the testing frame blocks, we find that the Gaussian-mixture model capture the
blocks that do not suit well for the neural network architecture. For the Forman
dataset, using FCN+DCT at the sensing rate R = 0.10 and the cluster number
k = 5, MSEs of testing blocks with respect to their own clusters are 180.295498,
40.271859, 0.724596, 8.625993, and 25.431134. For the Container dataset, using
FCN+DCT at the sensing rate R = 0.20 and the cluster number k = 5, MSEs
of testing blocks with respect to their own clusters are 109.490288, 21.502564,
0.585670, 5.195650, and 13.238071. However, the total variation minimization
shows the good performance to recover such frame regions that are badly recovered by the neural networks (Fig. 6.1-Fig. 6.2). Thus, we propose another
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Fig. 6.4: Information criterion vs. Gaussian components in Foreman dataset.

Fig. 6.5: Information criterion vs. Gaussian components in Container dataset.

compressive sensing architecture for the future research:
1. Set a threshold of MSE for the validation loss of neural networks in clusters.
2. If the validation loss fall below the threshold, we use the total variation
minimization instead of neural networks for that clusters for the compressive sensing’s linear compressive sensing and non-linear reconstruction.
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Fig. 6.6: Information criterion vs. Gaussian components in mixed dataset of Foreman
and Container.

Fig. 6.7: Foreman for M/N = 0.05 (left) and M/N = 0.10 (right).

Fig. 6.8: Foreman for M/N = 0.20 (left) and M/N = 0.20 (right).

Fig. 6.9: Container for M/N = 0.05 (left) and M/N = 0.10 (right).
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Fig. 6.10: Container for M/N = 0.20 (left) and M/N = 0.20 (right).

Fig. 6.11: Mixed dataset of Foreman and Container for M/N = 0.05 (left) and M/N =
0.10 (right).

Fig. 6.12: Mixed dataset of Foreman and Container for M/N = 0.20 (left) and M/N =
0.20 (right).

Fig. 6.13: Foreman for M/N = 0.10. Left to right: original; FCN+DCT (k = 1),
PSNR = 32.93 dB; FCN+DCT (k = 2), PSNR = 32.95 dB; FCN+DCT
(k = 3), PSNR = 33.04 dB; FCN+DCT (k = 4), PSNR = 33.07 dB;
FCN+DCT (k = 5), PSNR = 33.32 dB.
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Fig. 6.14: Container for M/N = 0.20. Left to right: original; FCN+DCT (k = 1),
PSNR = 35.09 dB; FCN+DCT (k = 2), PSNR = 35.61 dB; FCN+DCT
(k = 3), PSNR = 35.89 dB; FCN+DCT (k = 4), PSNR = 36.39 dB;
FCN+DCT (k = 5), PSNR = 36.62 dB.
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7 CONCLUSIONS

The thesis proposes two deep learning frameworks that utilize the sparse property of images and the similarities among the frame blocks to enhance the reconstruction quality of compressive-sensed video frames through fully-connected
neural networks. The paper demonstrates that sparse transforms such as DCT
and DWT, which are widely used in traditional compressive sensing recovery
algorithms, can also be applied to neural networks to recover compressivesensed video frames. However, performance improvement differs in 2D-DCT
and 2D-DWT, where 2D-DCT outperforms 2D-DWT in the fully-connected
neural network reconstruction of compressive-sensed images. We also propose
the network architecture to ultilize multivariate Gaussian distributions to cluster similar video frame blocks to optimize the neural network training based
on the properties of the video frame blocks, which can further improve the reconstruction performance. We also describe the mathematical details behind
this framework and showed our probabilistic proof for the assumption that our
Gaussian-awareness deep learning architecture is based on. Our experimental
results show that our assumption is correct. Based on our results, we propose
another possible way to improve the reconstruction quality from compressivesensed video frame blocks, which combines the deep learning methods with the
total variation minimization. The future research will focus on the training
of our neural networks from end-to-end, and use new activation functions [27]
or new fast convolutional neural network architectures to move our research
forward [28].
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