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Abstract
For a positive integer t , a partition is said to be a t-core if each of the hook numbers from its Ferrers–
Young diagram is not a multiple of t . In 1996, Granville and Ono proved the t-core partition conjecture,
that at (n), the number of t-core partitions of n, is positive for every nonnegative integer n as long as t  4.
As part of their proof, they showed that if p  5 is prime, the generating function for ap(n) is essentially
a multiple of an explicit Eisenstein Series together with a cusp form. This representation of the generating
function leads to an asymptotic formula for ap(n) involving L-functions and divisor functions. In 1999,
Stanton conjectured that for t  4 and n  t + 1, at (n)  at+1(n). Here we prove a weaker form of this
conjecture, that for t  4 and n sufficiently large, at (n) at+1(n). Along the way, we obtain an asymptotic
formula for at (n) which, in the cases where t is coprime to 6, is a generalization of the formula which
follows from the work of Granville and Ono when t = p  5 is prime.
© 2007 Elsevier Inc. All rights reserved.
MSC: 11P82
Keywords: t-Core partition; Ferrers–Young diagram; Modular forms; Circle method
1. Introduction
Let Λ = λ1  λ2  · · ·  λs > 0 be a partition of a positive integer n. The Ferrers–Young
diagram of Λ is a collection of n nodes in s rows with λi nodes in row i.
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• • · · · • • λ2 nodes
...
• • · · · • λs nodes
Label the columns of the diagram from left to right starting with column 1. The node in row i
and column j is said to be in position (i, j).
Let λ′j be the number of nodes in column j . Then Λc = λ′1  λ′2  · · · λ′s′ is the conjugate
partition of Λ. For Λ, the node in position (i, j) can be assigned a hook number,
H(i, j) = (λi − j) +
(
λ′j − i
)+ 1.
From this definition, we can see that the hook number of a node is the number of nodes directly
to the right or below the node plus one for itself, i.e. it is the number of nodes in the hook with
corner at (i, j).
Definition. For a positive integer t , a partition is t-core if each of the hook numbers from its
Ferrers–Young diagram is not a multiple of t .
Example. Consider the partition Λ = 5,4,4,1 of 14. The Ferrers–Young diagram of Λ with its
corresponding hook numbers is as follows:
Λ:
8• 6• 5• 4• 1•
6• 4• 3• 2•
5• 3• 2• 1•
1•
For example, Λ is t-core for t = 7 and t  9.
Remark. Throughout this paper, we will let at (n) denote the number of t-core partitions of n.
For certain values of t , exact formulas are known for at (n). Using the Jacobi Triple Product
Identity,
∞∑
n=0
a2(n)q
n =
∞∑
n=0
q
n(n+1)
2
which implies that a2(n) = 1 if n is a triangular number and is 0 otherwise.
Granville and Ono [4] showed that
a3(n) =
∑
d|3n+1
(
d
3
)
where ( ·3 ) is the Legendre symbol.
Also, Garvan, Kim, and Stanton [3] showed that
a5(n) = σ5(n + 1)
where σ5(n) =∑ ( n/d )d .d|n 5
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integer n has at least one t-core partition provided that t  4. From the exact formulas given
above, one can see that this is not true for t = 2 and t = 3 since a2(n) = 0 for almost all n and
a3(n) = 0 for almost all n. The proof of Granville and Ono relied on the use of both elementary
methods concerning quadratic forms and the theory of modular forms.
Stanton [8] later conjectured that much more was actually true. Considering numerical evi-
dence, Stanton made the following “possibly rash” conjecture:
Conjecture (Stanton). If t  4, then
at (n) at+1(n)
for n t + 1.
In other words, Stanton conjectured that, for most values of n, there are at least as many
(t + 1)-core partitions of n as there are t-core partitions of n.
In this paper, we will prove the following weaker form of Stanton’s conjecture:
Theorem 1. If 4 t1 < t2, then
at1(n) < at2(n)
for sufficiently large n.
In order to prove the above theorem, we will use the circle method to find the following
asymptotic formula for at (n):
Theorem 2. Let t  6 be an integer and n be a nonnegative integer. Then
at (n) = (2π)
t−1
2 At(n)
t t/2( t−12 )
(
n + t
2 − 1
24
) t−3
2 + O(n t−14 )
where
At(n) =
∑
k1
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k.
(Here ω′h,k is a certain 24kth root of unity which is described later.)
This asymptotic formula tells us much more about the behavior of the function at (n) and
the relationship between at1(n) and at2(n) as n gets large. For example, we can see that for
4 t1 < t2,
lim
n→∞
at2(n)
at1(n)
= ∞.
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Let F(q) be the generating function for the ordinary partition function. It is well known that
F(q) =
∞∑
n=0
p(n)qn =
∞∏
n=1
1
(1 − qn) =
q1/24
η(z)
.
Here q and z are related by q = e2πiz, and η(z) = q1/24∏∞n=1(1−qn) is Dedekind’s eta-function.
Let Ft (q) be the generating function for the t-core partition function. This generating function
can also be expressed as an eta-quotient [3]:
Ft(q) =
∞∑
n=0
at (n)q
n = F(q)
F (qt )t
= q 1−t
2
24
ηt (tz)
η(z)
.
In Granville and Ono’s [4] paper proving the t-core partition conjecture, they note that if
p  5 is prime, then
ηp(pz)
η(z)
= αp
∞∑
n=1
σp(n)q
n + f (z)
where
αp = (2π)
p−1
2
pp/2(p−32 )!L(p−12 , ( ·p ))
, σp(n) =
∑
d|n
(
n/d
p
)
d
p−3
2 ,
and f (z) is a cusp form. Following from the theory of generalized Bernoulli numbers and
L-function functional equations, the constant αp is always a rational number. Also, f (z) is iden-
tically 0 if and only if p = 5. This gives us the exact formula a5(n) = σ5(n+1) found by Garvan,
Kim, and Stanton [3].
By Deligne’s Theorem, the coefficients of a cusp form grow slowly. This implies that, if p  5
is prime, then
ap(n) = (2π)
p−1
2 σp(n + p2+124 )
pp/2(p−32 )!L(p−12 , ( ·p ))
+ O(np−34 +ε)
for every ε > 0. Note that the asymptotic formula above for ap(n) already allows us to prove
Theorem 1 when t1 and t2 are primes. Our goal is to obtain an asymptotic formula for all values
of t  6 that will allow us to complete the proof.
In order to complete the proof, we also need information about the case t = 4. Ono and Sze [6]
showed that if 8n + 5 is square-free, then
a4(n) = 12h(−32n − 20)
where h(−D) is the class number of the imaginary quadratic field Q(√−D ). In their paper, they
also proved the following result.
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Then for every positive integer k,
a4
(
Np2k − 5
8
)
=
(
1 + p
k+1 − p
p − 1 −
pk − 1
p − 1 ·
(−N
p
))
· a4
(
N − 5
8
)
.
This result implies that a4(n) can be expressed in terms of a class number even if 8n + 5 is
not square-free.
3. Preliminaries
Recall that our goal is to use the Circle Method to find an asymptotic formula for at (n).
From [3], we know that the generating function for at (n) is given by
Ft (q) =
∞∑
n=0
at (n)q
n =
∞∏
n=1
(1 − qtn)t
1 − qn
which is essentially a weight t−12 modular form.
By Cauchy’s Residue Theorem, we can compute the nth coefficient of this generating function
as follows:
at (n) = 12πi
∫
C
Ft(q)/q
n+1 dq
where C is a simple, positively-oriented loop about the origin and inside the unit circle.
Since Ft(q) is essentially a modular form, the behavior of the function near the root of unity
e2πih/k can be determined by a certain functional equation. Thus, if the loop C is close to the
unit circle, the behavior of the integrand in Cauchy’s formula is known along a short arc near the
root of unity e2πih/k .
4. Transformation formula for Ft(q)
Dedekind’s functional equation for η(z) can be used to obtain the following functional equa-
tion for F(q) (for example, see p. 96 in [2]).
Theorem 4. Let h, k be integers such that k > 0 and (h, k) = 1. Let hh′ ≡ −1 mod k, and let z
be a complex number with Re(z) > 0. Then
F
(
exp
(
2πih
k
− 2πz
))
= ωh,k(kz)1/2 exp
(
π
12k2z
− πz
12
)
F
(
exp
(
2πih′
k
− 2π
k2z
))
where ωh,k = eπi s(h,k) is a 24kth root of unity and s(h, k) = ∑k−1r=1 rk ( hrk − [hrk ] − 12 ) is a
Dedekind sum.
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Ft (q) = F(q)
F (qt )t
,
we can use Theorem 4 to obtain a transformation formula for Ft(q).
Theorem 5. Let h, k be integers such that k > 0 and (h, k) = 1. Let hh′ ≡ −1 mod k and thh′′ ≡
−(t, k) mod k. Also, let z be a complex number with Re(z) > 0. Then
Ft
(
exp
(
2πih
k
− 2πz
))
= ω′h,k
(
(t, k)
t
)t/2
(kz)
1−t
2 exp
(
π(1 − (t, k)2)
12k2z
+ π(t
2 − 1)z
12
)
× F(exp(
2πih′
k
− 2π
k2z
))
F t (exp( 2πih′′(t,k)
k
− 2π(t,k)2
tk2z
))
where ω′h,k = ωh,k/ωt th
(t,k)
, k
(t,k)
is a 24kth root of unity.
Proof. First, note that
Ft
(
exp
(
2πih
k
− 2πz
))
= F(exp(
2πih
k
− 2πz))
F t ((exp( 2πih
k
− 2πz))t ) =
F(exp( 2πih
k
− 2πz))
F t (exp(
2πi th
(t,k)
k
(t,k)
− 2πtz))
where k, k
(t,k)
> 0, (h, k) = ( th
(t,k)
, k
(t,k)
) = 1, and Re(z),Re(tz) > 0. Thus, by Theorem 4,
F
(
exp
(
2πih
k
− 2πz
))
= ωh,k(kz)1/2 exp
(
π
12k2z
− πz
12
)
F
(
exp
(
2πih′
k
− 2π
k2z
))
,
F
(
exp
(2πi th
(t,k)
k
(t,k)
− 2πtz
))
= ω th
(t,k)
, k
(t,k)
(
ktz
(t, k)
)1/2
exp
(
π(t, k)2
12k2tz
− πtz
12
)
× F
(
exp
(
2πih′′(t, k)
k
− 2π(t, k)
2
k2tz
))
.
Thus
Ft
(
exp
(
2πih
k
− 2πz
))
= ωh,k(kz)
1/2 exp( π12k2z − πz12 )
ωt th , k
( ktz
(t,k)
)t/2 exp(π(t,k)212k2z − πt
2z
12 )
F (exp( 2πih
′
k
− 2π
k2z
))
F t (exp( 2πih′′(t,k)
k
− 2π(t,k)2
k2tz
))
(t,k) (t,k)
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(
(t, k)
t
)t/2
(kz)
1−t
2 exp
(
π(1 − (t, k)2)
12k2z
+ π(t
2 − 1)z
12
)
× F(exp(
2πih′
k
− 2π
k2z
))
F t (exp( 2πih′′(t,k)
k
− 2π(t,k)2
k2tz
))
. 
At first glance, this transformation formula may not seem as elegant as the one for F(q), but
it has the same essential property as the transformation formula for F(q).
Assume that z is a complex number with small positive real part. Then Re(−1/z) is a very
large negative number. Hence
exp
(
2πih′
k
− 2π
k2z
)
and exp
(
2πih′′(t, k)
k
− 2π(t, k)
2
k2tz
)
are very close to zero. When q is near zero, F(q) is close to 1. Thus, near the root of unity
e2πih/k , Ft(q) behaves like a constant times
z
1−t
2 exp
(
π(1 − (t, k)2)
12k2z
+ π(t
2 − 1)z
12
)
.
In fact, we can be much more specific.
If (t, k) > 0, then exp (π(1−(t,k)
2)
12k2z ) is close to zero since
π(1−(t,k)2)
12k2z has large negative real part.
Therefore, if t and k are not coprime, Ft(q) behaves like 0 near the root of unity e2πih/k . If t and
k are coprime, then Ft(q) behaves like a constant times
z
1−t
2 exp
(
π(t2 − 1)z
12
)
near the root of unity e2πih/k .
5. Approximating at (n)
Our goal in this section is to approximate at (n) using the Circle Method. Throughout this
section, we will assume that n is fixed and t  6. The condition t  6 is needed in the estimation
of some of the error terms in the asymptotic formula for at (n).
Recall that by Cauchy’s Residue Theorem,
at (n) = 12πi
∫
C
Ft(q)/q
n+1 dq
where C is a simple, positively-oriented loop about the origin and inside the unit circle. To apply
the Circle Method, we will choose C to be a circle centered at the origin with optimally chosen
radius. Then we will divide this circle into smaller segments each corresponding to a root of unity
e2πih/k . The roots of unity that we will use will be those corresponding to the Farey fractions of
order N for an appropriate choice of N .
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of ways to write n as the sum of s squares, by considering the weight s/2 modular form θs .
Following Grosswald’s example, we will choose N = √n and the radius of C to be e−2πN−2 .
We also use the standard division of the circle C into subarcs.
Let h1/k1 < h/k < h2/k2 be three consecutive Farey fractions of order N , and define
θ ′h,k =
1
k(k + k1) and θ
′′
h,k =
1
k(k + k2) .
We also let θ ′0,1 = θ ′′0,1 = 1N+1 . If we parameterize C by q = e2πiθ−2πN
−2 for −1
N+1  θ 
N
N+1 ,
then
at (n) =
N
N+1∫
−1
N+1
Ft
(
exp
(
2πiθ − 2πN−2)) exp(2πnN−2 − 2πinθ)dθ.
By the properties of Farey fractions, we know that the intervals [h/k − θ ′h,k, h/k + θ ′′h,k] for
0 h < k N with (h, k) = 1 form a partition of the interval [ −1
N+1 ,
N
N+1 ]. Thus
at (n) =
∑
0h<kN
(h,k)=1
θ ′′h,k∫
−θ ′h,k
Ft
(
exp
(
2πih
k
+ 2πiφ − 2π
N2
))
exp
(
2πn
N2
− 2πinh
k
− 2πinφ
)
dφ.
Letting z = N−2 − iφ, we get
at (n) = i
∑
0h<kN
(h,k)=1
e−2πinh/k
N−2−iθ ′′h,k∫
N−2+iθ ′h,k
Ft
(
exp
(
2πih
k
− 2πz
))
exp (2πnz) dz.
Now using the transformation formula for Ft (q) from Theorem 5, we have
at (n) = i
∑
0h<kN
(h,k)=1
e−2πinh/kω′h,k
(
(t, k)
t
)t/2
k
1−t
2
×
N−2−iθ ′′h,k∫
N−2+iθ ′h,k
z
1−t
2 exp
(
π(1 − (t, k)2)
12k2z
+ π(24n + t
2 − 1)z
12
)
Gh,k(z) dz
where
Gh,k(z) =
F(exp( 2πih
′
k
− 2π
k2z
))
F t (exp( 2πih′′(t,k) − 2π(t,k)2 ))
.k tk2z
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if t and k are not coprime, then the integrand is very close to 0 along the path of integration.
Thus, we will divide the above sum into three smaller sums—the main term (M) and two error
terms (E1 and E2):
M = it−t/2
∑
1kN
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πinh/kω′h,k
N−2−iθ ′′h,k∫
N−2+iθ ′h,k
z
1−t
2 exp
(
π(24n + t2 − 1)z
12
)
dz,
E1 = it−t/2
∑
1kN
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πinh/kω′h,k
×
N−2−iθ ′′h,k∫
N−2+iθ ′h,k
z
1−t
2 exp
(
π(24n + t2 − 1)z
12
)(
Gh,k(z) − 1
)
dz,
E2 = i
∑
2d|t
(
d
t
)t/2 ∑
1kN
(t,k)=d
k
1−t
2
∑
0h<k
(h,k)=1
e−2πinh/kω′h,k
×
N−2−iθ ′′h,k∫
N−2+iθ ′h,k
z
1−t
2 exp
(
π(1 − d2)
12k2z
+ π(24n + t
2 − 1)z
12
)
Gh,k(z) dz.
We begin by estimating the error terms. First, we know that
F(q) =
∞∑
m=0
p(m)qm,
and F(q) converges absolutely for |q| < 1. Let
1
F t (qt )
=
∞∑
m=0
bt (m)q
tm.
This series also converges absolutely for |q| < 1.
First, we will consider E2. Note that
∣∣Gh,k(z)∣∣=
∣∣∣∣ F(exp(
2πih′
k
− 2π
k2z
))
F t (exp( 2πih′′d
k
− 2πd2
tk2z
))
∣∣∣∣
=
∣∣∣∣∣
∞∑
m=0
p(m)e
2πih′m
k
− 2πm
k2z
∣∣∣∣∣
∣∣∣∣∣
∞∑
m=0
bt (m)e
2πih′′dtm
k
− 2πd2m
k2z
∣∣∣∣∣

∞∑
p(m)e
− 2πm
k2
Re(1/z)
∞∑∣∣bt (m)∣∣e− 2πd2mk2 Re(1/z).m=0 m=0
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− 2πm
k2
Re(1/z)−πm for m 0. Similarly, we can see that − 2πd2m
k2
Re(1/z)−πm for m 0
since d  1. Hence
∣∣Gh,k(z)∣∣ ∞∑
m=0
p(m)e−πm
∞∑
m=0
∣∣bt (m)∣∣e−πm = C1(t),
a constant depending only on t .
Thus
|E2| C1(t)
∑
2d|t
∑
1kN
(t,k)=d
k
1−t
2
∑
0h<k
(h,k)=1
exp
(
π(24n + t2 − 1)
12N2
)
×
θ ′′h,k∫
−θ ′h,k
(
1
N−4 + θ2
) t−1
4
exp
(
π(1 − d2)N−2
12k2(N−4 + θ2)
)
dθ
= C1(t)
∑
2d|t
∑
1kN
(t,k)=d
∑
0h<k
(h,k)=1
exp
(
π(24n + t2 − 1)
12N2
)(
12
π(d2 − 1)
) t−1
4
N
t−1
2
×
θ ′′h,k∫
−θ ′h,k
(
π(d2 − 1)N−2
12k2(N−4 + θ2)
) t−1
4
exp
(
π(1 − d2)N−2
12k2(N−4 + θ2)
)
dθ
 C1(t)
(
4
π
) t−1
4 ∑
2d|t
∑
1kN
(t,k)=d
∑
0h<k
(h,k)=1
exp
(
π(24n + t2 − 1)
12N2
)
N
t−1
2
×
θ ′′h,k∫
−θ ′h,k
(
π(d2 − 1)N−2
12k2(N−4 + θ2)
) t−1
4
exp
(
π(1 − d2)N−2
12k2(N−4 + θ2)
)
dθ.
In the last integral, the integrand is of the form x t−14 e−x where x  0. In the interval [0,∞),
x
t−1
4 e−x is maximally ( t−14e )
t−1
4
. Also, the length of the interval of integration is θ ′h,k +θ ′′h,k which
is bounded above by 2(kN)−1. Thus
|E2| C′1(t)
∑
2d|t
∑
1kN
(t,k)=d
∑
0h<k
(h,k)=1
exp
(
π(24n + t2 − 1)
12N2
)
N
t−1
2 (kN)−1
 C′1(t)
∑
2d|t
exp
(
π(24n + t2 − 1)
12N2
)
N
t−1
2
where C′(t) is a constant depending only on t .
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π(24n + t2 − 1)
12N2
 π(24N
2 + 48N + t2 + 23)
12N2
 π(72 + t
2 + 23)
12
.
Also, N √n implies that N t−12  n t−14 . Hence |E2| = O(n t−14 ).
Next, we will consider E1. This time, note that
∣∣Gh,k(z) − 1∣∣=
∣∣∣∣ F(exp(
2πih′
k
− 2π
k2z
))
F t (exp( 2πih′′
k
− 2π
tk2z
))
− 1
∣∣∣∣
=
∣∣∣∣∣
∞∑
m=0
p(m)e
2πih′m
k
− 2πm
k2z
∞∑
m=0
bt (m)e
2πih′′ tm
k
− 2πm
k2z − 1
∣∣∣∣∣

∞∑
m=1
p(m)e
− 2πm
k2
R(1/z)
∞∑
m=0
∣∣bt (m)∣∣e− 2πmk2 Re(1/z) + ∞∑
m=1
∣∣bt (m)∣∣e− 2πmk2 Re(1/z)
= e− 2πk2 Re(1/z)
∞∑
m=1
p(m)e
− 2π(m−1)
k2
Re(1/z)
∞∑
m=0
∣∣bt (m)∣∣e− 2πmk2 Re(1/z)
+ e− 2πk2 Re(1/z)
∞∑
m=1
∣∣bt (m)∣∣e− 2π(m−1)k2 Re(1/z).
As we saw in the calculation for E2, along the path of integration, − 2πmk2 Re(1/z)−πm for
n 0 so, similarly to our calculation for E2, we get
∣∣∣∣ F(exp(
2πih′
k
− 2π
k2z
))
F t (exp( 2πih′′
k
− 2π
tk2z
))
− 1
∣∣∣∣ C2(t)e− 2πk2 Re(1/z)
where C2(t) is a constant depending only on t .
Thus
|E1| C2(t)
∑
1kN
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
exp
(
π(24n + t2 − 1)
12N2
)
×
θ ′′h,k∫
−θ ′
(
1
N−4 + θ2
) t−1
4
exp
( −2πN−2
k2(N−4 + θ2)
)
dθh,k
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∑
1kN
(t,k)=1
∑
0h<k
(h,k)=1
exp
(
π(24n + t2 − 1)
12N2
)(
N2
2π
) t−1
4
×
θ ′′h,k∫
−θ ′h,k
(
2πN−2
k2(N−4 + θ2)
) t−1
4
exp
( −2πN−2
k2(N−4 + θ2)
)
dθ.
As in the case of E2, we can conclude that |E1| = O(n t−14 ).
Finally, we consider M . We know that, for a complex function f (z),
N−2−iθ ′′h,k∫
N−2+iθ ′h,k
f (z) dz =
(
−
∫
L
+
N−2−iθ ′′h,k∫
−∞−iθ ′′h,k
+
−∞+iθ ′h,k∫
N−2+iθ ′h,k
)
f (z) dz
where L is Hankel’s loop. By Hankel’s formula,
∫
L
z
1−t
2 exp
(
π(24n + t2 − 1)z
12
)
dz =
(
π(24n + t2 − 1)
12
) t−3
2 2πi
( t−12 )
.
The other two integrals will contribute to the error term. First, we can see that
∣∣∣∣∣
N−2−iθ ′′h,k∫
−∞+iθ ′′h,k
f (z) dz
∣∣∣∣∣
N−2∫
−∞
(
x2 + θ ′′2h,k
)(1−t)/4
exp
(
π(24n + t2 − 1)x
12
)
dx

(
θ ′′h,k
) 1−t
2
N−2∫
−∞
exp
(
π(24n + t2 − 1)x
12
)
dx
= (θ ′′h,k) 1−t2 12π(24n + t2 − 1) exp
(
π(24n + t2 − 1)
12N2
)
 (2kN) t−12 12
π(24n + t2 − 1) exp
(
π(24n + t2 − 1)
12N2
)
= O(k t−12 n t−54 ).
Similarly, we can see that
∣∣∣∣∣
−∞+iθ ′h,k∫
N−2+iθ ′
f (z) dz
∣∣∣∣∣= O(k t−12 n t−54 ).
h,k
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N−2−iθ ′′h,k∫
N−2+iθ ′h,k
f (z) dz = −2πi
( t−12 )
(
π(24n + t2 − 1)
12
) t−3
2 + O(k t−12 n t−54 )
which implies that
M = (2π)
t−1
2
t t/2( t−12 )
(
n + t
2 − 1
24
) t−3
2
[ ∑
1kN
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k
]
+ O(n t−14 ).
Therefore
at (n) = (2π)
t−1
2
t t/2( t−12 )
(
n + t
2 − 1
24
) t−3
2
[ ∑
1kN
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k
]
+ O(n t−14 ).
Now
∑
1kN
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k = At(n) −
∑
k>N
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k
where
∣∣∣∣ ∑
k>N
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k
∣∣∣∣
∞∑
k=N
k
3−t
2 =
∞∑
k=1
N−1∑
i=0
(kN + i) 3−t2

∞∑
k=1
N−1∑
i=0
(kN)
3−t
2 = N 5−t2
∞∑
k=1
k
3−t
2
= O(n 5−t4 ).
Thus
at (n) = (2π)
t−1
2 At(n)
t t/2( t−12 )
(
n + t
2 − 1
24
) t−3
2 + O(n t−14 ).
This completes the proof of Theorem 2:
Theorem 2. Let t  6 be an integer and n be a nonnegative integer. Then
at (n) = (2π)
t−1
2 At(n)
t t/2( t−1 )
(
n + t
2 − 1
24
) t−3
2 + O(n t−14 )2
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At(n) =
∑
k1
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k.
6. Proof of Theorem 1
From Theorem 2, we know that at (n) behaves like a constant times (n + t2−124 )
t−3
2
. Unfor-
tunately, the “constant” At(n) changes with n. Although At(n) changes with n, it does remain
bounded away from both 0 and ∞.
Proposition 6. If t  6, then At(n) is a real number such that
0.05 < At(n) < 2.62.
Proof. First, we can show that At(n) is a real number by showing that At(n) = At(n). By defi-
nition,
At(n) =
∑
k1
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k.
Let k be positive integer which is coprime to t . Then
ω′h,k = ωh,k/ωtth,k = eπi(s(h,k)−t ·(th,k)).
Therefore
At(n) =
∑
k1
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e2πihn/ke−πi(s(h,k)−t ·s(th,k))
=
∑
k1
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e2πi(k−h)n/ke−πi(s(k−h,k)−t ·s(t (k−h),k))
=
∑
k1
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/ke−πi(−s(h,k)+t ·s(th,k))
= At(n).
Hence At(n) is a real number.
Now
∣∣At(n)∣∣∑
k1
k
3−t
2
where t−3  3/2. Thus |At(n)| ζ(3/2) < 2.62.2
J. Anderson / Journal of Number Theory 128 (2008) 2591–2615 2605Now suppose that t  7. Then
∣∣1 − At(n)∣∣∑
k2
k
3−t
2 = ζ
(
t − 3
2
)
− 1 < 0.65
since t  7. Thus, for t  7, At(n) = 1− (1−At(n)) where |1−At(n)| < 0.65. Hence, for t  7,
At(n) is positive, and At(n) 2 − ζ( t−32 ) > 0.35 > 0.05.
Finally,
∣∣1 − A6(n)∣∣∑
k5
k−3/2 = ζ(3/2) − 1 − 2−3/2 − 3−3/2 − 4−3/2 < 0.95.
Thus, A6(n) = 1 − (1 − A6(n)) where |1 − A6(n)| < 0.95. Hence, for t = 6, At(n) is positive,
and At(n) 2 + 2−3/2 + 3−3/2 + 4−3/2 − ζ(3/2) > 0.05. 
Corollary 7. If t  4,
(
n + t
2 − 1
24
) t−3
2 −ε 	 at (n) 	
(
n + t
2 − 1
24
) t−3
2 +ε
where ε > 0 if t = 4 or 5 and ε  0 if t  6.
Proof. By Proposition 6,
(2π)
t−1
2 At(n)
t t/2( t−12 )
is bounded away from both 0 and ∞. Also, since t  6, t−32 > t−14 . Thus the claim holds for
t  6.
Recall, from Section 2, that
a4(n) = 12h(−32n − 20)
if 8n + 5 is square-free and
a5(n) = σ5(n + 1)
for all n.
By Siegel’s Theorem, for every ε > 0,
D
1
2 −ε 	 h(−D) 	 D 12 +ε.
Therefore when 8n + 5 is square-free,
(32n + 20) 12 −ε 	 a4(n) 	 (32n + 20) 12 +ε
2606 J. Anderson / Journal of Number Theory 128 (2008) 2591–2615for every ε > 0. Combining this with Proposition 3, we can see that
(
n + 5
8
) 1
2 −ε 	 a4(n) 	
(
n + 5
8
) 1
2 +ε
for all n and every ε > 0.
By the multiplicativity of σ5(n) and elementary arguments from analytic number theory, it is
easy to show that
(n + 1)1−ε 	 a5(n) 	 (n + 1)1+ε
for every ε > 0. 
We can now prove Theorem 1.
Theorem 1. If 4 t1 < t2, then
at1(n) < at2(n)
for sufficiently large n.
Proof. By Corollary 7, we know that
L(t)
(
n + t
2 − 1
24
) t−3
2 −ε(t)
< at (n) < U(t)
(
n + t
2 − 1
24
) t−3
2 +ε(t)
for some positive constants L(t) and U(t) and where we can take
ε(t) =
{
0 if t  6,
1
5 if t = 4,5.
Since t1 < t2,
t1 − 3
2
+ ε(t1) < t2 − 32 − ε(t2).
Thus, for sufficiently large n,
at1(n)U(t1)
(
n + t
2
1 − 1
24
) t1−3
2 +ε(t1)
< L(t2)
(
n + t
2
2 − 1
24
) t2−3
2 −ε(t2)
 at2(n). 
Using Corollary 7, we can actually prove much more about the relationship between at1(n)
and at2(n) as n gets large. For example, we can prove the following:
Corollary 8. If 4 t1 < t2, then
lim
n→∞
at2(n)
at1(n)
= ∞.
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Recall from Section 2, that Granville and Ono [4] proved that, if p  5 is prime, then
ηp(pz)
η(z)
= (2π)
p−1
2
pp/2(p−32 )!L(p−12 , ( ·p ))
∞∑
n=1
σp(n)q
n + f (z)
where σp(n) =∑d|n(n/dp )d p−32 and f (z) is a cusp form. This implies that, if p  5 is prime,
then
ap(n) = (2π)
p−1
2
pp/2(p−32 )!L(p−12 , ( ·p ))
(
n + p
2 − 1
24
) p−3
2 ∑
d|n+ p2−124
(
d
p
)
d
3−p
2 + O(np−34 +ε)
for every ε > 0.
Note that this says that, when p  5 is prime, ap(n) is asymptotic to a constant involving an
L-value times a polynomial term times a divisor function. In this section, we will see that, when
t > 6 is coprime to 6, at (n) is asymptotic to the same constant above times the same polynomial
term above times a different function involving the prime divisors of n + t2−124 .
Recall that Theorem 2 says that, for t  6,
at (n) = (2π)
t−1
2 At(n)
t t/2( t−12 )
(
n + t
2 − 1
24
) t−3
2 + O(n t−14 )
where
At(n) =
∑
k1
(t,k)=1
k
1−t
2
∑
0h<k
(h,k)=1
e−2πihn/kω′h,k.
Our goal now is to simplify At(n). We begin by explicitly finding
ω′h,k = eπi(s(h,k)−ts(th,k))
for positive integers h, k, t such that (h, k) = (t, k) = 1. Since we know that 12ks(h, k) and
12ks(th, k) are integers, we can find ω′h,k explicitly by finding 12k[s(h, k) − ts(th, k)] mod-
ulo 24k. To do this, we use some classical results about Dedekind sums along with the Chinese
Remainder Theorem.
Lemma 9 (Reciprocity Law for Dedekind sums). (See [2, p. 62].) Let h, k be positive integers
such that (h, k) = 1. Then
12hks(h, k) + 12khs(k,h) = h2 + k2 − 3hk + 1.
2608 J. Anderson / Journal of Number Theory 128 (2008) 2591–2615Lemma 10. (See [2, pp. 64–65].) Let h, k be positive integers such that (h, k) = 1. Then 6ks(h, k)
is an integer. Moreover,
12ks(h, k) ≡ h + h′ (mod (3, k)k)
where hh′ ≡ 1 (mod (3, k)(2, k)3k), and
12ks(h, k) ≡ 0 (mod 3)
if and only if 3  k.
If 3  k, we can use the Chinese Remainder Theorem to combine the two equivalences in
Lemma 10 to obtain the following congruence relation for 12ks(h, k) modulo 3k for all h, k.
Corollary 11. Let h, k be positive integers such that (h, k) = 1. Then
12ks(h, k) ≡ (1 − k2)(h + h′) (mod 3k)
where hh′ ≡ 1 (mod (3, k)(2, k)3k).
We also have results telling us 12ks(h, k) modulo certain powers of 2.
Lemma 12. (See [7, p. 34].) Let h, k be positive integers such that (h, k) = 1 and k is odd. Then
12ks(h, k) ≡ k + 1 − 2
(
h
k
)
(mod 8).
Corollary 13. Let h, k be positive integers such that (h, k) = 1 and k = 2λk′ where λ > 0 and k′
is odd. Then
12ks(h, k) ≡ h + h′(k2 − k + 1)+ 2kh′( k
h
) (
mod 2λ+3
)
,
where hh′ ≡ 1 (mod (3, k)8k).
Proof. Since k is even, h must be odd. Hence by Lemma 12,
12khs(k,h) ≡ hk + k − 2k
(
k
h
)
(mod 8k).
From Lemma 9,
12hks(h, k) = h2 + k2 − 3hk + 1 − 12khs(k,h)
≡ h2 + k2 − k + 1 + 2k
(
k
)
(mod 8k).
h
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12ks(h, k) ≡ h + h′(k2 − k + 1)+ 2kh′( k
h
) (
mod 2λ+3
)
. 
Now we can use Corollaries 11 and 13 and Lemma 12 to find 12k[s(h, k) − ts(th, k)] mod-
ulo 3k and certain powers of 2.
Proposition 14. Let h, k, t be positive integers such that (h, k) = 1, (t, k) = 1, and k = 2λk′
where λ 0 and k′ is odd. Then
12k
[
s(h, k) − ts(th, k)]≡ (k2 − 1)(t2 − 1)h (mod 3k)
and
12k
[
s(h, k) − ts(th, k)]≡
{
(k + 1)(1 − t) + 2(h
k
)(t ( t
k
) − 1)
h(1 − t2) + 2λ+1(1 − ( k
t
))
(mod 2λ+3)
if λ = 0,
if λ > 0.
Proof. Choose integers h′, t ′ s.t. hh′ ≡ 1 (mod (3, k)(2, k)3k) and t t ′ ≡ 1 (mod (3, k)(2, k)3k).
By Corollary 11,
12ks(h, k) ≡ (1 − k2)(h + h′) (mod 3k), and
12ks(th, k) ≡ (1 − k2)(th + t ′h′) (mod 3k).
Note that, if 3|k, then t t ′ ≡ 1 (mod 3k) so
12kts(th, k) ≡ (1 − k2)(t2h + h′) (mod 3k).
If 3  k, then we only know that t t ′ ≡ 1 (mod k), but you can again apply the Chinese Remainder
Theorem to the congruences obtained in Lemma 10 to show that
12kts(th, k) ≡ (1 − k2)(t2h + h′) (mod 3k).
Hence
12k
[
s(h, k) − ts(th, k)]≡ (1 − k2)(h + h′) − (1 − k2)(t2h + h′)
≡ (1 − k2)(1 − t2)h (mod 3k).
Now assume that k is odd, i.e. λ = 0. By Lemma 12,
12ks(h, k) ≡ k + 1 − 2
(
h
k
)
(mod 8), and
12ks(th, k) ≡ k + 1 − 2
(
t
k
)(
h
k
)
(mod 8).
Therefore
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[
s(h, k) − ts(th, k)]≡ k + 1 − 2(h
k
)
− t
[
k + 1 − 2
(
t
k
)(
h
k
)]
≡ (k + 1)(1 − t) + 2
(
h
k
)[
t
(
t
k
)
− 1
]
(mod 8).
Now assume that λ > 0. Then k is even so by Corollary 13,
12ks(h, k) ≡ h + h′(k2 − k + 1)+ 2kh′( k
h
) (
mod 2λ+3
)
, and
12ks(th, k) ≡ th + t ′h′(k2 − k + 1)+ 2kt ′h′(k
t
)(
k
h
) (
mod 2λ+3
)
.
Since t t ′ ≡ 1 (mod 8k) and therefore t t ′ ≡ 1 (mod 2λ+3),
12k
[
s(h, k) − ts(th, k)]≡ h + h′(k2 − k + 1)+ 2kh′( k
h
)
−
[
t2h + h′(k2 − k + 1)+ 2kh′(k
t
)(
k
h
)]
≡ h(1 − t2)+ 2kh′( k
h
)[
1 −
(
k
t
)] (
mod 2λ+3
)
.
Since 2k ≡ 0 (mod 2λ+1), [1 − ( k
t
)] ≡ 0 (mod 2), and h′( k
h
) ≡ 1 (mod 2),
2kh′
(
k
h
)[
1 −
(
k
t
)]
≡ 2λ+1
[
1 −
(
k
t
)] (
mod 2λ+3
)
.
Thus
12k
[
s(h, k) − ts(th, k)]≡ h(1 − t2)+ 2λ+1[1 −(k
t
)] (
mod 2λ+3
)
. 
Now using the Chinese Remainder Theorem, we can combine the two congruences in Propo-
sition 14 to explicitly find w′h,k . This allows us to simplify the inner sum in At(n) and write it as
a Ramanujan sum. Recall that Ramanujan’s sum is
ck(m) =
∑
0h<k
(h,k)=1
e2πimh/k.
The following are basic properties of Ramanujan sums that we will need (for example, see [1]):
• ck(m) = ck(l) if l ≡ m (mod k),
• ck(lm) = ck(m) if (l, k) = 1,
• ck(m) = ϕ(k)μ(k/(m,k))ϕ(k/(m,k)) ,
• ck(1) = μ(k).
Here ϕ is the Euler totient and μ is the Möbius function.
J. Anderson / Journal of Number Theory 128 (2008) 2591–2615 2611Theorem 15. Let t, k be positive integers such that t is odd and (t, k) = 1,
∑
0h<k
(h,k)=1
e−2πinh/kω′h,k =
(
k
t
)
ck
(
n − (k
2 − 1)(t2 − 1)
24
)
.
Moreover, if (t,6) = 1,
∑
0h<k
(h,k)=1
e−2πinh/kω′h,k =
(
k
t
)
ck
(
n + t
2 − 1
24
)
.
Proof. First, ω′h,k = eπi(s(h,k)−ts(th,k)). Using Proposition 14, we can find this number explicitly.
Let k = 2λk′ where λ 0 and k′ is odd. Let x, y be integers such that 3k′x ≡ 1 (mod 2λ+3)
and 2λ+3y ≡ 1 (mod 3k′). Note that x must be odd.
First assume that λ = 0. By the Chinese Remainder Theorem and Proposition 14,
12k
[
s(h, k) − ts(th, k)]
≡ 8y(k2 − 1)(t2 − 1)h + 3kx(k + 1)(1 − t) + 6kx(h
k
)[
t
(
t
k
)
− 1
]
(mod 24k).
Since t , k and x are all odd and one of t, k must be coprime to 3,
eπi(s(h,k)−ts(th,k)) = exp
(
2πih
k
(k2 − 1)(t2 − 1)
24
8y
)
(−1) (k+1)(t−1)4 (−1)
t( t
k
)−1
2
= exp
(
2πih
k
(k2 − 1)(t2 − 1)
24
8y
)(
k
t
)
where (k
2−1)(t2−1)
24 is an integer. Since 8y ≡ 1 (mod 3k),
(k2 − 1)(t2 − 1)
24
8y ≡ (k
2 − 1)(t2 − 1)
24
(mod k).
Thus
eπi(s(h,k)−ts(th,k)) = exp
(
2πih
k
(k2 − 1)(t2 − 1)
24
)(
k
t
)
.
Now assume that λ > 0. By the Chinese Remainder Theorem and Proposition 14,
12k
[
s(h, k) − ts(th, k)]
≡ 2λ+3y(k2 − 1)(t2 − 1)h + 3k′xh(1 − t2)+ 6kx[1 −(k
t
)]
(mod 24k).
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eπi(s(h,k)−ts(th,k)) = exp
(
2πih
k
[
(k2 − 1)(t2 − 1)
24
2λ+3y + 3(1 − t
2)
24
k′x
])
(−1) 1−(
k
t )
2
= exp
(
2πih
k
[
(k2 − 1)(t2 − 1)
24
2λ+3y + 3(1 − t
2)
24
k′x
])(
k
t
)
where (k
2−1)(t2−1)
24 and
3(1−t2)
24 are integers. Since 2
λ+3y ≡ 1 (mod 3k′),
(k2 − 1)(t2 − 1)
24
2λ+3y + 3(1 − t
2)
24
k′x ≡ (k
2 − 1)(t2 − 1)
24
(mod k′).
Since 3k′x ≡ 1 (mod 2λ+3),
(k2 − 1)(t2 − 1)
24
2λ+3y + 3(1 − t
2)
24
k′x ≡ (1 − k
2)(1 − t2)
24
3k′x
≡ (k
2 − 1)(t2 − 1)
24
(
mod 2λ
)
.
Therefore
(k2 − 1)(t2 − 1)
24
2λ+3y + 3(1 − t
2)
24
k′x ≡ (k
2 − 1)(t2 − 1)
24
(mod k).
Hence
eπi(s(h,k)−ts(th,k)) = exp
(
2πih
k
(k2 − 1)(t2 − 1)
24
)(
k
t
)
.
Thus, in both cases,
∑
0h<k
(h,k)=1
e−2πinh/kω′h,k =
(
k
t
) ∑
0h<k
(h,k)=1
exp
(
2πih
k
(
(k2 − 1)(t2 − 1)
24
− n
))
=
(
k
t
)
ck
(
(k2 − 1)(t2 − 1)
24
− n
)
=
(
k
t
)
ck
(
n − (k
2 − 1)(t2 − 1)
24
)
.
If (t,6) = 1, t2−124 is an integer, and therefore n − (k
2−1)(t2−1)
24 ≡ n + t
2−1
24 (mod k). Hence
∑
0h<k
e−2πinh/kω′h,k =
(
k
t
)
ck
(
n + t
2 − 1
24
)
. (h,k)=1
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At(n) =
∞∑
k=1
k
1−t
2
(
k
t
)
ck
(
n + t
2 − 1
24
)
.
Note that k
1−t
2 ( k
t
)ck(n + t2−124 ) is a multiplicative function of k. Thus the infinite sum above can
be written as an infinite product over primes:
At(n) =
∏
p prime
∞∑
k=0
pk·
1−t
2
(
p
t
)k
cpk
(
n + t
2 − 1
24
)
.
By the properties of Ramanujan sums, if (p,n + t2−124 ) = 1, then
cpk
(
n + t
2 − 1
24
)
= cpk (1) = μ
(
pk
)=
{1 if k = 0,
−1 if k = 1,
0 if k  2.
Thus
At(n) =
∏
p prime
(p,n+ t2−124 )=1
(
1 −
(
p
t
)
p
1−t
2
) ∏
p prime
(p,n+ t2−124 )>1
∞∑
k=0
pk·
1−t
2
(
p
t
)k
cpk
(
n + t
2 − 1
24
)
.
If the first product is extended to a product over all primes, then it becomes the reciprocal of the
L-value L( t−12 , (
·
t
)) so
At(n) = 1
L( t−12 , (
·
t
))
∏
p prime
p|n+ t2−124
1
1 − (p
t
)p
1−t
2
∞∑
k=0
pk·
1−t
2
(
p
t
)k
cpk
(
n + t
2 − 1
24
)
.
Thus, for t > 6 such that (t,6) = 1,
at (n) = (2π)
t−1
2
t t/2( t−32 )!L( t−12 , ( ·t ))
(
n + t
2 − 1
24
) t−3
2
Bt(n) + O
(
n
t−1
4
)
where
Bt(n) =
∏
p prime
p|n+ t2−124
1
1 − (p
t
)p
1−t
2
∞∑
k=0
pk·
1−t
2
(
p
t
)k
cpk
(
n + t
2 − 1
24
)
is a function involving the prime divisors of n + t2−1 .24
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ap(n) = (2π)
p−1
2
pp/2(p−32 )!L(p−12 , ( ·p ))
(
n + p
2 − 1
24
) p−3
2 ∑
d|n+ p2−124
(
d
p
)
d
3−p
2 + O(np−34 +ε)
for every ε > 0. Thus we can see that we have extended the result of Granville and Ono to all
t > 6 such that t is coprime to 6.
It is likely possible to show that Bt(n) and
∑
d|n+ t2−124
( d
t
)d
3−t
2 are equal up to a sufficiently
small error in order to show that the asymptotic formula for at (n) for t coprime to 6 is the same
as the asymptotic formula for ap(n) for primes p  5 obtained by Granville and Ono, but this
would likely prove to be quite difficult.
8. Conclusion
As stated in the Introduction of this paper, Stanton made the following “possibly rash” con-
jecture:
Conjecture (Stanton). If t  4, then
at (n) at+1(n)
for n t + 1.
In this paper, we have proven the following weaker form of the conjecture:
Theorem 1. If 4 t1 < t2, then
at1(n) < at2(n)
for sufficiently large n.
Following the methods used in this paper to find the asymptotic formula for at (n), it would
be possible to obtain bounds on the constants involved in the error terms. Thus, given a fixed t1
and t2, this would allow one to explicitly compute a lower bound on n for which it is certain that
the inequality
at1(n) < at2(n)
would hold. Thus it would be possible to verify the full strength of Stanton’s conjecture (if true)
for all 4 t  100 (for example) by a computer check of a finite number of values of at (n) for
4 t  101.
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