Melanoma is a type of skin cancer and is caused by the uncontrolled growth of atypical melanocytes. In recent decades, computer aided diagnosis is used to support medical professionals; however, there is still no globally accepted tool. In this context, similar to state-of-the-art we propose a system that receives a dermatoscopy image and provides a diagnostic if the lesion is benign or malignant. This tool is composed with next modules: Preprocessing, Segmentation, Feature Extraction, and Classification. Preprocessing involves the removal of hairs. Segmentation is to isolate the lesion. Feature extraction is considering the ABCD dermoscopy rule. The classification is performed by the Support Vector Machine. Experimental evidence indicates that the proposal has 90.63 % accuracy, 95 % sensitivity, and 83.33 % specificity on a data-set of 104 dermatoscopy images. These results are favorable considering the performance of diagnosis by traditional progress in the area of dermatology.
Introduction
The presence of melanocytic skin lesions is becoming increasingly more common, and early detection becomes vital for decision making regarding the treatment to be followed. There are two types of melanocytic lesions: the benign or nevus and the malignant or melanoma. The latter is a skin cancer produced by the uncontrolled growth of melanocytes [1] . This disease could be asymptomatic for the patient, especially in the early stages, so the dermatological inspection is vital [2] . The spread of melanocytes around the body and its asymptomatic nature [3] make it the most lethal skin cancer. In the past years, new methods of non-invasive diagnosis have been developed in order to detect early melanocytic lesions with malignancy features, to reduce unnecessary biopsies, and credit decisions regarding the conduct of the treatment that the specialist suggests [4] . Early diagnosis of melanoma is crucial due to the absence of effective treatments in advanced disease [5] .
Melanoma makes up less than 5% of skin cancer cases, but it is the cause of 75% of the deaths that occur by this type of cancer [6] . There is a dramatic increase of melanoma cases; it is estimated that 132,000 cases happen in the world every year, and approximately 66,000 people die because of this, and other types of skin cancer [7] . The determining factors are given by global warming, the continues unprotected exposure to sun rays, and solar beds increases the chances of contracting melanoma [8] .
Approach to the problem
• The techniques used by dermatologists for the diagnosis depend largely on the accuracy of the professional, and the experience in the diagnosis of melanoma as mentioned in Zhou et al. [9] .
• A bad diagnosis translates into performing unnecessary biopsies for healthy patients and the spreading of cancer in sick patients, in Gangster et al. [10] .
• The task of diagnosis by the specialist is commonly performed under factors associated with the visual environment that could cause the inaccuracy of the analysis [8] .
General Objective
To develop a support tool for diagnosis of non-invasive lesions at early stages with sensitivity and specificity of 89% and 79% respectively [5] , using the ABCD rule. The tool, based on techniques of digital image processing and learning machines, should indicate if the image corresponds to a benign or malignant lesion.
Specific Objectives
• To completely remove the hairs covering the lesion.
• To do a good segmentation of the lesion.
• To find the relevant characteristics that indicate malignancy.
• To build, train and validate a binary classifier with the obtained characteristics.
This work is organized as follows: Section 2 presents the concepts of melanocytic lesions and the methods of traditional diagnosis. Section 3 details the tools and algorithms used in the proposed methodology. Section 4 presents the experiments and results obtained. Section 5 shows a discussion of the obtained results. Section 6 shows the final conclusions after the experiments and analysis of the results of the project; and finally, the future works.
The Skin and the Melanocytic Lesions
The skin is the largest human-body organ and is composed of three main layers, the epidermis (outer layer of skin), the dermis (inner layer of skin), and the hypodermis (composed of adipocytes that produce and store fat) [1] . In the epidermis there are numerous cells, such as squamous cells, basal cells or cells called melanocytes, as shown in Figure 1 . The latter are in charge of producing a substance called melanin, which is the pigment that gives color to the skin [1] . Figure 1 : Layers of the Skin [11] When there is a pigmented skin lesion, there are 2 groups: non-melanocytic lesions, and melanocytic lesions [5] . Melanocytic lesions are classified between benign and malignant lesions, which according to its characteristics may become a melanoma [4] .This work focuses on the study of melanocytic lesions due to the mortality characteristic of melanoma.
Melanoma
Melanoma is produced by the uncontrolled growth of cells that accumulate pigment (melanocytes), thus, it can be widely spread on the body through the lymphatic vessels and the blood vessels, giving it its main characteristic of mortality [2] .
Causes
The factors that cause skin cancer are diverse, however, 86% of melanomas is due to the exposure to ultraviolet radiation (UV) from the Sun [12] . There are a number of factors that increase the risk of developing melanoma [13] such as: the presence of atypical nevus, the presence of nevus exceeding 40 units, the presence of congenital nevus, having a family history of atypical nevus, of melanoma, or to have been exposed for many hours to ultraviolet rays (Sun, UVB, UVA) even though having a completely tanned skin.
Dermoscopy
The dermoscopy is a non-invasive technique of imaging diagnosis which is used for the observation of skin lesions, allowing the visualization of the structures of the epidermis and dermis [14] . An instrument called a dermatoscope is used for this technique, which consists of a light source and an image amplification system [8] . The use of this technique reaches 89% of sensitivity, and 79% of specificity of the professional [16, 17] . This is the reason why dermoscopy in the diagnosis of the lesions is of vital importance in little expressive lesions and at early stages [16, 17] .
Dermatological diagnostic methods
The diagnostic method commonly accepted in Dermatology is the 2-stage analysis, where the first stage analyses the lesion of the skin to determine whether it is melanocytic or non-melanocytic; and then the lesion is analyzed to see if the melanocytic one is malignant or benign (second stage) [18, 3, 19] .
In the first stage, it is important to detect noticeable features of the melanocytic lesions (for a better study, consult in [14] and [20] ). In the second stage, exhaustive and thorough methods of analysis [5] are required for the diagnosis of benign or malignant lesion. There are several methods commonly used, such as: the Pattern Analysis in Zalaudek et al. [21] , the Menzies Method in Menzies et al. [22] , the 7-point checklist in Argenziano et al. [23] , and the ABCD rule in Stolz et al. [24] , the latter is used in this work.
The ABCD rule
Developed by Stolz [24] in 1993, it analyzes 4 criteria: asymmetry, borders, colors, and dermoscopic structures. Asymmetry is the pattern generated by the uncontrolled growth of the lesion, it is measured by dividing the pigmented lesion into 2(two) axes, looking for the best symmetry possible [5, 25] . Figure 3 shows a symmetric and an asymmetric lesion with 2 (two) marked axes. The first axis is outlined on the longest part of the lesion and is called the main axis, the second axis is outlined perpendicular to the main axis. Borders are patterns associated with abnormal terminations of color that melanocytic lesions have, i.e., borders have color variations. The area of interest is divided into 8 segments. Figure 4 shows normal borders indicated with an X, the others are considered as abrupt. Color is related to the excess of melanin under the surface of the lesion, causing a different color in a concentration of pixels over a specific region. 6 (six) colors are taken into account: white, light brown, dark brown, blue-gray, red, and black. The presence of many colors imply a malignant tendency. Example is shown in Figure 5 , where it indicates the presence of colors red (black square) and light brown (red square). 3. Structureless Areas: They correspond to areas of the melanocytic lesion in which structures inside cannot be distinguished. It has to be more than 10% of the lesion.
4. Dots: They are pigmented circular structures of 0.1 mm. They must be more than 2 dots. They are almost invisible to the naked eye.
5. Globules: They are pigmented structures of a greater size than dots (greater than 0.1 mm). Both, dots as well as globules can be black, brown, or blue color. They must be of 2 globules or more.
Related works
Some state-of-the-art reported works are presented next, that propose automated diagnostic systems.
In Batugo [1] an automated diagnostic system was proposed for the detection of melanomas, composed by the following modules: The pre-processing, which consists of the elimination of borders or margins that should not be present in the image at the time of the analysis. Also seeks to isolate objects foreign to the lesion, such as hair. The proposed segmentation was performed by means of the Clustering Method using Gaussian mixtures; the feature extraction was performed based on the ABCD rule. Classification was carried out using linear discriminant classifier [26] , in order to obtain the diagnosis using the previously extracted characteristics. The tests were carried out with 100 images whose diagnosis is detailed as follows: 29 melanomas and 71 nevus. The evaluation of the system obtained a 79.31% of sensitivity, and 71.83% of specificity.
Similar to the previous work, Oliveira [27] developed a diagnostic system of pigmented lesions formed by 4 modules: pre-processing of images was carried out by anisotropic diffusion filter [28] to eliminate the noise. The segmentation module was carried out by using the Chan Vese Method [29] . The feature extraction was performed using the ABC-T (Assimetry, Border, Color, Texture) rule. The last characteristic was added in order to consider the "lesiones queranocíticas" (Keratinocytic Lesions) which are anomalies of the skin that appear as a crust on its surface. Classification was carried out using the SVM (Support Vector Machine) classifier [29] . The evaluation according to the sensitivity metrics and specificity were of 73.81% and 76.67% respectively. The image bank was composed of 408 digital images, of which 62 were nevus, 86 images with keratosis and 260 melanomas.
Em Rahman et al. [30] combined different classifiers in order to develop a melanoma automatic recognition system using dermoscopic images. For the segmentation, the clustering algorithm was used, Fuzzy C-means [31] .Then, an opening and a morphological closing were applied to eliminate noise and soften the border, obtaining this way the outline of the lesion. For the classification of the skin lesions, the combination of the technology of the SVM, GML [32] , and K-NN [33] classifiers were used. The following results were obtained: 62.50% of specificity and 83.75% of sensitivity, from a total of 358 dermoscopic images using 40% for training and 60% for tests.
In Alcon et al. [34] a diagnostic system of pigmented lesions was proposed. Segmentation was carried out using the Otsu method [35] . The characteristics were extracted through the ABCD method, totaling 55 characteristics. The classification was carried out using the K-NN classifier. Tests conducted on the total of 152 digital images, yielded the following results: 45 nevus and 107 melanoma, corresponding to a 68% of specificity, and 94% of sensitivity.
It is presented in Celebi et al. [36] a methodological approach for the classification of pigmented lesions of the skin using dermoscopic images. Median filter is used for pre-processing and Otsu's method for segmentation. In the feature extraction, the following characteristics were used: the area of the lesion, relation of appearance, asymmetry, compactness. For the classification, they used SVM and in experiments conducted on a set of 564 images, they produced a specificity of 92.34% and a sensitivity of 93.33%.
It is important to note that there are several related works that do not follow any dermatological rule to find the diagnosis, since they propose the study of characteristics such as color and texture of the lesion in a specific way, as the ones reported in [37, 38, 39, 40, 41, 42] . In Scharcanski et al. [43] you can see a summary of the work using computer vision techniques in the diagnosis of skin cancer and provides an orientation of medical image analysis.
This topic is controversial in terms of whether to use or not to use the diagnostic methods approved by the dermatologists [37] . In this context, this work prefers to follow the line accepted by them, as it is the ABCD rule, developing techniques which comply with the requirements of the dermatologic community and thus improve the performance reported in the state-of-the-art.
Proposed Method
Based on the work of the state-of-the-art, 4 main modules are proposed: Pre-processing, Segmentation, Feature Extraction, and Classification.
Module 1: Pre-processing
The main obstacle for the study of lesions is the hair presence on the dermoscopic image as shown in Figure  6 ; and therefore, the applied methodology to extract them is presented.
Hair Removal
An f d image (dermoscopic melanocytic image) for the removal of hairs is received, to which the bottom-hat operator is applied on each channel of the RGB space. Then, the maximum value among the 3 channels is taken, as shown in Figure 7 (b). Then, the Otsu algorithm [35] is applied to make the image binary, the result of this operation can be seen in Figure 8 (a), and it is used as a mask for painting the hairs with a very different color from that of the lesion, in this case, green, as shown in Figure 8 (b). Finally, Inpainting is applied, proposed by [44] , which is an algorithm of image restoration that uses information from the rest of it to rebuild the areas associated with the hairs. The output of this module is an f p image, as shown in Figure 9 , which at the same time is the entrance to the next module (segmentation). 
Module 2: Segmentation
In this phase, it is worked over the f p image in grayscale Figure 10 (a). To remove the peaks of intensity between pixels, median filter is applied with a window size of 4 x 4. The level of grey of each point is replaced by the value of gray of a point by the average of the levels of grey of a certain vicinity, the resulting image is shown in Figure 10 (b). The adjustment of the intensity values of the image is made using the value of gamma = 0.01, in order to reduce noise, as shown in Figure 11 (a). To improve the contrast of the image so that the lesion can be highlighted, the algorithm of improvement of contrast (Contrast Limited Adaptive Histogram Equalization) CLAHE is used [45] , with Clip Limit = 0.01 and with contextual regions equal to 2 x 2 (see Figure 11 (b) ). Once the image is improved, the threshold is calculated with the maximum-entropy automatic thresholding algorithm [45] and the binary mask resulting from this stage can be seen in Figure 12 (a). The image of the lesion associated to the binary mask can be seen in Figure 12 
Module 3: Feature Extraction
This work uses the ABCD rule for the diagnosis of Melanoma. In that sense, the features to be extracted are: Asymmetry, Border, Color, Reticular Pattern, Dots and Glabules, Structureless Areas, and Pseudopods.
Asymmetry
This feature is obtained through the asymmetry index which is calculated using a combination of instructions. This index indicates asymmetric is the lesion, i.e., the greater the value of it, the more asymmetric the lesion is; and the lower the value of it, the more symmetrical the lesion is. The segmented lesion shown in Figure  13 (a), is rotated through its centroid by bi-linear interpolation method [24] , and is shown in Figure 13 (b). Once the lesion is rotated it is then divided through the main axis, as shown in Figure 14 (a) and then divided by the secondary axis, in Figure 14 (b) there is the lesion divided by the secondary axis. The asymmetry index AI is calculated by the expression (1)
where em = 1 is the major axis and em = 2 is the minor axis, is the area of the non-overlapping lesion; and A T L is the area of the lesion. In this way, the first feature is obtained and is denoted by C a .
Borders
For the border analysis, the lesion is divided into 8 regions. Each retrieved sector, as shown in Figure 15 , is analyzed separately. In this way, if the color of the lesion varies from the center towards the border, it is said that it has an abrupt border, otherwise is a normal or regular border, lesions with abrupt termination are associated with melanoma. The color variation in the borders is measured by calculating the variance from the center of the lesion until the border of it, where high values of variance indicates a border with abrupt termination, and low values indicate a normal border. In this way, the feature of border is obtained and is denoted by C b . Figure 16 : Lesion Divided into 8 Regions.
Color
In the study of this feature, 6 colors are taken into account: light brown, dark brown, blue-gray, red, black and white.The presence of these colors suggest melanoma. Each color is detected by means of the Euclidean distance of each pixel to the corresponding intensities to that color. Table 1 shows the value of intensity of each color. The lower the value of the calculated distance suggests closeness to a color. Figure 16 (a) shows a lesion with the presence of the blue-gray color, and in Figure 16 (b), a lesion that contains the colors dark brown and light brown.
The presence of different colors in the lesion points to a positive diagnosis of Melanoma. For the presence of the color, the obtained features are: light brown denoted by C cmc , dark brown denoted by C cmo , blue-gray denoted by C cag , red denoted by C cr , black denoted by C cn and white denoted by C cb , represented by the vector C c , which in turn is given by: 
Dermoscopic Structures
They are different patterns associated with melanoma, it includes the study of 5 structures: Linear Branches denoted by C rl , Atypical Pigmented Reticulum denoted by C rp , Structureless Areas denoted by Cad, points denoted by C p , and globules C g . This set of features is represented by the C ed vector defined by:
Details of the recognition process of these features are given below. Linear Branches: Pseudopods are bulbous and bent projections as shown in Figure 18 (a), the borders are finger-like structures (in the form of fingers).
To detect the pseudopods, the variances of the Euclidean distance are analyzed between the centroid and the border of the lesion.The binary mask from the original image can be seen in Figure 18 (b). To this mask, the morphological operator dilation is applied with a structuring element with the shape of a disc of radious 1, Figure 18 (c) . The border of the lesion results from the subtraction of the dilated image and the original image, as shown in Figure 18 (d) . The variance is calculated as a measure of dispersion of the distances to the border, a high value suggests the presence of pseudopods.
Atypical Pigmented Reticulum: A relevant feature associated to the diagnosis of melanoma is the atypical pigmented reticulum. Figure  19 (a) shows a lesion with cross-linked, to diagnose as typical or atypical, a series of steps will be taken, which are explained below.
On the image of the segmented lesion in grayscale, Figure 19 (b) , it is applied the detection of border with an Laplacian-of-Gaussian operator (LOG) [46] , the result is shown in Figure 19 (c). The cross lines which form a mesh over the lesion; and, also the outside border of the lesion that must be removed, can be observed. With the aim of obtaining only formed holes, the border is calculated and then it is subtracted from Figure 19 To obtain the border, the morphological operator erosion is applied, with a structuring element in the shape of radium disc of 1 pixel and it is subtracted from the original binary mask (morphological gradient), Figure 20 (a). The resulting border can be seen in Figure 20 (b) . To remove the border of the lesion, the border of the image is substracted as shown in Figure 20 (b) of the image that contains the mask of the mesh, shown in Figure 19 (c) and the result is shown in Figure 20 (c) . Once the border is removed, the holes formed by the cross-linked are filled, as shown in Figure 20 (d) . Finally, the dots and small areas with filtered of areas lower than 30 pixels, the final image is seen in Figure 20 (e). The area of each zone is examined, if there is not much variation between the areas, the pigmented reticulum is atypical. Structureless Areas: Structureless areas are regions of the lesion to which the aforementioned structures can not be remunerated.
In the center of the Figure 21 (a) a lesion is shown, with a structureless area of a dark brown color, indicated by the red square. The image of the lesion is in grayscale as shown in Figure 21 (b). This lesion is segmented by the traditional Otsu algorithm, to isolate the dark areas as can be seen in Figure 20 (c) . Then, the region that belongs to the structureless area gets separated, and the resulting image is shown in Figure 21 (d).
Dots and Globules: Dots and globules are differentiated by their size, the first are almost invisible to the naked eye. Figure 22 (a) shows a lesion presenting various dark-brown globules.
With the aim of locating globules, first, an improvement of the distribution of the pixels of the image in grayscale is made (Figure 22 (b) ), using the average filter with a window size of 4 x 4, as shown in Figure  22 (c). To highlight them, an intensity adjustment is done with gamma = 0.01 and a contrast improvement is applied through the equalization of the histogram using the CLAHE method with Clip Limit = 0.01 and contextual regions equal to 2 x 2, as shown in Figure 22 The binary image is obtained through the Otsu method (Figure 23 (a) ). Then, closure is applied with a structural element is the shape of a disk and size 3, in such a way that the nearby components are united as can be seen in Figure 23 (b) . The vector of x characteristics consisting of: x = [Ca; Cb; Cc; Ced] where each element represents the sub-vectors previously calculated.
Module 4: Classification
In this work, the classification of lesions will be done by using the SVM classifier (Support Vector Machine) [29] . Entry data will be formed by D = {x, y} where x is the set of vectors of features while y is the set of labels. They represent one of the two classes, y i =0 for benign lesions and y i =1 for malignant lesions associated with the i-th melanocytic lesion. The classification will have two stages: a) The construction of the classifier for the learning of the parameters of the system, this process is performed with a set of training. b) The system's tests to evaluate the classifier's performance is carried out with a set of tests that are independent from the set of training.
Experimental tests
This section presents the evaluation metrics used, the experiments done, the results obtained, and those of the state-of-the-art; then, there is a discussion about the results.
Image Bank
120 dermatoscopy images were used for the tests (non-melanocytic and melanocytic) acquired through a dermatoscope computerized video with polarized light, which uses lenses with 20 to 70x given by the Centre for Processing Digital Images of the Faculty of Sciences, Universidad Central de Venezuela [47] .
The images were analyzed by Dr. Lizza Salgueiro, from the Department of Dermatology of the Universidad Nacional de Asunción, since they were not previously diagnosed. According to her diagnosis, 16 non-melanocytic and 104 melanocytic lesions were found, from which 76 were malignant lesions, and 28 were benign lesions.
Experimental Results from Removal of hairs
The tests that were carried out for the module of hair removal, consists of the application of 2 techniques for its comparison. Figure 24 (a) shows a lesion, with the presence of hair, both, on the lesion as well as on the skin; the goal is to perform the hair removal using the following methods:
The first approach is based on the following operations [47] : First, it applies morphological filters. Then, the Botton-Hat operator is used. Through segmentation by thresholding, the hairs from the skin are separated. Finally, the associated areas with the hairs are reconstructed with the average filter.
The second technique, proposed in this work (section 3.1.1), is based on: Obtaining a mask of hairs through the Botton-Hat operator and the traditional Otsu algorithm. On this mask, the Inpainting algorithm [44] is applied for the replacement of the pixels associated with hairs. Figure 24 (b) shows the resulting image from the first method previously mentioned, it can be noticed that the elimination of hair affected some areas of the skin and the lesion, which is not recommendable. Finally, Figure 24 (c) shows the image without hairs, resulting from applying the second method; it can be noticed that the colors of the lesion remained intact. As a second test, Figure 25 (a) shows a lesion with presence of hairs with greater thickness than the previous example. Figure 25(b) shows the image resulting from the first method, and it can be noted that eliminating the hairs affected the area of the lesion, and some whitish markings with the shape of hairs were left. Figure 25(c) shows the hairless image resulting from applying the Inpainting algorithm, the lesion with a total absence of hairs, unmarked and without alteration of the colors, can be noticed in the image. These methods were visually evaluated by the professional dermatologist. After several tests performed on lesions with thick and fine hairs, the expert arrived to the conclusion that the thickest hairs are best removed with the second method exposed. Despite the computational cost of the Inpainting algorithm, as it is mentioned in [44] , in this work is used due to the improvement it represents visually in the results. 
Performance segmentation metrics
Segmentation seeks to isolate the lesion from the rest of the skin for further study. Performance metrics were defined in this section to evaluate the segmentation method. Four possible outcomes can be obtained from a segmented lesion:
• True positive (TP), the pixel belongs to the lesion and is segmented as a pixel that belongs to the lesion.
• False negative (FN), the pixel belongs to the lesion and is not segmented as a pixel that belongs to the lesion.
• True negative (TN), the pixel does not belong to the lesion and is not segmented as a pixel that belongs to the lesion.
• False positive (FP), the pixel does not belong to the lesion and is segmented as a pixel that belongs to the lesion.
In Figure 26 you can see the representation of TP, FN, TN and FP variables regarding the segmented lesion and its ideal segmentation, where the pixel associated with the targeted zone is given by (i, j), the ideal image represents the segmentation done by a professional, and the segmented image represents the segmentation of the lesion obtained automatically. The metrics used are:
• Sensitivity: The probability of correctly segment the injury.
• Specificity is the probability of correctly segmented skin.
• Accuracy: The likelihood of the skin or the lesion to obtain a correct segmentation.
Experimental Results of Segmentation
Currently, there are several segmentation methods for melanocytic lesions due to the important role that they play in a diagnostic system. In [49] a comparison of 6 segmentation methods applied to melanoma were carried out, where it was concluded that the AS (Adaptive Snake) and EM-LS (Expectation Maximization Level Set) methods were strong and useful for the segmentation of the lesion in a computer-aided diagnostic system in order to help the clinical diagnosis of dermatologists. On the other hand, this work has as its main objective the improvement of the performance of final diagnosis for which 2 automatic segmentation algorithms were tested: the Otsu's traditional algorithm, and that of Maximum Entropy. Table 2 shows the results of the 2 algorithms. The results obtained were compared with images of ideal segmentation made by the dermatologist. As shown in Table 2 , the results are similar in terms of performance, specifically, for pigmented lesions were reported [8] which is convenient to use the method of maximum entropy, so that in this work such algorithm is used for the segmentation.
Performance Classifier Metrics
The objective of the classifier on the proposed methodology is to return a negative or positive diagnosis, ie, whether the input samples represent a malignant or benign lesion. For a given sample, a diagnostic system can lead to one of four possible outcomes:
• True positive (TP), diagnosis is positive and is classified as positive.
• False negative (FN), diagnosis is positive and classified as negative.
• True negative (TN), diagnosis is negative and is classified as negative.
• False positive (FP), diagnosis is negative and is classified as positive.
In Table 3 the matrix that includes the four possible outcomes is shown. The Sensitivity, Specificity and Accuracy metrics are taken into account in order to assess the results. • Sensitivity is the probability of classifying malignant lesions as such. In other words, it is the ability to properly diagnose sick patients.
• Specificity is the probability of classifying benign lesions as such. It is defined as the ability to correctly diagnose healthy patients.
• Accuracy is the probability of correctly classifying a lesion, the probability that a sick or healthy patient gets a correct diagnosis. Table 4 shows the formal definition of the performance metrics for specificity, sensitivity and accuracy. 
For the construction of the classifier and the making of the experimental testing, the Bioinformatics Toolbox for Matlab R2013b was used. Experiments are explained below.
Experimental test I
This test is based on the retention method which consists in dividing the sample data into 2 complementary sets of 104 images. The first is called set of training D training and the second is called test set D test . Then, the set of training is formed, which contains 32 images of which were randomly selected 12 benign and 20 malignant with a probability p = 30 without repetition.The rest of the images (72 images) are used for the validation of the classifier obtained in the previous step. The results of this process are shown in Table 5 . 
Experimental Test II
It is necessary to use other methods since in experiment I the minimum standard of the Specificity Metrics was not reached (greater than 79%). The cross-validation is used to give strength to the classifier. For the K-Fold Cross-Validation, the data set is divided into K groups and K iterations are performed. Each iteration uses a group for the test D z test = D z and the K-1 remaining groups D training = D − D z are used for training with z = 1, .., K. In pseudocode 1, the collection of the SCL classification system is described, whereas in the results gathered from this process are shown in Table 6 . This data partition is unworkable when there is small amount of data, since the amount of images of training that are used by each group still cannot provide a classifier that complies with the performance standards of the dermatoscopy that are sought in this work. Note that the performance by group is less than that obtained by the retention method.
Experimental Test III
Due to the unfavorable results in experiment II (shown in Table 6 -less than the standards of specificity and sensitivity of 79% and 89%, respectively) Random Cross-Validation was conducted where K iterations were made, but by each iteration, a set of test D In the k-th iteration, it is calculated the k-th classification system CL to conform classifiers K, progressively. In this context, it is in the K-th iteration, the K-th classification system SCL = {CL 1 , CL 2 , CL 3 , ..., CL K } whose performance is obtained from the average of the classifiers K. Next, The Algorithm 2 is shown, which describes the collection of the classification system SCL based on the Random Cross-Validation. 
As shown in Figure 27 , the results begin to stabilize from iteration K = 12, so 3 iterations more are performed, until reaching a K=15. The final average of such tests can be seen in Table 7 that corresponds to a SCL 15 system. 
Assembled System -Experimental Test IV
This section describes the process of selection of the best assembled system. Next, The Algorithm 3 is shown, where e iterations are performed, where e = 1, 2, 3, 4, ...µ and each assembled system SCL e , obtained through routine SSVM, it is evaluated by the metric of accuracy.The assembled system selected will be the one that has obtained greater accuracy. 
exa e = Accuracy(SCL e ) 5: end for 6: best = M ax(exa) 7: SCL = SCL best 8: Return SCL;
For the specific problem µ = 30 was used, from the 30 iterations, the assembled system used in the experiments III was selected.
In operation time, an assembled system consisting of classifiers K, obtains the final diagnostic by means of simple vote, because the output of each classifier CL is a discrete value.
The results of the assembled system of the experiment III in operational time are shown in Table 8 .
Notice the good results obtained, but they can be tricky since all the data is used to train the classifiers. For this reason, in step A, a set of the total data is isolated for the validation of the assembled system , and step B takes the rest of the set for training and testing, having as base the method of random cross-validation. This experiment is performed with two different data sets, the first set is using the ideal segmentation made by the professional, and the second using the proposed segmentation; both results are shown in Table 9 . 
Experimental test V
This experiment is carried out in order to observe the impact of a non-ideal segmentation on the system, which consists in building a classifier based on images with ideal segmentation (generated by the medical professional). All the images are used for the test data, but they follow the proposed segmentation process of this work.The results obtain are shown in Table 10 . 
Discussion of Results
This section presents the discussions on the results obtained from the experimental tests of the segmentation and classification modules.
Segmentation
It must be taken into account that segmentation can be affected by the method of hair extraction used in each work, which could lead to unfavorable or advantageous results. The results obtained in the segmentation made on the same bank of images, by means of the proposed method obtained 97% of accuracy as shown in Table 11 ; in the same way, it can be observed that the results of [47] were favorable but below the proposal. This could be due to the hair extraction method used in this work, hence the importance of a good method for hair extraction.
Classification
Prior to the discussion of the results, it is important to clarify that the bases of images used in this work and those of the state-of-the-art are different because there are no public database due to confidentiality reasons kept between doctors and their patients. Regarding the reproduction of such works, they could not be done because of the scarce information provided by the authors, in most of the cases, the main obstacle was the lack of information on the methods used for the extraction of hairs. It could also be observed that the characteristics used in these works require knowledge of the consecutive acquisition protocol for image taking, information that is not available, and it is the reason why features such as the area and the diameter of the lesion could not be used. For these reasons, the proposed scheme is incomparable with the state-of-the-art approaches, it can only be alleged that the results obtained in this work are well positioned as shown in the Table 12 .
The Retention Method was used in experiment I, where it can be observed that there is an unbalance of loads between benign and malignant lesions, being the latter the kind which prevails. In these cases, the majority of classifiers focuses on learning from the large kinds resulting in a poor accuracy of classification for the smaller kinds. This is verified in the results obtained in this experiment being specificity lower than sensitivity, it is worth mentioning that the result obtained in sensitivity is crucial because the proper detection of malignant lesions is a priority.
With the aim of improving specificity, experiment II was conducted, whose results were not favorable even affecting sensitivity and showing the effect of insufficient data. This happened because of the division into sets of training and testing of equal size in order to obtain different classifiers which led to few images to train each classifier, which in turn, led to conduct experiment III.
In experiment III encouraging results were obtained, with a slight improvement in specificity and without sacrificing sensitivity, this is the effect of using more benign lesions during training.
With the aim of providing strength to the proposed method, an assembled system was used, which consisted of 15 classifiers.First of all, the assembled system of the experiment was formed but it was concluded that these results suggest over-training, which could lead to a poor performance for new samples.
For this reason, experiment IV was conducted, where the results are satisfactory for an unknown validation group.
Considering the sensitivity and specificity of the dermoscopy as a basis, the proposed scheme is valid since it reached these metrics which constitute the general objective of this work.
It can be observed in experiment V that non-ideal segmentation degrades the performance of the classifier that was built with all of the ideal images, getting a more negative impact on specificity than on sensitivity. With this, we can conclude that work must continue in the improvement of a segmentation algorithm that can reach to be as ideal as it can get.
Conclusions and Future Work
A set of image processing techniques were used to obtain features of the ABCD rule, quite used in dermatology, and use it as an input to a classifier.This is done in order to be able to give a diagnosis of skin cancer, specifically, melanoma. Several tests were conducted while classifying, so as to evaluate its performance and get acceptable results by dermatology experts. According to the performance metrics, very favourable results were obtained, taking into account the state-of-the-art approaches. However, for a work confrontation the same database should be used, which was not possible due to lack of public databases. In Dermatology, it is considered as a valid tool only if it reaches the performance of the diagnosis using the dermatoscopy, so the scheme proposed constitutes as a valid tool for the dermatologist. The proposed scheme complies with the outlined objectives, the generals and the specific ones. The tool has been developed in order to assist the dermatologist and not to replace them; it is intended to contribute to obtain an objective diagnosis, independent from the professional experience.
As future work, the authors propose to carry out the feature extraction using another rule, either pattern analysis [21] , the Menzies method [22] or another. To build a tool that will point out each of the features found in the lesion and that will display itself as a means of information for the medical professional. To implement a method for the extraction of hairs with lower computational cost and implement metrics to measure its performance. To do tests with a standard database, with a defined acquisition protocol in such
