INTRODUCTION
Software is a package which transforms a discrete set of inputs into a discrete set of outputs. As these software are developed by human and may be imperfect, since there is a difference between what the software package can do and what the user wants it to do. This deviation is called a software fault. There are several software reliability models available in the literature. Jelinski and Moranda (1972) were the first to introduce such a model. Later similar models were considered by Shooman (1977 ), Musa (1975 and Littlewood (1981) . Further the problem of imperfect debugging for non-homogeneous Poisson process was given by Goel and Okumoto (1979) . Several software reliability growth models have been proposed (modified exponential, S-shaped and inflection S-shaped) by Shanthikumar (1983), Yamada and Osaki (1983,1984) . The main assumption in their models is that no new errors were introduced while removing the error. Subsequently Kuo and Kremer (1983) have relaxed this assumption by incorporating the concept of imperfect debugging and error generation. They have assumed that the generation of errors may lead the software to have infinite number of errors. Based on these results, birth-death process was easily described by Kendall (1948) followed by Chiang (1968) . The purpose of this chapter, is to consider a software model where it is tested by two servers, the first M errors being debugged by the first server and the remaining (M+l) to N errors by the second server. The transient solutions of the probabilities of the number of errors remaining in the software, mean number of errors and the like are obtained.
The layout of this chapter is as follows. In section 7.2, we describe the model under consideration while in section 7.3, the governing equations with their notation and solutions are given. The last section deals with a numerical example.
DESCRIPTION OF THE MODEL
In this chapter, we consider a software model with the following assumptions:
(i) The number of faults being finite (N).
(ii) The failure rate is proportional to the number of faults remaining in the software.
(iii) Debugging is imperfect and error generation will never lead the software to have infinite errors.
(iv) The software is tested by two servers with the first M errors being debugged by the first server and the remaining M+l to N errors by the second server.
(v) The software has k faults initially and each time when a failure occurs, the fault causing that failure is instantaneously detected and further the failure rate of the software is equally affected by the errors remaining in the software.
(vi) When a failure occurs, instantaneously repair starts with the following probabilities:
(a) the fault content is reduced by one by the first (second) server with probability p1(p2)> Pi ^ P2' (b) the fault content remains unchanged with probability 4* and (c) the fault content is increased by one by the first (second) server with probability X^X^, X^ > X2 where + ¥ + Xt = 1, p2 + T + X2 = 1, Pi » T » X1 and p2 » ¥ » X2.
Under these assumptions, we obtain the transient solutions of probabilities of the number of errors in the software, mean number of errors and the expected number of failures at any time. The model is also illustrated with a numerical example.
NOTATION, GOVERNING EQUATIONS AND THEIR

SOLUTIONS
Let k be the initial fault content and N be the maximum fault content. Further let Pn(t) be the probability of n faults in the software at time t with a being the failure rate per remaining software error or proportionality constant. Also let fts) be the Laplace transforms of fit). Now using simple probabilistic arguments the differentialdifference equations are given by Ill P0'(t) = Pi a P^t) (7.1) Pj'ft) = -(a-a'F) P^t) + 2a px P2(t) (7.2)
Pn'(t) = -(na-naT) Pn(t) + (n-1) Pn.1(t) + (n+1) a pj Pn+1(t), (7.3)
Pn'(t) = -(mx-naTO Pn(t) + (n-1) aX2 Pn.i(t) + (n+1) a p2 Pn+1(t), (7.5) M+l<n<N-l PN'(t) = -(Na-NaT) PN(t) + (N-1) aX2 PNA(t) (7.6) with their initial conditions given by Pk(0) = 1, Pn(0) = 0 for n * k, (0 < n < N).
Now for studying the operating characteristics of the model, we need to calculate Pn(t), 0 < n < N. Hence we solve the above system of equations (7.1-7.6) by Laplace transforms which reduce to
Ms) P(s) = I where A(s) is a (N+1 x N+1) matrix of coefficients, P(s) is a (N+1 x 1)
column vector in Pn(s) and I is a (N+1 x 1) column vector having unity in the (k+l)th position and zero elsewhere.
Therefore one can determine Pn(s) as Taking inverse Laplace transforms in (7.9) and (7.10) we obtain
Sn IT (8j -8n) j=l j*n (7.8) (7.9) (7.10) 11 (S* -6n) j=l j*n As 5n (1 < n < N) are all positive, it may be observed that as t -> Pm(t) vanishes for 1 < m < N which is also evident from (7.1-7.6). Using the expression for transient probabilities one may define the following characteristic measures.
(i) The mean number of faults remaining in the software at time t given by N Z n Pn(t) and n=0
(ii) The expected number of failures at time t given by Similarly other measures can also be defined.
NUMERICAL EXAMPLE
The above model is explained by taking M=2, N=3, k=l, a=l, X.1=0.10, ^2=0.05, pj=0.60, p2=0-65 and T=0. Table 7 .1, we observe that the probability of no errors in the software increases as time t increases, as expected. Finally from Table 7 .2, we observe that the mean number of faults remaining in the software decreases with time t. 
