Research on the interpretation of image flow (or optical flow) until now has mainly focused on instantaneous flow fields. This limits the scope of the problems that one can address and the accuracy of the results. Here we extend a previous formulation of the problem to incorporate temporal variation of image flow. We illustrate our approach by solving specific cases which are of practical significance including simple cases of non-rigid and non-uniform motions. The formulation is general in that it is applicable to any situation provided that the scene geometry, the scene transformation, and the image flow are all ''smooth'' or analytic. 
I. Introduction
The motion of an object relative to a camera produces a moving image on the camera's image plane. The image motion thus produced contains valuable information about the threedimensional (3D) shape and motion of the object. Recovering this 3D information from image motion is the topic of this paper. The approaches that have been taken in solving this problem fall under two major categories, discrete and continuous. In the discrete approach, the velocities of a number of distinct image feature points are used to compute the motions and relative positions of the corresponding points in the scene. (e.g.: [8, 27, 16, 25, 26] ). In this paper we take the continuous approach. In this approach the image motion is represented by an image velocity field or image flow. Image flow is a two-dimensional velocity field defined over the camera's image plane. The velocity at any point is the instantaneous velocity of the image element at that point.
Some authors refer to image flow as optical flow. Methods for the computation of image flow from time-varying intensity images have been proposed by many researchers (e.g.: [7, 10, 9, 32, 35] ). This paper is concerned with the interpretation of image flow, i.e. recovering the geometry and the motion of objects in a scene from their image flow. Here we assume that the image flow is given.
Methods for interpreting instantaneous image flow have been proposed by many researchers (e.g.: [13, 15, 17, 11, 23, 30, 20] ). However, previous work on using temporal variation of image flow is scarce. Use of temporal information is necessary for two reasons. First, in many cases we can trade noise-sensitive spatial information for relatively robust temporal information. Ullman [28] , in his work that belongs to the discrete category of approaches mentioned earlier, has the following to say: ''.... although the instantaneous velocity field contains sufficient information for the recovery of the 3-D shape, the reliable interpretation of local structure from motion requires the integration of information over a more extended time period.'' This remark holds equally well for the continuous approach. For example, consider a small surface patch in motion which is approximately planar. For this case we show here that, in general, we can use the first order temporal derivatives of image flow in place of the second-order spatial derivatives. The measured values of second-order derivatives are usually very unreliable in comparison with the first-order derivatives. Therefore using temporal derivatives is preferable in this case.
The second and more important reason for using temporal information is that it makes possible for us to deal with more complicated situations such as when the object in view is undergoing non-uniform (or accelerated) motion and non-rigid motion. In the domain of continuous approaches there has been very little research on this topic. In this paper we present a general formulation capable of handling arbitrarily complicated cases under a ''smoothness'' assumption.
This assumption states that the scene geometry, scene transformation (i.e. motion and deformation), and image flow are all locally ''smooth''.
Recently Bandopadhyay and Aloimonos [4] and Wohn and Wu [36] have used temporal information to solve a restricted case of rigid motion. This case is the one we have considered in Section IV.B.1.a. A systematic way of incorporating temporal information in the interpretation of image flow was proposed in [21] . This paper is is mainly based on this work.
II. Summary of results
A major portion of this paper is devoted to the study of image flow resulting from rigid motion of objects. Here the problem is to determine the three-dimensional shape and rigid motion of surfaces from their image flow. In this paper, equations relating the local orientation and motion of a surface and the first order spatio-temporal image flow derivatives are derived.
These equations are solved to obtain the orientation and motion in closed form. Also, an interesting case where a camera tracks a point on a moving surface is solved with the knowledge of the camera's tracking motion. Then this formulation is extended to deal with non-uniform or accelerated motions. This extension is illustrated with a simple example. Finally the formulation for rigid motion is generalized to deal with non-rigid motion. This again is illustrated with a simple example. This general formulation leads to some new insights into the intrinsic nature of the image flow interpretation problem. It makes explicit the well known fact that the image flow interpretation in a general case is inherently underconstrained and that additional assumptions about the scene are necessary to solve the problem. It gives the minimum number of additional constraints (in the form of assumptions about the scene) necessary to solve the problem. For example, it exposes the fact that the rigidity assumption, the assumption that objects in the scene are rigid, is a sufficient constraint.
In this paper we have not included any specific case which involves second or higher order image flow parameters. Two such cases dealing with the interpretation of instantaneous image flow for planar and curved surfaces can be found in [22] . Since these two cases have received a great deal of attention in the past, we mention here that we have obtained closed form solutions to both planar and curved surfaces using the theoretical framework described here. Also, we have been able to prove many results concerning the multiplicity of interpretations for these cases.
Theoretically the framework described here can deal with cases involving higher order image flow parameters, but their practical importance is not clear.
III. Strategy of formulation and analysis
We restrict the image flow analysis to be local, both in space and in time. This restriction helps to keep the number of parameters small and makes the analysis tractable. Further, in a small field of view and over a short period of time, the following are assumed to be ''smooth'' and changing slowly (i) the shape of the visible surface patch, (ii) the transformation (or motion and deformation) of the surface patch with time, and (iii) the image flow.
A local analysis such as this must be preceded by a detection of discontinuities in the image flow field corresponding to discontinuities in the geometry and the transformation of surfaces in the scene. This problem has been addressed by several researchers (e.g.: [9, 1, 24, 34, 33, 35] ). Having located such discontinuities in the motion field a local analysis is carried out in small image regions not containing these discontinuities to recover the structure and motion of the corresponding surfaces in the scene. A patching together of this local three-dimensional information is necessary to obtain a global description of the scene.
IV. Rigid motion case
First we consider three cases where the motion is rigid and uniform and one more case where the motion is non-uniform. The three rigid motion cases considered here cover a large class of problems of practical interest. Of the three rigid uniform motion cases, the first two relate to the case where the image flow is observed in a fixed image neighborhood and the third relates to the case where the camera tracks a point on the object in motion and the tracking motion of the camera is known. In all three cases we have solved for the local orientation and rigid motion of the surface patch.
A. Formulation
A pin-hole camera with a spherical projection screen whose center is at the pin-hole or the focus is a good camera model. For this camera model, due to symmetry, the image flow analysis is identical at all regions on the projection screen. However, actual camera systems usually have a planar screen. We adopt this planar projection screen model in our analysis. The geometry of the screen is entirely a matter of convenience and does not affect our results. Note that there is a one to one correspondence between an image on a curved screen such as a spherical screen and an image on a planar screen. The choice of the planar screen geometry restricts our analysis to the field of view along the optical axis. However, the image flow in a field of view not along the optical axis can be analyzed by first projecting the image velocities on to a plane perpendicular to the field of view. (In this case, if the plane is at unit distance in front of the focus then the same analysis in this paper holds.) This projection process is quite straightforward [12] . ******** FIGURE 1 ABOUT HERE ********* The camera model is illustrated in Figure 1 . The origin of a Cartesian coordinate system OXYZ forms the focus and the Z-axis is aligned with the optical axis. The image plane is assumed to be at unit distance from the origin perpendicular to the optical axis. The image coordinate system oxy on the image plane has its origin at (0,0,1) and is aligned such that the x and y axes are, respectively, parallel to the X and Y axes. The entire coordinate system is fixed with respect to the camera system. Let the camera system be in motion relative to a rigid surface. Let ) is given by the components of the vector −(V V + Ω Ω × R R) as follows:
The instantaneous image velocity of point p can be obtained by differentiating equations (1a,b):
In the above two expressions we substitute for the appropriate quantities using relations (2a-
These equations define the instantaneous image velocity field, assigning a unique twodimensional velocity to every point (x, y) on the surface's image. (These equations were originally derived by Longuet-Higgins and Prazdny [15] ).
Note that the image velocity at a point (x, y) (given by equations (4a,b)) in the image domain is due to the world velocity of a point (xZ, yZ, Z) in the world domain. The value of Z is determined by the geometry of the actual surface. At any instant of time, let the visible surface be described by Z = f (X, Y) in our camera-centered coordinate system; then, assuming that the surface is continuous and differentiable, a Taylor series expansion of f can be used to describe a small surface patch around the optical axis: 
In the above relations, the terms with a dot on top denote time derivatives of the respective terms. 
The terms Z X , Z Y , Z XX , . . . etc. in the above equation constitute the structure parameters. In order to simplify notation in the following discussion, we drop representing the second order terms in the above equation. Note that the terms are not neglected, but simply dropped from notation. In principle we can consider arbitrary (but finite) number of terms on the right hand side of this equation (see [22] ). Thus keeping only the first order terms we have
Rearranging terms in the above relation we get
Or, using relations (1a,b), equation (6b) can be rewritten as
(To express a surface in a form analogous to the above expression while keeping terms of higher than first order, see the instantaneous image flow analysis for curved surfaces in [22] ). Substitution for Z from relation (6c) into the image velocity equations (4a,b) gives
In the above equations, the distance Z 0 between the surface and the camera along the optical axis always appears in ratio with the translational velocity V V and therefore is not recoverable. Therefore, we adopt the following notation in presenting the image flow equations.
Translation parameters:
The three components of rotation Ω X , Ω Y , Ω Z and the three components of scaled translation V x , V y , V z will be collectively referred to as the motion parameters.
In the image domain the image flow is assumed to be analytic in the space-time domain.
The image flow is represented by (9a) u(x,y,t) = u 0 +u x x+u y y+u t t+O 2 (x,y,t) and From the image velocity equations (7a,b), we can derive the following equations which relate the first order spatial image flow parameters to the structure and motion parameters:
(Above equations have been derived by Longuet-Higgins and Prazdny [15] ). Above we have six non-linear algebraic equations in eight unknowns. We will derive two more equations relating u t , v t to the structure and motion parameters. (These equations are different for the three different cases considered here.)
We could derive the equations relating the second and higher order image flow parameters to the structure and motion parameters by following steps similar to the above method, but we stop at first order as we get a sufficiently constrained system of equations (eight equations in eight unknowns).
B. Solution for motion and slopes
In solving for the structure and motion parameters from the given image flow parameters, we use a new parameterization of the solution space; we use a trigonometric substitution which introduces two new variables r and θ which respectively correspond to the (signed) magnitude and direction of the translational component parallel to the image plane. This particular representation of the problem simplifies the task of solving the problem and proving many uniqueness results. For all rigid motion cases, we can first solve for r and θ by simultaneously solving a small set of equations (typically two) and from these we can compute the other unknowns. An important advantage of this method is that the set of relations used to compute the structure and motion parameters from r and θ are the same in the many different cases considered here. The only difference is in the expressions we use to solve for r and θ. Therefore, the computational approach given here forms a general method useful in many different cases. The solution of equations (10a-h) in terms of r and θ is given by the following lemma.
Lemma : Suppose that translation parallel to the image plane is not zero and let r and θ be such
Then, using the notation 
Proof : Relations (14a,b,g,h) are easily obtained from relations (10a,b) and (11a,b). From relations (13a,b), (10c-f), and (11a,b) we can get
Solving for Z X and Z Y from above equations, we get relations (14e,f). Now, from relations (10c), (11a), and (14e) we can get
Or, using relation (13b) and the identity s
Relation (14c) can be obtained from the above relation. The derivation of relation (14d) is similar to that of relation (14c).
Relations (14a-h) give an explicit solution for the orientation and motion in terms of r and θ.
Therefore once we have solved for r and θ we can solve for the two slopes and all the motion parameters. Notice that V z and Ω Z are given only in terms of θ. Therefore they can be determined from θ alone. This observation will be important later on. In order to solve for r and θ we need additional constraints. In the next three subsections we will consider solving for r and θ for three cases using the first order temporal derivatives of the image flow.
1) Rigid and uniform motion
In deriving the equations relating r and θ to u t and v t we consider three different cases which are explained below. With the exception of the second case (in a limited sense which will be made clear later) we assume the motion to be uniform, i.e. all orders of the derivatives of V V
and Ω Ω with respect to time are zero. In each of these cases, we derive the equations relating u t , v t to the structure and motion parameters and use them to solve for θ and r.
a) The case when V V is uniform with respect to the camera Assuming that the translational velocity V V is uniform with respect to the camera's reference frame (i.e. Ω Ω = 0 0 or Ω Ω is parallel to V V) we can derive the following from equations (7a,b):
In Appendix A it is shown that relations (17a,b) can be expressed as
Now we solve for θ and r using relations (18a-c). Taking the ratio of relations (18a,b) and using relations (14a,b) the solution for θ is obtained as
We solve for r using relations (18a-c), (14a,b,e,f) to get Recently Bandopadhyay and Aloimonos [4] have shown that in this case, given the image velocities at any three non-collinear points where their temporal derivatives are non-zero, the motion parameters are uniquely determined. Wohn and Wu [36] have also solved this case by a different approach.
b) The case when the direction of V V changes
In the previous case we assumed that the translation and rotation are uniform with respect to the camera's reference frame. But in many real world situations, their magnitudes remain the same but their directions change due to the rotation of the camera's reference frame. For example, consider a ball in the air which is moving horizontally with respect to the ground and spinning along an axis not parallel to the direction of translation. Suppose that during a short time interval the motion of the ball can be considered uniform (ignoring gravity) in the world reference frame. Then the relative translation of the ground as seen from a reference frame fixed with respect to the ball changes continuously in direction with time due to the rotation of the ball, although the magnitude remains the same. The solution method in this case is similar to that in the previous case except that the expressions for u t and v t are more complicated than before. In deriving expressions for u t and v t from relations (7a,b) we consider V V and Ω Ω to be functions of time t. The rates of change of V V and Ω Ω with time are given by
Using the above relations, we can derive expressions for u t and v t from relations (7a,b) to be
where p is, as before, given by relation (18c).
Relations (21a,b) can be used to solve for θ and r. Using relations (14a,b,e,f), the right hand sides of equations (21a,b) can be expressed in terms of θ, r, V z and Ω Z . From the resulting equations we can solve for r to get
Equating the right hand sides of the two equations (22a,b), substituting for V z and Ω Z in terms of Having solved for θ we solve for V z and Ω Z from equations (14c,d). We then solve for r from either (22a) or (22b).
In this case, there are two special situations which deserve mention. In both these cases, the orientation of the surface patch is indeterminate as there is no translation parallel to the image plane. These cases are summarized in Appendix B.
c) The case when the camera tracks a point
While observing moving objects, human visual system has a tendency to actively track the object being observed by continuously changing the direction of view. We will consider this case here where the camera system deliberately tracks a point on the object's surface along the optical axis. A canonical tracking motion in this situation is a rotation around the focus about an axis perpendicular to the optical axis. Here we assume that the voluntarily induced angular velocity and acceleration of the camera in order to track the point are known. The canonical tracking motion we assume does not restrict our analysis because a general tracking motion involving arbitrary rotation about the focus (but no translation) can be expressed as the combined effect of a canonical tracking motion and a rotation about the optical axis. The effect of rotation about the optical axis can be cancelled by a rotation of the image coordinate system. This can be achieved because we have assumed that the tracking motion is known.
If ω ω and ω . ω .
are respectively the angular velocity and acceleration of the camera, then the image velocity and acceleration of the point being tracked with respect to a stationary coordinate system are given by ω ω × k k f and ω . ω . × k k f where f is the focal length of the camera. In this case, due to the tracking motion of the camera, V V and Ω Ω are changing with time in a complex manner.
In this situation, the image velocity field in a small neighborhood around the image of the point being tracked over a short duration of time is given by
where (u . 
In Appendix C the solution for θ is derived to be
Having solved for θ from the above equation, we solve for V z , Ω Z (using relations 14c,d). In terms of these quantities the solution for r is shown (Appendix C) to be
In this case, we find that when there is no translation along the optical axis (i.e. V z = 0), r and θ are indeterminate. Although Ω Z can be computed as u . /v 0 (or −v . /u 0 ) all other parameters of motion and structure remain undetermined.
The problem of interpreting instantaneous image flow when a binocular camera tracks a feature point has been considered by Bandopadhyay, Chandra, and Ballard [5] .
2) Accelerated motions
In the previous examples we have restricted the time dependence of the motion parameters.
In general they can be arbitrary (but analytic) functions of time. We can in principle deal with these cases. Solving the general case involves using second and higher order image flow derivatives. Here we illustrate the method with a simple example which involves only first order image flow parameters.
An example of non-uniform motion
In this example, we restrict the situation in the following ways: no relative rotation between the camera and the surface patch, the surface is rigid and the translational acceleration is uniform.
In this case, we can derive the following equations from equations (7a,b):
The term dt dV Z corresponding to the acceleration along the optical axis does not appear in the above equations and therefore is not recoverable from the available information (knowing u xt or v yt would make it possible for us recover this term). Equations (27a-h) are overdetermined (eight equations in seven unknowns). Solving these equations is straightforward.
V. The general formulation:

Non-rigid and non-uniform motions
Until now we have only considered rigid motion of objects. In this section we consider the general case of non-rigid motion. Restricted types of non-rigid motion problem has been addressed by some of researchers [14, 6, 28] . General non-rigid motion problem was recently formulated in [21] . A refined and extended version of the formulation will be described in this section.
The formulation for the non-rigid motion case is basically an extension of the rigid motion case. The primary difference is that here the instantaneous velocities of points on surfaces in the scene are considered to be functions of their positions in the scene. The formulation of a general non-rigid motion case has two stages: (i) the representation of non-rigid motion of surfaces, and
(ii) relating the non-rigid motion parameters to the changing image flow in space and time.
A. Representation and formulation
Here we describe the non-rigid motion of a small surface patch in terms of the deformation and motion of a small volume element embedding the surface patch. This is an adequate representation because given the deformation parameters of the volume element the deformation of the embedded surface is computable (see Appendix D for more discussion of this). In fact we can recover from the image flow field only those deformation parameters which affect the embedded surface patch and in any case this is all that we want. For example, for a planar surface patch, the extension (or contraction) of a line segment normal to the planar surface is not recoverable from the image flow and we don't need it anyway because it has no effect on the surface patch.
An alternative representation of surface deformation can be obtained by using a curvilinear coordinate system fixed in the surface. In this system, geometric points on the surface are labelled by two independent parameters and the partial derivatives of the velocities of material particles on the surface with respect to these parameters represent the surface deformation parameters (see [3, 29, 18] ). But the velocity gradient tensor representation we have used is simpler and may be more desirable because the deformation of a surface in the physical world is often due to deformation of the 3D object of which it forms a part.
Let the instantaneous three-dimensional velocities of points in a small volume embedding a small surface patch along the optical axis be given by
In the above expressions the last terms denote the second and higher order terms with respect to X, Y and Z. The 3 × 3 matrix defined by a ij for 1 ≤ i, j ≤ 3 is in fact the spatial velocity gradient . are taken to be as in relations (30a-c) instead of (2a-c). We illustrate this for a simple case where we need to consider only the first order image flow parameters. The general case is considered later. Now we can derive the following from equations (7a,b):
1) An example of non-rigid motion
Equations (32a-h) are eight equations in seven unknowns. The equations are overdetermined because of the restricted type of motion and deformation we have assumed. Solving these equations is straightforward.
B. Arbitrarily time-varying 3D scenes: non-rigid and non-uniform motion of general surfaces
Combined non-rigid and non-uniform motions can be analyzed by considering parameters a ij in the previous case to be functions of time. This modification is similar to our extension in the previous section from uniform motion to non-uniform motion. In this case the velocity field in the scene domain takes the form:
Further, we can use finer local surface models (quadric, cubic, etc.) by considering longer Taylor series expansions of the surface expressed in the form Z(X, Y, t) (see equation (5.3)). However, in this case we need to know how the general spatio-temporal derivatives of image flow are related to the scene parameters. We consider this next.
1) Time and space-time derivatives of image flow
In order to derive the equations relating the time and space-time derivatives of image flow to the scene parameters, it is necessary to know how the corresponding surface structure parameters are changing with time; i.e., if the surface is represented by 
In the above expression we substitute for X . ,Y . ,Z . using equations (33a-c) respectively and then substitute for Z from equation (34) . Simplifying the resulting expression we can obtain an expression of the form
We can equate each of the coefficients C i to zero in the above expression since the above equation should hold for every (X,Y) value. Using the set of equations C i =0 at time zero we can explicitly express b i 1 in terms of a ij (see equations (A2-A3) as examples in Appendix A). In order to derive the second order dependence of the structure parameters we differentiate equation (36) and follow steps similar to the previous one. In general this method can be used to express all b ij for j>0 in terms of a ij . Having obtained these relations, the equation of the surface as a function of time is given by equations (34) and (35) . Using this representation of the surface, the equations relating the time and space-time derivatives to the scene parameters (i.e. b i 0 ,a ij ) can be derived.
The method is similar to that of the rigid motion case. The result is that we have a general method for obtaining the relation between the image flow parameters of any order and the scene parameters. Solving these equations constitutes the interpretation of image flow.
2) The nature of the problem
As we generalize our method to incorporate more general motions (non-rigid, non-uniform, etc.) and finer local surface patch models (quadric, cubic, etc.) more unknown parameters are introduced. In these situations, the general principle is to consider sufficiently long Taylor series expansions of the image velocity field so that enough equations are available to solve for all the unknowns. Typically, each Taylor series coefficient of the image velocity field yields one equation (sometimes all the equations may not be independent as some of them may yield extra constraints such as a rigidity constraint, etc.). These Taylor series coefficients are to be extracted from the given image velocity field. Since this image velocity field is itself estimated from an image sequence, the longer the Taylor series, the higher the desired quality of the input image data (in terms of spatial and intensity resolution).
The problem of image flow interpretation in its general form is inherently ill-posed or under-constrained. In order to see this we first observe that, in general, each image flow parameter (which is assumed to be known) gives one image flow equation for the scene parameters (the unknowns). If we consider up to nth order Taylor coefficients in equations (9a,b), then it can be shown that we get 2 3 n +3 image flow equations where r n denotes the obvious binomial coefficient. In these equations, all scene parameters up to nth order will appear. Therefore the number of unknowns is obtained by summing the number of a ij in equations (33a-c) and the number of b i in equation (34) for i >0 (b 0 has been taken to be the scaling factor which is indeterminate; see earlier discussion in section IV.A). This sum can be shown to be 3 4 n +4 + 2 n +2 − 1. Therefore, the number of equations increase as O(n 3 ) whereas the number of unknowns increase as O(n 4 ). Thus, for any given order of image flow parameters the number of equations is lower than the number of unknowns (see Table I ). In order to solve for the unknowns we will have to impose additional constraints on the scene parameters. (Only for n =0 we will have to consider an object centered coordinate system for our formulas to hold (in this paper we are using a camera centered coordinate system). In this case Ω X and Ω Y will not appear in equations that correspond to (10a,b)). In practice the assumptions of rigidity of motion, local planarity of surfaces, and constancy of motion with respect to time are useful. In general some model of the scene parameters is required for the interpretation process.
*********** TABLE 1 ABOUT HERE ***********
VI. Error sensitivity and numerical examples
A worst case error sensitivity analysis of the computational approach for the many cases we have considered above can be performed easily. For this purpose we invoke error estimation theory since the solutions are given by explicit analytic expressions. Approximate bounds on the maximum error in the solution can be estimated in all cases given the uncertainty in the input parameters. In contrast, sensitivity analyses of previous approaches are based on a few numerical examples; a general analysis was not possible as closed-form solutions were not available [1, 2, 31, 32] . However, the analysis here gives only the worst case behavior and therefore is often not helpful in practical applications. A more useful analysis is difficult unless a domain of application is specified. This difficulty arises from the non-linear nature of the problem.
A. Estimation of maximum absolute error
The maximum absolute error in the computation of an analytic function can be estimated using the total differential of the function [19] . 
VII. Conclusions
We have described a general formulation for the interpretation of image flow. In the farmework of this formulation, computational methods have been derived for image flow interpretation for many important cases including simple cases of non-rigid and non-uniform motions. It is possible to derive computational methods for other situations not considered explicitly in this paper.
The results in this paper provide a theoretical framework for further investigations. Some topics which need to be investigated in the future are mentioned below.
As in the area of image flow interpretation, most of the research until now on the measurement of image flow has concentrated on measuring only the instantaneous image flow. General methods for measuring image flow in the spatio-temporal domain needs to be investigated.
The theory developed here needs to be applied to practical applications and tested. Robust computational methods, perhaps based on some kind of ''multi-resolution image flow analysis'', need to be developed.
APPENDIX A. Equation of a Planar Surface in Motion
At time instant t =0, let a planar surface in motion be described by
in the coordinate system shown in Figure 1 , where Z X and Z Y are the X and Y slopes respectively.
As in Figure 1 , let V V and Ω Ω be the relative translational and rotational velocities of the camera.
These velocities are assumed to be uniform (i.e. there is no acceleration). Due to the motion of the plane, its equation changes with time. Taking the time derivative of equation (A1), we have
Y
In the above expression, we first substitute for (X . , Y . , Z . ) from relations (2) and then we substitute for Z from relation (A1). After these substitutions and rearranging terms, we get
In the above expression, since X and Y are independent parameters of points on the plane in motion, we can equate each of the three terms to zero separately. Equating these terms to zero yields the following expressions for Z
Therefore, after a small time t, the equation of the planar surface is given by 
or, using relations (10a,b) we have
From the above relation and relations (17a,b), relations (18a-c) are easily derived. In this case, there are two special situations which deserve mention. In both these cases, the orientation of the surface patch is indeterminate as there is no translation parallel to the image plane. For brevity, the two situations are summarized below: Similarly, starting from equation (1b) and following steps similar to those above, we can derive
In equations (C5a,b) we substitute for all unknowns in terms of r and θ from (14a-d) and eliminate r and solve for θ to get relation (25) . Relation (26a) which gives the solution for r is easily obtained from relations (C5a,b) and (14a,b).
APPENDIX D. Surface Deformation Parameters
We have chosen to describe the deformation of a small surface patch in 3D space in terms of the deformation of a small volume element embedding the surface patch. To a first approximation, the deformation parameters of a small volume element are given by the components of its velocity gradient tensor. The physical interpretation of the velocity gradient tensor shows that an arbitrary time variation of a small surface patch can be expressed as the combined effect of a pure translation, a pure rotation, a pure acceleration and a deformation (see the last part of this Appendix). Also, the velocity gradient tensor representation gives explicit conditions for rigid motion, pure translation, etc..
Interpretation of the Velocity Gradient Tensor
Consider a Cartesian coordinate system with axes It can be shown that the three independent parameters of the antisymmetric tensor ω ij correspond to the components of a rigid body rotation, and, if the motion is a rigid one (composed of a translation plus a rotation), all the components of the symmetric tensor e ij will vanish. For this reason the tensor e ij is called the deformation or rate of strain tensor and its vanishing is necessary and sufficient for the motion to be without deformation, that is, rigid. A component e ii of this tensor gives the rate of longitudinal strain of an element parallel to the x i axis. A component e ij , i ≠ j, represents one-half the rate of decrease of the angle between two segments originally parallel to the x i and x j axes respectively. In fact it can be shown that there exists a rotation of the coordinate system for which the matrix e ij becomes diagonal. Thus, to a first order, the deformation of a volume element is pure stretching along some three orthogonal axes. For a more detailed treatment of these topics, see Aris [3] .
Interpretation of the motion and deformation parameters a ij
From our discussions above, the interpretation of the motion and deformation parameters a ij in equations (28a-c) with respect to (X, Y, Z, t) = (0, 0, Z 0 , 0) can be summarized as follows:
(D2a) (a 10 It is interesting to note that an arbitrarily time-varying surface patch can be described, to a first approximation, in terms of a rigid translation plus a rigid rotation plus a rigid acceleration plus a deformation. Table I . The numbers in the first row represent the maximum order of the Taylor coefficients considered for the scene parameters and the image flow parameters. We see that under any given column, the number of unknowns exceeds the number of equations.
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