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APPLICATIONS OF ENVELOPES
KELLY BICKEL†, PAMELA GORKIN‡, and TRUNG TRAN
Abstract. Intuitively, an envelope of a family of curves is a curve that is tangent to a
member of the family at each point. Here we use envelopes of families of circles to study
objects from matrix theory and hyperbolic geometry. First we explore relationships
between numerical ranges of 2× 2 matrices and families of circles to study the elliptical
range theorem. Then we deduce a relationship between envelopes and the boundaries
of families of intersecting circles and use it to find the boundaries of various families of
pseudohyperbolic disks.
1. Introduction
Overview. Let F denote the family of curves in the xy-plane satisfying F (x, y, t) = 0,
for some function F . A simple but powerful object in the study of such a family of curves
is the associated envelope. Intuitively, an envelope of F is a curve that, at each of its
points, is tangent to a member of the family. For example, the picture below gives a
family of ellipses whose envelope is an astroid.
Figure 1. The ellipses x2
t2
+ y
2
(t−1)2 = 1 for t ∈ (0, 1) with envelope x
2
3 + y
2
3 = 1.
Envelopes are of practical value and are used in robotics and gear construction, [27]. In
addition, envelope theorems are used in economics: Economists, including Viner, Harrod,
and Schneider, used envelopes to study the connection between short-run and long-run
cost curves. For the story of the Viner-Wong theorem, see [20].
In this paper, we illustrate the utility of envelopes. In particular, if one can rewrite a
boundary problem in terms of a family of curves, then envelope techniques may yield new
insights or simpler proofs. Here, we use envelopes to study and provide proofs of both
known and new results from matrix theory and hyperbolic geometry. First, we build off
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of an argument of Donoghue [6] to prove the elliptical range theorem. This proof gives
insights about how the numerical range of a 2×2 matrix comes from an interesting family
of circles.
Then we consider general families of intersecting circles and use envelopes to character-
ize their boundaries. As an application, we study the boundaries of families of pseudohy-
perbolic disks. We first provide a new proof of a well-known result about the boundary of
a family of pseudohyperbolic disks whose centers lie along a straight line, see for example
[22, 25]. This result has numerous applications to function theory on the unit disk. For
example, it can be used to analyze Blaschke products whose zeros lie in this family of
pseudohyperbolic disks as well as simplify various interpolation problems involving points
lying inside this family of disks or on the boundary. For details see Remark 5.3. We then
handle a new situation concerning pseudohyperbolic disks with centers on a horocycle.
This result also has applications to interpolation, which are discussed in Remark 6.4.
Before considering these problems further, we need a precise notion of an envelope.
Envelopes. There are several competing ways, to define the envelope of a family F ,
where F is a family of curves given by F (x, y, t) = 0, for some continuously differentiable
F . In what follows, let Γt denote the curve of (x, y) points satisfying F (x, y, t) = 0 for t
fixed. Perhaps the most common definition is the following:
Definition 1.1. A geometric envelope E1 of F is a curve so that each point on E1 is a
point of tangency to some Γt (and often, each Γt is touched by E1).
The geometric envelope is intuitive, but it is difficult to compute directly. Instead, the
following definitions are often used in applications:
Definition 1.2. The limiting-position envelope E2 of F is the set of points obtained as
limits of intersections of nearby Γt; a point (x, y) ∈ E2 if there are sequences (tn) and (t˜n)
converging to some t, so that (x, y) is a limit of intersection points of Γtn and Γt˜n.
Definition 1.3. The discriminant envelope E3 of F is the set of points (x, y) so that
there is a value of t with both F (x, y, t) = 0 and Ft(x, y, t) = 0.
In general, these definitions can give different sets of points. Nevertheless, it is known
that E1 and E2 are both contained in E3; see [2, Propositions 1 and 2]. Similarly, if each
curve in E3 can be written as (x(t), y(t)) and both
F 2x (x, y, t) + F
2
y (x, y, t) 6= 0 and x′(t)2 + y′(t)2 6= 0,
then E1 = E3, see [4, pp. 173]. One can often find E3 by setting F (x, y, t) = 0 and
Ft(x, y, t) = 0 and then eliminating t; this is called the envelope algorithm. For more
information about these and additional definitions, see [2, 4, 17, 29]. For a variety of
envelope applications and related results, see [3, 8, 16, 21, 26, 28] and the references
therein.
Often, the boundary (or a piece of the boundary) of F will correspond to an envelope
of F . For example, in Figure 1 the astroid is exactly the boundary of the family of
ellipses and, except at the corners (±1, 0), (0,±1), it agrees with the discriminant envelope.
Indeed, [17] notes that if the boundary can be smoothly parameterized by t, then it must
belong to the geometric envelope. However, without apriori knowledge of the boundary,
such a condition is difficult to check. The numerous complications that can arise for
general F make a very general theorem unlikely.
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Main Results. In this paper, we consider two distinct applications of envelopes.
Application 1: Elliptical range theorem. Given an n×n complex matrix B, the numerical
range of B is the set W (B) defined by
W (B) = {〈Bx, x〉 : ‖x‖ = 1, x ∈ Cn}.
While the numerical range includes the spectrum of B, it typically encodes additional
information. One particularly deep result about numerical ranges, called the Toeplitz-
Hausdorff theorem, states that they are always convex. Most proofs of this result (though
not all; see, for example, [5] for a proof that does not rely on Theorem 1.4) reduce the
problem to 2× 2 matrices, see [11, pp.4], and then use the following fact:
Theorem 1.4 (The elliptical range theorem). Let A be a 2× 2 matrix with eigenvalues a
and b. Then the numerical range of A is an elliptical disk with foci at a and b and minor
axis of length (tr(A?A)− |a|2 − |b|2)1/2.
C. K. Li gave a simple computational proof of this in his paper [19] and other proofs
appear in [11, 12, 23]. Here, we present a proof that rests on the discriminant envelope.
We first reduce a general A to T ′ =
[
0 m
0 1
]
, where m > 0 and show that W (T ′) can
be expressed as a union of circles. Then envelope techniques, paired with additional
computations, allow us to characterize the set covered by this family of circles and obtain
Theorem 1.4.
This proof is based on one from a paper of Donoghue [6], where he does a similar
reduction and uses envelopes to identify the boundary of the numerical range. However
in general, the envelope need not be the boundary of the region covered by the family of
curves. Here we provide the details of the envelope algorithm and in Lemma 3.4, add the
details that show that in this case, this envelope does give the boundary of the union of
circles and hence, the numerical range.
Application 2: Families of Intersecting Circles. Let F denote a family of circles parameter-
ized by t ∈ [s1, s2]. In particular, assume that there is a curve of centers c(t) = (xc(t), yc(t))
for t ∈ [s1, s2] and a curve of radii r(t) for t ∈ [s1, s2] so that F is the set of curves with
F (x, y, t) = 0 for
(1) F (x, y, t) = (x− xc(t))2 + (y − yc(t))2 − r(t)2.
For each fixed t, let Ct be the circle defined by F (x, y, t) = 0 and let Dt be the open disk
whose boundary is Ct.
If the curves c of centers and r of radii are sufficiently smooth and nearby circles
intersect, then there is a nice relationship between the boundary of ∪tDt and the limiting-
position and discriminant envelopes E2 and E3. In particular, we prove:
Theorem (4.1). Let F denote a family of circles parameterized by t ∈ [s1, s2] as in (1).
Assume xc, yc, r ∈ C2([s1, s2]) and for t ∈ (s1, s2), r(t) > 0 and
r′(t)2 < x′c(t)
2 + y′c(t)
2.
Let Ω =
⋃
t∈[s1,s2]Dt. Then ∂Ω ⊆ E2 ∪ Cs1 ∪ Cs2 ⊆ E3 ∪ Cs1 ∪ Cs2 .
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The proof also yields a parameterization of the points from E2 that can contribute to
∂Ω; this is given in Remark 4.3. As corollaries, we determine the boundaries of various
families of pseudohyperbolic disks. Namely, recall that the pseudohyperbolic distance
between two points z, w ∈ D is
dρ(z, w) =
∣∣∣∣ z − w1− w¯z
∣∣∣∣ .
For β ∈ D and r ∈ (0, 1), let Dρ(β, r) = {z ∈ C : dρ(β, z) < r} denote the pseudohyper-
bolic disk with center β and radius r. Then Dρ(β, r) is also a Euclidean disk with center
cρ and radius Rρ given by
(2) cρ(β) =
(1− r2)β
1− r2|β|2 and Rρ(β) =
r(1− |β|2)
1− r2|β|2 ,
see [7, pp. 2]. In particular, families of pseudohyperbolic disks can be realized as families
of Euclidean circles, which allows us to study them using Theorem 4.1.
Case A: Disks on a Line. We first fix r ∈ (0, 1) and examine the family of pseudohy-
perbolic disks {Dρ(t, r)}t∈[−1,1], whose centers lie along a real line segment. Specifically,
define the open disks
(3) D1 = {z ∈ C :
∣∣∣z + 1−r22r i∣∣∣ < Rr} and D2 = {z ∈ C : ∣∣∣z − 1−r22r i∣∣∣ < Rr},
where the radius Rr = 1+r
2
2r
. Let Dj and ∂Dj denote the closure and boundary of each Dj
and define the circular arcs
(4) A1 = ∂D1 ∩H+ and A2 = ∂D2 ∩H−,
where H+ = {z ∈ C : =(z) > 0} and H− is defined analogously. Then using the envelope
algorithm and Theorem 4.1, we show:
Theorem (5.1). The union
⋃
t∈[−1,1]Dρ(t, r) has boundary A1 ∪ A2.
Mortini and Rupp gave a different proof of this theorem using complex analysis tech-
niques in [22]. Noël gave a computational proof of this using limits of intersections of the
circles in [25, Appendix A]. For applications of this result to function theory on the unit
disk, see Remark 5.3.
Case 2: Disks on a Horocycle. Fix r ∈ (0, 1), k > 0, and let H(1, k) denote the circle with
radius k
k+1
that is internally tangent to T at z = 1. It is easy to show that H(1, k) has
center ( 1
k+1
, 0). Equivalently, one can define
(5) H(1, k) =
{
a ∈ D : |a−1|2
1−|a|2 = k
}
∪ {1},
where the point z = 1 is appended so that the set is an actual circle. This set H(1, k) is
often called a horocycle in D.
We consider the complicated family of pseudohyperbolic disks, {Dρ(α, r)}α∈H(1,k), whose
centers lie along this horocycle. To see our result, define the open disks
(6) D1 = {z ∈ C : |z − c1| < R1} and D2 = {z ∈ C : |z − c2| < R2},
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where
c1 =
1−r
(1−r)+k(1+r) and R1 = 1− c1 = k(1+r)(1−r)+k(1+r) ,
c2 =
1+r
(1+r)+k(1−r) and R2 = 1− c2 = k(1−r)(1+r)+k(1−r) .
(7)
Let Dj and ∂Dj denote the closure and boundary of each Dj, respectively. Then we prove:
Theorem (6.1). The union
⋃
α∈H(1,k)Dρ(α, r) has boundary ∂D1 ∪ ∂D2.
As before, the proof rests on Theorem 4.1. However, as this family of circles is much
more complicated, one cannot easily apply the envelope algorithm to get the discriminant
envelope. Instead we apply Remark 4.3 to obtain the limiting-position envelope and
use that envelope instead. Then Remark 6.4 discusses applications of Theorem 6.1 to
interpolation.
Outline of Paper. In what follows, we first prove the elliptical range theorem. Section 2
includes the background and setup, while Section 3 involves the heart of the proof, includ-
ing the use of the envelope algorithm. We then consider Theorem 4.1, which characterizes
the boundaries of families of intersecting circles, and its applications to pseudohyperbolic
disks. Section 4 includes both the proof of Theorem 4.1 and Remark 4.3, which illumi-
nates the structure of the limiting-position envelope. Sections 5 and 6 detail the proofs of
Theorem 5.1 and Theorem 6.1, which apply Theorem 4.1 to families of pseudohyperbolic
disks whose centers lie along a line segment and a horocycle respectively.
Acknowledgements
The authors would like to thank Elias Wegert for sharing the envelope algorithm and
Phuong Nguyen for her work on pseudohyperbolic disks and in particular, her contribu-
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2. Elliptical range theorem: background and Setup
2.1. Background. To prove the elliptical range theorem, we will require the following
basic properties of numerical ranges, which one can find in the early sections of [18].
Theorem 2.1 (Elementary properties). Let B be an n× n matrix. Then
a. If U is an n× n unitary matrix, then W (U?BU) = W (B).
b. If α, β ∈ C, then W (αB + βI) = αW (B) + β := {αz + β : z ∈ W (B)}.
c. If λ ∈ C, then W (B) = {λ} if and only if B = λI.
We also need an important result about 2× 2 matrices.
Lemma 2.2. Let A be a 2 × 2 matrix with eigenvalues a and b. Then A is unitarily
equivalent to an upper triangular matrix T , where T =
[
a p
0 b
]
, for p ≥ 0.
This lemma is well known and is a direct consequence of Schur’s theorem [13, Section
2.3]. It follows that since A is unitarily equivalent to T , then A?A is also unitarily
equivalent to T ?T and so, tr(A?A) = tr(T ?T ) = |a|2 + |b|2 + p2. This is equivalent to
(8) p = (tr(A?A)− |a|2 − |b|2)1/2,
which is the minor axis in the elliptical range theorem. We first examine a simple example.
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Lemma 2.3. For R =
[
0 1
0 0
]
, W (R) is a circular disk of radius 1
2
centered at the origin.
Proof. A vector z ∈ C2 satisfies ‖z‖ = 1 precisely when we can write
z =
[
teiθ1√
1− t2eiθ2
]
,where θ1, θ2 ∈ [0, 2pi] and t ∈ [0, 1].
A simple computation gives 〈Rz, z〉 = eiθt√1− t2, where θ = (θ2 − θ1). Letting θ range
over [0, 2pi] showsW (R) is composed of the set of circles centered at the origin with radius
t
√
1− t2, for t ∈ [0, 1]. As t√1− t2 attains precisely the values between 0 and 1
2
on [0, 1],
the numerical range W (R) is the circular disk centered at the origin with radius 1
2
. 
Figure 2. W (R) as a family of circles.
In what follows, R will denote the matrix from Lemma 2.3.
2.2. Proof Setup. Fix a 2 × 2 matrix A. We will prove the elliptical range theorem
by considering two separate cases: in Subsection 2.2.1, we consider A with repeated
eigenvalues and in Subsection 2.2.2, we consider A with distinct eigenvalues. The proof
of the distinct case relies on an additional result proved in Section 3.
2.2.1. Repeated eigenvalues. Suppose that the eigenvalues of A are equal. Then:
Lemma 2.4. Let A be a 2 × 2 matrix. If A has repeated eigenvalue a, then W (A) is a
circular disk with center at a and diameter (tr(A?A)− 2|a|2)1/2.
Proof. If A has repeated eigenvalue a, then Theorem 2.1 implies that
W (A) = W (T ) = W (pR + aI) = pW (R) + a.
Then by Lemma 2.3,W (R) is circular disk of radius 1
2
centered at the origin. Addition of a
translates the center of the circular disk from the origin to the eigenvalue a. Multiplication
of W (R) by p scales the diameter of this circular disk from 1 to p. Hence, the diameter
of W (A) must equal p = (tr(A?A)− 2|a|2)1/2, by (8). 
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2.2.2. Distinct eigenvalues. Suppose A has distinct eigenvalues a and b and define
T˜ =
T − aI
b− a =
[
0 p
b−a
0 1
]
and T ′ =
[
0 m
0 1
]
for m = p|b−a| ≥ 0. Then T˜ and T ′ are unitarily equivalent and by Theorem 2.1, we have
W (A) = W (T ) = (b− a)W (T˜ ) + a = (b− a)W (T ′) + a.
If m = 0, then Lemma 3.1 will show that W (T ′) is the line segment [0, 1] and so, W (A) is
the closed line segment from a to b, as needed. If m > 0, let E denote the closed elliptical
disk satisfying the inequality
(9)
(
x− 1
2
)2
1 +m2
+
y2
m2
≤ 1
4
.
We denote its interior by E and its boundary by ∂E . In Section 3, we will prove
Theorem 2.5. The numerical range W (T ′) = E.
The elliptical range theorem for A follows easily from Theorem 2.5. First, the relation-
ship between W (T ′) and W (A) implies that W (A) is also a closed elliptical disk. By (9),
W (T ′) has foci z = 0 and z = 1 and minor axis of length m. Scaling W (T ′) by (b−a) and
translating it by a moves these foci to z = a and z = b, the eigenvalues of A. Similarly,
scaling transforms the length of the minor axis to |b−a|m = p = (tr(A?A)−|a|2−|b|2)1/2,
as needed.
3. Proof of Theorem 2.5
To prove Theorem 2.5, we first show thatW (T ′) is the union of a family of circles. Then
we use the envelope algorithm to show that the discriminant envelope of that family of
circles equals ∂E . Finally we use those results to show that E is exactly the union of the
circles, which proves Theorem 2.5.
For t ∈ [0, 1], let Ct denote the circle
(10) (x− (1− t2))2 + y2 = m2t2(1− t2).
Then we prove the following elementary result:
Lemma 3.1. The numerical range W (T ′) =
⋃
t∈[0,1] Ct.
Proof. If z ∈ C2, then ‖z‖ = 1 precisely when one can write z =
[
teiθ1√
1− t2eiθ2
]
, for some
θ1, θ2 ∈ [0, 2pi], and t ∈ [0, 1]. This formula for z gives
〈T ′z, z〉 = (1− t2) +meiθ(t
√
1− t2), where θ = (θ2 − θ1).
This shows that each (x, y) ∈ W (T ′) has the form
(11) x = (1− t2) +m cos θ(t
√
1− t2) and y = m sin θ(t
√
1− t2),
for some t ∈ [0, 1] and θ ∈ [0, 2pi] and each such point is in W (T ′), as needed. 
We now assume m > 0 and apply the envelope algorithm to find the discriminant
envelope of the family of circles in (10). In fact, we prove:
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Lemma 3.2. The discriminant envelope of the family of circles {Ct}t∈[0,1] is the union of
the ellipse ∂E and the single point (1, 0).
Figure 3. A selection of circles Ct and the ellipse ∂E with m = 1.
Proof. First rewrite the circle equation from (10) as
F (x, y, t) := (x− (1− t2))2 + y2 −m2t2(1− t2) = 0,
so {Ct}t∈[0,1] is the family of curves satisfying F (x, y, t) = 0. By definition, the discriminant
envelope contains exactly the points (x, y) that satisfy both F (x, y, t) = 0 and Ft(x, y, t) =
0 for some t ∈ [0, 1]. To find these points, compute Ft(x, y, t) and observe that for t = 0,
Ft(x, y, 0) ≡ 0 and F (x, y, 0) = 0 only at the point (x, y) = (1, 0). If t 6= 0, setting
Ft(x, y, t) = 0 and F (x, y, t) = 0 gives the points (x(t), y(t)) with
x(t) = (1− t2) + m2
2
(1− 2t2),
y(t) = ±
√
m2(t2 − t4)− m4
4
(1− 2t2)2 := ±
√
g(t).
(12)
We claim that on the subinterval(s) of [0, 1] where y(t) makes sense, the points (x(t), y(t))
from (12) map out ∂E . To see this, observe that these (x(t), y(t)) satisfy
(x(t)− 1
2
)2
1 +m2
+
y(t)2
m2
=
(1− 2t2)2
4
(1 +m2) + (t2 − t4)− m
2
4
(1− 2t2)2 = 1
4
,
and so lie on ∂E .
To see that ∂E equals the image of the functions from (12), observe that for t sufficiently
near 0 or 1, the value g(t) in (12) satisfies g(t) < 0. As g( 1√
2
) > 0, there must be some t1, t2
satisfying 0 < t1 < 1√2 < t2 < 1 with g(t1) = 0 = g(t2). Then (12) gives points (x(t1), 0)
and (x(t2), 0), where x(t1) 6= x(t2) because the function x is strictly decreasing. As these
points are also on ∂E , they must be the endpoints of the major axis: (1
2
± 1
2
√
1 +m2, 0).
As the functions in (12) are continuous on [t1, t2], it follows that (x(t),
√
g(t)) maps out
the top half of ∂E and (x(t),−√g(t)) maps out the bottom half of ∂E , as needed. 
Remark 3.3. As witnessed in the proof of Lemma 3.2, only some Ct contribute points to
the envelope ellipse. Analytically, circles corresponding to t-values sufficiently close to 0
and 1 do not contribute points because there are no solutions to the system of equations
F (x, y, t) = 0 and Ft(x, y, t) = 0. Equivalently, the function g(t) from (12) is negative.
If we let t1 and t2 denote the two unique solutions to g(t) = 0 in [0, 1], then (0, t1) and
(t2, 1) are exactly the open intervals that do not contribute points to the envelope.
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Figure 4. Nested Ct that do not touch the envelope ellipse ∂E .
Geometrically, the condition g(t) < 0 means that the circle Ct does not intersect other
Ct˜ for t˜ close to t. Indeed, the intervals (0, t1) and (t2, 1) are exactly the open intervals
where nearby circles are nested.
If we knew that the envelope curve ∂E equaled the boundary of the set ⋃t∈[0,1] Ct,
then a simple argument would imply
⋃
t∈[0,1] Ct = E and yield Theorem 2.5. However in
general, the envelope of a family of curves need not equal its boundary. Thus, we need
some additional work. In particular, we first prove one direction of Theorem 2.5 via the
following lemma:
Lemma 3.4. Each Ct is contained in E .
Proof. We show that every point (x, y) from a Ct satisfies (9). Fix θ ∈ [0, 2pi] and let Lθ
denote the left side of (9). Then using the expressions for x and y from (11) yields
(13) Lθ(t) =
1
4
+ (1− 2t2)m cos(θ)t√1− t2 +m2(t2 − t4)− cos2(θ)(t2 − t4)
m2 + 1
.
We will show that Lθ(t) ≤ 14 for t ∈ [0, 1]. To this end, taking the derivative of Lθ yields
(14) L′θ(t) =
1√
1−t2(m2+1)
[− 2t√1− t2(1− 2t2) cos2(θ)
+m(8t4 − 8t2 + 1) cos(θ) + 2tm2
√
1− t2(1− 2t2)].
To find the extrema, we set L′θ(t) = 0 and solve to get two distinct values of cos(θ)
cos(θ) =

2mt
√
1− t2
(2t2 − 1) ;
m(1− 2t2)
2t
√
1− t2 .
These formulas require that t 6∈ { 1√
2
, 0, 1}, so we consider those values, which include the
interval endpoints, later. First, for cos(θ) = 2mt
√
1−t2
(2t2−1) , we have
Lθ(t) =
4m2t4 − 4m2t2 + 4t4 − 4t2 + 1
4(2t2 − 1)2(m2 + 1) =
− cos2(θ) + 1
4(m2 + 1)
≤ 1
4
.
Similarly for cos(θ) = m(1−2t
2)
2t
√
1−t2 , we have Lθ(t) =
1
4
. Finally, for t = 0, 1, 1√
2
, (13) gives
Lθ(0) = Lθ(1) =
1
4(m2+1)
≤ 1
4
and Lθ
(
1√
2
)
= m
2−cos2(θ)+1
4(m2+1)
≤ 1
4
.
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Since Lθ(t) ≤ 14 for all θ ∈ [0, 2pi] and t ∈ [0, 1], every Ct ⊆ E , as needed. 
We now complete the proof of Theorem 2.5 via the following lemma:
Lemma 3.5. The elliptical disk E is contained in ⋃t∈[0,1] Ct.
Proof. In what follows, let Dt denote the open disk bounded by the circle Ct. First by
Lemma 3.2, ∂E ⊆ ⋃t∈[0,1] Ct. Now let (x0, y0) ∈ E and for t ∈ [0, 1], define
G(t) := F (x0, y0, t) = (x0 − (1− t2))2 + y20 −m2t2(1− t2).
By the formulas in (12), there is a circle Ct0 that touches both points of ∂E whose x-
coordinate is x0. Then (x0, y0) ∈ Dt0 and so G(t0) < 0. If (x0, y0) = (0, 0), then (x0, y0) ∈
C1. Otherwise, G(1) > 0. Then by continuity, there is some t˜ ∈ [t0, 1] so that G(t˜) = 0.
This implies (x0, y0) ∈ Ct˜ and so E ⊆
⋃
t∈[0,1] Ct. 
4. Families of Intersecting Circles
Now we consider more general families of intersecting circles. Specifically, given func-
tions xc(t), yc(t), r(t) for t ∈ [s1, s2], let
(15) F (x, y, t) = (x− xc(t))2 + (y − yc(t))2 − r(t)2.
For a fixed t, let Ct denote the circle defined by F (x, y, t) = 0 and let Dt denote the open
disk with boundary Ct. Finally, let F be the family of circles Ct for t ∈ [s1, s2].
As before, let E2 denote the limiting-position envelope of F and let E3 denote the
discriminant envelope of F . Then we have the following result relating the boundary of
∪tDt to these envelopes:
Theorem 4.1. Let F denote a family of circles parameterized by t ∈ [s1, s2] as in (15).
Assume xc, yc, r ∈ C2([s1, s2]) and for t ∈ (s1, s2), r(t) > 0 and
r′(t)2 < x′c(t)
2 + y′c(t)
2.
Let Ω =
⋃
t∈[s1,s2]Dt. Then ∂Ω ⊆ E2 ∪ Cs1 ∪ Cs2 ⊆ E3 ∪ Cs1 ∪ Cs2 .
To study the limiting-position envelope of a family of circles, we need the following
information about intersections of circles.
Remark 4.2. Let CM be a circle with center (xM , yM) and radius rM and CN a different
circle with center (xN , yN) and radius rN . Then CM and CN intersect precisely when
(rM − rN)2 ≤ (xM − xN)2 + (yM − yN)2 ≤ (rM + rN)2.
If equality happens in this expression, i.e. if
(xM − xN)2 + (yM − yN)2 = (rM ± rN)2,
then the two circles are tangent. If (xM , yM) is inside CN , then the two circles are internally
tangent. If (xM , yM) is not inside CN , then the + indicates internally tangent circles and
the − indicates externally tangent circles.
If the inequality is strict, there are two intersection points. To find them, define
d =
√
(xM − xN)2 + (yM − yN)2,
K = 1
4
√
((rM + rN)2 − d2) (d2 − (rM − rN)2).
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Then the points of intersection (x1, y1) and (x2, y2) of CM and CN are given by
xj =
1
2
(xM + xN) +
1
2d2
(xN − xM)(r2M − r2N) + 2(yN − yM)(−1)j+1Kd2 ,
yj =
1
2
(yM + yN) +
1
2d2
(yN − yM)(r2M − r2N) + 2(xN − xM)(−1)j Kd2 ,
for j = 1, 2.
We turn to the proof of Theorem 4.1:
Proof of Theorem 4.1. As F and Ft are continuous, [2, Proposition 1] implies that E2 ⊆ E3
and so, we need only show that the ∂Ω ⊆ E2 ∪ Cs1 ∪ Cs2 .
Step 1: Show ∂Ω ⊆ ∪tCt. We first observe that if p ∈ ∂Ω, then p is in some Ct. To see
this, observe that if p = (x˜, y˜) ∈ ∂Ω, then there is a sequence (pn) ⊆ Ω converging to p.
Then each pn = (xn, yn) ∈ Dtn for some tn ∈ [s1, s2] and by passing to a subsequence, we
can assume that (tn) converges to some t˜ ∈ [s1, s2]. As
(xn − xc(tn))2 + (yn − yc(tn))2 < r(tn)2
for each n, we can let n→∞ and use continuity to conclude that
(x˜− xc(t˜))2 + (y˜ − yc(t˜))2 ≤ r(t˜)2.
Thus, p ∈ Dt˜ ∩ ∂Ω, which implies p ∈ Ct˜.
In the remainder of the proof, we will show that for each t ∈ (s1, s2), the circle Ct con-
tributes at most two points to ∂Ω and those points are both in E2. Once we establish this,
it is immediate that ∂Ω ⊆ ∪t(∂Ω ∩ Ct) ⊆ E2 ∪ Cs1 ∪ Cs2 . As establishing the result about
Ct is a local argument, we will now (and throughout the rest of the proof) fix t ∈ (s1, s2),
assume this fixed t-value is 0, and prove that C0 has the desired properties.
Step 2: Find circle intersection points and their limits. Let (xˆ, yˆ) := (xc(0), yc(0))
and rˆ := r(0). Our smoothness assumptions paired with Taylor’s Theorem imply that for
t sufficiently close to 0, there are A,B,C ∈ R, equal to x′(0), y′(0), r′(0) respectively with
xc(t) = xˆ+ At+O(t
2), yc(t) = yˆ +Bt+O(t
2), r(t) = rˆ + Ct+O(t2).
Set D =
√
A2 +B2. The assumptions that C2 < D2 and rˆ > 0 imply that for t sufficiently
small,
(rˆ − r(t))2 < (xc(t)− xˆ)2 + (yc(t)− yˆ)2 < (rˆ + r(t))2,
so the circles Ct and C0 intersect in two distinct points. Then Remark 4.2 implies that the
intersection points P t1 = (xt1, yt1) and P t2 = (xt2, yt2) satisfy the formulas
xtj = xˆ+
1
2
At+O(t2)− ACrˆ+O(t)
D2+O(t)
+ rˆ(−1)j+1 |t|
t
(B +O(t))
√
D2−C2+O(t)
D2+O(t)
,
ytj = yˆ +
1
2
Bt+O(t2)− BCrˆ+O(t)
D2+O(t)
+ rˆ(−1)j |t|
t
(A+O(t))
√
D2−C2+O(t)
D2+O(t)
,
for j = 1, 2. Define the points Pj = (xpj , y
p
j ) by
xpj = xˆ+
rˆ
D2
(
−AC + (−1)j+1B
√
D2 − C2
)
,
ypj = yˆ +
rˆ
D2
(
−BC + (−1)jA
√
D2 − C2
)
.
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As rˆ 6= 0 and A,B are not simultaneously 0, it is clear that P1 6= P2. Furthermore, if
t > 0 and t↘ 0, one can see that (xt1, yt1)→ P1 and (xt2, yt2)→ P2. Similarly, if t < 0 and
t ↗ 0, one can see that (xt1, yt1) → P2 and (xt2, yt2) → P1. This implies that P1, P2 are in
E2 and as they are limits of points on C0, they are also on C0.
Step 3: Identify arcs from C0 contained in other Dt. By Step 2, for each t near 0,
the open disk Dt contains an open arc It ⊆ C0 with endpoints given by the intersection
points P t1 and P t2. In general, there are two choices for It. We will uniquely identify this
arc by specifying points that it does and does not contain.
First consider the diameter of C0 that lies along the line (xˆ, yˆ) + s(A,B) parametrized
by s. Then the endpoints of this diameter are given by
Q1 = (xˆ, yˆ) +
rˆ
D
(A,B) and Q2 = (xˆ, yˆ)− rˆD (A,B).
We claim that for t > 0 sufficiently small, Q1 ∈ Dt and Q2 6∈ Dt. First observe that
|(xc(t), yc(t))−Q1|2 =
(
At− rˆA
D
+O(t2)
)2
+
(
Bt− rˆB
D
+O(t2)
)2
= rˆ2 − 2trˆD +O(t2),
where rˆ is the radius of C0. Then as t > 0 and −C ≤ |C| < D, we have
|(xc(t), yc(t))−Q1|2 − r(t)2 = −2trˆ (D + C) +O(t2) < 0,
for t sufficiently small. Thus Q1 ∈ Dt. Similarly,
|(xc(t), yc(t))−Q2| − r(t)2 = 2trˆ (D − C) +O(t2) > 0,
which implies Q2 6∈ Dt for t sufficiently small. Identical arguments show that for small
t < 0, Q2 ∈ Dt and Q1 6∈ Dt.
Thus, if t is small and positive, then Dt contains an open arc It ⊆ C0 with endpoints
P t1 and P t2 that contains Q1 and not Q2. If t is small and negative, then Dt contains an
open arc It ⊆ C0 with endpoints P t1 and P t2 that contains Q2 and not Q1.
Finally, note that {P1, P2} 6= {Q1, Q2}. Indeed if one sets P1 = Q1 and P2 = Q2, the
resulting formulas imply that A = B = C = 0, a contradiction. The same contradiction
arises if one sets P1 = Q2 and P2 = Q1. Thus without loss of generality, we can assume
Q1 6∈ {P1, P2}.
Figure 5. Example of circles Ct1 , C0, Ct2 with t1 < 0 < t2 and the points P1, P2, Q1, Q2.
Step 4: Show ∂Ω ∩ C0 ⊆ {P1, P2}. Let I+, I− denote the two distinct open arcs of C0
with endpoints P1 and P2, chosen so Q1 ∈ I+. For p, q ∈ C0, let |p− q|0 denote the length
of the shortest arc between them on C0. We show that (I+ ∪ I−) ∩ ∂Ω = ∅.
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Fix p ∈ I+. We claim p ∈ Dt for some t > 0. Let  = minj{|p− Pj|0, |Q1 − Pj|0} > 0.
By Step 2, we can choose t > 0 sufficiently small so that minj |P tj −Pj|0 < 3 . Then p ∈ It,
the open arc in C0 from P t1 to P t2 containing Q1. By Step 3, It ⊂ Dt and so p 6∈ ∂Ω.
Similarly, each p ∈ I− is in some Dt with t < 0. To see this, set  = minj{|p−Pj|0, |Q1−
Pj|} > 0 and choose t < 0 sufficiently small so that min{|P t1 − P2|, |P t2 − P1|} < 3 . Then
p ∈ It, the open arc in C0 from P t1 to P t2 that does not contain Q1. By Step 3, It ⊂ Dt
and so p 6∈ ∂Ω. This gives ∂Ω ∩ C0 ⊆ {P1, P2}, which completes the proof. 
Remark 4.3. This argument also gives a parameterization of the points of E2 that can
contribute to ∂Ω. Specifically, the points in E2 (except for those coming from Cs1 and Cs2)
that can contribute to ∂Ω are exactly those of the form (x1(t), y1(t)), (x2(t), y2(t)) where
xj(t) = xc(t) +
r(t)
x′c(t)2+y′c(t)2
(
−x′c(t)r′(t) + (−1)j+1y′c(t)
√
x′c(t)2 + y′c(t)2 − r′c(t)2
)
,
yj(t) = yc(t) +
r(t)
x′c(t)2+y′c(t)2
(
−y′c(t)r′(t) + (−1)jx′c(t)
√
x′c(t)2 + y′c(t)2 − r′c(t)2
)
,
for j = 1, 2 and t ∈ (s1, s2).
In the next two sections, we apply Theorem 4.1 to families of pseudohyperbolic disks.
5. Pseudohyperbolic Disks on a Line
In this section, we fix r ∈ (0, 1) and consider the family of pseudohyperbolic disks
{Dρ(t, r) : t ∈ [−1, 1]}, whose centers lie along a line segment. For each t ∈ [−1, 1],
let Dρ(t, r) denote the closure of Dρ(t, r) and St its boundary circle. Then by (2), St is
defined by the equation
(16)
(
x− 1− r
2
1− r2t2 t
)2
+ y2 =
(
r(1− t2)
1− r2t2
)2
.
From (3), recall the disks
D1 = {z ∈ C :
∣∣∣z + 1−r22r i∣∣∣ < Rr} and D2 = {z ∈ C : ∣∣∣z − 1−r22r i∣∣∣ < Rr},
with radius Rr := 1+r
2
2r
and from (4), recall the arcs A1 = ∂D1 ∩H+ and A2 = ∂D2 ∩H−.
Then we show
Theorem 5.1. The union
⋃
t∈[−1,1]Dρ(t, r) has boundary A1 ∪ A2.
:
Figure 6. The family {Dρ(t, r)}t∈[−1,1] with boundary A1 ∪ A2.
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To prove Theorem 5.1, we will use Theorem 4.1. This requires the following lemma:
Lemma 5.2. The discriminant envelope E3 of the family of circles {St}t∈[−1,1] is A1∪A2.
Proof. Fix r ∈ (0, 1) and rewrite the circle equation from (16) as
F (x, y, t) =
(
x− 1− r
2
1− r2t2 t
)2
+ y2 −
(
r(1− t2)
1− r2t2
)2
= 0.
Now apply the envelope algorithm. Differentiating with respect to t, setting Ft(x, y, t) = 0,
and requiring that (x, y) also satisfy F (x, y, t) = 0 yields the points
x(t) =
(r2 + 1)t
1 + r2t2
and y(t) = ±r(1− t
2)
1 + r2t2
,
for t ∈ [−1, 1]. This set of points is precisely the discriminant envelope E3. Define
(17) E+3 := E3 ∩H+ =
{
(x(t), y(t)) =
(
(r2 + 1)t
1 + r2t2
,
r(1− t2)
1 + r2t2
)
: t ∈ [−1, 1]
}
.
We show that E+3 equals the curve A1. To this end, assume (x(t), y(t)) ∈ E+3 . Then
y(t) ≥ 0 and
x(t)2 +
(
y(t) + 1−r
2
2r
)2
= (1+r
2)2
4r2
,
so (x(t), y(t)) ∈ H+ ∩ ∂D1 and E+3 ⊆ A1. Further, at t = ±1, the formulas in (17) give
the two endpoints of A1: (±1, 0). As the formulas in (17) are also continuous in t, they
must map out the entire curve A1.
To complete the proof, define E−3 = E3 ∩H− and use identical arguments to show that
E−3 = A2. Thus the discriminant envelope E3 = A1 ∪ A2, as needed. 
We turn to the proof of Theorem 5.1.
Proof of Theorem 5.1. Let Ω = ∪t∈[−1,1]Dρ(t, r). We first show that the family of circles
{St}t∈[−1,1] satisfies the conditions of Theorem 4.1. In particular, note that
xc(t) =
1− r2
1− r2t2 t, yc(t) = 0, r(t) =
r(1− t2)
1− r2t2 .
These functions are in C2([−1, 1]) and for t ∈ (−1, 1), the radius r(t) > 0. Moreover, as
x′c(t) =
(1− r2)(r2t2 + 1)
(1− r2t2)2 and r
′(t) =
2rt(r2 − 1)
(1− r2t2)2 ,
one can easily compute
x′c(t)
2 + y′c(t)
2 − r′(t)2 = (1− r
2)2
(1− r2t2)2 > 0.
Thus {St}t∈[−1,1] satisfies the conditions of Theorem 4.1, so Lemma 5.2 implies that
∂Ω ⊆ A1 ∪ A2 ∪ S−1 ∪ S1 = A1 ∪ A2,
where we used the fact that S−1 = (−1, 0) and S1 = (1, 0) are in A1 and A2.
To show the other containment, recall that A1 ⊂ H+ and A2 ⊂ H− are arcs of circles
that intersect at (±1, 0). Without loss of generality, assume some p ∈ A1 is not in ∂Ω.
By Lemma 5.2, p ∈ St for some t. This implies that there is some open disk B(p),
with center p and radius  > 0, that is contained in Ω. Let (v1, v2) denote a vector
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normal to A1 at p pointing out of D1. Let s˜ = sup{s ∈ R : p + s(v1, v2) ∈ Ω}. Then
p˜ = p + s˜(v1, v2) ∈ ∂Ω. However as s˜ ≥ , the simple geometry of A1 ∪ A2 implies that
p˜ 6∈ A1 ∪ A2, a contradiction. 
As mentioned earlier, this result has applications to various aspects of function theory
on the disk. These are detailed in the following remark.
Remark 5.3. Theorem 5.1 says that, in particular, the points in the union of pseudohy-
perbolic disks ∪t∈[−1,1]Dρ(t, r) lie in a Stolz region, where a Stolz angle at a point λ ∈ T
is defined as the set of points
S(λ) = {z ∈ D : |1− ξz| ≤ K(1− |z|)},
where K is a fixed constant greater than 1. A sequence of points in such a region that
converges to λ is said to approach the boundary nontangentially.
There are many important applications of this. For example, consider the following:
Let Ap denote the Bergman space of all functions analytic on D such that
‖f‖ =
(∫
D
|f(z)|pdA(z)
)1/p
<∞,
where the integral is with respect to area measure on D. If the zeros of a Blaschke product
B all lie in a Stolz angle, then the derivative B′ lies in Ap for p < 3/2, [9].
Interpolating sequences for the algebra H∞ of bounded analytic functions on D provide
another example of the important role Stolz angles play. A sequence of points (zn) in
D is an interpolating sequence for H∞ if for every bounded sequence (wn) of complex
numbers, there is a function f ∈ H∞ such that f(zn) = wn for all n. Carleson showed
that a sequence is interpolating if and only if it is uniformly separated; that is,
inf
k
∏
j:j 6=k
∣∣∣∣ zj − zk1− zjzk
∣∣∣∣ ≥ δ > 0.
A sequence (zn) in D is said to be an exponential sequence if there is a constant c < 1
such that for all n > 1
1− |zn|
1− |zn−1| < c.
This is a strong condition on a sequence: Hayman and D. J. Newman [14, p. 203]
both showed that an exponential sequence is interpolating. In [24] Newman notes that
a uniformly separated sequence of points in a Stolz angle is a finite union of exponential
sequences. This result is extended in [10]. In this setting, these results provide an alter-
native to determining whether a sequence is interpolating from the uniform separation
constant: We say that a sequence (zn) is separated if
inf
n
∣∣∣∣ zn − zn+11− znzn+1
∣∣∣∣ ≥ δ > 0;
in other words, there is a minimal positive distance between successive points in the pseu-
dohyperbolic mentric. To check that a sequence in the union of pseudohyperbolic disks is
interpolating, we need only check the separation condition – a much easier condition to
check.
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6. Pseudohyperbolic Disks on a Horocycle
In this section, we fix r ∈ (0, 1), k > 0 and consider the family of pseudohyperbolic
disks {Dρ(α, r) : α ∈ H(1, k)}, whose centers lie along the horocycle H(1, k) from (5).
Recall the open disks
D1 = {z ∈ C : |z − c1| < R1} and D2 = {z ∈ C : |z − c2| < R2},
from (6), where the cj, Rj are from (7).
Observe that as (c1− c2)2− (R1−R2)2 = 0, Remark 4.2 implies that ∂D1 and ∂D2 are
tangent to one another. The point of tangency is (1, 0) and as R2 < R1, one can show
that c2 ∈ D1 and conclude that D2 ⊆ D1. We will prove:
Theorem 6.1. The union
⋃
α∈H(1,k)Dρ(α, r) has boundary ∂D1 ∪ ∂D2.
Figure 7. The family {Dρ(α, r)}α∈H(1,k) with boundary ∂D1 ∪ ∂D2.
Define a = 1
2
(R1 +R2), b =
√
R1R2, and c = 12(c1 + c2). Let E denote the ellipse
(18) (x−c)
2
a2
+ y
2
b2
= 1.
We first use these constants to rewrite the family of pseudohyperbolic circles as a family
of Euclidean circles {St}t∈[0,2pi] whose centers lie along E .
Theorem 6.2. The set of Euclidean centers {cρ(α) : α ∈ H(1, k)} equals the ellipse E
in (18). The family of pseudohyperbolic circles {∂Dρ(α, r)}α∈H(1,k) equals the family of
Euclidean circles {St}t∈[0,2pi], where each St is defined by
(19) (x− (c+ a cos t))2 + (y − b sin t)2 = (R1−R2
2
)2
(1− cos t)2.
Figure 8. The ellipse E of Euclidean centers with H(1, k) and ∂D1 ∪ ∂D2.
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Proof. First we show that {cρ(α) : α ∈ H(1, k)} ⊆ E , where E is the ellipse defined in
(18). For each α ∈ H(1, k), there is a γ ∈ [0, 2pi) so that α = 1
k+1
+ k
k+1
eiγ. Using this in
(2) gives
cρ(α) = xcρ(γ) + iycρ(γ) =
(1− r2)(k + 1)(1 + keiγ)
(1 + k2)(1− r2) + 2k(1− r2 cos γ) .
A computation shows that each (xcρ(γ), ycρ(γ)) satisfies (18) and therefore each cρ(α) ∈ E .
To see the other containment, note that γ = 0, 2pi both yield the points (1, 0) and γ = pi
yields the other point on E ∩ R. As ycρ(γ) > 0 for all γ ∈ (0, pi) and ycρ(γ) < 0 for all
γ ∈ (pi, 2pi), continuity implies that (xcρ(γ), ycρ(γ)) maps out E .
Now fix a pseudohyperbolic circle ∂Dρ(α, r) with α ∈ H(1, k). Then its Euclidean
center is on E and so can be written as
cρ = (c+ a cos t, b sin t)
for some t ∈ [0, 2pi], and each such t yields the center of some ∂Dρ(α, r). We claim that
the Euclidean radius Rρ of this ∂Dρ(α, r) is given by
R˜ := R1−R2
2
(1− cos t).
First, note that (2) implies that the moduli |α| is determined by |cρ|, i.e. |α| is the unique
nonnegative number satisfying
|cρ| = (1− r
2)|α|
1− r2|α|2 .
Similarly, (2) gives a one-to-one correspondence between R satisfying 0 < R ≤ r and |β|2
with 0 ≤ |β| < 1. By way of contradiction, assume that R˜ 6= Rρ. As 0 < R˜ ≤ r, (2) gives
a unique associated |βR˜|2 = r−R˜r(1−rR˜) . As R˜ 6= Rρ, we must have |βR˜| 6= |α| and so
|cρ| 6= (1− r
2)|βR˜|
1− r2|βR˜|2
.
This gives the contradiction, because a straightforward computation shows that, using the
definition of R˜, |cρ| equals the above quantity. Thus, Rρ = R1−R22 (1−cos t), as needed. 
We turn to the proof of Theorem 6.1. In particular, we apply Theorem 4.1 and use
Remark 4.3 to obtain the points that the limiting-position envelope can contribute to the
boundary.
Proof of Theorem 6.1. Set Ω = ∪α∈H(1,k)Dρ(α, r). By Theorem 6.2, this set is also the
union of the open Euclidean disks with boundaries St, for t ∈ [0, 2pi]. To see that
{St}t∈[0,2pi] satisfies the conditions of Theorem 4.1, observe that
xc(t) = c+ a cos t, yc(t) = b sin t, r(t) =
R1−R2
2
(1− cos t).
These functions are in C2([0, 2pi]) and r(t) > 0 for t ∈ (0, 2pi). Furthermore,
x′c(t)
2 + y′c(t)
2 − r′(t)2 = k
2(1− r2)
(1 + r + k(1− r))(1− r + k(1 + r)) = R1R2 > 0,
so the derivative condition is satisfied. Theorem 4.1 implies that
∂Ω ⊆ E2 ∪ S0 ∪ S2pi.
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The formulas in Remark 4.3 show that the portion of E2 \ {S0 ∪S2pi} that can contribute
to ∂Ω is comprised of the following two curves (x1, y1), (x2, y2) parameterized by t and
defined as follows:
xj(t) = c+ a cos t+
(R1 −R2)(1− cos t)
2(a2 sin2 t+ b2 cos2 t)
(
aR1−R2
2
sin2 t+ (−1)j+1b2 cos t) ,
yj(t) = b sin t+
(R1 −R2)(1− cos t)
2(a2 sin2 t+ b2 cos2 t)
(−bR1−R2
2
cos t sin t+ (−1)j+1ab sin t) ,
for t ∈ (0, 2pi). These simplify to
x1(t) =
1 + r2 + (k + 2r − kr2) cos t
1 + k + r2 − kr2 + 2r cos t and y1(t) =
(1 + r + k − kr)(1 + r)
1 + k + r2 − kr2 + 2r cos tb sin t,
x2(t) =
1 + r2 + (k − 2r − kr2) cos t
1 + k + r2 − kr2 − 2r cos t and y2(t) =
(1− r + k + kr)(1− r)
1 + r2 + k − kr2 − 2r cos tb sin t.
The denominators never vanish because(
1 + k + r2 − kr2 ± 2r cos t) ≥ (1 + k + r2 − kr2 − 2r) = (1− r)2 + k(1− r2) > 0,
and so xj(t), yj(t) are well defined for all t.
We claim that the image of each (xj, yj) equals ∂Dj. First, a straightforward com-
putation shows that each (xj(t), yj(t)) ∈ ∂Dj. For the reverse containment, consider
(x1(t), y1(t)). Observe that t = 0, 2pi gives the point (1, 0) and t = pi gives the other
point on ∂D1 ∩ R. When t ∈ (0, pi), we can see that y1(t) > 0 and when t ∈ (pi, 2pi),
y1(t) < 0. By continuity, this implies that (x1(t), y1(t)) must map out the entire circle
∂D1. A similar argument shows that (x2(t), y2(t)) maps out ∂D2. To identify E2 with
these formulas, we need to restrict to t ∈ (0, 2pi), which only omits the point (1, 0).
Then Theorem 4.1 implies that
∂Ω ⊆ ((∂D1 ∪ ∂D2) \ {(1, 0)}) ∪ S0 ∪ S2pi = ∂D1 ∪ ∂D2,
as S0 = S2pi = (1, 0).
Now we need to show that ∂D1∪∂D2 ⊆ ∂Ω. To that end, recall that D2 ⊆ D1. We first
show ∂D1 ⊆ ∂Ω. By way of contradiction, assume that there is some p ∈ ∂D1 ∩ ∂Ωc. As
p ∈ St for some t, this implies that there is some open disk B(p) centered at p that is
contained in Ω. Let (v1, v2) denote a vector normal to ∂D1 at p pointing out of D1. Let
s˜ = sup{s ∈ R : p + s(v1, v2) ∈ Ω}. Then p˜ = p + s˜(v1, v2) ∈ ∂Ω. However, as s˜ ≥ , it is
easy to see that p˜ 6∈ ∂D1 ∪ ∂D2, a contradiction.
To show that ∂D2 ⊆ ∂Ω, first observe that for t ∈ [0, 2pi]
(xc(t)− c1)2 + yc(t)2 = (R1 − r(t))2,
(xc(t)− c2)2 + yc(t)2 = (R2 + r(t))2,
so Remark 4.2 implies that each St is tangent to both ∂D1 and ∂D2. The one common
point between ∂D1 and ∂D2 is (1, 0) and for t ∈ (0, 2pi), (1, 0) is not in the disk with
boundary St. As D2 ⊆ D1, this means St must contain a point outside of D2. Thus St
and ∂D2 must be externally tangent to each other for t ∈ (0, 2pi) and so, D2 ∩ Ω = ∅.
Given that, by way of contradiction, assume that there is some p ∈ ∂D2 ∩ ∂Ωc. As p ∈ St
for some t, there must be some open disk B(p) centered at p that is contained in Ω. As
B(p) ∩D2 6= ∅, this gives the contradiction. 
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In this situation, we showed that the center of each St lies on the ellipse given in (18)
with center (c1 + c2)/2 and major axis R1 + R2. Then we deduced that St is tangent to
both ∂D1 and ∂D2. As discussed in the following remark, the converse is also true.
Remark 6.3. Let C1 and C2 be circles with centers d1 and d2 and radii r1 and r2. Assume
that C2 is internally tangent to C1. Let S be a circle with center c and radius r that is
tangent to C1 at a point β1 and C2 at a point β2.
Figure 9. Two tangent circles C1 and C2 with a mutually tangent circle S.
We claim that c must lie on the ellipse with center (d1 + d2)/2 and major axis r1 + r2.
To see this, observe that S must be internally tangent to C1 and externally tangent to
C2. Moreover, the line from β1 to d1 must go through c and the line from c to d2 must go
through β2. This gives
|c− d1|+ |c− d2| = (r1 − r) + (r2 + r) = r1 + r2.
This means c is on the ellipse with center (d1 + d2)/2 and major axis r1 + r2, as needed.
Finally, we observe that Theorem 6.1 also has applications to interpolation:
Remark 6.4. Theorem 6.1 is also of interest in the context of interpolation. In [31],
Wortman shows that given a convex curve Γ in the closed unit disk with Γ ∩ T = {λ}
and Γ tangent to T at λ, and a sequence (zn) on Γ satisfying ρ(zn, zn+1) = δ > 0 for
all n, then (zn) is an interpolating sequence. Thus, choosing separated points along the
boundary of the envelope ∂D1∪∂D2 yields an interpolating sequence. We note that these
results were generalized to a larger set of curves (called K-curves) by Max L. Weiss, [30].
Weiss also considers M -sequences; that is, sequences of the form (zn) where zn = rneiθn
tends to 1, rn is a strictly increasing sequence converging to 1, θn is a strictly increasing
sequence converging to 0, and θn/(1 − rn) → ∞ as n → ∞. These curves also played
an important role in the study of the maximal ideal space of H∞, [1]. In particular, the
study of the envelopes of pseudohyperbolic disks is intimately connected with the study
of interpolation.
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