Abstract. Given an inner function θ, the associated star-invariant subspace K
Introduction and results

Let
and it is known (cf. [5] ) that the general form of a proper closed star-invariant subspace in H p , with 1 ≤ p < ∞, is indeed given by (1.1) for some inner function θ. The alternative term "model subspace" is due to the appearance of these subspaces in the Sz.-Nagy-Foiaş operator model; see [17] . It follows from the definition that each K p θ carries a natural antilinear isometry (or involution) given by f → f , where (1.2) f := zf θ.
When p = 2, we can equivalently define K 2 θ as the orthogonal complement of the shift-invariant subspace θH 2 in H 2 . Moreover, letting P θ denote the orthogonal projection from H 2 onto K 2 θ , one easily verifies that
for f ∈ H 2 , where P + and P − are the orthogonal projections from L 2 onto H 2 and H 2 0 , respectively. Now, we know from the M. Riesz theorem (see [12, Chapter III]) that P + and P − extend -or restrict -to every L p space with 1 < p < ∞ as bounded operators (called the Riesz projections), their respective ranges being H p and H p 0 . It follows then that P θ admits a bounded extension -or restriction -to every H p with 1 < p < ∞, and projects the latter space onto K p θ parallel to θH p . Accordingly, we arrive at the direct sum decomposition
with orthogonality for p = 2. We shall make use of (1.3) in a special situation, which we now describe. Recall that, given a sequence {a j } = {a j } j∈N of points in D with j (1 − |a j |) < ∞, the associated Blaschke product B is defined by
with the convention that |a j |/a j = −1 if a j = 0. Then B is an inner function that vanishes precisely at the a j 's; see [12, Chapter II] . Recall also that a sequence {a j } in D is called an interpolating sequence if
(Here and below, given a function space X on D, we denote by X {a j } the set of those sequences {w j } in C for which the interpolation problem f (a j ) = w j , j ∈ N, has a solution f ∈ X .) Carleson's celebrated theorem (see [2] or [12, Chapter VII]) characterizes the interpolating sequences {a j } in terms of the corresponding Blaschke product (1.4) or rather its subproducts B j := B/b j . Namely, it asserts that {a j } is interpolating if and only if
a condition that can be further rephrased as
A Blaschke product B = B {a j } satisfying (1.7) is said to be an interpolating Blaschke product. When 0 < p < ∞, we have a similar "free interpolation" phenomenon in H p . This time, (1.5) gets replaced by
and results of [16, 18] tell us that this happens, for some or each p ∈ (0, ∞), if and only if {a j } obeys the Carleson condition (1.6). Now, in the case 1 < p < ∞, we may apply (1.3) with θ = B = B {a j } , and restricting both sides to {a j } yields
Finally, we combine (1.8) and (1.9) to conclude that
whenever B is an interpolating Blaschke product with zeros {a j }. For p = ∞, however, no such thing is true, since the endpoint version of (1.9) breaks down in general. A natural problem that arises is, therefore, to find out what happens to (1.5) if we replace H ∞ by its star-invariant subspace
, always assuming that B = B {a j } is an interpolating Blaschke product.
It does happen sometimes that
but typically, and in "most" cases, our trace space will be essentially smaller. As a matter of fact, (1.11) holds if and only if {a j } is an interpolating sequence that satisfies the so-called (uniform) Frostman condition:
(This result is a fairly straightforward consequence of Hruščev and Vinogradov's work in [14] ; see also [4, Section 3] for details.) In particular, (1.12) implies that the a j 's may only approach the unit circle in a suitably tangential manner. On the other hand, it was shown by Vinogradov in [21] that whenever {a j } is an interpolating sequence, one has
where again B = B {a j } . Note, however, that K ∞ B 2 is substantially larger than K ∞ B . We now describe the trace space K ∞ B {a j } in the general case. Theorem 1.1. Suppose that {w j } ∈ ℓ ∞ and B is an interpolating Blaschke product with zeros {a j }. In order that
it is necessary and sufficient that
An equivalent formulation is as follows. 
To deduce Theorem 1.2 from Theorem 1.1 and vice versa, it suffices to observe that a given H ∞ function will be in K Before stating our next result, we need to recall the notion of an ideal sequence space. A vector space S consisting of sequences (of complex numbers) is said to be ideal if, whenever {x j } ∈ S and {y j } is a sequence with |y j | ≤ |x j | for all j, we necessarily have {y j } ∈ S. Roughly speaking, this property tells us that the elements {x j } of S are somehow describable by means of a "size condition" on |x j |.
The trace space in (1.10) is obviously ideal, but its endpoint version K ∞ B {a j } can no longer be expected to have this nice feature. Of course, the latter space will be ideal for the "few" interpolating sequences {a j } that obey the Frostman condition (1.12), in which case we have (1.11), but other choices of {a j } make things different. The difference becomes especially dramatic in the "anti-Frostman" situation where the a j 's are taken to lie on a radius. In our next theorem, we furnish a universal ideal sequence space, namely ℓ 1 , that is contained in every trace space K ∞ B {a j } , and we show (by examining the radial case) that no larger ideal space would do in general. Theorem 1.3. Suppose B is an interpolating Blaschke product with zeros {a j }.
(a) We have
and if X is an ideal sequence space with
At the same time, it is worth mentioning that the trace space K ∞ B {a j } always contains non-ℓ 1 sequences (assuming, as we do, that B = B {a j } is an infinite Blaschke product). An example is provided by the constant sequence consisting of 1's, since these are the values of the function 1 − B(0)B (∈ K ∞ B ) at the a j 's. We shall be also concerned with uniform smallness conditions on the values w j that guarantee (1.13), once the a j 's are given. To be more precise, we fix a (reasonable) positive function ϕ on the interval (0, 1] and write X ϕ ({a j }) for the set of all sequences {w j } ∈ ℓ ∞ that satisfy
Our aim is then to determine whether
with B = B {a j } , for every interpolating sequence {a j }. This will be settled by Theorem 1.4 below, but first we have to describe the class of ϕ's we have in mind. It will be assumed that ϕ : (0, 1] → (0, ∞) is a nondecreasing continuous function for which t → ϕ(t)/t is nonincreasing; a function ϕ with these properties will be called a majorant. Also, following the terminology of [15] , we say that ϕ is of upper type less than 1 if there are constants C > 0 and γ ∈ [0, 1) such that
whenever s ≥ 1 and 0 < t ≤ 1/s. It should be noted that for γ = 1, (1.19) is automatic (with C = 1) for every majorant ϕ. In fact, a glance at the proof of part (ii) will reveal that it is enough to assume (1.18) for a single interpolating sequence {a j }, namely, for a j = 1 − 2 −j ; this alone will imply (1.20) .
As examples of majorants ϕ that are of upper type less than 1 and satisfy (1.20), one may consider
log log 3 t −1−ε (with 0 < α < 1 and ε > 0), and so on. While we are only concerned with the traces of functions from K ∞ B on {a j }, which is the zero sequence of B, an obvious generalization would consist in restricting our functions (or those from K ∞ θ , with θ inner) to an arbitrary interpolating sequence in D. In this generality, however, even the case of K p θ with 1 < p < ∞ (or with p = 2) cannot be viewed as completely understood. At least, the existing results (see [1, 6, 13] for some of these) appear to be far less clear-cut than in the current setting. By contrast, the difficulty we have to face here is entirely due to the endpoint position of K ∞ B within the K p B scale, the only enemy being the failure of the M. Riesz projection theorem.
The other endpoint case, where p = 1, is no less wicked and we briefly discuss it here. For an interpolating sequence {a k }, the values
and, in virtue of the Shapiro-Shields theorem [18] , this property characterizes the sequences
The latter set will, however, be strictly larger than K 
Namely, (1.21) must also hold with w k in place of w k . It would be interesting to determine whether the two conditions together are actually sufficient for {w k } to be in
. A more detailed discussion and further questions can be found in [11] . In the next section, we collect a few auxiliary facts to lean upon. The remaining sections contain the proofs of our results.
Preliminaries
Given an inner function θ, we write Lemma 2.1. Given an interpolating Blaschke product B with zeros {a j }, the general form of a function g ∈ K * B is
The series in (2.1) is understood to converge in the weak-star topology of BMOA := BMO ∩ H 2 , viewed as the dual of H 1 . It also converges in H 2 (cf. [13] ), and hence on compact subsets of D.
We 
Further, we need to recall the definition of the space BMO ϕ = BMO ϕ (T) associated with a majorant ϕ. A function f ∈ L 1 (T, m) is said to be in BMO ϕ if
where f I := m(I)
f dm, the supremum being taken over the open arcs I ⊂ T. The classical BMO corresponds to the constant majorant ϕ ≡ 1.
The following fact (and its converse) can be found in [19] .
Our last lemma is essentially contained in [9] .
Lemma 2.4. Suppose that B is an interpolating Blaschke product with zeros {a j }, ϕ is a majorant of upper type less than 1, and f ∈ H 2 . If
Precisely speaking, this result was incorporated into the proof of Theorem 2.3 in [9] . The theorem asserted (among other things) that (2.2) is necessary and sufficient in order that f B ∈ BMO ϕ , provided that f ∈ BMOA ϕ := BMO ϕ ∩ H 2 . The sufficiency was then established by splitting f B as
and verifying that both terms are in BMO ϕ . In particular, the second term, P − (f B), was shown to be in BMO ϕ by means of a duality argument (based on a result from [15] ) which actually works for any f ∈ H 2 , not just for f ∈ BMOA ϕ ; see [9, p. 97] for details.
When ϕ(t) = t α with some α ∈ (0, 1), BMO ϕ reduces to the usual Lipschitz space of order α, and in this special case Lemma 2.4 was previously established in [7, Section 4] ; the case of higher order Lipschitz-Zygmund spaces was treated there as well. We also refer to [8, 10] for related results. f (a j ) = w j , j ∈ N.
To deduce (1.14), we first define
(where B j is the Blaschke product with zeros {a k : k = j}), and consider the function
Observe that {γ j } ∈ ℓ ∞ , because inf j |B j (a j )| > 0, and so g ∈ K * B by virtue of Lemma 2.1; the latter is being applied with c j = γ j (1 + |a j |).
Recalling the notation (1.2), which is henceforth used with B in place of θ, we have then (a.e. on T)
The resulting identity
actually holds for all z ∈ D, and computing both sides at a k gives (3.4) g(a k ) = w k , k ∈ N (just note that B j (a k ) = 0 whenever j = k). Comparing (3.4) and (3.1), we deduce that g = f ; indeed, the difference g − f belongs to both K 2 B and BH 2 , and is therefore null. Because f is actually in K ∞ B , so is g(= f ), and this obviously implies that
Equivalently, the values g(a k ) (k ∈ N) form a bounded sequence, i.e., (3.6) sup
Finally, we combine (3.2) with the elementary formula
and substituting this into (3.6) yields (1.14).
Conversely, assume that (1.14) holds. Further, let f ∈ K 2 B be a function satisfying (3.1). (To find such an f , it suffices to solve the interpolation problem with an H 2 function and then project it orthogonally onto K 2 B .) Defining the numbers γ j and the function g by (3.2) and (3.3), respectively, we then infer -exactly as beforethat g lies in K * B and obeys (3.4) . The latter in turn implies that g = f , as above.
On the other hand, we may again use the identity (3.7) to rewrite (1.14) as (3.6), or equivalently, as (3.5) . This done, we invoke Lemma 2.2 to conclude that g is in H ∞ , and hence in K 
where δ is the infimum in (1.7). Therefore, whenever
and (1.14) holds true. In view of Theorem 1.1, the inclusion (1.15) is thereby verified. (b) Assume, under the current hypotheses on {a j } and X, that we can find a sequence {β j } ∈ X \ ℓ 1 . Put
Because B is a unit-norm H ∞ function, we have
j ) ≤ 1 (we are also using the fact that 0 ≤ a j < 1 for all j), and so
Since X is an ideal sequence space containing {β j }, it follows that {w j } ∈ X. Recalling (1.16), we readily arrive at (1.13), which we further rephrase (using Theorem 1.1), as (1.14). Thus, the sums
(whose terms are all real and nonnegative) must satisfy
On the other hand, for any fixed k ∈ N and any j ≤ k, we have a k ≥ a j , whence
Now, since k j=1 |β j | → ∞ as k → ∞, we conclude that sup k S k = ∞, which contradicts (4.1). The contradiction means that the difference X \ ℓ 1 is actually empty, so X ⊂ ℓ 1 as required.
Proof of Theorem 1.4. (i) Let {w j } be a sequence in X ϕ ({a j }), so that (1.17) holds, and let f ∈ K (ii) We put a j = 1 − 2 −j (j = 1, 2, . . . ) and exploit (1.18) in this special case only. The sequence space X ϕ ({a j }) is obviously ideal, so we infer from Theorem 1.3, part (b), that X ϕ ({a j }) ⊂ ℓ 1 ; and since the sequence {ϕ(1 − a j )} = {ϕ(2 −j )} belongs to X ϕ ({a j }), it follows in particular that for t ∈ I j . The proof is complete.
