INTRODUCTION
The origins of transition to turbulence in a bounded shear flow within a low disturbance environment are typically found in the instabilities of the basic state. There are, of coursc, a number of mcchanisms that can lead to breakdown of laminar boundary-layer flow and many have been reviewed in these Volumes, e.g. inflectional profiles and viscous instabilities (Reshotko 1976 , Bayly et al 1988 , secondary instabilities (Herbert 1988) , and crossflow (Reed & Saric 1989) . This review examines boundary-layer instabilities induced by wall curvature. In this case the instability is in the form of steady, streamwise-oriented, counter-rotating vortices, commonly called G6rtler vortices.
Basic Ideas
The shear flow over a concave surface is subject to a centrifugal instability whose inviscid mechanism was first given by Rayleigh (1916) . For a circular geometry (r, 0, z) with basic-state velocity vector, V = (U, V, W), defined as u=0, v-~V(r), w=0,
where U, V, and W represent the radial, tangential, and axial velocity components, Rayleigh showed that the necessary and sufficient condition for the existence of an inviscid axisymmetric instability is:
d(F2)/dr < 0, anywhere in the flow,
where F is the circulation defined as F = r V. This particular Rayleigh 379 0066-4189/94/0115-0379505.00 www.annualreviews.org/aronline Annual Reviews SARIC criterion for instability is called the Raylei#h circulation criterion. The physical description of this well-known mechanism and thc necessary mathematical derivation are given by Drazin & Reid (11981) and Stuart (1986) . Essentially, the inability of the local pressure gradient, under conditions of (2), to restrain an excess in. angular momentum of a particle undergoing an outward virtual displacement, leads to the instability.
Examples of the Rayleigh circulation criterion are shown in Figure 1 . If, in an inviscid circular flow, IrVI decreases with an increase in r, as shown in Figures lb and lc, the flow will be unstable. On the other hand, the flows of Figures I a and 1 d are stable since I r VI increases with r. Bayley (1987) showed that this behavior holds for noncircular closed streamlines and Floryan (1986) showed this for boundary-layer type profiles. Floryan also points out that this behavior need not be restricted to monotonic profiles. With viscosity present, the Rayleigh circulation criterion is only a necessary condition for a centrifugal instability since one expects stability in some small Reynolds number limit. Taylor (1923) used Rayleigh's result in his classic work on the stability of viscous circular Couette flow. In the case of the inner cylinder rotating and the outer cylinder fixed (as in Figure  1 b), Equation (2) is satisfied. This geometry (tangential flow in the annulus between rotating cylinders) defines the Taylor instability. When a critical value of the inner cylinder speed is reached, the instability is initially observed in the form of counter-rotating toroidal vortices usually called Taylor vortices. This is a closed system of a parallel flow which has been studied quite extensively (e.g. Coles 1965 , Drazin & Reid 1981 , Stuart 1986 .
When a fully-developed channel flow is curved, Rayleigh's circulation criterion is satisfied along the outer race of the channel (as in Figure 1 c) and hence, this region of the flow is unstable. This is called the Dean instability (Dean 1928 ) and the instability is in the form of Dean vortices. This is an open system with a parallel basic state which is described by Drazin & Reid (1981) .
G6rtler Vortices
In a boundary-layer flow over a concave surface, the radial direction opposes the velocity gradient as shown in Figure l c. At the center of curvature, rU~ = 0, and at the wall, rwU = 0. Away from the center of curvature, where U = U~, rUo~ increases with r. Therefore a maximum of rU is present in the flow, and a region where dl rU I]dr < 0 must exist. The first application of this idea to boundary layers was presented by G6rtler (1941) who showed solutions of the disturbance equations to be in the form of streamwise-oriented, counter-rotating vortices. Hence, the instability of viscous boundary-layer flows over concave surfaces bears the name of G6rtler and the disturbance flow is generally referred to as G6rtler vortices. This is an open system with a weakly nonparallel basic state. It should be noted that this instability is not limited to concave geometries and that the G6rtler instability is operative for a wall jet over a convex surface (Floryan 1986 (Floryan , 1989 Herron 1991) .
All three of these instabilities share the same physical mechanism given by Rayleigh. Their basic differences are whether they are closed (Taylor) or open (G6rtler and Dean) systems and whether they are parallel (Taylor and Dean) or boundary-layer (G6rtler) flows. The distinction between these instabilities has not always been clear and hence, one is likely to see www.annualreviews.org/aronline Annual Reviews the name of Taylor associated with all three of these types of flows. However, the presentation that follows will show that the spatial, nonparallel, open-flow characteristics of the G6rtler problem make it quite unique. It shares neither the complex and interesting bifurcations of the Taylor problem (Coles 1965) nor the mathematical simplicity of the Dean problem (Drazin & Reed 1981) . Very little of the vast literature on the Taylor problem is applicable to the urlderstanding of the growth of the vortices in an open, nonparallel system. Therefore we reserve the appelation of G6rtler to this latter problem and concentrate the review in this area. The reader may look to Stuart (1986) , Koschmieder (1992) , and (1992) for reviews of the Taylor problem and to Guo & Finlay (1993) a current review of the Dean problem.
The G6rtler instability is an important boundary-layer instability that, under some conditions, leads the flow tlhrough a transition to turbulence. It is known that a O6rtler instability can cause transition on the wall of a supersonic nozzle in a boundary layer that would be otherwise laminar (Beckwith et al 1985 , Chen et al 1985 . Moreover, the G6rtler vortex structure exists in a turbulent boundary layer over a concave surface such as turbine-compressor blades (e.g. see Floryan 1991 for a review). This instability is visualized, for example, with surface striations on the reentry vehicles in the Smithsonian Air & Space Museum where differential surface ablation caused locally concave surfaces. On the other hand, recent experiments (Swearingen & Blackwelder 1987; Peerhossaini & Wesfreid 1988a,b) show that the breakdown to turbulence in the presence of G6rtler vortices is typically through a strong secondary instability caused by distortion of the steady velocity profile. This leads to arguments regarding the linear nature of this instability. In addition, the spanwise modulations of the steady flow caused by the G6rtler vortices can also destabilize TollmienSchlichting waves (Nayfeh & A1-Maaitah 1987 , Hall & Seddougui 1989 , Malik & Hussaini 1990 ). These brief comments serve to illustrate that this is a rich area of study.
Before completing the review of the literature, it is important to bring the reader up to date with regard to the current mathematical formulation of the problem since it is critical to understanding the literature. This is carried out in Section 2 with the idea to clear up some confusion that has existed in solution techniques. In the coverage of experimental results in Section 3, the mean flow distortion effiects are described. This puts into perspective the difficulty of using linear stability theory for the G6rtler problem. Section 5 describes nonlinear work and a few applications where the linear instability analysis is a useful evaluation tool. It also concentrates on secondary instabilities which is the most recent area of research activity. This review is aided by recent worthwhile and com-G6RTLER VORTICES 383 plementary reviews by Hall (1990) and Floryan (1991) which cover different ground than is discussed here.
PROBLEM FORMULATION AND LINEAR STABILITY ANALYSIS
The G6rtler instability in a 2-D flow, occurs in the form of steady, streamwise-oriented, counter-rotating vortices as shown in Figure 2 . In this figure, identifies the wall radius of curvature, 2 is the spanwise wavelength of thc disturbancc, and U~ is the edge velocity. The disturbance velocities associated with the steady vortex grow in the stream direction while holding their spanwise wavelength fixed. The experimental evidence for such a picture, in either forced or natural environments, for the early development of the instability is overwhelming (Tani 1949 (Tani , 1962 Aihara 1962; Bippes 1972; Yurchenko 1981; Ito 1980) . This leads to the fundamental assump-X Figure 2 G6rtler vortices within a boundary-layer flow over a concave wall.
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With weak curvature, the vortices ~row weakly in the stream direction. Since there is no O(1) streamwise variation of the instability due to traveling wave, it is not possible to separate the weak growth of the boundary layer from the growth of the disturbance. This leads to a failure of the normal-mode approach and is the heart of the Grrtler problem. Therefore, it is important in this case to first develop the disturbance equations for the Grrtler instability which include the effects of nonparallel growth of the boundary layer.
Disturbance Equations
An incompressible flow is assumed and by following Floryan & Saric (1982) , a small viscous parameter e = 1/R = (v/U~ L) ~! ~" is introduced and the dimensionless coordinates (¢,y, z) are defined
with dimensionless, weakly-nonparallel, basic-state velocity field
Here, x denotes the stream direction, y denotes the wall-normal direction, and z is the span direction. L is a reference length, * denotes dimensional variables, and v is the kinematic viscc,sity. When L = x*, R is the typical boundary-layer Reynolds number based on the length scale fir = (vx*/Uoo)~/ 2. When considering the weak nonparallel nature of the basic state, it is more convenient to express the stream direction as a slow scale (in this case ~ = ex*/L) rather than express the wall-normal direction as a fast scale.
The stability equations are obtained by superposing small, steady, spanwise periodic disturbances onto the basic state in the following form:
where the dimensionless spanwise wave number I is defined as fl = 2~reL/2.
The historical notation uses a for spanwise wavenumber and fl for growth rate. However, when considering interactions and secondary instabilities with other wave forms, the more common usage of a for chordwise wavenuml~er, fl for spanwise wavenumber, and a for growth rate is less confusing (e.g. Yu & Liu 1991 ).
An important feature of steady streamwise vortices within a shear layer is the convection of streamwise momentum in the normal and spanwise directions by very weak velocity components of the vorticity. This produces large changes in the mean velocity profiles. Therefore, in Equation (5), the streamwise disturbance velocity is scaled differently from v and w in order to account for O(1) changes in u* with O(e) changes in v* and w* because of the convection of streamwise momentum (Floryan & Saric 1982) . This ordering was first suggested by DiPrima & Stuart (1972 , 1975 .
The terms in Equation (5) are substituted into the Navier-Stokes equations written in optimal curvilinear coordinates. This optimal coordinate system, based on the inviscid streamlines and potential lines of a flow over a curved surface, are surface-oriented for the inner flow and Cartesian for the outer flow and permit uniformly-valid matching (Floryan & Saric 1982) . In addition to the viscous scale, e, a small curvature scale, x = eL/ĩ s introduced. The equations are linearized and the metrics are expanded in powers of e and ~c. Terms of higher order than the first in curvature and Reynolds number are disregarded to obtain the disturbance equations:
Uv¢+ V~u+ Vvy+ Vyv+ 2GZUu+py--Vyy+~2v = 0,
where the G6rtler number is
(lO)
and x is the dimensionless wall curvature, ~ = eL/~. Floryan & Saric (1982) showed that Equations (6)- (9) are the result of the formal limits:
e--*0, t¢-~0, with G fixed. 2
If, for example, L is taken to be the streamwise position, x*, then eL = 6r = (vx*/U~) 1/~ and the G6rtler number is written as
The reader will occasionally find the momentum thickness in place of 6~ in some papers. Finally, the boundary conditions are specified as
In order to avoid confusion between the Reynolds number, R, and the radius of curvature, the viscous scale will alwaysbe given by e and the curvature scale by x.
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Regions of Validity of the Disturbance Equations
It is important to discuss the different aspects of the limit process stated in (11) on the formulation of the basic state. The e -~ 0 limit gives Prandtl's boundary-layer equations and in the absence of streamwise pressure gradients, the velocity profile of Equation (4) is that of the Blasius boundary layer. Thus to zeroth order, the boundary layer is not affected by the curvature. The x ~ 0 limit reduces curvature effects (the wall-normal pressure gradient due to rotation) to a body-force-like term in the ymomentum equation analogous to the Boussinesq approximation in B6nard convection or the small-gap Taylor instability. This is essentially what G6rtler (1941) did on an ad hoc basis for a parallel boundary layer. Thus, Equations (6)- (9) represent the generally accepted zeroth-order statement of the G6rtler problem. Floryan & Saric (1982) showed that any attempt to consider higher-order curval:ure terms (e.g. Schultz-Grunow Behbahani 1973) must include higher-order boundary-layer theory in the basic state. At this next level of approximation, the disturbance equ~itions contain the Reynolds number, l/e, and another small (but different) curvature scale. Thus, Equations (6)- (9) break down in the G -~ o~ limit. These equations are also suspect in the fl---, 0 limit. The disturbance-velocity scaling of Equation (5) is also essential. Smith (1955) looked at the correct approximation in the curvature terms but because he had identical scaling on all disturbance quantities, the Reynolds number explicitly appeared in his disturbance equations. Herbert (1976) , Floryan & Saric (1982) , Ragab & Nayfeh (1981) review the many different basic-state approximations and explain why so many different neutral curves have appeared. Therefore, with just a few exceptions, the linear analysis literature prior to 1980 is not reviewed in detail.
The historical approach (prior to Hall 1983) to solving Equations (6)-(9) utilizes a separation-of-variables method (normal-modes). Unfortunately, these equations are not susceptible to a normal-mode solution because the coefficients depend on the stream coordinate ~. Indeed, the equations are parabolic in (~, y) and are not separable. Thus, the boundary conditions given in Equation (12) must be supplemented by spatial initial conditions given as [u((,y),v(¢,y),w((,y)] = [uo(y),vo(y),wo(y) ] at ~ = x0.
Hall (1983) shows that the numerical integration of the parabolic stability equations is the only appropriate method for analyzing the G6rtler instability for fl = O(1). Whereas Hall (1982a) shows that the separationof-variables solution is valid only in the asymptotic limit of/~ >> 1, Floryan www.annualreviews.org/aronline Annual Reviews (1991) argues that it can be interpreted as local analysis at all wave numbers. A comparison of the numerical integration of the parabolic stability equations and the separation-of-variables solution (the normalmode or eigenvalue or local analysis) is given by Day et al (1990) . They support Hall's conclusions and give guidelines regarding initial conditions and the interpretation of the local analysis.
Since a substantial literature already exists on the normal-mode solutions and researchers continue to use this technique, a comparison of the two techniques follows.
Normal-Mode Solution
Briefly, the normal-mode solution or local solution is written by letting the disturbance quantities in Equations (6)- (9) 
where Oi = (u, v, w,p) and the spatial growth rate, Or, are assumed real. The resulting equations form a sixth-order system of homogeneous, ordinary differential equations forming a real eigenvalue problem, F(G, fl, a) = with the parameters fl, ~, and G. Typical solutions of G = f(/3, ~r) are shown in Figures 3 and 4. Figure  3 presents the calculated eigenvalues and data in the usual sense. The experimental points group themselves according to their initial wavelength since the dimensional wavelength is conserved. Because the wavenumber, /3, is made dimensionless with the scale eL, /3 varies with G. A more physically meaningful way to present the data is to define a dimensionless wavelength parameter, A = (U~2/v)(2/Yl) 1/2, which is constant in the stream direction and plot G = f(//, A) ( Figure 4 ). The eigenvalue problem admits a neutral stability curve that flattens in the limit of small wavenumbers, i.e. dG/d/3[~= 0 -~ 0 + as/3 -~ 0 (A ~ o~). Physical arguments and experimental evidence (Bippes 1972) suggest that dG/d~[~=o < 0 as/~ 0. This is interpreted as a failure of the zeroth-order approximation of Equations (6)- (9) in that higher-order curvature terms must be included in limit/3 -~ 0. Bippes (1972) took some care to examine the most likely vortex that would appear in his experiments and it is encouraging that the most amplified spanwise wavelength indicated from the eigenvalue problem corresponds to the observations of Bippes shown in Figures 3 and 4. The Tani & Sakagama (1962) experiments forced different spanwise wavelengths as initial conditions and verify the constant-A assumption. However, neither the normal-mode solution nor the numerical solution of Equations (6) - (9) predict the disturbance velocity distributions of Bippes (1972) Tani & Sakagami (1962) ; experimental point D from Bippes (1972) . (From Floryan & Saric 1982.) flow, the eigenvalue problem does not admit solutions for highly-damped vortices, zero curvature, or convex curvature (Floryan & Saric 1982) .
Marching Solution of the Disturbance Equations
Because of the inseparable nature of the disturbance equations, Hall (1983) discarded the normal-mode approach and used a marching solution for solving the disturbance equations. Since no streamwise derivative appears on the pressure in (6)-(9), p and w are eliminated by cross-differentiation resulting in coupled second-order and fourth-order equations in u and v. Initial conditions in the form of (13) accompany the boundary conditions (12) where y ~ oe is taken as the last two grid points in y, far enough away from the wall as to not affect the solution. The length scale is taken to be x0, the streamwise location of the initial conditions. The equations are easily solved using an implicit scheme.
www.annualreviews.org/aronline Annual Reviews As with any nonparallel (or two-dimensional) basic state, the measure of stability depends on which disturbance quantity is chosen to be tracked (Gaster 1984 , Saric & Nayfeh 1977 . Following Day et al (1990) , the following definitions are introduced:
where 0 , is used to compare with the normal-mode analysis and uses the length scale x* for that reason, whereas c2 and o3 use xo (the initial x*) as the length scale. Because of the two-dimensionality of the basic state, www.annualreviews.org/aronline Annual Reviews an integral measure, such as a2 or a3, is more appropriate. Although Hall (1983) used a2, if this function is to be interpreted as disturbance energy, and w should be renormalized as ev and ew in order to regain the correct physical scaling with respect to u. Thus, a3 is more closely the correct form for disturbance energy for large Reynolds numbers. Hall (1983) showed that the existence of a neutral point, i ~0,str ongly depends on the location and shape of the initial conditions that are specified in (13). For all of his initial disturbance velocities, he showed initial stability. Thus, the neutral point can be placed anywhere by simply changing Xo. The nonuniqueness of this situation is not as bad as it sounds for two reasons. First, if one chooses arbitrary initial disturbances that are quite unusual, the parabolic nature of the equations will cause numerical relaxation of the initial conditions to distributions that are consistent with the equations. This relaxation will always be interpreted as decay by any stability measure. Second, the real issue in open system flows is receptivity, i.e. the mechanisms by which ffeestream disturbances enter the boundary layer and provide initial conditions for unstable disturbances. Receptivity is very apparent in the experiments of Bippes (1972) who systematically changed upstream conditions and observed the results.
The marching solutions of the disturbance equations show the sensitivity to initial conditions and, most importantly, provide the means for assessing receptivity issues in G6rtler flows that are not possible with eigenvalue methods. If one was interested in integrated growth for stability-control calculations (i.e. suction and blowing, heating and cooling, etc) the marching solution is as easy as any other method. Moreover, the marching solution can calculate vortex stability characteristics for zero-and convexcurvature flows. What it cannot do, of course, is provide the somewhat universal charts like Figures 3 and 4 that are of use to the designer or someone who is unwilling to do the calculations. This is discussed in the next section. Day et al (1990) and Kalburgi ¢t al (1988a,b) did direct comparisons between the marching solution and the normal-mode solution. In order to resolve the question of initial conditions, they chose to use the eigenfunctions from the normal-mode solution. Figure 5 is a typical result from Day et al (1990) that uses the definitions of iEquations (15)- (17) for rates. The three marching curves all ',~tart at the first neutral point and have the same initial conditions. The circles show the eigenvalues of the normal-mode solution. The details are in their paper; here it is only necessary to point out a critical feature. When the marching solution is initiated from each of the eigenvalues of the normal-mode solution, the growth rate www.annualreviews.org/aronline Annual Reviews quickly tracks to the a~ curve as if the ~r~ curve were a universal curve for that growth-rate measure. However, it should be mentioned that Day et al show that the local analysis cannot predict the second neutral point (where c3/~3~ = 0 for the disturbance state) even if the eigenfunctions from the local analysis are used as initial conditions. Thus, the local analysis is not formally justified even in the case of neutral stability. The other important result is that the normal-mode solution appears to give a maximum growth rate at any streamwise location. The differences in growth rates are modest, so that the designer who uses the charts of Figures  3 and 4 would have a conservative estimate. Day et al (1990) support the conclusion of Hall (1983) that the lower neutral curve cannot be predicted without some information regarding the initial conditions. The normal-mode solutions are not helpful in this case since they cannot handle strongly decaying vortices and their upstream implementation is limited. However, overall evaluation of disturbance growth such as the use of an amplification factor, N = In [A(xl)/A(Xo)], does not depend strongly on the location of the neutral curve. Hall (1982b) shows that one can use separation of variables in Equations (6)-(9) in the limit of/~ >> 1. He argues that since/~ is always increasing the stream direction, as one can see from the track of the experimental Growth rates/~, ~, and a for the run of Figures 3 and 4 . The circles show the www.annualreviews.org/aronline Annual Reviews points in Figure 3 , the vortices always reach a point where [~ is large, hence the approximation is justified. Thus, the normal-mode approach is called the large wavenumber limit and a large r~umber of papers have appeared using this reasoning. However, the discussion of Section 3.2 shows that the large wavenumber limit can only be used if the vortices are shortfetched--i.e, if profile distortion effects have not already taken place--a rather critical restriction. Liepmann (1943 Liepmann ( , 1945 ) conducted boundary-layer transition experiments on concave walls and showed that concavity lowered the transition Reynolds number.
Evaluation of Linear Smbil'ity Analyses

EXPERIMENTS AND NONLINEAR SATURATION
Early Work
He was able to demonstrate the importance of the G6rtler number in correlating his results and thus attributed the earlier transition to a G6rtler instability. Liepmann also clarified some ambiguity in earlier work by Clauser & Clauser (1937) . Gregory & Walker (1950) visualized surface streaks that could be identified with G6rtler vortices; the first detailed measurements were conducted by Tani (1949 , 1962 ) and Tani Sakagami (1962 . The Tani experiments used an upstream airfoil to fix the G6rtler vortex wavelength and thus. showed: (a) that the vortex wavelength, A, remains fixed as shown in Figures 3 and 4 ; (b) the sensitivity of A to initial conditions; and (c) that the stationary vortex produces strong spanwise modulation of the shear stress which produces the wall streaks in the visualization. Aihara (1962) and Wortmann (1964a,b) vided additional qualitative data through flow visualization. It remained for Bippes (1972) and Bippes & G6rtler (1972) to detailed measurements of disturbance velocity distributions within the boundary layer and to attempt to deline a neutral stability point (see Figures 3 and 4) . These experiments were conducted in a towing tank and thus, are the only really low-freestream-disturbance experiments to which one may refer. Bippes found that in the lowest freestream turbulence conditions, it was extremely difficult to visualize the vortex structure and to identify the characteristic wavelength. He found it necessary to put a turbulence-generating screen ahead of the model or to place small heating wires along the span. In fact, he measured the most dominant wavelength by use of a screen and that measurement determined the spacing of the heated wires in the absence of the screen. This brings us back to the discussion of Sections 2.2-2.4: the importance of initial conditions given by Equation (13), the issue of recept:ivity, and the need to do careful experiments. Bippes also visualized the unsteadiness of the secondary instability that leads to breakdown. Mereover, in the use of surface visualwww.annualreviews.org/aronline Annual Reviews ization and smoke, one must already have a large disturbance in order for the technique to work. Thus nonlinearity and saturation become important issues and explain to some extent the failure to date of any linear theory to predict the disturbance velocity profiles. This is discussed further in Section 3.2.
Experiments by Mangalam et al (1985) used flow visualization and laser-Doppler velocimeter to determine the spanwise wavelength of the vortices at different G6rtler numbers in a low-turbulence tunnel. They found that the observed wavelengths corresponded in a general sense to the most amplified wavelengths predicted by linear theory--in agreement, more or less, with Bippes (1972) and Babenko & Yurchenko 0980). However, since the G6rtler instability is strongly initial-condition dependent, this agreement is fortuitous.
Distortion of the Mean Flow: The Role of the Stationary Vortex Structure
Since the experimental and theoretical developments in the 1980s progressed in a inchoate manner, it is appropriate to describe the physical aspects of the vortex growth before continuing with the review. The significant feature of a stationary, streamwise-oriented vortex in a spatially developing flow is the convection of streamwise momentum normal to the wall. Figure 6 is a sketch of such behavior and Figure 6a shows theorientation of the vortex motion. At the z --0 position, the combined action of the two vortices produces an upwelling of the flow. At the ± p osition, there is a downwelling. If the low-momentum fluid is identified by the shaded area of Figure 6b as an initial condition, the upwelling at z = 0 raises the low-momentum fluid and reduces the shear. On the other hand, the downwelling at ± ~ decreases the region of low-momentum fluid and increases the shear. As the motion continues, a mushroom-shaped distribution is formed as shown in Figure 6d . This distribution is verified experimentally by Peerhossaini (1987) in the photograph shown in Figure  7a , where the light-colored fluid is visualized by laser-fluorescent dye initially placed in the wall region and hence is a low-momentum tracer. Figure 7b shows a typical nonlinear calculation [performed in this case by Benmalek (1993); but , Sabry & Liu (1991) , Lee & Liu (1992) , Liu & Domaradzki (1993) , and Guo & Finlay (1993) have made similar calculations]. One can clearly see the large distortion due to the strong changes in streamwise momentum. The same phenomenon also exists in other flows with a stationary streamwise vortex structure, such as the crossflow instability on a swept wing (Kohama et al 1990) and the curved channel problem (Guo & Finlay 1993) . The consequence of this behavior is shown in Figure 8 , which shows the www.annualreviews.org/aronline Annual Reviews Evolution of the profile disvelocity profile, calculated for the different streamwise locations, and the development of the highly inflectional velocity profiles that would give rise to a Rayleigh instability. The computations are for the nonlinear, parabolized disturbance equations (Be.nmalek 1993) and should be considered as generic features that are characteristic of these distorted profiles. Figure 9 is a comparable development of the spanwise gradients of the velocity profiles. These profiles are subject to a Kelvin-Helmholtz instability. It is apparent that the spanwise gradients are as large as the wallnormal gradients and that flows such as this are subject to strong secondary instabilities.
The other feature of this nonlinear profile distortion is saturation. At some streamwise location, the disturbance energy saturates as shown in the generic Figure 10 , which shows the trajectories of Equation (17) for all of the Fourier modes used in the calculation (Benmalek 1993). Saturation www.annualreviews.org/aronline Annual Reviews occurs at a modest value of the G6rtler number, and brings into question linear analyses with large G6rtler number. The first measurements of the strong distortion of the mean flow and the description of the nonlinear proces~s are found in Aihara (1979), Yurchenko et al (1980) , Yurchenko (1981) , and Ito (1980) . Yurchenko noted the importance of the spanwise, gradient of the streamwise flow, Ou/Oz, which is as large as the wall-normal gradient, Ou/Oy. Aihara & Koyama (1981) later identified the breakdown of the vortex structure a secondary instability due to a horseshoe-vortex structure. This type of work continued in a succession of short papers by Aihara & Sonoda (1981) , Aihara & Koyama (1982), and Aihara et al (1985) .
In a series of papers, Ito (1980 Ito ( , 1985 Ito ( , 1987 Ito ( , 1988 addressed the details of the breakdown process with LDV and smoke. These experiments are reviewed in some detail by Floryan (1991) so only the highlights are given here. Ito showed measurements of the strongly distorted velocity profiles and was the first to visualize the "mushroom-shaped" streaklines that www.annualreviews.org/aronline Annual Reviews occur when low-momentum fluid from the wall is convected into the boundary layer. Swearingen & Blackwelder (1986 , 1987 , using a specially designed lowturbulence wind tunnel, carried out detailed measurements in the neighborhood of vortex breakdown and tied together a data base for suitable analytical comparison. They identified two types of secondary instabilities-wavy structures resembling either a sinuous mode or a horseshoe vortex mode--and made the detailed measurements to identify the origins of the mechanisms by careful mappings of U~ms. They found that the sinuous mode appears more frequently than the horseshoe mode [this was qualitatively described by Bippes (1972) ], and is associated with a KelvinHelmholtz instability originating at extrema in Ou/Oz. The horseshoe mode, sometimes called the varicose mode, is due to a Rayleigh instability that is correlated with extrema of Ou/Oy [qualitatively described by Aihara & Koyama (1981 ) ]. This body of work was extended by Myose & Blackwelder (1991) who readdress the issue of wavelength selection and demonstrate the sensitivity of the initial conditions of Equation (13). Bippes (1990) reconsiders the wavelength selection mechanism and the flow quality of wind tunnel and water tunnels. Peerhossaini (1987) and Peerhossaini & Wesfreid (1988a,b) conducted www.annualreviews.org/aronline Annual Reviews Petitjeans (1992) conducted a series of experiments in a water channel and produced another set of photograph~ of the mushroom shaped streaklines of Figure 7 . He measured disturbance velocity distributions but did not obtain agreement with linear theory because he was near saturation where linear theory should fail. His was the first effort to systematically document the saturation phenomena at different wavelengths. Although he demonstrated its existence, his saturation measurements were inconclusive because of possible random input from the upstream disturbance environment.
Other Experiments
The role of freestream disturbances was ,examined by Kottke (1986 Kottke ( , 1988 and Kottke & Mpourdis (1987) using flow visualization techniques. G6rt-ler vortices in high turbulence environments characteristic of turbine blades are studied by , , Crane et al (1986 Crane et al ( , 1988 , Winoto www.annualreviews.org/aronline Annual Reviews et al (1979) , Winoto & Crane (1980) , Sabzvari & Crane (1985) , and sakos & Crane (1990) . These are reviewed by Floryan (1991) . G6rtler vortices in turbulent boundary layers and in boundary layers with heating and suction are also reviewed by Floryan (1991) .
The impulsive spin-down to rest of a fluid inside a rotating cylinder produces an unsteady G6rtler instability within the fluid near the cylinder wall. Because it has the mathematical simplicity of the Taylor problem, this application has been addressed by many; the most recent works are by Mathis & Neitzel (1985) and Kohuth & Neitzel (1988) . The fact that is a closed, parallel system makes for much better agreement between experiment and analysis.
OTHER LINEAR ANALYSES
The lessons of Sections 2 and 3 are that the analytical road to success has many hazards. The separation-of-variable technique does not work in any real sense for/3 = O(1). Moreover, any linear stability approach may fail because it examines the stability of a basic state that does not exist after the onset of the instability. The discussion of Section 3.2 and the weight of the experimental evidence regarding profile distortion effects would seem to obviate all but the short-fetched vortices. Approximations such as the large spanwise wavenumber limit would tend to push the instability to higher G6rtler numbers and hence longer fetch. Higher G6rtler numbers would also imply larger curvature, so the loss ofG = O(1) results in higherorder curvature effects at the level of the basic state. Therefore one must chose the right problem before embarking on a linear analysis. Some examples follow. Hall (1985) has shown that beyond a very small sweep angle, the principal instability on a swept wing with concave curvature is a crossflow instability and not a G6rtler instability. This analysis reduces the concern about G6rtler problems in swept-wing flows. Bassom & Hall (1991) extend these ideas to the receptivity question. Experiments are now underway (Peerhossaini et al 1990), whose preliminary results verify the suppression of G6rtler vortices in the presence of crossflow.
! Swept-Wing Flows and Stagnation Flows
Another issue that frequently comes up in the context of G6rtler vortices concerns stagnation flows. The Rayleigh circulation criterion appears to be satisfied near the stagnation region of bluff bodies and a G6rtler instability has been a suspect regarding the origin of streamwise vorticity in a boundary layer such as observed by Klebanoff et al (1962) . Stuart (1984) has shown conclusively that an instability does not exist.
Compressibility Effects
A recent application for information regarding transition induced by G6rt-ler vortices in a compressible flow is in the design of "quiet" supersonic wind tunnels. The major source of freestream noise is radiation from the turbulent boundary layers on the nozzle. Since the accelerating pressure gradient generally stabilizes Tollmien-Schlichting instabilities, transition is induced by G6rtler vortices on the concave region of the nozzle (Beckwith et al 1985 , Chen et al 1985 . Efforts to calculate the growth of the instability with compressibility are given by H~immerlin (1961) , Kobayashi & Kohama (1977) , E1 Hady & Verma (1983a,b) , Tumin & Chernov (1988) , and Jallade et al (1990) using the separation-of-variables technique without the large spanwise wavenumber limit. Hall & Malik (1989) analyze the role of compressibility within the large wavenumber limit. As mentioned earlier, these results will have limited applicability. Recently Dando & Seddougui (1991) and Dando (1992) completed analyses for two-dimensional and three-dimensional boundary layers, respectively in the large G6rtler number limit (inviscid flow). Both papers use unit Prandtl number and Chapman viscosity law approximations that have been shown to be grossly incorrect for other types of instabilities in high-speed flows. In the absence of an experiment, there is no telling whether these approximations are valid for G6rtler vortices. Spall & Malik (1989) integrate the linearized parabolic stability equations and show that compressibility is stabilizing but the stabilization is reduced as hypersonic speeds are approached. Fu (1989) and assess the role of Sutherland's viscosity law and real-gas effects on the linear stability of G6rtler vortices. Fu & Hall (1991a) then extend this to nonlinear effects; Fu & Hall (1991 b) consider secondary instabilities. These last four papers have jumped so far ahead of the experimental capability and present knowledge base that it is difficult to assess their value. We know that the approximations made on the mean flow would not be appropriate for streamwise traveling instabilities.
On the other hand, they may offer some insight into operative mechanisms that a wellestablished experiment could examine.
Wavy Walls
It may be worthwhile to describe one type of calculation of Equations (6)-(9) that could be useful. Saric & Benmalek (1991) examine the problem the G6rtler instability over wavy walls, i.e. when the wall curvature is periodic and can be convex as well as concave. The problem is solved by the direct integration of the parabolized disturbance equations, Equations (6)-(9). In spite of any presumed advantages to the normal-mode solution or a large-fl solution (e.g. Jallade 1990), it is well known that zero www.annualreviews.org/aronline Annual Reviews convex curvature cannot be accounted for by these methods because the discrete spectrum of eigenvalues does not exist.
The wavy-wall problem is of interest because of stability and transition studies over surfaces that unintentionally may be wavy and because of the G6rtler-Witting mechanism which is still being discussed (e.g. Lessen Koh 1985) . With wavy walls, the question always arises regarding the nature of stabilization in the convex portion of the wall and whether it is sufficient to overcome the destabilization of the concave region. No ad hoc interpretation of the local analysis can correctly address this problem. The basis of the G6rtler-Witting mechanism lies in the conjecture that large amplitude T-S waves locally induce concave curvature in the streamlines and hence a G6rtler instability. Saric & Benmalek (1991) show that convex curvature has an extraordinary stabilizing influence on the G6rtler vortex, and they give examples of wavy-wall computations where the net result is stabilizing. The result of the computations show that an oppositely rotating vortex pair is generated in the convex region giving disturbance velocity profiles that resemble higher eigenmode distributions (Herbert 1979 , Floryan 1985 . They conclude that the stabilizing effects of a convex surface make it unlikely that the boundary layer over a wavy surface is subject to a strong G6rtler instability. Moreover, since the G6rtler-Witting mechanism has concave/convex curvature in the middle of the boundary layer and the maximum source term for the G6rtler instability (dU/dy) is at the wall, G6rtler-Witting is not an important instability.
This has been further verified with the nonlinear parabolized equations (Benmalek 1993).
Rotation Effects
Two papers address rotation effects on G6rtler vortices. Both Aouidef et al (1992) and Zebib & Bottaro (1993) consider a concave wall subject to uniform rotation around the spanwise axis of the curved plate. This configuration has an immediate application to G6rtler vortices on rotating turbine blades. Both are preliminary papers since they use the separationof-variables technique without considering the large spanwise wavenumber limit. They intend to show that the effect of rotation can be stabilizing or destabilizing depending on the sign of the rotation. In a qualitative sense, these results agree (except that Zebib & Bottaro have negative rotation about a left-handed coordinate system giving the same sense of rotation as Aouidef et al).
Receptivity
Receptivity is defined as the mechanism by which freestream disturbances enter the boundary layer and create the initial conditions for unstable www.annualreviews.org/aronline Annual Reviews waves. This can take place by the interaction of a sound wave with a geometrical discontinuity or in the present case, anything that sheds a streamwise vortex. Receptivity is a critical issue for the G6rtler problem since the problem is truly initial-condition dependent. For this reason, there should be considerable growth in future research activity in this area. Denier et al (1991) address exactly this issue by considering the vortex motion induced by wall roughness. Although their work is still under development and the critical roughness height has not yet been established, it does show promise.
NONLINEAR COMPUTATIONS AND SECONDARY INSTABILITIES
Nonlinear Computations
The G6rtler vortex problem is really a nonlinear, nonparallel instability in which the basic state cannot be decoupled from the disturbance state or the initial conditions. In fact, the only reliable assumptions about the G6rtler problem are that it is spanwise periodic and initially stationary. Prior to the onset of the secondary instability, the experiment teaches us that (a) there is significant profile disto~tion from Blasius flow'(Figures 9); (b) saturation will occur ( Figure 10) ; and (c) the low-momentum form a mushroom-shaped cross section ( Figure 7 ). We use these events evaluate the recent contributions. Prior to 1988, no nonlinear theorries could predict these events, so we begin with Hall (198811 who solved the nonlinear parabolized equations in a spatial formulation and was able to calculate the distortion of the mean flow. He chose to have the curvature vary with streamwise position and hence made it difficult to compare the flow to anything physical. He did not observe saturation of the mean flow distortion. At low initial amplitudes, he calculated growth followed by decay. At higher initial amplitudes he calculated continuo us growth. Later, Hall (1990) performed constant-curvature calculations, which he compared with data from Swearingen & Blackwelder (1987) and was able obtain qualitative agreement. Sabry & Liu (1988 ) did a temporal calculation of the spatially developing vortex and used a constant convective velocity to convert from temporal to spatial behavior. The constant convective velocity plays the role of a free parameter and one can adjust it to optimize comparison with experiment. Whereas this is intrinsically incorrect, it provides a good comparison with experiment in calculating distorted velocity profiles, saturation, and the low-momentum mushroom. Liu & Domaradzki (1993) used the same idea of a convective velocity in a temporal simulation and they also were able to achieve good agreement with experiment. www.annualreviews.org/aronline Annual Reviews GORTLER VORTICES 403 Lee & Liu (1992) did the nonlinear spatial computations of the parabolized Navier-Stokes equations as did Guo & Finlay (1993b) and Benmalek (1993) . Whereas some numerical details differ between these computations, they are stable computational models of the steady spatial evolution of the Gfrtler vortex structure. Both Lee & Liu (1992) and Guo & Finlay (1993) give successful comparisons with the data of Swearingen & Blackwelder (1987) . Lee & Liu go one step further and show that the initial conditions typically used by Hall (1983 Hall ( , 1988 do not give as good a comparison with experiment as compared with initial conditions chosen as eigen solutions to the separation of variable solution (e.g. Day et al 1990) . This result is surprising but nevertheless emphasizes the sensitivity to initial conditions. , Liu (1991) , and Liu & Lee (1993) set out to the question of the analogy between the transport of concentration, heat, and momentum as it applies to the visualization techniques that are used in air and water. Their work is of interest because it gives a practical application for the nonlinear computations and provides some insight regarding what is used in the laboratory and what is modeled on the computer.
Secondary Instabilities
It appears that the breakdown process of G6rtler vortices is through a secondary instability that occurs when the vortex motion begins to saturate while distorting the mean flow. Subsequently, unsteady fluctuations appear which lead to transition to turbulence. Although the existence of a secondary instability can be deduced from the experiments of Bippes, Yurchenko, Aihara, and Ito, it was really the work of Swearingen & Blackwelder (1986 , 1987 that provided the concrete evidence and the data base for comparisons with theory and computations.
The presence of highly inflectional profiles in a shear layer is a harbinger of secondary instabilities that lead to transition and Figures 8 and 9 show that the necessary large gradients exist in both the spanwise and wallnormal directions because of steady-state profile distortion. Swearingen & Blackwelder were able to locate the source of the breakdown and thus identify which mechanism was causing breakdown in either the sinuous or varicose modes. The sinuous mode is characterized by having the disturbances u, v, and p asymmetric and w symmetric about z = 0 ( Figure  6 ) and is associated with the spanwise gradient OU/Oz. The varicose mode has u, v, and p symmetric and w asymmetric about z = 0 and is associated with the wall-normal gradient OU/Oy. Hall & Seddougui (1989) , Sabry et al (1990) , Bassom & Seddougui (1990) , Park (1990) , Hall & Horseman (1991) , Liu (1991, www.annualreviews.org/aronline Annual Reviews 404 SARIC and Guo & Finlay (1993) all attack the inflection-point instabilities with predictable qualitative results, i.e. both the wall-normal and spanwise inflection points are the source instabili.ties with the corresponding symmetries. Whereas the details are beyond the scope of this review, some general comments can be given. The Hall & Seddougui (1989) and Bassom & Seddougui (1990) papers are in the large GOrtler number and large wavenumber limit which may not be applicable in this case since the observed breakdowns have O(1) wavenumber. The work of Hall & Horseman (1991) is an inviscid formulation that is able to describe some but not all of the important features of the secondary instability. The apparently most successful effort is the recent work by Yu & Liu (1993) . They include the effects of viscosity in a linear stability analysis of the nonlinearly deformed basic state. An energy balance is performed and they conclude that the sinuous mode would prevail over the varicose modes (in agreement with experiment). They give details of the instability process and, in particular, illustrate the importance of vi~,~cous effects. Moreover, they correctly locate the origin of the unstable fluctuations within the boundary layer. It now remains to collect significantly more experimental data. In particular, details of the dominant frequencies in the breakdown process will permit a critical assessment of the analytical work.
CONCLUSIONS
In the case of G6rtler vortices, the m,3st interesting development in the past five years has been the recognition that the mean velocity distortion is the key to the secondary instabilities,; that lead to transition. The usual linear stability analysis is restricted to a very small region of the flow that is typically upstream of most experimental observations. Much of the heavy weather developed over the use c,f normal-modes in a linear analysis loses its impact since most of what has been done is simply not applicable. The G6rtler vortex motion (as well as that of Dean vortices and crossflow vortices) produces a situation in spatially developing flows that is unlike other stability phenomena. The disturbance motion is inseparable in three dimensions from the basic-state motion. It seems as though all interesting phenomena associated with G6rtler w~rtices share this three-dimensional inseparability.
After the recent G6rtler-vortex workshop (Peerhossaini & Wesfrcid 1990) and symposium (Laure 1993) it has become clear that the theory is ahead of the experiments and that the most important missing ingredient is an experiment in the linear range, with modern diagnostics, in a low disturbance environment, e.g. a modern version of Bippes (1972) . The fact that the disturbances are governed by Equations (6)- (9) www.annualreviews.org/aronline Annual Reviews
