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We investigate the interplay between topological effects and Mott physics in two dimensions on
a graphene-like lattice, via a tight-binding model containing an anisotropic spin-orbit coupling on
the next-nearest-neighbour links and the Hubbard interaction. We thoroughly analyze the resulting
phases, namely a topological band insulator phase or anisotropic quantum Spin Hall phase until
moderate interactions, a Néel and Spiral phase at large interactions in the Mott regime, as well as
the formation of a spin-orbital texture in the bulk at the Mott transition. The emergent magnetic
orders at large interactions are analyzed through a spin wave analysis and mathematical arguments.
At weak interactions, by analogy with the Kane-Mele model, the system is described through a
Z2 topological invariant. In addition, we describe how the anisotropic spin-orbit coupling already
produces an exotic spin texture at the edges. The physics at the Mott transition is described in terms
of a U(1) slave rotor theory. Taking into account gauge fluctuations around the mean-field saddle
point solution, we show how the spin texture now proliferates into the bulk above the Mott critical
point. The latter emerges from the response of the spinons under the insertion of monopoles and this
becomes more pronounced as the spin-orbit coupling becomes prevalent. We discuss implications of
our predictions for thin films of the iridate compound Na2IrO3 and also graphene-like systems.
I. INTRODUCTION
Studies of topological phases have lately been a main
topic in condensed matter physics [1–13]. The topological
index has been discussed by Thouless, Kohmoto, Nightin-
gale, and den Nijs (TKNN) in the integer quantum Hall
system [14], in which they found that the topological in-
dex TKNN number is related to the Hall conductance.
More specifically, the Hall conductance can be related to
the first Chern class of a U(1) principal fiber bundle on
a torus. The seminal work by Haldane in 1988 [15] pro-
posed a model on graphene with “artificial” gauge fields
breaking time-reversal symmetry. This is referred to in
the literature as the quantum anomalous Hall effect. The
concept of a band insulator preserving time-reversal sym-
metry with a non-trivial topological invariant was gen-
eralized by Kane and Mele in the context of quantum
spin Hall physics (QSH) in two dimensions induced by
spin-orbit coupling [16]. In particular, the Z2 topological
invariant is related to time-reversal symmetry [17, 18].
The quantum spin Hall effect (QSH) which is robust in
the presence of disorder [19] and weak interactions [20–
26] has been observed experimentally in two-dimensional
HgTe systems [27, 28]. A three-dimensional analogue
has also been observed in various materials [29–32, 34–
36]. The concept of non-interacting topological insulator
has been thence founded theoretically [16, 27, 28] and
experimentally [29–31, 36], and the investigation of the
subsequent helical edge transport has also been clarified
[20, 37–39]. Interaction effects could eventually substi-
tute the spin-orbit coupling and stabilize a topological
band insulating state of matter [40]. The recent progress
on the implementation of topological phases in artificial
and tunable systems such as neutral atoms [41] and pho-
ton systems [42–44] should also be underlined. In par-
ticular, Floquet-type topological insulators can be en-
gineered through time-dependent perturbations [42, 45]
and periodic alternating magnetic fields [46].
Strong interactions in the context of topological phases
can result in a plethora of interesting phenomena. For ex-
ample, when the system is partially filled as in the frac-
tional quantum Hall effect, strong interactions would play
the role of changing the statistics of the electrons [1, 47–
49], and contribute to the establishment of the topolog-
ical order in the system [3]. Similar fractional states of
matter have been predicted to occur in the physics of
Chern insulators [50]. Strong spin-orbit interactions in
the case of Ir-based transitional-metal oxides could lead
to a spin liquid phase [51] with a topological invariant
beyond the Mott transition, which is referred to as the
topological Mott insulator [22, 23, 54, 55]. Other exotic
phases such as the Weyl semi-metal and axion insula-
tor may emerge as a result of interactions [51, 52]. A
chiral spin liquid has been potentially detected in three-
dimensional iridates [53]. A strong Hubbard interaction
with the interplay of spin-orbit coupling also triggers a
Mott transition with the appearance of magnetic order
in the XY plane in the Kane-Mele-Hubbard model [23].
The physics of iridates incorporates the electron-
electron interaction and spin-orbit interaction [56–60]. In
relation with topological phases, the investigation in the
iridate family has aroused both theoretical [22, 51, 55, 61–
73] and experimental interests [74–78] in particular due to
the possible realisation of the Kitaev exactly solved anyon
model [6]. Concerning the iridate compound Na2IrO3,
the Heisenberg-Kitaev model on the honeycomb lattice
and its variants provides a relatively good (even though
not complete [79]) description of this compound in the
Mott phase [80] and its phase diagram has been investi-
gated numerically [64]. Models with nearest-neighbour
Heisenberg-Kitaev coupling on the honeycomb lattice
[81] are believed to be a quite proper description of
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2strong-correlated members in the iridate family. A zig-
zag order has been identified experimentally [82]. It
is relevant to underline that deep in the Mott phase,
in principle, the emergent magnetic ordering for large
spin-orbit couplings depend on the details of the model
Hamiltonian [63, 67, 83]. Recently, Lithium-based two-
dimensional iridates have also been investigated experi-
mentally [84].Two-dimensional iridates are also believed
to be a good host of Quantum Spin Hall physics, as em-
phasized in Ref. 61 through a next-nearest-neighbour
anisotropic spin-orbit coupling model. The recent real-
ization of thin films of Na2IrO3 [85] tend to favor the
occurrence of a two-dimensional (anisotropic) Quantum
Spin Hall phase. In this paper, we adopt the point of
view of Refs. 55 and 67 and thoroughly analyze the
emergent phase diagram as a function of the anisotropic
spin-orbit coupling and the Hubbard interaction. In par-
ticular, the interplay of the Quantum Spin Hall physics
and the Heisenberg-Kitaev magnetic model is yet to be
studied, and the frustration effects about the magnetism
is yet to be clarified. In contrast to the Sz conserving
models [16, 23, 25, 26], here we observe a full break-
down of the spin-rotation symmetry and some additional
degree of magnetic frustration. Another relevant ques-
tion to study concerns the role of the anisotropy on the
Z2 quantum Quantum Spin Hall state. Throughout this
paper, we restrict ourselves to a model with an on-site
Hubbard interaction on the honeycomb lattice and next-
nearest-neighbor anisotropic spin-orbit coupling.
The paper is organized as follows. Firstly, we introduce
the model and discuss the resulting band structure as well
as the formation of a Z2 quantum Spin Hall phase in the
presence of an anisotropic spin-orbit coupling. We ad-
dress a relatively simple case of zigzag edges with x type
links parallel to the boundary and show the dependence
of the edge spin transport on the boundary. In particu-
lar, we illustrate how the two counter-propagating heli-
cal edge states, protected by the topological Z2 invariant,
yield a spin polarization which depends on the relative
strength of the spin-orbit coupling. In Sec. II, following
Refs. 67, 68, and 86, we present a detailed investiga-
tion of the magnetism in which we highlight the frustra-
tion effects induced by the interplay between the nearest-
neighbor spin exchange J1 and the “effective” next nearest
neighbor J2 spin coupling. Such a frustration effect mani-
fests itself already at the classical level and further when
quantum fluctuations are taken into account. In Sec.
III, we investigate the emergent Mott physics stemming
from the Hubbard interaction especially the intermediate
interacting regime through a U(1) slave-rotor approach
[87–90] which has been applied to include topological ef-
fects [22, 23]. The emergent spin texture formation in
the bulk above the critical Mott point due to the gauge
fluctuations is clarified and its possible connection to the
Spiral order at large interactions is addressed. The Mott
transition is embodied by the disappearance of the helical
edge states due to the breaking of time-reversal symme-
try. Appendices are devoted to technical details.
FIG. 1. (color online) Our Phase diagram. When U < Uc
(red line), the system is in the class of a Z2 two-dimensional
topological band insulator. The edge modes are embodied
by a peculiar spin texture as a result of the anisotropic spin-
orbit coupling. We then refer to this phase as Anisotropic
Quantum Spin Hall (AQSH) phase. Above the Mott critical
point Uc, the spin texture now progressively develops into the
bulk when increasing the spin-orbit coupling strength. At
large interactions U, we identify two magnetic phases, the
Néel and the Spiral phase.
A. Model and Brief Summary of Results
Hereafter, combining theoretical and numerical proce-
dures, our primary goal is to carefully address the phase
diagram summarized in Fig. 1 of the quite generic tight-
binding model at half-filling on the honeycomb lattice
with an Hubbard on-site interaction and next-nearest-
neighbor anisotropic spin-orbit coupling. The physics of
this model is potentially related to the correlated iridate
compound Na2IrO3 [61] and possibly to other materials
with spin-orbit coupling. The Hamiltonian consists of
electrons hopping between nearest-neighbor sites with a
strength t similar to graphene and hopping between next-
nearest-neighbor sites with a complex and anisotropic
strength of it′σx, it′σy and it′σz in the counter-clockwise
direction as in Fig. 2. For any finite t′, the sign in front
of t is not important. This model has been previously
studied in the context of Quantum Spin Hall physics and
magnetism [55, 61, 67]. We add an on-site Hubbard inter-
action in order to describe the iridate family of strongly
correlated materials.
The (sodium-iridate) model Hamiltonian is written as
H0 =
∑
<i,j>
tc†iσcjσ +
∑
i,j
it′σwσσ′c
†
iσcjσ′
H = H0 +HI
HI =
∑
i
Uni↑ni↓,
(1)
where 〈i, j〉 denotes a sum over the nearest neighbor and
 i, j  denotes a sum over the next-nearest-neighbors,
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FIG. 2. (color online) Illustration of the tight-binding model
on the honeycomb lattice with complex next-nearest-neighbor
spin-orbit couplings entailing hopping of it′σx on the x red
link, it′σy on the y green link, and it′σz on the blue z link, in
which σw, w = x, y, z is the Pauli matrix acting on the space
of spins. The anisotropic spin-orbit coupling makes the spin
no longer a conserved quantity in the system.
and σwσσ′ is a Pauli matrix with w = x on the x link
painted in red, w = y on the y link painted in green and
w = z on the z link painted in blue as in Fig. 2. To be
precise, the hopping strengths of electrons on the next-
nearest-neighbor links are denoted it′σx on the red link
it′σy on the green link and it′σz on the z link. Here, the
electrons travel in a counterclockwise orientation. The
second nearest-neighbor hopping strengths pick a minus
sign if electrons travel in the clockwise orientation.
For the sake of clarity, in this Sec. I A, we present
a brief summary of the results that will be shown sub-
sequently. In the weak interaction limit, this model lies
in the phase of a two-dimensional topological band in-
sulator, in which the chemical potentiel lies between the
valence and conduction bands, but edge states still ex-
ist and are protected by the Z2 topological invariant [17]
which can be generalized for interacting systems [91–95].
In this Anisotropic Quantum Spin Hall (AQSH) phase,
spin is not conserved and spin current is not a well-
defined quantity because of the anisotropic spin-orbit
coupling while the edge spin physics depends highly on
the ratio t′/t. To illustrate this point, we have studied
the edge transport in the case of zigzag boundaries as in
Fig. 3 applying the transfer matrix method summarized
in Appendix A and numerical diagonalization of the sys-
tem on a cylinder in Sec. I B. On the two edges of the
system, we identify two counter-propagating helical spin
states with opposite polarizations as a reminiscence of
the Kane-Mele model [16]. As shown in Fig. 4, when
t′/t is small, the spin polarization has equal components
in the x, y and z directions, and when t′/t is large, one
spin polarization component dominates and this dom-
inant spin polarization coincides with the type of next-
nearest-neighbour links parallel to the boundary (see Fig.
4), which implies that helical edge states point in x (y, z)
X
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FIG. 3. (color online) Upper panel: The lower edge of the
semi-infinite system with edges parallel to the x-type links.
The system consists of layers of one-dimensional chains cou-
pled together, and the edge mode decays exponentially when
moving into the bulk. Lower panel: the chiral edge transport
corresponding to the boundary configuration. Two helical
edge modes with opposite spin polarization counter-propagate
on the boundary of the system.
direction if the two edges are parallel to the x (y and z)
type link, respectively. At a mean-field level, the interac-
tion adds an effective chemical potential and the AQSH
phase is robust as long as the chemical potential does not
touch the conduction (valence) band [23].
When the Hubbard on-site interaction and the spin-
orbit coupling become large enough, the topological band
insulator phase will be affected by Mott physics. In par-
ticular, the helical edge states will fade away [26] with-
out invoking the closing of the single-particle excitation
gap in the bulk. We resort to the U(1) slave-rotor rep-
resentation [87–89] to investigate the occurrence of Mott
physics in the system instead of the slave-spin representa-
tion [96, 97] which in the present model can accomodate
extra vison excitations [55].
Beyond the Mott critical point, electrons are fraction-
alized into chargeons and spinons, and the chargeons are
localized whereas the emergent fluctuating gauge field in
our theory will induce the spinons to form a spin texture
around the fluctuating flux. This spin texture could be
then interpreted as a precursory effect of the formation
of magnetic order above the Mott critical point. The
spinon response to the gauge fluctuation (insertion of
monopoles) will be explicitly computed in Sec. III C. We
also notice that the spin texture is very sensitive to the
strength of the spin-orbit coupling t′/t, as summarized in
Fig. 5, which is much analogous to the edge spin physics
of the AQSH phase.
The anisotropy is embodied by the fact that the dom-
inant spin polarization on a given site coincides with the
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FIG. 4. (color online) In the weak interaction regime, the
anisotropic spin-orbit model lies in the phase of a topological
band insulator on a cylinder, in which only the wave-vector
kx is a good quantum number. The two counter-propagating
helical edge states protected by the Z2 topological invariant of
the system have spin polarizations which explicitly depend on
the ratio t′/t. Here, we show the spin polarization components
of the edge state with a wave-vector kx where Sx is maximum,
as a function of t′/t (see, for example, Fig. 7). Sx prevails
over Sy and Sz at large t′/t.
type of spin-orbit coupling on the next-nearest-neighbour
link that it is confronted with when facing the core of the
inserted flux (site 1 with z, site 2 with y and site 3 with
x). If a fluctuating flux is inserted into the center of
the plaquette with sites 1,2 and 3, we focus on the spin
texture on a z type site 1 as in Fig. 2; when t′/t  1
the spin projections satisfy Sx, Sy ≈ −0.6Sz while for
t′/t > 1 then Sx, Sy ≈ −0.2Sz, as exemplified in Fig.
5. Thanks to the inherent symmetry of a combination of
a 2pi/3 rotation and spin permutation of the anisotropic
spin-orbit coupling model, the spin texture preserves this
symmetry of the rotation around the core of the inserted
flux and spin permutation. Namely, the symmetry opera-
tor U = R( 2pi3 )σ commutes with the Hamiltonian. R(
2pi
3 )
is a 2pi/3 rotation around the flux core: R( 2pi3 )~r1 = ~r2,
R( 2pi3 )~r2 = ~r3 and R(
2pi
3 )~r3 = ~r1, in which ~r1, ~r2, ~r3 are
the coordinates of the sites 1, 2, 3 indicated in Fig. 2.
The permutation σ gives σ(Sz) = Sy, σ(Sy) = Sx, and
σ(Sx) = Sz. Under the inversion symmetry with respect
to the localized flux the spin polarization is reversed.
The prevalent spin texture(s) developing by increasing
the ratio t′/t in the intermediate interaction regime can
be related to the edge transport in the AQSH phase, by
applying an analogy of the Laughlin’s U(1) charge pump
argument [98] of U(1) flux insertion onto the cylinder.
Here the spin texture formation is rather associated with
the spin pump under the fluctuating fluxes above Mott
critical point.
The formation of spin texture in the bulk above the
Mott critical point breaks time-reversal symmetry result-
ing in the disappearance of the edge modes. The Mott
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FIG. 5. (color online) Spin texture in the intermediate U
regime induced by the fluctuating gauge field within the U(1)
slave-rotor theory. The spin polarization on site 1 in Fig. 2
as a function of t′/t. When t′/t  1, the subordinate spin
polarization is in the same order as the dominant spin po-
larization Sx, Sy ≈ −0.6Sz (see Fig. 14). When t′/t > 1
the subordinate spin polarization becomes (much) smaller in
front of the dominant polarization: Sx, Sy ≈ −0.2Sz. The
spin texture above the Mott quantum critical point seems to
evolve very gradually. Site 1 is facing the z type links in the
system and it acquires a dominant z spin component. The
spin texture on other different sites carries a symmetry which
is a combination of a 2pi/3 rotation around the core of the
fluctuating flux and a spin permutation, a symmetry inherent
to this anisotropy model.
transition is manifested by the peculiar magnetism driven
by the spin-orbit coupling and interactions as well as the
destruction of edge transport.
Another relevant result found in this paper concerns
the type of magnetism at large interactions. The super-
exchange magnetism is investigated in the strong cou-
pling limit as shown in Fig. 6. The nearest-neighbor
hopping and the next-nearest-neighbor anisotropic spin-
orbit coupling now mimic the J1 & J2 model with J2 be-
ing the Heisenberg-Kitaev coupling. The magnetic phase
diagram of this J1 & J2 model will be studied using a
J1 = J2
J2 J1
J1 > J2 J1 < J2
Néel order Spiral order
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FIG. 6. (color online) The magnetic phase diagram for the
tight-binding model with anisotropic spin-orbit coupling on
the honeycomb lattice in the limit of infinite U described by
Eq. 11. The J1−J2 model is highly frustrated because of the
hexagonal geometry and the anisotropy of the J2 coupling.
We identify the bipartite Néel phase at J1 > J2, the Spiral
phase with 24 sublattices at J1 < J2 and both phases are
frustrated either at the classical or the quantum level.
5combination of spin-wave theory and mathematical ar-
guments, then complementing the previous analysis of
Ref. [67] obtained using a fermionic functional Renormal-
ization Group approach and exact diagonalization [68].
More specifically, we find a Néel order when J1 > J2 and
a two-copy locked non-colinear Spiral order with 24 sub-
lattices when J1 < J2. Both magnetic phases are highly
frustrated due to the anisotropic spin-orbit coupling and
the geometry of the lattice.
For the Néel phase, the J2 coupling frustrates the mag-
netic order at a quantum level. The Néel order parameter
is fixed in the x, y and z direction since the zero-point
energy would be higher in other directions. As a result
of the anisotropy, the Goldstone mode in this frustrated
Néel magnetic order develops a gap.
For the Spiral phase, the Heisenberg-Kitaev coupling
and the triangular geometry tend to imply an enlarged
unit cell with four patterns spiraling forward along one
direction on the two triangular lattices; see Fig. 6. This
conclusion is in agreement with Ref. 67 (however, we
diagree on the ordering wave-vectors associated with the
Spiral phase). The spiral order can be viewed as a 120◦
Néel order with four patterns giving a 12 sublattice mag-
netic order on each triangular sublattice, and the nearest-
neighbor anti-ferromagnetic coupling then locks the two
transformed 120◦ Néel orders. Analogously for J2 > J1,
switching on the J1 term lifts the massive ground state
degeneracy of the Spiral phase found for J1 = 0.
B. The Anisotropic Quantum Spin Hall Phase
Here, we flesh out the theoretical investigations of the
Z2 two-dimensional Quantum Spin Hall phase, in the
presence of such a spin-orbit anisotropy [61]. Neglecting
the Hubbard interaction in the first place, we diagonalize
the tight binding model H0 by Fourier transformation:
H0 =
∑
~k
Ψ†~kh(
~k)Ψ~k (2)
in which the wave function in the momentum represen-
tation exhibits four components Ψ†~k = (a
†
~k↑, b
†
~k↑, a
†
~k↓, b
†
~k↓)
and the two sublattices of the honeycomb (A and B) give
rise to the corresponding electron creation operators a†
and b†. We then identify
h(~k) = (τx<e+ τy=m)g(~k) (3)
+ (mxσx +myσy +mzσz)τz,
where τx, τy and τz are Pauli matrices acting on the
sublattice isospin A & B while σx, σy and σz are Pauli
matrices acting on the spin space ↑ and ↓.
For convenience, we have introduced the notations
g(~k) =
∑
i
tei
~k·~δi (4)
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FIG. 7. (color online) The edge states of the anisotropic
spin-orbit coupling model with zigzag boundary and x links
parallel to the boundary. (a): Spectrum of a system with
anisotropic spin-orbit coupling on a cylinder at t′/t = 0.5
obtained from numerical diagonalization of 70 layers of a one-
dimensional system described by the Schrödinger equation
9. The non-trivial Z2 topological invariants ensures an heli-
cal edge states with opposite spin polarization according to
Kramers theorem. The energy dispersion obtained analyti-
cally using transfer matrix in Appendix A fits well the nu-
merics. (b): The different components of the spin polariza-
tion measured on the lower edge of the state with the lowest
positive energy in the spectrum as a function of momentum
obtained from diagonalization of the system. We observe that
states with opposite Fermi velocities on both sides of kx = pi√3
have opposite spin polarizations, thus implying helical spin
transport on the edge and the dominant spin component cor-
responds to the type of links parallel to the boundary.
and
mx = 2t
′ sin(~k · ~Rx) (5)
my = 2t
′ sin(~k · ~Ry)
mz = 2t
′ sin(~k · ~Rz).
Here, ~δ1 = (−
√
3
2 ,− 12 )a, ~δ2 = (
√
3
2 ,− 12 )a and ~δ3 = (0, 1)a
refer to vectors connecting the nearest neighbours (see
Fig. 1), while ~Rx = (−
√
3
2 ,− 32 )a, ~Ry = (−
√
3
2 ,
3
2 )a and
~Rz = (
√
3, 0)a represent vectors connecting next nearest
neighboring sites. Moreover, a is the length of a bond on
a given hexagon and we set it equal to 1 in the rest of
the article for convenience.
The Hamiltonian represents a two band system with
6two energy levels:
E(~k) = ±E0(~k) (6)
= ±
√
m2x(
~k) +m2y(
~k) +m2z(
~k) + |g(~k)|2.
The system is an insulator with a gap ∆(k) = 2E0(k).
Each band is doubly degenerate and it is convenient
to introduce the band projectors associated to the upper
and lower band P± respectively such that 2P± is equal
to[
1±
(
τx<eg
E0
+
τy=mg
E0
+
τz
E0
(mxσx +myσy +mzσz)
)]
.
(7)
The non-trivial topology is encoded in the Z2 invariant
[17] namely the product of the time-reversal polarization
for the four time-reversal and inversion symmetric points:
(−1)ν =
4∏
i=1
γi = −1; (8)
here, we have defined γi = −sgn(<eg(Γi)) and Γi =
(0, 0); (0, 2pi3 ); (
±pi√
3
, 2pi3 ). The Z2 topological invariant de-
picts a twist of the rank 2 ground-state wave function in
the first Brillouin zone.
As a result of the non-conservation of the spin in the
system, the spin polarization of the helical edge states is
more sophisticated than in the Kane-Mele model. To
thoroughly analyze this point, we consider a system
with two zigzag boundaries as layers of one-dimensional
chains coupled together as illustrated in Fig. 3. The
Schrödinger equation of such a system takes the form:
(
−it′(e−i
√
3
2 kxσz − ei
√
3
2 kxσy) −t
0 it′(e−i
√
3
2 kxσz − ei
√
3
2 kxσy)
)(
ψn+1A
ψn+1B
)
(9)
+
(
E + 2t′ sin
√
3kxσx −2t cos
√
3
2 kx
−2t cos
√
3
2 kx E − 2t′ sin
√
3kxσx
)(
ψnA
ψnB
)
+
(
it′(ei
√
3
2 kxσz − e−i
√
3
2 kxσy) 0
−t −it′(ei
√
3
2 kxσz − e−i
√
3
2 kxσy)
)(
ψn−1A
ψn−1B
)
= 0. (10)
We then perform a numerical diagonalization of such a
system with 70 layers of one-dimensional chains (see Fig.
7) and a purely analytical transfer matrix approach is de-
veloped in Appendix A. We address a system with bound-
aries parallel to the x-type links and the resulting spin
polarization depends on how the system is cut and on
the ratio t′/t. We observe that there are two edge modes
crossing the gap connecting the upper and lower bands
according to the results obtained from the numerical di-
agonalization presented in Fig. 7 (upper panel).
We have studied the spin polarization of the lowest
positive energy state by measuring its spin polarization
on the boundary: spin have opposite components respec-
tively at kx > pi√3 and kx <
pi√
3
; since the Fermi velocity
in these two intervals separated by kx = pi√3 are oppo-
site as well, this implies two counter-propagating states
with opposite spin polarization. The energy dispersion
obtained analytically in Appendix A fits well the edge
states plotted in the spectrum in Fig. 7. As a result,
we have two counter-propagating states with linear en-
ergy dispersion in the spectrum on both upper and lower
edges: the state with one polarization propagating to
the left (right) on the lower (upper) edge and the state
with the opposite polarization propagating to the right
(left) on the lower (upper) edge as in Fig. 3. The time-
reversal symmetry forbids the (elastic) backscattering al-
lowing for helical edge spin transport.
Consequently, the effective Hamiltonian on the lower
edge can be described as a helical Luttinger liquid with
two types of wave functions |Ψ1〉, |Ψ2〉 with opposite spin
polarizations (see Fig. 3). The spin polarization of the
two helical states, which varies as a function of t′/t, is
studied using exact diagonalization of the system on a
cylinder. As shown in Fig. 8 lower panel, when t′ 
t the helical states have equal components in all spin
polarizations; when t′/t increases the helical states have a
x component gradually dominating the spin polarization.
At a general level, one can show either using a mean-
field type argument or by invoking the U(1) slave-rotor
theory [23], that such a Quantum Spin Hall phase is ro-
bust towards finite to moderate interactions. The notion
of topological invariants can also been extended for an
interacting system [91–93]. In Sec. III, we shall study in
more details the emergence of the Mott transition result-
ing in the disappearance of the helical edge modes.
II. MAGNETISM
In this Section, we investigate the magnetism emerging
in the limit of “infinite” interactions, the possible mag-
netic orders and the phase transition(s) between these
phases. This analysis complements the recent analy-
sis performed via a fermionic functional renormalization
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FIG. 8. (color online) Spin polarization of the lowest positive
energy state for the exactly diagonalized Hamiltonian on a
cylinder with x links parallel to the boundary (see Fig. 3). kx
refers to the wavevector along the boundary. Spin polariza-
tion at the edge for (a) t′ = 0.2t, (b) t′ = 0.3t, (c) t′ = 0.5t,
(d) t′ = 1.0t. The x component becomes dominant when t′/t
increases. The spin polarization at the momentum kx with
the maximal dominant component is shown in Fig. 4 as a
function of t′/t.
group method [67] and via exact diagonalization [68].
Since the electron-hole excitations in this limit would cost
an energy proportional to U , electrons are subject to vir-
tual tunneling processes in which they exchange their po-
sitions while leaving the filling unchanged. The induced
super-exchange magnetism is a second-order process in
H0:
HJ1J2 = J1
∑
<i,j>
~Si ·~Sj+J2
∑
i,j
(Swi S
w
j −Sui Suj −Svi Svj )
(11)
where J2 = 2t′2/U and J1 = 2t2/U .
The term with J2 indicates a next nearest-neighbor
link in w spin polarization, with w = x, y, z on respec-
tively red, green and blue links in Fig. 2, u and v
are other spin polarizations than w. The coexistence of
first and second neighbor couplings, the anisotropy in
the next-nearest-neighbour coupling as well as the lat-
tice geometry implies frustrated magnetism under which
different scenarios like enlarged unit cells, disappearance
of Goldstone modes and reduction of possible classical
ground states would be concerned.
When evaluating the classical energy of the magnetic
order, we identify two magnetic phases: the Néel order
at J1 > J2 and the two copies of locked Spiral order
on the two triangular sublattices at J1 < J2 with the
critical point J1 = J2 as in Fig. 6. We also performed a
spin wave analysis based on the classical magnetic order.
Analytical and numerical investigations of the magnetism
at all J1/J2 ratios are presented below, for completeness.
We recover the existence of a quantum phase transition
at J1 ≈ J2. It shall be noted that J1−J2 (also including
J3) spin models have been studied in various contexts
[11, 86, 99, 100].
A. Néel Phase for J1 > J2
The magnetic phase in the J1  J2 regime is the well-
known bipartite Néel order on the bipartite honeycomb
lattice: ~SA = −~SB and the classical energy of this state
per site is ENéel = − 3J12 ~S2 − J2~S2.
In the absence of next-nearest-neighbor frustration,
there exists a Goldstone mode underlying the whole orig-
inal continuous spin symmetry SU(2) on the unit sphere.
At the level of this Néel order, we carried out a semiclas-
sical spin wave analysis in order to compute the quan-
tum corrections to the energy of the Néel state. The
anisotropy in the J2 coupling lifts the degeneracy be-
tween the different possible orientations of the Néel order
parameter.
We begin by writing the Holstein-Primakoff represen-
tation of the spin in the z polarization, then we rotate
the z quantization axis by the Euler rotation matrix in
order to describe quantum fluctuations in all the spon-
taneously broken symmetry cases: we rotate the z axis
first around the y axis by an angle θ then around z axis
by an angle φ, resulting in
R(φ, θ) = Rz(φ)Ry(θ) =
 cos θ − sin θ 0cosφ sin θ cosφ cos θ − sinφ
sinφ sin θ sinφ cos θ cosφ

(12)
 SzA0SxA0
SyA0
 =
 S − a†a√2S
2 (a
† + a)√
2S
2i (a− a†)
 , (13)
 SzB0SxB0
SyB0
 =
 −S + b†b√2S
2 (b
† + b)√
2S
2i (b
† − b)
 , (14)
 SzASxA
SyA
 = R(φ, θ)
 SzA0SxA0
SyA0
 , (15)
 SzBSxB
SyB
 = R(φ, θ)
 SzB0SxB0
SyB0
 . (16)
We insert the above semiclassical spin representation
back into Eq. 11, then we will obtain the Bogoliubov-De
8Gennes type effective Hamiltonian describing the quan-
tum fluctuation about the Néel state:
H =
∑
~q
Φ†~qH~qΦ~q −
J1
2
NS2z − J2NS2, (17)
where Φ†~q = (a~q, b
†
−~q, a
†
−~q, b~q), z = 3 is the coordinate
number, N the number of sites, and we define
Hq =

γz γ
?
~q γ
?
xy 0
γ~q γz 0 γ
?
xy
γxy 0 γz γ
?
~q
0 γxy γ~q γz
 , (18)
γ~q = J1S
∑
i
exp(i~q · ~δi)
γz = 3J1S + 2J2S − 2J2S[cos2 φ sin2 θ cos(~q · ~Rx) + sin2 φ sin2 θ cos(~q · ~Ry) + sin2 θ cos(~q · ~Rz)]
γxy = J2S[exp(i~q · ~Rz) sin2 θ + exp(i~q · ~Rx)(cos2 φ cos2 θ sin2 φ− i sin 2φ cos θ)
+ exp(i~q · ~Ry)(sin2 φ cos2 θ − cos2 φ+ i sin 2φ cos θ)].
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FIG. 9. (color online) Color topography of the vacuum en-
ergy as a function of θ and φ in the Néel order phase when
J1 > J2, in which θ and φ indicate the Euler angles describ-
ing the quantization axis of the Néel order. The minimum of
the vacuum energy is taken when the Néel order parameter
coincides with the x y and z direction for the quantization
axis. The next-nearest-neighbor anisotropic coupling reduces
the SU(2) symmetry of the vacuum states for a conventional
Néel order to a discrete symmetry of three possible order pa-
rameters of this frustrated Néel order.
We apply the Bogoliubov-De Gennes method to diago-
nalize the Hamiltonian: α~q = u1a~q+v1b
†
−~q+u2a
†
−~q+v2b~q,
and [α~q, H] = ω~qα~q, then we will obtain the excitation
energies for the spin wave and the corresponding wave
function αi~q; i = 1, 2, 3, 4. Thereafter, we have diagonal-
ized the Hamiltonian with four energy levels:
ωi~q = ±
√
γ2z − (|γ~q| ± |γxy|)2 i = 1, 2, 3, 4 (19)
H =
∑
~q
ω~q(α
†
1~qα1~q + α2~qα
†
2~q + α
†
3~qα3~q + α4~qα
†
4~q). (20)
By putting the Hamiltonian in ‘time order’ (commuting
α2~qα
†
2~q and α4~qα
†
4~q), we obtain the energy of the vacuum:
E0 = 2
∑
~q
ω~q =
∑
~q
2
√
γ2z − (|γ~q|+ |γxy|)2. (21)
Noticing that the vacuum energy depends on the two
Euler angles θ and φ, the vacuum quantum fluctuations
shall choose an angle that minimizes E0. Numerically,
we find that the minimal vacuum energy is taken when
the quantization axis coincides with the x y and z axis
(see Fig. 9). The Goldstone mode is no longer soft in
this case, because when we shift from one spontaneously
broken symmetry vacuum to another, the variation of the
vacuum energy makes this ‘transversal’ mode energetic,
thus destroying the Goldstone mode. Conclusively, the
spin wave analysis infers that the Néel phase in the limit
of J1 > J2 loses its Goldstone mode due to the anisotropy,
and that the zero-point vacuum fluctuations select only
Néel orders pointing along the x, y and z directions.
B. Non-Colinear Spiral Phase for J1 < J2
Next, we focus on the Spiral phase of J1 < J2.
If we only take into account the J2 magnetic cou-
pling, following Ref. [67], we can apply a global trans-
formation to bring the spin model in Eq. 11 into an
SU(2) anti-ferromagnetic Heisenberg model on the tri-
angular sublattices by introducing 4 patterns, namely:
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FIG. 10. (color online) The global transformation brings the
J2 anisotropic magnetic model to an anti-ferromagnetic spin
model on triangular lattices with four patterns: ♦ © 4
with black patterns on one sublattice and red patterns on
the other. The nearest-neighbor J1 Heisenberg coupling locks
the angles between two copies of spiral orders and fixing the
relative arrangement of the 4 patterns between the two sub-
lattices as shown in the figure. The sites on which we studied
the nearest-neighbor Heisenberg coupling namely the local
fields ~h14, ~h
2
 and ~h
3
© in Eqs. 25, 26 and 27 are painted in
red color with their number indicating the sublattice for the
transformed 120◦ Néel order. In Green, we depict the 12 sub-
lattices (sites) on each triangular sublattice with 4 patterns.
We also represent the wave-vectors associated with the Spiral
phase (in blue) and with the Néel phase (in black). The grey
hexagon connects the Dirac points.
HJ2 = J2
∑ ~˜
Si · ~˜Sj where Sli = li · S˜li and l = x, y, z
such that the global transformation obeys the following
condition:
zi 
z
j = 1 
y
i 
y
j = −1 xi xj = −1
zj 
z
k = −1 yj yk = −1 xj xk = 1
zk
z
i = −1 ykyi = 1 xkxi = −1, (22)
where wl = ±1 (l = i, j, k; w = x, y, z). We can thus
find out the four solutions of
 xi,j,kyi,j,k
zi,j,k
:
 xiyi
zi
 =
 11
1
,
 −1−1
1
4,
 −11
−1
©,
 1−1
−1
♦.
(23)
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FIG. 11. (color online) Here, we represent the orientations of
the 12 black sites in the Green unit cell of the Spiral phase.
The x, y, z links are all transformed into Heisenberg
anti-ferromagnetic links after the global transformation
but the introduced four patterns are paved to every sites.
Then, the classical ground state on the triangular lattices
is obviously the coplanar 120◦ Néel order for the trans-
formed anti-ferromagnetic Heisenberg model, consisting
of 3 sublattices (A, B, C or 1, 2, 3 in Fig. 10). The
magnetic order will be a Spiral order with 12 sublattices
on each triangular sublattice with 4 patterns ♦ © 4
paved according to the following constraints:
• X-link: © or ♦4
• Y-link: ♦ or 4©
• Z-link: 4 or ©♦.
The magnetic order is spiral in that the 4 patterns
♦©4 and the 3 spins of the 120◦ Néel order are alter-
nating when moving in one direction on the lattice. It is
important to underline that in the Spiral phase, the spin
order is non-colinear. See Fig. 11. In the absence of the
J1 coupling, the two copies of spiral order can rotate with
respect to each other freely and the relative arrangement
of the 4 patterns can be arbitrary between the two sub-
lattices.At the classical level, the J1 anti-ferromagnetic
coupling shall impose the choice of the 4 pattern paving
on the alternative sublattice once the 4 pattern paving is
fixed in one triangular sublattice as in Fig. 10. Mean-
while, if we consider the J1 coupling in terms of the 3
spins of the 120◦ Néel order after the global transforma-
tion, the two copies of the transformed 120◦ spins would
be mutually locked reducing the degree of freedom of the
angle between the two copies of the transformed 120◦
Néel order. The spiral order likewise the 120◦ Néel state
has another degree of freedom, namely the direction of
the Néel order parameter. The energy of the J1 coupling
would depend on the latter. The minimization with re-
gard to this degree of freedom would still reduce the pos-
sible choices of the Néel order parameter. We shall clar-
ify the minimization of J1 coupling energy with regard
to these factors.
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The 120◦ Néel state imposes that spins on the three
vertices A, B and C of a triangle ~˜SA+
~˜
SB +
~˜
SC = 0. The
J1 Heisenberg coupling is equivalent to a local magnetic
field produced by the three nearest neighbour spins of
the alternative copy of the spiral order on the other copy
of the 4 sublattice spiral order:
HJ1 = J1
∑
i
(~hi4 · ~Si4+~hi · ~Si+~hi♦ · ~Si♦+~hi© · ~Si©),
(24)
where the sum is carried out in terms of 4 sublattices.
Considering the 3-sublattices Néel order, we have to sum
over 12 sites in order to get the classical energy of the
J1 coupling. However, when writing down the local mag-
netic field stemming from the J1 coupling, we found that
the 4 patterns could be simplified, and that we need only
to sum over the 3 sublattices of the 120◦ order.
The effective local magnetic fields due to the nearest-
neighbor Heisenberg coupling on the sites with numbers
painted in red in Fig. 10 are:
~h14 = D
~˜
SA +D©
~˜
SB +D♦
~˜
SC = 2D4
 S˜xBS˜yC
S˜zA
 (25)
~h2 = D4
~˜
SB +D©
~˜
SA +D♦
~˜
SC = 2D
 S˜xCS˜yA
S˜zB
 (26)
~h3© = D♦
~˜
SC +D
~˜
SB +D4
~˜
SA = 2D©
 S˜xAS˜yB
S˜zC
 (27)
where D =
 1 0 00 1 0
0 0 1
, D4 =
 −1 0 00 −1 0
0 0 1
, D© =
 −1 0 00 1 0
0 0 −1
, D♦ =
 1 0 00 −1 0
0 0 −1
 .
We found that the sum of the J1 coupling on these
three sites is independent of the 4 patterns:
J1(~h14 · ~S14 + ~h2 · ~S2 + ~h3♦ · ~S3♦)
=J1(D4
~˜
h1D4
~˜
S1 +D
~˜
h2D
~˜
S2 +D♦
~˜
h3D♦
~˜
S3)
=J1(
~˜
h1 · ~˜S1 + ~˜h2 · ~˜S2 + ~˜h3 · ~˜S3),
(28)
in which ~˜h1 = 2
 S˜xBS˜yC
S˜zA
, ~˜h2 = 2
 S˜xCS˜yA
S˜zB
 and ~˜h3 =
2
 S˜xAS˜yB
S˜zC
. As a result, the J1 coupling turns into:
HJ1 = J1
∑
i
~˜
hi · ~˜Si, (29)
in which the sum is carried over the 3 sublattices of the
120◦ Néel order and the transformed local magnetic field
~˜
h = DX~hX (X = ♦©4) is independent of the choice
of the 4 patterns.
We observe one property of these local fields that would
allow us to simplify the analysis in terms of the choice of
the Néel order parameter of the 120◦ transformed Néel
order and the relative angle between the two copies of
spiral order:
~˜
h1 +
~˜
h2 +
~˜
h3 = 0. (30)
Then, the minimization of energy of the J1 nearest neigh-
bor coupling in equation 29 can be fulfilled by the use of
Cauchy-Schwarz Inequality:
~˜
h1 · ~˜S1 + ~˜h2 · ~˜S2 + ~˜h3 · ~˜S3 ≥ −(||~˜h1|| · ||~˜S1||+ ||~˜h2|| · ||~˜S2||+ ||~˜h3|| · ||~˜S3||) ≥ −
√
3(||~˜h1||2 + ||~˜h2||2 + ||~˜h3||2) = −6.
(31)
The two equalities in Eq. 31 are taken simultaneously
when the norms of the three local magnetic fields on the
other copy of the triangular sublattice are equal as in Eq.
32:
||~˜h1|| = ||~˜h2|| = ||~˜h3||
~˜
S1 = −1
2
~˜
h1
~˜
S1 = −1
2
~˜
h2
~˜
S3 = −1
2
~˜
h3.
(32)
Since all the spins are prone to align in the opposite
direction to the local magnetic field to lower the energy of
the ground state, the equality of norms of the three mag-
netic field on the alternative triangular sublattice coinci-
dentally implies as well: ~˜S1 +
~˜
S2 +
~˜
S3 = 0, in other words
the 120◦ Néel state for ~˜S on the alternative sublattice.
Accordingly, the spiral order for ~S on the alternative
sublattice is favored when the energy of the nearest-
neighbor Heisenberg coupling is minimized, and the lat-
ter locks the angle between the two copies of spiral order
of the ground state obtained from further analysis of Eq.
32. The fixing procedure of the relative arrangement be-
tween the two sublattices is presented in Fig. 10. We will
further study Eq. 32 to find out how the choice of the
Néel order parameter for the 120◦ Néel order and the an-
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gle between the two copies of spiral order are constrained
for the minimization of the classical energy.
Eqs. 32 impose extra restrictions on the three 120◦
Néel vectors, and these supplementary restrictions to
spins will reduce the SU(2) continuous symmetry for
quantization axis choice to a smaller group:

S˜x2B + S˜
y2
C + S˜
z2
A = S˜
x2
A + S˜
y2
B + S˜
z2
C = S˜
x2
C + S˜
y2
A + S˜
z2
B = 1
||~˜SA|| = ||~˜SB || = ||~˜SC || = 1
~˜
SA +
~˜
SB +
~˜
SC = 0.
(33)
The last two equations in Eqs. 33 is implied by the
construction of three arbitrary vectors in the space with
120◦ between each other by means of Olinde-Rodrigue
formula:
~˜
SA = cos(α)~u+ sin(α)~v
~˜
SB = cos(α+
2pi
3 )~u+ sin(α+
2pi
3 )~v
~˜
SC = cos(α− 2pi3 )~u+ sin(α− 2pi3 )~v
(34)
The two vectors ~u and ~v indicate the plane in which the
Néel order parameter of the black sublattice lives: ~u = cos θsin θ
0
 ~v =
 − sinφ sin θsinφ cos θ
cosφ
, then ~n is the normal
vector to the plane defined by (S˜A, S˜B , S˜C):
~n = ~u ∧ ~v =
 sin θ cosφ− cos θ cosφ
sinφ
 . (35)
~n plays the role of rotation axis of the three vectors com-
posing the 120◦ Néel state.
Resolution of Eqs. 33 gives a group of solutions for θ
and φ, therefore a family of rotation axes of the 120◦ Néel
state on the unitary sphere. More precisely, we obtain the
equations:
{
(cosα cos θ − sinα sinφ sin θ)2 + (cos(α+ 2pi3 ) sin θ + sin(α+ 2pi3 ) sinφ cos θ)2 + (sin(α− 2pi3 ) cosφ)2 = 1
(cos(α− 2pi3 ) cos θ − sin(α− 2pi3 ) sinφ sin θ)2 + (cosα sin θ + sinα sinφ cos θ)2 + (sin(α+ 2pi3 ) cosφ)2 = 1.
(36)
The numerical solution gives that the rotational axis for
the 120◦ Néel order (namely ~n) takes the form(s):
1√
3
 −1−1
−1
 , 1√
3
 1−1
1
 , 1√
3
 11
−1
 , 1√
3
 −11
1
 ,
(37)
and the three 120◦ spins can rotate freely around these
axes (α can take any value). Within our choice of no-
tations, the solution ~n is equivalent to −~n because they
describe the same ‘plane’ of solutions for the spins. We
should notice that there exists a spin permutation sym-
metry σ for the group formed by these axes and this sym-
metry is a reminiscence of symmetry group preserved by
the original model:
~n′ = σ~n =
 0 0 11 0 0
0 1 0
~n. (38)
By analogy with the case J1 > J2 phase, the vacuum
quantum fluctuations would depend on the rotational de-
grees of freedom α and the vacuum energy minimization
would reduce the group of symmetry for ground state
from a continuous rotational group to a discrete group
similar to the J1 > J2 phase. The spin wave analysis,
however, is not pursued here owing to its complexity,
but we can infer the absence of gapless Goldstone modes
due to the quantum fluctuations in the presence of the
anisotropic magnetic frustration.
C. Phase Transition at J1 = J2
The classical energy per site for the Néel state is
ENéel = − 3J12 S2−J2S2, and the classical energy per site
for spiral order is ESpiral = − 3J22 S2 − J1S2. Apparently,
a quantum phase transition would occur in varying the
ratio of J1/J2 and a first-order phase transition at the
critical point J1 = J2 where the ENéel = ESpiral.
The phase transition can be visualized by studying the
deformation of the transformed 120◦ Néel order from the
spiral phase. The deformation of the copies of the 120◦
Néel order can be manifested by the following expres-
sions:
~˜
SA +
~˜
SB +
~˜
SC = ~
~˜
S1 +
~˜
S2 +
~˜
S3 = ~η,
(39)
in which ~ and ~η are vectors describing deformations of
the three spins on respectively the two triangular sublat-
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tices. The J2 coupling is
HJ2 =J2
∑
(
~˜
S1 · ~˜S2 + ~˜S2 · ~˜S3 + ~˜S3 · ~˜S1)
=
1
2
J2
∑
[(
~˜
S1 +
~˜
S2 +
~˜
S3)
2 − 3||~˜S||2]
=
1
2
J2
∑
(~η2 − 3||~˜S||2),
(40)
in which the sum is carried out over all the triangles of the
sublattice. Then the energy variation of the J2 coupling
would be:
∆EJ2 =
1
2
J2
∑
(~2 + ~η2). (41)
For the J1 coupling, we can proceed with the similar
analysis as Eqs. 25,44 and 43:
~h14 =
 S˜xA − S˜xB + S˜xCS˜yA + S˜yB − S˜yC
S˜zA − S˜zB − S˜zC
 = D4(~˜h1 − ~), (42)
~h2 =
 −S˜xA − S˜xB + S˜xCS˜yA − S˜yB − S˜yC
−S˜zA + S˜zB − S˜zC
 = D(~˜h2 − ~), (43)
~h3© =
 −S˜xA + S˜xB + S˜xC−S˜yA + S˜yB − S˜yC
S˜zA + S˜
z
B − S˜zC
 = D©(~˜h3 − ~). (44)
We also have:
~˜
h1 +
~˜
h2 +
~˜
h3 = 2~. (45)
We can pursue the same procedure as in Eq. 28 to get rid
of the sum over 4 patterns and obtain the J1 coupling:
HJ1 = J1
∑
((
~˜
h1 − ~) · ~˜S1 + (~˜h2 − ~) · ~˜S2 + (~˜h3 − ~) · ~˜S3)
= J1
∑
(
~˜
h1 · ~˜S1 + ~˜h2 · ~˜S2 + ~˜h3 · ~˜S3 − ~ · ~η).
(46)
The conditions in Eq. 32 are satisfied for both the Néel
and Spiral orders, then the first three terms in Eq. 46 is
a constant. Thereafter we could obtain an expression of
the energy variation per site as a function of ~ and ~η:
∆ESpiral =
1
36
[J2(~
2 + ~η2) + 2J1~ · ~η]. (47)
The energy variation of the deformed 120◦ Néel triangle
is a positive semi-definite form of ~ and ~η when J1 < J2 on
the one hand, the minimal energy variation ∆ESpiral = 0
is obtained when ~ = ~η = 0; when J1 > J2 on the other
hand, Eq. 47 is no more a positive semi-definite form,
the energy variation due to the deformation is capable of
lowering the classical energy, and the minimal energy is
reached when ~ = −~η and ||~|| = ||~η|| = 3||~S||. Note that
here ~ is large and we don’t have a small deformation.
This implies that the spins on the two sublattices are
oriented in opposite directions and spins on the same
sublattice point in a unanimous direction, or the bipartite
Néel order. We remark also ∆ESpiral = ESpiral − ENéel,
which signifies that the deformation energy of the 120◦
triangle exactly lowers the energy of the spiral magnetic
order to that of Néel order when J1 > J2.
Consequently, the magnetic order at all J1/J2 ratios
is the bipartite Néel order when J1 > J2 and the two
copies of locked Spiral order when J1 < J2. This ap-
proach rather suggests the emergence of a quantum crit-
ical point when J1 = J2. In both phases, Goldstone
modes are absent because of the vacuum quantum fluc-
tuation selection.
III. MOTT TRANSITION
To address the Mott transition (characterized here for
example by the disappearance of the helical edge modes),
as mentioned earlier in the text, we shall use the U(1)
slave-rotor theory method [87, 88]. A physical electron
can be viewed as a spin and a charge (chargeon) glued
together. At the Mott critical point Uc depicted by a
red line in Fig. 1, spin and charge become disentangled
and charge is localized in a Mott state. It is perhaps
important to stress that the single-electron gap does not
close at the Mott transition and that the single-electron
Green’s function should now reveal a two-peak structure
above the Mott gap. A gauge field will however emerge in
this spin-charge separation physics describing the confin-
ing force between the charge and the spin above the Mott
transition. The nature of this confining force might de-
termine whether above the Mott critical point the system
is in a spin liquid phase [55] or already in a magnetically
ordered phase. This question is beyond the scope of this
work and we shall only describe how the pseudo spin-
orbital texture will develop from the edges into the bulk
at the Mott transition. First, in the anisotropic spin-orbit
coupling model with an Hubbard on-site interaction de-
fined in Eq. 1, the AQSH phase will disappear when the
on-site Hubbard interaction will exceed a certain critical
value Uc, that needs to be determined.
The Mott transition is characterized by the acquisition
of a gap for the chargeon then localizing the charge par-
ticle. The critical value Uc of the Mott transition as a
function of the anisotropic spin-orbit coupling-Hubbard
model will be proved in this Section to be exactly the
same as for the Kane-Mele-Hubbard model [23]: the
chargeon effective Hamiltonian in the spin-charge frac-
tionalized representation is the same as in the Kane-
Mele-Hubbard model after doing the mean-field approx-
imation. However, spinons that will be subject to the
strong gauge field fluctuations behave distinctly for the
anisotropic spin-orbit coupling model. By attaching a
gauge field [101–104] to the chargeon to describe the
residual degrees of freedom in the phase of the localized
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chargeon, we will establish a gauge theory that will in-
corporate the apparition and proliferation of monopoles
[101]. The monopoles will affect the spinons by insertion
of fluxes, and the spinons respond to these fluxes by form-
ing spin textures around the inserted flux. The gauge
fluctuations in this anisotropic spin-orbit coupling model
with on-site Hubbard interaction triggers anisotropic spin
textures while the spin texture would be homogeneous in
the XY plane in the Kane-Mele Hubbard model above
the Mott critical point [23, 106].
The U(1) slave-particle representation [87, 88] consists
in cracking the physical electron down to the fermionic
spinon particle for the spin and the bosonic chargeon
particle for the charge. On each site of the system, there
could be 4 electron states: |φ〉, |↑〉, |↓〉 and |↑↓〉, and
different representation of slave particle uses different
description of these 4 electron states. Two representa-
tions are currently applied to describe the Mott transi-
tion, namely the U(1) slave-rotor representation [87] and
the Z2 slave-spin representation [96], [107]. In the U(1)
formulation, the ‘superfluid’ phase of the rotors is char-
acterized by an ordered rotor meaning the coherence of
the wave function over the whole system. The ‘Mott’
phase, in which electrons are rather localized on lattice
sites (rather than in k-space), is characterized by disor-
dered rotors implying the loss of coherence of the wave
function. The phase transition is described by the gap
acquisition of the rotors and the disappearance of the
quasiparticle poles in the electronic Green’s function.
In contrast, in the Z2 slave-spin representation, the
‘superfluid’ phase is represented by ordered Ising spins
of the quantum Ising model in a transverse field, and
the Mott phase is embodied by disordered Ising spins.
The main difference between the two representations lies
in the gauge fluctuations: the Z2 effective gauge field
predicts a phase with exotic vison excitations [55, 108–
110], while the U(1) Maxwellian gauge theory only im-
plies magnetic monopoles and is also widely used in the
context of studies of Hubbard models [87–89, 111]. We
choose here the U(1) rotor representation to study the
Mott transition [87, 88].
A. Mott Transition in U(1) Slave Rotor Theory
The U(1) slave-rotor representation [87, 88] consists of
labelling the 4 state Hilbert space by angular momen-
tum: |↑〉e = |↑〉s |0〉θ, |↓〉e = |↓〉s |0〉θ, |↑↓〉e = |↑↓〉s |1〉θ
and |φ〉e = |φ〉s |−1〉θ. The creation of a physical elec-
tron is the creation of a spin in the spinon Hilbert space
accompanied by raising the angular momentum in the
rotor Hilbert space, while the measure of the number of
electron is the measure of the angular momentum:
c†σ = f
†
σe
iθ cσ = fσe
−iθ, (48)
in which f†σ is a spinon creation operator with spin
σ, and eiθ is an angular momentum raising operator.
The Hubbard interaction Hamiltonian turns into HI =
∑
i
U
2 (ni−1)2 =
∑
i
U
2 L
2
i , in which we used the fact that
we consider the case of half filling.
Hence, following the lines of thoughts of the Kane-
Mele-Hubbard model [23], we can write the Hamiltonian
in the U(1) slave rotor representation as:
Hrotor =
∑
i
U
2
L2i +
∑
〈i,j〉
∑
σ
tf†iσfjσe
iθi−iθj
+
∑
i,j
∑
σ,σ′
it′f†iσfjσ′σ
w
σσ′e
iθi−iθj (49)
When applying the rotor formalism, we enlarge the
Hilbert space, therefore an extra constraint needs to be
imposed:
Li =
∑
σ
[
f†iσfiσ −
1
2
]
. (50)
In the Hamiltonian formalism, we can replace eiθi−iθj
and f†iσfjσ by their mean-field ansatz, and separate the
spinon and chargeon. By working out the ground state
mean value of these replaced observables, we obtain the
self-consistent equations to solve, or specifically:
Hf =
∑
<i,j>
tQff
†
iσfjσ +
∑
i,j
it′Q˜fσwσσ′f
†
iσfjσ′ (51)
Hθ =
∑
<i,j>
tQx cos(θi−θj)+
∑
i,j
t′Q˜x cos(θi−θj)+U
2
L2i
(52)
〈
eiθi−iθj
〉
〈i,j〉 = Qf
〈
eiθi−iθj
〉
i,j = Q˜f〈
f†iσfjσ
〉
〈i,j〉
= Qx
〈
iσwσσ′f
†
iσfjσ′
〉
i,j
= Q˜x.
(53)
We can obtain an effective rotor Hamiltonian by making
use of the mean field ansatz and solving Eqs. 51, which
is the anisotropic spin-orbit coupling model itself.
Hθ = −
∑
<i,j>
K cos(θi−θj)−
∑
i,j
G cos(θi−θj)+
∑
i
U
2
L2i ,
(54)
where
K =
∑
~k
|Qfg(~k)|2
E˜0(~k)
(55)
G =
∑
~k
∑
w
(2Q˜f t
′ sin(~k. ~Rw))2
E˜0(~k)
and
E˜0(~k) =
√
|Qfg(~k)|2 +
∑
w
(2Q˜f t′ sin(~k · ~Rw))2. (56)
We recall that w = x, y, z. We observe that the effective
rotor Hamiltonian is a non-frustrated XY model with
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first and second neighbours on the honeycomb lattice.
By resorting to the one-site mean-field approximation as
in Ref. [23], we can identify the critical interaction:
〈cos θ〉 = −2K
U
Uc =
4
NΛ
∑
~k
|g(~k)|
(57)
in which NΛ denotes the number of unit cells.
In order to do the main field approximation in a more explicit way, we pursue here the Lagrangian formalism of
which we can carry out the saddle-point approximation more easily in the path integral formulation. We keep the
same notation for mean-field ansatz but they can take different values in the Lagrangian formalism from those in the
Hamiltonian formalism.
The Hubbard interaction U2 L
2
i in the rotor representation is a kinetic term, and the constraint in Eq. 50 is now
imposed through the addition of the Lagrangian multiplier
∑
i hi
∑
σ(f
†
iσfiσ − Li − 12 ) to the Lagrangian. By using
i∂τθi =
∂H
∂Li
, we then obtain the whole action:
S =
∫ β
0
dτ
[∑
i
(iLi∂τθi + f
†
iσ∂τfiσ) +H
]
(58)
=
∫ β
0
dτ
[∑
i,σ
f†iσ(∂τ + hi)fiσ +
1
2U
∑
i
(∂τθi + ihi)
2 +
∑
i
(
h2i
2U
− hi
)
+ t
∑
<i,j>,σ
f†iσfjσe
iθi−iθj + h.c.+ it′
∑
i,j
∑
σσ′
σwσσ′f
†
iσfjσ′e
iθi−iθj
]
, (59)
where
H = Hrotor +
∑
i
∑
σ
[
f†iσfiσ − Li −
1
2
]
(60)
such that the constraint in Eq. 50 is imposed at a mean-
field level.
To solve the rotor model in the above action, firstly
we shall replace the rotor eiθi by a O(2) complex bosonic
fieldXi and treat the constraint |Xi|2 = 1 by a mean field
self-consistent equation (and formally treat the fermion
f† as a complex field f?). The Lagrangian for the rotors
then takes the form:
Lx =
∑
~k
−g(~k)QxXa?~k Xb~k − g(~k)?QxXa~kXb?~k + Q˜x
∑
k
t′g2(~k)(Xa?~k X
a
~k
+Xb?~k X
b
~k
) +
∑
~k
ρX?~kX~k
=
∑
~k
−|g|QxX l?~k X l~k + |g|QxXu?~k Xu~k +
∑
~k
Q˜xt
′g2(~k)(X l?~k X
l
~k
+Xu?~k X
u
~k
) +
∑
~k
ρX?~kX~k, (61)
in which g2(~k) = cos
(
~k · ~Rx
)
+ cos
(
~k · ~Ry
)
+
cos
(
~k · ~Rz
)
. We can derive the Green function for the
quantum rotor:
Gx =
1
ν2n
U + ρ+ ξ~k
, (62)
in which ξ~k = −Qx|g(~k)|+ t′Q˜xg2(~k), and νn is the Mas-
tubara frequency.
Then we can use the self-consistent equation of the
saddle-point for the rotor field
〈|Xi|2〉 = ∑~k 1Gx = 1 to
determine the critical value of U:
1 =
U
NΛ
∑
~k
1√
∆2g + 4U(ξ~k −min~k(ξ~k))
, (63)
where ∆g = 2
√
U(ρ+ mink(ξ~k)) describes the gap ac-
quired by the rotors which turns to be zero at the critical
point due to the condensation of the rotors resulting in
an extra constraint on the Lagrangian multiplier ρ.
The rotor gap formally becomes non-zero in the Mott
insulating phase. Then we get the expression of the crit-
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ical value Uc when ∆g = 0:
Uc =
 1
2NΛ
∑
~k
1√
ξ~k −min~k(ξ~k)
−2 . (64)
We can numerically evaluate the Mott transition versus
the spin-orbit coupling t′ and it turns out that Uc in-
creases monotonously when increasing t′, substantiating
the spin-induced induced Mott transition (see Fig. 1).
The critical line determining the Mott transition is iden-
tical to that in the Kane-Mele-Hubbard model [23].
B. Gauge Fluctuations above the Mott Transition
When we break the physical electron down to the
fermionic spinon and the bosonic rotor, then emerges a
U(1) gauge symmetry:
f†i → f†i eiφi , eiθi → eiθi−iφi (65)
that binds the chargeon and spinon together. In the Mott
phase, the rotors become disordered, and the local phase
of the rotors fluctuates considerably. We describe this
local gauge fluctuations by attaching a field strength Ac
simultaneously to the spinon and chargeons. Then we can
integrate out the rotors to get an effective action of the
fluctuating gauge field [23, 89] and describe the effects of
the fluctuating gauge field on the spinons. The response
of the spinons to the fluctuating gauge field clarifies the
emergence of a peculiar spin texture in the bulk.
We first apply the Hubbard-Stratonovich transfor-
mation to decouple the rotor field and the spinon
field by using the complex Gaussian integral equality:∫
dzdz exp(−|z|2 + uz + wz) = exp(uw) in which z and
z are the auxiliary field and 〈z〉 = w and 〈z〉 = u are
the saddle point. For the anisotropic spin-orbit coupling
model with an on-site Hubbard interaction, then this re-
sults in the effective Lagrangian:
L =
∑
i
f†iσ(∂τ + hi)fiσ +
1
2U
(∂τθi + ihi)
2
+
∑
<i,j>
(−t|ηij |2 − t|ηji|2 + tf†iσfjσηij + tf†jσfiσηji + tei(θi−θj)η?ij + tei(θj−θi)η?ji)
+
∑
i,j
(−t′|ζij |2 − t′|ζji|2 + it′f†iσfjσ′σwσσ′ζij + it′f†jσfiσ′σwσσ′ζji + t′ei(θi−θj)ζ?ij + t′ei(θj−θi)ζ?ji), (66)
where at the level of the saddle point solution ηij =〈
ei(θi−θj)
〉
〈i,j〉, η
?
ij =
〈
f†iσfjσ
〉
〈i,j〉
, ζij =
〈
ei(θi−θj)
〉
i,j
and ζ?ij =
〈
if†iσfjσ′σ
w
σσ′
〉
i,j
respectively on the
nearest-neighbor and next-nearest neighbor links, (simi-
lar relations of saddle points hold for ηji, η?ji, ζji and ζ?ji)
and it is worth noticing that ηij 6= ηji and ζij 6= ζji.
In the rotor ordered phase, ηij = η?ji (same with ζij on
the next-nearest-neighbours) and the gauge fluctuation
is suppressed, while in the rotor disordered phase ηij and
ηji become independent, and this can be described by
attaching a field strength Acij to the behavior of the link
variables ηij and ζij and the strong fluctuations of the
gauge field elucidates the difference for the link variable
in the two phases for the rotors:
{
ζij → ζijeiAcij ζ?ij → ζ?ije−iA
c
ij
ηij → ηijeiAcij η?ij → η?ije−iA
c
ij
(67)
We explicitly introduce a temporal gauge field Aτci at
site i in the action. We then obtain the spinon and rotor
Lagrangians:
Lf=
∑
i
∑
σ
f†iσ(∂τ − iAτci + hi)fiσ + t
∑
<i,j>
f†iσfjσηije
iAcij
+ it′
∑
i,j
ζijf
†
iσfjσ′σ
w
σσ′e
iAcij (68)
Lθ=
∑
i
(∂τθi −Aτci − ihi)2
2U
+ t
∑
<i,j>
ei(θi−θj−A
c
ij)η?ij
+ t′
∑
i,j
ζ?ije
i(θi−θj−Acij). (69)
Integrating out the rotor eiθ, we get a Maxwellian gauge
theory with coupling constants depending on the rotor
gap with ∆g indicating the magnitude of the gauge fluc-
tuations:
LAc =
∑
4
(
t′|ζij |
∆g
)3
cos(∇×Ac) (70)
+
1
2U∆g
(∂τAτci − ∂xAτci )2,
where the sum is carried out on all the triangle plaque-
ttes; ∆g is the rotor gap and ∇×Ac = Acij+Acjk+Acki on
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one triangle (i, j, k are the three vertices of the triangle)
and ∂xAτci = Aτci −Aτcj . In the rotor ordered phase, the
rotor gap ∆g = 0, so it costs an infinite energy to insert
any magnetic flux into the system, namely the gauge field
barely fluctuates. In contrast, in the rotor disordered
phase, the rotor gap ∆g becomes finite making the in-
sertion of the magnetic flux possible. Because the gauge
field is compact, the insertion of a 2pi flux (monopoles in
2+1 dimensions [101])∇×Ac = 2pi leaves the Maxwellian
gauge action invariant, which means magnetic fluxes can
be inserted adiabatically into the system without any cost
of energy. This implies the proliferation of the monopoles
in the space: the monopole correlation function in the
space
〈
m?(~r)m(~0)
〉
is a constant, in which m?(~r) cre-
ates a 2pi flux at ~r.
We now address the spinon response to this adiabatic
insertion of monopoles.
C. Spin Texture upon Insertion of Flux
The spinon Lagrangian under gauge fluctuation is the
anisotropic spin-orbit coupling model in Eq. 1 upon in-
sertion of flux of 2pi brought by the rotor gauge field Acij .
The spin-orbit coupling implies the spin Hall physics
elucidated in Sec. I B. In the context of Gedanken exper-
iment by Laughlin [98], the insertion of a U(1) flux leads
to an edge charge transport. In the context of spin Hall
effect, the insertion of a U(1) flux implies a contour in
the first Brillouin zone enclosing the time reversal points;
this contour denotes an exchange of Kramer pairs, there-
fore a Z2 spin pump [105]. In other words, flux insertion
triggers spin transport on the edge. The spinon of the
anisotropic spin-orbit coupling system is a similar sys-
tem, and flux insertion should incur spin transport in
the system (see Fig. 12). Some spin ‘charge’ would be
transported near the monopole core as the ‘edge’ of the
system. However, several difficulties are encountered in
the anisotropic spin-orbit coupling model, in contrast to
the Kane-Mele-Hubbard model [23]: 1. the non conser-
vation of spin number and the not-defined spin current
would make the Kubo formalism inapplicable here; 2. the
insertion of the magnetic flux is local instead of onto the
whole system as in the case of Laughlin U(1) pump and
the Z2 spin pump.
In order to study the spin behavior around the fluctu-
ating gauge field, here we apply the perturbation theory,
and quantitatively describe how local spin observables on
a given site are affected when a 2pi magnetic flux of the
gauge field Ac is adiabatically inserted into the spinon
system. We describe the adiabatic insertion of a magnetic
flux of the chargeon gauge field by making the gauge field
dependent on time Acij(τ) = Acijeητ , η > 0 in the time
interval of τ ∈] −∞, 0] and the gauge field with a field
strength Acij is inserted adiabatically within this time
interval. Considering the exceptional anisotropic proper-
ties of the system, we shall investigate the lattice gauge
field on each link around the flux, presuming that gauge
fields on different links X, Y or Z might have different
influences on the spin polarization at a given site that we
measure. We expect that a certain spin texture might ap-
pear around the inserted flux due to the spin-Hall nature
of the system, which is the main subject here.
We get back to the Hamiltonian formalism and apply
the perturbation method. The observable we measure is
SαM = f
†
MJσfMJσ′σ
α
σσ′ , (71)
in which α is the spin polarization, ~RM is the site at
which we measure the spin and J = A,B is the sublat-
tice isospin of the corresponding site. Resorting to the
time evolution operator, we can express the spin polar-
ization variation under the flux insertion perturbation
δH = (HS −H0S) in which HS is the spinon Hamiltonian
after the gauge insertion and H0S is the original spinon
Hamiltonian:
δSαM = e
∫ 0
−∞ iδHdτSαMe
− ∫ 0−∞ iδHdτ − SαM (72)
=
[
i
∫ 0
−∞
δHdτ, SαM
]
.
The original and the perturbed spinon Hamiltonians are explicitly given by:
H0S(τ) =
∑
〈i,j〉
tQff
†
iσ(τ)fjσ(τ) + it
′ ∑
i,j
Q˜ff
†
iσ(τ)fjσ′(τ)σ
w
σσ′
HS(τ) =
∑
〈i,j〉
tQff
†
iσ(τ)fjσ(τ)e
iAcij + it′
∑
i,j
Q˜ff
†
iσ(τ)fjσ′(τ)σ
w
σσ′e
iAcij
(73)
such that δH(τ) = HS −H0S becomes equal to:
≈
∑
~k,~k′,~q
∑
σσ′
f†Iσ(~k, τ)fI′σ′(~k
′, τ)
( ∑
〈~ri,~rj〉
~ρ=~ri−~rj
itQf (τ
x
II′<e+ τyII′=m)1σσ′Acρ(~q) exp(−i~k · ~ri + i~k′ · ~rj + i~q · ~Ri)
− t′Q˜f
∑
ri,rj
~ρw=~ri−~rj
τzII′σ
w
σσ′Acρw(~q)
[
exp(−i~k · ~ri + i~k′ · ~rj + i~q · ~Ri) + exp(−i~k · ~rj + i~k′ · ~ri + i~q · ~Ri)
])
τ ∈]−∞, 0],
(74)
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FIG. 12. (color online) The anisotropic spin texture developing into the bulk above the Mott critical point Uc as a function of
t′/t could be associated with the spin physics on the edge by invoking the U(1) pump argument to a system on a cylinder by
Laughlin [98]: the centered plaquette with flux inserted could be viewed as one edge and the infinity of the system as another.
The different sites in Table III C are labeled in the figure. The spin physics of insertion of flux could be mapped to the edge
spin transport on a cylinder under the insertion of flux and the emergent spin texture could be viewed as ‘spin charge’. When
the gauge field fluctuations insert monopoles (flux in 2 + 1 dimensions) into the system, the U(1) spin pump would induce
a spin texture around the ‘edges’, namely the core of the monopoles. The spin texture as a spin response summed over all
momenta shared similar configurations as the spin transport in Sec. I B: when t′/t 1 the three components are comparable
while t′/t 1 one dominant component of spin polarization will appear. The dominant spin polarization polarization depends
on the type of links intersected by the line connecting the measured site and the monopole core. It resembles the dependence
of the dominant spin polarization component on the types of links to which the boundary is parallel in the context of edge spin
physics in the AQSH phase.
in which ~ri = ~Ri+~rI and ~rj = ~Ri+~rJ are coordinates on
which spinon excitations due to the gauge field is consid-
ered. ~rI and ~rJ are vectors connecting the center of the
studied plaquette and the corresponding sites indicated
in Eq. B3; see Fig. 13. In Eq. 74, we add up by hand the
two terms of hopping on the next-nearest-neighbour links
in order to avoid the ambiguity of ±i when electrons hop
along or against the link orientation. Though the lattice
is translational invariant, the gauge field is not, render-
ing the problem of Fourier transformation more sophis-
ticated. We apply the Fourier transformation to derive
the spinon response:
fiIσ(τ) =
1√
N
∑
~k,τ
ei
~k·~rifIσ(~k, τ), (75)
knowing that the spinon system has also two gapped
bands as a reminiscence of AQSH phase. The energy of
the bands of the spinon system and the band projectors
are given explicitly by:
~k =
√
|Qfg(~k)|2 + (Q˜f )2(m2x(~k) +m2y(~k) +m2z(~k))
(76)
P±(~k)II′σσ′ =
1
2
[1± 1
~k
[Qfg(~k)(τ
x
II′<e+ τyII′=m)1σσ′
+ Q˜fτ
z
II′(σ
x
σσ′mx + σ
y
σσ′my + σ
z
σσ′mz)]].
(77)
The configuration of the lattice gauge field is explained
in Appendix B using the loop variable method and Ac(~q)
is the Fourier transformed form of the lattice gauge field.
The idea of loop variable construction is to write the
gauge field on a given link as the difference of the loop
variables on the two juxtaposing plaquettes of the link
so that ∇ · Ac = 0 is automatically satisfied. If φ~Ri and
φ~Ri+~dj are two loop variables on the plaquettes centered
at ~Ri and ~Ri + ~dj , then the gauge field along the link
vector ~ρ juxtaposed by these two neighbouring plaquettes
would be: Acρ = φ~Ri − φ~Ri+~dj and the link vector ~ρ is
in the counterclockwise orientation with regard to the
center plaquette at ~Ri.
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FIG. 13. (color online) The configuration of ~rI , ~rJ and ~Ri
related to Eq. 74, in which ~rI ~rJ are vectors connecting the
plaquette centers to its vertices and |~rI −~rJ | denotes the first
neighbour link; ~Ri gives the coordinates of the studied pla-
quette. We have to pay special attention to coordinates in
Eq. 74: ~ri = ~rI + ~Ri and ~rj = ~rJ + ~Ri. The sum over the
coordinates of the studied plaquette at ~Ri in Eq. (74) shall
induce the momentum conservation ~k − ~k′ = ~q of the spinon
excitations under the monopole insertion. The vectors ~dI and
~dJ are vectors connecting the plaquettes for the configuration
of gauge fields on the honeycomb lattice; see Appendix B.
If we write Eq. (74) in a matrix form, as in Eq. (78),
then the spin variation δSαM can be written in a concise
form. The commutator of the four fermions in Eq. 79
generates the band projectors indicating the excitations
of particle-hole pairs, and the spinon response is pro-
portional to the flux inserted. The sum over the center
plaquette coordinates ~Ri in Eq. (74) imposes the mo-
mentum conservation of ~k − ~k′ = ~q which means that
the gauge fluctuations excite particle-hole pairs with the
momentum exchange ~q equal to the momentum of the
fluctuating gauge field.
It is convenient to introduce the notations:
δH(τ) = 1
N
∑
~k,~k′
∑
σσ′
f†Iσ(~k, τ)fI′σ′(~k
′, τ)δHSII′σσ′(τ).
(78)
Then, in Eq. 79, the spin polarization variation is written
as a trace over spin space of the matrix product measured
on the Hilbert space of the sublattices |J〉:
δSαM =
1
N
lim
η→0
∑
~k1,~k
′
1
~k2,~k
′
2
∫ 0
−∞
dτ
[
f†Jσ(~k1, τ)fJσ′(~k
′
1, τ)σ
α
σσ′e
−i(~k1−~k′1)~RM , f†Iσ˜(~k2)fI′σ˜′(~k
′
2)
δHS
II′σ˜σ˜′
(τ)
~k2 − ~k′2 − iη
]
=
1
N
lim
η→0
∑
~k,~k′
Trσ(〈J | [P−(
~k′)δHsP+(~k)σα
~k + ~k′ − iη
exp(−i(~k − ~k′). ~RM ) + P−(
~k)δHsP+(~k′)σα
~k′ + ~k − iη
exp(i(~k − ~k′). ~RM )] |J〉).
(79)
site 1 2 3 a b c
Sx 0.0302 0.0302 -0.142 0.142 -0.0302 -0.0302
Sy 0.0302 -0.142 0.0302 -0.0302 0.142 -0.0302
Sz -0.142 0.0302 0.0302 -0.0302 -0.0302 0.142
site A1 B1 A2 B2 A3 B3
Sx 0.0314 -0.0314 0.0378 -0.0378 0.0378 -0.0378
Sy 0.0378 -0.0378 0.0314 -0.0314 0.0378 -0.0378
Sz 0.0378 -0.0378 0.0378 -0.0378 0.0314 -0.0314
TABLE I. Spin texture on the plaquette of inserted flux when
t = t′ = 1. The row represents the spin polarization in the
x, y and z component and the column represents the sites
labeled in Fig. 12.
The evaluation of the quantity in Eq. (79) is not so
simple because of the integral over the whole first Bril-
louin zone and therefore we have done this numerically.
The anisotropy is manifested by the spin texture depen-
dence on the site ~RM on which we measure the spin. A
table of numerical results of δSαM is listed; see Table I.
The spin texture is very localized around the inserted
flux, and numerical studies shows that the spin texture
becomes Sw ≈ 1.0 × 10−3 on the sites that are third
neighbours to the center O in Fig. 12. Therefore, we
focus on sites around the core of the inserted flux.
From Table I, we observe certain symmetries in the
spin texture and these symmetries are in fact inherent to
the original spinon system in Eqs. 51 and 68. Specif-
ically, the symmetry of a combination of 2pi/3 rotation
around the core of the inserted flux and spin polariza-
tion permutation. We denote the 2pi/3 rotation around
the core of the inserted monopole as R( 2pi3 ) under which
different sites are connected:

R( 2pi3 )
~R1 = ~R2;R(
2pi
3 )
~R2 = ~R3;R(
2pi
3 )
~R3 = ~R1
R( 2pi3 )
~Ra = ~Rb;R(
2pi
3 )
~Rb = ~Rc;R(
2pi
3 )
~Rc = ~Ra
R( 2pi3 )
~RA1 = ~RA3;R(
2pi
3 )
~RA3 = ~RA2;R(
2pi
3 )
~RA2 = ~RA1
R( 2pi3 )
~RB1 = ~RB3;R(
2pi
3 )
~RB3 = ~RB2;R(
2pi
3 )
~RB2 = ~RB1
(80)
The spin polarization permutation σ is defined as follows:
σ(Sz) = Sy
σ(Sy) = Sx
σ(Sx) = Sz.
(81)
If we write the symmetry operator as U = R( 2pi3 )σ,
which commutes with the spinon Hamiltonian in Eq. 51,
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FIG. 14. (color online) The ratio of Sx/Sz on site 1 in Fig.
12 as a function of t′/t. This indicates that there are two spin
textures when varying t′/t: 1. The subordinate spin polariza-
tion have an opposite component as the dominant polariza-
tion Sx = Sy = −0.6Sz when t’ is small compared to t; and
2. Sz  (Sx, Sy) when t′ > t.
then the spin texture response on different sites will be
related by this symmetry operator. Thus, we confirm the
numerical results that Sz1 = S
y
2 = S
x
3 , S
y
1 = S
x
2 = S
z
3 and
Sx1 = S
z
2 = S
y
3 , etc. Another symmetry is that spin tex-
ture on corresponding sites on different sublattices have
opposite signs: Sw1 = −Swc , Sw2 = −Swb , Sw3 = −Swa ,
(w=x,y,z) and identically for the sites A1 & B1, A2 &
B2, A3 & B3, etc. This symmetry is also present in the
original spinon Hamiltonian in that iσw is changed into
−iσw for the next-nearest-neighbour hopping on different
sublattices.
The anisotropy is manifested by one dominant compo-
nent of the spin polarization on different types of sites:
Sz1 = S
y
2 = S
x
3 on site 1, 2 and 3. The lines linking
these sites and the monopole core intersect respectively
the z, y and x links, so the dominant spin polarization
are Sz1 = S
y
2 = S
x
3 on site 1, 2 and 3. Accordingly, the
dominant spin polarization component on one site corre-
sponds to the type of links intersected by the line link-
ing the monopole core and the site under investigation.
The subordinate components and dominant component
on each site change differently when t′/t varies, thus gen-
erating two different types of spin texture above the Mott
critical point as in figure 5. At small t′/t, the spin texture
tends to zero (proportional to t′) because the appearance
of spin textures is due to the effective spin-orbit cou-
pling in the spinon sector; the subordinate components
are Sx = Sy = −0.6Sz on site 1, for example. At large
t′ > t, the subordinate components are small compared
to the dominant components Sx = Sy ≈ −0.2Sz. The
ratio between the subordinate components and the dom-
inant components is analyzed in Fig. 14. This shows
that the peculiar spin texture substantially develops by
increasing the ratio t′/t.
As mentioned earlier, the analogy between the edge
spin physics in the AQSH phase and the spin texture
in the bulk in the intermediate interaction regime can be
fleshed out using the argument of Laughlin [98], the U(1)
pump of a system on a cylinder with 2 edges, in which
‘charge’ transport on the edges would be induced under
insertion of flux of such topological system on cylinder.
However, the ‘charge’ in this anisotropic spin-orbit cou-
pling model is the ‘spin charge’. Fig. 12 illustrates how
the spin physics in the two different contexts, edges ver-
sus bulk, are related. The sites around the monopole
core are analogous to one edge and the infinity to an-
other, the spin texture on different sites are then ‘spin
charge’ transported around under the insertion of a fluc-
tuating flux. The anisotropy factor in the context of edge
states of the AQSH effect is related to the type of links to
which the boundary is parallel, and in the context of spin
texture in the bulk, it is the type of links intersected by
the line linking the monopole core and the corresponding
site. These anisotropy factors determine the dominant
spin polarization component when t′ > t.
The spinon response is influenced by a plasma of
monopoles rather than simply the insertion or destruc-
tion of one monopoles or two. Different from the Kane-
Mele-Hubbard model in which the correlation of two
monopoles separated far enough could trigger a homo-
geneous long-range magnetic order, the spin texture in
this anisotropic spin-orbit model beyond the Mott critical
point entails the coordination of several spin textures dis-
tributed around the monopole plasma; the real magnetic
structure in this regime has to be considered as a sta-
tistical average of these spin textures, which remains to
be explored in terms of difficulties such as frustration be-
tween spin texture induced by two juxtaposed monopoles
and confinement of the U(1) monopole plasma, etc.
The spin texture of two adjacent monpoles and one
pair of adjacent monopole-antimonopole is provided in
Appendix C. The results is heuristic and the spin-texture
induced by two adjacent monopole-antimonopole seems
to be in good agreement with the spiral order: when the
monopole-antimonopole pair is positioned along the x (y
or z) links the spin texture on the sites shared by the two
plaquetttes with fluxes penetrated would be in the Y Z
(XZ or XY ) plane. This result tends to agree with the
super-exchange Hamiltonian in Eq. (11) when J2  J1.
It is perhaps important to underline that the emergent
magnetism induced by the Mott transition will break the
time-reversal symmetry and the Kramers pairs which en-
ables the edge spin transport shall disappear.
IV. DISCUSSION
To summarize, following Ref. [61], we have explored
the Quantum Spin Hall physics in the presence of an
anisotropy in the spin-orbit coupling and taking into ac-
count the interaction between electrons then resulting in
a quite generic model Hamiltonian [55, 67].
At a general level, the bulk-edge correspondence still
exists in the topological band insulator phase at weak
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(to moderate) interactions implying for example that the
system is protected by a Z2 topological invariant. We
have shown that the helical edge states are now charac-
terized by a prevalent spin-orbital texture driven by the
anisotropy in the spin-orbit coupling and therefore this
phase is referred to as the Anisotropic Quantum Spin
Hall phase in Fig. 1. One could observe these features in
the edge states using current technology [27].
By increasing the interaction strength between elec-
trons, by analogy with the Kane-Mele-Hubbard model
[23, 25, 26, 106] and in agreement with a previous analy-
sis [55], we predict a Mott transition above which the
charge and the spin of an electron becomes disentan-
gled in the bulk and the ‘chargeons’ become localized
as a result of the dominant Hubbard interaction. At
the Mott transition, the Kramers pair at the edges now
shall disappear and even though the single-electron gap
does not close in the bulk at the transition, the elec-
tron Green’s function should eventually reveal a two-peak
structure above the fact reflecting such a disentangling
phenomenon of charge and spin. By applying the U(1)
slave-rotor theory [87] and considering gauge fluctuations
around the mean-field saddle point, we have thoroughly
analyzed how the pseudospin-orbital texture at the edges
now progressively proliferates into the bulk. Note that
such spin textures are different in the Kane-Mele Hub-
bard model, where above the Mott transition, the con-
densation of monopoles results in long-range XY spin or-
dering [23]. Deep in the Mott phase, our results suggest
a quantum phase transition between a Néel and a non-
colinear Spiral phase. The latter which takes place for
prevalent spin-orbit couplings has also been suggested in
Refs. [67, 68]. The ordering wave-vectors associated with
the Spiral phase are (2pi/(3
√
3), 0), (−pi/(3√3), pi/3).
At this point, it is perhaps relevant to pinpoint that
the magnetic order induced by this spin texture analy-
sis right above the Mott transition needs to be fleshed
out. Though the heuristic consideration of the adjacent
monopole-antimonopole pair — see Appendix C) — ap-
pears to be in good agreement with the spiral order,
we cannot definitely exclude the presence of an addi-
tional phase for moderate interactions for intermediate
strengths of spin-orbit couplings, as found for example in
Ref. [55], since the present analysis does not incorporate
very well frustration effects. Meanwhile, the formation
of Néel order above the Mott critical point is a subject
under current debate in similar situations [26, 89, 112–
114, 117–123]. The results found in this paper may have
a direct relevance for the understanding of thin films of
NaIr2O3 [85] and possibly Lithium-based iridates or ar-
tificial graphene subject to gauge fields [124, 125]. We
also note some analogy with the interacting spinful Hof-
stadter problem discussed in Ref. 126. Monopoles have
also been investigated in spin ice materials [127] and also
in the context of polariton quantum fluids [128].
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Appendix A: Edge State Solution via Transfer Matrix
In this Appendix, we provide an analytical solution of the edge states, formally at U = 0, following for example
44. We can view the system as semi-infinite with layers of one-dimensional two-sublattice chains coupled together as
in Fig. 3 [115, 116]. We note the wave function on the nth layer as ψnA,B , then we can write down the Schrödinger
equation of the system:
[
−it′(e−i
√
3
2 kxσz − ei
√
3
2 kxσy)τz − t
2
(τx + iτy)
]
ψn+1 + Eψn +
(
2t′ sin
√
3kxσxτz − 2t cos
√
3
2
kxτx
)
ψn
+ [it′(ei
√
3
2 kxσz − e−i
√
3
2 kxσy)]ψn−1 = 0
(A1)
Let us write down the wave function decaying when penetrating into the bulk: ψnJσ =
∑
i λ
n
i uiJσ such that the wave
function vanishes at the edge ψ0 =
∑
i uiJσ = 0. Then the Schrödinger equation reads:
EuiJσ = [c
i
xτx + c
i
yτy + (m
i
xσx +m
i
yσy +m
i
zσz)τz]uiJσ = MiuiJσ, (A2)
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in which
cix =
t
2
(
λi +
1
λi
)
− 2t cos
√
3
2
kx
ciy =
it
2
(λi − 1
λi
)
mix = −2t′ sin
√
3kxσx
miy = it
′(λiei
√
3
2 kx − 1
λi
e−i
√
3
2 kx)
miz = −it′(λie−i
√
3
2 kx − 1
λi
ei
√
3
2 kx).
(A3)
We can diagonalize the matrix in Eq. A2 by squaring it:
E2 = t2 +4t2 cos2
(√
3
2
kx
)
+4t′2 +4t′2 sin2
√
3kx+4t
′2 cos
√
3kx+2t
2 cos
√
3
2
kx(λi+
1
λi
)−2t′2 cos
(√
3kx
)
(λi+
1
λi
)2.
(A4)
Eq. A4 is a second-order equation of λi + 1λi and a fourth order equation of λi. There are 4 roots of λi among which
two of them satisfy |λi| < 1, and if λi is a root of the equation so is 1λi . Therefore, we are allowed to write the wave
function as a superposition of two eigenvectors:
ψn = u1λ
n
1 + u2λ
n
2 . (A5)
The vanishing of the wave function at the edge gives that u1 = −u2 = u, then the wave function shall be written as:
ψn = (λ
n
1 − λn2 )u. (A6)
The fact that the two matrices E −Mi (i = 1, 2) in Eq. A2 are sharing a null-eigenvector implies that
Det(E −M1) = Det(E −M2) = Det(a1(E −M1) + a2(E −M2)) = 0, (A7)
in which a1,a2 are two arbitrary constants. This is equivalent to:
E2 = (c1x)
2 + (c1y)
2 + (m1x)
2 + (m1y)
2 + (m1z)
2 = (c2x)
2 + (c2y)
2 + (m2x)
2 + (m2y)
2 + (m2z)
2
= c1xc
2
x + c
1
yc
2
y +m
1
xm
2
x +m
1
ym
2
y +m
1
zm
2
z.
(A8)
Then we have:
(c1x − c2x)2 + (c1y − c2y)2 + (m1x −m2x)2 + (m1y −m2y)2 + (m1z −m2z)2 = 0, (A9)
(λ1 − λ2)2
[
2t′2 cos
√
3kx
(
1 +
(
1
λ1λ2
)2)
+
t2 + 4t′2
λ1λ2
]
= 0. (A10)
λ1 = λ2 gives a trivial solution, then we can find λ1λ2 from the above equation. If we put L = t
2+4t′2
2t′2 cos
√
3kx
, then:
M = λ1λ2 =
−L±√L2 − 4
2
. (A11)
Since we must impose |λi| < 1 (i = 1, 2), this implies that |λ1λ2| < 1. The first Brillouin zone for the one-dimensional
chain is [0, 2pi√
3
], resulting in: {
λ1λ2 = −L−
√
L2−4
2 kx ∈ [0, pi2√3 ] ∪ [ 3pi2√3 , 2pi√3 ]
λ1λ2 = −L+
√
L2−4
2 kx ∈ [ pi2√3 , 3pi2√3 ].
(A12)
From Eq. (A2) we find:
λ1 +
1
λ1
+ λ2 +
1
λ2
= (1 +
1
λ1λ2
)(λ1 + λ2) =
t2 cos
√
3
2 kx
t′2 cos
√
3kx
. (A13)
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FIG. 15. (color online) The numerical study of spin polarization magnitude as a function of layer in the system of 70 layers of
one-dimensional chains described by Eq. A1 at t′ = 0.5t.
From λ1 +λ2 =
t2 cos
√
3
2 kx
t′2 cos
√
3kx(1+
1
λ1λ2
)
= N we can work out the two eigenvalues λ1 and λ2: λ1,2 = −N±
√
N2−4M
2 which
gives us the penetration length: ξ1,2 = − ln(λ1,2). From the relation:
(λ1+
1
λ1
)(λ2+
1
λ2
) =
(λ1 + λ2)
2
λ1λ2
−2+λ1λ2+ 1
λ1λ2
=
E2 − (t2 + 4t2 cos2
√
3
2 kx + 4t
′2 + 4t′2 sin2
√
3kx + 4t
′2 cos
√
3kx)
2t′2 cos
√
3kx
(A14)
we find the dispersion relation for the edge states and this fit well with the spectrum obtained numerically in Fig. 15:
Eedge = ±
√
4t2 cos2
√
3
2
kx + 4t′2 sin2
√
3kx −
4t′4 cos4
√
3
2 kx
t2 + 4t′2 − 4t′2 cos√3kx
. (A15)
In order to find the wave function, we can use the projector:
P i± =
1
2
(
1±
(
cix
E0
τx +
ciy
E0
τy + (
mix
E0
σx +
miy
E0
σy +
miz
E0
σz)τz
))
(A16)
that diagonalizes Eq. (A2). The eigenvector u is the intersection of the two projected spaces entailed by P 1,2− .
Appendix B: Lattice Gauge Field Configuration by Construction of Loop Variables
Loop variables is a tool to trace out the lattice gauge field configuration by attaching a loop variable to each
plaquette. We follow the notations of Sec. III C in the main text, except that the gauge field is renamed A (instead
of Ac) for simplicity.
Then the gauge field on the links as the difference of left hand side and the right hand side loop variables when one
is oriented along the gauge field direction on the link or ∇ × φ = A in the continuous limit. The advantage of this
construction is the automatic satisfaction of ∇ · A = ∑j AOj = 0 on a given site O. Then the equation ∇×A = Φm
is translated into the Laplacian equation after doing the Fourier transformation:
∇×A = zφ(~Ro)−
∑
j
φ(~Ro + ~rj) =
∑
~q
φ(~q)(z −
∑
j
exp(i~q · ~rj)) exp(i~q · ~Ro) = Φmδ~Ro, ~O, (B1)
where z is the coordinate number, ~rj are vectors connecting neighbours and ~Ro is the center of a plaquette. Now we
look at the gauge field configuration for honeycomb lattice in Fig. 16. If we note h(~q) =
∑
j exp(i~q · ~rj), then making
use of the fact that center of the hexagonal plaquettes form a triangular lattice which is a Bravais lattice, we can
implement the Fourier transformation naturally enough.
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FIG. 16. (color online) The lattice gauge field configuration on the honeycomb lattice. On each triangular and each honeycomb
plaquette, a lattice loop variable is defined. The gauge field on the counterclockwise oriented links are defined as loop variables
on the left hand side minus loop variables on the right hand side of the link when travelling parallel to the link orientation. For
example, Aa2 = φ0−φa1. The loop variable construction satisfies automatically ∇ ·A = 0, and ∇×A = Φmδ~Ro, ~O is expressed
by a Laplace equation in Eq. B1, in which Φm is the magnetic flux penetrating the center of the plaquette.
A1a = φo − φa2 =
∫
dq exp(i~q · ~Ro)Φm 1− exp(i~q · ~ra2)
6− h(~q)
Aa2 = φo − φa1 =
∫
dq exp(i~q · ~Ro)Φm 1− exp(i~q · ~ra1)
6− h(~q)
A2c = φo − φc2 =
∫
dq exp(i~q · ~Ro)Φm 1− exp(i~q · ~rc2)
6− h(~q)
Ac3 = φo − φc1 =
∫
dq exp(i~q · ~Ro)Φm 1− exp(i~q · ~rc1)
6− h(~q)
A3b = φo − φb2 =
∫
dq exp(i~q · ~Ro)Φm 1− exp(i~q · ~rb2)
6− h(~q)
Ab1 = φo − φb1 =
∫
dq exp(i~q · ~Ro)Φm 1− exp(i~q · ~rb1)
6− h(~q) . (B2)
The field strength on vectors connecting next-nearest-neighbors are more complicated since the loop variables
defined in the center of the triangular lattice are not on a Bravais lattice, and therefore in order to obtain the right
configuration we need an extra constraint between the two sublattices to ‘massage’ the above construction into the
right Fourier transformed expression. To take the example of the sublattice of a, b, c in Fig. 12, we apply the following
constraints derived from ∇×A = 0:
3φa = φ0 + φa1 + φa2
3φb = φ0 + φb1 + φb2
3φc = φ0 + φc1 + φc2 . (B3)
Then we get eventually:
A12 = φ0 − φa =
∫
dqΦm
2− exp(i~q · ~ra1)− exp(i~q · ~ra2)
6− h exp(i~q ·
~Ro)
A23 = φ0 − φc =
∫
dqΦm
2− exp(i~q · ~rc1)− exp(i~q · ~rc2)
6− h exp(i~q ·
~Ro)
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A31 = φ0 − φb =
∫
dqΦm
2− exp(i~q · ~rb1)− exp(i~q · ~rb2)
6− h exp(i~q ·
~Ro)
Aac = φ0 − φ2 =
∫
dqΦm
2− exp(i~q · ~ra1)− exp(i~q · ~rc2)
6− h exp(i~q ·
~Ro)
Acb = φ0 − φ3 =
∫
dqΦm
2− exp(i~q · ~rc1)− exp(i~q · ~rb2)
6− h exp(i~q ·
~Ro)
Aba = φ0 − φ1 =
∫
dqΦm
2− exp(i~q · ~ra2)− exp(i~q · ~rb1)
6− h exp(i~q ·
~Ro). (B4)
Appendix C: Spin Texture under Two Adjacent Monopoles
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FIG. 17. (color online) The spin texture under the monopole-antimonople pair (two monopoles) on two adjacent plaquettes:
(a) the spin texture on site 1 when the monopole-antimonopole are respectively inserted on plaquette O and b1 Fig. 16. (b) the
spin texture on site 3 when the monopole-antimonopole are respectively inserted on plaquette O and c1. (c) the spin texture
on site 1 when two monopoles are inserted on plaquette O and b1. (d) the spin texture on site 3 when two monopoles are
inserted on plaquette O and c1.
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FIG. 18. (color online)The spin texture on site 1 when the monopole-antimonopole pair (left panel) or the two monopoles are
respectively inserted on plaquette O and b2.
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