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Abstract 
Starting with n labeled vertices and no edges, introduce edges, one at a time, so as to obtain 
a sequence of graphs each having no vertex of degree greater than f: The latter are called 
f-graphs. At each step the edge to be added is selected with equal probability from among those 
edges whose addition would not violate the f-degree restriction. This procedure is called the 
Random ,f-Graph Process (RfGP) of order n. Here we determine some properties of the numbers 
of paths, cycles and components for the RZGP and provide the vertex degree distribution for 
all f 3 2. 
1. Introduction 
Starting with n labeled vertices and no edges, introduce edges, one at a time, so as to 
obtain a sequence of graphs each having no vertex of degree greater than f: The latter 
are called f-graphs. At each step the edge to be added is selected with equal probability 
from among those edges whose addition would not violate the f-degree restriction. 
This procedure is called the Random f-Graph Process (Rf-GP) of order n. 
This process has as a special case the classic Erdas-Rknyi Random Gruph Process, 
this being the case f= n - 1. The bounded degree restriction f < n - 1 introduces 
difficulties of a type different from those encountered in the Random Graph Process. 
However, many of the questions posed are the same, for example, those related to 
evolution such as hitting times and structure properties of the random graphs at 
various points in the evolution. As described in [4], there are many unresolved 
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questions concerning the Rf-GP. The interest in random graphs with bounded degree 
and in particular in the context of the Rf-GP follows from their natural occurrence in 
chemistry and physics applications, where random bounded degree graph models 
have played a central role for many years [3,7]. In particular, we note that the RJ1GP 
models a nonreversible process which is of interest in chemistry [S, 61. Such a process 
is referred to as a kinetic model, in contrast to an equilibrium model in which each of 
the edges of the random graph are independently present with some given probability. 
In [l] we showed how a differential equation technique can be used to obtain the 
asymptotic degree distribution for a random graph generated by the R$GP. 
The results are valid for any step in the Rf-GP for which the asymptotic proportion 
of vertices of degree f is not unity. Here we apply this technique to the R2-GP 
and obtain information about the numbers of paths, cycles and components in 
graphs generated by this process. In the closing section, along with some comments 
we provide the vertex degree distribution for a random graph in the RfGP for all 
f 3 2. 
2. Distributions of paths and cycles in the R2-GP 
We first note that after s steps in the R2-GP a 2-graph G, of size s and order y1 is 
obtained. This graph is the union of paths and cycles. Let Yj and Zj denote the 
random variables defined by Yj(s) = the number of paths of order j (j = 1,2, . . , n) 
and Zj(S) = the number of cycles of order j (j = 3,4, . . . , n) contained in G,. 
Let t = s/n (note t = s/(fn/2) in the general case f > 2) and G, the random 2-graph 
obtained at step s of the R2-GP. Thus, t is the proportion of edges relative to the 
maximum number of edges that can be present in G, in the evolution of G, as t goes 
from 0 to 1. By definition G, = G, and consequently G, has size s and order n. 
We define yj(t) = jYj(t)/n SO that yj(t) is the proportion of vertices, relative to n, in 
the path components of order j in G,. Similarly, zj(t) = jZj(t)/n is the proportion of 
vertices in the cycle components of order j in G,. In particular, let 
Y(t) = f yj(t) and z(t) = f: zj(t) 
j=l j=3 
so that y(t) + z(t) = 1. 
Another random variable of interest is K, the number of components in G,. Here we 
have 
K(t) = i Yj(t) + i Zj(t) 
j=l j=3 
so that 
k(t) = K(t)ln = i yjo + i zi(ti. 
j=l J j=3 J 
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Since G, has n - s path components, 
k(t)=l-t+ i si(t), 
j=3 J 
(2.1) 
For later use we note that Y1 (t) = X,(t), the number of isolated vertices in G,. and 
2 i yj(t) = xl(t), 
.j= 2 
where X1 (t) is the number of vertices of degree 1 in G,. 
Furthermore, x0(t) = X,,(t)/n = Y, (t)/n = yl (t), xl(t) = X1 (t)/n and from [l] 
x1(t) = -xo(t)lnxO(t). 
Thus, xl(t) = -yl(t)lnyI(t). 
In the next section we derive differential equations for yj(t) and Zj(t). 
3. Differential equations for paths and cycles 
Since 0 d t < 1 and s is a nonnegative integer, it will be clear, provided s is greater 
than 1, whether t or s is being used as the variable in the function we are working with. 
In particular, 
?Yj(l) = Yj(t) = Yj i = Yj(S) 0 
and 
; Zj(t) = Zj(t) = Zj i = Zj(S). 0 
We also define M(t) = X,(t) + X1(t) and m(t) = M(t)/n. As described in 
Cl], an approach to studying a random variable X in the Rf-GP is to replace the 
change X(s + 1) - X(s) by its expected change as s goes from s to s + 1, and through 
this obtain a differential equation for X/n as n + CD. Although this approach appears 
to be well known in Markov process theory [S, 91 and in chemistry applications 
[S, 61, it has not been fully exploited in random graph theory. We first apply 
this technique to yj(t) and zj(t) and obtain the following theorem. In what 
follows we assume that, for sufficiently large n, the discrete functions yj(t) and zj(t) are 
replaced, with no change of notation, by smooth functions with domain 0 < t < 1 
whose values coincide with the values of yj(t) and zj(t) on all common points of their 
domains. 
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Theorem 3.1. Given that Yj(t) and Zj(t)for j = 1,2, . . , n denote the number of paths of 
order j and the number of cycles of order j, respectively, and K(t) the number of 
components in Gt, let yj(t) =jYj(t)/n, zj(t) = jZj(t)/n, k(t) = K(t)/n and 
m(t) = x0(t) + xl(t). Then, if 0 < t < 1 it follows that 
dyl 2Yl 
- --> 
dt- m 
dy2 2~: 4~2 -- 
x=2 m’ 
(3.1) 
(3.2) 
dyj (4j/(j - l))Yj-lYl + sjC~!~‘(YiYj-i/i(j - 9) 4Yj -= 
dt m2 
--; forj33, (3.3) 
dk 
dt= 
-1. 
Proof. First notice that for 0 < t < 1 we have lim,,, m(t) > 0 a.s. 
Since Y1 = X0 (the number of isolated vertices in G,) we have 
X0/n = x0 = Yl/n = y1 and from [l] we have dx,/dt = -2x0/m. Thus, 
dy, 2~1 -= -- 
dt m’ 
Let a = s/n be fixed. Then, for y, we have 
dy, 
dt fZO = r!!ff 
~2 (a + l/n) - h (4 
W 
= lim (ny, (a + l/n) - ny, (a)) 
n-rm 
= lim (2 Y2 (a + l/n) - 2 Y,(a)) 
n-co 
= 2 lim (Y,(s + 1) - Yz(s)). 
II-41 
We now replace the change in Y, by its expected change as s goes from s to s + 1. 
where D = (7) - Y, and M = X, + X1. Note that Y2 is the number of isolated edges 
in G, and the variable s has been suppressed to simplify the notation. We now 
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compute this limit so as to obtain dy,/dt. Next note that if we let 
17 
Y= ~ Yj, 
j=2 
that is, Y is the number of paths 
number of vertices of degree 1 
Y,_r + Y, is either 0 or 1, so 
derivative of y, as follows: 
2 
lim 
Yr - Yr -4YzYr - 
n-tot 
of order at least 2, then Y = X1/2, where XI is the 
in G,. Therefore, Y = O(M). We also have that 
that Y,_ 1 + Y,, = 0 (1). We can now rewrite the 
8Y,(Y - Y,) + SY,(Y,_, + Y,) - 8Y; + 8Y2 
D 
_ 
Since D = O(M2) and Yj = O(M) with M - cn we have 
dy2 Y:-4Y2Y1-8Y2Y 
dt f=LI = M2/2 
Y: - 2Y2Yl--Y2xl = 
m2 
_ 2 
-( 
Y? -~Y~YI - ~Y~YI( -ln~l) 
m2 1 
-( 
_2 Y?-~Y~(Y~ -yllny,) 
m2 1. 
Usingm=xO+xI=x,-xOlnxO=y,-y,lny,,weobtain 
dy2 2~; 4~2 -- 
dt t=a=? m 
For paths of order j 3 3 the derivatives are a bit more complicated. As before for 
j 3 3 we start with 
dYj = lim Yjta + l/n) - Yjta) 
dt ,=u n+3c fin 
= lim j(Yj(S + 1) - Yj(s)). 
n--t5 
The expected change here is P(AYj = 1) -P(AYj = - 1) - 2P(AYj = -2) with 
P(AYj = 1) = 
2Yj_r Yr + 4 CL!L2’ Y’Y _’ t 2 I j I 
D 
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P(AYj = -1) = 
2YjY1 + 4yj(CrIi Yi - Yj) + Yj 
D 
3 
4(1’) 
P(AYj= -2)=~. 
Thus, for j > 3 
= lim j 
2Yj_, Y1 + 4~Lj12;1YiYj_i_2YjY1 -4Yj(Crl: Yi- Yj)- Yj-S(~) 
n-too D 
= lim j 
2Yj_,Y,+4~\i;2i/YiYj_i-2YjYlV4Yj~~T~Yi-Yj+4Yj 
n-Cc D 
Since Y = I’!=, Yj, we have 
n-j 
zz yj = Y - i_.ij+I yi. 
The expression CT=,_ j+ 1 Yi contains n - (n -j + 1) + 1 = j terms each with an 
upper bound no bigger than n/(n - j + 1). Thus, 
i Yi<n_y+l and Yj<y. 
i=n-j+l 
This in turn yields 
yj i Yi d 
n2 
i=n-j+l n-j+l’ 
With these observations in mind we rearrange dyj/‘dtlt=, into the sum of the following 
two limits: 
lim j 
2Yj_lY1 +4CLj!i’YiYj-i_2YjY1 -4YjY 
n+m D 
and 
lim j 
4YjCy=n_j+l Yi - Yj + 4Yj 
n-tm D 
Since, by hypothesis M - cn, the second limit goes to 0. Therefore, 
d Y j .2Yj_,Y1+4CLli~‘YiYj_i_2YjYI_4YjY 
dt rca =I M2/2 
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which in turn yields 
=j 
(2/(j - 1)) yi_ryI + 4 xi’=I:,‘(yiyj-i/i(j - i)) - (2lj)yjyI + (2ij)yj!‘t lnyr 
m2/2 
and 
dJ’j _ @/(j - l)) Yj- IYI + 4 Z~!‘zl(YiYj-iii(j - i)) 
dt -J 
4YJ 
-- 
m2/2 m 
Next, for cycles we proceed as follows: 
dz 2 
dt l=c, ==!? 
zj(a + l[yj - zj(a) tj 3 3) 
= lim j(Zj(S + 1) - Zj(s)). 
n-x 
Replacing Z,j(s + 1) - Zj(s) by its expected change, we obtain 
dzj 
= lim j3. 
dt ,=a n-x D 
Since D = O(A4’) and CT=, Yi = Xi/2 = O(M) implies Yi = O(M), we obtain 
dz. __1! 
dt l=u = 
0. 
Finally, for the number of components we have (cf. (2.1)) 
4. Solutions of the differential equations 
In this section we solve the differential equations of Theorem 3.1. We present the 
solution for yi (i 3 2) as a function of y1 rather than t. So we start by establishing the 
relation between y1 and t. 
Theorem 4.1. If Yl(t) denotes the number of paths of order 1, that is the number of 
isolated vertices in G,, and y, = y1 (t) = Y1 (t)/n, then 
~‘~(2 - lnyr) = -2t + 2. (4.1) 
Proof. From Theorem 3.1, Eq. (3.1), and the fact that m = y,(l - lnyl) (see Cl]). we 
obtain the following ordinary differential equation: 
dyr 2 
dt= -1 -1nyr’ 
with the initial condition y, (0) = 1. Solving this initial value problem we get (4.1). 0 
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Fig. 1. The limit degree distributions for the R2-GP. 
It is easy to see that (4.1) is the bisection mapping t to y, for 0 < t < 1 (see Fig. 1). 
Fig. 1 shows the vertex degree distributions for the R2-GP. 
Theorem 4.2. Given that Yj(t) for j = 1,2, . . . , n denotes the number of paths of order 
j in G,, let yj(t) =jYj(t)/n. Then, if t < 1 it follows that 
s 1 Y2 =_v: dx Y1 x2(1 - lnx)’ 
andforj>2 
Yj = cj(Yl)Yf7 
where 
cj(Yl) = 
s 
l (2jltj - l)) Yj- 1 x + 4j &!!‘,J(yiyj- ilitj - i)J 
dx. 
YI 
x4(1 - lnx) 
(4.2) 
(4.3) 
Proof. First let us notice that 
dyz dyz dy, 
dt=dL’1dt= 
-2?!Ldy, 
m dy, 
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allows us to rewrite Eq. (3.2) in the following form: 
1 dyz _2?‘2_ 
dy1 !‘I 1 - lnyt 
(4.4) 
We solve this first-order linear differential equation using the variation of parameters 
method. Since the solution of the auxiliary equation 
dyz _ 2 -“2 
d’, ~1 
is of the form 
we have dy,,ldy, = c’y: + 2CJjl and after substitution into (4.4) we get 
1 
c’(yr) = - 2 
yr (1 - lny,)’ 
Since y2 = 0 when y, = 1, we get 
s 1 dx ~(J’I) = )‘, x2(1 - lnx)’ 
to complete the proof of formula (4.2). 
Similarly, for ,j > 2 from (3.3) we get the following first-order linear differential 
equation: 
dq’iC2.Y_ 
(2j/(j - l))yj_ryr + 4jz\i_:‘(yiyj-Ji(j - i)) 
dy, ~‘1 ~12(1 - lny,) 
The solution of the auxiliary equation is of the form yi = Cjy: and as the differential 
equation for cj(y,) we get 
c;(y,) = - 
(2j/(j - l))Yj-14’1 + ~~~L~~Z;(_,Vi~j~i/i(j - i)) 
4’?(1 - lny,) 
with the initial condition yi = 0 for y, = 1. q 
Theorem 4.3. Given that Zj(t) for j = I, 2, _. , n denotes the number of cycles of order 
j and K(t) the number of components in G,. let zj(t) =,jZj(t)/n and k(t) = K(t)/n. Then, if 
t < 1 and n + x it follows that zj(t) = 0, that is 
Z,-(t) = o(n) 
and 
k(t) = 1 - t. 
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Proof. The proof of the formula for zj(t) is a consequence of the equation dzj/dt = 0 
and the initial condition zj(O) = 0. 
From 
k(t) = 1 - t + i Zi(t) and 
j=3 J 
lim zj(t) = 0, 
n-rot 
we have lim,,, k(t)=l-t. 0 
5. Comments on f > 2 
In the Rf-GP, let Xi(t) denote the number of vertices of degree i in G,. Then, 
Xi (t)/n = Xi(t) is the proportion of vertices of degree i in G,. From [ 1, Corollary 2.1. l] 
we have for 0 d t < 1 and n -+ co 
Xi(t) = 
xo(G(-lnx0@))’ 
i! ’ 
i=l,2 )...) f-1, 
where x0(t) is the proportion of vertices of degree 0 and xf(t) = 1 - Cfii xi(t). 
In Figs. 2, 3, and 4 we display these limit distributions for f = 3,4, and 5. 
Theorem 5.1. In the Rf-GP the degree of a vertex in G, with 0 d t < 1 is a random 
variable D(t) with range (0, 1,2, . . ,f}. Then E(L)(t)) =ft and 
Var(D(t)) = (1 - xs - xs-1)1n2x0 +ft - (ft)2. 
Proof. By definition E(D(t)) = Ci=, ixi(t). By [l, Corollary 2.1.11 we have 
1 f-1 
Thus, 
s-1 f-1 f-1 
ft =f- 1 (f- i)Xi(t) =f-f C Xi(t) + C iXi(t) 
i=O i=O i=O 
=f-f(l - x/(Q) + E(W)) -fxsW 
= E@(t)). 
Next, if E(D,(t)) denotes the second factorial moment of D(t), we get 
E(D,(t)) = i i(i - l)xi(t) = i i(i - ““y: -lnxo)’ 
i=2 i=2 
s xo(-lnxo)i-2 
=ln2xo C 
f-2 x0( -lnx,)’ 
i=2 (i-2)! 
= ln2xo 1 
i=O i! 
= (1 - xf - xf_1)ln2xo. 
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Fig. 2. The limit degree distributions for the R3-GP. 
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Fig. 3. The limit degree distributions for the RCGP. 
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Fig. 4. The limit degree distributions for the RS-GP. 
And finally, from the fact that Var(D(t)) = E@,(t)) + E@(t)) - E2(D(t)), we 
have 
Var(D(t)) = (1 - xI - xf-i)1n2x0 +ft - (fr)2. q 
The analysis of other properties of G, with 0 d t < 1 for f > 2 is not immediately 
obvious to us. It is known [2] that in the early stages of the RfGP when f> 2 there 
will only be acyclic components and the structure of G, is just like the unbounded case. 
However, it is not clear what the evolving structure will be beyond these early stages 
and whether there are threshold values oft < 1 of any kind in the context of the study 
of this paper. Thus, we propose the following question. 
Problem. Let Tj(t), j = 1,2, . . , n, denote the number of trees of order j in G, with 
t fixed and 0 < t < 1. What is the asymptotic distribution for Tj(t)/n as n + co? 
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