The main aim of this paper is to present how to transform user requirements models into a software architecture for mobile applications. 
Introduction
In the past few years, mobile communications and Internet technologies are enabling the access to information * This work has been supported by projects USE-ME. at any time and anywhere. In a mobile computing environment, the user interacts with a mobile information space with info-mobility context-aware services. These are services providing information relevant or useful to users in a given context. It is unreasonable to expect a user to manually configure his/her applications to provide the services he/she wants to use in a given instant, particularly when the "most appropriate" service changes as the user moves from one context to another. This is why mobile applications must be aware of the current computational and physical environment surrounding the user and dynamically modify their behaviour to suit the situation. An effective software infrastructure for running mobile applications must be able to find, adapt, and deliver the appropriate services to the user computing environment based on his/her context. The current trend in the software industry is for service providers to supply reusable functions via application components called services. These services are described using a standard description language and, in the future, using standard ontologies. Such descriptions could enable automatic composition of services, which in turn enables an infrastructure that dynamically adapts to tasks. Building applications involves specifying the right compositon of services, building a user interface, and orchestrating the data flow among the various components [1] .
Our approach for identifying the system components for such architecture (the conceptual model) requires the software engineer to start the development by defining the functional model (use case diagram) that reflects the system functionalities offered to its users from their perspectives [2] [3] . A system functionality is to be accomplished by the communication and activity coordination between system objects, and can be validated, at this level, by the construction of a specific workflow between system objects.
The problem of obtaining architectural design models from analysis models is not simple and easy and faces several difficulties [4] . Generically, it involves several decisions that cannot be done by a method or a tool, due to the natural discontinuity between functional and structural models. Holland and Lieberherr consider that the identification of objects and the description of the relationships between them are two of the three challenges of objectoriented design [5] .
There are many works that propose solutions to tackle this problem, namely by guiding the transformation of use case models into object/class models [6] [7] [8] [9] . In [10] [11], two approaches are proposed for a use case rationale based on goal identification. These approaches can be used for a better supported transition for the architectural design issues. However, they lack an explicit scenario framework for capturing the semantic intentionality of each use case. This could be incorporated by adopting some scenariobased requirements engineering techniques, such as those suggested in [12] [13] .
This paper presents a novel approach for solving a real problem faced by software engineers, which consists on the definition of the system objects based on the use cases and their respective textual descriptions. The strategy uses the object types (interface, data and control) defined in [6] . Our approach extends the results presented in [2] [3] [14] and it incorporates some mechanisms that allow software engineers to relate each object with the use cases that gave origin to it. Due to the relatively weak support of UML 1.5 to component-based design, we have decided to use the object concept of UML to represent system-level entities or components.
Requirements Modeling
Our approach for identifying the system components requires the software engineer to begin the development process by defining the functional model that captures the system functionalities offered to its users. Use cases are one of the most suitable technique for that purpose, since they are simple and easy-to-read. In fact, they only include three main concepts (use cases, actors and relations). This low number of concepts is a fundamental characteristics for involving, within the requirements capture process, nontechnical customers and clients.
Although use cases are used in several object-oriented projects, they do not hold any intrinsic characteristic that can be classified as "pure" object-oriented. However, within the research community there is a large consensus on the recognition that use cases are a proper technique for objectoriented projects [15] , namely for discovering and later specifying the behavior of the system, during the analysis phase. This is also highlighted by the fact that use cases are part of UML (Unified Modeling Language) notation [16] . Thus, adopting use cases for user requirements is undoubtedly a valid technique, but poses the problem related to the transformation of use cases into objects or components. This problem is one of the main topics of this paper.
The case study used in this paper to illustrate our transformation approach is a new open platform for mobile government applications, supporting usability, openness, interoperability and scalability. It is responsible for the deployment of a set of reusable service components that facilitates user context-aware application development that allow citizen to perform a set of high-level government related activities, allowing citizens to access the most appropriate services at any time, anywhere. Those activities include spontaneous communitity interactions such as reporting anomalies and making suggestions or getting thematic information on local events, city information, healthcare or education. As a particular scenario consider a public institution that offers a heterogeneous set of services for reporting a complaint. When the citizen whishes to report a complaint, the platform will support him/her by having a set of services coordinating such activity (use case {U0a.2.} in fig. 1 ).
The requirements for this system were acquired using requirements engineering techniques, and the end-result was a collection of artifacts, including UML diagrams. We next present some of the artifacts.
After identifying all the use cases of the system (right part of fig. 1 ), the next step is to describe their behavior. There are some alternatives for describing use cases, namely informal text, numbered steps with pre-and postconditions, pseudo-code and activity diagrams [17] Since this use case was further refined, as the left diagram in fig. 1 depicts, we also present, as an example, the textual descriptions of two of its sub use cases. 
{U0a.1.1} request external information:

Model Transformation
Transforming uses cases into architectural models is a difficult task and in [3] we presented a technique called 4SRS (4-step rule set) to help on that task. At high-level, the 4SRS technique is organized as four steps to transform use cases into objects.
Step 1 -object creation
In this step, each use case must be transformed into three objects (one interface, one data, and one control). Each object receives the reference of its respective use case appended with the suffix (i, d, c) that indicates the object category (in our approach, object references start with an "O"). This is a fully "automatic" step, since there is no need to any kind of particular decisions or rationale for the specific context of each use case. From this step on, there is only objects as design entities. Use cases are still used in the following steps to allow the introduction of requirements into the object model.
In the case study presented in this paper, the 4SRS transformation was used in the 2nd level of use case refinement for orthogonal criteria a). This has considered as eligible use cases for this first step all 22 2nd level use cases (for criteria a): 5 from {U0a.1}, 7 from {U0a.2}, 8 from {U0a.3}, and 2 from {U0a.4}) plus use case {U0a.5} that had no refinements at all. This approach gave origin to 69 objects.
Step 2 -object elimination
In this step, it must be decided which of the three objects must be maintained to fully represent, in computational terms, the use case, taking into account the whole system and not considering each use case in isolation. These decisions must be based on the textual description for each use case. This step aims to decide which of the objects created in step 1 must be kept in the object model. This step also supports the elimination of redundancy in the user requirements elicitation, as well as the discovering of missing requirements. This is the most important step of the 4SRS technique, since the definitive system-level entities are decided here. To cope with the complexity of the step, it has been decomposed into several micro-steps.
Micro-step 2i: use case classification
In this micro-step, the software engineer classifies each use case. To understand what the classification mechanism can be, we must first study how many combinations of objects of a given use case do exist. The 4SRS assumes that each use case gives rise to a maximum of three objects 1 : one interface-object (i), one control-object (c) and one dataobject (d). Thus, we come up with 8 different combinations or patterns (∅, i, c, d, ic, di, cd, icd), if we ignore the links among objects.
The idea behind this classification is to help on the transformation of each use case into objects. This classification would provide some hints on which object categories to use and how to connect 2 those objects. As an example of the execution of this micro-step, in the case study, the use case {U0a.1.5} was classified as being of type "i-d", which means that only the interface and the data objects are kept (the control object will be eliminatedin micro-step 2ii).
Micro-step 2ii: local elimination
The aim of this micro-step is to answer, for each object created in step 1, if it makes sense in the problem domain, since the creation of objects in step 1 is executed blindly, not considering the system context for the object creation.
Object {O0a.1.5.c} (control component of use case {U0a.1.5} register alert service) does not make sense in the problem domain, as it can be seen by carefully analyzing its textual description. Use case {U0a.1.5} is only responsible for allowing services registration by the local authorities (interface component) and the maintenance of a data repository of registered services configuration (data component). Thus, for the use case {U0a.1.5}, only the data and information components have been kept, giving origin to the inclusion of the objects {O0a.1.5.d} and {O0a.1.5.i} in the object model.
Micro-step 2iii: object naming
In this micro-step, objects that have not been eliminated from the previous micro-step must receive a proper name that reflect both the use case from which it is originated and the specific role of the object taking into account its main component.
As an example, objects {O0a.1.5.d} and {O0a.1.5.i} were named "registered alert services" and "alert service registration", respectively.
Micro-step 2iv: object description
Each named object resulting from the previous microstep must be described, so that the system requirements they represent become included in the object model. These descriptions must be based on the original use case descriptions. It is not recommended to firstly introduce requirements at this stage that are not based on user requirements captured via use case descriptions. Exceptions to this recommendation are allowed, if they are classified as nonfunctional requirements (NFR) or as design decisions (DD).
The following object descriptions illustrate how to construct system requirements based on user requirements, by mapping use case descriptions into the corresponding remaining objects. 
{O0a.1.5d} registered alert services: This object stores the attributes about the services registered in the system (by "service" in this context we refer to the application functionalities that the system will offer to its users
Micro-step 2v: object representation
This is the most critical micro-step of the 4SRS technique, since it supports the elimination of redundancy in the user requirements elicitation, as well as the discovering of missing requirements. Within the analysis phase, this micro-step constitutes an internal validation step that assures the semantic coherence of the object model and that discovers anomalies in the use case model.
In the case study, objects {O0a. 4 , are represented by the object {O0a.1.5.d} registered alert services. This means that, due to functional coherence, object {O0a.1.5.d} can represent a system-level entity within the object model that is able to inscribe its own system requirements, as well as those associated with objects {O0a.2.1.d} and {O0a.3.1.d}. This is an example of elimination of functional redundancy, since, from the functional point of view, is simpler and correct to support and justify the existence of a unique data repository for all kinds of registered services.
Micro-step 2vi: global elimination
This is a fully "automatic" micro-step, since it is completely based on the results of the previous one. Those objects that are represented by other ones, must be eliminated since its system requirements no longer belong to them. This micro-step is called "global elimination" due to its global awareness for generating a coherent and canonical object model, from the system requirements point of view.
In the example below, this micro-step gives origin to the elimination of the objects {O0a.2.1.d} and {O0a.3.1.d}, since the object {O0a.1.5.d} is representing the system requirements of those objects.
Micro-step 2vii: object renaming
This is the last micro-step of step 2. Its purpose is to rename the objects that have not been eliminated from the previous micro-step and that represent additional objects. The new names must reflect the plenitude of system requirements represented.
In the example, object {O0a.1.5.d} was renamed, since it is a not-eliminated object (from micro-step 2vi) and it represents not only itself, but also objects {O0a.2.1.d} and {O0a.3.1.d}. The chosen name was "registered services", so that all system requirements related with the "registered alert services", "registered anomaly services", and "registered thematic services" are properly represented.
Step 3 -object packaging & aggregation
In this step, the remaining objects (those that were maintained after executing step 2), for which there is an advantage in being treated in an unified way, should give origin to aggregations or packages of semantically consistent objects. This step supports the construction of a truly coherent object model, since it aids in introducing an additional semantic layer at an higher abstraction level, that works as a "functional glue" for the objects.
Packaging is a relatively immature technique, since it introduces a very light semantic cohesion between the objects. This cohesion can be easily reversed within the design phase, whenever needed. This means packaging can be flexibly used to allow a temporary obtainment of more comprehensive and understandable object models.
In the opposite way, aggregation imposes a strong semantic cohesion between the objects. The level of cohesion in aggregations is more difficult to reverse in next design phases, which suggests a more scrupulous approach in using this kind of "functional glue". This means, aggregation should only be used when it is explicitly assumed that the set of considered objects is affected by a conscious design decision. Typically, aggregation is used when there is a part of the system that constitutes a legacy sub-system, or when the design has a pre-defined reference architecture that constricts the object model.
In the case study, no aggregation was used, since there was no reference architecture, nor any kind of legacy subsystem. As an example of packaging, objects {O0a.4.1d}, {O0a.2.2d}, and {O0a.3.2d}, all originally obtained from different use cases, are kept together inside a common package (package {P7.} user data).
Step 4 -object association
This final step of the 4SRS technique supports the introduction of associations in the object model, completely based on the information existent in the use case model and generated in step 2i.
Regarding the information in the use case model, if the textual descriptions of use cases possess hints on the kind of sequences use cases are inserted in, this information must be used to support the inclusion of associations in the object model. As an example, use case {U0a.1.5} includes in its textual description the following sentence "This registration will allow the execution of the following use cases: {U0a.1.3} disseminate information and {U0a.1.1} request external information.". These hints were sufficient to include associations from the object {O0a.1.5.d} to the objects {O0a.1.1d}, {O0a.1.1.i}, and {O0a.1.3.c}. This kind of hint constitutes a pre-design decision related with the sequence of execution of use cases. If not carefully analyzed, it can give origin to premature scheduling decisions.
Alternatively, the use case model can include other kind of information to support associations, when there is UML relations between use cases. As an example, use case {U0a.1.1} uses use case {U0a.1.2}, which justifies the existence of an association between objects {O0a.1.1.d} and {O0a.1.2.c}, and between {O0a.1.1.i} and {O0a.1.2.d}.
Regarding the information generated in step 2i, it must be used to support the inclusion of associations between objects originally obtained from the same use case. As an example, in step 2i, use case {U0a.1.5} was classified as being of type "i-d", which implies that objects {O0a.1.5.d} and {O0a.1.5.i} must be associated.
Logic Architectural Model
In this section, we present the system architectural model, which in addition to an informal description of the objects, express the system requirements. Our main goal was to define a logic architecture for the system that could capture all its functional requirements and its non-functional intentionalities; the former gave origin to textual descriptions for each object in the model; the later have been classified as NFR and DD, design decision.
An object model shows how significant properties of a system are distributed across its constituent parts. Fig. 3 represents the raw object diagram, that identifies the systemlevel entities, their responsibilities and the relationships among them. Its purpose is to direct attention at an appropriate decomposition of the system without delving into details.
The packages used define, each one, decomposition regions, which contain several tightly semantically connected objects. Within the next design phases, these packages must be further specified, in what concerns its architectural structure, by using design patterns.
In fig. 3 , we can identify a set of typical service-oriented components, such as the context processor component (package {P3.}process context), the service repository component (objects {O0a.1.5.d} and {O0a.1.5.i}), the service discovery protocol component (objects {O0a.2.5.c} and {O0a.2.5.i}), the user profile component (package {P7.}user data), the external providers components (packages {P1.}external providers information and {P2.}external proviers interface ), as well as user interface components (package {P5.}user interface). These components were obtained by a decision-support technique that can help software engineers to reason about the characteristics of the service-oriented platform. To build applications on top of this architecture involves specifying the right compositon of services, building a user interface, and orchestrating the data flow among the various components. Configuring services and applications so they can be easily and reliably reused by other developers and composed into larger applications is a major chalenge, as already stated by [1] .
The resulting raw object diagram can be used in the following development phases to support the definition of specific sub-projects, by using collapsing and filtering techniques. These techniques allow the redefinitions of the system boundary, giving origin, for instance, to the database project, services formalization, or platform pattern analysis. Fig. 4 shows the collapsed object diagram that was obtained from the raw object diagram ( fig. 3 ) by hiding packages details. Therefore, associations appear at a higher level of abstraction and the resulting object diagram is more nicely readable. Fig. 5 shows the filtered object diagram that was obtained from the collapsed object diagram ( fig. 4 ) by considering the objects {O0a.3.7.d}, {O0a.3.7.c} and {O0a.1.3.c} as one sub-system for design. This diagram was included here as an example of how raw object diagram can be used in the following phases of the product developing process to highlight parts of the system and allow sub-system specification and partition for sub-project execution within various teams. Criteria illegible for filtering can be dependent on project management issues, functional implementation domains, etc.
After obtaining the raw object model, it is possible to specify the complaint service described by use case {U0a.2.} ( fig. 1), through a sequence diagram (fig. 6) , which specifies the sevice as a workflow among object model components. The user connects to the system and selects the complaint service. Object {O0a.2.2.i} receives the user request, stores the complaint description in object {O0a.2.2.d}, and contacts object {O0a.2.3.c}. Object {O0a.2.3.c} processes the user complaint request and it gets the user context from object {O0a.1.2.d}. This object contacts object {O0a.1.2.c}, which determines the needed external raw context sources, it receives user context information (through {O0a.1.2.i}), and it maps user context information into appropriate symbolic context information. If necessary, it starts a dialogue with the user to get more precise context information. The user context information is returned to object {O0a.2.3.c}. Taking into account the user context, this object determines which service is the most appropriate to receive the user complaint (through interactions with object {O0a.2.5.c}) and it contacts it through object {O0a.2.6.i}.
Conclusions
The correct derivation of system requirements from user requirements is an important topic in requirements engineering research. This activity assures that the design phase is based on the effective clients needs without any misjudgment arbitrarily introduced by the software engineers during the process of system requirements specification. One approach to support this derivation is by transforming user requirements models into system requirements models, by manipulating the corresponding specifications. User requirements are, typically, described in natural language and with informal diagrams, at a relatively low level of detail and are focused in the problem domain. System requirements comprise abstract models of the system, at a relatively high level of detail, and constitute the first system representation to be used at the beginning of the design phase.
This papers has presented a technique (called "4SRS") that aids software enginers to transform user requirements models into the first logical architecture of the system. The transformation is based on the mapping of UML use case diagrams into UML object diagrams, but other diagrams and artifacts may also be used (namely, UML sequence, activity, and state diagrams).
The application of this technique is illustrated by presenting some results from the design of a real e-government mobile application. Taking into account the particularities of this case study, the obtained software architecture presents the typical functional components of mobile context-aware architectures. Within this example, the 4SRS technique has shown its usefulness by assuring the generation of a seamless specification of the service-oriented architecture requirements. This generation was supported by a decision-assisted rationale that helps software engineers to find the architectural requirements, completely based on the elicited user requirements. This transformational approach shows that model continuity is a key issue and highlights the importance of having a well defined process to relate, map and transform requirements models.
Presently, the 4SRS technique forces the software engineer to unfold the use case hierarchy. As future work, we plan to devise heuristics that help to map directly use cases and their hierarchical organization into objects, so that the unfolding is not necessary. This would allow to maintain an hierarchical structure in the object model analogous to the existent hierarchy in the use case functional refinement tree. It is also planned to incorporate OCL inscriptions to support the formal description of non-functional requirements into the object model.
