Congruence and symmetry testing in 3-dimensional space seems an old and well-studied problem, but it is optimally solved only for (labelled) finite point sets and convex polytopes. In this paper we present a very general class of geometric objects in 3-dimensional space and give algorithms to test congruence or symmetry of such objects, also in O(n log n) time. For this we use the classification of 3-dimensional symmetry groups.
Introduction
Congruence and symmetry testing in 3-dimensional space have been studied in a number of papers [1] [2] [3] 5, 6, 8] and are usually considered optimally solved in O(n log n) time. This problem has been considered up to now only for finite (labelled) point sets, or convex polytopes, but this does not immediately generalize to other sets of objects. Thus [5] gave an O(n 2 log n) algorithm for symmetry testing for more general 3-dimensional polyhedral objects, which the authors recently improved to O(n log n) [3] . For objects like Bézier curves or surfaces, or even arbitrary polyhedral objects (systems of points, segments, faces), no algorithm is known. It is the aim of this paper to provide a model for general 3-dimensional objects and give algorithms to test congruence or symmetry for such objects.
To understand the difficulties arising for non-convex polyhedral objects, we have to review the basic technique of congruence or symmetry testing as used in [1, 8] . Given two convex polyhedra (possibly vertex-, edge-, and face-labelled) for which we want to decide the existence of a label-preserving congruence, we take the set of all oriented edges of both polyhedra and partition this set. Two oriented edges fall in the same partition class if their labels agree (of the edge itself, the left and right face, the start and end vertex), the edges have the same length, the dihedral angle of the edge is the same, and the face angle of the right face in the end vertex is the same. Given the two convex polyhedra of size n, this partition can be constructed in O(n log n) time. Then we have two functions acting on these oriented edges: the edge reversal (exchanging start and end vertex) and the local rotation (replacing the oriented edge by the next oriented edge around its end vertex, for which the right face of the current edge is the left face of the new edge). Then the coarsest refinement of that initial partition that is compatible with these functions is computed. If in this refined partition there are two edges of distinct polyhedra that fall in the same class, the polyhedra are congruent. This is a quite general technique that works not only for convex polyhedra: the key properties that are necessary for it are
• that locally around each vertex the polyhedral object is a disc, so there is a cyclic ordering of the edges around the vertex, and • that the object is connected: each edge can be reached from each other edge by an edge path, and each vertex has an incident edge.
Without these properties the technique breaks down. We should remark that there is a different technique due to Atkinson [2] which makes even stronger use of convexity (in that it requires Euler's formula). It should also be noticed that it is not sufficient to restrict ourselves to the vertices of the polyhedral object (and therefore to reduce it to the known case of finite point set congruence), or even vertices and edges: it is easy to construct objects that have the same vertices and edges, but distinct faces, cf. Fig. 1 . Also it is not sufficient just to sample points from the faces, for any such sampling rule would have to preserve all potential symmetries.
We will consider a class of general 3-dimensional objects O, of which we assume that they consist of subobjects O = {ω 1 , . . . , ω n }, where the subobjects ω i are of constant description complexity, and we can compute the image φ(ω i ) of such a subobject under a congruence φ in constant time. Also we assume that from each subobject ω i we can extract a canonical point p(ω i ) such that this is compatible with the congruence mapping: p(φ(ω i )) = φ(p(ω i )). A typical representation for these subobjects ω would be an ordered k-tuple of points in three-dimensional space, possibly with some labels appended, i.e., ω
, and p(ω) = p 1 . In the following the term object always refers to entities with these properties. We call n = #O the size of the object O = {ω 1 , . . . , ω n }.
It should be noticed that the representation of an object as a system of subobjects in this framework introduces an additional structure on the underlying point set, and we will only look at congruences that preserve this structure. It is possible for two objects to have the same underlying point sets but incompatible encodings into subobjects; we cannot find such congruences in this framework. So in this framework two objects O, O are congruent if there is a congruence φ and a permutation π such that φ(ω i ) = ω π(i) for all i.
With this model, the congruence and symmetry test problems become:
Problem (Congruence detection). Given two objects O and O of size n each, decide whether they are congruent.
The set of congruences that map an object O onto itself is denoted by Σ(O); it forms a group under function composition and is called the symmetry group of O.
Problem (Symmetry detection).
Given an object O of size n, decide whether P has a non-trivial symmetry.
Usually we also would like to compute a suitable representation of all the symmetries of O, i.e., the group Σ(O).
The main result of this paper is summarized in the following theorem.
Theorem 1.
(1) The set of all congruences between two objects in R 3 of size n each can be computed in O(n log n) deterministic time.
(2) The symmetry group of an object in R 3 of size n can be computed in O(n log n) deterministic time.
Preliminaries
We make use of the following theorem which states that there are only finitely many types of symmetry groups of subsets of R 3 .
Theorem (Hessel's Theorem [7, 9] ). Any finite symmetry group of a subset of R 3 is one of the following groups:
(1) The rotation groups T , A, I of the tetrahedron, octahedron and icosahedron, respectively. (2) The cyclic groups C n (n 1), and the dihedral groups D n (n 2).
, where G is the group generated by G and a reflection at some point (inversion).
We will also exploit the following two facts, which easily follow from the previous characterization.
Proposition 1.
(
1) None of the groups T , A, I , T , A , I , AT occurs as a subgroup of any group with more than 120 elements. (2) Each of the groups G with more than 120 elements contains a unique cyclic subgroup of maximal order, denoted Γ (G). If G = Σ(P ) then Γ (G) is the group of orientation-preserving symmetries of P .
Thus the structure of the group of orientation-preserving symmetries of a subset of R 3 is considerably simpler than the general case: (apart from small exceptions) it is a rotation group of some order around some axis, and all its subgroups are also rotation groups around that axis.
For a cyclic group Z = σ of order s that operates on R 3 and an object P we call the set
The algorithm
The basic idea of the algorithm is simple: we use the known methods from Alt et al. [1] to first compute the groups S 1 and S 1 of orientation-preserving symmetries of the canonical points associated with O and O , along with a congruence between these two point sets. If O and O are congruent the two groups have to be isomorphic, and the point sets have to be congruent. The (orientation-preserving) symmetry groups of O and O are subgroups of S 1 and S 1 , respectively. According to Proposition 1 they are cyclic groups with the same rotation axis as S 1 and S 1 , possibly of smaller order (apart from small exceptional cases). In subsequent steps we determine the correct order of the two groups.
We will now present the algorithm, prove its correctness, and analyze its runtime.
Algorithm GENERAL_CONGRUENCE_TEST_3D. Given two objects O = {ω 1 , . . . , ω n } and O = {ω 1 , . . . , ω n }, decide whether there is an orientation-preserving congruence φ and a permutation π such that φ(ω i ) = ω π(i) for i = 1, . . . , n.
Compute the associated canonical points
Compute the groups of orientation-preserving symmetries S 1 = Aut({p 1 , . . . , p n }) and S 1 = Aut({p 1 , . . . , p n }). 3. Try to compute one orientation-preserving congruence ψ 1 of the point sets ψ 1 : {p 1 , . . . , p n } → {p 1 , . . . , p n }; if no such congruence exists, the objects are not congruent. 4. If S 1 is small (<120 sufficient), then test for each σ ∈ S 1 whether ψ 1 • σ maps each ω j on some ω j ; if this is true for some σ ∈ S 1 , the objects O and O are congruent, otherwise the objects are not congruent. 5. So now we can assume that S 1 is big. According to Proposition 1 it is a rotation group of some order k around some axis, and all its subgroups are also rotation groups around that axis. Find the axis for S 1 . The group S 1 must be isomorphic to S 1 if the two objects are congruent, so find the corresponding axis for S 1 . 6. Set j = 1. As long as there are unmarked subobjects in O do the following: under S j +1 . 7. If all subobjects are marked, the objects O, O are congruent.
Correctness
In this section we show the correctness of the algorithm. Proof. The proof proceeds by induction over j . We only describe the induction step. The argument to start the induction (i.e., for j = 2) is analogous. For j > 1 let O j and O j denote the set of marked subobjects in O and O , respectively, after the (j − 1)st iteration of the algorithm has finished.
According to the induction hypothesis ψ j is a congruence between O j and O j , S j is the group of orientation-preserving symmetries of O j , S j is the group of orientation-preserving symmetries of O j , and S j is isomorphic to S j .
If O j = O, the (j + 1)st iteration of the algorithm does not report that the two objects are not congruent (according to the hypothesis of the lemma). Then we have that:
1. the orbit of ω j under S j +1 is contained in O j +1 ; 2. the orbit of ψ j +1 (ω j ) under S j +1 is contained in O j +1 ; 3. S j +1 is isomorphic to S j +1 ; 4. S j +1 maps O j +1 onto itself; 5. S j +1 maps O j +1 onto itself; 6. ψ j +1 is a congruence between O j +1 and O j +1 .
The first three properties are obvious. Property 4 (and analogously property 5) holds, because S j +1 maps O j +1 \ O j , i.e., the orbit of ω j under S j +1 , into O j +1 (by construction) and moreover maps the remaining points O j into O j ⊂ O j +1 (since it is a subgroup of the group of orientation-preserving symmetries of O j ). Property 6 holds, because ψ j +1 maps O j +1 \ O j , i.e., the orbit of ω j under S j +1 , into O j +1 \ O j , i.e., the orbit of ψ j +1 (ω j ) under S j +1 (by construction) and moreover maps the remaining points O j into O j ⊂ O j +1 (since ψ j is a congruence O j → O j and ρ is an orientation-preserving symmetry of O j , the map ψ j +1 = ψ j • ρ is also a congruence O j → O j ).
From properties 1 and 4 we can conclude that S j +1 is a subgroup of the group of orientation-preserving symmetries of O j +1 . The construction ensures that S j +1 is the largest subgroup G of S j with the property that the orbit of ω j under G is contained in O j +1 . Thus we can conclude that S j +1 is the group of orientation-preserving symmetries of O j +1 . A symmetric argument shows that S j +1 is the group of orientation-preserving symmetries of O j +1 . ✷ Proof. Let ψ be a congruence between O and O . Again we proceed by induction on j . We only describe the induction step. The argument to start the induction is analogous.
As above we denote for j > 1 by O j and O j the set of marked subobjects in O and O , respectively, after the (j − 1)st iteration of the algorithm has finished. According to the induction hypothesis ψ and ψ j are congruences between O j and O j . This implies that ψ j = ψ • ρ j for some ρ j ∈ S j . From Lemma 1 we know that S j is the group of orientation-preserving symmetries of O j , S j is the group of orientationpreserving symmetries of O j , and S j is isomorphic to S j .
We show the following:
To prove 1, we first observe that S(ω j ) ⊂ S j (ω j ), since S is a subgroup of S j . It remains to show that S j (ω j ) ⊂ O j . To see this, assume that there is some ρ ∈ S j such that ρ(ω j ) ∈ O j . Then S j (ρ(ω j )) ⊂ O j . But since S j (ρ(ω j )) = S j (ω j ) this would imply that ω j ∈ O j , contradicting the choice of ω j .
To prove 2, observe that any orientation-preserving symmetry ρ ∈ S j can be written as ρ = ψ • ρ • ψ −1 , where ρ ∈ S j , and any such composition ψ • ρ • ψ −1 is an orientation-preserving symmetry from S j . Thus,
Now with S being a subgroup of S j we can conclude that ψ(S(ω j )) ⊂ ψ(S j (ω j )). The claim then follows since ψ(S(ω j )) = S (ψ(ω j )).
A symmetric argument as above shows that
Thus the sets of objects computed in the j th iteration of the algorithm, i.e., S j (ω j ) \ O j and S j (ψ j (ω j )) \ O j , contain the orbits S(ω j ) and S (ψ(ω j )). This implies that the algorithm does not give a negative answer in step 6c. ✷
Complexity
In this section we analyze the complexity of the algorithm. We show:
Proof. To facilitate the analysis we first have to specify in more detail how to implement various tasks:
1. First we preprocess O and O into an AVL-tree T and T in O(n log n) time. These trees will contain all unmarked subobjects in the course of the algorithm. proportional to the size of these lists, i.e. O(|S j |), using a classical string matching algorithm. These algorithms usually provide all valid shifts in case the two lists are cyclic shifts of each other. By looking at two consecutive valid shifts we find the symmetry of the list of rotation orders, i.e., a generator for S j +1 .
To prove the claimed time bound, we partition the iterations of the algorithm into two classes: those that result in a reduction of the order of the groups S j , S j (type 1), and those that do not change the groups (type 2). Now we show that the total costs of the iterations of either type is bounded by O(n log n).
Since |S 1 | = O(n) and each iteration of type 1 reduces the group size by a factor of at least two there are at most O(log n) such iterations (note that once we have reduced the groups to constant size, we can stop the iteration and check the remaining unmarked subobjects for congruity in linear time). This immediately gives an O(n log 2 n) bound on the costs incurred by iterations of type 1. To get a sharper estimate we only consider iterations of that type. By k i for i 1 we denote the size of the orbit in the ith iteration of type 1. We have that k 1 cn for an appropriate constant c > 0 and k i cn/2 i−1 for i > 1 as was just observed. The cost of the ith type 1 iteration is at most dk i log n (for an appropriate constant d > 0), cf. items 6-8 above, and thus the sum of the costs incurred by iterations of type 1 can be bounded
. If the order of the groups is not reduced in an iteration, we have that all subobjects in the orbit are in O. This implies that all the size of O is reduced by |S j |, the size of the orbit. Since the cost of that iteration is proportional to O(|S j | log n), cf. items 6-8 above, these costs can be attributed to the subobjects removed in that iteration. The sum of the costs incurred by iterations of type 2 is therefore bounded by O(n log n) as well. ✷ The first part of Theorem 1 follows from Lemmas 1-3. To prove the second part of the Theorem, we observe that, according to Lemma 2, the Algorithm GENERAL_CONGRUENCE_TEST_3D, given O and O = O as an input, computes the group of orientation-preserving symmetries of O. After that we only need to determine the full symmetry group of O. But according to Hessel's Theorem there is only a finite number of possibilities which we can identify by testing O(1) additional candidate symmetries. As was pointed out in item 4 above this can be done in O(n log n) time. If |S 1 | < 120 we can compute the symmetry group of O (again using Hessel's Theorem) in O(n log n) time by brute force.
Examples
In this section we show that Algorithm GENERAL_CONGRUENCE_TEST_3D can be used to detect congruity and symmetry of point sets, convex polyhedra, and polyhedral objects and therefore generalizes all previously known results for these types of objects; moreover we demonstrate that it can handle a much broader class of geometric objects in 3-space, like, e.g., Bézier curves, and tensor product surfaces.
Polyhedral objects
A polyhedral object is a system of points, segments and faces. Point sets and convex polyhedra are special cases of polyhedral objects.
Definition.
A polyhedral object P (in 3-space) consists of a set of vertices V ⊆ R 3 , a set of edges E ⊆ V 2 , and a set F ⊆ 2 V of polygonal faces, where each face f ∈ F is given as the counterclockwise ordered set of vertices from V on f . Incidence between vertices, edges and faces is defined in the obvious way.
The size of a polyhedral object P , denoted |P | is the total number of vertices on all edges and faces (counting multiplicities), i.e., a 1 , a 2 , a 3 ), (a 2 , a 3 , a 4 ), (a 3 , a 4 , a 5 ), . . . , (a l−1 , a l , a 1 ) | {a 1 , . . . , a l } ∈ F .
The size of the object O P is still O(|P |).
It is clear that two objects P and P are congruent iff the associated objects O P and O P are and that the symmetries of P coincide with the symmetries of O P .
Bézier curves and tensor product surfaces
Bézier curves can be encoded by their control polygons, and Tensor product surfaces can be encoded by their control meshes (cf. [4] ). Both are special cases of polyhedral objects, so that again we can use our algorithm to test these objects for symmetry and congruity.
