In this paper several improvements of our speech-to-speech translation system JANUS on spontaneous human-to-human dialogs are presented. Common phenomena in spontaneous speech are described, followed by a classification of differ ent types of noises. To handle the variety of spontaneous effects in human-to-human dialogs, special noise models are introduced representing both human and nonhuman noises, as well as word fragments. It will be shown that both the acoustic and the language modeling of these noises increase the recognition performance significantly. In the experi ments, a cluste:ring of the noise classes is performed and the resulting cluster variants are compared, thus allowing to determine the best tradeoff between sensitivity and train ability of the models.
noises decreased the word error rate of the PHOENIX sys tem on the Spreadsheet-Task dramatically [2] . Compared to human-to-machine tasks, e.g. ATIS, human-to-human dialogs contain a greater variety of human and nonhuman noises. Modeling these effects is extremely important for human-to-human speech recognition tasks.
JANUS-2 WITH A NEW DATABASE
JANUS-2 is the spontaneous speech-to-speech translation system of Carnegie Mellon and Karlsruhe University [3, 4] .
It was designed as a modular system containing a speaker independent recognizer for utterances spoken in English, Spanish, and German, and a parser which analyzes the hy potheses and translates them into an Interlingua represen tation. German, English or Japanese text can be generated The absolute and relative frequencies of the 10 modeled classes of noise are shown in table 2. It can be seen, that human-to-human dialogs seems to have a very high rate of noise events and this fact is reflected in the transcription of the utterances. Figure 1 illustrates the balanced occurence of the different noises in our training and test set. In con trary the transcribed utterances of the ATIS trainingset contain not nearly enough noise words to train our noise models.
LANGUAGE MODELING
Different types of language modeling were evaluated. In Insertions and deletion of noises are another main source of error. But we assume that noise events do not have much semantic relevance. Therefore all noise words are elimi nated from the hypotheses before parsing the recognized sentences. Because of this fact, noise-to-noise substitutions, noise insertions, and noise deletions aTe irrelevant in the output of the speech recognizer. Nevertheless, the mini mization of deletion and insertion errors is vital to avoid continuation errors. But the main objective, if noises are stripped out from the hypotheses, is the substitution error between noise models and word models. The table shows that this kind of substitution error is only a relatively small portion of the total error. Contrary to common belief (e.g.
[1]) we found, that noise models are Hot highly confusable with short function words.
CLUSTER EXPERIMENTS

Clustering the classes of noises
Although approx imately 20% of all words are noises, the lack of training data remains the main problem of acoustic noise modeling. Therefore a tradeoff between trainability and sensitivity of the models had to be found for a given training set. Our experiments examined if the merging of noise models would improve the performance of the system. Therefore the 10 noise models were clustered, and differ ent variants of ILhe resulting clusters were compared. An agglomerative clustering algorithm was used, based on the acoustic information loss after merging two clusters of noise models. Information loss is given by the difference of en tropy between the original models and the merged model, weighted by their frequencies [6] . This algorithm used a heuristic optimization, which allowed elements to be moved from one cluster to another. Figure 2 shows the results of the clustering procedure. The cluster variants are labeled by the number of noise classes they contain. As a result, particularly rare but acousticly similar models receive more data to be trained on. 
Comparison of the cluster variants
For each of the resulting cluster variants 23 iterations of training were performed. Every other iteration thc recogni tion performance was tested, using the word accuracy (WA) on the test set. Table 5 : Average word accuracy for all cluster variants
For the experiments the baseline system was used, so the absolute word accuracy overall is quite low. By today, the performance of the system was improved by context dependend phonemes, data-driven codebook adaption [7] , dictionary learning [8], and using morphology for language modeling [9] . JANUS-2 has at this time a word accuracy of about 66% for English and about 70% for German. Table 6 : Word error reduction for clustering
Statistical Relevance
For indicating the statistical relevance of the results we used an empirical test. For each cluster variant we used the number of misrecognized words per sentence on the test set after the 23rd iteration and performed a t-test for pairs
[10] to see the significance of the differences of the mean values between the best (Cluster 6) and the other variants. 
CONCLUSION
In this paper, improvements of the JANUS-2 system to wards human-to-human dialogs are presented. Analyzing the spontaneous spoken database suggests that human-to human dialogs contain an extremely high rate of human and nonhuman noises. To model these noise events. acoustic and language modeling of noises were performed. Overall, this lea,ds to a relative word error reduction of 17 %. The lack of training data is still the main problem. When the database increase, we intend to refine the acoustic models and as con sequence of better acoustic modeling the language proba bilities can be applied more reliably.
ACKNOWLEDGEMENTS
This research was partly funded by grant 413-4001-01IV101S3
from the German Ministry of Science and Technology (BMFT)
as a part of the VERBMOBIL project. The authors wish to thank all members of the Interactive Systems Laboratories, especially T. Kemp, P. Geutner, T. Sloboda, M. Woszczyna, and A. Waibel for useful discussions and active support.
