We present a mathematically rigorous method suitable for solving three-body bound state and scattering problems when the inter-particle interaction is of a hard-core nature. The proposed method is a variant of the Boundary Condition Model and it has been employed to calculate the binding energies for a system consisting of three 4 He atoms. Two realistic He-He interactions of Aziz and collaborators, have been used for this purpose. The results obtained compare favorably with those previously obtained by other methods. We further used the model to calculate, for the first time, the ultra-low energy scattering phase shifts. This study revealed that our method is ideally suited for three-body molecular calculations where the practically hard-core of the inter-atomic potential gives rise to strong numerical inaccuracies that make calculations for these molecules cumbersome.
I. INTRODUCTION
The Boundary Condition Model (BCM) (see, for example, Refs. [1, 2] ) is of interest due to its simplicity in describing the short-range component of the interaction between particles. In the BCM the interaction is specified by boundary conditions imposed on the wave function when the particles approach each other at a certain distance r = c. The so-called hard core potentials represent a particular variant of the BCM where one requires that the wave function vanishes at r = c. Such a requirement is equivalent to an introduction of an infinitely strong repulsion between particles at distances r ≤ c. The standard formalism for scattering [3, 4] does not deal with hard-core interactions described by these boundary conditions. Therefore a derivation of special equations to handle this class of interactions is desirable.
Replacement of the finite, for r > 0, but often singular at r = 0, repulsive short-range part of the potential with a hard-core interaction turns out to be a very effective way to suppress inaccuracies related to a numerical approximation of the Schrödinger operator at short distances. Although in two-body applications these potentials are easy to handle, in three-body systems certain mathematical difficulties appear [5] , which are absent when conventional potentials are used.
To overcome these difficulties various approaches were considered. We shall recall here the two main ones related to the Faddeev equations [3, 4] . In the first, a certain limiting procedure is used where special potentials that include only a finite repulsive core are constructed at a first step. The parameters of these potentials are then chosen so that the final two-body wave function satisfies the desired boundary conditions [6] [7] [8] . The corresponding two-body t-matrices are subsequently substituted into the Faddeev integral equations [6, 8] under an implicit assumption that the latter are still valid. The resulting equations are considered as a generalization of the Faddeev equations for the BCM. A similar approach was also used in Refs. [1, 9, 10] . A common feature of the reduced equations in these approaches is that they are not of a Fredholm type and that they have not a unique solution at all energy values, including the complex ones. To obtain a unique solution one is forced to introduce auxiliary conditions or relations [1, 10] .
In the second approach, three-body integral equations of a Fredholm type are derived in the BCM model without any limiting procedure. Instead, one uses the fact that the spectral problem for the Schrödinger operator is an example of a classical boundary-value problem for elliptic differential equation in partial derivatives of the second order. One of the traditional methods to deal with such problems is the Potential Theory [11] . An approach to the three-body problem in the BCM which is based on the Potential Theory was developed in Refs. [12] [13] [14] [15] (see also [2] and [16] ). However, in contrast to the boundary value problems for compact surfaces, the initial three-body equations were not of Fredholm type, similarly to the three-body Lippmann-Schwinger equation in the case of the conventional soft-core potentials. This is due to the same reason, i.e, the noncompactness of the support of the twobody interaction in the three-body configuration space. To overcome this problem, these equations were rearranged in Refs. [12] [13] [14] [15] using the Faddeev method [3] . The resultant equations are of Fredholm type and suitable for use in the three-particle scattering problem. These developments allowed the reformulation of the Faddeev equations for the bound state and scattering problems in configuration space in terms of boundary-value problems which are suitable for numerical calculations. This was demonstarted in three-nucleon bound-state and scattering calculations [13, 16] .
In this work we shall present a hard core version of the BCM formalism [12] [13] [14] [15] and apply it to the three-atomic 4 He system. Various methods have been used in the past to study the ground state properties of 4 He molecules. We mention here the Variational Method (VM) [17] [18] [19] [20] , the Variational Monte Carlo method (VMC) [21, 22] , the Green Function Monte Carlo method (GFMC) [22] [23] [24] [25] [26] [27] , the methods based on Faddeev integral equations in momentum space [28, 29] and Faddeev differential equations in configuration space [30] , the hyperspherical methods [31] [32] [33] . From the experimental works we mention those of Refs. [34] [35] [36] [37] where molecular clusters consisting of a small number of noble gas atoms were investigated.
The interaction between bosons in such clusters is usually described by central potentials having a very strong repulsive cores [38] [39] [40] [41] [42] . In the present work, we approximate the strong repulsion between the Helium atoms at short distances by a hard core and solve the corresponding boundary value problems for the Faddeev-type differential equations. We shall show that the method gives excellent results for the ground-state energy of the Helium 4 He trimer. It furher allowed the calculation of an excited state interpreted in [29, 33] as an Efimov one [43] . Moreover, we shall demonstrate that the method is suitable for scattering calculations at ultra-low energies below as well as above the breakup threshold. Some comments on the notation used throughout the paper: The √ z, z ∈ C , stands for the main branch of the function z 1/2 . Theâ denotes the unit vector,â = a |a| , a ∈ IR n , while L 2 (D) is the standard notation used for the Hilbert space of the square integrable functions defined in a domain D of IR n . The symbol W 2 2 (D) stands for the space of those of the functions of L 2 (D) which have all second partial derivatives as elements of L 2 (D). Finally, the notation D is used for closure of a set D ⊂ IR n . This paper is organized as follows. In Sec. II we overview the three-body bound and scattering state formalism for the hard core interactions and in Sec. III, we describe its application to a system of three identical bosons. Our numerical results for the three-atomic 4 He system are presented in Sect. IV while our conclusions are drawn in Sec. V. A detailed description of the numerical methods used is given in the Appendix.
II. THREE-PARTICLE SYSTEMS WITH HARD CORE INTERACTIONS
In describing the three-body system we use the standard Jacobi coordinates [4] x α , y α , α = 1, 2, 3, expressed in terms of the position vectors of the particles r i ∈ IR 3 and their masses m i ,
where (α, β, γ) stands for a cyclic permutation of the indices (1, 2, 3) . The coordinates x α , y α fix the six-dimensional vector X ≡ (x α , y α ) ∈ IR 6 . The vectors x β , y β corresponding to the same point X as the pair x α , y α are obtained using the transformations
where the coefficients c βα and s βα fulfill the conditions −1 < c βα < +1 and s 2 βα = 1 − c 2 βα with c αβ = c βα , s αβ = −s βα , β = α and depend only on the particle masses [4] . For equal masses c βα = −1/2.
The configuration space Ω of the three-body system in the hard-core model represents only a part of the space IR 6 external, |x α | > c α , with respect to all three cylinders Γ α , Γ α = {X ∈ IR 6 : X = (x α , y α ), |x α | = c α }, α = 1, 2, 3, where c α > 0, stands for the values of |x α | when the cores of the particles in the pair α contact each other. For convenience, we present in Fig. 1 a two-dimensional analog of the configuration space Ω for the case of three particles moving on a line. A three-dimensional image of this space for particles with equal masses is scetched in Fig. 2 , in coordinates x α = |x α |, y α = |y α |, and η α =x α ·ŷ α . From a geometrical point of view, this image is exact 1 since only coordinates (such as Eulerian angles) describing a rotation of the plane defined by the position of particles are omitted.
The Hamiltonian of a system of three particles with hard-core interactions is defined in L 2 (Ω) by the expression
on the set of functions f (X), f ∈ W 2 2 (Ω), satisfying the condition f | ∂Ω = 0
on the boundary ∂Ω of the domain Ω. The Laplacian −∆ X corresponds to the kinetic energy operator of the system under consideration. The potentials V α , α = 1, 2, 3 are two-body interactions and thus when acting on the function f in the expression (2) they only operate on the corresponding two-body variable x α , |x α | > c α . We assume that these pair potentials are bounded Hermitian operators. The Hamiltonian H that includes such potentials is a self-adjoint operator and thus its spectrum is real. For local potentials we assume that
where the constants C α > 0 and ε > 0. Similar conditions are assumed for the partial derivatives of V α (x α ). The Aziz et al. potentials [39, 40] considered in this work are examples of such interactions. Nonlocal potentials can also be included in our formalism, provided their kernels V α (x α , x ′ α ) are smooth functions obeying conditions similar to (4) as |x α |, |x ′ α | → ∞. 1 It should be noted that the transition to the variables x α , y α and η α is not conformal. In particular the true angle between any two surfaces Γ β and Γ γ , β = γ, at points belonging to the intersection manifold Γ β Γ γ varies between π 2 − φ βγ and π 2 + φ βγ , φ βγ = arcsin |c βγ | and never acquires the value of 0 or π (since |c βγ | < 1).
A. Bound state problem
We shall consider first the boundary value problem for the Faddeev differential equations for the three-body bound state. Let HΨ = EΨ , E being the bound state energy and Ψ the corresponding three-body bound state wave function. We are concerned with states for which E < 0 and that these energies are below the threshold of the continuous spectrum of H. Using the Green's formula (see, e.g., Ref. [11] ) one can easily show that the function Ψ satisfies the following Lippmann-Schwinger type equation
where G 0 (X, X ′ ; z), is the three-body free Green function, i.e., the kernel of the resolvent
of the Laplacian −∆ X in the six-dimensional space IR 6 . We recall that the function G 0 (X, X ′ ; z) can be expressed in terms of the Hankel function of the first kind H
The n S denotes the external unit vector (directed into Ω) normal to the surface ∂Ω while dσ S is a surface element (five-dimensional square) on ∂Ω.
In contrast to Ψ(X), defined only for X ∈ Ω, the function G 0 (X, X ′ ; E) is defined for all X ∈ IR 6 , X = X ′ . Therefore, the right-hand side of (5) is defined for X ∈ Ω as well as for X ∈ IR 6 \ Ω. Moreover, from the Green's formula it follows that, for any X ∈ IR 6 
The Faddeev components of the function Ψ are introduced via the formulas (see Refs. [2, 13, 16] )
We shall consider the functions Φ α (X) given by (7) for all X ∈ IR 6 , i. e., outside as well as inside the surface ∂Ω. From (5) and (6) one gets
The surface integral
which appears in (7) , represents the potential of a simple layer [11] with density µ α concentrated on the surface Γ α . In our case
As has been shown in Refs. [12] [13] [14] , each of the densities µ α (S) on the cylinder Γ α as a function of the variable S ∈ Γ α , is everywhere continuous except perhaps where this cylinder intersects the other two cylinders Γ β , β = α. This means that in crossing the surface Γ α (at least not on the intersection of Γ α with Γ β ), the potential of a simple layer (9) is a continuous function [11] . Evidently for X ∈ Γ α the integral (9) is infinitely differentiable with respect to X and that
Acting on both sides of the equality (7) by the differential expression −∆ X − E and taking into account the relation (8), one obtains the following system of differential equations for the components Φ α (X),
According to (8) , the sum of the functions Φ α (X) must vanish not only on the surface ∂Ω but also inside of it, i.e.,
In fact one can replace the very strong conditions (11) with the essentially more weak conditions [12, 13] 
requiring that the sum of Φ α (X) to be zero only on the cylinders Γ α . It is understood that for the bound-state problem, the conditions
must be fulfilled. Similarly to the pure potential model [4] the asymptotic behaviour of Φ α (X) as |X| → ∞ is of an exponential character, the form of which is quite complicated [4] .
Equations (10), (12) , and (13) describe the boundary value problem for three-body bound systems with hard-core interactions and are a natural generalization of the Faddeev differential formulation [4] for bound states.
The numerical advantage of our approach is already obvious from the structure of Eqs. (10) : When a potential with a strong repulsive core is replaced with the hard-core model, one approximates, inside the core domains, only the Laplacian −∆ X , instead of the sum of the Laplacian and a huge repulsive term, and in this way a much better numerical approximation can be achieved.
B. Scattering processes
Let Ψ [β,ξ]± (X, p β ) be the three-body wave function corresponding to a (2 + 1 → 2 + 1 ; 1 + 1 + 1) process where in the initial state the pair subsystem β is bound in a state ψ β,ξ (x β ) with energy ǫ β,ξ , ǫ β,ξ < 0, and the complementary particle is asymptotically free, the relative momentum being p β , p β ∈ IR 3 . By ξ we denote here all quantum numbers of the two-body state concerned. The Faddeev components [13, 16] 
in the hard-core model satisfy the same differential equations (10) and boundary conditions (12) of the three-body bound state problem. These components can be written as
where
is the incident wave consisting of a two-body bound state ψ β,ξ and a plane wave. The functions U
have the same asymptotic behavior [15] as in the usual potential model [4] , namely,
where E = ǫ β,ξ + p 2 β , is the energy of the system. For E > ǫ α,ξ ′ the function a 
It should be stressed that the two-body eigenfunctions ψ α,ξ (x α ) are assumed to be zero within the respective cores α, i.e., ψ α,ξ (x α ) ≡ 0 for |x α | ≤ c α . The boundary-value problem as described by Eqs. (10), (12) , and (14)- (17) , is the extension of the Faddeev formalism to the (2 + 1 → 2 + 1 ; 1 + 1 + 1) scattering processes for hard-core potentials.
A detail analysis for the boundary-value problems described above, the derivation of the asymptotic boundary conditions for scattering states as well as other boundary-value formulations, can be found in Refs. [15, 16] . Here, we only recall, briefly, some peculiar properties of the discrete spectrum generated by the condition (12) . As compared to the spectrum of the initial Hamiltonian defined by Eqs. (2) and (3), this spectrum acquires an additional component, corresponding to the Dirichlet boundary-value problems for the domains which result from the intersection of the cylinders Γ α . We introduce the following notations for these domains: Let Λ αβγ be a domain restricted by all the three cylinders Γ α , α = 1, 2, 3, and ∂Λ αβγ be its boundary (see Figs. 1 and 2). The notation Λ αβ is used for a part of the domain bounded by the cylinders Γ α and Γ β , β = α, and at the same time is external with respect to the set Λ αβγ . By Λ α we denote the domain bounded by the cylinder Γ α which is at the same time external to the rest cylinders Γ β , β = α. The notations ∂Λ αβ and ∂Λ α are used for the boundaries of the domains Λ αβ and Λ α , respectively.
It can be shown [15] that the discrete spectrum of the boundary-value problem (10), (12) , and (13) includes not only the discrete spectrum σ d (H) of the original Hamiltonian H but also a set σ aux d consisting of a discrete set of eigenvalues of the homogeneous internal Dirichlet problems in the domains Λ αβγ , Λ αβ , and Λ α , α, β = 1, 2, 3, β = α, namely, the discrete spectra of the operators defined in W 2 2 (Λ αβγ ), W 2 2 (Λ α ), and W 2 2 (Λ αβ ) by the expression (2) (under the assumption (V α f )(x α ) ≡ 0 for |x α | < c α ) and the respective boundary conditions f | ∂Λ αβγ = 0, f | ∂Λα = 0 and f | ∂Λ αβ = 0. There exists a simple criterion in selecting solutions of the spectral problem described by (10) , (12) , and (13) corresponding to the spectrum of the Hamiltonian H only. This is just the requirement (see also the condition (11)) that the total wave function inside the cylinders Γ α vanishes,
It should be noted that the lower boundary inf σ aux d of the auxiliary spectrum σ aux d is situated above 2 the lower boundary of the spectrum of the Hamiltonian H. Therefore in searching for a ground state no validity check of this criterion is necessary.
The elements of the set σ aux d are points where the (2 + 1 → 2 + 1 ; 1 + 1 + 1) scattering problems (10), (12), (14)- (17) have no a unique solution [15] . However the auxiliary spectrum σ aux d is discrete and thus in practice a coincidence of the scattering energy E with a point of the set σ aux d can be considered as an exceptional case. In principle there is a way to avoid such a coincidence namely by shifting the spectrum σ aux d . This can be made, for example, by replacing the zero values of the potentials V α inside the core domains by appropriate positive values. Such a replacement does not affect the total wave function Ψ(X) = α Φ α (X) in the physical domain, that is, at X ∈ Ω.
III. PARTIAL BOUNDARY-VALUE PROBLEMS
In what follows we shall concentrate on a system of three identical bosons interacting via a central potential V , i.e., via V α (x α ) = V (|x α |), α = 1, 2, 3. The total wave function of the system is invariant under the permutation of particles belonging to any pair α, P α Ψ = Ψ, where P α is the permutation operator. This means that Ψ(−x α , y α ) = Ψ(x α , y α ), α = 1, 2, 3. Thus from the definition of the Faddeev components (7) one obtains
Furthermore
where P ± stand for operators of cyclic permutation of particles P + (123) = (312), P − (123) = (231).
The conditions (20) mean that the total wave function Ψ(X) is written as
where I is the identity operator. Similarly, the Faddeev equations (10) and the hard-core boundary conditions (12) are written as
and
where c 1 = c 2 = c 3 = c and, say, α = 1. In what follows we shall drop, for convenience, the identification α. If one searches for a bound state of the system, the condition
is required.
Consider now a (2 + 1 −→ 2 + 1 ; 1 + 1 + 1) scattering process for the three bosons in an initial state
Since the particles are identical, the incident wave χ ξ (X, p) must be included now, in contrast to (14) , into all three summands of the total scattering wave function Ψ(X) ≡ Ψ ξ± (X, p) given by equation (22) with Φ(X) ≡ Φ ξ± . Therefore the Faddeev components Φ ξ± have the form
where the terms U ξ± ξ ′ and U ξ± 0 have the same asymptotic form as (16) and (17),
where Similarly to Eqs. (10) and (12), Eqs. (23)-(25) are six-dimensional. Therefore we may use, for their partial wave expansion, the bispherical basis
where L is the total angular momentum of the system, Y m l (x) and Y µ λ (ŷ), are the spherical harmonics, and lmλµ|LM the Clebsch-Gordan coefficients.
The potential V , being central, is diagonal in the basis (31) and has the same diagonal elements in all partial waves. Since the operator of the total angular momentum L and its projection L z commute with both the Laplacian −∆ X and the sum I + P + + P − , the study of the boundary-value problems (23)- (25) , (26) , and (23)-(25), (28)-(30) is reduced to a study in subspaces corresponding to fixed values of the momentum L and its projection M. Since the index M does not effect the structure of the equations it will be omitted. Thus Φ L (X) denotes the partial components of Φ(X).
Expanding the function Φ L (X) in a series of bispherical harmonics
x y |aL , a = {l, λ} , x = |x| and y = |y| ,
and using the results of Ref. [44] (see also [4, 16] ) one obtains for (23)-(24) the following partial equations
The function Ψ aL (x, y) represents the partial component of the total wave function (22) and is related to the partial Faddeev components Φ aL (x, y) by
with u =x ·ŷ. The functions h L aa ′ are given by [44] (see also [4] )
where P k (u) is the Legendre polynomial of order k. In the above, the standard notation for the 3-j, 6-j, and 9-j Wigner symbols, as defined in [45] , is used. It should be noted that the kernels h L aa ′ depend only on the hyperangles θ = arctan y x and θ ′ = arctan
and not on the hyperradius
Due to (18) only the components Φ aL corresponding to a = {l, λ} with even l are unequal to zero. This reduces considerably the number of coupled equations to be solved.
The functions Φ aL (x, y) satisfy the boundary conditions
The partial wave version of the hard-core conditions (25) is given by Ψ aL (x, y) | x=c = 0, that is, by
For the bound-state problem one requires that the functions Φ aL (x, y) are square integrable in the quadrant x ≥ 0, y ≥ 0, i.e., they must satisfy the condition Φ aL ∈ L 2 (IR 2 + ) which follows from (26) . A more detailed and useful in bound state calculatutions is the asymptotic condition
where E is the bound-state energy, a = {l, λ}, and ψ l,ν (x) is the two-body partial wave function corresponding to a ν-th bound state ǫ l,ν for the angular momentum value l. Here h λ is used for the spherical Hankel function. The coefficients a aL,ν and A aL (θ) describe contributions into Φ aL (and Ψ aL ) from the (2 + 1) and (1 + 1 + 1) channels respectively.
The asymptotic boundary conditions for the partial Faddeev components of the (2 + 1 → 2 + 1 ; 1 + 1 + 1) scattering wave function as X → ∞ and/or y → ∞ follow from (28)- (30) .
where p = |p| is the relative moment conjugate to the Jacobi variable y and the scattering energy E is given by E = ǫ l,ν + p 2 . The j λ ′ stands for the spherical Bessel function. The value a [a,ν] a ′ L,ν ′ represents, at E > ǫ l ′ ,ν ′ , the partial amplitude of an elastic scattering, a ′ = a and ν ′ = ν, or rearrangement, a ′ = a or ν ′ = ν, process. The functions A 
where θ and θ ′ are given by (36) .
IV. APPLICATION TO THE THREE-ATOMIC 4 He SYSTEM
We employed the Faddeev equations (33) and the hard-core boundary condition (39) to calculate the binding energies of the Helium atomic trimer and the ultra-low energy phase shifts of the Helium atom scattered off the Helium diatomic molecule. As a 4 He-4 He interatomic interactions we use the HFDHE2 [39] and HFD-B [40] potentials of Aziz and co-workers. Both HFDHE2 and HFD-B potentials have the form
where ζ = r/r m . The function F (ζ) is given by
For completeness the parameters for both HFDHE2 and HFD-B potentials are given in Table I.
In the present work we restrict ourselves to calculations for S-states only. The partial components Φ lλ0 can be obtained in this case from the addition of even partial waves l and λ with l = λ. To demonstrate the feasibility of our formalism and the accuracy which can be achieved, we obtained solutions with l = 0 and l = 2 which can be compared with other results in the literature. The finite-difference approximation in the polar coordinates ρ and θ has been used for this purpose, a description of which is given in the Appendix.
Both potentials considered, produce a weakly bound state of the Helium dimer. Our calculations withh 2 /m = 12.12 KÅ 2 gave for its energy ǫ d the value of −0.830 mK in the case of the HFDHE2 and −1.686 mK in the case of HFD-B potential. These results are in agreement with other theoretical results found in the literature [29, 33, 46] . The estimated experimental value is ǫ d ∼ −1 mK [36, 37] ). Since the bound-state energy is four orders smaller than the potential depth, the constanth 2 /m must be taken with a high accuracy. Unfortunately, different authors used different values forh 2 /m and this generates certain difficulties in comparing results. Thus, for comparison purposes, we used also the valuē h 2 /m = 12.1 KÅ 2 . Withh 2 /m = 12.1 KÅ 2 the dimer energy was found to be −0.966 mK and −1.877 mK with the HFDHE2 and HFD-B potentials respectively.
Since the Helium dimer bound state exists only in the l = 0 state, the three-body bound state boundary conditions (40) for the L = 0 channel reads
where E t and ǫ d are the trimer and dimer energies respectively (expressed in units ofÅ −2 ) and ψ d (x) stands for the dimer wave function.
The results of the Helium trimer ground-state energy E (0) t calculations are presented in Table II . It is seen that they are in a good agreement with other results given in the literature. Although the two potentials used differ only slightly, they produce important differences in the ground-state energy. This is in agreement with the finding of Ref. [32] but in disagreement with the statement made in Ref. [20] . It should be further noted that most of the contribution to the binding energy stems from the l = λ = 0 and l = λ = 2 partial component the latter being more than 35 %. The contribution from the l = λ = 4 partial wave was shown in [30] to be of the order of a few per cent.
In Ref. [29] Cornelius and Glöckle investigated the possibility of having Efimov states in the Helium trimer. Their work was motivated by the fact that the dimer energy ǫ d is very close to the three-body threshold. Employing the HFDHE2 potential, these authors found an excited state at E (1) t = −1.6 mK. This finding was recently confirmed by Esry et al. [33] who also located an excited state at E (1) t = −1.517 mK using the same HFDHE2 inter-atomic interaction. Note that the approaches used in [29] and [33] are completely different. The former is based on the Faddeev integral equations in momentum space while in the later on the hyperspherical adiabatic approach. By noting that the three-body excited state disappears when the interaction strength increases, both, Cornelius and Glöckle and Esry et al., identify this state as an Efimov one. In [33] the improved LM2M2 4 He-4 He potential [41] was also employed and an excited state at E (1) t = −2.118 mK was found. We have also found that the Helium trimer can form an excited state with both the HFDHE2 and HFD-B potentials. The excited state is present even when only the l = λ = 0 partial wave is taken into account. This is in agreement with the finding of Ref. [29] . Our excited state results are given in Table III. We also performed calculations for a Helium atom scattered off a Helium dimer, at L = 0. For this we used the asymptotic boundary conditions (41) which, for the L = 0 channel, read
The S-state elastic scattering phase shifts δ 0 (p) are then given by δ 0 (p) = 1 2 Im ln S 0 (p) where S 0 (p) = 1 + 2ia 0 (p) is the (2 + 1 → 2 + 1) partial component of the scattering matrix.
The phase shifts results thus obtained are given in Tables IV, V, and plotted in Fig. 3 . We considered incident energies below as well as above the breakup threshold, i. e., for the (2 + 1 −→ 2 + 1) and the (2 + 1 −→ 1 + 1 + 1) processes. In order to obtain converged results we were compelled to integrate upto a maximum ρ max = 400-600Å. This comes as no surprise since the two-body binding energy is very small implying an extended 4 He dimer system and thus the trimer wave functions attain their asymptotic values at very large distances. Changing ρ max in the range 400-600Å produces minimal effects on the phase shifts. Such a cut-off radius in the three 4 He atom problem may be compared with the characteristic values ρ max =20-30 fm for the three-nucleon problem (see, for example, the recent paper [47] and Refs. therein). This is not an unexspected result since the dimer wave function generated, for example, by the HFD-B potential, behaves as exp(−0.013x) at large distances (where x is measured inÅ) while the deuteron wave function as exp(−0.23x) (where x is measured in fm). Thus, even scaling considerations imply that 20-30 fm in the n − d scattering problem are equivalent to 400-600Å in the three 4 He atoms scattering.
In Fig. 4 the Faddeev breakup amplitude A ll (θ) ≡ A ll0 (θ), l = 0, is plotted for E = +1.4 mK while the physical breakup amplitudes A ll (θ) ≡ A ll0 (θ), l = 0, 2, are plotted in Fig. 5 . The amplitude A 22 (θ) is extremely small, |A 22 (θ)| 2 < 5 · 10 −5 rad −1 , and therefore it is not shown. The Faddeev components Φ ll0 (x, y, p) and wave functions Ψ ll0 (x, y, p) with the inclusion of both channels l = λ = 0 and l = λ = 2 are plotted in Figs. 6-13.
V. CONCLUSIONS
In this work we employ a formalism which is suitable for three-body calculations with hard-core potentials. The approach is a hard-core variant of the Boundary-Condition Model and, unlike some competing methods, is exact and ideally suited for three-body calculations with two-body interactions with a highly repulsive core which can be treated as a hard-core. Furthermore the method is feasible not only for bound-state but for scattering processes as well.
We employed the formalism to calculate the binding energy of the 4 He-trimer system. The results obtained with two realistic 4 He- 4 He potentials compared favorably with other results in the literature. Furthermore, we successfully located an excited state which can be interpreted [29, 33] as an Efimov state. This clearly demonstrates the reliability of our method in three-body bound state calculations with hard-core potentials. We also endeavored to calculate, for the first time, the ultra-low energy scattering phase shifts corresponding to a 4 He atom scattered off a 4 He dimer.
The effectively hard-core inter-atomic potential together with other characteristics of the system, make such calculations extremely tedious and numerically unstable. However, this is not the case with our approach where the hard-core is taken from the beginning into account in a mathematically rigorous way. The successful application of the proposed method revealed that this method is ideally suited for calculations in systems where the strong repulsion in the pairwise forces gives rise to strong numerical inaccuracies which make calculations for these molecules cumbersome. Thus the formalism paves the way to study various ultra-cold three-atomic systems, and to calculate important quantities such as the cross-sections, recombination rates [48] etc. the asymptotic region. Usually we took the same numbers of grid points for both θ and ρ, N θ = N ρ . For N c we chose N (ρ) c = 5.
The maximal ρ value used, ρ max = ρ Nρ , in our ground-state of the Helium 4 He trimer calculations was 60Å. Beyond this radius the effects on the bound state are minimal. For the excited state calculations we were obliged to increase the ρ max to 200-400Å and for the scattering calculations to 400-600Å.
A description of a finite-difference algorithm of solving the Faddeev differential equations for conventional potentials was given in [4, 44] . A generalization of this algorithm to the boundary-condition model for the three-nucleon problem was previously employed in [13, 15, 16] . Here, we shall describe in more detail an extension of the algorithm [44] to the hard-core boundary conditions problems. For simplicity we restrict ourselves to the (2 + 1 → 2 + 1 ; 1 + 1 + 1) scattering and the bound-state boundary-value problems where only one Faddeev partial equation with l = 0 is considered.
In the scattering problem, we firstly, in the component Φ(x, y, p) ≡ Φ 000 (x, y, p) explicitly separate the initial-state wave function χ(x, y, p) = ψ d (x) sin(py) (see (45) ). As a result, (33) and (39) are reduced to inhomogeneous equations for the remainder Φ ′ = Φ − χ which differ in form from (33) and (39) only by the presence on the right-hand side of the inhomogeneous terms
respectively.
On a fixed arc ρ = ρ i of the polar grid concerned, the values of the function Φ ′ and inhomogeneous terms (A1) and (A2) form vectors X (i) ∈ C N θ , F (i) ∈ IR N θ , having components X
The set of vectors X (i) , F (i) , i = 1, 2, . . . , N ρ , determines the vectors X ∈ C N θρ and F ∈ IR N θρ , N θρ = N θ N ρ :
In such a representation, Eqs. (33) and(39) assumed the form
Here, L i , M i ,Ĩ i and R i are matrices of rank N θ . The matrices L i and R i are generated only by the radial part of the Laplacian in (33) and are therefore diagonal. The non-diagonal matrix M i describes the contribution of the central terms of the radial part of the Laplacian, of its spherical part, the potential, and the integral operator on the arc ρ = ρ i . In the cases where i, j are such that ρ i cos θ j = c, the respective rows of the matrices L i , M i , and R i are generated by the condition (39) . The matrixĨ i differs from the unity one only in a row corresponding to the boundary condition (39) . This row inĨ i has zero elements.
The system (A4) includes N θρ equations for N θρ + N θ unknowns. An additional relation that selects a unique solution of (A4) follows from the asymptotic conditions (45) :
The condition (A5) allows the elimination of X (Nρ+1) and reduces the last equation of the system (A4) to
where the matrixM Nρ and the vectorF Nρ are given byM Nρ = M Nρ + R Nρ B NρĨNρ and F (Nρ) = R NρĨNρ D (Nρ) .
The system (A4), after replacing its last equation with (A8), can be written in the form
where K is a three-block-diagonal matrix constructed of the blocks L i , M i (orM Nρ if i = N ρ ), and R i , i = 1, 2, . . . , N ρ , whileĨ,Ĩ = Nρ ⊕ i=1Ĩ i , is a diagonal matrix. Both K andĨ are matrices of rank N θρ . From (A4), it follows that K has a band structure with band width 2N θ + 2.
The vector F ′ in (A9) reads as F ′ = Nρ ⊕ i=1 F ′ (i) with F ′ (i) = 0, i = 1, 2, . . . , N ρ − 1, and
The solution of (A9) can be expressed as
where the vectors X 0 and X 1 are determined from
in which the inhomogeneous terms are known.
Having determined the vectors X 0 and X 1 , we can then proceed, via the asymptotics (45) , to find the elastic scattering amplitude a 0 (p). For this we may use two methods. In the first one, we compare the representations (45) and (A10) on the arc ρ = ρ Nρ in those knots (ρ Nρ , θ j ) of the grid for which the value of ρ Nρ cos θ j belongs to a vicinity of the point x 0 where the dimer wave function ψ d (x) is maximal, ψ d (x 0 ) = max ψ d (x). In this vicinity, the term with the spherical wave exp(i √ Eρ)/ √ ρ is much smaller than the "elastic" wave term ψ d (x) exp(ipy) (if ρ Nρ is sufficiently large). Therefore, omitting the breakup term we obtain from (A10) the following expression
where the index j corresponds to the angles θ j for which ρ Nρ cos θ j ≈ x 0 .
In the second method we compare the components of (A10) with the asymptotic representation (45) on two successive arcs ρ = ρ Nρ−1 and ρ = ρ Nρ , omitting only the terms ψ d (x)o(y −1/2 ) and exp(i √ Eρ)o(ρ −1 ):
where A ≡ A 000 is the Faddeev breakup amplitude. Solving the system (A13) we find
As in (A12), the index j corresponds to a vicinity of the point x 0 where the dimer wave function acquires a maximal value.
Having calculated a 0 (p) via (A12) or (A14) we can find, using (A10), the vector X (Nρ) corresponding to the values of the desired function Φ ′ on the final arc ρ = ρ Nρ , Φ ′ (ρ Nρ cos θ j , ρ Nρ sin θ j ) = X (Nρ) j , and then determine the Faddeev breakup amplitude
In the bound-state problem we deal with the same system of equations (A4) for X (i) j = Φ(ρ i cos θ j , ρ i sin θ j ) where now Φ(x, y) stands for a bound-state wave function satisfying the asymptotic conditions (44) . Of course the inhomogeneous terms F (i) vanish in this case.
To eliminate the vector X (Nρ+1) from the last (i = N ρ ) equation of (A4) we use the representation (44) . For angles corresponding to the knots of the arc ρ = ρ Nρ lying inside the core domain, ρ Nρ cos θ j < c, we write the components X (Nρ) j and X (Nρ+1) j on the two successive arcs ρ = ρ Nρ and ρ = ρ Nρ+1 , taking into account the condition ψ d (x) = 0, x ≤ c, and neglecting the terms exp(i √ Eρ)o(ρ −1 ). Then we find
For angles θ j corresponding to knots of the arc ρ = ρ Nρ lying outside the core domain, ρ Nρ cos θ j > c, we write (44) for the components X
where now χ 1 (ρ, θ) = ψ d (ρ cos θ) exp(i √ E − ǫ d ρ sin θ). Using these relations for i = N ρ − 1 and i = N ρ we can express a 0 and A(θ j ) in terms of X where the matricesL Nρ andM Nρ are given bỹ
The W = diag{w
andw
, ρ Nρ cos θ j > c ,
Note that the matricesL Nρ andM Nρ depend on the energy E since the function χ 1 and the coefficients C ± Nρ are functions of E. Therefore the total matrix K of the system obtained is also a function of E, K = K(E). In this work we searched for binding energies of the 4 He trimer as roots of the determinant det{K(E) − EĨ}.
The use of the asymptotic boundary conditions (44) in the form of (A17)-(A19) is extremely important when searching for the excited E are given in K. The grid parameters used were: N θ = N ρ = 275, a = 0.4, and ρ max =60Å. Our results in column (a) were obtained withh 2 /m =12.1 KÅ 2 as in [30] while those in column (b) withh 2 /m =12.12 KÅ 2 as in Refs. [20, 22, 28, 29, 33] .
Potential
Faddeev TABLE IV . Phase shift results for the L = 0, l = λ = 0 partial wave obtained with the HFD-B 4 He-4 He potential andh 2 /m = 12.12 KÅ 2 . The grid parameters used were: N θ = N ρ = 320, τ 0 = 0.2, ν = 4.5, and ρ max =400Å. Fig. 4 : The square of the modulus of the Faddeev breakup amplitude A 00 (θ) for HFD-B 4 He-4 He potential andh 2 /m = 12.12 KÅ 2 , at E = +1.4 mK. Curve 1 corresponds to the L = 0, l = λ = 0 partial wave while curve 2 was obtained with the inclusion of the L = 0, l = λ = 2 channel. The grid parameters used were the same as in Table IV . Fig. 5 : The squares of the moduli of the physical breakup amplitudes A 00 (θ) (curves 1, 2) and A 22 (θ) (curve 3) for the HFD-B 4 He-4 He potential andh 2 /m = 12.12 KÅ 2 at E = +1.4 mK. Curve 1 corresponds to the inclusion of the L = 0, l = λ = 0 channel only, while curves 2 and 3 were obtained with the inclusion of both l = λ = 0 and l = λ = 2 partial waves. The grid parameters used were the same as in Table IV . 
