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UPPER BOUNDS ON THE NUMBER OF CONJUGACY
CLASSES IN UNITRIANGULAR GROUPS
ANDREW SOFFER
Abstract. We provide a new upper bound on the number of conjugacy classes
in the group Un(q) of unitriangular matrices over a finite field. We also com-
pute a similar upper bound for every group in the lower central series of Un(q).
1. Introduction
For a prime power q, let Fq denote the field with q elements. Let Un(q) denote
the group of upper-triangular matrices over Fq with 1s on the diagonal (called the
unitriangular group). Let k(G) denote the number of conjugacy classes in a finite
group G. In 1960, Higman proved the following [Hig]:
Theorem 1.1 (Higman). For every prime power q,
q
n2
12 (1+o(1)) ≤ k(Un(q)) ≤ q n
2
4 (1+o(1)),
where o(1) means a function of n, independent of q, which tends to zero as n tends
to infinity.
Higman’s original interest was in enumerating finite p-groups of a given order. He
obtained an upper bound for the number of groups of order pn in terms of k(Un(p)).
While the asymptotics of the number of p-groups has since been resolved via differ-
ent methods (see [BNV]), the gap between the lower and upper bounds for k(Un(q))
has not been closed.
In their 1992 paper, Arregi and Vera-Lo´pez used their technique of canonical
matrices to improve Higman’s upper bound [VLA92, Theorem 5.4]. They show
k(Un(q)) ≤ (n− 1)!2n−1q
n2+n
6 .
Note that (n − 1)!2n−1 = qO(n logn), and so these terms do not contribute signif-
icantly to the asymptotics of k(Un(q)). Using the theory of supercharacters (see
[DI, Mar11]), Marberg obtained an upper bound with the same asymptotics [Mar08,
Theorem 5.1].
We improve on these asymptotics, with the following result:
Theorem 1.2. For every positive integer n and every prime power q, we have
k(Un(q)) ≤ p(n)2n! q 744n
2+n2 ,
where p(n) denotes the number of integer partitions of n.
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Our approach is to estimate the number of pairs (A,B) of commuting matrices
in Un(q) by conjugating A into Jordan canonical form, and determining the pos-
sibilities for the image of B under this conjugation. There are many choices for
matrices which conjugate A into Jordan form, and the image of B depends on this
choice. Section 3 defines our canonical choice XA for conjugation.
For each upper-triangular matrix A we conjugate its centralizer CU (A) via our
canonical choice XA defined in Section 3. The resulting space XACU (A)X
−1
A can
often be described by a combinatorial object which we call a gap array. Section 4
introduces gap arrays and proves several structural lemmas about them. While not
every space XACU (A)X
−1
A can be encoded by a gap array, every such space is a
subspace of one encoded by a gap array. Determining the sizes of these subspaces
via the combinatorics of gap arrays, we obtain the same upper bound as Marberg
and Arregi and Vera-Lo´pez (see Corollary 5.8). However, the technique of gap
arrays is amenable to further optimization. These optimizations are the content of
the proof of Theorem 5.9, from which Theorem 1.2 follows (see Section 5).
In Section 6, we develop another set of tools for computing bounds on the number
of conjugacy classes in groups in the lower central series for Un(q). We prove:
Theorem 1.3. Let Un,k(q) denote the kth group in the lower central series for
Un(q), and let
γm :=
1
6
− 13
24
· 4−m + 2−(m+1) − 4−(m+1)m.
Then for every q,
k(Un,k(q)) ≤ qγmn
2(1+om(1)),
where m =
⌊
log2
(
n
k
)⌋
, and om(1) denotes a function which, for each fixed m, tends
to zero as n tends to infinity.
The techniques we use to establish this result are entirely unrelated to gap arrays.
The main idea for the proof is to bound the number of pairs of commuting matrices
in Un,k(q) by splitting each of the matrices into three parts (see Figure 4). Two of
these parts are upper-triangular, and form smaller instances of the same problem.
We use the fact that pairs of these smaller upper-triangular parts commute to bound
the number of viable completions of the full upper-triangular matrices in terms of
the ranks of the smaller parts. This bound is the content of Lemma 6.1.
We then bound the number of pairs of commuting matrices in Un,k(q) by con-
ditioning on the ranks of the smaller triangular parts. On the one hand, if the
smaller triangular parts must have small rank, then the number of such matrices is
a limiting factor. On the other hand, if the ranks of the triangular parts are large,
there are stringent conditions on the viable completions, limiting the total number
of possibilities.
2. Basic Definitions and Notation
2.1. Algebra. For a prime power q, let Fq denote the field with q elements, and
let Un(q) denote the Fq-algebra of strictly upper-triangular matrices. Define the
unitriangular group to be Un(q) = {1 +X : X ∈ Un(q)}. The field Fq will almost
always be clear from context. In such cases we will omit the parameter q.
For an associative algebra A, define
Comm(A) = {(X,Y ) ∈ A×A : XY = Y X}.
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For a group G, we use the same notation Comm(G) to denote the set of pairs
of commuting elements in G. Note that X,Y ∈ Un commute if and only if the
elements 1 +X, 1 + Y ∈ Un commute, so |Comm(Un)| = |CommUn|.
From Burnside’s lemma, the number of conjugacy classes k(G) in a finite groupG
can be computed by
k(G) =
1
|G|
∑
g∈G
|CG(g)| = |Comm(G)||G| ,
where CG(g) denotes the centralizer of g ∈ G.
For positive integers a and b, letMa×b denote the vector space of (a×b)-matrices
over Fq. We write CM(X) for the centralizer of X in Mn×n. That is,
CM(X) := {A ∈Mn×n : AX = XA}.
Similarly, define CU (X) := {A ∈ Un : AX = XA}.
2.2. Partitions. Recall standard notation in partition theory (see, e.g. [Mac, Sta]).
Let p(n) denote the number of integer partitions of n. For a partition λ ⊢ n, we
write λ′ for the conjugate partition. That is, λ′ = (λ′1, λ
′
2, . . . ), where λ
′
i is the
number of parts in λ of size at least i. We use ℓ(λ) to denote the number of parts
(or length) of λ. Clearly ℓ(λ) = λ′1.
For a partition λ ⊢ n, we use the notation
(2.1) n(λ) :=
∑
i
(i− 1)λi =
∑
i
(
λ′i
2
)
.
It is common to use the character “n” for both this function and the size of a
partition. We choose to use the bold roman “n” for the function to avoid confusion.
One can also write a partition as (1m12m23m3 . . . ), wheremi denotes the number
of parts of size i. Clearly, mi can be computed by mi = λ
′
i − λ′i+1.
2.3. Jordan canonical forms. Let λ = (λ1, . . . , λℓ) be a partition of n. By Jλ, we
denote the Jordan canonical nilpotent matrix which has blocks of size λ1, λ2, . . . , λℓ.
For example,
J(3,2) =


0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

 .
Every upper-triangular matrix A ∈ Un is GL-conjugate to some Jλ. We say
that λ is the shape ofA if A is GL-conjugate to Jλ, and write sh(A) = λ. ForA ∈ Un,
and 1 ≤ k ≤ n, let A|k denote the top-left (k × k)-submatrix of A.
For a partiton λ ⊢ n, let Fλ(q) denote the number of matrices in Un(q) of Jordan
type λ. Yip proved that Fλ is a polynomial in q with integer coefficients and degree
equal to
(
n
2
)− n(λ) [Yip]. Moreover, Yip showed that the leading coefficient is fλ,
the number of standard Young tableaux of shape λ. It is clear from Yip’s proof
that
(2.2) Fλ(q) ≤ fλq(
n
2)−n(λ).
The only fact we will use regarding standard Young tableaux is that for every λ ⊢ n,
we have fλ ≤
√
n! (see, e.g. [Sag]).
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2.4. Partitions as elements of ℓ1(N). It will be useful to treat partitions as
infinite decreasing sequences of positive integers (λ1, λ2, . . . ) where λi = 0 for i >
ℓ(λ). In this way, we can treat λ as an element of ℓ1(N). Moreover, as ℓ1(N) ⊆ ℓ2(N),
it makes sense to talk about the inner product of two partitions. For partitions λ
and µ (not necessarily of the same integer) define
〈λ, µ〉 :=
∑
i
λiµi, and
‖λ‖ :=
√
〈λ, λ〉.
Note that combining (2.1) with this analytic notation, the function n can be ex-
pressed as
(2.3) n(λ) =
‖λ′‖2
2
− n
2
.
Similarly, because the multiplicity mi of the part i in λ can be computed as
mi = λ
′
i − λ′i+1, we have
(2.4) (m1,m2, . . . ) = v − Lv,
where L denotes the left-shift operator on ℓ1(N).
Remark. We define ‖·‖ to be the ℓ2-norm, rather than the ℓ1-norm. Treating λ ⊢ n
as an element of ℓ1(N), its ℓ1-norm is simply n, and therefore does not merit its
own notation. When we need the ℓ1-norm of a vector v ∈ ℓ1(N), we will explicitly
add a subscript to the norm, as in ‖v‖1.
3. Jordan forms and conjugation
For an upper-triangular matrix A ∈ Un, our approach to understanding the size
of its centralizer CU (A) will be to conjugate A into its Jordan form Jλ by some XA.
We then analyze XACU (A)X
−1
A , noting that it is a subspace of CM(Jλ). Given
A ∈ Un, there is more than one choice for a matrix XA satisfying XAAX−1A = Jλ.
Different choices ofXA may yield different subspaces of CM(Jλ). We must therefore
specify XA carefully. We do this inductively, by first assuming that A|n−1 = Jµ for
some partition µ ⊢ (n− 1).
We begin by giving an overview of the process by which we put A into Jordan
form. This overview, along with the example computation below, should provide
enough detail for the reader to understand the conjugation process. For complete-
ness, we also provide explicit definitions of the matrices used in the conjugation
procedure.
Conjugation procedure.
(1) Use the non-zero entries from A|n−1 = Jµ to set as many entries as pos-
sible in column n to zero. This can be achieved with a product of upper-
triangular transvections. The resulting matrix will only have non-zero en-
tries in column n which are at the bottom of a block. That is, in cells of
the form (n, µ1+ · · ·+µk). If the entire column n is zero in the result, skip
ahead to step 5. In this case, the matrices by which we conjugate in the
intermediate steps will all be defined as the identity.
(2) We may now assume that column n is non-zero. Conjugate by a diagonal
matrix which scales the last column and last row in such a way as to set
the first non-zero entry in column n to be 1.
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(3) Use the first non-zero entry in column n (which now contains the value
1) to set every other value in that column to zero. This is achieved via
a product of lower-triangular matrices. Each such lower triangular matrix
will fix the Jµ in the top-left corner, and set a single cell in column n to be
zero.
(4) Apply a permutation matrix to move column n so that its non-zero value
aligns with a Jordan block, effectively increasing the size of this block by 1.
(5) At this point the matrix is in Jordan form, modulo rearranging the blocks
to be in descending order. At most one block must be moved to guarantee
this ordering. The block that must be moved is the one whose size was
increased (if we increased the size of a block at all). Call this block the
current block. If we did not increase the size of a block, then we created a
new block of size 1. In this case, the newly created block will be called the
current block. Apply a permutation matrix which moves the current block
as far to the top-left as possible, while still guaranteeing that the blocks
are in descending order.
Example 3.1. The following is a worked example of the conjugation procedure for
a matrix A ∈ U9(Q). We use Q as the field for simplicity, though using a finite field
does not present any extra difficulty. We write A[i] for the matrix obtained after
step i.
A =


1 3
1 1
0
1 2
2
1 4
0
1
0 0 0 0 0 0 0 0 0


A[1] =


1 0
1 0
0
1 0
2
1 0
0
1
0 0 0 0 0 0 0 0 0


A[2] =


1 0
1 0
0
1 0
1
1 0
0
1
2
0 0 0 0 0 0 0 0 0


A[3] =


1 0
1 0
0
1 0
1
1 0
0
0
0 0 0 0 0 0 0 0 0


A[4] =


1 0
1 0
0
1 0
1
0 0 0 0 0 0 0 0 0
0 1
0
0


A[5] =


1 0
1
0 0 0 0 0 0 0 0 0
0 1
0 1
0
0 1
0
0


Note that A[4] = A[5], but the explicitly shown zeros are in different locations. This
is to emphasize that the last step in our conjugation procedure may fix the Jordan
form (as it does in this case). However, when we apply the same procedure to
CU (A), this last action will often be non-trivial.
Remark 3.2. It is tempting to assume that, if A is already in Jordan form, then
the conjugating matrix XA will be the identity. This is not necessarily so. While
many of the steps in the conjugation procedure are trivial, the permutation matrices
in steps 4 and 5 need not be the identity. For example, if A = idn, then XA is
the permutation matrix defined by the permutation w : k 7→ n + 1 − k. It is true
however that if A is already in Jordan form, then XA will be a permutation matrix.
To be specific about this procedure, we now write down explicitly the matrices
used in the conjugaction procedure. We conjugate A by a product of five matrices,
one for each step in the conjugation procedure. As was shown in Example 3.1,
for i = 1, . . . , 5 we will use A[i] to denote the matrix obtained after step i.
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First, conjugate by EA :=
∏n−1
i=1 Ei+1,n(Ai,n), where Ei,j(α) is the transvection
having 1s on the diagonal, α in position (i, j), and zeros everywhere else. Conju-
gating A by EA gives the matrix A
[1] = EAAE
−1
A satisfying
(1) A[1]|n−1 = Jµ,
(2) each row of A[1] has at most one non-zero entry.
Thus, the only non-zero entries in the last column of A[1] are in line with the
bottom of a Jordan block of Jµ.
Second, let x denote the first non-zero entry in column n of A[1], if it exists
(and x = 1 otherwise). Define
∆A := diag(1, . . . , 1︸ ︷︷ ︸
n−1
, x).
Conjugating A[1] by ∆A yields the matrix A
[2] = ∆AA
[1]∆−1A which has at most
one non-zero entry in each row, and which has a 1 as its first non-zero entry in
column n (if column n is has any non-zero entries).
Third, define a lower-triangular matrix LA which uses the first non-zero entry
in the nth column to set all other entries in that column to zero. If column n is
already zero, then simply set LA to be the identity. Otherwise, let µ˜s :=
∑s
i=1 µi.
These numbers are the indices of rows which are at the bottom of Jordan blocks.
Every non-zero entry in column n of A[2] appears in such a row. Define r to be the
integer such that µ˜r is the index of the row containing the first non-zero entry in
the nth column of A[2], and for α ∈ Fq define
(3.1) Fj,r(α) := 1 + α
µj∑
k=1
eµ˜j−1+k, µ˜r−µj+k,
where ei,j denotes the matrix with a 1 in position (i, j) and zeros everywhere else.
Left-multiplication by Fj,r(α) takes the last µj rows in the rth block (rows µ˜r −
µj + 1 through µ˜r), and adds them to the rows in the jth block (first scaling them
by α). Right-multiplication by Fj,r(α) takes the µj columns in the jth block, and
subtracts them from the last µj columns in the rth block (first scaling them by α).
Conjugating A[2] by Fj,r(−A[2]n,µ˜j ) will leave A[2] unchanged in every entry except
in the entry indexed by (n, µ˜j), which will be set to zero. We can therefore define
LA :=
∏
j>r
Fj,r(−A[2]n,µ˜j ),
so that A[3] = LAA
[2]L−1A has one non-zero entry in column n, and that value is 1.
Fourth, conjugate by a permutation matrix to make column n align with the
correct block. We apply σA := (µ˜r + 1, µ˜r + 2, . . . , n). If column n is zero in A
[3]
then no such permutation is necessary, and we set σA to be the identity. Now
A[4] = σAA
[3]σ−1A is the direct sum of Jordan blocks, though not necessarily in
descending order.
Lastly, we apply a permutation matrix τA which moves the block as close to the
top-left as possible to put the blocks into descending order, in such a way as to
preserve the relative order of all other Jordan blocks.
We are now in a position to define our choice of conjugating matrix XA, so
that XAAX
−1
A is in Jordan form. Define XA recursively. For the unique A ∈ U1,
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we take XA = (1) to be the identity matrix. For n > 1, let B = A|n−1, and
define A′ = XBAX
−1
B , so that A
′|n−1 is in Jordan form. Then define
YA′ := τA′σA′LA′∆A′EA′ , and
XA := YA′XB.
Here we have implicitly identified XB ∈ M(n−1)×(n−1) with XB ⊕ 1 ∈ Mn×n. By
construction, we have XAAX
−1
A = Jλ.
4. Gap arrays
4.1. Preliminary results.
Lemma 4.1. Let λ ⊢ a, µ ⊢ b, and let Tλ,µ : Ma×b → Ma×b be defined by
Tλ,µ(X) = JλX −XJµ. Then
dim kerTλ,µ =
∑
i,j
min{λi, µj} = 〈λ′, µ′〉.
In particular, dimCM(Jλ) = ‖λ′‖2.
Proof. To compute the rank, we first do so for two Jordan blocks J(a) and J(b). Note
that J(a)X is the matrix obtained by removing the top row of X , shifting all other
rows upwards by one, and adding a row of zeros at the bottom. Similarly, XJ(b)
is the matrix obtained by removing the rightmost column of X , shifting all other
columns right by one, and adding a new column of zeros on the left. If J(a)X =
XJ(b), then these conditions guarantee that
(1) all diagonals (top-left to bottom-right) are constant, and
(2) if a diagonal does not touch both the topmost row and the rightmost column,
then it must be zero.
Moreover, these conditions exactly describe the solutions to J(a)X = XJ(b). The
dimension of this space is given by the quantity min{a, b}, the number of diagonals
which are not forced to be zero.
In general, if either λ ⊢ a or µ ⊢ b have more than one part, then we decom-
pose Ma×b into smaller subspaces by Ma×b ∼=
⊕
i,jMλi×µj , so that the action
on Mλi×µj becomes T(λi),(µj). The dimension of kerTλ,µ is the sum of the dimen-
sions of the kernels of these subspaces, so
dimkerTλ,µ =
∑
i,j
min{λi, µj}.
To see that
∑
i,j min{λi, µj} = 〈λ′, µ′〉, we will show that both sides count the
number of pairs of cells in the diagrams of λ and µ (one from each diagram) which
lie in the same column.
On the one hand, we may specify the column from which we chose the cells
first. Then any pair of elements from these columns will suffice. Therefore, we
obtain
∑
i λ
′
iµ
′
i = 〈λ′, µ′〉.
On the other hand, we may first chose the row to which each of the cells belong.
If the cell in the diagram for λ lies in row i, and the cell in the diagram for µ lies
in row j, then there are min{λi, µj} choices which place these cells in the same
column. As these two expressions count the same quantity, we obtain∑
i,j
min{λi, µj} = 〈λ′, µ′〉.
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Lastly, taking λ = µ, we see that kerTλ,λ is the centralizer of Jλ, and therefore
dimCM(Jλ) = dim kerTλ,λ = ‖λ′‖2,
which completes the proof. 
Remark 4.2. Matrices which satisfy the first condition (constant on top-left to
bottom-right diagonals) are called Toeplitz matrices. The matrices in kerTλ,µ are
not only Toeplitz on each block, but are also upper-triangular. Specifically, any
diagonal which does not touch the rightmost column and topmost row of a block is
necessarily zero.
4.2. Defining gap arrays. In this section, we introduce a new combinatorial ob-
ject called a gap array. Gap arrays are used to encode certain subspaces of CM(Jλ).
Many algebraic operations we can apply to these subspaces are encoded succinctly
by combinatorial operations we can apply to gap arrays. This will be our primary
tool for computing upper bounds on k(Un).
Definition 4.3. Let λ ⊢ n be a partition of length ℓ := ℓ(λ). A gap array of type λ
is an ℓ× ℓ matrix G = (Gi,j) of integers satisfying
(4.1) max{0, λi − λj} ≤Gi,j ≤ λi.
We use gap arrays to define subspaces of CM(Jλ). Recall that CM(Jλ) has a
natural block decomposition into blocks of (λi × λj)-submatrices. The block with
rows corresponding to the ith part of λ and columns corresponding to the jth part
of λ is called the (i, j)-block. Specifically, it consists of all cells (x, y) in the matrix
such that
λ1 + · · ·+ λi−1 < x ≤ λ1 + · · ·+ λi, and
λ1 + · · ·+ λj−1 < y ≤ λ1 + · · ·+ λj .
Definition 4.4. For a gap array G of type λ, we let C(G) denote the subspace of
CM(Jλ) satisfying the condition that on the (i, j)-block, the lowest Gi,j diagonals
touching the right boundary are all zero.
Example 4.5. Let λ = (6, 2, 1, 1) ⊢ 10, and let G denote the gap array
G =


2 4 6 5
1 0 1 2
0 1 1 0
1 0 0 0

 .
Then the corresponding subspace C(G) of CM(Jλ) consists of all 10×10 matrices
of the form shown below (zeros omitted). In this example, C(G) is a 16-dimensional
subspace of CM(Jλ
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

a3 a4 a5 a6 b5 b6 c6
a3 a4 a5 b5
a3 a4
a3
d2 e1 e2 f2
e1
g1 h1
i1 j1 k1


Remark 4.6. The name “gap array” is chosen, because the recorded numbers
measure the gap between the bottom of a block and the triangle it contains. Recall
from the proof of Lemma 4.1 that a CM(Jλ) is characterized by, being Toeplitz
on each block, and having any diagonal which does not touch both the topmost
row and rightmost column of a block set to zero. Thus, CM(Jλ) can be expressed
as C(G), where Gi,j = max{0, λi − λj}. At the other extreme, the zero subspace
of Mn×n is C(G), where Gi,j = λi. The inequalities in (4.1) which defines gap
arrays encode these observations.
For gap arraysG = (Gi,j) and H = (Hi,j) of the same type, we say that G ≤ H
if Gi,j ≤ Hi,j for all i and j. It follows that G ≤ H if and only if C(H) ⊆ C(G).
We also write |G| =∑i,jGi,j .
Proposition 4.7. Let G be a gap array of type λ ⊢ n, and let ℓ = ℓ(λ). Then
dimC(G) = nℓ− |G| .
Proof. Observe that Gi,j counts the number of diagonals touching the rightmost
column of the (i, j)-block which are zero in every element of C(G). Thus, |G| counts
the number of diagonals in all blocks which are necessarily zero. The quantity
dimC(G) counts the number of diagonals in all blocks which may be non-zero.
This constitutes all diagonals, so |G| + dimC(G) is a constant depending only on
the type λ of G. Taking dimC(G) = 0, by setting Gi,j = λi, we see that |G| =∑
i,j λi = nℓ. Hence, for every gap arary G of type λ,
(4.2) dimC(G) = nℓ− |G| .

4.3. Combinatorial operations on gap arrays. Recall from Section 3 that we
can put a matrix A into Jordan form by iteratively conjugating larger and larger
submatrices into Jordan form. As we do so, we conjugate CU (A) by the same
process. The purpose of this section is to translate what happens to CU (A) in this
iterative procedure into the combinatorics of gap arrays.
For a partition λ, and for r ∈ {1, . . . , ℓ(λ)}, let φr(λ) denote the partiton obtained
by adding a block to the diagram for λ into row r. If λr = λr−1, then the result
will be a composition and no longer a partition, so we reorder the rows to obtain
a partition. For example, if λ = (312214), then φ6(λ) = (3
12313). If r = ℓ(λ) + 1,
then we define φr(λ) to be the partition obtained by adding a part of size 1.
For a gap array G of type λ = (λ1, . . . , λℓ), we define a new gap array ψr(G) of
type φr(λ). Define ψr(G) as follows:
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(1) If r = ℓ + 1, add a new row of all zeros at the bottom of G, and a new
column at the right of G with the values (λ1, . . . , λℓ, 0).
(2) Subtract 1 from each non-zero entry in column r of G.
(3) Add 1 to each entry in row r.
(4) Permute the rows and columns so that corresponding block sizes are in
decreasing order. Specifically, move row and column r to be the very first
row and column of their particular block size. Keep all other rows/columns
in the same relative order.
Proposition 4.8. Let G be a gap array of type λ, and let r ∈ {1, . . . , ℓ(λ) + 1}.
Then ψr(G) is a gap array of type φr(λ).
Proof. First note that to obtain ψr(G), the rows and columns of G are rearranged
according to the same permutation as the entries in λ when computing φr(λ). We
can therefore ignore the permutations and check that that the entries in ψr(G)
satisfy the inequalities given in (4.1).
Note that Gi,j will be increased (by one) if and only if i = r. Because λr is also
increased by one, the upper bound given in (4.1) will still be satisfied. From the
definition of ψr, we see that no entry in ψr(G) can be negative. Hence, the only
way an inequality from (4.1) can fail to be satisfied is if Gi,j is decreased (by one).
However, in this situation, it must be that j = r, and so the lower bound of λi−λj
is also decreased by one. Thus, the inequalities from (4.1) are always preserved,
and so ψr(G) is a gap array of type φr(G). 
Example 4.9. Starting with λ = (3, 2, 1) ⊢ 6, we apply φ2, φ4, and φ4 in that
order. We obtain
φ2(λ) = (3, 3, 1)
φ4(φ2(λ)) = (3, 3, 1, 1)
φ4(φ4(φ2(λ))) = (3, 3, 2, 1).
Correspondingly, for a gap array, let
G =

1 1 21 1 1
0 0 1

 .
Applying ψ2, ψ4, and ψ4 in that order to G, we obtain
ψ2(G) =

1 2 20 1 2
0 0 1

 , ψ4(ψ2(G)) =


1 2 2 2
0 1 2 2
1 1 1 1
0 0 0 1

 , and
ψ4(ψ4(ψ2(G))) =


1 2 1 2
0 1 1 2
1 1 1 1
1 1 0 1

 .
Definition 4.10. Let λ ⊢ n, and let r ∈ {1, . . . , ℓ(λ)}. Then a gap arrayG of type
λ is called r-valid if the following two conditions hold
(1) Row r is element-by-element weakly larger than every row below it. That
is, for every j > r, and every k,
Gj,k ≤ Gr,k.
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(2) Column r is element-by-element weakly smaller than every column to the
right. That is, for every j > r and every k,
Gk,r ≤ Gk,j .
Validity is a technical condition which will be needed in Lemma 4.11. The most
important property to recognize is that a gap array is r-valid for every r if and only
if its entries are increasing from left to right and from bottom to top.
We need one more definition to state Lemma 4.11. For a subspace V ⊆M(n−1)×(n−1),
define
V := {X ∈Mn×n : X |n−1 ∈ V,Xn,i = 0 for all i ≤ n− 1}.
Graphically, we are considering the subspace shown in Figure 1. We are now ready
to state and prove our main lemma regarding gap arrays.
0
∗V
Figure 1. A graphical representation of V , where V ⊆M(n−1)×(n−1).
Lemma 4.11. Let A ∈ Un and let µ ⊢ (n− 1) such that A|n−1 = Jµ. Let G be an
r-valid gap array of type µ. Then
YA
(
C(G) ∩ CM(A)
)
Y −1A = C(ψr(G)).
Proof. We first consider YAC(G)Y
−1
A . Note that for any subspace V ⊆M(n−1)×(n−1),
the matrix EA normalizes V , as its action only changes the last column, and fixes
the bottom-right entry. Similarly, ∆A normalizes V . Hence,
YAC(G)Y
−1
A = (τAσALA)C(G)(τAσALA)
−1.
Next, we claim that LA normalizes C(G). Let A[i,j] denote the (µi×µj)-matrix
obtained by restricting A to the (i, j)-block. Recall that LA is defined in (3.1) to
be the product of the lower-triangular matrices of the form Fj,r(α). Let B ∈ C(G).
Then by construction, Fj,r(α) ·B agrees with B on all blocks except for those of the
form B[j,k] for some k. On such blocks, the action of left-multiplication by Fj,r(α)
is to add the bottom λj rows of α ·B[r,k] to B[j,k]. Because G is r-valid, and j > r,
we know that Gj,k ≤ Gr,k for all k. Thus, every diagonal of non-zero entries in
α · B[r,k] gets added to a diagonal in B[j,k] which is allowed to be non-zero. As a
result, left-multiplication by Fj,r(α) stabilizes C(G).
This is shown graphically by the left diagram in Figure 2. The light-gray strips
represent the rows and columns of the relevant blocks. The vertical strip represents
the (∗, k)-blocks, and the horizontal strips represent the (r, ∗)- and (j, ∗)-blocks.
The dark-gray triangles represent those diagonals in each block which may be non-
zero. The black triangle shows the cells in the (r, k)-block which get carried to the
(j, k)-block via the left-multiplication by Fj,r(α).
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Gr,k
Gj,k
λj
0
0
Gk,r
Gk,j Gk,j
0
0
Figure 2. A graphical representation of how r-validity implies
that conjugation by Fj,r(α) stabilizes C(G).
Similarly, right-multiplication by Fj,r(α)
−1 maps C(G) to itself as a consequence
of the column-condition of r-validity. For each k, the action of right-multiplication
by Fj,r(α)
−1 subtracts α ·B[k,j] from B[k,r], where the right edges of each block are
aligned, and α · B[k,j] is extended to the left with zeros if necessary. Because G is
r-valid, and j > r, we know that Gk,r ≤ Gk,j for all k. Thus, every diagonal of
non-zero entries in B[k,j] gets subtracted from a diagonal in B[k,r] which is allowed
to be non-zero.
This is shown graphically by the diagram on the right in Figure 2. The dark-
gray triangles represent those diagonals in each block which may be non-zero. The
black triangle shows where the right-multiplication by Fj,r(α)
−1 carries the tri-
angle from the (k, j)-block. Because Gk,j ≥ Gk,r, the black triangle lies inside
the dark-gray triangle in the (k, r)-block. Hence, right-multiplication by Fj,r(α)
−1
stabilizes C(G). In this way, we see that r-validity is a combinatorial descrip-
tion of the fact that Fj,r(α) normalizes C(G). It follows that YAC(G)Y
−1
A =
(τAσA)C(G)(τAσA)
−1.
Next, recognize that σA moves the last row and column into the rth block, effec-
tively increasing the size of the rth block by 1. Then τA acts by rearranging these
blocks, guaranteeing that their sizes are in descending order. These permutations
have the same action on the block sizes as the function φr does to the parts of µ.
Thus, the block sizes are now described by the partition φr(µ). Hence,
(4.3) YA
(
C(G) ∩ CM(A)
)
Y −1A = (τAσA)C(G)(τAσA)
−1 ∩ CM(Jφr(µ)).
The left-hand side of (4.3) is a subspace of CM(Jφr(µ)). Therefore every block
must be Toeplitz (constant on diagonals), and any diagonal not touching both the
topmost row and rightmost column of a block must be zero. We now consider how
the action of τAσA affects each block. Because τA only permutes the blocks, we
focus our attention on the action of σA. If i 6= r and j 6= r, then σA has no affect
on an (i, j)-block. This coincides with the fact that ψr does not affect cells (i, j) in
a gap array when i 6= r and j 6= r.
Considering an (r, j)-block for j 6= r, we see that σA moves the last row to the
bottom of such a block. As this row is necessarily zero, it increases the gap on an
(r, j)-block by 1. This is precisely what the map ψr encodes by adding 1 to each
entry in row r of the gap array.
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Gi,r
Gi,r − 1
Figure 3. A graphical representation of an (i, r)-block is affected
by the action of σA (for i 6= r).
Considering an (i, r)-block, for i 6= r, we see that σA moves the last column to
the right edge of this block. Because the result is guaranteed to be Toeplitz, the
size of the gap can only decrease by 1, as shown in Figure 3. If the gap size on
an (i, r)-block was already zero in C(G), then such matrices cannot possibly lie
in YA
(
C(G) ∩ CM(A)
)
Y −1A , because the action of σA would force the (i, r)-block
to no longer satisfy the upper-triangular conditions necessary to lie in CM(Jφr(µ)).
Thus, the resulting block will have its gap size decreased by 1 unless it is already
zero, in which case, the gap size remains zero. This is encoded by the action of ψr
on the rth column of G.
Regarding the (r, r)-block, both its width and height are increased by 1. As the
resulting space is guaranteed to be Toeplitz, the gap size does not change. This is
consistent with ψr(G). Thus, it follows that YA
(
C(G) ∩CM(A)
)
= C(ψr(G)) as
desired. 
5. Proof of Theorem 1.2
5.1. Overview of proof methods for Theorem 1.2. In this section, we prove
Theorem 5.9, which trivially implies Theorem 1.2. Our proof proceeds as follows.
We first construct, for each λ ⊢ n, a gap arrayGλ that encodes a particular subspace
of CM(Jλ). The space C(G
λ) contains every space of the form XACU (A)X
−1
A ,
where sh(A) = λ. This is statement is made precise in Theorem 5.5. The gap
array Gλ is particularly easy to analyze combinatorially. We compute
∣∣Gλ∣∣ in
Proposition 5.4. We then show that the worst possible choice λ gives an exponent
of 16n
2. The content of the proof of Theorem 5.9 is to combine this technique with
a simpler bound in order to improve this exponent.
Recall the notation Comm(Un) = {(A,B) ∈ Un×Un : AB = BA}. We introduce
two families of subspaces of Comm(Un) which we parameterize with partitions. For
partitions λ, µ ⊢ n, define
Comm(λ) := {(A,B) ∈ Un × Un : AB = BA, sh(A) = λ}, and
Comm(λ, µ) := {(A,B) ∈ Un × Un : AB = BA, sh(A) = λ, sh(B) = µ}.
We improve on the 16n
2 exponent by first proving a technical lemma (Lemma 5.7)
regarding the bounds on each Comm(λ). This lemma allows us to determine when
gap arrays will be useful, and when we should bound k(Un) via different, but
simpler, techniques.
5.2. Bounds on gap arrays. For any partition λ ⊢ n, there is a specific gap
array whose corresponding subspace of CM(Jλ) contains all possible subspaces
coming from upper-triangular matrices. Moreover, we can construct this gap array
explicitly
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Definition 5.1. For λ ⊢ n, we define the gap array Gλ by
Gλi,j =


λi − λj if λi > λj
1 if λi = λj and i ≤ j
0 otherwise.
Example 5.2. For the partition λ = (6, 3, 1, 1, 1), we have
Gλ =


1 3 5 5 5
0 1 2 2 2
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1

 .
Proposition 5.3. For every λ ⊢ n, the gap array Gλ is r-valid for every r, and
Gφr(λ) ≤ ψr(Gλ).
Proof. A gap array is r-valid for every r if and only if the entries are weakly increas-
ing from left to right and from bottom to top. From the definition of Gλ, it is clear
that Gλ satisfies this property. It therefore suffices to prove that Gφr(λ) ≤ ψr(Gλ).
First suppose that r = ℓ+1, where ℓ = ℓ(λ). Recalling the definition of ψr from
Section 4.3, we see that that ψr(G
λ) adds a new column containing the value λi−1
in entry (i, ℓ + 1), and a new row of all 1s in row ℓ + 1. This row and column are
then permuted to be the first row and column corresponding to a part of φr(λ) of
size 1. We may obtain Gφr(λ) can be obtained from Gλ by adding a new column
containing the number λi − 1 in the cell associated to the ith part of λ, and a new
row containing 1s and 0s. The new columns and rows in these two gap arrays align
by construction. If the new values in these rows and columns do not agree, it is
because a cell has the value 0 in Gφr(λ), and the value 1 in ψr(G
λ). Thus, we
obtain Gφr(λ) ≤ ψr(Gλ).
Now suppose 1 ≤ r ≤ ℓ(λ). The map ψr acts by subtracting 1 from each non-zero
entry in column r, adding 1 to each entry in row r, and then permuting the rows
and columns so that this row and column are the first corresponding to a part of size
λr +1. Let w denote this permutation. Let s denote the new index of row/column
r after this permutation, and let H = ψr(G
λ). Then from the definition of the map
ψr in Section 4.3, we see that
(1) Hw(r),w(r) = 1,
(2) Hw(r),w(j) = G
λ
r,j + 1 for j 6= r,
(3) Hw(i),w(r) = max{0,Gλi,r − 1} for i 6= r,
(4) Hw(i),w(j) = G
λ
i,j for all i, j 6= r.
Now consider Gφr(λ). Recall that φr acts on λ by increasing the rth part, and
then permuting the parts so that the resulting composition becomes a permutation
again. Specifically, this can be done by applying the same permutation w as above.
In other words, let µ := φr(λ). Then
µw(i) =
{
λr + 1 if i = r
λi if i 6= r.
We now show that for all i and j, we have Gµw(i),w(j) ≤ Hw(i),w(j). We break
this into four cases to coincide with the four items defining Hw(i),w(j) above.
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Case 1: i = j = r.
It is immediate from the definition of Gµ that every entry on the main diagonal is
equal to 1. Thus,
G
µ
w(r),w(r) = 1 = Hw(r),w(r).
Case 2: i = r, j 6= r.
If µw(r) > µw(j), then G
µ
w(r),w(j) = µw(r) − µw(j). We therefore obtain
G
µ
w(r),w(j) = µw(r) − µw(j)
= λr + 1− λj = Gλr,j + 1 = Hλw(r),w(j).
Otherwise, we see that Gµw(r),w(j) ≤ 1, and Hw(r),w(j) =Gλr,j + 1 ≥ 1. Thus, we
have Gµw(r),w(j) ≤ Hw(r),w(j) as desired.
Case 3: i 6= r, j = r.
First suppose µw(i) > µw(r), so that G
µ
w(i),w(r) = µw(i) − µw(r). Thus, we see
that λi − (λr + 1) > 0, so Hw(i),w(r) = Gλi,r − 1. We therefore obtain
G
µ
w(i),w(r) = µw(i) − µw(r) = λi − (λr + 1) = Hw(i),w(r).
Next, suppose that µw(i) = µw(r), and w(i) ≤ w(r). Recall that w is defined
to have the property that w(r) is the first part in µ of size µw(r). It follows that
if µw(i) = µw(r) and w(i) ≤ w(r), then in fact w(i) = w(r). This is not possible,
as i 6= r by hypothesis.
In the remaining cases, Gµw(i),w(r) = 0. We know from the definition of gap
arrays that Hw(i),w(r) ≥ 0 as desired.
Case 4: i 6= r, j 6= r.
Recalling that for i 6= r, we have µw(i) = λi, we see that
G
µ
w(i),w(j) = G
λ
i,j = Hw(i),w(j).
Thus, for every i and j, we have Gµw(i),w(j) ≤ Hw(i),w(j), so we obtain the
relationship Gφr(λ) ≤ ψr(Gλ) as desired. 
Proposition 5.4. For any λ ⊢ n with ℓ = ℓ(λ), we have∣∣Gλ∣∣ = nℓ− n− 2n(λ) +∑
i
m2i
2
+
ℓ
2
.
Proof. Recall that Gλ is an upper-triangular array, and that for i ≤ j and λi = λj ,
we have Gλi,j = 1. Such cells in G
λ contribute
∑
i
(
mi+1
2
)
. For λi > λj , we
have Gλi,j = λi − λj . Altogether, we have∣∣Gλ∣∣ =∑
i>j
λi −
∑
i>j
λj +
∑
i
(
mi + 1
2
)
.
To compute
∑
i>j λi, we instead sum over all possible pairs (i, j), and subtract those
for which i ≤ j. Summing the term λi over all possible pairs (i, j) we obtain nℓ.
Those terms where i = j contribute
∑
i λi = n. Thus, we have∣∣Gλ∣∣ = nℓ− n− 2∑
i>j
λj +
∑
i
m2i
2
+
∑
i
mi
2
.
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From (2.1), we see that
∑
i>j λj =
∑
j(j − 1)λj = n(λ). Furthermore,
∑
imi = ℓ,
hence ∣∣Gλ∣∣ = nℓ− n− 2n(λ) +∑
i
m2i
2
+
ℓ
2
.

Theorem 5.5. For any A ∈ Un with Jordan form Jλ, we have
XACU (A)X
−1
A ⊆ C(Gλ).
Proof. We proceed by induction on n. In the base case, when n = 1, we see
that A must be the 1 × 1 zero-matrix, and XA is the 1 × 1 identity matrix. Thus,
XACU (A)X
−1
A consists of only the zero matrix, which is equal to C(G
(1)).
For n > 1, let A ∈ Un be GL-conjugate to Jλ. Let B := A|n−1 be GL-conjugate
to Jµ. The key to our inductive step is the equality
(5.1) CU (A) = CU (B) ∩ CM(A).
To see this equality, first note that for two upper-triangular matrices X and Y
to commute, it must also be that X |k and Y |k commute for every k. Hence, we
have CU (A) ⊆ CU (B). It is immediate that CU (A) ⊆ CM(A), proving that the
left-hand side is contained in the right-hand side. In the other direction, observe
that CU (B) consists only of upper-triangular matrices, and that CM(A) consists
only of matrices that commute with A.
We implicitly embed XB into Mn×n by identifying XB with XB ⊕ 1. With this
identification, we have
XBV X
−1
B = XBV X
−1
B , for any subspace V ⊆M(n−1)×(n−1).
Now consider conjugating both sides of (5.1) by XB. We obtain
XBCU (A)X
−1
B ⊆ XBCU (B)X−1B ∩ (XBCM(A)X−1B ).
By inductive hypothesis, we may assume that XBCU (B)X
−1
B ⊆ C(Gµ). Thus,
XBCU (A)X
−1
B ⊆ C(Gµ) ∩ CM(A′),
where A′ = XBAX
−1
B . Now A
′ satisfies the hypotheses of Lemma 4.11, so we may
further conjugate by YA′ to obtain
YA′XBCU (A)X
−1
B Y
−1
A′ ⊆ YA′
(
C(Gµ) ∩ CM(A′)
)
Y −1A′ = C(ψr(G
µ)).
From Proposition 5.3, we know that Gλ ≤ ψr(Gµ), from which it follows immedi-
ately that C(ψr(G
µ)) ⊆ C(Gλ) as desired. 
5.3. Bounds on k(Un). We will bound k(Un) by using a map h : ℓ
2(N) → R.
Specifically, define h(v) := ‖v‖2−‖v−Lv‖2. The following theorem highlights how
we use this function.
Theorem 5.6. For every λ ⊢ n, we have
|Comm(λ)| ≤
√
n!q
1
2 (n
2+h(λ′)).
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Proof. Observe that
|Comm(λ)| =
∑
A:sh(A)=λ
|CU (A)| .
From Theorem 5.5 and Proposition 4.7, we know that for every A,
|CU (A)| ≤
∣∣C(Gλ)∣∣ = qnℓ−|Gλ|.
Combining this fact with (2.2), we see that
|Comm(λ)| ≤ Fλ qnℓ−|G
λ| ≤ fλq(n2)−n(λ)+nℓ−|Gλ|,
It is a basic result from the representation theory of the symmetric group that
fλ ≤
√
n!. It therefore suffices to show that
(
n
2
)−n(λ)+nℓ− ∣∣Gλ∣∣ ≤ 12 (n2+h(λ′)),
or equivalently, that
(5.2) nℓ− n2 − n(λ)−
∣∣Gλ∣∣ ≤ 12h(λ′).
Combining (2.3), (2.4), and Proposition 5.4 with the left-hand side of (5.2), we
obtain
nℓ− n
2
− n(λ)−
∣∣Gλ∣∣ = n
2
− ℓ
2
+ n(λ)−
∑
i
m2i
2
= − ℓ
2
+
1
2
(‖λ′‖2 − ‖λ′ − Lλ′‖2)
≤ 1
2
h(λ′),
which completes the proof. 
Lemma 5.7. Let D ⊆ ℓ1(N) denote the vector space of all v ∈ ℓ1(N) satisfying the
condition1 that v1 ≥ v2 ≥ · · · ≥ 0. Then the following hold:
(1) For every c ∈ R, h(cv) = c2h(v).
(2) dhdv1 ≥ dhdvk for all positive integers k ≥ 3.
(3) For all v ∈ D, we have h(v) ≤ 2‖v‖1v2 − 3v22.
(4) For all v ∈ D satisfying v1 ≥ 12‖v‖1, and for all k ≥ 4, we have dhdv2 ≥ dhdvk .
(5) For v ∈ D with v1 ≥ 12‖v‖1, we have h(v) ≤ ‖v‖1v1 − 34v21.
Proof. Part 1 follows from the fact that h is a homogenous of degree two on ℓ2(N).
For part 2, we compute dhdvi . For i = 1, we see that
dh
dv1
= 2v2. For i > 1,
dh
dvi
= 2vi−1 − 2vi + 2vi+1.
Thus, for k ≥ 3, we have
dh
dv1
− dh
dvk
= (2v2 − 2vk−1) + (2vk − 2vk+1).
This is positive, because v is a weakly decreasing sequence.
For part 3, define w = (‖v‖1 − v2, v2, 0, . . . ) ∈ D. Let
Dk = {v ∈ D : vk+1 = 0}.
1The condition that all vi be non-negative is unnecessary. Because the terms are decreasing,
if any term is strictly less than zero, the entire sequence would not be in ℓ1(N). We include it as
part of the condition for the sake of clarity.
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Furthermore, define ei ∈ ℓ1(N) to be 1 in the ith position, and zero elsewhere. First
suppose that v ∈ Dk for some k ≥ 3. From part 2, we know that
h(v + vk(e1 − ek)) ≥ h(v).
Moreover, v + vk(e1 − ek) ∈ Dk−1. Iterating this process, we see that if v ∈ Dk for
some k ≥ 3, then we have
h(v) ≤ h(‖v‖1 − v2, v2, 0, . . . ) = 2‖v‖1v2 − 3v22 .
Because
⋃∞
k=2Dk is dense in D, and both the left- and right-hand sides are contin-
uous, we see that v ≤ 2‖v‖1v2 − 3v22 for every v ∈ D.
For part 4, note that
dh
dv2
− dh
dvk
= 2[v1 − (v2 − v3)− (vk−1 − vk)− vk+1].
If k ≥ 4, the quantity subtracted from v1 is less than ‖Lv‖1 = ‖v‖1 − v1. Be-
cause v1 >
1
2‖v‖1, the quantity dhdv2 − dhdvk must be non-negative.
Lastly, for part 5, we again consider Dk = {v ∈ D : vk+1 = 0}. For v ∈ Dk,
note that part 4 implies h(v + vk(e2 − ek)) ≥ h(v). Because v1 ≥ 12‖v‖1, we see
v + vk(e2 − ek) ∈ Dk−1. Iterating this process, we eventually reach
w := (v1, ‖v‖1 − v1 − v3, v3, 0, . . . ).
Thus, if v ∈ Dk for some k ≥ 4, we have
h(v) ≤ h(w) = −‖v‖21 + 4‖v‖1v1 − 3v21 + 4‖v‖1v3 − 6v1v3 − 4v23 .
As both the left- and right-hand sides are continuous, and
⋃∞
k=3Dk is dense in D,
this bound holds for all v ∈ D. From here it suffices to show that ‖v‖1v1 − 34v21 −
h(w) ≥ 0 for all v. To this end, note that
‖v‖1v1 − 34v21 − h(w) = 14 (2‖v‖1 − 3v1 − 4v3)2 ≥ 0.
Hence, h(v) ≤ h(w) ≤ ‖v‖1v1 − 34v21 as desired. 
Corollary 5.8. The number of conjugacy classes in the group of upper-triangular
matrices is bounded by
k(Un) ≤ p(n)
√
n! q
n2
6 +
n
2 ,
where p(n) is the number of integer partitions of n.
Proof. Because
|Comm(Un)| = q(
n
2)k(Un),
it suffices to show that
|Comm(Un)| ≤ p(n)
√
n! q
2n2
3 .
To this end, we stratify Comm(Un) by the Jordan type of the first matrix in each
pair. From Theorem 5.6, we have
|Comm(Un)| =
∑
λ⊢n
|Comm(λ)| ≤
∑
λ⊢n
√
n!q
1
2 (n
2+h(λ′)).
The sum is over p(n) terms, so it suffices to show that each term is bounded
√
n!q
2
3n
2
.
In other words, it suffices to show that for every λ ⊢ n, we have
h(λ′) ≤ n
2
3
.
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Let D = {v ∈ ℓ1(N) : v1 ≥ v2 ≥ · · · ≥ 0}. Let c ∈ R such that v2 = c‖v‖1.
Then from part 3 of Lemma 5.7, we have h(v) ≤ (2c − 3c2)‖v‖21. This quantity
is maximized at a value of 13‖v‖21, by taking c = 13 . For any λ ⊢ n, we therefore
have h(λ′) ≤ n23 , as desired. Thus, our upper bound for the number of pairs of
commuting upper-triangular matrices is
|Comm(Un)| ≤ p(n)
√
n! q
2n2
3 ,
which implies the desired result. 
We are now ready to prove the following result, which trivially implies Theo-
rem 1.2.
Theorem 5.9. For every positive integer n, and every prime power q, we have
k(Un) ≤ p(n)2n! qcn
2+n2 , where c =
20
√
2
49
− 41
98
≈ 0.15886.
Proof. Because |Comm(Un)| =
∑
λ,µ⊢n |Comm(λ, µ)|, it suffices to show that
|Comm(λ, µ)| ≤
√
n!qcn
2+n2 .
Let δ and ε denote small positive quantities, each less than 16 , to be optimized
later. We bound Comm(λ, µ) in one of three ways, depending on the shapes of λ
and µ. Let v ∈ ℓ1(N) be defined by v := λ′/n, so that ‖v‖1 = 1.
First consider the case where
∣∣v2 − 13 ∣∣ ≥ δ. From Lemma 5.7, we use the
bound h(v) ≤ 2v2 − 3v22 . As a function of v2, the right-hand side attains its
maximum at v2 =
1
3 . Thus, for v2 satisfying
∣∣v2 − 13 ∣∣ ≥ δ, the right-hand side is
maximized at v2 =
1
3 ± δ with a value of 13 − 3δ2. Thus,
|Comm(λ, µ)| ≤
√
n! q
n2
2 (1+h(v)) ≤
√
n! q
n2
2 (
4
3−3δ
2).
Because |Comm(λ, µ)| = |Comm(µ, λ)|, we also have this bound if w = µ′/n satis-
fies
∣∣w2 − 13 ∣∣ ≥ δ. Henceforth we may assume that both v and w have their second
entry in the open interval (13 − δ, 13 + δ).
Second, if v1 >
2
3 − ε, then from Lemma 5.7, we use the bound h(v) ≤ v1 − 34v21 .
Because ε ≤ 16 , we know that v1 > 12 , and so v satisfies the hypotheses of part 5 of
Lemma 5.7. The polynomial x− 34x2 is maximized at 23 , and so for v1 < 23 − ε, we
see that h(v) ≤ 13 − 34ε2. Thus,
|Comm(λ, µ)| ≤ fλq n
2
2 (1+h(v)) ≤
√
n! q
n2
2 (
4
3−
3
4 ε
2).
By symmetry, this bound also applies if µ′1 ≤ (23 − ε)n, so we may assume that
both λ′1/n and µ
′
1/n are at least
2
3 − ε.
Lastly, consider the case where
λ′1
n
≥ 2
3
− ε, and
∣∣∣∣λ′2n − 13
∣∣∣∣ ≤ δ,
and similarly for µ. We obtain an upper bound in the last case by disregarding
commutativity, and using the bound
|Comm(λ, µ)| ≤ FλFµ = fλfµqn
2−n−n(λ)−n(µ).
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To maximize the exponent, we take λ′ = µ′ =
(
(23 − ε)n, (13 − δ)n, 1, 1, . . . , 1
)
. The
exponent n2 − n− n(λ)− n(µ) is therefore bounded above by
n2
[
1− (23 − ε)2 − (13 − δ)2
]
.
Thus, our three bounds on the exponent are given by
n2
[
2
3 − 32δ2
]
, n2
[
2
3 − 38ε2
]
and, n2
[
1− (23 − ε)2 − (13 − δ)2
]
.
Taking ε = 2δ = 421 (5− 3
√
2) ≈ 0.1443, it is easy to verify that all three of these
quantities are equal to αn2, where
α :=
4
49
+
20
√
2
49
≈ 0.65886.
Thus, we obtain the bound Comm(Un) ≤
∑
λ,µ n!q
αn2 , proving that
k(Un) ≤ p(n)2 n! q(α− 12 )n
2+n2 = p(n)2 n! qcn
2+n2 .

6. Lower central series
The aim of this section is to provide bounds on the number of conjugacy classes
in groups in the lower central series of Un(q). The techniques used here do not
overlap with the techniques of gap arrays introduced in the previous sections.
For a nonnegative integer k ≤ n−1, let Un,k(q) denote the kth term in the lower
central series of Un(q). Explicitly,
Un,k(q) = {A ∈ Un(q) : Ai,j = 0 whenever 0 < i− j ≤ k}.
In this section, we prove an upper bound on then number of conjugacy classes in
Un,k(q). We first introduce some notation which we will use in the proof.
By Un,k(q), we mean the Fq-subalgebra of Un(q) defined by
Un,k(q) := {X : 1 +X ∈ Un,k(q)}.
Note that Un(q) = Un,0(q). We omit the parameter q when the field is clear from
context. For a finite group G, we define the commuting probability cp(G) to be
the probability that two elements chosen uniformly at random from G commute.
Clearly
cp(G) =
|Comm(G)|
|G|2 =
k(G)
|G| .
For A ∈ Ua and B ∈ Ub, let TA,B : Ma×b → Ma×b by TA,B(X) := AX −XB.
Note the map Tλ,µ defined in Lemma 4.1 is shorthand for TJλ,Jµ . The following
lemma is the key tool used in the proof of Theorem 1.3.
Lemma 6.1. Let a and b be positive integers, and let k be an integer such that
0 ≤ k < a+ b. Let V = {X ∈Ma×b : Xi,j = 0 whenever j − i ≥ a− k}. Then
cp(a+ b, k) =
1
|Ua,k|2 · |Ub,k|2
∑
q− dim(ImTA1,B1+ImTA2,B2)
where the sum is over all (A1, A2) ∈ Comm(Ua,k) and all (B1, B2) ∈ Comm(Ub,k).
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Proof. We begin with the vector space isomorphism Ua+b,k → Ua,k⊕V ⊕Ub,k given
by
ei,j 7→


(ei,j , 0, 0) if i, j ≤ a
(0, ei,j−a, 0) if i ≤ a, j > a
(0, 0, ei−a,j−a) if i, j > a.
Graphically, the isomorphism is shown in Figure 4.
−→ ⊕ ⊕
Ua,k V Ub,k
Figure 4. A graphical representation of the decomposition of
Ua+b,k into Ua,k ⊕ V ⊕ Ub,k. The gray regions represent the cells
which can be non-zero. The white regions represent the cells which
must contain zeros.
The multiplicative structure on Ua+b,k can be pushed through this isomorphism
to make Ua,k ⊕ V ⊕ Ub,k an Fq-algebra, and is given by
(A1, X1, B1) · (A2, X2, B2) = (A1B1, A1X2 +X1B2, A2B2).
We count pairs of commuting elements in Ua,k⊕V ⊕Ub,k. Note that (A1, X1, B1)
and (A2, X2, B2) commute if and only all three of the following conditions hold:
(1) A1 and A2 commute in Ua,k,
(2) B1 and B2 commute in Ub,k,
(3) TA1,B1(X2) = TA2,B2(X1).
For i = 1, 2, let Ti = TAi,Bi . We may count pairs of commuting elements in Ua+b,k
by counting how many (X1, X2) ∈ V ⊕ V satisfy T1(X2) = T2(X1), and summing
over all (A1, A2) ∈ Comm(Ua,k) and all (B1, B2) ∈ Comm(Ub,k). Therefore,
cp(a+ b, k) =
1
|Ua+b,k|2
∑
#{(X1, X2) ∈ V × V : T1(X2) = T2(X1)},
where the sum is over
S := {(A1, A2, B1, B2) : (A1, A2) ∈ Comm(Ua,k), (B1, B2) ∈ Comm(Ub,k)}.
Note that {(X1, X2) : T1(X2) = T2(X1)} is the kernel of the map Φ : V ⊕ V → V
defined by
Φ(X,Y ) := T1(X)− T2(Y ).
Obviously, ImΦ = ImT1 + ImT2. By the rank-nullity theorem, we have
(6.1) cp(a+ b, k) =
(
qdimV
|Ua+b,k|
)2∑
S
q− dim(ImT1+ImT2).
Recalling that dimUa+b,k = dimUa,k + dimV + dimUb,k, we see that
(6.2)
qdimV
|Ua+b,k| =
1
|Ua,k| |Ub,k| .
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Putting together equations (6.1) and (6.2), we obtain the desired result. 
Lemma 6.2. Let Nr(a, b) := {(A,B) ∈ Ua × Ub : rankTA,B ≤ r}. Then
|Na,b(r)| ≤ p(a)p(b)
√
a!b! q
(a−b)2
2 +r.
Proof. Because dimkerTA,B = dimkerTC,D whenever A is GLa-conjugate to C
and B is GLb-conjugate to D, we may safely assume that A and B are in Jordan
canonical form. From Lemma 4.1, we know dimkerTλ,µ = 〈λ′, µ′〉. Applying
the Cauchy-Schwarz inequality followed by the classical arithmetic-geometric mean
inequality, we obtain
(6.3) dimkerTλ,µ = 〈λ′, µ′〉 ≤ ‖λ
′‖2 + ‖µ′‖2
2
=
a+ b
2
+ n(λ) + n(µ).
We stratifyNa,b(r) by the Jordan forms of the pairs (A,B) which appear inNa,b(r).
Let S := {(λ, µ) : 〈λ′, µ′〉 ≥ ab − r}. The pairs of partitions in S are precisely the
partitions indexing Jordan forms of pairs of matrices in Na,b(r). Thus,
|Na,b(r)| =
∑
(λ,µ)∈S
Fλ(q)Fµ(q).
Recall from (2.2) that Fλ(q) ≤ fλq(
a
2)−n(λ), so
|Na,b(r)| ≤
∑
(λ,µ)∈S
fλfµq
a2+b2
2 −(
a+b
2 +n(λ)+n(µ)).
Now applying (6.3) we get
|Na,b(r)| ≤
∑
(λ,µ)∈S
fλfµq
a2+b2
2 −(ab−r) = q(a−b)
2/2+r
∑
(λ,µ)∈S
fλfµ.
Noting that fλ ≤
√
a! and |S| ≤ p(a)p(b), the result follows. 
We now present the proof of Theorem 1.3. Define β0 := 0, and for each positive
integer m, define βm inductively by
βm :=
1
4
(
βm−1 − (1 − 2−m)2
)
.
A routine calculation shows that for all m, we have
βm = −1
3
− 2
3
· 4−m + 2−m − 4−(m+1)m.
Theorem 6.3. Let m be a non-negative integer such that 2−(1+m) ≤ kn ≤ 2−m.
Then
cp(n, k) ≤ qβmn2(1+om(1)),
where om(1) is a function of m and n which, for each fixed m, tends to zero as n
tends to infinity.
Proof. We proceed with the proof that cp(n, k) ≤ qβmn2(1+om(1)) by induction on
m. When m = 0, we have 12 ≤ kn ≤ 1, and so Un,k is abelian, proving that
cp(n, k) = 1 = q0 as desired.
Now let V = {X ∈Ma×b : Xi,j = 0 whenever j − i ≥ a− k}, and let
Cka,b(r) = {(A1, A2, B1, B2) ∈ Comm(Ua,k)× Comm(Ub,k) :
rankV (TA1,B1 , TA2,B2) = r}.
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From Lemma 6.1, we have
cp(n, k) =
1
|Ua,k|2 |Ub,k|2
ab−(k+12 )∑
j=0
q−j
∣∣Cka,b(j)∣∣ .
Pick some number r to be optimized later, and split the sum based on the relation-
ship between r and j. First considering the case when j ≥ r, we have
(6.4)
∑
j≥r
q−j
∣∣Cka,b(j)∣∣ ≤ q−r∑
j≥r
∣∣Cka,b(j)∣∣ ≤ q−r |Comm(Ua,k)| |Comm(Ub,k)| .
On the other hand, if j < r, we forget about the commutativity relation, and
remember only that the rank of each map TAi,Bi must be bounded by r. Thus, for
j < r we have Cja,b(k) ≤ |Na,b(j)|2. Combining this with (6.4) and Lemma 6.2, we
obtain
cp(n, k) ≤ q−r cp(a, k) cp(b, k) + 1|Ua,k|2 |Ub,k|2
r−1∑
j=0
q−r |Na,b(j)|2
≤ q−r cp(a, k) cp(b, k) + p(a)
2p(b)2a!b!
|Ua,k|2 |Ub,k|2
r−1∑
j=0
q(a−b)
2+2j−r
≤ q−r cp(a, k) cp(b, k) + p(a)
2p(b)2a!b!
|Ua,k|2 |Ub,k|2
q(a−b)
2+r−1.
To optimize these parameters, we take a = ⌊n/2⌋ and b = ⌈n/2⌉, and
(6.5) r =
[
1
4
(
βm−1 +
(
1− 2−m)2)n2] ,
where the square brackets denote the nearest integer function. In the calculations to
follow, we omit the [·], as it complicates the computation, and does not contribute
to the leading term in the exponent. The difference is absorbed into the om(1)
term.
Because 2−m ≤ 2kn ≤ 21−m, by inductive hypothesis, we have
cp(a, k) ≤ qβm−1a2(1+om(1)) = q
βm−1n
2
4 (1+om(1)).
Note that p(a)2p(b)2a!b! ≤ qo(n2), and that
|Ua,k| = q
(a−k)2
2 (1+om(1)) = q
1
8 (1−
2k
n )
2
n2(1+om(1)).
Combining these facts, we obtain
cp(n, k) ≤ q−r+
βm−1n
2
2 (1+om(1)) + qr−
1
2 (1−2
−m)2n2(1+om(1))
Substitiuting in (6.5), both exponents on the right-hand side become
1
4
(
βm−1 − (1− 2−m)2
)
n2(1 + om(1)),
which is equal to βmn
2(1 + om(1)). Thus,
cp(n, k) ≤ 2qβmn2(1+om(1)) = qβmn2(1+om(1)),
which completes the proof. 
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Corollary 6.4 (Theorem 1.3). Let
γm :=
1
6
− 13
24
· 4−m + 2−(m+1) − 4−(m+1)m.
Then for every q,
k(Un,k(q)) ≤ qγmn
2(1+om(1)),
where m =
⌊
log2
(
n
k
)⌋
, and om(1) denotes a function which, for each fixed m, tends
to zero as n tends to infinity.
Proof. Recalling that k(G) = cp(G) |G|, we see that Theroem 6.3 implies that
k(Un,k) ≤ q(
n−k
2 )+βmn
2(1+om(1)).
Combining this with the fact that
(
n−k
2
)
= 12
(
1− kn
)2
n2(1 + om(1)), and also the
fact that kn ≥ 2−(1+m), we obtain
k(G) ≤ q
(
1
2 (1−2
−(1+m))
2
+βm
)
n2(1+om(1)) ≤ qγmn2(1+om(1)),
where γm =
1
6 − 1324 · 4−m + 2−(m+1) − 4−(m+1)m. 
7. Final Remarks
7.1. The original motivation for determining asymptotic bounds on k(Un) was
that such bounds could be used to give upper bounds on the number of p-groups
of a given order. Specifically, Higman used his upper bound of k(Un(p)) ≤ pn
2
4 to
show that there were no more than p
2n3
15 (1+o(1)) groups of order pn [Hig]. In the
same paper, he provided the lower bound of p
2
27n
3(1+o(1)) for the number of groups
of order pn, by explicitly exhibiting so many p-groups of class 2, but was unable
to close the gap between the constants 2/27 and 2/15. He noted that a reduction
in the upper bound for k(Un(q)) would result in a reduction for the upper bound
on the number of p-groups, but that even proving k(Un(q)) ≤ q n
2
12 (1+o(1)) could not
completely close the gap with his methods.
In 1965, Charles Sims used a different argument to show that the number of
groups of order pn is p
2n3
27 +O(n
8/3), resolving Higman’s original question [Sim] (see
also, [BNV]).
7.2. Several other people have studied conjugacy in Un since Higman first intro-
duced the question. Gudivok et al. provide an algorithm to compute the number of
conjugacy classes in Un for arbitrary q, and computed the number for n ≤ 7 [G+].2
Vera-Lo´pez and Arregi constructed a different algorithm and were able to com-
pute k(Un) for arbitrary q and n ≤ 13 [VLA03]. Moreover, they verified that
for n ≤ 13, the quantity k(Un) was a polynomial in q with integer coefficients of
degree [(n2 + 6n)/12], where [·] denotes the nearest integer function. In [PS], we
verify that k(Un) is a polynomial in q with integer coefficients of the same degree
for n ≤ 16. While there is evidence that k(Un) may not be a polynomial in q for
large n (see [HP, PS]), we believe that Higman’s lower bound is asymptotically
tight:
2The paper actually computed the number of conjugacy classes through n = 9, though the
implementation had an error which yielded the wrong values for n = 8 and 9. The polynomials
provided do evaluate to the correct values for k(Un(2)).
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Conjecture 7.1. For every prime power q,
k(Un) = q
n2
12 (1+o(1)).
7.3. The proof of Corollary 5.8 shows that our bound is maximized for partitions
with at most two columns. However, a straightforward inductive argument proves
that if A has Jordan form Jλ, and λ has at most two columns, then there exists a
gap arrayG such that XACU (A)X
−1
A = C(G). Moreover, we can explicitly compute
the size of this gap array, and determine that Comm(λ) = qo(n
2).
7.4. Theorem 1.3 provides another proof that k(Un) ≤ q n
2
6 (1+o(1)). Taking m to
infinity, we see that γm approaches
1
6 . To make this precise, one must also show that
the the term om(1) does not grow too fast with m. In [Sof], we do this explicitly.
7.5. A pattern group is a subgroup of Un defined by prescribing cells which are
allowed to be non-zero (see [Isa]). The normal pattern groups in Un were character-
ized by Weir, and have the property that if a cell is allowed to be non-zero, then so
is any cell to the right of it or above it [Wei]. Due to this combinatorial structure
we believe that similar techniques can be used to bound the number of conjugacy
classes.
7.6. Regarding the bounds on k(Un,k), Lemma 6.2 has room for improvement.
Specifically, when we wish to bound the number of matrices in Un,k which have
Jordan type λ, we use Fλ, the number of such matrices in Un. If we had estimates
on the number of matrices in Un,k of a particular Jordan type, we could tighten
the upper bound on k(Un,k). We hope to return to this problem in the future.
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