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Abstract
Synchronization of rotations is the problem of estimating a set of rotations Ri ∈ SO(n), i =
1 . . . N based on noisy measurements of relative rotations RiR
>
j . This fundamental problem
has found many recent applications, most importantly in structural biology. We provide a
framework to study synchronization as estimation on Riemannian manifolds for arbitrary n
under a large family of noise models. The noise models we address encompass zero-mean
isotropic noise, and we develop tools for Gaussian-like as well as heavy-tail types of noise in
particular. As a main contribution, we derive the Crame´r-Rao bounds of synchronization,
that is, lower-bounds on the variance of unbiased estimators. We find that these bounds are
structured by the pseudoinverse of the measurement graph Laplacian, where edge weights are
proportional to measurement quality. We leverage this to provide interpretation in terms of
random walks and visualization tools for these bounds in both the anchored and anchor-free
scenarios. Similar bounds previously established were limited to rotations in the plane and
Gaussian-like noise.
Synchronization of rotations, estimation on manifolds, estimation on graphs, graph Lapla-
cian, Fisher information, Crame´r-Rao bounds, distributions on the rotation group, Langevin.
2000 Math Subject Classification: 62F99, 94C15, 22C05, 05C12,
1 Introduction
Synchronization of rotations is the problem of estimating rotation matrices R1, . . . , RN from noisy
measurements of relative rotations RiR
>
j . The set of available measurements gives rise to a graph
structure, where the N nodes correspond to the rotations Ri and an edge is present between two
nodes i and j if a measurement of RiR
>
j is given. Depending on the application, some rotations
may be known in advance or not. The known rotations, if any, are called anchors. In the absence of
anchors, it is only possible to recover the rotations up to a global rotation, since the measurements
only reveal relative information.
Motivated by the pervasiveness of synchronization of rotations in applications, we propose a
derivation and analysis of Crame´r-Rao bounds for this estimation problem. Our results hold for
rotations in the special orthogonal group
SO(n) = {R ∈ Rn×n : R>R = I and detR = 1} (1.1)
for arbitrary n and for a large family of practically useful noise models.
Synchronization of rotations appears naturally in a number of important applications. Tron
and Vidal for example consider a network of cameras [39]. Each camera has a certain position
in R3 and orientation in SO(3). For some pairs of cameras, a calibration procedure produces a
noisy measurement of relative position and relative orientation. The task of using all relative ori-
entation measurements simultaneously to estimate the configuration of the individual cameras is a
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synchronization problem. Cucuringu et al. address sensor network localization based on inter-node
distance measurements [15]. In their approach, they decompose the network in small, overlapping,
rigid patches. Each patch is easily embedded in space owing to its rigidity, but the individual
embeddings are noisy. These embeddings are then aggregated by aligning overlapping patches.
For each pair of such patches, a measurement of relative orientation is produced. Synchronization
permits the use all of these measurements simultaneously to prevent error propagation. In related
work, a similar approach is applied to the molecule problem [16]. Tzeneva et al. apply synchro-
nization to the construction of 3D models of objects based on scans of the objects under various
unknown orientations [40]. Singer and Shkolnisky study cryo-EM imaging [36]. In this problem,
the aim is to produce a 3D model of a macro-molecule based on many projections (pictures) of the
molecule under various random and unknown orientations. A procedure specific to the cryo-EM
imaging technique helps estimating the relative orientation between pairs of projections, but this
process is very noisy. In fact, most measurements are outliers. The task is to use these noisy
measurements of relative orientations of images to recover the true orientations under which the
images were acquired. This naturally falls into the scope of synchronization of rotations, and calls
for very robust algorithms. More recently, Sonday et al. use synchronization as a means to com-
pute rotationally invariant distances between snapshots of trajectories of dynamical systems, as
an important preprocessing stage before dimensionality reduction [38]. In a different setting, Yu
applies synchronization of in-plane rotations (under the name of angular embedding) as a means
to rank objects based on pairwise relative ranking measurements [45, 46]. This approach is in
contrast with existing techniques which realize the embedding on the real line, but appears to
provide unprecedented robustness.
1.1 Previous work
Tron and Vidal, in their work about camera calibration, develop distributed algorithms based on
consensus on manifolds to solve synchronization on R3oSO(3) [39]. Singer studies synchronization
of phases, that is, rotations in the plane, and reflects upon the generic nature of synchronization as
the task of estimating group elements g1, . . . , gN based on measurements of their ratios gig
−1
j [35].
In that work, the author focuses on synchronization in the presence of many outliers. A fast
algorithm based on eigenvector computations is proposed, corresponding to a relaxation of an
otherwise untractable optimization problem. The eigenvector method is shown to be remarkably
robust. In particular, it is established that a large fraction of measurements can be outliers
while still guaranteeing the algorithm performs better than random in expectation. In further
work, Bandeira et al. derive Cheeger-type inequalities for synchronization on the orthogonal group
under adversarial noise and generalize the eigenvector method to rotations in Rn [3]. Hartley et
al. develop a robust algorithm based on a Weiszfeld iteration to compute L1-means on SO(n),
and extend the algorithm to perform robust synchronization of rotations [21]. In a more recent
paper [22], some of these authors and others address a broad class of rotation averaging problems,
with a specific outlook for characterizations of the existence and uniqueness of global optimizers of
the related optimization problems. Synchronization is addressed too under the name of multiple
rotation averaging. Wang and Singer propose a robust algorithm for synchronization called LUD
for least unsquared deviation [41]. It is based on a convex relaxation of an L1 formulation of the
synchronization problem and comes with exact and stable recovery guarantees under a large set
of scenarios. Russel et al. develop a decentralized algorithm for synchronization on the group
of translations Rn [33]. Barooah and Hespanha study the covariance of the BLUE estimator for
synchronization on Rn with anchors. This covariance coincides with the Crame´r-Rao bound (CRB)
under Gaussian noise. They give interpretations of the covariance in terms of the resistance distance
on the measurement graph [4]. Howard et al. study synchronization on the group of translations Rn
and on the group of phases SO(2) [26]. They establish CRB’s for synchronization in the presence of
Gaussian-like noise on these groups and provide decentralized algorithms to solve synchronization.
Their derivation of the CRB’s seems to rely heavily on the commutativity (and thus flatness) of
Rn and SO(2), and hence does not apply to synchronization on SO(n) in general. Furthermore,
they only analyze Gaussian-like noise.
CRB’s are a classical tool in estimation theory [32] that provide a lower-bound on the variance
of any unbiased estimator for an estimation problem, based on the measurements’ distribution.
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The classical results focus on estimation problems for which the sought parameter belongs to a
Euclidean space. In the context of synchronization, this is not sufficient, since the parameters
we seek belong to the manifold of rotations SO(n). Important work by Smith [37] as well as by
Xavier and Barroso [44] extends the theory of CRB’s to the realm of manifolds in a practical
way. Furthermore, in the absence of anchors, the global rotation ambiguity gives rise to a singular
Fisher information matrix (FIM). As the CRB’s are usually expressed in terms of the inverse of
the FIM, this is problematic. Xavier and Barroso provide a nice geometric interpretation in terms
of estimation on quotient manifolds of the well-known fact that one may use the pseudoinverse of
the FIM in such situations [43]. It is then apparent that to establish CRB’s for synchronization,
one needs to either impose anchors, leading to a submanifold geometry, or work on the quotient
manifold. In [8], an attempt is made at providing a unified framework to build such CRB’s. We
use these tools in the present work.
Other authors have established CRB’s for sensor network localization (SNL) and synchroniza-
tion problems. Ash and Moses study SNL based on inter-agent distance measurements, and notably
give an interpretation of the CRB in the absence of anchors [2]. Chang and Sahai tackle the same
problem [12]. As we mentioned earlier, Howard et al. derive CRB’s for synchronization on Rn and
SO(2) [26]. CRB’s for synchronization on Rn are re-derived as an example in [8]. A remarkable
fact is that, for all these problems of estimation on graphs, the pseudoinverse of the graph Lapla-
cian plays a fundamental role in the CRB—although not all authors explicitly reflect on this. As
we shall see, this special structure is rich in interpretations, many of which exceed the context of
synchronization of rotations specifically.
1.2 Contributions and outline
In this work, we state the problem of synchronization of rotations in SO(n) for arbitrary n as
an estimation problem on a manifold—Section 2. We describe the geometry of this manifold
both for anchored synchronization (giving rise to a submanifold geometry) and for anchor-free
synchronization (giving rise to a quotient geometry)—Section 3. Among other things, this paves
the way for maximum-likelihood estimation using optimization on manifolds [1], which is the focus
of other work [9].
We describe a family of noise models (probability density functions) on SO(n) that fulfill a few
assumptions—Section 4. We show that this family is both useful for applications (it essentially
contains zero-mean, isotropic noise models) and practical to work with (the expectations one is
lead to compute via integrals on SO(n) are easily converted into classical integrals on Rn). In
particular, this family includes a kind of heavy-tailed distribution on SO(n) that appears to be
new. We describe this distribution and we are convinced it will prove useful for other estimation
problems on SO(n) with outliers.
In Section 5, we derive the Fisher information matrix (FIM) for synchronization and establish
it is structured by the Laplacian of the measurement graph, where edge weights are proportional
to the quality of their respective measurements. The FIM plays a central role in the Crame´r-Rao
bounds (CRB) we establish for anchored and anchor-free synchronization—Section 6. The main
tools used to that effect are intrinsic versions of the CRB’s, as developed in [37] and, in a formulation
more directly useful to our setting, in [8]. The CRB’s are structured by the pseudoinverse of the
Laplacian of the measurement graph. We derive clear interpretations of these bounds in both
cases, and note they differ significantly.
As a main result for anchored synchronization, we show that for any unbiased estimator Rˆi of
the rotation Ri, asymptotically for small errors,
E
{
dist2(Ri, Rˆi)
}
≥ d2 (L†A)ii, (1.2)
where dist(Ri, Rˆi) = ‖ log(R>i Rˆi)‖F is the geodesic distance on SO(n), d = n(n − 1)/2, LA is the
Laplacian of the weighted measurement graph with rows and columns corresponding to anchors set
to zero and † denotes the Moore-Penrose pseudoinverse—see (6.12). The better a measurement is,
the larger the weight on the associated edge is—see (5.21). This bound holds in a small-error regime
under the assumption that noise on different measurements is independent, that the measurements
are isotropically distributed around the true relative rotations and that there is at least one anchor
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in each connected component of the graph. The right-hand side of this inequality is zero if node i is
an anchor, and is small if node i is strongly connected to anchors. More precisely, it is proportional
to the ratio between the average number of times a random walker starting at node i will be at node
i before hitting an anchored node and the total amount of information available in measurements
involving node i.
As a main result for anchor-free synchronization, we show that for any unbiased estimator RˆiRˆ
>
j
of the relative rotation RiR
>
j , asymptotically for small errors,
E
{
dist2(RiR
>
j , RˆiRˆ
>
j )
}
≥ d2 (ei − ej)>L†(ei − ej), (1.3)
where L is the Laplacian of the weighted measurement graph and ei is the ith column of the N×N
identity matrix—see (6.27). This bound holds in a small-error regime under the assumption that
noise on different measurements is independent, that the measurements are isotropically distributed
around the true relative rotations and that the measurement graph is connected. The right-hand
side of this inequality is proportional to the squared Euclidean commute time distance (ECTD) [34]
on the weighted graph. It measures how strongly nodes i and j are connected. More explicitly, it
is proportional to the average time a random walker starting at node i walks before hitting node
j and then node i again.
Section 7 hosts a few comments on the CRB’s. In particular, evidence is presented that the
CRB might be achievable, a PCA-like visualization tool is detailed, a link with the Fiedler value
of the graph is described and the robustness of synchronization versus outliers is confirmed, via
arguments that differ from those in [35].
Notation. In is the identity matrix of size n. When it is clear from the context, the subscript
is omitted. O(n) = {R ∈ Rn×n : R>R = I} is the orthogonal group. We synchronize N rotations
in SO(n) (1.1). Anchors (if any) are indexed in A ⊂ {1, . . . , N}. d = dim SO(n) = n(n− 1)/2. ⊗
denotes the Kronecker product. ‖A‖2 = trace(A>A) is the squared Frobenius norm. skew(A) =
(A − A>)/2 is the skew-symmetric part of A. A† is the Moore-Penrose pseudoinverse of A. Bold
letters R denote tuples (R1, . . . , RN ).
2 Synchronization of rotations
Synchronization of rotations is the problem of estimating a set of rotations R1, . . . , RN ∈ SO(n)
from noisy measurements of some of the relative rotations RiR
>
j . In this section, we model syn-
chronization as an estimation problem on a manifold, since the set of rotations SO(n) is a Lie
group, i.e., a group and a manifold at the same time.
In our estimation problem, the target quantities (the parameters) are the rotation matrices
R1, . . . , RN ∈ SO(n). The natural parameter space is thus:
P = SO(n)× · · · × SO(n) (N copies). (2.1)
Let [N ] , {1, . . . , N}. Consider a set E ⊂ [N ] × [N ] such that (i, j) ∈ E ⇒ i 6= j and (j, i) ∈ E .
This set defines an undirected graph over N nodes,
G = ([N ], E) (the measurement graph). (2.2)
For each edge (i, j) ∈ E , i < j, we have a measurement Hij ∈ SO(n) of the form
Hij = ZijRiR
>
j , (2.3)
where Zij is a random variable distributed over SO(n) following a probability density function (pdf)
fij : SO(n) → R+, with respect to the Haar measure µ on SO(n)—see Section 4. For example,
when Zij is deterministically equal to the identity matrix I, the measurement is perfect, whereas
when Zij is uniformly distributed over (the compact set) SO(n), the measurement contains no
information. We say that the measurement is unbiased, or that the noise has zero-mean, if the
mean value of Zij is the identity matrix—a notion we make precise in Section 4. We also say that
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noise is isotropic if its probability density function is only a function of distance to the identity.
Different notions of distance on SO(n) yield different notions of isotropy. In Section 4 we give a
few examples of useful zero-mean, isotropic distributions on SO(n).
Pairs (i, j) and (j, i) in E refer to the same measurement. By symmetry, for i < j, we define
Hji = ZjiRjR
>
i = H
>
ij and the random variable Zji and its density fji are defined accordingly in
terms of fij and Zij . In particular,
Zji = RjR
>
i Z
>
ijRiR
>
j , and fij(Zij) = fji(Zji). (2.4)
The pdf’s fij and fji are linked as such because the Haar measure µ is invariant under the change
of variable relating Zij and Zji.
In this work, we restrict our attention to noise models that fulfill the three following assump-
tions:
Assumption 1 (smoothness and support). Each pdf fij : SO(n) → R+ = (0,+∞) is a smooth,
positive function.
Assumption 2 (independence). The Zij’s associated to different edges of the measurement graph
are independent random variables. That is, if (i, j) 6= (p, q) and (i, j) 6= (q, p), Zij and Zpq are
independent.
Assumption 3 (invariance). Each pdf fij is invariant under orthogonal conjugation, that is,
∀Z ∈ SO(n),∀Q ∈ O(n), fij(QZQ>) = fij(Z). We say fij is a spectral function, since it only
depends on the eigenvalues of its argument. The eigenvalues of matrices in SO(2k) have the form
e±iθ1 , . . . , e±iθk , with 0 ≤ θ1, . . . , θk ≤ pi. The eigenvalues of matrices in SO(2k + 1) have an
additional eigenvalue 1.
Assumption 1 is satisfied for all the noise models we consider; it could be relaxed to some extent
but would make some of the proofs more technical. Assumption 2 is admittedly a strong restriction
but is necessary to make the joint pdf of the whole estimation problem easy to derive, leading to
an easy expression for the log-likelihood function. As we will see in Section 5, it is also at the
heart of the nice Laplacian structure of the Fisher information matrix. Assumption 3 is a technical
condition that will prove useful in many respects. One of them is the observation that pdf’s which
obey Assumption 3 are easy to integrate over SO(n). We expand on this in Section 4, where we
also show that a large family of interesting pdf’s satisfy these assumptions, namely, zero-mean
isotropic distributions.
Under Assumption 2, the log-likelihood of an estimator Rˆ = (Rˆ1, . . . , RˆN ) ∈ P, given the
measurements Hij , is given by:
L(Rˆ) =
1
2
∑
(i,j)∈E
log fij(HijRˆjRˆ
>
i ) =
1
2
N∑
i=1
∑
j∈Vi
log fij(HijRˆjRˆ
>
i ), (2.5)
where Vi ⊂ [N ] is the set of neighbors of node i, i.e., j ∈ Vi ⇔ (i, j) ∈ E . The coefficient 1/2 reflects
the fact that measurements (i, j) and (j, i) give the same information and are deterministically
linked. Under Assumption 1, L is a smooth function on the smooth manifold P.
The log-likelihood function is invariant under a global rotation. Indeed,
∀Rˆ ∈ P, ∀Q ∈ SO(n), L(RˆQ) = L(Rˆ), (2.6)
where RˆQ denotes (Rˆ1Q, . . . , RˆNQ) ∈ P. This invariance encodes the fact that all sets of rotations
of the form RˆQ yield the same distribution of the measurements Hij , and are hence equally likely
estimators.
To resolve the ambiguity, one can follow at least two courses of action. One is to include
additional constraints, most naturally in the form of anchors, i.e., assume some of the rotations are
known1. The other is to acknowledge the invariance by working on the associated quotient space.
1If we only know that Ri is close to some matrix R¯, and not necessarily equal to it, we may add a phony node
RN+1 anchored at R¯, and link that node and Ri with a high confidence measure Hi,N+1 = In. This makes it
possible to have “soft anchors”.
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Following the first path, the parameter space becomes a Riemannian submanifold of P. Fol-
lowing the second path, the parameter space becomes a Riemannian quotient manifold of P. In
the next section, we describe the geometry of both.
Remark 1 (A word about other noise models). We show that measurements of the form Hij =
Zij,1RiR
>
jZij,2, with Zij,1 and Zij,2 two random rotations with pdf’s satisfying Assumptions 1–3,
satisfy the noise model considered in the present work. In doing so, we use some material from
Section 4. For notational convenience, let us consider H = Z1RZ2, with Z1, Z2 two random
rotations with pdf’s f1, f2 satisfying Assumptions 1–3, R ∈ SO(n) fixed. Then, the pdf of H is the
function h : SO(n)→ R+ given by (essentially) the convolution of f1 and f2 on SO(n):
h(H) =
∫
SO(n)
f1(Z)f2(R
>Z>H) dµ(Z) =
∫
SO(n)
f1(Z)f2(Z
>HR>) dµ(Z), (2.7)
where we used that f2 is spectral: f2(R
>Z>H) = f2(RR>Z>HR>). Let Zeq be a random rota-
tion with smooth pdf feq. We will shape feq such that the random rotation ZeqR has the same
distribution as H. This condition can be written as follows: for all measurable subsets S ⊂ SO(n),∫
S
h(Z) dµ(Z) =
∫
SR>
feq(Z) dµ(Z) =
∫
S
feq(ZR
>) dµ(Z), (2.8)
where, going from the second to the third integral, we used the change of variable Z := ZR> and
the bi-invariance of the Haar measure µ. In words: for all S, the probability that H belongs to
S must be the same as the probability that ZeqR belongs to S. This must hold for all S, hence
feq(ZeqR
>) = h(Zeq), or equivalently:
feq(Zeq) = h(ZeqR) =
∫
SO(n)
f1(Z)f2(Z
>Zeq) dµ(Z). (2.9)
This uniquely defines the pdf of Zeq. It remains to show that feq is a spectral function. For all
Q ∈ O(n),
feq(QZeqQ
>) =
∫
SO(n)
f1(Z)f2(Z
>QZeqQ>) dµ(Z) (2.10)
(f2 is spectral) =
∫
SO(n)
f1(Z)f2(Q
>Z>QZeq) dµ(Z) (2.11)
(change of variable: Z := QZQ>) =
∫
SO(n)
f1(QZQ
>)f2(Z>Zeq) dµ(Z) (2.12)
(f1 is spectral) =
∫
SO(n)
f1(Z)f2(Z
>Zeq) dµ(Z) = feq(Zeq). (2.13)
Hence, the noise model Hij = Zij,1RiR
>
jZij,2 can be replaced with the model Hij = Zij,eqRiR
>
j and
the pdf of Zij,eq is such that it falls within the scope of the present work.
In particular, if f1 is a point mass at the identity, so that H = RZ2 (noise multiplying the
relative rotation on the right rather than on the left), feq = f2, so that it does not matter whether
we consider Hij = ZijRiR
>
j or Hij = RiR
>
jZij: they have the same distribution.
3 Geometry of the parameter spaces
This section defines the notions of distance involved in the CRB’s (1.2) and (1.3). It introduces
tools to obtain the gradient involved in the FIM (5.2) as well as the Riemannian Log map necessary
to define notions of error and bias for estimators on manifolds. This is achieved by defining the
parameter spaces for both the anchored and the anchor-free scenario and endowing them with a
proper Riemannian structure.
We start with a quick reminder of the geometry of SO(n). We then go on to describe the
parameter spaces for the anchored and the anchor-free cases of synchronization. It is assumed that
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the reader is familiar with standard concepts from Riemannian geometry [1, 6, 31]. For readers less
comfortable with Riemannian geometry, it may be helpful to consider anchored synchronization
only at first. The distinction between both cases is clearly delineated in the remainder of the paper,
most of which remains relevant even if only the anchored case is considered.
The group of rotations SO(n) (1.1) is a connected, compact Lie group of dimension d = n(n−
1)/2. Being a Lie group, it is also a manifold and thus admits a tangent space TQSO(n) at each
point Q. The tangent space at the identity plays a special role. It is known as the Lie algebra of
SO(n) and is the set of skew-symmetric matrices:
TISO(n) = so(n) , {Ω ∈ Rn×n : Ω + Ω>= 0}. (3.1)
The other tangent spaces are easily obtained from so(n):
TQSO(n) = Qso(n) = {QΩ : Ω ∈ so(n)}. (3.2)
We endow SO(n) with the usual Riemannian metric by defining the following inner product on all
tangent spaces:
〈QΩ1, QΩ2〉Q = trace(Ω>1Ω2), ‖QΩ‖2Q = 〈QΩ, QΩ〉Q = ‖Ω‖2 . (3.3)
For better readability, we often omit the subscripts Q. The orthogonal projector from the embed-
ding space Rn×n onto the tangent space TQSO(n) is:
PQ(H) = Q skew
(
Q>H
)
, with skew(A) , (A−A>)/2. (3.4)
It plays an important role in the computation of gradients of functions on SO(n), which will come
up in deriving the FIM. The exponential map and the logarithmic map accept simple expressions
in terms of matrix exponential and logarithm:
ExpQ : TQSO(n)→ SO(n), LogQ : SO(n)→ TQSO(n) (3.5)
ExpQ(QΩ) = Q exp(Ω), LogQ1(Q2) = Q1 log(Q
>
1Q2). (3.6)
The mapping t 7→ ExpQ(tQΩ) defines a geodesic curve on SO(n), passing through Q with velocity
QΩ at time t = 0. Geodesic curves have zero acceleration and may be considered as the equivalent
of straight lines on manifolds. The logarithmic map LogQ is (locally) the inverse of the exponential
map ExpQ. In the context of an estimation problem, LogQ(Qˆ) represents the estimation error of
Qˆ for the parameter Q, that is, it is a notion of difference between Q and Qˆ. The geodesic (or
Riemannian) distance on SO(n) is the length of the shortest path (the geodesic arc) joining two
points:
dist(Q1, Q2) =
∥∥LogQ1(Q2)∥∥Q1 = ∥∥log(Q>1Q2)∥∥. (3.7)
In particular, for rotations in the plane (n = 2) and in space (n = 3), the geodesic distance between
Q1 and Q2 is
√
2θ, where θ ∈ [0, pi] is the angle by which Q>1Q2 rotates.
Let f˜ : Rn×n → R be a differentiable function, and let f = f˜ |SO(n) be its restriction to SO(n).
The gradient of f is a tangent vector field to SO(n) uniquely defined by:
〈gradf(Q), QΩ〉 = Df(Q)[QΩ] ∀Ω ∈ so(n), (3.8)
with gradf(Q) ∈ TQSO(n) and Df(Q)[QΩ] the directional derivative of f at Q along QΩ. Let
∇f˜(Q) be the usual gradient of f˜ in Rn×n. Then, the gradient of f is easily computed as [1,
eq. (3.37)]:
gradf(Q) = PQ(∇f˜(Q)). (3.9)
In the sequel, we often write ∇f to denote the gradient of f seen as a function in Rn×n, even if it
is defined on SO(n).
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The parent parameter space for synchronization is the product Lie group P = SO(n)N . Its
geometry is trivially obtained by element-wise extension of the geometry of SO(n) just described.
In particular, tangent spaces and the Riemannian metric are given by:
TRP = {RΩ = (R1Ω1, . . . , RNΩN ) : Ω1, . . . ,ΩN ∈ so(n)}, (3.10)
〈RΩ,RΩ′〉R =
N∑
i=1
trace(Ω>i Ω
′
i). (3.11)
3.1 Anchored case
In specific applications, we may know some of the rotation matrices Ri. Let A ⊂ [N ] be the set of
indices of known rotations, called anchors. The associated parameter space
PA = {Rˆ = (Rˆ1, . . . , RˆN ) ∈ P : ∀i ∈ A, Rˆi = Ri} (3.12)
is a Riemannian submanifold of P. The tangent space at Rˆ ∈ PA is given by:
TRˆPA = {H ∈ TRˆP : ∀i ∈ A,Hi = 0}, (3.13)
such that the orthogonal projector PRˆ : TRˆP → TRˆPA simply sets to zero all components of a
tangent vector that correspond to anchored rotations. All tools on PA (exponential and logarithmic
map for example) are inherited in the obvious fashion from P. In particular, the geodesic distance
on PA is:
dist2(Rˆ, Rˆ′) =
∑
i/∈A
∥∥log(Rˆ>i Rˆ′i)∥∥2. (3.14)
3.2 Anchor-free case
When no anchors are provided, the distribution of the measurements Hij (2.3) is the same whether
the true rotations are (R1, . . . , RN ) or (R1Q, . . . , RNQ), regardless of Q ∈ SO(n). Consequently,
the measurements contain no information as to which of those sets of rotations is the right one.
This leads to the definition of the equivalence relation ∼:
(R1, . . . , RN ) ∼ (R′1, . . . , R′N ) ⇔ ∃Q ∈ SO(n) : Ri = R′iQ for i = 1, . . . , N. (3.15)
This equivalence relation partitions P into equivalence classes, often called fibers. The quotient
space (the set of equivalence classes)
P∅ , P/ ∼ (3.16)
is again a smooth manifold (in fact, P∅ is a coset manifold because it results from the quotient of
the Lie group P by a closed subgroup of P [31, Prop. 11.12]). The notation reminds us that the set
of anchors A is empty. Naturally, the log-likelihood function L (2.5) is constant over equivalence
classes and hence descends as a well-defined function on P∅.
Each fiber
[R] = {(R1Q, . . . , RNQ) : Q ∈ SO(n)} ∈ P∅ (3.17)
is a Riemannian submanifold of the total space P. As such, at each point R, the fiber [R] admits a
tangent space that is a subspace of TRP. That tangent space to the fiber is called the vertical space
at R, noted VR. Vertical vectors point along directions that are parallel to the fibers. Vectors
orthogonal, in the sense of the Riemannian metric (3.11), to all vertical vectors form the horizontal
space HR = (VR)
⊥, such that the tangent space TRP is equal to the direct sum VR ⊕ HR.
Horizontal vectors are orthogonal to the fibers, hence point toward the other fibers, i.e., the other
points on the quotient space P∅.
Because P∅ is a coset manifold, the projection
pi : P → P∅ : R 7→ pi(R) = [R] (3.18)
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is a submersion. That is, the restricted differential Dpi|HR is a full-rank linear map between HR
and T[R]P∅. Practically, this means that the horizontal space HR is naturally identified to the
(abstract) tangent space T[R]P∅. This results in a practical means of representing abstract vectors
of T[R]P∅ simply as vectors of HR ⊂ TRP, where R is any arbitrarily chosen member of [R]. Each
horizontal vector ξR is unambiguously related to its abstract counterpart ξ[R] in T[R]P∅ via
ξ[R] = Dpi(R)[ξR]. (3.19)
The representation ξR of ξ[R] is called the horizontal lift of ξ[R] at R, a notion made precise in [1,
§ 3.5.8] and depicted for intuition in [43, Fig. 1–2]—these figures are also reproduced in [8, Fig. 2–3].
Consider ξ[R] and η[R], two tangent vectors at [R]. Let ξR and ηR be their horizontal lifts at
R ∈ [R] and let ξR′ and ηR′ be their horizontal lifts at R′ ∈ [R]. The Riemannian metric on
P (3.11) is such that 〈ξR, ηR〉R = 〈ξR′ , ηR′〉R′ . This motivates us to define the metric〈
ξ[R], η[R]
〉
[R]
= 〈ξR, ηR〉R (3.20)
on P∅, which is then well defined (it does not depend on our choice of R in [R]) and turns the
restricted differential Dpi(R) : HR → T[R]P∅ into an isometry. This is a Riemannian metric and it
is the only such metric such that pi (3.18) is a Riemannian submersion from P to P∅ [20, Prop. 2.28].
Hence, P∅ is a Riemannian quotient manifold of P.
We now describe the vertical and horizontal spaces of P w.r.t. the equivalence relation (3.15).
Let R ∈ P and Q : R → SO(n) : t 7→ Q(t) such that Q is smooth and Q(0) = I. Then, the
derivative Q′(0) = Ω is some skew-symmetric matrix in so(n). Since (R1Q(t), . . . , RNQ(t)) ∈ [R]
for all t, it follows that ddt (R1Q(t), . . . , RNQ(t))|t=0 = (R1Ω, . . . , RNΩ) is a tangent vector to the
fiber [R] at R, i.e., it is a vertical vector at R. All vertical vectors have such form, hence:
VR =
{
(R1Ω, . . . , RNΩ) : Ω ∈ so(n)
}
. (3.21)
A horizontal vector (R1Ω1, . . . , RNΩN ) ∈ HR is orthogonal to all vertical vectors, i.e., ∀Ω ∈ so(n),
0 = 〈(R1Ω1, . . . , RNΩN ), (R1Ω, . . . , RNΩ)〉 =
N∑
i=1
trace((RiΩi)
>RiΩ) =
〈 N∑
i=1
Ωi,Ω
〉
. (3.22)
Since this is true for all skew-symmetric matrices Ω, we find that the horizontal space is defined
as:
HR =
{
(R1Ω1, . . . , RNΩN ) : Ω1, . . . ,ΩN ∈ so(n) and
N∑
i=1
Ωi = 0
}
. (3.23)
This is not surprising: vertical vectors move all rotations in the same direction, remaining in the
same equivalence class, whereas horizontal vectors move away toward other equivalence classes.
We now define the logarithmic map on P∅. Considering two points [R], [Rˆ] ∈ P∅, the logarithm
Log[R]([Rˆ]) is the smallest tangent vector in T[R]P∅ that brings us from the first equivalence class
to the other through the exponential map. In other words: it is the error vector of [Rˆ] in estimating
[R]. Working with the horizontal lift representation
Dpi(R)|−1HR [Log[R]([Rˆ])] = (R1Ω1, . . . , RNΩN ) ∈ HR, (3.24)
the Ωi’s are skew-symmetric matrices solution of:
min
Ωi∈so(n),Q∈SO(n)
‖Ω1‖2 + · · ·+ ‖ΩN‖2 , (3.25)
such that Ri exp(Ωi) = RˆiQ, i = 1 . . . N, and (3.26)
Ω1 + · · ·+ ΩN = 0. (3.27)
The rotation Q sweeps through all members of the equivalence class [Rˆ] in search of the one closest
to R. By substituting Ωi = log(R
>
i RˆiQ) in the objective function, we find that the objective value
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as a function of Q is
∑
i=1...N ‖ log(R>i RˆiQ)‖2F. Critical points of this function w.r.t. Q verify∑N
i=1 Ωi = 0, hence we need not enforce the last constraint: all candidate solutions are horizontal
vectors. Summing up, we find that the squared geodesic distance on P∅ obeys:
dist2([R], [Rˆ]) = min
Q∈SO(n)
N∑
i=1
∥∥log(R>i RˆiQ)∥∥2. (3.28)
Since SO(n) is compact, this is a well-defined quantity. Let Q ∈ SO(n) be one of the global
minimizers. Then, an acceptable value for the logarithmic map is
Dpi(R)|−1HR [Log[R]([Rˆ])] =
(
R1 log(R
>
1 Rˆ1Q), . . . , RN log(R
>
NRˆNQ)
)
. (3.29)
Under reasonable proximity conditions on [R] and [Rˆ], the global maximizer Q is uniquely defined,
and hence so is the logarithmic map. An optimal Q is a Karcher mean—or intrinsic mean or
Riemannian center of mass—of the rotation matrices Rˆ>1R1, . . . , Rˆ
>
NRN . Hartley et al. [22], among
others, give a thorough overview of algorithms to compute such means as well as uniqueness
conditions.
4 Measures, integrals and distributions on SO(n)
To define a noise model for the synchronization measurements (2.3), we now cover a notion of
probability density function (pdf) over SO(n) and give a few examples of useful pdf’s.
Being a compact Lie group, SO(n) admits a unique bi-invariant Haar measure µ such that
µ(SO(n)) = 1 [6, Thm 3.6, p. 247]. Such a measure verifies, for all measurable subsets S ⊂ SO(n)
and for all L,R ∈ SO(n), that µ(LSR) = µ(S), where LSR , {LQR : Q ∈ S} ⊂ SO(n). That is,
the measure of a portion of SO(n) is invariant under left and right actions of SO(n). We will need
something slightly more general:
Lemma 4.1 (extended bi-invariance). ∀L,R ∈ O(n) such that det(LR) = 1, ∀S ⊂ SO(n) mea-
surable, µ(LSR) = µ(S) holds.
Proof. LSR is still a measurable subset of SO(n). Let µ′ denote the Haar measure on O(n) ⊃
SO(n). The restriction of µ′ to the measurables of SO(n) is still a Haar measure. By the uniqueness
of the Haar measure up to multiplicative constant, there exists α > 0 such that for all measurable
subsets T ⊂ SO(n), we have µ(T ) = αµ′(T ). Then, µ(LSR) = αµ′(LSR) = αµ′(S) = µ(S).
From the general theory of Lebesgue integration, we get a notion of integrals over SO(n)
associated to the measure µ. Lemma 4.1 then translates into the following property, with f :
SO(n)→ R an integrable function:
∀L,R ∈ O(n) s.t. det(LR) = 1,
∫
SO(n)
f(LZR) dµ(Z) =
∫
SO(n)
f(Z) dµ(Z). (4.1)
This property will play an important role in the sequel.
Functions f that are invariant under conjugation, meaning that for all Z,Q ∈ SO(n) we have
f(Z) = f(QZQ−1), are class functions. When the integrand in
∫
SO(n)
f(Z) dµ(Z) is a class
function, we are in a position to use the Weyl integration formula specialized to SO(n) [11, Exer-
cise 18.1–2]. All spectral functions (Assumption 3) are class functions (the converse is also true for
SO(2k+1) but not for SO(2k)). Weyl’s formula comes in two flavors depending on the parity of n,
and essentially reduces integrals on SO(n) to integrals over tori of dimension bn/2c. In particular,
for n = 2 or 3, Weyl’s formula for class functions f reads:∫
SO(2)
f(Z) dµ(Z) =
1
2pi
∫ pi
−pi
f
(
cos θ − sin θ
sin θ cos θ
)
dθ,
∫
SO(3)
f(Z) dµ(Z) =
1
2pi
∫ pi
−pi
f
cos θ − sin θ 0sin θ cos θ 0
0 0 1
 (1− cos θ) dθ. (4.2)
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For n = 4, Weyl’s formula is a double integral:∫
SO(4)
f(Z) dµ(Z) =
1
4(2pi)2
∫ pi
−pi
∫ pi
−pi
f
(
diag
((
cos θ1 − sin θ1
sin θ1 cos θ1
)
,
(
cos θ2 − sin θ2
sin θ2 cos θ2
)))
× |eiθ1 − eiθ2 |2 · |eiθ1 − e−iθ2 |2 dθ1dθ2. (4.3)
Once SO(n) is equipped with a measure µ and accompanying integral notion, we can define
distributions of random variables on SO(n) via probability density functions (pdf’s). In general, a
pdf on SO(n) is a nonnegative measurable function f on SO(n) such that
∫
SO(n)
f(Z) dµ(Z) = 1.
In this work, for convenience, we further assume pdf’s are smooth and positive (Assumption 1), as
we will need to compute the derivatives of their logarithm.
Example 1 (uniform). The pdf associated to the uniform distribution is f(Z) ≡ 1, since we
normalized the Haar measure such that µ(SO(n)) = 1. We write Z ∼ Uni(SO(n)) to mean that
Z is a uniformly distributed random rotation. A number of algorithms exist to generate pseudo-
random rotation matrices from the uniform distribution [13, §2.5.1] [17]. Possibly one of the
easiest methods to implement is the following O(n3) algorithm, adapted from [17, Method A, p. 22]
with implementation details as in [30] (for large n, see the former paper for algorithms with better
complexity):
1. Generate A ∈ Rn×n, such that the entries Aij ∼ N (0, 1) are i.i.d. normal random variables;
2. Obtain a QR decomposition of A: QR = A;
3. Set Q := Qdiag(sign(diag(R))) (this ensures the mapping A 7→ Q is well-defined; see [30]);
4. Q is now uniform on O(n). If det(Q) = −1, permute columns 1 and 2 of Q. Return Q.
Example 2 (isotropic Langevin). The isotropic Langevin distribution on SO(n) with mean Q ∈
SO(n) and concentration κ ≥ 0 has pdf
f(Z) =
1
cn(κ)
exp(κ trace(Q>Z)), (4.4)
where cn(κ) is a normalization constant such that f has unit mass. We write Z ∼ Lang(Q, κ) to
mean that Z is a random variable with pdf (4.4). For κ = 0, Z ∼ Uni(SO(n)); in the limit κ→∞,
Z = Q w.p. 1. The isotropic Langevin distribution has a Gaussian-like shape. The Langevin pdf
centered around Q = I is a spectral function, i.e., it fulfills Assumption 3.
The larger the concentration parameter κ, the more the distribution is concentrated around the
mean. By bi-invariance of µ, cn(κ) is independent of Q:
cn(κ) =
∫
SO(n)
exp(κ trace(Q>Z)) dµ(Z) =
∫
SO(n)
exp(κ trace(Z)) dµ(Z). (4.5)
Since the integrand is a class function, Weyl’s integration formulas apply for any value of n.
Using (4.2) and (4.3), we work out explicit formulas for cn(κ), n = 2, 3, 4:
c2(κ) = I0(2κ), (4.6)
c3(κ) = exp(κ)(I0(2κ)− I1(2κ)), (4.7)
c4(κ) = I0(2κ)
2 − 2I1(2κ)2 + I0(2κ)I2(2κ), (4.8)
in terms of the modified Bessel functions of the first kind, Iν [42]. See Appendix A for details.
For n = 2, the Langevin distribution is also known as the von Mises or Fisher distribution on the
circle [29]. The Langevin distribution on SO(n) also exists in anisotropic form [14]. Unfortunately,
the associated pdf is no longer a spectral function even for Q = I, which is an instrumental property
in the present work. Consequently, we do not treat anisotropic distributions. Chikuse gives an in-
depth treatment of statistics on the Grassmann and Stiefel manifolds [13], including a study of
Langevin distributions on SO(n) as a special case.
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Based on a uniform sampling algorithm on SO(n), it is easy to devise an acceptance-rejection
scheme to sample from the Langevin distribution [13, §2.5.2]. Not surprisingly, for large values of
κ, this tends to be very inefficient. Chiuso et al. report using a Metropolis-Hastings–type algorithm
instead [14, §7]. Hoff describes an efficient Gibbs sampling method to sample from a more general
family of distributions on the Stiefel manifold, which can be modified to work on SO(n) [24].
The set of pdf’s is closed under convex combinations, as is the set of functions satisfying our
assumptions 1 and 3. We could therefore consider mixtures of Langevin distributions around I
with various concentrations. In the next example, we combine the Langevin distribution and the
uniform distribution. To the best of our knowledge, this is the first description of a heavy-tail–type
distribution on SO(n). Such a distribution may prove useful for any application involving outliers
in rotation estimation.
Example 3 (isotropic Langevin with outliers). We define the isotropic Langevin distribution with
outliers on SO(n) with mean Q ∈ SO(n), concentration κ > 0 and outlier probability 1− p ∈ [0, 1]
via the pdf
f(Z) =
p
cn(κ)
exp(κ trace(Q>Z)) + (1− p). (4.9)
For Z distributed as such, we write Z ∼ LangUni(Q, κ, p). For p = 1, this is the isotropic Langevin
distribution. For p = 0, this is the uniform distribution. Notice that f is a spectral function for
Q = I.
A random rotation sampled from LangUni(Q, κ, p) is, with probability p, sampled from Lang(Q, κ),
and with probability 1− p, sampled uniformly at random. Measurements of Q distributed in such a
way are outliers with probability 1−p, i.e., bear no information about Q w.p. 1−p. For 0 < p < 1,
the LangUni is a kind of heavy-tailed distribution on SO(n).
To conclude this section, we remark more broadly that all isotropic distributions around the
identity matrix have a spectral pdf. Indeed, let f : SO(n) → R be isotropic w.r.t. the geodesic
distance on SO(n), dist(R1, R2) =
∥∥log(R>1R2)∥∥ (3.7). That is, there is a function f˜ such that
f(Z) = f˜(dist(I, Z)) = f˜(‖logZ‖). It is then obvious that f(QZQ>) = f(Z) for all Q ∈ O(n) since
log(QZQ>) = Q log(Z)Q>. The same holds for the embedded distance dist(R1, R2) = ‖R1 −R2‖.
This shows that the assumptions proposed in Section 2 include many interesting distributions.
Similarly we establish that all spectral pdf’s have zero bias around the identity matrix I. The
bias is the tangent vector (skew-symmetric matrix) Ω = E {LogI(Z)}, with Z ∼ f , f spectral.
Since LogI(Z) = log(Z) (3.6), we find, with a change of variable Z := QZQ
> going from the first
to the second integral, that for all Q ∈ O(n):
Ω =
∫
SO(n)
log(Z) f(Z)dµ(Z) =
∫
SO(n)
log(QZQ>) f(Z)dµ(Z) = QΩQ>. (4.10)
Since skew-symmetric matrices are normal matrices and since Ω and Ω> = −Ω have the same
eigenvalues, we may choose Q ∈ O(n) such that QΩQ> = −Ω. Therefore, Ω = −Ω = 0. As a
consequence, it is only possible to treat unbiased measurements under the assumptions we make
in this paper.
5 The Fisher information matrix for synchronization
As described in Section 2, the relative rotation measurements Hij = ZijRiR
>
j (2.3) reveal informa-
tion about the true (but unknown) rotations R1, . . . , RN . The Fisher information matrix (FIM)
we compute here encodes how much information these measurements contain on average. In other
words, the FIM is an assessment of the quality of the measurements we have at our disposal
for the purpose of estimating the sought parameters. The FIM will be instrumental in deriving
Crame´r-Rao bounds in the next section.
The FIM is a standard object of study for estimation problems on Euclidean spaces. In the
setting of synchronization of rotations, the parameter space is a manifold and we thus need a more
general definition of the FIM. We quote, mutatis mutandis, the definition of FIM as stated in [8]
following [37]:
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Definition 1 (FIM). Let P be the parameter space of an estimation problem and let θ ∈ P be
the (unknown) parameter. Let f(y; θ) be the pdf of the measurement y conditioned by θ. The log-
likelihood function L : P → R is L(θ) = log f(y; θ). Let e = {e1, . . . , ed} be an orthonormal basis
of the tangent space TθP w.r.t. the Riemannian metric 〈·, ·〉θ. The Fisher information matrix of
the estimation problem on P w.r.t. the basis e is defined by:
Fij = E
{〈gradL(θ), ei〉θ · 〈gradL(θ), ej〉θ} . (5.1)
Expectations are taken w.r.t. the measurement y.
We will now compute the FIM for the synchronization problem. Much of the technicalities
involved originate in the non-commutativity of rotations. It is helpful and informative to first go
through this section with the special case SO(2) in mind. Doing so, rotations commute and the
space of rotations has dimension d = 1, so that one can reach the final result more directly.
Definition 1 stresses the role of the gradient of the log-likelihood function L (2.5), gradL(Rˆ), a
tangent vector in TRˆP. The ith component of this gradient, that is, the gradient of the mapping
Rˆi 7→ L(Rˆ) with Rˆj 6=i fixed, is a vector field on SO(n) which can be written as:
gradi L(Rˆ) =
∑
j∈Vi
[
grad log fij(HijRˆjRˆ
>
i )
]>
HijRˆj . (5.2)
Evaluated at the true rotations R, this component becomes
gradi L(R) =
∑
j∈Vi
[grad log fij(Zij)]
>
ZijRi. (5.3)
The vector field grad log fij on SO(n) may be factored into:
grad log fij(Z) = ZG
>
ij(Z), (5.4)
where Gij : SO(n) 7→ so(n) is a mapping that will play an important role in the sequel. In
particular, the ith gradient component now takes the short form:
gradi L(R) =
∑
j∈Vi
Gij(Zij)Ri. (5.5)
Let us consider a canonical orthonormal basis of so(n): (E1, . . . , Ed), with d = n(n− 1)/2. For
n = 3, we pick this one:
E1 =
1√
2
 0 1 0−1 0 0
0 0 0
 , E2 = 1√
2
0 0 −10 0 0
1 0 0
 , E3 = 1√
2
0 0 00 0 1
0 −1 0
 . (5.6)
An obvious generalization yields similar bases for other values of n. We can transport this canonical
basis into an orthonormal basis for the tangent space TRiSO(n) as (RiE1, . . . , RiEd). Let us also
fix an orthonormal basis for the tangent space at R = (R1, . . . , RN ) of P, as
(ξik)i=1...N,k=1...d, with ξik = (0, . . . , 0, RiEk, 0, . . . , 0),
a zero vector except for the ith component equal to RiEk. (5.7)
The FIM w.r.t. this basis is composed of N ×N blocks of size d× d. Let us index the (k, `) entry
inside the (i, j) block as Fij,k`. Accordingly, the matrix F at R is defined by (see Definition 1):
Fij,k` = E {〈gradL(R), ξik〉 · 〈gradL(R), ξj`〉}
= E
{〈gradi L(R), RiEk〉 · 〈gradj L(R), RjE`〉}
=
∑
r∈Vi
∑
s∈Vj
E
{〈
Gir(Zir), RiEkR
>
i
〉 · 〈Gjs(Zjs), RjE`R>j 〉} . (5.8)
We prove that, in expectation, the mappings Gij (5.4) are zero. This fact is directly related to
the standard result from estimation theory stating that the average score V (θ) = E {grad log f(y; θ)}
for a given parameterized probability density function f is zero.
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Lemma 5.1. Given a smooth probability density function f : SO(n) → R+ and the mapping G :
SO(n) → so(n) such that grad log f(Z) = ZG(Z), we have that E {G(Z)} = 0, where expectation
is taken w.r.t. Z, distributed according to f .
Proof. Define h(Q) =
∫
SO(n)
f(ZQ) dµ(Z) for Q ∈ SO(n). Since f is a probability density function,
bi-invariance of µ (4.1) yields h(Q) ≡ 1. Taking gradients with respect to the parameter Q, we
get:
0 = gradh(Q) =
∫
SO(n)
gradQf(ZQ) dµ(Z) =
∫
SO(n)
Z>gradf(ZQ) dµ(Z).
With a change of variable Z := ZQ, by bi-invariance of µ, we further obtain:∫
SO(n)
Z>gradf(Z) dµ(Z) = 0.
Using this last result and the fact that grad log f(Z) = 1f(Z)grad f(Z), we conclude:
E {G(Z)} =
∫
SO(n)
Z>grad log f(Z) f(Z)dµ(Z) =
∫
SO(n)
Z>gradf(Z) dµ(Z) = 0.
We now invoke Assumption 2 (independence). Independence of Zij and Zpq for two distinct
edges (i, j) and (p, q) implies that, for any two functions φ1, φ2 : SO(n)→ R, it holds that
E {φ1(Zij)φ2(Zpq)} = E {φ1(Zij)}E {φ2(Zpq)} ,
provided all involved expectations exist. Using both this and Lemma 5.1, most terms in (5.8)
vanish and we obtain a simplified expression for the matrix F :
Fij,k` =

∑
r∈Vi
E
{〈
Gir(Zir), RiEkR
>
i
〉 · 〈Gir(Zir), RiE`R>i 〉}, if i = j,
E
{〈
Gij(Zij), RiEkR
>
i
〉 · 〈Gji(Zji), RjE`R>j 〉}, if i 6= j and (i, j) ∈ E ,
0, if i 6= j and (i, j) /∈ E .
(5.9)
We further manipulate the second case, which involves both Gij and Gji, by noting that those are
deterministically linked. Indeed, by symmetry of the measurements (Hij = H
>
ji), we have that (i)
Zji = RjR
>
i Z
>
ijRiR
>
j and (ii) fij(Zij) = fji(Zji). Invoking Assumption 3, since Zij and Zji have
the same eigenvalues, it follows that fij(Z) = fji(Z) for all Z ∈ SO(n). As a by-product, it also
holds that Gij(Z) = Gji(Z) for all Z ∈ SO(n). Still under Assumption 3, we show in Appendix C
that
∀Q ∈ O(n), Gij(QZQ>) = QGij(Z)Q>, and Gij(Z>) = −Gij(Z). (5.10)
Combining these observations, we obtain:
Gji(Zji) = Gij(Zji) = Gij(RjR
>
i Z
>
ijRiR
>
j ) = −RjR>i Gij(Zij)RiR>j . (5.11)
The minus sign, which plays an important role in the structure of the FIM, comes about via the
skew-symmetry of Gij . The following identity thus holds:〈
Gji(Zji), RjE`R
>
j
〉
= − 〈Gij(Zij), RiE`R>i 〉 . (5.12)
This can advantageously be plugged into (5.9).
We set out to describe the expectations appearing in (5.9), which will take us through a couple
of lemmas. Let us, for a certain pair (i, j) ∈ E , introduce the functions hk : SO(n)→ R, k = 1 . . . d:
hk(Z) ,
〈
Gij(Z), RiEkR
>
i
〉
, (5.13)
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where we chose to not overload the notation hk with an explicit reference to the pair (i, j), as
this will always be clear from the context. We may rewrite the FIM in terms of the functions hk,
starting from (5.9) and incorporating (5.12):
Fij,k` =

∑
r∈Vi
E {hk(Zir) · h`(Zir)}, if i = j,
−E {hk(Zij) · h`(Zij)}, if i 6= j and (i, j) ∈ E ,
0, if i 6= j and (i, j) /∈ E .
(5.14)
Another consequence of Assumption 3 is that the functions hk(Z) and h`(Z) are uncorrelated for
k 6= `, where Z is distributed according to the density fij . As a consequence, Fij,k` = 0 for k 6= `,
i.e., the d×d blocks of F are diagonal. We establish this fact in Lemma 5.3, right after a technical
lemma.
Lemma 5.2. Let E,E′ ∈ so(n) such that Eij = −Eji = 1 and E′k` = −E′`k = 1 (all other entries
are zero), with 〈E,E′〉 = 0, i.e., {i, j} 6= {k, `}. Then, there exists P ∈ O(n) a signed permutation
such that P>EP = E′ and P>E′P = −E.
Proof. See Appendix D.
Lemma 5.3. Let Z ∈ SO(n) be a random variable distributed according to fij. The random
variables hk(Z) and h`(Z), k 6= `, as defined in (5.13) have zero mean and are uncorrelated, i.e.,
E {hk(Z)} = E {h`(Z)} = 0 and E {hk(Z) · h`(Z)} = 0. Furthermore, it holds that E
{
h2k(Z)
}
=
E
{
h2`(Z)
}
.
Proof. The first part follows directly from Lemma 5.1. We show the second part. Consider a
signed permutation matrix Pk` ∈ O(n) such that P>k`EkPk` = E` and P>k`E`Pk` = −Ek. Such a
matrix always exists according to Lemma 5.2. Then, identity (5.10) yields:
hk(RiPk`R
>
i Z RiP
>
k`R
>
i ) =
〈
Gij(Z), RiP
>
k`EkPk`R
>
i
〉
= h`(Z). (5.15)
Likewise,
h`(RiPk`R
>
i Z RiP
>
k`R
>
i ) = −hk(Z). (5.16)
These identities as well as the (extended) bi-invariance (4.1) of the Haar measure µ on SO(n) and
the fact that fij is a spectral function yield, using the change of variable Z := RiPk`R
>
i Z RiP
>
k`R
>
i
going from the first to the second integral:
E {hk(Z) · h`(Z)} =
∫
SO(n)
hk(Z)h`(Z) fij(Z)dµ(Z) (5.17)
=
∫
SO(n)
−h`(Z)hk(Z) fij(Z)dµ(Z) = −E {hk(Z) · h`(Z)} . (5.18)
Hence, E {hk(Z) · h`(Z)} = 0. We prove the last statement using the same change of variable:
E
{
h2k(Z)
}
=
∫
SO(n)
h2k(Z) fij(Z)dµ(Z) =
∫
SO(n)
h2`(Z) fij(Z)dµ(Z) = E
{
h2`(Z)
}
.
We note that, more generally, it can be shown that the hk’s are identically distributed.
The skew-symmetric matrices (RiE1R
>
i , . . . , RiEdR
>
i ) form an orthonormal basis of the Lie
algebra so(n). Consequently, we may expand each mapping Gij in this basis and express its
squared norm as:
Gij(Z) =
d∑
k=1
hk(Z) ·RiEkR>i , ‖Gij(Z)‖2 =
d∑
k=1
h2k(Z). (5.19)
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Since by Lemma 5.3 the quantity E
{
h2k(Zij)
}
does not depend on k, it follows that:
E
{
h2k(Zij)
}
=
1
d
E
{‖Gij(Zij)‖2} , k = 1 . . . d. (5.20)
This further shows that the d×d blocks that constitute the FIM have constant diagonal. Hence, F
can be expressed as the Kronecker product (⊗) of some matrix with the identity Id. Let us define
the following (positive) weights on the edges of the measurement graph:
wij = wji = E
{‖Gij(Zij)‖2} , E{‖grad log fij(Zij)‖2} , ∀(i, j) ∈ E . (5.21)
Let A ∈ RN×N be the adjacency matrix of the measurement graph with Aij = wij if (i, j) ∈ E and
Aij = 0 otherwise, and let D ∈ RN×N be the diagonal degree matrix such that Dii =
∑
j∈Vi wij .
Then, the weighted Laplacian matrix L = D −A, L = L> 0, is given by:
Lij =

∑
r∈Vi wir, if i = j,
−wij , if i 6= j and (i, j) ∈ E ,
0, if i 6= j and (i, j) /∈ E .
(5.22)
It is now apparent that the matrix F ∈ RdN×dN is tightly related to L. We summarize this in the
following theorem.
Theorem 5.4 (FIM for synchronization). Let R1, . . . , RN ∈ SO(n) be unknown but fixed rotations
and let Hij = ZijRiR
>
j for (i, j) ∈ E , i < j, with the Zij’s random rotations which fulfill Assump-
tions 1–3. Consider the problem of estimating the Ri’s given a realization of the Hij’s. The Fisher
information matrix (Definition 1) of that estimation problem with respect to the basis (5.7) is given
by
F =
1
d
(L ⊗ Id), (5.23)
where ⊗ denotes the Kronecker product, d = dim SO(n) = n(n − 1)/2, Id is the d × d identity
matrix and L is the weighted Laplacian matrix (5.22) of the measurement graph.
The Laplacian matrix has a number of properties, some of which will yield nice interpretations
when deriving the Crame´r-Rao bounds. One remarkable fact is that the Fisher information matrix
does not depend on R = (R1, . . . , RN ), the set of true rotations. This is an appreciable property
seen as R is unknown in practice. This stems from the strong symmetries in our problem.
Another important feature of this FIM is that it is rank deficient. Indeed, for a connected
measurement graph, L has exactly one zero eigenvalue (and more if the graph is disconnected)
associated to the vector of all ones, 1N . The null space of the FIM is thus composed of all vectors
of the form 1N ⊗ t, with t ∈ Rd arbitrary. This corresponds to the vertical spaces of P w.r.t. the
equivalence relation (3.15), i.e., the null space consists in all tangent vectors that move all rotations
Ri in the same direction, leaving their relative positions unaffected. This makes perfect sense: the
distribution of the measurements Hij is also unaffected by such changes, hence the FIM, seen as
a quadratic form, takes up a zero value when applied to the corresponding vectors. We will need
special tools to deal with this (structured) singularity when deriving the CRB’s in the next section.
Notice how Assumption 2 (independence) gave F a block structure based on the sparsity pattern
of the Laplacian matrix, while Assumption 3 (spectral pdf’s) made each block proportional to the
d× d identity matrix and made F independent of R.
In the two following examples, we explicitly compute the weights wij (5.21) associated to
two types of noise distributions: (1) unbiased isotropic Langevin distributions (akin to Gaussian
noise), and (2) a mix of the former distribution and complete outliers (uniform distribution)—
see Section 4. Combining formulas for the weights wij and equations (5.22) and (5.23), one can
compute the Fisher information matrix explicitly.
Example 4 (Langevin distributions). (Continued from Example 2) Considering the isotropic
Langevin distribution f (4.4), grad log f(Z) = −κZ skew(Z) and we find that the weight w as-
sociated to this noise distribution is a function αn(κ) given by:
w = αn(κ) = E
{‖grad log f(Z)‖2} = κ2
4
∫
SO(n)
‖Z − Z>‖2 f(Z)dµ(Z). (5.24)
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Since the integrand is again a class function, we may evaluate this integral using Weyl’s integra-
tion formulas—see Section 4 and Appendix A for an example. In particular, for n = 2 and 3,
identities (4.2) apply and we derive the following expressions:
α2(κ) = κ
I1(2κ)
I0(2κ)
, α3(κ) =
κ
2
(2− κ)I1(2κ) + κI3(2κ)
I0(2κ)− I1(2κ) . (5.25)
The functions Iν(z) are the modified Bessel functions of the first kind (A.8). We used the for-
mulas for the normalization constants c2(κ) (4.6) and c3(κ) (4.7) as well as the identity I1(2κ) =
κ(I0(2κ)− I2(2κ)).
For the special case n = 2, taking the concentrations for all measurements to be equal, we find
that the FIM is proportional to the unweighted Laplacian matrix D −A, with D the degree matrix
and A the adjacency matrix of the measurement graph. This particular result was shown before via
another method in [26]. For the derivation in the latter work, commutativity of rotations in the
plane is instrumental, and hence the proof method does not—at least in the proposed form—transfer
to SO(n) for n ≥ 3.
Example 5 (Langevin/outlier distributions). (Continued from Example 3) Considering the pdf
f (4.9), we find grad log f(Z) = 1f(Z)
pκ exp(κtraceZ)
cn(κ)
Z skew(Z). Thus, the information weight is
given by
w = αn(κ, p) =
∫
SO(n)
1
f(Z)
(
pκ exp(κ traceZ)
2cn(κ)
)2
‖Z − Z>‖2dµ(Z). (5.26)
Some algebra using the material in Section 4 yields, for n = 2 and 3:
α2(κ, p) =
(pκ)2
c2(κ)
1
pi
∫ pi
0
(1− cos 2θ) exp(4κ cos θ)
p exp(2κ cos θ) + (1− p)c2(κ)dθ, (5.27)
α3(κ, p) =
(pκ)2 exp(2κ)
c3(κ)
1
pi
∫ pi
0
(1− cos 2θ)(1− cos θ) exp(4κ cos θ)
p exp(κ(1 + 2 cos θ)) + (1− p)c3(κ) dθ. (5.28)
These integrals may be evaluated numerically. The same machinery goes through for n ≥ 4.
6 Crame´r-Rao bounds for synchronization
Classical Crame´r-Rao bounds (CRB’s) give a lower bound on the covariance matrix C of any
unbiased estimator for an estimation problem in Rn. In terms of the Fisher information matrix F
of that problem, the classical result reads C  F−1. In our setting, an estimation problem on a
manifold with singular F , we need to resort to a more general statement of the CRB.
First off, because the parent parameter space P is a manifold instead of a Euclidean space, we
need generalized definitions of bias and covariance of estimators—we will quote them momentarily.
And because manifolds are usually curved—as opposed to Euclidean spaces which are flat—the
CRB takes up the form C  F−1 + curvature terms [37]. We will compute the curvature terms
and show that they become negligible at large signal-to-noise ratios (SNR).
Secondly, owing to the global rotation ambiguity in synchronization, the FIM (5.23) is singular,
with a kernel that is identifiable with the vertical space (3.21). In [8], CRB’s are provided for this
scenario by looking at the estimation problem either on the submanifold PA (where indeterminacies
have been resolved by fixing anchors) or on the quotient space P∅ (where each equivalence class of
rotations is regarded as one point).
We should bear in mind that intrinsic Crame´r-Rao bounds are fundamentally asymptotic
bounds for large SNR [37]. At low SNR, the bounds may fail to capture features of the esti-
mation problem that become dominant for large errors. In particular, since the parameter spaces
PA and P∅ are compact, there is an upperbound on how badly one can estimate the true rotations.
Because of their local nature (intrinsic CRB’s result from a small-error analysis), the bounds we
establish here are unable to capture this essential feature.
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In the sequel, the proviso at large SNR thus designates noise levels such that efficient estimators
commit errors small enough that the intrinsic CRB analysis holds. For reasons that will become
clear in this section, for anchor-free synchronization, we define a notion of SNR as the quantity
SNR∅ =
(N − 1)E{dist2(Zuni, In)}
d2trace(L†) , (6.1)
where the expectation is taken w.r.t. Zuni, uniformly distributed over SO(n). The numerator is a
baseline which corresponds to the variance of a random estimator—see Section 7.2. The denomi-
nator has units of variance as well and is small when the measurement graph is well connected by
good measurements. An SNR can be considered large if SNR∅  1. For anchored synchronization,
a similar definition holds with L replaced by the masked Laplacian LA (6.6) and N − 1 replaced
by N − |A|.
We now give a definition of unbiased estimator. After this, we differentiate between the an-
chored and the anchor-free scenarios to establish CRB’s.
Definition 2 (unbiased estimator). Let P (a Riemannian manifold) be the parameter space of an
estimation problem and letM be the probability space to which measurements belong. Let f(y; θ) be
the pdf of the measurement y ∈ M conditioned by θ ∈ P. An estimator is a mapping θˆ :M→ P
assigning a parameter θˆ(y) to every possible realization of the measurement y. The bias of an
estimator is the vector field b on P:
∀θ ∈ P, b(θ) , E
{
Logθ(θˆ(y))
}
, (6.2)
where Log is the (Riemannian) logarithmic map, see (3.24), (3.29). An unbiased estimator has a
vanishing bias b ≡ 0.
6.1 Anchored synchronization
When anchors are provided, the rotation matrices Ri for i ∈ A, A 6= ∅ are known. The parameter
space then becomes PA (3.12), which is a Riemannian submanifold of P. The synchronization
problem is well-posed on PA, provided there is at least one anchor in each connected component
of the measurement graph. Let us define the covariance matrix of an estimator for anchored
synchronization:
Definition 3 (anchored covariance). Following [8, eq. (5)], the covariance matrix of an estimator
Rˆ mapping each possible set of measurements Hij to a point in PA, expressed w.r.t. the orthonormal
basis (5.7) of TRP, is given by:
(CA)ij,k` = E
{
〈LogR(Rˆ), ξik〉 · 〈LogR(Rˆ), ξj`〉
}
, (6.3)
where the indexing convention is the same as for the FIM. Of course, all d × d blocks (i, j) such
that either i or j or both are in A are zero by construction. In particular, the variance of Rˆ is the
trace of CA:
traceCA = E
{
‖LogR(Rˆ)‖2
}
= E
{
dist2(R, Rˆ)
}
, (6.4)
where dist is the geodesic distance on PA (3.14).
Crame´r-Rao bounds link this covariance matrix to the Fisher information matrix derived in
the previous section through the following result, which is a statement of Theorem 4 in [8] with
adapted notation:
Theorem 6.1 (anchored CRB). Given any unbiased estimator Rˆ for synchronization on PA, at
large SNR, the covariance matrix CA (6.3) and the Fisher information matrix F (5.23) obey the
matrix inequality (assuming at least one anchor in each connected component):
CA  F †A −
1
3
(
Rm(F
†
A)F
†
A + F
†
ARm(F
†
A)
)
, (6.5)
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where FA = PAFPA and PA is the orthogonal projector from TRP to TRPA, expressed w.r.t.
the orthonormal basis (5.7). The operator Rm : RdN×dN → RdN×dN involves the Riemannian
curvature tensor of PA and is detailed in Appendix B.
The effect of PA is to set all rows and columns corresponding to anchored rotations to zero.
Thus, we introduce the masked Laplacian LA:
(LA)ij =
{
Lij if i, j /∈ A,
0 otherwise.
(6.6)
Then, the projected FIM is simply:
FA =
1
d
(LA ⊗ Id). (6.7)
The pseudoinverse of FA is given by F
†
A = d(L†A⊗Id), since for arbitrary matrices A and B, it holds
that (A⊗B)† = A† ⊗B† [5, Fact 7.4.32]. Notice that the rows and columns of L†A corresponding
to anchors are also zero. Theorem 6.1 then yields the sought CRB:
CA  d(L†A ⊗ Id) + curvature terms. (6.8)
In particular, for n = 2, the manifold PA is flat and d = 1. Hence, the curvature terms vanish
exactly (Rm ≡ 0) and the CRB reads:
CA  L†A. (6.9)
For n = 3, including the curvature terms as detailed in Appendix B yields this CRB:
CA  3
(
L†A −
1
4
(
ddiag(L†A)L†A + L†Addiag(L†A)
))
⊗ I3, (6.10)
where ddiag sets all off-diagonal entries of a matrix to zero. At large SNR, that is, for small values
of trace(L†A), the curvature terms hence effectively become negligible compared to the leading
term. For general n, neglecting curvature if n ≥ 3, the variance is lower-bounded as follows:
E
{
dist2(R, Rˆ)
}
≥ d2 traceL†A, (6.11)
where dist is as defined by (3.14). It also holds for each node i that
E
{
dist2(Ri, Rˆi)
}
≥ d2 (L†A)ii. (6.12)
This leads to a useful interpretation of the CRB in terms of a resistance distance on the measure-
ment graph, as depicted in Figure 1. Indeed, for a general setting with one or more anchors, it can
be checked that [7]
L†A = (JA(D −A)JA)† = (JA(IN −D−1A)JA)†D−1, (6.13)
where JA is a diagonal matrix such that (JA)ii = 1 if i ∈ A and (JA)ii = 0 otherwise. It is well-
known, e.g. from [19, § 1.2.6], that in the first factor of the right-hand side, ((JA(IN−D−1A)JA)†)ii
is the average number of times a random walker starting at node i on the graph with transition
probabilities D−1A will be at node i before hitting an anchor. This number is small if node i is
strongly connected to anchors. In the CRB (6.12) on node i, (L†A)ii is thus the ratio between this
anchor-connectivity measure and the overall amount of information available about node i directly,
namely Dii =
∑
j∈Vi wij .
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Figure 1: The Crame´r-Rao bound for anchored synchronization (6.12) limits how well each indi-
vidual rotation can be estimated. The two identical synchronization graphs above illustrate the
effect of anchors. All edges have the same weight (i.i.d. noise). Anchors are red squares. Unknown
rotations are round nodes colored according to the second eigenvector of L to bring out the clus-
ters. The area of node i is proportional to the lower-bound on the average error for this node
E
{
dist2(Ri, Rˆi)
}
. On the left, there is only one anchor in the upper-left cluster. Hence, nodes in
the lower-left cluster, which are separated from the anchor by two bottlenecks, will be harder to
estimate accurately than in the situation on the right, where there is one anchor for each cluster.
Node positions in the picture are irrelevant.
6.2 Anchor-free synchronization
When no anchors are provided, the global rotation ambiguity leads to the equivalence relation (3.15)
on P, which in turn leads to work on the Riemannian quotient parameter space P∅ (3.16). The
synchronization problem is well-posed on P∅ as long as the measurement graph is connected, which
we always assume in this work. Let us define the covariance matrix of an estimator for anchor-free
synchronization:
Definition 4 (anchor-free covariance). Following [8, eq. (20)], the covariance matrix of an estima-
tor [Rˆ] mapping each possible set of measurements Hij to a point in P∅ (that is, to an equivalence
class in P), expressed w.r.t. the orthonormal basis (5.7) of TRP, is given by:
(C∅)ij,k` = E {〈ξ, ξik〉 · 〈ξ, ξj`〉} , with
ξ = (Dpi(R)|HR)−1[Log[R]([Rˆ])]. (6.14)
That is, ξ (the random error vector) is the shortest horizontal vector such that ExpR(ξ) ∈ [Rˆ] (3.24).
We used the same indexing convention as for the FIM. In particular, the variance of [Rˆ] is the
trace of C∅:
traceC∅ = E
{
‖Log[R]([Rˆ])‖2
}
= E
{
dist2([R], [Rˆ])
}
, (6.15)
where dist is the geodesic distance on P∅ (3.28).
Theorem 5 in [8], stated here with adapted notation, links this covariance matrix to the Fisher
information matrix as follows:
Theorem 6.2 (anchor-free CRB). Given any unbiased estimator [Rˆ] for synchronization on P∅,
at large SNR, the covariance matrix C∅ (6.14) and the Fisher information matrix F (5.23) obey
the matrix inequality (assuming the measurement graph is connected):
C∅  F † − 1
3
(
Rm(F
†)F † + F †Rm(F †)
)
, (6.16)
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where Rm : RdN×dN → RdN×dN involves the Riemannian curvature tensor of P∅ and is detailed in
Appendix B.
Theorem 6.2 then yields the sought CRB:
C∅  d(L† ⊗ Id) + curvature terms. (6.17)
We compute the curvature terms explicitly in Appendix B and show they can be neglected for
large SNR. In particular, for n = 2, the manifold P∅ is flat and d = 1. Hence:
C∅  L†. (6.18)
For n = 3, the curvature terms are the same as those for the anchored case, with an additional
term that decreases as 1/N . For (not so) large N then, the bound (6.10) is a good bound for
n = 3, anchor-free synchronization. For general n, neglecting curvature for n ≥ 3, the variance is
lower-bounded as follows:
E
{
dist2([R], [Rˆ])
}
≥ d2 traceL†, (6.19)
where dist is as defined by (3.28).
For the remainder of this section, we work out an interpretation of (6.17). This matrix inequality
entails that, for all x ∈ RdN (neglecting curvature terms if needed):
x>C∅x ≥ d x>(L† ⊗ Id)x. (6.20)
As both the covariance and the FIM correspond to positive semidefinite operators on the horizontal
space HR, this is really only meaningful when x is the vector of coordinates of a horizontal vector
η = (η1, . . . , ηN ) ∈ HR. We emphasize that this restriction implies that the anchor-free CRB, as it
should, only conveys information about relative rotations. It does not say anything about singled-
out rotations in particular. Let ei, ej denote the i-th and j-th columns of the identity matrix IN
and let ek denote the k-th column of Id. We consider x = (ei − ej)⊗ ek, which corresponds to the
zero horizontal vector η except for ηi = RiEk and ηj = −RjEk, with Ek ∈ so(n) the k-th element
of the orthonormal basis of so(n) picked as in (5.6). By definition of C∅ and of the error vector
ξ = (R1Ω1, . . . , RNΩN ) ∈ HR (6.14),
x>C∅x = E
{
〈ξ, η〉2
}
= E
{
〈Ωi − Ωj , Ek〉2
}
. (6.21)
On the other hand, we have
d x>(L† ⊗ Id)x = d (ei − ej)>L†(ei − ej). (6.22)
These two last quantities are related by inequality (6.20). Summing for k = 1 . . . d on both sides
of this inequality, we find:
E
{
‖Ωi − Ωj‖2
}
≥ d2 (ei − ej)>L†(ei − ej). (6.23)
Now remember that the error vector ξ (6.14) is the shortest horizontal vector such that ExpR(ξ) ∈
[Rˆ]. Without loss of generality, we may assume that Rˆ is aligned such that ExpR(ξ) = Rˆ. Then,
Rˆi = Ri exp(Ωi) for all i. It follows that
RˆiRˆ
>
j = Ri exp(Ωi) exp(−Ωj)R>j , hence (6.24)
dist2(RiR
>
j , RˆiRˆ
>
j ) =
∥∥log ( exp(Ωi) exp(−Ωj))∥∥2 . (6.25)
For commuting Ωi and Ωj—which is always the case for n = 2—we have
log
(
exp(Ωi) exp(−Ωj)
)
= Ωi − Ωj . (6.26)
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Figure 2: The Crame´r-Rao bound for anchor-free synchronization (6.27) limits how well the rela-
tive rotation between two nodes can be estimated, in proportion to the Euclidean commute time
distance (ECTD) separating them in the graph. Left: each node in the synchronization graph
corresponds to a rotation to estimate and each edge corresponds to a measurement of relative
rotation. Noise affecting the measurements is i.i.d., hence all edges have the same weight. Nodes
are colored according to the second eigenvector of L (the Fiedler vector). Node positions are irrel-
evant. Right: ECTD-embedding of the same graph in the plane, such that the distance between
two nodes i and j in the picture is mostly proportional to the ECTD separating them, which is
essentially a lower-bound on E{dist2(RiR>j , RˆiRˆ>j )}1/2. In other words: the closer two nodes are,
the better their relative rotation can be estimated. Notice that the node colors correspond to the
horizontal coordinate in the right picture. See Section 7.3.
For n ≥ 3, this still approximately holds in small error regimes (that is, for small enough Ωi,Ωj),
by the Baker-Campbell-Hausdorff formula. Hence,
E
{
dist2(RiR
>
j , RˆiRˆ
>
j )
}
≈ E
{
‖Ωi − Ωj‖2
}
≥ d2 (ei − ej)>L†(ei − ej). (6.27)
The quantity trace(D) · (ei − ej)>L†(ei − ej) is sometimes called the squared Euclidean commute
time distance (ECTD) [34] between nodes i and j. It is also known as the electrical resistance
distance. For a random walker on the graph with transition probabilities D−1A, this quantity is
the average commute time distance, that is, the number of steps it takes on average, starting at
node i, to hit node j then node i again. The right-hand side of (6.27) is thus inversely proportional
to the quantity and quality of information linking these two nodes. It decreases whenever the
number of paths between them increases or whenever an existing path is made more informative,
i.e., weights on that path are increased.
Still in [34], it is shown in Section 5 how principal component analysis (PCA) on L† can be used
to embed the nodes in a low dimensional subspace such that the Euclidean distance separating
two nodes is similar to the ECTD separating them in the graph. For synchronization, such an
embedding naturally groups together nodes whose relative rotations can be accurately estimated,
as depicted in Figure 2.
7 Comments on, and consequences of the CRB
So far, we derived the Crame´r-Rao bounds for synchronization in both anchored and anchor-free
settings. These bounds enjoy a rich structure and lend themselves to useful interpretations, as
for the random walk perspective for example. In this section, we start by hinting that the CRB
might be achievable, making it all the more relevant. We then stress the limits of validity of the
CRB’s, namely the large SNR proviso. Visualization tools are proposed to assist in graph analysis.
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Figure 3: Comparison of the CRB (6.10) with the (empirical) expected mean squared error
E
{
dist2(R, Rˆ)/(N − 1)
}
(MSE) of known estimators for synchronization of N = 400 rotations
in SO(3) with a complete measurement graph and one anchor. Left: measurements follow the
Langevin + outlier model, with 30% of outliers. Good measurements have variable concentration
κ on the horizontal axis. The eigenvector method EIG [35], the least unsquared deviation method
LUD [41] and the (proxy for the) maximum likelihood estimator MLE [9] are depicted. MLE has
perfect knowledge of the noise model and appears to reach the CRB. LUD performs excellently
without specific knowledge of the noise model. Right: same scenario with 75% of outliers. MLE
still appears to reach the CRB. Both: the horizontal dashed line indicates the MSE reached by a
random estimator. The vertical dashed line indicates the (theoretically predicted) phase transition
point at which the eigenvector method starts performing better than randomly.
Finally, we focus on anchor-free synchronization and comment upon the role of the Fiedler value
of a measurement graph, the synchronizability of Erdo¨s-Re´nyi random graphs and the remarkable
resilience to outliers of synchronization.
7.1 The CRB’s might be achievable
Figure 3 compares the CRB (6.10) against three existing synchronization algorithms on synthetic
data. The MLE method [9], which is a proxy for the maximum likelihood estimator for synchro-
nization, seems to achieve the CRB as the SNR increases. There is no proof yet that this is indeed
the case, but nevertheless the small gap between the empirical variance of the MLE and the CRB
suggests that studying the CRB is relevant to understand synchronization.
7.2 The CRB is an asymptotic bound
Intrinsic Crame´r-Rao bounds are asymptotic bounds, that is, they are meaningful for small errors.
This stems from two reasons. First, when the parameter space is curved, only the leading order
curvature term has been computed [37]. This induces a Taylor truncation error which restricts
the validity of the CRB’s to small error regimes. Second, the parameter spaces PA and P∅ are
compact, hence there is an upper-bound on the variance of any estimator. The CRB is unable
to capture such a global feature because it is derived under the assumption that the logarithmic
map Log is globally invertible, which compactness prevents. Hence, for arbitrarily low SNR, the
CRB without curvature terms will predict an arbitrarily large variance and will be violated (this
does not show on Figure 3 since the CRB depicted includes curvature terms, which in this case
make the CRB go to zero at low SNR). As a means to locate the point at which the CRB certainly
stops making sense, consider the problem of estimating a rotation matrix R ∈ SO(n) based on a
measurement Z ∈ SO(n) of R, and compute the variance of the (unbiased) estimator Rˆ(Z) := Z
when Z is uniformly random, i.e., when no information is available.
Define Vn = E
{
dist2(Z,R)
}
for Z ∼ Uni(SO(n)). A computation using Weyl’s formula yields:
V2 =
1
2pi
∫ pi
−pi
∥∥log(Z>R)∥∥2 dθ = 1
2pi
∫ pi
−pi
2θ2 dθ =
2pi2
3
, V3 =
2pi2
3
+ 4. (7.1)
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Figure 4: The visualization tool described in Section 7, applied here to the anchored synchroniza-
tion tasks from Figure 1, produces low-dimensional embeddings of synchronization graphs such
that the distance between two nodes is large if their relative rotation is hard to estimate, and their
distance to the origin (the anchors: red squares) is large if their individual rotation is hard to
estimate.
A reasonable upper-bound on the variance of an estimator should be N ′Vn, where N ′ is the number
of independent rotations to estimate (N − 1 for anchor-free synchronization, N − |A| for anchored
synchronization)—see Figure 3. A CRB larger than this should be disregarded.
7.3 Visualization tools
In deriving the anchor-free bounds for synchronization, we established that a lower bound on
E
{
dist2(RiR
>
j , RˆiRˆ
>
j )
}
is proportional to the quantity (ei−ej)>L†(ei−ej). Of course, this analysis also holds for anchored
graphs. Here, we detail how Figure 2 was produced following a PCA procedure [34] and show how
this translates for anchored graphs, as depicted in Figure 4.
We treat both anchored and anchor-free scenarios, thus allowing A to be empty in this para-
graph. Let LA = V DV > be an eigendecomposition of LA, such that V is orthogonal and
D = diag(λ1, . . . , λN ). Let X = (D
†)1/2V >, an N × N matrix with columns x1, . . . , xN . As-
sume without loss of generality that the eigenvalues and eigenvectors are ordered such that the
diagonal entries of D† are decreasing. Then,
(ei − ej)>L†A(ei − ej) = (ei − ej)>V D†V >(ei − ej) = ‖xi − xj‖2. (7.2)
Thus, embedding the nodes at positions xi realizes the ECTD in RN . Anchors, if any, are placed
at the origin. An optimal embedding, in the sense of preserving the ECTD as well as possible, in
a subspace of dimension k < N is obtained by considering X˜: the first k rows of X. The larger
the ratio
∑k
`=1 λ
†
`/trace(D
†), the better the low-dimensional embedding captures the ECTD.
In the presence of anchors, if j ∈ A, then L†Aej = 0 and (ei − ej)>L†A(ei − ej) = (L†A)ii =
‖xi‖2 ≈ ‖x˜i‖2. Hence, the embedded distance to the origin indicates how well a specific node can
be estimated.
In practice, this embedding can be produced by computing the m+ k eigenvectors of LA with
smallest eigenvalue, where m = max(1, |A|) is the number of zero eigenvalues to be discarded
(assuming a connected graph). This computation can be conducted efficiently if the graph is
structured, e.g., sparse.
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7.4 A larger Fiedler value is better
We now focus on anchor-free synchronization. At large SNR, the anchor-free CRB (6.19) normal-
ized by the number of independent rotations N − 1 reads:
E {MSE} , E
{
1
N − 1dist
2([R], [Rˆ])
}
≥ d
2
N − 1 trace(L
†), (7.3)
where E {MSE} as defined is the expected mean squared error of an unbiased estimator [Rˆ]. This
expression shows the limiting role of the trace of the pseudoinverse of the information-weighted
Laplacian L (5.22) of the measurement graph. This role has been established before for other
synchronization problems for simpler groups and simpler noise models [26]. We now shed some
light on this result by stating a few elementary consequences of it. Let
0 = λ1 < λ2 ≤ · · · ≤ λN (7.4)
denote the eigenvalues of L, where λ2 > 0 means the measurement graph is assumed connected.
The right-hand side of (7.3) in terms of the λi’s is given by:
d2
N − 1 trace(L
†) =
d2
N − 1
N∑
i=2
1
λi
≤ d
2
λ2
. (7.5)
The second eigenvalue λ2 is known as the Fiedler value (or algebraic connectivity) of the information-
weighted measurement graph. It is well known that the Fiedler value is low in the presence of bot-
tlenecks in the graph and high in the presence of many, heavy spanning trees. The latter equation
translates in the following intuitive statement: by increasing the Fiedler value of the measurement
graph, one can force a lower CRB. Not surprisingly then, expander graphs are ideal for synchro-
nization, since, by design, their Fiedler value λ2 is bounded away from zero while simultaneously
being sparse [25].
Notice that the Fiedler vector has zero mean (it is orthogonal to 1N ) and hence describes the
horizontal vectors of maximum variance. It is thus also the first axis of the right plot in Figure 2.
7.5 trace(L†) plays a limiting role in synchronization
We continue to focus on anchor-free synchronization. The quantity trace(L†) appears naturally in
CRB’s for synchronization problems on groups [8, 26]. For complete graphs and constant weight
w, trace(L†) = N−1wN . Then, by (7.3),
E {MSE} ≥ d
2
wN
. (7.6)
If the measurement graph is sampled from a distribution of random graphs, trace(L†) becomes a
random variable. We feel that the study of this random variable for various families of random
graph models, such as Erdo¨s-Re´nyi, small-world or scale-free graphs [27] is a question of interest,
probably best addressed using the language of random matrix theory.
Let us consider Erdo¨s-Re´nyi graphs GN,q with N nodes and edge density q ∈ (0, 1), that is,
graphs such that any edge is present with probability q, independently from the other edges. Let all
the edges have equal weight w. Let LN,q be the Laplacian of a GN,q graph. The expected Laplacian
is E {LN,q} = wq(NIN − 1N×N ), which has eigenvalues λ1 = 0, λ2 = · · · = λN = Nwq. Hence,
trace(E {LN,q}†) = N−1N 1wq . A more useful statement can be made using [10, Thm. 1.4] and [18,
Thm. 2]. These theorems state that, asymptotically as N grows to infinity, all eigenvalues of
LN,q/N converge to wq (except of course for one zero eigenvalue). Consequently (details omitted),
lim
N→∞
trace(L†N,q) =
1
wq
(in probability). (7.7)
For large N , we use the approximation trace(L†N,q) ≈ 1/wq. Then, by (7.3), for large N we have:
E {MSE} & d
2
wqN
. (7.8)
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Notice how for fixed measurement quality w and density q, the lower-bound on the expected MSE
decreases with the number N of rotations to estimate.
7.6 Synchronization can withstand many outliers
Consider the Langevin with outliers distribution from Example 5, where (on average) a fraction
1 − p of measurements are sampled uniformly at random, i.e., they are outliers. The information
weight w(p) = αn(κ, p) for some fixed concentration κ > 0 is given by equations (5.27) and (5.28)
for n = 2 and 3 respectively. A Taylor expansion around p = 0 shows that
w(p) = an,κp
2 +O(p3) (7.9)
for some positive constant an,κ. Then, for p  1, building upon (7.6) for complete graphs with
i.i.d. measurements we get:
E {MSE} & d
2
an,κp2N
. (7.10)
If one needs to get the right-hand side of this inequality down to a tolerance ε2, the probability p
of a measurement not being an outlier needs to be at least as large as:
pε ,
d√
an,κε
1√
N
. (7.11)
The 1/
√
N factor is the most interesting: it establishes that as the number of nodes increases,
synchronization can withstand a larger fraction of outliers.
This result is to be put in perspective with the bound in [35, eq. (37)] for n = 2, κ = ∞,
where it is shown that as soon as p > 1/
√
N , there is enough information in the measurements (on
average) for their eigenvector method to do better than random synchronization. It is also shown
there that, as p2N goes to infinity, the correlation between the eigenvector estimator and the true
rotations goes to 1. Similarly, we see that as p2N increases to infinity, the right-hand side of the
CRB goes to zero. Our analysis further shows that the role of p2N is tied to the problem itself
(not to a specific estimation algorithm), and remains the same for n > 2 and in the presence of
Langevin noise on the good measurements.
Building upon (7.7) for Erdo¨s-Re´nyi graphs with N nodes and M edges, we define pε as:
pε ,
d√
an,κε
√
N
2M
. (7.12)
To conclude this remark, we provide numerically computable expressions for an,κ, n = 2 and 3
and give an example:
a2,κ =
κ2
pic22(κ)
∫ pi
0
(1− cos 2θ) exp(4κ cos θ)dθ, (7.13)
a3,κ =
κ2e2κ
pic23(κ)
∫ pi
0
(1− cos 2θ)(1− cos θ) exp(4κ cos θ)dθ. (7.14)
As an example, we generate an Erdo¨s-Re´nyi graph with N = 2500 nodes and edge density of 60%
for synchronization of rotations in SO(3) with i.i.d. noise following a LangUni(I, κ = 7, p). The
CRB (7.3), which requires complete knowledge of the graph to compute trace(L†), tells us that we
need p ≥ 2.1% to reach an accuracy level of ε = 10−1 (for comparison, ε2 is roughly 1000 times
smaller than V3 (7.1)). The simple formula (7.12), which can be computed quickly solely based on
the graph statistics N and M , yields pε = 2.2%.
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8 Conclusions and perspectives
In this work, we considered the problem of estimating a set of rotations Ri ∈ SO(n) based on pair-
wise measurements of relative rotations RiR
>
j . We provided a framework to study synchronization
as estimation on manifolds for arbitrary n under a large family of noise models. We established
formulas for the Fisher information matrix and associated Crame´r-Rao bounds of synchronization
and provided interpretation and visualization tools for them in both the anchored and anchor-
free scenarios. In the analysis of these bounds, we notably pointed out the high robustness of
synchronization against random outliers.
Because of the crucial role of the pseudoinverse of the Laplacian L† of weighted graphs (and
their traces) in the CRB’s we established, it would be interesting to study efficient methods to
compute such objects, see e.g. [23, 28]. Likewise, exploring the distribution of trace(L†) seen as
a random variable for various models of random graphs should bring some insight as to which
networks are naturally easy to synchronize. Expander graphs already emerge as good candidates.
The Laplacian of the measurement graph plays the same role in bounds for synchronization of
rotations as for synchronization of translations. Carefully checking the proof given in the present
work, it is reasonable to speculate that the Laplacian would appear similarly in CRB’s for syn-
chronization on any Lie group, as long as we assume independence of noise affecting different
measurements and some symmetry in the noise distribution. Such a generalization would in par-
ticular yield CRB’s for synchronization on the special Euclidean group of rigid body motions,
R3 o SO(3).
In other work, we leverage the formulation of synchronization as an estimation problem on
manifolds to propose maximum likelihood estimators for synchronization [9]. Such approaches
result in optimization problems on the parameter manifolds whose geometries we described here.
By executing the derivations with the Langevin + outliers noise model, this leads to naturally
robust synchronization algorithms.
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A Langevin density normalization
This appendix presents the derivation of the normalization coefficient c4(κ) (4.8) that appears in
the Langevin probability density function (4.4). In doing so, we use Weyl’s integration formulas.
This method applies well to compute the other integrals we need in this paper so that this appendix
can be seen as an example.
Recall that the coefficient cn(κ) is given by (4.5):
cn(κ) =
∫
SO(n)
exp (κ trace(Z)) dµ(Z), (A.1)
where dµ is the normalized Haar measure over SO(n) such that
∫
SO(n)
dµ(Z) = 1. In particular,
cn(0) = 1. The integrand, g(Z) = exp (κ trace(Z)), is a class function, meaning that for all
Q,Z ∈ SO(n) we have g(Z) = g(QZQ−1). We are thus in a position to use the Weyl integration
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formula specialized to SO(n) [11, Exercise 18.1–2]. Formula (4.3) applies,∫
SO(4)
g(Z) dµ(Z) =
1
4(2pi)2
∫ pi
−pi
∫ pi
−pi
g˜(θ1, θ2) · |eiθ1 − eiθ2 |2 · |eiθ1 − e−iθ2 |2 dθ1dθ2, (A.2)
where we defined
g˜(θ1, θ2) , g
(
diag
((
cos θ1 − sin θ1
sin θ1 cos θ1
)
,
(
cos θ2 − sin θ2
sin θ2 cos θ2
)))
. (A.3)
This reduces the problem to a classical integral over the square—or really the torus—[−pi, pi] ×
[−pi, pi]. Evaluating g˜ is straightforward:
g˜(θ1, θ2) = exp
(
2κ · [cos θ1 + cos θ2]
)
. (A.4)
Using trigonometric identities, we also get:
|eiθ1 − eiθ2 |2 · |eiθ1 − e−iθ2 |2
= 4
(
1− cos(θ1 − θ2)
)(
1− cos(θ1 + θ2)
)
= 4
(
1− cos(θ1 − θ2)− cos(θ1 + θ2) + cos(θ1 − θ2) cos(θ1 + θ2)
)
= 4
(
1− 2 cos θ1 cos θ2 + 1
2
(cos 2θ1 + cos 2θ2)
)
. (A.5)
Each cosine factor now only depends on one of the angles. Plugging (A.4) and (A.5) in (A.2) and
using Fubini’s theorem, we get:
c4(κ) =
1
2pi
∫ pi
−pi
e2κ cos θ1 · h(θ1) dθ1, (A.6)
with:
h(θ1) =
1
2pi
∫ pi
−pi
e2κ cos θ2
(
1 +
1
2
cos 2θ1 − 2 cos θ1 cos θ2 + 1
2
cos 2θ2
)
dθ2. (A.7)
Now recalling the definition of the modified Bessel functions of the first kind [42],
Iν(x) =
1
2pi
∫ pi
−pi
ex cos θ cos(νθ) dθ, (A.8)
we further simplify h to get:
h(θ1) =
(
1 +
1
2
cos 2θ1
)
· I0(2κ)− 2 cos θ1 · I1(2κ) + 1
2
· I2(2κ). (A.9)
Plugging (A.9) in (A.6) and resorting to Bessel functions again, we finally obtain the practical
formula (4.8) for c4(κ):
c4(κ) =
[
I0(2κ) +
1
2
I2(2κ)
]
· I0(2κ)− 2I1(2κ) · I1(2κ) + 1
2
I0(2κ) · I2(2κ)
= I0(2κ)
2 − 2I1(2κ)2 + I0(2κ)I2(2κ). (A.10)
For generic n, the necessary manipulations are very similar to the developments in this ap-
pendix. For n = 2 or 3, the computations are easier. For n = 5, the computations take up about
the same space. For n ≥ 6, the same technique will still work but gets quite cumbersome.
In [13, Appendix A.6], Chikuse describes how the normalization coefficients for Langevin dis-
tributions on O(n) can be expressed in terms of hypergeometric functions with matrix arguments.
One advantage of this method is that it generalizes to non-isotropic Langevin’s. The method we
demonstrated here, on the other hand, is tailored for our need (isotropic Langevin’s on SO(n)) and
yields simple expressions in terms of Bessel functions—which are readily available in Matlab for
example.
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B Curvature terms
We compute the curvature terms from theorems 6.1 and 6.2 for n = 2 and n = 3 explicitly. We first
treat PA (3.12), then P∅ (3.16). We show that for rotations in the plane (n = 2), the parameter
spaces are flat, so that curvature terms vanish exactly. For rotations in space (n = 3), we compute
the curvature terms explicitly and show that they are on the order of O(SNR−2), whereas dominant
terms in the CRB are on the order of O(SNR−1), for the notion of SNR proposed in Section 6. It
is expected that curvature terms are negligible for n ≥ 4 too for the same reasons, but we do not
conduct the calculations.
B.1 Curvature terms for PA
The manifold PA (3.12) is a (product) Lie group. Hence, the Riemannian curvature tensor R of
PA on the tangent space TRPA is given by a simple formula [31, Corollary 11.10, p. 305]:
〈R(X,Ω)Ω,X〉 = 1
4
‖[X,Ω]‖2, (B.1)
where [X,Ω] is the Lie bracket of X = (X1, . . . , XN ) and Ω = (Ω1, . . . ,ΩN ), two vectors (not
necessarily orthonormal) in the tangent space TRPA. Following [8, Theorem 4], in order to compute
the curvature terms for the CRB of synchronization on PA, we first need to compute
Rm[Ω
′,Ω′] , E {〈R(X, PAΩ′)PAΩ′,X〉} , (B.2)
where Ω′ is any tangent vector in TRP and PAΩ′ is its orthogonal projection on TRPA. We
expand X and Ω = PAΩ
′ using the orthonormal basis (ξk`)k=1...N,`=1...d (5.7) of TRP ⊃ TRPA:
Ω =
∑
k,`
αk`ξk` and X =
∑
k,`
βk`ξk`, (B.3)
such that Ωk = Rk
∑
` αk`E` and Xk = Rk
∑
` βk`E`. Of course, αk` = βk` = 0 ∀k ∈ A. Then,
since
[X,Ω] = ([X1,Ω1], . . . , [XN ,ΩN ]),
it follows that:
Rm[Ω,Ω] = E
{
1
4
‖[X,Ω]‖2
}
= E
{
1
4
∑
k
‖[Xk,Ωk]‖2
}
(B.4)
=
1
4
∑
k
E
∥∥∥∑
`,s
αk`βks[E`, Es]
∥∥∥2
 . (B.5)
For X the tangent vector in TRPA corresponding to the (random) estimation error LogR(Rˆ), the
coefficients βk` are random variables. The covariance matrix CA (6.3) is given in terms of these
coefficients by:
(CA)kk′,``′ , E {〈X, ξk`〉 〈X, ξk′`′〉} = E {βk`βk′`′} . (B.6)
The goal now is to express the entries of the matrix associated to Rm as linear combinations of
the entries of CA.
For n = 2, of course, Rm ≡ 0 since Lie brackets vanish thanks to the commutativity of rotations
in the plane.
For n = 3, the constant curvature of SO(3) leads to nice expressions, which we obtain now.
Let us consider the orthonormal basis (E1, E2, E3) of so(3) (5.6). Observe that it obeys [E1, E2] =
E3/
√
2, [E2, E3] = E1/
√
2, [E3, E1] = E2/
√
2. As a result, equation (B.5) simplifies and becomes:
Rm[Ω,Ω] =
1
8
∑
k
E
{
(αk2βk3 − αk3βk2)2 + (αk3βk1 − αk1βk3)2 + (αk1βk2 − αk2βk1)2
}
. (B.7)
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We set out to compute the dN × dN matrix Rm associated to the bi-linear operator Rm w.r.t. the
basis (5.7). By definition, (Rm)kk′,``′ = Rm[ξk`, ξk′`′ ]. Equation B.7 readily yields the diagonal
entries (k = k′, ` = `′). Using the polarization identity to determine off-diagonal entries,
(Rm)kk′,``′ =
1
4
(
Rm[ξk` + ξk′`′ , ξk` + ξk′`′ ]−Rm[ξk` − ξk′`′ , ξk` − ξk′`′ ]
)
, (B.8)
it follows through simple calculations (taking into account the orthogonal projection onto TRPA
that appears in (B.2)) that:
(Rm)kk′,``′ =

1
8
∑
s6=`(CA)kk,ss if k = k
′ /∈ A, ` = `′,
− 18 (CA)kk,``′ if k = k′ /∈ A, ` 6= `′,
0 otherwise.
(B.9)
Hence, Rm(CA) is a block-diagonal matrix whose nonzero entries are linear functions of the entries
of CA. Theorem 6.1 requires (B.9) to compute the matrix Rm(F
†
A). Considering the special
structure of the diagonal blocks of F †A (6.7) (they are proportional to I3), we find that
Rm(F
†
A) =
1
4
ddiag(F †A) =
3
4
ddiag(L†A)⊗ I3, (B.10)
where ddiag puts all off-diagonal entries of a matrix to zero. Thus, as the SNR goes up and hence as
L†A goes down, the curvature term Rm(F †A)F †A+F †ARm(F †A) in Theorem 6.1 will become negligible
compared to the main term in the CRB, F †A.
B.2 Curvature terms for P∅
The manifold P∅ (3.16) is a quotient manifold of P. Hence, the Riemannian curvature tensor R
of P∅ is given by O’Neill’s formula [31, Thm 7.47, p. 213 and Lemma 3.39, p. 77], showing that the
quotient operation can only increase the curvature of the parameter space:
〈R(DpiX,DpiΩ)DpiΩ,DpiX〉 = 1
4
‖[X,Ω]‖2 + 3
4
‖[X,Ω]V‖2, (B.11)
where X,Ω are horizontal vectors in HR ⊂ TRP identified with tangent vectors to P∅ via the
differential of the Riemannian submersion Dpi(R) (3.18), denoted simply as Dpi for convenience.
The vector [X,Ω]V ∈ VR ⊂ TRP is the vertical part of [X,Ω], i.e., the component that is parallel
to the fibers. Since in our case, moving along a fiber consists in changing all rotations along the
same direction, [X,Ω]V corresponds to the mean component of [X,Ω]:
[X,Ω]V = (R1ω, . . . , RNω), with ω =
1
N
N∑
k=1
[R>kXk, R
>
kΩk]. (B.12)
For n = 2, since [X,Ω] = 0, [X,Ω]V = 0 also, hence P∅ is still a flat manifold, despite the
quotient operation. We now show that for n = 3 the curvature terms in Theorem 6.2 are equivalent
to the curvature terms for PA with A := ∅ plus extra terms that decay as 1/N and can thus be
neglected.
The curvature operator Rm [8, eq. (54)] is given by:
Rm[ξk`, ξk`] , E {〈R(DpiX,Dpiξk`)Dpiξk`,DpiX〉} (B.13)
= E
{
1
4
‖[X, ξk` − ξVk`]‖2 +
3
4
‖[X, ξk` − ξVk`]V‖2
}
. (B.14)
The tangent vector ξk` − ξVk` is, by construction, the horizontal part of ξk`. The vertical part
decreases in size as N grows: ξVk` =
1
N (R1E`, . . . , RNE`). It follows that:
E
{‖[X, ξk` − ξVk`]‖2} = E{‖[X, ξk`]‖2} (1 +O(1/N)). (B.15)
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Hence, up to a factor that decays as 1/N , the first term in the curvature operator Rm is the same
as that of the previous section for PA, with A := ∅. We now deal with the second term defining
Rm:
[X, ξk`]
V = (R1ω, . . . , RNω), with (B.16)
ω =
1
N
[R>kXk, E`] =
1
N
∑
s
βks[Es, E`]. (B.17)
It is now clear that for large N this second term is negligible compared to E
{‖[X, ξk`]‖2}:∥∥[X, ξk`]V∥∥2 = N‖ω‖2 = O(1/N). (B.18)
Applying polarization to Rm to compute off-diagonal terms then concludes the argument showing
that the curvature terms in the CRB for synchronization of rotations on P∅, despite an increased
curvature owing to the quotient operation (B.11), are very close (within a O(1/N) term) to the
curvature terms established earlier for synchronization on PA, with A := 0. We do not include
an exact derivation of these terms as it is quite lengthy and does not bring much insight to the
problem.
C Proof that Gij(QZQ
>) = QGij(Z)Q>and that Gij(Z>) = −Gij(Z).
Recall the definition of Gij : SO(n)→ so(n) (5.4) introduced in Section 5:
Gij(Z) = [grad log fij(Z)]
>
Z. (C.1)
We now establish a few properties of this mapping. Let us introduce a few functions:
g : SO(n)→ R : Z 7→ g(Z) = log fij(Z), (C.2)
h1 : SO(n)→ SO(n) : Z 7→ h1(Z) = QZQ>, (C.3)
h2 : SO(n)→ SO(n) : Z 7→ h2(Z) = Z>. (C.4)
Notice that because of Assumption 3 (fij is only a function of the eigenvalues of its argument), we
have g ◦ hi ≡ g for i = 1, 2. Hence,
grad g(Z) = grad(g ◦ hi)(Z) = (Dhi(Z))∗ [grad g(hi(Z))] , (C.5)
where (Dhi(Z))
∗ denotes the adjoint of the differential Dhi(Z), defined by
∀H1, H2 ∈ TZSO(n), 〈Dhi(Z)[H1], H2〉 = 〈H1, (Dhi(Z))∗[H2]〉 . (C.6)
The rightmost equality of (C.5) follows from the chain rule. Indeed, starting with the definition of
gradient, we have:
∀H ∈ TZSO(n), 〈grad(g ◦ hi)(Z), H〉 = D(g ◦ hi)(Z)[H]
= Dg(hi(Z))[Dhi(Z)[H]]
= 〈grad g(hi(Z)),Dhi(Z)[H]〉
= 〈(Dhi(Z))∗ [grad g(hi(Z))], H〉 . (C.7)
Let us compute the differentials of the hi’s and their adjoints:
Dh1(Z)[H] = QHQ
>, (Dh1(Z))∗[H] = Q>HQ, (C.8)
Dh2(Z)[H] = H
>, (Dh2(Z))∗[H] = H>. (C.9)
Plugging this in (C.5), we find two identities (one for h1 and one for h2):
grad log fij(Z) = Q
>[grad log fij(QZQ>)]Q, (C.10)
grad log fij(Z) = [grad log fij(Z
>)]>. (C.11)
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The desired result about the Gij ’s now follows easily. For any Q ∈ O(n),
Gij(QZQ
>) = [grad log fij(QZQ>)]>QZQ>= [Qgrad log fij(Z)Q>]>QZQ>= QGij(Z)Q>;
(C.12)
and similarly:
Gij(Z
>) = [grad log fij(Z>)]>Z>= grad log fij(Z)Z>= ZG>ij(Z)Z
>= −ZGij(Z)Z>= −Gij(Z),
where we used that Gij(Z) is skew-symmetric and we used (C.12) for the rightmost equality.
D Proof of lemma 5.2
Lemma 5.2 essentially states that, given two orthogonal, same-norm vectors E and E′ in so(n),
there exists a rotation which maps E to E′. Applying that same rotation to E′ (loosely, rotating
by an additional 90◦) recovers −E. This fact is obvious if we may use any rotation on the subspace
so(n). The set of rotations on so(n) has dimension d(d − 1)/2, with d = dim so(n) = n(n − 1)/2.
In contrast, for the proof of Lemma 5.3 to go through, we need to restrict ourselves to rotations
of so(n) which can be written as Ω 7→ P>ΩP , with P ∈ O(n) orthogonal. We thus have only d
degrees of freedom. The purpose of the present lemma is to show that this can still be done if we
further restrict the vectors E and E′ as prescribed in Lemma 5.2.
Proof. We give a constructive proof, distinguishing among three cases. (Case 1: {i, j} ∩ {k, `} =
∅). Construct T as the identity In with columns i and k swapped, as well as columns j and `.
Construct S as In with Sii := −1. By construction, it holds that T>ET = E′, T>E′T = E,
SES = −E and SE′S = E′. Set P = TS to conclude: P>EP = ST>ETS = SE′S = E′,
P>E′P = ST>E′TS = SES = −E. (Case 2: i = k, j 6= `). Construct T as the identity In with
columns j and ` swapped. Construct S as In with Sjj := −1. The same properties will hold. Set
P = TS to conclude. (Case 3: i = `, j 6= k). Construct T as the identity In with columns j and k
swapped and with Tii := −1. Construct S as In with Sjj := −1. Set P = TS to conclude. (Cases
4 and 5: j = k or j = `). The same construction goes through.
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