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TECHNICAL MEMORANDUM 
RELIABILITY GROWTH MODELING ANALYSIS OF THE SPACE SHUITLE 
MAIN ENGINES BASED UPON THE WEIBULL PROCESS 
INTRODUCTION 
The purpose of this report is to present ( 1 )  some additional data of percentage-point proba- 
bilities for use in setting (l-a)100-percent two-sided confidence interval estimates on the mean 
time between failures (MTBF) for several other values of the confidence coefficient for two cate- 
gories, namely, (a) time-terminated testing and (b) failure-terminated testing; (2) additional data of 
the critical values for the goodness-of-fit test statistics of Cramer-von Mises, Kolmogorov-Smirnov, 
and chi-square; and (3) the numerical results based on the Weibull process. 
The proposed reliability growth modeling considers the nonhomogeneous Poisson process 
with the Weibull intensity function 
U ( t )  = xprfl-' , t>O 
This modeling method, which is known as the Weibull process developed by the U.S. Army 
Materiel Systems Analysis Activity using the Duane postulate, is described in more detail in refer- 
ence 1. The Weibull process is used to model reliability growth within test phases. The Weibull 
process describes the changes in the intensity function with time from first time interval to second 
time interval and so forth. The homogeneous process applies to the constant intensity function over 
the test phase with mean At .  The Duane model hypothesizes that the logarithm of observed cumula-. 
tive MTBF is a linear function of time. 
Integral presentations for cumulative distribution functions have been mathematically formu- 
lated to compute the probabilities for two different terminated testing cases. Computer programs, 
including methods of numerical integration and procedures of iterative root-solving , have been 
developed in the form of BASIC language to compute the data as a means of evaluating or predict- 
ing the reliability potential of a system. 
MODELING 
The reliability growth analysis uses the Weibull process to obtain the reliability estimates for 
the operating time of the development test phase, for the rate of reliability growth of the different 
systems, and for the future predictions of the system failure probabilities. 
If a system is being tested until the n-th failure occurs, any improvement may need to be 
made, based on reliability growth decisions over a period of time. Th-c. confidence limits on 
current system reliability are one of the several possible features that would enhance the reliability 
growth process. The established statistical inference methods are applied to determine the percent- 
age-point probabilities for the small sample and asymptotic confidence intervals on the MTBF 
when, for example, the structural test data on the engines or components from the Weibull process 
illustrating failures for time-terminated testing and failure-terminated testing. 
, are failure- or time-terminated at time within development test phases. Figure 1 shows diagrams 
All equations have been formulated for the numerical procedures to integrate for these two 
types of terminated tests. 
Accordingly, the stochastic process [N(t), t>O] with the Weibull failure rate function u(t) 
infers that the probability of a system failure occurring in an infinitesimally small time interval 
(t, t + At) is approximately u(t) At. N(t)  is the number of failures during the time interval (0,t) with 
the successive failures times, O<X,<X,CX, ... C X , ,  on a cumulative time scale for a system under- 
going development tests. The probabilistic model for the reliability growth has the mean value 
function 
W t )  = E [Mol 
m 
= c n P [ N ( t ) = n ]  
n=O 
n - 0  n! 
Now, let n = n ! l ( n -  I ) !  
Let k=n- 1, then 
































where E [ - ]  is the mathematical expectation of the function N ( t ) ;  A is the scale parameter; p is the 
shape parameter; and t is the cumulative test time. The Weibull intensity function, as derived from 
I equation ( 2 ) ,  becomes 
The instantaneous MTBF of the system at time t is computed as M(t )  = l /u( t ) ,  representing the 
system reliability growth. With total cumulative time given for the system, M ( t )  is the achieved 
MTBF in the present system configuration. 
I The Poisson distribution probability for all n independent failures to occur in any time interval is 
[6(f)I" f? -"" 
Prob[N(t) = n ]  = 9 
n !  
(4) 
where O(t) = A@ from equation ( 2 ) ,  which indicates the expected number of failures expressed as 
a function of test time, and n = 0,1,2,3,. . . . 
The criteria for determining the intensity function are as follows: 
1 .  p = 1 :  If u(t)  = A, then it is constant for all t ,  indicating no change in the probability 
with test time, meaning no reliability growth. 
2. p < l :  If u(t)  is decreasing (A,>A2>A3>A,>A5 ...), then the failure probability u(t)At is 
decreasing, implying the reliability growth. 
3. p> I : If u(t)  is increasing ( A ,  <A2<A3<A4<A5..  .), then the system is deteriorating. 
Point Estimation 
The method of maximum likelihood computes point estimates of the parameters of the reli- 
ability growth process. 
Time-Terminated Testing: 
The likelihood function for the time-terminated testing is given by 
where n denotes a sample size. So that 
4 
Now, 
Manipulation of equation (7) finally yields 
Thus, putting equation (8) into equation (6) yields 
Differentiation with respect to the scale parameter A yields 
By equating the resulting expression to zero, the maximum likelihood estimate i, which estimates 
the scale parameter X, is obtained: 
(1 111 i = n .  
Tfi  
Subsequently, differentiation with respect to the shape parameter p yields 
n 
- -  ‘(fa) - z - A ( f n ( T ) )  TB+ E frz(xi) 
dP P i =  I 
Equating to zero yields the maximum likelihood estimate fi: 
t i  
or 
A A  A 
For any time t, the intensity function is estimated by b(t)  = h p  i p - ' ,  
Failure-Terminated Testing: 
~ 
The likelihood function for the failure-terminated testing is given by 
The procedure for finding h^ is similar to the one for the time-terminated testing. Therefore, the 
maximum likelihood estimate ^x, estimating the scale parameter A,  is obtained: 
Now, differentiation with respect to the shape parameter p results in 
Equating equation (17) to zero yields that 
- n - v 
n -  I 
6 
or 
and are the maximum likelihood estimators of A and 
Interval Estimation 
For time- and failure-terminated testings, the confidence intervals are measurements of preci- 
sion in estimating a parameter regarding the reliability testing. For the reliability growth process, 
the parameter is the MTBF that the system would show after the production start. The probability 
distribution of the point estimate of the intensiity function at the end of the test provides a basis 
for the interval estimate of the true value of the intensity function at that time. 
Tables I A  through IC for the time-terminated testing and tables 2A through 2C for the 
failure-terminated testing provide the values for computation of confidence interval estimates for the 
MTBF. The two-sided interval estimates are obtained from the tables for the ratio of the true 
MTBF to the estimated MTBF for several values of the confidence coefficient. If the number of 
failures is N and a is the selected confidence coefficient, then the appropriate tabular values are 
LN,, and uN,a- 
The interval estimate of MTBF for both terminated testings is 
where t =  T for time-terminated testing or t=x ,  for failure-terminated testing. 
Goodness-of-Fi t 
Three different test statistics, namely the Cram&-von Mises, Kolmogorov-Smirnov, and the 
chi-square, are used to test the null hypothesis that a nonhomogeneous Poisson process with the 
Weibull intensity function, u(t)  = Aptel (equation ( I ) ) ,  properly describes the reliability growth of a 
particular system. A brief description of each test statistic is given below. 
Cramer-von Mises: 
For time-terminated testing, the CramCr-von Mises test statistic includes an unbiased 
estimate of the shape parameter, which is, along with with equation (14), 
7 
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Table 1C. Confidence intervals for MTBF from time-terminated tests: 

























































































































































































































































































































Table 2A. Confidence intervals for MTBF from failure-terminated tests: 






























































































































































































































































































































































Table 2B. Confidence intervals for MTBF from failure-terminated tests: 
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Table 2C. Confidence intervals for MTBF from failure-terminated tests: 


















































































































































































































































































with n failure Occurrences. The goodness-of-fit statistic, from reference I ,  becomes 
in which the failure times are arranged in increasing order of magnitude, 0 < xI < x2 C x3 ... < 
The null hypothesis is rejected if the statistic C& exceeds the critical value for the selected 
level of significance. Critical values of the CramCr-von Mises statistic for the 0.03, 0.25, 0.20, 
0.15, and 0.10 levels of significance (a) are listed in table 3A and the 0.05, 0.03, 0.01, 0.005, 
and 0.001 levels of significance in table 3B, with both tables being indexed by the parameter M. 
For the time-terminated testing, M is equal to n ,  the number of failures, and to 2(1)20(10)30(30) 
60( 20) 1 00. 
For failure-terminated testing, the null hypothesis that the AMSAA model is appropriate for 
a particular system can be tested, using the CramCr-von Mises test statistic. An unbiased estimate 
of the shape parameter along with equation (19) is given by 
The parameter for 
Cram&-von Mises 
- p = +  N-2 * 
indexing that statistic is M = n - 1 ,  where n is the number of failures. The 




Tables 3A and 3B provide the critical values for use in  the test. The model is deemed 
inappropriate if the statistic C: exceeds the critical value for some specified level of significance. 
Kolmogorov-Smirnov: 
A Kolmogorov-Smirnov method, for testing the one-sample probability that a set of numbers 
is a sample from a known distribution, consists of comparing the empirical (or sample) cumulative 
distribution function of the sample, S(x), with the known continuous cumulative distribution 
function F(x) .  
~ ~~ ~~ ~~~~~ ~~~ ~ 




























































































































































































































































































The one-sample test is based on the maximum absolute difference D between the values of 
the cumulative distribution of a random sample of size n and a specified theoretical distribution. 
The maximum difference occurs at one of the jump points of S(x). On the graphs, the lower and 
upper limits are plotted with S(x) as the boundaries for the percent confidence band. The criterion 
calls for the null hypothesis to be rejected if the D is greater than the critical value at any specified 
level of significance 01 (O<a< 1). 
The critical values for the Kolmogorov-Smirnov test statistic are obtained for tables 4A 
through 4D by using the computational techniques described in textbooks for 01 = 0.30, 0.25, 
0.20, 0.15, 0.10, 0.05, 0.02, 0.01, 0.005, and 0.001 and N = 1(1)100. 
C hi-Square: 
A chi-square goodness-of-fit test is used to test the null hypothesis that the reliability growth 
model adequately represents the grouped data. The total number of failures in the interval between 
inspections is the sum of the number of failures detected at the time of occurrence and the number 
of failures found in the inspection. Such totals for each interval can estimate the reliability growth, 
provided there are at least three intervals. 
The maximum likelihood estimate of the shape parameter p is the value satisfying 
in which io log ( to) is equal to  zero. The scale parmeter estimate is 
The expected number of failures in the interval from ti-1 to ti is approximated by 
Adjacent intervals may have to be combined so that the expected number of failures in any 
combined interval is at least five. K is equal to the number of intervals after this combination. The 
number of failures in the i-th interval is equal to N;. Let e; be the expected number of failures in 






















































Table 4A. Critical values of Kolmogorov-Smirnov test statistic: 
cx = 0.30, 0.25, 0.20, 0.15, 0.10; N = 1-50. 














































































































































































































































































































Table 4B. Critical values of Kolmogorov-Smirnov test statistic: 
01 = 0.30, 0.25, 0.20, 0.15, 0.10; N = 51-100. 
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Table 4C. Critical values of Kolmogorov-Smirnov test statistic: 
01 = 0.05, 0.02, 0.01, 0.005, 0.001; N = 1-50. 




























































































































































































































































Table 4D. Critical values of Kolmogorov-Smirnov test statistic: 














































































































































































































































































































is approximately distributed as a x2 random variable with K-2 degrees of freedom. The critical 
values for equation (28)  are found in tables 5A through 5D using the chi-square distribution. 
PROBLEM FORMULATION 
Time-Terminated Testing 
In the time-terminated testing case, the interval estimates provide a measure of uncertainty 
surrounding testing reliability. The MTBF represents the reliability status of the system at time t 
after the initiation of production. The reliability analysis would analyze the data from tests either 
terminated at a predetermined time or in progress with data available through some time. The 
needed data consist of the cumulative test time on all systems at the occurrence of each failure or 
the accumulated test time so that the WeibulVDuane postulate can be conformed with. The prob- 
ability disitribution of the point estimate of the Weibull intensity function at the end of the test 
produces the basis for the interval estimate of the true value of the intensity function at that time. 
To begin with the mathematical formulation of the equations needed for the confidence 
interval estimation for time-terminated testing, the time T is assumed to be predetermined and n > l  
failures with time measurements O<X, <X2<X3. .  . <X,  are observed for the Weibull process during 
the time interval (O,T) ,  prior to the accumulated test time T. The maximum likelihood estimates of 
the scale parameter A and the shape parameter p from these data are, respectively, 
B i = n/T , 
and 
I: 
@ = n i x  ln(TIXi) 
i -  I 
and the M L  estimate of M(T), the achieved MTBF at time T, is 
&(TI = I /L (T)  = I/(^XS T”)  = r/np . 




















































Table 5A. Critical values of chi-square test statistic: 















































































































































































































































































































TabIe 5B. Critical values of chi-square test statistic: 
CY = 0.30, 0.25, 0.20, 0.15, 0.10; v = 51-100. 





























































































































































































































































Table 5C. Critical values of chi-square test statistic: 





































































































































































































































































































































































Table 5D. Critical values of chi-square test statistic: 
cx = 0.05, 0.025, 0.01, 0.005, 0.001; v = 51-100. 



























































































































































































































































The probability density function of the time measurements XI, Xz, X3, ..., XN, following the time- 
to-failure Weibull process, is given by 
The likelihood function, which is the mathematical expression of the probability of obtaining 
the observed data, is 
which is acquired by equation (31). The maximum likelihood estimates A and p can be obtained 
from equations ( 1  1) and (14). 
Equation (31) indicates that (N ,W)  are sufficient statistics for (A,p) with W from equation 
(30). Thus, for placing confidence bounds on current and projected failure rates and the MTBF, 
M(T)=T/PO, where 6 = ATP, the joint probability density function of (N,W), given W>O, is 
needed to be determined. Since the number of failures in the time interval is Poisson distributed 
with mean 8,  the mathematical induction from equations (4) and (31) results in that the conditional 
probability density function of jointly distributed random variables (XI, X ? ,  X 3 ,  ..., X N ) ,  under the 
condition that N = n ,  becomes 
I =  I 
(33:) 
In equation (1  I ) ,  the ordered times xl,x2,x3, ..., x,,, conditioned on N = n ,  are distributed as the order 
statistics for a random sample of size n arising from a distribution having a probability density 
function 
Equation (12) is derived from equation (33). 
(34') 
Accordingly, if X I ,  X2, X3, ..., X, are independent and identically exponential random vari- 
ables with parameter p, the probability density function of W, given N = n > l ,  follows the gamma 
probability law given by 
27 
Now, let 4 = T/M(7'). The joint probability density function of ( N , W )  is computed to be, 
on the condition that W = O ,  
with the conditions of w>O, n =  I ,2,3 ,... . 
Placing confidence bounds on 9 and hence on M(T),  equation (36) is identified as a 
member of the multiparameter exponential family, according to the sufficient statistics (N,  W)). 
Detemhnation of confidence bounds on 9 constitutes the distribution of N, given W=w>O. From 
equation (36), the probability density function of N, given W=w>O, is expressed by 
I where l l ( 2 f i @ )  is the modified bessel function of order 1. 
Having considered, from equation (37), the conditions of N =  n, W =  w>O, a lower 
(I-ar)100-percent confidence bound for the parameter 9 = T/M(T) = APTB is the value 9, satisfy- 
ing 
Likewise, an upper (l-a)100-percent confidence bound on + is the value 4 2  satisfying 




Now, for the failure-terminated testing case, let cumulative test time t = X .  In the data syn- 
thesis, tests are terminated upon the accumulation of a specified number of failures. The test data 
emerging from the Weibull process consist of the first n successive failure times X I ,  X2, X3, ..., X,*. 
As before, the statistical inference procedures include the method of maximum likelihood 
for computation of point estimates of the p parameter 
i =  c I Ill (+) 
and the A parameter 
It is noted that equations (18) and (19) are equivalent to the estimates for time-terminated testing 
(equations (11) and (14)) with the test time equal to the time of last failure occurrence. M(X,) ,  
achieved MTBF of the system, is estimated by 
wheE n = k X n b  from equation (1 8). 
If no further improvements are planned at time x,,, the system is assumed to have a constant 
failure rate which takes the current value of the intensity function u(x,). Consequently, the system 
life length has an exponential distribution with mean u-'(xn), and the current system reliability is 
represented by exp[-u(x,)t,] for some time interval @,to) of its useful life. 
The equation required for computing the percentage-point probabilities for the failure- 
terminated testing is expressed as a measure of the achieved MTBF to the instantaneous MTBF by 
where Vn,, and VI, are independent random variables, which uses the formula of the gamma prob- 
ability density function 
2 !3 
VJy)  = f' e-W-l)! , y>O , r =  1,2,3 ,... . (42) 
To proceed with computation of equation (41), the analysis objective is for the system failure times 
to follow a nonhomogeneous Poisson process { N ( r ) ,  0 0 )  with the Weibull intensity u(t). This 
means that the probability of a failure occurring in an infinitesimally small interval ( r , r+At )  is 
approximately u(t) Ai. In addition, for t>s, N ( t ) - N ( s )  is equal to the number of failures that have 
occurred in the time interval ( t ,s) .  Thus, the solution of N(i,s)  has a Poisson distribution with mean 
E[N( t ) ]  - E[N(s) ] .  This process inherently possesses independent increments. Therefore, based on 
these properties, the probability density function for the first n successive X I ,  Xz, X3, ... X,,, letting 
x,=O, can be written as 
n n 
Using the method of likelihood function, equation (43), in accord with the Weibull process, 
becomes 
I It can be shown that the probability density function of the random variable X is given by 
Now, if xI,x2,x3, ... x,~  are the values of n random variables, the joint conditional probability density 
function of these random variables XI, Xz, X,, ..., X,,, given that the random variable X has an 
observed value equal to x ,  can be expressed as 
Conditioning on X,,=x,, the times XI, X,, X3,..., Xn-l, at which failures occur, considered 
as unordered random variables, are distributed as n-l independent continuous random variables 
with common probability density function as obtained from the right-hand side of equation (46): 
30 
Equation (47) implies that the statistic becoming 
is distributed as a chi-square random variable with 2(n-I) degrees of freedom with the gamma 
probability density function defined by 
independent of x ,~ .  Also, from equation (25), the statistic becoming 
is the chi-square distribution with 2n degrees of freedom with the gamma probability density func- 
tion defined by 
Unknown parameters X and p give rise that the inference procediires can be based on the 
quantization of equation (48). If the parameter p is known, then the statistic of equation (SO) 
would be used to test hypotheses and construct confidence bounds on the parameter A. 
Since equation (41) can be used to obtain confidence limits on the current system reliability 
or the MTBF, the resulting ratio of the true MTBF to the estimated MTBF is determined to be 
where 2 X n )  =i&rngl ; GCX,,) = nfix,;' is the maximum likeliliood estimate of u(X,,) based on the 
times XI, X,, X,, ..., X,l .  Combining the two statistics from equations (48) and (50) into equation 
(52) yields the mathematical representation 
R = [1/(4n2)] 2 S . (53) 
The cumulative distribution function of equation (53) is found by the forniula 
3 1. 
which can be computed, using the following relevant relations: 
the incomplete gamma function 
~ 
and the chi-square density 
g(4 = 2"-' (n-2) ! 
Equation (54) is specialized to the failure-terminated testing case. 
I NUMERICAL RESULTS 
After the tables for confidence interval estimation and goodness-of-fit tests have been calcu- 
~ 
lated and tabulated, the reliability growth assessment takes place for the five groupings of SSME 
failure data. The five groupings are as follows with designated tables: 
Case SSME Grouping Table 
A Summary Engine Failures; N = 24 6 
B SSME Major Incidents; N = 27 7 
C Turbopump Vibration Incidents; N = 38 8 
D High Pressure Turbopump Failures; N = 56 9 
E Engine Failures by Subsystem; N = 56 10 
Several algorithms for numerically integrating and iteratively root-solving the equations aris- 
ing in the percentage-point probability analysis of the engine failure data have been written to aug- 
ment the program simulation. Although any one of those algorithms can be used, the Pegasus 
method with an estimated order of convergence superior to a secant method and the 20-point 
Gaussian quadrature procedure, which is considered more accurate, have been used for numerical 
solutions. 
~ 
Tpble 6. SSME test hisitory: summary engine failures; N = 24. 









































































24 March 1977 
8 September 1977 
1 December 1977 
31 March 1978 
5 June 1978 
18 July 1978 
3 October 1978 
5 December 1978 
27 December 1978 
14 May 1979 
2 July 1979 
4 November 1979 
12 July 1980 
23 July 1980 
30 July 1980 
29 January 1981 
14 July 1981 
15 July 1981 
2 September 1981 
21 September 1981 
12 February 1982 
7 April 1982 
15 May 1982 
27 August 1982 
33 
Table 7.  SSME test history: SSME major incidents; N = 27. 

















































































4 February 1976 
24 March 1977 
9 September 1977 
17 November 1977 
1 December 1977 
31 March 1978 
5 June 1978 
18 July 1978 
3 October 1978 
6 December 1978 
27 December 1978 
14 May 1979 
4 July 1979 
4 November 1979 
12 July 1980 
23 July 1980 
30 July 1980 
28 January 1981 
15 July 1981 
20 June 1981 
21 September 1981 
15 October 1981 
7 April 1982 
21 April 1982 
27 August 1982 
14 February 1984 
27 March 1985 
*Note discrepancy of ordered dates when the data were received. 
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~ 
Table 8. SSME test history: turbopump vibration incidents; N = 38. 



















































































































18 February 1977 
3 March 1977 
24 March 1977 
8 September 1977 
7 November 1977 
17 November 1977 
1 December 1977 
2 February 1978 
12 February 1978 
14 February 1978 
15 February 1978 
17 February 1978 
21 March 1978 
21 April 1978 
2 June 1978 
5 June 1978 
8 June 1978 
24 June 1978 
30 June 1978 
18 July 1978 
5 September 1978 
3 December 1978 
4 December 1978 
8 December 1978 
3 March 1979 
30 July 1980 
21 September 1981 
14 January 1982 
25 January 1982 
7 April 1982 
18 August 1982 
27 August 1982 
21 October 1982 
13 January 1983 
25 September 1983 
14 February 1984 
23 August 1984 
27 March 1985 
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Table 9. SSME test history: high pressure turbopump failures; N = 56. 
~ ~~ 









































































































































































11 January 1977 
18 February 1977 
3 March 1977 
24 March 1977 
27 April 1977 
5 May 1977 
25 July 1977 
8 September 1977 
7 November 1977 
17 November 1977 
1 December 1977 
15 December 1977 
2 February 1978 
12 February 1978 
14 February 1978 
15 February 1978 
17 February 1978 
21 March 1978 
16 April 1978 
19 April 1978 
21 April 1978 
13 May 1978 
2 June 1978 
5 June 1978 
8 June 1978 
24 June 1978 
30 June 1978 
10 July 1978 
18 July 1978 
23 August 1978 
5 September 1978 
17 October 1978 
3 December 1978 
4 December 19'18 
8 December 197& 
3 March 1979 
11 August 1979 
4 November 1979 
16 April 1980 
30 July 1980 
21 September 1981 
15 October 1981 
14 January 1982 
25 January 1982 
7 April 1982 
18 August 1982 
27 August 1982 
30 September 1982 
21 October 1982 
15 November 1982 
13 January 1983 
14 April 1983 
25 September 1983 
14 February 1984 
23 August 1984 
27 March 1985 
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~ ~~~~ 
Table 10. SSME test history: engine failures by subsystem; N = 56. 









































































































































































1 0  May 1979 
22 May 1979 
1 3  J u n e  1979 
12 July 1979 
6 September 1979 
8 September 1979 
17 September 1979 
15 February 1980 
23 July 1980 
30 July 1980 
15 Apri l  1981 
17  April  1981 
15 July 1981 
2 September 1981 
21 September 1981 
9 October  1981 
15 October  1981 
4 December 1981 
14 January 1982 
25 January 1982 
12 February 1982 
25 March 1982 
7 Apri l  1982 
9 A u g u s t  1982 
18 A u g u s t  1982 
27 A u g u s t  1982 
30 September 1982 
21 October  1982 
25 October  1982,  
15 November 1982 
1 3  J a n u a r y  1983 
28 January 1983 
1 4  Apri l  1983 
25 September 1983 
24 October  1983 
9 January 1984 
4 February 1984 
14 February 1984 
19 May 1984 
26 June 1984 
23 A u g u s t  1984 
18 October  1984 
26 October  1984 
19 January 1985 
4 F e b r u a r y  1985 
27 March 1985 
12 July 1985 
24 July 1985 
29 July 1985 
11 December 1985 
16 October  1986 
6 November 1986 
21 May 1987 
25 June 1987 
26 June 1987 
1 July 1987 
Equations (38) and (39) have been programmed into the computer programs for computation 
of the data of percentage-point probabilities for tabulation in tables 1A through 2C for two-sided 
( 1 -a) 1 00-percent confidence intervals for MTBF from time-terminated testing. First, the solutions to 
equations (38) and (39) are determined and then L=n2/(solution to equation (39)) and U = n 2 /  
(solution to equation (38)) are obtained for each cx and n. 
For failure-terminated testing, equation (54) is used to compute P(R<r,) ,  where ru is- the 
I-cx percentile. The output results of 
are tabulated in tables 1A through 2C. The data for the lower and upper confidence bounds for all 
tables cover the confidence coefficients of 50(5)95(3)98 percentages and the numbers of degrees of 
freedom of 2( 1 )30(5)SO( IO) 100. 
The integrand in equation (54) is numerically computed with the values approaching zero at 
the upper tail of the gamma distribution. The incomplete gamma function is bounded between zero 
and one. The computation procedure uses two methods of with or without a transformation of y=z/  
2n as applied to shift the mean of chi-square density function close to one to generate the data of 
percentage-point probabilities. Comparisons of the values from the tables for confidence coefficients 
of 80 to 98 with those in the reference tables are favorably accurate. 
The personal computers are found to be contaminated by their basic limitations, inducing 
production of numerical overflows. This problem is remedied by the HP-71B hand computer, 
which handles the greater capability in computations. 
Cases A through E have been categorized from the database of the engine failures and are 
summarized in tables 6 through 10, using the failure days. The cumulative days have been deduced 
from the epoch of May 19, 1975, and are used throughout the reliability growth analyses that 
develop the model to reflect the actual response to the failures. Figures 2 through 6 show the 
scatterings of the data points indicating linear regression. Also shown on the same figures are the 
curve-fit data ( y = a + b x )  calculated by the method of least squares. The procedures for improving 
the curved lines of the curve fit have been used with many attempts to identify the distributions. 
Since the procedures to determine the origins of zero time obviously do not improve considerably, 
the efforts have been discontinued. The plots indicate increase in degree of curving with increase in s. 
The modified CramCr-von Mises test statistic C: (equation (22)) has been calculated to 
produce the critical values using the A Programming Language computer with the Monte Carlo 
method. The method is used to predict the final consequence of 15,OOO samples, each having its 
own probability. Accordingly, the percentage points of critical-value statistic are given in tables 3A 
and 3B for A4 2( 1)20( 10)30(30)60(20)1OO and cy = 0.30(4.05)0.05(-0.02)0.0!(-0.005) 
0.00S(-0.004)0.001. In addition to the Monte Carlo technique, it is possible to generate the critical 
38 
l o o x  1 
.1 x 1 
Figure 2. Diagram for least squares criterion for Weibull process for case A ( N = 2 4 ) .  
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Figure 3. Diagram for least squares criterion for Weibull process for case B ( N =  27). 
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Figure 4. Diagram for least squares criterion for Weibull process for case C ( N = 3 8 ) .  
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l o o x  1 
N (Failures) = 56 
0 Data Points - Method of Least Squares 
Figure 6. Diagram for least squares criterion for Weibull process for case E (N=56). 
values of C:, using some other approaches like repetition and curve fitting using- several methods 
such as Weibullhank, generalized lambda for total range, log-normal distribution, and Kolomo- 
gorov-Smirnov. The programs have been developed using all above methods and the results indi- 
cate close comparisons. However, the procedure of the Monte Carlo method with the APL compu- 
ter is readily adapted for computer usage for presentation of the final results. 
Figure 7 shows the data of the critical values of Cram&-von Mises statistic and the asymptotic 
distribution of the statistic. The overall results using the statistical procedures for cases A through 
E are summarized in table 1 1  for time-terminated testing and table 10 for failure-terminated testing. 
To illustrate one example of time-terminated testing using the statistical estimation proce- 
dures, the data for case A from table 6 for the conditions terminating at T=2,800 days are used. 
Using equation (14), the point estimate of p is calculated to be 1.7964. The model estimates that 
the reliability for case A is deteriorating substantially. The estimate of the scale parameter with 
equation (1  1) is found to be 1.5413 x lo-’. At the end of the nonfailure 2,800-day test, the 
estimated intensity function is 0.015397 failures per day. This corresponds to MTBF equal to 
64.9463 days if there are no further changes made. 
For failure-terminated testing (table 12), the data for case C from table 8 are used to 
determine the end conditions occumng at the last failure day of 3,384. The point estimate of p is 
I .0756, according to calculation of equation (18). This calculated value indicates moderate deterior- 
ation in the proximity of no reliability change for case C. The scale parameter estimate, using 
equation (16), is determined to be 5.6816X At X,,=3,384 days (the last failure), the estimated 
SignHicancaPoint Number, X 








test statistic for goodness-of-fit. 
Table 1 1. TTT reliability results. 
Time-Terminated Testing (at end of r )  
N s i r i ( t )  h ( t )  - 
24 1.7964 1 . 5 4 1 3 ~ 1 0 - ~  1 . 5 3 9 7 ~ 1 0 - ~  64.9463 
27 1.1312 2 . 4 8 3 5 ~ 1 0 - ~  8 . 2 5 4 6 ~ 1 0 - ~  121.1447 
38 1.0448 7 . 1 0 4 7 ~ 1 0 - ~  1 . 0 7 3 1 ~ 1 0 - ~  93.1889 
56 1.0140 1 . 3 4 9 0 ~ 1 0 - ~  1 . 5 3 4 7 ~ 1 0 - ~  65.1588 









Table 12. FTT reliability results. 
Failure-terminated testing (at end of XN) 
6 ^x b ( t )  W )  - 
1.9831 3 . 8 8 4 2 ~ 1 0 - ~  1 . 7 9 1 3 ~ 1 0 - ~  55.8259 
1.1674 1 . 9 0 4 8 ~ 1 0 - ~  8 . 7 5 5 2 ~ 1 0 - ~  114.2174 
1.0756 5 . 6 8 1 6 ~ 1 0 - ~  1 . 1 3 5 4 ~ 1 0 - ~  88.0746 
1.0430 1.0940X10- 1.6224XlO- 61.6364 
2.0216 2 . 3 8 4 6 ~ 1 0 - ~  2 . 5 5 7 8 ~ 1 0 - ~  39.0956 
intensity function is calculated to be 0.011354 failures per day. The point estimate of MTBF at the 
end of the 3,384-day test is 88.0746 days. Figures 8 through 12 for cases A, B, C ,  D, and E 
demonstrate the graphical results of equation (3) superimposed on the average failure frequencies. 
The tabular values from tables 1 A through 2C for time-terminated and failure-terminated 
testings are obtained for construction of the confidence intervals for MTBF having the degree of 
confidence (1-c~)lOO percent. The 50 percent and 95 percent confidence intervals for MTBF are 
given in table 13. 
For case A (time-terminated testing), a random sample of size N=24 is given. The interval 
estimate of MTBF with a 50-percent confidence coefficient is calculated to be (0.8049/ 
1 S397 x lo-*, 1.2927/1.5397 x lo-*) or 52.2753 to 83.9561 days. There is a 50-percent confidence that 
this interval contains the MTBF calculated at the end of 2,800 days. 
For case C (failure-terminated testing), the interval estimate of MTBF with a 95 percent 
confidence coefficient for N = 3 8  is (0.8998/1.1354X lo-*, 1.2309/1.1354X 1W2) or 72.2495 < 
MTBF (days) < 108.4110. The tabular values are determined by interpolation. 
To test the goodness-of-fit that the Weibull process has an appropriate model to represent 
the engine failure data, the levels of significance used in the analysis are 0.001, 0.005, 0.01, 0.03, 
0.05, 0.10, 0.15, 0.20, 0.25, and 0.30. The analysis results are summarized in table 14. 
In both cases of time- and failure-terminated testing, case A has statistics that do not exceed 
the critical values of the test statistic and, as a result, the null hypothesis is accepted that the 
model for the Weibull process is appropriate to represent the engine failure data. The results, how- 
ever, indicate deterioration of the reliability for case A and also for the other cases. 
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O O  
I I I 
Weibull Process 
1 = 1.7964 
f i =  1.5413~ lo6 
N=24 
O O  
1 000 2000 3000 4000 
1 000 2000 3000 4000 
Cumulative Test Time, x (Days) 
Figure 8. Estimated intensity function for case A ( N  = 24). 
Weibull Process 




Figure 9. Estimated intensity function for case B ( N = 2 7 )  
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fi = 7.1047 x lo5 
N=38 
I I I 
n .05 * 
8 
0 
Cumulative Test Time, x (Days) 
Figure 10. Estimated intensity function for case C ( N = 3 8 ) .  
- yeibull Process 
fi=1.3490x10-2 
B = 1.0140 
N=56 
I I I 
2000 3000 4000 lo00 
Cumulative Test Time, x (Days) 
Figure 1 I .  Estimated intensity function for case D (N=56). 
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peibull Process 
p =  1.9560 
fi  = 4.0030 x lo4  
N-56 
t 
Cumulative Test Time, x (Days) 
Figure 12. Estimated intensity function for case E (N=56). 
Another method for goodness-of-fit testing is the Kolmogorov-Smirnov nonparametric 
method for differences between the cumulative distributions. Only the failure-terminated testing 
case is used here since the time-terminated testing produces very similar results. The engine failure 
data consist of a random sample $1, Xz, X.1, ..., X,, of size n associated with a cumulative dis- 
tribution function, F(x)  = (xj/xn)fl, where 
concerns calculations of the maximum absolute differences between the observed cumulative dis- 
tribution function S,,(x) and the specified continuous F(x) .  The procedure calls for the plotting of 
the two cumulative distributions in figures 13 through 17 to determine the greatest differences of 
ordinal measurement. The graphical results are tabulated in table IS. 
is calculated from equation (18). The one-sample test 
For case C, at a 0.10 level of significance, the critical value of Kolmogorov-Smirnov 
statistic for N =  38 is 0.193957. In the IO percent of random samples of size 38, the maximum 
absolute deviation between the observed cumulative distribution and continuous cumulative distribu- 
tion is at least 0.193957. The maximum deviation of F(x)-s(x), which occurs at i =  25 step, is 
0.3003. The value of IF(x)S(.r)( is greater than the critical value so that the null hypothesis is not 
accepted at the IO-percent level of significance that the model for Weibull process is appropriate 
to represent the data. However, at the 0.001 significance point, the null hypothesis is accepted 
since the critical value is greater than the maximum deviation. Accordingly, for the specified 
values of level of significance 0.005-0.30, the null hypothesis is rejected. 
Also on figures 13 through 17 are the confidence bands of the 0.20 and 0.01 levels of 
significance. S,(x)& the critical values are plotted as the upper and lower boundaries of the confi- 
dence bands that contain the unknown F(x) completely within their boundaries. The maximum limit 
for (S,(x)+ critical value) is 1.0 and.the minimum limit for (S,(x)- critical value) is 0. 
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Table 13. '"'IT and FlT. confidence interval estimates. 
Time-Terminated Test ing  
a = 0.95: 
LN,Cr 0.5697 
M T y L )  (days) 36.9999 
'N,a  1.9292 
MTBF(') (days) 125.2945 
Failure-Terminated Testing 










































a = 0.95: 
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10 15 20 25 30 0 5 
Cumulative Test Time, x (100 Days) 
Figure 1 3. Diagram for Kolmogorov-Smirnov goodness-of-fit test with confidence 















Cumulative Test Time, x (100 Days) 
Figure 14. Diagram for Kolmogorov-Smirnov goodness-of-fit test with confidence 





















I I I I I 
20 25 30 35 40 0 5 10 15 
Cumulative Test Time, x (100 Days) 
Figure 15. Diagram for Kolmogorov-Smimov goodness-of-fit test with confidence 




10 15 20 25 30 35 40 
Cumulatlve Test lime, x (1 00 Days) 
Figure 16. Diagram for Kolmogorov-Smirnov goodness-of-fit test with confidence 
bands for Weibull process for case D (N=56). 
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X k .4 
Figure 17. Diagram for Kolmogorov-Smirnov goodness-of-fit test with confidence 




Table 14. Cram6r-von Mises goodness-of-fit test for TIT and FIT. 
Time-Terminated Testing 
Case M=N B 
A 24 1.7964 
B 27 1.1312 
C 38 1.0448 
D 56 1.0140 
E 56 1.9560 
Failure-Terminated Testing. 
Case M=N-1 6 -
A 23 1.9831 
B 26 1.1674 
C 37 1.0756 
D 55 1.0430 




























Null hypothesis: Model is 
appropriate to represent 
the failure data 
a = 0.001-0.30: Not rejected 
a = 0.03-0.30: Rejected 
a = 0.001-0.01: Not rejected 
a = 0.001-0.30: Rejected 
a = 0.001-0.30: Rejected 
a = 0.001-0.30: Rejected 
Null hypothesis: Model is 
appropriate to represent 
the failure data 
a = 0.001-0.30: Not rejected 
a = 0.01-0.30: Rejected 
a = 0.001-0.005: Not rejected 
a = 0.001-0.30: Rejected 
a = 0.001-0.30: Rejected 
a = 0.001-0.30: Rejected 
(1) See tables 3A and 3B for critical values of Cramer-von Mises test statistic. 
(2) a = level of significance. 
5 3. 
Table 15. Kolmogorov-Smirnov goodness-of-fit test for FT". 

















lF(x)-S(x) 1 to represent the data 
0.1344 a = 0.001-0.30: Not rejected 
0.2267 a = 0.15-0.30: Rejected 
a = 0.001-0.10: Not rejected 
0.3003 a = 0.005-0.30: Rejected 
a = 0.001: Not rejected 
0.2796 a = 0.001-0.30: Rejected 
0.1720 a = 0.10-0.30: Rejected 
a = 0.001-0.05: Not rejected 
See tables 4A through 4D for critical values of Kolmogorov-Smirniv 
test statistic. 
(F(x)-S(x) I = maximum absolute difference between observed and 































Null hypothesis: Model is 
appropriate to treat the data 
a = 0.001-0.30: Not rejected 
a = 0.05-0.30: Rejected 
a = 0.001-0.025: Not rejected 
a = 0.20-0.30: Rejected 
a = 0.001- 0.15: Not rejected 
a = 0.20-0.30: Rejected 
a = 0.001-0.15: Not rejected 
a = 0.005-0.30: Rejected 
a = 0.001: Not rejected 
(1) 
(2) 
See tables 5A through 5D for critical values of chi-square test statistic. 
v = number of degrees of freedom. 
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The chi-square goodness-of-fit test statistic is used to test whether the discrepancies betweem 
the observed and expected frequencies are attributed to contingency. The engine failure data for 
case C are grouped into frequency classes and compared to the expected number of failures based 
on the continuous cumulative distribution. After some iterations for grouping for 38 failures 
accumulated, the results are summarized in table 16 for the failure-terminated testing case. 
For case C, the estimate of the shape parameter is calculated from equation (19) as 
fi = 0.6164. The scale parameter estimate from equation (16) is 0.2442. The goodness-of-fit 
statistic, equation (28), is computed to be 1.8796. The critical value for a x2 statistic with 1 degree 
of freedom at the 0.10 level of significance is obtained from table 5A to be 2.70554. Since the 
statistic is less than the critical value, the null hypothesis is not rejected so that applicability of the 
model for Weibull process is accepted. 
CONCLUSIONS 
In the total SSME test history, there are engine tests and flight failures, of which 
the numbers are reduced by means of screening for categorization into the five different groups 
(tables 6 through 10) for use in the reliability growth modeling analysis. Accordingly, the dates 6or 










Fai 1 ure Date 
A 675 2,657 2,800 
B 26 1 3,600 3.700 
C 64 1 3,600 3,700 
D 603 3,600 3,700 
E 1,452 4,426 4,500 
An important conclusion from this analysis is that using three goodness-of-fit methods of 
Cram&-von Mises, Kolmogorov-Smirnov, and chi-square to calculate the results of reliability 
growth modeling does result in adequate representation by the nonhomogeneous Poisson process 
with Weibull intensity function, known as the Weibull process, for only cases A and B. But cases 
C, D, and E do not have significant representation. The overall result is that all cases (A through 
E) incur the penalties of reliability deterioration, according to the statistical procedures, as evident 
in figures 18 through 22 which show declining MTBF’s. 
----- Time Terminated Testing 300 
Failure Terminated Testing 
01 I I I I I I I I I I 
Cumulative Test Tim, x (ws) 
I 
600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 
Figure 18. Weibull process: MTBF versus cumulative test time for case A (N=24). 
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N = 38 
f3 - 1 .OM8 
f. = 7.1047 x 
----- Time Terminated Testing 
Failure Terminated Testing 
- 
- 
0 5 10 15 20 25 30 35 40 
Cumulative Test Time, x (lo0 Day) 
Figlire 20. Weibull process: MTBF versus cumulative test time for case C ( N = 3 8 ) .  
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----- Time Terminated Testing 
Failure Terminated Testing - 
N=56 
6- 1.014 




5 10 15 20 25 30 35 40 
I I I I I I I 
Figure 21 . Weibull process: MTBF versus cumulative test time for case D ( N =  56). 
5 5 
N=56 
1 = 1.9560 
fi  = 4.0030 x 10' 
----- Time Terminated Testing 
-- Failure Terminated Testing 
0 5 10 15 20 25 30 35 40 45 
Cumulative Test Time, x (100 Days) 
Figure 22. Weibull process: MTBF versus cumulative test time for case E (N=56). 
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