Abstract. We study the heredity of the classes of generalized metric spaces (for example, spaces with a σ-hereditarily closure-preserving k-network, spaces with a pointcountable base, spaces with a base of countable order, spaces with a point-regular base, Nagata-spaces, c-semi-stratifiable spaces, γ-spaces, semi-metrizable spaces) to the hyperspaces of nonempty compact subsets and finite subsets with the Vietoris topology.
Introduction
It is well known that the topics of the hyperspace has been the focus of much research, see [10, 14, 17, 19, 20, 21, 22] . There are many results on the hyperspace CL(X) of closed subsets of a topological space equipped with various topologies and various of its subsets such as F(X), the space of finite subsets of X, and K(X), the space of compact subsets of X. In this paper, we endow K(X) with the Vietoris topology, or the so-called finite topology, the base of which consists of all subsets of the following form:
where each U i is open in X and k ∈ N. From the relationship of topological properties between X and F(X) and K(X), we naturally consider the following problem: Problem 1.1. Let C be a class of spaces with some generalized metric property. If X ∈ C, does then K(X) or F(X) belong to C?
The paper is organized as follows. In Section 2, we introduce the necessary notation and terminology which are used for the rest of the paper. In Section 3, we mainly discuss the generalized metric properties on K(X), such as, ℵ-spaces, spaces with a point-countable base and α-spaces, etc. In Section 4, we mainly discuss the generalized metric properties on F(X), such as, spaces with a BCO, spaces with a sharp base, Nagata spaces, spaces with a point-regular base, c-semi-stratifiable spaces, γ-spaces, g-first-countable spaces, etc.
Preliminaries
As it is known already from [17] , most of separation axioms of a space X, including regularity and T 2 -ness, are inherited to K(X). Therefore, throughout this paper, all topological spaces are assumed to be at least regular T 2 -space, unless explicitly stated otherwise. Let N and ω denote the sets of all positive integers and all non-negative integers, respectively. For undefined notation and terminologies, the reader may refer to [8] and [9] .
Let X be a topological space and A ⊆ X be a subset of X. The closure of A in X is denoted by A. A subset P of X is called a sequential neighborhood of x ∈ X, if each sequence converging to x is eventually in P . A subset U of X is called sequentially open if U is a sequential neighborhood of each of its points. A subset F of X is called sequentially closed if X \F is sequentially open. The space X is called a sequential space if each sequentially open subset of X is open. The space X is said to be Fréchet-Urysohn if, for each x ∈ A ⊂ X, there exists a sequence {x n } in A such that {x n } converges to x. Definition 2.1. Let P be a cover of a space X such that (i) P = x∈X P x ; (ii) for each point x ∈ X, if U, V ∈ P x , then W ⊆ U ∩ V for some W ∈ P x ; and (iii) for each point x ∈ X and each open neighborhood U of x there is some P ∈ P x such that x ∈ P ⊆ U .
• The family P is called an sn-network for X if for each point x ∈ X, each element of P x is a sequential neighborhood of x in X, and X is called snf-countable if X has an sn-network P and P x is countable for all x ∈ X.
• The family P is called a weak base for X if, for every G ⊂ X, the set G must be open in X whenever for each x ∈ G there exists P ∈ P x such that P ⊂ G, and X is g-first-countable if X has a weak base P and P x is countable for each x ∈ X.
The following implications follow directly from definitions: first countable space ⇒ g-first-countable space ⇒ snf -countable space, and 1 sequential space + snf -countable space ⇔ g-first-countable space. Definition 2.2. Let λ be a cardinal. An indexed family {X α } α∈λ of subsets of a space X is called
• point-countable if for any point x ∈ X the set {α ∈ λ : x ∈ X α } is countable;
• compact-countable if for any compact subset K in X the set {α ∈ λ : K ∩ X α = ∅} is countable;
• locally countable if any point x ∈ X has a neighborhood O x ⊂ X such that the set {α ∈ λ : O x ∩ X α = ∅} is countable;
• locally finite if any point x ∈ X has a neighborhood O x ⊂ X such that the set {α ∈ λ : O x ∩ X α = ∅} is finite;
• compact-finite in X if for each compact subset K ⊂ X the set {α ∈ λ : K ∩ X α = ∅} is finite. Definition 2.3. Let P be a family of subsets of a space X.
• The family P is hereditarily closure-preserving (abbrev. HCP) if, whenever a subset S(P ) ⊂ P is chosen for each P ∈ P, the family {S(P ) : P ∈ P} is closure-preserving.
• The family P is called a k-network if for every compact subset K of X and an arbitrary open set U containing K in X there is a finite subfamily P ′ ⊆ P such that K ⊆ P ′ ⊆ U .
• The space X is an ℵ-space if X has a σ-locally finite k-network.
• The space X is said to be Lašnev if it is the continuous closed image of some metric space.
The following Lašnev spaces in Definition 2.4 play an important role in the study of the generalized metric theory. Moreover, if κ be a uncountable cardinal, then it is not an ℵ-space. Definition 2.4. Let κ be an infinite cardinal. For each α ∈ κ, let T α be a sequence converging to x α ∈ T α . Let T = α∈κ (T α ∪{x α }) be the topological sum of {T α ∪{x α } : α ∈ κ}. Then S κ = {x} ∪ α∈κ T α is the quotient space obtained from T by identifying all the points x α ∈ T to the point x. The space S κ is called a sequential fan.
The following space in Definition 2.5 is an ℵ-space which is not a Lašnev space. Definition 2.5. A space X is called an S 2 -space (Arens' space) if X = {∞} ∪ {x n : n ∈ N} ∪ {x n,m : m, n ∈ ω} and the topology is defined as follows: Each x n,m is isolated; a basic neighborhood of x n is {x n } ∪ {x n,m : m > k}, where k ∈ ω; a basic neighborhood of ∞ is
where V n is a neighborhood of x n for each n ∈ ω.
Given a space X, we define its hyperspace as the following sets.
F n (X) = {A ⊂ X, |A| ≤ n}, where n ∈ N, and F(X) = {A ⊂ X, A is finite}.
We endow K(X) with the Vietoris topology. Obviously, from the definitions above, we have that F(X), F n (X) are subspaces of K(X) and F(X) = ∞ n=1 F n (X).
Generalized metric properties on K(X)
In this section, we mainly discuss the generalized metric properties on K(X), and study the relations of the topological property P in X and K(X). First, we recall two lemmas in [17] .
Let P be a family of subsets of a space X. For any r ∈ N and P 1 , ..., P r ∈ P, denote P 1 , ..., P r by the set
Put B = { P 1 , ..., P r : P i ∈ P, 1 ≤ i ≤ r, r ∈ N}. 
The following Lemma 3.3 maybe was proved somewhere.
Lemma 3.3. Let P be a k-network of space X. Then B is a k-network of K(X).
Proof. Let K ⊂ U with K compact and U open in K(X). We divide the proof into the following two cases.
Case 1. U is a basic open subset of K(X).
We write U = U 1 , ..., U k , where each
Fix an arbitrary i ≤ n. Since
by Lemma 3.2, it follows from Lemma 3.1 that for each t ≤ k we can take
By [20, Theorem 0.2], we see that
is compact in X, hence it is easy that
For each j ∈ A, since P is a k-network of X, we can choose a finite subfamily P j ⊂ P such that (K(i) ∩ V j (i)) ∩ P = ∅ for each P ∈ P j and
For each j ∈ B, choose a finite subfamily
Obviously, W i is a finite set consisting of elements of some finite subfamilies of P. Then 
Proposition 3.4. Let P be a compact-countable (resp., locally countable, locally finite, compact-finite) family of subsets of X. Then B is compact-countable (resp., locally countable, locally finite, compact-finite) in K(X). Moreover, if P is a family of closed subsets, then B is a family of closed subsets in K(X).
Proof. We consider the following four cases respectively.
1) The family P is compact-countable. Take any compact subset K of K(X). Put K = K. Then K is compact in X by [17, Theorem 2.5.2]. Put P ′ = {P ∈ P : P ∩ K = ∅}. Then P ′ is countable since P is compact-countable in X. Take any P 1 , .., P s ∈ B. Assume that K ∩ P 1 , .., P s = ∅, then we can choose an arbitrary H ∈ K ∩ P 1 , .., P s . Then for each i ≤ s we have
2) The family P is locally countable.
Take any point K of K(X). We need to find a neighborhood U of K in K(X) such that U intersects at most countably many elements of B. For each x ∈ K, there is an open neighborhood U x of x such that U x intersects at most countably many elements of P. Then {U x : x ∈ K} is a cover of K, hence there is a finite subset
Thus U ∩ P j = ∅ for each j ≤ s, which shows that each P j ∈ {P ∈ P : P ∩ U = ∅}. Therefore, B is locally countable.
3) The family P is locally finite. The proof is similar to 2), so we left it to the reader.
4) The family P is compact-finite. The proof is similar to 1), so we left it to the reader. By Lemma 3.2, it is obvious that B is a family of closed subsets in K(X) if P is a family of closed subsets.
From Lemma 3.3 and Proposition 3.4, we have the following two corollaries. Indeed, we prove that, for space X, if F 2 (X) has a σ-HCP k-network then K(X) is an ℵ-spac, see Theorem 3.7. Foged introduced σ-hereditarily closure-preserving (abbr. HCP) k-network to characterize the closed image of a metric space, every ℵ-space has a σ-HCP k-network; however, a space with a σ-HCP k-network need not be an ℵ-space, such as S ω 1 . But the following theorem shows that if F 2 (X) has a σ-HCP k-network then K(X) is an ℵ-space.
Theorem 3.7. The following are equivalent for a space X.
(1) X is an ℵ-space; (2) are trivial. By Corollary 3.6, we have (1) → (5). It suffices to prove (2) → (1). Let P = n∈N P n be a σ-HCP closed k-network of F 2 (X), where each P n is HCP. Suppose X is not an ℵ-space, then it follows from [13] that X contains a closed copy of
where x n (α) → x as n → ∞ for each α ∈ ω 1 . In order to obtain a contradiction, we first prove the following two claims. For any β < ω 1 , we take any fixed i α , j α ∈ N for any 0 < α < β.
Indeed, fix an arbitrary β < ω 1 , and take any z ∈ F 2 (X).
Claim 2 For any 0 < α < ω 1 ,
Let U be an arbitrary open cover of K α , and let U ∈ U with {x} ∈ U . Pick an open neighborhood V of x in X such that V ⊂ U . Obviously, there exists k ∈ N such that
By induction, we can find a uncountable subset {P α : α < ω 1 } of P such that for any α ∈ ω 1 we have {x iα (α), x jα (0)} ∈ P α for some i α , j α ∈ N and
Indeed, since P is a closed k-network, there is a finite subfamily P 1 of P which covers K 1 , then it is easy to verify that there exists a P 1 ∈ P 1 such that {x i 1 (1), x j 1 (0)} ∈ P 1 for some i 1 , j 1 ∈ N and |P 1 ∩ {{x, x j (0)} : j ∈ N}| = ω. Let α < ω 1 and suppose for each β < α, we have chosen P β ∈ P such that {x i β (β), x j β (0)} ∈ P β for some i β , j β ∈ N and |P β ∩ {{x, x j (0)} : j ∈ N}| = ω. Since {{x i β (β), x j β (0)} : β < α} is closed by Claim 1 and
there is a finite subfamily P α ⊂ P with
then there is a P α ∈ P α such that {x iα (α), x jα (0)} ∈ P α for some i α , j α ∈ N and |P α ∩ {{x, x j (0)} : j ∈ N}| = ω. Moreover, P α = P β for any β < α. Clearly, {P α : α < ω 1 } ⊂ P, hence there exists n ∈ N such that a countable infinite subfamily B of {P α : α < ω 1 } is contained in P n . Let B = {P n : n ∈ N}. For each n ∈ N, since |P n ∩ {{x, x j (0)} : j ∈ N}| = ω, pick
We may assume that j n < j n+1 for any n ∈ N. Then y n → x as n → ∞. However, P n is HCP, then {y n } is closed discrete, this is a contradiction.
Therefore, X contains no closed copy of S ω 1 , that is, X is an ℵ-space.
Next we discuss whether K(X) has a point-countable base whenever X has a pointcountable weak base. In order to solve this question, we first prove two propositions, which give the relations of a space X and its hyperspace K(X) containing a copy of S ω or S 2 ( see Propositions 3.8 and 3.10 respectively).
Proposition 3.8. If X contains a closed copy of S ω , then F 2 (X) contains a closed copy of S 2 .
Proof. We write S ω = {x} ∪ {x n (m) : m ∈ ω, n ∈ N}, where each x n (m) is an isolated point of X and the basic neighborhoods of x of the following form:
Obviously, for any m ∈ ω, x n (m) → x as n → ∞. Next we construct a closed copy of S 2 in F 2 (X). Let y n = {x n (0), x} for each n ∈ N, y n (m) = {x m (0), x n (m)} for any m, n ∈ N. It is easy to see that y n = {x n (0), x} → x, y n (m) → y m as n → ∞. Put A = {x} ∪ {y n : n ∈ N} ∪ {y n (m) : m, n ∈ N}. Now we claim that A is a closed copy of S 2 in F 2 (X). Indeed, since F 2 (S ω ) is closed in F 2 (X), it suffices to prove that A is a closed copy of S 2 in F 2 (S ω ).
First, we prove that A is closed in F 2 (S ω ). Take any z ∈ F 2 (S ω ) \ A, it suffices to find a neighborhood of z in F 2 (S ω ) which does not intersect A. We divide the proof into the following two cases.
Then z = {z 1 , z 2 }, where z 1 , z 2 ∈ S ω . If x ∈ {z 1 , z 2 }, then {z 1 } and {z 2 } are open neighborhoods of z 1 and z 2 in S ω respectively. Clearly, {z 1 }, {z 2 } ∩ A = ∅ since z ∈ A by our assumption; otherwise, without loss of generality, we may assume that z 1 = x, z 2 = x n 0 (m 0 ) for some m 0 , n 0 ≥ 1 since z ∈ F 2 (S ω ) \ A. Obviously, S ω \ {x n 0 (m 0 ), x m 0 (0)} and {x n 0 (m 0 )} are open neighborhoods of z 1 and z 2 respectively in S ω , hence
Therefore, it follows from Cases 1 and 2 that A is closed in F 2 (S ω ). Next we prove that for any f ∈ N N , the set B = {y n (m) : n ≤ f (m), m ∈ N} is discrete in F 2 (S ω ). Since A is closed, it suffices to find a neighborhood U of each point of A such that | U ∩ B| ≤ 1. Take an arbitrary point z ∈ A.
Put U = U . Then U ∩ B = ∅. Now we only to consider the point z ∈ A \ {x}. We write z = {z 1 , z 2 }. If there exists
for some i ∈ {1, 2}, then without loss of generality we assume that
Therefore, there are open neighborhoods U, V of z 1 and z 2 in S ω respectively such that
In a word, B is discrete and A is a closed copy of S 2 .
By Proposition 3.8, we also can give a negative answer to [10, Question 3.6] 3 , which shows that there exists a Lašnev space X such that K(X) is not a Lašnev space. Moreover, it is well known that a space X is a Lašnev space if and only if X is a Fréchet-Urysohn space with a σ-compact-finite k-network. Further, a space is k * -metrizable if and only if it has a σ-compact-finite k-network [3] . However, it follow from Lemma 3.3 and Proposition 3.4 that we have the following theorem, which was also proved in [15] and [3] independently. Theorem 3.9. A space X is a k * -metrizable space if and only if K(X) is a k * -metrizable space.
Proposition 3.10. If X contains a closed copy of S 2 , then K(X) contains a closed copy of S ω .
Proof. Let S = {y} ∪ {y n : n ∈ N} ∪ {y i (n) : i, n ∈ N} be a closed copy of S 2 in X, where y i (n) → y n as i → ∞ for each n ∈ N, y n → y as n → ∞ and for any f ∈ N N , {y i (n) : i ≤ f (n), n ∈ N} is discrete.
Let K = {y}∪{y n : n ∈ N}, and for each i, n ∈ N, let
We claim that A is a closed copy of S ω in K(X).
Indeed, since S is closed in X, it follows that K(S) is closed in K(X). In order to prove the closedness of A, it suffices to show that A is closed in K(S).
For H ∈ K(S)\A, we need to find a neighborhood U of H in K(S) such that U ∩A = ∅. We consider the following two cases.
Case 1 K \ H = ∅. Pick z ∈ K \ H, and for each x ∈ H, take an open neighborhood V x of x in X such that z / ∈ V x . Then there are finitely many
Since H / ∈ A, it follows that |H ∩ {y i (n) : i, n ∈ N}| ≥ 2. Pick z 1 , z 2 ∈ H ∩ {y i (n) : i, n ∈ N}|, and let U = S, {z 1 }, {z 2 } . Then U is an open neighborhood of H and
Therefore, A is closed in K(S).
Next we prove that A is a copy of S ω . Indeed, for any f ∈ N N , we claim that B = {K i (n) : n ∈ N, i ≤ f (n)} is discrete in K(S). Since A is closed in K(S), we only show that B is discrete in A. Take an arbitrary H ∈ A. Then it suffices to find a neighborhood U of H in K(S) such that U intersects at most one element of B. If H ∈ B, then let U = S \ {y i (n) : n ∈ N, i ≤ f (n)}. Obviously, U is open in S, thus put U = U . It is easy to see that U ∩ B = ∅. Now assume H ∈ B, then H = K ∪ {y i (n)} for some i, n ∈ N. Let U = S, {y i (n)} . Hence it is easy to see that | U ∩ B| = 1.
In a word, A is a closed copy of S ω in K(X).
The following theorem shows that if a space X has a point-countable base then K(X) also has.
Theorem 3.11. The following statements are equivalent for a space X.
(1) X has a point-countable base.
(2) F 2 (X) is a Fréchet-Urysohn space with a point-countable k-network. (2) → (1). Since X is a subspace of F 2 (X), it follows that X has a point-countable k-network. We claim that X contains no closed copy of S ω ; otherwise, F 2 (X) contains a closed copy of S 2 by Proposition 3.8, which is a contradiction since any Fréchet-Urysohn space contains no closed copy of S 2 . Since a Fréchet-Urysohn space, which contains no closed copy of S ω , is strongly Fréchet-Urysohn 4 , the space X is strongly Fréchet-Urysohn, hence X has a point-countable base by [11] .
(1) → (6). Since X has a point-countable base, each compact subset of X is metrizable [9] , hence each compact subset is separable; moreover, it is easy to see that X has a compact-countable k-network, thus K(X) has a compact-countable k-network by Proposition 3.4; further, it is obvious that each compact subset of X has a countable character in X, which implies that K(X) is first-countable. Since a first-countable space with a point-countable k-network has a point-countable base [11] , K(X) has a point-countable base.
(4) → (1). Since X is a closed subspace of K(X), it follows that X has a pointcountable weak base. We claim that X contains no closed copy of S 2 . Suppose not, we assume that X has a closed copy of S 2 , then from Proposition 3.10 it follows that K(X) contains a closed copy of S ω , this is a contradiction since a g-first-countable space does not contain any closed copy of S ω . Since X is a space with a point-countable 4 A space X is said to be strongly Fréchet-Urysohn if the following condition is satisfied (SFU) For every x ∈ X and each sequence η = {An : n ∈ N} of subsets of X such that x ∈ n∈N An, there is a sequence ζ = {an : n ∈ N} in X converging to x and intersecting infinitely many members of η.
weak base and contains no closed copy of S 2 , it is Fréchet-Urysohn. However, a g-firstcountable, Fréchet-Urysohn space is first-countable and a first-countable space with a point-countable weak base has a point-countable base, hence X has a point-countable base.
Note that a first-countable space with a σ-locally countable k-network has a σ-locally countable base [5] , we can use the same proof of Theorem 3.11 to prove the following two theorems.
Theorem 3.12. The following statements are equivalent for a space X.
(1) X has a σ-locally countable base; (2) K(X) has a σ-locally countable weak base; (3) K(X) has a σ-locally countable base.
Theorem 3.13. The following statements are equivalent for a space X.
(1) X is metrizable; (2) K(X) has a σ-locally finite weak base;
Finally we prove that if X is an α-space 5 then K(X) is also an α-space.
Theorem 3.14. X is an α-space if and only if K(X) is an α-space.
Proof. Assume that X is an α-space, then there exists a g-function g : ω × X → τ X satisfying the definition of α-space; moreover, it follows from [10, Lemma 3.22] that we may assume that g(n + 1, x) ⊂ g(n, x) for each x ∈ X and n ∈ N. We first prove the following claim. Claim: For any K ∈ K(X), we have n∈ω ( x∈K g(n, x)) = K. It suffices to prove that, for any y / ∈ K, there exists k ∈ N such that y / ∈ x∈K g(k, x). Obviously, for each x ∈ K, we can choose n(x) ∈ N such that y / ∈ g(n(x), x), then y / ∈ x∈K g(n(x), x). Hence, from the compactness of K, there exists m ∈ N such that
Therefore, n∈ω ( x∈K g(n, x)) = K. For each n ∈ N and K ∈ K(X), choose {x i (n, K) : i ≤ n(K)} ⊂ K for some n(K) ∈ N such that {g(n, x i (n, K)) : i ≤ n(K)} is a minimal cover of K. Define G : ω × K(X) → τ K(X) as follows: x 1 (n, K) ), ..., g(n, x n(K) (n, K)) .
We claim that G is a function satisfying the definition of α-space.
(a) n∈ω {G(n, K) : n ∈ ω} = K. In fact, take an arbitrary H ∈ K(X) \ {K}. If H \ K = ∅, pick y ∈ H \ K. By Claim, there exists n 0 ∈ N such that y / ∈ x∈K g(n 0 , x), then {y} / ∈ G(n 0 , K), thus 5 A space X is an α-space [10] (σ ♯ -space in sense of [12] ) if there exists a function g :
Hence, for each x ∈ K, there exists n(x) ∈ ω such that g(n(x), x) can not meet both H and {y}. From the compactness of g(k, x) and the assumption of each g(k, x), each g(k, x i (k, K))(i ≤ k(K)) can not meet both H and {y}, that is, H / ∈ G(k, K). Therefore, H / ∈ n∈ω {G(n, K) : n ∈ ω}. (b) For each n ∈ ω and H ∈ G(n, K)), then G(n, H) ⊂ G(n, K). Take an any H ∈ G(n, K) = g(n, x 1 (n, K)), ..., g(n, x n(K) (n, K)) . Obviously, x 1 (n, H) ), ..., g(n, x n(H) (n, H)) .
For any y ∈ H, we have y ∈ g(n, x i (n, K)) for some i ≤ n(K), then g(n, y) ⊂ g(n, x i (n, K). Since {g(n, x 1 (n)), ..., g(n, x mn (n))} is a minimal cover of K, for each g(n, x i (n, K) there is a g(n, x j (n, H)) such that g(n, y j (n, H)) ⊂ g(n, x i (n, K)). By Lemma 3.1,
Generalized metric properties on F(X)
In this section, we mainly discuss the generalized metric properties on F(X), and study the relations of that the topological property P in X and F(X). First, we recall some concepts.
A space X is said to have a base of countable order (resp., W δ -diagonal) if there is a sequence {B n } of bases for X such that: Whenever x ∈ b n ∈ B n and {b n } is decreasing (by set inclusion), then {b n : n ∈ ω} is a base at x (resp., {x} = {b n : n ∈ ω}). We use 'BCO' to abbreviate 'base of countable order'.
The following theorem shows that if X has a BCO then F(X) also has.
Theorem 4.1. A space X has a BCO if and only if F(X) has a BCO.
Proof. Since X is a subspace of F(X), it suffices to prove the necessity. Assume that X have a BCO, then there is a squence {B n } of bases in X satisfying the conditions of definition of BCO above. For each n ∈ N, let
Then P n is a base of F(X). Indeed, for any {x 1 , ...,
Since B n is a base of X, for each i ≤ r, there exists P i ∈ B n such that x i ∈ P i ⊂ V i , then P 1 , ..., P r ∈ P n and {x 1 , ..., x r } ∈ P 1 , ..., P r ⊂ U .
Let {x 1 , ..., x r } ∈ b n ∈ P n , where b n = P 1 (n), ..., P rn (n) and { b n } is decreasing. Then it is easy to see that r n ≤ r. Now we prove { b n } is a base at {x 1 , ..., x r } in F(X).
Since { b n } is decreasing, it follows from Lemma 3.1 and the construction of each P n that the sequence {r n } n∈N is increasing. Hence there exists k ∈ N such that r n = r k whenever n ≥ k. We claim that r k = r.
Suppose not, then r n < r for all n ∈ N. From the construction of each P n , there are a decreasing sequence {P in (n) : n ∈ ω} and two distinct points x p , x q ∈ {x 1 , ..., x r } such that {x p , x q } ⊂ P in (n) for each n ∈ N, where each i n ≤ r n . Since X has a BCO, then {P in (n) : n ∈ ω} is a base at x p and x q . This is impossible since X is Hausdorff. Now all r n = r for any n ≥ k, hence b n = P 1 (n), ..., P rn (n) = P 1 (n), ..., P r (n) . For any {x 1 , ..., x r } ∈ U with U open in F(X), we find open neighborhoods V i of x i in X for each i ≤ r such that V i ∩ V j = ∅ if i = j and V 1 , ..., V r ⊂ U . Fix an arbitrary i ≤ r. For any n ≥ k, pick P j i (n) ∈ {P 1 (n), ..., P r (n)} such that x i ∈ P j i (n). Then {P j i (n) : n ≥ k} is a base at x i , hence there exists m i ∈ N such that P j i (n) ⊂ V i whenever n ≥ m i . Let m = max{m i : i ≤ r}. Then {x 1 , ..., x r } ∈ b n = P 1 (n), ..., P r (n) ⊂ V 1 , ..., V r ⊂ U whenever n ≥ m. Therefore, { b n } is a base at {x 1 , ..., x r } in F(X).
By a similar proof, we have the following theorem.
Theorem 4.2.
A space X has a W δ -diagonal if and only if F(X) has a W δ -diagonal.
From [1] , we know that each space with a sharp base 6 has a BCO. However, we have the following example. 
given by f (x, y) = {x, y} is open two-to-one. Then (X × X) \ △ has a sharp base since a space with a sharp base is inverse preserved by open two-to-one mapping [18] . Therefore, Y × [0, 1] must have a sharp base since it is a subspace of X × X \ △, which is a contradiction.
The following question is interesting and remains open.
Question 4.4. Let X be a space such that X n has a sharp base for each n ∈ N. Does F(X) have a sharp base?
Next we discuss the hyperspaces F(X) on a Nagata space X, a space X with a point-regular base, c-semi-stratifiable space X and γ-space, respectively.
A space X is called Nagata space if for any x ∈ X, there are two sequences {U n (x) : n ∈ N} and {V n (x) : n ∈ N} of open neighborhoods of x in X such that the following conditions hold:
(i){U n (x) : n ∈ N} is a local base at x such that U n+1 (x) ⊂ U n (x) for each n ∈ N;
Theorem 4.5. A space X is Nagata if and only if F(X) is a Nagata space.
Proof. Since X is a subspace of F(X), it suffices to prove the necessity. Suppose X is a Nagata space. For each x ∈ X, let {U n (x) : n ∈ N} and {V n (x) : n ∈ N} be the sequences of open neighborhoods of x in X satisfying the conditions of the definition of Nagata space.
Take any point {x 1 , ..., x r } ∈ F(X). Define
and
Then, by a similar proof of Theorem 4.1, we could prove {U (n, {x 1 , .., x r }) : n ∈ N} is a local base at {x 1 , ..., x r } in F(X).
Next we prove {U (n, {x 1 , .., x r }) : n ∈ N} and {V (n, {x 1 , .., x r }) : n ∈ N} satisfy (ii) of the definition of Nagata space.
Assume that {y 1 , ..., y s } / ∈ U (n, {x 1 , .., x r }), then we prove that
We consider the following two cases: (a) there exists y j ∈ {y 1 , ..., y s } such that y j / ∈ U n (x i ) for all i ≤ r. Assume that V (n, {y 1 , ..., y s }) ∩ V (n, {x 1 , ..., x r }) = ∅. Take any
Then there is k such that z k ∈ V n (y j ); on the other hand, z k ∈ i≤r V n (x i ), which is a contradiction since V n (y j ) ∩ V n (x i ) = ∅ for all i ≤ r by (ii) of the definition of Nagata space. (b) there exists i ≤ r such that {y 1 , ..., y s } ∩ U n (x i ) = ∅. By (ii) of the definition of Nagata space, we have j≤s V n (y j ) ∩ V n (x i ) = ∅. Suppose z ∈ V (n, {y 1 , ..., y s }) ∩ V (n, {x 1 , ..., x r }), then z ⊂ j≤s V n (y j ) and z ∩ V n (x i ) = ∅. This is a contradiction.
Therefore, F(X) is a Nagata space.
A base B for a pace X is point-regular [8] if for every point x ∈ X and any neighborhood U of x the set of all members of B that contain x and meet X \ U is finite. A space having point-regular base is characterized as follows. Proof. Since X is a subspace of F(X), it suffices to prove the necessity. Suppose X has a point-regular base, by Thereom 4.7, let {U n : n ∈ N} be a development consisting of point-finite covers, and let
It is easy to see that {G n : n ∈ N} is a development consisting of point-finite cover of X with st(x, G m+1 ) ⊂ st(x, G m ) for all x ∈ X.
For each n ∈ N, put
Obviously, each W n is an open cover of F(X). We claim that {W n : n ∈ N} is a development consisting of point-finite covers of F(X).
(1) For each n ∈ N, W n is point-finite.
In fact, take any point {x 1 , ..., x r } ∈ F(X). If {x 1 , ..., x r } ∈ B 1 (n), ..., B m (n) , then for each i ≤ m, B i (n) contains some x j . However, since G n is point-finite, we have |{B ∈ G n : B ∩ {x 1 , ..., x r } = ∅}| < ω.
Therefore, there are only finitely many elements in W n intersecting {x 1 , ..., x r }.
(2) (W n ) is a development.
Take any {x 1 , ..., x r } ∈ U with U open in F(X). Then we may find
Therefore, F(X) has a development consisting of point-finite cover, so that F(X) has a point-regular base by Theorem 4.7.
A c-semi-stratifiable 7 is characterized as follow.
Lemma 4.8. [6]
A space is c-semi-stratifiable if and only if there is a g-function on X such that (1) {x} = n∈ω g(n, x), x ∈ X; (2) if a sequence {x n } of distinct points of X converges to some x ∈ X, then n∈ω g(n, x n ) ⊂ {x}. Proof. Suppose that (X, τ ) is a c-semi-stratifiable space, and let g : ω × X → τ X be the g-function in Lemma 4.8. Define G : ω × F(X) → τ F (X) as follow:
G(n, {x 1 , ..., x r }) = g(n, x 1 ), ..., g(n, x r ) .
We claim that G satisfies the conditions of Lemma 4.8 as follows.
(1) n∈ω G(n, {x 1 , ..., x r }) = {x 1 , ..., x r }. Take any {y 1 , ..., y s } = {x 1 , ..., x r }. Then {y 1 , ..., y s } \ {x 1 , ..., x r } = ∅ or {y 1 , ..., y s } \ {x 1 , ..., x r } = ∅.
If {y 1 , ..., y s } \ {x 1 , ..., x r } = ∅, then take any y i ∈ {y 1 , ..., y s } \ {x 1 , ..., x r }. Then, for sufficiently large n ∈ N, we have y i ∈ r j=1 g(n, x j ), which shows that {y 1 , ..., y s } ∈ G(n, {x 1 , ..., x r }).
If {y 1 , ..., y s } \ {x 1 , ..., x r } = ∅, then there exists j ≤ r such that x j ∈ {y 1 , ..., y s }. Then, for sufficiently large m ∈ N, we have {y 1 , ..., y s } ∩ g(n, x j ) = ∅, which shows that {y 1 , ..., y s } ∈ G(n, {x 1 , ..., x r }). Therefore, n∈ω G(n, {x 1 , ..., x r }) = {x 1 , ..., x r }.
(2) If a sequence {Y n } of distinct points of F(X) converges to some {x 1 , ..., x r } ∈ F(X), then n∈ω G(n, Y n ) ⊂ {{x 1 , ..., x r }}.
We write Y n = {y 1 (n), ..., y mn (n)} for each n ∈ N, where m n ∈ N. Let {V i : i ≤ r} be the family of open subsets of X with
is an open neighborhood of {x 1 , ..., x r }, since Y n → {x 1 , ..., x r } as n → ∞, there exists q ∈ N such that Y n ∈ V 1 ∩ g(n, x 1 ), ..., V r ∩ g(n, x r ) whenever n ≥ q. Note that {V i : i ≤ r} are disjoint family, m n ≥ r as n ≥ q. 7 A space X is said to be c-semi-stratifiable [16] if, for every compact subset C of X, there is a sequence y 1 (n) ), ..., g(n, y mn (n)) .
Fix an arbitrary j ≤ s. we prove that y j = x i for some i ≤ r. Indeed, for each n ∈ N, we have y j ∈ g(n, y i j (n) (n)) for some i j (n) ≤ m n . Then there exist an increasing sequence {n k } ⊂ N and i ≤ r such that n 1 ≥ q, y j ∈ g(n k , y i j (n k ) (n k )) and
is an open neighborhood of {x 1 , ..., x r }, then there exists q 1 ∈ N such that
as n ≥ q 1 . It implies that
Therefore, we have
Next, we prove r = s. Suppose not, s < r, hence r ≥ 2. Since m n ≥ r and g(n, y i (n)) ∩ {y 1 , ..., y s } = ∅ for all n ≥ q, i ≤ m n , then there exist y m ∈ {y 1 , ..., y s }, two distinct p 1 , p 2 ≤ r and an increasing sequence {n k } ⊂ N such that
and y i p j (n k ) (n k ) ∈ V p j ∩ g(n k , x p j ), x p j ∈ V p j for any k ∈ N and j = 1, 2. By the claim above, y i p j (n k ) (n k ) → x p j as k → ∞ for j = 1, 2. Then
Therefore, {y 1 , ..., y s } = {x 1 , ..., x r }. Proof. Assume that X is a γ-space. Hence there exists a g-function g : ω × X → τ X satisfying the definition above. We also may assume that g(n + 1, x) ⊂ g(n, x) for each x ∈ X and n ∈ ω.
for each {x 1 , ..., x r } ∈ F(X). We claim that the function G satisfies the definition above.
(a) For each {x 1 , ..., x r } ∈ F(X), the family {G(n, {x 1 ..., x r }) : n ∈ N} is a local base at {x 1 , ..., x r } in F(X).
Indeed, take an any open neighborhood U of {x 1 , ..., x r } in F(X). Then there is an open neighborhood U 1 , ..., U r of {x 1 , ..., x r } such that each U i is an open neighborhood of x i in X, U i ∩ U j = ∅ (i = j) and U 1 , ..., U r ⊂ U . Obviously, for each i ≤ r, there exists n i such that g(k, x i ) ⊂ U i whenever k ≥ n i . Let m = max{n i : i ≤ r}. Then {x 1 , ..., x r } ∈ G(m, {x 1 , ..., x r }) = g(m, x 1 ), ..., g(m, x r ) ⊂ U .
Proof. Clearly, it suffices to consider the sufficiency. Assume that F(X) is sequential, then it suffices to prove that F(X) is snf -countable. Take an arbitrary point {x 1 , . . . , x m } ∈ F(X). Since X is a g-first-countable space, X is snf -countable, hence for each i ≤ m there exists a sequence of decreasing subsets P(i) = {P n (i) : n ∈ N} of X such that P(i) is an sn-network at x i in X. Let P = { P n (1), ..., P n (m) : P n (i) ∈ P(i), n ∈ N, i ≤ m}.
Obviously, it is easy to see that P is a decreasing network at {x 1 , . . . , x m } in F(X). We claim that P is an sn-network at {x 1 , . . . , x m }. Suppose not, we assume that there exists a sequence {F k } k∈N converges to {x 1 , . . . , x m } in F(X) such that for each P ∈ P the sequence {F k } k∈N is not eventually in P . Without loss of generality, we may assume that for each n, i ∈ N we have P n (i)∩P m (i) = ∅ for any m = n and x i ∈ P n (i). Moreover, without loss of generality, we may suppose that either there exists 1 ≤ i ≤ m such that F k ∩ P n (i) = ∅ for each k, n ∈ N, or F k \ m i=1 P n (i) = ∅ for each k, n ∈ N. In order to obtain a contradiction, we divide the proof into the following two cases.
Case 1 There exists 1 ≤ i ≤ m such that F k ∩ P n (i) = ∅ for each k, n ∈ N. Then the point x i is not an isolated point in X since {F k } k∈N converges to {x 1 , . . . , x m }. Put K = {x 1 , . . . , x m }∪ k∈N F k . Then K is compact in X by [17, Theorem2.5.2] , hence from the sequentiality of X there exists a sequence {a k } k∈N of K \ {x 1 , . . . , x m } such that a k → x i as k → ∞. Since each P n (i) is a sequential neighborhood of x i , there exists l ∈ N such that a k ∈ P n (i) for any k > l; however, this is a contradiction with F k ∩ P n (i) = ∅ for each k ∈ N.
Case 2 For each k, n ∈ N, F k \ m i=1 P n (i) = ∅. Fix an arbitrary n ∈ N. For each k ∈ N, take an arbitrary point b k ∈ F k \ m i=1 P n (i). Put B = {b k : k ∈ N}. If B is finite, then there exist b ∈ B and an increasing sequence {n j } j∈N such that b n j = b for each j ∈ N. Hence, for each l ≤ m, we can take an open neighborhood V (l) of x l in X such that b ∈ V (l), then V (1), ..., V (m) is an open neighborhood of {x 1 , . . . , x m }in F(X); however, F n j ∈ V (1), ..., V (m) for each j ∈ N, which is a contradiction. Now it suffices to consider that B is an infinite set, then B has a cluster point c in X since K = {x 1 , . . . , x m } ∪ k∈N F k is compact in X by [17, Theorem 2.5.2] . From the sequentiality of X, there exists a sequence {c k } k∈N of B such that {c k } k∈N converges to c in X. Without loss of generality, we may assume that c k ∈ F k for each k ∈ N. Clearly, c ∈ {x 1 , . . . , x m }, hence we can take an open neighborhoods V (c) of c and V (k) of x k in X for each k ≤ m such that V (c) ∩ V (k) = ∅, then V (1), ..., V (m) is an open neighborhood of {x 1 , . . . , x m } in F(X), and there exists L ∈ N such that c k ∈ V (c) for any k > L since V (c) ∩ V (j) = ∅ for any j ≤ m; therefore, F k ∈ V (1), ..., V (m) for any k > L, which is a contradiction.
However, the following two questions are interesting and remain open. Question 4.13. Let X be a g-first-countable space. If X n is sequential for n ∈ N, is F(X) g-first-countable? Question 4.14. Is F(S 2 ) g-first-countable?
