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We consider multiple objective 0–1 programming problems in the situation where
parameters of objective functions and linear constraints are exposed to independent
perturbations. We study quantitative characteristics of stability (stability radii) of problem
solutions. An approach to deriving formulae and estimations of stability radii is presented.
This approach is applied to stability analysis of the linear 0–1 programming problem
and problems with two types of nonlinear objective functions: linear absolute value and
quadratic.
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0. Introduction and basic definitions
Discrete optimization models of decision making are widespread in design, control, economics and many other fields
of applied research (see for example the survey by Ehrgott and Gandibleux [1]). One of the research areas of discrete
optimization problems motivated by real-life applications is analyzing the stability of solutions under perturbations of
initial data (problem parameters). Various formulations of the stability concept give rise to numerous areas of research.
Not touching upon this wide range of issues, we only refer to the extensive bibliography by Greenberg [2].
In this work, we address the issue of deriving quantitative characteristics of solution stability of vector 0–1 programming
problems with linear constraints. A quantitative characteristic called stability radius is defined as the limit level of
perturbations of problem parameters which preserve a given property of the solution set (or of a single solution). The
perturbed parameters are usually coefficients of the scalar or vector objective function, and also parameters of constraints
determining the feasible solution set.
Investigations of stability radius usually aim to derive its formulae and devise methods for its calculation or estimation.
In the case of a single objective function, formulae of stability radius are obtained for problems of 0–1 programming;
problems on systems of subsets and graphs (see the survey by Sotskov, Leontiev and Gordeev [3]); scheduling problems
(see the survey by Sotskov, Tanaev and Werner [4]) and the simple assembly line balancing problem (by Sotskov, Dolgui
and Portmann [5]). In the case of multiple objectives, analogous results are obtained for very few types of problems (we
refer to a short survey described in [6]). Algorithms for calculating or estimating stability radii have only been created so
far for some scalar problems. For example, Libura et al. [7] elaborated methods for estimating the stability radius of an
optimal solution to the traveling salesmanproblembased on the knowledge of the k-best solution. The interrelation between
solving a combinatorial problem and calculating its stability radius has been investigated by Chakravarti, Van Hoesel and
Wagelmans [8,9]. They developed an approach to constructing a polynomial algorithm for calculating the stability radius
for some classes of polynomially solvable problems.
∗ Corresponding author.
E-mail address: dmitry.podkopaev@gmail.com (D. Podkopaev).
1572-5286/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.disopt.2010.02.001
V. Emelichev, D. Podkopaev / Discrete Optimization 7 (2010) 48–63 49
All the investigations mentioned above are conducted under the assumption that perturbations affect parameters of
the objective function(s) only. The situation where parameters of both objective function and constraints are perturbed
is studied for 0–1 programming problems. Leontiev and Mamutov [10] obtained a stability radius formula for the single
objective linear problem in the case of a unique optimal solution. Emelichev et al. [11–14] derived some formulae and
estimations of stability radii for the multiple objective linear problem of 0–1 programming using the approach proposed
in [10].
In this work, we present an approach to deriving formulae and estimations of stability radii for vector 0–1 programming
problems. This approach allows us to obtain results known before [11–14] and to characterize stability in problems
with two types of nonlinear objective functions. The paper is organized as follows. A formulation of the vector 0–1
programming problem with linear constraints and linear objective functions under uncertainty conditions is given in
Section 0.1. The stability radii are defined in Section 0.2. Section 1 contains supplementary statements which are used for
deriving formulae and estimations of stability radii. The latter are stated in Section 2 for the problem with linear objective
functions. In Section 3, we show how to extend the obtained results to problems with nonlinear objective functions. And
finally in Section 4 we discuss the possibility of constructing algorithms for calculating the stability radii based on our
formulae.
0.1. The vector problem of 0–1 programming with perturbed parameters
Consider the k-objectivem-constraint linear problem of 0–1 programming:
Cx→ max, (1)
Ax ≤ b, x ∈ En, (2)
where k,m, n ∈ N, n ≥ 2, C ∈ Rk×n, E = {0, 1}, A = [aij]m×n ∈ Rm×n, b = (b1, b2, . . . , bm)T ∈ Rm, x = (x1, x2, . . . , xn)T .
Denote by X the set of vectors satisfying (2), which are called feasible solutions of (1)–(2). We assume that the problem is
solvable, i. e. X 6= ∅. The vectors of En which are not feasible solutions, are called unfeasible.
A vector x ∈ En is called an efficient solution of problem (1)–(2), if x is a feasible solution of the problem and no other
feasible solution dominates it (in the sense of Pareto), i. e. there does not exist x′ ∈ X such that
Cx′ ≥ Cx, Cx′ 6= Cx.
The set of efficient solutions of problem (1)–(2) is denoted by P . The condition X 6= ∅ implies P 6= ∅. In the case k = 1, P
is the set of optimal solutions of the problem.
If P = {x} then x is called the ideal solution of problem (1)–(2).
The perturbation of problem parameters is understood as an arbitrary independent change of coefficients of objective
functions (1), coefficients and right-hand sides of constraints (2). A perturbation is modeled by adding perturbing number
arrays A′ ∈ Rm×n, C ′ ∈ Rk×n and b′ ∈ Rm to matrices A, C and vector b respectively. Thus a perturbed problem is formulated
as follows:
(C + C ′)x→ max, (3)
(A+ A′)x ≤ (b+ b′), x ∈ En. (4)
Let X(A′, b′) and P(A′, b′, C ′) respectively denote the set of feasible solutions and the set of efficient solutions of problem
(3)–(4).
The notation presented above can be used to formulate a decision making problem under uncertainty. Let (1)–(2) be
a model used for solving a practical problem. Suppose that in fact this problem is described by model (3)–(4), whose
parameters are unknown and are different from the parameters of (1)–(2). This difference, called perturbation, could be
caused by inaccuracy of initial data, inadequacy of the model specification, rounding off errors and other factors. In this
situation, it makes sense to estimate a quantitative characteristic of problem stability. Such a characteristic called stability
radius is defined as the limit level of perturbations for which a certain relation between solutions of problems (1)–(2) and
(3)–(4) holds. If the level of uncertainty in problem parameters is not greater than the stability radius, then the solution of
(1)–(2) is practically relevant (in a certain sense).
The concept of stability radius can also be applied when solving a series of instances of a computationally hard problem.
Consider two problem instances, one ofwhich has been solved and the other instance is unsolved yet. Let the solved problem
instance be formulated as (1)–(2). Formulate the unsolved instance as a problemwith perturbed parameters (3)–(4), where
the perturbations are differences between parameters of the unsolved and solved problem instances. If these differences
are small enough, then there is a chance that the latter instance may have the same solution as the former. The knowledge
of the stability radius of problem (1)–(2) allows one to check this possibility without solving problem (3)–(4). The described
approach to reducing computational time for solving a series of problems was studied by Leontiev and Gordeev [15] by the
example of the traveling salesman problem.
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0.2. Definitions of stability radii
We define norms l∞ and l1 in Rd for any finite dimension d ∈ N:
‖y‖∞ = max{|yi| : i ∈ Nd}, ‖y‖1 =
∑
i∈Nd
|yi|,
where y = (y1, y2, . . . , yd)T ∈ Rd,
Nd = {1, 2, . . . , d}.
Under a norm of a matrix we understand the norm of the vector composed from all the elements of the matrix.
The number
r(A′, b′, C ′) = max {‖A′‖∞, ‖b′‖∞, ‖C ′‖∞}
is called the distance between problems (1)–(2) and (3)–(4).
Put
Ω = Rm×n × Rm × Rk×n.
Further we assume that
inf∅ = +∞. (5)
Definition 1. Let x be an efficient solution of problem (1)–(2). The number
ρk(x, A, b, C) = inf {r(A′, b′, C ′) : x 6∈ P(A′, b′, C ′), (A′, b′, C ′) ∈ Ω}
is called the stability radius of x.
In other words, the stability radius of x is the supremum level of parameter perturbations such that x remains efficient.
If x remains efficient for any perturbations, then its stability radius is assumed to be infinite.
Definition 2. The number
ρk1(A, b, C) = inf
{
r(A′, b′, C ′) : P(A′, b′, C ′) 6⊆ P ∨ P(A′, b′, C ′) = ∅, (A′, b′, C ′) ∈ Ω}
is called the stability radius of problem (1)–(2).
By Definition 2, the problem stability radius is the supremum level of parameter perturbations such that new efficient
solutions do not appear and the problem remains solvable.
Definition 3. The number
ρk2(A, b, C) = inf
{
r(A′, b′, C ′) : P 6⊆ P(A′, b′, C ′), (A′, b′, C ′) ∈ Ω}
is called the quasi-stability radius of problem (1)–(2).
By Definition 3, the quasi-stability radius is the supremum level of parameter perturbations such that all the efficient
solutions stay efficient.
Remark 1. The problem is called stable (quasi-stable), if ρk1(A, b, C) > 0 (ρ
k
2(A, b, C) > 0). It is easy to see that the notions
of stability and quasi-stability are discrete analogues of, respectively, the upper and lower Hausdorff semicontinuity at point
(A, b, C) of the optimal mapping
P : Ω → 2En ,
which puts in correspondence the set of efficient solutions to each point of the space of problem parameters.
We refer to the book by Tanino and Sawaragi [16] for more information about the notion of semicontinuity in stability
analysis.
1. Supplementary statements
The proofs of our results rely on the supplementary statements presented in Section 1. In the beginning of this
section we state three simple lemmas about limit levels of perturbations of linear inequality parameters under which the
inequalities stay true. These lemmas help us to characterize some aspects of behavior of problem solutions under parameter
perturbations in Sections 1.1–1.3.
Let a subscript after a matrix indicate the corresponding row of the matrix.
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For any p, q ∈ N, y, y′ ∈ Eq, y 6= y′ and any matrix G ∈ Rp×q we define two numbers:
ϕ(1)(y, y′) = max
{
Gi(y− y′)
‖y− y′‖1 : i ∈ Np
}
,
ϕ(2)(y, y′) = min
{
Gi(y− y′)
‖y− y′‖1 : i ∈ Np
}
.
For any d ∈ N, put
0(d) = (0, 0, . . . , 0)T ∈ Rd.
Lemma 1. If ϕ(1)(y, y′) ≥ 0, then
inf
{‖G′‖∞ : G′ ∈ Rp×q, (G+ G′)(y− y′) ≤ 0(p)} = ϕ(1)(y, y′). (6)
Lemma 2. If ϕ(2)(y, y′) ≥ 0, then
inf
{‖G′‖∞ : G′ ∈ Rp×q, ∃i ∈ Np ((Gi + G′i)(y− y′) < 0)} = ϕ(2)(y, y′). (7)
Lemma 3. Let y′ ∈ Eq, Y ⊆ Eq \ {y′} and
ϕ := max {ϕ(2)(y, y′) : y ∈ Y} ≥ 0.
Then
inf
{‖G′‖∞ : G′ ∈ Rp×q,∀y ∈ Y∃i ∈ Np ((Gi + G′i)(y− y′) < 0)} = ϕ. (8)
The proofs of Lemmas 1 and 3 are given in Appendix A. Lemma 2 is proved analogously to Lemma 1.
Remark 2. It is easy to see that the assertions of Lemmas 1–3 remain true, if we replace the inequality
(G+ G′)(y− y′) ≤ 0(p)
by
(G+ G′)(y− y′) ≤ 0(p) & (G+ G′)(y− y′) 6= 0(p)
in formula (6) and replace the condition
∃i ∈ Np
(
(Gi + G′i)(y− y′) < 0
)
by
∃i ∈ Np
(
(Gi + G′i)(y− y′) < 0
) ∨ (G+ G′)(y− y′) = 0(p)
in formulae (7) and (8).
1.1. Feasible and unfeasible solutions under perturbations of parameters of the problem constraints
In this subsection, we focus on behavior of 0–1 vectors when the parameters of constraints (2) are exposed to
perturbations.We characterize the limit levels of perturbations such that the relations ofmembership and non-membership
of vectors to the feasible solution set are preserved.
We use the following notation:
Ω∗ = Rm×n × Rm,
r(A′, b′) = max {‖A′‖∞, ‖b′‖∞} .
For any x ∈ En, put
α(x) = min
{
bi − Aix
‖x‖1 + 1 : i ∈ Nm
}
. (9)
It is evident that α(x) ≥ 0 if and only if x ∈ X .
We will show that for any x ∈ X , the number α(x) is the supremum level of the mentioned perturbations such that x
remains feasible solution. We will also show that if x ∈ En \ X , then−α(x) is the supremum level of the perturbations such
that x remains unfeasible.
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Lemma 4. For any x ∈ X we have
inf
{
r(A′, b′) : x 6∈ X(A′, b′), (A′, b′) ∈ Ω∗} = α(x).
Proof. Put p = m, q = n+ 1, y′ = (0, 0, . . . , 0, 1)T ∈ Eq. To each x = (x1, x2, . . . , xn)T ∈ En we put in correspondence the
vector y := (x1, x2, . . . , xn, 0)T ∈ Eq. Consider matrices G = [gij]p×q and G′ = [g ′ij]p×q with the elements defined by
gij =
{−aij, if (i, j) ∈ Nm × Nn,
−bi, if (i, j) ∈ Nm × {n+ 1}, g
′
ij =
{−a′ij, if (i, j) ∈ Nm × Nn,−b′i, if (i, j) ∈ Nm × {n+ 1}.
From this notation we have
ϕ(2)(y, y′) = α(x),
∃i ∈ Np
(
(Gi + G′i)(y− y′) < 0
)⇐⇒ x 6∈ X(A′, b′).
Therefore Lemma 4 follows directly from Lemma 2. 
Lemma 5. If x ∈ En \ X, then
inf
{
r(A′, b′) : x ∈ X(A′, b′), (A′, b′) ∈ Ω∗} = −α(x).
Lemma 5 is proved analogously to Lemma 4. The difference is that the elements of G and G′ are defined by
gij =
{
aij, if (i, j) ∈ Nm × Nn,
bi, if (i, j) ∈ Nm × {n+ 1}, g
′
ij =
{
a′ij, if (i, j) ∈ Nm × Nn,
b′i, if (i, j) ∈ Nm × {n+ 1}.
Then
ϕ(1)(y, y′) = −α(x),
(G+ G′)(y− y′) ≤ 0(m) ⇐⇒ x ∈ X(A′, b′)
and Lemma 5 follows directly from Lemma 1.
Lemma 6.
inf
{
r(A′, b′) : X(A′, b′) = ∅, (A′, b′) ∈ Ω∗} = max{α(x) : x ∈ En} ≥ 0. (10)
Lemma 6 is proved using the same notation as in the proof of Lemma 4. In addition we put Y = En × {0}. Then we have
Y ⊆ Eq \ {y′},
∀y ∈ Y∃i ∈ Np
(
(Gi + G′i)(y− y′) < 0
)⇐⇒ X = ∅,
max
{
ϕ(2)(y, y′) : y ∈ Y} = max{α(x) : x ∈ En} ≥ 0.
Now we see that Lemma 6 follows directly from Lemma 3.
1.2. Domination relation under perturbations of objective function parameters
Let us define the binary relation of Pareto domination on En for any matrix C ∈ Rk×n:
x 
C
x′ ⇐⇒ Cx ≥ Cx′ & Cx 6= Cx′.
In this subsectionwe characterize the limit levels of perturbations of the parameters of (1)which preserve the domination
relation and non-domination relation between a given pair of vectors.
For two different vectors x, x′ ∈ En, denote
β(1)(x, x′) = max
{
Ci(x− x′)
‖x− x′‖1 : i ∈ Nk
}
,
β(2)(x, x′) = min
{
Ci(x− x′)
‖x− x′‖1 : i ∈ Nk
}
. (11)
The following implications are evident:
β(1)(x, x′) > 0⇒ x′ ¯
C
x, x′ ¯
C
x⇒ β(1)(x, x′) ≥ 0, (12)
β(2)(x, x′) > 0⇒ x 
C
x′, x 
C
x′ ⇒ β(2)(x, x′) ≥ 0. (13)
Here and henceforth, the bar over a relation sign denotes negation.
Taking into account Remark 2 we can easily check that Lemmas 1–3 imply correspondingly Lemmas 7–9 stated below.
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Lemma 7. If x 6= x′, x′ ¯
C
x, then
inf
{
‖C ′‖∞ : C ′ ∈ Rk×n, x′ 
C+C ′
x
}
= β(1)(x, x′).
Lemma 8. If x 
C
x′, then
inf
{
‖C ′‖∞ : C ′ ∈ Rk×n, x ¯
C+C ′
x′
}
= β(2)(x, x′).
Lemma 9. Let x′ ∈ En and
β(x′) := max {β(2)(x, x′) : x ∈ En \ {x′}} ≥ 0. (14)
Then
inf
{
‖C ′‖∞ : C ′ ∈ Rk×n,∀x ∈ En \ {x′}
(
x ¯
C+C ′
x′
)}
= β(x′).
1.3. Efficient and ideal solutions under perturbation of constraint and objective function parameters
In this subsection, we consider situations where a given efficient (ideal) solution of problem (1)–(2) loses its efficiency
(ideality) as a result of parameters perturbation. The formulae for calculating limit levels of such perturbations are derived
from the lemmas of two previous subsections.
For any x ∈ P and any s ∈ N2, denote
γ (s)(x) =
{
min
x′∈En\X
max{β(s)(x, x′),−α(x′)}, if X 6= En,
+∞, if X = En. (15)
The proofs of Lemmas 10 and 11 are given in Appendix A.
Lemma 10. Let x ∈ P. Then
inf
{
r(A′, b′, C ′) : ∃x′ ∈ En \ X
(
x′ ∈ X(A′, b′)& x′ 
C+C ′
x
)
, (A′, b′, C ′) ∈ Ω
}
= γ (1)(x).
Lemma 10 states that γ (1)(x) is the limit level of perturbations of the problem parameters such that solution x ∈ P
loses its efficiency by the following reason: an unfeasible vector becomes a feasible solution dominating x in the perturbed
problem.
The case of ideal solution is considered in the next lemma.
Lemma 11. Let P = {x}. Then
inf
{
r(A′, b′, C ′) : ∃x′ ∈ En \ X
(
x′ ∈ X(A′, b′)& x ¯
C+C ′
x′
)
, (A′, b′, C ′) ∈ Ω
}
= γ (2)(x).
According to Lemma 11, γ (2)(x) is the limit level of perturbations of the problem parameters, for which the ideal solution
x becomes not ideal since another vector x′ ∈ En\X becomes a feasible solution not dominated by x in the perturbed problem.
For any x ∈ P and s ∈ N2 denote
δ(s)(x) =
{
min{β(s)(x, x′) : x′ ∈ X, x′ 6= x}, if X 6= {x},
+∞, if X = {x}. (16)
It is easy to see that δ(1)(x) ≥ 0 for any x ∈ P , and δ(2)(x) ≥ 0 if P = {x}.
Lemmas 12 and 13 stated below are easy to prove using Lemmas 7 and 8 respectively.
Lemma 12. Let x ∈ P. Then
inf
{‖C ′‖∞ : x 6∈ P(0(m×n), 0(m), C ′), C ′ ∈ Rk×n} = δ(1)(x).
Lemma 13. Let P = {x}. Then
inf
{‖C ′‖∞ : P(0(m×n), 0(m), C ′) 6= {x}, C ′ ∈ Rk×n} = δ(2)(x).
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Lemma 12 (Lemma 13) says that δ(1)(x) (δ(2)(x)) is the supremum level of perturbations of objective function parameters
such that x remains to be an efficient (the ideal) solution.
2. The problem with linear objective functions
Now we are in a position to state the results concerning quantitative characterization of stability of problem (1)–(2).
The assertions presented in this section have been previously published by Emelichev, Krichko and Podkopaev in Russian-
language journals. We present these results to broader audience and use them to demonstrate how technique of stability
analysis developed in the previous section works.
Theorem 1 ([12]). Stability radius of any efficient solution x of k-objective problem (1)–(2) is expressed by the formula
ρk(x, A, b, C) = min{α(x), γ (1)(x), δ(1)(x)}, (17)
where α(x), γ (1)(x) and δ(1)(x) are defined by (9), (15) and (16) respectively.
Proof. Denote by ψ the right-hand side of (17). From the definitions of α(x), γ (1)(x) and δ(1)(x), we have ψ ≥ 0.
It follows from Lemmas 4, 10 and 12 that the stability radius of x does not exceed numbers α(x), γ (1)(x) and δ(1)(x)
respectively. Hence inequality ρk(x, A, b, C) ≤ ψ holds.
It remains to prove the inequality ρk(x, A, b, C) ≥ ψ in the case ψ > 0. Let (A′, b′, C ′) ∈ Ω be an arbitrary triple such
that r(A′, b′, C ′) < ψ . Then r(A′, b′) < α(x), ‖C ′‖∞ < δ(x) and r(A′, b′, C ′) < γ (1)(x). Lemma 4 implies x ∈ X(A′, b′);
Lemmas 12 and 10 yield that there does not exist x′ ∈ X(A′, b′) such that x′ 
C+C ′
x. It follows that x ∈ P(A′, b′, C ′) for any
(A′, b′, C ′) ∈ Ω , r(A′, b′, C ′) < ψ . Hence ρk(x, A, b, C) ≥ ψ . 
Observe that stability radius of any efficient solution x is finite since α(x) <∞.
Corollary 1. The quasi-stability radius of k-objective problem (1)–(2), k ≥ 1, is expressed by the formula
ρk2(A, b, C) = minx∈P min{α(x), δ
(1)(x), γ (1)(x)}. (18)
Theorem 2 ([14]). Let P := En \ P 6= ∅. Set
ψ = max
{
0,min
x′∈P
max
x∈X\{x′}
min{α(x), β(2)(x, x′)}
}
,
ψ = min
x′∈P
max
x∈En\{x′}
max{−α(x′), β(2)(x, x′)},
where α(x′) and β(2)(x, x′) are defined by (9) and (11) respectively.
The stability radius of k-objective problem (1)–(2) has the following bounds:
ψ ≤ ρk1(A, b, C) ≤ ψ. (19)
Proof. First, let us prove the inequality
ψ ≤ ρk1(A, b, C). (20)
We assume thatψ > 0 (otherwise (20) is trivial). Let (A′, b′, C ′) ∈ Ω be an arbitrary triple such that r(A′, b′, C ′) < ψ . Then
for any x′ ∈ P there exists x ∈ X \ {x′} such that r(A′, b′) < α(x) and ‖C ′‖∞ < β(2)(x, x′). Combining these two inequalities
with Lemmas 4 and 8 respectively, we obtain x ∈ X(A′, b′) and x 
C+C ′
x′. Thus we have proved that if r(A′, b′, C ′) < ψ , then
P(A′, b′, C ′) 6= ∅ and no one vector x′ ∈ P becomes an efficient solution of perturbed problem (3)–(4). This implies (20).
Further, let us prove that
ρk1(A, b, C) ≤ ψ. (21)
Let ε > ψ . Then there exists x′ ∈ P such that
ε > −α(x′), (22)
ε > β(x′), (23)
where β(x′) is defined by (14).
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Inequality (22) and Lemma 5 imply that there exists a pair (A′, b′) ∈ Ω∗ such that
r(A′, b′) < ε,
x′ ∈ X(A′, b′).
Inequality (23) and Lemma 9 imply that there exists a matrix C ′ ∈ Rk×n satisfying
‖C ′‖∞ < ε,
∀x ∈ En \ {x′}
(
x ¯
C+C ′
x′
)
.
Summarizing the above we obtain that for any ε > ψ there exists (A′, b′, C ′) ∈ Ω such that
r(A′, b′, C ′) < ε,
x′ ∈ P(A′, b′, C ′).
Hence (21) holds. 
It is easy to construct examples showing that the upper and lower bounds of the stability radius stated in Theorem 2 are
attainable.
The next two theorems provide formulae for the stability radius of the k-objective problem in two particular cases.
Theorem 3 ([14]). Let P = En. Then the stability radius of problem (1)–(2) is expressed by the formula
ρk1(A, b, C) = max{α(x) : x ∈ En}, (24)
where α(x) is defined by (9).
Indeed, if P = En, then no one perturbation of the problem parameters can cause appearance of new efficient solutions.
Hence the definition of stability radius is reduced to the following:
ρk1(A, b, C) = inf
{
r(A′, b′) : X(A′, b′) = ∅, (A′, b′) ∈ Ω∗} .
Applying Lemma 6 we obtain the assertion of Theorem 3.
Theorem 4 ([14]). If P = {x0}, then the stability radius of k-objective problem (1)–(2) is expressed by the formula
ρk1(A, b, C) = min{α(x0), γ (2)(x0), δ(2)(x0)}, (25)
where α(x0), γ (2)(x0) and δ(2)(x0) are defined by (9), (15) and (16) respectively.
Proof. Denote by ψ the right-hand side of (25). From the definitions of α(x0), δ(2)(x0) and γ (2)(x0)we have ψ ≥ 0.
It follows from Lemmas 4, 11 and 13 that the stability radius does not exceed numbers α(x0), γ (2)(x0) and δ(2)(x0)
respectively. Therefore ρk1(A, b, C) ≤ ψ .
It remains to prove the inequality ρk(A, b, C) ≥ ψ in the case ψ > 0. Consider a triple (A′, b′, C ′) ∈ Ω such that
r(A′, b′, C ′) < ψ . Then r(A′, b′) < α(x0), r(A′, b′, C ′) < γ (2)(x0) and ‖C ′‖∞ < δ(2)(x0). Combining these inequalities with
Lemmas 4, 11 and 13 respectively, we obtain
x0 ∈ X(A′, b′),
∀x ∈ En \ X
(
x 6∈ X(A′, b′) ∨ x0 
C+C ′
x
)
,
∀x ∈ X \ {x0}
(
x0 
C+C ′
x
)
.
Thus we have
∀(A′, b′, C ′) ∈ Ω (r(A′, b′, C ′) < ψ ⇒ P(A′, b′, C ′) = {x0})
which implies ρk(A, b, C) ≥ ψ . 
Let us note that Leontiev andMamutov [10] derived a formula for the stability radius of problem (1)–(2) in the case k = 1,
|P| = 1. But that formula differs from (25). Namely, the number defined as below is used in [10] instead of γ (2)(x0):
t(x0) :=
{
min{−α(x) : x ∈ D}, if D 6= ∅,
+∞, if D = ∅,
where D = {x ∈ En : β(2)(x0, x)+ α(x) < 0}. The next example illustrates consequences of replacing γ (2)(x0) by t(x0).
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Example 1. Consider the following single objective problem:
x1 + x2 − 0.05x3 → max,
x1 + x2 + x3 ≤ 2.9, x ∈ E3.
It has a unique optimal solution x0 = (1, 1, 0). Applying the formula from [10], we obtain
α(x0) = 0.3, δ(2)(x0) = 0.525, t(x0) = ∞
which yields that the problem stability radius should be equal to 0.3. But the perturbed problem
x1 + x2 + 0.05x3 → max,
x1 + x2 + x3 ≤ 3, x ∈ E3,
which is on the distance 0.1 from the initial problem, has a unique optimal solution (1, 1, 1). It follows that the stability
radius can not exceed 0.1. From Theorem 4 taking into account γ (2)(x0) = 0.05 we obtain that the problem stability radius
is equal to 0.05.
The following evident theorem gives a trivial upper bound of stability radii.
Theorem 5. The number ‖C‖∞ is an upper bound for
– the stability radius of efficient solution x in the case P 6= {x};
– the stability radius of problem (1)–(2) in the case P 6= X;
– the quasi-stability radius of problem (1)–(2) in the case |X | > 1.
3. Problems with nonlinear objective functions
The apparatus developed in Sections 1 and 2 can be applied to the quantitative stability analysis of 0–1 programming
problems with nonlinear objective functions. The system of supplementary statements is constructed in such a way that
the specification of objective functions is taken into account only in the lemmas from Section 1.2. In order to adapt our
results to a problemwith some other type of objective functions, it is enough to modify the contents of Section 1.2: namely,
change the definition of Pareto domination relation according to the objective function specification, re-define β(1)(x, x′)
and β(2)(x, x′), and prove lemmas which are analogous to Lemmas 7–9. Then the subsequent statements relying on these
lemmas will keep true.
Belowwe implement the described modification for the cases of linear absolute value and quadratic objective functions.
3.1. The problem with absolute value objective functions
Consider the k-objective problem
f (x, C) = (|C1x|, |C2x|, . . . , |Ckx|)→ max, (26)
Ax ≤ b, x ∈ En. (27)
The binary relation of Pareto domination is defined by
x
C
 x′ ⇐⇒ f (x, C) ≥ f (x′, C)& f (x, C) 6= f (x′, C).
Further we define numbers β˜(1)(x, x′) and β˜(2)(x, x′) which will be used instead of β(1)(x, x′) and β(2)(x, x′) in the
analogues of Lemmas 7–9.
Let
K(x, x′) = {i ∈ Nk : |Cix| ≥ |Cix′|}.
It is evident that if x′ ¯
C
 x then K(x, x′) 6= ∅.
For any x, x′ ∈ En such that
x 6= x′, K(x, x′) 6= ∅,
put
β˜(1)(x, x′) =
{
ξ (1)(x, x′), if x′ 6= 0(n),
+∞, if x′ = 0(n), (28)
β˜(2)(x, x′) =
{
ξ (2)(x, x′), if x′ 6= 0(n),
ξ (1)(x, x′), if x′ = 0(n), (29)
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where
ξ (1)(x, x′) = max {ξi(x, x′) : i ∈ K(x, x′)} ,
ξ (2)(x, x′) = min {ξi(x, x′) : i ∈ K(x, x′)} ,
ξi(x, x′) = min
{
νi(x, x′, h) : h ∈ {−1; 1}
}
,
νi(x, x′, h) = |Ci(x+ hx
′)|
‖x+ hx′‖1 .
If K(x, x′) = ∅ then by definition we assume
β˜(1)(x, x′) = β˜(2)(x, x′) = 0.
Inequalities β˜(s)(x, x′) ≥ 0, s ∈ N2 are evident. It is easy to check that implications (12) and (13) remain true when
replacing β with β˜ .
The next two lemmas replace Lemmas 7 and 8 respectively in the case of problem (26)–(27).
Lemma 14. If x 6= x′, x′ ¯
C
 x, then
inf
{
‖C ′‖∞ : C ′ ∈ Rk×n, x′ 
C+C ′
 x
}
= β˜(1)(x, x′).
Lemma 15. If x
C
 x′, then
inf
{
‖C ′‖∞ : C ′ ∈ Rk×n, x ¯
C+C ′
 x′
}
= β˜(2)(x, x′).
The proof of Lemma 14 is given in Appendix B. The (very similar) proof of Lemma 15 is omitted here for brevity. It can be
found in the preprint of Emelichev and Podkopaev [17].
The next lemma replaces Lemma 9. It follows from the evident fact that if C ′ = −C then x ¯
C+C ′
 x′ for any x, x′ ∈ En.
Lemma 16. For any x′ ∈ En we have
inf
{
‖C ′‖∞ : C ′ ∈ Rk×n,∀x ∈ En \ {x′}
(
x ¯
C+C ′
 x′
)}
≤ ‖C‖∞.
Summing up, Theorems 1–4 and Corollary 1 are valid for problem (26)–(27), if we replace β(1)(x, x′) and β(2)(x, x′)with
β˜(1)(x, x′) and β˜(2)(x, x′) defined by (28) and (29) respectively, and also in Theorem 2 replace the upper bound of stability
radius with
min
x′∈P
max{−α(x′), ‖C‖∞}.
The latter replacement is caused by the difference between Lemmas 16 and 9.
3.2. The problem with quadratic objective functions
Consider the k-objective problem
g(x,D) = (〈D1x, x〉, 〈D2x, x〉, . . . , 〈Dkx, x〉)→ max, (30)
Ax ≤ b, x ∈ En, (31)
where Di =
[
dijl
]
n×n ∈ Rn×n;D =
[
dijl
]
k×n×n ; 〈·, ·〉 is the scalar product of vectors.
The objective function parameters represented by three-indexmatrixD, are perturbed by adding toD a perturbingmatrix
D′ = [d′ijl]k×n×n. The norm of D′ is defined as the maximum of absolute values of its elements.
Replacing C by D and C ′ by D′ in Section 0.2 and redefining the space of perturbing parameters
Ω = Rm×n × Rm × Rk×n×n,
we adapt the definitions of stability radii to problem (30)–(31).
Let us now modify the content of Section 1.2 according to the quadratic objective function specification. The relation of
Pareto domination is defined as follows:
x
D
? x′ ⇐⇒ g(x,D) ≥ g(x′,D) & g(x,D) 6= g(x′,D).
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The following values are analogues of β(1)(x, x′) and β(2)(x, x′) respectively:
βˆ(1)(x, x′) = max
{ 〈Di(x− x′), x− x′〉
(‖x‖1)2 + (‖x′‖1)2 − 2〈x, x′〉2
: i ∈ Nk
}
, (32)
βˆ(2)(x, x′) = min
{ 〈Di(x− x′), x− x′〉
(‖x‖1)2 + (‖x′‖1)2 − 2〈x, x′〉2
: i ∈ Nk
}
. (33)
The next three lemmas replace Lemmas 7–9 respectively.
Lemma 17. If x 6= x′ and x′ ¯
D
? x, then
inf
{
‖D′‖∞ : D′ ∈ Rk×n×n, x′ 
D+D′
? x
}
= βˆ(1)(x, x′).
Lemma 18. If x
D
? x′, then
inf
{
‖D′‖∞ : D′ ∈ Rk×n, x ¯
D+D′
? x′
}
= βˆ(2)(x, x′).
Lemma 19. Let x′ ∈ En and
βˆ(x′) := max
{
βˆ(2)(x, x′) : x ∈ En \ {x′}
}
≥ 0.
Then
inf
{
‖D′‖∞ : D′ ∈ Rk×n,∀x ∈ En \ {x′}
(
x ¯
D+D′
? x′
)}
= βˆ(x′).
Lemmas 17–19 are proved using the following simple manipulation. To each x ∈ En, we put in correspondence
xˆ = (xˆ11, xˆ12, . . . , xˆnn) ∈ En×n defined by
xˆij =
{
1, if xixj = 1,
0, if xixj = 0;
to each matrix Gi =
[
gijl
]
n×n ∈ Rn×n, i ∈ Nk, we put in correspondence the row vector
Gˆi = (gi11, gi12, . . . , ginn) ∈ Rn n.
Then we have
〈Dix, x〉 = Dˆixˆ,
(‖x‖1)2 +
(‖x′‖1)2 − 2〈x, x′〉2 = ‖xˆ− xˆ′‖1.
Therefore Lemmas 17–19 follow directly from Lemmas 7–9 respectively.
Thus replacingβ(1)(x, x′) andβ(2)(x, x′)with βˆ(1)(x, x′) and βˆ(2)(x, x′) defined by (32) and (33) respectively,we transform
Theorems 1–4 and Corollary 1 into analogous statements which are valid for problem (30)–(31).
4. Algorithmic aspects of quantitative stability analysis: Discussion
Formulae and estimations of stability radii obtained in Section 2 imply complete enumeration of subsets of En whose
cardinality may grow exponentially with n. So far, no polynomial algorithms of calculating or estimating stability radii for
multiple objective problems have been constructed. The question of whether such algorithms exist for any class of multiple
objective problems of discrete optimization is still open.
In the case of a single objective function, Chakravarti and Wagelmans [8] presented an approach to calculating the
stability radius of an ε-optimal solution to the linear problem of 0–1 programming in polynomial time. They assumed that
the objective function is minimized, the feasible solution set is fixed and a given subset of the objective function coefficients
is perturbed. The approach requires that the problem is polynomially solvable.
Let us slightly change the problem statement in order to comply with our notation. Assume that ε = 0, the objective
function is maximized and all the coefficients are exposed to perturbations. Then the problem is formulated as follows:
cx→ max
x∈X
, (34)
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where X ⊆ En, n ∈ N, n ≥ 2, c ∈ Rn. The definition of the stability radius of an optimal solution x is reduced to the following:
ρ1(x, c) = inf {‖c ′‖ : ∃x′ ∈ X((c + c ′)x′ > (c + c ′)x), c ′ ∈ Rn} .
The approach of Chakravarti and Wagelmans relies on the following theorem.
Theorem 6 ([8]). Let x be an optimal solution to (34). The stability radius of x is the maximum number ψ satisfying the following
inequality:
min
x′∈X\{x}
{∑
i∈Nn
(−ci − ψdi) x′i
}
≥
∑
i∈Nn
(−ci + ψ) xi, (35)
where di is defined by
di =
{
1, if xi = 0,
−1, if xi = 1. (36)
It is shown in [8] that the left-hand side of (35) as a function of ψ , is concave and piecewise linear with the number of
pieces polynomial to n. This yields a polynomial algorithm of its construction on the segment [0; ρ∗], where ρ∗ = max{|ci| :
i ∈ Nn} is the upper bound of stability radius. Thus the maximalψ for which (35) holds, can be obtained in polynomial time.
What connects this approach with our study is that Theorem 6 can be obtained from the formula of stability radius.
Indeed, the formula from Theorem 1 in the case of problem (34) is reduced to the following:
ρ1(x, c) = min
x′∈X\{x}
∑
i∈Nk
ci(xi − x′i)
‖x− x′‖1 .
Let us rewrite this as follows: ρ1(x, c) is the maximal ψ satisfying the inequality
ψ ≤ min
x′∈X\{x}
∑
i∈Nk
ci(xi − x′i)
‖x− x′‖1 .
From here taking into account the evident equality
‖x− x′‖∞ =
∑
i∈Nn
(
xi + dix′i
)
we get (35).
Thus having a formula of stability radius for amultiple objective problem, one can derive an inequality analogous to (35).
If the function in the left-hand side of this inequality is concave and the number of function segments is polynomial with
respect to n, then a polynomial algorithm for calculating the stability radius can be constructed.
Appendix A. Proofs of some supplementary statements
Proof of Lemma 1. First, let us prove the inequality
ω ≥ ϕ(1)(y, y′), (37)
where ω is the left-hand side of (6). Further we assume ϕ(1)(y, y′) > 0 (inequality (37) is evident if ϕ(1)(y, y′) = 0).
Consider a matrix G′ ∈ Rp×q such that σ := ‖G′‖∞ < ϕ(1)(y, y′). By the definition of ϕ(1)(y, y′), we have σ <
Gi(y− y′)/‖y− y′‖1 for some i ∈ Np. Then we derive
(Gi + G′i)(y− y′) = Gi(y− y′)+ G′i(y− y′) ≥ Gi(y− y′)− σ‖y− y′‖1 > Gi(y− y′)− Gi(y− y′) = 0. (38)
Thus for any G′ ∈ Rp×q, ‖G′‖∞ < ϕ(1)(y, y′), we have
∃i ∈ Np
(
(Gi + G′i)(y− y′) > 0
)
,
which implies (37).
To prove the inequality ω ≤ ϕ(1)(y, y′) it suffices to prove that ω ≤ σ for any number σ > ϕ(1)(y, y′). This can be done
by constructing a matrix G′ = [g ′ij] ∈ Rp×q such that
‖G′‖∞ = σ and ∀i ∈ Np
(
(Gi + G′i)(y− y′) < 0
)
.
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Inequality σ > ϕ(1)(y, y′) implies
∀i ∈ Np
(
σ > Gi(y− y′)
‖y− y′‖1
)
.
It follows that when the elements of G′ are defined by
g ′ij =
{
σ , if y′j = 1, i ∈ Np,−σ , if y′j = 0, i ∈ Np, (39)
then for any i ∈ Np we have
(Gi + G′i)(y− y′) = Gi(y− y′)+ G′i(y− y′) = Gi(y− y′)− σ‖y− y′‖1 < Gi(y− y′)− Gi(y− y′) = 0.
Thus the required matrix G′ is obtained. 
Proof of Lemma 3. Denote by ω the left-hand side of (8). By the definition of ϕ, for any matrix G′ ∈ Rp×q such that
‖G′‖∞ ≤ ϕ there exists y ∈ Y such that ‖G′‖∞ ≤ ϕ(2)(y, y′). From Lemma 2 we have (G+ G′)(y− y′) ≥ 0(p). Recalling the
definition of ω, we obtain ϕ ≥ ω.
Further let us prove that ϕ ≤ ω. For any σ > ϕ and any y ∈ Y there exists i ∈ Np such that σ > Gi(y − y′)/‖y − y′‖1.
Consider perturbing matrix G′ ∈ Rp×q with the elements defined by (39), repeat the reasoning below (39) and conclude
∀σ > ϕ∃G′ ∈ Rp×q (‖G′‖∞ = σ &∀y ∈ Y∃i ∈ Np ((Gi + G′i)(y− y′) < 0)) .
This yields ϕ ≤ ω. 
Proof of Lemma 10. If X = En, then the infimum in the lemma statement is taken over the empty set. The assertion of
Lemma 10 follows from (5) in this case.
Assume X 6= En. Observe that α(x′) ≤ 0 for any x′ ∈ En \ X , which implies γ (1)(x) ≥ 0.
Denote by ω the left-hand side of the equality in the lemma statement.
First, let us prove the inequality
ω ≥ γ (1)(x). (40)
Suppose that γ (1)(x) > 0 (inequality (40) is trivial if γ (1)(x) = 0). Consider any triple (A′, b′, C ′) ∈ Ω such that
r(A′, b′, C ′) < γ (1)(x). (41)
It follows from (15) that for any x′ ∈ En \ X , at least one of the following two conditions holds:
r(A′, b′) ≤ r(A′, b′, C ′) < −α(x′), (42)
‖C ′‖∞ ≤ r(A′, b′, C ′) < β(1)(x, x′). (43)
If (42) takes place, then x′ 6∈ X(A′, b′) by Lemma 5. If (43) takes place, then (12) yields x′ ¯
C
x, which allows us to apply
Lemma 7 to get x′ ¯
C+C ′
x.
Thus for any (A′, b′, C ′) ∈ Ω satisfying (41) we have
6 ∃x′ ∈ En \ X
(
x′ ∈ X(A′, b′)&x′ 
C+C ′
x
)
.
Hence (40) is true.
Further, we prove the inequality ω ≤ γ (1)(x). Let ε > γ (1)(x). Then there exists x′ ∈ En \ X such that
ε > −α(x′), (44)
ε > β(1)(x, x′). (45)
It follows from (44) and Lemma 5 that there exists a pair (A0, b0) ∈ Ω∗ such that
r(A0, b0) < ε,
x′ ∈ X(A0, b0).
Inequality (45) and Lemma 7 imply that there exists a matrix C0 ∈ Rk×n such that
‖C0‖∞ < ε,
x′ 
C+C0
x.
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Thus for any ε > γ (1)(x) there exists (A0, b0, C0) ∈ Ω such that r(A0, b0, C0) < ε and
∃x′ ∈ En \ X(x′ ∈ X(A0, b0) & x′ 
C+C0
x
)
.
Hence ω ≤ γ (1)(x). 
Proof of Lemma 11. The assertion of the lemma is trivial in the case X = En. Assume X 6= En. It is easy to check that
γ (2)(x) ≥ 0 in this case.
Denote by ω the left-hand side of equality in the lemma statement.
First, let us prove the inequality ω ≥ γ (2)(x) in the case γ (2)(x) > 0 (the inequality is trivial if γ (2)(x) = 0). Let
(A′, b′, C ′) ∈ Ω be a triple such that
r(A′, b′, C ′) < γ (2)(x). (46)
According to (15), for any x′ ∈ En \ X at least one of the following inequalities holds:
r(A′, b′) < −α(x′), (47)
‖C ′‖∞ < β(2)(x, x′). (48)
If (47) takes place, then x′ 6∈ X(A′, b′) follows from Lemma 5.
If (48) is true, then β(2)(x, x′) > 0. From (13) we obtain x 
C
x′. This allows us to apply Lemma 8 to get x 
C+C ′
x′.
Thus for any (A′, b′, C ′) ∈ Ω satisfying (46), we have
6 ∃x′ ∈ En \ X
(
x′ ∈ X(A′, b′) & x ¯
C+C ′
x′
)
.
Hence ω ≥ γ (2)(x).
Now we prove the inequality ω ≤ γ (2)(x). Let ε > γ (2)(x). Then there exists x′ ∈ En \ X such that
ε > −α(x′), (49)
ε > β(2)(x, x′). (50)
It follows from (49) and Lemma 5 that there exists a pair (A0, b0) ∈ Ω∗ such that
r(A0, b0) < ε,
x′ ∈ X(A0, b0).
Inequality (50) and Lemma 8 imply that there exists a matrix C0 ∈ Rk×n such that
‖C0‖∞ < ε,
x ¯
C+C0
x′.
Thus we obtain that for any ε > γ (2)(x) there exists (A0, b0, C0) ∈ Ω , r(A0, b0, C0) < ε, such that
∃x′ ∈ En \ X
(
x′ ∈ X(A0, b0) & x ¯
C+C0
x′
)
.
Hence ω ≤ γ (2)(x). 
Appendix B. The proof of Lemma 14
We will use the following evident equivalence which is valid for any z, z ′ ∈ R:
|z| > |z ′| ⇐⇒ ∃h ∈ {−1, 1} ∀h′ ∈ {−1, 1} (h z > h′ z ′) . (51)
For any z ∈ R, put
sg z =
{
1, if z ≥ 0,
−1, if z < 0.
Proof of Lemma 14. The lemma is trivial if x′ = 0(n) (in view of (5)). Let x′ 6= 0(n). Then β˜(1)(x, x′) = ξ (1)(x, x′). Denote by
ω the left-hand side of the equality in lemma statement.
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First, we prove the inequality ω ≥ ξ (1)(x, x′) in the case ξ (1)(x, x′) > 0 (this inequality is trivial if ξ (1)(x, x′) = 0). Let
C ′ ∈ Rk×n, ‖C ′‖∞ < ξ (1)(x, x′). By the definition of ξ (1)(x, x′), there exists i ∈ Nk such that
∀h ∈ {−1, 1} (‖C ′‖∞ < νi(x, x′, h)) . (52)
Therefore ξi(x, x′) > 0, which implies
|Cix| > |Cix′|. (53)
We denote σ = sg Cix. Taking into account (53), it is easy to check that for any h ∈ {−1, 1} the following equality holds:
Ci(σ x+ hx′) = |Ci(x+ σhx′)|.
Applying (52), for any h ∈ {−1, 1}we deduce
(Ci + C ′i )(σ x+ hx′) = |Ci(x+ σhx′)| + σC ′i (x+ σhx′) ≥ |Ci(x+ σhx′)|
− ‖C ′‖∞ · ‖x+ σhx′‖1 > |Ci(x+ σhx′)| − |Ci(x+ σhx′)| = 0. (54)
Thus for any h ∈ {−1, 1}we have σ(Ci + C ′i )x > h(Ci + C ′i )x′. Taking into account (51) we obtain
|(Ci + C ′i )x| > |(Ci + C ′i )x′| (55)
which implies x′ ¯
C+C ′
? x.
Summarizing the abovewe conclude that x′ ¯
C+C ′
? x for any C ′ ∈ Rk×n such that ‖C ′‖∞ < ξ (1)(x, x′). Henceω ≥ ξ (1)(x, x′).
It remains to prove that ω ≤ ξ (1)(x, x′).
Denote
σ = sg Cix, σ ′ = sg Cix′,
N(x, x′) = |{j ∈ Nn : xj = 1 & x′j = 0}|.
Observe that x′ 6= 0(n) implies the following inequality:
N(x, x′) < ‖x+ x′‖1. (56)
Take an arbitrary number ε > ξ (1)(x, x′). Then we have
∀i ∈ K(x, x′) (ε > ξi(x, x′)). (57)
For any i ∈ Nk we consider four possible cases:
i ∈ K(x, x′), νi(x, x′,−1) ≤ νi(x, x′, 1), |Cix| + |Cix′| > 0;
i ∈ K(x, x′), νi(x, x′,−1) ≤ νi(x, x′, 1), |Cix| + |Cix′| = 0;
i ∈ K(x, x′), νi(x, x′,−1) > νi(x, x′, 1);
i 6∈ K(x, x′).
In each of these cases we construct row C ′i of perturbing matrix C ′ = [c ′ij]k×n such that max{|c ′ij| : jn ∈ Nn} < ε and
|(Ci + C ′i )x′| > |(Ci + C ′i )x|. (58)
Case 1: i ∈ K(x, x′), νi(x, x′,−1) ≤ νi(x, x′, 1), |Cix|+|Cix′| > 0. Taking into account (57)we obtain that there exists number
δ such that
νi(x, x′,−1) < δ < ε. (59)
In addition, we impose the following condition on δ:
δN(x, x′) < |Cix| + |Cix′|. (60)
Note that in the case N(x, x′) = 0 inequality (60) follows; if N(x, x′) > 0 then (60) does not contradict to (59) since taking
into account (56) we have
ν(x, x′,−1) ≤ ν(x, x′,−1) < |Cix| + |Cix
′|
N(x, x′)
.
Put
c ′ij =
−σδ, if xj = 1 & x
′
j = 0,
σ ′δ, if xj = 0 & x′j = 1,
0 in the rest of cases.
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Using (59) we derive σ ′(Ci + C ′i )x′ − σ(Ci + C ′i )x = |Cix| − |Cix′| + δN(x′, x) + δN(x, x′) ≥ −|Ci(x − x′)| + δ‖x − x′‖1 >−|Ci(x− x′)| + νi(x, x′,−1)‖x− x′‖1 = 0.
Using (60) and taking into accountN(x, x′) ≥ 0we derive σ ′(Ci+C ′i )x′+σ(Ci+C ′i )x = |Cix|+|Cix′|+δN(x′, x)−δN(x, x′) >|Cix| + |Cix′| − δ‖x+ x′‖1 > |Cix| + |Cix′| − νi(x, x′, 1)‖x+ x′‖1 ≥ 0. Taking into account (51) we get (58).
Case 2: i ∈ K(x, x′), νi(x, x′,−1) ≤ νi(x, x′, 1), |Cix| + |Cix′| = 0. Put 0 < δ < ε and define the elements of C ′i by the
following way.
If x ≥ x′ then take u, v ∈ Nn such that xu = x′u = 1, xv = 1, x′v = 0 and put c ′iu = δ, c ′iv = −δ/2, c ′ij = 0 for any
j ∈ Nn \ {u, v}. Otherwise take u ∈ Nn such that xu = 0, x′u = 1 and put c ′iu = δ, c ′ij = 0 for any j ∈ Nn \ {u}.
It is easy to verify that (58) holds by using evident inequalities |(Ci + C ′i )x| = |C ′i x| and |(Ci + C ′i )x′| = |C ′i x′|.
Case 3: i ∈ K(x, x′), νi(x, x′,−1) > νi(x, x′, 1). Then by (57) there exists a number δ satisfying the inequalities
ν(x, x′, 1) < δ < ε, (61)
δ < ν(x, x′,−1). (62)
Observe that from i ∈ K(x, x′)we have σCix ≥ σCix′, which implies
σCi(x− x′) = |Ci(x− x′)|. (63)
Put c ′ij = −σδ for any j ∈ Nn. Using (61) we derive−σ(Ci + C ′i )x′ − σ(Ci + C ′i )x = −σCi(x + x′) + δ(‖x‖1 + ‖x′‖1) >
−|Ci(x+ x′)| + ν(x, x′, 1)(‖x‖1 + ‖x′‖1) ≥ 0.
Using (62) and (63) we derive−σ(Ci+C ′i )x′+σ(Ci+C ′i )x = σCi(x−x′)−δ(‖x‖1−‖x′‖1) > |Ci(x−x′)|−ν(x, x′,−1)(‖x−
x′‖1) = 0.
Applying (51) we obtain (58).
Case 4: i ∈ Nk \ K(x, x′). Then assuming C ′i = 0(n) we have (58).
Thus for any ε > ξ (1)(x, x′) we have constructed matrix C ′ ∈ Rk×n such that ‖C ′‖∞ < ε and x′ 
C+C ′
? x. Hence
ω ≤ ξ (1)(x, x′). 
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