We give several characterizations of Hardy spaces associated with complex, second-order, subelliptic operators on Lie groups with polynomial growth.
Introduction
The theory of functions plays an important role in the classical theory of harmonic analysis. Because of this certain function spaces, the Hardy spaces, denoted by H p , have been studied extensively on R n (see [AuR] , [CoW] , [Ste] and the references therein for details). When p > 1 the spaces H p and L p are essentially the same. When p ≤ 1, however, the space H p is much better adapted to problems arising in the theory of Fourier series, PDE etc. In this note we discuss the characterization of Hardy spaces on Lie groups of polynomial growth.
Let G be a connected Lie group with Lie algebra g. One can associate with each fixed algebraic basis a 1 , . . . , a d ′ of g a subelliptic distance (g, h) → d ′ (g ; h). For all i ∈ {1, 2, . . . , d ′ }, let A i = dL(a i ) denote the generator of left translations in the direction a i . This distance has the characterization
(cf. [Rob] , Lemma IV.2.3). Let g → |g| = d ′ (g ; e), where e is the identity element of G, denote the corresponding modulus. Moreover, denote by |B(g ; r)| the Haar measure of the subelliptic ball B(g ; r) = {h ∈ G : |gh −1 | < r} and set V (r) = |B(e ; r)|. We assume throughout that G has polynomial growth, and is not compact, i.e., one has bounds
for some c > 0 and integer D ≥ 1, uniformly for all r ≥ 1. These bounds automatically imply that G is unimodular and that V (r) = |B(g ; r)| is independent of g. For all j ∈ N let g ′ j denote the span of the multiple commutators of order less than or equal to j in the basis elements a 1 , . . . , a d ′ . Then g Then V (r) ≍ r D ′ for all 0 < r ≤ 1 (see, for example, [NSW] , Theorem 1). It is easy to verify that the Lie group G with the distance d ′ ( · ; · ) and bi-invariant Haar measure dg is a space of homogeneous type in the sense of Coifman and Weiss [CoW] . The measure has the doubling property. More specifically, there exists a c > 0 such that
for all r > 0 and λ ≥ 1 where D = max(D, D ′ ). Consider the second order subelliptic operator H = − 
for some µ > 0. Then it follows from [ElR2] that the closure of the subelliptic operator H generates a holomorphic contraction semigroup S which has a smooth kernel K. Moreover there exist a, b > 0, such that
for all t > 0 and all g ∈ G (see [DER] for details or [Dun] for a simpler derivation).
The operator H gives rise to various natural notions of Hardy space on G. First, for each tempered distribution ϕ over G one can define S t ϕ pointwise by convolution with the kernel K t , i.e., S t ϕ = K t * ϕ. Secondly, for all α > 0 one may define the (nontangential) maximal function ϕ *
For simplicity we set ϕ * H = ϕ * 1,H . Thirdly, for all p ∈ 0, ∞ one defines the maximal Hardy space
Similarly if γ ∈ 0, 1 then one may define the fractional power H γ of H by various standard algorithms (see, for example, [Yos] ). Then H γ generates a holomorphic contraction semigroup S γ and this semigroup has an L 1 (G)-kernel K γ . But one can extend the definition of S γ t to the bounded tempered distributions ϕ over G (see [Ste] , page 89) and for all α > 0 define ϕ *
We set ϕ *
Next we introduce the atomic Hardy spaces. If p ∈ 0, ∞ then a function a is defined to be a p-atom if the following three conditions are valid.
i.
The support of a is contained in a ball B(g 0 ; r).
ii. |a| ≤ (V (r)) −1/p almost everywhere.
iii. dg a(g) = 0.
Then we define the atomic Hardy space H p atom (G), for all p ∈ 0, ∞ , to be the space of tempered distributions ϕ admitting an atomic decomposition ϕ = ∞ j=0 λ j a j , where the a j are p-atoms and
where the infimum is over all possible atomic decompositions. (In fact these definitions are only appropriate if p > D/(D + 1) and the definition of the atoms has to be modified for smaller p [Ste] ). Finally we need some information on spaces of bounded mean oscillation, BMO-spaces. Let ψ be a locally integrable function. For any ball B we define ψ B = |B| −1 B dg ψ(g). We say ψ belongs to BMO(G) if there exists a finite constant c such that
holds for any ball B. Let N(ψ) denote the infimum of all c for which (3) holds. Then we define the BMO(G) semi-norm by
Then (H 1 atom (G)) * = BMO(G) (see [CoW] ). Our main result is the following characterization of Hardy spaces with p = 1.
The following statements are equivalent.
I.
There exists a γ ∈ [2
Moreover, if the coefficients c ij of H are real then the conditions are equivalent to the following.
The theorem is a natural generalization of results for the Laplacian on R d insofar it characterizes the atomic Hardy space in terms of the maximal functions associated with the heat equation and the wave equation. Since the atomic space is defined independently of the operator H it follows immediately that the various maximal spaces are independent, up to equivalence, of the choice of H.
It is quite possible that Condition III ′ of the theorem is equivalent to the other conditions for the general case of complex coefficients. Clearly I γ ⇒ III ′ γ where I γ and III ′ γ denote the first and last condition for the fixed value γ ∈ [2 −1 , 1], respectively. Our proof that III ′ 1/2 ⇒ I 1/2 is, however, only valid for real coefficients although symmetry of the coefficients is not necessary.
Hardy spaces
The proof of Theorem 1.1 depends on several lemmas. In the sequel we adopt the convention that c denotes a positive constant whose value may change line by line but is independent of all crucial variables.
For every Borel measurable function Φ:
for all α > 0 and γ ∈ 0, 1].
Lemma 2.1 For all p ∈ 0, ∞ there exists a c > 0 such that
β,γ p by definition. Secondly, by the Hardy-Littlewood maximal function theorem there exists a c 1 > 0 such that
for all ϕ ∈ L 2 (G). Moreover, let c 2 ≥ 1 be as in the volume doubling property, i.e.,
for all λ ≥ 1 and r > 0.
Combining these estimates completes the proof of the lemma.
2
As a consequence of Lemma 2.1 one obtains many implications in Theorem 1.1.
Proof Note that all the implications in the lemma are valid for complex coefficients.
The relation between the semigroups S γ and S is given by
where µ γ t is a positive smooth function with the scaling property µ [Rob] Section II.5). Therefore one calculates that
for all g, h ∈ G and t > 0 with |hg
Hence
and, by Lemma 2.1,
by the sixth property of the µ γ t given in [Rob] Section II.5. This establishes that I 1 ⇒ I γ . Hence one also has I 1 ⇒ II.
Using the identity H 1/2 = (H γ ) 1/(2γ) , a similar argument establishes that I γ ⇒ I 1/2 Then the first row of implications has been proved. The proof of the second row is slightly easier.
2 Therefore, in order to prove the first statement of Theorem 1.1 it suffices to prove I 1/2 ⇒ V ⇒ III ⇒ I 1 . The hardest proof is the first implication, on which we first concentrate. It needs a lot of preparation. Let P be the holomorphic contraction semigroup generated by
for all ψ ∈ C c (G). By [CMS] Theorem 1 and Proposition 4 there is a c > 0 such that
for all Borel measurable Φ, Ψ: G × 0, ∞ → C with AΦ ∈ L 1 and CΨ ∈ L ∞ , where for all Borel measurable Φ:
for all ϕ ∈ L 2 (G) and ψ ∈ C c (G). We estimate both factors on the right hand side. A key ingredient are the following Poisson bounds for the kernel p of P , together with its derivative.
Lemma 2.3 There exists a c > 0 such that
for all t > 0 and g ∈ G.
Proof By the subordination formula
one deduces that
where r 2 = t 2 + |g| 2 . By the doubling property one has
Therefore
The bound on the derivative follows from the identity
which is also valid for all t > 0 and g ∈ G. 2
The next lemma is a Lie group version of a standard estimate in R d . Using the Poisson kernel bounds of Lemma 2.3 we can estimate the second factor on the right hand side of (5).
Lemma
Proof Set ψ {B} = ϕ − ϕ 2B , where 2B denotes the ball B(g ; 2r) if B = B(g ; r). Since ∂ t P t anhilates the constants one has
Next, H is injective and is maximal accretive. Therefore H has an H ∞ -holomorphic calculus by [ADM] , Theorem G. Hence H has square integral inequalities by [McI] , Section 8, and one estimates that
The third inequality is the John-Nirenberg inequality (see, for example, [Ste] Section IV.1.3).
To estimate I 2 we use Lemma 2.3 and the volume doubling property to deduce that
and Lemma 2.4 is proved. 2
Next we turn to the first factor on the right hand side of (5). For every bounded tempered distribution ϕ over G define P ϕ ∈ C ∞ (G × 0, ∞ ) by (P ϕ)(g, t) = (P t ϕ)(g) (see [Ste] , page 90.) For all α > 0, 0 < ε < R < ∞ and each bounded tempered distribution ϕ over G define
Since |(∂ t P t ϕ)(g)| ≤ |(∇P ϕ)(g, t)| for every bounded tempered distribution ϕ one deduces that
for every bounded tempered distribution ϕ. So the first factor on the right hand side of (5) is bounded by A 1 ϕ 1 .
Lemma 2.5 For all α < 1 there exists a c > 0 such that
for all ϕ ∈ L 2 and 0 < ε < R < ∞.
Proof The proof is similar to the proof of Lemma 7 in [AuR] , but now using the Caccioppoli inequality in [ElR1] . 2
The next lemma uses ideas from [AuR] and [CMS] . In particular it is a Lie group version of Proposition 8 in [AuR] and the proof follows closely the arguments of [AuR] Lemmas 9 and 10 which in turn are based on arguments of [CMS] . Lemma 2.6 There exists a c > 0 such that
Proof The proof relies on Lemma 2.5 and a 'good λ' inequality. We shall prove the following statement.
There exists a c > 0 such that
From now on fix k and denote by r the radius of
(g). Then |gh −1 | < t/20 and t ≥ max(10r, ε). Hence one has |g k h −1 | < t/2 and
If ε ≥ 10r then (10) is obviously valid. If ε < 10r, using (A
1/20 ϕ)(g) + (A 10r,R 1/20 ϕ)(g), it remains to prove that
where l(g) = (A ε,10r
1/20 ϕ)(g) and Ω = {g ∈ G : ϕ * H 1/2 (g) ≤ γλ}. To prove (11) we only need to prove
If ε ≥ 5r, then by Lemma 2.5
where B is the (d ′ + 1) × (d ′ + 1) block diagonal matrix with components C and I. Since P ϕ satisfies the equation ∇ · B∇P ϕ = 0 we may integrate by parts and deduce that
where N(h, t) is the unit normal vector outward R and dσ is the surface measure over ∂R. Moreover, integrating by parts again gives
The last estimate follows by a crude estimate of the surface area of the truncated cone R since r is the radius of O k . Moreover,
The penultimate estimate follows from a covering argument and an application of Caccioppoli's inequality (see [AuR] , proof of Lemma 9). Combining these estimates we obtain (12). Hence we have proved (9). Then Lemma 2.6 follows by standard reasoning (see, for example, [Ste] Chapter IV). Again details of an almost identical argument can be found in [AuR] .
Proof of I 1/2 ⇒ V It follows from (5) and (8) that
for all ϕ ∈ H 1 max,H 1/2 (G) and ψ ∈ C c (G), where the last step follows from Lemmas 2.6 and 2.4. Hence by duality
Proof of V ⇒ III This is a special case of the following lemma.
Proof Again set ϕ + H = sup t>0 |S t ϕ| for every tempered distribution ϕ. It suffices to prove that there is a c > 0 such that a + H ∈ L p (G) and a + H p ≤ c uniformly for every p-atom a on G. (Cf. [Ste] , page 107.)
Let a be a p-atom on G. We may, without loss of generality, suppose that supp a ⊂ B(e ; r) for some r > 0. Write B * = B(e ; 2r). Then
For the first term one estimates
where c is a constant independent of a.
To estimate the second term one needs a pointwise estimation of a + H . If g ∈ G \ B * and t > 0 then it follows from (2) that
Setting s −1 = |g| 2 t −1 one has by (7) (a
We now consider two cases.
where we used p > (D + 1) −1 D. Case 2. If 0 < r ≤ 1, let k 0 be the integer such that 2r
The estimate of I 1 is similar to Case 1 except that D is replaced by the local dimension D ′ . Next,
where we used that p > (D + 1)
Combining these estimates one finds a + H p ≤ c with c independent of a. This completes the proofs of Lemma 2.7 and the implication V ⇒ III in Theorem 1.1.
2
Proof of III ⇒ I 1 This is a special case of the following lemma.
Lemma 2.8 If ϕ is a bounded tempered distribution over G and
Proof The 'only if' part is obvious. To prove the converse define ϕ + = sup t>0 |S t ϕ|. Then we need to prove that ϕ *
for all ε > 0. First we prove that there is a c > 0 such that ∆ ε p ≤ c ϕ * ε p uniformly for all ε > 0. Since the derivatives of the kernel satisfy Gaussian bounds [DER] , Lemma V.2.10, there are b, c 1 > 0 such that
for all h, h ′ ∈ G and t > 0 with |h
Then it follows from (13) that
for all n ∈ N 0 , where
N for all n ∈ N and k ∈ G, since εt 1/2 < 1. Therefore
where Φ:
by Lemma 2.1. The value of c is independent of ε. Now we are ready to prove that ϕ *
1/p c where c > 0 is as in (14) and assume ϕ + ∈ L p . Then since (S t ϕ)(y) = R d dz K t/2 (y ; z)(S t/2 ϕ)(z) and K satisfies Gaussian bounds one verifies that ϕ * ε ∈ L p . Next define
In particular
Now fix g ∈ G ε . Since ϕ * ε ∈ L p we may assume that ϕ * ε (g) < ∞. Then there exist h ∈ G and t > 0 such that |gh −1 | < t 1/2 < 1/ε and
Therefore for all k ∈ G with |kg −1 | < t 1/2 one has
Hence,
}. Therefore, for all k ∈ Ω one has
by the volume doubling property. Using (15) one immediately deduces that
where c is independent of ε. Letting ε → 0 yields ϕ * p ≤ c ϕ + p by the monotone convergence theorem.
2 2
At this stage we have established the first statement of Theorem 1.1. Lemma 2.2 also establishes that the first five conditions of the theorem imply Condition III ′ . Therefore to complete the proof of the theorem it suffices to prove that III ′ 1/2 ⇒ I 1/2 for operators with real coefficients. From now on the coefficients c ij are real and all functions are real valued. For this we follow an argument of [Lu] based on the mean value theorem.
Then for all p > 0 there is a C > 0 such that
for all ρ ∈ 0, ∞ and any non-negative subsolution u of Lu = 0 in a ball B(9ρ) ⊂ G × R.
Proof Let ρ ∈ 0, ∞ and u a non-negative subsolution of Lu = 0 in a ball B(9ρ) ⊂ G×R. u(g, t) .
Hence we need to prove that there is a c > 0, independent of ρ and u, such that ϕ(∞, ρ) ≤ cϕ(p, 2ρ) .
We first prove that ϕ(∞, r) ≤ cλ −(D ′ +1)/p ϕ(p, (1 + λ)r)
uniformly for all p ∈ [2, ∞ , ρ, u, r ∈ 0, 2ρ] and λ ∈ 0, 1]. Let ∇u = (A 1 u, . . . , A d ′ u, ∂ t u) and
c 1j A j u, . . . ,
Then one easily finds ∇u · M ≥ µ|∇u| 2 and |M| ≤ a |∇u|, where a = max i,j |c ij | and µ is the ellipticity constant.
Next let q ≥ 1, r ∈ 0, 4ρ] and ξ ∈ C ∞ c (B(2r)) with ξ ≥ 0. Set ψ = ξ 2 u q . Then ∇ψ = q ξ 2 u q−1 ∇u + 2ξ u q ∇ξ .
Since u is a subsolution one has B(9ρ) ∇ψ · M ≤ 0. Therefore 
with p = q + 1.
Proof First suppose that D
