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Abstract 
Let an inductive valuation L on the family of binary tries or Patricia tries or digital search 
trees be defined in the following way: L(t) = L(t,) + L(t,) + R(t), where tc and t, denote the left 
and right subtrees of t and R depends only on the size (the number of records) 1 t 1 of t. Let 
LN denote L restricted to the trees of size N. In Theorem 1 we give sufficient conditions on the 
sequence rltl := R(t) for the variance Var Lt., to be of exact order N, if the family of tries (resp. 
Patricia tries, resp. digital search trees) is equipped with the Bernoulli model. For the symmetric 
Bernoulli model we prove the existence of a continuous periodic function 6 with period 1, such 
that Var LN N 6(log, N). N holds. 
1. Introduction and main result 
Data structures designed for data having keys, that are sequences over a finite 
alphabet C (for simplicity, take C = (0, l}), are of great importance in computer 
science, as they occur in connection with dynamic hashing [17], radix exchange sort 
[6], multidimensional digital searching [26], conflict resolution algorithms [28], and 
parsing algorithms [21], which is not at all a complete list. There are 3 prominent data 
structures for digital search, namely the trie [6], the Patricia trie [24] and the digital 
search tree [l], which are all (in case of .Z = (0, 11) binary trees, but follow different 
construction rules. See also [23] and [ 161. Several characteristic valuations L of these 
data structures, such as storage complexity, search costs or the number of minimal 
subtrees of fixed size can be inductively defined by L(t) = L(t,) + L(t,) + R(t) to- 
gether with some termination rule, where tc and t, denote the left and right subtrees of 
t and R is a “simple” valuation depending only on the size (the number of records) 1 t 1 
oft. These valuations L have been studied from the average case point of view under 
the so-called Bernoulli model, where the tree is assumed to be built from a fixed 
number N of keys that are infinite sequences of i.i.d. random variables with values 
in C. L retricted to trees of size N is now a random variable denoted by LN. See 
Section 5 for definitions of some important valuations and references concerning their 
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expectations, variances and in two instances limiting distributions. Much of the work 
concerning expectations has been done by Knuth [16]. In recent years some results 
concerning variances have been achieved by very different methods, such as Mellin’s 
inversion formula [25], Rice’s method [13], the use of certain identities belonging to 
the theory of modular functions [ll], singularity analysis of ordinary generating 
functions [7] and the use of difference quations on characteristic functions [19]. It is 
surprising, that the analyses of different valuations, which seem to demand their very 
specific methods, yield the same asymptotic order of the variance: Var LN =: N. The 
aim of this paper is to demonstrate that this behavior is characteristic for a consider- 
ably large class of inductively defined valuations. 
We now enlarge on the concepts introduced so far. 
1.1. Data structures for digital search 
We start with a brief description of the data structures under consideration: 
Let S := {si, . . . , s,) be a finite set of infinite O-l-strings. So denotes the subset of 
elements of S, whose first bit is 0, S1 = S\S,-, the subset of those, whose first bit is 1. By 
0 we denote the string-operator, that drops the first bit and shifts the others one place 
to the left. 8S is the same as (es, s E S}, and we define Bi, i = 0, 1, by 8iS = @S,). The 
subsets of S inherit the linear order < on S given by si<sL: o i < k. For R G S, the 
smallest element of R in this order is denoted by d. 
The trie trie(S) consisting of the keys in S can now be inductively defined by 
trie(0) = 0 
trie({s}) = [SI 
trie(S) = 
/O\ 
trie(&S) trie(8, S) 
It may happen, that one of &,S, elS is empty, which results in a root with only one 
nonempty subtree. This possibility of one-way branching is eliminated by the Patricia 
trie pat(S), which is defined by 
pat(0) = 0 
pat({s}) = [SI 
pat(S) = 
/“\ 
pat(80f9ksS) pat(8, BksS) 
where ks is the first k 2 0, such that (@“S), # $ and (Q”S), # 8. 
Finally, the digital search tree dst(S), that stores keys in the internal nodes, is 
defined by 
dst(0) = o dst(S) = 
P\ 
dst(&S\S)) ds&ll(S\~)) 
These procedures terminate, because the keys were assumed to be distinct. 
Note that the order of the keys is of importance only in the case of the dst. 
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Fig. 1. From left to right: trie({a, b,c, &et), pat({a, b,c, d,e)) and dst(ja, b, c, d,e}). 
Example. ~=(0,1,0,...), b=(l,l,O ,... ), c=(l,l,l,... ), d=(o,o,i ,... ), e= 
(0, 0, 0, . ..). See Fig. 1. 
1.2. Inductive valuations 
A valuation on a family T of trees is simply a function X : T --t [w. A very simple 
example of a valuation of a tree t, that corresponds to a data structure, is its “size”, 
denoted by 1 t 1, that is the number of keys t consists of. Let now no E N and a valuation 
R be given which is constant on each set T, := {t E T 1 It I = n} for n 2 n, (i.e. R(t) =: rIt, 
for It I 2 no), but not necessarily constant on the sets T, for n < no. The inductive 
valuations we are dealing with are defined on the family of tries (resp. Patricia tries. 
resp. digital search trees) and can for some fixed no > 2 be described by 
L(tl) = 
: 
R 04, ItI < no, 
(1.1) 
The restriction no B 2 is justified by the fact, that there is only one t of size 0 and one 
of size 1. 
1.3. The probability model 
We now define TNT, Ti and TI: to be the families of tries, Patricia tries and digital 
search trees of size N. Note that TL and TN” are finite, but T;fr is infinite for N > 2. The 
input model under which we will study random variables is the Bernoulli model: By 
assuming that the bits of each key are i.i.d. with P(0) = p, P(1) = 1 - p, and that 
different keys are independent as well, each Ti;, 0 E {T, P, D}, becomes a probability 
space. The probability P(t) of a specific t (p(t) is short-hand notation for P(t I I t I ), i.e. 
the probability oft in its probability space TP,,) is given inductively by the use of the 
splitting probabilities 
pN,k:= P(lt/l = kIltI = N). 
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Since there is exactly one tree of size 0 and one of size 1, we have P(t) = 1 for 1 t 1 G 1. 
Forjtl>l,t= /“\ , we have 
tc t, 
wt) = Pltl,ltcl Wc) W*). 
We define matrices P,‘, P,‘, P,” corresponding to the splitting probabilities of tries, 
Patricia tries and digital search trees respectively, 
v$)N,k = ; 0 PkU - P)N-k, 
1 @PkU - PFk (Ppp)N,k = 1 - PN - (1 - p)“’ 
(0 
pk(l - P)N-1-k, 
l<k<N-1, 
else. 
(1.2) 
A valuation X, restricted to a family TN equipped with the Bernoulli model, gives rise 
to a random variable XN = X 1 TN. 
Theorem 1. Let LN be the random variable belonging to the inductive valuation L, 
defined by (1.1) on the family of tries (resp. Patricia tries, resp. digital search trees) built 
from N records and equipped with the Bernoulli model. Let Var LN = Var RN -K co for 
O<N<nO. Then 
(9 
Var LN = Q(N) 
ifand only ifthere are no constants c, d, such that L is of the simple form L(t) = cl tl + d 
for ItI 2 1. 
(ii) Let E > 0. Each of the following conditions 
(a) rN = 0(N1’2--E), 
(b) ArN = O(N-&), or 
(c) p = 3 and AZrN = 0(N-1’2-E) 
is sufficient for 
Var LN = O(N). 
A is the difirence operator (Ark = rk+ 1 - rk). 
(iii) In the symmetric case (p = 4) each of (a)-(c) implies 
VarLN = 6(log, N)-N + O(N1-&), 
with a continuous periodic function 6 with period 1. 
Remark. Our method of proof is not capable of yielding Fourier coefficients of 6 (as 
done by several authors for some special valuations, cf. the references given in Section 
5), but as we have good reason to guess that 6 need not be continuously differentiable 
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(an example should be able to be constructed from a modification of the valuation 
given in (4.1)), a Fourier series expansion of 6 need not exist in general. 
The paper is organized as follows: In Section 2 we set up some notation, derive 
systems of linear equations for ELN and Var LN and list elementary facts about the 
matrices we use. Section 3 contains the proof of Theorem 1, which is preceded by four 
lemmas, the first of them being of its own interest. Section 4 contains remarks on the 
possibility of weakening the conditions (a)-(c) of Theorem 1. In Section 5, Theorem 
1 is applied to several valuations of practical importance. We compare our results 
with the results so far existing and, by the way, derive new asymptotics for asymmetric 
tries in Sections 5.2 and 5.4. 
2. Preliminaries 
2.1. Basic equations for ELN and Var LN 
Let 
eN := ELN, vN := Var LN . 
First of all we observe, that 4, < co and VN < cc for N > 0. This is trivial for the 
Patricia trie (case-P), and the digital search tree (case-D), because TL and Ti are finite 
for each N. In the case of the trie we define sets T#’ c TNT by 
T$+ ‘) := (t E T; 1 tL E T;’ v t, E Tt’}, k 2 0. 
These sets are easily seen to satisfy uk, 0 N Ttk) = TNT and Tf) n T$ = 8 for k # j. 
Obviously /N = zk s 0 zteTE, p(t) L(t), and this series converges absolutely: By Defini- 
tion 1.1 of L and the use of the splitting probabilities PN,k = (p,‘),,k we have for 
N 3 no, k > 1, 
1 p(t)L(t) = (p” + qN)k 1 p(t)L(t) + k(pN + qN)k(l - pN - $‘)(rN + do). 
Now 
N-i 
c P6’)L(t) = c (p,T)N,k(ek + fN-k + TN) 
teT’,O’ k=l 
depends only on tk for k Q N - 1, so we can proceed by induction, since {N < 00 for 
N < no. In the same manner we can show IELi c co. 
We consider now (case-T), where we have the following system of equations: 
L’N = ERN =: rN, 0 < N < no, 
/N = 5 (P;h,k(tk + ‘fN - k) + rN, N>no. 
k=O 
(2.1) 
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Now 4, can be computed recursively, since 1 - (Pi),,, - (P:),,N > 0 for N 2 2. 
More cumbersome though elementary manipulations yield 
v,=VarRN=:sN, O=SN<no, 
(2.2) 
N 
ON = c (P;)N,k(Vk + UN-k) + SN, iv 2 no, 
k=O 
with 
SN = k$o (P&‘,k(~k + eN-k + IN - eNI2 for N B no. (2.3) 
The equations for (case-P) are the same as (2.1)-(2.3) with P,’ in place of P,‘. 
Digital search trees (case-D) behave somewhat differently due to the fact, that one 
key is stored in the root. The equations are the same as (2.1)-(2.3) with P,” in place of 
P;, but each e,+k(resp. UN-k) has to be changed for a eN- 1 _k (resp. UN_ r -k). 
Let q := 1 - p. Then 
(Ppb)N,k = V’qb)~,~-k, CrE {W}, (p,“,N.k = (P,Dh,N-l-k, 
and our equations read 
(I- Alp-- M,)l= r, (2.4) 
(I - Mp - A4,)u = s, (2.5) 
with rN = ERN and SN = Var RN for 0 < N < no and 
s ,;, @‘$)N,k (jk + eN-k - ,io b%)N.k(ek + 1.k))2, (case-T), (case-P), _ 
N- N 
1 
k;. (%)Ns k 
( 
ek + [N-l-k - i: (Mp)N,k(ek + eN-1-k) 
) 
2, (case-D), 
(2.6) 
k=O 
for N 2 no. Mp = M,(no, a) is defined by 
(%)N.k := 
0 for N < no, 
(P;)~,~ for N > no, 
(2.7) 
where r~ E {T, P, D}. 
2.2. Properties of the splitting probability matrices 
We want to list some elementary facts about the matrices Pp” and B,, which is 
defined by 
&)N,k = F e-NP. (2.8) 
BP can be thought of depending on NE [w. Given a sequence x, we can define 
X(z) = (Brx), = e -2 C,“=, (zk/k!)xk, the Poisson generating function of x, which is 
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a well suited and by now standard device to obtain asymptotic results for the 
Bernoulli model (cf. [S, 231). 
For PE {P,‘, P,‘, P,“, Bp} we have 
PN,k a 0, f PN,k = 1, N > 2, i &,k(k - NP) = o(1). 
k=O k=O 
(2.9) 
For each y > 0 there is a constant c~,~ such that 
c . PN,k < cp yN-Y, 
Ik-Npl z pN2” 
and for u > 0 we have 
(2.10) 
f PN,k 1 k - pN 1’ = O(N”*). 
k=O 
(2.11) 
Only for PE (P,‘, P,‘, P,“} 
f Piv,k 1 k - PN I * = NPU - P) + o(1) (2.12) 
k=O 
holds. The case P = P,’ of (2.10)-(2.12) can be found in [22] and the proofs there can 
easily be adapted to the other cases. 
Further properties of P,’ and BP are 
p=pT=p= 
P 4 P4' BpRf = Bpq, (BP),,, = (&)pN,k. (2.13) 
We will regard P E (P,‘, P,‘, P,“, BP} as a sequence transformation matrix. For real 
a let 
9, := {(xk)k a 0: xk = O(k")}. 
Sequences will be denoted by bold lower-case letters. With the help of (2.10) and (2.11) 
we make the following conclusions (6 denotes the Kronecker delta): 
SeY, =, Sk= 
OW”) 
0(1 + N”), 
Ik-NpI=O(N2’3) => PsEy 
0 < k < N 
(17 (2.14) 
i 
OW’lk - Npl), Ik-Np(=O(N2’3) 
AsEq * Sk-SLNpJ= 0(1+6_1,,logN+N”+‘), Obk<N 
= (Ps)N = SLNp] + O(Na+l’*), 
**s E % * Sk - SLNp] - *qNp# - LNPJ 
I 
OW” (k - NP )*I, 
= 
(2.15) 
I k - Npl = O(N2’3) 
0(1 + N + 6-r,, N log N + NO+*), 0 G k 6 N 
* (ps)N = SLNp] + 0(1 + 6-r,, log N + N’+l). (2.16) 
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3. Proof of Theorem 1 
First we need four lemmas. Lemma 1 is our tool to investigate the rate of growth of 
the solution 2 of (2.4) and u of (2.5) in dependence of the rate of growth of r and s. 
However, a more general equation is treated in Lemma 1 in view of applications given 
in Section 5. With the aid of Lemma 2 we are able also to give estimates of the rate of 
growth of the first and second differences of I, which in turn are needed to obtain 
Taylor-like expansions of dk around k = Np, that will be used in a way indicated in 
(2.15) and (2.16). Lemma 3 is concerned with estimating the sequence sof (2.6). Lemma 
4 is needed to estimate the solution of a certain functional equation satisfied by 
functions Vi, V,, which are closely related to the Poisson generating function 
v(z) = (Bio), = e-’ I,“=, (zk/k!) ok of the sequence u. 
Lemma 1. Let a, b > 0,O < p < q < 1, (not necessarily p + q = 1) and let a denote the 
unique real zero off(s) = 1 - up” - bq”. For fixed no E N, no > a and fixed o let 
MP = Mr,(no, o) and M4 = M,(n,, a) be defined by (2.7). Let a sequence x := (xk)k r o be 
given and y := ( y,), a o be defined by 
(I - aM, - bM,)y = x. 
(Note that Z - aM, - bM, is lower triangular with positive diagonal elements and is 
therefore invertible.) 
Then the following statements are true: 
(a) xk = O(k”-‘) for some 8 E [w implies 
I 
O(N’(l + l/s)) if E > 0, 
y, = O(N’ log N) if E = 0, 
O(Na-&(l + l/s)) if E < 0. 
(b) xk > 0, k 2 0 and xk’ # 0 for some k’ 2 0 (k’ > 1 in (case-P)) implies 
yN = Q(N”). 
(c) Let 1 G k. E fU Zf xk = k”, k 2 ko, then 
N” log N 
” = ap” log (l/p) + bq” log (l/q) + “’ 
where yh = O(Na). Zf xk > cka, k > ko, c > 0, then yN = sZ(N’ log N). 
Proof. (a) It is easily seen by induction that (I - aM,, - bM,)i,: 2 0 holds for 
N, k 2 0. We can therefore assume xk >, 0 for k 2 0, which implies yk > 0 for k 2 0. 
Let Co := yo. For N 3 1 we set CN = y,/N” and for N 2 0 we set CN = 
maxO G n G N C,, which yields 
y, d cNna G CN(l + N”), 1 < n SS N. (3.1) 
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From 
y = (aM, + bM,)y + x, (3.2) 
we deduce by using (2.10) and (3.1) and the abbreviations N’ = N + N2/3 and 
N” = N -t N213 sgn(a) the following inequality, valid for N 2 no: 
CNN” = YN < aCr,N’J rpN”1” + bcr,Nf$qN”l” 
+ (c,,, f c~,~)N-~CN(N~ + 2) + xN. 
Let q’ = (1 + q)/2. There is a number n, > no such that rqN'1 < Lq’NJ and 
rzN”1 a 
( ) 
- 
N 
< z=(l + 21crlN-“3) 
are satisfied for N 2 nl and both z = p and z = q. Now let y = 3 + max( - c1,O). We 
thus achieve for N 2 n, 
CN < (up” + bq”&,v,(l + 21~1 N-“3) + (D - 21Ctl)N-“3CN + EN-", 
D > 2 ( c( 1, E > 0 being constants, and by the definition of tx 
CN - CtI,NJ < DCNN-"3 + EN-". (3.3) 
Let _M c N be the set of numbers indexing the jumps of (CN)N> 1, i.e. 
N E JV 0 CN- 1 < CN. If JV is finite, then (CN), a o is bounded and the proof is 
complete. Else we define an infinite strictly increasing sequence (Ni)i p o by 
No = 0, 
Ni+r = max{N E J: Ct#NJ < CNi}, 
which satisfies Lq’Ni+z J > Ni (otherwise Lq’Ni+21 < Ni implies CL4,Ni+2J < CNi, 
which contradicts the maximality of Ni+1) and therefore 
Ni+z >‘Ni. 
4’ 
(3.4) 
Inequality (3.3) now reads 
and 
CN~ - CN~_, < CN,- CL4,NiJ < DCNiN;"3 + EN;" 
yields by telescoping 
CN, - ~TV_, < DCN, ;k N; ‘I3 + E f N;". (3.5) 
i=k 
From (3.4) we have Ni = Ci((q’)-i’2) and N,_i = N,*0((q’)i/2), from which it is 
evident that there exists a number kr with 
D f N;'13 < ;, 
i=kl 
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and that 
i N;” = O(log N,), 
i=kl 
: 
w + l/4, & > 0, 
& = 0, 
O(N,“(l + l/s)), E < 0. 
holds. Now for any N there is a N, Q N, such that CN < CN,, and extracting 
CN, from (3.5) with ki in place of k proves (a). 
(b) We first observe, that (Mp)N,k >OforN~n,,andO<kkN(resp.O<k<Nin 
(case-P)). By using (3.2), yN can be computed recursively in terms of yi, i < N, and we 
easily see, that our assumptions on (x& a 0 imply y, > 0 for N > n, := max(nO, k’). 
We define _C, = min,, Q ,, G N C,, and, as before, find an inequality, now 
CN > &&l - FN - 1’3), 
where F > 0 is a constant. If _C, has only finitely many jumps, we are done. Else we 
define a sequence of jump-indices of _CN, also denoted (Ni)i z 0, by 
No = n2, Ni+l = max{N E FU: (_C,- i > C,) A &_q,N, 2 ChJ}, 
which also satisfies (3.4). Iterating yields 
CN = G, 2 Gv_, it (1 - FN; 1’3). 
By (3.4), there exists a number k2 such that Nkz > n, and n,p”=,, (1- FN; 113) > 4, thus 
CN 2 @N*,, therefore CN = Q(l), which proves (b). 
(c) We use the Taylor expansion off(k) := k” log k at k = Np 
f(k) =f(Np) +f’(Np)(k - Np) + O((k - Np)‘N”-’ log N), 
valid for 1 k - Np ( < N2’3, and the crude estimate f(k) = 0(1 +f(N)), 0 < k < N, 
and employ (2.9)-(2.1 l), which results in 
kil (Mp)N.kka logk = (NJ? log (NP) + O(N”-’ lois N), 
which leads to 
(I - aM, - bM,)y’ =: x’ with xi = O(k”-’ log N). 
Now part (a) can be invoked to give the estimate for yh. The proof of the second 
statement follows now from the observation that (I - aA4, - b&Z,)- 1 has nonnegative 
elements. This completes the proof of Lemma 1. Cl 
Lemma 2. (a) The difirences of a sequence x and the difirences of P,‘x and P,“x are 
connected via 
AP;x = pP,TAx, (Ap,Dx)N = ;;;; Ax)N, 
N = 0, 
N> 1, 
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and x E Y,, a E R, implies 
(AP,px)N = (pP;Ax)N + O(W( pN + qN)). 
(b) Forjixedp,O<p< landx~~*,a~IW,wehaueform~~ 
A”‘P;x E Ya_m,2, A”‘P;x E Y0 _m,2, and A”‘PpP E Y0 _miZ. 
Proof. We will treat P,’ first, the statements on Pp” and P,’ will then be easy 
consequences. Let b(k; N, p) = ($pk(l - P)~-~. Then 
N+l 
(AP,Tx)N = 1 b(k; N + 1, p)xk - 2 b(k; N, p)xk 
k=O k=O 
N+l N+l N 
= (1 - p) 1 b(k; N, p)xk + p 1 W - 1; N, p)xk - 1 W N,p)xk 
k=O k=O k=O 
=p ; b(k;N,P)(&+,-xk)l 
k=O 
which proves (a). The latter difference can be treated as 
N+l 
IW’,T-~N I = 
k - p(N + 1) 
1 W; IV + 1, P) (1 _ p)(N + 1) xk 
k=O 
1 
’ (1 - p)(N + 1) 
b(k; N + 1, p) [k - p(N + l)l’x,z 
We used the Cauchy-Schwarz inequality, (2.1 l), the estimate xk = O(N”) for 
1 k - Np 1 < pN213 and (2.10) for the sum over 1 k - Np 1 B pN213. This proves the case 
m = 1 of(b). For general m 3 1 let p denote the positive mth root of p. Then by (2.13) 
and part (a) of this lemma, 
(A”P,Tx)~ = (A”(PT)“x) = jmcm- ‘“2((APi)m~)N = 0(Na-m’2), 
which completes the proof of (b). The proof of the statements about P,” consists in 
replacing N by N - 1 and treating the case N = 0 separately. The statements about 
P,’ are proved by making use of 
(p;)N, k = (p;)N, k + O(pN + qN). q (3.6) 
Lemma 3. Let 0 < E < 4. Then under each of the hypotheses (a), (b) or (c) of Theorem 1 
the sequence s defined by (2.6) satisfies 
Npq(Arf[N,j - AejnrqJ2 + O(N ‘-% cases (a), (b), 
if p = 3, 
where I’ is given by 
l=I’+r. (3.7) 
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Proof. We only treat (case-T) and (case-l’). The proof of (case-D) consists then just in 
repeating the arguments with every “N - k” changed for a “N - 1 - k”. We distin- 
guish in our proof the case, that r satisfies hypotheses (a) or (b), and the case, that 
r satisfies hypothesis (c). 
Cases (a) and (b): We will make use of the fact, that 1’ is the solution of 
(I - Mp - M,JI’ = r’, (3.8) 
with 
r’ = (M, + M,)r. (3.9) 
r is the “small” term of the sum (3.7), for r E ,4p1 _E, but only I’ E ,4pr. On the other 
hand, I’ is the “smooth” term of the sum (3.7). That is seen by Lemmas 1 and 2, since 1 
is the solution of (3.8) with “smooth” r.h.s. r’. 
According to (3.7) we have to inspect the quantities rk + rN_k and d; + &_k. We 
have 
rk + !-N-k = 
O(N 1/Z -“) in case (a) 
qNpJ + qNqJ + O(1 + N-“lk - Npl) in case (b) 
if I k - Np 1 = 0(N2i3), 
and rk + rN_k = O(N’-“), if 0 < k < N, therefore by (2.14) and (2.15) 
kio (M&N, k@k + rN- k) = OtN 1’2 -“I 
in case (a), 
rLNPJ + rLNqJ + 0(N1’2-e) in case (b). 
Now by (2.14) and Lemma 1 we have r E Y1 _E a r’ E .sP1 -E =E. I’ E ,4p1 and applying 
Lemma 2 to (3.8) yields 
(I - pA4, - qM,)Afh = Ar& + O(N(pN + qN)), 
(I - p2MP - ~2M,JAzf~ = A2r;Y + O(N(pN + qN)). 
(3.10) 
Lemma 2 also says that because of (3.9) the first and second differences of r’ satisfy 
Ar; = O(k-&) and A2r; = 0(k-“2-E), so by Lemma 1 the solutions of (3.10) satisfy 
Ad; = O(l), A2[; = 0(k-‘/2-E) (3.11) 
and we have 
8; + &-, = /jNp, + f(Nq, + (A&,, - L\fiNq,)(k - Np) + O(N- 1’2-E(k - Np)‘) 
for I k - Npl = 0(N2i3), and by (2.16) 
,$,, @!&)N.k(e; + /h-k) = $N,,, + ‘!;,,, + O(N”‘-9 
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We summarize 
8k + [N-k - i: (M&N&k + [N-k) 
k=O 
= (A&,, - A&J)(k - NP) + OW 1’2-E) +  0(N-“2-“(k - NP)~). 
This has to be plugged into (2.6), and, using (2.10)-(2.12), we obtain 
sN = Npq(A&,, - A+J2 + O(N’-“). 
Case(c). In case (c) d2rk = O(k- 1/2-E) holds, therefore the last lines are true with f, 
Y in place of I’, Y’, particularly 
SN = NJ?q(AeLN,j - AeLN4J2 + O(N’ -“). 
If p = ), we have LNp] = LNq], therefore SN = O(N’-“). 0 
Lemma 4. Let f: R+ + R be continuous and satisfy 
forsomee>O. LetO<p,q< 1 andp+q= 1. 
Then F(x) := C~e=o(“t’)p”q~~(p’q~x) = O(1) for x B 0. 
Proof. We assume, without loss of generality, that 
f(x)=f&):= i te, “,;;< l, 
since anyfin question is smaller in absolute value than a constant imesfo. For x 6 1 
we have by direct computation F(x) = x/(1 - p2 - q2) < l/(1 - p2 - q2). The proof 
for x > 1 calls for use of the Mellin inversion formula (see [23] for application- 
oriented examples of the Mellin transform and [2] for a detailed treatment.) The 
Mellin transform F* of F is given by 
s m F*(s) = x”-‘f(x)dx f (!+q”)’ --s 0 i,e=o 
1 l+a 
= l-pi-“-q’_“(s+ 1)(&-S) 
and is analytic in the strip - 1 < %s < 0. By the Mellin inversion formula 
F(x) = & s X -S l+c ( o.s,l-pl-“-qq’-~(s+l)(a-s)dS _ 
holds. The rest is residue calculus. From [3] we know, that the set %” of zeros of 
4(s) := 1 - p1 P-S - q1 -’ is a uniformly discrete subset of {s E C: %s > 0} in the sense 
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that there exists c > 0 such that Vs, s’ E 9, s # s’ + 1 s - s’ 1 > c. The path of integra- 
tion is now shifted to the right of 9I.s = 0, say to ‘8s = ~/2 and deformed in a way that 
poles of (1 - p1 m-S - q1 -‘)-l near ‘%s = e/2 are driven round at small indentations to 
the left or right. This results in a path 59 of integration, which is contained in the strip 
e/4 < ‘8s < 3s/4. The integral along G? is O(X-“‘~) = O(1) for x > 1, and, since 
I&‘(s) 1 2 min(log(l/p), log(l/q)) for s E d andf*(s) = 0(sw2) for s + co, the residues 
from poles to the left of %? form an absolute convergent series, that converges 
uniformly for x 2 1. This completes the proof of Lemma 4. 0 
Now we are ready to prove Theorem 1 from Section 1. 
Proof of Theorem 1. (i) We distinguish two cases. The first is VN E N : Var LN = 0, the 
second is 3N0 E N, N,, > 2: Var LNo > 0. (Var Lo = Var L1 = 0 is always fulfilled.) 
The first case says, that each LN is constant (we need not say almost surely, because 
Tg does not contain trees t with P(t) = 0). By (1.1) we have 
Lk + LN_k = LN - rpJ =: CN 
and 
Lktl + LN-k = LNt1 - rNt1 = cNt1 
for N > no and 0 6 k < N in (case-T), (case-D) needs replacement of N - k by 
N - 1 - k and in (case-P) the above equations are valid only for 0 < k < N due to the 
fact that a nonempty Patricia trie has no empty subtrees. Subtracting yields for k 2 1 
L&r - Lk = cN+r - cN =:c 
and Lk = ck + d for some constant d, from which we deduce, e.g., for (case-T) 
ck + d, 1 < k -C no 
rk = 
-d k 2 no. 
(3.12) 
(Lk = ck + d is even true for k = 0 in (case-T) and (case-D). Lk = ck + d + b&O for 
some b is the analogue for (case-P).) 
The second case says s& > 0, and since sN 2 0 for N 2 0, Lemma l(b) can be 
applied and gives Var Liy = R(N), which completes the proof of the R-part. 
(ii) We can assume, without loss of generality, that E < 4, because if a < b, then 
rk = O(ka) implies rk = O(kb). The only purpose of this assumption is, that it allows us 
to write things like O(N’-’ + N”‘) = O(Nr-‘). 
Lemma 1 guarantees that if sk = O(kl-‘) for fixed E > 0, then ok = O(k). Later on 
wewillderivesk=~~++k,where~k=O(k1-”)and5:=(Z-M,-M,)-‘Sisgivenup 
to terms O(N l-&) by an infinite series which will be shown to be O(N). 
First of all we can restrict our attention to the case r. = rI = 0, for otherwise we 
could write Y as r = r’ + r”, where rg = r; = 0 and where r’ is of the form (3.12), giving 
rise to a parameter L’, which is constant cN + d on TN. On the other hand, if r satisfies 
(a), (b) or (c), so does r”. So if Var C; exists, then Var LN = Var(Lh + Li) = Var Li. 
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If p = +, we have sN = O(Ni-*) by Lemma 3, hence Lemma 1 yields i+, = O(N), 
and the O-part of the proof is complete in the symmetric case. 
It remains to treat cases (a) and (b) in the asymmetric ase. Let 
sN := NPI&'[N~~ -A~[N~J~ (3.13) 
for N 2 2 and So = S1 = 0. Then by Lemma 3, & := sN - FN = O(N’-“), and by 
Lemma 1, SN contributes a term u”N = O(N) to UN. By (3.11) we have $N = O(N) and 
Lemma 1 yields 
r& = O(N log N), 
where UN is the SOhtiOn of 
(3.14) 
(I-M,-M,)C=S. (3.15) 
Since ASN = O(N”2-E), we have 
ACN = O(N”2-“). (3.16) 
We will transform (3.19, using Bl defined in (2.8). Note that a slight modification of 
(2.15) applied to (3.16) yields for N E tV 
(Pr@?, = r& + O(N’-“), (3.17) 
so that, in order to complete the proof, we only have to show (&a), = O(N). 
We have to consider BIMp. Of course &P,' = BP, as mentioned in (2.13). But Mp 
can differ from P,' in two respects: The first n, rows of M,(no, 6) are 0, and possibly 
c # T. 
M&no, 4 = Mp(O, T) + 4@, 4 - M,(O, T) + M,(no, 4 - M,(O, 0) 
,-r:= M’:= P 
Only the first n, rows of Mi contain nckero elements, which means that (M; t))N = 0 
for N 2 no, hence 
(P&k!;&’ = O(e-NN”D-l). 
If cr = P, then (M,*ii), = 0(N3(pN + qN)) by (3.6), hence after a short calculation 
(&M,*c), = 0(N3(e-pN + e-““)). 
Finally, if ~7 = D, for N >, 1 we have 
(M,*ij)N = [(P," - P,T)if]N = - (AP,Tti)N_i = O(N”2 log N) 
by Lemma 2 and (3.14), hence 
(P,M;i$,V = O(N1’2 log N) = O(N’-“). 
The promised transformation of (3.15) now reads 
(B, -BP- B,JiT= Bls+ d, (3.18) 
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with s1 = B,(M, - P,’ + Mq - P,')if E Y1 _E. In the following the entire function v, 
defined by 
will be used. V(z) is obviously the Poisson generating function of the sequence (Q B e. 
Its purpose is indicated by (BP&, = V((piV). We decompose the r.h.s. of (3.18) 
s; + (Brs), = [s: + (Brs), - xpq(B,Af’ - B,A1’,2] + xpq(B,Af’ - B, Af’): 
\ V / 
f1C.X) := 12(;:= 
(3.19) 
and set 
V(N) = V,(N) + V,(N), 
where K corresponds tofi: 
K(x) - V(px) - t$(qx) =h(x), i = 1,2. (3.20) 
The unique entire solutions of these functional equations can be found by iteration 
(cf. [3, 271): 
K(x) = f 
( ) 
A ; e fi(Peq”x). (3.21) 
U=O 
We now need Lemma 4 to estimate the sums in (3.21). The following estimates of 
fi are available: 
f;(x) = 0(x2) as x + 0, since we assumed r. = rl = 0, 
fi(x) = O(x) as x --) cc follows trivially from (3.1 l), and 
jr(x) = 0(x1-‘), as x --) cc is proved by approximating in the sense of (2.15). 
Lemma 4 can therefore be applied tofr(x)/x and yields V,(x) = O(x), as x + cc . 
The same arguments do not apply to Vz(x), since the weak estimatefi(x) = O(x) as 
x + cc only allows to get the result (3.14). Fortunately, V,(x) can be computed 
explicitly in terms of 
/l(x) := (B, AQ and p(x) := n(x) - pn(px) - qA(qx). 
We have 
n(x) = i 
O(x), x-0 
O(l), x~ co and P(X)= i 
0 (x)9 x+0 
0(x_“), x+ co’ 
This follows partly from r. = rl = 0, from A/h = O(1) and from p(x) = (B, Av’), + 
r:, where ri is a small term (i.e. ri = 0(x- I/‘) as x --) cc ) caused by M;, . . . , A#,*, 
when transforming (3.10) with Br (cf. s1 in (3.18)). The above equation defining 
p solved for n by iteration yields 
n(x) = f cMOeq”x), 
a./=0 
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where c~.~ = (A:C)pG#. In our new notation (3.20) reads 
v2w - V2(PX) - V2(44 = Vd4P4 - 4cPN2~ 
with solution 
V,(x) = WI f 1 e=O cl,MPd+‘~‘.4 - 4Ptct+‘x))2. 
This is not better than anything before, if we know just n(x) = O(1) as x -+ 00. But 
the last series can be rearranged: 
V2(4 = 2x f c,l,&w+wq”x) - xA2(x) - x f &!p2(pCq”x), 
A,[=0 a,c=o 
which is easily seen to be O(x), since both p(x)n(x) and p2(x) are 0(x-&), as x + co 
and therefore fit for Lemma 4. But from V,(x) = O(x) and V,(x) = O(x) it follows 
that (B1qN = O(N), which was seen (cf. (3.17)) to imply UN = O(N). This completes 
the proof of the O-part. 
(iii) We start with (I - 2M,,,)a = s, where we know from Lemma 3, that 
sk = O(k’-‘) holds. Following (3.7), we define u’ by u = u’ + s and get 
02N - 20N = s2N - 2sN + 2(“1,2S)2N + 2[(“1,2u’)2N - d’l = O(N’-“1, 
where the term in brackets is estimated using (2.15) and Au’ E Y1,2 --E. We thus have 
--- = O(N -“). (3.22) 
For N E N fixed, (v,~,/~~N)~ a o is therefore a Cauchy sequence converging to a limit 
a(N), which certainly fulfills a(N) = a(2N), and 
(3.23) 
by (3.22). This is what was claimed about the existence of a periodicity and the error 
term. We now show, that the function 6, defined on the positive dyadic rationals by 
b(N2-k) := a(N), is continuous. We need 
a(N + 1) - u(N) = a(N + 1) - $ + $$ - 2 + 5 - a(N) = O(N-&), 
(3.24) 
which is clear from (3.23) and ( (v N+ ,)/(N + 1) - vN/Nl = O(N -“), which follows from 
t+,+i - uN = sN+i - sN + Au;, = O(N’-“). 
We define piecewise linear continuous functions bk: R+ + R on the sets 
{N2-k, NE N) by bk(N2-k) := u(N) and for x E [w+ 
b(x) := lim b&z) = b&6) + c (bk+ 1(x) - bk(x))- (3.25) 
k>O 
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The latter definition of b coincides with the former on the set of positive dyadic 
rationals. Since by (3.24) 
sup l&+r(x) - b&l G max ) a(N + 1) - a(N) I = 0(2-“k), 
XE[l,Zl Zk<N<2k+’ 
the series in (3.25) converges uniformly and hence b(x) is continuous in [l, 21 and by 
periodicity in R+. The function we were looking for is S(x) := b(2”). The proof of 
Theorem 1 is now complete. 0 
Adopting the very last proof, the following corollary is easily verified. 
Corollary 1. Let LN be as in Theorem 1. Then in the symmetric case (p = 3) 
rk = O(kl-“) implies 
[ELN = r(log,N)*N + O(N’-“), 
with a continuous periodic function z with period 1. 
4. Remarks 
Can the conditions (a), (b) or (c) of Theorem 1 be weakened such that the conclusion 
is still true? The answer is yes, if you use a refined asymptotic scale. (a) could for 
example be replaced by - 
since a refined version of Lemma 1 (a) (whose proof does not differ in any respect from 
the original one) states: 
if q’ > 0. 
However, if we stick to (a)-(c), as they are stated in Theorem 1, we cannot allow 
E G 0 in either of them, as is seen by the following counterexample. 
Let a parameter L be defined as in (1.1) with no = 1 on the class of symmetric tries 
by fixing the values of the expectations: 
N = 0, 1, 
Ohsin*, N > 2. (4.1) 
The corresponding sequence (rN) can be computed using (2.4) and is seen not to satisfy 
either of conditions (a), (b) and (c) of Theorem 1, but being very close to it. We will 
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show Var LNi = !2(Ni log Ni) for infinitely many Ni E N. In order to compute s we use 
the approximation 
&sinJjl+JN-l(sinJN-k 
= 2m sin JN/2 cos 
( 
J&z) + O(‘“T’), 
which leads to 
sN=(l -e - l/8)2 N sin2 
N J 2+ O(JN). 
Lemma l(c) cannot directly be applied in order to show that vN = O(N) does 
not hold, because we do not have sN = R(N). Since s0 = s1 = 0 by (4.1), u is the 
solution of 
(I - 2P&) 0 = s, 
satisfying v. = v1 = 0. Let C be the matrix with 
W+l)-‘, OQk<N, 
0, k > N, 
Now C commutes with PT,2, which we use to derive (Z - 2P&,) Ctr = Cs. It is easily 
seen that (Cs), = R(N) holds. By Lemma l(c) we have (Cm), = R(N log N), which 
would be contradicted by VN = o(N log N), since that implies (CO), = o(N log N). 
Another counterexample is the external path length of an asymmetric trie con- 
sidered in Section 5.3, whose corresponding sequence (IN), defined by rN = N - &, 1, 
violates (a) and (b) of Theorem 1, but satisfies A’rN = 0 for N > 2, so that we cannot 
drop p = l/2 in condition (c). 
5. Applications 
Here we are going to demonstrate the power of Theorem 1 in applying it to four 
of the most important inductive valuations on data structures for digital search. 
We define these valuations only for tries. This is partly due to the fact, that the 
number of internal nodes defined in Section 5.1 is of interest only in the case 
of the trie. The results of Sections 5.2 and 5.3 can easily be carried over to Patricia 
tries and digital search trees, there being only unimportant differences in the defini- 
tions of the corresponding valuations, that do not affect the asymptotic growth of 
the sequence (Q). More care is needed in Section 5.4, since the approximation of 
P,'P,'( resp. P,"P,") by P& (resp. Pg) gives rise to additional terms which have to 
be estimated. 
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5. I. The number L of internal nodes of a binary trie 
In contrast to the case of Patricia trie and digital search tree, where the number of 
internal nodes is completely determined by the size (the number of records) of the tree, 
in the case of the trie there is no such connection. L can be defined inductively by 
L(t) = 
I 
0, ItI< 1, 
1 + L(tJ + L(t,), It I > 1, t = ,O, . 
t tr 
The corresponding sequence (rk) (compare (1.1) and (2.1)) is 
i 
0, kdl, 
rk= 1, k>l. 
It satisfies condition (a) of Theorem 1. Now by Lemma 1 we have 
and by Theorem 1 
Var LN x N. 
Moreover, by Corollary 1 and Theorem 1 (iii) for the symmetric trie 
IELN - r(log, N). N, Var LN - a(log, N). N 
holds with continuous periodic functions 7 and o with period 1. The result on lELN in 
the symmetric ase is due to Knuth [16], who also computed the Fourier coefficients 
of 7. The result on Var LN for the symmetric trie was found by Kirschenhofer and 
Prodinger [ll] and independently by Regnier and Jacquet [25]. In [ll] the authors 
used transformation formulae of Ramanujan to prove the vanishing of the coefficient 
at N2 in their expression for Var LN. In [25] the authors also considered the case of 
asymmetric tries. In [9] they proved asymptotic normality of LN using bivariate 
generating functions. 
5.2. The number L of external internal nodes of a binary trie 
An internal node that is followed by two external nodes is called external internal 
node. L can be defined inductively by 
I 
0, ltl d 1, 
L(t) = 1, Itl = 2, 
uto + L(G), It I > 2, t = /“\ . 
t, tr 
The corresponding sequence is rk = &, 2, which satisfies condition (a) of Theorem 1. 
By Lemma 1 we have ELNxN and by Theorem 1 Var LNx N. As in Section 5.1, 
better asymptotics are available for the symmetric ase by Corollary 1 and Theorem 
l(iii). Flajolet and Sedgewick [S] proved ELN - r(log, N). N with continuous 
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periodic function r with period 1 (not the same z as in Section 5.1), and computed the 
mean of r. The corresponding result for Var LN can be found in [l 11. To our 
knowledge there are so far no results (not even a O-estimate) concerning Var LN in the 
case of asymmetric tries. 
5.3. The external path length L of a binary trie 
L(t) denotes the sum of the distances of the external nodes to the root measured in 
edges. There is a close relationship between L(t) and the average number of bit 
inspections in a successful1 search in t. L can be defined inductively by 
L(t) = i 
0, ItI< 1 
It) + L(t,) + L(t,), 
Itl>l, t= ,T . 
t, tr 
The corresponding sequence is rk = k - dk, 1, which satisfies in the case of symmetric 
tries condition (c) of Theorem 1. By Lemma 1 we have ELN - N log, N and by 
Theorem 1 (iii) Var LN - G(log,N)+ N. More precise asymptotics (including Fourier 
coefficients of the periodic functions) of ELN can be found in [16] and of Var LN in 
[ 141. See also [ 131. In the asymmetric ase the sequence rk violates conditions (a) and 
(b) of Theorem 1, and, as we will see, Var LN = O(N) is no longer true. In fact we can 
compute the main term of the asymptotics of Var LN using only Lemma 1 and 
Theorem 1. From Lemma 1 (c) we know 
e =NlogN 
N -+e;,=:e;;+e~, 
h(p) 
where h(p) = p log (l/p) + q log (l/q). To I’ and I” correspond in an obvious way 
sequences r’ and r”, which define parameters c;, and C;. Using approximations as in 
Lemma 1 (c), we get rh = O(1). Theorem 1 can be applied to the parameter Lh and 
yields Var CN = O(N). The sequence s” is in a similar manner seen to satisfy 
I, _ log2(Plq) pqN + o(1) 
sN - h2(p) 
from which we deduce by Lemma l(c) 
Var L” - ” log2(‘lq) N log N + O(N). N- 
h3(d 
Using now 
(Jiiz - Jvarr,2 < Var(X + Y) d (JvarX + JVarr)’ 
we finally obtain 
Var LN = Var(Lh + ,!$) = ” $;_(y N log N + O(N d=). 
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The variance of the internal pathlength (the sum of the distances of the internal nodes 
to the root measured in edges) of an asymmetric digital search tree was recently 
computed by Jacquet and Szpankowski [lo], who not only have a better error term 
(O(N) instead of O(N @)), but also could prove asymptotic normality. Limiting 
distributions of the bit inspections valuation in digital search trees can be found in 
[18] (symmetric ase) and [20] ( as y mmetric case). For corresponding results on bit 
inspections in tries, cf. [8]. 
5.4. The number L of internal nodes visited during a partial match retrieval in a binary 
trie 
In the design of database systems one has to deal with data whose keys have several 
components. A suitable datastructure is the so-called M-d trie (M-dimensional trie, 
cf. [4]). We consider the case M = 2: data, whose keys have two components (each an 
infinite string of i.i.d. (rl Bernoulli random variables, the two components being 
independent), can be stored in a trie by first producing new keys by “regular shuffling”. 
(Example: from the components (a, b, c, . . . ), (z, y, x, . . . ) we get (a, z, b, y, c, . . . ).) A bi- 
nary trie is now built from the new keys. A particular problem called “partial match 
retrieval” consists in finding all data, whose keys match a certain search pattern, the 
first component being unspecified (denoted by (*, *, *, . ..)) and the second being the 
sequence (0, O,O, ...), say. By L(t) = L,(t) we denote the number of internal nodes 
visited during a partial much retrieval for o = (*, 0, *, 0, *, . . .) in t. At levels with even 
index (the root has level 0) we have to traverse both subtrees, at levels with odd index 
we traverse only the left subtree. With the use of an auxiliary parameter L’ we define 
L = Lo as follows: 
LO(t) ItI < 1, 0, Itl G 1, = i 0, 
1 + L’(t,) + L’(t,), 
L’(t) 
= 
It I > 1, 
1 
1 + LO@,), I t I > 1. 
Let I’ = (&), a o with /A = IELi and let e be given by ek = 0, k = 0, 1, ek = 1, k > 1. 
Our definition of the parameters L’ above readily leads to 
which (after one iteration) is equivalent o 
[ ( z- PZ2 + P,‘, 0 P.z*:PJ](:J=[I+(;; “ipy](:)~ 
which decomposes into two separate quations, that can be treated by Lemmas 1 and 
2: Let CI be the unique real zero off(s) = 1 - p2” - (pq)s = 0. Note that 0 < a < 1. The 
above equations have unique solutions I’ that satisfy /A = ef = 0 and 
&I=: N”, Aeh = O(N”-‘), A’&, = 0(N”-2). 
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Let ui denote the variance of LA. The sequences ui are now solutions of 
where the si are given by 
e,’ + [h-k - ; (P.zY,kVk! + d&k) 
> 
2 
k=O 
e,” - ; (P,Th,ke,” 
2 
. 
k=O \ k=O / 
By using the estimates of the differences of I’ it can be shown in a similar manner as in 
the proof of Theorem 1, that 
sl: = O(N2”_l), s; = O(N2”_ ‘) 
holds. Now we decompose the system of equations as in the case of the expectation, 
and since 2~ - 1 < cx another application of Lemma 1 yields the growth of the 
variance: 
Var LN =: N”. 
It is easy to see, how this result could be extended to cases M > 2. 
Flajolet and Puech [4] derived asymptotics of lEL,,N under the symmetric 
Bernoulli model for M 2 2 and periodic search patterns: 
EL,,N = y&log, N)N1-s/M + O(l), 
where y is a periodic function with period 1, depending on o, and s is the number of 
unspecified components in the search pattern. The analysis of [4] includes the 
computation of the Fourier coefficients of y. EL,,N under the asymmetric Bernoulli 
model for M 2 2 and Var Lo,N under the symmetric Bernoulli model for M = 2 can 
be found in [ 151. Our result, for the derivation of which we only used Lemmas 1 and 2, 
seems to be the first that concerns Var Lw,N under the asymmetric Bernoulli model. 
6. Conclusion 
We investigated inductive valuations on tries, Patricia tries and digital search trees 
in an unified framework under both the symmetric and asymmetric Bernoulli model 
with binary alphabet. A robust methodology is presented which provides precise 
informations about the asymptotic behavior of the variance of most of the important 
parameters on these digital trees. Some generalizations of our results seem straightfor- 
ward: The essential properties of the splitting matrices used in our derivations are 
shared also by the splitting matrices (under the Bernoulli model) of other digital data 
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structures such as b-tries and b-digital search trees with bucket capacity b > 1. 
Another input model, the so-called Poisson model, where the number N of records is 
a Poisson random variable, should also be tractable by our matrix approach (again 
BP comes into play). Our results can also be extended to alphabets C of more than two 
symbols and probably to input models assuming keys with Markovian dependencies 
of symbols. We are sure that the existence of a normal limiting distribution of the 
sequence (~5~)~ a ,,of Theorem 1 can be shown under like general conditions on r as in 
Theorem 1. A future paper will be devoted to this problem. 
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