Background {#medu13783-sec-0005}
==========

Fairness in assessments is a vital part of the educational contract that students have with their institutions[1](#medu13783-bib-0001){ref-type="ref"} and standardisation helps to reassure the public that all graduates have met predefined assessment criteria.[2](#medu13783-bib-0002){ref-type="ref"} For these reasons, despite advances in programmatic assessment,[3](#medu13783-bib-0003){ref-type="ref"} entrustability frameworks,[4](#medu13783-bib-0004){ref-type="ref"} narrative judgements[5](#medu13783-bib-0005){ref-type="ref"} and competency‐based medical education,[6](#medu13783-bib-0006){ref-type="ref"} summative assessments for graduation or licensing purposes typically continue to use single, high‐stakes assessments that strive toward equivalent assessment under strict but fair conditions. This study describes an innovative approach to understanding, and seeking to enhance, a rarely considered aspect of fairness in such examinations.

Within high‐stakes summative assessments, learners' clinical skills are usually assessed by objective structured clinical examinations (OSCEs)[7](#medu13783-bib-0007){ref-type="ref"} or closely related variations such as standardised patient assessments.[8](#medu13783-bib-0008){ref-type="ref"} A considerable body of literature has examined the validity of these assessments from a predominantly psychometric perspective,[9](#medu13783-bib-0009){ref-type="ref"} although sociocultural critiques have also been made.[10](#medu13783-bib-0010){ref-type="ref"} Several factors have established influences on the reliability of OSCEs: the number of stations and testing time;[11](#medu13783-bib-0011){ref-type="ref"} the number of examiners per station;[8](#medu13783-bib-0008){ref-type="ref"} content specificity effects arising from station tasks;[12](#medu13783-bib-0012){ref-type="ref"} and the format of scoring responses.[13](#medu13783-bib-0013){ref-type="ref"}

Examiner variability is often a substantial source of construct‐irrelevant variance in OSCEs.[9](#medu13783-bib-0009){ref-type="ref"}, [14](#medu13783-bib-0014){ref-type="ref"} Training examiners is strongly recommended and some empirical findings support its benefits.[15](#medu13783-bib-0015){ref-type="ref"}, [16](#medu13783-bib-0016){ref-type="ref"} In the original conceptions of OSCEs, all students were intended to meet all examiners,[17](#medu13783-bib-0017){ref-type="ref"} and as such examiner variability was unlikely to advantage or disadvantage particular students unless examiners showed idiosyncratic behaviour towards subsets of students.[16](#medu13783-bib-0016){ref-type="ref"} Owing to student numbers, most contemporary OSCEs are conducted either across multiple simultaneous parallel circuits in the same location or at different geographical locations. Examiners tend to examine in a single circuit or location for several cycles of students, and as a result, each student is examined by only a subset of examiners (or by one 'examiner cohort'[18](#medu13783-bib-0018){ref-type="ref"}). It is consequently critical to the fairness of OSCEs that each different cohort of examiners (in different parallel circuits or different locations) collectively judge performances to the same standard of judgement to ensure that students are not systematically either advantaged or disadvantaged by the circuit or location in which they perform.

Comparatively few studies have examined the influence of different circuits on OSCE examinations. Tamblyn et al.[19](#medu13783-bib-0019){ref-type="ref"} experimentally compared ratings of examiners from two different sites by asking them to rate a small subset of videos that had been obtained in an OSCE. They showed that although inter‐examiner agreement was identical within each site, there was a systematic difference of 6.7% between the two sites. Extrapolating their findings to the real OSCE would have significantly influenced pass and fail rates. Early studies by de Champlain et al.[20](#medu13783-bib-0020){ref-type="ref"} and Reznick et al.[21](#medu13783-bib-0021){ref-type="ref"} did not demonstrate any influence of assessment site on scores, whereas more recently, Floreck and de Champlain[22](#medu13783-bib-0022){ref-type="ref"} examined differences across 21 sites in the USA and found that examination site explained between 3.0% and 11.6% of score variance. Sebok et al.[23](#medu13783-bib-0023){ref-type="ref"} analysed aggregated data to compare examiner effects across sites. They found that site differences variably explained between 1.5% and 17.1% of score variability. Yeates and Sebok‐Syer[18](#medu13783-bib-0018){ref-type="ref"} specifically addressed whether parallel examiner cohorts across different sites in the same medical school showed different standards of judgement. Their provisional results suggested that scores by different examiner cohorts differed by up to 4.4% of the assessment scale.

In summary, heterogenous findings have been reported across different studies for the influence of different sites or different groups of examiners on OSCE scores. One difficulty with most of these studies is that it is unclear whether the differences that were observed represent differences in judgements by different examiner cohorts (i.e. error) or genuine differences in the abilities of students in each location (true score variance). Studying these effects robustly is often difficult or impossible within standard OSCE designs because students are usually fully nested within cohorts of examiners, with no crossover between groups of examiners and groups of students. Although estimation of the influence of different circuits on an OSCE has previously been attempted,[24](#medu13783-bib-0024){ref-type="ref"} direct comparisons are usually impossible because student ability and the standard of examiners' judgement are confounded.

Despite this difficulty, addressing these differences is educationally highly important. These studies suggest the potential for differences between examiner cohorts or locations that could importantly impact fairness within assessments. Moreover, there could be very important implications for patient safety if licensing examinations operate to different standards of judgements in different geographical locations. Despite this, in the common scenario that examiners are fully nested within subsets of students, no established method currently exists to robustly measure the influence of different examiner cohorts or geographical locations within a single OSCE examination, which does not rely on assumptions about the distribution of students' abilities.

The aim of this study was to describe the development of a novel combination of practical steps, paired with established statistical analytical methods, to produce a method that may be capable of jointly addressing the difficulties posed by fully nested OSCE designs, without the need for such assumptions. Using this method, we sought to determine the following.

How the standard of judgement compares between different fully nested examiner cohorts in parallel circuits of an OSCE examination?What influence adjusting for any such differences might have on students' scores?

In addressing these aims, we sought to provide data and experience that will enable further development of this method.

Methods {#medu13783-sec-0006}
=======

Overview {#medu13783-sec-0007}
--------

We used a novel combination of processes that we called 'video‐based examiner score comparison and adjustment' (VESCA). This involved three procedures in sequence: (i) a subset of students were filmed 'live' when performing the majority of stations in their real OSCE; (ii) examiners from each of the separate parallel circuits of the examination scored station‐specific common‐comparator videos of students' performances in the OSCE, and (iii) statistical analyses used the partial crossing created by examiners' scores for the common‐comparator (video) performances to estimate the influence of each different examiner cohort on students' scores and to adjust accordingly. Although several examinations have previously used statistical adjustment of students' scores, as far as we can establish, the scoring of station‐specific common‐comparator videos by examiners as a means to overcome a fully nested design makes these processes novel.

Assessment format {#medu13783-sec-0008}
-----------------

The study was carried out within Year‐3 OSCE at Keele University\'s School of Medicine\'s 5‐year undergraduate medical degree. Students perform one OSCE per year; passing the OSCE is required for progression, although one re‐sit is allowed. The 12‐station OSCE comprised consultation skills, physical examination and procedural skills. Simulated patients were used in most stations, with real patients involved in two out of the 12 stations. All examiners were experienced clinicians and had undertaken OSCE examiner training (including video‐based benchmarking), received detailed station information in advance of the OSCE and attended a pre‐OSCE briefing and standardisation exercise.

Examiners allocated scores using Keele\'s domain‐based marking scheme, known as GeCos.[25](#medu13783-bib-0025){ref-type="ref"} Subscales are scored from 1 to 4 ('Must improve in this category' to 'Very good in this category') and summed. Each station had between five and six subscales. Additionally, examiners scored a 7‐point global score ranging from 1 (incompetent) to 7 (excellent), which was added to the sum of the domain‐scale scores for each question, giving a total score for each question out of either 27 points (where there were five subscales) or 31 points (where there were six subscales). Cut‐off scores for each station were calculated using borderline regression,[26](#medu13783-bib-0026){ref-type="ref"} derived from a further 5‐point standard setting scale, which was not included in this study as standard setting was not the focus of our inquiry. Examiners scored students' performance and recorded verbal feedback on electronic tablet devices using Keele\'s electronic OSCE feedback platform.[27](#medu13783-bib-0027){ref-type="ref"}

Owing to student numbers, the OSCE was conducted in four simultaneous parallel circuits (referred to as red, blue, green and orange lanes), each relying on different groups of examiners to deliver ostensibly the same OSCE. Station scenarios were the same across the four lanes. The OSCE was split over 3 days, with all students examined on the same four stations on each day, and attending on all three successive days. Students rotated through the OSCE in groups of five of six students, termed 'cycles', with three cycles of students in the morning and two cycles of students in the afternoon. Students were allocated to circuits sequentially based on their student numbers, which are generated in an essentially random process and are not expected to produce any systematic groupings. Students were examined in the same cycle in the same lane on each day. The layout of the parallel circuits and cycles of the OSCE are illustrated in Appendix [S1](#medu13783-sup-0001){ref-type="supplementary-material"}.

The majority of examiners judged the OSCE for half a day; a minority remained all day or returned for a second half‐day on a different day (therefore examining a different station). Nonetheless, there were eight different cohorts of examiners (the morning and afternoon cohorts for each of the four parallel circuits), with only limited recurrence of examiners between cohorts.

VESCA phase 1 procedures: filming {#medu13783-sec-0009}
---------------------------------

Following recruitment e‐mails to the entire year group, five students volunteered to be filmed during their OSCE and provided written consent. These students were allocated to the red lane in the first cycle of the morning of each day and were unobtrusively filmed (using ceiling‐mounted video cameras and hanging microphones) on 10 out of the 12 OSCE stations. The remaining two stations were excluded as they featured real patients and were outside the remit of the ethical approval. Two of the five available video performances were selected for each station on pragmatic grounds (generally the first two students to rotate through that station) to be shown to examiners in phase 2.

VESCA phase 2 procedures: video scoring {#medu13783-sec-0010}
---------------------------------------

Videos were segmented by IT staff to present the portion of time from students entering the station to them leaving, with neither scores nor examiners' audio feedback to students included. After both morning and afternoon sessions, the examiners from all four parallel lanes were invited to score comparison videos. Collectively, participating examiners from all examiner cohorts judged the same comparator videos, but each examiner only judged the two selected videos that were specific to the station they had examined. Despite having already scored the video performances 'live', examiners from the filmed circuit also scored the comparator videos so that their live and video scores could be compared. Examiners watched the performances in the same order on tablet computers, using earphones. They scored the performances and provided written feedback on paper versions of the electronic OSCE mark sheet. Filming and video scoring procedures were repeated on all 3 days of the OSCE, and as a result each of the eight examiner cohorts scored common video performances on 10 of the 12 stations.

VESCA phase 3: analysis {#medu13783-sec-0011}
-----------------------

Scores were collated from all students' live performances, along with all examiners' scores for comparator videos. The total possible score on each station varied (either 27 or 31 marks), which meant that they contributed different weights to students' total scores for the OSCE. As we judged that this could bias estimates of station difficulty, we opted to remove this weighting by converting total scores for each station to percentages. The study outcome measures comprised (i) the global scores for each student on each station and (ii) the percentage scores for each student on each station.

A Bland‐Altman plot[28](#medu13783-bib-0028){ref-type="ref"} was used to investigate whether any systematic bias existed between live and video scoring of performances, by comparing the subset of scores given by examiners who had provided both live and video‐based scores on the same student performances.

We chose many‐facet Rasch modelling (MFRM)[29](#medu13783-bib-0029){ref-type="ref"} to estimate the relative influence of examiner cohorts on students' global scores because global scores were ordinal with a small number of response categories. We modelled facets of student, station and examiner cohort. The analysis was run in FACETS by Winstep,[30](#medu13783-bib-0030){ref-type="ref"} which produces estimates for examiner‐cohort stringency, station difficulty and student ability. It also routinely provides model‐adjusted 'fair score' estimates (i.e. controls for examiner‐cohort stringency) as well as parameter estimates and fit statistics. We adopted the fit parameters recommended by Linacre;[31](#medu13783-bib-0031){ref-type="ref"} that is, that infit and outfit mean square values between 0.5 and 1.5 are considered useful for productive measurement whereas infit and outfit *Z*‐score values outside ± 2.0 indicate that the corresponding mean square values are statistically significantly different from 1.0. As a result, these measures indicate different features: the mean square values indicate the extent to which an item within a facet fits or misfits the pattern expected by the model, whereas the z‐standardised values indicate the likelihood of any variations having occurred by chance. No stations, students or examiner cohorts were removed from the analysis on the basis of fit (or any other) criteria. In support of the assumption of unidimensionality, we examined station global score to total global score Spearman\'s correlations for each station to determine whether stations contributed similarly to the overall global score.

We chose linear mixed modelling (LMM) to estimate the relative influence of examiner cohorts on students' total percentage scores. We chose LMM rather than MFRM because Rasch modelling is more appropriate for the analysis of binary and ordinal categorical data with relatively few response categories. The LMM fitted a linear mixed model to the entire dataset, using the following model: $$Y_{\mathit{ij}} = \beta_{0} + \beta_{1}Station_{\mathit{ij}} + \beta_{2}Cohort_{\mathit{ij}} + \alpha_{i} + \varepsilon_{\mathit{ij}}$$

where *Y* ~*ij*~ is a dependent variable representing total percentage score on observation *j* for student *i*,*β* ~0~ is the model intercept, *β* ~1~ is the coefficient representing the effect of station on the dependent variable, *β* ~2~ is the coefficient representing the effect of examiner cohort on the dependent variable, α~i~ is a random effect representing the underlying student ability (relative to the sample of students) and *ε* ~*ij*~ is an overall error term. These analyses were performed in R[32](#medu13783-bib-0032){ref-type="ref"} using LME4.[33](#medu13783-bib-0033){ref-type="ref"} R^2^ values were extracted using the Nakagawa and Schielzeth[34](#medu13783-bib-0034){ref-type="ref"} method in the r package MuMIn.[35](#medu13783-bib-0035){ref-type="ref"} As a follow‐up to examine the proportions of variance explained by the explanatory variables, we calculated the relative importance of station, cohort and student 'ability' using the 'relaimpo'[36](#medu13783-bib-0036){ref-type="ref"} package on a linear model. Although other methods of score adjustment could have been selected (e.g. mean equating[37](#medu13783-bib-0037){ref-type="ref"}), these would have relied on an assumption that student ability was equal across examiner cohorts. We chose our selected analytical methods as they enabled us to control for both examiner bias and student ability concurrently.

Percentage total scores were derived from multiple ordinal scales and might therefore be considered non‐interval. Prior research, however, has demonstrated that data that are summed or averaged from multiple Likert items behave similarly to interval data[38](#medu13783-bib-0038){ref-type="ref"} and parametric tests are robust for their analysis.[39](#medu13783-bib-0039){ref-type="ref"}, [40](#medu13783-bib-0040){ref-type="ref"} Moreover, summed or averaged data from multiple ordinal responses are commonly treated as intervals within assessment procedures in many institutions globally.

Next, we examined the distributions of the differences between students' raw and adjusted scores and changes in classification around a cut‐score. Data from the OSCE were supplied by the institution on the condition that we would not use the actual cut‐score from the OSCE to model alterations to pass or fail decisions, in case this produced concerns among students. Instead, for the purposes of understanding how the VESCA methodology operates, we examined its influence around a similar cut‐score. We derived this cut‐score using the borderline regression method,[26](#medu13783-bib-0026){ref-type="ref"} but interpolated from a different point on the standard setting scale (i.e. the *x*‐axis), which was within 0.5 scale points of the interpolation point used to set the actual standard. Similarly, we examined the influence around point 4 out of 7 on the global score, which denotes 'satisfactory' performance. We then compared the proportions of students who passed, failed or were reclassified (pass to fail, or fail to pass) between the raw and adjusted scores for both the total percentage scores and global scores.

Results {#medu13783-sec-0012}
=======

Completion rates and descriptive data {#medu13783-sec-0013}
-------------------------------------

A total of 116 students were examined. All five volunteer students completed filming and consented to use of their videos. A total of 67 unique examiners observed students within the 10 included stations; 13 examiners observed on two occasions. A total of 49 examiners agreed to take part in Stage 2 (including all 13 examiners who examined twice), giving a response rate of 73.1%. Examiner participation rates differed by examiner cohort (cohort 1, 80.0%; cohort 2, 80.0%; cohort 3, 60.0%; cohort 4, 70.0%; cohort 5, 50.0%; cohort 6, 70.0%; cohort 7, 100%; cohort 8, 100%) and correspondingly estimates of the influence of each examiner cohort were based on scores from between 10 and 20 comparator videos. Scores for video performances comprised 7.9% of the total dataset.

The OSCE had a Cronbach\'s alpha across stations of 0.62. Examiners used the full range of the global scale (ratings 1--7; median, 5.0; interquartile range \[IQR\], 2). Students' average global scores ranged from 3.6 to 5.8, with a mean of 4.7 and a standard deviation of 0.47. Percentage total scores ranged from 32.3% to 100.0% for individual students on individual stations. By contrast, the scores given by individual examiners to individual video performances ranged from 48.1% to 100.0%, with a mean value of 75.5%. Students average percentage total scores (i.e. the percentage of total they scored for the whole OSCE) had a mean of 75.9% and a standard deviation of 5.4%. Collectively, these data suggest that the video performances showed a range of student ability that was broadly similar to the rest of the OSCE. Unadjusted station difficulty ranged from easiest at a mean total percentage score of 79.1% to hardest with a mean total percentage score of 70.9%.

Comparison between live and video scoring {#medu13783-sec-0014}
-----------------------------------------

A total of 20 student performances were scored both live and via video by the same examiners, with a delay between these ratings of approximately 2.5 hours. Bland--Altman plots (Fig. [1](#medu13783-fig-0001){ref-type="fig"}) demonstrated mean differences for both measures that did not statistically significantly differ from zero. Furthermore, there seemed to be no obvious bias regarding the size or direction of the difference with change in underlying value of the measure (Fig. [1](#medu13783-fig-0001){ref-type="fig"}).

![Bland--Altman plots of global score (left) and total percentage score (right); positive difference indicates live scored higher than video. Bold dotted lines represent the mean difference and 95% confidence intervals \[CIs\] (limits of agreement) of the differences, and the light dotted lines represent the 95% CIs for these values](MEDU-53-250-g001){#medu13783-fig-0001}

Influence of examiner cohorts on overall global scores (MFRM) {#medu13783-sec-0015}
-------------------------------------------------------------

Fit statistics from the many‐facet Rasch model indicated good fit between the data and the model. All examiner cohort facets had infit and outfit mean square values between 0.5 and 1.5, and infit and outfit z‐standardised values of ±2.0, indicating values that were productive for measurement. Standard errors for each examiner cohort were similar, with a median of 0.065 logits and a range from 0.06 to 0.08 logits. This indicates that error variability in examiner cohorts was similar (Table [1](#medu13783-tbl-0001){ref-type="table"}).

###### 

Standard error values for each examiner cohort derived from the many‐facet Rasch modelling (in logits) and the linear mixed modelling (in percentage points)

  Examiner cohort   MRFM Standard error (logits)   LMM Standard error (percentage score points)
  ----------------- ------------------------------ ----------------------------------------------
  1                 0.06                           1.44
  2                 0.08                           1.70
  3                 0.06                           1.53
  4                 0.08                           1.70
  5                 0.06                           1.54
  6                 0.08                           1.71
  7                 0.06                           1.48
  8                 0.07                           1.64

LMM = linear mixed modelling; MFRM = Many‐facet Rasch modelling

John Wiley & Sons, Ltd

All stations had infit and outfit mean square values between 0.5 and 1.5. A total of 8 out of 12 stations had infit and outfit z‐standardised values of ±2.0. A total of 4 stations showed infit or outfit z‐standardised values outside of this range: station 8 (infit, 3.2; outfit, 3.2); station 6 (infit, 2.6; outfit, 2.5); station 2 (infit, −2.1; outfit, −2.0); station 10 (infit, −2.3; outfit, −2.3). Notably, although these z‐standardised values indicate that the corresponding infit and outfit mean square values were statistically significantly different to 1.0, the fact that their mean square values were within the range 0.5--1.5 indicates that the magnitude of these deviations was small, and that correspondingly the fit of these stations was still productive for measurement. Station score to total score Spearman\'s correlations were similar for all stations, with a median of rho = 0.40 and a range of rho = 0.31 to 0.52.

The majority (78.4%) of students' values showed good fit with both mean square values and z‐standardised values within the productive measurement range. Moderate underfit was shown by 9.4% of students, with mean square values \>1.5‐≤2.0; however, none of the z‐standardised values for these students was outside of ±2.0, indicating that these differences were not statistically significant. Three students (2.6%) showed more pronounced underfit, with mean square values \>2.0. All of these students also showed z‐standardised values outside of ±2.0, indicating this underfit was statistically significant. Overfit was shown by 9.4% of students, with mean square values \<0.5. Of these, only four students (3.4%) had z‐standardised values outside of ±2.0.

Examiner cohorts differed in their stringency or leniency, with a model‐adjusted fair score of 4.53 out of 7.0 units of the assessment\'s global score for examiner‐cohort 3 and a model‐adjusted fair score of 5.00 out of 7.0 units of the assessment\'s global score for examiner‐cohort 6, a difference of 0.47 out of 7.0 (6.9% of the global scale). These results indicate that a student of a given ability (at the middle of ability distribution) examined by examiner‐cohort 3 received a score 0.47 global‐scale points lower than a student of the same ability examined by examiner‐cohort 6. As the standard deviation of students' ability on the model‐adjusted global score was 0.49 units of the global scale, this represents a Cohen\'s *d* effect size of 0.96 for the maximal difference between examiner cohorts. The Rasch separation reliability was 0.79, indicating that these facets could be reliably separated. These data are shown in relation to the influence of the other facets in the Wright Map in Fig. [2](#medu13783-fig-0002){ref-type="fig"}.

![Wright map showing relative influence of students, stations and examiner cohorts on overall global scores](MEDU-53-250-g002){#medu13783-fig-0002}

Influence of examiner cohorts on total percentage scores (LMM) {#medu13783-sec-0016}
--------------------------------------------------------------

The marginal R^2^ for the model, expressing the amount of variance the fixed effects (i.e. station and cohort) explained, was 0.09. The conditional R^2^, expressing the amount of variance the fixed and random effects (i.e. student 'ability') jointly explain, was 0.17. When broken down, station explained 26.1%, examiner cohort 5.7% and student ability 68.1% of the total score variance. As with the MFRM, standard errors were similar for examiner cohort, with a median of 1.59% and a range of 1.44% to 1.71%, again indicating that error variance was similar across examiner cohorts (Table [1](#medu13783-tbl-0001){ref-type="table"}).

The model showed that five of the remaining seven examiner cohorts were statistically different (p\< 0.05) from the adjusted estimate for the lowest scoring examiner cohort (examiner‐cohort 4), indicating differences between these examiner cohorts in their scoring tendencies. Score adjustments for the examiner cohorts (i.e. the scores the different examiner cohorts would give to the same student performance) ranged from −3.2% for examiner‐cohort 4 to +2.5% for examiner‐cohort 5 (relative to the mean cohort adjustment), a difference of 5.7%. Given that the standard deviation for the adjusted values for student\'s ability on this measure was 5.4%, this represents a Cohen\'s *d* effect size of 1.06. These data are shown in relation to the influence of the other facets in Fig. [3](#medu13783-fig-0003){ref-type="fig"}.

![Diagram showing the relative influence of students, stations and examiner cohorts on total percentage scores](MEDU-53-250-g003){#medu13783-fig-0003}

Effect of adjusting for influence of examiner cohorts on students' scores {#medu13783-sec-0017}
-------------------------------------------------------------------------

The distribution of differences between the raw global scores and their corresponding model‐adjusted global scores had a root mean squared error (RMSE) of 0.14 and a standard deviation of 0.16. The greatest increase in global scores was from 3.83 raw to 4.05 adjusted (difference of 0.22 units of global score \[3.1%\]), whereas the greatest decrease in scores was from 4.08 raw to 3.78 adjusted (difference of 0.30 units of global score \[4.3%\]). The percentage of students whose score changed by at least ±0.24 (equivalent to a Cohen\'s *d* of 0.5) was 8.6%.

Comparing students' model‐adjusted global scores with a cut‐score of 4.0 out of 7.0 produced a change in classification for 6.0% of students. Of these, three students (2.6%) passed who would otherwise have failed, whereas four students (3.4%) failed who would otherwise have passed. Five students (4.3%) failed by both methods and the remainder (89.7%) passed by both methods. These data are shown in Fig. [4](#medu13783-fig-0004){ref-type="fig"}. Of the students who changed classification, only one showed very mild underfit (MnSq = 1.52), which was not statistically significant (z‐standardised = 1.3). The remainder of the reclassified students showed good fit to the model.

![Plot of raw versus model‐adjusted overall global scores for individual students for global and total percentage scores. Note: students indicated by triangles (▴) changed from fail to pass when scores were adjusted; students indicated by diamonds (♦) changed from pass to fail when scores were adjusted; students indicated by squares (■) passed under both conditions; and students indicated by circles (●) failed under both conditions](MEDU-53-250-g004){#medu13783-fig-0004}

The distribution of differences between the total percentage raw scores and their corresponding model‐adjusted fair scores had an RMSE of 1.69% and a standard deviation of 1.96%. The greatest increase in scores was from 66.58 to 69.14 (difference of 2.56%), whereas the greatest decrease in scores was from 84.92 to 81.74 (difference of −3.18%). The percentage of students whose score changed by at least 2.7% (equivalent to a Cohen\'s *d* of 0.5) was 9.5%.

Borderline regression produced an artificial cut‐score of 67.4%. Comparing students' model‐adjusted total percentage scores with this cut‐score produced a change in classification for 6.0% of students. Of these, one student (0.8%) passed who would otherwise have failed, whereas six students (5.2%) failed who would otherwise have passed. Six students (5.2%) failed by both methods and the remaining 103 students (88.8%) passed by both methods. These data are shown graphically in Fig. [4](#medu13783-fig-0004){ref-type="fig"}.

Discussion {#medu13783-sec-0018}
==========

Summary of results {#medu13783-sec-0019}
------------------

In this study, we have described the preliminary use of VESCA as a novel intervention to measure and adjust for the influence of different examiner cohorts within a single, fully nested OSCE examination. Examiners showed no systematic differences in their scoring of live and video‐based performances, and use of the three‐stage procedure of: (i) videoing students' live OSCE performances; (ii) asking examiners to score station‐specific common‐comparator videos, and (iii) comparing and adjusting for the influence of examiner cohorts proved feasible. Examiner cohorts differed in their leniency or stringency, accounting for differences of up to 6.9% (Cohen\'s *d* = 0.96) in global scores and 5.7% (Cohen\'s *d* of 1.06) in total percentage scores. Notably, examiner cohorts' rank ordering of leniency and stringency differed across the two measures. Use of model‐adjusted scores changed students' classifications around our artificial (but similar to the real) cut‐scores from fail to pass for 3.4% and 0.8% of students with global scores and total percentage scores, respectively, whereas 2.6% and 5.2% of students moved from pass to fail with global scores and total percentage scores, respectively.

Implications of findings {#medu13783-sec-0020}
------------------------

Objective structured clinical examinations and other standardised clinical examination formats forgo the authenticity of observation in clinical practice in order to achieve comparable and fair assessments. This focus on standardisation is important both to reassure the public that a common standard has been achieved and maintain learners' trust in the fairness of examinations. Ensuring that scores adequately reflect performance is paramount to the validity of assessments.[41](#medu13783-bib-0041){ref-type="ref"}, [42](#medu13783-bib-0042){ref-type="ref"} The utility of assessments emanates from a compromise between several features and no assessment reaches perfect reliability.[43](#medu13783-bib-0043){ref-type="ref"} Nonetheless, the practice of conducting multiple parallel versions of ostensibly the same OSCE examination can be seen to introduce a rarely examined, but important, source of construct irrelevant variance, which has the potential to influence categorisation of a substantial subset of students. Although prior work has attempted to estimate the reliability of fully nested OSCEs,[24](#medu13783-bib-0024){ref-type="ref"} estimation remains difficult and Cronbach\'s alpha is often used as a surrogate measure.[44](#medu13783-bib-0044){ref-type="ref"} Notably, Cronbach\'s alpha is not capable of illustrating variance that arises as a result of examiner cohorts, suggesting that other methods are needed to monitor (and potentially adjust for) the influence of different examiner cohorts.

Assumptions regarding the origins of examiner‐cohort variability are critical to interpreting these findings, specifically whether such variance represents a random or systematic influence on students' scores. Classical test theory views assessor variance as random,[45](#medu13783-bib-0045){ref-type="ref"} suggesting that examiner‐cohort effects might disappear with greater sampling or reduced error variance.[8](#medu13783-bib-0008){ref-type="ref"} Although the reliability of the OSCE was less than ideal (α=0.62), it was similar to the average value of α=0.66 determined by meta‐analysis of other OSCEs,[44](#medu13783-bib-0044){ref-type="ref"} suggesting that our findings have ecological validity. Nonetheless, this emphasises the importance of examiner training, benchmarking and clear marking criteria to ensure acceptable reliability of OSCEs, especially when used for summative assessment. Equally, as reliability is often influenced more by station specificity than by examiner variability, increasing the number of stations is likely to produce larger increases in reliability than examiner‐focused approaches.[8](#medu13783-bib-0008){ref-type="ref"}

Conversely, many medical schools run OSCEs across multiple geographically dispersed sites,[18](#medu13783-bib-0018){ref-type="ref"}, [46](#medu13783-bib-0046){ref-type="ref"} in which the examiners at each site are drawn from clinicians who practise locally and who rarely interact with clinicians from other sites. In this (very common) instance it is reasonable to suggest that examiner cohorts could be systematically different in their practice norms and beliefs, the cohorts of trainees to whom they are exposed, their specialty mixes and their level of specialisation. In such instances, it is more plausible that differences in examiner cohorts might represent a systematic effect, which might persist despite increased numbers of stations or examiners. Such differences would be especially relevant to examinations conducted between multiple institutions or national examinations. The geographical differences suggested by Sebok et al.[23](#medu13783-bib-0023){ref-type="ref"} in Canada and the regional variations in standard setting for knowledge tests observed in the UK[47](#medu13783-bib-0047){ref-type="ref"} both hint at the potential for important systematic variations of this kind, which have the possibility to negatively impact fairness or even patient safety. Consequently, developing a means to measure (and potentially adjust for) differences between examiner cohorts may help to support the validity of multi‐circuit, distributed or national OSCE examinations.

Some prior studies[48](#medu13783-bib-0048){ref-type="ref"}, [49](#medu13783-bib-0049){ref-type="ref"} have attempted similar analyses by using data from several successive iterations of the examinations and relying on natural movement of examiners to producing partial crossing. Such methods implicitly assume that examiner effects are fixed over time (in both studies around 1 year) and ignore examiner by station interactions. Substantial examiner by station interactions have previously been demonstrated,[50](#medu13783-bib-0050){ref-type="ref"} whereas Harik et al.[51](#medu13783-bib-0051){ref-type="ref"} showed that the utility of estimates of examiner differences markedly reduces by 5--6 months after the estimates are made. We believe that VESCA represents an improvement on these methods as it uses both: (i) station‐specific comparator data, and (ii) estimates of examiner effects generated within a few hours of the assessment. It may be possible to design assessments in a manner that enables sufficient crossing or linkage through overlapping examiners, thereby foregoing the need for video‐based performances. Although such solutions may be feasible within a constrained locality, they are unlikely to be possible within a distributed examination, without making similar assumptions about either station specificity or examiner stability over time.

Limitations {#medu13783-sec-0021}
-----------

Despite these strengths, the study has some limitations. Use of video‐based performances to achieve partial crossing (or linkage) in the data assumed that examiners' scoring of video performances was representative of their live scoring tendencies. The lack of systematic differences between video and live scores is reassuring, but future work should investigate cognitive or social implications of video‐based judgements to support this assumption. Analyses viewed the stringency or leniency of examiner cohorts as fixed effects, thereby ignoring examiner × student interactions,[52](#medu13783-bib-0052){ref-type="ref"} or rater idiosyncrasy[53](#medu13783-bib-0053){ref-type="ref"} which could make the model less dependable, especially at the level of individual students. In particular, the relatively low reliability implies that the degree of residual (random) error was fairly substantial. As the analyses could only adjust for fixed effects, this limits their dependability and includes the possibility that in some instances adjustment may have made the scores less accurate. Although further empirical or simulation work is undoubtedly required to understand this possibility, such concerns need to be viewed in the context of the threat to validity that examiner stringency or leniency is already known to pose.[54](#medu13783-bib-0054){ref-type="ref"} A small minority of students (6.0%) fitted the MFRM poorly. As a result, their adjusted scores should be interpreted with caution. Analysis did not model other factors known to influence examiners' scoring, for example, rater drift[55](#medu13783-bib-0055){ref-type="ref"} or contrast effects.[56](#medu13783-bib-0056){ref-type="ref"}, [57](#medu13783-bib-0057){ref-type="ref"} Future developments of the model might seek to estimate and incorporate the influence of these effects.

We modelled the influence on students' classification around artificial cut‐scores. Notably, the number of students whose classification is altered by the adjustment is dependent on where the cut‐score falls within the distribution of students' ability. As a result, a higher or lower cut‐score is likely to produce different results. Nonetheless, in line with the developmental intent of the research, these findings illustrate the potential influence of score adjustment on students' classification.

Estimates of the influence of examiner groups relied on the partial crossing provided by the video‐based performance. It is unclear whether the two videos each participating examiner scored (a maximum of 20 videos per cohort) were sufficient to ensure dependable linkage, particularly for examiner cohorts with lower participation rates. It is likely that a larger number of performances is required to produce dependable estimates. Further empirical or simulation work is needed to determine sampling requirements and the extent to which estimates are improved by greater numbers of videos. The common‐comparator video performances were selected on convenience; purposive selection of videos showing disparate levels of students' performance might have improved the diagnostic precision of the model. Students who featured in the videos were volunteers, which could limit the generalisation of their performances to the wider student cohort, although (as described in the results) the distribution of students' abilities in the videos appears to have been broadly representative of wider student ability.

Our methods assumed that videoing students' performances in the OSCE had no influence on either students' or examiners' behaviour. Although the unobtrusive ceiling‐mounted positions of the cameras may have mitigated any such effect, future investigation should consider whether cameras increase students' test anxiety[58](#medu13783-bib-0058){ref-type="ref"} or alter examiner behaviour.

Lastly, although the procedures we have developed aim to measure and adjust for differences between examiners, they are not capable of accounting for any other systematic differences between parallel circuits of the examination. If, for example, simulated patients in one circuit portrayed cases in a manner that made them more difficult for students than simulated patients in other circuits, the VESCA procedures would neither measure nor adjust for that effect and estimates of students' abilities in that circuit would tend to be inappropriately reduced.

Future study {#medu13783-sec-0022}
------------

Future research should seek to address the limitations described. Empirical work is required to understand and optimise the filming process to ensure the best presentation of information to examiners, and to develop filming methods that are adequately unobtrusive but cost‐effective enough to use at scale. Study of the sampling requirements (i.e. the number of videos required to create adequate crossing) and the extraneous influences (random error, rater drift and contrast effects) on the dependability of modelling, as well as the relative merits of different modelling approaches, is needed to enhance the technique. Qualitative or theory‐driven research should explore users' perceptions of being filmed, as well as the impact of the intervention on assessment behavior, and the acceptability to students, staff, patients and members of the public of adjusted scores for assessment purposes.

Conclusions {#medu13783-sec-0023}
===========

We have developed a novel collection of processes to estimate and adjust for the influence of different examiner cohorts in fully nested, multi‐circuit OSCEs. Pilot use of the technique suggests that examiner cohorts can have a substantial influence on the scores of a significant minority of students and could potentially influence categorisation of around 6.0% of students. Although institutions should rely primarily on assessment design (including sufficient sampling and examiner training) rather than post hoc adjustment to ensure adequate reliability in summative OSCEs, development and validation of VESCA may offer a valuable means to compare standards of assessment judgements between geographically dispersed locations or in national examinations.
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**Appendix S1**. Configuration of parallel lanes and circuits of Day 1 of the OSCE. Figure illustrates: (i) the filmed subset of students; (ii) the eight separate examiner cohorts, and (iii) the timing of video scoring.
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Click here for additional data file.
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