Low-temperature statistical mechanics of the QuanTizer problem: fast
  quenching and equilibrium cooling of the three-dimensional Voronoi Liquid by Hain, Tobias M. et al.
ar
X
iv
:2
00
9.
05
41
6v
1 
 [c
on
d-
ma
t.s
of
t] 
 11
 Se
p 2
02
0
Low-temperature statistical mechanics of the QuanTizer problem: fast
quenching and equilibrium cooling of the three-dimensional Voronoi Liquid
Tobias M. Hain,1, 2, 3 Michael A. Klatt,4 and Gerd E. Schröder-Turk3, 5, 2, 6
1)Institut für Mathematik, Universität Potsdam, Karl-Liebknecht-Str. 24-25, D-14476 Potsdam OT Golm
2)Physical Chemistry, Center for Chemistry and Chemical Engineering, Lund University, Lund 22100,
Sweden
3)Murdoch University, College of Science, Health, Engineering and Education, Mathematics and Statistics, 90 South St,
Murdoch WA 6150, Australia
4)Department of Physics, Princeton University, Princeton, NJ 08544, USA
5)Department of Food Science, University of Copenhagen, Rolighedsvej 26, 1958 Frederiksberg C,
Denmark
6)Email for correspondence: g.schroeder-turk@murdoch.edu.au
(Dated: 14 September 2020)
The Quantizer problem is a tessellation optimisation problem where point configurations are identified such that the
Voronoi cells minimise the second moment of the volume distribution. While the ground state (optimal state) in 3D
is almost certainly the body-centered cubic lattice, disordered and effectively hyperuniform states with energies very
close to the ground state exist that result as stable states in an evolution through the geometric Lloyd algorithm [Klatt
et al. Nat. Commun., 10, 811 (2019)]. When considered as a statistical mechanics problem at finite temperature, the
same system has been termed the ‘Voronoi Liquid’ by [Ruscher et al. EPL 112, 66003 (2015)]. Here we investigate the
cooling behaviour of the Voronoi liquid with a particular view to the stability of the effectively hyperuniformdisordered
state. As a confirmation of the results by Ruscher et al., we observe, by both molecular dynamics and Monte Carlo
simulations, that upon slow quasi-static equilibrium cooling, the Voronoi liquid crystallises from a disordered configu-
ration into the body-centered cubic configuration. By contrast, upon sufficiently fast non-equilibrium cooling (and not
just in the limit of a maximally fast quench) the Voronoi liquid adopts similar states as the effectively hyperuniform
inherent structures identified by Klatt et al. and prevents the ordering transition into a BCC ordered structure. This
result is in line with the geometric intuition that the geometric Lloyd algorithm corresponds to a type of fast quench.
The following article has been submitted to The Journal of
Chemical Physics. After it is published, a link to the published
article will be provided here.
I. INTRODUCTION
Geometric optimization problems of tessellations search for
partitions of space into cells with certain optimal geometric
properties. Often these geometric properties can be expressed
as energy functionals, so that the global optimum corresponds
to the ground state of a physical system. Thus, the geometric
optimization problem relates fundamental questions in math-
ematics and physics. Famous examples in three dimensions
(3D) are the Kelvin problem1,2 (that is, the search for a tessel-
lation with equal volume cells that have the least surface area)
and the Kepler problem3 (that is, the search for cells with the
highest packing fraction of impenetrable spheres).
While global optima correspond to ground states of phys-
ical systems, local optima correspond to inherent structures
(that is, local minima of a complex energy landscapes). At
low-temperature, an equilibrium system will typically be dif-
ferent from a non-equilibrium state that is reached by a
quench. Such a fast non-equilibrium cooling often leads to
glass-like, highly disordered states. There are, however, also
potentials that exhibit disordered ground state and that are
hence often highly degenerate. Examples include stealthy po-
tentials, where the ground states suppress single scattering
up a finite wave number K. The potential suppresses den-
sity fluctuations at large scales4–6, and as a rigorous conse-
quence, the ground state does not allow for arbitrarily large
holes7,8. Another class of examples are models of “perfect
glass”, which involve up to four-body interactions and do not
allow for crystalline ground states (but only disordered con-
figurations)9. Disordered ground states have also been empir-
ically found in vertex models that optimize the isoperimetric
ratios of cells (modelling biological tissues)10,11.
More generally, we are here interested in models with en-
ergy landscapes that allow for metastable amorphous states
that have energies close to the crystalline ground state.
The geometric optimization problem that we consider here
is the Quantizer problem12,13, that is, we optimize the sec-
ond moment of inertia of each cell. Intuitively speaking, the
optimization prefers equal-volume cells with “sphere-like”
shapes. It is a prominent problem in computer science, where
it is applied for example in compression algorithms14 or mesh
generation of two-dimensional manifolds15. In recent years,
the Quantizer problem has attracted attention in physics since
it relates to a many-body interaction that results in surprising
physical and geometrical properties16–19.
Given a configuration of N points in Euclidean space, the
Voronoi quantizer (or Voronoi tessellation) assigns to each
point zi a cell Ci that contains all sites in space that are closer
to that point than to any other point in point pattern20. The
cells subdivide space without overlap. The Quantizer energy
Ei of a single cell Ci is then defined as the moment of iner-
tia of the cell interpreted as a solid object and measured with
respect to the Voronoi center zi13,16,17. More precisely, the to-
tal energy E of the system is the sum of the cell energies Ei,
2defined as follows:
E =
N
∑
i=1
Ei with Ei = γ
∫
Ci
‖x− zi‖
2dx. (1)
where γ is a coefficient to set the dimension of eq. 1 to an
energy and N is the number of points (respectively cells).
The Quantizer problem is defined for a fixed number of
points N. Note that this formulation of the Quantizer en-
ergy is extensive, in contrast to the intensive Quantizer error,
which is the rescaled sum of all single cell energies (see19 for
more details). The energy functional can also be expressed
by the Minkowski tensors21 of the cell Ci (see below)19. The
Quantizer energy functional assigns an energy to each point
configuration in Euclidean space. The Quantizer problem in
computer science has thus been reformulated as a ground state
problem in statistical physics16.
In 3D, the conjectured optimal solution of the Quantizer
problem, that is, the ground state, is the body-centered cu-
bic (BCC) lattice22. It is closely related Kelvin’s conjectured
equal-volume cells with least surface area2,23. A conjecture
that was later disproven by the counterexample of Weaire and
Phelan1. The proof of the Kepler conjecture (that no packing
of monodisperse spheres has a larger packing fraction than the
face-centered cubic (FCC) packing) reformulates the problem
as an optimization problem of tessellations (includingVoronoi
cells)3.
Here, we are interested in disordered inherent structures
with energies close to that of the ground state. Following the
approach form Ruscher, Baschnagel, and Farago 17 , we study
both equilibrium and non-equilibrium dynamics of a many-
particle system whose energy is defined by a rescaled Quan-
tizer energy, that is, a geometrically driven particle system
with many-body interactions. Our focus is on order/disorder
transitions, that is, on the degree of structural order and disor-
der of different states and how it changes during melting, slow
cooling, or a quench.
Ruscher et al. studied in detail this many-particle system
from a thermodynamic point of view17,18,24 and found in-
triguing physical behavior like an anomalous sound attenu-
ation25. They named the system the Voronoi liquid. The dis-
tinct difference to well-established model systems such as the
Lennard-Jones fluid is that the interactions in the Voronoi liq-
uid are intrinsically many-body. Ruscher, Baschnagel, and
Farago 17 report theoretical considerations as well as molec-
ular dynamics (MD) simulations that show that the Voronoi
liquid in many ways behave similar to an ordinary fluid, in-
cluding a scaling law for its free energy and derivated quanti-
ties as well as dynamic and structural properties. Furthermore
a melting and freezing transition when heating and cooling the
system are found, showing a metastable state with a hystere-
sis and under and overcooled states18. Ruscher et al. studied
the Voronoi liquid as a model glass former where crystalli-
sation is prevented by the integration of a term correspond-
ing to bidispersity24,26. Their work without the polydisper-
sity term17, and the results of this paper, show that the system
without polydispersity and defined by eq. 1 shows a conven-
tional order/disorder transition upon heating or cooling.
Here, we are specifically interested in a better understand-
ing of the inherent structures of the Quantizer problem. In a
recent study Klatt et al. 19 , the so-called Lloyd’s algorithm27
was applied to a broad range of distinctly different random
point patterns to find minimal energy point-configurations. At
each step of the algorithm, each point is replaced by the cen-
ter of mass of its Voronoi cell. Klatt et al. 19 showed that upon
application of a sufficient number of iterations of the Lloyd
algorithm all initial random point configurations converged
to configurations that are amorphous and universal with the
same two-point statistics and Minkowski tensors within error
bars. Moreover, these final configurations are effectively hy-
peruniform, that is, they exhibit a strong suppression of large-
scale density fluctuations28,29, as measured by the hyperuni-
formity index H = limk→0 S(k)/maxS(k)29,30 with values of
H . 10−4. We will here refer to these configurations as the
converged Lloyd state(s).
In this article on the Quantizer energy, we study both the
equilibrium behavior and non-equilibrium quenches. We thus
reproduce and confirm results found by Ruscher, Baschnagel,
and Farago 17 . Therefore, we use besides MD also Monte-
Carlo (MC) simulations. Moreover, we vary cooling rates to
study both crystallization and the freezing in inherent struc-
tures. We thus further probe the energy landscape of the
Quantizer problem to address the question of the stability of
the disordered, effectively hyperuniform states to which the
Lloyd algorithm converges19. Since we here study in detail
the Quantizer problem at finite temperature T , we refer to it
as the “QuanTizer problem”.
This article is structured as followed: in section II we give
details about our simulations, in section III we present our
results and address the question if a disordered, stable state
for the Quantizer problem exists, before we give a summary
of this article in section IV.
II. METHODS
Three different numerical methods for the evolution of a
point pattern are used in this study: Lloyd’s algorithm27 is a
purely geometric algorithm used to compute gradient-descent-
like quenches as previously and is used in the same way as in
Klatt et al. 19 . Molecular Dynamics (MD) and Monte Carlo
(MC) codes are used to determine statistical properties of qua-
sistatic (slowly cooled or heated) systems. Molecular Dynam-
ics is also used to calculate the non-equilibrium evolution of
the system when it is quenched, that is, with fast cooling rates.
Throughout this article we will use reduced units. The unit
of length is λ = ρ−1/3, where ρ is the number density. Thus,
we choose ρ = 1. Each sample contains N = 2000 particles
in a cubic simulation box (of side length 20001/3λ ≈ 12.6λ )
using periodic boundary conditions. The unit of energy is
[E] = ε = γλ 5/1000, where the factor 1000 is chosen fol-
lowing Ruscher, Baschnagel, and Farago 17 . The unit of tem-
perature is [T ] = ε/k, where k is the Boltzmann factor. All
particles have the same mass m, which here defines the unit
of mass. The arbitrary unit of time for the MD simulation
is [t] = δ (Note that the MC simulation and Lloyd algorithm
3have no time scale.)
Monte Carlo method We use a simple single-step
Metropolis algorithm31 implemented in the software package
MOCASINNS32,33: a trial move is chosen by selecting a ran-
dom particle xi in the system and move it by a random dis-
placement vector ∆x. The energy difference ∆E for this po-
tential new configuration is then computed. The probability
of accepting this trial move p(∆E) is then given by
p(∆E) =
{
1 for ∆E < 0
exp
(
−∆E
kT
)
for ∆E ≥ 0
(2)
for a given system temperature kT . If the trial move is ac-
cepted, the particle is left at its new position, if the move is
declined it is moved back to its original position. The di-
rection of the random displacement vector ∆x is random, its
length ‖x‖ is chosen such as about half of the trial steps are
accepted. This is achieved by checking the acceptance ratio
in fixed intervals of Monte Carlo steps, and doubling the step
size if the acceptance ratio is higher than 0.65 or cutting it in
half for an acceptance ratio smaller than 0.35. A lookup table
was created to quickly find an appropriate step size for a given
particle number and temperature.
An essential part of this algorithm is the computation of the
energy difference. To improve performance, only the energies
of the cells affected by the move are recomputed according to
eq. (1). This definition of the energy is essentially the second
moment of the mass distribution of the cell and thus can be
expressed as the trace of the Minkowski Tensor W 2,00 : E =
tr
[
W
2,0
0 (Ci)
]
. Minkowski Tensors are a comprehensive set of
metrics, describing geometric properties of a body21,34.
The computation of the cell energy is carried out in two
steps: first the Voronoi cell of a particle is computed using the
voro++ software package35, the coordinates of the vertices
and edges are then parsed into KARAMBOLA34, a tool to com-
pute the Minkowski tensors. The cell energy is then obtained
by computing E = tr
[
W
2,0
0 (Ci)
]
. The total energy of a system
is just the sum of all individual cell energies.
Molecular Dynamics is a method to simulate particle sys-
tems by forward integration of Newton’s equation of mo-
tion ai =
Fi
mi
in time for each particle, thus computing the
exact trajectory for each constituent. The essential part of
each MD code is thus the computation of the force acting on
each particle. We follow Ruscher, Baschnagel, and Farago 17
and define the force on the i-th particle as Fi = γτ i, where
τ i = Vi · (ci− zi) is the so-called polarisation vector with ci
being the centroid, zi the generator, thus position of the i-th
particle, and Vi the volume of the i-th cell. The computation
of the position of the cell’s centroid as well as its volume is
done using the software VORO++35.
A velocity Verlet integrator coupled with a simple Nosé-
Hoover thermostat36 was used to integrate the equation of mo-
tions. The Nosé-Hoover thermostat adds an additional term
Q
2 s˙
2− ( f + 1)kTeq to the Lagrangian of the system to repro-
duce configurations from the NVT ensemble at a tempera-
ture kT . s is an variable associated with the thermostat, f
is the number of degrees of freedom of the system, kTeq the
temperature of the NVT ensemble and Q determines the time
scale of the temperature fluctuations introduced by the ther-
mostat. We implemented the formulation by Martyna, Tobias,
and Klein 37 . In each integration step, time is advanced by a
time step ∆t and the positions xi and velocities x˙i of each par-
ticle as well as the thermostat variable s and its derivative s˙ are
updated accordingly.
Lloyd’s algorithm is a purely geometric algorithm to min-
imise the Quantizer energy. It comprises the reposition of a
simple step: move the generator of a cell zi, thus a particle, to
the centroid of its cell ci.
A typical simulation run, either MD or MC, would con-
sist of the following steps: first, an initial configuration is ini-
tialised with a given particle number N and system size.
Initial configurations can be generated as perfect BCC crys-
tal or as an ideal gas, thus each component of each particle is
chosen uniformly random across the simulation box, corre-
sponding to a binomial point process. Furthermore simulation
can be initialised with arbitrary point configurations read from
simple text files, so a previously saved simulation snapshot
can be used as initial configuration.
The next step is to choose a cooling schedule: a tempera-
ture step size k∆T as well as a number of temperature steps
NkT is set. For each temperature a set amount of MD or MC
steps, called relax steps are performed to get the system to
thermodynamic equilibrium. Once these are done, another set
of steps, called measurement steps are performed and relevant
measurements are taken, the most important being the energy
and τ order parameter. After these are done, the system tem-
perature is increased by k∆T . This is repeated until the final
number of temperature increments has been added. In ourMD
simulations, the cooling rate is defined as σ = k∆T#relax steps·∆t
and thus has the units of energy over time. For MD or MC
quenches, this cooling schedule would simply consist of a sin-
gle temperature kT = 0.
The measurement used to describe structures in this study
are essentially the Quantizer energy, the Structure factor S(k)
and the τ order metric4. The structure factor is the magnitude
of the scatter intensity of a structure. For a single snapshot
of particles in a cubic box of length L with periodic boundary
conditions it is given as29,38
S(k) =
1
N
∣∣∣∣∣
N
∑
i=1
e−ik·xi
∣∣∣∣∣
2
(3)
where the sum runs over all particles in the system, k = ‖k‖,
and k ∈ { 2pi
L
(h,k, l) : (h,k, l) ∈ Z3}.
The τ order metric measures spatial correlations on all
length scales and is defined as
τ :=
ωd
(2pi)d
∫ ∞
0
kd−1 [S(k)− 1]2 dk, (4)
where, d is the dimension, in our case d = 3, ωd is the sur-
face area of a unit ball in d dimensions (ω3 = 4pi) and S(k)
the structure factor. For a completely disordered, uncorrelated
structure τ vanishes, while it diverges as soon as Bragg peaks
appear, i.e. especially for systems with a perfect long range
4order like crystals. Since this parameter unites a large amount
of information into a single scalar value it is prone to mainly
two errors: small changes in the structure can cause signifi-
cant change in magnitude of τ , we estimate this error by com-
puting the standard error of multiple runs with identical pa-
rameters to ∆τstat = 0.1− 0.15, depending on the parameters
chosen. Systematic errors caused by the choice of the binning
of S(k) as well as an upper integration cutoff kmax can not
be avoided. By computing the standard deviation of different
binnings of a single system. We estimate these systematic er-
rors to ∆τsys = 0.9. Combining both statistical and systematic
errors, we assume a total error of ∆τ ≈ 1, which is in line with
the previous analysis by Klatt et al. 19 .
A detailed list of the parameters used to generate the data in
this article is provided in appendix VII B. Unless stated oth-
erwise, temperature is quantified by kT with the Boltzmann
constant k and has units of energy, [kT ] = ε . All time steps δ t
have time unit [δ t] = δ .
III. RESULTS
Our key results concern the structures obtained by a quench
of the system, especially in relation to the converged Lloyd
states described by Klatt et al. 19 . However, we first de-
scribe our reproduction of the findings of Ruscher 18 of an
order/disorder transition encountered upon slow equilibrium
melting or cooling. Figures 1 and 2 show our results regarding
the order/disorder transition upon slow equilibrium cooling or
melting.
Figure 1 shows MD simulations essentially of the same
system investigated by Ruscher, Baschnagel, and Farago 17 ,
Ruscher 18 and Ruscher et al. 25 . When a Voronoi liquid of
2× 103 = 2000 particles is heated slowly (with a heating rate
of σ = 2.5× 10−4ε/δ ) starting from positions on a BCC lat-
tice at kT = 0.1, it undergoes an order/disorder transition; at
kTmelt ≈ 1.89, the Voronoi liquid abruptly changes from con-
figurations that represent oscillations around the lattice sites to
a configuration with no apparent order. Upon further heating
this structure is characterised by the correlations typical for a
fluid (for very high temperatureswe expect it to converge to an
ideal gas). This transition is evident in the energy E as well
as in the structural order parameter τ . In our simulations of
48 systems, the transition temperatures vary slightly, with an
average of 1.89 and a standard deviation of 0.01. These transi-
tion temperatures are close to, but slightly above the observed
transition kT ≈ 1.85 in17,18. Our curves for the structure factor
in the liquid phase agree with those from18.
Upon cooling (with the same slow rate as above and start-
ing from an ideal gas configuration at kT = 2.1), the system
shows the reverse transition from a disordered state to an or-
dered BCC-like state, at a temperature kTcool = 0.96± 0.04
(again close to but slightly below the temperature kT ≈ 1.05
in17,18). In line with expectation for the hysteretic behaviour
of typical first-order ordering transitions, the transition back to
the ordered BCC-like state occurs at a temperature lower than
the transition upon heating, i.e., Tcool < Tmelt . The ordered
structures obtained from this cooling process are slightly less
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FIG. 1. Molecular dynamics (MD) simulation data of disorder-order
(freezing) and order-disorder (melting) phase transitions of the Quan-
tizer system observed at melting of a BCC crystal and freezing of
an ideal gas, and comparison to earlier data by Ruscher 18 (black
dashed-dotted line). Shown is the energy (as per eq. 1, top panel)
and τ order metric (as per eq. 4, bottom panel) of 48 individual runs
for melting and freezing processes. All runs show a discontinuity in
the energy and the τ order metric at the transition temperatures that
are different for freezing and melting and which vary slightly from
run to run. The insets show the distribution of the transition temper-
atures. Qualitatively the hysteresis between the temperature of the
phase transition of the disorder/order (freezing) and order/disorder
(melting) transitions described by Ruscher 18 is reproduced. The or-
dered structure obtained by freezing shows variations from the BCC
structure, which are most clearly visible in τ and which are indicative
of residual defects in the structure. See Appendix VII B for simula-
tion details.
ordered than those obtained by slowly heating up an initially
perfect BCC lattice; this is evident in a very slight discrepancy
in the energy value (which on the interval kT ∈ [0.25,0.8] is
on average 0.116% higher than the energy values); it is even
more evident in the structure factor which is sensitive to struc-
tural detail. The deviations are quantified by the τ ordermetric
and shown on a logarithmic scale in Fig. 1.
5kTf kTm
Molecular dynamics 0.96±0.04 1.89±0.01
Monte Carlo 0.97±0.03 1.886±0.006
Ruscher 18 1.05 1.85
TABLE I. Transition temperatures Tm for the order/disorder transi-
tion (melting) and Tf for the disorder/order (freezing) transition, as
computed by molecular dynamics simulations, Monte Carlo simula-
tions and as reported by Ruscher 18 . The notation is T ±δT where T
is the average over all simulation runs and δT the standard deviation.
The values for Ruscher’s data are estimates extracted from diagrams
in her article18.
Our results are in good agreement with those from
Ruscher’s study18 of the Voronoi liquid. We add three com-
ments in regards to the agreement: (1) Ruscher’s value for the
melting temperature (kT ≈ 1.85) is slightly lower than ours
(kTm ≈ 1.886), and Ruscher’s value for the freezing tempera-
ture (kTf ≈ 1.05) slightly higher than ours (kT ≈ 0.96). These
slight difference are probably due to the different system sizes
and slightly different thermostats and simulation parameter.
(2) At the finite size of our simulations (N = 2000 parti-
cles), we find a distribution for the values of the freezing tem-
perature and the cooling temperatures which are (average ±
standard deviation) kTf = 0.96± 0.04 and kTm = 1.89± 0.01
for the MD simulations (1) and kTf reeze = 0.97± 0.03 and
kTmelt = 1.886±0.006 for the MC simulations (2). We under-
stand that Ruscher only presented data for a single simulation
run with about 8000 particles. (3) In our simulations, the fi-
nal energy of the freezing curves differs slightly from that of
the perfect BCC lattice. Visual examination shows that this
is due to residual disordered artifacts in the otherwise ordered
lattice. This deviations are more clearly visible in the τ pa-
rameter which is sensitive to small deviations from order.
Figure 2 shows Monte Carlo simulation data for the same
system which are consistent with the Molecular Dynamics
simulation data shown in Fig. 1, thereby providing further
confirmation of these results. There quantitative values for
the transition temperatures are consistent (within error bars)
in MD and MC simulations; however, we observe a narrower
spread of transition temperatures for the melting process in
our MC simulations as compared to our MD simulations, see
Tab. I.
This concludes our analysis of the quasi-static (slow) equi-
librium cooling and heating of the Voronoi liquid. Confirming
the results by Ruscher et al. we find the system to behave like
a typical first-order order/disorder transition with hysteresis
in that limit, with the low-temperature state given by the BCC
lattice.
We now turn to a different question, namely that of what
structures the Voronoi liquid adopts upon fast non-equilibrium
cooling or a quench. These data are obtained by MD sim-
ulations where the system is initialised in equilibrium con-
figurations at high T , and then cooled at high cooling rates.
The limit of an infinite cooling rate, where the temperature is
abruptly set to 0, is here referred to as quench. These non-
equilibrium final configurations are compared in particular to
the structures obtained by Lloyd’s algorithm, discussed by
1.0 1.2 1.4 1.6 1.8 2.0
kT
1.00
1.02
1.04
1.06
E/
E B
CC
1.87 1.92
0
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0.90 0.95 1.00
0
5
MD runs
MC Melting
MC Freezing
Ruscher (2017)
FIG. 2. Monte Carlo (MC) simulation data of disorder-order (freez-
ing) and order-disorder (melting) phase transitions of the Quantizer
system observed upon heating of a BCC crystal and cooling of an
ideal gas. The plot shows 48 individual runs for melting and freez-
ing (dashed, colored lines). The MC data is consistent with results
from MD simulations, see Fig. 2, with slight differences in the vari-
ations of the transition temperatures; the MC melting runs show a
slightly more narrow distribution of transition temperatures than the
MD data, with kTm = 1.886±0.006 and kTf = 0.97±0.03, as seen
in the insets showing the distribution of transition temperatures in
colored bars and the MD data is indicated by light grey dots. See
Appendix VII B for simulation details.
Klatt et al. 19 ; Lloyd’s algorithm represents a steepest-descent
minimisation of the energy functional in eq. 1 and can there-
fore be regarded as a type of quench.
Figure 3 and Table II represent our analysis of the structure
of the configurations that result from quenching the system,
that is, by MD or MC simulations of a systems where a high-
temperature ideal gas configuration evolves when the temper-
ature is abruptly set to 0. Figure (3) shows the structure factors
of the structures thus obtained and Table II the τ order metric
calculated from these. See also appendix VIIA for a technical
comparison of an MD quench and Lloyd’s algorithm.
These final structures are compared to the structures ob-
tained by application of the (purely geometric) Lloyd’s algo-
rithm to the same structures, as suggested by Klatt et al. 19
(and also to the data for that same system as reported by Klatt
et al. 19). The key result is that, to a high degree of accuracy
and within the statistical accuracy of our data, structures ob-
tained by MD or MC quenches are indistinguishable from the
converged Lloyd states in terms of the structure factor and the
derived τ metric (within error bars). Moreover, we also find a
hyperuniformity index H39 of the order of magnitude 10−4.
Up to here, we have investigated the two extreme cases be-
ing (a) slow quasi-static heating and cooling (which leads to
60 5 10 15 20 25
k
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Klatt et al., Nat. Comm. (2019)
MC Quench
MD Quench
FIG. 3. Structure factor S(k) of a quenched ideal gas (binomial point-
process) at kT = 0 with N = 2000 particles and a particle density
ρ = 1 using Molecular dynamics (MD), Monte Carlo (MC) and the
gradient-descent-like Lloyd’s algorithm. Each structure factor is av-
eraged over 24 individual runs. A detailed description of the pro-
cesses and parameters are given in the method section II. All meth-
ods evolve into disordered structures with energies and values of the
τ order metric equal within measurement uncertainties, see tab. (II).
According to our data, these structures are identical to the universal,
amorphous structure previously found by Klatt et al. 19 as a remark-
ably stable, disordered minimal energy configuration of the Quan-
tizer system. See Appendix VII B for simulation details.
a hysteric order/disorder transition) and (b) quenching as the
limit of maximally fast non-equilibrium cooling. We now turn
our attention to the intermittent regime of cooling processes
which are too fast to be quasi-static yet are not a quench.
The key result of Fig. 4 is that, upon rapid non-equilibrium
cooling with sufficiently fast but finite cooling rates, the sys-
tem tends to avoid a transition to an ordered (BCC) struc-
ture but instead converges to configurations that are similar
in structure (as measured by the structure factor) and similar
in energy values to the converged Lloyd states. If the cooling
is sufficiently fast, the value of the cooling rate only has a mi-
nor effect on the final structure that is reached at kT = 0; the
remaining minor differences in energy are visible in the insert
of Fig. 4 and are significantly smaller than the difference be-
tween the converged Lloyd states (E/N = 118.82±0.02) and
that of the BCC crystal (E/N = 117.815).
For the fast cooling rates, the majority of the system do not
show a phase transition. At a cooling rate of −0.5 none of
the 24 runs showed a phase transition, out of the 24 runs at
a cooling rate of −0.1 only one underwent a phase transition,
and three out of 24 runs showed a phase transition at a cooling
rate of−0.05. These runs are omitted in the data shown here.)
Finally, we have analysed the slow quasi-static heating of
a system that is prepared at T = 0 in converged Lloyd states.
When heated slowly, the system energy gradually increases
until a certain temperature following the same (or a very sim-
E/EBCC τ
MD Quench 1.00844±0.00002 33±1
MC Quench 1.00854±0.00003 33±1
Lloyd Iteration 1.00852±0.00003 33±1
Klatt et al. 19 1.008±0.001 32±1
TABLE II. Final energies and τ values of quenched ideal gas systems
as described in fig. (3). The τ order metric measures the degree of
order in the system, it diverges for crystalline structures and is zero
for complete spatial randomness. The value of the τ order metric
from Klatt et al. 19 is that for configurations from Binomial point-
processes (from Table 2 in the supplementary information); here,
we added systematic errors discussed both in Klatt et al. 19 and our
method section. See Appendix VII B for simulation details.
ilar) curve to the rapid cooling cycles, in reverse. At a certain
temperature (the value of which varies, potentially due to fi-
nite size effects), the energy jumps down to almost the energy
of a BCC crystal being melted to the same temperature. When
heated further, the system behaves similar to that of the melt-
ing curve of a system that started from a BCC crystal. There
are small remnant differences in the energy (the purple curves
in Fig. 4 are slightly above the orange curve) and the eventual
transition to a disordered structure occurs at a slightly lower
temperature. We do not know the exact nature of these slight
differences. The degree of residual randomness in these inter-
mediate BCC-like states appears to facilitate a melting transi-
tion at a slightly lower temperature.
IV. CONCLUSION
We have studied the configuration of many-particle system
that are formed by the many-body interaction of the Quan-
tizer energy12,13,29, that is, of the Voronoi liquid17. We con-
firmed the freezing and melting transitions found by Ruscher,
Baschnagel, and Farago 17 using both MD and MC simula-
tions. A slow cooling in equilibrium leads to the formation
of BCC crystallites, as expected, since the conjectured ground
state (at T = 0) is the BCC lattice.
In contrast, a quench from high temperature states leads to
disordered amorphous structures, more similar to the amor-
phous states found by the Lloyd algorithm19. A finite cooling
rate results in final energies slightly below that of the final
state of the Lloyd algorithm, but as we increase the cooling
rate the final energies increase. A quench at T = 0 leads to fi-
nal states whose two-point statistics coincides within our sta-
tistical accuracy with those of the converged state of the Lloyd
algorithm.
To explain both the similarities and difference between a
fast MD quench and the Lloyd algorithm, we derive a limit in
which a modified MD quench, where the mass of a particle is
given by the volume of its cell, coincides with the iterations
of the Lloyd algorithm.
Melting the amorphous converged Lloyd states, we find
that the system remains on the amorphous branch for a finite
range of temperatures (before the system returns to crystalline
branch), which agrees with the meta-stability of the converged
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FIG. 4. Non-equilibrium cooling with a fast but finite cooling rate and slow equilibrium heating of the Lloyd structure of Klatt et al. 19 . The
fast non-equilibrium cooling of a high-temperature ideal gas results in disordered structures very similar to the converged Lloyd states (dotted
green curves). The dependence on the cooling rate σ is only weak for |σ |> 0.05ε/δ (see inset). Upon cooling, the energy initially follows the
same functional form as for a slow equilibrium cooling, however it fails to show any sign of the ordering transition (which the slowly cooled
systems undergo for kTmelt ≈ 0.96). When, from small T , the converged Lloyd states are heated up slowly at σ = 2.5×10−4 (purple curves),
they initially show at kT ≈ 0.74± 0.05 a transition to a (softened) BCC configuration which then melts at a slightly lower phase transition
temperature at kT ′m ≈ 1.80±0.04. The orange curve represents the slow equilibrium melting transition starting from a low-temperature BCC
phase. All data shown here is obtained by Molecular Dynamics simulations. See Appendix VII B for simulation details. On the left and right
hand side, we show snapshots taken from MD simulations.
Lloyd states.
In future work, MC simulations of the QuanTizer problem
(i.e., Voronoi liquid) make it possible to determine the density
of states (e.g., using the Wang-Landau algorithm40) to further
study the intriguing energy landscape of this many-particle
interaction.
Ultimately, it supports the search for disordered ground
states and long-lived inherent structures that offer novel phys-
ical properties due to their isotropy (in contrast to their crys-
talline counter parts). A key question for experimental real-
izations is the role of long- and short-range interaction in such
systems.
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VII. APPENDIX
A. Lloyd as a limit of an MD quench
We showed that a fast MD quench results in a structure
similar to the converged Lloyd states. Here we discuss the
conditions under which an MD quench collapses to a “Lloyd
quench”. MD simulations compute the time evolution of par-
ticles, where each step advances time by an increment∆t, thus
the position of the i-th particle at time t, given by ri(t), is
equivalent to ri(n∆t) =: ri,n.
Since Lloyd’s algorithm is missing an intrinsic definition of
a time scale, a Lloyd quench can only be compared to an MD
quench on a step by step basis. The position of the i-th particle
at step n is denoted by ri,n. A single Lloyd’s step is then given
by ri,n+1 = ci,n, where ci,n is the centroid of the Voronoi cell
associated to the i-th particle at step n.
8The position of the i-th particle after one MD step of time
length ∆t is given by ri,n+1 = ri(t +∆t) which can be approx-
imated by its Taylor series
ri,n+1 = ri,n + r˙i,n∆t +
(∆t)2
2
r¨i,n + higher orders (5)
where a dot denotes the time derivative: r˙ = ∂∂ t r. The force
acting on particle i is given as r¨i =
Fi
mi
= γ Vi
mi
(ci− ri). Substi-
tute into eq. 5 yields
ri,n =
(
1−
γVi
mi
(∆t)2
2
)
ri,n +
(
γVi
mi
(∆t)2
2
)
ci,n + r˙i,n
where we neglect orders higher than second derivative. For an
MD step being equivalent to a Lloyd iteration ri (t +∆t) = ci
must hold. Thus, the time step ∆t must be chosen as
∆t =
√
2
γ
mi
Vi
For this equation to hold, the masses of all particles must be
set equal their volume before each simulation step. The tem-
peratures are set to zero after each simulation step, this acts as
a thermostat simulating a quench. In this limit an MD step is
equivalent to a Lloyd’s step.
On the one hand, this limit demonstrates similarities of
Lloyd’s algorithm and a quench for Voronoi tessellations with
energies close to the ground state (with a sharp cell volume
distribution). On the other hand, the analysis reveals subtle
differences that may lead to a slightly different energies and
(global) structures.
B. Simulation parameters
Quenches, fig. (3), table (II) All initial configurations are
binomial point processes (ideal gases) with N = 2000 and
ρ = 1. The structure factors, τ and energy values of MC, MD
and Lloyd’s algorithm runs are averaged over 24 individual
runs. MD: MD step size chosen as ∆t = 0.005, initial tem-
perature set to kT = 2.1. An initial set of 5000MD steps are
performed at kT = 2.1 to equilibrate the initial configuration,
then the temperature is set to kT = 0 and the system is run for
6× 105MD steps. MC: Immediately after initialization tem-
perature is set to kT = 0, then a total of 8.1× 108MC steps
are run. Step size is adapted every 3× 107 steps. Lloyd’s
algorithm: A total of 50000 steps are run. While the τ
value in table (II) was taken from the supplementary material
from19, the structure factor shown in fig. (3) was generated by
us from the dataset 3D-FINAL-CONFIGURATION-DERIVED-
FROM-BINOMIAL-PP-1.DAT provided by Klatt et al. 19 . All
structure factors are computed with a bin width of 0.25 and a
cutoff kmax = 25.
MD melting/freezing, fig. (1) 48 individual runs for each
melting and freezing were run. Melting runs were initialised
as BCC lattices, with each component of the velocities ran-
domly drawn from a normal distribution to match a system
temperature of kT = 0.1. The velocities are modified so the
center of mass of the system is at rest. The initial ther-
mostat temperature is set to kT = 0.1. Freezing runs were
initialised as ideal gas with random velocities matching an
initial temperature of kT = 2.1 with the center of mass of
the system at rest. For both melting and freezing runs the
thermostat is initialised with Q = 20, s = 1 and s˙ = 1, the
MD time step is chosen as ∆t = 0.001. All systems ran a
set of 5× 105 initial relax steps to equilibrate the system
and thermostat at the respective initial temperature. Then
800 (melting)/840 (freezing) temperature steps, each with an
increment of ∆kT =±2.5× 10−3 are run, resulting in a cool-
ing rate of σ = 2.5×10
−3ε
10000·0.001δ = 2.5× 10
−4ε/δ . For each tem-
perature, 10000 MD relax steps are run followed by a mea-
surement phase comprising 1500 MD steps where every 25
steps the energy and structure factor is measured.
MC melting/freezing, fig. (2) Since MD simulations out-
performs MC code by far, we used MD simulations to gen-
erate initial configurations very close to the phase transition
region and then continued these runs with MC code. The
parameters for the MD runs are identical to the ones men-
tioned above with these exceptions: no initial relax steps
are performed, the positions of the particles in the sys-
tems initialised as ideal gas are identical across all sys-
tems, however, do have randomly chosen velocities. The
in total 48 runs were given different initial thermostat set-
tings, where two runs shared shared one of the com-
binations between Q ∈ {60,50,40,30,20,10} and (s, s˙) ∈
{(0.2,0),(1,0.5),(1.5,1),(4,3)}. Only 500 measure steps
were performed at each temperature. The initial configu-
rations for the MC runs were taken after the relax phase
at kT = 1.87 (melting) and kT = 1.02 (freezing). A total
of 213 (melting)/320 (freezing) temperature increments each
with ∆kT = ±4.7× 10−4 were simulated. At each tempera-
ture a total of 6× 106 MC relax steps were performed, fol-
lowed by 3.8× 104 measurement steps, with 2000 MC steps
in between individual measurements.
Melting of the converged Lloyd states, fig. (4) The 48 in-
dividual MD simulations are initialised with converged Lloyd
states, thus N = 2000 and ρ = 1. Random temperatures
are assigned to match an initial temperature kT = 0.05 with
the center of mass of the system at rest. 2× 105 initial
relax steps are performed. Thermostat is initialised with
Q = 20 and s = s˙ = 1. MD time step is chosen as ∆t =
0.001. A total of 840 temperature increments with ∆kT =
2.5× 10−3 are computed. Each temperature has 10000 re-
lax steps and 1500 measurements steps with 25 steps in be-
tween individual measurements. All data represented by
symbols are MD simulations initialised as ideal gas, with
random velocities matching their initial temperatures, with
the center of mass at rest. All ran a set of initial relax
steps of 20000 MD steps, had 2400 relax and 100 measure-
ment MD steps for each temperature increment, with 25 MD
steps between each measurement. The blue circles (“σ=-
0.5”) is combined data from 10 sets, each set consisting of
24 averaged runs, starting at different initial temperatures
kT = (2.5,2.55,2.6,2.65,2.7,2.75,2.8,2.85,2.9,2.95). Each
set had six temperature increments of ∆kT = −0.5. Combin-
9ing the interlaced sets yields the curve as shown. The same
was done for the orange triangles (“σ=-0.1”), however, only 2
sets (each averaging over 24 runs) started at kT = (2.1,2.15)
and had 22 temperature increments with ∆kT = −0.1. The
green pyramids (“σ=-0.05”) is a single set averaging over
24runs starting at kT = 2.1 with 43 temperature increments
with ∆kT =−0.05.
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