Abstract-In this paper, we provide a low cost AES core for ZigBee devices which accelerates the computation of AES algorithms. Also, by embedding the AES core, we present an efficient architecture of security accelerator satisfying the IEEE 802.15.4 specifications. In our experiments, we observed that the AES core and the security accelerator use fewer logic gates and consume lower power than other architectures based on blockwide and folded ones.
I. INTRODUCTION
The cryptographic operation in wireless device using small memory and low power processor causes the system overhead, so that it decreases the performance of other tasks. Therefore, it is necessary to implement the security hardware that is dedicated to the cryptographic operation [1] .
There are many implementation results for AES (Advanced Encryption Standard) design on FPGA or ASIC. Early AES designs were mostly straightforward implementations of various loop unrolled and pipelined architecture [2] [3] [4] [5] [6] with limited number of architectural optimizations, which resulted in poor resource utilization. Later FPGA implementations focused on better utilization of FPGA resources [7] [8] [9] [10] .
Recent research focused on fast pipelined implementations in both FPGA and ASIC [11] [12] [13] [14] [15] . However, their implementations use a lot of logic gates and consume a lot of power to archive the high performance. Therefore, the implementations are too costly for mobile wireless applications to operate on the resource-constraint wireless devices.
In this paper, the main focus lies on providing the efficient design of the security accelerator that consumes less power due to using fewer logic gates as well as satisfies enough throughputs that is required in IEEE 802.15.4 standard.
We propose the efficient architecture for ZigBee security accelerator with low cost and low power. Our design consists of the following modules: 1) compact AES core using one SBox; 2) AES-CCM module based on the mode toggling structure to reduce the number of logic gates and power consumption; 3) the efficient security material management module.
We have implemented the proposed design, which is targeted to Altera Stratix FPGA device family [16] . The design tools utilized in this work are ModelSim SE PLUS 5.5 [17] and QuartusII v6.0.
II. AES DESIGN FOR LOW COST

A. Previous Works for AES Design
Rijndael Algorithm [18] has been selected as the new Advanced Encryption Standard (AES) Algorithm by the National Institute of Standards and Technology (NIST). The AES is a symmetric block cipher algorithm and can process data blocks of 128 bits, using cipher keys with lengths of 128, 192, and 256 bits. Its operations are performed in a certain number of rounds, which varies between 10, 12, and 14 depending on the size of key length. Because 128-bit key is used in CCMP of the security suites in IEEE 802.15.4, we consider AES design to support only 128-bit key length.
The AES algorithm has four basic transformations: SubBytes, ShiftRows, MixColumns, and AddRoundKey. The SubBytes transformation is a non-linear byte substitution that operates independently on each byte of the State using a substitution table (S-Box). The ShiftRows transformation is a cyclically shift operation with constant offsets, applied to the rows of the matrix. The MixColumns transformation operates on the State column-by-column, treating each column as a four-term polynomial. The AddRoundKey transformation performs XOR operation on the round key, which is obtained from the initial key by a key expansion procedure.
The AES algorithm consists of an initial transformation, followed by a main loop where nine iterations called rounds are executed. Each round transformation is composed of a sequence of four transformations mentioned above. For each round of the main loop, a round key is derived from the original key through a process called Key Scheduling. Finally, a last round consisting of three transformations SubBytes, ShiftRows, AddRoundKey is executed. Figure 1 shows the AES encryption process. The AES algorithm takes the seed key and performs a key expansion routine to generate round keys which are used in the AddRoundKey transformation. In AES-128, total eleven 128-bit round keys including a seed key are generated after Key Scheduling.
One of the most common AES implementation is called block-wide AES structure and uses a great deal of parallelism [19] . It mainly consists of 4 blocks: SubBytes/ShiftRows, MixColumns, Round Key Generator, and AES Control. Figure  2 illustrates the AES round operation of the block-wide structure.
In AES hardware implementation, AES S-Box design contributes a major role in optimization. When a block-wide AES encryption unit was design in VHDL, according to the synthesis result, area of S-Boxes respect to all the hardware in one round is 84.4% [20] and the total power consumption is at least 75% [21] .
To reduce the power consumption and the logic usage in SubBytes block of the block-wide AES, various AES hardware implementation was introduced. We can figure out that 128-bit data block is divided into four 32-bit data blocks and each block is processed independently. Therefore, it is capable to implement AES module using only four AES S-Boxes and one 32-bit MixColumns to compact the AES implementation. By processing one round operation during four clock cycles with reusing four AES S-Boxes, we may reduce the resources by 75% ideally. Actually, the folded AES cannot cut the resources by 75% because of additional logics such as multiplexer, latches, and control logic.
Typical designs of the folded AES implemented by A. Satoh et al. [22] . This needs some additional logics such as a 128-bit register, a 96-bit register, a 32-bit 4×1 multiplexer, and control signal and logic comparing with the block-wide AES. The design results in [22] show that the folded design uses 50% of the resources required by the block-wide design, and has 4 times lower throughput.
We implement the folded AES which are similar to architecture in [22] . However, our folded AES has four AES SBoxes and those are also used in the key scheduling process. By doing so, we can reduce the 4 AES S-Boxes required in key scheduling process of the block-wide. However, one round operation takes 5 clock cycles, instead of four clock cycles in architecture in [22] . 
B. Our AES Design for Low Cost
To reduce the power consumption and hardware complexity, we introduce the low cost AES design with using only one AES S-Box. Figure 3 shows the block diagram of the low cost AES design. This design consists of three 32-bit registers, sixteen 8-bit registers, five 4 by 1 multiplexers, one 5 by 1 multiplexers, a Round Key Generator, one 32-bit MixColumns, and AddRoundKey. During one AES round operation, it requires 20 SubBytes transformations: 16 times for AES encryption, 4 times for key scheduling.
In the block-wide, one round operation takes only one clock cycle with using 20 AES S-Boxes. In the low cost design, one round operation takes 20 clock cycles by reusing one AES SBox. For that reason, the data throughput in the low cost AES design is 1/20 of the block-wide and 1/4 of the folded design respectively. However, we can reduce the logic usage and the power consumption by reducing the AES S-Boxes which occupies much area. We demonstrate that the proposed AES core design occupies less area and consumes lower power than other designs from the synthesis and simulation results in Table 1 . The variance in logic element usage increases slightly more since the low cost AES design needs additional logics such multiplexers and latches instead of reducing memories and MixColumns. However, memory bits usage is 5% of the block-wide and 25% of the folded. To compare the total logic element usage of three kinds of AES design, we convert the memory bits usage to logic element usage. The total logic element usage of the low cost AES design is 18.76% of the block-wide and 59.71% of the folded. The static power consumption in the proposed AES core for IEEE 802.15.4 is 16.9% of the block-wide and 59.5% of the folded design respectively. In addition, at the same operating clock frequency, the total power consumption in the proposed AES core is lower than others.
III. SECURITY ACCELERATOR ARCHITECTURE FOR IEEE 802.15.4
The overall architecture of the security accelerator is illustrated in Figure 4 . The security accelerator has the following functionalities:
Supporting all security suites: AES-CTR, AES-CBC-MAC, AES-CCM ACL & security materials management: ACL entry addition, deletion, search, and update Replay attack prevention: the validity check of the frame counter and the key sequence counter CBC-MAC countermeasure: the validity check of the MIC in AES-CBC-MAC and AES-CCM mode It consists of seven main modules. An SMM is the security material management module. An MPDU_Parser_Constructor provides the functionalities relative to a MAC header and a security auxiliary header. In this paper, we define the security auxiliary header to a pair of a key sequence counter and a frame counter added to the MPDU payload while the security suite is either AES-CCM or AES-CTR. This MPDU_Parser_Constructor checks the size of 'Addressing fields' since it has variable length according to the addressing mode, i.e., either a short address or an extended address. It calculates the MAC header length according to the size of 'Addressing fields' in an MPDU. It contains a 28-bit length buffer to save the MAC header which is transmitted from the 802.15.4 MAC H/W over the MAC_I/F. On the decapsulation process, it also latches the security auxiliary header which is transmitted from the 802.15.4 MAC H/W over the MAC_I/F and delivers the latched security auxiliary header to the Cipher_Engine. A Controller contains a finite state machine to synchronize and orchestrate the whole process and control the information flow. A MemoryBuffer is composed of memory blocks and buffers to latch data. 
A. Design of Cipher Engine based on AES-CCM
AES-CCM algorithm consists of two processes. One is MIC calculation with CBC-MAC and the other is data encryption with counter mode. In AES-CCM, almost the same structure can be used to both MIC calculation and data encryption. Therefore, in general there are two methods in designing AES-CCM module in hardware.
In the sequential structure, by controlling input and output data to or from an AES module according to the operating mode, it supports both counter and CBC-MAC mode with using only one AES module. In [24] , AES-CCM is implemented in this way. However, its response time is directly proportional to the payload size. Therefore, in the applications which require short response time, the sequential structure should be operating at very fast clock frequency to satisfy the requirements [25] .
In the parallel structure, an AES-CCM module uses two AES modules. One AES module is used for MIC calculation in CBC-MAC mode and the other is used for data encryption in counter mode. In [26, 27, 28] , AES-CCM is implemented in the parallel structure. The response time are not dependent on the payload size in the parallel structured. However, it uses two AES modules so that it uses nearly 2 times more logic gates than the sequential structured. In addition, it also consumes more power than the sequential structured. The mode-toggling structure for AES-CCM is introduced in [29] . We adopt the mode-toggling structure when implementing AES-CCM module for IEEE 802.15.4 to reduce the hardware complexity in ZigBee device. This structure calculates the MIC data and performs data encryption with one AES module by controlling input data to an AES module. It calculates the MIC data in CBC-MAC mode and performs data encryption in counter mode by turn every 128-bit block data. Table 2 summarizes the features of the three AES-CCM structures. By adopting mode-toggling structure in AES-CCM hardware implementation, we can reduce the logic usage as nearly a half as the parallel structure with having same response time as the parallel structure.
The AES_CCM based cipher engine for IEEE 802.15.4 has to provide all these operating modes (AES-CTR, AES-CBC-MAC, and AES-CCM). The architecture of our cipher engine is shown in Figure 5 . It consists of 5 main blocks: AES Module, NONCE/CTR GENERATOR, MODE_CTRL, VERIFIER, and 4 latches. AES-CCM is the mode-toggling structure.
B. Design of Security Material Management
Before discussing about the SMM (Security Material Management) design, we first address general CAM (Content Addressable Memory) design methodologies. In our design, CAM is used for searching a cryptographic key that is appropriate to the target MAC address of incoming or outgoing data. CAMs have a different feature from standard memories simply by being content addressable. If a system only needs to know whether a matched item is located in a memory, CAMs have the ability of parallel search based on content across all stored items.
CAMs use different numbers of comparators depending on the performance requirements. Broadly, CAMs can be divided into two architectures: sequential and parallel. The sequential CAM uses only one comparator and one memory block. On the other hand, the parallel CAM uses several comparators and memory blocks.
In the sequential structured CAM, as the number of saved contents becomes larger, it takes more time to search the matched content. That is to say, if the matched content is located in the 100-th entry, we can confirm the result of a read operation after the CAM reads data from a MEMORY 100 times.
In the parallel structured CAM, the more pairs of comparator and memory, the earlier it takes time to confirm the result of read operation. Let T search , Addr entry , t clock , and N mem denote the search time, a memory address of the matched entry, a clock period, and the number of memories, respectively. As a CAM uses more pairs of comparator and memory, it can have a shorter search time. Figure 6 shows the search time of several CAMs according as which of memory address the matched entry is located in, when the operating clock frequency is 50 MHz and CAMs accommodate maximum 256 entries. When the matched data is presented in the last entry, the search time in the sequential structured CAM is 5.12μ s. However, the search time in a parallel structure CAM with 8 pairs of comparator and memory is only 0.64μ s. 
IV. RESULTS
When we calculate the performance of our implemented security accelerator, we assume that the MAC payload size is 96 bytes and the MIC size is 64 bits and the operating clock frequency is 3MHz.
When the security suite is AES-CCM, the data throughput in security accelerator is more than 600 kbps and it is 2.4 times more than the 250 kbps which is the MAC data processing speed in IEEE 802.15.4 standard. The response time on AES-CCM operation is 407μ s including the search time in the SMM. This is less than 500μs which is the critical response time as mentioned in Section 2. The search time in the SMM is less than 100μs. This is less than the maximum allowable search time, 156.25μs, as mentioned in Section 2. The verification delay on AES-CCM operation is 220μs. This is less than the critical verification delay at 250 kbps transmission speed in PHY, 250μs. Therefore the implemented security accelerator satisfies all of constraints required in IEEE 802.15.4 standard.
The total power consumption of the implemented security accelerator in FPGAs is about 29mW. The dynamic power of the implemented security accelerator occupies 7.6% of the total power consumption. It is necessary to ascertain whether the power consumption feature in security accelerator is acceptable in IEEE 802.15.4 application.
V. CONCLUSIONS
We presented efficient designs for ZigBee security accelerator. We used only one S-Box to design AES core to reduce the logic usage and power consumption. Besides, we used only one AES module and adopt the mode toggling approach to implement an efficient AES-CCM. We also presented the optimal security material module to reduce the logic usage and power consumption.
These design methodologies allows the cryptographic core to adopt lower clock frequency as slow as possible while still satisfying specification, so that logic usage is lower than pervious design. The energy consumption is also lower.
