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Abstract
The satellite communications market is a competitive and rapidly evolving one.
The interest for services provided by communication satellites, such as television
and Internet, has continuously increased over the last years. To better adapt to
the market evolution, current and upcoming satellites have become more flexible
thanks to reconfigurable components that compose their payload. However, the
payloads have additionally increased in size and complexity. As a consequence,
their configuration and reconfiguration, which was previously achieved manually
by engineers, has become hard, error-prone and time consuming. Many technical
constraints have to be satisfied and several operational objectives have to be
reached. For instance, when reconfiguring the payload, minimising the number of
channel interruptions is of interest, as they impact the provided services to the
customers.
This thesis proposes novel eﬃcient optimisation techniques to tackle this chal-
lenging optimization problem and help the engineers in their decision making.
More precisely, a novel Integer Linear Programming (ILP) optimization model is
developed. Several variants of the model are proposed for diﬀerent operational ob-
jectives. Since the problem involves conflicting objectives, multi-objective exact
algorithms are additionally applied and compared.
In order to cope with instances that cannot be solved exactly, single-solution
and population-based metaheuristics are investigated. These approaches are inte-
grated together with the ILP based exact method, into eﬃcient hybrid algorithms
that are designed and implemented in order to further improve the optimisation
process. The experimental results demonstrated the eﬀectiveness of the proposed
methods. Finally, a modular experimental framework is implemented. The latter
incorporates the proposed optimisation techniques and interacts directly with the
software tools that are used by engineers for the payload operations.
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The industry of communication satellites has rapidly evolved over the last years, as a
consequence of an increasing interest of the market for services such as satellite television
and Internet. As mentioned in the 17th annual report of satellite industry data published
by the Satellite Industry Association (SIA), the global satellite industry revenues (satellite
services, launch industry, satellite manufacturing and ground equipment) are augmenting
continuously over the last years [3]. As illustrated in Figure 1.1, the revenues had a growth
of 35.1% between the years 2008 and 2013. According to the same report, more than half
of the operational satellites are communications satellites, whereas the rest are used for
navigation, meteorology, scientific and other purposes. The key contributor for the satellite
services revenues are the consumer satellite services, namely satellite television, radio and
broadband. Especially the satellite television contributed 94% of consumer services. As an
example, the number of High Definition Television (HDTV) channels, as depicted in Figure
1.2, had a growth of 14% between the years 2012 and 2013 [3].
The satellite communications service providers operate their fleet of satellites providing
services to customers. Their customers include broadcasters, Internet service providers or
governmental institutions. As I. Gamvros mentions in [35] the customers “either lease a
certain amount of bandwidth or request to transmit a specific amount of traﬃc between
two locations. The provider is then routing the request over a satellite that has the available
capacity and is visible from both locations ”. The communication payload is the main system
that performs the mission of a communication satellite as it is responsible for the reception
and the amplification of the signals, the frequency conversion, the appropriate routing and the
retransmission of the signals back to Earth. It thus consists of several hardware components,
such as amplifiers, multiplexers and channel filters that are interconnected via a large set of
switches in charge of relaying signal from a component to another.
The switches used for the routing of the signals compose the payload switch matrices and
are controlled via telecommands sent by the ground stations. The switches can be entirely
17
1. INTRODUCTION
201020092008
50
100
200
$ 
Bi
llio
ns
150
201320122011
Figure 1.1: Global Satellite Industry Revenues [3].
4000
5000
7000
6000
0
1000
3000
2000
May'08 May'09 May'13 May'14
8000
HD
TV
 C
ha
nn
els
May'10 May'11 May'12
Figure 1.2: Number of HDTV channels [3].
configured, i.e. the position of each switch can be changed, allowing diﬀerent communication
paths for the routing of the signals. This capability permits the service provider to reconfigure
the payload depending on new operational needs or due to mechanical or electronic failures
that may occur to the payload components during the satellite lifetime.
In order to deal with a dynamic and highly competitive market that is rapidly evolving,
the current communication payloads have to ensure flexibility for reconfiguration. This re-
quirement though, comes to the expense of bigger payload sizes with much higher complexity
and as a consequence brings to the surface a new optimisation problem of how to eﬃciently
configure and reconfigure the payload of the communication satellites.
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1.1 Motivations
With an expected lifetime of 15 years or even more, the current communication satellites re-
quire flexibility to answer changing service requirements due to business or operational needs,
and recovery capabilities due to hardware failures that may arise during that period. There-
fore, the complexity of the payload is rapidly growing and the large size of the switch matrices
on modern communications satellites can lead to a large number of solutions with complex
routings. As a consequence, the problem of optimal payload configuration and reconfigura-
tion, which was previously solved manually by the engineers with the use of computerised
schematics, is now a diﬃcult, time consuming and error-prone process. Many technical con-
straints have to be satisfied and several operational objectives have to be reached.
Our motivation is to help the engineers to eﬀectively configure and reconfigure the large
payload switch matrices of the current communication satellites. Similarly to most of the
optimisation problems that arise in the industry, this is a time critical problem and solutions
of the highest possible quality are required in reasonable time, in order to prevent long inter-
ruptions of the provided services to the customers. Therefore, this thesis proposes eﬃcient
optimisation techniques to help the engineers on their decision making.
1.2 List of contributions
The major contributions contained in this PhD thesis include:
1. Problem definition and classification in three related cases, namely the Initial Configu-
ration, the Reconfiguration and the Restoration.
2. A study on the commercial and academic works related to the problem of optimal
switch matrix configuration and reconfiguration.
3. Development of the first Integer Linear Programming (ILP) optimisation model for the
optimal payload switch matrix configuration and reconfiguration. The model can be
used for the application of single and multi-objective exact optimisation algorithms.
Several variants of the model allow the optimisation of the diﬀerent operational objec-
tives. The model permits to deal with all the defined problem cases.
4. Comparison of exact multii-objective algorithms for the initial configuration problem
case. We tackle the case of minimising simultaneously the length of the longest channel
path and the number of switch changes, aiming to provide to the engineers the set of
non-dominated solutions.
5. Application and comparison of metaheuristics for the initial configuration problem case.
Population-based and single-solution metaheuristics are applied for the first time to the
problem with the aim to solve quickly instances that are not solvable in an exact manner.
6. Design and implementation of hybrid algorithms that integrate the metaheuristics with
the proposed ILP based exact method. The target of the hybrids is at first to improve
the quality of the solutions obtained by the metaheuristics and in addition to reduce
the required by the ILP based exact method computational time.
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7. Design and implementation of a generic and flexible optimisation framework that works
in conjunction with the internal software tools used by the payload engineers. The
framework embeds the developed algorithms and provides solutions to the considered
problem. It is applicable to diﬀerent satellite payload systems.
1.3 Dissertation outline
The remainder of this document is organised as follows:
PART ONE: Related Work, Problem Definition and Experimental Framework
The first part of the dissertation starts with a brief overview on satellite systems in
Chapter 2. A description of the communication payload is provided with a focus on the
payload switch matrix and its components. Chapter 3 analyses the related works to the
considered problem. At first, the diﬀerent levels of flexibility that are desired by the satellite
operators in order to answer the increasing market demands are presented. Focusing on the
flexibility at the routing level, the commercial and academic works related to the problem of
optimal switch matrix configuration and reconfiguration are detailed. The problem is defined
formally in Chapter 4, where the diﬀerent problem cases are detailed and the considered
operational objectives are presented. Lastly, the proposed experimental framework and its
modular architecture are described in Chapter 5.
PART TWO: Optimisation with Exact Methods
The Integer Linear Programming (ILP) optimisation model for the switch matrix config-
uration and reconfiguration problem is detailed in Chapter 6. The variants of the model for
each of the defined operational objective are also presented. In addition, the experimental
results for the diﬀerent single-objective problems, with the use of an exact solver, are anal-
ysed. Chapter 7 addresses the multi-objective problem where exact multi-objective methods
are applied and compared. The numerical results are analysed considering the initial con-
figuration problem case aiming to minimise the length of the longest channel path and the
number of switch changes. In both single and multi-objective cases, the limitations of the
exact method related to the required computational time are presented.
PART THREE: Optimisation with Metaheuristics
The third part of the thesis deals with the problem of applying approximate methods,
in this case metaheuristics. These algorithms are used for the problem instances that are
not solvable with the exact method. Approaches for single-solution and population-based
metaheuristics are proposed in Chapter 8 and the experimental results are analysed. The
hybrid algorithms developed for the considered problem, that integrate the methaheuristics
with the proposed ILP based exact method, are presented in Chapter 9. The experimental
results demonstrate their eﬃciency in terms of solution quality and required computational
time.
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PART FOUR: Conclusions and Perspectives
The work presented in this dissertation is concluded in Chapter 10 and some perspectives
for future work are provided.
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Satellites are widely used in today’s communication systems as their main advantage is the
wide coverage that enables eﬃcient communications between users located in diﬀerent regions
of the Earth or in isolated areas where there is no terrestrial infrastructure. The main system
of a satellite is the communication payload that is responsible for the reception of the signals,
the appropriate processing and the retransmission of the signals back to Earth. At first, this
chapter provides a brief overview of satellite systems in Section 2.1. The communication
payload is described in Section 2.2. Finally, the payload switch matrix and the diﬀerent
components are detailed in Section 2.3.
2.1 A Brief Overview of Satellite Systems
A satellite system, as illustrated in Figure 2.1, consists of a space, a ground and a control
segment [49]. The space segment, includes one (or more) satellites in space, each of them
containing the platform and the satellite payload, which will be discussed in the next section.
The ground segment consists of the user communication devices or the Earth stations that
connect to the terrestrial network. The facilities used for the control and the monitoring of
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the satellites, also named TTC (tracking, telemetry and command) stations are included in
the control segment. The type of communication link between a transmitter and a receiver
can be uplink (from the Earth stations to the satellites), downlink (from the satellites to the
Earth stations), or intersatellite link (between the satellites) [49].








 


Figure 2.1: A satellite system.
Diﬀerent frequency bands are allocated to the satellite services according to the Interna-
tional Telecommunication Union (ITU), aiming at eﬃciently exploiting the limited spectrum.
In Table 2.1 the names of the bands, the frequency range and the services that are performed
in each of them are summarised [4]. Six frequency bands are used and the main provided
services are fixed satellite services (FSS), mobile satellite services (MSS) and broadcast satel-
lite services (BSS). FSS concerns commercial applications that are through Earth stations
at fixed locations. BSS is used for individual home reception of TV, radio and data whereas
MSS oﬀers voice and data services for ships, aircrafts and individuals [34]. This work deals
with FSS and BSS provided services.
Name Range Service
L-band 1.5− 1.7GHz Mobile Satellite Services (MSS)
S-band 2.0− 2.7GHz MSS, Digital Audio Radio Services (DARS)
C-band 3.4− 7.1GHz Fixed Satellite Services(FSS)
X-band 7.25− 8.4GHz Military/Satellite Imagery
Ku-band 10.7− 14.5GHz FSS, Broadcast Satellite Services (BSS)
Ka-band 17.7− 21.2GHz, 27.5− 31GHz FSS Broadband and inter-satellite links
Table 2.1: Frequency Bands and Services.
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2.2 The Communication Payload
A communication satellite consists of the payload and the platform. The payload plays
the main role in the transmission of the signals whereas the platform is composed by the
subsystems that allow the payload functioning, such as the electric power supply. To fulfill
its functionalities related to the signals transmission, the payload includes all the necessary
electronic equipments such as multiplexers, amplifiers, switches, as well as the receiving and
transmitting antennas. As Maral and Bousquet mention in [49] the main functions of the
communication satellite payload are as follows:
1. To capture the carriers transmitted, in a given frequency band and with a given polar-
isation, by the Earth stations.
2. To capture as little interference as possible.
3. To amplify the received carriers while limiting noise and distortion.
4. To change the frequency of the carriers received on the uplinks to that on the downlinks.
5. To provide the power required in a given frequency band at the interface with the
transmitting antenna.
6. To radiate the carriers in a given frequency band and with a given polarisation to a
given region on the surface of the Earth.
7. For a multibeam satellite, an additional function is routing the carriers from any given
uplink beam to any downlink beam.
The bandwidth that is allocated to the service, is divided into several channels (sub-
bands) with the use of an input multiplexer (IMUX), as shown in Figure 2.3. The channels
are used for the transmission of the dedicated services and each channel may be associated
to one or more customers of the satellite operator. The bandwidth of the channels depends
on the band-pass filters used in the IMUX [49].
Figure 2.2: Frequency split into several channels [49].
For a multibeam satellite, each beam defines a coverage area on the Earth surface. Figure
2.3 illustrates an example of 5 multiple-shaped beams coinciding with 5 European countries
[12].
As aforementioned, for a satellite that features several antenna beams, interconnectivity
between the diﬀerent beams has to be established and this interconnectivity is achieved with
the use of the switches. The payload includes a switch matrix having a number of inputs
and outputs which connects each uplink beam to each downlink beam. With the use of such
switches, that are controlled via telecommands, it is possible to reconfigure the payload. This
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Figure 2.3: Multiple-shaped beams [12].
functionality enables the flexible routing of the channels, as well as the continuous service
provision in case of failures.
In Figure 2.4 a simplified block diagram of a communication payload is illustrated [60].
At first, it consists of the receive antenna for the reception of the uplink signal transmitted
by the Earth stations (function 1). The input filter is used for filtering the signal from of out-
of-band interference and in the front-end block, the low-noise amplifier (LNA) provides gain
at the uplink frequency (functions 2, 3). The downconverter (D/C) performs the frequency
conversion between the uplink and the downlink (function 4). The switches in the front-end
are used for redundancy so that in case of failure, the alternative LNA and D/C will be used.
The uplink band is split into several channels with the use of the IMUX. Each channel at the
output of the IMUX is directed to one amplifier through the interconnected switches that
compose the switch matrix (function 5). After the amplification, the signals are routed to
the relevant output multiplexer (OMUX) through the output switch matrix and finally to
the transmit antenna for the re-transmission back to Earth (function 6).
2.3 The Payload Switch Matrix
The payload switch matrices are used to route the channels to the appropriate amplifiers for
the power amplification and to the corresponding outputs. They enable the flexibility at the
connectivity of the channels and allow the payload to be reconfigured. A simplified payload
input switch matrix example is provided on the left hand side of Figure 2.5. It contains 8
input channels (as the output of the IMUX), 4 amplifiers and 16 switches of two diﬀerent
types. These components, that are of interest for the considered problem, are described in
the following subsections.
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Figure 2.4: Simplified payload block diagram.
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Figure 2.5: Switch matrix simplified example and possible solution for connecting channels
1 and 3 to amplifiers 2 and 4 respectively.
2.3.1 Channels
The channels are characterized by a certain frequency and can be associated to one or more
customers for the transmission of their services. Each channel that has to be connected in
order to allow the provision of the dedicated services is routed through the switch matrix
to an appropriate amplifier. After being amplified, it is routed through the output switch
matrix to a corresponding OMUX as illustrated in Figure 2.5. In case of failures in one or
more amplifiers or switches, the aﬀected channels have to be rerouted through alternative
paths in order to continue the service provision. Each channel is using a unique path in the
payload switch matrix.
2.3.2 Amplifiers
Traveling-wave-tube amplifiers (TWTA) are used as the power amplifiers. Each amplifier in
the payload may be appropriate only for a specific subset of channels, because of frequency
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constraints, or suitable for any channel. As illustrated in Figure 2.6, the maximum perfor-
mance of each amplifier used in the payload is achieved when it is operated at its saturation
point, where the maximum amplification of the input signal is achieved. The required Input
Power to Saturation (IPS) to drive the amplifier to its saturation point depends not only on
the losses cumulated from the used links and switches but also on the channel frequency.
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Figure 2.6: Input Power to Saturation and Output Saturated Power.
For a given channel to connect it is of interest for the engineers to find the path to an
appropriate amplifier that minimises the required input power to saturation.
2.3.3 Switches
Radio frequency (RF) switches are used for the routing of the signals. Information about the
switches and their diﬀerent types, such as C, R or T type, can be found in [34, 61]. Each
switch, depending on its type, has diﬀerent sets of possible positions. Each position allows
diﬀerent connectivities between the components and therefore diﬀerent payload topologies.
In Figure 2.5 switches of type R and C are used. The 4 possible positions of an R-type switch
are shown in Figure 2.7. Other switches, like T-type switches, have only 3 possible positions
as shown in Figure 2.8, and in Figure 2.9 the two possible positions of a C-type switch are
displayed. The routing of the input channels in the payload is achieved with the switches that
can be reconfigured by the ground stations through telecommands. Each switch, depending
on its type, cumulates some losses on the transmitted channel.
2.3.4 Links
A link in the payload is a connector between any two payload components. Each switch has
4 neighbouring links while the channels have one neighboring link, as there is only one switch
connected to each channel. Each amplifier has one input and one output link. When one
switch changes position diﬀerent links are connected allowing diﬀerent communication paths.
Each link cumulates some losses to the transmitted channel that depend on the frequency of
the channel.
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Position 1 Position 2
Position 3 Position 4
Figure 2.7: Positions of R-type switch.
 

Figure 2.8: Positions of T-type switch.
2.3.5 Topology
The topology of the switch matrix is not necessarily symmetric, as illustrated in the simplified
example of Figure 2.5, where a 4∗4 switch matrix is used. Given the operational requirements,
the switch matrix is designed by the satellite manufacturer when constructing the spacecraft.
The design of the switch matrix topology is made with the aim to minimise the cost (minimum
number of required switches), while ensuring all the routing requirements for a given number
of channels and amplifiers. Thus, a switch matrix can have any topology and diﬀerent
channels can be placed at diﬀerent locations of the matrix, i.e some channels may require
longer or shorter paths to reach some amplifiers.
2.4 Operational Objectives
When configuring and reconfiguring the payload switch matrix in order to connect a given
set of channels, several objectives have to be optimised by the engineers. For instance,
changing the position of a switch, while the satellite is operated in orbit, has to be avoided
as it may cause the permanent failure of the switch. As a result, minimising the number of
switch changes is an important aspect. Besides, each used link and switch cumulate losses
on the transmitted channels that aﬀect the needed power for the saturation of the amplifiers.
Therefore, finding the paths that minimise the required IPS is of interest. Furthermore,
reconfiguration of the switch matrix should be performed without impacting other existing
services, or at least, minimising the service degradation. The process should thus minimise the
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 
Figure 2.9: Positions of C-type switch.
number of interruptions of the already connected channels that provide services to customers.
Lastly, long paths have to be avoided as apart from the losses that they imply, they restrict
the future reconfiguration processes. Consequently, minimising the length of the longest
channel path (LPL) is another operational objective.
For a given set of channels to connect, Table 2.2 summarises the components that are
involved for the calculation of each of the considered objectives.
Objectives Components involved
Changes Switches
LPL Switches/Links
Interruptions Switches
IPS Switches, Links, Amplifiers
Table 2.2: Operational objectives and payload components involved.
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In order to cope with the rapid evolutions of the market and to respond to the new
commercial opportunities, the communication satellites of the new generation have to achieve
several levels of flexibility. This requires equipment flexibility onboard the satellite but also
optimal allocation of the resources targeting to the highest economical benefit while ensuring
the best possible services to the customers.
This chapter firstly presents the diﬀerent levels of flexibility that are required by the
satellite operators, as presented in [16]. Focusing on one of these levels, the problem of the
optimal switch matrix configuration and reconfiguration is presented. The academic works
as well as the commercial products on the market that deal with this problem are presented
and analysed.
3.1 Flexibility in Satellite Services
One of the main scopes of the required flexibility is to enable the adaptation of the provided
services during the lifetime period of the satellite, depending on the market demands. To
achieve this purpose, advanced technologies have to be introduced and research works are
focusing on the development of such flexible payload architectures.
3.1.1 Diﬀerent Levels of Required Flexibility
From the satellite operators point of view, the requirements for flexibility can be classified in
diﬀerent levels. As has been described in [16], these levels mainly include:
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• Flexibility at orbit location. Orbital relocations can occur during the satellite lifetime
and the flexibility to operate the satellite from another orbital location is desired. This
level is related to the flexibility on the coverage definition and on the antenna design
as well as the frequency plan and the routing, which are presented in the next levels.
• Flexibility at coverage definition. It concerns the shape of the coverage and the number
and size of beams in case of multi-beam coverage. The redefintion of a service area,
which is related to the antenna reconfigurability, will permit the adaption to the market
demands.
• Flexibility at the power allocation. The aim is to assign various power levels to channels
to cope with traﬃc variations. An optimal way to allocate the power resources according
to the operational requirements is therefore desired. In order to optimise the power
allocation in multibeam satellites, a hybrid genetic algorithm was used in [14]. In this
method a sequential application of a Genetic Algorithm (GA) and Simulated Annealing
(SA) was performed, where the best solution obtained by the GA together with a
random individual are improved by applying SA. The improved solution is then inserted
back in the GA that iterates again for some generations. In [57] the authors deal with
the optimum power allocation based on traﬃc demand for multi-beam satellite systems.
The problem is modeled as a non-linear convex optimisation problem. The Lagrange
duality theory and a heuristic algorithm are used to achieve the final power allocation
results.
• Flexibility at the frequency plan. Inside the bandwidth that is allocated to the service
and divided in several channels, flexibility applies to the number, the bandwidth and
the spacing of the channels. The need for flexibility in reconfiguring the frequency plan,
the channel frequencies and bandwidths, in both the uplink and downlink bands, may
arise due to diﬀerent requiremens in the provided services. This flexibility for diﬀerent
channels may require also flexibility at the connectivity and the routing level of the
channels, which is ensured by the switch matrices, that are used to route channels from
uplink and to downlink beams. For planning an optimal frequency plan, a technique
that uses Integer Linear Programming (ILP) with column generation is proposed in
[10]. Another optimisation approach that uses ILP formulations together with a greedy
heuristic for large-sized problem, was proposed in [43], where the aim of the authors
is to maximise the number of users that the system can serve in a service area, while
maintaining the possible interference. The channel assignment problem has been also
studied in [66] where the proposed approach uses neural network methods. For the
same class of problems many heuristic methods have been applied, such as tabu search
and genetic algorithms [5].
• Flexibility at the routing level. The fifth level is the flexibility at the connectivity and
the routing definition of the channels. The satellite should be able to change routing
paths of the channels and functions like full spatial routing (any input channel can be
routed to any output), sub-channelization (smaller bandwidth can be selected inside a
channel for independent routing) are of interest. This flexibility is currently achieved
with the use of reconfigurable switches, that compose the switch matrices, and allow
diﬀerent routings of the channels and interconnectivity between the several beams.
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The problem of designing an optimal switch matrix topology that will satisfy the given
operational demands is faced by the satellite manufacturers, when constructing the
spacecrafts. As the switches are expensive components the target of this optimisation
problem is to design a topology that will satisfy all the routing requirements, given a
number of channels and amplifiers, while minimising the cost. Research works have
tackled this design problem. For example in [20] the authors investigate the design of
a switch network capable to route any n inputs to their n outputs, without considering
any failure, with the minimum required number of switches in the network. In [22] the
authors design low-cost switch matrix topologies considering priorities on the channel
inputs, where it should be possible in the network to route p priority channels inputs
to the best p quality amplifiers for any set of k faulty and p best quality amplifiers. In
some other works the authors derive lower bounds for N(p,λ, k), the minimum number
of vertices in a tolerant to a restricted number of faults networks where for any choice
of at most λ faulty inputs and k faulty outputs, there exist p edge-disjoint paths from
the remaining inputs to the remaining outputs [11].
The aforementioned flexibility requirements are summarised in Table 3.1.
Level Flexibility Description
1 Orbit location Same mission from several orbit locations
2 Coverage definition Shape of coverage / number and size of beams
3 Frequency plan Number, bandwidth of channels
4 Power Power allocation based on traﬃc variation
5 Routing Channel paths
Table 3.1: Needs for flexibility in communication satellites.
3.2 Flexibility at the Routing Level and Switch Matrix Re-
configuration Optimisation
The focus of this work is related to the flexibility at the connectivity and routing level (fifth
level). In current communication satellites, that integrate numerous channels and amplifiers,
this flexibility is achieved with the use of large and complex switch matrices that ensure the
routing of the diﬀerent channels and the redundancy in case of failures. As a consequence,
from the satellite operators point of view, that is of our interest, given a payload switch matrix
topology, the process of finding the best paths for the routing of one or more channels through
the switch matrix is a complex problem that requires eﬃcient optimisation techniques. Several
technical constraints have to be satisfied while diﬀerent operational objectives that are of
interest for the engineers have to be reached. Only few commercial packages and research
works have dealt with this optimisation problem. The following sections detail the commercial
softwares that exist on the market for the considered problem as well as the academic works,
and analyse their limitations.
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3.2.1 Commercial Solutions
Commercial software packages exist for communication satellite payload configuration and
reconfiguration like Smartrings [28] and TRECS [1]. As opposed to this work, they con-
sider the full communication payload, and not only the switch matrices. Details about the
algorithms and the mathematical models used by these packages are not accessible due to
commercial restrictions.
Smartrings applies a generic reconfiguration algorithm to compute all feasible solutions
for the defined problem scenario attending to a series of optimisation criteria. Each candidate
configuration is presented together with a list of qualifying parameters that caracterise the so-
lution. The payload engineers can rank the solutions that have been generated based on their
selected criteria, compare the diﬀerent configurations based on their qualifying parameters
and select the solution that best fulfills the actual operational requirements. The algorithm
is controlled by constraints like the number of switches used, the number of the interrupted
channels, channels that must not be interrupted or the losses that can be incurred through
a channel path. The users can also perform a what-if analysis by defining failure cases, for
example on switches or on amplifiers. A graphical editor is used to allow the engineers to
create and design a new payload, with the use of a component library. The current payload
configuration can be generated from diﬀerent data sources, such as data from telemetry as
well as the operational status file, which is maintained by the payload engineers and contains
additional information that may not be included in the telemetry. The combination of both
data sources then define the current payload configuration [52]. An example of the provided
interface is shown in Figure 3.1.
Figure 3.1: Example of graphical interface of Smartrings [52].
TRECS uses an independent and flexible model definer, that provides a Graphical User
Interface (GUI) to edit and construct the diﬀerent payloads, including a wide variety of
payload components. The current configuration of the payload can be loaded into TRECS
from a telemetry interface as well as from configuration files. With TRECS one can compare
two configurations and any diﬀerences are reported. For a problem defined by the user,
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the algorithm finds all feasible solutions sorted by output signal quality. Furthermore, the
algorithm allows the minimisation of the number of changes necessary on the satellite and the
insertion of specific constraints like limiting the number of changes to n or considering the
first n solutions. The users can also perform a what-if analysis for diﬀerent cases and each
solution is visualised. After the most eﬀective configuration is determined, the tool allows
the generation of the corresponding commanding procedure for the reconfiguration of the
payload [1, 31]. An example of the provided interface is shown in Figure 3.2.
Figure 3.2: Example of graphical interface of TRECS [31].
In these packages, the optimisation is performed either by generating all feasible solutions
or by planning the reconfiguration while minimising the number of necessary changes on the
satellite. However, computing all feasible solutions implies that additional post-processing
is required by the engineers in order to select the best solution. Besides, these tools lack
flexibility as they act like black-boxes. The optimisation of new objectives, the use of dif-
ferent solvers or the application of multi-objective exact algorithms, that provide the set of
non-dominated solutions based on objective functions defined by the engineers, is not pos-
sible. The model cannot be further enhanced, for example including additional constraints,
considering new (non-standard) payload components or modelling new objective functions.
Another important aspect is that the interaction between these packages and the internally
developed tools that are used by the payload engineers is not direct. For instance, the struc-
ture of the payload has to be designed using the specific editors that are integrated into these
commercial packages, while engineers would prefer to use their internally developed tools.
An optimisation framework that will work on top of the operator’s software tools, allowing a
direct interaction with them, is consequently required.
To summarise, the main limitations of the commercial packages are therefore the following:
• Computation of all feasible solutions or minimisation of the number of necessary changes
on the satellite. The optimisation of new objectives or the generation of the Pareto front
of solutions for multi-objective problems, based on diﬀerent objective functions chosen
by the engineers is not predicted. This would allow the engineers to choose only among
a set of non-dominated solutions the one that better fits their requirements.
• Black Box model. The model is not flexible to allow the insertion of new constraints,
objectives or to describe new (possibly non-standard) payload components.
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• Black Box algorithm. The algorithm can not be modified in order to use diﬀerent
solvers or to apply multi-objective exact algorithms or heuristics.
• The interaction with the operator’s workflow is not direct. The engineers desire to use
their own developed softwares and on top of them to add an optimisation framework.
3.2.2 Academic Works
From the academic point of view, only few research works have tackled the considered prob-
lem. Recently, a recursive algorithm was proposed to perform a breadth-first-search (BFS)
in order to find all possible paths that connect channels to amplifiers [39]. For each channel
in the switch matrix, a tree structure is generated that represents all possible combinations
of switch connections for each switch in the network. Such a tree is illustrated in Figure 3.3,
where i1 represents the input channel 1, the node oi represents a port connect to amplifier i
and kj represents a port connected to another switch.
i1
k1 o2 o1
k2 o4
k3
k6 06
k7 o9
k4 o7
k5 o5
o3
k4 o5
k5
k7 o7
k6 o9
k2 o6
o8 o8
o3
k3 o4
Figure 3.3: Example of a tree structure for one input channel [39].
This tree is searched recursively in order to generate all possible paths. BFS ends when all
vertices are traversed. For the above tree structure, 16 possible solutions exist for connecting
the single channel. The proposed method is shown to be eﬃcient on small switch networks
as it has been tested on a payload structure with 5 channels, 7 switches and 9 amplifiers.
However, it can be expected that for larger problems the BFS algorithm will be limited
due to its time complexity, as every vertex and every edge will be explored. The number
of feasible solutions increases significantly with the number of switches and the number of
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channels and amplifiers. As mentioned by the authors, some stopping criteria have to be
inserted in the algorithm that can be for example the number of channel interruptions. In
current communication payloads like the ones considered in this thesis, switch matrices with
up to 100 switches are used. In this case, the set of feasible solutions is significantly large. In
addition, computing all feasible solutions is not suitable as with this process solutions that will
not be selected by the engineers due to their bad quality (long paths, high losses, numerous
switch changes), are computed as well. Besides, from the set of all feasible solutions, that
may be too large, additional post-processing is required by the users in order to select the
solution that better fits their requirements based on one or more criteria. Therefore, it is
more suitable to target on finding the optimal solution according to a well-defined objective
function, or a limited set of non-dominated solutions for multi-objective cases.
In a similar work proposed in [60], tree structures are also used for each input channel, to
represent all possible paths and possible outputs. The first step of the algorithm consists in
making a tree search visiting all nodes of the tree, from the leaves to the root (tree traversal),
recovering all paths related to the input channel that has to be connected. The compatibility
between the paths is tested in the second step, for example ensuring that two paths do not
use the same switch on a diﬀerent position. Lastly, from the set of all feasible solutions that
have been generated, the final configuration is selected based on chosen criteria defined by the
users. The approach was tested on a small switch network with 8 switches, 6 channels and
8 amplifiers. Therefore, similarly to the previous work, this approach computes all feasible
solutions, and requires post-processing to determine the finally configuration. Finally, both
works deal with single objective problem case.
In summary, the main characteristics and limitations of the proposed algorithms for the
payload switch matrix configuration and reconfiguration are the following:
• Generation of all feasible solutions. Post-processing is required among the large set of
feasible solutions, to select the better one based on the defined criteria.
• Do not deal with multi-objective optimisation.
• BFS algorithm tested on small switch matrices. The algorithm is limited for larger
problem sizes due to its time complexity.
3.3 Summary
The satellite operators require diﬀerent levels of flexibility in order to deal with a dynamic
and competitive market. The flexibility at the routing of the channels is currently achieved
with large switch matrices that are integrated in the communication payloads. This advan-
tage though, brings to the surface the problem of optimal switch matrix configuration and
reconfiguration, which is a complex and time critical process for the engineers.
The existing commercial softwares that deal with the considered problem either generate
the set of all feasible solutions or plan reconfigurations while minimising the number of
necessary changes on the satellite. Computing all feasible solutions implies that additional
post-processing is required by the engineers in order to select the best solution based on
their requirements. In addition, these tools lack flexibility as they act like black boxes. The
optimisation of new objectives, the use of diﬀerent solvers or the application of multi-objective
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exact algorithms, that provide the set of non-dominated solutions based on well-defined
objective functions, is not possible. Furthermore, the interaction between these commercial
packages and the tools used by the payload engineers for their operations is not direct.
From the academic point of view, only few works deal with the considered problem.
Tree structures are used to represent all possible paths for each input channel. Tree search
algorithms such as breadth-first-search (BFS) are applied in small switch matrices in order to
find all the feasible solutions. For larger problem sizes where the number of feasible solutions
increases, it can be expected that these algorithms will be limited due to the time complexity
and thus some stopping criteria have to be inserted in the algorithm, such as number of
interruptions or the number of switches used. Additionally, post-processing among a large
set of feasible solutions is required by the users to select the solution that better fits their
requirements based on one or more defined criteria.
In this thesis, as opposed to the existing works, the target is to find the optimal solution
or a set of non-dominated solutions for the multi-objective cases, according to well-defined
objective functions. An optimisation model is proposed and variants of the model are used for
the diﬀerent operational objectives. Single and multi-objective exact approaches are applied.
In addition, we investigate the use of heuristic techniques and hybrid methods, for the large
payload problem instances that are not solvable exactly, in order to obtain solutions of good
quality very quickly. Lastly, a generic optimisation framework is proposed that embeds the
optimisation techniques and allows direct interaction with the tools that are developed and
used by the engineers for the payload operations.
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The routing of the signals in the payload is achieved through reconfigurable switches or-
ganised in switch matrices. These switches can be configured through telecommands sent
from the ground stations, i.e. the position of the switches can be changed and each position
defines diﬀerent paths for the routing of the channels. The increasing demands of the market
and the modern operational requirements have led to complex payloads with numerous ampli-
fiers and large switch matrices to achieve the required flexibility on the routing of the signals.
As a consequence, the process of finding optimal payload switch matrix configurations and
reconfigurations during the satellite lifetime, a problem that was previously solved manually,
is now becoming a challenging task for the engineers. The problem consists in defining the
positions of the all the switches that allow the connection of a given set of channels to the
amplifiers, while optimising one or more objectives.
We have proposed a classification of the problem in three related problem cases, namely
the initial configuration, the reconfiguration and the restoration case. The initial configuration
problem may occur during a planning phase (where the satellite is not operated yet) or while
the satellite is operated in orbit (operational phase). The other two problem cases occur
during the operational phase. In the following subsections, these problems are presented
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in details. The operational objectives that are of interest for the engineers are analysed in
Section 4.4.
4.1 The Initial Configuration Case
The initial configuration problem consists in finding an optimal payload configuration for
connecting an initial set of channels in an empty payload, that is without any pre-connected
channel paths that carry services to customers. A simplified example of an initial config-
uration problem is shown in Figure 4.1. It illustrates one possible solution for connecting
channel 1 to amplifier 2 and channel 3 to amplifier 4. Channel 1 follows a path composed
of 8 links (7 switches used in the path) and channel 3 follows a path composed of 7 links (6
switches used in the path). 11 switches have changed from their initial position.
Input 
channels
Input 
switch matrix
Amplifiers
Input 
channels
Input 
switch matrix
Amplifiers
Initial Payload Solution example
Figure 4.1: Switch matrix simplified example and possible solution for connecting channels
1 and 3 to amplifiers 2 and 4 respectively.
The initial configuration problem can be refined in planning case (ICpl) or in operational
(in-orbit) case (ICop).
4.1.1 Planning case
In the planning case, the satellite is still on Earth and engineers have to define an initial
configuration of the payload based on the channels they want to activate according to their
long term business planning. The objective is to set appropriately the initial positions of the
switches in order to allow the activation of the planned channels during the satellite lifetime
period, without the need of additional reconfiguration. Since the satellite is not in orbit the
problem at this stage is not time critical. In addition, some operational objectives, such as the
number of switch changes are not of importance yet, as failed switches can still be replaced.
The planning case is thus a single objective optimisation problem in which the configuration
must be minimum in terms of the length of the channel paths.
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4.1.2 Operational case
The initial configuration problem may also occur while the satellite is operated in orbit.
This can happen when all the transmitted channels must be replaced by a totally new set
of channels, due to some new business needs or technical constraints. In this case, for the
new set of channels to connect, the problem becomes multi-objective, since not only the
length of the paths has to be minimised but also additional objectives that are of interest
while the satellite is in orbit (e.g. switch changes). Contrary to the planning case, finding
an optimal solution is a time critical operation. Optimisation approaches should therefore
provide a solution in reasonable time, which is set to ten minutes in this work, as defined by
the engineers.
4.2 The Reconfiguration Case
The reconfiguration problem (RC) occurs when there exists a set of pre-connected channel
paths that carry services to customers, and some additional channels must be activated due
to new demands. A simple example of such a case is provided in Figure 4.2. On the left hand
side, that represents the initial payload configuration, channel 3 is initially connected. In the
final payload configuration, channel 6 has to be activated. In the solution example provided
on the right hand side of Figure 4.2, channel 3 has been interrupted, i.e. rerouted through an
alternative path. Channel 6 has been connected to amplifier 4, whereas amplifier 2 is used by
channel 3. The reconfiguration problem case occurs while the satellite is operated in orbit,
and as a result, finding an optimal solution to this problem is a time critical process.



 
 



 
Figure 4.2: Simplified reconfiguration case example and possible solution for connecting
channel 6.
4.3 The Restoration Case
The third problem, referred to as the restoration problem (RS), arises when one or more
amplifiers and/or switches fail. In that case, the connected channels that are aﬀected by
those failures need to be rerouted through alternative paths. A restoration problem case
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example is shown in Figure 4.3 where a failure in amplifier 4 occurs. In the solution provided
on the right hand side of Figure 4.3, channel 3 which was initially connected to the failed
amplifier, is rerouted to amplifier 3. None interruption has occurred to the other initially
connected channels (channel 1). As the restoration problem case occurs while the satellite is
operated in orbit, finding an optimal solution is a time critical operation.
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 

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Figure 4.3: Simplified restoration case example and possible solution connecting channels 1
and 3, given the failure of amplifier 4.
4.4 Description of the Operational Objectives
All the aforementioned subproblems have some common and important operational objec-
tives. The problem of finding optimal paths in order to connect a set of channles, i.e. optimal
payload switch matrix configurations, comprises several objectives, such as the losses on the
signals, the required power or the number of switch changes. An additional objective for the
reconfiguration and the restoration problems, is the minimisation of the interruptions of the
channels already connected, as this impacts the provided services to the customers. Another
objective of high interest for the engineers is the minimisation of the length of the longest
channel path (LPL). The formal definition and a more detailed explanation for each of these
objectives, are provided in the following subsections of this chapter.
4.4.1 Minimising the Length of the Longest Path
An objective of high interest for the engineers is the minimisation of the length of the longest
channel path (LPL). Long paths should be avoided for two reasons. At first, they imply
high signal attenuation (losses) on the paths and additionally long paths would reduce the
flexibility for future reconfiguration processes (i.e. long paths have higher probability to be
interrupted). The problem of minimising the length of the longest path may be time critical,
if it occurs during an operational phase, or not if it occurs during a planning phase.
More formally, given n channels to connect, the solution to the problem consists of the set
of positions of all the switches used in the switch matrix, that allows the construction of the
n paths from each required channel to an amplifier. The objective is to find the solution such
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Figure 4.4: Solution example and computation of the length of the longest path
that the length of the longest channel path is the minimum possible. Let k be the number
of switches in the switch network and C the set of channels to connect. Let pathc, c ∈ C
be the function returning the length of the channel path c in number of switch crossings or
links used by the channel path. The solution vector p = (pos1, . . . , posk) of size k denotes the
position of each switch. The objective is to find a solution p which connects the n channels
and minimises:
f(p) = max
c∈C
{pathc(p)} (4.1)
An illustration is provided in Figure 4.4, where the first channel follows a path of 7 crossed
switches (or 8 links used), and the second channel follows a path with 6 switch crossings (or
7 links used in the path). Thus, in switch crossings the length of the longest path is 7 (or 8
links used).
4.4.2 Minimising the Number of Switch Changes
The number of required switch changes has to be minimised, because changing the position
of a switch while the satellite is in orbit may cause its permanent failure. This objective is
of interest while the satellite is operated, thus this optimisation problem is time critical.
More formally, given n channels to connect, the solution to the problem consists in finding
the set of positions of all the switches used in the switch matrix, that allows the construction
of the n paths, from each required channel to an amplifier. Let S of size k be the set of
switches in the switch network and C, of size n, the set of channels to connect. Let pinits be
the initial position of switch s ∈ S. Let changes, s ∈ S be a binary variable denoting whether
switch s has changed from its initial position or not:
changes =
￿
1 if pinits ￿= poss,
0 otherwise.
(4.2)
The solution vector p = (pos1, . . . , posk) of size k denotes the position of each switch, and
the objective is to find a solution p which connects the n channels and minimises:
f(p) =
￿
s∈S
changes (4.3)
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As an example, on the right hand side of Figure 4.1, 11 switches have changed from their
initial positions. These switches are highlighted with black color.
4.4.3 Minimising the Channel Interruptions
During the in-orbit lifetime of the satellites, additional channels might be activated in the
payload, based on commercial considerations, but without impacting other existing services,
or at least, minimising the service degradation. As a consequence, the reconfiguration process
should try to minimise the number of interruptions of the already connected channels that
carry services for customers. An interruption is defined as follows:
Definition 1. An interruption occurs when the path of a given channel, in the initial con-
figuration, is altered in order to comply with the requirements of the new configuration.
This objective is of interest for the reconfiguration and restoration problem cases and it
is time critical, as it occurs during the operational phase.
More formally, let S be the set of switches, and W be a set of initially connected channels
in the payload. Let pathw, ∀w ∈ W , a function returning the set of switches used in path
w ∈ W . The variable interrw, denotes whether pathw has been interrupted in the final
configuration or not. This variable is therefore defined as follows:
interrw =
￿
1 if ∃s ∈ pathw s.t changes = 1,
0 otherwise.
(4.4)
Given n ≥ |W | channels to connect, the solution of the problem consists of the set of
positions of all the switches used in the switch matrix, that allows the construction of the n
paths from each required channel to an amplifier. The solution vector p = {pos1, . . . , posk}
denotes the position of each switch in the final configuration. The objective is to find a
solution P which connects the n channels and minimises:
f(p) =
￿
w∈W
interw(p) (4.5)
On the right hand side of Figure 4.3 where the solution example is displayed, the initially
connected channel 3 has been interrupted, as one of the switches used in its path (the one
highlighted with the black color) has changed position in the final configuration. Therefore,
the number of interruptions in this case is 1.
4.4.4 Minimising the Input Power to Saturation
The maximum performance of each amplifier used in the payload is achieved when it is
operated at its saturation point, where the maximum amplification of the input signal is
achieved. In order to ensure the highest operational eﬃciency with the minimum cost, it is
desired when configuring the payload, to minimise the required input power to saturation
(IPS) for the amplifiers that will be used by the channels. Therefore, the channels have
to be routed to the appropriate amplifiers through optimal paths in order to optimise this
objective.
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For each channel c the choice of the optimal path through the switch matrix that minimises
the input power to saturation is influenced by two factors. The first one is the total loss
induced by the chosen path, i.e., the loss cumulated from the switches and connectors crossed
by a channel c. In addition the loss of each link depends on the channel frequency. Thus,
each connector may imply a diﬀerent loss if it is used by diﬀerent channels. The loss of each
switch is a static parameter independent of the channel frequency. The second factor is the
amplifier that the channel c will use. The required power to saturate each amplifier also
depends on the frequency. As a result, each amplifier may have a diﬀerent value of required
input power to saturate it, for each diﬀerent channel. Consequently, both factors should be
considered for the calculation of the paths of the final switch matrix configuration. We are
here focusing only on the payload switch matrix configuration and we do not consider the
front end subsystem of the payload. Thus, we do not include in the optimisation model and
in our computations the static parameters, that denote the losses cumulated from the front
end part of the payload and the front end gain for each channel.
More formally, let k be the number of switches in the switch network and the set C, of
size n, the set of channels to connect. Let Sc be the set of switches crossed by channel c ∈ C
and Lc be the set of links (connectors) crossed by channel c ∈ C. We represent as atts the
losses of the signal from the switch s when it is used by a channel and attl,c the losses of
the signal from the link l when is used by channel c. The losses are negative values given in
decibels dB. Let:
lossesc =
￿
s∈Sc
atts +
￿
l∈Lc
attl,c, ∀c ∈ C (4.6)
denote the path losses (i.e. losses on the switches and connectors) of channel c. ips ampt,c
is the power to saturate the amplifier t that is used by channel c. It is a negative value
expressed in dBm. Let thus:
ips pathc = ips ampt,c − lossesc ∀c ∈ C (4.7)
denote the computed power of each channel path that is given by the required input power
to saturate the amplifier that the channel is connected to minus the losses cumulated by the
used links and switches.
The solution vector P = {pos1, . . . , posk} is a vector of size k and denotes the position of
each switch. The objective of the problem is thus to find a solution P which connects all n
channels and minimises for the sum of attenuation and IPS for all channels for the first case:
￿
c∈C
(ips pathc(p)) (4.8)
and minimises the highest sum of attenuation and IPS of one channel for the second case:
maxc∈C(ips pathc(p)) (4.9)
As an example, on Figure 4.4, the IPS for amplifier 2 (which is used by channel 1), will
be estimated by computing the losses on the links and the switches crossed by channel 1, and
the static required power to saturate the amplifier 2, when it is used by the channel 1.
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4.5 Summary
The general problem of the satellite payload reconfiguration optimisation was classified in
three problem cases, namely the initial configuration, which may occur during planning or
operational phase, the reconfiguration and the restoration problem cases. Diﬀerent opera-
tional objectives are of interest for the payload engineers for each of these problem cases.
The problem of finding optimal payload switch matrix configurations and reconfigurations
may be be time time critical for the engineers. Table 4.1 provides a summary of the proposed
classification with the corresponding operational objectives per problem case.
Problem Case Objective(s) to Optimise Time Critical
ICpl
LPL
✕
Power
ICop
LPL
✓Changes
Power
RC,RS
LPL
✓
Changes
Power
Interruptions
Table 4.1: Problem Classification
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The implementation of an experimental framework that will embed the developed opti-
misation techniques and will interact directly with the operator’s internal software tools, is
another objective of our work. The following requirements must be satisfied by the frame-
work:
1. Provision of eﬃcient solutions for payload configurations and reconfigurations for all
the defined problem cases.
2. Direct interaction with the computerised schematics tools used by the engineers for the
payload operations.
3. Applicable to diﬀerent satellite payload systems.
5.1 The modules of the Experimental Framework
The proposed framework is depicted in Figure 5.1. The computerised schematics (CS) tool
makes part of the internal software tools of the operator and is used by the engineers to design
the payload structure of the diﬀerent satellites and to represent the actual configurations.
In addition, it contains information about the status of the payload and its components and
functionalities to facilitate the diﬀerent operations that take place during the satellite lifetime.
The purpose of the Experimental Framework is to provide optimal or near-optimal solutions
to the switch matrix configuration and reconfiguration optimisation problem instances. It
enables the application of diﬀerent single or multi-objective optimisation algorithms. The
interaction between the CS tool and the framework, as illustrated in Figure 5.1, implies that
the input to the experimental framework is produced by the CS tool and that the output of
the experimental framework, that represents the new payload configuration, is loaded to the
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CS tool. The new solution configuration can be visualised and be saved as the new actual
payload configuration.
   
New Payload
Configuration
     
Payload Architecture
(Computerised Schematics) 
Problem Instance 
Generator
-Objectives
-Constraints
Payload Instance
 Solver
-Exact
-Metaheuristics
-Hybrids
Results Analysis
- Time
- Solution Quality
   
Experimental Framework
        
Problem
 Instance
   
Parameter/Algorithm
tuning
     
Figure 5.1: The modules of the Experimental Framework.
As illustrated in Figure 5.1, the experimental framework is composed by 3 main modules
which are the following:
• The Problem Instance Generator. In this module, the specific optimisation problem is
created. For example, within this module, the objective(s) and the constraints of the
optimisation problem are defined by the user.
• The Solver. This module provides the final optimal or near-optimal solution(s). Dif-
ferent algorithms may be applied such as single and multi-objective exact methods,
metaheuristics or hybrids. The final solution is converted to an appropriate format in
order to be loaded to the CS tool.
• The Results Analysis. This module analyses the quality of the generated solutions and
the required computational time. If necessary, modifications to the configuration of the
solver module can take place based on this analysis. For instance, the algorithm or
the parameters used during the solution process can be modified. Thus, this module
functions also as an input to the Solver module.
5.2 Interaction with the Operator’s Computerised Schematics
Tool
The input to the experimental framework is the current payload instance that is generated by
the computerised schematics tool in a simple text file. This file describes the current payload
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configuration and contains all the required information that are needed for the optimisation
process. For instance, information about the initial position of all the switches in the payload
switch matrix is included, as well as the used amplifiers, the failed amplifiers and switches,
the initially connected channels and the status of the channels related to the contract. In
addition, all the required data needed for the mathematical computations, for example losses
and power values, are contained in the file.
Starting from the current payload instance, as the current configuration, the optimisation
problem to solve is defined through the Problem Instance Generator module. In this step, the
objective function and other additional constraints, such as the channels to connect or the
channels not to interrupt, are determined by the user. The generated optimisation problem is
the input to the Solver module which integrates diﬀerent algorithms that can be used, based
on the user selection. The Result Analysis module determines, depending on the quality of
the obtained solution or the required computational time, whether modifications should take
place in the algorithms or the parameters of the algorithms used. It therefore functions as
an input to the Solver module for parameter or algorithms tuning. The final output of the
Solver, which consists in the new actual payload configuration, is loaded in the computerised
schematics tool.
5.3 Summary
An experimental framework has been proposed and implemented that integrates the diﬀerent
optimisation algorithms and interacts directly with the computerised schematics (CS) tool.
The CS tool is used by the payload engineers to describe the current payload configuration
and helps them to perform the diﬀerent payload operations that take place during the satellite
lifetime. The experimental framework, that works in conjunction with the CS tool, provides
optimal or near-optimal solutions to the defined problem instances, with the application of
diﬀerent optimisation algorithms such as exact methods (single and multi-objective), meta-
heuristics or hybrid methods. The solution is converted to an appropriate format and can be
loaded to the CS tool in order to be saved as the new actual payload configuration.
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The algorithms for solving optimisation problems are mainly classified in exact and in
approximate methods. Exact methods obtain optimal solutions but in many cases the re-
quired computational time increases significantly with the size of the problem instance. On
the other hand, the approximate methods may determine a solution of high quality but there
is no guarantee of finding a global optimal solution [64]. Such a classical classification of the
optimisation techniques to exact and approximate approaches is illustrated in Figure 6.1 [64].
When considering exact methods, techniques like dynamic programming [21], constraint
programming [13] and linear and integer programming based techniques such as branch-
and-cut, branch-and-price and branch-and-cut-and-price are widely used [53][45]. Several
powerful commercial and non-commercial solvers integrate these techniques to solve exactly
integer and mixed integer linear programming optimisation problems in an eﬃcient way. A
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Figure 6.1: Classical classification of optimisation methods.
recent survey on such software is provided in [48] and a comparison of such solvers can be
found in [50].
The formulation of the problem and the generation of an optimisation model, is the first
step when a solution to an optimisation problem is required. The optimisation model, has
three main components which are the objective function, the set of decision variables, and
a set of constraints that restrict the values of the decision variables. The solution to the
optimisation problem is the set of values of the decision variables for which the objective
function reaches the optimal value. Linear programming (LP) is a commonly used model,
where the objective function and the set of constraints are linear functions, and the decision
variables are continuous. An Integer Linear Program (ILP) is an optimisation problem which
involves integer variables. A solution of the following problem is therefore searched:
min{cx |Ax ≥ b, x ≥ 0, x ∈ Zn} (6.1)
where x is the n-dimensional integer variable column vector and c ∈ Rn. Matrix A ∈ Rm∗n
and b ∈ Rm define the m constraints of the optimisation problem. Integer and combinatorial
optimisation are in details analysed in [53] and [74]. A Mixed Integer Linear Program (MILP)
involves a combination of integer and real-valued variables.
A novel ILP optimisation model for the payload switch matrix configuration and reconfig-
uration problem is proposed in this thesis. Similarities of this problem with the well-known
integer network flow problems exist, as several channels (flows) are crossing simultaneously
the network, with the aim to find some optimal paths with respect to some objectives. How-
ever, the direct application of such well-know network models is not possible, due to the
specific properties of the considered problem.
This chapter provides at first a general overview of the classical network flow models,
mentioning the similarities and the diﬀerences with the problem tackled in this thesis. In
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Section 6.2 the proposed ILP model is presented in details for each of the considered oper-
ational objectives. The experimental results for the single-objective optimisation problems,
using an exact solver, are analysed in Section 6.4.
6.1 Classical Network Flow Problems
Network flow problems have been widely studied in the literature as they occur in many prac-
tical applications of diﬀerent domains, such as telecommunications, engineering and trans-
portation systems [8]. Problems like shortest path, minimum cost, maximum flow, and mul-
ticommodity flow problems, constitute the most common classes of practical optimisation
problems [23]. Information about this kind of problems can be found for example in [7, 15].
Multicommodity network flow problems involve several flow types (or commodities), that
simultaneously use the network. The objective is to flow the commodities through the net-
work, without exceeding the capacities of the edges, while minimising the cost. At the most
general level, as indicated in [55], the multicommodity flow formulation can take the following
form:
minimise
￿
l∈L
Dl(fl) (6.2)
subject to flow conservation constraints (6.3)
plus any additional special constraints, (6.4)
where fl denotes the total flow on link l, Dl the cost function and L is the set of links
(edges) in the network. The flow conservation constraints ensure that the flow that enters
into a node equals the amount of flow out of it, unless the node is a source or a sink. The
integer multicommodity flow (IMCF) problem results when the flow of a commodity may
use only one path from origin to destination [17]. The IMCF problem formulation is defined
over the network G comprised of node set N and arc set A. Binary decision variables x are
included, where xkij equals 1 if the entire quantity of commodity k is assigned to arc ij, and
equals 0 otherwise. Apart from the flow conservation constraints, the capacity constraints of
the optimisation problem, ensure that the flow along an edge should not exceed the capacity
of the edge. A path-based formulation is also used for modelling this type of problems, but
in that case an exponential number of variables is needed [62]. A detailed formulation of the
IMCF problem can be found for example in [17]. In the field of telecommunications, these
models are widely used for optimal routing and network design [51, 71]. Such a mathematical
model formulation was also proposed for Clos Type symmetrical networks based on identical
square crossbar switches for three, five and seven stages [41]. The proposed algorithms for
solving the general integral multicommodity network flow problem are based on branch-and-
cut and branch-and-price techniques [18, 17, 72, 26] as well as column generation [55]. The
maximum integer multicommodity flow consists of sending distinct integer flows between k
given pairs of terminal nodes of an undirected graph with edge capacities, with the aim to
maximise the total amount of flow sent. A special case arises when all edge capacities are set
to 1 and the problem consists of finding the maximum number of edge-disjoint paths between
the k terminals [25, 29].
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Similarities between the above mentioned cases, and the problem considered in this thesis
exist. Diﬀerent channels use simultaneously the network. Diﬀerent costs (losses) may also be
associated to each link when it is used by a channel. Each channel uses a single path from
the origin to its destination and each link can be used only by one channel. The conservation
constraints for each switch are by default satisfied (what enters in a switch node goes out
of it). However, such optimisation models can not be directly applied to the considered
problem, due to the specific properties of the payload switch matrix. The key diﬀerence is
the notion of the switch position. The classical models are defined over a static network
topology, but in the switch matrix when one switch changes position the topology of the
network is modified, which means that some edges are not available anymore while new
edges are formed. Consequently, the flow propagation constraints for each position of each
switch have to be defined. When a channel crosses one switch, these constraints will describe
which links are available, based on the switch position. Therefore, the flow propagation
constraints will ensure the valid propagation of the signals through the switch network based
on the switch positions. Conservation constraints have to be added for the amplifiers, if both
input and output switch matrices are used. Furthermore, there may exist amplifiers that can
not be used by any channel (failed amplifiers) or that can be used only by a specific subset
of channels. The solution vector of the problem is the set of positions of the switches, that
allows the connection of a given set of channels while optimising the defined objective(s).
The main diﬀerences between the classical network flow problems and the payload switch
matrix optimisation problem are summarised in Table 6.1.
Classical Network Flow Problems Payload Switch Matrix Problem
Constraints Flow conservation Flow propagation
Network Topology Static Dynamic
Solution representation Flows/Paths Switch Positions
Table 6.1: Main diﬀerences between classical network flow problems and payload switch
matrix optimisation problem.
Therefore, respecting the above mentioned specificities, a novel mathematical optimisation
model is developed for the payload switch matrix configuration and reconfiguration problem in
order to optimise the defined objectives. The mathematical model is detailed in the following
section.
6.2 An ILP Model for Payload Switch Matrix Configuration
and Reconfiguration
The basic variables of the proposed model are the binary flow variables that are associated to
each link and the integer position variables that are associated to each switch. Distinct flow
values are assigned to each link that is neighbour to each channel that has to be connected.
These flow values are propagated through the switch network, according to the flow propa-
gation constraints that are defined for each component of the payload, e.g. for each switch.
The capacity of each link is equal to one, i.e. a physical link can be used only by one channel.
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More formally, the proposed model consists of the following constants, sets, variables and
constraints.
Constants and Sets:
Let define:
• q as the number of channels to be connected.
• n as the number of states (positions) of the switches of the network (e.g. if R switches
with 4 states are used, n=4).
• P as a set of size n, with integer values from 0 to n − 1 representing the maximum
number of positions a switch can have. The position is relative. It refers to the number
of steps the switch should take from its current state to reach the new state.
• S as the set of all switches.
• T as the set of all amplifiers.
• C as the set of all channels.
• L = CL ∪ TL ∪ SL as the set of all links. L consists of the following subsets:
– CL as the set of all links connected to the channels. As only the input switch
matrix is considered it holds CL = CLin, where CLin of size |C|, the set of all
links neighbouring with the channel filters on the input switch matrix. Let clinc
be the link connected with channel c.
– TL as the set of all links connected to amplifiers. As only the input switch matrix is
considered TL = TLin, with TLin of size |T |, the set of input links of all amplifiers.
Let tlint be the input link of amplifier t.
– SL as the set containing the links between any two switches.
• lo as a special link, or link 0, when signal can not be propagated. For instance in Figure
6.2 with a switch in state 2, link a is connected with l0.
• Let Cconn ⊆ C, of size q, be the set of channels to connect. We represent each channel
to connect with an integer value. Thus, let the elements of this set to be 1, 2, . . . , q,
representing the 1st, 2nd, . . . qth channel to connect respectively.
• CLconn ⊆ CLin of size q, as the set of links neighbouring with the input channels that
will be connected. Let the elements of this set to be l1, l2, . . . , lq, indicating that the
neighbouring link of the channel to connect c1 is l1, the neighbouring link of the channel
to connect c2 is l2 etc.
• The matrix M of size |S| ∗ |P | ∗ |L| ∗ |L ∪ {l0}|, describes the links that are connected
for all possible positions of all switches:
ms,p,li,lj =
￿
1 if li is connected with lj via switch s at position p,
0 otherwise.
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Variables
• Let define Pos of size |S|, as the solution vector, providing the position for each switch.
The initial state of each switch is considered as poss = 0. For instance, if an R-type
switch (with 4 states) is initially in state 3, and in the solution poss = 1, then the
switch will have to move to state 4.
• Integer vector Flow of size |L|, showing the flow value (from 0 to q) that is carried by
each link. It follows:
flowl =
￿
x with 0 < x ≤ q, x ∈ Z if link l is used by the xth channel to connect,
0 otherwise.
• Binary vector B of size |S| ∗ |P |, is used to activate or de-active the flow propagation
constraints, such that:
bs,p =
￿
1 if poss = p,
0 otherwise.
• Boolean vector Ampused of size |T |, indicating whether an amplifier is active (used) or
not.
• Binary variable flowl,c, ∀l ∈ L , ∀c ∈ Cconn, indicating whether link l is used by channel
c or not:
flowl,c =
￿
1 if l is used by channel c,
0 otherwise.
Constraints
• To start the flow distribution, flow values are assigned to each link li from the set
CLconn that will carry the flow value of the ith channel:
flowli,i = 1, ∀li ∈ CLconn.
• The integer variable flowl must be equal to:
flowl =
￿
c∈Cconn
c ∗ flowl,c, ∀l ∈ L.
• To avoid flow paths starting from an input channel and returning to another input
channel, flow values must be set to 0 for all unused input channels:
flowli = 0, ∀li ∈ {{CLin}− {CLconn}}.
• To ensure that a link is either not used or used by only a single channel, the following
constraint is added:
￿
c∈Cconn
flowl,c ≤ 1, ∀l ∈ L.
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Figure 6.2: Positions of a R-type switch and the corresponding non-linear expression of the
flow propagation constraints. The initial position of the switch is position 1.
Position 1 Position 2 
flow[a] * b[s,0] = flow[d] * b[s,0]
flow[b] * b[s,0] = flow[c] * b[s,0]
flow[b] * b[s,1] = flow[a] * b[s,1]
flow[d] * b[s,1] = flow[c] * b[s,1]
a
b
c
d
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c
d
Figure 6.3: Positions of a C-type switch and the corresponding non-linear expression of the
flow propagation constraints. The initial position of the switch is position 1.
• The flow propagation constraints are expressed for each position of each switch and
describe the established connections at each case. It is ensured that based on each
switch position, the connected links have the same flow value. Figure 6.2 illustrates
the non-linear expressions for the flow propagation constraints for all states of an R-
type switch. The corresponding constraints for C and T switch types are illustrated in
Figures 6.3 and 6.4 respectively. The linear equivalent constraints can be expressed as
follows:
flowl1 + bs,p ∗ q − q ≤ flowl2 ≤ flowl1 − bs,p ∗ q + q :
∀s ∈ S, ∀p ∈ P, ∀l1, l2 ∈ (L ∪ {l0})2, such as ms,p,l1,l2 = 1.
• The following constraint ensures that only one position is selected for each switch:￿
p∈P
bs,p = 1, ∀s ∈ S.
poss =
￿
p∈P
p ∗ bs,p, ∀s ∈ S.
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Position 1 Position 2 
flow[a] * b[s,0] = flow[b] * b[s,0]
flow[c] * b[s,0] = flow[d] * b[s,0]
flow[a] * b[s,1] = flow[d] * b[s,1]
flow[b] * b[s,1] = flow[c] * b[s,1]
a
b
c
d
a
b
c
d
Position 3 
flow[a] * b[s,1] = flow[c] * b[s,1]
flow[b] * b[s,1] = flow[d] * b[s,1]
a
b
c
d
Figure 6.4: Positions of the T-type switch and the corresponding non-linear expression of the
flow propagation constraints. The initial position of the switch is position 1.
• An amplifier is used if its input link has a positive flow value. The number of active
amplifiers has to be equal to the number of channels to connect:
ampusedt ∗ q ≥ flowtlint , ∀t ∈ T.￿
t∈T
ampusedt = q.
• Link {l0} never carries any signal.
flowl0 = 0.
The complete version of the ILP model is provided below:
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Complete ILP model
V ariables :
poss ∈ Z ∀s ∈ S
flowl ∈ Z ∀l ∈ L ∪ {lo}
bs,p ∈ {0; 1} ∀s ∈ S, ∀p ∈ P
ampusedt ∈ {0; 1} ∀t ∈ T
flowl,c ∈ {0; 1} ∀l ∈ L, ∀c ∈ Cconn
Constraints :
flowli,i = 1 ∀li ∈ CLconn
flowli = 0 ∀li ∈ {{CLin}− {CLconn}}
flowl1 + bs,p ∗ q − q ≤ flowl2 ≤ flowl1 −
bs,p ∗ q + q
∀s ∈ S, ∀p ∈ P , ∀(l1, l2) ∈
(L ∪ {l0})2, s.t. ms,p,l1,l2 = 1.￿
p∈P
bs,p = 1 ∀s ∈ S
poss =
￿
p∈P
p ∗ bs,p ∀s ∈ S
ampusedt ∗ q ≥ flowtlint ∀t ∈ T￿
t∈T
ampusedt = q￿
c∈Cconn
flowl,c ≤ 1 ∀l ∈ L
flowl =
￿
c∈Cconn
c ∗ flowl,c ∀l ∈ L
flowl0 = 0
6.3 Modelling the Operational Objectives
The proposed model presented in Section 6.2, includes the variables and the necessary con-
straints to ensure valid solutions to the payload configuration and reconfiguration problem.
The model can be easily extended to formulate all the operational objectives that are of
interest for the engineers. For each of the objectives that have been detailed in Section 4.4,
the proposed variants of the optimisation model are here detailed.
6.3.1 Minimising the Length of the Longest Path
To minimise the length of the longest path, decision variables that denote the length of each
channel path are inserted in the optimisation model. More precisely, the following variables,
constraints and objectives, have to be added to the ILP model presented in Section 6.2, in
order to minimise the length of the longest channel path.
Variables
• An integer variable pathc, ∀c ∈ Cconn, is introduced that denotes the length of the path
of channel c.
• Integer variable z indicating the length of the longest channel path.
Constraints
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• The length of the path of each channel must be equal to the sum of all links that carry
the channel:
pathc =
￿
l∈L
flowl,c, ∀c ∈ Cconn.
• The length of each path must be smaller or equal than the length of the longest path:
pathc ≤ z, ∀c ∈ Cconn
Objectives
• The objective is to minimise the length of the longest channel path:
Min z
The complete ILP model for minimising LPL is provided in Appendix 1.
6.3.2 Minimising the Number of Switch Changes
To minimise the number of switch changes, decision variables that indicate wether a switch
changes position or not, have to be included in the optimisation model. More precisely, the
following variables, constraints and objectives, have to be added to the ILP model presented
in Section 6.2.
Variables
• Binary vector Change of size |S|, indicating whether a switch needs to change from its
initial state or not.
changes =
￿
1 if poss > 0,
0 otherwise.
Constraints
• We ensure that changes = 1, if and only if poss > 0:
changes ∗ n ≥ poss, ∀s ∈ S.
changes ≤ poss, ∀s ∈ S.
Objectives
Min
￿
s∈S
changes
The complete ILP model for minimising the number of switch changes is displayed in
Appendix 1.
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6.3.3 Minimising the Channel Interruptions
To minimise the number of channel interruptions, a pre-processing step is necessary. In this
step, the set of switches that are used by each initially connected channel has to be extracted.
In the final solution, as long as one of these switches has changed position, the corresponding
channels have been interrupted. More precisely, the following constants, variables and con-
straints have to be added in the optimisation model described in Section 6.2.
Constants and sets
Let define:
• Let Qinit be the set of initially connected channels. Let the elements of this set to be
1, 2, . . . , qinit.
• Let qfinal ≥ qinit, representing the total number of channels to be connected at the final
configuration.
• The set Sq ⊆ S be the set of switches used by path q, ∀q ∈ Qinit:
• In this case the output payload switch matrix is considered as well. Let thus tloutt , ∀t ∈
T , be the output link of amplifier t ∈ T and cloutc , ∀c ∈ C, be the neighbor link of
channel c ∈ C in the output switch matrix.
Variables
• Let a binary variable interrq, defined ∀q ∈ Qinit, denoting wether initial path q has
been interrupted or not. The path is interrupted as long as one of its used switches has
changed positions. It thus holds:
interrq =
1 if
￿
s∈Sq
changes > 0,
0 otherwise.
Constraints
• The following constraint ensures that a path has been interrupted as long as at least
one of the switches it crossed has changed position:
interrq ≥ changes, ∀s ∈ Sq, ∀q ∈ Qinit
• Since the output switch matrix is used, the flow propagation constraints must be also
defined for each amplifier:
flowtlint = flowtloutt , ∀t ∈ T
• Additionally, since the output switch matrix is here used, the flow value on the input
channel must be equal to the flow value of the neighbor link of the corresponding output
channel:
flowclinc = flowcloutc , ∀c ∈ C
65
6. SINGLE-OBJECTIVE MODELLING
Objective
• The objective is to minimise the number of channel interruptions. Therefore:
Min
￿
q∈Qinit
interrq
The complete ILP model for minimising the number of channel interruptions can be found
in Appendix 1.
6.3.4 Minimising the Input Power to Saturation
To minimise the Input Power to Saturation (IPS), diﬀerent parameters have to be included
in the mathematical model that provide the losses cumulated from the switches and the
links crossed by the signals, as well as the input power to saturate each amplifier for each
channel. This research focuses only on the payload switch matrix configuration and does not
consider the front end subsystem of the payload. As a result, the static parameters, that
denote the losses cumulated from the front end part of the payload and the front end gain
for each channel, are not included in the optimisation model and are not considered in the
computations.
In the first problem case the total IPS is minimised, whereas in the second problem case
the objective is the minimisation of the highest IPS. The following parameters, sets, variables
and constraints have to be added to the optimisation model.
Constants, Sets and Parameters
• Let attl,c, ∀l ∈ L, ∀c ∈ C a parameter specifying the loss in the signal when the link
l ∈ L is used by channel c ∈ C.
• Let atts, ∀s ∈ S a parameter specifying the loss in the signal when switch s ∈ S is used.
• Let IPt,c, ∀t ∈ T, ∀c ∈ C a parameter specifying the required power to saturation of
amplifier t ∈ T for channel c ∈ C.
• Finally, let Ls, ∀s ∈ S, to represent the set of the 4 links that are neighboring to the
switch s ∈ S.
Variables
• Binary vector Twusedt,c of size |T | ∗ |Cconn|, indicating whether amplifier t ∈ T is used
by channel c ∈ Cconn or not. Thus, it will hold that:
twusedt,c =
￿
1 if t is used by channel c,
0 otherwise.
• Binary vector used sws,c of size |S| ∗ |Cconn|, indicating whether switch s ∈ S is used
by channel c ∈ Cconn or not. Thus, it will hold that:
used sws,c =
￿
1 if s is used by channel c,
0 otherwise.
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• The variable ips pathc, ∀c ∈ Cconn, indicates the input power to saturation correspond-
ing to the channel c.
• The variable s denotes the maximum required input power to saturation among all the
channel paths.
Constraints
• The binary variable twusedt,c will be 1 if the input link of amplifier t ∈ T is used by
channel c ∈ Cconn.
twusedt,c ≥ flowtlint,c .
• The variable twusedt,c will be 0 if the amplifier is not used:
ampusedt =
￿
c∈Cconn
twusedt,c, ∀t ∈ T.
• The following constraints ensure that a switch is used by a channel if the channel is
using any of its neighbor links:
4 ∗ used sws,c ≥
￿
l∈Ls
flowl,c, ∀s ∈ S, ∀c ∈ Cconn.
used sws,c ≤
￿
l∈Ls
flowl,c, ∀s ∈ S, ∀c ∈ Cconn.
• The computed power of each channel path is given by the required input power to
saturate the amplifier that the channel is connected to minus the losses cumulated by
the used links and switches:
ips pathc = −
￿
l∈L
attl,c ∗ flowl,c −
￿
s∈S
atts ∗ used sws,c+
￿
t∈T
ipst,c ∗ twusedt,c, ∀c ∈ Cconn.
• The variable s represents the highest input power to saturation among all the channel
paths:
s ≥ ips pathc, ∀c ∈ Cconn.
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Objective
• The objective of the first approach is to minimize the total required power:
Min
￿
c∈Cconn
ips pathc
• The objective of the second approach is to minimize the highest required power:
Min s
The complete ILP optimisation model for minimising the Input Power to Saturation (IPS)
is provided in Appendix 1.
6.4 Experimental Results
This section presents the experimental results for the single-objective optimisation problems,
for each of the defined operational objectives. At first, information about the experimental
setup and the considered payload instances is provided and then the numerical results are
analysed.
6.4.1 Experimental Setup
All the experiments were performed using the HPC platform facilities of the University of
Luxembourg [70] on an homogenous type of nodes with Xeon 6C, 2,26GHz on a single core
with 2GB of RAM. The operating system was Debian GNU/Linux 6.0.9 and kernel 3.2.0-
0.bpo.4-amd64. No core aﬃnity was set. A single CPU core was used in order to create a
benchmark that will be used for the comparisons of the experimental results. The exact solver
used was IBM ILOG CPLEX 12.0.0 [2]. In case of modifications on the above experimental
setup for specific experiments, these are detailed in the corresponding subsection of the
experimental results. Information about the payload instances tackled is provided in Table
6.2.
Small Payload Large payload
Number of switches / Type 50 / R 100 / R
Number of amplifiers 23 35
Maximum nb. of channels to connect 23 35
Nb. of channels to connect 8, 13, 18, 23
Nb. of channels sets per size 30
Table 6.2: Payload instances.
As denoted in this table, two realistic payload switch matrices were used, one with 50
switches of type R, with up to 23 amplifiers and another one with 100 switches of type R and
up to 35 amplifiers. The number of amplifiers indicates the maximum number of channels
that can be connected. 30 diﬀerent sets of channels to connect of size 8, 13, 18 and 23 were
uniformly chosen at random. An instantiation of the experimental framework is illustrated
in Figure 6.5.
68
6.4 Experimental Results
   
New Payload
Configuration
     
Payload Architecture
(Computerised Schematics) 
Problem Instance 
Generator
SIngle-Objective
Payload Instance
Solver
ILP based Exact
(CPLEX)
Results Analysis
- Time
- Solution Quality
   
Experimental Framework
        
Problem
 Instance
Figure 6.5: Instantiation of the experimental framework for single-objective optimisation
using exact methods.
6.4.2 Minimising the Longest Path Length
The problem of minimising LPL can arise either during the operational phase or during the
planning phase. Thus, two termination conditions have been considered for these experi-
ments. The first one was set to 120 hours, defined by technical reasons. This permits at
first to assess if the considered instances are solvable exactly, and if so, to analyse the upper
bound of the required computational time. The second termination condition was set to 10
minutes which is defined by the engineers, and is used when the problem occurs during the
operational phase.
6.4.2.1 50 switches payload
The results when minimising LPL on the 50 switches payload are provided in Table 6.3,
for each of the above mentioned termination conditions. At first, the hit rate is displayed,
which denotes the percentage of the instances solved exactly. Besides, the average fitness
value, the average computational time as well as the minimum and the maximum required
computational time in seconds are provided.
The first remark is that when minimising LPL, not only instances could be solved exactly,
even after using the first termination condition of 120 hours. When connecting 8 channels,
93.33% of the instances were solved whereas for the sets of 18 and 23 channels the hit rate
is 56.66%. With the termination condition of ten minutes, the hit rate is significantly lower.
90% of the instances were solved when 8 channels are connected, whereas for the sets of 18
channels to connect the hit rate drops to 6.66%. Finally, none instance could be solved when
connecting 23 channels.
A high standard deviation of the required computational time is observed in all instances
that indicates the influence of the set of channels to connect. As an example, when 8 channels
are connected, the average required time is 6013.36 seconds with maximum time among the
solved instances 168288.7 seconds and minimum time only 0.19 seconds. When 13 channels
69
6. SINGLE-OBJECTIVE MODELLING
Channels Hitrate Avg. Fitness Avg. Time Min Time Max Time
120 hours
8 93.33% 2.85 ± 0.52 6013.36 ± 31802.98 0.19 168288.7
13 36.66% 3.63 ± 0.50 42564.75 ± 73931.85 1.02 253018.9
18 56.66% 3.94 ± 0.42 46213.47 ± 47202.44 1.61 135928.7
23 56.66% 4.94 ± 0.24 32371.45 ± 36075.48 1549.16 116771.1
10 min
8 90% 2.81 ± 0.48 3.19±12.89 0.19 67.63
13 13.33% 3 ± 0 10.67±13.64 1.02 30.57
18 6.66% 3 ± 0 4.52±4.12 1.61 7.44
23 0% − − − −
Table 6.3: Minimising LPL on 50 switches payload.
are connected, the standard deviation of the time reaches 73931.85 seconds. As previously
mentioned, the switch matrix, which is designed in order to fulfill the operational requirements
with the minimum cost, is not symmetric and the channels can be placed at diﬀerent locations.
Therefore, based on the selected set of channels to connect, some instances may be solved
easier compared to others. Figure 6.6 illustrates the average required time for the set of
instances that had the worst fitness value (highest LPL) and the set of instances with the
best fitness values (lowest LPL) considering the 50 switches payload and the termination
condition of 120 hours. It can be observed that the instances with the worst fitness are the
most diﬃcult to solve while the instances solved in the shortest time have smaller fitness
values. For instance, for the case of 13 channels to connect, the instances with the best
fitness were solved in average after 8.12 seconds where the solved instances with the worst
fitness required in average 66883 seconds.
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Figure 6.6: 50 switches payload. Average time (in seconds) of the set of instances with the
worst (maximum) and best (minimum) fitness.
70
6.4 Experimental Results
It should be observed that for the case of 8 channels to connect, the maximum time among
the solved 90% of the instances, when considering the ten minutes termination condition, is
only 67.63 seconds, and the median value is very low, i.e 0.34 seconds. Only one additional
instance was solved within the 120 hours termination condition, after 168288.7 seconds. As
can be seen in the boxplot provided in Figure 6.7, that visualises the time distribution on
the 50 switches payload, few outliers represent the instances that required the higher compu-
tational time while the median values remain low in most cases. More precisely, the median
values are 25555.57 seconds for 13 channels to connect and 17217.96 and 14440.51 for 18 and
23 channels to connect respectively.
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Figure 6.7: Time distribution on 50 switches payload when LPL is minimised.
6.4.2.2 100 switches payload
The experimental results on the 100 switches payload are presented in Table 6.4. Using the
120 hours termination condition, 70% of the instances of 8 channels to connect were solved
whereas for the sets of 18 and 23 channels the hit rate is only 20% and 10% respectively.
Considering the termination condition of 10 minutes, 66.66% of the instances were solved of
size 8 channels to connect, whereas for the sets of 13 and 18 channels the hit rate is 30% and
10% respectively. None instance was solved for the cases of 23 channels to connect.
As denoted from the high standard deviation, the selected set of channels to connect in-
fluences the required computational time. For the sets of 13 channels to connect the standard
deviation of the time is 6061.92 seconds. For the cases of 18 channels the average computa-
tional time is 20349.53 with standard deviation 46475.84 seconds. As illustrated in Figure
6.8, similarly to the 50 switches payload, the instances with the worst fitness value (highest
LPL) are the ones that required the highest computational time in average, whereas the in-
stances with the best fitness (lowest LPL) were solved faster. When connecting 8 channels,
the instances with the worst fitness required 2402 seconds whereas the ones with the lowest
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Channels Hitrate Avg. Fitness Avg. Time Min Time Max Time
120 hours
8 70% 2.95 ± 0.49 257.05 ± 940.13 0.16 4314
13 33.33% 3.3 ± 0.67 2016.76 ± 6061.92 0.94 19266.2
18 20% 3.16 ± 0.408 20349.53 ± 46475.84 5.53 115158.7
23 10% 5 ± 0 184541.9 ± 161483 50781 363929.2
10 min
8 66.66% 2.9 ± 0.44 54.21 ± 144.24 0.16 489.68
13 30% 3.11 ± 0.333 100.15 ± 120.42 0.94 344.33
18 10% 3 ± 0 64.256 ± 86.16 5.53 163.17
23 0% − − − −
Table 6.4: Minimising LPL on 100 switches payload.
LPL only 0.32 seconds. For the sets of 18 channels to connect the easiest instances required
789 seconds whereas the ones with the longest paths required in average 115158 seconds.
Lastly, for the sets of 23 channels to connect, the fitness of the solved instances was identical
and thus no distinguish is done between the instances with the highest and the lowest fitness.
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Figure 6.8: 100 switches payload. Average time (in seconds) of the set of instances with the
worst(maximum) and best(minimum) fitness.
6.4.3 Minimising the Number of Switch Changes
When optimising the number of switch changes, the initial set of positions of the switches,
referred to as initial payload status, influences the solution quality. For this reason, 30 initial
payload statuses per case, chosen uniformly at random, are additionally considered in our
experiments when this objective is optimised. A total of 900 instances is therefore optimised
for each size of channels to connect. As the operational case is of interest, a termination
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condition of ten minutes was used. In Table 6.5 the numerical results when the number of
switch changes is minimised, for both payload sizes, are presented.
6.4.3.1 50 switches payload
The hit rate is 100% in all cases for the 50 switches payload, i.e. all tackled instances were
solved exactly. When 8 channels are connected to the 50 switches payload, the fitness value is
in average 5.97 switch changes and for 23 channels to connect the fitness reaches an average
value of 19.82 switch changes. The computational time for connecting the sets of 8 channels
on the 50 switches payload is only 1.04 seconds, with maximum value 6.85 seconds, whereas
when 23 channels are connected the average required time is 20.76 seconds with maximum
value 377.95 seconds. It can be observed that the maximum required computational time for
these instances, is significantly lower compared to the termination condition.
Minimising this objective is an easier problem compared to minimising LPL. Indeed, the
hit rate when optimising the LPL is significantly lower, on the same problem instance sizes.
On the 50 switches payload, the computational time on the solved instances when minimising
LPL, is between 1500 and 12000 times higher compared to the computational time when the
number of switch changes is minimised.
Channels Hitrate Avg. Fitness Avg. Time Min Time Max Time
50sw
8 100% 5.97 ± 1.33 1.04 ± 1.055 0.18 6.85
13 100% 10.01 ± 1.70 3.65 ± 3.73 0.28 45.36
18 100% 14.21 ± 2.02 11.53 ± 13.89 0.47 222.29
23 100% 19.82 ± 1.97 20.76 ± 28.01 0.57 377.95
100sw
8 100% 6.69 ± 1.65 1.52 ± 1.65 0.23 15.24
13 100% 11.65 ± 2.80 13.56 ± 34.18 0.4 494.39
18 97% 16.43 ± 3.15 50.37 ± 82.93 0.81 593.97
23 43.22% 21.87 ± 4.27 215.29 ± 155.910 3.47 582.32
Table 6.5: Minimising number of switch changes.
In order to evaluate the influence of the initial payload status, when the number of switch
changes is minimised, Table 6.6 provides results for each of the 30 instances of 23 channels
to connect on the payload switch matrix with 50 switches. The columns present respectively
the average and standard deviation of the fitness, the minimum and maximum fitness, the
average and standard deviation of the computational time and the minimum and maximum
computational time for the 30 diﬀerent payload statuses. A remarkable standard deviation is
observed in both fitness and computational time. The minimum and the maximum diﬀerence
in the required time is 33.36 seconds and 376.17 seconds respectively with an average of
100.754 sec. The minimum diﬀerence in the value of the objective function is 6 changes and
the maximum 13, with an average of 8 switch changes.
Furthermore, the most diﬃcult instances, i.e. the instances 18 and 26 that required the
highest computational time (46.52 seconds and 45.80 seconds respectively) are the ones with
the highest fitness values (21.4 and 21.26 switch changes respectively). The easiest problem
instance, i.e. instance 28 that is solved in average after 11.50 seconds, is the one with the
minimum average fitness of 18.56 changes. This correlation is illustrated in Figure 6.9.
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Instance Avg. Fitness Min Fitness Max Fitness Avg. Time Min Time Max Time
1 19.03 ± 1.65 15 23 11.50 ± 10.40 0.79 46.96
2 19.66 ± 2.27 15 24 18.94 ± 17.29 1.28 72.41
3 19.23 ± 1.83 15 23 13.36 ± 11.83 1.17 45.61
4 20.23 ± 1.67 15 23 20.35 ± 18.66 2.39 92.87
5 19.23 ± 1.83 15 23 22.48 ± 31.57 0.86 147.59
6 19.63 ± 1.88 16 23 16.76 ± 13.73 1.64 59.15
7 19.4 ± 2.06 15 22 14.47 ± 12.55 0.71 52.59
8 20.36 ± 2.52 15 28 31.54 ± 49.03 3.52 246.67
9 20.83 ± 1.76 17 24 33.14 ± 23.52 3.34 118.97
10 19.73 ± 1.92 17 25 20.60 ± 19.42 2.7 93.09
11 19.96 ± 1.80 16 23 23.53 ± 28.36 1.7 152.46
12 19.43 ± 1.67 17 23 21.44 ± 23.33 2.79 118.12
13 19.9 ± 1.66 16 23 14.72 ± 12.82 2.96 52.08
14 19.5 ± 1.90 16 24 16.19 ± 12.85 2.28 53.85
15 19.56 ± 1.63 17 23 21.57 ± 20.87 1.43 92.11
16 20.50 ± 1.69 17 25 27.31 ± 30.85 2.53 160.21
17 19.3 ± 1.85 15 23 13.52 ± 11.37 2.44 43.21
18 21.4 ± 2.19 18 28 46.52 ± 49.00 4.76 208.33
19 19.7 ± 1.93 16 24 21.11 ± 21.76 1.02 90.57
20 19.63 ± 1.67 16 22 13.60 ± 9.87 1.32 39.36
21 20.2 ± 2.04 15 24 19.58 ± 16.57 2.75 66.23
22 20.1 ± 1.53 16 23 17.16 ± 11.39 1.03 49.54
23 19.96 ± 2.07 14 23 17.76 ± 11.00 1.39 38.94
24 20.4 ± 1.92 16 24 35.76 ± 69.80 1.78 377.95
25 19.56 ± 1.59 16 22 12.28 ± 9.45 2.53 40.18
26 21.26 ± 1.74 18 25 45.80 ± 63.31 5.8 344.42
27 19.9 ± 2.07 14 24 13.00 ± 8.14 2.72 36.35
28 18.56 ± 1.94 14 22 11.50 ± 10.04 0.7 34.06
29 19.16 ± 2.15 16 25 12.50 ± 11.69 0.57 59.09
30 19.23 ± 2.07 13 23 14.77 ± 12.25 2.37 52.92
Table 6.6: Quantifying the influence of the initial payload status: Minimising number of
switch changes for 30 diﬀerent payload statuses when connecting 23 channels on 50 switches
payload.
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Figure 6.9: Correlation between average fitness and average time (in seconds) for each in-
stance of the 50 switches payload.
6.4.3.2 100 switches payload
For the larger payload with 100 switches, as can be seen from Table 6.5, the hit rate is 100%
when the sets of 8, and 13 channels are connected, whereas for the cases of 18 and 23 channels
to connect the hit rate is 97% and 43.22% respectively. For the sets of 8 and 23 channels
to connect the fitness is 6.69 and 21.87 switch changes respectively. The average time when
connecting 8 channels is 1.52 seconds, with a maximum of 15.24 seconds, whereas for the
sets of 13 channels to connect the average time reaches 13.56 seconds with a maximum of
494.39 seconds. When 18 channels are connected, the corresponding values of the average and
maximum time are 50.37 and 593.97 seconds respectively, whereas for the sets of 23 channels
to connect, the time reaches 215.76 seconds with a maximum of 582.32 seconds.
6.4.4 Minimising the Channel Interruptions
The proposed mathematical model was implemented in AMPL modeling language and exper-
iments were conducted using an ILP solver with a time limit: CPLEX 11 on a machine with
two Intel Xeon X5355 2,66 GHz processors with 4 cores each, 32GB of RAM and running
Ubuntu 8.04. As indicated in Table 6.9, experiments were performed on a realistic satellite
payload with a matrix of 185 switches (input and output switch matrix) allowing the max-
imum connection of 35 channels. 3 initial configurations with 15, 21 and 24 pre-connected
channels were selected uniformly at random. For each initial configuration, 20 diﬀerent sets
of 2, 3 and 4 channels to add were chosen uniformly at random.
The numerical results are presented in Table 6.8. In the first column the number of
initially connected channels is provided, whereas the number of channels to add is displayed
in the second column. The third column denotes the average and standard deviation of the
computational time required to solve the 20 diﬀerent instances of each size. In the last column
the hit rate is indicated, i.e. the percentage of cases where the optimal solution was found
within the given time limit.
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Number of switches / Type 185 / R,T.C
Number of amplifiers 35
Maximum nb. of channels to connect 35
Nb. of initially connected channels 15, 21, 24
Nb. of initial configurations per size 3
Nb. of channels to connect 2, 3, 4
Nb. of channels sets per size 20
Table 6.7: Payload instances.
Initial Channels Added Channels Avg. Time Hit Rate(%)
15 2 12.117 ±28.082 100
15 3 30.271 ±36.701 95
15 4 31.046 ±47.473 85
21 2 10.133 ±8.820 90
21 3 23.995 ±31.105 95
21 4 28.238 ±27.419 85
24 2 39.263 ±65.673 100
24 3 39.105 ±30.609 85
24 4 79.449 ±1119.55 65
Table 6.8: Minimising the number of channel interruptions.
The average value of the objective function is 0.817±0.711 number of channel interruptions
among all the performed experiments. This value is small due to the relatively small number
of initially connected channels. The required computational time increases with the number
of channels to connect in 5 out of 6 cases, the exception being for the instance with 24
initial channels and 3 added channels. As an example, for the configuration with initially 15
connected channels the required time when 2 channels are added is 12.117 seconds with 100%
hit rate. When 3 and 4 channels are added the computational time reaches 30.271 and 31.046
seconds respectively and the hit rate is 95% and 85% respectively. The standard deviation
of the computational time is very high which denotes its dependency on the chosen set of
channels to be connected. The highest standard deviation (1119.55 seconds) occurs when 4
channels are added to the configuration with 24 initially connected channels. Besides, the hit
rate is dependent on the number of added channels. Indeed, the highest hit rate, i.e. 100%,
is obtained on the simplest instances with 2 channels to connect. Conversely, the worst hit
rate, 65%, is obtained on the instance with 4 channels to connect on the payload with 24
pre-connected channels.
The variation of the time and the hit rate when 2, 3 and 4 channels are connected is
illustrated in Figure 6.10. The average hit rate, when connecting 2 channels is 96.66%,
whereas for the cases of 3 and 4 channels to connect, the hit rate is 91.66% and 78.33%
respectively. The lower hit rate of 65% occurred when 24 channels are initially connected
and 4 channels have to be added to the final configuration. The average required time when
2 channels are connected, considering all tackled instances, is 20.504 seconds whereas for the
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1st Payload 2nd Payload
Number of switches / Type 50 / T 100 / T
Maximum nb. of channels to connect 23 35
Nb. of channels to connect 8, 13, 18, 23
Nb. of channels sets per size 30
Table 6.9: Payload instances.
sets of 3 and 4 channels to connect the computational time is 93.371 and 138.733 seconds
respectively.
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Figure 6.10: Minimising Channel Interruptions. Average Time and Hit Rate variation over
all the tackled instance sizes.
6.4.5 Minimising the Input Power to Saturation
In this case the diﬀerence compared to the previously considered payload instances is the
type of switches used. As shown in Table 6.9 we tackled two realistic payloads, the first one
with 50 switches of type T and 23 amplifiers, and the second one with 100 switches of type
T and 35 amplifiers. 30 diﬀerent sets of 8, 13, 18 and 23 channels were chosen uniformly at
random. The initial configuration operational problem case was considered.
6.4.5.1 Total IPS
In Table 6.10 the results of the first approach, that minimises the total IPS, are presented for
both payloads. In this table, the hit rate, which indicates the percentage of instances that
were solved exactly, is provided, as well as the average and standard deviation of the fitness
value and of the required computational time.
When minimising the total IPS the hit rate is in all cases 100% for both payload sizes. In
addition, the average computational time is very low compared to the termination condition.
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Channels Hit Rate(%) Fitness Time(sec)
50 sw
8 100% −236.541 ± 6.640 1.352 ± 1.613
13 100% −382.871 ± 5.385 3.939 ± 6.305
18 100% −526.025 ± 6.725 9.689 ± 18.385
23 100% −670.140 ± 5.385 30.463 ± 41.907
100 sw
8 100% −232.388 ± 5.882 2.844 ± 3.095
13 100% −371.612 ± 8.919 17.709 ± 24.704
18 100% −520.548 ± 9.384 34.720 ± 71.388
23 100% −670.807 ± 5.266 276.565 ± 145.166
Table 6.10: Minimising Total IPS
For example, when connecting 23 channels, which is the maximum number of channels to
connect on the payload with 50 switches, the required average time is only 30.463 seconds
whereas for the cases of connecting 18 channels the average time is only 9.689 seconds. The
corresponding time for connecting 23 channels in the payload with 100 switches is 276.565
seconds and 34.720 seconds for 18 channels to connect.
As expected the time increases with the number of channels to connect. For example, the
average time is 1.352 seconds when 8 channels are connected and reaches 30.463 seconds for
the case of 23 channels. For the payload with 100 switches, the average time is 2.844 seconds
and 276.565 seconds for 8 and 23 channels to connect respectively. The high standard devi-
ation indicates the influence of the selected set of channels to connect to the computational
time. The boxplots provided in Figure 6.11 and Figure 6.12 visualise the distribution of the
time when the total IPS is minimised for both payloads, as all the instances have been solved
in this case. The median values are very low and few outliers represent the few instances
that require the highest compuntational time. These outliers represent the instances with the
highest fitness in average as well. For example, on the 50 switches payload, for the sets of 18
channels to connect, the outliers have an average fitness -520.970 compared to -526.802 for
the rest instances. For 23 channels, the outlier has fitness of -663.581 compared to -670.544
for the rest instances. The same holds on the 100 switches payload where, for 18 and 23
channels to connect, the average fitness of the outliers is -512.141 and -668.963 respectively
compared to -522.229 and -671.012 for the rest instances.
The average value of the total IPS for the payload with 50 switches, when 8 channels are
connected, is -236.541 and reaches -670.140 for 23 channels to connect. For the payload with
100 switches, the fitness for connecting 8 channels is -232.388 and reaches -670.807 for the
cases of 23 channels to connect.
6.4.5.2 Highest IPS
The results of the second approach, that minimises the highest IPS, are displayed in Ta-
ble 6.11. Minimising the highest IPS is a more diﬃcult optimisation problem. As can be seen
in Table 6.11 for the 50 switches payload, the hit rate for the cases of 13 channels to connect is
76.666% and for 18 channels only 6.666% of the instances were solved exactly within the ten
minutes termination condition. None instance was solved exactly for the sets of 23 channels
to connect. For the larger payload with 100 switches, the hit rate is 90% when 8 channels
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Figure 6.11: Time distribution on 50 switches payload when the total IPS is minimised.
8 13 18 23
0
10
0
20
0
30
0
40
0
50
0
60
0
Total IPS - 100 switches payload
Channels to connect
Ti
m
e(
se
c)
Figure 6.12: Time distribution on 100 switches payload when the total IPS is minimised.
are connected and 20% for the cases 13 channels to connect. Only 3.333% of the instances
were solved for the size of 18 and none instance for the sets 23 channels to connect.
Logically, the computational time is higher compared to the first optimisation problem
where the total IPS is minimised, in all cases. For example, on the payload with 50 switches,
286.525 seconds were required in average for the cases of 13 channels to connect and 311.13
seconds for the cases of 18 channels compared to 3.939 seconds and 9.689 seconds respectively,
when the total IPS is minimised. For the solved instances we observe that the required
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Channels Hit Rate(%) Fitness Time(sec)
50 sw
8 100% −26.128±0.552 109.295±106.326
13 76.666% −25.652±0.342 286.525±173.468
18 6.666% −25.361±0 311.13±213.461
23 0% − −
100 sw
8 90% −25.429 ± 0.894 204.511 ± 202.385
13 20% −25.180 ± 0.768 271.745 ± 122.278
18 3.333% −25.917 ± 0 227.980 ± 0
23 0% − −
Table 6.11: Minimising Highest IPS
computational time when minimising the highest IPS is between 30 and 80 times higher
compared to the required computational time when the total IPS is minimised. For the 100
switches payload the average required computational time when 8 channels are connected is
204.511 seconds and for the cases of 13 channels to connect the average time reached 271.745
seconds compared to 2.844 and 17.709 seconds when the total IPS is minimised. For the
solved instances it is observed that the computational time when minimising the highest IPS
is between 7 and 80 times higher compared to the required computational time when the
total IPS is minimised.
Since minimising the total IPS is an easier optimisation problem, we propose to investigate
the fitness gap between the highest IPS found when the total IPS is minimised and the
corresponding optimal value which is obtained when the highest IPS is minimised. Values
are presented in Figure 6.13 for the 50 switches and 100 switches payload respectively. The
value of highest IPS is displayed for the commonly solved instances of both approaches. In
this figure the values of the total IPS correspond to the average value of the highest IPS when
the total IPS is minimised, and the values of the highest IPS denote the optimal values. As
can be observed from these figures, when the highest IPS is minimised the value is always
lower. For the 50 switches payload, the fitness diﬀerence in the fitness when connecting 8
channels is 0.053 (from -26.075 down to -26.128) and for the cases of 13 and 18 channels to
connect the the gap is 0.337 and 0.818 respectively. For the 100 switches payload the gap in
fitness when 8 and 13 channels are connected is 0.118 and 0.064 respectively. Lastly, for the
cases of 23 channels to connect the diﬀerence is 0.383.
To summarise the analysis of the experimental results, the proposed ILP based exact
method provided valid results for minimising the total IPS and the highest IPS, for a given
set of channels to connect. The first approach, i.e. minimising the total IPS, was solved
significantly faster, as all considered instances were solved exactly within the defined time
constraint. However, the drawback of this approach is the small degradation that occurs
between the value of the highest IPS computed by this approach, compared to the optimal
value of the highest IPS, which is obtained by the second approach, i.e. minimising the
highest IPS.
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Figure 6.13: Average highest IPS on the commonly solved instances.
6.5 Summary
This chapter proposes an Integer Linear Programming (ILP) optimisation model for the
payload switch matrix configuration and reconfiguration problem. Variants of the model are
developed for the optimisation of the considered operational objectives such as the length
of the longest channel path, the number of switch changes, the channel interruptions, and
the minimisation of the total and the highest Input Power to Saturation (IPS) for the used
amplifiers. The model allows to deal with diﬀerent problem cases, such as initial configuration,
reconfiguration and restoration.
The experimental results for all the considered oeprational objectives, with the use of
an exact solver, demonstrated the validity and the eﬃciency of the method as well as the
limitations in terms of required computational time.
The problem of minimising the length of the longest channel path (LPL) was shown to be
the most diﬃcult problem to solve exactly. For instance, on a payload size with 50 switches
and 23 amplifiers, considering the planning phase of the initial configuration problem, only
56.66% of the tackled instances were solved exactly when connecting the sets of 18 and
23 channels. On the contrary, minimising the number of switch changes is a significantly
easier objective to solve. All the instances of the same size, have been eﬃciently solved.
The computational time when minimising LPL is in average between 1500 and 12000 times
higher compared to the required computational time when the number of switch changes
is minimised. Concerning the power, when minimising the total Input Power to Saturation
(IPS) all the instances have been solved exactly. The computational time when minimising
the highest IPS is between 30 and 80 times higher compared to the required computational
time when the total IPS is minimised for the 50 switches payload. It was remarked a gap
though between the highest IPS value computed when the total IPS is optimised compared to
the optimal highest IPS value in all cases. In all the experiments a high standard deviation on
the computational time is observed, which denotes the influence of the chosen set of channels
to connect. In average the instances that require the highest computational time are those
with the highest fitness values.
The following chapter focuses on multi-objective optimisation. With the use of the de-
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veloped optimisation models, exact multi-objective algorithms are applied and compared for
the first time to the considered problem. The focus is on the first two objectives, namely the
length of the longest channel path and the number of switch changes. The aim is to provide
to the engineers the Pareto front of solutions, allowing them to select the one that better fits
their requirements.
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A large part of the optimisation problems that arise in many sectors of the industry
are multi-objective as they have more than one conflicting objectives to be simultaneously
optimised. In general, the multi-objective optimisation problems can be divided in two main
categories. The continuous optimisation problems, where the solutions are encoded with real-
valued variables, and the problems where the solutions are encoded using discrete variables.
The Multi Objective Combinatorial Optimisation (MCOP) problems belong to the latter class
[19]. At first, this chapter provides some common definitions related to the multi objective
optimisation.
Definition 1. A multi-objective optimisation problem (MOP) may be defined as:
MOP =
￿
minF (x) = (f1(x), f2(x), . . . , fn(x))
s.c x ∈ S
where n (n ≥ 2) is the number of objectives, x = (x1, . . . , xk) is the vector representing
the decision variables, and S represents the set of feasible solutions associated with equality
and inequality constraints and explicit bounds. F (x) = (f1(x), f2(x), . . . , fn(x)) is the vector
of objectives to be optimised. In the case of MCOP problems, the vector x = (x1, . . . , xk)
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has a finite number of possible values, i.e., each variable is defined in a discrete and bounded
interval.
Let Y = F (S), to represent the realisable points in the objective space, and y =
(y1, . . . , yn), with yi = fi(x) is a point of the objective space.
If the optimum for each objective function is known then the ideal vector can be defined.
Definition 2. The ideal vector vector y∗ = (y∗1, . . . , y∗n) is the vector which optimises each
objective function, i.e.: y∗i = min(fi(x)), x ∈ S.
∀i ∈ {1, . . . , n} : ui ≤ vi ∧ ∃i ∈ {1, . . . , n} : ui < vi
However, in most real life cases the objectives are in conflict and as a result, contrary
to the single-objective case, the multi-objective problems do not admit a unique optimal
solution but a set of so-called non-dominated solutions.
Definition 3. An objective vector u = (u1, . . . , un) is said to dominate v = (v1, . . . , vn)
(denoted by u ≺ v) if and only if no component of v is smaller than the corresponding
component of u and at least one component of u is strictly smaller, that is,
∀i ∈ {1, . . . , n} : ui ≤ vi ∧ ∃i ∈ {1, . . . , n} : ui < vi
If none of the solutions dominates the others then the solutions are non-dominated. An
illustration of non-dominated solutions for a minimisation problem with two objectives is
provided in Figure 7.1.
f1(x)
f2(x)
Dominated solutions
Non-Dominated solutions
Figure 7.1: Example of non-dominated solutions.
A Pareto optimal solution denotes that it is not possible to find a solution that improves
one objective without decreasing the quality of at least another objective.
Definition 4. A solution x∗ ∈ S is Pareto optimal if for every x ∈ S, F (x) does not dominate
F (x∗), that is, F (x) ⊀ F (x∗).
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Definition 5. A Pareto solution is called supported if it can be obtained by optimising a
linear combination of the objectives.
A MOP may have a set of solutions known as the Pareto optimal set whereas the Pareto
front is the image of the Pareto set in the objective space.
Definition 6. For a given MOP (F, S), the Pareto optimal set is defined as P ∗ = {x ∈
S/￿x￿ ∈ S, F (x)￿) ≺ F (x)}.
Definition 7. For a given MOP (F, S), and its Pareto optimal set P ∗, the Pareto front is
defined as PF ∗ = {F (x), x ∈ P ∗}.
This chapter deals with the multi-objective case for the switch matrix configuration prob-
lem. The following section provides an overview of the existing in the literature exact opti-
misation methods for solving the multi-objective combinatorial optimisation problems. The
methods that are applied to the considered problem, namely the ￿-constraint method and
the adaptive ￿-constraint method are detailed in Section 7.1.1 and Section 7.1.2 respectively,
whereas the ILP optimisation model is described in section 7.2. Finally, the experimental
results are analysed in Section 7.3.
7.1 Multi-objective exact methods
Few exact algorithms have been proposed in the literature for solving exactly the multi-
objective combinatorial optimisation problems. These algorithms guarantee to find the full
set of Pareto solutions, and their performance relies on the eﬃciency of the used method for
solving the single objective optimisation problems. They are therefore limited in the size of
the tackled problem instances and the number of objectives.
The Two-Phase-Method (TPM) is a general framework for solving bi-objective combina-
torial optimisation problems [68]. Starting by determining the extreme points of the front, in
the first phase of the algorithm, all the supported solutions are found with the optimisation
of aggregations in the form λ1f1 + λ2f2. In the next step, the algorithm recursively explores
the existence of a supported solution between two given supported solutions. Once all sup-
ported solutions have been found, the second phase of the method consists in searching all
the triangles, underlying each pair of adjacent supported solutions, in order to find all the
non-supported solutions. The algorithm was applied initially for a bi-objective assignment
problem, but has also been applied to diﬀerent problems including network flow problems
[59]. For problems with more than two objectives, a generalisation of the two-phase-method
was proposed in [56].
The Parallel Partitioning Method (PPM) is another technique that determines the whole
Pareto front in three stages [46]. At first, the extreme Pareto optimal solutions are found in
order to limit the search space. The second step consists in equally splitting the search space
in order to find a subset of well distributed Pareto solutions. For each split, a specific Pareto
solution is computed, by optimising one objective while the other one is limited. During
this step, supported as well as non-supported solutions are found. Finally in the last stage,
the Pareto solutions that have not been found during the previous stages are computed,
by reducing the search space using the solutions found on the second stage. This method
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was successfully applied on a bi-objective permutation flowshop problem [46]. The method
k-PPM is an extension of PPM for k > 2 objectives. It was evaluated on a three-objective
permutation flowshop problem [32].
In this study, two other well-known bi-objective exact algorithms are compared, namely
the ￿-constraint method [69] and the adaptive ￿-constraint method [44]. Initial experiments
on the considered problem have demonstrated that the computation of the extreme points is
costly in terms of computational time. For this reason, it was chosen to apply the adaptive
￿-constraint method as in this case the computation of the two extreme points is not a priori
required. Furthermore, as the initial experiments demonstrated that the number of Pareto
optimal solutions on the fronts is very low, it would be more suitable to split and explore
the search space using a predefined constant. It is thus chosen to compare with the original
￿-constraint method. Both the ￿-constraint and the adaptive ￿-constraint methods transform
the bi-objective problem as a set of constrained single-objective problems. One objective
function is used as the objective while the second objective function is used as constraint,
which permits to obtain diﬀerent solutions in the front. In Section 7.1.1 the ￿-constraint is
presented in details whereas the adaptive ￿-constraint method is described in Section 7.1.2.
7.1.1 The ￿-constraint method
The ￿-constraint technique is based on the optimisation of one of the objectives, defined as
the primary one, while considering the other objectives as constraints bound by some allow-
able levels ￿i. Supposing there is a procedure, namely opt(f, ￿, ￿￿) that returns the optimal
solution x of the following constrained problem:
lex min f(x) = (f1(x), f2(x))
subject to ￿i < f2(x) ≤ ￿￿i
x ∈ X
The “lex min” denotes the lexicographic minimisation of the objectives. The pseudocode
of the ￿-constraint method is provided in Algorithm 1.
Algorithm 1 ￿-constraint method
1: Input: Objective bounds f, f ∈ R and increment δ ∈ R
2: P := ∅
3: ￿ := f
4: while ￿ ≥ f do
5: x := opt(f, ￿− δ, ￿)
6: if ￿X ￿ ∈ P such that x￿ ￿ x then
7: P := P ∪ {x}
8: end if
9: ￿ := ￿− δ
10: end while
11: Output: Set of Pareto-optimal decision vectors P
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The lower and upper bounds f, f are known for each objective. At each iteration of the
algorithm, the constrained single objective problem is solved (line 5) and if a new solution
is found which is not dominated, the solution is added to the Pareto set (lines 6, 7). The
constraint bounds of the second objective are modified with a predefined constant δ (line 9).
The algorithm stops when the region between the lower and upper bounds has been searched.
7.1.2 The adaptive ￿-constraint method
The adaptive ￿-constraint method additionally uses information from the objective space
(when available) during the search. In this case the bounds of the objectives do not need
to be known. Supposing there is a procedure, called opt(f, ￿￿) that solves the following con-
strained problem:
lex min f(x) = (f1(x), f2(x))
subject to f2(x) < ￿
￿
x ∈ X
and returns the optimal solution x of the problem or null in case of unfeasibility. The
pseudocode of this method is provided in Algorithm 2.
At each iteration of the algorithm, the constrained single objective problem is solved (line
4) and if a new non-dominated solution is found it is added to the Pareto set (lines 5, 6).
The constraint bound for the second objective function is modified based on the found value
f2(x) (line 8). As soon as the problem is infeasible the algorithm stops.
Algorithm 2 adaptive ￿-constraint method
1: P := ∅
2: ￿ :=∞
3: while opt(f, ￿) not infeasible do
4: x := opt(f, ￿)
5: if ￿X ￿ ∈ P such that x￿ ￿ x then
6: P := P ∪ {x}
7: end if
8: ￿ := f2(x)
9: end while
10: Output: Set of Pareto-optimal decision vectors P
7.2 The Mathematical Model
The purpose is to minimise simultaneously the length of the longest channel path and the
number or required switch changes when configuring the payload. This problem may occur
during the operational phase of the initial configuration problem case as has been described
in Chapter 4. Long paths have to be avoided as they imply high losses on the signals
(accumulated from the switches and the links) as well as restrictions for future reconfiguration
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processes that may be required. The switch changes have to be minimised as moving the
a switch from its current position may cause its permanent failure. Therefore the scope is
to obtain the Pareto front and allow the user to choose the solution that better fits the
operational requirements.
The ILP model is based on the models presented in Sections 6.3.1 and 6.3.2 and integrates
these two objectives. The number of switch changes was chosen to be the objective to optimise
and the length of the longest channel path to be the objective function to constraint. This is
due to the fact that minimising the number of switch changes is an easier objective to solve,
as has been shown in Section 6.4.3. The complete version of the ILP model is provided below:
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Complete ILP model
V ariables :
z ∈ Z
poss ∈ Z ∀s ∈ S
changes ∈ {0; 1} ∀s ∈ S
flowl ∈ Z ∀l ∈ L ∪ {lo}
bs,p ∈ {0; 1} ∀s ∈ S, ∀p ∈ P
ampusedt ∈ {0; 1} ∀t ∈ T
flowl,c ∈ {0; 1} ∀l ∈ L, ∀c ∈ Cconn
pathc ∈ Z ∀c ∈ Cconn
ObjectiveFunctions :
Min z (objective we chose to con-
straint)
Min
￿
s∈S
changes
Constraints :
flowli,i = 1 ∀li ∈ CLconn
flowli = 0 ∀li ∈ {{CLin}− {CLconn}}
flowl1 + bs,p ∗ q − q ≤ flowl2 ≤
flowl1 − bs,p ∗ q + q
∀s ∈ S, ∀p ∈ P , ∀(l1, l2) ∈
(L ∪ {l0})2, s.t. ms,p,l1,l2 = 1.￿
p∈P
bs,p = 1 ∀s ∈ S
poss =
￿
p∈P
p ∗ bs,p ∀s ∈ S
changes ∗ n ≥ poss ∀s ∈ S
changes ≤ poss ∀s ∈ S
ampusedt ∗ q ≥ flowtlint ∀t ∈ T￿
t∈T
ampusedt = q￿
c∈Cconn
flowl,c ≤ 1 ∀l ∈ L
flowl =
￿
c∈Cconn
c ∗ flowl,c ∀l ∈ L
pathc =
￿
l∈L
flowl,c ∀c ∈ Cconn
pathc ≤ z ∀c ∈ Cconn
flowl0 = 0
7.3 Experimental Results
This section analyses the experimental results in terms of solution quality and required com-
putational time. At first, information about the experimental setup and the problem instances
tackled is provided. The numerical results are then detailed in Section 7.3.2.
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7.3.1 Experimental Setup
An instantiation of the experimental framework is displayed in Figure 7.2. The operational
case of the initial configuration problem is considered. Two exact multi-objective algorithms
are applied, namely the ￿-constraint method and the adaptive ￿-constraint method. The
exact solver used is IBM ILOG CPLEX 12.0.0 [2].
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Configuration
     
Payload Architecture
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IC operational
Min LPL and Changes
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Figure 7.2: Instantiation of the experimental framework for minimising LPL and switch
changes in the initial configuration operational case using exact methods.
For both exact algorithms, the number of switch changes was chosen to be the objective
to optimise, while constraining the length of the longest path. This is justified from the
fact that the number of switch changes is an easier objective to solve, as has been shown in
Section 6.4.
Information about the tackled payload instances is provided in Table 7.1. Two realistic
payload switch matrices were used, the first one with 50 switches of type R and 23 amplifiers,
and the second one with 100 switches of type R and 35 amplifiers. 30 diﬀerent sets of channels
to connect of size 8, 13, 18 and 23 were chosen uniformly at random. As the objective of
switch changes is of interest, we also considered 30 diﬀerent payload statuses. As a result,
each algorithm runs in total for 900 times for each size of channels to connect.
Small Payload Large payload
Number of switches / Type 50 / R 100 / R
Maximum nb. of channels to connect 23 35
Nb. of channels to connect 8, 13, 18, 23
Nb. of channels sets per size 30
Nb. of initial payload statuses 30
Table 7.1: Payload instances.
For the ￿-constraint method we chose to set the constant δ = 1 to iteratively vary the
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constraint bound of the second objective. This is explained from the small number of Pareto
optimal solutions in our instances, the low spread of solutions, and the integer nature of the
variable.
All the experiments were performed using the HPC platform facilities of the University of
Luxembourg [70], on an homogenous type of nodes with Xeon 6C, 2,26GHz on a single core
with 2GB of RAM. The operating system was Debian GNU/Linux 6.0.9 and kernel 3.2.0-
0.bpo.4-amd64. No core aﬃnity was set. As the objective of switch changes is of interest
while the satellite is operated in orbit, the termination condition was set to 10 minutes in all
the experiments.
7.3.2 Numerical Results
In this section the numerical results are analysed for both methods. The hit rate, which de-
notes the percentage of instances where the full Pareto front was found within the termination
condition, and the required computational time are compared.
7.3.2.1 50 switches payload
The numerical results are summarised in Table 7.2 and Table 7.3. In the first table, the hit
rate and the number of Pareto points found on the fronts is analysed and in the second table
the time required by the two algorithms is compared.
From Table 7.2, it can be observed that in terms of hit rate, the adaptive ￿-constraint
method performs better than the ￿-constraint method. For the cases of 8 channels to connect,
the adaptive method reached 97.77% compared to 73.11% for the ￿-constraint method. When
13 channels are connected, the hit rate of the adaptive method remains relatively high, i.e.
72.22%, whereas it drops to only 3.44% for the ￿-constraint. For the cases of 18 channels
to connect, the adaptive ￿-constraint performs still better than the ￿-constraint with a hit
rate of 4.11% compared to 2.66%. Lastly, when 23 channels are connected, none instance
was solved by the the ￿-constraint method, whereas the adaptive ￿-constraint method solved
0.22% of the instances.
Channels Hitrate Avg. Pareto max Pareto
epsilon
8 73.11% 1.643 ± 0.720 4
13 3.44% 1.733 ± 0.520 3
18 2.66% 1.391 ± 0.583 3
23 − − −
adaptive
8 97.77% 1.658 ± 0.71 4
13 72.22% 1.622 ± 0.707 4
18 4.11% 1.416 ± 0.603 3
23 0.22% 1 ± 0 1
Table 7.2: Hit Rate comparison of the exact methods and average and maximum number of
Pareto solutions found.
The reason of the poor performance of the ￿-constraint method is the necessity of calculat-
ing the extreme points. This requirement implies the calculation of the length of the longest
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channel path which is a diﬃcult objective to solve, as has been demonstrated in Section 6.4.2.
For this reason, the required computational time and therefore the hit rate are significantly
aﬀected. On the other hand, the adaptive ￿-constraint method is more eﬃcient. The number
of switch changes is an easier objective to solve and the lexicographic optimisation, required
by this method, does not influence significantly the computational time.
The number of the Pareto solutions found, among the solved instances, is very low. For
8 channels to connect, it is in average 1.643 and 1.658 for the ￿-constraint method and the
adaptive ￿-constraint method respectively. For the cases of 13 channels to connect, the average
number of Pareto points is 1.622 for the adaptive ￿-constraint method and 1.733 for the ￿-
constraint method, as the adaptive method solved more instances with few Pareto points on
the front. When 18 channels are connected, the average number of points on the Pareto front
is 1.416 and 1.391 for the adaptive and the ￿-constraint method respectively. In all cases, the
instance with the maximum number of Pareto points is found by the adaptive ￿-constraint
method. For example, for the case of 13 channels to connect, the adaptive method managed
to solve instances with 4 Pareto points in the front, whereas for the ￿-constraint method
the maximum number of Pareto points among the solved instances was 3. An example of a
generated front with 4 Pareto optimal solutions is displayed in Figure 7.3.
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Figure 7.3: Example of a generated Pareto front with 4 optimal solutions when connecting 8
channels.
In Table 7.3 the average required time for the solved instances is presented for both
methods. Even if the percentage of solved instances by the adaptive ￿-constraint method is
higher, the average required time is in most cases lower compared to the time needed by the ￿-
constraint method. More precisely, for 8 channels to connect the adaptive method required in
average 49.75 seconds compared to 87.90 seconds needed by the ￿-constraint method. When
13 channels are connected, the average time required by the adaptive method remains quite
low with 58.80 seconds compared to 176.15 seconds for the adaptive ￿-constraint approach.
Only for the cases of 18 channels to connect, the average computational time for the adaptive
￿-constraint method is 151.26 seconds, whereas the corresponding time for the ￿-constraint
method is 143.98 seconds. This however, is due to the diﬀerence of the hit rate as diﬀerent
instances were solved by the two methods.
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Channels Time min Time max Time
epsilon
8 87.90 ± 135.517 0.64 591.01
13 176.15 ± 157.032 3.33 588.73
18 143.98 ± 144.297 7.78 483.84
23 − − −
adaptive
8 49.75 ± 96.717 0.21 593
13 58.80 ± 116.799 0.21 593
18 151.26 ± 180.427 4.03 598.47
23 501.02 ± 31.084 479.04 523
Table 7.3: Time(sec) comparison of the exact methods.
For the instances that have been commonly solved, the adaptive ￿-constraint method
performs faster in all cases. As can be seen from the results that are summarised in Table 7.4,
for 8 channels to connect, the adaptive ￿-constraint method required in average 29.469 seconds
compared to 87.032 seconds required by the ￿-constraint method, for the commonly solved
instances, i.e. a diﬀerence of 57.563 seconds.
Channels adaptive ￿-constraint ￿-constraint
8 29.469 ± 69.657 87.032 ± 135.073
13 89.779 ± 160.388 176.149 ± 157.032
18 83.443 ± 119.913 135.721 ± 141.622
Table 7.4: Time(sec) comparison on the commonly solved instances.
For the commonly solved instances of 13 channels to connect, the average computational
time for the adaptive and the ￿-constraint method were respectively 89.779 and 176.149
seconds, i.e. a diﬀerence of 86.37 seconds. Finally, for the commonly solved instances of 18
channels to connect, the needed time was 83.443 and 135.721 seconds for the adaptive and
the ￿-constraint method respectively, i.e a time diﬀerence of 52.278 seconds. An illustration
of the time diﬀerence between the two methods on the commonly solved instances is shown
in Figure 7.4.
7.3.2.2 100 switches payload
For the larger payload with 100 switches, the hit rate and the average and maximum number
of Pareto solutions found on the fronts, are presented in Table 7.5.
The better performance of the adaptive ￿-constraint method compared to the ￿-constraint
method is confirmed from these results. When connecting 8 channels the hit rate is 52.11%
for the adaptive ￿-constraint method whereas for the ￿-constraint method it is 28.44%. The
hit rate decreases significantly when 13 channels are connected, as the ￿-constraint method
solved only 0.55% of the instances, and the adaptive method 2.88%. For the cases of 18
channels to connect, the ￿-constraint method did not solve any instance whereas the adaptive
￿-constraint method solved 0.22%. Finally none of the larger instances, i.e. 23 channels to
connect, could be solved within the 10 minutes deadline. The average number of Pareto
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Figure 7.4: Time comparison on the commonly solved instances.
Channels Hitrate Avg. Pareto max Pareto
epsilon
8 28.44% 1.046 ± 0.211 2
13 0.55% 1 ± 0 1
18 − − −
23 − − −
adaptive
8 52.11% 1.059 ± 0.246 3
13 2.88% 1 ± 0 1
18 0.22% 1 ± 0 1
23 − − −
Table 7.5: Hit Rate comparison of the exact methods and average and maximum number of
Pareto solutions found in the fronts.
solutions found in the front is low, with an average of 1.046 for the ￿-constraint method and
1.059 for the adaptive ￿-constraint method for 8 channels to connect.
The adaptive ￿-constraint method solved the instances with the higher number of Pareto
solutions on the front. As an example, for the cases of 8 channels to connect, the maximum
number of Pareto optimal solutions found by the ￿-constraint method is 2, whereas with the
adaptive ￿-constraint the maximum number of Pareto optimal solutions is 3. An illustration
of such a front, with 3 optimal solutions, is provided in Figure 7.5.
In Table 7.6 the computational time required by these methods is displayed. It can be
observed that the adaptive ￿-constraint method performed faster in all cases despite the
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Figure 7.5: Example of a generated Pareto front with 3 Pareto optimal solutions when
connecting 8 channels.
higher hit rate. For example, when 8 channels are connected, the average required time
for the ￿-constraint method is 110.43 seconds as opposed to 104.14 seconds for the adaptive
￿-constraint method. When 13 channels are connected, the ￿-constraint method required
154.24 seconds in average and the computational time for the adaptive ￿-constraint method
is 118.80 seconds.
Channels Time min Time max Time
epsilon
8 110.43 ± 162.009 1.110 597.790
13 154.24 ± 66.287 76.3 240.640
18 - - -
adaptive
8 104.14 ± 161.528 0.570 597.50
13 118.80 ± 162.821 1.910 552.52
18 105.13 ± 138.904 6.91 203.35
Table 7.6: Time(sec) comparison of the exact methods.
The computational time of the commonly solved instances is displayed in Table 7.7. For
the cases of 8 channels to connect, the computational time required by the ￿-constraint
method for these instances is 109.72 seconds whereas for the adaptive ￿-constraint method is
50.69, i.e. a diﬀerence of 59.03 seconds. For the commonly solved instances of 13 channels to
connect, the adaptive ￿-constraint method required 32.19 seconds compared to 154.24 seconds
for the ￿-constraint method, i.e a diﬀerence of 122.05 seconds. Figure 7.6 illustrates the time
diﬀerence between the two methods, for the commonly solved instances.
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Channels adaptive ￿-constraint ￿-constraint
8 50.69 ± 109.307 109.725 ± 161.927
13 32.19 ± 40.491 154.244 ± 66.287
Table 7.7: Time(sec) comparison on the commonly solved instances.
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Figure 7.6: Time comparison on the commonly solved instances.
7.4 Summary
This chapter deals with the multi-objective exact optimisation of the payload switch matrix
configuration problem. Two exact mutli-objective algorithms have been compared, namely
the ￿-constraint and the adaptive ￿-constraint method. The aim is to minimise simultaneously
the length of the longest channel path and the number of switch changes, considering the
initial configuration problem case.
The experimental results, on two realistic payload sizes, demonstrated that the adaptive
￿-constraint method performed better compared to the ￿-constraint method as it managed
to solve more instances within the termination condition. In addition, the adaptive method
performed faster on the commonly solved instances. Besides, the instances with the higher
number of Pareto optimal solutions on the fronts were solved with the use of the adaptive
￿-constraint method.
The main limitation of the ￿-constraint method is the requirement of the optimisation
of the length of the longest path (LPL) individually, as one of the two extreme points.
Minimising the LPL has been shown to be a diﬃcult problem to solve and therefore this
computation influences significantly the required time. This eﬀect is more significant as the
number of Pareto optimal solutions on the fronts is very low. On the contrary, for the adaptive
￿-constraint method this bound does not have to be known a priori. The number of switch
changes is an easier objective to solve and the lexicographic optimisation required by the
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adaptive ￿-constraint method does not influence significantly the computational time. For
the same reason it can be expected that the other combinatorial bi-objective exact methods,
namely the PPM and the TPM, will be limited in their performance as the calculation of the
two extreme points is part of these algorithms.
This chapter concludes the part of the thesis related to the exact methods. In the previous
two chapters it was experimentally shown that with the proposed ILP based exact approach,
time critical problem instances of large size may not be solvable in an exact manner, within
a reasonable time for the engineers. Therefore, the following chapter focuses on applying and
developing approximate methods, in this case metaheuristics, targeting to obtain fast solu-
tions of good quality. Single-solution and population-based metaheuristics are investigated.
The aim is to minimise the length of the longest path, as it has been experimentally shown
to be the hardest objective to solve exactly. In addition, the initial configuration problem is
considered, as in this case a larger search space has to be eﬃciently explored.
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Optimisation with Metaheuristics
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Metaheuristics make part of approximate algorithms as has been shown in the classical
classification of the optimisation methods, displayed in Figure 6.1. These algorithms are
widely used to solve diﬃcult industrial and scientific optimisation problems which can not be
solved exactly within a reasonable time. Heuristic approaches are therefore applied in order
to achieve fast solutions of good quality. Detailed information about metaheuristics can be
found in [36, 24].
This category of problem solving techniques includes well-known methods like simulated
annealing [6], tabu search [37] or various population-based methods like genetic algorithms
[40]. Metaheuristics can be classified in two main categories, single-solution metaheuristics,
that improve a unique solution and population-based metaheuristics where an iterative im-
provement of a population of solutions takes place.
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In this chapter, single-solution and population-based metaheuristics are applied for the
payload switch matrix configuration optimisation problem. In single solution based meta-
heuristics, at each iteration, a generation of a set of candidate solutions and a replacement
of the current single solution is performed, as illusrtated in Figure 8.1. In the first step,
candidate solutions are generated with the use of some operators and in the second step one
candidate solution is chosen to replace the current solution. This process iterates until a given
stopping criterion, for example the number of iterations. Examples of such metaheuristics
are local search [6], tabu search or simulated annealing.
Candidate Solutions
Single Solution
Generate Neighborhood
Select Solution
Figure 8.1: Single-solution based Metaheuristics
On the other hand, starting from an initial population of solutions, the population-based
metaheuristics, at each iteration generate a new population and apply a replacement tech-
nique to the current population, as represented in Figure 8.2. This process iterates until a
given stopping criterion, for example the number of iterations or a time limit. Examples
of population-based metaheuristics are genetic algorithms, ant colony optimisation [33] and
particle swarm optimisation [42].
New PopulationPopulation
Generate Population
Replacement
Figure 8.2: Population-based Metaheuristics
The motivation of using metaheuristics in the payload configuration optimisation prob-
lems, arises from the diﬃculty to solve a significant amount of problem instances in an exact
manner. As a consequence, several methods to overcome this limitation are proposed in this
102
8.1 Problem Case Tackled and Formulation of the Objective Function
chapter. More precisely, a local search method is implemented and genetic algorithms are
applied. Section 8.2 and Section 8.3 present in details the proposed approaches, whereas the
experimental results are analysed in Section 8.4.
8.1 Problem Case Tackled and Formulation of the Objective
Function
Our focus is on the initial configuration (IC) problem case. This problem is more diﬃcult
compared to the reconfiguration (RC) and restoration (RS) cases, as in the IC problem, a
larger search space has to be eﬃciently explored. On the contrary, in the RC and RS cases,
there are already connected channels that the engineers do not desire to interrupt in the new
configuration and thus the search space of the optimsation problem is smaller.
Furthermore, the aim is to minimise the length of the longest channel path because it
has been experimentally shown in Chapter 6 to be the most diﬃcult operational objective to
solve exactly.
For the application of metaheuristics the focus in this thesis is on the 50 switches payload.
For this payload size, there are instances that can not be solved exactly, therefore approximate
methods are required. Besides, for many instances of this size, the exact solutions are known
and this allows us to better analyse and compare the quality of solutions obtained by the
metaheuristics. The use of a realistic payload of 50 switches implies that theoretically the
maximum length of a path can be 100 (one switch can be used 2 times by a channel path).
Therefore, to assign a fitness value to the candidate solutions, we propose the following
objective function:
F = rc +
lpl
1000
(8.1)
where rc is the number of selected channels that have not been connected to an amplifier
(the number of the paths that have not been found) and lpl is the longest path length, i.e. the
number of switches used in the longest path that has been constructed. Using F we consider
thus a minimisation problem. Such an objective function permits to penalise unsatisfactory
solutions proportionally to the number of channels that remain to be connected.
8.2 Switch Matrix Configuration Optimisation using Single-
Solution Metaheuristics
The first proposed approach is based on single-solution based metaheuristics. A local search
(LS) algorithm is proposed to find fast approximate payload configurations. This method is
detailed in the following subsections.
8.2.1 Local Search Algorithm
The pseudocode of a simple local search (also called hill climbing algorithm [64]) is provided
in Algorithm 3. At first, an initial solution is randomly generated and evaluated. A set of
candidate neighbors is produced from the current solution, with the application of a defined
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operator (line 4). A neighbor is selected and evaluated (lines 5, 6) and if it improves the
current solution it is selected to replace the current solution (line 8). In this case, the first
candidate neighbor that improves the solution is selected. This process is repeated until
no improvement in the quality of the solution occurs. The evaluation of the solutions is
performed with a greedy method that is analysed in Section 8.2.3.
Algorithm 3 Pseudocode of the Local Search Algorithm
1: Generate initial solution s
2: Evaluate(s)
3: Do
4: Generate Candidate Neighbors (N(s))
5: Select random non-visited s￿ ∈ N(s)
6: Evaluate(s￿)
7: If s￿ better than s:
8: s = s￿
9: else if exists non visited neighbor:
10: go to 5
11: else
12: break
13: While better solution found
14: Output Final solution.
8.2.2 Solution Representation and Operators
Given a set of channels to connect the local search addresses the considered problem as a
permutation problem. Indeed, the ordering of channels to connect will influence the quality
of the final solution as each channel that is connected is occupying an available amplifier and
is fixing the positions of the switches it uses. As a consequence, the next channels to connect,
are restricted in both their final destination (amplifier) and the available switch positions
that can use.
For n channels to connect, the solution of the local search algorithm is represented as
a permutation of size n. Starting from a random solution (random permutation), at each
iteration the current solution is replaced by a neighbour. The neighbors are generated by
applying the exchange operator, where two arbitrarily selected elements are swapped to obtain
a new solution as shown in Figure 8.3.
21 4 5 6 8
21 5 6 83
7
7
3
4
Figure 8.3: Exchange operator example.
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The selection of the candidate solution is performed using the first improvement strategy.
In this strategy the first neighbor that is better than the current solution is chosen. Other
potential strategies that could be used, is the best improvement strategy, where the best
neighbor is selected. The selection of the first improvement strategy, which implies that the
exploration of the neighborhood is not exhaustive, is justified from the fact that the purpose
is to obtain a fast approximate solution to the problem.
8.2.3 Solution Evaluation
To evaluate each solution a greedy method has been developed. Given the ordering of the
channels to connect, the greedy method constructs the required paths and returns the value
of the fitness function. The switch matrix can be represented as a graph G = (V,E), where
V is the set of payload components (switches, channels, amplifiers) and E the set of con-
nectors (links) between them. The length of each link is considered to be equal to 1. Each
component u ∈ V , has some coordinates (x, y) and at most 4 neighbour nodes (vertices)
namely us, uw, ue, un, where s,w,e,n stand for south, west, east and north respectively. The
pseudocode of the greedy method used for finding the path for each channel is provided in
Algorithm 4.
Algorithm 4 Pseudocode of a greedy method to construct the channel paths
1: for each channel c to connect do
2: channel node c; path c = {}
3: save All neighbours()
4: dest = closest to c available amplifier
5: current = switch node neighbouring to c
6: path c.add(current)
7: prec node = channel node c
8: while (current != dest) do
9: next node = closest to dest available neighbour()
10: if (next node) then
11: updateNeighbourhood(prec node, current, next node)
12: prec node = current
13: current = next node
14: path c.add(current)
15: else
16: path c.clear
17: break
18: end if
19: end while
20: if (path c is empty) then
21: reset All neighbours()
22: else
23: dest.available = false
24: return path c
25: end if
26: end for
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Initially, the destination amplifier of the channel is chosen to be the closest available
amplifier based on the Manhattan distance. It is assumed that any channel can be connected
to any amplifier. If this is not the case, the destination will be chosen among the suitable
amplifiers for each channel. The next step is to set as current node the unique switch that is
neighbor to the channel and the current node is added to the path (lines 5, 6). The channel
node is then set as precedent node (line 7). To find the next node, the available neighbors
of the current node are retrieved and the closest one to the destination is selected (line 9).
Given the localities of the next and the precedent nodes compared to the current node,
the position of the current switch is defined. The updateNeighbourhood function will then
update the available neighbours (line 11). In this function, the current switch defines which
of its neighbours are available from now on for future use. Besides, each of the neighbours
of the current switch determines whether the current switch is still considered as one of the
available neighbours. The same process is repeated until the destination is reached. As long
as a channel path is constructed, the used amplifier is set as not available (line 23) and the
path is saved. If the path can not be found, the neighbours of each switch are reset to the
initial status (line 21) for being used by the next channel to connect. Figure 8.4 illustrates
the integration between the greedy algorithm and the local search.
Select Solution
Solution
Generate Neighborhood 
......
Greedy Method
  Input: Candidate 
  Solution
  Generation of 
  Paths
  Return: Fitness 
  Value
Neighbor 1 Fit1
Neighbor 2 Fit2
Neighbor 3 Fit3
Local Search
Figure 8.4: Integration of the greedy method with the local search
8.3 Switch Matrix Configuration Optimisation using Population-
based Metaheuristics
The second approach is based on evolutionary algorithms. The main search components for
designing an evolutionary algorithm are the solution representation, i.e. how is the solution to
the optimisation problem encoded, the initialisation of the starting population, the selection
strategy, i.e. which parents will be chosen for reproduction, the reproduction strategy, i.e.
the crossover and mutation operators, the replacement strategy for the new oﬀsprings as well
as the objective function and the termination condition.
As metaheuristics are applied for the first time to the considered problem, it was chosen to
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use a simple generational genetic algorithm. Furthermore, a more advanced genetic algorithm
is applied, namely the cellular genetic algorithm, where a structured population is evolved.
The motivation is to examine which metaheuristic provides the more suitable results and to
integrate them on the hybrid algorithms that will be examined at the next chapter of this
dissertation.
8.3.1 Generational Genetic Algorithm
Genetic algorithms (GAs) are stochastic population-based metaheuristics that have been
successfully applied to many diﬃcult optimisation problems and follow the principles of the
darwinian theory [38]. They are based on the evolution of a population. The population is
composed by candidate solutions, the individuals, which are associated to a fitness value based
on a defined objective function. Initially, this population is usually generated randomly. At
each iteration (generation), individuals are selected based on their quality and modified with
the application of genetic operators (i.e. crossover, mutation) to generate new oﬀsprings.
A replacement scheme is finally applied to determine which individuals of the population
will survive. This process is iterated until a stopping criteria holds, like a certain time limit
or a number of generations. In Figure 8.5 the main functions of a genetic algorithm are
represented.
Population
Selection
Reproduction
(recombination, mutation)
Replacement
Figure 8.5: Iterative process of genetic algorithms
Generational GAs (genGAs) are a type of panmictic algorithm, i.e. individuals are
grouped into a single structureless population also referred to as panmixia. Individuals can
thus mate with any other individual in the population. The genGA is a (µ, λ)-GA, where
the newly generated individuals are placed in an auxiliary population which will replace the
current population when it is completely filled, i.e., when the number of newly generated
solutions is equal to the size of this auxiliary population. In our case, the size of both the
auxiliary and the current population is the same (µ = λ).
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Algorithm 5 presents the pseudocode of the generational GA. The population is first
randomly initialized (line 2). Each generated individual is then evaluated using the fitness
function defined for the tackled problem (line 3). The genetic loop then starts in line 4 until
some predefined termination condition is met, e.g. a number of fitness function evaluations.
“Parent” individuals are selected using some stochastic selection operator to construct the
mating pool (line 6). Genetic variation is then ensured by the crossover (also called recom-
bination) and mutation operators, both applied with some probability, which permit to visit
other search space regions (line 7 and 8). The obtained oﬀspring is then evaluated and in-
serted into the auxiliary population (line 9 and 10). The oﬀspring population will become
the current one once full (line 12).
Algorithm 5 Pseudocode of a canonical genGA
1: proc Evolve(genga) // Parameters of the algorithm in ‘genga’
2: GenerateInitialPopulation(genga.pop);
3: Evaluation(genga.pop);
4: while ! StopCondition() do
5: for i←0 to genga.popSize do
6: parents ← Selection(genga.pop);
7: oﬀspring ← Recombination(genga.Pc,parents);
8: oﬀspring ← Mutation(genga.Pm,oﬀspring);
9: Evaluation(oﬀspring);
10: Add(auxiliary pop,oﬀspring);
11: end for
12: genga.pop ← auxiliary pop;
13: end while
14: end proc Evolve
8.3.2 Cellular Genetic Algorithm
Contrary to panmictic GAs like the generational GA, the cellular genetic algorithm (cGA)
[9] uses a structured population. Individuals are spread in a two dimensional toroidal mesh
and are only allowed to interact with their neighbors. An illustration of the cGA breeding
loop is presented in Figure 8.6 with individuals arranged on a 5X5 toroidal grid and the
neighborhood of the center individual, linear 5, is presented as dashed lines. Other examples
of typically used neighborhoods is provided in Figure 8.7, where the label Ln (linear) is used
for neighborhoods composed by the n nearest neighbors in a given axial direction (north,
south, west and east), while the label Cn (compact) is used to designate the neighborhoods
containing the n − 1 nearer individuals to the considered one (in horizontal, vertical and
diagonal directions).
A canonical cGA follows the pseudo-code presented in Algorithm 6. The population
is usually structured in a regular grid of d dimensions (d = 1, 2, 3) and a neighborhood is
defined on it. The algorithm iteratively considers as current each individual in the grid
(line 5) and individuals may only interact with individuals belonging to their neighborhood
(line 6), so parents are chosen among the neighbors (line 7) with a given criterion. Crossover
and mutation operators are applied to the individuals (lines 8, 9) with probabilities Pc and
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Pm, respectively. Afterwards, the algorithm computes the fitness value of the new oﬀspring
individual (or individuals) (line 10) and inserts it (or one of them) instead of the current
individual in the population (line 11) following a given replacement policy. This loop is
repeated until a termination condition is met (line 4).
Algorithm 6 Pseudocode for a canonical cGA
1: proc Evolve(cga) //Algorithm parameters in ‘cga’
2: GenerateInitialPopulation(cga.pop);
3: Evaluation(cga.pop);
4: while ! StopCondition() do
5: for individual ← 1 to cga.popSize do
6: n list←Get Neighborhood(cga,position(individual));
7: parents←Selection(n list);
8: oﬀspring←Recombination(cga.Pc,parents);
9: oﬀspring←Mutation(cga.Pm,oﬀspring);
10: Evaluation(oﬀspring);
11: Add(position(individual),oﬀspring,cga);
12: end for
13: end while
14: end proc Steps Up;
Selection Crossover
Mutation
Replacement
Figure 8.6: cGA reproduction cycle with 5× 5 population and L5 neighborhood.
8.3.3 Solution Representation and Operators
One individual is represented as the set of positions of all the switches used in the payload
switch matrix. A binary encoding is used where a switch position is encoded using two bits.
The binary vector is thus of size 2 ∗ n, with n the number of switches in the payload swich
matrix. An example of such a solution encoding is provided in Figure 8.8 where a vector of
8 bits is used to describe the position of 4 switches.
The initial population of individuals is generated randomly. Concerning the selection
strategy, the tournament selection was applied, that consists in randomly selecting k indi-
viduals. The parameter k is called the size of the tournament group. A tournament is then
applied to the k members of the group to select the best one. A binary tournament selection
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Figure 8.7: Typically used neighborhoods in cEAs
sw1
sw2 sw4
sw3
00 10 10 11
Chromosome / Particle
Figure 8.8: Solution encoding example.
(i.e. k = 2) was used in this work and an example of such a strategy is provided in Figure
8.9, for a minimisation problem.
Random Best2
85
9
6 4
2
6
2
Population
k=2 Candidates
Figure 8.9: Example of a binary tournament selection strategy.
During the reproduction, operators such as the mutation and the crossover are applied.
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The probability pm defines the probability to mutate each element of the representation.
In the binary representation, the commonly used mutation is defined as the flip operator,
which is applied in our work. The basic crossover operator is the 1-point crossover, where
a crossover point k is randomly selected and the two parent chromosomes are interchanged
at this point to produce the two oﬀsprings. In the n-point crossover, n crossover sites are
randomly selected. An illustration example of the 1-point and 2-point crossover operators is
provided in Figure 8.10, whereas in the uniform crossover, each element of the oﬀspring is
selected randomly from either parent [64].
01 1 1 1 000 1 0 10
10 1 0 0 011 0 1 11
01 1 1 1 000 1 0 10
10 1 0 0 011 0 1 11
01 1 1 1 000
10 1 0 0 011
01 1 0 0 010 0 1 10
10 1 1 1 001 1 0 11
Parents Offsprings
1 0 10
0 1 111-Point crossover
2-Point crossover
Figure 8.10: Examples of 1-point and 2-point crossover.
8.3.4 Solution Evaluation
Each individual represents a static graph. From the switch matrix topology and the positions
of the switches the graph can be generated as shown in Figure 8.11. Each switch is represented
with 4 vertices in the graph. The edges between those 4 vertices are generated depending on
the position of the switch. The edges between the diﬀerent switches are statically defined,
based on the topology of the switch matrix. Using this corresponding graph, each individual is
evaluated. If a connected component of the graph includes a channel vertex and an amplifier
vertex then the path is valid. A solution is thus valid if it exists such a connected component
for each selected channel. Due to the payload design, a valid connected component can only
represent a unique path from channel to amplifier and its length will be equal to its total
number of used switches.
8.4 Experimental Results
The experimental results of the described approximate methods are presented and analysed
in this section. At first, information about the experimental setup is provided and in Section
8.4.2 the numerical results are detailed.
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Payload switch matrix Corresponding graph
1
2
3
1
2
3
Key
Switch node
Channel node
Amplifier node
Figure 8.11: Example of switch matrix representation as a graph.
8.4.1 Experimental Setup
All the experiments were carried out using the HPC facility of the University of Luxem-
bourg [70], each algorithm run being executed on a single CPU core of an Intel Xeon L5640
at 2.26GHz. The operating system was Debian GNU/Linux 6.0.9 and kernel 3.2.0-0.bpo.4-
amd64. No core aﬃnity was set. The implementation of the metaheuristic algorithms was
done using the ParadisEO framework v.1.3 [27] . The parameters of the local search and
of the genetic algorithms are provided in Table 8.1. The selection strategy is the first im-
provement strategy and the neighbourhood is generated using the exchange operator. For
the cellular genetic algorithm, we used default parameters, i.e. two point crossover with
probability pc=0.8 and bit-flip mutation with pm =
1
chrom length . One parent is the current
individual for cGA and the other parent is selected using the binary tournament strategy.
The neighbourhood used is L5.
Term. condition 10 min
L
S
Algorithm Hill Climbing
Selection Strategy First Improvment
Neighbor operator Exchange
g
e
n
G
A
,
c
G
A
Population 49, 7× 7 (cGA)
Selection Binary tournament (BT),
Current indiv. +BT (cGA)
Neighborhood L5 (cGA)
Crossover DPX, pc=0.8
Mutation bit flip, pm =
1
chrom length
Replacement strategy Replace if better (cGA)
Elitism 1 individual
Table 8.1: Algorithm Parameters
In Table 8.2, information about the tackled payload instances is provided. The exper-
iments were conducted on a switch matrix with 50 switches of type R and 23 amplifiers
(therefore the maximum number of channels to connect is 23). The 30 diﬀerent sets of chan-
nels to connect of size 8, 13, 18 and 23 to connect are the same as the ones used in the exact
methods.
An instantiation of the Experimental Framework is shown on Figure 8.12. The operational
initial configuration problem case is considered and as objective the minimisation of the
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Numb. of Switches 50
Switch Type R type
Numb. of Amplifiers 23
Channels to Connect 8,13,18,23
30 random sets per size
Table 8.2: Payload instances
longest path length.
   
New Payload
Configuration
     
Payload Architecture
(Computerised Schematics) 
Problem Instance 
Generator
IC operational
Min LPL
Payload Instance
Solver
Metaheuristics
-cGA, genGA
LS
Results Analysis
- Time
- Solution Quality
   
Experimental Framework
        
Problem
 Instance
   
Parameter/Algorithm
tuning
     
Figure 8.12: Instantiation of the experimental framework for minimising LPL in the initial
configuration operational case using metaheuristics.
8.4.2 Numerical Results
The experimental results are summarised in Table 8.3 and Table 8.4 where the best values
are highlighted with a grey background. Concerning the comparison between LS, genGA and
cGA, the hit rate, that denotes in this case the percentage of instances where valid solutions
were found, is displayed in Table 8.3. A valid solution is a solution where all paths are
constructed for all the required channels to connect. As demonstrated from these results,
cGA outperforms the other methods in all cases. More precisely, the hit rate of cGA is 100%
when connecting 8, 13 and 18 channels and 80.888% for the cases of 23 channels to connect.
For genGA the hit rate is also 100% when 8, 13 and 18 channels are connected but 79% for
the cases of 23 channels. For the LS the hit rate is only 90%, 42.222%, 23.333% and 4.888%
for 8, 13, 18 and 23 channels to connect respectively.
In terms of fitness value, cGA outperforms genGA and LS as well in all cases. The average
and standard deviation of the fitness values of these algorithms are presented in Table 8.4.
In more details, cGA has fitness 0.00195 and 0.00317 for the cases of 8 and 13 channels to
connect compared to 0.00197 and 0.00320 obtained by genGA. When 18 and 23 channels are
connected, cGA reached 0.00367 and 0.19879 respectively compared to 0.00371 and 0.21874
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Channels LS genGA cGA
8 90 100 100
13 42.222 100 100
18 23.333 100 100
23 4.888 79 80.888
Table 8.3: Hit Rate(%) Comparison
for genGA. The poorest performance is obtained in all cases by the LS alone. For instance,
its fitness for connecting 8 channels is 0.10346 and 2.84213 for the cases of 23 channels to
connect.
Channels LS genGA cGA
8 0.10346±0.3 0.00197±0.0006 0.00195±0.0006
13 0.69998±0.69 0.00320±0.0006 0.00317±0.0006
18 1.18435±0.88 0.00371±0.0007 0.00367±0.0007
23 2.84213±1.33 0.21874±0.4 0.19879±0.4
Table 8.4: Fitness Comparison
In order to evaluate the quality of the solutions obtained by the population-based meta-
heuristics and the optimal solutions found using the ILP based exact method we propose
Table 8.5. In this table, the optimal values in switch crossings, considering the termination
condition of 120 hours, are presented. The cGA outperforms genGA in all cases for these
instances. More precisely, for the sets of 8 channels to connect, the average fitness of genGA
is 0.00188 compared to 0.00187 obtained by cGA. For the instances of 13 channels to connect,
the fitness of genGA 0.00291, whereas cGA has fitness 0.00284. Finally, for the sets of 18 and
23 channels to connect genGA has average fitness 0.00357 and 0.19940 compared to 0.00350
and 0.19370 obtained by cGA respectively.
However, in all cases cGA provided solutions with lower quality compared to the optimal
ones. The diﬀerence in fitness between the exact and the cGA increases with the number
of channels to connect. In more details, for the cases of 8 channels to connect, the exact
has fitness 0.00185 compared to 0.00187 for cGA. The diﬀerence in fitness increases for the
cases of 13 is 0.00021, whereas for the cases of 18 channels to connect the diﬀerence in fitness
increases to 0.00056 and for the cases of 23 channels to connect a significant diﬀerence of
0.18976 occurs.
Although cGA obtained better results than genGA in terms of fitness and hit rate, this
was not detected as statistically significant after applying the Wilcoxon test [73]. The test
stated though that LS proposes significantly worse results (with 95% confidence) than genGA
and cGA for all the sizes of channels to connect. This is represented in Table 8.6 where it is
depicted by (￿) the fact that genGA and cGA outperform LS with statistical confidence.
The convergence time, that denotes the average time needed by genGA and cGA to find
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Channels Exact genGA cGA
8 0.00185 0.00188 0.00187
13 0.00263 0.00291 0.00284
18 0.00294 0.00357 0.00350
23 0.00394 0.19940 0.19370
Table 8.5: Fitness Comparison on the commonly solved instances.
cGA genGA LS
cGA – – ￿
genGA – ￿
Table 8.6: Statistical confidence for the performance of the metaheuristics.
the best solution, is another important aspect that indicates the better performance of cGA.
In all cases cGA converged faster compared to genGA. An illustration of the diﬀerence in the
convergence time between these algorithms is provided in Figure 8.13.
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18
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cGA genGA
0 37.5 75 112.5
Convergence Time (sec)
Figure 8.13: Comparison of the Average Convergence Time between genGA and cGA.
In more details, for the cases of 8 channels to connect, cGA converged after 9.41 seconds,
whereas genGA converged after 11.112 seconds. When 13 channels are connected, cGA
converged after 26.94 seconds compared to 42.104 seconds required by genGA. Lastly, for the
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cases of 18 and 23 channels to connect, genGA converged in average after 68.774 and 138.126
seconds compared to only 46.81 and 91.85 seconds required by cGA respectively. The highest
diﬀerence in the convergence time between the two algorithms is 46.41 seconds and occurs
for the case of 23 channels to connect.
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8.5 Summary
This chapter investigates approaches for applying single-solution and population-based meta-
heuristics to the payload switch matrix configuration optimisation problem. Metaheuristics
are applied for the first time to the considered problem. The focus is on minimising the
length of the longest path considering the initial configuration problem case. To this scope, a
local search (LS) method has been proposed where the problem is tackled as a permutation
one. Furthermore, a generational genetic algorithm (genGA) and a cellular genetic algorithm
(cGA) have been compared. For these evolutionary methods, each individual is represented
as the set of positions of all the switches of the payload switch matrix.
It was experimentally demonstrated that the cGA provided the most promising results
in terms of hit rate (percentage of successfully solved instances) and solution quality. Fur-
thermore, the average convergence time of cGA was lower in all cases compared to genGA.
The poorest performance is obtained by LS. After comparing the solutions of cGA to the
optimal ones obtained by the ILP based exact method, a degradation in the quality of the
solutions is remarked. Consequently, the following chapter focuses on the implementation
of hybrid algorithms. These approaches integrate the proposed metaheuristics and the ILP
based exact method. The purpose is at first to improve the quality of the solutions obtained
by the metaheuristics and additionally to reduce the computational time required by the ILP
based exact method.
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Hybrid metaheuristics, that have been widely studied during the last years, combine dif-
ferent optimisation techniques, such as metaheuristics with other metaheuristics and/or with
exact methods, in order to improve the overall performance of the optimisation algorithms.
The best results for many optimisation problems are obtained by hybrid methods [63].
This chapter proposes hybrid algorithms for the payload switch matrix configuration
optimisation problem. At first, an overview and a taxonomy of hybrid methods is presented
in Section 9.1. The three proposed hybrid algorithms are detailed in Sections 9.2.1, 9.2.2
and 9.2.3 respectively. Their eﬀectiveness is indicated in Section 9.3 where the experimental
results are presented and analysed.
9.1 Hybrid Metaheuristics
A state of the art in hybrid metaheuristics, in a wide range of application domains such as data
mining or routing problems, is provided in [65]. A taxonomy of hybrid metaheuristics has been
introduced in [63] in order to provide a common classification mechanism for these techniques.
Figure 9.1 provides an illustration of this taxonomy, which is divided in hierarchical and flat
classification.
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HYBRID METAHEURISTICS
Low level
TeamworkRelay
High level
TeamworkRelay
Level
Mode
Type:
     - Homogenous
     - Heterogenous
Domain:
    - Global
    - Partial
Function:
    - Generalist
    - Specialist
LRH LTH HRH HTH
Hierarchical 
Classification
Flat 
Classification
Figure 9.1: Classification of hybrid metaheuristics [63].
Concerning the hierarchical classification, at first a distinction is done between low-level
and high-level hybridisations. The low-level hybrids occur when a given function of a meta-
heuristic is replaced by another metaheuristic. As an example, local search can be used for
the mutation operator of a genetic algorithm. On the other hand, in the high-level hybrid
algorithms, there is no influence to the internal functions of a metaheuristic. Besides, one can
distinguish between relay and teamwork metaheuristics. In the first case, the metaheuris-
tics are applied one after another whereas in teamwork hybridisation the components of the
hybrid collaborate in parallel, each one performing a search in a solution space [65].
According to this taxonomy, four main classes are derived, as illustrated in Figure 9.1,
namely the LRH (Low-Level Relay Hybrid), the LTH (Low-Level Teamwork Hybrid), the
HRH (High-Level Relay Hybrid) and the HTH (High-Level Teamwork Hybrid) class. There
exist many proposed hybrid algorithms in the literature that belong to each of the above
classes. For example, the authors in [67] apply a hill climbing as a mutation operator in a
genetic algorithm or in [54] a local search is applied within a crossover function. Both works
make part of the LTH class. In [47] genetic algorithms follow the application of simulated
annealing to improve the obtained solutions. One example of High-Level Teamwork Hybrid is
the island model, where the population is partitioned into small subpopulations and a genetic
algorithm evolves each subpopulation [30].
Concerning the flat classification, in the homogeneous hybrids the same metaheuristics
are applied whereas in the heterogeneous hybrids diﬀerent metaheuristics are used. Another
distinction is done between the global and the partial hybrids. In the first case, all the
algorithms explore the same search space, whereas in partial hybrids the methods perform
search in subspaces. Finally, the specialist hybrids combine algorithms that solve diﬀerent
problems, for example, using a metaheuristic to optimise the parameters of another meta-
heuristic, whereas in the general hybrids the same optimisation problem is solved by the
components of the hybrid [65].
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Especially for the cases where hybrid algorithms combine metaheuristics with exact meth-
ods, many approaches have been proposed for each of the above mentioned classes. Several
examples can be found in [65, 58]. For the HRH hybrids, as mentioned in [65], classical
approaches where information is provided to the exact methods by the metaheuristics, are
the following:
• Upper bound provided by the metaheuristics to the exact method.
• Partitioning of decision variables. The metaheuristics are used to fix the values of a
subset of the decision variables and the exact method optimises the problem over the
rest set of decision variables.
• Domain reduction. The metaheuristics are used for reducing the domain of values that
the decision variables can have.
9.2 Solving the Payload Switch Matrix Configuration Prob-
lem Using Hybrid Algorithms
The motivation to implement hybrid metaheuristics for the satellite payload switch matrix
configuration optimisation problem is to overcome the limitations related at first to the
solution quality when metaheuristics are individually applied to the problem and also to the
low hit rate when the exact method is used. To this scope, three hybridisation schemes are
proposed. The schemes integrate the local search (LS), the cellular genetic algorithm (cGA)
and the ILP based exact method. An illustration of these schemes with their components
is provided in Figure 9.2. The local search and the cellular genetic algorithm have been
presented in the Section 8.2.1 and Section 8.3.2 respectively. The ILP model used is the one
presented in 6.3.1 for minimising the length of the longest channel path. In the following
three subsections the three hybrids are presented in details.
Local Search
Cellular Genetic 
Algorithm 
 Seed for
 the initial 
population
LSM
LSM
Exact Method
(ILP)
Upper Bound
LSMExB
LSM
Exact Method
(ILP)
Partitioning
of decision
variables
LSMExP
Figure 9.2: The three hybrid schemes and their components.
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9.2.1 Local Search and Metaheuristics (LSM)
In the first hybrid, referred to as LSM, instead of generating randomly the whole initial
population of the cGA, a seed individual, that is provided by the local search, is inserted
in the initial population. The pseudocode of LSM is presented in Algorithm 7. At first the
problem is solved using the local search (line 2). From the final solution of the local search,
the paths and the switch positions are known and thus this solution is converted to the
corresponding representation used by the cGA (line 3) and inserted in the initial population
(line 5). The remaining individuals are created uniformly at random. Finally, the cGA is
applied and the best individual is returned.
Algorithm 7 Pseudocode of LSM
1: Input: n channels to connect
2: Exec LS(n)
3: c ← Get Indi(LS final sol)
4: GenerateInitialPopulation(cga.popSize - 1)
5: Add(cga.pop, c)
6: Exec cGA()
7: Return: best individual
The LS and cGA are applied in sequence. The global problem is solved by both methods.
This hybrid is classified as High Level Relay Hybrid (HRH)(heterogenous, global, general).
9.2.2 LSM and Exact Bound (LSMExB)
In this hybrid, referred to as LSMExB, the solution provided by the LSM is considered as an
upper bound for the exact method. This collaborative scheme was applied aiming to improve
the hit rate of the exact method. The pseudocode of this method is shown in Algorithm 8.
At first, the LSM method is executed (line 2). Based on the obtained solution, the upper
bound of the objective function is set in the ILP model (line 4). Finally the exact method is
called (line 5).
Algorithm 8 Pseudocode of LSMExB
1: Input: n channels to connect
2: Exec LSM(n)
3: obj bound ← Get Bound(LSM final sol)
4: ilp model ← Set Bound(obj bound)
5: Exec Exact(ilp model)
6: Return: final solution
The global problem is solved by both methods. The LSM and the ILP based exact
method are applied in sequence. This hybrid belongs to the class of High Level Relay Hybrid
(HRH)(heterogenous, global, general).
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9.2.3 LSM and Exact Partitioning (LSMExP)
In this hybridisation scheme, denoted as LSMExP, the size of the original problem solved by
the exact method is reduced by partitioning the decision variables. As indicated in [64], the
decision variables can be partitioned in two sets X and Y. Based on the solution generated
by the metaheuristic (LSM) the variables of the set X will be fixed and the exact method will
be called to optimise the problem over the set Y. The decision variables that are selected to
be fixed are the positions of the switches used in a certain number of channel paths obtained
from the final solution of LSM. Therefore, at first the problem is solved using metaheuristics
and based on some generated paths the positions of the switches are set in the ILP model.
The exact method is then called. Two diﬀerent approaches of this hybrid algorithm are
implemented and compared. Given n channels to connect, in the first approach, denoted
as LSMExP Rnd, a random set of k ≤ n paths obtained by LSM is selected. The switch
positions used by this set of paths are fixed. In the second approach, denoted as LSMExP Sh,
the set of the k shortest paths obtained by LSM is always selected and the switch positions
used by this set of paths are fixed.
The pseudocode of LSMExP is provided in Algorithm 9. At first the LSM hybrid is
called. Based on the solution obtained by LSM a list of k (random or shortest) paths is
selected (line 3). The switch positions used by these paths, are fixed in the ILP model (line
4) and finally the exact method is called. This hybrid is classified as High Level Relay Hybrid
(HRH)(heterogenous, partial, general).
Algorithm 9 Pseudocode of LSMExP
1: Input: n channels to connect
2: Exec LSM(n)
3: p list ← Get Paths(LSM final sol, k)
4: ilp model ← Fix Switch Pos(p list)
5: Exec Exact(ilp model)
6: Return: final solution
9.3 Experimental Results
The eﬀectiveness of the hybrids compared to the individual application of their components
is indicated in this section. At first, information about the experimental setup is provided
and then the numerical results are detailed.
9.3.1 Experimental Setup
An instantiation of the experimental framework is provided in Figure 9.3. The initial con-
figuration case is considered with the aim to minimise the length of the longest channel
path.
All the experiments were carried out using the HPC facility of the University of Lux-
embourg, each algorithm run being executed on a single CPU core of an Intel Xeon L5640
at 2.26GHz. The operating system was Debian GNU/Linux 6.0.9 and kernel 3.2.0-0.bpo.4-
amd64. No core aﬃnity was set. The metaheuristic algorithms were implemented using the
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Figure 9.3: Instantiation of the experimental framework for minimising LPL in the initial
configuration operational case using hybrid techniques.
ParadisEO framework v.1.3 [27] . For the exact method IBM ILOG CPLEX 12.0.0 solver
was used [2]. The parameters of the local search and cGA are provided in Table 9.1.
Term. condition 10 min
L
S
Algorithm Hill Climbing
Selection Strategy First Improvment
Neighbor operator Exchange
c
G
A
Population 49, 7× 7
Selection Binary tournament (BT),
Current indiv. + BT
Neighborhood L5
Crossover DPX, pc=0.8
Mutation bit flip, pm =
1
chrom length
Replacement strategy Replace if better
Elitism 1 individual
IL
P Model ILP
Solver IBM ILOG CPLEX 12.0.0
Table 9.1: Algorithm Parameters
The selection strategy of the local search is the first improvement strategy and the neigh-
borhood is generated using the exchange operator. For the cellular genetic algorithm, we
used default parameters, i.e. two point crossover with probability pc=0.8 and bit-flip mu-
tation with pm =
1
chrom length . One parent is the current individual for cGA and the other
parent is selected using the binary tournament strategy. The neighborhood used is L5.
The experiments were conducted on a switch matrix with 50 switches of type R and 23
amplifiers (thus the maximum number of channels to connect is 23), as shown in Table 9.2
where information about the payload instances tackled is provided. The 30 diﬀerent sets of
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channels of size 8, 13, 18 and 23 to connect are the same as the ones considered in Chapter
6.
Numb. of Switches 50
Switch Type R type
Numb. of Amplifiers 23
Channels to Connect 8,13,18,23
30 random sets per size
Table 9.2: Payload Instances
For the case of LSMExP Rnd, given a size k of paths according to which the decision
variables will be fixed, 30 diﬀerent sets of paths of this size are selected uniformly at random,
whereas for LSMExP Sh the decision variables are fixed based on a single set of k shortest
paths.
9.3.2 Numerical Results
This section analyses the performances of the proposed schemes related to the hit rate (per-
centage of successfully solved instances), the fitness value and the required computational
time. In the next subsection, the LS, cGA and LSM methods are compared. In Section
9.3.2.2 the performances of the two hybrid algorithms LSMExP Rnd and LSMExP Sh are
analysed. In all the conducted experiments the total termination condition was set to ten
minutes as the operational phase is considered. When the experimental results concern the
comparison of diﬀerent methods, the best values are highlighted with a grey background.
9.3.2.1 Comparison of the Hybrid Algorithms
Concerning the comparison of the 3 metaheuristics, LS, cGA and LSM, the hit rate, which in
this case denotes the percentage of instances where valid solutions were found, is displayed
in Table 9.3. A valid solution is a solution where the paths have been constructed for all
the required channels to connect. As demonstrated from these results, the first hybrid LSM
performs better. More precisely, the hit rate of LSM is 100% when connecting 8, 13 and 18
channels and 82.333% for the cases of 23 channels to connect. For cGA the hit rate is also
100% when 8, 13 and 18 channels are connected but 80.888% for the cases of 23 channels to
connect. For the LS the hit rate is 90%, 42.222%, 23.333% and 4.888% for 8, 13, 18 and 23
channels to connect respectively.
Channels LS cGA LSM
8 90 100 100
13 42.222 100 100
18 23.333 100 100
23 4.888 80.888 82.333
Table 9.3: Hit Rate(%) Comparison of Hybrid Metaheuristics.
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In terms of fitness, the hybrid LSM outperforms cGA as well in all cases. The average and
standard deviation of the fitness values of the three metaheuristics are presented in Table 9.4.
Channels LS cGA LSM Conf.
8 0.10346±0.3 0.00195±0.0006 0.00194±0.0005 −
13 0.69998±0.69 0.00317±0.0006 0.00304±0.0005 −
18 1.18435±0.88 0.00367±0.0007 0.00365±0.0007 −
23 2.84213±1.33 0.19879±0.4 0.18183±0.381 ▲
Table 9.4: Fitness Comparison of Hybrid Metaheuristics.
More precisely, LSM provides fitness values of 0.00194 and 0.00304 for the cases of 8
and 13 channels to connect, compared to 0.00195 and 0.00317 obtained by cGA. When
18 channels are connected the diﬀerence in fitness is small as LSM has average 0.00365
compared to 0.00367 obtained by cGA. For the sets of 23 channels to connect, LSM has
fitness 0.18183 compared to 0.19879 for cGA. It can also be observed that LSM has smaller
standard deviation compared to cGA in all cases except for the case 18 channels where the
standard deviation is equal. The poorest performance is obtained in all cases by the LS
alone. Statistical confidence in the results is assessed using the Wilcoxon test [73]. In the
last column of Table 9.4, it is depicted by (▲) if LSM is statistically better compared to cGA
and by (−) if no significant diﬀerence was found. LSM proposes significantly better results
(with 95% confidence) compared to cGA for the case of 23 channels to connect. LSM and
cGA perform better with statistical confidence compared to LS itself in all cases.
In order to evaluate the quality of the solutions provided by these approximate algorithms,
their performance is compared on the instances solved by the exact method where the optimal
value of the length of the longest path is known. Considering the termination condition of
120 hours, the optimal values in switch crossings is compared to the performance of cGA and
LSM in Table 9.5. The better performance of LSM is indicated in most of the cases. For the
case of 8 channels to connect, the average fitness of the exact method is 0.00185, the average
fitness of LSM is 0.00186, whereas for cGA it is 0.00187. For 13 channels to connect, the
average fitness of the exact method is 0.00263, whereas LSM has fitness 0.00278 and cGA
0.00284. When 18 channels are connected, for the instances that were solved exactly, cGA
had better average fitness compared to the LSM. i.e, 0.00350 compared to 0.00356. As has
been seen in Table 9.4 the performance of these two algorithms was similar for this case.
Lastly, for the cases of 23 channels to connect, that is the case where LSM performed better
with statistical confidence compared to cGA, on the instances where the optimal solution is
found, LSM had average fitness 0.15412 compared to 0.19370 obtained by cGA.
Another essential aspect to compare between cGA and LSM is the convergence time, that
denotes the average time needed by each of these methods to reach the best solution found.
As can be seen in Table 9.6, LSM converges faster than cGA in all cases. The convergence
time of LSM for the cases of 8 and 13 channels to connect is 5.26 seconds and 26.94 seconds
respectively compared to 9.41 seconds and 27.98 seconds for cGA. For the case of 18 channels,
LSM converged in average after 44.11 seconds whereas cGA converged in average after 46.81
seconds. For the case of 23 channels LSM converged in average after 79.48 seconds and cGA
in average after 91.85 seconds.
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Channels Exact cGA LSM
8 0.00185 0.00187 0.00186
13 0.00263 0.00284 0.00278
18 0.00294 0.00350 0.00356
23 0.00394 0.19370 0.15412
Table 9.5: Fitness Comparison on the commonly solved instances.
Channels cGA LSM
8 9.41 5.26
13 27.98 26.94
18 46.81 44.11
23 91.85 79.48
Table 9.6: Average Convergence Time(sec) between cGA and LSM.
In Table 9.7 the comparison results between the ILP based exact method and the LSLMExB
and LSLMExP are presented. For these two hybrid methods, LSM runs for the time provided
in Table 9.6 and then the ILP based exact method is called for the remaining time, so that
the total termination condition is not violated. LSLMExB slightly improved the hit rate of
the exact method for the case of 13 channels to connect as the hit rate is 16.666% compared
to 13.333% achieved by the ILP based exact method. Before analysing the two diﬀerent
approaches of LSMExP, namely the LSMExP Rnd and LSMExP Sh, that are related to the
number of paths to fix and the techniques according to which they are selected, for this ini-
tial evaluation of the method it was chosen to set for each channel size, the positions of the
switches used by 4, 7, 10 and 12 randomly selected paths respectively. The LSMExP hybrid
provided better results as it achieved 89.222% hit rate for the maximum case of connecting
23 channels. For 18 channels to connect, LSMExP solved 89.444% of instances compared to
6.666% of LSMExB. With LSMExP, the process is significantly accelerated since the exact
method is optimising over a subset of the decision variables. In Table 9.8, the average fitness
is compared between LSM, LSMExB and LSMExP for the commonly solved instances. It is
observed that LSMExP provided the optimal solution for these instances (same fitness with
LSMExB) and LSM provided solutions of less good quality.
9.3.2.2 Comparison of LSMExP Rnd to LSMExP Sh
The comparison results between LSMExP Rnd and LSMExP Sh in terms of hit rate, fitness,
computational time and percentage of infeasible cases are here presented. The focus is on
the cases of 18 and 23 channels to connect where the hit rate of the ILP based exact method
is very small, i.e. 6.666% and 0% respectively. Based on the convergence time displayed
in Table 9.6, for the case of 18 channels, LSM runs for 44.11 seconds followed by the exact
method for 555.89 seconds. For the cases of 23 channels to connect, LSM runs for 79.48
seconds followed by the exact for 520.52 seconds.
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Channels Exact LSMexB LSMExP
fitness hit-rate fitness hit-rate fitness hit-rate
8 0.00181±0.0004 90 0.00181±0.0004 90 0.00191±0.0005 97.888
13 0.00200±0 13.333 0.00260±0.0005 16.666 0.00300±0.0005 93
18 0.00200±0 6.666 0.00200±0 6.666 0.00363±0.0008 89.444
23 − − − − 0.00487±0.0009 89.222
Table 9.7: Fitness and HitRate(%)
Channels LSMExB LSM LSMExP
8 0.00181±0.483 0.00182±0.0003 0.00181±0.474
13 0.00260±0.547 0.00261±0.515 0.00260±0.491
18 0.00200±0 0.00200±0 0.00200±0
Table 9.8: Fitness comparison on the commonly solved instances
9.3.2.2.1 Connecting 18 Channels.
The results related to the hit rate are displayed in Table 9.9. In the first column k represents
the number of paths that is chosen to be fixed (starting from 2 fixed paths to 16 with a
step of 2). The second column indicates the hit rate for LSMExP Rnd and the last column
provides the hit rate for LSMExP Sh. A first remark is that with this approach a considerable
percentage of instances is solved within the acceptable time. Even for the case of k = 2,
LSMExP Rnd managed to solve 27.666% of the instances. When k increases to 10, the
hit rate of LSMExP Rnd is 89.444% and when k = 16, it reaches 96.666%. The hit rate
for LSMExP Sh is lower compared to LSMExP Rnd. This is explained from the fact that
fixing random (and thus also longer) paths implies that more decision variables are fixed
and therefore the search space is smaller. More precisely, when k = 4, LSMExP Sh solved
26.666% of the instances, for 10 fixed paths the hit rate increases to 53.333% and for k = 16
it reaches 99.666%.
Table 9.10 provides the average and standard deviation of the fitness values for both
methods. LSMExP Sh has always smaller fitness therefore this approach provides solutions
of better quality. A path of bad quality will not be fixed using LSMExP Sh and shortest
paths is more probable to be the optimal ones. For instance, when k = 6, LSMExP Sh has
fitness 0.00291 compared to 0.00350 for LSMExP Rnd and when k = 10 LSMExP Sh has
average fitness 0.00306 compared to 0.00363. The fitness value increases with the number
of fixed paths and the diﬀerence in fitness between LSMExP Rnd and LSMExP Sh becomes
lower. For k = 2 the diﬀerence in fitness is 0.00075 and when k = 16 it is 0.00014.
For the instances of 18 channels to connect that were solved exactly by the ILP based
exact method, LSMExP Rnd and LSMExP Sh have the same fitness value as the optimal
ones. This can be seen also from Table 9.8 where LSM has found the optimal values for these
instances. The better performance of LSMExP Sh in terms of fitness was not detected as
statistically significant.
The computational time required by the two approaches is provided in Table 9.11. As
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k LSMExP Rnd LSMExP Sh
2 27.666 13.333
4 55.444 26.666
6 72.666 40
8 83 43.333
10 89.444 53.333
12 96.666 70
14 99.555 86.666
16 99.666 99.666
Table 9.9: Hit Rate(%) comparison between LSMExP Rnd and LSMExP Sh when connecting
18 channels.
k LSMExP Rnd LSMExP Sh
2 0.00325±0.0009 0.00250±0.0005
4 0.00343±0.0008 0.00275±0.0004
6 0.00350±0.0008 0.00291±0.0005
8 0.00358±0.0008 0.00292±0.0004
10 0.00363±0.0008 0.00306±0.0005
12 0.00368±0.0008 0.00328±0.0006
14 0.00371±0.0008 0.00342±0.0007
16 0.00372±0.0008 0.00358±0.0007
Table 9.10: Fitness Comparison between LSMExP Rnd and LSMExP Sh when connecting
18 channels.
expected LSMExP Rnd performs faster. Starting from 2 fixed paths, LSMExP Rnd requires
62.122 seconds and only 1.856 seconds for 16 fixed paths. For LSMExP Sh the computational
time is higher, with an average of 148.942 seconds for 2 shortest paths fixed and 25.568 seconds
for 16 shortest paths fixed.
9.3.2.2.2 Connecting 23 Channels.
The hit rate is displayed in Table 9.12. In the first column, k denotes the number of paths
that is chosen to be fixed (starting from 4 fixed paths up to 20 with a step of 2). The second
column indicates the hit rate for LSMExP Rnd and the last column provides the hit rate for
LSMExP Sh. It can be noticed that with these hybrids a considerable percentage of instances
is solved within the time limit whereas the initial hit rate of the ILP based exact method
was 0%. As an example, when k = 4, LSMExP Rnd managed to solve 43.777%. When k
increases to 10, the hit rate reaches to 80.555% and goes up to 95.555% when k = 16. For
the last case of k = 20 the hit rate for LSMExP Rnd reaches 94.888%.
The hit rate for LSMExP Sh is smaller compared to LSMExP Rnd in 7 out of 9 cases.
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k LSMExP Rnd LSMExP Sh
2 62.122±115.043 148.942±174.215
4 52.286±105.657 220.912±218.007
6 46.615±102.033 125.265±100.174
8 26.921±72.648 76.255±114.729
10 12.097±45.454 79.647±99.284
12 8.694±35.598 56.628±84.960
14 3.041±15.055 59.456±78.171
16 1.856±18.059 25.568±59.531
Table 9.11: Time(sec) comparison between LSMExP Rnd and LSMExP Sh when connecting
18 channels.
k LSMExP Rnd LSMExP Sh
4 43.777 3.333
6 58.444 20
8 73.222 33.333
10 80.555 50
12 89.222 66.666
14 94 60
16 95.555 86.666
18 95.555 96.666
20 94.888 100
Table 9.12: Hit Rate Comparison between LSMExP Rnd and LSMExP Sh when connecting
23 channels.
More precisely, when k = 4, LSMExP Sh solved only 3.333% of the instances whereas for
k = 10 the hit rate of LSMExP Sh increases to 50% and for k = 16 the hit rate reaches
86.666%. However, it has to be mentioned that for the cases of fixing 18 and 20 paths the
hit rate for LSMExP Sh is higher compared to LSMExP Rnd, namely 96.666% and 100%,
compared to 95.555% and 94.888% for LSMExP Rnd respectively. This is explained by the
fact that the rate of infeasible instances increases significantly for LSMExP Rnd when 18
and 20 paths are fixed whereas for LSMExP Sh the rate of infeasible instances remains 0%
in all cases. Increasing the number of paths to fix, can also produce an infeasible problem.
This is explained as fixing the switch positions used by a channel path may permanently
block the connection of another channel in the switch matrix. The comparison of the rates of
infeasible cases for LSMExP Rnd and LSMExP Sh are shown in Table 9.13. As can be seen,
the percentage of infeasible cases increases with the number of fixed paths for LSMExP Rnd.
It is 0.222% when k = 4 and reaches 4.333% and 5.111% when 18 and 20 paths are fixed
respectively. The corresponding rate for LSMExP Sh is 0% in all cases, denoting that when
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the shortest paths are selected to be fixed, none problem instance is turned to infeasible. We
can thus claim that fixing shortest paths is the best approach in terms of solution quality.
k LSMExP Rnd LSMExP Sh
4 0.222 0
6 0.222 0
8 0.555 0
10 1.222 0
12 2 0
14 2.222 0
16 3.888 0
18 4.333 0
20 5.111 0
Table 9.13: Percentage of infeasible cases between LSMExP Rnd and LSMExP Sh when
connecting 23 channels.
The average and standard deviation of the fitness values for both approaches, are pre-
sented in Table 9.14. The average fitness of LSMExP Sh is always smaller compared to
LSMExP Rnd which denotes that solutions of better quality are obtained with this method.
For example for 6 fixed paths, LSMExP Sh has fitness 0.00380 compared to 0.00459 for LSM-
ExP Rnd and after fixing 10 paths LSMExP Sh has average fitness 0.00413 compared to and
0.00479. The same holds also for the other cases, for example when k = 18 LSMExP Sh has
average fitness 0.00489 compared to 0.00501 by LSMExP Rnd. The better performance of
LSMExP Sh in terms of fitness was not detected as statistically significant.
k LSMExP Rnd LSMExP Sh
4 0.00458±0.0008 0.00300±0
6 0.00459±0.0008 0.00380±0.0004
8 0.00467±0.0008 0.00410±0.0003
10 0.00479±0.0009 0.00413±0.0003
12 0.00487±0.0009 0.00440±0.0006
14 0.00495±0.0009 0.00461±0.0007
16 0.00500±0.0009 0.00480±0.0008
18 0.00501±0.0010 0.00489±0.0009
20 0.00502±0.0010 0.00500±0.0009
Table 9.14: Fitness Comparison between LSMExP Rnd and LSMExP Sh when connecting
23 channels.
The average and standard deviation of the time is displayed in Table 9.15. LSMExP Rnd
performs always faster as the exact is optimising over a smaller set of decision variables
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compared to LSMExP Sh. For example, for 4 fixed paths, LSMExP Rnd required in average
65.227 seconds compared to 273.05 seconds for LSMExP Sh, for 10 fixed paths LSMExP Rnd
required in average 31.459 seconds compared to 223.646 seconds for LSMExP Sh and finally
for 20 fixed paths LSMExP Rnd required in average 1.742 seconds compared to 12.710 seconds
for LSMExP Sh.
k LSMExP Rnd LSMExP Sh
4 65.227±115.516 273.05±0
6 58.407±109.853 253.394±209.690
8 52.181±105.946 179.713±139.411
10 31.459±78.151 223.646±171.073
12 28.205±77.452 169.91±141.590
14 14.652±48.137 153.051±152.900
16 6.216±30.846 116.684±130.922
18 3.960±22.845 50.188±70.424
20 1.742±10.954 12.710±15.953
Table 9.15: Time(sec) Comparison between LSMExP Rnd and LSMExP Sh when connecting
23 channels.
9.4 Summary
This chapter proposes hybrid optimisation algorithms for the satellite payload switch matrix
configuration optimisation problem. These techniques integrate a local search (LS), a cellular
genetic algorithm (cGA) and the ILP based exact method. According to the taxonomy of
hybrid methods presented in [63], these approaches are classified as high level relay hybrids.
In the first hybrid, referred to as LSM, an individual that is obtained by the LS, is inserted
in the initial population of the cGA and the genetic algorithm is executed. In the second
hybrid, named as LSMExB, the bound of the objective function, obtained by LSM, is set
to the ILP model and the exact method is called. Finally, in the last hybrid, referred to
as LSMExP, some decision variables are fixed in the ILP model, based on the best solution
found by LSM. These variables are the switch positions of either a set of shortest paths
(LSMExP Sh) or a set of randomly selected paths (LSMExP Rnd) obtained by LSM. The
exact method is then optimising over the rest set of decision variables.
The experimental results demonstrated the eﬀectiveness of each hybrid compared to the
individual application of each of their composing algorithms. LSM provided better results
compared to cGA in all cases. Statistical confidence was remarked for the most diﬃcult
tackled case of 23 channels to connect on the payload with 50 switches and 23 amplifiers.
Besides, LSMExB improved the hit rate compared to the ILP based exact method. Especially
the hybrid LSMExP provided significantly better results in terms of hit rate as well as better
results in terms of fitness compared to LSM. Concerning the comparison of LSMExP Sh to
LSMExP Rnd, which is related to the techniques according to which the decision variables
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are fixed, it was shown that given k paths to fix, LSMExP Sh provides solutions of better
quality but with higher computational time compared to LSMExP Rnd. Lastly, using the
LSMExP Sh method, for the most diﬃcult cases of connecting 23 channels to a payload with
50 switches and 23 amplifiers while minimising the length of the longest channel path, a hit
rate of 100% was achieved, i.e. all tackled instances were solved.
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10.1 Summary
The current communication satellites require flexibility in order to answer the increasing
operational demands of a highly competitive and rapidly evolving market. Their payloads
integrate large and complex switch matrices to enable the flexible routing of the channels and
ensure recovery capabilities in case of failures. As a consequence though, the management
of the payload, which was previously done manually by the engineers, requires now eﬃcient
optimisation techniques.
The optimisation of communication payload switch matrices configuration and reconfigu-
ration has been studied in this thesis. A classification of the problem in three related problem
cases, namely the initial configuration, the reconfiguration and the restoration case, has been
proposed. When a set of channels has to be connected in order to allow the provision of the
dedicated services, several operational objectives have to be reached. Minimising the length
of the longest channel path and the number of switch changes, as well as minimising the
required power to saturate the amplifiers and the number of channel interruptions, are of
interest for the engineers.
Diﬀerent techniques are applied in this thesis in order to eﬃciently solve this challenging
problem. A first optimisation model has been developed in order to apply single and multi-
objective exact methods. Furthermore, single-solution and population-based metaheuristics,
as well as hybrid methods, have been investigated. Lastly, a generic payload optimisation
framework has been proposed, that works in conjunction with the internal software tools
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used by payload engineers. The framework integrates the developed algorithms and provides
solutions to the considered problem.
10.1.1 Optimisation with Exact Methods
A novel Integer Linear Programming (ILP) model has been developed in order to solve exactly
the payload switch matrix configuration and reconfiguration problem. The model can be
used for all the diﬀerent problem cases, namely the initial configuration, reconfiguration and
restoration problems. Several variants of the model allow the optimisation of the considered
operational objectives. Furthermore, the model is easily extendable to additional operational
objectives and constraints.
The experimental results on realistic payloads with 50 and 100 switches, demonstrated
the validity and the eﬃciency of the method, for all the considered objectives. It was ex-
perimentally shown that not all instances could be solved exactly. Especially minimising the
longest path length (LPL) was shown to be the most diﬃcult problem to solve compared to
the rest objectives. Problem instances that were eﬃciently solved when the number of switch
changes was optimised, could not be solved in an exact manner when minimising LPL, even
when considering the planning phase of the initial configuration case.
Furthermore, two exact mutli-objective algorithms have been compared, namely the ￿-
constraint and the adaptive ￿-constraint method, aiming to minimise simultaneously the
LPL and the number of switch changes. The adaptive ￿-constraint method performed better
compared to the ￿-constraint method as it managed to solve more instances and it also
performed faster on the commonly solved instances. Minimising the LPL individually, as one
of the two extreme points, is the main factor of the limited performance of the ￿-constraint
method. This computation influences significantly the required time and this eﬀect is more
significant as the number of Pareto optimal solutions on the fronts is very low.
10.1.2 Optimisation with Metaheuristics
Metaheuristics have been applied for the first time to the considered problem targeting to
tackle the problem instances that are not solvable in exact manner. The initial configuration
problem case was considered with the aim to minimise the length of the longest channel
path. Single-solution and population-based metaheuristics have been investigated and hybrid
algorithms, that integrate the proposed methods, have been implemented.
More precisely, a local search (LS) method, based on simple hill-climbing, has been de-
veloped and a greedy method is designed and implemented in order to construct the channel
paths and evaluate the quality of the solution. Furthermore, population-based metaheuristics
have been compared, namely a generational genetic algorithm (genGA) and a cellular genetic
algorithm (cGA). The obtained results demonstrated the eﬃciency of the methods and espe-
cially cGA provided better results in terms of solution quality and percentage of successfully
solved instances. Nevertheless, after comparing the solutions of cGA to the optimal ones
obtained by the ILP based exact method, a small degradation in the quality of the solutions
is remarked.
Therefore, with the aim to further improve the quality of the solutions obtained by the
metaheuristics, and to reduce the computational time required by the exact method, hybrid
algorithms have been investigated that integrate the aforementioned techniques. The first
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hybrid, referred to as LSM, combines LS with the cGA. The second one, named as LSMExB,
sets the bound of the objective based on the solution obtained by LSM and then the ILP
based exact method is called. Lastly, the third hybrid, referred to as LSMExP, applies at
first LSM and fixes some decision variables, based on random or shortest paths obtained by
LSM. Then the ILP based exact method is called to optimise over the rest set of decision
variables.
The experimental results demonstrated the eﬀectiveness of the hybrids as they provided
better results compared to the individual application of each of their composing algorithms.
Especially the LSMExP hybrid performed better compared to the rest approaches. By ap-
plying this technique, all the problem instances of the larger sizes, where all the available
amplifiers have to be used, were successfully solved.
10.1.3 The Experimental Framework
The proposed experimental framework that integrates the diﬀerent optimisation algorithms
(exact, metaheuristics, hybrid methods) allows a direct interaction with the computerised
schematics (CS) tool. The CS tool is used by the engineers to describe the current payload
configuration and to facilitate the payload operations that take place during the satellite
lifetime. The main diﬀerences between the proposed experimental framework and the com-
mercial tools that exist on the market for the payload reconfiguration are summarised in
Table 10.1. In more details, the commercial tools either generate all feasible solutions or plan
reconfigurations while minimising the number of necessary changes. Besides, they do not
allow flexibility on the model and the algorithms used. The optimisation of new objectives
or the application of multi-objective optimisation algorithms in order to generate the set of
non-dominated solutions is not possible. Lastly, the interaction between these packages and
the CS tool that is used by the payload engineers is not direct.
Proposed Framework Commercial Products
Flexibility Flexible Solver/Model/Algorithms Black Box Solver/Model/Algorithms
Multi-objective Optimisation Yes No
Solutions Optimal or set of non-dominated All feasible solutions/Limited optimisation
Interaction with CS Direct (Input / Output: text file) Not easy
Payload description CS tool New requested format
Additional features No Yes
Table 10.1: Diﬀerences between the proposed framework and the commercial packages.
10.2 Future Research Work
There are many open issues that can be addressed in the future. At first, a useful extension
of the work can be the application of the ILP optimisation model to the front end part of
the payload. In this case, the model can be easily adapted in order to consider the addi-
tional components such as multiplexers or splitters. This extension will allow the automated
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configuration and reconfiguration of the full payload as well as the direct calculation of the
corresponding values such as losses or power.
Furthermore, the investigation of eﬃcient hybrid multi-objective optimisation algorithms
is also an interesting area for research in the considered problem. With these methods the
engineers could obtain the set of non-dominated solutions considering all the operational
objectives.
Besides, looking for robust solutions for the switch matrix configuration and reconfigura-
tion problem is another important aspect. A robust solution can be defined in this context
as a solution which, given any reconfiguration or restoration problem that may arise in the
future, can be reconfigured with the minimum cost.
Last but not least, tackling larger payload sizes for the future communication payloads
or considering fleets of satellites instead of the configuration of a unique satellite is another
challenge. This could require also the investigation of parallel and distributed optimisation
algorithms or co-evolutionary approaches.
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The complete optimisation models for all the operational objectives are presented in this
appendix.
Complete ILP model for minimising the longest path length
V ariables :
z ∈ Z
poss ∈ Z ∀s ∈ S
flowl ∈ Z ∀l ∈ L ∪ {lo}
bs,p ∈ {0; 1} ∀s ∈ S, ∀p ∈ P
ampusedt ∈ {0; 1} ∀t ∈ T
flowl,c ∈ {0; 1} ∀l ∈ L, ∀c ∈ Cconn
pathc ∈ Z ∀c ∈ Cconn
ObjectiveFunctions :
Min z
Constraints :
flowli,i = 1 ∀li ∈ CLconn
flowli = 0 ∀li ∈ {{CLin}− {CLconn}}
flowl1 + bs,p ∗ q − q ≤ flowl2 ≤ flowl1 −
bs,p ∗ q + q
∀s ∈ S, ∀p ∈ P , ∀(l1, l2) ∈
(L ∪ {l0})2, s.t. ms,p,l1,l2 = 1.￿
p∈P
bs,p = 1 ∀s ∈ S
poss =
￿
p∈P
p ∗ bs,p ∀s ∈ S
ampusedt ∗ q ≥ flowtlint ∀t ∈ T￿
t∈T
ampusedt = q￿
c∈Cconn
flowl,c ≤ 1 ∀l ∈ L
flowl =
￿
c∈Cconn
c ∗ flowl,c ∀l ∈ L
pathc =
￿
l∈L
flowl,c ∀c ∈ Cconn
pathc ≤ z ∀c ∈ Cconn
flowl0 = 0
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Complete ILP model for minimising the number of switch changes
V ariables :
poss ∈ Z ∀s ∈ S
changes ∈ {0; 1} ∀s ∈ S
flowl ∈ Z ∀l ∈ L ∪ {lo}
bs,p ∈ {0; 1} ∀s ∈ S, ∀p ∈ P
ampusedt ∈ {0; 1} ∀t ∈ T
flowl,c ∈ {0; 1} ∀l ∈ L, ∀c ∈ Cconn
ObjectiveFunctions :
Min
￿
s∈S
changes
Constraints :
flowli,i = 1 ∀li ∈ CLconn
flowli = 0 ∀li ∈ {{CLin}− {CLconn}}
flowl1 + bs,p ∗ q − q ≤ flowl2 ≤ flowl1 −
bs,p ∗ q + q
∀s ∈ S, ∀p ∈ P , ∀(l1, l2) ∈
(L ∪ {l0})2, s.t. ms,p,l1,l2 = 1.￿
p∈P
bs,p = 1 ∀s ∈ S
poss =
￿
p∈P
p ∗ bs,p ∀s ∈ S
changes ∗ n ≥ poss ∀s ∈ S
changes ≤ poss ∀s ∈ S
ampusedt ∗ q ≥ flowtlint ∀t ∈ T￿
t∈T
ampusedt = q￿
c∈Cconn
flowl,c ≤ 1 ∀l ∈ L
flowl =
￿
c∈Cconn
c ∗ flowl,c ∀l ∈ L
flowl0 = 0
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Complete ILP model for minimising the number of channel interruptions
V ariables :
poss ∈ Z ∀s ∈ S
changes ∈ {0; 1} ∀s ∈ S
flowl ∈ Z ∀l ∈ L ∪ {lo}
bs,p ∈ {0; 1} ∀s ∈ S, ∀p ∈ P
ampusedt ∈ {0; 1} ∀t ∈ T
flowl,c ∈ {0; 1} ∀l ∈ L, ∀c ∈ Cconn
interrq ∈ {0; 1} ∀q ∈ Qinit
ObjectiveFunctions :
Min
￿
q∈Qinit
interrq
Constraints :
flowli,i = 1 ∀li ∈ CLconn
flowli = 0 ∀li ∈ {{CLin}− {CLconn}}
flowl1 + bs,p ∗ q − q ≤ flowl2 ≤ flowl1 −
bs,p ∗ q + q
∀s ∈ S, ∀p ∈ P , ∀(l1, l2) ∈
(L ∪ {l0})2, s.t. ms,p,l1,l2 = 1.￿
p∈P
bs,p = 1 ∀s ∈ S
poss =
￿
p∈P
p ∗ bs,p ∀s ∈ S
changes ∗ n ≥ poss ∀s ∈ S
changes ≤ poss ∀s ∈ S
flowtlint = flowtloutt ∀t ∈ T
ampusedt ∗ q ≥ flowtlint ∀t ∈ T￿
t∈T
ampusedt = q￿
c∈Cconn
flowl,c ≤ 1 ∀l ∈ L
flowl =
￿
c∈Cconn
c ∗ flowl,c ∀l ∈ L
interrq ≥ changes, ∀s ∈ Sq ∀q ∈ Qinit
flowclinc = flowcloutc ∀c ∈ C
flowl0 = 0
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Complete ILP model for minimising the Input Power to Saturation (IPS)
146
Parameters :
attl,c ∀l ∈ L, ∀c ∈ C
atts ∀s ∈ S
IPt,c ∀t ∈ T, ∀c ∈ C
V ariables :
s ∈ R
poss ∈ Z ∀s ∈ S
flowl ∈ Z ∀l ∈ L ∪ {lo}
bs,p ∈ {0; 1} ∀s ∈ S, ∀p ∈ P
ampusedt ∈ {0; 1} ∀t ∈ T
twusedt,c ∈ {0; 1} ∀t ∈ T, ∀c ∈ Cconn
flowl,c ∈ {0; 1} ∀l ∈ L, ∀c ∈ Cconn
used sws,c ∈ {0; 1} ∀s ∈ S, ∀c ∈ Cconn
ips pathc ∈ R ∀c ∈ Cconn
ObjectiveFunctions :
Min
￿
c∈Cconn
ips pathc (1st problem)
Min s (2nd problem)
Constraints :
flowli,i = 1 ∀li ∈ CLconn
flowli = 0 ∀li ∈ {{CLin}− {CLconn}}
flowl1 + bs,p ∗ q − q ≤
flowl2 ≤ flowl1− bs,p ∗q+q
∀s ∈ S, ∀p ∈ P , ∀(l1, l2) ∈ (L ∪ {l0})2, s.t.
ms,p,l1,l2 = 1.￿
p∈P
bs,p = 1 ∀s ∈ S
poss =
￿
p∈P
p ∗ bs,p ∀s ∈ S
ampusedt ∗ q ≥ flowtlint ∀t ∈ T￿
t∈T
ampusedt = q
4 ∗ used sws,c ≥ ￿
l∈Ls
flowl,c ∀s ∈ S, ∀c ∈ Cconn
used sws,c ≤ ￿
l∈Ls
flowl,c ∀s ∈ S, ∀c ∈ Cconn￿
c∈Cconn
flowl,c ≤ 1 ∀l ∈ L
flowl =
￿
c∈Cconn
c ∗ flowl,c ∀l ∈ L
ips pathc ≤ s ∀c ∈ Cconn
twusedt,c ≥ flowtlint,c ∀t ∈ T
flowl0 = 0
ampusedt =￿
c∈Cconn
twusedt,c
∀t ∈ T
ips pathc = −￿
l∈L
attl,c ∗
flowl,c
− ￿
s∈S
atts ∗ used sws,c
+
￿
t∈T
ipst,c ∗ twusedt,c ∀c ∈ Cconn
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