Based on a sequence of numerical computations, a conjecture is presented regarding the class of functions H(x; a) = exp(a) − (1 + a/x)
Introduction
A completely monotonic (CM) function is an infinitely differentiable function f : (0, ∞) → R whose derivatives satisfy ∀x > 0, ∀n ∈ N, (−1) n f (n) (x) ≥ 0 .
The definition is due to Hausdorff [4] , and a collection of important properties can be found in [7] . Alzer and Berg [1] state the following open problem.
Consider the function
H(x; a) = e a − 1 + a x
For what values of the parameter a is H(x; a) completely monotonic (CM)? A problem that is superficially similar to this problem has a remarkably simple solution [1] . The function
is CM if and only if a ≤ 2b. Although H(x; a) = −J(x; a, 0), the problems for J and H are essentially different, because a completely monotonic function must be positive and decreasing. A more completely descriptive name might be 'completely monotonically decreasing function', but the shorter name is now standard. In spite of the beautiful result for J, a consequence of the conjecture advanced here is that no similarly simple result applies to H(x; a). Alzer and Berg [1] show that H(x; 1) is CM. Moreover, Berg [3] has shown, through an equivalent problem, that H(x; 3) is not CM. Therefore, it has been (a) (b) Figure 1 : (a) f (x, a, 2) for three values of a. The function f (x, 2.9, 2) is monotonic, f (x, 3.4, 2) is not monotonic, and f (x, 3.138, 2) is the transitional case for n = 2. (b) The right plot shows for the critical value a = 3.138 the successive derivatives f (x, 3.138, 2), f (x, 3.138, 3) and f (x, 3.138, 4).
conjectured that there exists a value a c such that H(x; a) is completely monotonic for all a < a c and not for a > a c . We obtain here experimentally an estimate for its value, namely a c ≈ 2.299656443.
In the field of experimental mathematics, there are several tools for identifying a real number with an expression containing known mathematical constants. We have applied these tools to a c , but without success.
Heuristic description of method
In this section we give a graphical and heuristic description of the method we use. For convenience, we define the function
and consider its properties for various fixed n.
We start with the case n = 2. Figure 1 (a) shows plots of f (x, a, 2), or equivalently the second derivative of H. For a = 2.9, the function is clearly monotonic decreasing; for a = 3.4, the function is clearly not monotonic. The transition occurs for a = a f ≈ 3.138, when f (x, a f , 2) has an inflexion point at
The transitional case is further considered in figure 1(b) , where the second, third and fourth derivatives are plotted. As could be anticipated from the shape of f (x, a f , 2), its derivative f (x, a f , 3) touches the x-axis at x = x f . Further, f (x, a f , 4) crosses the axis at the same point. From these observations, it is obvious that the pair of values a f , x f satisfy the equations
Now consider the case n = 3. The above series of observations can be repeated for f (x, a, 3). Again there is a range of values of a for which the function is monotonic decreasing, and there is a critical pair a f , x f such that f (x f , a f , 3) is an inflexion point. Solving the pair of equations f (x f , a f , 4) = f (x f , a f , 5) = 0 gives a f ≈ 2.903, x f ≈ 1.344. In general, the function f (x, a, n) will be monotonic decreasing for a 'small enough'. From Alzer and Berg [1] , a = 1 is always such a value. The change to non-monotonic behaviour will occur at a value a f (n) when f (x, a, n) has an inflexion point at x f (n). The values of a f (n) and x f (n) can be determined from the equations
We next consider how a f (n) depends upon n. We have seen already that a f (2) ≈ 3.138, and a f (3) ≈ 2.903. For all n > 2, a f (n + 1) < a f (n). This is so because if f (x, a f (n), n) has an inflexion point, then f (x, a f (n), n + 1) must be non-monotonic. Therefore, if one thinks of a as increasing from a = 1, for which value all functions are monotonic, then f (x, a, n + 1) must have become non-monotonic at a lower value of a than that for which f (x, a, n) becomes non-monotonic. Thus the sequence {a f (n)} must be monotonically decreasing and it is bounded below by 1 from the results in [1] . Therefore the limit a c = lim n→∞ a f (n) exists and is the critical value of a such that H(x; a) is completely monotonic for a < a c .
Numerical method
In view of the above observations, we need to compute a f (n) for a selection of values of n and then extrapolate to compute the limit n → ∞. In order to obtain a value of a c that is accurate enough to be submitted to tools such as Plouffe's inverter [5] , we need to compute derivatives up to the order of 10 5 . Hence, an efficient method must be found to evaluate f (x, a, n) for large values of n. Symbolic differentiation becomes impossible after at most n = 50, depending upon the memory available on the computer used, implying the need for a numerical scheme.
By introducing the notation
we can write H(x; a) = exp(a) − h, and obtain
Leibnitz's rule now allows us to compute recursively.
The second term in the sum can be computed explicitly by introducing the following function.
Thus the computational form of (8) becomes
Although it is possible to compute with this formula symbolically, expression swell prevents this approach from being useful for anything other than for error checking. If we assign numerical values to x and a and compute f (x, a, 0) numerically, then (9) can evaluate derivatives numerically to orders 10 6 or more. Once the functions f (x, a, n) can be computed efficiently, the equations f (x f , a f , n + 1) = 0, f (x f , a f , n + 2) = 0 can be solved to find the transition point in f (x, a, n). For small values of n, any method, for example Maple's fsolve, can be used. For large n, extended precision must be used, owing to loss of precision through the accumulaton of cancellation and rounding errors. For n greater than 10 4 the precision loss amounts to about 15 decimal digits. The equations were solved using bivariate Newton iteration. The required derivatives with respect to a can be computed using a method analogous to that above. In addition to cancelation errors, there is another reason for requiring extended precision. Because (x f , a f ) is a repeated root of f (x f , a f , n + 1), Newton iteration converges slowly and a nearly singular matrix must be inverted. Therefore 60 decimal digits were used in the computations. For smaller n, Maple was used, but became too slow for larger n, and Bailey's ARPREC [2] and Gnu GMP were used. Table 1 displays critical values computed between n = 1000 and n = 100000. Each entry gives the smallest value of a such that f (x f , a, n + 1) < 0. That is, for each entry, f (x f , a f − 10 −14 , n + 1) > 0. To extrapolate to n → ∞, we examine a f as a function of n −1 . Figure 2 shows a plot of a f (n) against n −1 . We conjecture that a f obeys a relation
Results
By fitting a quadratic in n −1 using the data points n = 40000, 50000, 100000, we obtain a c ≈ 2.29965644325, where the error can be expected to be O(10 −12 ). This value was given to Plouffe's inverter [5] , the inverse symbolic calculator [6] , and Maple's identify command. No symbolic quantity matched all digits, and the closest symbolic quantities offered no immediate inspiration for analytic investigations. 
