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Non-technical summary
Financial institutions rely on interbank markets to meet demands for cash arising from the conduct of their business. Due to their role in reallocating funding liquidity among participants in the financial system, these markets play a crucial role in the transmission of monetary policy. Despite the importance of interbank lending to the economy, there is little agreement in the literature about the variables influencing the choice of collateral posted by borrowers to obtain cash in the interbank market. Our paper analyzes the drivers of unsecured and collateralized loans (repos), which helps us understand the frictions in the interbank market.
In our analysis, we use weekly data from September 2009 to December 2015 on 65 potential explanatory variables spanning the following categories: (i) funding liquidity indicators, (ii) economic and financial indicators, (iii) proxies for collateral risk, and (iv) prices of alternate short-term sources of cash. The large number of potential determinants makes it infeasible to estimate models with all possible combinations of variables to obtain the model that best explains each of the overnight loan variables. We therefore use the Bayesian Model Averaging (BMA) technique, which compares the goodness of fit of a sequence of randomly chosen subset of regressors against alternatives, and estimates the probability that each regressor is part of the best-fitting models. 1 Our results suggest that the cost incurred by borrowers to reallocate their collateral across different counterparties is the key friction in the interbank market. 2 Borrowers may be reluctant to pay these costs, especially for temporary changes in the demand for funding liquidity. Therefore, they seek to meet unexpected short-term cash needs by adjusting their borrowing in unsecured loans. Borrowers change the repos in response to anticipated persistent changes in liquidity demand. Lenders, on the other hand, appear to set rates and haircuts on repos to account for counterparty and collateral risk.
These results stand in contrast to the existing literature that suggests that repos against riskier collateral fall in times of financial stress, since lenders prefer safer collateral to protect themselves against the increased likelihood of counterparty default. We believe that the difference between our results and those in the literature could be explained by the heightened sensitivity of lenders to counterparty risk in periods of financial stress.
Concerns about bankruptcy of borrowers could be low enough in the absence of financial 1 The larger this probability, the greater the confidence that the variable determines the dependent variable in question. 2 The principal cost incurred in reallocating collateral is the time and effort required to renegotiate loan contracts on a bilateral basis with all the counterparties involved in the operation.
Introduction
The importance of interbank markets for the transmission of monetary policy is widely recognized (Ritz and Walther (2015) , Iyer et al. (2014) and Chodorow-Reich (2014) ). The global financial crisis of 2007-2009 also highlighted the reliance of the financial system on the market for short-term lending (Brunnermeier and Pedersen (2009) ). Financial institutions use interbank markets to meet demands for cash arising from the conduct of their business. For example, banks may face unanticipated withdrawals by depositors, and mutual funds could be subject to investor redemptions. Other market participants such as hedge funds regularly need to borrow cash to meet counterparties' margin calls. 3 Much of the literature focuses on the dynamics of interbank markets under financial stress. The two most common sources of funding liquidity analyzed in the literature are the unsecured overnight market (examples include Afonso et al. (2011) , who use FedWire data in the US, and Angelini et al. (2011) , who study the Italian unsecured lending market using e-MID data), and the repurchase agreement (repo) market (see Gorton and Metrick (2010) and Boissel et al. (2017) , respectively, for analysis of US and Euro-area repos).
Many instruments are available to market participants to raise cash at short notice, e.g., unsecured loans, repos backed by collateral of different credit quality, or sale of moneymarket instruments. Therefore, the choice of contracts, and the relationship between the terms of the contracts, used to fill liquidity needs could reveal the frictions underlying interbank markets. 4 We seek to understand the frictions in the interbank market by undertaking a comprehensive analysis of the drivers of overnight loans in the unsecured and repo markets in Canada. 5 The nature of these frictions could have implications for the broader economy, as shown in, e.g., Acharya et al. (2012) and Bianchi and Bigio (2014) . An understanding of the drivers of interbank lending could help monetary and financial authorities design more effective policies towards achieving their monetary policy and financial stability mandates. 3 We use the term "interbank markets" to refer to the venues of trade used to arrange short-term loans between all types of financial institutions. Some authors prefer the term "money markets" to emphasize the exchange of money that is central to these trades. Still others call this the market for funding liquidity to highlight the fact that these short-term loans play an important role in funding longer-term, less-liquid assets.
4 For example, as Acharya and Merrouche (2013) argue, the sign of the correlation between lending volumes and rates indicates whether lenders either have excess or hoard liquidity. Alternately, the relative preference for collateral of different types could suggest whether borrowers are constrained by the availability of desired collateral. 5 As in most jurisdictions, overnight unsecured loans and repos make up the bulk of short-term funding in Canada.
However, given the pivotal role played by these markets in the transmission of monetary policy, it is also critical to understand the drivers of interbank lending even in "normal times."
Specifically, this paper attempts to identify the drivers of aggregate loan volumes, rates and haircuts for the four major collateral types in Canada using weekly aggregate data from September 2009 to December 2015. 6 Since there is little agreement in the literature about the set of variables influencing the terms of interbank loans, we collect the broadest possible set of potential determinants spanning the following categories: (i) funding liquidity indicators, (ii) economic and financial indicators, (iii) proxies for collateral risk, and (iv) prices of alternate short-term sources of cash. As shown by Gai et al. (2011) , the availability of other sources of cash has consequences for the particular instruments used to obtain funding liquidity. Since all the overnight loans we analyse in this paper are potential substitutes for each other, we include the lagged values of loan volumes, rates and haircuts of each collateral type as additional regressors. Along with dummies for seasonality and the period when a central counterparty (CCP) settles repos in Canada, we have a total of 65 potential explanatory variables for each of the overnight loan contract terms.
Given a large number of explanatory variables, it may be infeasible to estimate each of the possible linear models to choose the one with the best fit. 7 To account for uncertainty about which of our 65 regressors is linearly related to the contract terms of interbank loans, we use the Bayesian Model Averaging (BMA) technique. BMA amounts to comparing the goodness of fit of a sequence of randomly chosen subset of regressors against alternatives, and estimating the posterior inclusion probability (PIP) of each regressor, along with its posterior mean and variance of the coefficient in a linear regression. BMA has previously been used in settings where the number of potential explanatory variables is large. 8 To the best of our knowledge, our paper is the first to use this approach to study interbank loans.
Our results suggest that the cost incurred by borrowers to reallocate their collateral across different counterparties is the key friction in the interbank market. The principal cost of collateral reallocation is the time and effort required to renegotiate loan contracts on a bilateral basis with all the counterparties involved in the operation. Borrowers may 6 Government of Canada securities, mortgage-backed securities (backed by the Government of Canada) issued by the Canadian Mortgage and Housing Association, and provincial government securities are the three major debt classes used as collateral for repos in Canada. Unsecured loans could be seen as being "collateralized" by the borrower's reputation, with an unobserved haircut. 7 In our application, even if we were able to estimate a billion linear regressions per second, it would take over one thousand years to estimate all of the 2 65 possible linear models for each dependent variable.
8 Examples include the literature on the determinants of economic growth (Fernandez et al. (2001) , corporate default (González-Aguado and Moral-Benito (2013)), and foreign investment (Blonigen and Piger (2014) ). be reluctant to pay these costs, especially for temporary changes in the demand for funding liquidity. Therefore, they seek to meet unexpected short-term cash needs by adjusting their borrowing in unsecured loans, while simply rolling over their repos. 9 Lenders primarily appear to set rates and haircuts on repos to account for counterparty and collateral risk.
These results stand in contrast to the existing literature which argues that loan volumes against riskier collateral fall in times of financial stress, since lenders prefer safer collateral to protect them against the increased likelihood of counterparty default (Mancini et al. (2016) ). This fall in volume occurs concomitantly with higher rates and haircuts applied to riskier collateral, even as they remain unchanged for the safer collateral (Gorton and Metrick (2010) , Afonso et al. (2011) ). In the terminology employed by Mancini et al. (2016) , repos collateralized by safer assets act as a shock absorber. In our view, the difference between our results and those in the literature could be explained by changes in lender behaviour between normal and stressed periods. During the former, lenders' assessment of counterparty credit risk remains somewhat unaffected by the demand for liquidity, which makes them willing to accede to borrower preferences to keep collateral reallocation to a minimum. However, lenders' heightened concerns about counterparty credit risk could trump borrower preferences in times of financial stress. This would lead lenders to increase rates and haircuts applied to loans against riskier collateral, which, in turn, could make borrowers shift towards posting safer collateral. Viewed through the lens of Acharya and Merrouche (2013) , the "arbitrage effect" dominates in the former, while the "liquidity effect" takes precedence in the latter.
Our inference that the costs of collateral reallocation drive interbank funding choice is based on the following evidence. 10 First, weekly repo volumes are persistent, with posterior mean coefficients on their own lags between 0.5 and 0.7 in BMA analysis for the three collateral types we study. Unsecured loan volume does not exhibit such persistence; the posterior mean of the coefficient of lagged unsecured volume is less than 0.03. Second, repo volumes respond to proxies for expectations of future economic activity (and by extension, expectations of persistent future liquidity needs), while unsecured loan volumes react to indices of short-term liquidity needs. 9 Much of the trading in the unsecured and repo markets is over the counter (see, e.g., Ashcraft and Duffie (2007) and Krishnamurthy et al. (2014) for the case of the US). However, tri-party agents in the US undertake collateral management on behalf of their clients (Copeland et al. (2014) ). Thus, the friction identified in this paper could be less relevant for the tri-party lending market. Indeed, as Krishnamurthy et al. (2014) show, the tri-party and bilateral repo markets in the US exhibited markedly different behaviours during the crisis of [2007] [2008] [2009] . 10 A variable is mentioned in this discussion only if its PIP as estimated by the BMA procedure exceeds 50%. This threshold is commonly used as a rule of thumb for a regressor to be judged as at least having a weak (as opposed to no) effect on the dependent variable (Kass and Raftery (1995) ).
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To gain further intuition about the nature of the adjustment costs, we run bivariate vector autoregressions (VAR) on each of the loan contract terms separately with the variables related to temporary and persistent changes in the demand for liquidity. We find that temporary funding shocks affect unsecured loan volumes only in the short term (up to two weeks), which confirms our interpretation of the temporary nature of the liquidity shock. Changes to the proxy for the expectation of future economic activity, in contrast, lead to a gradual (lasting up to 25 weeks) adjustment of repo volumes. This suggests that adjustment costs prevent borrowers from immediately shifting to the new preferred loan contracts, following changes in the expectation of future demand for liquidity. The reaction of prices and haircuts to shocks to funding demand -both persistent and temporary -is short lived, lasting up to one month after the initial shock. This observation is consistent with lenders facing few constraints in changing loan contract terms.
Apart from studies investigating the effect of financial crises on interbank markets noted above, our paper is related to two other broad strands of the literature on interbank markets. 11 First, a number of papers use loan-level data to relate contract terms to borrower and lender characteristics (King (2008) , Cocco et al. (2009 ), Angelini et al. (2011 ). Our study complements this literature by focusing on the determinants of aggregate loan volumes, rates and haircuts by collateral type. Second, given the difficulties in gathering (historical) data on over-the-counter loan contracts, prior literature has tended to study one particular market for which data were available. Examples include Afonso et al. (2011) , who study the unsecured market in the US; Gorton and Metrick (2010) , who analyze the bilateral repo market in the US; and Boissel et al. (2017) , who focus on repos settled through CCPs in Europe. A few papers that attempt to analyse multiple markets focus on only one contract term, such as loan rates (De Socio (2013) and Acharya and Merrouche (2013) ).
Our novel data set of unsecured and repo markets in Canada allows us to conduct a more comprehensive analysis of the volumes, rates and haircuts of unsecured and repo markets jointly -a natural direction in which to advance the literature, given that the choice of the use of each collateral type is determined jointly. 12
The rest of the paper is organized as follows. We begin with a brief description of the Canadian interbank market in Section 2, and then describe the data we use in Section 11 The full range of issues surrounding interbank markets that has been examined is far too large to fully do justice to here. Examples of strands of literature we have not discussed include the network analysis of participants in the interbank market (e.g., Hatzopoulos et al. (2015) and Affinito (2012) ), the role of central bank interventions in the interbank market (see, e.g., Brunetti et al. (2011) and Garcia-de Andoain et al. (2016) ), and the effects of policies determining access to unsecured lending facilities on the effectiveness of monetary policy implementation (notable examples include Acharya and Merrouche (2013) and Kraenzlin and Nellen (2015) ). 12 One example of perhaps an even richer dataset than the one we use is the one used by Martinez-Jaramillo et al. (2014) ; however, their focus is on mapping the network of interbank exposures in Mexico.
3. We then present the econometric framework in Section 4, before discussing the modelaveraging results in Section 5. Section 6 presents the results of the dynamic analysis of the interbank market. Section 7 concludes.
The Canadian interbank market
We now briefly describe the relevant institutional features and the procedure we use to identify Canadian unsecured loan and repo trades. 13 Our study focuses on repos and unsecured loans since discussions with market participants suggest that these are the predominant sources of overnight loans in Canada. 14 Financial institutions that are required to maintain reserves with a central bank are usually provided access to the payments network to be able to exchange large-value payments with other such institutions. This specialized payments system -e.g., FedWire in the United States and Large Value Transfer System (LVTS) in Canada -which allows participants to quickly process payments of significant size between one another, is the platform used to execute unsecured lending. Rempel (2016) uses a refinement of the Furfine (1999) algorithm to identify overnight loans from the LVTS payments flows. Every unsecured loan consists of a pair of payments exchanged between the same two institutions on successive (working) days, with the interest payment included in the second day's payment. Furfine (1999) suggests applying filters on the data, e.g., to the initial loan amount and the plausible range of interest paid, to improve the identification of unsecured loans. 15
Repos in Canada are settled on the CDSX, the settlement system of the TMX Group.
Every repo consists of a pair of trades, the first a sale of the security used as collateral to the cash lender, and the second a sale of the same security on a subsequent date to the borrower. The difference between the sale and repurchase prices allows us to identify the repo rate. The similarities in the way repos and unsecured loans are recorded suggests the use of a similar matching algorithm to identify repo trades. However, there is no information on the parties to the trade in the CDSX data. Since it is reasonable to expect that the counterparties to a repo enter both the first and second legs of the trade within a short interval of time, we use proximity of entry time as proxy for trades by the same counterparties.
In effect, our matching algorithm pairs up trades involving an exchange of an equal par value of the same security, but settling on different days, as long as the trades are entered into the CDSX system not too far apart in time. We are able to compute, from each trade pair, the volume, rate and tenor of the repo. 16 We estimate the haircut applied to the collateral by comparing the price at which the first leg of the repo was settled with the price of the spot trade (in the same security as the repo collateral) closest in time on the date on which the first leg was traded. 17
Beginning 2012, the Canadian Derivatives Clearing Corporation (CDCC) began clearing repos. Since CDCC also records repos as a pair of sale/buyback trades, we apply the algorithm described above to the data provided by CDCC. 18 We append these trades to those obtained from CDSX; this forms our data of repos in Canada. Since our interest is in identifying collateralized overnight interbank loans, we purge this sample of special repos, which may be motivated by reasons other than the search for funding liquidity (see Duffie (1996) for a description and analysis of special repos, and Bulusu and Gungor (2017) for details of the identification of special repos in our sample).
Data
The objective of our analysis is to uncover the underlying frictions in interbank markets by identifying the drivers of overnight lending. Therefore, in contrast to the literature on 16 The algorithm is discussed in detail in Bulusu and Gungor (2017) . Final repo data matches about 60% (by volume) of security-for-cash trades identified as being possible first legs of a repo. The non-matched trades may be because our algorithm is not designed to identify forward, open term, evergreen, or floatingrate repos (see Garriott and Gray (2016) for a description of such repos). Moreover, since misidentification of repos by our algorithm is unlikely to be systematically correlated with security characteristics, we believe that the data are representative of the Canadian repo market. 17 The estimated haircuts may suffer from estimation errors to the extent that the closest-in-time spot trade is not representative of the base price from which the haircut was calculated. This could be because the difference between entry times of the spot and repo transactions is sufficiently large for the base price to have changed. Alternately, it could be because the price of the closest-in-time spot trade was not representative of the price at which the two repo counterparties would have traded the same security in the spot market. To account for possibly large errors, we set repos with estimated haircuts over 25% or below -5% to "missing."
18 The following copyright notice applies to the CDCC data used in this paper. "Copyright Canadian Derivatives Clearning Corporation (CDCC), all rights reserved. Not to be reproduced or redistributed. Canadian Derivatives Clearing Corporation (CDCC) disclaims all representations and warranties with respect to this information, and shall not be liable to any person for any use of this information." the determinants of individual loans, we focus on aggregate weekly lending by collateral type. We believe that our choice of weekly aggregation strikes the right balance between having a large enough sample size and finding a sufficiently large number of variables to capture possible determinants. Thus, while daily aggregation of overnight loans would both increase sample size and reduce the loss of information due to aggregation, the number of variables available at the daily frequency would be too small to account for the key possible classes of determinants. Instead of taking weekly totals, which would be affected by the number of trading days in the week, we take each of the average daily overnight loan contract terms in a week as our dependent variable. We estimate these variables for each of the four collateral types -Government of Canada bills and bonds (GoC), mortgage-backed securities issued by the CMHC (CMB), provincial government bills and bonds (PRV), and unsecured. 19 Figure 1 plots the average daily volume of interbank lending for each week in the sample for the different collateral types. Table 1 summarizes the average daily values of each of the dependent variables in a week, along with the first-order coefficient of autocorrelation of the time series (β AR1 ). It is clear that unsecured loans and GoC repos dominate the interbank loan market in Canada. GoC repos make up about 45% of the total interbank loan market, while unsecured loans form about 35% of the total volume. 20 Log GoC repo volumes are highly autocorrelated, as can be seen from the AR(1) coefficient of 0.83.
The share of CMB repo volumes rose from negligible at the beginning of the sample, to fluctuate between 10% and 30% of interbank loan volume. Log CMB repo volumes have an autocorrelation coefficient of 0.77. Provincial repos have taken an increasing share of the total interbank lending, rising from a negligible amount to nearly 15% of overall interbank lending towards the end of the sample. The logarithm of the daily volume of overnight unsecured lending exhibits a significantly lower degree of autocorrelation, 0.19. 21 Figure 2 shows the evolution of the spread of the different rates over the Bank of Canada overnight target. 22 Unsecured lending is systematically cheaper than collateralized lending 19 We ignore the other bond classes (such as corporate bonds, Bankers' Acceptances, Commercial Paper) which are used as collateral for less than 5% of total repo volume in our sample. Moreover, repos backed by these collateral types are not traded in every week of our sample.
20 Given that the average daily volumes are in the tens of billions of Canadian dollars for most of the collateral types, we use the logarithm of the volumes as the dependent variables. 21 The sharp fall in overnight unsecured loans twice a year coincides with the days when the financial markets are open in Canada but closed in the United States. Excluding these observations from our sample increases the AR(1) coefficient for unsecured lending to about 0.6, which is lower than the AR(1) coefficients for collateralized lending. More importantly, as discussed subsequently, excluding these observations does not change the central message of our paper. 22 We use the spread of the overnight rates over target as the dependent variable of interest to take into account changes in the overnight rate due to changes in the target rate.
in Canada, to the tune of between 5 basis points (bps) in 2009 and 7 bps in 2015. 23 Among collateralized loans, as would be expected from loans backed by relatively riskier collateral, repos backed by provincial government bonds are on the average more expensive than those backed by CMBs, and GoC repos are the least expensive. As can be seen in Table 1 , the spread over the overnight target rate of PRV repos varies significantly over time, ranging from -0.6 bps in 2011 to 2 bps in 2015. Using GoC bonds allows borrowers to obtain loans at between 0.04 bps and 0.7 bps below the overnight target rate until 2014. GoC repo rates are about 0.5 bps higher than the target rate in 2015. Interbank loan spreads are also highly persistent; however, the ADF test rejects the hypothesis that these series have a unit root at the 5% significance level. Since our object of study is not the target rate, we study the spread of the overnight lending rate over target. However, for brevity, we often use the term "overnight lending rate" to mean the spread of the overnight rate over target in the rest of this paper. Figure 3 plots the haircuts applied to the different collateral types. As would be expected, the haircut applied varies inversely with the perceived safety of the collateral class.
In particular, the riskiest collateral class we analyse -Canadian provincial bonds -experiences large swings in haircuts over time. As Table 1 shows, the average daily haircut applied to Canadian provincial bonds was about 22 bps. This rose sharply to 79 bps during the European debt crisis period. During the same period, the haircut on CMBs remained relatively low, at about 10 bps, even though that of GoC bonds grew to 15 bps. It is also interesting to note that while the overall level of haircut for CMBs has remained around 10 bps over the sample (with the exception of 2013), GoC haircuts steadily rose from about 5 bps in 2010 to over 32 bps in 2014. Table 2 contains the descriptions and the sources of all the independent variables used in the study. The number of variables is large; we consequently discuss the rationale for the choice of the broad categories into which these variables fall. highlights the role of substitute safe assets in the provision of liquidity to the financial system. We accordingly include variables reflecting the cost of substitute sources, viz., bank deposits, Commercial Paper, Bankers' Acceptances, and corporate bonds. 24 Since the choice of interbank loan volumes, rates and haircuts could plausibly depend on the current and expected future state of the economy, we also include macroeconomic indicators that are available at the weekly frequency. Examples include West Texas Intermediate (WTI) crude oil spot prices and a measure of the Canadian effective exchange rate (to account for the importance of trade, especially with the US).
Choice of explanatory variables
The extraordinary efforts undertaken by central banks since the great financial crisis have spurred efforts to measure the impact of such policies on interbank lending. Given the broad agreement about the influence of such liquidity provision in the literature (see, e.g., Fleming et al. (2010) ), we include the actions of the Government of Canada and the Bank of Canada that could affect the interbank market. This includes results of auctions of cash by the Government of Canada, the balances of private participants in the LVTS, and liquidity provision by the Bank of Canada. Allen et al. (2009) argue that aggregate demand for liquidity increases with asset price volatility. Heider et al. (2015) highlight the importance of market uncertainty in determining the level of interbank lending. find that proxies for counterparty risk are strongly related to repo rates and haircuts. We therefore include a large set of variables that capture financial market conditions along two dimensionsfinancial stress indicators, and term premia in various markets. Since the terms of trade that lenders offer may depend on the riskiness of the collateral backing the overnight loan, we include proxies for the risk of each collateral type. Lenders do not typically distinguish between instruments in the same credit basket with different maturities and coupons. We therefore attempt to proxy for the riskiness of the collateral type in a week using the volatility of each of the three principal components of its zero-coupon yield curve within the week.
The Canadian CCP began processing repo trades in 2012, which could affect the mix of collateral used and their terms of trade. Accordingly, we introduce a dummy that takes the value 1 for the part of the sample in which the CCP processed repo trades, and 0 when it did not. In all the analyzes that follow, we also control for trend, and week-of-the-year, month-of-the-year and quarter-of-the-year effects, given the prior evidence of seasonality in the financial system's demand for liquidity (Bindseil et al. (2003) ).
While we attempt to obtain all possible variables from Canada that fall into the different classes of drivers described above, data availability limitations force us to turn to 24 We only include prices since data on the stock of the substitutes are unavailable.
corresponding variables in Canada's largest trading partner, the United States, for supplements. As a small open economy, Canada is influenced by the US economy in general; in particular, the US financial sector has a significant affect on the Canadian financial sector.
In all, our sample consists of 65 variables at weekly frequency from September 2009 to December 2015, including the trend and seasonality controls, and the lagged funding volume, rate and haircut for each week by collateral type. The dependent variables are the unsecured loan volume and rate, and the repo volume, rate and haircut for each of the three classes of collateral.
The use of variables from the US mitigates concerns about reverse-causality, since Canadian interbank markets are unlikely to have a significant impact on the real and financial sector in the US. However, using contemporaneous real and financial variables from Canada as independent variables could raise endogeneity concerns. We therefore lag all potential explanatory variables -even those drawn from the US -by one period to alleviate such apprehensions.
MCMC methods allow one to draw from the posterior distribution of the parameters, and MC 3 draws from the posterior distribution of models (see, e.g., the textbook treatment in Chapter 11 of Koop (2003) for additional details). As a result, this means that the BMA algorithm we use will not explore every possible candidate model, but instead concentrate on the models with high posterior model probability.
The general econometric specification we consider is given by
where ∼ N (0, σ 2 I T ). Y = (y 1 , ..., y T ) and are T × 1 vectors of the dependent variable and the random shocks, respectively. X is a T × K matrix of regressors that may or may not be included in the model, and β is a K × 1 vector that contains the parameters to be estimated. The BMA analysis is run separately for each scalar dependent variable Y , which is one of the log volume, rate and haircut of each of the four collateral types analysed in this paper: GoC repos, CMB repos, PRV repos and unsecured loans. The matrix of explanatory variables X includes n of the 65 predictors discussed earlier.
A few additional comments are required. First, we use a Normal-Gamma natural conjugate prior for the model parameters; hence, analytical results for the posterior moments exist. As such, this makes the estimation of a specific model straightforward, which is appealing given the computational burdens of BMA. Given that we have many explanatory variables that are likely to have no effect on the dependent variable, we centre the prior for β around 0. We choose a g-prior for the variance of β and we follow Fernandez et al. (2001) to set g. 26
All MC 3 results are based on sampling 26 million draws, from which we discard the first 1 million draws to ensure convergence of the algorithm. Hence, all results are presented using 25 million draws. Sequential runs of the algorithm led to virtually identical results, providing evidence in favour of convergence of the algorithm.
Results of the BMA analysis
In Table 3 , we present the posterior inclusion probability (PIP), posterior mean and standard deviation of the coefficients for the relevant subsets of determinants identified 26 In detail, g is set as
where N indicates the total sample size.
14 in the BMA analysis. The dependent variable in each panel is one of the overnight loan contract terms, viz., volume, rate and haircut. For brevity, only variables with over 50%
PIP for at least one of the four collateral types indicated in the columns are included in Table 3 . 27 For example, we include lagged GoC repo volume in Panel A because its PIP is above 50% for explaining the current GoC repo volume. We choose the cutoff value of 50% following Kass and Raftery (1995) , who interpret a regressor as having weak, positive, strong and decisive effects, respectively, if its PIP is 50%-75%, 75%-95%, 95%-99%, and over 99%. For ease of comparison, in the sequel, we discuss the economic significance of our results looking at the change of the interbank lending variable in relation to a onestandard-deviation increase in a given determinant.
We infer that the key friction driving the interbank market is the cost of reallocating collateral across counterparties based on the determinants of volumes, rates and haircuts of overnight loans backed by the principal collateral types. Before undertaking a detailed discussion of these results, we begin by arguing that two conditions under which collateral reallocation could significantly impact the interbank market are (i) the stock of available collateral does not vary significantly in the short run, and (ii) institutions that participate in high-frequency trading are not the dominant owners of the stock of available collateral.
The aggregate supply of debt instruments -the preferred collateral for interbank loans (see Dang et al. (2015) ) -by issuer does not exhibit large high-frequency fluctuations. For example, debt issuance by corporations is the culmination of a significantly expensive and time-consuming process, and is undertaken infrequently. At the other end of the spectrum, sovereign debt issuance is relatively more frequent; however, the bulk of it is usually to replace maturing debt. Large changes in the total stock outstanding of sovereign debt are not usually observed at a high frequency. Under the assumption that asset holders find productive uses for the entire stock of collateral at their disposal, the lack of short-term movements in the stock of debt by issuer type implies that a change of collateral with one counterparty would require changing the collateral provided to at least one other counterparty. Given the frictions involved in over-the-counter negotiations, collateral reallocation takes on significant costs.
Active traders who wish to employ their assets as collateral are, by definition, willing to pay the costs of reallocation necessitated by the frequent changes to their asset portfolios. 28
The larger the fraction of total stock of collateral in the portfolios of active traders, therefore, the less the behaviour of the interbank market is affected by collateral reallocation costs. The fraction of all collateral held by active traders is hard to estimate. However,
given that large, long-horizon investors such as pension funds and insurance companies are significant buyers of fixed-income securities, there is reason to believe that collateral reallocation costs play a significant role in the aggregate.
Having established the plausibility of the presence of significant collateral reallocation costs in the interbank market, we now proceed to the detailed results of the BMA analysis.
Determinants of lending volumes
We now show evidence that unsecured lending reacts to short-term cash needs, while repo volumes change in response to expectations of long-term funding liquidity demand. However, all repo volumes fall in response to an expected decrease in the long-term demand for liquidity in the financial system. More specifically, the lagged one-year adjustablerate mortgage margin has a PIP of 98%, 60% and 86%, respectively, in explaining the GoC, CMB and PRV repo volume. The margin on adjustable-rate mortgages is increasing with uncertainty about the future path of interest rates, which in turn leads to weaker economic activity (see, e.g., Istrefi and Mouabbi (2017) ) and lower liquidity demand. 29 In contrast, the PIP of this variable for unsecured lending is 7%. The economic impact of a fall in expected liquidity demand is strongest for PRV, followed by GoC and CMB repos. A onestandard-deviation rise in the mortgage margin reduces log PRV repo volume by 0.1612, log GoC volume by 0.0843, and log CMB repos by 0.0485. It is perhaps worthwhile noticing that the magnitude of the effect of changes in long-term expectations on collateralized loan volumes is larger than that of temporary funding liquidity shocks on unsecured lending volumes, further lending credence to the short-term disruption implied by the latter. Additionally, repo volumes of each collateral type are strongly autocorrelated; the PIP of lagged repo volume of the same collateral type is over 99% in each case. This is consistent with the well-known market practice of rolling over overnight loans, which is a strategy used to meet the large persistent component of total liquidity demand. The autocorrelation term for unsecured lending has a PIP of less than 3%, suggesting no signs of a significant roll-over in the aggregate. 30
We conclude this section with a discussion of the other drivers of interbank loan volumes.
First, the price of substitute sources of short-term funding liquidity appears to matter for loans against the riskier collateral, viz., PRV repos and unsecured loans. In particular, the spread between the 3-month and 1-month Bankers' Acceptance rates has 97% PIP for PRV repo volume. Higher spreads indicate cheaper borrowing through BA over the short term, which decreases borrowing in PRV repos -to the extent of 0.0988 (in log volume) for a one-standard-deviation increase in the spread. A comparable alternative source of funding for unsecured lending is bank deposits. Indeed, the lagged change in retail loan spread has 99% PIP, and a one-standard-deviation rise in this variable increases log unsecured loan volume by 0.0525. 31
Finally, we find that the introduction of the CCP to settle repos in Canada resulted in an increase of 0.1784 in the log GoC repo, and 0.1313 in the log PRV repo volume. This dummy variable has over 99% PIP for the former, and 58% for the latter. The increased use of the safest collateral (GoC securities) after the introduction of the CCP is evidence 30 As shown in Figure 1 , unsecured lending drops dramatically twice every year -during the days when the US financial markets are shut. We check that our results are robust to the exclusion of these data points. We find that while the autocorrelation term becomes a decisive driver (with over 99% PIP), its coefficient is 0.3, smaller than that for repo volumes. Further, the key result that unsecured loans respond to short-term changes in cash needs remains unchanged: the PIP of another short-term liquidity indicator, the lagged CBOE oil price index volatility, is above 90%. 31 The retail loan spread can be decomposed into its components as follows: loan premium + deposit rate -overnight target rate. An increase in the spread could be due to a rise in the deposit rate (the alternative funding source becomes more expensive). Alternately, it could be due to a rise in the premium (which is a monotonous function of economic uncertainty). Since an increase in economic uncertainty increases temporary cash demand, this variable could also be interpreted as showing the reaction of unsecured lending to short-term liquidity demand.
in favour of the benefits of netting, which decreases the effective cost of collateral and encourages their use in the financial system.
Determinants of lending rates and haircuts
We now present evidence in favour of the hypothesis that lenders' primary concern while providing overnight funding is the risk of counterparty default and the market price risk of posted collateral in the event of default.
First, overnight repos are more expensive and the haircuts are higher when the systemic demand for cash is lower (or alternative funding is readily available) -presumably because participants who seek to borrow in times of low liquidity demand may be perceived to be riskier. The spread on repos backed by the safer collateral (GoCs and CMBs) increases with the net amount of cash disbursed by the Government of Canada in Cash Management (CM) auctions in the week. The higher the net disbursement of cash through CM auctions, the more plentiful the liquidity in the system, which could raise concerns that any potential borrowers in such a state could be risky. The PIP of the net cash disbursed in CM auctions is 77% and 99%, respectively, for GoC and CMB repo rates. A one-standard-deviation increase in this liquidity indicator increases GoC rates by 0.0006 bps, and CMB rates by 0.0012 bps. CMB rates also increase with the change in the the 3-month euro-dollar rate: over 99% PIP, with a 0.0014 bps increase with a one-standard-deviation increase in the euro-dollar rate. Since higher euro-dollar rates are used as a proxy for US recessions, lenders may wish to protect themselves from heightened counterparty risk by increasing the interest rate charged on their loans.
The haircut on GoC repos increases with the volatility of the second principal component of the zero-coupon yield curve of mortgate-backed securities issued by CMHC, an indicator of collateral risk. This variable has a 52% PIP, and a one-standard-deviation increase in volatility raises GoC haircuts by 0.0069 bps. CMB haircuts rise by 0.1028 bps with a one-standard-deviation increase in the Government of Canada's deposits at the Bank of Canada; the PIP is 88%. Since higher government cash deposits indicate easy availability of liquidity in the system, any demand for borrowing could make the lender wary of the credit risk of the borrower.
In addition to counterparty credit and collateral market risks, lenders also appear to change rates and haircuts in expected ways in response to changes in demand. First, an increase in the retail loan spread has a negative impact on CMB and unsecured lending rates (PIP of 98% and 70% respectively). As described earlier, this determinant could be interpreted as being driven by an increase in economic uncertainty, which decreases persistent funding liquidity demand. A one-standard-deviation increase in this spread lowers CMB repo rates by 0.0012 bps and unsecured rates by 0.00158 bps. Haircuts on PRV repos fall by 0.0936 bps for a one-standard-deviation increase in the average balance held by market participants in the LVTS. Higher balances are indicative of lower liquidity needs in the financial system.
A dynamic analysis of interbank lending
The BMA analysis is helpful to obtain evidence on the possible factors affecting repo market activity. In this section, we examine the dynamic effects of these different factors.
One drawback of the analysis in the previous section is that we only obtain static effects of a given predictor on the dependent variable of interest. In contrast, vector autoregression (VAR) models permit us to model the dynamic interactions in the data. We use bivariate structural VARs to provide a quantitative assessment of the channels of transmission of the different drivers of the repo market. In doing so, we calculate structural impulse responses to quantify the causal relationships in the data. In particular, we consider the dynamic relationship of important determinant-dependent variable pairs identified as having significant association in the previous section. We place the determinants first in the bivariate VAR systems, which means that they are predetermined with respect to the interbank lending variable (volume, rate and haircut for all repos, and volume and rate of unsecured lending). This assumption means that unpredictable changes in one of the determinants affect the interbank lending variable of interest within a given week, but are not themselves subject to instantaneous feedback from the interbank lending variable. This is intuitive when the drivers of the repo market variable are US variables (i.e., the margin on 1-year adjustable-rate mortgages and the 3-month euro-dollar spread), since such variables are not expected to reflect changes in Canadian repo market variables simultaneously. When both variables in the system are Canadian variables, it is harder to defend a recursive identification scheme; hence, in those cases, our impulse response analysis should be interpreted as characterizing dynamic correlations in the data.
A few additional comments are required. First, we choose not to include the price of substitute sources of liquidity in our analyses. The identification of the VAR would be complicated by the fact that the prices and volumes of interbank loans and their substitutes are jointly determined. Second, we also limit ourselves to bivariate VARs, motivated by the fact that structural VAR based on larger systems of variables would necessitate longer sample sizes than the data we use (weekly data from September 2009 to December 2015). Given this setting, we limit our analysis to the dynamic response of the terms of interbank lending to shocks to variables that have been identified as key determinants from the preceding BMA analysis.
In detail, we consider the following bivariate VAR model, which is written in reducedform as follows:
where e t is a Gaussian white noise process with mean zero and covariance matrix Σ. The vector Z t includes one of the drivers mentioned above and one interbank loan variable.
Let e t denote the reduced-form VAR innovations such that e t = B −1 t u t . The structural innovations u t are derived by imposing exclusion restrictions on the B −1 t matrix, assuming a recursive identification scheme. For all collateral types, the loan volume is taken in loglevel. All other variables (rates and haircuts) are in level. Such specifications are chosen to ensure consistency of the estimates regardless of the possible cointegration between the variables (see, e.g., Sims et al. (1990) ). 32 All shocks are scaled as a one-standard-deviation increase in the first variable of the system. Scaling the shocks in terms of an increase in observable variables allows us to perform a fair comparison of the effect of a given shock on the different terms of trade of interbank lending (volume, rate and haircut). Moreover, as the VAR models we estimate are linear, the scaling of the shocks is innocuous.
As in Section 3, the sample size extends from the first week of September 2009 to the last week of December 2015. All VAR models are estimated using the least squares method.
The lag length of the VAR system is set according to the Akaike Information Criterion (AIC) using a maximum lag of 52. Impulse responses are plotted up to a 25-week horizon, and 90% bootstrapped confidence bands display the precision of the estimates.
The results of the bivariate VAR analysis are organized as follows. Figures 4, 5 and 6 plot the impulse-response functions for volume, rate and haircut for the selected type of lending (unsecured, GoC repos, CMB repos, and PRV repos). Each row of figures plots the response of the dependent variable to shocks to the variable indicated in the title. On the top of each panel, we report the name of the first variable in the system from which the shock originates, and each panel represents the response of the second variable in the system, displayed on the y-axis. The choice of the variables in the bivariate system directly follows from the BMA analysis presented earlier.
This dynamic analysis helps us understand that the impact of changes in expected future liquidity demand has a long-term impact on volume, and short-term funding liquidity needs have a temporary effect on unsecured loans. On the other hand, shocks to the determinants do not have long-lasting effects on rates and haircuts. Figure 4 shows the responses of the volume variables. The first three figures plot the response of repo volumes to persistent changes in funding requirements, which the BMA analysis suggested would be negative. With the exception of the GoC repo volume, a shock to the margin of the one-year adjustable rate mortgage leads to a sizeable decline in provincial bonds repo volume (up to a 60% decline at a 20-week horizon) and to a lesser extent in CMB repo volume, which declines by about 30% at a 3-week horizon.
The persistent impact of a shock to liquidity demanded by the financial sector suggests that market participants are unable to immediately adjust either their expectations of liquidity needs, or their ability to finance themselves in the collateralized market with the riskier collateral type (CMB or PRV bonds). In contrast, GoC repo volume does not react significantly to such a shock, perhaps indicating that market participants find it costlier to adjust their GoC collateral, and prefer to begin adjusting the repos with riskier collateral first.
The response of unsecured lending to a shock to the coverage at the RG auction suggests that an unanticipated increase in the demand for cash (reflected in the higher bid/offer ratio at RG auctions) has only a temporary impact on the demand for unsecured lending. This is consistent with the temporary nature of the shock to cash demand.
The remaining two impulse-response functions plotted in Figure 4 suggest that the impact of greater cash availability through substitute sources has a long-term impact on the CMB and PRV repo volumes. Figures 5 and 6 show that the response of prices and haircuts to shocks to substitute sources of supply is temporary, lasting at most up to one month after the initial shock.
The increase in repo rates during periods of lower systemic demand for cash is temporary.
Haircuts applied to safer collateral temporarily spike when collateral becomes riskier or when cash demand is low. The sharper, less prolonged, reaction is consistent with lenders facing little cost in quickly reacting to altered economic conditions and changing rates and haircuts on overnight loan contracts.
Conclusion
This paper investigates the drivers of interbank loans in Canada using a unique dataset of unsecured and collateralized (repo) loans, using the Bayesian model averaging technique to evaluate the effect of a large number of potential determinants. The analysis suggests that -at least in our non-crisis sample period -the key friction governing the interbank market is the cost faced by borrowers of reallocating collateral. We provide evidence consistent with this interpretation: collateralized lending is largely used to cover persistent liquidity needs, while unsecured loans primarily react to short-term cash needs. This complements the existing literature, which has provided evidence that in times of crisis, expectations of counterparty risk faced by lenders appear to dominate the preference of borrowers not to reallocate collateral for short-term changes in liquidity needs.
The importance of the interbank market both for the implementation of monetary policy and for maintaining financial stability is well known. This paper, by uncovering the drivers of market participants' collateral choice, could aid policy makers in designing policies that could improve the implementation of monetary and regulatory authorities' mandates.
Given the increasing use of central counterparties following the great financial crisis as a means to reduce systemic risk (see the discussion in Duffie and Zhu (2011) and Boissel et al. (2017) ), the reaction of market participants to their introduction deserves attention (see Koeppl (2013) for a theoretical treatment). Our results show that the introduction of the CCP in Canada has had a significant impact on the type of collateral used to back repos, and the price of such loans. Hampered as we are due to limitations coming from small post-CCP sample size, we leave the larger question of the mechanisms underlying changes in the interbank loan market due to the CCP to future work. 
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Avg balance LVTS
Note: Structural impulse responses from weekly bivariate vector autoregressions with 90% bootstrapped confidence bands. The uncertainty shock is scaled to match a one-standard-deviation increase in the variable indicated in the title. Note: This table presents the daily averages and standard deviation (in parentheses below) by year for all the dependent variables in the study, along with the first-order autocorrelation of the time series (β AR1 ). 
Economic indicators
Canadian Real Econ Activity Ind Weekly value of the Canadian Economic Activity Indicator. Source: Kumar (2013 Table B3 of the Bank of Canada weekly financial statistics bulletin, archived at http://epe.lac-bac.gc.ca/100/201/301/weekly fin stats/.
Continued on next page
BoC term repo volume
Volume of term repo operations conducted by the Bank of Canada in week. Source: BFS Table B3 of the Bank of Canada weekly financial statistics bulletin, archived at http://epe.lac-bac.gc.ca/100/201/301/weekly fin stats/.
GoC T-bill auction volume
Net amount of T-bills auctioned by BoC in week.
Source: BFS 
Notes in circulation
Volume of CAD notes in cicrulation in week. Source: BFS Table B2 of the Bank of Canada weekly financial statistics bulletin, archived at http://epe.lacbac.gc.ca/100/201/301/weekly fin stats/.
Collateral risk indicators
GoC Yld Curve 1PC std dev Standard deviation of the first principal component of the Government of Canada zerocoupon yield curve in the week. Source: Zero-coupon yield curves constructed using bond settlement data provided by the Canadian Depository for Securities FIPS database. Principal components obtained using daily GoC zero-coupon yield curves for the complete sample period. 
Continued on next page
Term premia
Continued on next page Weekly average spread between yields on Government of Canada bills with one year and one month to maturity. Source: The yields on one-year and one-month Candian government bills are available in Table 176 -0078 from Statistics Canada.
10y-6m yield spread
Weekly average spread between yields on Government of Canada bonds with ten years and Government of Canada bills with six months to maturity. Source: The yields on ten-year and one-month Candian government bonds/bills are available in Table 176-0078  from Statistics Canada. 5y-1y mortgage rate
The spread between the rate on conventional mortgages offered by commercial banks with five years and one year to maturity. Sources: The five-year and one-year mortgage rates are available from Table 176-0078 from Statistics Canada. 3m-1m fwd premium
The spread between the three-month and one-month forward premium of United States dollars in Canada. Source: The one-month and three-month forward premium is from 1.00 -0.0151 0.00 0.89 -0.0127 0.01 0.03 0.0002 0.00 0.09 0.0015 0.01 ∆ Retail loan -ON tgt rate 0.03 -0.0001 0.00 0.98 -0.0099 0.00 0.02 -0.0001 0.00 0.70 -0.0129 0.01 Bank -5y fixed deposit rate 0.07 -0.0002 0.00 0.03 -0.0001 0.00 0.91 -0.0106 0.00 0.49 0.0056 0.01 Net cash CM auctions 0.77 0.0002 0.00 0.99 0.0004 0.00 0.04 0.0000 0.00 0.02 0.0000 0.00 ∆ 1y-1m yield spread 0.02 0.0000 0.00 0.02 0.0000 0.00 0.59 -0.0203 0.02 0.02 -0.0001 0.00 ∆ 3m EUR-USD spread 0.40 0.0106 0.01 1.00 0.0621 0.01 0.07 0.0031 0.01 0.06 0.0029 0.01 CDCC indicator 0.16 0.0003 0.00 0.06 0.0001 0.00 0.54 0.0044 0.00 0.21 -0.0014 0.00 Time trend 0.83 0.0000 0.00 0.87 0.0000 0.00 0.70 0.0000 0.00 0.53 0.0000 0.00 Note: This table contains the results of the Bayesian Model Averaging analysis for the different terms of interbank loans indicated in the panel titles, and for the different types of underlying collateral (unsecured, GoC repos, CMB repos and PRV repos) indicated in the columns. The following statistics are reported for variables that have at least a 50% posterior probability of inclusion for the dependent variable in the panel for at least one of the collateral types: posterior probability of inclusion, posterior mean, and the posterior standard deviation of the coefficient. Variables that have a posterior probability of inclusion of at least 50% are highlighted in bold. The independent variables used in this analysis are described in Table 2 along with their sources.
