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Abstract –Mobile mapping systems (MMS) have 
been widely used in fields such as intelligent transport, 
precision agriculture, field surveying and environment 
engineering. Most of the mobile mapping tasks focus on 
the stationary GIS (geographic information systems) 
objects. Moving objects such as traffics are usually 
viewed as contaminations, but always exist in the 
acquired MMS data. Detection of these moving objects 
is critical for MMS data post-processing and evaluation. 
This paper presents a robust moving objects detection 
algorithm for mobile mapping image sequences. The 
detection method is based upon optical flow fields and 
the detection strategy for independent motion relies on 
the knowledge about the camera motion which is 
provided by the navigation system in MMS. Through 
the estimation of the focus of expansion (FOE) and 
utilization of inconsistencies in optical flow fields, the 
proposed method is able to detect independently moving 
objects on a mobile platform. Experimentations on 
VISAT™ mobile mapping data have shown the 
effectiveness of the proposed technique. 
 
 Index Terms - mobile mapping, optical flow, moving object 
detection, VISAT™ 
 
I.  INTRODUCTION 
 Mobile Mapping Systems (MMS), such as 
VISAT™(Video-Inertial-Satellite, El-Sheimy, 1995), 
GPSVan™(Bossler, 1996) and  AIMS™(Airborne-
Integrated Mapping Systems, Grejner-Brzezinska, 1997) 
play an increasingly important role in many fields including 
GIS (Geographic Information Systems), intelligent 
transport, precision agriculture, field surveying and 
environment engineering. MMS systems are built on the 
concept of combining high-performance georeferencing 
with electronic imaging on a moving platform and therefore 
have been using image sequences for a long time. Most of 
the mobile mapping tasks focus on the stationary GIS 
objects. Moving objects such as traffics are usually viewed 
as contaminations, but always exist in the acquired MMS 
image sequences. Detection of these moving objects is of 
great importance for the post-processing of the MMS data 
such as extraction of traffic infrastructure, absolute 
geographical coordinates positioning of object points and so 
on. Furthermore,  detection of moving objects in MMS 
image sequences can provide critical cues for the evaluation 
of mobile mapping data.   
Different assumptions and solutions of moving objects 
detection exist for different applications. For video 
surveillance tasks, moving objects detection is relatively 
easy when the camera is often stationary. Background 
model estimation and subtraction, temporal differencing 
techniques have been widely used in such cases. In the case 
of a moving camera, the detection problem is inherently 
more complex since there are two kinds of independent 
motion involved: the motion of the camera and the motion 
of moving objects in the environment. The motion of 
moving objects in this case is often referred to as 
“independent motion” [7] as opposed to purely camera-
induced motion of the otherwise stationary scene being 
observed. The problem is further complicated by a number 
of factors such as camera vibrations, imperfect calibration 
of the on-board cameras, complex outdoor environments 
etc. Research of detection of independent motion in the 
literature has been mainly in four categories [7][15]: 1) 
template-based methods, which perform detection by 
recognition from predefined patterns. 2) stabilization-based 
methods, which assume that camera-induced motion can be 
represented by a parametric model, often derived from 
perspective projection models and focus on estimation of 
the model parameters by tracking features or computing 
optical flow. 3) motion-based methods, which detect 
independent motion using optical flow. 4)3D-based 
methods which either account for camera-induced motion 
explicitly by ego-motion estimation or implicitly detect 
independent motions using the plane+parallax techniques. 
Focus of expansion (FOE) is widely explored in 3D-based 
methods in the literature. Hu and Uchimura [5] detected 
moving objects through the explicit estimation of the ego-
motion from feature correspondences between two adjacent 
video frames on assumption of a constant FOE. Takeda et 
al. [6] presented a moving objects detection approach using 
the FOE and its residual error. Most recently, Yan et al. [7] 
estimated FOE from translational-only image sequences 
and extracted residual map for independently moving 
objects segmentation. 
Moving objects detection for mobile mapping is 
different from the traditional independent motion detection 
in that ego-motion information of the mobile platform can 
be acquired through the navigation component in MMS,  
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and the cameras are well calibrated and accurately refereed 
within the mobile platform coordinate. 
This paper presents a robust moving objects detection 
algorithm for mobile mapping image sequence. The 
proposed detection method involves estimation of the 
location of FOE which relies on knowledge about the 
camera motion. An estimation of camera motion 
synchronized with the imaging system has been provided 
by the GPS/INS (Inertial Navigation System) navigation 
system in MMS. Through the utilization of inconsistencies 
in robust estimated optical flow fields, the proposed method 
is able to detect independently moving objects on a mobile 
platform.    
The remainder of this paper is organized as follows. 
Section II provides an overview of the proposed method. 
Section III shows the framework of camera motion analysis. 
Section IV presents detailed implementation of our moving 
objects detection techniques. Section V shows experimental 
results on VISAT™ mobile mapping data. Finally, Section 
VI concludes the paper.  
II. SYSTEM OVERVIEW 
Experimental data has been acquired with the 
VISAT™ (Fig.1) MMS. VISAT™ has been developed at 
the University of Calgary in the early 1990s and it was one 
of the first terrestrial MMS. Recently, an improved version 
was developed by Absolute Mapping Solutions Inc, 
Calgary, Canada (www.amsvisat.com). The system’s data 
acquisition components include a strapdown inertial 
navigation system (SINS), a dual frequency GPS receiver, 6 
to 12 fully digital colour cameras, and an integrated DMI 
hookup on the speed sensor of the vehicle, and the 
VISAT™ system controller. The DMI provides the van 
travelling distance to triggers the cameras at constant 
intervals. The data-logging program, VISAT Log, allows 
for different camera configurations and different image 
recording distances or trigger the camera by time if 
necessary (both can be changed in real-time). Using the 
VISAT georeferenced images, mapping accuracies of 0.1 - 
0.3m,  for all objects within the filed of view of the cameras 
can be achieved in urban or highway environments while 
operating at speeds of up to 100 km per hour. 
 
Fig. 1  The VISAT™ MMS van 
Fig.2 shows the framework of the proposed moving 
objects detection method. Sparse Optical flow fields are 
firstly computed by tracking particular feature points in the 
image sequence. To ensure more accurate and robust optical 
flow fields, bidirectional optical flow vectors have been 
computed at every feature point in the target frame and an 
outlier filtering method is applied to discard optical flow 
vectors that exhibit erratic behavior. Navigation reckoning 
information of the mobile platform from the GPS/INS 
navigation components of the MMS system and the pre-
calibrated camera intrinsic parameters provide a good 
prediction of the location of FOE in the image which has 
been used to classify the bidirectional optical flow vectors. 
Moving objects are finally detected based on the constraints 
in the bidirectional optical flow field. 
 
Fig. 2   Moving objects detection framework 
III. MOTION ANALYSIS 
Four coordinate systems are involved in the camera 
motion analysis, as depicted in Fig.3 and Fig.4. Navigation 
(N) coordinate system, which is an inertial navigation 
system, coinciding with the Body coordinate system 
initially; Body (B) coordinate system, which is a local 
platform coordinate system; Camera (C) coordinate system, 
coordinate system attached to the camera and its origin is 
located in the camera center; Image (I) coordinate system, 
the image is projected into this coordinate system, which is 
a 2D system and its origin is located at the principal point. 
 
Fig. 3   Coordinate systems 
In this study, we have used a pinhole camera model, or a 
perspective projection (Fig.4). Suppose the origin O  is the 
view point, ( , , )X Y Z represents a 3D feature point in the 
real space, and ( , )x y is its projected point to the screen at 
z f=  ( f is the focal length of the camera). Then the 
following formula is obtained: 
( , ) (( / ) , ( / ) )x y f Z X f Z Y=                                (1)    
Assuming the relative motion parameters between the 
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camera and the feature point are ( , )T Ω , the 2D image 
motion will be: 
2 2
2 2
[( )/ ( / ) (1 / ) ]
[( )/ ( / ) (1 / ) ]
X Z X Y Z
Y Z Y X Z
u fT xT Z xy f f x f y
v fT yT Z xy f f y f x
= − + + Ω − + Ω + Ω
= − + − Ω + + Ω + Ω
     (2) 
Where ( , , )X Y ZT T T , ( , , )X Y ZΩ Ω Ω are the 3D 
translational and rotational motion 
components ,
. .
( , ) ( , )u v x y= .  With rotation components 
removed, the equations will be: 
[( ) / ]
[( ) / ]
Z X
Z Y
u xT fT Z
v yT fT Z
= −
= −
                                              (3) 
As FOE can be defined as: 
0 0/ , /x z y Zx fT T y fT T= =                                       (4) 
When / 0zT Z ≠ , the equations can be written as: 
0 0/ ( ) /( )u v x x y y= − −                                           (5) 
All the motion vectors induced by the motion of the camera 
should conform to (5), those who violate would be 
classified as motion vectors of potential moving objects. 
 
Fig. 4  Imaging model  
IV.  MOVING OBJECTS DETECTION 
Vision sensors are able to sample the amalgamation of 
independent motion and self-motion information of the 
observed scene through image sequence. Optical flow has 
been widely used as an approximation of the motion field in 
the image sequence. There are many optical flow estimation 
techniques but the majority can be classified into two 
categories, differential or feature-based. While differential-
based methods often lead to a dense optical flow field 
which is computationally demanding, it is for processing 
time concern we compute optical flow vectors only at 
particular feature points in the image. A good tracking 
performance can be achieved by selecting the good features 
to track [9]. The good features are assessed according to the 
strength of the corner, which is evaluated with an 
eigenvalue of matrix C within a small window around the 
feature. Each feature point is restricted to be separate from 
each other over distance criteria. Bidirectional (forward and 
backward moving) optical flow vectors at each feature point 
are computed by the iterative Lucas-Kanade algorithm [10]. 
To ensure more robust and accurate flow fields, outlier 
filtering using three-frame correspondence constraint, 
region consistency constraint and magnitude maximum 
suppression is applied to the bidirectional optical flow 
fields.  
Three-frame correspondence constraint: Only feature 
points that have been detected in target frame and have 
been tracked successfully in both of the adjacent (forward 
and backward moving) frames are considered to be 
potential interest points. Feature points which are either 
new-in or old-out due to the motion of mobile platform are 
discarded.  
Region consistency constraint: Feature points 
belonging to the same region are expected to exhibit similar 
motion characteristics. Magnitude ratio of forward moving 
optical flow vector and backward moving optical flow 
vector at each feature point is calculated. Feature points 
whose magnitude ratio frequency of bidirectional motion 
vectors is below a given threshold would be discarded as 
the isolated feature points are not of interest. Angel between 
forward moving optical flow vector and backward moving 
optical flow vector at each feature point have been 
calculated to make an angle histogram. Feature points 
whose angel between bidirectional motion vectors displays 
isolated character would be discarded. 
Magnitude maximum suppression: Feature points 
whose optical flow vector magnitude is above a given 
threshold are discarded, as high magnitude indicates an 
erroneous optical flow vector when the system vision 
sensor has a high sampling rate. 
    Considering that the MMS van is moving forward at a 
relatively high speed during survey, so that the rotation of 
the camera can be ignored with a short sub-image-sequence. 
We approximate the camera movement as a pure 
translation. As navigation reckoning information from the 
GPS/INS navigation components of MMS system provides 
a good estimation of camera motion parameters and the 
camera has been calibrated in advance carefully, location of 
FOE in the image coordinate system can thus be 
determined. Various cases in FOE-based optical flow fields 
exist as shown in Fig. 5. In order to be insensitive to the 
effects of imprecise FOE estimation, image noise, camera 
vibration and small rotation, assuming a feature point 
detected at frame k  is denoted by ( , )ki kix y , the 
corresponding tracked point at frame 1k +  is denoted 
by ( 1) ( 1)( , )k i k ix y+ + and the FOE is denoted by 0 0, )x y , we 
have made a classification rule as follows: 
( 1) ( 1)
0 0
( ) /( )
( ) /( )
i k i ki k i ki
iB ki ki
k y y x x
k y y x x
+ += − −
= − −
                                (6) 
 If{ [ (1 ), (1 )]}i iB iBk k kλ λ∉ − + , potential feature point on 
independently moving objects. 
 Else feature point of the stationary scene. 
Where λ is the acceptable factor whose value is between 
[0.8, 1].  
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Fig. 5  Various cases in FOE-based optical flow fields  
    Moving objects are finally detected in target frame after 
clustering of potential feature points on independently 
moving objects and implementation of region bounding size 
constraints filtering.  
V. EXPERIMENTS 
Figs.6, 7, 8, 9 and 10 show experimental results on real 
world image sequences acquired with the VISAT™. The 
original VISAT™ georeferenced image size is 1600*1200 
and all the images in this section have been zoomed with 
different factors for display.  Fig. 6 shows the results of 
optical flow computation and outlier filtering on the 
estimated optical flow fields. Figs. 6(a), 6(b), 6(c) are three 
adjacent frames from the image sequence. Fig. 6(d) depicts 
the estimated bidirectional optical flow vectors at each 
feature point and Fig. 6(e) shows the result of bidirectional 
optical flow fields after outlier filtering.  
   
              (a)                        (b)                            (c) 
             
                      (d)                                          (e) 
Fig. 6 Optical flow computation and outlier filtering. (a)frame k-1, (b) 
frame k, (c) frame k+1, (d) the estimation bidirectional optical flow field 
(with forward moving  flow vectors plotted in green and backward moving 
flow vectors plotted in red), (e) optical flow field after outlier filtering.     
[(a), (b), (c) have been in a small scale for display and (d), (e) have been in 
a larger scale for showing the details.] 
Figs. 7, 8, 9 and 10 show the moving objects detection 
from sequences containing various moving objects in 
different motion modes. Fig. 7 shows moving object 
detection from an image sequence containing an 
approaching cyclist from the opposite direction.  Figs. 7(a), 
7(b) and 7(c) show the three adjacent frames in the 
sequence. Fig. 7(d) shows the classified optical flow field 
from frame k-1 to frame k after three-frame based 
bidirectional optical flow outlier filtering. Fig. 7(e) depicts 
the detected cyclist in bounding rectangle. It can be seen 
that although there are some classification errors of the 
optical flow vectors due to the effect of imprecise 
estimation of FOE and shadow effect, the cyclist exhibits a 
clustering character of potential independent motion vectors 
and has been detected correctly. 
   
             (a)                            (b)                                   (c) 
  
                       (d)                                                            (e) 
Fig. 7 Moving object detection: approaching cyclist from the opposite 
driving direction. (a) frame k-1, (b) frame k, (c) frame k+1, (d) the 
classified optical flow vectors from  frame k-1 to frame k after three-frame 
based outlier filtering( with  motion vectors  of the background plotted in 
green and motion vectors of moving objects plotted in red), (e) the 
detected object.    [(a), (b), (c) have been in a small scale for display and 
(d), (e) have been in a larger scale for showing the details.] 
   Fig. 8 presents moving object detection from sequence 
containing an overtaking car at an intersection.  
   
           (a)                             (b)                          (c) 
  
                     (d)                                         (e) 
Fig. 8 Moving object detection: overtaking car at an intersection. (a) frame 
k-1, (b) frame k, (c) frame k+1, (d) the classified optical flow vectors from  
frame k-1 to frame k after three-frame based outlier filtering( with  motion 
vectors  of the background plotted in green and motion vectors of moving 
objects plotted in red), (e) the detected object.      [(a), (b), (c) have been in 
a small scale for display and (d), (e) have been in a larger scale for 
showing the details.] 
   Fig. 9 shows moving object detection from sequence 
containing multiple vehicles including overtaking cars 
along the same driving direction and approaching cars from 
the opposite direction. Figs. 9(a), 9(b) and 9(c) are three 
adjacent frames in the sequence. Fig. 9(d) depicts the 
classified optical flow field after outlier filtering and Fig. 
9(e) shows the detection results. Both of the laterally 
moving objects have been correctly detected although they 
have been in different motion modes. It can be seen the 
detection method is immune to the slight rotation of the 
camera as the MMS van is turning left slowly. 
   
              (a)                                     (b)                                      (c) 
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                        (d)                                        (e) 
Fig. 9 Moving object detection: multiple vehicles. (a) frame k-1, (b) frame 
k, (c) frame k+1, (d) the classified optical flow vectors from  frame k-1 to 
frame k after three-frame based outlier filtering( with  motion vectors  of 
the background plotted in green and motion vectors of moving objects 
plotted in red), (e) the detected objects.     [(a), (b), (c) have been in a small 
scale for display and (d), (e) have been in a larger scale for showing the 
details.] 
Fig. 10 presents moving object detection from sequence 
containing multiple independently moving vehicles 
(overtaking cars along the same driving direction and cars 
crossing the front intersection) in complex environment. 
Figs. 10(a), 10(b) and 10(c) represent three adjacent frames 
in the sequence. Fig. 10(d) represents the classified optical 
flow field from frame k-1 to frame k after three-frame 
based outlier filtering. Fig. 10(e) depicts the detected 
moving vehicles in bounding rectangles. Large 
classification errors have been experienced when dealing 
with the complex environment but all the major moving 
objects are still detected as seen in the result. 
   
              (a)                                      (b)                                    (c) 
   
                   (e)                                                               (f) 
Fig. 10 Moving object detection: multiple vehicles. (a) frame k-1, (b) 
frame k, (c) frame k+1, (d) the classified optical flow vectors from  frame 
k-1 to frame k after three-frame based outlier filtering( with  motion 
vectors  of the background plotted in green and motion vectors of moving 
objects plotted in red), (e) the detected objects. [(a), (b), (c) have been in a 
small scale for display and (d), (e) have been in a larger scale for showing 
the details.] 
 
  VI. CONCLUSION 
A robust moving objects detection algorithm for mobile 
mapping system by means of investigating optical flow 
fields is presented. The effectiveness of the proposed 
method is demonstrated by detection experimentations on 
various VISAT™ sequence with multiple moving objects in 
different motion modes. The main innovations of this paper 
are: 1) A new three-frame FOE based moving objects 
detection technique for mobile mapping systems, 2) 
Improvement of sparse flow field estimation. 
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