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Let A be a p.i. algebra over a field of characteristic zero. There is associated to A the
cocharacter sequences {χn(A)}∞n=0 based on the multilinear identities of A, and each χn(A)
can be decomposed into a sum of irreducible characters with multiplicities:
χn(A) =
∑
λ∈Par(n)
mλχ
λ.
These multiplicities have been computed in a number of cases, but are not yet well under-
stood. They will be the subject of this paper.
If we let Uk(A) be the generic p.i. algebra for A in k generators, then Uk(A) has a
k-fold grading (by multidegree) and hence a Poincaré series
Pk(A) =
∞∑
n1,...,nk=0
c(n1, . . . , nk)t
n1
1 · · · tnkk .
It is known that Pk(A) is a symmetric function, and if it is expanded in terms of Schur
functions
Pk(A) =
∞∑
n=0
∑
λ∈Λk(n)
mλSλ(t1, . . . , tk),
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the characters χλ in the cocharacter χn(A), see [3]. An important technical point is that
Sλ(t1, . . . , tk) is zero unless λ is a partition of height  k. This is why we only sum over
Λk(n), the partitions of n of height at most k. It also means that Pk(A) only gives infor-
mation about the part of χn(A) corresponding to partitions of height k. If the algebra A
satisfies the Capelli identity dk+1(x;y) then mλ = 0 for λ outside of Λk(n), and so Pk(A)
gives complete information about the cocharacter sequence in this case.
In [1] Belov proved that Pk(A) is always the Taylor series of a rational function, and
the denominator can be taken to be of the form
∏
α∈S
(
1 − tα11 · · · tαkk
)
where S ⊆ Nk is a finite multiset (set with possibly repeated elements).
Definition. We say that a power series in one or more variables is a nice rational function
if it is the Taylor series of a rational function with denominator a product of terms of the
form (1 − a monic monomial).
Taylor series of functions of this form have been studied extensively, and it is the goal
of this paper to apply this theory to learn more about the multiplicities mλ. In Section 1 we
review Belov’s theorem. In Section 2 we consider mλ as a function Nk → N and show that
Nk can be partitioned into a finite number of regions such that mλ is equal to a polynomial
in each piece. In Section 3 we show how certain series related to cocharacters are also nice
rational functions. Perhaps the most natural is the bounded height colength series
∞∑
n=0
( ∑
λ∈Λk(n)
mλ
)
tn
which we show is a nice rational function. Combining this result with the techniques of [5]
implies that the colength sequence ln(A) =∑λ∈Par(n) mλ is of the form
ln(A) = Cnm + O
(
nm−1
) (1)
for some C and m under the assumption that ln(A) is eventually increasing and A satisfies
a Capelli identity. The techniques of that paper also show that ln(A) will be increasing
if the cocharacter is Young derived. It is a well-known theorem of Drensky that this will
be the case if 1 ∈ A, and so Eq. (1) is true for algebras with 1 which satisfy the Capelli
identity. It is reasonable to conjecture that for arbitrary p.i. algebras both ln(A) is eventually
increasing, and ln(A) = Cnm + O(nm−1).
210 A. Berele / Journal of Algebra 298 (2006) 208–2141. Belov’s theorem
Belov’s theorem only states that the one variable series Pk(A)(t, t, . . . , t) is a rational
function. We need both that the k variable series is a rational function and that it has
denominator a product of terms of the form 1− tn11 · · · tnkk . Although this can be considered
a significant generalization of Belov’s theorem, it can be proven with essentially the same
proof. There is an excellent exposition of the proof in [2]. Since the proof with all of its
details would be long and since we do not presume that we could improve Belov and
Rowen’s treatment, we merely state the result we need and sketch the changes needed in
the proof.
Theorem 1. For any p.i. algebra A, the k variable Poincaré series is a nice rational func-
tion.
Proof. The proof will be by contradiction. In the original proof, Belov chooses a T-ideal I
which is maximal such that the generic algebra F {x1, . . . , xk}/I would not have a rational
one variable Poincaré series. By Kemer’s proof of the Specht conjecture, such an I must
exist, see [9]. In our case, we choose a T-ideal such that the generic algebra F {x1, . . . , xk}/I
would not have a k variable Poincaré series with the desired properties. We abbreviate
F {x1, . . . , xk} as Fk . If I were the intersection of two strictly larger T-ideals I1 and I2,
then using
P(Fk/I) = P(Fk/I1) + P(Fk/I2) − P(Fk/I1 + I2)
we would get that P(Fk/I) had the desired form. This implies that I is not such an in-
tersection, which Belov and Rowen call being varietally irreducible. As in the Belov and
Rowen proof, this implies that there exists a T-ideal J generated by a Kemer polynomial,
properly containing I such that J/I is a finitely generated graded module over a certain
graded Noetherian commutative ring. Now
P(Fk/I) = P(J/I) + P(Fk/J ).
The term P(Fk/J ) has the desired form, since J  I . That P(J/I) has the desired form
follows from [11, Theorem 2.3]. 
2. Multiplicities are piecewise polynomial
In order to put our result into perspective, we describe a result from [8]. In [13] Teranishi
computed the Poincaré series for the trace ring of the ring generated by two generic 3 × 3
matrices. Although this is not a generic p.i. algebra, there is reason to believe that the
cocharacter sequence would be similar. So, Berele [4] used Teranishi’s result to compute
the multiplicities of the Schur functions in this Poincaré series. Unfortunately, Berele’s
computations contained an error which was corrected by Drensky and Genov in [8]. Here
is their result.
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the Schur function Sλ in the Poincaré series for the trace ring of the ring generated by two
generic 3 × 3 matrices depends on whether λ1 > 2λ2. If this is the case, then
mλ = λ
2
1λ
5
2
17280
− 11λ1λ
6
2
103680
+ 71λ
7
2
1451520
+O(n6)
and if not, then
mλ = λ
7
1
1451520
− λ
6
1λ2
103680
+ λ
5
1λ
2
2
17280
− λ
4
1λ
3
2
5184
+ λ
3
1λ
4
2
2592
− 7λ
2
1λ
5
2
17280
+ 7λ1λ
6
2
34560
− 19λ
7
2
483840
+O(n6).
Moreover, each of the two O(n6) terms is given by 36 (not necessarily distinct) polynomi-
als, depending on λ1 and λ2 mod 6.
I was unpleasantly surprised by this result. It said that the multiplicities could be much
messier than they seemed to be, based on the ones previously computed. Our main result
in this section offers the consolation that, in a qualitative sense, this is as bad as multiplic-
ities get. Namely, for any p.i. algebra the mλ occurring in {χn(A)} can be described as in
Theorem 4, below.
In order to apply Belov’s theorem to study the multiplicities mλ we need to use the
definition of the Schur function
Sλ(t1, . . . , tk) = aλ+δ(t1, . . . , tk)
aδ(t1, . . . , tk)
.
Here, aµ is the alternating function
aµ(t1, . . . , tk) =
∑
σ
(−1)σ tµ1σ(1) · · · tµkσ (k),
and λ + δ = (λ1 + k − 1, λ2 + k − 2, . . . , λk). It is known that aδ is the discriminant∏
i<j (ti − tj ), although we will not use this fact. In terms of Pk(A) this implies
aδ(t1, . . . , tk)Pk(A) =
∞∑
n=0
∑
λ∈Λk(n)
mλaλ+δ(t1, . . . , tk).
Hence
Lemma 3. mλ is the coefficient of tλ+δ = tλ1+k−11 · · · tλkk in the nice rational function
aδ(t1, . . . , tk)Pk(A).
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most detailed description of the coefficients that we know of is in [12]. We need only this
weaker version which follows easily from Sturmfels.
Theorem 4. Let
∑
c(n1, . . . , nk)t
n1
1 · · · tnkk be a nice rational function. Then there exists a
modulus m and a partition of Nk into a finite number of regions R1, . . . ,Rt such that:
• Each Ri is the set of solutions to a finite number of linear equations and inequalities
with integer coefficients.
• Given Ri and v ∈ Zkm, there exists a polynomial fi,v with rational coefficients such
that c(n1, . . . , nk) = fi,v(n1, . . . , nk), for all (n1, . . . , nk) ∈ Ri ∩ (v + mZ).
Proof. The case in which the numerator is 1 is Theorem 1 of [12]. If the numerator is a
monomial ta11 · · · takk , then the coefficients in the series expansion will be zero in the regions
ai < ni , and outside of them they will be translates of the coefficients in the case with nu-
merator equal to 1. Finally, in the general case, the numerator will be a linear combination
of monomials, and so the c(n1, . . . , nk) will be linear combinations of functions as in the
theorem. And a linear combination of functions with these two properties again has these
properties. 
As a corollary of this theorem and Belov’s theorem we get
Theorem 5. Let A be any p.i. algebra over a field of characteristic zero, and for each
λ ∈ Λk(n) let mλ be the multiplicity of the irreducible Sn-character χλ in the cocharacter
sequence of A. Then, mλ is as in the previous theorem.
Remark. If instead of Schur functions we had expanded the Poincaré series in a different
basis for the symmetric functions, such as hλ or pλ, the same result would hold for the
coefficients.
3. Related Poincaré series
There is a close connection between the study of Taylor series of rational functions and
the study of linear Diophantine equations. Let T be a k×n matrix with integer coefficients
and let b ∈ Zk considered as a k × 1 matrix. We are interested in solutions of the equation
T v = b. To study their generating function let tv = tv11 · · · tvkk . The next theorem can be
found in [10, Theorem 2.5]. Stanley attributes it to Elliot.
Theorem 6. Let T and b be as above. Then the generating function ∑{tv | T v = b} is a
rational function with denominator ∏α(1 − tα), where α ranges over a certain finite set,
the set of fundamental solutions ot T v = 0.
In order to apply this to p.i. algebras, we need this easy consequence.
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∑
c(n1, . . . , nk)t
n1
1 · · · tnkk be the Taylor series for a rational function with
denominator
∏
α∈S(1 − tα), where S = {α1, . . . , αn} is a multiset in Nk . Let T :Rm → Rk
be a one-to-one affine map given by T v = Cv + d , where C is a k × m matrix and d is a
k × 1 matrix, with integer coefficients. Then
∑
γ (n1, . . . , nm)t
n1
1 · · · tnmm =
∑
v∈Nm
c(T v)tv
is a nice rational function.
Proof. By taking linear combinations, it suffices to prove the lemma in the special case
in which
∑
c(n)tn is a rational function with numerator a monomial tb11 · · · tbkk . Let B be
the matrix with columns [v1, . . . , va] so that c(n1, . . . , nk) is equal to the number of non-
negative integer solutions to the equation
Bx + b = n.
So, γ (y1, . . . , ym) would equal the number of non-negative integer solutions to
Bx + b = Cy + d.
By the Elliot–Stanley theorem, the generating function for
∑{
tvsw | Bv + b = Cw + d}
is a rational function
P(t, s)/Q(t, s)
in which the denominator is a product
∏
(1 − tvsw) in which each v,w is a solution to
the corresponding homogeneous equation Bx = Cy. Since C is one-to-one, there are no
non-trivial solutions with v = 0. Hence, we may formally set y = 1 (alternately, give each
x degree one and each y degree zero). We get
P(t,1)
Q(t,1)
=
∑
γ (n1, . . . , nm)t
n1
1 · · · tnmm . 
Lemma 8. Let
∑
c(n1, . . . , nk)t
n1
1 , . . . , t
nl
k be a nice rational function. Let
(n) =
∑{
c(n1, . . . , nk) | n1 > n2 > · · · > nk and n1 + n2 + · · · + nk = n
}
.
Then
∑
(n)tn is a nice rational function.
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b = y in the variables x and y, and also the “slack” variables u1, . . . , uk−1 with equations
yi − yi+1 = ui + 1. 
Since the series
∑
mλt
λ is a rational function of the type dealt with in these two lemmas,
we get these consequences. The first is a theorem of Drensky from [7], cf. [6].
Theorem 9. Let mλ be the sequence of multiplicities in the cocharacter sequence of A, as
above. Then each of the following power series in one variable is a nice rational function.
1. Let λ be a fixed partition. Then the sum ∑∞n=λ1 m(i,λ)t i+|λ| is a nice rational function.
2. Let λ be a fixed partition and define iλ to be the partition gotten by multiplying each
part of λ by i. Then the sum ∑miλti|λ| is a nice rational function.
3. The bounded colength series
∑
n
∑
λ∈Λk(n) mλt
n is a nice rational function.
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