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Abstract
The Directed Oberwolfach Problem can be considered as the directed version of
the well-known Oberwolfach Problem, first mentioned by Ringel at a conference in
Oberwolfach, Germany in 1967. In this paper, we describe some new partial results on
the Directed Oberwolfach Problem with variable cycle lengths. In particular, we show
that the complete symmetric digraph K∗n admits a (~C2, ..., ~C2, ~C3)-factorization for all
n ≡ 1, 3, or 7 (mod 8). We also show that K∗n admits a (~C2, ~Cn−2)-factorization for
any integer n ≥ 5.
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1 Introduction
The Directed Oberwolfach Problem is the directed version of the well-known Oberwolfach
Problem, first mentioned by Ringel at a conference in Oberwolfach, Germany, in 1967. At a
conference in Oberwolfach, assume n participants are to be seated around circular tables of
specified sizes for n−1
2
consecutive nights, where the total number of seats is equal to n and
n is odd. The Oberwolfach Problem asks whether it is possible that each participant sits
next to each other participant exactly once. When tables are of sizes m1, ...,mt, the problem
is denoted by OP (m1, ...,mt). For n even, the analogous problem is called the Spouse-
Avoiding Variant, and is described as follows. Assume n = 2k participants, consisting of
k couples, are to be seated around t tables of sizes m1, ...,mt for k − 1 consecutive nights,
where m1 + ...+mt = n. The Spouse-Avoiding Variant asks whether it is possible that each
participant sits next to each other participant exactly once, except they never sit next to
their spouse.
The original Oberwolfach Problem can be modeled as a decomposition of the complete
graph into isomorphic 2-factors. Although many cases of this problem have been solved
since 1967, the problem in general is still open.
The Oberwolfach Problem with uniform cycle lengths has been solved completely [3, 4, 12,
13]. In these papers it was shown that OP (m,m, ...,m) has a solution for each n and m such
that m divides n, except when n ∈ {6, 12} and m = 3. The Oberwolfach Problem has been
solved partially when the cycles have variable lengths. Bryant and Danziger [7] have shown
that OP (m1,m2, ...,mt) has a solution for all n and m1,m2, ...,mt all even. Traetta [14] has
proved that the Oberwolfach Problem for two tables has a solution except for the case with
two tables of size 3, and the case with a table of size 4 and a table of size 5. Other authors
[2, 10] have shown that OP (m1,m2, ...,mt) has a solution for all n ≤ 40 except for OP (3, 3),
OP (3, 3, 3, 3), OP (4, 5), and OP (3, 3, 5) which are the only known exceptions. Recently,
Glock et al [11] proved that the Oberwolfach Problem has a solution for all large n.
The directed version would then be asking whether it is possible that each participant
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sits to the right of each other participant exactly once. The Directed Oberwolfach Problem
when tables are of sizes m1, ...,mt and m1 + ...+mt = n is denoted by OP
∗(m1, ...,mt). The
Directed Oberwolfach Problem has been solved in the case of cycles of length 3 by Bermond,
Germa, and Sotteau [5], and in the case of cycles of length 4 by Bennett and Zhang [6],
except for one missing case (n = 12) filled in by Adams and Bryant [1].
The following theorems summarize all previous results on the Directed Oberwolfach Prob-
lem.
Theorem 1.1 [5] OP ∗(3, 3, ..., 3) has a solution if and only if 3 divides n and n 6= 6.
Theorem 1.2 [1, 6] OP ∗(4, 4, ..., 4) has a solution if and only if 4 divides n and n 6= 4.
Theorem 1.3 [9] Let m and n be integers with 5 ≤ m ≤ n. Then the following hold.
1. Let m be even, or m and n be both odd. Then OP ∗(m,m, ...,m) has a solution if and
only if m divides n and (m,n) 6= (6, 6).
2. If OP ∗(m,m) has a solution, then OP ∗(m,m, ...,m) has a solution whenever n ≡ 0
(mod 2m).
Theorem 1.4 [8] Let m be an odd integer, 5 ≤ m ≤ 49. Then OP ∗(m,m, ...,m) has a
solution whenever n ≡ 0 (mod 2m).
In this paper, we will describe some new partial results on the Directed Oberwolfach Prob-
lem with variable cycle lengths. The paper is organized as follows. In Section 2, we introduce
the terminology and present some basic observations on the problem. In Section 3, we prove
that OP ∗(4, 5) and OP ∗(3, 3, 5) have a solution. We also show that OP ∗(2, n − 2) has a
solution for all n ≥ 5. Consequently, for 2 ≤ m ≤ n − 2 and n odd, OP ∗(m,n −m) has a
solution if and only if (m,n) 6= (3, 6). Finally, we prove that OP ∗(2, 2, ..., 2, 3) has a solution
whenever n ≡ 1, 3, or 7 (mod 8).
3
2 Prerequisites
As usual, the symbol K∗n denotes the complete symmetric digraph with n vertices. A
decomposition of a graph G is a set D = {G1, G2, ..., Gt} of subgraphs of G such that
E(G1) ∪ E(G2) ∪ ... ∪ E(Gt) = E(G) and E(Gi) ∩ E(Gj) = ∅ for i 6= j. In the case where
the subgraphs are cycles we have a cycle decomposition.
In this paper, we consider the problem of decomposing the complete symmetric digraph
K∗n into directed 2-factors, which we define as follows. Let D be a digraph with n vertices.
For 2 ≤ m ≤ n, a directed cycle of length m in D is denoted by ~Cm. A directed 2-factor
of D is a spanning subdigraph of D that is a disjoint union of directed cycles. For integers
m1, . . . ,mt such that 2 ≤ m1 ≤ . . . ≤ mt and m1 + . . . + mt = n, a (~Cm1 , . . . , ~Cmt)-factor
of D is a directed 2-factor of D consisting of t pairwise disjoint directed cycles of lengths
m1, . . . ,mt, respectively. A (~Cm1 , . . . , ~Cmt)-factorization of D is a decomposition of D into
(~Cm1 , . . . , ~Cmt)-factors.
Definition 2.1 Let n be a positive integer and S ⊆ Z∗. The circulant digraph ~X(n;S) with
connection set S is the digraph whose vertex set is {ui : i ∈ Zn}, with an arc from ui to uj if
and only if j− i ∈ S. Such an arc (ui, uj) will be called of difference j− i (evaluated in Zn).
Definition 2.2 If D1 and D2 are vertex-disjoint digraphs, then D1 ./ D2 is the digraph
obtained by taking the union of D1 and D2 together with all possible arcs from D1 to D2
and from D2 to D1.
Definition 2.3 Let G be a graph. Then we say that S ⊆ E(G) covers a vertex x ∈ V (G) t
times if the vertex x is incident to exactly t edges of S.
In this paper we examine the existance of a (~Cm1 , ..., ~Cmt)-factorization of K
∗
n. An obvious
necessary condition is that 2 ≤ mi ≤ n, for each i = 1, 2, ..., t, and also m1+m2+...+mt = n.
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We can easily see that if there exists a solution for the Oberwolfach Problem (for n odd)
with cycles of lengths m1, ...,mt, then there exist a solution for the Directed Oberwolfach
Problem with cycles of lengths m1, ...,mt.
Observation 2.4 If OP (m1,m2, ...,mt) has a solution and n is odd, then OP
∗(m1,m2, ...,mt)
has a solution.
A solution for OP ∗(m1,m2, ...,mt) is obtained from a solution of OP (m1,m2, ...,mt) by
taking two copies of each 2-factor, and directing each cycle in the two 2-factors in two ways.
3 Results
In this section, we find a solution for some cases of the Directed Oberwolfach Problem
that cannot be solved using Observation 2.4. First, we consider two cases of the Directed
Oberwolfach Problem where the length of each cycle is more than two. These correspond to
the only known cases of the Oberwolfach Problem with variable cycle lengths that are known
to have no solution. Then, we examine some cases of the Directed Oberwolfach Problem
which have at least one cycle of length two.
Lemma 3.1 There exists a (~C4, ~C5)-factorization of K
∗
9 .
Proof. View K∗9 as the join K
∗
8 ./ K
∗
1 , where the vertex set of K
∗
1 is {u∞}, and K∗8 is
viewed as the circulant digraph ~X(8;S) with vertex set {ui : i ∈ Z8} and connection set
S = {±1,±2,±3, 4}. For i ∈ Z8, arcs of the forms (ui, u∞) and (u∞, ui) will be called of
difference ∞ and −∞, respectively. Define the permutation ρ = (u0 u1 . . . u7)(u∞).
Next define the directed 5-cycle
C0 = u1 u2 u∞ u6 u4 u1,
5
and the directed 4-cycle
C1 = u0 u7 u3 u5 u0.
Observe that R = {C0, C1} is a (~C4, ~C5)-factor of K∗9 (see Figure 1) containing exactly one
arc of each difference in the set
{±1,±2,±3, 4,±∞} .
Figure 1: The (~C4, ~C5)−factor R of K∗9 .
From the properties of R we conclude that
{ρi(R) : i ∈ Z8}
is a (~C4, ~C5)-factorization of K
∗
9 .
Lemma 3.2 There exists a (~C3, ~C3, ~C5)-factorization of K
∗
11.
Proof. View K∗11 as the join K
∗
10 ./ K
∗
1 , where the vertex set of K
∗
1 is {u∞}, and K∗10 is
viewed as the circulant digraph ~X(10;S) with vertex set {ui : i ∈ Z10} and connection set
S = {±1,±2,±3,±4, 5}. For i ∈ Z10, arcs of the forms (ui, u∞) and (u∞, ui) will be called
of difference ∞ and −∞, respectively. Define the permutation ρ = (u0 u1 . . . u9)(u∞). Next
define the two directed 3-cycles
C0 = u0 u1 u3 u0 and C1 = u2 u7 u∞ u2,
6
and the directed 5-cycle
C2 = u4 u8 u6 u9 u5 u4.
Observe that R = {C0, C1, C2} is a (~C3, ~C3, ~C5)-factor of K∗11 containing exactly one arc of
each difference in the set {
± 1,±2,±3,±4, 5,±∞
}
.
Figure 2: The (~C3, ~C3, ~C5)-factor R of K
∗
11.
From the properties of R we conclude that{
ρi(R) : i ∈ Z10
}
is a (~C3, ~C3, ~C5)-factorization of K
∗
11.
Theorem 3.3 Let n be an odd integer such that 7 ≤ n and also n ≡ i( mod 8) where
i = 1, 3. Then there exsits a (
n−3
2 ~C2, ~C3)-factorization of K
∗
n.
Theorem 3.4 For any integer n ≥ 5, the digraph K∗n admits a (~C2, ~Cn−2)-factorization.
Proof. Case n odd, n ≥ 7. Let ` = n−3
2
, and view K∗n as the join K
∗
2`+1 ./ K
∗
2 , where
the vertex set of K∗2 is {u∞1 , u∞2}, and K∗2`+1 is further viewed as the circulant digraph
~X(2` + 1;S) with vertex set {ui : i ∈ Z2`+1} and connection set S = {±d : d = 1, 2, . . . , `}.
For i ∈ Z2`+1 and j ∈ {1, 2}, arcs of the forms (ui, u∞j) and (u∞j , ui) will be called of
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difference ∞j and −∞j, respectively. The difference of the arcs (u∞1 , u∞2) and (u∞2 , u∞1)
remains undefined. Define the permutation ρ = (u0 u1 . . . u2`)(u∞1)(u∞2).
Let k = b `
2
c, and define the directed closed walk
C = u0 u−1 u1 . . . u−k uk u−(k+2) uk+1 . . . u−` u`−1 u` u∞2 u0.
It is not difficult to verify that C is in fact a directed (2` + 1)-cycle containing exactly one
arc of each difference in the set
{±1,±2, . . . ,±(`− 1), `,±∞1}.
Moreover, C is disjoint from the directed 2-cycle
C ′ = u−(k+1) u∞1 u−(k+1),
and hence R = {C,C ′} is a (~C2, ~Cn−2)-factor of K∗n containing exactly one arc of each
difference in the set
D = {±1,±2, . . . ,±(`− 1), `,±∞1,±∞2}.
Next, we define the directed (2`+ 1)-cycle
C ′′ = u0 u−` u1 u−(`−1) u2 . . . u−2 u`−1 u−1 u` u0
and the directed 2-cycle
C ′′′ = u∞1 u∞2 u∞1 .
Observe that R′ = {C ′′, C ′′′} is a (~C2, ~Cn−2)-factor of K∗n containing all arcs of difference −`,
as well as the two arcs of undefined difference. For an example, you can see the (~C2, ~C7)-
factors R and R
′
of K∗9 in Figure 3.
From the properties of R and R′ we conclude that
{ρi(R) : i ∈ Z2`+1} ∪ {R′}
is a (~C2, ~Cn−2)-factorization of K∗n.
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Figure 3: The (~C2, ~C7)-factors R and R
′
of K∗9 .
Case n even or n = 5. Now view K∗n as the join K
∗
n−1 ./ K
∗
1 , where the vertex set
of K∗1 is {u∞}, and K∗n−1 is viewed as the circulant digraph ~X(n − 1;S) with vertex set
{ui : i ∈ Zn−1} and connection set S = Z∗n−1. For i ∈ Zn−1, arcs of the forms (ui, u∞)
and (u∞, ui) will be called of difference ∞ and −∞, respectively. Define the permutation
ρ = (u0 u1 . . . un−2)(u∞).
First assume n = 5. We define two directed 3-cycles
C0 = u0 u1 u2 u0 and C1 = u3 u2 u1 u3,
and two directed 2-cycles
C ′0 = u3 u∞ u3 and C
′
1 = u0 u∞ u0.
Observe that each of R0 = {C0, C ′0} and R1 = {C1, C ′1} is a (~C2, ~C3)-factor of K∗5 . Let R2
and R3 be obtained from R0 and R1, respectively, by adding 2 to the subscript of each vertex.
It is not difficult to verify that {R0, R1, R2, R3} is a (~C2, ~C3)-factorization of K∗5 .
Next, assume n is even. Let k = dn−4
4
e, and define the directed closed walk
C0 = u0 u−1 u1 . . . u−k uk u−(k+2) uk+1 . . . u−n−2
2
un−4
2
un−2
2
u0.
It is not difficult to verify that C0 is in fact a directed (n− 2)-cycle containing exactly one
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arc of each difference in the set {
±1,±2, . . . ,±n− 2
2
}
.
Moreover, C0 is disjoint from the directed 2-cycle
C1 = u−(k+1) u∞ u−(k+1),
and hence R = {C0, C1} is a (~C2, ~Cn−2)-factor of K∗n containing exactly one arc of each
difference in the set {
±1,±2, . . . ,±n− 2
2
,±∞
}
= Z∗n−1 ∪ {±∞}.
For an example, you can see the (~C2, ~C8)-factor R of K
∗
10 in Figure 4.
Figure 4: A (~C2, ~C8)-factor of K
∗
10.
From the properties of R we conclude that
{ρi(R) : i ∈ Zn−1}
is a (~C2, ~Cn−2)-factorization of K∗n.
As a consequence of Theorem 3.4, we obtain a complete solution to the Directed Oberwol-
fach Problem with two tables and n odd.
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Corollary 3.5 Let 2 ≤ m ≤ n−2 and n be odd. Then K∗n admits a (~Cm, ~Cn−m)-factorization
if and only if (m,n) 6= (3, 6).
Proof.
Ifm = 2, then from Theorem 3.4, obviouslyK∗n admits a (~Cm, ~Cn−m)-factorization. Suppose
that m ≥ 3. Traetta [14] has proved that the Oberwolfach Problem for two tables has a
solution except for the case with two tables of size 3, and the case with a table of size 4 and
a table of size 5. Thus, OP (m,n − m) has a solution except for the cases (m,n) = (3, 6)
and (4, 9). Then, Observation 2.4 and Lemma 3.1 yield that OP ∗(m,n−m) has a solution
if and only if (m,n) 6= (3, 6).
Now, we consider the Directed Oberwolfach Problem in the case of t cycles of length 2 and
one cycle of length 3, where n = 2t+3. We proceed with the following notation and lemmas.
Notation 3.6 Let k be a positive integer and L = {1, 2, ..., bk
2
c}. Take {xi : i ∈ Zk} ∪ {yi :
i ∈ Zk} as the vertex set of K2k. For i ∈ Zk and d ∈ L, edges of the forms xixi+d and yiyi+d
will be called, respectively, edges of left and right pure length d. Edges of the form xiyi+d,
where i, d ∈ Zk, will be called edges of mixed difference d.
Let S be a subset of the edge set of K2k. Then, we define sets L(S),R(S),M(S),X (S),
and Y(S) as follows.
L(S) =
{
d ∈ L : xixi+d ∈ S, for some i ∈ Zk
}
,
R(S) =
{
d ∈ L : yiyi+d ∈ S, for some i ∈ Zk
}
,
M(S) =
{
d ∈ Zk : xiyi+d ∈ S, for some i ∈ Zk
}
,
X (S) =
{
i ∈ Zk : xiu ∈ S, for some u ∈ V (K2k)
}
,
Y(S) =
{
i ∈ Zk : yiu ∈ S, for some u ∈ V (K2k)
}
.
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Lemma 3.7 Let ` be a positive integer, and adopt the terminology from Notation 3.6. As-
sume K4` has 1-factors F1 and F2 such that
(i) F1 and F2 jointly contain exactly one edge of each (left and right) pure length, and
exactly one edge of each mixed difference, and
(ii) F1 and F2 each contain exactly one edge of pure length `.
Then K∗4`+1 admits a (~C2, ..., ~C2, ~C3)-factorization.
Proof.
ViewK∗4`+1 as the joinK
∗
4` ./ K
∗
1 , where the vertex set ofK
∗
1 is {u∞}, and V (K∗4`) = V (K4`).
Arcs of the forms (xi, xi+d) and (yi, yi+d), for d = 1, ..., 2` − 1, will be called arcs of left
and right, respectively, pure difference d. Arcs of the forms (xi, yi+d) and (yi+d, xi), for
d = 0, 1, ..., 2`− 1, will be called arcs of left and right, respectively, mixed difference d. Also
arcs of the forms (xi, u∞) and (yi, u∞) will be called of left and right, respectively, difference
∞, and arcs of the forms (u∞, xi) and (u∞, yi) will be called of left and right, respectively,
difference −∞. Define the permutation ρ = (x0x1...x2`−1)(y0y1...y2`−1)(u∞).
Now, assume that F1 and F2 are 1-factors of K4` which satisfy both of the assumptions (i)
and (ii). Let F
′
1 and F
′
2 be obtained from F1 and F2 respectively, by replacing each edge
uv, except edges of pure length `, by the directed 2-cycle u v u, and replacing each edge uv
of pure length ` by the directed 3-cycle u v u∞ u. Since F1 and F2 are 1-factors of K4`, and
each of F1 and F2 contains exactly one edge of pure length `, it is clear that F
′
1 and F
′
2 are
(~C2, ..., ~C2, ~C3)-factors of K
∗
4`+1. Morever, observe that each edge of pure length d in K4`,
where d 6= `, was replaced by two opposite arcs with the same endpoints; that is, arcs of
pure differences d and −d. Similarly, each edge of mixed difference d was replaced by two
opposite arcs with the same endpoints; that is, arcs left and right mixed difference d. Finally,
the edge of pure left (right ) length ` gave rise to one arc of pure left (right) difference `, one
arc of left (right) difference ∞, and one arc of left (right) difference −∞. Thus, jointly, F ′1
12
and F
′
2 contain exactly one arc of each left and right pure difference in the set{
1, ..., 2`− 1
}
,
exactly one arc of each left and right mixed difference in the set{
0, 1, ..., 2`− 1
}
,
and exactly one arc of each left and right difference ±∞.
From the properties of F
′
1 and F
′
2 we conclude that{
ρi(F
′
1) : i ∈ Z2`
}
∪
{
ρi(F
′
2) : i ∈ Z2`
}
is a (~C2, ..., ~C2, ~C3)-factorization of K
∗
4`+1.
Lemma 3.8 Let ` be a positive integer, and adopt the terminology from Notation 3.6. As-
sume K4`+2 has 1-factors F1 and F2 such that
(i) F1 and F2 jointly contain exactly one edge of each (left and right) pure length and exactly
one edge of each mixed difference, except mixed difference 0, and
(ii) F1 and F2 each contain exactly one edge of mixed difference 0.
Then K∗4`+3 admits a (~C2, ..., ~C2, ~C3)-factorization.
Proof. View K∗4`+3 as the join K
∗
4`+2 ./ K
∗
1 , where the vertex set of K
∗
1 is {u∞}, and
V (K∗4`+2) = V (K4`+2). Arcs of the forms (xi, xi+d) and (yi, yi+d), for d = 1, ..., 2`, will be
called arcs of left and right, respectively, pure difference d. Arcs of the forms (xi, yi+d) and
(yi+d, xi), for d = 0, 1, ..., 2`, will be called arcs of left and right, respectively, mixed difference
d. Also arcs of the forms (xi, u∞) and (yi, u∞) will be called of left and right, respectively,
difference ∞, and arcs of the forms (u∞, xi) and (u∞, yi) will be called of left and right,
respectively, difference −∞. Define the permutation ρ = (x0x1...x2`)(y0y1...y2`)(u∞).
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Now, assume that F1 and F2 are 1-factors of K4`+2 which satisfy both of the assumptions
(i) and (ii). Let F
′
1 and F
′
2 be obtained from F1 and F2 respectively, by replacing each edge
uv, except the edges of mixed difference 0, by the directed 2-cycle u v u, replacing one edge
of mixed difference 0 by the directed 3-cycle u v u∞ u, and the other by the directed 3-cycle
v u u∞ v. Since F1 and F2 are 1-factors of K4`+2, and each of F1 and F2 contains exactly
one edge of mixed difference 0, it is clear that F
′
1 and F
′
2 are (~C2, ..., ~C2, ~C3)-factors of K
∗
4`+2.
Morever, observe that each edge of pure length d in K4`+2 was replaced by two opposite arcs
with the same endpoints; that is, arcs of pure differences d and −d. Similarly, each edge of
mixed difference d, where d 6= 0, was replaced by two opposite arcs with the same endpoints;
that is, arcs of left and right mixed difference d.
Finally, one edge of mixed difference 0 gave rise to one arc of left mixed difference 0, one
arc of right difference ∞, and one arc of left difference −∞, while the other edge of mixed
difference 0 gave rise to one arc of right mixed difference 0, one arc of left difference ∞, and
one arc of right difference −∞. Thus, jointly, F ′1 and F ′2 contain exactly one arc of each left
and right pure difference in the set {
1, ..., 2`
}
,
exactly one arc of each left and right mixed difference in the set{
0, 1, ..., 2`
}
,
and exactly one arc of each left and right difference ±∞.
From the properties of F
′
1 and F
′
2 we conclude that{
ρi(F
′
1) : i ∈ Z2`+1
}
∪
{
ρi(F
′
2) : i ∈ Z2`+1
}
is a (~C2, ..., ~C2, ~C3)-factorization of K
∗
4`+1.
Theorem 3.9 If n ≥ 5 and n ≡ 1, 3, or 7 (mod 8), then K∗n admits a (~C2, ..., ~C2, ~C3)-
factorization.
Proof. It suffices to show that Kn−1 has 1-factors F1 and F2 that satisfy the assumptions
of Lemma 3.7 or 3.8. Then from Lemmas 3.7 and 3.8, we conclude that K∗n admits a
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(~C2, ..., ~C2, ~C3)-factorization. Label the vertices of Kn−1 and for any S ⊆ E(Kn−1), define
sets L(S),R(S),M(S),X (S), and Y(S) as in Notation 3.6. We have the following three
cases.
Case n ≡ 1 (mod 8). So n = 4`+ 1 for an even integer `. We show that K4` has 1-factors
F1 and F2 that satisfy the assumptions in Lemma 3.7.
Consider the following subsets of the edge set of K4`.
A1 = {xiy`−i : i = 1, 2, ..., `− 1},
A2 = {xiy`−1−i : i = `+ 1, `+ 2, ..., 2`− 2}, and
A3 = {x0x2`−1, y0y`, x`y2`−1}.
Let A = A1 ∪ A2 ∪ A3. Observe that
X (A1) =
{
1, 2, ..., `− 1
}
,
X (A2) =
{
`+ 1, ..., 2`− 2
}
,
X (A3) =
{
0, `, 2`− 1
}
,
Y(A1) =
{
1, 2, ..., `− 1
}
,
Y(A2) =
{
`+ 1, ..., 2`− 2
}
,
Y(A3) =
{
0, `, 2`− 1
}
.
Hence, X (A) = Y(A) = Z2` and A covers each vertex of K4` exactly once. Thus, A is a
perfect matching, and so the subgraph F1 = (V,A) is a 1-factor of K4`.
Observe also that the sets R(A1),R(A2),L(A1), and L(A2) are all empty, while
M(A1) =
{
0, 2, 4, ..., `− 2, `+ 2, `+ 4, ..., 2`− 2
}
,
M(A2) =
{
1, 3, ..., `− 3, `+ 3, `+ 5, ..., 2`− 1
}
.
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And also for the set A3 we have
M(A3) =
{
`− 1
}
,
R(A3) =
{
`
}
,
L(A3) =
{
1
}
.
Therefore, F1 is a 1-factor of K4` that contains exactly one edge of each left pure length in
L(A) =
{
1
}
,
exactly one edge of each right pure length in
R(A) =
{
`
}
,
and exactly one edge of each mixed difference in
M(A) =
{
0, 1, 2, ..., `− 1, `+ 2, `+ 3, ..., 2`− 1
}
.
Next, we construct the second 1-factor. Consider the following subsets of the edge set of
K4`.
B1 =
{
xix2`−i : i = 1, 2, ...,
`
2
− 1
}
,
B2 =
{
xix2`−i−1 : i =
`
2
,
`
2
+ 1, ..., `− 2
}
,
B3 =
{
yiy`−i : i = 1, 2, ...,
`
2
− 1
}
,
B4 =
{
yiy`−1−i : i = `, `+ 1, ...,
3`
2
− 1
}
,
B5 =
{
x0x`, x`−1y0, x 3`
2
y `
2
}
.
Let B = B1 ∪ B2 ∪ B3 ∪ B4 ∪ B5. Observe that the sets X (B3),X (B4),Y(B1), and Y(B2)
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are all empty, whereas
X (B1) =
{
1, 2, ...,
`
2
− 1, 3`
2
+ 1, ..., 2`− 1
}
,
X (B2) =
{ `
2
,
`
2
+ 1, ..., `− 2, `+ 1, ..., 3`
2
− 1
}
,
Y(B3) =
{
1, 2, ...,
`
2
− 1, `
2
+ 1, ..., `− 1
}
,
Y(B4) =
{
`, `+ 1, ..., 2`− 1
}
,
X (B5) =
{
0, `− 1, `, 3`
2
}
,
Y(B5) =
{
0,
`
2
}
.
Hence, X (B) = Y(B) = Z2`, and B covers each vertex of K4` exactly once. Thus, B is
perfect matching, and so the subgraph F2 = (V,B) is a 1-factor of K4`.
Also observe that we have
L(B1) =
{
2, 4..., `− 2
}
,
L(B2) =
{
3, 5..., `− 1
}
,
R(B3) =
{
2, 4..., `− 2
}
,
R(B4) =
{
1, 3..., `− 1
}
,
L(B5) =
{
`
}
,
M(B5) =
{
`, `+ 1
}
,
whereasR(B1),R(B2),R(B5),L(B3),L(B4),M(B1),M(B2),M(B3), andM(B4) are all empty.
Therefore, F2 is a 1-factor of K4` that contains exactly one edge of each left pure length in
L(B) =
{
2, 3, ..., `
}
,
exactly one edge of each right pure length in
R(B) =
{
1, 2, ..., `− 1
}
,
and exactly one edge of each mixed difference in
M(B) =
{
`, `+ 1
}
.
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It follows that F1 and F2 jointly contain exactly one edge of each left and right pure length
in {
1, 2, ..., `
}
and exactly one edge of each mixed difference in{
0, 1, 2, ..., 2`− 1
}
.
Observe also that F1 and F2 each contain exactly one edge of pure length `. Thus, F1 and
F2 are 1-factors of K4` that satisfy the assumptions in Lemma 3.7. For an example, the
1-factors F1 and F2 of K24 are illustrated in Figure 5.
Figure 5: 1-factors F1 and F2 of K24
.
Case n ≡ 3 (mod 8). So n = 4`+ 3 for an even integer `. In this case, we show K4`+2 has
two 1-factors that satisfy the assumptions in Lemma 3.8.
Consider the following subsets of the edge set of K4`+2.
A1 =
{
xiy`−i : i = 1, 2, ...,
`
2
− 1, `
2
+ 1, ..., `− 1
}
,
A2 =
{
xiy3`+1−i : i = `+ 1, `+ 2, ..., 2`
}
, and
A3 =
{
x0y0, x `
2
x`, y `
2
y`
}
.
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Let A = A1 ∪ A2 ∪ A3. Observe that
X (A1) =
{
1, 2, ...
`
2
− 1, `
2
+ 1, ..., `− 1
}
,
X (A2) =
{
`+ 1, `+ 2, ..., 2`
}
,
X (A3) =
{
0,
`
2
, `
}
,
Y(A1) =
{
1, 2, ...,
`
2
− 1, `
2
+ 1, ..., `− 1
}
,
Y(A2) =
{
`+ 1, `+ 2, ..., 2`
}
, and
Y(A3) =
{
0,
`
2
, `
}
.
Thus, X (A) = Y(A) = Z2`+1. Hence, observe that A covers exactly once each vertex xi and
yi of K4`+2. Therefore, the subgraph F1 = (V,A) is a 1-factor of K4`+2.
Also observe that for the sets A1, A2, and A3 we have
M(A1) =
{
2, 4, ..., `− 4, `− 2, `+ 3, `+ 5, ..., 2`− 3, 2`− 1
}
,
M(A2) =
{
1, 3, ..., `− 3, `− 1, `+ 2, `+ 4, ..., 2`− 2, 2`
}
,
M(A3) =
{
0
}
,
L(A3) =
{ `
2
}
,
R(A3) =
{ `
2
}
,
whereas L(A1),R(A1),L(A2), and R(A2) are all empty. Therefore,
L(A) =
{ `
2
}
,
R(A) =
{ `
2
}
, (1)
M(A) = Z2`+1 −
{
`, `+ 1
}
.
Next, we construct the second 1-factor. First, we define
j =
 `−104 if ` ≡ 2 (mod 4);3`−8
4
if ` ≡ 0 (mod 4).
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Consider the following subsets of the edge set of K4`+2.
B1 =
{
yiy2`−2−i : i = 0, 1, ..., j
}
,
B2 =
{
yiy2`−i : i = j + 3, j + 4, ..., `− 1
}
,
B3 =
{
xix2`−2−i : i = 0, 1, ..., j
}
,
B4 =
{
xix2`−i : i = j + 3, j + 4, ..., `− 1
}
, and
B5 =
{
xj+1xj+2, yj+1yj+2, x2`−1y2`−1, x`y2`, x2`y`
}
.
Subcase ` ≥ 8. Let B = B1 ∪B2 ∪B3 ∪B4 ∪B5. Observe that X (B1),X (B2),Y(B3), and
Y(B4) are all empty, while
Y(B1) =
{
0, 1, ..., j, 2`− j − 2, 2`− j − 1, ..., 2`− 2
}
,
Y(B2) =
{
j + 3, j + 4, ..., `− 1, `+ 1, ..., 2`− j − 3
}
,
X (B3) =
{
0, 1, ..., j, 2`− j − 2, 2`− j − 1, ..., 2`− 2
}
,
X (B4) =
{
j + 3, j + 4, ..., `− 1, `+ 1, ..., 2`− j − 3
}
,
X (B5) =
{
j + 1, j + 2, `, 2`− 1, 2`
}
,
Y(B5) =
{
j + 1, j + 2, `, 2`− 1, 2`
}
.
Since ` ≥ 8, we have 0 ≤ j ≤ `− 4. Consequently, X (B) = Y(B) = Z2`+1, that is, B covers
exactly once each vertex xi and yi of K4`+2. Thus, B is a perfect maching, and the subgraph
F2 = (V,B) is a 1-factor of K4`+2.
Furthermore, observe that if ` ≡ 2 (mod 4), then
R(B1) =
{
3, 5, ...,
`
2
− 2
}
,
R(B2) =
{
2, 4, ..., `
}
∪
{ `
2
+ 2,
`
2
+ 4, ..., `− 1
}
,
L(B3) =
{
3, 5, ...,
`
2
− 2
}
,
L(B4) =
{
2, 4, ..., `
}
∪
{ `
2
+ 2,
`
2
+ 4, ..., `− 1
}
,
whereas L(B1),L(B2),R(B3),R(B4),M(B1),M(B2),M(B3), and M(B4) are all empty.
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And if ` ≡ 0 (mod 4), then
R(B1) =
{
3, 5, ..., `− 1
}
∪
{ `
2
+ 2,
`
2
+ 4, ..., `
}
,
R(B2) =
{
2, 4, ...,
`
2
− 2
}
,
L(B3) =
{
3, 5, ..., `− 1
}
∪
{ `
2
+ 2,
`
2
+ 4, ..., `
}
,
L(B4) =
{
2, 4, ...,
`
2
− 2
}
,
whereas L(B1),L(B2),R(B3),R(B4),M(B1),M(B2),M(B3), and M(B4) are all empty.
Also observe that in both cases
R(B5) = L(B5) =
{
1
}
,
M(B5) =
{
0, `, `+ 1
}
.
Thus, F2 = (V,B) is a 1-factor of K4`+2 with
L(B) = L−
{ `
2
}
,
R(B) = L−
{ `
2
}
, (2)
M(B) = L−
{
0, `, `+ 1
}
.
Next, suppose that ` < 8. Note that in this case ` ∈ {2, 4, 6}.
Subcase ` = 6. Let B = B2 ∪ B4 ∪ B5. Observe that we have X (B2) = Y(B4) = ∅,
whereas
X (B4) = Y(B2) =
{
2, 3, 4, 5, 7, 8, 9, 10
}
,
X (B5) = Y(B5) =
{
0, 1, 6, 11, 12
}
.
Hence, X (B) = Y(B) = Z13, and F2 = (V,B) is a 1-factor of K26.
Furthermore, observe that L(B2),R(B4),M(B2) and M(B4) are all empty, whereas
R(B2) = L(B4) =
{
2, 4, 5, 6
}
,
R(B5) = L(B5) =
{
1
}
, and
M(B5) =
{
0, 6, 7
}
.
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Cosequently, (2) holds in this case as well.
Subcase ` = 4. Let B = B1 ∪B3 ∪B5. We have
Y(B1) = X (B3) =
{
0, 1, 5, 6
}
,
Y(B5) = X (B5) =
{
2, 3, 4, 7, 8
}
,
whereas Y(B3) = X (B1) = ∅.
Clearly, X (B) = Y(B) = Z9. Thus, F2 = (V,B) is a 1-factor of K18.
Also, observe that R(B3),L(B1),M(B1) and M(B3) are all empty, while
R(B1) = L(B3) =
{
3, 4
}
,
R(B5) = L(B5) =
{
1
}
,
M(B5) =
{
0, 4, 5
}
.
Consequently, (2) holds in this case, too.
Subcase ` = 2. In this case let
B =
{
x0x2, y0y2, x1y3, x3y1, x4y4
}
.
It is easy to verify that F2 = (V,B) is a 1-factor of K10 and satisfies (2).
From (1) and (2) conclude that in all cases F1 and F2 jointly contain exactly one edge of
each left and right pure length in L, and exactly one edge of each mixed difference in Z∗2`+1.
Observe also that each of F1 and F2 contains exactly one edge of mixed difference 0. Thus,
F1 and F2 are 1-factors of K4`+2 that satisfy the assumptions in Lemma 3.8. For an example,
the 1-factors F1 and F2 of K34 are illustrated in Figure 6.
Case n ≡ 7 (mod 8). So n = 4` + 3 for an odd integer `. Again, we shall construct
1-factors F1 and F2 of K4`+2 that satisfy the assumptions in Lemma 3.8.
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Figure 6: 1-factors F1 and F2 of K34
.
First, assume that ` > 1. Define the subsets of the edge set of K4`+2 as follows.
A1 =
{
xiy`−i : i = 1, 2, ..., `− 1
}
,
A2 =
{
xiy`−i : i = `+ 1, `+ 2, ...,
3`− 1
2
,
3`+ 3
2
,
3`+ 5
2
..., 2`
}
,
A3 =
{
x0y0, x`x 3`+1
2
, y`y 3`+1
2
}
.
Let A = A1 ∪ A2 ∪ A3. Observe that
X (A1) = Y(A1) =
{
1, 2, ..., `− 1
}
,
X (A2) = Y(A2) =
{
`+ 1, `+ 2, ...,
3`− 1
2
,
3`+ 3
2
,
3`+ 5
2
..., 2`
}
,
X (A3) = Y(A3) =
{
0, `,
3`+ 1
2
}
.
Hence, X (A) = Y(A) = Z2`+1, and A covers exactly once each vertex of K4`+2. Therefore,
A is a perfect maching and F1 = (V,A) is a 1-factor of K4`+2.
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Also observe that L(A1),L(A2),R(A1), and R(A2) are all empty, whereas
M(A1) =
{
1, 3, ..., `− 2, `+ 3, `+ 5, ..., 2`
}
,
M(A2) =
{
2, 4, ..., `− 1, `+ 2, `+ 4, ..., 2`− 1
}
,
M(A3) =
{
0
}
,
L(A3) =
{`+ 1
2
}
,
R(A3) =
{`+ 1
2
}
.
Thus, F1 = (V,A) is a 1-factor of K4`+2 with the following properties
L(A) =
{`+ 1
2
}
,
R(A) =
{`+ 1
2
}
, (3)
M(A) = Z2`+1 −
{
`, `+ 1
}
.
Now, we construct the second 1- factor. For this purpose, we consider two following subcases.
Subcase ` ≡ 1 (mod 4).
Define the following subsets of the edge set of K4`+2.
B1 =
{
xix2`−2−i : i = 0, 1, ...,
`− 9
4
}
,
B2 =
{
xix2`−i : i =
`+ 3
4
,
`+ 7
4
..., `− 1
}
,
B3 =
{
yiy2`−2−i : i = 0, 1, ...,
`− 9
4
}
,
B4 =
{
yiy2`−i : i =
`+ 3
4
,
`+ 7
4
..., `− 1
}
, and
B5 =
{
x `−5
4
x `−1
4
, y `−5
4
y `−1
4
, x`y2`, x2`−1y2`−1, x2`y`
}
.
First, assume ` ≥ 9. Let B = B1∪B2∪B3∪B4∪B5. Observe that while X (B3),X (B4),Y(B1),
and Y(B2) are all empty, we have
X (B1) = Y(B3) =
{
0, 1, ...,
`− 9
4
,
7`+ 1
4
,
7`+ 5
4
..., 2`− 2
}
,
X (B2) = Y(B4) =
{`+ 3
4
,
`+ 7
4
..., `− 1, `+ 1, `+ 2..., 7`− 3
4
}
,
X (B5) = Y(B5) =
{`− 5
4
,
`− 1
4
, `, 2`− 1, 2`
}
.
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Hence, X (B) = Y(B) = Z2`+1, and B covers each vertex of K4`+2 exactly once. Therefore,
F2 = (V,B) is a 1- factor of K4`+2.
Observe also that while R(B1),R(B2),L(B3),L(B4),M(B1),M(B2),M(B3) and M(B4)
are all empty, we have
L(B1) = R(B3) =
{
3, 5, ...,
`− 3
2
}
,
L(B2) = R(B4) =
{
2, 4, ..., `− 1
}⋃{`+ 5
2
,
`+ 9
2
, ..., `
}
,
L(B5) = R(B5) =
{
1
}
, and
M(B5) =
{
0, `, `+ 1
}
.
Therefore, F2 = (V,B) is a 1-factor of K4`+2 with
L(B) = L−
{`+ 1
2
}
,
R(B) = L−
{`+ 1
2
}
, (4)
M(B) =
{
0, `, `+ 1
}
.
Next, suppose that ` < 9. In this case we have ` = 5. Let B = B2 ∪B4 ∪B5.
Observe that while Y(B2) and X (B4) are empty, we have
X (B2) = Y(B4) =
{
2, 3, 4, 6, 7, 8
}
,
X (B5) = Y(B5) =
{
0, 1, 5, 9, 10
}
.
Clearly, F2 = (V,B) is a 1-factor of K22.
Also observe that
L(B2) = R(B4) =
{
2, 4, 5
}
,
L(B5) = R(B5) =
{
1
}
,
M(B5) =
{
0, 5, 6
}
,
while R(B2),L(B4),M(B2), andM(B4) are all empty. Hence, (4) holds in this case as well.
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Subcase ` ≡ 3 (mod 4).
First, assume ` ≥ 7. Consider the following subsets of the edge set of K4`+2.
B1 =
{
xix2`−i : i = 0, 1, ...,
`− 3
4
,
3`+ 3
4
,
3`+ 7
4
..., `− 1
}
,
B2 =
{
xix2`−i−1 : i =
`+ 1
4
,
`+ 5
4
...,
3`− 5
4
}
,
B3 =
{
yiy2`−i : i = 0, 1, ...,
`− 3
4
,
3`+ 3
4
,
3`+ 7
4
..., `− 1
}
,
B4 =
{
yiy2`−i−1 : i =
`+ 1
4
,
`+ 5
4
...,
3`− 5
4
}
,
B5 =
{
x 3`−1
4
y 7`−1
4
, x`y`, x 7`−1
4
y 3`−1
4
}
.
Let B = B1 ∪ B2 ∪ B3 ∪ B4 ∪ B5. Observe that Y(B1),Y(B2),X (B3), and X (B4) are all
empty, whereas
X (B1) = Y(B3) =
{
0, 1, ...,
`− 3
4
,
3`+ 3
4
,
3`+ 7
4
..., `− 1
}
∪{
`+ 1, `+ 2, ...,
5`− 3
4
,
7`+ 3
4
,
7`+ 7
4
..., 2`
}
,
X (B2) = Y(B4) =
{`+ 1
4
,
`+ 5
4
...,
3`− 5
4
,
5`+ 1
4
,
5`+ 5
4
...,
7`− 5
4
}
,
X (B5) = Y(B5) =
{3`− 1
4
, `,
7`− 1
4
}
.
Thus, X (B) = Y(B) = Z2`+1, and B covers each vertex of K4`+2 exactly once. Therefore,
F2 = (V,B) is a 1-factor of K4`+2.
Also observe that
L(B1) = R(B3) =
{
1, 3, ...,
`− 1
2
}
∪
{
2, 4, ...,
`− 3
2
}
,
L(B2) = R(B4) =
{`+ 5
2
,
`+ 9
2
, ..., `− 1
}
∪
{`+ 3
2
,
`+ 7
2
, ..., `
}
,
M(B5) =
{
0, `, `+ 1
}
,
while R(B1),R(B2),L(B3),L(B4),L(B5), and R(B5) are all empty.
Hence, F2 = (V,B) is a 1-factor of K4`+2 satisfying (4).
For ` < 7, we have ` = 3. Let
B =
{
x0x6, x1x4, y0y6, y1y4, x2y5, x3y3, x5y2
}
.
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It can be verified easily that F2 = (V,B) is a 1-factor of K15 that satisfies (4). Hence in all
cases with ` > 1, we have constructed 1-factors F1 and F2 that satisfy properties (3) and
(4).
Finally, suppose that ` = 1. In this case let
A =
{
x0y0, x1x2, y1y2
}
,
B =
{
x0y2, x1y1, x2y0
}
.
It is easy to see that F1 = (V,A) and F2 = (V,B) are two 1-factors of K7 with
L(A) = R(A) =
{
1
}
,
M(A) =
{
0
}
,
M(B) =
{
0, 1, 2
}
,
while L(B) and R(B) are empty.
Consequently, in all cases F1 and F2 jointly contain exactly one edge of each pure length
in L, and exactly one edge of each mixed difference in Z∗2`+1, and also each of F1 and F2
contains exactly one edge of mixed difference 0. Thus, F1 and F2 are two 1-factors of K4`+2
that satisfy the assumptions in Lemma 3.8. For an example, the 1-factors F1 and F2 of K30
are illustrated in Figure 7.
Observe that we have one missing case in Theorem 3.9, namely, n ≡ 5 (mod 8). In this
case we have the following lemma, which shows that the construction used in the proof of
Theorem 3.9 cannot be used in this case. However, we do not know whether or not K∗n
admits a (~C2, ..., ~C2, ~C3)-factorization in this case.
Lemma 3.10 If n ≡ 5 (mod 8), then Kn−1 does not have 1-factors F1 and F2 that satisfy
the assumptions in Lemma 3.7.
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Figure 7: 1-factors F1 and F2 of K30
.
Proof. Let n ≡ 5 (mod 8), so n = 4` + 1, where ` is an odd integer. Suppose, to the
contrary, that there exist 1-factors F1 and F2 of K4` that satisfy the assumptions in Lemma
3.7.
For i ∈ {1, 2}, define the following parameters:
εoi =
∣∣∣{xj : xjyj+d ∈ E(Fi), j, d ∈ Z2`, j ≡ 1 (mod 2), d ≡ 0 (mod 2)}∣∣∣,
εei =
∣∣∣{xj : xjyj+d ∈ E(Fi), j, d ∈ Z2`, j ≡ 0 (mod 2), d ≡ 0 (mod 2)}∣∣∣,
ωoi =
∣∣∣{xj : xjyj+d ∈ E(Fi), j, d ∈ Z2`, j ≡ 1 (mod 2), d ≡ 1 (mod 2)}∣∣∣,
λi =
∣∣∣{xjxj+d ∈ E(Fi) : j ∈ Z2`, d ∈ L, d ≡ 1 (mod 2)}∣∣∣,
ρi =
∣∣∣{yjyj+d ∈ E(Fi) : j ∈ Z2`, d ∈ L, d ≡ 1 (mod 2)}∣∣∣.
Observe that since ` ≡ 1 (mod 2), the total number of edges of odd left and odd right pure
length in K4` is
λ1 + λ2 =
`+ 1
2
and
ρ1 + ρ2 =
`+ 1
2
, respectively. (5)
Now, let A be the set of vertices xj with j odd. Observe that for each i = 1, 2, we have
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A = A
′
i ∪ A′′i where
A
′
i =
{
xj : xjyj+d ∈ E(Fi), j, d ∈ Z2`, j ≡ 1 (mod 2)
}
,
A
′′
i =
{
xj : xjxj±d ∈ E(Fi), j ∈ Z2`, d ∈ L, j ≡ 1 (mod 2)
}
.
Similarly, let B be the set of vertices yj with j even. Then for each i = 1, 2, we find that
B = B
′
i ∪B′′i where
B
′
i =
{
yj : xjyj+d ∈ E(Fi), j, d ∈ Z2`, j ≡ 0 (mod 2)
}
,
B
′′
i =
{
yj : yjyj±d ∈ E(Fi), j ∈ Z2`, d ∈ L, j ≡ 0 (mod 2)
}
.
Observe that |A| = |A′i|+ |A′′i | and |B| = |B′i|+ |B′′i |. Furthermore, for each i = 1, 2,
|A′i| = εoi + ωoi and
|B′i| = εei + ωoi .
Note that the number of vertices xj with j odd that are covered by edges of even left pure
length in Fi, for each i = 1, 2, is even. Hence
|A′′i | ≡ λi (mod 2).
Similarly, the number of vertices yj with j even that are covered by edges of even right
pure length in Fi, for each i = 1, 2, is even. Thus
|B′′i | ≡ ρi (mod 2).
Consequently, we have
|A′1|+ |A
′′
1 | ≡ εo1 + ωo1 + λ1 ≡ 1 (mod 2),
|B′1|+ |B
′′
1 | ≡ εe1 + ωo1 + ρ1 ≡ 1 (mod 2), (6)
|A′2|+ |A
′′
2 | ≡ εo2 + ωo2 + λ2 ≡ 1 (mod 2), and
|B′2|+ |B
′′
2 | ≡ εe2 + ωo2 + ρ2 ≡ 1 (mod 2).
Adding up the equations in (6) and using (5), we conclude that
εo1 + ε
e
1 + ε
o
2 + ε
e
2 ≡ 0 (mod 2).
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On the other hand, the number of even mixed differences in F1 and F2 is jointly
εo1 + ε
e
1 + ε
o
2 + ε
e
2 = ` ≡ 1 (mod 2),
which is a contradiction.
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