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Abstract
Person re-identification (Re-ID) usually suffers from noisy samples with background clutter and mutual occlusion, which makes it
extremely difficult to distinguish different individuals across the disjoint camera views. In this paper, we propose a novel deep self-
paced learning (DSPL) algorithm to alleviate this problem, in which we apply a self-paced constraint and symmetric regularization
to help the relative distance metric training the deep neural network, so as to learn the stable and discriminative features for person
Re-ID. Firstly, we propose a soft polynomial regularizer term which can derive the adaptive weights to samples based on both the
training loss and model age. As a result, the high-confidence fidelity samples will be emphasized and the low-confidence noisy
samples will be suppressed at early stage of the whole training process. Such a learning regime is naturally implemented under a
self-paced learning (SPL) framework, in which samples weights are adaptively updated based on both model age and sample loss
using an alternative optimization method. Secondly, we introduce a symmetric regularizer term to revise the asymmetric gradient
back-propagation derived by the relative distance metric, so as to simultaneously minimize the intra-class distance and maximize
the inter-class distance in each triplet unit. Finally, we build a part-based deep neural network, in which the features of different
body parts are first discriminately learned in the lower convolutional layers and then fused in the higher fully connected layers.
Experiments on several benchmark datasets have demonstrated the superior performance of our method as compared with the
state-of-the-art approaches.
Keywords: Person Re-identification, Deep Convolutional Neural Network, Self-Paced Learning, Metric Learning.
1. Introduction
Person re-identification (Re-ID) has become an active re-
search topic in the field of computer vision, because of its wide
application in the video surveillance community. Given one
single shot or multiple shots of a target, person Re-ID concerns
the problem of matching the same person among a set of gallery
candidates captured from the disjoint camera views [1–4]. It is
a very challenging task due to noisy samples with mutual oc-
clusion and background clutter that makes the large appearance
variations across different camera views [5, 6]. Therefore, the
∗Corresponding author: Tel.: +86-029-83395146; Fax: +86-029-83395175;
Email address: sanpingzhou@stu.xjtu.edu.cn (Sanping Zhou)
key to improve the identification performance is to learn the
stable and discriminative features for representation.
The fundamental person Re-ID problem is to compare an im-
age of each interested target seen in a probe camera view to
a large number of candidates captured from a gallery camera
view which has no overlap with the probe one [7]. If a true
match to the probe exists in the gallery, it should have a higher
similarity score as compared with the incorrect matches. Pre-
vious efforts for solving this problem primarily focus on the
following two aspects: 1) developing robust feature descriptors
to handle the variations in person’s appearance, and 2) design-
ing discriminative distance metrics to measure the similarity
of person’s images. For the first category, different cues are
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employed for the stable and discriminative features. Represen-
tative descriptors include the Local Binary Pattern (LBP) [8],
Ensemble of Local Feature (ELF) [9] and Local Maximal Oc-
currence (LOMO) [10]. For the second category, labeled im-
ages are used to train a distance metric, in which the intra-class
distance is minimized while the inter-class distance is maxi-
mized. Typical metric learning methods include the Locally
Adaptive Decision Function (LADF) [11], Large Margin Near-
est Neighbor (LMNN) [12] and Information Theoretic Metric
Learning (ITML) [13]. Since both line of works regard the
feature extraction and metric learning processes as two disjoint
steps, their performances are limited.
In the past two years, the deep convolutional neural network
(CNN) based methods [14–19] have been proposed to combine
the feature extraction and metric learning into an end-to-end
learning framework, in which a neural network is built to ex-
tract the stable and discriminative features under the supervi-
sion of a suitable distance metric. Benefit from the powerful
representation capability of the deep CNN, this line of meth-
ods have achieved promising results on the benchmark datasets
for person Re-ID. The relative distance metric [20] has been
widely used as loss function in the deep learning based methods
for visual recognition. Compared with the well-known softmax
loss [21], it is a better choice for the zero-shot recognition prob-
lem, because of the training set doesn’t have the same identity
with the testing set. The relative distance metric aims to maxi-
mize the relative distance between the positive pair and negative
pair in each triplet unit, which can generate a large number of
triplet inputs even using a small number of training samples.
Therefore, it is very suitable choice for the person Re-ID prob-
lem which not only is a zero-shot problem but also can only
provide the small-scale dataset for training.
To further improve the identification performance, our ob-
servation shows that the following three issues should also be
addressed in the learning process. Firstly, the order and weight
of training samples should be considered, as shown in Fig. 1,
otherwise it might be easy to cause the unstable learning due to
the noisy samples or outliers with mutual occlusion and back-
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Figure 1: Illustration of our SPL motivations in dealing with the noisy training
samples or outliers. The left column shows some typical positive candidates to
two anchor images, in which the similarity scores of these positive candidates
to the anchor vary from large to small with the incensement of indexes. The
right column shows the SPL training strategy , in which the derived weighting
scheme will adaptively update the sample weights according to the training loss
and model age. Therefore, high-confidence fidelity samples will be emphasized
and the the low-confidence noisy samples will be suppressed at early stage of
the whole learning process.
ground clutter. Secondly, it is unsuitable to directly apply the
distance metric to supervise the training process of deep CNN
without any regularization to the gradient back-propagation.
Because most of the deep learning tools, such as Caffe [22] and
Tensorflow [23], take the gradient back-propagation algorithm
to optimize the deep parameters. Thirdly, the neural network
should be relatively small and include the part processing mod-
ule, due to the person Re-ID is a fine-grained problem and the
dataset for person Re-ID is usually in small size. As a conse-
quence, it is very urgent to study the three aspects of problems
in the training process.
In this paper, we propose a novel deep self-paced learning
(DSPL) algorithm to adaptively update the weights to samples
and regularize the gradient back-propagation of relative dis-
tance metric [20] in the learning process, so as to further im-
prove the identification performance of deep neural network
for person Re-ID. In order to extract the stable and discrimi-
native features, we firstly build a part-based deep neural net-
work, in which the features of different body parts are discrim-
inately learned in the lower convolutional layers and then fused
in the higher fully connected layers. Then, we introduce the
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self-paced learning (SPL) theory [24] into the training frame-
work, in which samples can be ranked in a self-paced manner
by applying a novel soft polynomial regularizer term to adap-
tively update the weights according to both the model age and
sample loss in each iteration. Specially, the high-confidence fi-
delity samples will be emphasized and the the low-confidence
noisy samples will be suppressed at early stage of the whole
learning process. Therefore, the neural network can be trained
in a stable process by gradually involving the faithful samples
from easy to hard. In addition, a symmetric regularizer term is
introduced to overcome the drawback of relative distance met-
ric in gradient back-propagation. As a result, the intra-class dis-
tance is minimized and the inter-class distance is maximized by
regularizing the asymmetric gradient back-propagation in each
triplet unit. Extensive experimental results on several bench-
mark datasets have shown that our method performs much bet-
ter than the state-of-the-art approaches.
In summary, the main contributions of this paper can be high-
lighted as follows:
• We propose a novel DSPL algorithm to supervise the
learning of deep neural network, in which a soft polyno-
mial regularizer term is proposed to gradually involve the
faithful samples into training process in a self-paced man-
ner.
• We optimize the gradient back-propagation of relative dis-
tance metric by introducing a symmetric regularizer term,
which can convert the back-propagation from the asym-
metric mode to a symmetric one.
• We build an effective part-based deep neural network, in
which features of different body parts are first discrimi-
nately learned in the lower convolutional layers and then
fused in the higher fully connected layers.
The rest of our paper is organized as follows: Section 2 re-
views some of the related works. In Section 3, we describe the
proposed method, including the DSPL algorithm and deep neu-
ral network. The experimental results and corresponding anal-
ysis are presented in Section 4. Conclusion comes in Section 5.
2. Related work
In this section, we review two lines of related works, namely
the Person Re-ID and Self-Paced Learning, which are briefly
introduced in the following paragraphs.
2.1. Person Re-ID
Extensive works have been reported to address the person
Re-ID problem, which mainly focus on several aspects of the
issue, such as developing robust feature descriptors, designing
distinctive distance metrics and learning stable and discrimina-
tive deep features for representation. Blew we will give a brief
review of some representative ones.
The feature designing based methods mainly focus on devel-
oping robust feature descriptors which are invariant to the view
angles, lighting conditions, body poses and background clut-
ters. For example, Zhao et al. [10] learned a mid-level filter
from patch cluster to achieve cross-view invariance. In [25],
Liao et al. constructed a feature descriptor which analyzed the
horizontal occurrence of local features and maximized the oc-
currence to obtain a robust feature representation against view-
point changes. Ma et al. [26] presented the person image via
covariance descriptor which was robust to illumination changes
and background variations. In [27], Farenzena et al. augmented
maximally stable color regions with histograms for person rep-
resentation. Zhao et al. [28] learned the distinct salience fea-
tures to distinguish the matched person from others. In [29],
Chen et al. employed a pre-learned pictorial structure model to
localize the body parts more accurately. Wu et al. [30] intro-
duced a viewpoint invariant descriptor, which took the view-
point of the human into account by using what they called
a pose prior learned from the training data. In [31], Kvi-
atkovsky et al. investigated the intra-distribution structure of
color descriptor, which was invariant under certain illumination
changes. Li et al. [32] matched person images observed in dif-
ferent camera views with complex cross-view transformations
and applied it to the person Re-ID problem. These methods aim
to improve the person Re-ID performance by developing a fixed
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feature descriptor, however the adaptive feature learning is not
addressed.
The metric learning based methods aim to find a mapping
function from the feature space to another distance space where
feature vectors from the same person are more similar than
those from different ones. For example, Zheng et al. [33] pro-
posed a relative distance learning method from the probabilistic
prospective. In [34], Mignon et al. learned a distance met-
ric from the sparse pairwise similarity constraints. Pedagadi
et al. [35] utilized the LADF to map high dimensional features
into a more discriminative low dimensional space. In [8], Xiong
et al. further extended the LADF and several other metric learn-
ing methods by using kernel tricks and different regularizers.
Nguyen et al. [36] measured the similarity of face pairs through
the cosine similarity, which is closely related to the inner prod-
uct similarity. In [37], Loy et al. casted the person Re-ID prob-
lem as an image retrieval task by considering the listwise simi-
larity. Chen et al. [38] proposed a kernel based metric learning
method to explore the nonlinearity relationship of samples in
the feature space. In [39], Hirzer et al. learned a discrimina-
tive distance metric by using the relaxed pairwise constraints.
Prosser et al. [40] developed a ranking model using a support
vector machine. These methods learn a specific distance met-
ric mainly based on feature representation extracted by several
fixed feature descriptors, which may influence the performance
of metric learning.
Different from the above mentioned two lines of methods,
the deep learning based methods usually incorporate the fea-
ture extraction and metric learning into an end-to-end learning
framework, in which a deep neural network is built to extract
features from the input images and a distance metric is used to
compute the loss and back-propagate the gradients. For exam-
ple, Ahmed et al. [14] proposed a novel deep neural network
which took the pairwise images as inputs, and outputted a sim-
ilarity score indicating whether the two input images were the
same person or not. In [41], Xiao et al. applied a domain guided
dropout algorithm to improve the performance of deep CNN in
extracting general feature representations. Ding et al. [15] in-
troduced a triplet neural network to learn the relative similar-
ity under supervision of the triplet loss. In [42], Wang et al.
proposed a unified triplet loss and siamese deep architecture,
which can jointly extract single-image and cross-image feature
representations. Zhang et al. [43] incorporated the deep hash
learning into a triplet formulation and efficiently improved the
identification speed. In [44], Yi et al. constructed a siamese ar-
chitecture to learn pairwise similarity and used body part strat-
egy to design the neural network. Li et al. [45] proposed a novel
filter pairing neural network to model body part displacements
by using the patch matching layers to match the filter responses
of local patches. In [46], Chen et al. learned a view-specific
feature transformation by considering the camera correlation in
the deep learning framework. Yan et al. [47] proposed a pro-
gressive fusion framework based on the LSTM, so as to aggre-
gate the frame-wise human region representation and yield a
sequence level feature representation for person Re-ID. These
methods usually incorporate the feature extraction and metric
learning into a joint framework mainly based on the general
neural networks, such as AlexNet [21] and VGGNet [48], with-
out applying an effective part strategy in the neural networks,
which may be inappropriate for the person Re-ID problem.
2.2. Self-Paced Learning
The SPL theory is inspired by the cognitive process of hu-
man beings, where samples are involved into the training pro-
cess from easy to hard ones [49]. As an effective strategy to
suppress the side effects of noisy samples or outliers, the SPL
based methods have been witnessed the great successes in vari-
ous machine learning fields [24]. For example, Jiang et al. [50]
incorporated the diversity concept into a SPL framework to
deal with the event detection and action recognition problem.
In [51], Zhang et al. integrated the multiple-instance learning
problem into a SPL regime, so as to improve the performance in
co-saliency detection. Lee and Grauman [52] proposed a self-
paced approach to gradually learn from the complex samples
in visual category discovery. In [53], Supancic and Ramanan
applied the SPL theory to choose an appropriate framework
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Figure 2: The framework of our deep self-paced person re-identification method. Take the rare images as inputs, our method can effectively alleviate the side effects
of noisy training samples or outliers by imposing adaptive weights on them in the relative similarity comparison framework. The SPL constraint gives smaller
weights to the noisy low-confidence samples and larger weights to the clean high-confidence samples. As a result, the generalization ability of neural network can
be gradually strengthened to deal with the cross-view appearance variations.
to learn good appearance model for long-term tracking. Tang
et al. [54] proposed a self-paced domain adaptation method to
adapt a object detector from the image domain to the video do-
main. In [55], Li et al. proposed a multi-objective method to
enhance the convergence of the SPL based algorithms. Zhao et
al. [56] proposed a novel matrix factorization learning method-
ology by introducing a soft self-paced regularizer term to im-
pose adaptive weights to samples. In [57], Liang et al. proposed
a self-paced cross modal subspace matching method which can
gradually chooses the faithful samples to train the model by
updating weights in a self-paced manner. Lin et al. [58] de-
veloped a novel cost-effective framework to deal with the face
identification problem, which utilized the high-confidence and
low-confidence samples in both the self-paced and active user-
query way. These methods mainly apply the SPL theory in the
traditional metric learning framework, and we do not see its ap-
plication in the popular deep learning framework.
3. The proposed method
Let X = {Xi| (xai ,xpi ,xni )}Ni=1 be the triplet training units,
where {xai ,xpi } denotes the positive pair, {xai ,xni } represents
the negative pair andN denotes the number of total triplet units.
The goal of our deep architecture is to learn the filter weights
and biases that minimizes the ranking error from the output
layer. A recursive function for an K-layer deep model can be
formulated as follows:
Xki = Ψ(W
k ∗Xk−1i + bk),
i = 1, 2, · · ·, N ; k = 1, 2, · · · ,K; X0i = Xi.
(1)
where Wk denotes the filter weights of the kth layer, bk refers
to the corresponding biases, ∗ denotes the convolution oper-
ation, Ψ(·) is an element-wise non-linear activation function
such as ReLU, and Xki represents the feature maps gener-
ated at layer k for sample Xi. For simplicity, we simplify
the parameters of the neural network as a whole and define
W = {W1, · · · ,WK} and b = {b1, · · · ,bK}.
3.1. Deep self-paced person Re-ID
The idea of our method is shown in Fig 2, in which we aim
to learn a deep ranking model by using the relative similarity
comparison in a self-paced manner. The deep ranking model
learned in a self-paced manner can be formulated as follows:
L =
N∑
i=1
uiR(xai ,xpi ,xni )+G(u, λ, ϑ)+ζS(xai ,xpi ,xni )+ξP(W,b),
(2)
where u = [u1, . . . , uN ]T are the weights of all samples, λ, ϑ
are the model age parameters, ζ, ξ are the weights of regularizer
term. Our method can jointly pull the positive pairs and push
the negative pairs in each triplet unit. Specially, the relative
similarity term R(·) maximizes the relative distances between
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Figure 3: Illustration of the self-paced learning strategy and symmetric gradi-
ent back-propagation constraint used in the training process. The left figure
shows how the triplet units are gradually involved into the training process with
the model age going on, in which the solid triangles denotes the current chosen
training samples, and the dotted triangles represent the uninvolved or optimized
training samples. The top right figure shows the gradient flow derived by the
conventional triplet formulation and the one constrained by the symmetric regu-
larizer term. The bottom right shows the two corresponding motion trajectories
driven by the resulting gradient flows, in which our method can simultaneously
minimize the intra-class distance and maximize the inter-class distance in each
triplet.
the positive pairs and negative pairs, the self-paced regularizer
term G(·) updates the sample weights in a self-paced manner,
the symmetric regularizer term S(·) revises the gradient back-
propagation in a symmetric way, and the parameter regularizer
term P(·) smoothes the parameter of the deep CNN. In the fol-
lowing paragraphs, we explain these terms in detail.
Relative similarity term The relative similarity compari-
son metric has been widely applied in the object recognition
communities, such as the face verification [59] and person Re-
ID [15], which is formulated as follows:
R = max{M+ ‖f(xai )− f(xpi )‖22 − ‖f(xai )− f(xni )‖22, 0},
(3)
where M is the margin between positive pairs and negative
pairs in the distance space, and f(·) is the learned feature map-
ping function. As a result, the relative distance between positive
pairs and negative pairs are maximized, which is benefit to learn
a deep ranking model in distinguishing the different individuals.
As shown in Fig. 3, we argue that there are two drawbacks of
directly applying this metric to solve the person Re-ID problem
in deep learning framework, namely the equivalence of training
samples and asymmetric gradient back-propagation, which will
significantly weaken the generalization ability of the learned
deep ranking model on the testing data.
Self-paced regularizer term In the SPL theory, a self-paced
regularizer term is introduced to adaptively update the weights
of samples according to both the training loss and model age.
As shown in Fig. 3 (a), the easy samples will contribute more
than the hard samples when the model is young, and all the
samples will be involved equally when the model is mature. For
this purpose, we propose a novel soft polynomial regularizer
term, which is formulated as follows:
G = λ(1
t
‖u‖t2 −
1
ϑ
N∑
i=1
ui), (4)
where λ > 0 is the model age, 1 > ϑ > 0 is the mature
age, and t is the polynomial order. Different from the recent
self-paced regularizers, such as hard weighting [24] and soft
weighting [56], our method penalizes the loss according to the
value of polynomial order. As a result, the weighting scheme
deduced by our regularizer term can approach all of them.
Symmetric regularizer term The goal of our symmetric
regularizer term is to revise the asymmetric gradient back-
propagation deduced by the relative similarity comparison met-
ric. As a result, the intra-class distance can be minimized and
the inter-class distance can be maximized simultaneously in
each triplet unit, as shown in Fig. 3 (c). We penalize the de-
viation between two negative distances to keep the symmetric
gradient back-propagation, which is formulated as follows:
S = 1
γ
log (1 + exp (γZ)) , (5)
where Z = ∣∣‖f(xpi )− f(xni )‖22 − ‖f(xai )− f(xni )‖22∣∣ is the
deviation measured in the Euclid distance, and γ is the sharp-
ness parameter. As shown in Fig. 3 (b), we introduce F1 and F3
to jointly revise the back-propagation of negative sample and
positive sample in each triplet unit. What’s more 1, the strength
1For the detail analysis of how to control the direction, please refer to
Eq. (10) in the optimization section.
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and direction can be adaptively tuned according to the devia-
tion.
Parameter regularizer term In order to smooth the param-
eters of entire neural network, we define the following regular-
izer term:
P =
K∑
k=1
‖Wk‖2F + ‖bk‖22 , (6)
where ‖ · ‖2F denotes the Frobenius norm, and ‖ · ‖22 represents
the Euclidian norm.
3.2. Deep Neural Network
In order to incorporate feature extraction and metric learning
into an end-to-end framework, we propose a novel deep neural
network which applies the part strategy to learn and fuse fea-
tures from each individual. As shown in Fig. 4, the network
is consisted of three subnetworks, which are introduced in the
following paragraphs.
Global subnetwork It takes images in size of 230×80×3 as
input, and passes through two 64 learned filters of size 7×7×3
and 5×5×3, respectively. Then, the resulting feature maps are
passed through a max pooling kernel of size 3×3 with stride 3.
Finally, these feature maps are passed through a rectified linear
unit (ReLU).
Local subnetwork We firstly divided the input feature maps
into four equal horizontal patches across the height channel,
which introduces 4 × 64 local feature maps of different body
parts. Then, we pass each local feature maps through two con-
volutional layers, and both of them have 32 learned filters of
size 3 × 3. The outputs of the first and second local convo-
lutional layer are summarized using eltwise operation. After-
wards, the resulting feature maps are passed through a max
pooling kernel of size 3 × 3 with stride 1. Finally, we add a
rectified linear unit (ReLU) after each max pooling layer.
Fusion subnetwork It takes local feature maps of different
body parts as input, and learns discriminative features by con-
catenating two fully connected layers in each team. The dimen-
sion of the fully connected layers is 100 and a rectified linear
unit (ReLU) is added between them. Then, the resulting fea-
tures of the first four fully connected layers are concatenated to
be fused by adding another fully connected layer in dimension
of 400. Finally, the one 400 and four 100 dimensional features
are concatenated to further generate the output 800 dimensional
features.
3.3. Optimization
We use the gradient back-propagation method to optimize
the parameters of deep CNN and weights of training samples.
For simplicity, we consider the deep parameters as a whole and
define Ωk = [Wk,bk] and Ω = {Ω1, · · · ,ΩK}.
In order to employ the back-propagation algorithm to opti-
mize the deep parameters, we compute the partial derivative of
the loss function as follows:
∂L
∂Ω
=
N∑
i=1
uir(x
a
i ,x
p
i ,x
n
i )+ζs(x
a
i ,x
p
i ,x
n
i )+2ξ
K∑
k=1
Ωk, (7)
where the three terms represent gradient of the relative simi-
larity term, the symmetric regularizer term and the parameter
regularizer term, respectively.
We define T =M+‖f(xai )−f(xpi )‖22−‖f(xai )−f(xni )‖22,
therefore the gradient of relative similarity term can be formu-
lated as follows:
r =

∂R(xai ,xpi ,xni )
∂Ω , if T > 0;
0 , else.
, (8)
where ∂R∂Ω is formulated as follows:
∂R
∂Ω
= 2(f(xai )− f(xpi ))′ ·
∂f(xai )− ∂f(xpi )
∂Ω
−2(f(xai )− f(xni ))′ ·
∂f(xai )− ∂f(xni )
∂Ω
−2(f(xpi )− f(xni ))′ ·
∂f(xpi )− ∂f(xni )
∂Ω
.
(9)
By defining D = ‖f(xpi ) − f(xni )‖22 − ‖f(xai ) − f(xni )‖22,
then the gradient of symmetric regularizer term can be formu-
lated as follows:
s = η sign(D) · ∂D(x
a
i ,x
p
i ,x
n
i )
∂Ω
, (10)
where η = exp(γZ)/(1 + exp(γZ)) and sign(D) denote the
strength and direction in the symmetric back-propagation, and
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∂D
∂Ω is formulated as follows:
∂D
∂Ω
= 2(f(xai )− f(xni ))′ ·
∂f(xai )− ∂f(xni )
∂Ω
−2(f(xpi )− f(xni ))′ ·
∂f(xpi )− ∂f(xni )
∂Ω
. (11)
As shown in Fig. 5, the deduced strength and direction in con-
trolling the gradient back-propagation can be adaptively up-
dated according to the distance derivation, which is benefit to
promote the symmetric back-propagation.
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ferent weighting schemes, in which the left one shows that the deduced strength
and direction in controlling the gradient back-propagation can be adaptively
updated according to the distance derivation, and the right one shows that our
method can approach nearly all the weighting schemes by just tuning the poly-
nomial order.
In order to update the weights of samples in each iteration,
we deduce the closed form solution of the SPL model under the
proposed regularizer term. Because the soft polynomial regu-
larizer is convex in [0, 1], it is easy to derive the optimal solution
to minu∈[0,1]
∑N
i=1 uiR+ G(u, λ, ϑ) as follows:
u∗i =

1, if R < λ( 1ϑ − 1),
0, if R > λϑ ,
( 1ϑ − Rλ )1/(t−1), otherwise.
. (12)
The comparison with hard and soft weighting schemes are
shown in Fig. 5, in which our method can approach them by
tuning the polynomial order. If the loss is smaller than a thresh-
old λ/ϑ, it will be treated as an easy sample and assigned a pos-
itive weight; If the loss is further smaller λ(1/ϑ− 1), the sam-
ple is treated as a faithful sample weighted by 1. Therefore, the
easy-sample-first property [24] and soft weighting strategy [56]
are all inherited in our method.
From the above derivations, we can see that the deep pa-
rameters and sample weights can be easily optimized given
the values of f(xai ), f(xpi ), f(x
n
i ) and ∂f(xai )/∂Ω, ∂f(xpi )/∂Ω,
∂f(xni )/∂Ω, in which they can be obtained by separately run-
ning the forward and backward propagation by traveling all the
triplets in each mini-batch. As the algorithm needs to accu-
mulate the gradients in a self-paced way, we call it the self-
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Algorithm 1 The self-paced gradient descent algorithm
Input:
The training triplets X, learning rate τ , age updating rate
ω, maximum iterations H , margin parameters M, age pa-
rameters λ, ϑ, weight parameters ζ, ξ and sharpness parame-
ter γ.
Output:
The network parameters Ω.
repeat
1. Given an anchor sample xai , we randomly generate
200 triplets for each anchor in a mini-batch. Then, we calcu-
late the output features of f(xai ), f(xpi ) and f(x
n
i ) of all the
triplets by forward propagation.
repeat
a) Update the sample weights parameters u according
to Eq. (3) and Eq. (12);
b) Calculate ∂R
∂Ω
, ∂D
∂Ω
according to Eq. (9) and Eq. (11);
c) Increment the gradient ∂L
∂Ω
according to Eq. (7);
until Travel all the triplet units in each mini-batch.
2. Update the deep parameter Ωh+1 = Ωh− τh ∂L∂Ωh and
model age λh+1 = λh/ωh, with h← h+ 1.
until h > H
paced gradient descent algorithm. We show the process in Al-
gorithm 1.
4. Experiment
In this section, we firstly introduce the datasets, the param-
eter setting and the evaluation protocol. Then, we evaluate the
performance of our approach on five benchmark datasets, re-
spectively. Finally, we give a detailed analysis of the experi-
mental results.
4.1. Datasets and Settings
Datasets: Our experiments were conducted on five pub-
lic datasets: the VIPeR [9], 3DPeS [60], CUHK01 [32],
CUHK03 [45] and Market1501 [61]. Specially, VIPeR has
632 pedestrian image pairs captured outdoor with varying view-
points and illumination conditions. 3DPeS contains 1011 im-
age of 192 pedestrians captured from 8 outdoor camera views
with significantly different viewpoints. CHUK01 contains 971
pedestrians from two disjoint camera views. CUHK03 has
13164 images of 1360 pedestrians captured by six different
cameras. Market1501 contains 32668 images of 1501 identi-
ties, in which each identity is captured by six cameras at most
and two cameras at least. Each pedestrian has at least one sam-
ple under each camera view.
Parameter setting: The weights are initialized from two
zero-mean Gaussian distribution with the standard deviations
from 0.01 to 0.001, respectively. The bias terms are set to
0. The learning rate τ = 0.01, age updating rate ω = 0.9,
weight parameters ζ = 0.1, ξ = 0.01, sharpness parameter
γ = 0.9, age parameters λ = 0.6, ϑ = 0.75 and margin pa-
rameterM = 1.1.
Evaluation protocol: Our experiment follows the single-
shot protocol in [15], in which 316 pedestrians in the VIPeR
dataset, 96 pedestrians from the 3DPeS dataset, and 871 pedes-
trians of the CUHK01 dataset are randomly chosen to train the
network, and the others are used to evaluate the performance.
For the CUHK03 and Market1501 datasets, we use the provided
fixed training and testing set in our experiment. The perfor-
mance on the CUHK03 dataset is evaluated under the same
single-shot protocol, and the performance on the Market1501
dataset is evaluated under both the single-query and multi-query
evaluation settings as in [62]. The cumulative matching char-
acteristic (CMC) curve is used to measure the performance of
each method, which is an estimation of finding the corrected
top n match. Besides, the mAP is also used to evaluate the
performance on the Market1501 dataset. To obtain the statis-
tical results, we repeated the testing 10 times and reported the
average results.
4.2. Results
We compare our results with the following methods,
namely the Quadruplet [63], Bow [61], kLFDA [8],
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Table 1: Matching rates(%) on the VIPeR dataset.
Methods Top1 Top5 Top10 Top15 Top20
LOMO+XQDA [25] 40.00 68.13 80.51 87.37 91.08
Quadruplet [63] 49.05 73.10 81.96 −− −−
ME [64] 45.89 77.40 88.87 93.52 95.84
LMF+LADF [10] 43.39 73.04 84.87 90.85 93.70
SCSP [65] 53.54 82.59 91.49 95.09 96.65
Our method (Baseline) 45.57 68.67 78.48 81.65 83.86
Our method (DSPL) 56.32 83.04 92.01 93.78 95.88
Table 2: Matching rates(%) on the 3DPeS dataset.
Methods Top1 Top5 Top10 Top15 Top20
KISSME [31] 22.94 48.71 62.21 72.39 78.11
LF [35] 33.43 45.50 69.98 76.53 81.03
ME [64] 53.30 76.79 86.03 89.37 92.78
kLFDA [8] 54.02 77.74 85.92 90.04 92.38
SCSP [65] 57.29 78.97 85.01 89.52 91.51
Our Method (Baseline) 63.38 85.42 93.21 93.78 95.07
Our Method (DSPL) 72.23 90.69 95.34 96.78 97.51
SCSP [65], FPNN [45], LDNS [62], JSC [42],
LMNN [66], LOMO+XQDA [25], IDLA [14], CDVM [67],
LMF+LADF [10], KISSME [31], LSSCDL [68] and ME [64].
In order to show how much our DSPL method contributes
to the performance, we take the results of relative similarity
comparison metric as baseline. Comparison results on the
five datasets are shown in Table 1 to Table 5, respectively. In
these tables, the best performance is highlighted in red, and the
second best is is highlighted in blue.
For the VIPeR dataset, we compare our method with both
the traditional methods and the deep learning based method,
as shown in Table 1. From the results, we can see that our
DSPL outperforms the baseline method with 10.75% in Top
1 accuracy, which demonstrates its effective by introducing
the SPL and symmetric gradient back-propagation regulariza-
tion. What’s more, it outperforms the previous best performed
method SCSP [65] with 2.78% in Top 1 accuracy.
Table 2 lists the results on the 3DPeS dataset, in which
our baseline method gets the second best performance, con-
Table 3: Matching rates(%) on the CUHK01 dataset.
Methods Top1 Top5 Top10 Top15 Top20
KISSME [31] 29.40 59.34 71.45 80.09 88.12
LMNN [66] 21.17 49.49 61.12 69.93 78.32
IDLA [14] 65.00 89.33 92.04 93.74 96.51
JSC [42] 65.71 89.41 92.52 93.74 96.63
CDVM [67] 66.50 93.00 96.50 99.00 99.00
Our method (Baseline) 71.14 89.12 94.19 97.85 98.84
Our method (DSPL) 81.33 94.35 98.23 100.00 100.00
tributed by the part-based deep CNN architecture, and our
DSPL method achieves the best performance in all Top 1 to
Top 20 accuracies. Compared with previous best performed
method SCSP [65] on this dataset, our two methods outperform
it by 6.09% and 14.94% in Top 1 accuracy, respectively. In
addition, benefit from the SPL strategy and symmetric gradi-
ent back-propagation constraint used in our method, the DSPL
method wins the baseline method 8.85% in Top 1 accuracy.
In Table 3, we report the comparison results with the state-
of-the-art methods on the CUHK01 dataset, in which our DSPL
method achieves the best performance in all comparison groups
from Top 1 to Top 20. Specially, our baseline method outper-
forms the previous best method CDVM [67] with 4.64% in Top
1, which demonstrates the effective by applying the part-based
CNN to extract the feature representations. What’s more, our
DSPL method outperforms the baseline method and CDVM
method with 10.19% and 14.83% in Top 1, respectively.
For the CUHK03 dataset, we compare our method with sev-
eral state-of-the-art methods. The detail results are shown in
Table 4, in which our DSPL method also achieves the best per-
formance in all comparison groups from Top 1 to Top 20. Com-
pared with the previous best method CDVM [67], our baseline
method fall behind it by 1.08% in Top 1 accuracy, while our
DSPL method outperforms it by 14.77% in Top 1 accuracy.
Benefit from the DSPL and symmetric regularizer used in our
method, the DSPL method wins the baseline method by 15.85%
in Top 1 accuracy.
Finally, the Market1501 dataset is a newly proposed large
10
0 5 10 15 20
Rank Score
40
50
60
70
80
90
100
M
at
ch
in
g 
R
at
e 
(%
)
CMC curves on the VIPeR dataset
The Baseline Method, Top 1 = 45.57%
Baseline + Symmetry,   Top 1 = 50.95%
Baseline + SPL, Top 1 = 52.22%
The DSPL method, Top 1 = 56.32%
0 5 10 15 20
Rank Score
50
60
70
80
90
100
M
at
ch
in
g 
R
at
e 
(%
)
CMC curves on the 3DPeS dataset
The Baseline Method, Top 1 = 57.31%
Baseline + Symmetry,   Top 1 = 65.42%
Baseline + SPL, Top 1 = 68.34%
The DSPL method, Top 1 = 73.16%
0 5 10 15 20
Rank Score
70
75
80
85
90
95
100
M
at
ch
in
g 
R
at
e 
(%
)
CMC curves on the CUHK01 dataset
The Baseline Method, Top 1 = 71.14%
Baseline + Symmetry,   Top 1 = 76.34%
Baseline + SPL, Top 1 = 77.36%
The DSPL method, Top 1 = 81.33%
0 5 10 15 20
Rank Score
50
60
70
80
90
100
M
at
ch
in
g 
R
at
e 
(%
)
CMC curves on the CUHK03 dataset
The Baseline Method, Top 1 = 57.31%
Baseline + Symmetry,   Top 1 = 67.52%
Baseline + SPL, Top 1 = 69.43%
The DSPL method, Top 1 = 73.16%
0 5 10 15 20
Rank Score
60
65
70
75
80
85
90
95
100
M
at
ch
in
g 
R
at
e 
(%
)
CMC curves on the Market1501 dataset
The Baseline Method, Top 1 = 63.98%
Baseline + Symmetry,   Top 1 = 67.45%
Baseline + SPL, Top 1 = 68.41%
The DSPL method, Top 1 = 72.89%
Figure 6: Comparison results of each component that contributes to the final performance. From these results, we can conclude that the SPL training strategy
and symmetric constraint can continuously improve the identification performance and our DSPL method can get the best performance by incorporating the two
constraints into an end-to-end learning framework.
Table 4: Matching rates(%) on the CUHK03 dataset.
Methods Top1 Top5 Top10 Top15 Top20
LOMO+XQDA [25] 52.20 81.29 90.94 94.21 95.01
FPNN [45] 20.65 51.02 68.83 76.38 81.45
IDLA [14] 54.74 87.59 94.01 95.02 95.41
LSSCDL [68] 57.00 84.38 90.93 94.32 95.12
CDVM [67] 58.39 85.56 92.57 94.48 96.60
Our method (Baseline) 57.31 85.62 92.19 94.85 96.74
Our method (DSPL) 73.16 92.26 96.54 97.75 98.45
Table 5: Matching rates(%) on the Market1501 dataset.
Methods
Single-Query Multi-Query
Top1 mAP Top1 mAP
Bow [61] 34.38 14.10 42.64 19.47
kLFDA [8] 51.37 24.43 52.67 27.36
KISSME [31] 40.50 19.02 −− −−
LDNS [62] 61.02 35.68 71.56 46.03
SCSP [65] 51.90 26.35 −− −−
Our Method (Baseline) 63.98 38.21 79.52 53.01
Our Method (DSPL) 72.89 46.68 87.05 57.41
scale dataset for person Re-ID. The best performance was ob-
tained by a conventional method LDNS [62]. As illustrated in
Table 5, the proposed two methods outperform LDNS by 2.96%
and 11.87% in Top 1 accuracy under the single-query setting,
and 7.96% and 15.49% in Top 1 accuracy under the multi-query
setting, respectively. Again, our DSPL method wins the base-
line method by 8.91% and 7.53% in Top 1 accuracy under the
single-query and the multi-query evaluation settings, respec-
tively. For the mAP evaluation, the same conclusion can be
made.
Table 6: Matching rates by using different networks.
Networks VIPeR 3DPeS CUHK01 CUHK03 Market501
G-Net 39.28 50.31 54.35 42.12 45.54
P-Net 56.32 72.23 81.33 73.16 72.89
4.3. Analysis
In this section, we analyze the experimental results of our
method from two aspects, namely the effectiveness of each con-
tribution to the final performance and the robustness of our
method to different parameter settings. The detailed analysis
results are given in the following paragraphs.
Effectiveness of each contribution Firstly, we report some
intermediate results of each contribution in our method, namely
the baseline method, the baseline method + symmetric regular-
izer, the baseline method + SPL and the DSPL method, so as
to illustrate how much each of them contributes to the ranking
performance on the five datasets, respectively. The compari-
son results are shown in Fig. 6, from which we can make the
following two conclusions: 1) The baseline method can be im-
proved by separately incorporating the SPL strategy or the sym-
metric regularizer into the relative similarity comparison frame-
work; 2) The DSPL method significantly outperforms the base-
line method and the other two methods by jointly introducing
the SPL strategy and symmetric regularizer into an end-to-end
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learning framework. The above two points tell us that it is very
important to distinguish the reliability of samples and revise the
gradient back-propagation in the training process.
Table 7: Matching rates of the SPL with different loss functions.
Metrics VIPeR 3DPeS CUHK01 CUHK03 Market501
CL 42.35 54.81 67.61 51.43 57.61
CL+SPL 50.81 62.49 74.05 65.38 66.28
TL 45.57 57.31 71.14 57.31 63.98
TL+SPL 55.22 64.04 77.38 69.43 68.41
OurLoss 50.95 65.42 73.64 67.52 67.45
OurLoss+SPL 56.32 73.16 81.33 73.16 72.89
Secondly, we report two set of comparison results to eval-
uate the superiority of our part-based neural network and the
effectiveness of the SPL strategy with different distance met-
rics. For fair comparison, we keep other parts the same when
compare one specified part in all these experiments. In order to
evaluate the superiority of our part-based network, we build an-
other global network, in which we get rid of eight small convo-
lutional layers in the local subnetwork and take two large con-
volutional layers to replace them. The comparison results are
shown in Table 6, in which our part-based neural network out-
performs the global neural network in Top 1 accuracy on all the
five datasets. The reason may come from two aspect: 1) Dif-
ferent body parts have different importance in representing the
person appearance [14], and the part-based neural network al-
lows to learn different body parts discriminatively; 2) Dividing
the feature maps into different parts is a kind of data augmen-
tation, and the data augmentation is a common way to improve
the network performance in deep learning community. Besides,
we evaluate the effectiveness of the SPL strategy with three dif-
ferent distance metrics, namely the contrastive loss, the triplet
loss and the proposed loss. The comparison results are shown
in Table 7, in which the SPL strategy improves the baseline per-
formance of different metrics on all the five datasets. According
to our experience, the reason of why the SPL works is due to
the data distribution. As a fine-grained recognition task, person
images usually gather together in feature space when the repre-
sentation ability of the deep network is weak. At this time, easy
samples are more beneficial to steadily enhance the representa-
tion ability of neural network. When the representation ability
of deep model reaches a certain level, all the samples will be in-
volved into the training process to boost the final performance.
Parameter influence To the best of our knowledge, the mar-
gin parameter M, the weight parameter ζ and the age pa-
rameters λ, ϑ have major effects to the final ranking perfor-
mance in our DSPL method. The margin parameter M and
weight parameter ζ jointly control the symmetric gradient back-
propagation of the relative distance metric, and the age param-
eters λ, ϑ control the way of hard samples are involved into the
training process. In the following, we give an empirical analysis
of our method on the five datasets, respectively.
The results are shown in Fig. 7, in which our method achieves
its best performance by setting M = 1.1, ζ = 0.1 and λ =
0.6, ϑ = 0.75. We demonstrate the results from the follow-
ing four points: 1) Small margin M will make the candidate
positive and negative samples indistinguishable in the distance
space; while a large margin will lead to the numerical insta-
bility problem. 2) Small weight ζ will weaken the symmetric
constraint, which can lead to the asymmetric gradient back-
propagation; while large weight will enhance the symmetric
constraint, which is also harmful to computational stability. 3)
The meaning of λ is the current age of model, and small λ
will hinder the hard samples involved into the training process,
while large λ will lead the easy samples and hard samples in-
distinguishable in the training process. 4) The meaning of ϑ is
the mature age of model, and small ϑ will lead the hard sam-
ples involve into the training process too early, while large ϑ
will make only a small amount of hard samples are involved
into the training process. Therefore, we choose a moderateM,
ζ, λ and ϑ for the high-quality performance of the symmetric
gradient back-propagation and self-paced training process.
Some ranking examples To obtain more insight of the DSPL
method, some ranking examples on the five benchmark datasets
are shown in Fig. 8, in which person in green rectangle de-
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Figure 7: Influences of different parameter settings to the final performance. Specially, the first column shows how the symmetric regularizer term effects the
performance, in which our DSPL method get its best performance by settingM = 1.1, ζ = 0.1. The second column shows how the SPL strategy effects the
performance, in which our DSPL method get the promising results by setting λ = 0.6 and ϑ = 0.75 on the five benchmark datasets, respectively.
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Figure 8: The ranking results on the five benchmark datasets in single-shot
evaluation, in which person in green rectangle denotes the query image and
person in red rectangle represents the matched candidate.
notes the query image and person in red rectangle represents the
matched candidate. For each dataset, we give the comparison
ranking results of two methods, namely the baseline method
and the DSPL method, in the first and the second column re-
spectively. From these examples, we can conclude our DSPL
performs much better the baseline method. The main reason is
that our DSPL method applies the SPL strategy and symmetric
regularization in the training process, which have been effec-
tive to improve the person Re-ID performance. Compared with
the ranking results on the CUHK01 and CUHK03 dataset, we
find that our method can not always find the correct matches.
In the future, we will strive to find an optimal saliency detec-
tion modular in our neural network, so as to further improve
the ranking performance of cases as shown the CUHK01 and
CUHK03 datasets.
5. Conclusion
In this paper, we propose a novel person re-identification
method by incorporating the SPL strategy and symmetric reg-
ularizer to perform integrated feature learning and fusion in
an end-to-end deep framework. In order to extract the stable
and discriminative features, we build a part-based neural net-
work, in which the features of different body parts are first
discriminately learned in the lower convolutional layers and
then fused in the higher fully connected layers. The output
features are further fed into the relative similarity compari-
son metric to optimize the deep parameters in gradient back-
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propagation. By introducing the SPL strategy into the distance
metric, the sides effects of noisy samples or outliers can be alle-
viated by using a soft polynomial regularizer to adaptively up-
date the sample weights in each iteration. The asymmetric gra-
dient back-propagation is revised by introducing the symmet-
ric regularizer, therefore the intra-class distance is minimized
and inter-class distance is maximized in each triplet unit. Ex-
tensive experimental results on the VIPeR, 3DPeS, CUHK01,
CUHK03 and Market1501 datasets have shown that our method
outperforms most of the state-of-the-art approaches in person
re-identification.
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