Intelligible machine learning and knowledge discovery are important for modeling individual and social behavior, user activity, link prediction, community detection, crowd-generated data, and others. The role of the interpretable method in web search and mining activities is also very significant to enhance clustering, classification, data summarization, knowledge acquisition, opinion and sentiment mining, web traffic analysis, and web recommender systems.
The topic is interdisciplinary, bridging efforts of research and applied communities in Data Mining, Machine Learning, Visual Analytics, Information Visualization, and HCI. This is a novel and fast-growing area with significant applications, and potential.
Interactive Machine Learning and Visual Knowledge Discovery (VKD) enhance the analytical and the visualization methods for discovering hidden patterns in multidimensional data. The fundamental challenge for visual discovery in multidimensional data is that we cannot see n-D data with the naked eye, and need visual analytics tools ("n-D glasses"). This challenge starts at 4-D. Often multidimensional data are visualized by non-reversible, lossy dimension reduction methods such as Principal Component Analysis. While these methods are very useful, they can remove important information critical for knowledge discovery in n-D data, before starting finding n-D patterns, in addition to the difficulties interpreting the artificial features generated by such methods.
Therefore, the expansion of reversible lossless, and interpretable visualization methods, is important. The hybrid methods, which combine such reversible methods with non-reversible visualization, and ML methods open new wide opportunities for knowledge discovery in n-D data. The lossless displays are important because of the abilities: (1) to restore all attributes of each n-D data point from these graphs, (2) to leverage the unique power of human vision to compare in parallel the hundreds of their features, and (3) to speed up the selection of an appropriate n-D model.
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OUTLINE OF THE TOPICS
The tutorial includes the analysis of the major approaches: (1) to visualize Machine Learning models produced by the analytical ML methods, (2) to discover ML models by visual means, (3) to explain deep and other ML models by visual means, (4) to discover visual ML models assisted by analytical ML algorithms, (5) to discover an analytical ML model assisted by visual means.
The approach (1) has multiple goals in contrast with a specific goal of explanation in (3) . There are ML model visualizations that do not produce an explanation, but can create a basis for deriving it. Also, in (2) discovering ML models by visual means can be quite limited without assistance from analytical ML covered by (4) .
The presenter will review and compare reversible and nonreversible visual knowledge discovery methods such as General Line Coordinates, PCA, and Multidimensional Scaling, Manifolds and others. The successful real-world applications will be presented along with a discussion on how to apply these methods, in multiple domains. The presenter will use relevant material from Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author(s). Lossless visual representation of high-dimensional data will be introduced to participants, based on a new concept of the General Line Coordinates (GLC). Theoretical background will be provided, which includes the Johnson-Lindenstrauss lemma. The methods for combining GLC, with the embeddings of high-dimensional data, will be presented, to demonstrate the scalability of methods.
The tutorial is structured as follows. It starts with the motivation, then covers the approaches with case studies, and finishes with the conclusion and future work. Visual Knowledge Discovery is a computational paradigm based on visual representation of highdimensional data, ML models and algorithms, which produce these models. Several studies show that a wise use of VDM can efficiently solve certain problems, which are hard for pure analytical ML algorithms. This tutorial covers Visual Knowledge Discovery as the intersection of ML, HCI, and Visual Analytics. The VKD includes different lines of research.
• Visualization of ML models, produced by the analytical ML algorithms (visualization methods used to demonstrate ML models such as t-SNE, to show the superposition of input data/images with heat maps of model layers, dataflow graph in deep learning models, differences in the internal representations of objects, adversarial cases and others).
• Discovering ML models by visual means (lossless/reversible and lossy visual methods for n-D data representation based on Parallel and Radial Coordinates, RadVis, Manifolds, t-SNE General Line
Coordinates, Shifted Paired Coordinates, Collocated Paired Coordinates, and others).
• Explaining ML models including deep learning models by visual means (activation and weight visualization, heatmap methods, dependency analysis, monotonicity approach with Monotone Boolean chains; decision tree visualization, and others).
• Discovering visual ML models assisted by analytical ML algorithms, such as propositional and first order rules, random forests, CNN, decision trees, optimization based on genetic and other algorithms. 
RELEVANCE TO THE COMMUNITY AND REFERENCES TO RELATED RESOURCES
Interpretable ML is an area of the major interest for the broad audience especially for deep learning. The HCI aspect of the tutorial will provide insight on a human interface perspective. This tutorial emphasizes recent advances in methodologies for Interpretability and Explainable AI to understand and represent instance and model explanations using visualization, including very large datasets, embeddings, and deep models. 
FORMAT AND DETAILED SCHEDULE
The duration of this tutorial is 3 hours 30 min. The presenter splits time to present five topics (1)-(5) listed in the section "Outline of the topics" with more time devoted to topics (3)-(5) as containing the most important new results. The last 30 min are to present software, and discussion with the audience on the future research and applications. The tutorial contains many examples, and audience will be encouraged to generate similar examples.
SUPPORT MATERIALS TO ATTENDEES
The slides of the tutorial with the list of references will be available to the audience along with video recording.
