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Abstract
The aim of this paper is to give a complete classication for the module orderings which are
compatible with their ring ordering and that gives the same ordering on every module component
(Riquier orderings). These orderings have simple classications, based on the classication of
ring orderings. The orderings encountered in practice in commutative computer algebra usually
are Riquier orderings. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: Primary 06F25; secondary 13C99, 13P99
1. Introduction
The orderings on a polynomial ring are strictly related to the computation of Grobner
bases and the eciency of Buchberger algorithm; these orderings have been classied
by Robbiano [9]. Grobner bases and Buchberger algorithm have been generalized to
modules on a polynomial ring, see [6]. An unied approach to ring and module com-
putations is desirable, both for theoretical and implementation purposes. One approach
is the following: given a free module M :=Rr over the polynomial ring R= k[x] it is
possible to embed M in a overring S := k[x; y] in such a way that M is a subring of S.
Then, module operations may be performed by ring algorithms applied to the image
of M with minimal modications, see [2, 4].
Such approach needs a classication of the module orderings of computational
interest, preferably one that gives a unied representation of ring and module orderings.
 Corresponding author.
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In this paper, we give that simple classication for the Riquier orderings, i.e. the
module orderings which are compatible with their ring ordering and that gives the
same ordering on every module component (Theorem 17). A brief version of this
work, without proofs, has been presented as an ISSAC’96 poster [3]. The classi-
cation is obtained by embedding the module in a suitable polynomial ring and then
exploiting the ring orderings classication. The orderings encountered in practice in
commutative computer algebra usually are Riquier orderings, and they suce for the
classical operations in this eld (i.e. ideal=module operations, radical and resolution
computations, etc.).
More general module orderings are encountered, especially in problems coming from
dierential algebra and dierential equation solving. In this setting the classication
problem has been studied for Riquier orderings by Riquier [8], Thomas [15] and oth-
ers. Recently, Carra-Ferro and Sit [5] have studied more general, non-Riquier module
orderings. Reid and Rust [10{12] have classied all module orderings, after proving
that there exists more module orderings than the ones considered by Carra-Ferro and
Sit. For a complete discussion on the literature, see [11].
2. Term-orderings on rings
Let us start by recalling some notations. We denote by R := k[x1; : : : ; xn] the
n-indeterminate polynomial ring on a eld k, by Tn := fxa11 ; : : : ; xann j ai 2Ng the set
of the power products of R and by Log the monoid isomorphism from Tn to Nn
described by xa11 ; : : : ; x
an
n 7! (a1; : : : ; an). This isomorphism will be implicitly used there-
after. To ease the notation, we will often write a for (a1; : : : ; an); x for x1; : : : ; xn etc.
throughout this article. Our interest lies in total orderings on R which are compati-
ble with the monoid structure on Tn, and especially in term-orderings, the ones for
which t>1 8 t 2Tn. Term-orderings are of special interest from the computational
point of view since they are the kind of orderings used by the Buchberger algo-
rithm. The set of all the orderings of Tn is O(Tn), and the set of the term-orderings
is TO(Tn).
For the proof in this section, we refer to [7, 9].
Remark 1. (i) An ordering on Nn may be easily extended to an ordering on Zn.
(ii) An ordering on Zn may be easily extended to an ordering on Qn.
Hence, to give an ordering on k[x] it is sucient to give an ordering on Tn (or, by
Log, on Zn). The orderings on a polynomial ring has been completely classied; we
report here the characterization for term-orderings.
Theorem 2. Let  be an ordering on Qn. Then there exists a list u :=
(u1; : : : ; us) of rationally independent vectors in Rn such that
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(a) The map
 : (Qn; )! (Rs; lex)
v (v  u1; : : : ; v  us)
is linear; ordered and injective.
(b) If d(ui) is the dimension of the rational vector space spanned by the coordi-
nates of ui; then
sX
i=1
d(ui)= n:
If  is a term-ordering; then
(c) The rst non zero entry for every component is positive.
Vice versa; every list u := [u1; : : : ; us] of vectors which satisfy the conditions (a),
and (b) denes an ordering on Qn. If u satises condition (c) too; then it denes
a term-ordering.
Example 3. The vector list (with one element) [(1;
p
37)] denes a term-ordering 
on k[x; y] for which y>x3. The checking is easy, y> x3, (−3; 1) _(1;
p
37)>0,−3
+
p
37>0.
Denition 4. If ui 2Qn for each i: 1; : : : ; n, it is useful to view the vector list u as
a matrix, whose rows are u1; : : : ; us. In this case, for u to represent a total order-
ing, Det(u) has to be non zero. Such orderings are rational ordering. Matrices as-
sociated to rational term-orderings have the rst non zero entry for every column
positive.
Dierent matrices may give the same ordering. We refer to Schwartz [13] for a dis-
cussion of these problems.
Denition 5. Let  be an ordering on Tn. The set of positive terms of  is the set
P := fa2Nn j xa > 1g:
Note that giving the set of positive terms of an ordering is a way to dene it.
Remark 6. If u := [u1; : : : ; us] is a list of vectors dening the term-ordering ,
then the set of positive terms of  is the subset of the points p2Zn satisfying one of
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the following systems of equations=inequalities:
fu11x1 +   + u1nxn>0;(
u11x1 +   + u1nxn=0;
u21x1 +   + u2nxn>0;
...8>>>>>><
>>>>>>:
u11x1 +   + u1nxn = 0;
...
...
...
us−1 1x1 +   + us−1 nxn = 0;
us1x1 +   + usnxn > 0:
Example 7. The term-ordering  := deglex(x>y) on k[x; y] is described by the matrix"
1 1
1 0
#
:
The systems of equations=inequalities associated to  are
fx+y>0 and
(
x+y=0;
x>0:
In the picture below, the set PZ2 is described by the full dots.
2.1. Semi-ags
It is a natural question to characterize conditions a subset of Zn has to satisfy to
be the set of positive terms of some ordering. To answer, we have to examine the
geometry of such sets; we need some geometric denition. The topology is the usual
euclidean topology.
Denition 8. A maximal convex subset of Rn not containing the origin is a semi-ag
of Rn.
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Proposition 9. Let BRn be a semi-ag. Then B=Bn [    [B1; where
(a) Bn is an open n-dimensional halfspace of Rn not containing the origin; whose
closure contains the origin;
(b) for each n− 1  i  1; Bi is an open i-dimensional halfspace of Rn; not
containing the origin; contained in the border of Bi+1; and whose closure contains the
origin.
Proof. The set B is obviously a semi-ag. To show that every semi-ag has the same
structure of B, let C be a semi-ag and then take the interior of the closure of C. This
is an open n-dimensional halfspace of Rn not containing the origin, but whose closure
contains the origin. We have thus found Cn. The set C −Cn is a semi-ag of Rn−1
contained in the border of C, and thus iterating this procedure we nd Cn−1; : : : ; C1.
Denition 10. Let B be a semi-ag of Rn; the subset SB :=B\Zn is the skeleton of
B, and the sets Bi are the components of B.
An ordering denes a semi-ag and conversely.
Lemma 11. (a) Let  be an ordering on Tn. Then there exists a (not necessarily
unique) B semi-ag of Rn whose skeleton is equal to P;
(b) If B is a semi-ag of Rn; then there exists an ordering  on Tn such that
P=SB.
Proof. (a) Let B be a semi-ag of Rn. Then it is easy to check that the relation dened
by
xa xb, a− b2SB
is a total ordering on Tn compatible with the monoid operation.
(b) Let u := [u1; : : : ; us] be the list of vectors in Rn describing , and let the rst
r; 0  r  s vectors be in Qn. Then
fu11x1 +   + u1nxn>0;(
u11x1 +   + u1nxn=0;
u21x1 +   + u2nxn>0;
...8>>>>>>><
>>>>>>>:
u11x1 +   + u1nxn = 0;
...
...
...
ur−1 1x1 +   + ur−1 nxn = 0;
ur1x1 +   + urnxn > 0;
describe the subsets of Rn Bn; Bn−1; : : : ; Bn−r+1.
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Let Bj; n− r+1  j  n− s+1 be the subsets of Rn described by
8>>>>>>><
>>>>>>>:
u11x1 +   + u1nxn = 0;
...
...
...
uj−1 1x1 +   + uj−1 nxn = 0;
uj1x1 +   + ujnxn > 0:
It is easy to check that Bn; : : : ; Bn−s+1 are the rst s components of a semi-ag.
There exists many semi-ags which have rst components Bn; : : : ; Bn−s+1, and every
one of these satises the thesis. By the denition of Bn; : : : ; Bn−s+1 the skeleton of B
is equal to P (cf. Remark 6).
Remark 12. From the proof of the Lemma 11, it follows that for rational orderings
the associated semi-ag is unique. For more general orderings; this is not true.
Example 13. The term-ordering  := deglex(x>y) has been examined in the
Example 7. The semi-ag B associated to it is dened by
B2 := f(x; y)2R2 j x+y>0g[B1 :=
(
(x; y)2R2

(
x+y=0
x>0
)
:
Example 14. Consider the term-ordering  described by the vector list u :=
[(1;
p
37)] introduced in the Example 3. Two of the associated semi-ags are B and
C, whose components are, respectively,
B2 := f(x; y)2R2 j fx+
p
37y>0g; C2 := f(x; y)2R2 j fx+
p
37y>0g;
B1 :=
(
(x; y)2R2

(
x+
p
37y=0
x>0
)
; C1 :=
(
(x; y)2R2

(
x+
p
37y=0
y>0
)
:
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3. Module orderings
We are interested in the orderings on a nitely generated, free module over a poly-
nomial ring.
Denition 15. Let M be a free R module; feigi2S its unitary vectors and 2Tn; then
(i) the set MT (M) := ft ei j t 2Tng is the set of the module-terms of M ;
(ii) let a; b2Tn and m; n2MT (M). Then, a Riquier ordering  is a total ordering
on MT (M) such that
a> b) am> bm; m> n) am> an and m ei>n ei)m ej>n ej 8j2 S:
If a e1>e1 8a2TO(Tn), then  is a Riquier term-ordering.
Examples of Riquier orderings are given in Examples 21, 22, 23.
Example 16. Let R := k[x]2 and  the total module ordering on MT (R) dened by
xa ei > xb ej,
8>><
>>:
i= j=1 and a>b;
i= j=2 and a<b;
i>j:
It is easy to see that  is a total ordering on R2, but  is not a Riquier ordering, since
x e1> 1 e1 but x e2< 1 e2.
Theorem 17 (Classication theorem). Let  be an ordering on Tn and M be a free;
nitely generated R-module of rank r. Let  be a Riquier module ordering
on MT(M). Then there are k; (k  1); variables y1; : : : ; yk ; an ordering 0 on k[x; y]
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and t1; : : : ; tr power products of k[x; y] linearly independent on k[x] such that
(i) The module morphism
 : (M; )! (k[x; y]; 0)
ei ti
is ordered and injective.
(ii)  is the restriction of 0 to (M).
Proof. Since  is clearly injective, M is isomorphic to (M). To prove the theorem,
it suces to dene a semi-ag B of Rn+k such that  is ordered with respect to  and
the ordering 0 described by the skeleton of B on Tn+k .
Let ti be x
i; 1
1 ; : : : ; x
i; n
n for each 1  i  r. We associate to every module-term in M
a vector in Rn+k in a natural way
xaei Pa; i :=
0
@a1 + i;1; : : : ; an+ i; n; 0; : : : ; 1|{z}
n+i
; : : : ; 0
1
A :
Let us consider the subset 4 of ZnZr dened by
4 := fPa; i−Pb; j j xaei>xbejg
note that there are two kinds of the elements in 4:
(a1− b1; : : : ; an− bn; 0; : : : ; 0) given by Pa; i−Pb; i0
@a1− b1; : : : ; an− bn; 0; : : : ; 1|{z}
n+i
; : : : ; −1|{z}
n+j
; : : : ; 0
1
A given by Pa; i−Pb; j.
Note also that 0 =24.
Claim. There exists a convex subset C Rn+k which contains 4 but not the origin.
Since a semi-ag of Rn+k is a maximal convex subset of Rn+k which does not contain
the origin; there exists a semi-ag B which contains C; and hence 4. The skeleton
of B denes a term-ordering 0. Since the skeleton of B contains 4; we have that
xaei > xbej ,
0
@a1− b1; : : : ; an− bn; 0; : : : ; 1|{z}
n+i
; : : : ; −1|{z}
n+j
; : : : ; 0
1
A2 4
,(xaei)= xayi >0 xbyj =(xbej):
Hence  is ordered with respect to  and 0.
Proof of the claim. Let C := fPi ciPi jPi 2 4 and Pi ci=1g (the convex hull of 4).
This is a convex subset of Rn+k which contains 4. We have that 4C Rn+k . Then
we have only to prove that it does not contain the origin. Looking for a contradiction,
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we suppose that there exist 1; : : : ; v 24 such that
vX
i=1
cii=0; (1)
where
P
i ci  0. If the set of ci’s which satisfy (1) has real points, then it has rational
(and hence integer) points. Thus disproving (1) for integer ci’s is enough.
We then consider the list L := [1; : : : ; 1| {z }
c1
; : : : ; v; : : : ; v| {z }
cv
] and rewrite Eq. (1) as
X
2L
=0: (2)
Either all the elements of L have the last r components null, or they do not have
them. If they do not have them, there exists an element 2L whose ith; n+1  i 
n+ r component is 1. By Eq. (2), then there exists 0 in L whose ith component is
−1. Then let L0 :=L−f; 0g[ f+ 0g. The vector + 0 belongs to 4 since  is
compatible with the monoid operation, and
P
2L0=0. Since every application of the
above process to L gives a list with a lesser number of elements, after a nite number
of iterations all the elements of L are in 4 and have the last r components null. Thus,
every element i=(ci1; c
i
n; 0; : : : ; 0) of L comes from an inequality x
aieli>x
bieli , where
ai is the vector of the positive c
j
i and bi is the vector of the negative c
j
i . Since  is
a Riquier ordering, we may suppose that li=1 8i. That implies
x
P
i ai>x
P
i bi )
X
i
(ai− bi)=
X
i
i 6=0
a contradiction.
Remark 18. From Theorem 17, the classication of Riquier orderings derives easily
from the classication of ring orderings.
4. Some interesting Riquier module term-orderings classes
From the point of view of computational commutative algebra, there are two classes
of Riquier term-orderings which are especially signicant, the Riquier term-orderings
based on a ring term-ordering plus position considerations (cf. Example 21) and the
\weighted" Riquier term-orderings associated to syzygies and resolution computations
[2, 6] (cf. Example 22 and 23).
Denition 19. Let M be a free R-module of rank r; 2TO(Tn) and t1; : : : ; tr be power
products in Tn. A compatible module term-ordering  on M is a To+Pos+ term-
ordering if
t ei > t0 ej, t > t0 or t= t0 and i>j
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and a weighted term-ordering w.r.t. the power products m1; : : : ; mr in Tn if
t ei > t0 ej, tmi > t0mj or tmi= t0mj and i>j:
The matrices associated to the ring term-ordering  and lex(x1>x2>   >xr) will
be denoted by   and  lexr , respectively.
Remark 20. Using the notations of the classication theorem, it is easy to see that
given a free, nitely generated R-module M , there is a considerable degree of freedom
in the choice of the overring and of the embedding associated to a given module
term-ordering. In the following we exhibit two dierent choices of overring (with
term-ordering and associated matrix) and embedding for several examples. Clearly, the
smaller the number of new variables introduced, the more ecient is the handling of
the ordering.
Example 21. With the notation introduced above, A possible choice of overring and
embedding for the To+Pos+ module term-ordering is
 :M ! k[x; y];
ei yi;
 0 :=
"
[ ] 0
0 [ lexr ]
#
:
Another choice is
 :M ! k[x; y];
ei yi;
 0 :=
2
666664
2
664 
3
775
0
...
0
0    0 1
3
777775:
Example 22. With the notation introduced above, A possible choice of overring and
embedding for the weighted (w.r.t. the power products m1; : : : ; mr in Tn) module term-
ordering is
 :M ! k[x; y];
ei yi;
 0 :=
2
666664
2
664 
3
775
2
6664
u1 Log(m1)    u1 Log(mr)
...
...
...
un Log(m1)    un Log(mr)
3
7775
[0] [ lexr ]
3
777775;
where   := (u1; : : : ; un).
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If the number of variables x is n, another choice is
 :M ! k[x; y];
ei miyn−i+1;
 0 :=
2
666664
2
664 
3
775
0
...
0
0    0 −1
3
777775:
Note that 0 is not a term-ordering on k[x; y], but its restriction to (M) is.
Let us examine in detail a weighted term-ordering.
Example 23. Let M be the module (k[x1; x2])3. The term-ordering  on k[x] is
deg lex(x1>x2) and the compatible module term-ordering  on M is the multiweigthed
module term-ordering w.r.t. the power products x51 ; x
4
1x2; x
3
1x
2
2. A possible choice of
overring and embedding is
 :M ! k[x1; x2; y1; y2; y3];
ei  yi;
 0 :=
2
666666664
1 1 5 5 5
1 0 5 4 3
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
3
777777775
:
Another choice of overring and embedding is
 :M ! k[x1; x2; y];
e1 x31x
2
2y;
e2 x41x2y
2;
e3 x51y
3;
 0 :=
2
664
1 1 0
1 0 0
0 0 1
3
775 :
There are orderings on the overring that are not the ones induced by a Riquier
ordering of M via the embedding.
Example 24. Let M;  and  be as in Example 23. Then the term-ordering 0 on M
given by the matrix2
664
0 1 0
1 0 0
0 0 1
3
775
is not compatible with  through  , since x2 e3> x1 e1 but  (x2 e3)= x51x2y
3<0 x41x
2
2y
=  (x1 e1).
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