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Abstract 
During the last decade a lot of research efforts in the project schedul-
ing literature have concentrated on resource-constrained project schedul-
ing under uncertainty.  Most of this research focuses  on protecting the 
project due date against disruptions during execution.  Few efforts have 
been made to protect the starting times of intermediate activities.  In this 
paper, we  develop  a  heuristic algorithm for  minimizing a  stability cost 
function (weighted sum of deviations between planned and realized activ-
ity starting times).  The algorithm basically proposes a clever way to add 
intermediate buffers to a  minimal duration resource-constrained project 
schedule.  We  provide an extensive simulation experiment to investigate 
the trade-off between quality robustness (measured in terms of project du-
ration) and solution robustness (stability).  We address the issue whether 
to concentrate safety time in so-called project and feeding buffers in order 
to protect the planned project completion time or to scatter safety time 
throughout the baseline schedule in order to enhance stability. 
1  Problem Description 
The resource-constrained project scheduling problem (RCPSP) aims at minimiz-
ing  the duration of a  project subject to the finish-start,  zero-lag  precedence 
constraints and the renewable resource constraints. Many exact and heuristic 
algorithms have been described in the literature (for overviews:  Herroelen et al. 
(1998), Kolisch & Padman (1999),  Kolisch & Hartmann (1999), Brucker et al. 
(1999)  and Demeulemeester & Herroelen (2002))  for  solving the deterministic 
1 RCPSP. When uncertainty comes into play, it has been advocated that project 
planning practitioners should rely on the well known critical chain/buffer man-
agement  (CCjBM)  methodology  (Goldratt  1997),  a  heuristic  approach that 
tries to deliver good makespan protection (i.e.  quality  robust  schedules).  Re-
cently,  however,  stability or solution robustness  has become a central point of 
attention in project scheduling (Herroelen & Leus 2004). This means that given 
the uncertainty during execution, one would like the realized schedule to resem-
ble the projected schedule (as defined in section 3)  as  much as  possible.  This 
projected schedule was used to organize resources, negotiate contracts with sub-
contractors, etc.  Deviations from this projected schedule will induce stability 
costs,  which may include financial costs,  inventory costs or various organiza-
tional costs. 
For  projects with ample resource availability,  exact and suboptimal algo-
rithms have been developed to produce schedules under the objective of max-
imizing  solution robustness  (Leus  2003).  In a  recent  paper  (Van  de  Vonder 
et al.  2004), the authors have provided an extensive analysis of the results of a 
simulation experiment set up to investigate the trade-off between stability and 
makespan.  Research on the generation of stable baseline schedules in a project 
environment with constrained resources is still in a burn-in stage. Recently, Leus 
(2003) and Leus & Herroelen (2004) have proposed an exact resource allocation 
procedure for  a given baseline schedule. 
The main contribution of this paper is twofold.  We develop a heuristic proce-
dure for generating baseline schedules that exhibit acceptable quality and solu-
tion robustness in the presence of multiple activity disruptions and we provide a 
thorough analysis of the stability  /makespan trade-off in a resource-constrained 
project scheduling environment.  This analysis addresses the issue whether it is 
beneficial to protect the project makespan by concentrating buffers at the end 
of the project or to spread buffers throughout the baseline schedule in order to 
enhance stability.  For this purpose stability and makespan performance mea-
sures of the newly developed heuristic procedure are compared with results of 
CCjBM for  a wide range of project characteristics. 
The paper is organized as follows.  In the next section we present our heuris-
tic procedure for  generating stable resource-constrained baseline schedules and 
provide illustration on an example problem.  In Section 3 we  exploit the same 
problem instance to describe our implementation of the  CCjBM scheduling 
methodology for generating so-called buffered baseline schedules and unbuffered 
projected schedules.  Section 4 is devoted to the description of the computational 
2 experiment set up to examine the stability  /makespan trade-off.  The experi-
mental results are described in Section 5.  We conclude the paper with overall 
conclusions and suggestions for further research. 
2  A  heuristic  procedure  for  generating  stable 
resource-constrained schedules 
Leus  (2003)  and Van de Vonder  et al.  (2004)  describe  a  heuristic procedure 
for  generating buffered  baseline schedules  for  projects with ample  renewable 
resource availability.  Basically, their adapted float  factor  heuristic  (ADFF)  is 
an adaptation of the float factor model that was originally introduced by Tavares 
et al.  (1998)  to generate a schedule S  in which the start time of activity i  is 
obtained as Si(S) := si(ESS) + a(si(LSS) - si(ESS)), where a  E [0,1]  is  the 
so-called float factor,  si(ESS) denotes the earliest possible start time of activity 
i  and si(LSS) represents the latest allowable start time of activity i.  Both start 
times are derived from  critical path calculations for  a given project due date. 
Instead of using a single float factor a  for  all the activities,  ADFF adopts an 
activity  dependent float  factor  that is  calculated as  ai = f3d(f3i + 8i), where 
f3i  is  the sum of the weight of activity i  and the weights of all its transitive 
predecessors,  while 8i  is  the sum of the weights of all transitive successors of 
activity i. In doing so,  ADFF inserts longer time buffers in front of activities 
that would incur a high cost if started later than originally planned. 
Obviously, when applied to a resource-constrained project, ADFF scatters 
intermediate time buffers throughout a baseline schedule but does not prohibit 
resource conflicts from occurring because neither the early start schedule nor 
the late start schedule are guaranteed to be resource feasible. To ensure that the 
buffered baseline schedule is resource feasible, the ADFF procedure is modified 
as follows. 
The first  step is  to obtain a  good precedence and resource feasible  start-
ing schedule.  A number of exact procedures for  generating minimum duration 
schedules for  the RCPSP have been described in the literature (see  Demeule-
meester and Herroelen 2002)).  For illustrative purposes, we  use the branch-and 
bound procedure of Demeulemeester & Herroelen (1992,  1997)  for  generating 
a minimum makespan resource-constrained schedule.  The simple example net-
work of Figure 1 will be our vehicle of analysis. This network is  a 10-activity, 
zero-lag, finish-start activity-on-the-node network with 3 single-item renewable 
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Figure 2:  The minimum duration schedule 
resources, identified for each activity by the bracketed capital letters above the 
corresponding node. Activities 0 and 9 are dummies, respectively denoting the 
single start and end node of the project. The numbers below each node denote 
the corresponding expected activity duration to be used in generating a baseline 
schedule and a weight that denotes a relative cost of actually starting the activ-
ity one time unit earlier or later than originally planned in the baseline schedule. 
Activity 6, for example, has a planned duration of 9 periods, must be performed 
by single unit resource A and has a stability cost of 1.  The minimum duration 
schedule obtained by the branch-and-bound procedure is shown in Figure 2. 
The critical sequence, i.e.  the precedence and resource-constrained chain of 
activities that determines the 22-period makespan, is the chain <0,1,2,4,7,6,9>. 
The project due date is  set to 33,  a  50%  increase above the critical sequence 
length.  Note that alternative optimal schedules  are possible.  Figure  3  gives 
the corresponding right-justified schedule.  For every activity  i,  the float value 
"float[i]"  is  calculated as  the difference  between its latest allowable  starting 






Figure 3:  Right-justified schedule 
time (its starting time in the right-justified schedule) and its scheduled starting 
time in the minimum duration schedule (float[i] = si(LSS) - si(ESS)). Given 
the project due date of 33,  the latest allowable starting time of activity 5 is 
23  (as can be seen in Figure 3). Hence,  because s5(ESS)  =  11  we  find  that 
float[5] = 23 - 11 = 12. 
In a second step, the starting time of each activity i is calculated as SiCS)  := 
si(B&B) + ai(float[i]), where si(B&B) denotes the starting time of activity i 
in the minimum duration schedule (the schedule of Figure 2).  However,  using 
the ADFF float  factors  ai = fJi/(fJi + 8i) does  not ensure that the resulting 
SiCS)  are resource feasible. Indeed, although both the activity starting times in 
the minimum duration schedule and in the right-justified schedule are resource 
feasible,  this might not be the case for  the computed SiCS).  Table 1 gives the 
weights, floats  and ai's for  the example network when the project due date is 
fixed  at 33.  Figure 4 gives  us the resulting schedule,  in which we  observe the 
existence of a resource conflict:  activities 6 and 7 are concurrent users of the 
single resource item A between time 14 and time 15.2, which obviously violates 
the resource constraint. 
In order to obtain a precedence and resource feasible schedule, a set of dif-
ferent  float  factors  ai has to be used.  For  this purpose a  resource flow  net-
work is  constructed for  each resource type. A resource flow network (Artigues 
& Roubellat 2000)  identifies  how each single  item of a  resource is  passed on 
through a schedule. When a certain item of resource transfers from activity i to 
activity j  upon completion of activity i,  the flow  between those two activities 
5 si(B&B)  float[i]  weight[i]  duration[i]  (3i  c5i  ai  Si(S) 
0  0  0  0  0  0  31  0  0 
1  0  11  0  6  0  31  0  0 
2  6  11  0  2  0  26  0  6 
3  0  12  0  7  0  26  0  0 
4  8  11  0  3  0  26  0  8 
5  11  12  1  1  1  21  0.045  11.545 
6  13  11  1  9  2  20  0.09  14 
7  11  11  5  2  5  20  0.2  13.2 
8  11  16  4  6  4  20  0.167  13.667 
9  22  11  20  0  31  0  1  33 
Table 1:  Calculation of starting times for  Figure 4 
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Figure 4:  The schedule generated by standard ADFF 
will be positive.  Figure 5 represents the flow  network based on the schedule 
of Figure 2 for  all three single-unit resource types A,  Band C.  In general, of 
course, renewable resources can have availabilities that are larger than one. If 
that is  the case, multiple possible flow  networks can be constructed.  We have 
opted for  the procedure described by Artigues & Roubellat (2000)  to generate 
a feasible resource flow network for each resource type. 
The original project network will now be modified as follows.  Every pair of 
activities i  and j  that are not (directly or transitively) ordered in the original 
project network and for  which there is a positive flow flowing from  i  to j  in the 
resource flow  network, will be linked by an extra precedence constraint. In this 
way, we obtain an adapted network as depicted in Figure 6. The computation of 
the ai's taking into account the extra precedence constraints is shown in Table 
2.  The corresponding final schedule is shown in Figure 7.  For obvious reasons, 
we will later refer to this procedure as the resource flow  dependent .fioat factor 
6 (-) 
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Figure 5:  The resource flows for  the example network 
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Figure 6:  The adapted project network with extra flow-based precedence rela-
tions 
(RFDFF) heuristic. 
3  Critical chain buffer management (CC  IBM) 
In the experimental set-up of the next section,  the above-described RFDFF-
heuristic will be compared with CC/BM. Critical Chain Scheduling/Buffer Man-
agement (CC/BM) - the direct application of the Theory of Constraints (TOe) 
to project management (Goldratt 1997) - has received a lot of attention in the 
project management literature. The fundamental working principles of CC/BM 
have been reviewed by Goldratt (1997),  Newbold (1998)  and Herroelen & Leus 
(2001).  CC/BM builds a baseline schedule using aggressive median or average 
activity duration estimates.  The safety in the durations of activities that was 
cut away by selecting aggressive duration estimates is concentrated at the end 
of the schedule in  the form  of a  project  buffer  (PB)  that should protect the 
7 si(B&B)  float[i]  weight[i]  duration[i]  (3i  8i  ai  Si(S) 
0  0  0  0  0  0  31  0  0 
1  0  11  0  6  0  31  0  0 
2  6  11  0  2  0  31  0  6 
3  0  12  0  7  0  31  0  0 
4  8  11  0  3  0  31  0  8 
5  11  12  1  1  1  21  0.045  11.545 
6  13  11  1  9  7  20  0.259  15.852 
7  11  11  5  2  5  21  0.192  13.115 
8  11  16  4  6  4  20  0.167  13.667 
9  22  11  20  0  31  0  1  33 
Table 2:  Calculation of starting times for  Figure 7 
Deadline 
3  88 




Figure 7:  The baseline schedule generated by the RFDFF heuristic 
project due date from variability in the critical chain activities.  The critical 
chain is  defined as  the chain of precedence and resource dependent activities 
that determines  the overall duration of a  project.  Feeding  buffers  (FE)  are 
inserted whenever a non-critical chain activity joins the critical chain.  This ba-
sically means that non-critical chains are pushed back in time.  By doing this, 
new resource conflicts can be invoked. The literature is  not that clear on how 
those conflicts should be solved.  For executing a project, on the other hand, 
the CC/EM approach does not rely on the buffered schedule but on a so-called 
projected schedule.  This schedule is  precedence and resource feasible,  contains 
no buffers and is to be executed according to the roadrunner mentality, i.e.  the 
so-called gating tasks (activities with no non-dummy predecessors)  are started 
at their scheduled start time in the buffered schedule while the other activities 
are started as  soon as  possible.  The projected schedule is  recomputed when 
8 disruptions occur.  Neither the buffered schedule nor the projected schedule are 
constructed with a view to stability (solution robustness,  i.e.  the insensitivity 
of planned activity start times to schedule disruptions). In this section we  will 
explain the implementation of CC/EM that we  use  in the remainder of this 
paper. 
First, we solve the deterministic RCPSP by running the branch-and-bound 
code of Demeulemeester & Herroelen (1992, 1997). Because CC/EM starts with 
an as late as possible baseline schedule, we run the procedure on the inverse net-
work and reverse the resulting schedule again to obtain a right-justified resource 
feasible unbuffered schedule. For our example network of Figure 1,  this results 
in the schedule of Figure 8, where we identify the critical chain as the sequence 
<0,2,1,4,7,6,9>.  Remark that this critical chain differs  slightly from  the one 
obtained in the previous section. The order of the unrelated activities 1 and 2 
is  reversed because the code was executed on the reversed network. This will 
obviously not affect the project makespan. 
Besides identifying the critical chain, we now also have to compute the feed-
ing buffers. For the example network in Figure 1, clearly three non-critical chains 
can be discovered.  CC/EM adds feeding buffers between the last activity of the 
non-critical chains and the activity of the critical chain where this feeding chain 
joins the critical chain. In the example, we will add three feeding buffers, namely 
between the activities 3 and 4,  5 and 6 and 8 and 9.  For the time being, the size 
of a feeding buffer is set to 50%  of the length of its feeding chain.  The buffer 
sizing decision will be further examined in a later section. 
As was already mentioned earlier and as has been demonstrated by Herroe-
len and Leus  (2001),  simply pushing back in time the feeding chains to make 
room for  the feeding  buffers  may introduce new resource conflicts. Instead of 
using some heuristic to resolve these resource conflicts,  we  opt for  a complete 
rescheduling procedure in which the buffers are properly sized and considered 
as extra dummy activities with positive duration and no resource requirements, 
whiie assuring that the sequential order of the critical chain activities is  kept 
unchanged. For the example network, this results in the buffered baseline sched-
ule of Figure 9 where three feeding buffers and a 50%  project buffer have been 
inserted. 
For  executing a  project,  however,  CC/EM does  not rely  on this  buffered 
baseline schedule, but on the so-called projected schedule, which has been intro-
duced earlier in this section.  The alert reader will observe that the construction 
of such a projected schedule requires some additional information, which can 
9 time  22 
Figure 8:  The right-shifted minimal duration schedule 
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Figure 9:  The buffered CC  / EM baseline schedule 
for  example be obtained by fixing  the flows  of a  resource flow  network.  The 
derivation of the earliest possible activity starting times in the projected sched-
ule not only depends on the original precedence constraints, but also  on the 
resource flows  between activities. All activities that pass on resources to other 
activities should be completed by the time these other activities start. Clearly, 
when disruptions occur during project execution, the projected schedule has to 
be recomputed. Figure 10 shows the initial projected schedule for  our example 
network.  Activities 5 and 8  are pushed back in time until the finish  time of 
activity 4.  Remark that there is obviously no resource flow  between activities 5 
and 8 so that they can be scheduled concurrently. 
4  Set-up of the computational experiment 
In this section, we describe our experimental set-up that is  used to investigate 
the trade-off between quality robustness and solution robustness.  We  use the 
RanGen software developed by Demeulemeester et al.  (2003)  to generate net-
10 time  24.5 
Figure 10:  The initial CC  / BM projected schedule 
I low I medium I  high I 
n  10  20  30 
OS  0.3  0.5  0.7 
RF  0.5  0.75  1 
RC  0.3  0.5  0.7 
Table 3:  Parameter settings for factorial experiment 
work instances.  Every network is  characterized by the number of activities n 
and by the order strength as  (Mastor 1970), which is  a  measure to describe 
the density of the network (aS is defined as the number of precedence relations, 
including the transitive ones,  divided by the theoretical maximum number of 
such precedence relations).  In the experiment, four different resource types are 
considered. The resource usage is defined by two parameters: the resource factor 
(RF)  and the resource  constrainedness  (RC).  The resource factor reflects the 
average number of resource types used by an activity (Pascoe 1966).  RF = 1 
thus means that all activities require all resource types in a  certain quantity. 
This quantity is  specified  by  the resource  constrainedness  (Patterson 1976), 
which defines  the average portion of the resource availability that is  used by 
an activity.  RC =  0.5  means that the average usage of an activity that needs 
a  certain resource  type,  equals half the availability  of that type.  We  set up 
a  factorial  experiment to investigate the impact of these parameters on the 
makespan/stability trade-off.  The settings for  the parameters in the factorial 
design can be found in Table 3.  Because a full factorial design would boil down 
to 81  (= 34)  parameter combinations, we  will examine only the main effects 
of the parameters.  For  every examined parameter combination,  100  network 
instances are generated. 
11 The activity weights (apart from the weight of the dummy end activity) are 
drawn from a uniform distribution between 0 and 4. These weights represent the 
cost incurred when the corresponding activity would start one time unit earlier 
or later than planned. The weight of the dummy end activity, which identifies 
the cost of completing the project later than planned, is defined by the weighting 
parameter wp.  This weighting parameter is the ratio between the weight of the 
dummy end activity and the average of the distribution of all other activity 
weights (= 2 in this case). We allow wp  to fluctuate from 1 to 15  and we  redo 
all calculations for each discrete intermediate value. 
Given a certain network, we  compute the CCjBM schedule as proposed in 
section 3.  Then,  100 executions are simulated using a  right-skewed beta dis-
tribution for  the actual activity durations (mean duration value equal to the 
deterministic duration used in the baseline schedule,  minimum value equal to 
half the baseline duration and maximum value equal to 2.25 times the baseline 
duration). For every execution, the makespan performance and the stability cost 
are computed. The evaluation measure for makespan performance is the timely 
project completion probability (TPCP) that expresses the probability that the 
project will end before the project due date for certain parameter settings. Sta-
bility is measured as the weighted sum of deviations between planned and actual 
activity start times. Obviously both measures depend highly on the project due 
date. For this reason, stability and makespan performance are recalculated for 
different project due dates. More precisely, we add a project buffer, whose size 
is expressed as a fraction of the critical chain length, to the due date of the base-
line schedule. This fraction is incrementally increased from an aggressive 0% to 
200%,  which ensures a very safe project buffer.  Figure 9 shows us an exam-
ple of such a project buffer, where 50% of critical chain length has been added 
to the due date.  Stability cost is  also dependent on the weighting parameter, 
because the weighted sum of deviations also includes the possible tardiness of 
the project completion, multiplied by the weight of the last activity,  which is 
defined by the wp.  Thus, all stability calculations have to be repeated for  the 
considered range of wp values. 
The aim of this paper is  to compare stability and makespan performance 
for  a makespan protecting schedule and a stable schedule.  CCjBM was chosen 
as  a  method that protects the project makespan,  while  the above-described 
RFDFF will  be used as  a  heuristic  for  maximizing the stability.  Thus,  the 
same measures should be calculated for the RFDFF-heuristic. However, for this 
heuristic,  the values  of wp  and the project due date do  not  only  affect  the 
12 performance measures, but also the baseline schedules (the schedule in Figure 
7 assumed wp  = 10 and due date = 33). Thus for  each combination of wp  and 
due date prolongation (expressed as a percentage of the critical chain length) a 
completely new schedule has to be computed. Afterwards, averages over the 100 
executions are compared between  CC/BM and RFDFF for  any combination 
of parameter setting, weighting parameter and project due date. Results and 
interpretations are given in the following sections. 
Note that CC/BM and RFDFF do not result in the same minimal project 
due date.  For  RFDFF,  0%  of project due date prolongation means that the 
project due date equals the critical chain length found by the RCPSP procedure. 
Contrarily, in CC/BM  the critical chain does not necessarily start at time 0 
because of the insertion of the feeding buffers.  For example, in Figure 10,  we 
remark that activity 2 only starts at time 2.5. This results in a project due date 
of 24.5 instead of 22, the value obtained by the RCPSP procedure of Figure 2. 
We will call this delay of 2.5 time-units the critical chain delay.  Thus,  adding 
a zero-sized project buffer to the CC/BM schedule results in a makespan that 
equals the CC length plus CC delay.  In order to obtain an honest comparison 
between both methods, we  add the critical chain delay to the due date that is 
imposed to RFDFF in order to ensure that both methods have equal due dates. 
5  Experimental results 
All previous sections served to introduce the algorithms and the experimen-
tal set-up that we  need to investigate whether it is  advantageous to protect a 
schedule only for  makespan performance or  also  for  stability.  Protecting for 
makespan performance, as done by CC/BM, certainly produces a high  TPCP. 
On the other hand, protecting individual activities for  possible disruptions, as 
done by RFDFF, decreases the stability cost. The interesting issue addressed in 
this section is the magnitude of the loss of makespan performance when protect-
ing the intermediate milestones.  We also investigate the impact of all parameter 
settings on the makespan/stability trade-off. 
5.1  Impact of the weighting parameter (wp) 
In this section, we  study the results for  increasing values of the weighting pa-
rameter. A higher wp  means that the cost of not meeting the proposed project 
due date increases.  Note that the advocates of the CC/BM philosophy typically 
13 assume that this weight is rather high. We allow the wp to fluctuate between 1 
and 15, while all other parameter settings are kept constant (aS =  0.5, RF = 
0.75,  RC =  0.5). 
When wp  =  1,  we  notice that the RFDFF schedule  needs on average  a 
prolongation of 100% of the critical chain length (above the critical chain length 
plus delay)  in order to ensure a 95%  TPCP.  A 50% percent prolongation, only 
guarantees an average of 77% of the projects to finish on time.  For CC/BM, on 
the other hand, a project buffer of 31 % of critical chain length already protects 
the makespan in 95% of all cases.  The stability cost for this makespan protective 
schedule  is  rather high  (compared  to the RFDFF schedule),  but because  a 
100% project prolongation is simply infeasible, there is not much choice but to 
incur the high stability cost of CC/BM to ensure good makespan performance. 
However, the setting wp  = 1 seems rather unrealistic for  many real-life projects 
because the cost of not meeting the project due date will most probably exceed 
the cost of not meeting an average planned activity starting time. 
When wp  increases, RFDFF devotes more attention to project completion. 
A  larger portion of the total buffer size will be placed in front of the dummy 
ending activity. This improves the makespan performance. For example, for  wp 
=  3,  45% of critical chain prolongation already ensures the proposed makespan 
to be met in 95%  of all cases.  Obviously,  although makespan performance is 
still better for  CC/BM (remains 31%  because the schedule is  independent of 
wp), this is a valuable alternative for  CC/BM because stability costs are much 
lower. Likely, some project managers would opt for such a strategy. 
For projects with an even higher wp, this effect will still be stronger. When wp 
=  15, postponing the due date by 28% of critical chain length already results in 
a 95%  TPCP. Surprisingly, this is less than the 31% for  CC/BM. The reason for 
this is that the critical chain delay that occurs at the beginning of the CC/BM 
schedule, will  be put at the end of the RFDFF schedule.  Thus, when wp  is 
very high,  the total buffering at the end of the project can become larger for 
RFDFF than the project buffer inserted by CC/BM. This will be especially the 
case when the critical chain delay is large. 
All of this results in a paradoxical conclusion. The CC/BM philosophy tries 
to protect project  completion because it assumes that project completion is 
much more important than the timely completion of intermediate activities (ac-
tually CC/BM rejects the use of milestones). However, the above remarks show 
us that exactly when the weight of the ending project activity is  high,  CC/BM 
becomes hard to defend.  Even if  we would make abstraction of the critical chain 
14 delay, we see that the huge advantage of RFDFF in stability cannot be compen-
sated by the difference in makespan performance.  We summarize the trade-off 
between makespan and stability in Figure 11. The bold curve indicates the ratio 
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Figure 11:  Comparing RFDFF and CC/BM for total buffering equal to 50% of 
CC length 
between the CC/BM stability cost for  a 50% project due date delay compared 
to the RFDFF stability cost for  the same due date. Obviously this advantage 
of RFDFF decreases for  higher wp,  but the difference remains substantial for 
every wp  value considered.  The dashed curve, on the other hand, denotes the 
difference in TPCP percentage points between CC/BM and RFDFF. This ad-
vantage in makespan performance of  CC  /BM seems  to decrease much more 
rapidly for increasing wp. 
The above conclusions are very similar to the ones found in Van de Vonder 
et al. (2004) for the non-resource-constrained case.  However, we must note that 
in both papers different assumptions have been made concerning the stochastic 
distributions of activity weights.  To solve this inconvenience Figure 12  repre-
sents the makespan/  stability trade-off for the same networks, parameter settings 
(including activity weights distribution) and disturbances of Figure 11 when re-
sources are not considered to be a restricting factor.  We remark that Figure 11 
and Figure 12 also show an equal impact of the wp  on both measures of perfor-
mance.  Relaxing the resource constraints does lower stability cost, but almost 
equally for RFDFF and CC/BM. So, the stability cost ratio will hardly change. 
The difference in TPCP percentage points also shifts marginally between both 
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Figure 12:  Comparing RFDFF and CC/EM for total buffering equal to 50% of 
CC length in the non-resource-constrained case. 
n  CC/BM due date  CC length  CC delay 
=a  =b  =  a-b 
10  34.9  33.9  1.0 
20  69.4  65.4  4.0 
30  103.7  96.0  7.7 
Table 4:  Critical chain length in function of n 
5.2  Impact of the number of activities 
In  the previous section we  examined the trade-off between quality robustness 
and solution robustness for varying wp  values, other project settings being kept 
constant. In this section we will investigate the impact of the number of activities 
(n)  in the network on the previous conclusions. 
While n was always kept equal to 20 in the previous settings, we have rerun 
all  calculations  for  networks  of 10  and 30  activities.  Table  4  shows  us  the 
average critical chain length and the average deterministic CC/EM due date 
for  the three examined values  of  n.  We  note that the  CC/EM due date is 
proportional to the number of activities.  Important to remark is that also the 
critical chain delay increases with an increasing number of activities. 
Figure 13 represents the difference in required due date delay to ensure a 95% 
TPCP  between RFDFF and CC/EM. We  immediately observe that both the 
trade-off and the paradox that we  introduced in the previous section persists. 
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Figure 13:  The impact of non makespan performance for RFDFF and CC/EM 
which will favour  RFDFF.  Also,  the more  activities are in the network,  the 
better RFDFF becomes for  very high  wp  values.  This can be explained by 
the positive correlation between n and the critical chain delay.  A large critical 
chain delay means that CC/EM has a buffer at the beginning of the schedule, 
while the stable schedule can spread this buffer over all activities. If  wp is very 
high,  RFDFF will concentrate this delay at the end of the schedule and thus 
protect the makespan.  By consequence,  a larger number of activities leads to 
an increasingly better makespan performance for  the quality robust schedules 
when wp is high. 
When the number of activities exceeds 30, our stable heuristic may consume 
a lot of computational time on some instances. The bottleneck in the heuristic 
is obviously the branch-and-bound procedure, that, although very efficient, may 
consume a lot of CPU time for  a specific combination of as,  RF and RC.  In 
this case, we would have to truncate it or to replace it by a heuristic procedure 
for solving the RCPSP. Our results have indicated that this excessive CPU time 
requirement is  only needed by a few  network instances. Thus, we  have put an 
upper limit on the CPU time allowed for  the branch-and bound procedure. If 
this time limit is surpassed, the suboptimal truncated branch-and-bound result 
will be used. 
5.3  Impact of the order strength 
In this section we analyze the effect of the order strength on the stability  jmakespan 
trade-off.  Figure 14 reveals the difference in required due date delay to obtain 
17 os  CC IBM due date  CC length  CC delay 
=a  =b  =  a-b 
0.3  64.4  61.4  3.0 
0.5  69.4  65.4  4.0 
0.7  76.6  72.5  4.1 
Table 5:  Critical chain length in function of as 
95%  TPCP between CC/BM and RFDFF for order strenghts respectively equal 
to 0.3, 0.5  and 0.7.  We  note that the advantage of CC/BM continues to exist 
until a higher wp  value when the density of the network increases. For example 
for  a  wp  =  6,  there is  still an obvious advantage in makespan for  as  =  0.7, 
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Figure  14:  The impact  of  as  on makespan  performance  for  RFDFF  and 
CC/BM 
Table 5 indicates that the CC/BM project due date and critical chain delay 
increase for increasing as, but this effect is much smaller than for the number of 
activities.  By consequence, we observe in Figure 14 that for  large wp  values the 
difference in required due date delay between both methods is  not dependent 
on as.  A higher order strength favours  CC/BM for  every wp  and thus makes 
the trade-off less explicit. 
18 OS  CC/BM due date  CC length  CC delay 
=a  =b  =  a-b 
0.5  57.9  51.0  6.9 
0.75  69.4  65.4  4.0 
1  83.7  82.4  1.3 
Table 6:  Critical chain length in function of RF 
5.4  Impact of the resource factor 
In previous sections,  the resource factor  RF (Pascoe 1966)  was  kept equal to 
0.75, meaning that an activity uses on average 3 out of 4 resource types. We will 
now investigate the effect of a different RF value, ceteris paribus.  RF values of 
0.5 and 1 will be considered.  Table 6 again gives the CC/EM due date, critical 
chain length and critical chain delay for  the different parameter values. 
100 
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Figure  15:  The impact  of RF  on makespan  performance  for  RFDFF  and 
CC/EM 
We note that a higher RF results in a larger makespan. This is no surprise 
because a higher RF means that more activities require the same resource and 
thus more flow precedence relations need to be added.  Also, a smaller RF seems 
to induce a larger critical chain delay.  Indeed,  a small RF means that many 
activities are scheduled in parallel,  and as  a  result,  more feeding  buffers  are 
inserted, which can have a stronger effect  on the rather aggressive makespan. 
Following the intuition of previous sections,  this negative correlation between 
RF and the critical chain delay  is  expected to result  in  a  better makespan 
19 OS  CC/BM due date  CC length  CC delay 
=a  =b  =  a-b 
0.3  48.1  38.1  10.0 
0.5  69.4  65.4  4.0 
0.7  89.5  88.6  0.9 
Table 7:  Critical chain length in function of RC 
performance for  CC/BM for  high wp values.  Indeed, Figure 15  confirms this 
expectation, but differences are rather small. Compared to the results in previ-
ous and subsequent sections, the RF is the parameter with the smallest impact 
on the stability  /makespan trade-off. 
5.5  Impact of the resource constrainedness 
The resource factor  informs us about the percentage of all  resources  used on 
average, but does not give any information about the average resource amount 
required by the project activities. This is exactly what the resource constrained-
ness (RC) measures.  In the previous settings, RC =  0.5,  meaning that an ac-
tivity that uses a resource type, needs on average 50% of its availability. In this 
section, we will examine the impact of respectively a lower  (0.3)  and a higher 
(0.7) value of RC on the makespan/stability trade-off.  Table 7 shows the effect 
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Figure  16:  The impact  of RC on  makespan performance  for  RFDFF  and 
CC/BM 
20 RC can be seen to have the same impact as RF.  A higher RC also means 
that the resource requirements are more restrictive and thus that less activities 
can be scheduled in parallel. Less parallel activities make the effect of including 
feeding buffers smaller, which results in a negative correlation between RC and 
critical chain delay.  However,  unlike RF,  RC has a strongly significant effect 
on the stability  /makespan trade-off.  For small wp  values, Figure 16 shows that 
networks with a small RC need a much larger prolongation of the project due 
date to ensure 95%  TPCP.  On the other hand, for  high wp  values,  a network 
with a high RC will result in a very clear makespan performance advantage for 
RFDFF. The paradox is nowhere more clear-cut than here. 
5.6  Impact of the buffer sizes in CC/BM 
In the previous sections, we have compared the performance of a stable schedul-
ing heuristic with a makespan protecting schedule constructed by the CC/BM 
approach. In this latter approach, however, we made an assumption about buffer 
sizes that might substantially influence the performance of the approach:  the 
feeding buffer size was fixed at 50%  of the length of the non-critical path that 
it is  protecting.  We  will investigate other feeding  buffer sizes in this section. 
Also,  some conclusions about the required project buffer size for  CC/BM will 
be formulated later in this section. 
5.6.1  Feeding buffer size 
In CC/BM a feeding buffer is inserted wherever a non-critical chain joins the 
critical chain.  Thus, all non-critical activities are pushed back from  their late 
start time.  Otherwise any delay in the non-critical chain would directly affect 
the critical chain activities.  Starting all activities as  early as  possible is  not 
applied in CC/BM because this would enormously increase the work in process 
of the project. 'Traditional CC/BM literature proposes feeding buffers that are 
50%  of the length of the chain it has to protect.  Figure 17 explores the corre-
lation between the feeding  buffer size and the obtained TPCP. [  denotes the 
percentage of the critical chain length that is  added as a project buffer to the 
original project makespan to produce a project due date and <5  denotes the feed-
ing buffer size as a percentage of non-critical chain length.  The resulting curves 
are represented for [-values 0, 30 and 50.  At first sight, we would conclude that 
large feeding buffers improve makespan performance for  all three [-values be-
cause higher percentages of TPCP are recorded.  However, we must stress that 
21 the project due dates are not equal and thus dependent on 8.  Indeed, increasing 
the feeding  buffer sizes,  increases the possibility that a non-critical chain will 
start before the start of the critical chain.  This means that the critical chain 
will not start at time 0,  as already shown in Figures 9 and 10, which results in 
an increase of the project due date. The relation between feeding buffer size and 
makespan performance (in terms of obtained makespan) can be investigated by 
fixing the due dates.  Figure 18 again represents the TPCP values for  different 
8,  but now 'Y  gives the percentage of the critical chain length that is  added to 
the critical chain length (and not to the project makespan), which is  indepen-
dent of the feeding buffers size.  By doing this, we can compare the TPCP for 
different 8-values for  an equal due date,  although it is  not the due date that 
will be proposed by  CC/BM.  Figure 18  shows that the TPCP now decreases 
for  bigger feeding  buffers.  In fact  this means that the realized makespan will 










40  y = 30 
--y=50 
20~--------------~====~  --------------- 01----
o  20  40  60  80  100 
Figure 17:  Correlation between feeding buffer size and TPCP. 
The average stability costs (when wp = 5) for different values of 8 and 'Yare 
given in Figure 19.  We note that stability costs disfavor small feeding buffers. 
Once the feeding  buffer size surpasses 50%  of the chain length,  we  note that 
stability costs remain quite stable, especially for  realistic project buffer sizes. 
Thus, from the stability point of view, we note that starting as early as possible 
is the best option, while good makespan performance requires that we avoid that 
the critical chain is delayed.  From those two measures, we would thus advise to 
insert maximal feeding buffers such that the non-critical chain will never start 
earlier than the critical chain.  However,  by doing this,  we  would neglect the 
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Figure 19:  Stability cost for  different feeding buffer sizes when wp  =  5. 
major reason why CC/BM starts from a late start schedule, namely to reduce 
the work in process.  By taking this into account, we can conclude that the 50% 
feeding  buffer size  generates  good  results  and is  certainly  not outperformed 
by  a  different  J-value. However,  more advanced sizing  rules  have  also  been 
proposed in the literature (Newbold 1998, Herroelen & Leus 2001).  Those rules 
will probably yield better results, but because the focus  of this paper is  on a 
trade-off between protecting the makespan and protecting for  stability, we  do 
not intend to give  a  complete review of CC/BM and refer to the specialized 
literature for an extensive overview. 
23 5.6.2  Project buffer size 
In this section, we will take a look at the required project buffer size for CC/BM. 
The influence of project characteristics on required buffer size has already been 
discussed  in previous sections,  but will  be centralized  here.  Traditionally,  a 
project buffer that equals 50% of the critical chain length is  proposed.  There 
seems to be a negative correlation between required project buffer size and n, 
as and RC respectively.  Note that Tables 4, 5 and 7 show that an increase in 
n,  as and RC also triggers an increase in the makespan.  Thus, a smaller per-
centage of the critical chain is needed when the critical chain is longer.  However, 
Table 6 shows that RF also influences the critical chain length and the project 
makespan,  but the percentage of project buffer required is  not dependent on 
RF. 
In general,  however,  it is  no surprise that projects with a large makespan 
require a smaller percentage of project buffering. In absolute terms, the buffers 
are still increasing for increasing makespan. For example, it is perfectly possible 
that a two-week project needs a  one week buffer,  while a one-year buffer will 
most likely  be much  too safe  for  a  two-year  project.  When we  take a  95% 
TPCP as  an absolute requirement,  we  note that 50%  is  too much safety for 
most projects, especially for projects that have a large makespan.  It is difficult 
to give an advise about the best project buffer size to make sure that the required 
TPCP will be obtained, but we must stress that this percentage is  dependent 
of the project characteristics. 
6  Conclusions and further research 
This paper described a  trade-off between makespan performance and stabil-
ity,  which is  an important issue for  every project. We have observed that the 
advantages of both scheduling approaches depend highly on the project charac-
teristics and especially on the relative importance of timely project completion 
compared to the importance of timely completion of the intermediate activities. 
The paradoxical fact that makespan protecting schedules were shown to be hard 
to defend when makespan becomes very important, is  the main conclusion of 
this paper.  Improving project managers' awareness of the different scheduling 
strategies and their strenghts and weaknesses is the ultimate aim of our research. 
We  have made a  comparison between makespan protecting scheduling and 
stable scheduling by applying two algorithms on a set of projects. Because we 
24 were not aware of any algorithm that optimizes the RCPSP for stability under 
uncertainty, the RFDFF heuristic was  developed for  this purpose.  Develop-
ing new stable scheduling heuristics and comparing those to various makespan 
protecting schedules can be an interesting topic for further research. 
In this paper we  build a proactive schedule that includes safety buffers to 
absorb disruptions. However, during execution even this stable schedule can be-
come infeasible and thus a reactive policy will be needed to decide how to react 
in that case.  We have opted for  preserving the resource flows  between activi-
ties whenever a disruption occurs and afterwards planning as early as possible 
within these restrictions. However, other reactive policies could be implemented. 
An interesting open research topic is  to investigate the effect of these reactive 
policies on makespan and stability. 
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