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PROYECTO FINAL DE CARRERA 
 
RESUM (màxim 50 línies) 
 
 
 
En este proyecto se estudiarán diferentes algoritmos 
adaptativos para la identificación de sistemas cuya 
respuesta impulsional es desconocida (deconvolución).  
 
Se realizará una comparación entre los resultados 
obtenidos en cuanto a eficiencia y rapidez de 
convergencia. También se verán otras posibles 
aplicaciones donde se pueden introducir estos algoritmos 
adaptativos (reducción de ruido o cancelación de 
interferencias). 
 
Para ello en este proyecto se seguirán los siguientes 
pasos: 
 
- Poner en contexto al lector sobre aspectos generales 
de filtrado adaptativo. 
- Estudio teórico de los diferentes algoritmos a 
implementar. 
- Realización e implementación de estos algoritmos con 
el objetivo de poder  realizar identificación de 
sistemas y cancelación de ruido o interferencias. Para 
ello se utilizará MATLAB. 
 
 
 
 
 
 
 
Paraules clau (màxim 10): 
WIENER  NLMS FILTRO ADAPTATIVO RLS 
KALMAN IDENTIFICADOR DE SISTEMAS CANCELADOR DE RUIDO FIR 
LMS ALGORITMO ADAPTATIVO   
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OBJETIVOS  
 
En  este  proyecto  se  estudiarán  diferentes  algoritmos  adaptativos  para  la  identificación  de  sistemas 
cuya respuesta impulsional es desconocida (deconvolución).  
 
Se  realizará  una  comparación  entre  los  resultados  obtenidos  en  cuanto  a  eficiencia  y  rapidez  de 
convergencia.  También  se  verán  otras  posibles  aplicaciones  donde  se  pueden  introducir  estos 
algoritmos adaptativos  (reducción de ruido o cancelación de  interferencias). También se estudiará el 
filtro de Kalman para estimar variables de estado. 
 
Para ello en este proyecto se seguirán los siguientes pasos: 
 
- Poner en contexto al lector sobre aspectos generales de filtrado adaptativo. 
 
- Estudio teórico de los diferentes algoritmos a implementar. 
 
- Realización e implementación de estos algoritmos con el objetivo de poder  realizar identificación de 
sistemas y cancelación de ruido o interferencias. Para ello se utilizará MATLAB. 
 
- Extraer conclusiones a medida que se vayan realizando las simulaciones pertinentes 
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INTRODUCCIÓN AL PROYECTO 
 
 
El uso de los DSP (Procesadores Digitales de Señal) en  los sistemas actuales de comunicación,  
hace  que  el  uso  de  los  algoritmos  adaptativos  tanto  en  filtrado,  identificación  y  cancelación  de 
interferencias sean cada vez más utilizados. 
 
Los sistemas adaptativos son de gran importancia en los sistemas de comunicaciones actuales, 
en cuanto a filtrado, cancelaciones de eco y ruido, identificación de sistemas, estimación de canal, etc.  
 
En  función de  la estructura se pueden conseguir objetivos muy distintos y que hacen que el 
sistema se comporte de diferentes formas. La gran mayoría de algoritmos son LS (Least Squares) y se 
basan en la minimización de la potencia media del error medido entre la señal de salida del filtro y una 
señal de referencia. En base a quién sea dicha señal de error se tendrán diferentes situaciones. En este 
proyecto se verán dos situaciones distintas: identificación de sistemas y cancelación de  interferencias.   
La función de coste a minimizar será el error cuadrático medio, pero la señal de error en cada 
caso tendrá un sentido muy distinto. 
 
En ambos casos se  implementarán  tres algoritmos de adaptación distintos para  la estructura 
correspondiente  y  se  extraerán  las  conclusiones  pertinentes.  Estos  tres  algoritmos  se  utilizaran  par 
actualizar los coeficientes del filtro adaptativo. 
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CAPITULO 1. JUSTIFICACIÓN DEL USO DEL FILTRO ADAPTATIVO. 
 
1.1 QUE ES UN FILTRO Y SU FUNCIÓN. 
 
Un  filtro electrónico se define como un dispositivo electrónico, que tiene por objetivo aislar, 
dejar  pasar,  o  eliminar  un  subconjunto  de  señales  de  un  conjunto  de  las mismas,  siendo  este 
dispositivo, selectivo en frecuencia, específico y predecible. El objetivo es extraer una determinada 
información de interés. 
 
1.2 FILTROS DIGITALES 
 
Los  filtros digitales  realizan  la  función del  filtro a  través de algoritmos numéricos. El proceso  se 
realiza mediante el diagrama de bloques siguiente: 
 
Figura 1.2.1 Diagrama del proceso de un filtro digital 
 
El  procesador  tiene  almacenado  un  algoritmo  numérico  para  realizar  el  filtro.  Se  trata  de  un 
procesador digital de señal (DSP) que tiene la capacidad de realizar una suma de productos en un 
solo  ciclo  de  reloj,  teniendo  por  tanto  una  capacidad  de  procesamiento  muy  alta  (Es 
multiinstrucción).  
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La aritmética es de punto flotante o fijo y la longitud de palabra como mínimo de 32 bits. Tanto el 
ADC como el DAC necesitan filtros adicionales antialiasing y al final un paso de baja para  impedir 
los escalones. Los ADC deben poder realizar muchas conversiones por segundo para que cumpla el 
teorema de muestreo (la frecuencia de muestreo debe ser al menos el doble de la frecuencia de la 
señal que entra) y debe tener suficientes bits de resolución. Se encuentra en el mercado un circuito 
que tiene el ADC, el DAC y todos  los  filtros que necesita para  funcionar correctamente. Se  llama 
CODEC. Si no se necesita mucho ancho de banda son baratos.  
 
La ventaja de este tipo de filtros es que la función característica se realiza por software, por lo que 
si se quiere cambiar el filtro solo hay que reprogramar la EPROM que lo contiene. 
 
Los  filtros  digitales,  van  a  ser  el  objeto  principal  de  este  proyecto,  por  ello  y  a  modo  de 
introducción. Dedicaremos el siguiente punto de este capítulo a  introducir  los  filtros digitales FIR 
(Finite  Impulse  Response  o  Respuesta  finita  al  impulse)  e  IIR  (Infinite  Impulse  Response  o 
Respuesta  infinita al  impulso). Aunque será el del primer tipo (FIR) el que ocupará la mayor parte 
de este proyecto. 
 
 
 
1.3 FILTROS FIR e IIR 
 
1.3.1 INTRODUCCIÓN 
 
Antes de com<<enzar propiamente a describir un filtro FIR o un filtro IIR, es conveniente tratar el 
concepto de filtro no‐recursivo y filtro recursivo. El funcionamiento de base de un filtro digital es 
relativamente  simple. Distinguimos de hecho dos  tipos de  funcionamiento, que  se  ilustran en  la 
figura 1.3.1, figura 1.3.1.a y figura 1.3.1.b: 
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Figura 1.3.1 Esquema general de un filtro 
 
 
Figura 1.3.1.a Esquema de un Filtro FIR    Figura 1.3.1.b Esquema de un Filtro IIR 
 
Un  filtro  no‐recursivo  (Filtro  FIR)  es  aquel  cuya  salida  está  calculada  exclusivamente  a partir de 
valores de  entrada  (Yn  =  Xn  +  Xn‐1  +  Xn‐2...), mientras que uno  recursivo  (Filtro  IIR)  es  aquel que 
además  de  los  valores  de  entrada  emplea  valores  previos  de  salida  (Yn‐1,  Yn‐2...),  los  cuales  se 
almacenan en  la memoria del procesador. La palabra recursivo significa literalmente "volver hacia 
atrás" y se refiere al hecho de que los valores de salida previamente calculados vuelven de nuevo 
para calcular los nuevos valores de salida. 
 
Explicándolo  así,  puede  parecer  que  los  filtros  recursivos  requieren  más  cálculos  para  ser 
ejecutados.  Pero  la  realidad  es  que  un  filtro  recursivo  generalmente  requiere  mucho  menos 
coeficientes para que evalúe el procesador, es decir, que es de menor orden y es más corto, que un 
filtro no‐recursivo que persiga una característica en frecuencia dada. 
 
Los  filtros  no‐recursivos  tal  y  como  se  ha  visto  anteriormente,  se  conocen  como  filtros  FIR 
(Respuesta  al  Impulso  Finita)  y  los  recursivos  se  conocen  como  filtros  IIR  (Respuesta  al  Impulso 
Infinita). 
 
Estos términos  se refieren a las diferentes respuestas al impulso de ambos tipos de filtros.  
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En  la  figura  1.3.1.a  retardamos  ligeramente  una  copia  de  la  señal  de  entrada  (de  uno  o  varios 
períodos de muestreo) y combinamos la señal de entrada retrasada con la nueva señal de entrada. 
Los filtros digitales basados en este funcionamiento se dice que son de respuesta impulsional finita 
o FIR (Finite Impulse Response). 
 
En  la figura 1.3.1.b retardamos una copia de  la señal de salida,  la cuál combinamos con  la nueva 
señal de entrada. Los filtros digitales basados en este funcionamiento se dice que son de respuesta 
impulsional infinita o IIR (Infinite Impulse Response). También se les denomina filtros recursivos o 
con feedback. 
 
La respuesta al  impulso de un  filtro digital es  la secuencia de salida cuando se aplica un  impulso 
unidad a su entrada (un  impulso unidad es muy simple, tan sólo una secuencia consistente en un 
valor 1 en el instante de tiempo t=0, seguido de ceros para todas las muestras siguientes, lo que se 
llama también una Delta de Kronecker). 
 
 
 
1.3.2 FILTROS FIR 
 
Los  filtros  FIR,  son  filtros  digitales  de  respuesta  impulsional  finita  (Finite  Impulse  Response)  se 
basan en obtener la salida a partir, exclusivamente, de las entradas actuales y anteriores. Así, para 
un filtro de longitud N: 
 
[1.1] 
 
Donde los { kb } son los coeficientes del filtro. 
El orden del filtro está dado por N , es decir, el número de coeficientes.  
 



1
0
)(
N
k
kn knxby
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Ante  un  estímulo  impulsional,  la  respuesta  es  finita  lo  que  justifica  su  denominación.  La  salida 
{ )(ny } puede escribirse como  la  convolución de  la entrada  { )(nx } con  la  respuesta  impulsional 
{ )(nh }: 
 
[1.2] 
 
siendo: 
 
 
 
 
 
 
La expresión puede reescribirse como: 



1
0
)().()(
N
k
knxkhny   [1.3] 
 
La estructura de un filtro FIR por tanto es la que se muestra en la figura  siguiente: 
 
 
Figura 1.3.2 Estructura de un Filtro FIR 
 
 
 



k
knxkhny )().()(
Nk
Nk
k
khkh






 0
0
0
)(
0
)(
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La cual puede verse reflejada en la aplicación de la transformada Z: 
 




 
1
0
)1(
1
1
1 ......)(
N
k
N
No
k
k zhzhhzhzH   [1.4] 
 
Se  puede  ver  que  es  la misma  entrada  retardada  cada  vez más  en  el  tiempo, multiplicada  por 
diversos coeficientes y  finalmente sumada al  final. Hay muchas variaciones de esta estructura. Si 
tenemos una respuesta de frecuencia como objetivo, conseguiremos que la respuesta del filtro se 
asemeje más a ella cuanto más largo sea o número de coeficientes tenga. 
 
Los filtros FIR son estables puesto que sólo tienen polos, es decir, elementos en el numerador en su 
función de transferencia. También tienen  la ventaja que pueden diseñarse para ser de fase lineal, 
es decir, no introducen desfases en la señal. 
 
Sin embargo, tienen el inconveniente que en determinadas situaciones requiere un mayor tiempo 
de cálculo llegando a dar problemas en aplicaciones en tiempo real. 
 
 
 
1.3.3 FILTROS IIR 
 
Los Filtros IIR son filtros digitales que si su entrada es un impulso (una delta de Kronecker) la salida 
será un número ilimitado de términos no nulos, es decir, que nunca volverá a un estado de reposo. 
Para obtener  la salida se emplean valores de  la entrada actual y valores de entrada anteriores y, 
además,  valores  de  salida  anteriores  que  son  almacenados  en  memoria  y  realimentados  a  la 
entrada. También se llaman filtros digitales recursivos. Su expresión en el dominio discreto es: 
 
[1.5] 
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El orden del filtro está dado por el máximo entre  P y Q . Una de las posibles estructuras para un 
filtro IIR es la siguiente: 
 
 
Figura 1.3.3 Estructura de un Filtro IIR 
 
Se puede ver cómo  la salida  )(ky  es  introducida de nuevo en el sistema. La  transformada Z del 
mismo es: 
 
 
[1.6] 
 
Vemos  que  ahora  tenemos  un  denominador,  es  decir,  ceros  además  de  polos,  que  son  los 
causantes de las posibles inestabilidades que pueden comprometer la estabilidad y causalidad del 
sistema. 
 
Los filtros IIR pueden conseguir una misma respuesta empleando un número de coeficientes en el 
filtro mucho menor, requiriendo un menor tiempo de cálculo.  
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El  inconveniente es además de que  son  inestables, es que  introducen desfases en  la  señal, que 
pueden ser compensados pero a costa de añadir más coeficientes al filtro. 
 
1.3.4 FILTROS FIR vs FILTROS IIR 
 
Los filtros FIR ofrecen en general una respuesta de fase más lineal y no entran jamás en oscilación 
(es decir, no se vuelven inestables), ya que no poseen realimentación. Por otro lado, requieren un 
gran número de  términos en  sus ecuaciones y eso  les hace más  costosos en  cuanto a  cálculo o 
carga computacional. 
 
Un  filtro FIR con un corte muy abrupto  (es decir, que  tenga una banda de  transición muy corta) 
puede requerir hasta centenas de retardos. 
 
En  cuanto  a  los  filtros  IIR,  son muy  eficaces  y  pueden  proporcionar  pendientes  de  corte muy 
pronunciadas.  Por  otro  lado,  al  poseer  características  de  realimentación  (o  feedback),  tienen 
tendencia a entrar en oscilación (es decir, se vuelven inestables) y en resonancia. 
 
En  este  proyecto  se  escoge  utilizar  filtros  digitales  tipo  FIR  básicamente  por  sus  mejores 
características de linealidad y estabilidad (no oscilan). 
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1.3.5 PROBLEMÁTICA  
 
Como hemos visto anteriormente, los filtros tienen una respuesta fija pese a que el entorno varíe 
(canal por el que entra la señal de entrada, ruidos añadidos, etc.). 
 
En la realidad, una señal se ve afectada por el entorno en el que se propaga, y esto hace que si el 
entorno varía, la señal varíe. Por tanto, si un sistema no es capaz de adaptarse a estos cambios, no 
lo tendrá en cuenta y su respuesta será del mismo tipo independientemente del entorno por el que 
se haya podido ver afectada la señal de entrada. Luego, el sistema debe de ser capaz de adaptarse 
a estos cambios, de tal forma que le sea posible recalcular los parámetros necesarios para obtener 
la salida deseada o lo más próxima posible a la deseada. 
 
En el siguiente capítulo, se explicará el concepto de  filtrado adaptativo y el de  los algoritmos de 
adaptación, para posteriormente en los siguientes capítulos poner en práctica e ilustrar, mediante 
ejemplos, el comportamiento de distintos algoritmos de adaptación para que el sistema tenga  la 
capacidad de  seguimiento  a  las posibles  variaciones del  entorno que pueda  sufrir una  señal de 
entrada y que la respuesta sea la más óptima para las necesidades requeridas.  
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CAPITULO 2. FILTRADO ADAPTATIVO 
 
2.1 INTRODUCCION 
 
El  filtrado  adaptativo  y  las  técnicas  para  poder  llevarlo  a  cabo  son  una  herramienta  básica  del 
procesado de señal y de gran utilidad en muchos campos de las telecomunicaciones como pueden ser: 
cancelación de ruido, cancelación de ecos (acústicos y eléctricos), recepción en sistemas multiusuario 
CDMA, codificación de voz, detección radar, compresión y restauración de imágenes, etc.  
 
Pese a que un  filtro adaptativo puede ser usado en ámbitos generales, su  fuerza reside en el uso de 
entornos variantes. Como todo,  los esquemas de  filtrado adaptativo tienen sus  limitaciones y se ven 
sujetos a  ciertos  compromisos,  como por ejemplo,  la precisión  final está  reñida  con  la velocidad de 
convergencia y el uso del valor absoluto como criterio de diseño para ofrecer robustez frente al ruido 
impulsivo a costa de una convergencia más lenta. 
 
En  cuanto a  su definición, un    filtro adaptativo,  se podría definir  como un dispositivo que  tiene por 
objetivo intentar modelar de forma iterativa la relación entre señales en tiempo real.  
 
Lo  resaltable de este  tipo de  filtros, es que pueden  cambiar  su  forma de comportarse, es decir,  sus 
coeficientes de acuerdo con un algoritmo adaptivo, mientras que los filtros digitales tienen coeficientes 
invariantes en el tiempo. El hecho es que en un  filtro adaptativo, no se conocen  los coeficientes del 
filtro cuando se diseña debido a que estos coeficientes son calculados cuando el filtro se implementa y 
se reajustan automáticamente en cada iteración mientras dura su fase de aprendizaje. 
 
Como consecuencia de que estos  filtros no sean  invariantes temporales y que no sean  lineales, hace 
que su estudio sea más complejo que el de un filtro digital, ya que no se pueden aplicar, salvo en un 
par de excepciones, las transformaciones en frecuencia, dominio Z, etc. 
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Cada vez que se realiza  la observación o el sensado de algún evento temporal, se obtendrán señales 
eléctricas distintas cada vez que se quiera, debido a la naturaleza o características aleatorias implícitas 
que estas presentan.  
 
En  la Figura 2.1.1, se muestra el modelo típico de un sistema que puede ser  lineal e  invariante en el 
tiempo y de las diferentes señales temporales que interactúan. Por tratarse de señales aleatorias, estas 
son parte de las realizaciones de procesos aleatorios vinculados al sistema. 
 
De esta manera se cuenta con un proceso aleatorio de entrada al sistema {X}, que da lugar al proceso 
aleatorio  de  salida  del  sistema  {Y}.  Las  realizaciones  del  proceso  {Y},  estarán  distorsionadas  por  las 
realizaciones  (señal  ruido)  del  proceso  {N},  dando  como  resultado  las  realizaciones  del  proceso 
aleatorio {Z}. 
 
 
Figura 2.1.1 Esquema del sistema de análisis. 
 
Al  representar  todas  las  realizaciones  de  un  proceso,  tal  como  se  puede  ver  en  la  figura  2.1.2,  se 
observa a un conjunto de infinitas funciones del tiempo. Estas funciones están asignadas a un evento o 
punto de un suceso o experimento aleatorio, de allí su designación como funciones muestrales.  
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Figura 2.1.2 Proceso aleatorio. 
 
 
Si las mismas se estudian de manera separada, esto es, considerar solo un evento en particular  )(m , 
se estaría ante la presencia de una onda de potencia finita, pudiéndose caracterizar a través del valor 
medio  de  la  señal    )(m   [2.1],  del  producto  escalar  de  la  función  con  su  versión  desplazada  en 
diversos  tiempos  (lags)  o  función  de  autocorrelación  [2.2]  y  con  la  potencia  de  la  señal  como 
autocorrelación en el origen [2.3], respectivamente: 
 
[2.1]  
 
[2.2] 
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),0()(  xxx RP    [2.3] 
3] 
Se  entiende  por  función  de  autocorrelación,  una medida  del  grado  de  similitud  de  la  señal  con  su 
versión desplazada  en  el  tiempo de   . Dicho desplazamiento     es  arbitrario  y  el  significado de  la 
función  autocorrelación,  es dar  información de  la  variación  en  el  tiempo de  la  señal  en un  sentido 
promediado. 
 
 
2.2 ESQUEMAS 
 
La  importancia  de  los  esquemas  adaptativos,  es  que  permiten  aproximar  la  solución óptima  sin  un 
conocimiento previo de  la estadística del problema de filtrado. Pero el verdadero  interés radica en el 
hecho que  en  entornos  variantes,  su  carácter  recurrente  les permite modificar  su  estimación  de  la 
solución  con  la  llegada de  cada  nueva muestra,  adaptándose  a  los  cambios  en  el problema:  a  este 
hecho se le conoce como capacidad de seguimiento y es la cualidad más importante de las técnicas de 
filtrado adaptativo.  
 
Por tanto, con dicha capacidad de seguimiento, se evita la necesidad de almacenar todas las muestras 
anteriores. 
 
Existen múltiples aplicaciones en telecomunicaciones y otros ámbitos sobre técnicas de filtrado  lineal 
adaptativo. 
 
A continuación describiremos algunas de  las configuraciones más comunes en  las que son empleados 
los filtros adaptativos: 
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Figura 2.2.1 Identificación 
 
El objetivo de esta configuración (Figura 2.2.1) es a partir de las medidas realizadas a la entrada y la 
salida del sistema real, obtener o conocer el comportamiento de un sistema desconocido. 
 
 
Este tipo de configuraciones, son utilizadas para: 
 
‐ Cancelación  de  ecos  eléctricos  y  acústicos:  La  correcta  identificación  de  los  canales  de  eco 
(independientemente  de  su  naturaleza)  permite mejorar  de manera  notable  la  calidad  del 
servicio en redes de telefonía. 
‐ Detección de Radar: El Filtro Adaptativo construye a partir de la señal de entrada (consistente 
en pulsos electromagnéticos emitidos en la dirección que se desea explorar) y la señal de salida 
(eco recibido) un modelo de de  las propiedades de propagación del medio en  la dirección de 
exploración deseada, detectando la posible presencia de obstáculos. 
‐ Monitorización de  sistemas: Se utiliza para poder controlar que un  sistema opere dentro de 
unos márgenes adecuados. 
‐ Ecografía médica: Importante para la exploración no invasiva del cuerpo humano. Su principio 
de funcionamiento es similar al de los sistemas de detección radar. 
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‐ Codificación de voz: Permite una eficiencia binaria muy importante de señales de voz. 
 
 
 
Figura 2.2.2 Deconvolución 
 
La  deconvolución  de  una  señal  (Figura  2.2.2)  consiste  en  poder  recuperar  una  señal  que  se  ha 
degradado al atravesar un canal. 
 
Entre otras, este tipo de configuraciones son utilizadas para: 
 
‐ Restauración de imágenes: Permite reducir las distorsiones (lineales) producidas. En el caso de 
la fotografía, por desenfoques, aberraciones ópticas de la lente, exposiciones prolongadas, etc. 
‐ Igualación de canales de comunicación: Permiten reducir la distorsión introducida por el medio 
en que  se propagan  las ondas electromagnéticas, de  tal manera que  la  señal  transmitida  se 
puede recuperar  con la única deformación producida por el propio ruido. 
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Figura 2.2.3 Cancelación 
 
La  cancelación  de  interferencias  (Figura  2.2.3)  consiste  en  poder  disponer  de  una  señal  )(nu , 
correlacionada con la fuente interfiriente, y así poder obtener una señal de error del Filtro Adaptativo 
que  nos  sirva  como  estimación  de  la  señal  de  interés,  )(ns ,  pero  con  una  relación  señal  ruido 
mejorada. 
 
Este tipo de configuraciones son utilizadas para: 
 
‐ Cancelación  de  ruido  en  salas  de  conferencias/espectáculos:  El  uso  de  varios  micrófonos 
distribuidos en la sala sirve para incrementar la calidad de la señal amplificada, reduciendo las 
distorsiones provocadas por ruido, reverberaciones o acoplamientos de señal. 
‐ Electrocardiografía  fetal:  permite  conseguir  registros  electrocaridográficos  de  un  feto  en  el 
útero materno, eliminando interferencia que suponen los impulsos eléctricos más potentes del 
corazón de la madre. 
‐ Cancelación  de  ruido  de  red  eléctrica:  La  seña  de  red  es  una  importante  fuente  de 
interferencias para los equipos conectados a ella. El esquema con doble sensor puede utilizarse 
para implementar filtros muy selectivos que eliminen la frecuencia deseada. 
‐ Seguimiento de sinusoides de frecuencia variable: Puede determinar de manera muy eficaz  la 
frecuencia instantánea de una señal sinusoidal en entornos ruidosos. 
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Figura 2.2.4 Procesado en array 
 
El  procesado  en  array  (Figura  2.2.3)  consiste  en  un  conjunto  de  señales  captadas  por NR  sensores 
diferentes, estando cada una de ellas formada por una mezcla (instantánea o convolutiva) de NT (NT ≤ 
NR)  señales  originadas  por  otras  tantas  fuentes.  En  general  el  proceso  de  array  consiste  en  la 
recuperación de la información codificada por la(s) fuente(s) utilizando el conocimiento de la física del 
problema (por ejemplo la distancia entre sensores, el ángulo de incidencia de la señal, etc). 
 
Entre otras, este tipo de configuraciones son utilizadas para: 
 
‐ Conformado  adaptativo  de  haz:  cuando  se  conoce  el  ángulo  con  el  que  incide  la  señal 
proveniente de una fuente de radiación, se pueden utilizar arrays de sensores para atenuar las 
radiaciones  recibidas  en  cualquier  otra  dirección,  aumentando  así  la  relación  señal  a  ruido. 
Estos esquemas son de utilidad en radar, sonar, micrófonos direccionales, etc. 
‐ Recepción  con  arrays  de  antenas:  la  explotación  de  la  diversidad  espacial  en  sistemas  de 
comunicaciones  radio  (SIMO  y MIMO)  incrementa  la  calidad  del  servicio  y  ofrece  robustez 
frente a desvanecimientos. 
‐ Electrocardiografía  y  electroencefalografía:  cuando  se  registran  las  señales  eléctricas 
producidas  por  el  cuerpo  humano,  la  información  de  interés  suele  estar  contaminada  con 
ruidos de origen biológico y artificial. La captación simultánea de varios registros en posiciones 
diferentes permite separar (y localizar) las fuentes de interés. 
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2.2.1 Caracterización 
 
Como se ha podido ver, existen multitud de esquemas de  filtrado adaptativo. Cada uno de estos 
ofrece  ventajas  e  inconvenientes  que  lo  harán  más  o  menos  apropiados  para  determinadas 
aplicaciones. 
 
En todo caso, es conveniente saber que propiedades permiten caracterizar las prestaciones de un 
filtro adaptativo para su mejor uso adecuado, en determinados escenarios. 
 
‐ Velocidad  de  convergencia:  Es  el  intervalo de  tiempo necesario  en  situaciones  estacionarias 
para que un filtro, inicialmente desajustado, alcance su error cuadrático mínimo. 
‐ Desajuste  residual:  la  naturaleza  adaptativa  de  estos  esquemas  hace  que,  en  entornos 
estacionarios, el error cuadrático medio mínimo conseguido sea superior al que obtendría el 
filtro óptimo de Wiener. 
‐ Capacidad de seguimiento: hace referencia al error en que  incurre el filtro adaptativo cuando 
se producen cambios en la estadística del problema. 
‐ Robustez: Se puede decir que un filtro adaptativo es robusto si el cociente de energías entre el 
error de estimación y sus causas está acotado. 
‐ Estabilidad numérica: La  inestabilidad ocurre cuando  la precisión de representación numérica 
utilizada es insuficiente para el tipo de operaciones necesarias para la actualización del filtro. 
‐ Requisitos computacionales: hace referencia a la carga computacional del algoritmo, así como 
a las posiciones de memoria necesarias para su implementación. 
 
Todas estas propiedades están fuertemente relacionadas unas con otras. Así, el compromiso entre 
velocidad de convergencia, capacidad de seguimiento y desajuste en estacionario aparece en todas 
las  técnicas  de  filtrado  adaptativo.  Por  ejemplo,  los  algoritmos  que  pretenden  mejorar 
simultáneamente  las  tres  características  anteriores  lo  suelen  hacer  a  costa  de  un  notable 
incremento de la carga computacional y/o la inestabilidad numérica. 
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También en el  caso de  la  robustez,  si un  filtro  adaptativo es diseñado para una  aplicación muy 
concreta en un espacio  concreto,  cuando  las propiedades de entorno  cambian,  sus propiedades 
sufren una gran degradación, perdiendo así robustez. 
 
 
2.3 FILTRO DE WIENER 
 
El problema de filtrar una señal  )(tx o diseñar un filtro para  )(tx , se ha entendido tradicionalmente en 
términos frecuenciales. Es decir, excesivamente  influenciado por  la transformada de Fourier y bajo  la 
idea de que en el dominio de la frecuencia nuestra comprensión mejora. Todo el proceso de )(tx , para 
obtener  )(ty , se entendía en términos de si esta última es una versión paso bajo, paso banda o paso 
alto de la original. Esta manera, bastante restrictiva de catalogar el proceso llevado a cabo por un filtro 
)(th ,  venia determinada por  la  viabilidad  tecnológica de producir en  la  salida  )(ty  otras, digamos, 
versiones  de  la  señal  de  entrada.  Los  componentes  tradicionales,  bobinas  y  condensadores,  se 
caracterizaban en frecuencia y la síntesis, o diseño a partir de restricciones, del filtro solo estaba bien 
definido en  términos de  respuesta  frecuencial. Todo ello,  sin  contrapartida en el diseño  a partir de 
respuesta  impulsional.  La puesta en escena del procesado digital  como  tecnología  capaz de  realizar 
cualquier  operación  matemática  sobre  una  señal  )(tx ,  más  específicamente  sobre  su  versión 
muestreada  )(nx , abrió enormemente las perspectivas de que tipos de filtrado podían llevarse a cabo 
sobre ésta. 
 
 
El objetivo  sería  plantear  y  resolver  el problema de diseño de  una  respuesta  impulsional  )(nh , de 
longitud Q  muestras, de modo y manera que  la salida  )(ny sea  lo más parecida posible a una señal, 
denominada referencia,  )(nd  .El denominado parecido puede establecerse con cualquier criterio que 
se estime oportuno; no obstante, un planteamiento lineal del problema obliga a tomar, como medida 
de parecido, el error cuadrático medio entre la salida y la referencia. 
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Dicho de otro modo, el propósito es encontrar un FIR de Q  coeficientes  )(nh  ( n =0,Q ‐1) tal que su 
respuesta a los datos, de este modo se denominara a la señal de entrada, produzca una salida lo mas 
próxima a la referencia en términos de MSE (Error Cuadrático Medio) mínimo Uno de los filtros lineales 
óptimos más  importantes  es el que  se  conoce  como  filtro de Wiener.  La  situación  se  resume en  la 
siguiente figura (figura 2.3.1): 
 
Figura 2.3.1 Esquema del  filtro de Wiener 
 
El filtro de Wiener permite determinar el comportamiento o estimar  la respuesta de un sistema, y al 
mismo  tiempo, mejorar en  lo que  respecta a  la  relación  señal –  ruido  SNR  la  apariencia de  señales 
digitales. 
 
Se puede define a  )(nx como una  señal discreta de N elementos,  con  lo que  su expresión vectorial 
sería igual a: 
 
)]1(),2(),...,1(),0([  NxNxxxxT   [2.3.1] 
 
Se  podría  definir,  por  tanto  a  )(nh como  la  respuesta  impulsional  de  un  filtro  FIR  a  estimar,  de 
Q coeficientes de  longitud,  cuyas  características den  lugar a  la  señal discreta  ][ˆ ny   lo más parecida 
posible a una señal discreta de referencia denominada  ][nd  de  1QN  muestras  de longitud.  
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El parecido entre las señales, se podría evaluar en términos del mínimo error medio cuadrático o MSE 
(mean squared error). 
 
    [2.3.2] 
 
Si se realiza la convolución de la señal de entrada  ][nx  con la respuesta impulsional conjugada  ][* nh  
del  sistema  a  estimar,  se  puede  obtenerse  la  señal  de  salida,  cuya  representación matricial  es  la 
siguiente: 
 
 
 
[2.3.3] 
 
‐ El superíndice H del vector de respuesta impulsional indica que el vector es transpuesto conjugado. 
‐ El vector  nX está conformado por los desplazamientos (hasta Q ) de la señal  )(nx (run‐time vector), 
obteniendo de esta manera un vector de salida de  1QN  elementos. 
 
Al desarrollar la expresión [2.3.2] y teniendo en cuenta la expresión [2.3.3], obtenemos la expresión del 
error a minimizar: 
 
[2.3.4] 
 
Siendo: 
 
 
[2.3.5] 
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La matriz de correlación de la señal de entrada  ][nX  con los Q primeros valores del valor de la función 
de autocorrelación, matriz del tipo Toeplitz de QxQ elementos. 
 
[2.3.6] 
 
El vector de Q elementos, cuyas entradas corresponden a los valores de la correlación cruzada entre la 
señal de entrada  ][nx y la señal de referencia  ][nz hasta el orden Q . 
 
Derivando la expresión del error respecto del vector  Hh e igualando a cero, se obtiene el vector 
óptimo para la respuesta impulsiva del sistema o filtro Wiener, cuya expresión esta dada por: 
 
Filtro de Wiener  [2.3.7] 
La señal de salida  ][ˆ ny de este sistema tendrá, por tanto, la siguiente expresión: 
 
[2.3.8] 
 
El error mínimo MSE que se tiene a partir del vector óptimo de la respuesta impulsiva, se obtiene de 
reemplazar [2.3.7] en [2.3.2], obteniendo: 
 
[2.3.9] 
 
Se puede deducir, que al minimizar el error se minimizar la norma del vector  ][n . 
 
Con esto y utilizando la definición de producto escalar se puede deducir que el error será ortogonal al 
plano de los datos de la señal de entrada, por lo que el principio de ortogonalidad será el siguiente: 
 
con   1,...,0  Qq     [2.3.10] 
 
 ][. * ndXEP n
PRhopt .1
n
H
n
H
opt XRPXhny ....][ˆ
1
  optHoptH hRhndEPRPndE ..][..][ 212min  
 0][].[*  qnxnEX n 
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Por lo tanto, se puede deducir, que cuanto menos se parezca la señal de entrada del error o dicho de 
otra manera  no  correladas,  los  coeficientes  de  la  respuesta  impulsiva  estarán más  cerca  del  valor 
óptimo. Es decir,  la ortogonalidad nos asegura que, cuanto menos se parezcan  la señal de error y  la 
señal de entrada, mejor diseñado estará el filtro.  
De  este modo  e  intuitivamente,  si  la  señal  de  entrada  fuese  audio  cuanto menos  se  entienda  el 
programa en la señal de error mejor estará diseñado el filtro; en definitiva, la ortogonalidad estadística 
ha de entenderse como parecido mínimo entre las señales implicadas. 
 
Por  último,  el  principio  de  ortogonalidad  permite  escribir  una  expresión  alternativa  para  el  MSE 
mínimo. Esta expresión, derivada directamente del error usando [2.3.10] queda: 
 
 
[2.3.11] 
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2.4 ALGORITMOS ADAPTATIVOS 
 
El  filtro  de  Wiener  no  resulta  apropiado  para  su  utilización  cuando  se  trata  con  señales  de 
características  de  no  estacionariedad,  ya  que  este  solo  brinda  la  solución  óptima  para  el  caso  de 
sistemas estacionarios. 
 
Es en este punto, donde los algoritmos adaptativos adquieren su mayor relevancia, debido a que en la 
naturaleza es posible registrar señales, con características de no estacionariedad. 
  
Si considerando el supuesto de no estacionariedad, para el caso del  filtro Wiener FIR de  la expresión 
[2.3.7], la no estacionariedad implica el considerar los procesos aleatorios como no estacionarios y que 
los coeficientes del filtro que minimizan el error de dicha expresión dependerán de n. 
 
De esta manera el concepto del filtro adaptativo, o dicho de otra manera un filtro capaz de adaptarse 
en el tiempo (variante en el tiempo) consiste en encontrar para cada instante de tiempo n de iteración 
del algoritmo, un conjunto de coeficientes óptimos, a  través de considerar  las actualizaciones de  los 
pesos del filtro: 
 
[2.4.1] 
 
Donde, )( nhf es un factor  de corrección que se aplica a los coeficientes hn para obtener el nuevo 
conjunto de coeficientes  1nh en el instante n+1. 
 
La expresión [2.4.1] es la ecuación de actualización base de los algoritmos adaptivos y el diseño de cada 
filtro adaptivo  requiere definir el  factor  )( nhf . El algoritmo utilizado para aplicar  la corrección del 
factor  factor  )( nhf  debe ser tal, que en un escenario estacionario, el conjunto de coeficientes del 
filtro hn converja a la solución óptima de Wiener de la expresión [2.3.7].  
 
)(1 nnn hfhh 
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Mientras  que  para  señales  no  estacionarias,  el  filtro  debe  ser  capaz  de  adaptarse  a  los  cambios 
estadísticos y alcanzar la solución al evolucionar en el tiempo.  
 
A continuación se muestra el esquema general de los filtros adaptivos. 
 
 
Figura 2.4.1 Esquema general de un filtro adaptativo. 
 
A  partir  de  los  coeficientes  óptimos  del  filtro Wiener  y  del  valor  de mínimo  error  de  la  expresión 
[2.3.9],  es posible  contar  con una  expresión del  error MSE para  cualquier  respuesta  impulsional  en 
función de la óptima (Método de Gradiente de Máxima Pendiente): 
 
    [2.4.2] 
 
siendo n un número que expresa las iteraciones en el proceso de aprendizaje. 
 
Como puede observarse en la expresión [2.4.1], existe una dependencia cuadrática del valor del error 
con los coeficientes y cuyo mínimo error se logra cuando se está ante los coeficientes óptimos del filtro 
Wiener.  
 
 
)()()( min optn
H
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La  superficie  lograda  de  esta  expresión,  tiene  el  aspecto  de  un  paraboloide,  cuyas  curvas  de  nivel 
corresponden a elipses. 
 
En  la Figura  [2.4.2] puede observarse el mecanismo de aprendizaje a  realizar, desde un estado  nh  a 
otro  estado  mejor  1nh ,  el  cual  consiste  en  tomar  la  dirección  contraria  al  gradiente  del  MSE  y 
trasladarse una determinada cantidad en dicha dirección. De  lo anterior, se deduce  la siguiente regla 
de aprendizaje: 
 
[2.4.3] 
 
en  donde  la  cantidad  μ  corresponde  al  paso  de  adaptación  y  es  precisamente  el  responsable  de 
determinar la velocidad de aprendizaje del sistema. 
 
 
Figura 2.4.2 Curva del MSE en función de los coeficientes. Su comportamiento cuadrático 
conlleva que el gradiente cambiado de signo, en cualquier posición, marca la dirección a seguir 
para alcanzar el mínimo. 
 
)()(1 PhRhhhh nnnnn  
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Si bien  la  representación de esta  figura es adecuada para  la explicación, una  representación en dos 
dimensiones  revela que el método del gradiente  tan  solo denota una dirección de menor error. Sin 
embargo, dependiendo de su posición, no necesariamente esta dirección corresponde a  la dirección 
del mínimo error (ver Figura 2.4.2). En dicha figura,  las curvas de nivel representan las líneas de igual 
error medio  cuadrático.  Sólo  en  el  caso  de  que  estas  líneas  de  igual  error  sean  circunferencias,  el 
gradiente en cualquier punto apuntará siempre al mínimo error. 
 
 
Figura 2.4.3 Curvas de nivel del error para el caso de un filtro de dos coeficientes, en donde se 
observan diversos vectores de gradiente. Las magnitudes de los vectores gradientes son es 
inversamente proporcionales a la separación entre las curvas de nivel. 
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Si se realiza un cambio de variables en la expresión [2.4.2] de manera de comprobar la relación entre la 
forma de las curvas de nivel y la matriz de correlación, se tiene: 
 
[2.4.4] 
 
Este cambio de variables producirá el centrado de las curvas de nivel en el valor óptimo  opth . De este 
modo,  el  gradiente  del  error  de  la  expresión  [2.4.2],  en  cualquier  punto  de  la  superficie,  puede 
expresarse en términos de la nueva variable como (Figura 2.4.4): 
 
[2.4.5] 
 
En particular, el gradiente en  los puntos extremos de  los ejes de  las curvas de nivel es un vector que 
pasa por el origen de coordenadas y por lo tanto es de la forma k nh~ , por lo que las direcciones de los 
ejes principales vienen dadas por los autovectores de la matriz  R . Se demuestra entonces, la siguiente 
expresión entre los autovalores de R  y la superficie de error: 
 
 
[2.4.6] 
 
en donde  E  corresponde a la matriz de vectores propios y   a la matriz diagonal de autovalores de la 
matriz  R   . De esta manera  se  logra una  rotación del sistema coordenado, quedando  los ejes de  las 
curvas de error alineados con las nuevas coordenadas: 
 
[2.4.7] 
 
 
 
 
n
H
nn hRhh
~~)~( min  
nn hRh
~)~( 
2
1
minminmin )(
~)(~)( izzzhEEhz n
Q
i
in
H
nn
HH
nn 

 
)( optn
H
n hhEz 
Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  
David Millán Domingo 
 
 
34
 
La  curvatura  en  este  nuevo  sistema  coordenado,  se  obtiene  de  calcular  la  segunda  derivada  de  la 
expresión del error de [2.4.6] respecto de  )(izn , igual a  i2 . Por lo que la dirección del eje de menor 
longitud del gráfico de la Figura 2.4.4, estará asociada al vector propio de mayor autovalor, y viceversa. 
Una  observación  que  está  íntimamente  relacionada  con  la  velocidad  de  convergencia  es  que  la 
excentricidad  de  las  curvas  de  nivel  de  la  función  de  error  depende  de  cuan  distintos  son  los 
autovalores de la matriz de correlación. 
 
Considerando la regla de aprendizaje de la expresión [2.4.3] y teniendo en cuenta el cambio de variable 
realizado para obtener el gradiente de la expresión [2.4.5], se deduce la regla de aprendizaje en torno a 
la variable nh : 
 
[2.4.8] 
 
 
Figura 2.4.4 Curvas de error de la superficie de la figura 2.4.3, representadas sobre las nuevas variables 
Zn 
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Debido a que la matriz de vectores propios  E  es ortogonal, se cumple que: 
 
[2.4.9]   
 
siendo I  la matriz identidad de de QxQ elementos. Por lo tanto de multiplicar en ambos miembros de 
la expresión  [2.4.8] por  la matriz  HE ,  se obtiene  la  regla de aprendizaje desacoplada en  torno a  la 
variable Zn: 
 
  nn ZIZ  1  
 
 
 
[2.4.10] 
 
 
  De esta manera la adaptación del i‐ésimo coeficiente o modo es: 
 
    [2.4.11] 
  siendo la serie geométrica de razón (1−μλi ) igual: 
 
[2.4.12]  
en donde z0,i corresponde a  los  i‐ésimos coeficientes  iniciales del proceso de aprendizaje. Por  lo,  lo 
que la condición de convergencia es igual: 
 
[2.4.13] 
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Esta  condición  habría  de  verificarse  para  cada  uno  de  los  autovalores  pero,  dado  que  la matriz  de 
autocorrelación es definida positiva, sus autovalores son positivos y ordenados, en consecuencia si  la 
condición  [2.4.13]  verifica  para  el  autovalor  máximo,  se  verificara  para  todos  los  demás. 
Conjuntamente, como el paso de adaptación es positivo, para no cambiar la dirección del gradiente, se 
llega fácilmente a la condición de convergencia: 
 
[2.4.14] 
 
es decir, el paso de adaptación viene  limitado por el doble de  la  inversa del autovalor máximo de  la 
matriz de autocorrelación. 
   
   
 
    2.4.1 ALGORITMO LMS 
 
El algoritmo LMS  (Least Mean Square) realiza una estimación  instantánea de  la matriz de correlación 
de la señal de entrada [2.3.5] y el vector de correlación cruzada entre la señal de entrada y la señal de 
referencia [2.3.6], siendo iguales a: 
 
 
[2.4.1.1] 
 
 
  Por lo que a partir de dicha estimación, se obtiene la siguiente regla de de aprendizaje: 
 
 [2.4.1.2]   
     
 
 
max
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Resulta evidente que una cualidad deseable de un algoritmo adaptivo es que  converja a  la  solución 
óptima en el menor número de iteraciones posible. Para medir la tasa de convergencia o la constante 
de  tiempo  asociada,  es  de  utilidad  optar  el  tipo  de  convergencia  a  tener  en  cuenta.  Se  definen 
entonces dos tipos de convergencia a considerar en el algoritmo LMS: 
 
 
Convergencia en media   
                [2.4.1.3] 
Convergencia en MSE      
 
 
En el caso de la convergencia media, el concepto surge de considerar a los coeficientes del filtro como 
una variable aleatoria cuya media es el filtro óptimo. Para el caso de la convergencia MSE, la media del 
error MSE es un valor ξ(∞) constante. Si este valor es mayor que ξmin, queda de manifiesto el grado de 
desajuste del algoritmo, el cual se define de la siguiente manera. 
 
 
[2.4.1.4] 
 
En  la Figura 2.4.1.1 se muestra  la curva de aprendizaje del algoritmo adaptivo, en donde se  ilustra el 
concepto de desajuste. Esta  curva de  aprendizaje no es otra  cosa que  la  representación  gráfica del 
error MSE en función de n. 
 
Determinando la convergencia en media de los pesos del filtro en el algoritmo LMS a partir de la 
Ecuación [2.4.1.2], se obtiene: 
 
 
[2.4.1.5] 
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Figura 2.4.1.1 Curva de aprendizaje del algoritmo adaptivo 
 
Recordando el cambio de variables  nz  y  la diagonalización de  la matriz  R  se obtiene de  la  regla de 
aprendizaje desacoplada: 
 
[2.4.1.6] 
 
Así,  el  algoritmo  LMS  converge  en media  desde  0h   hasta  opth ,  si  y  sólo  si  se  cumple  la  condición 
mostrada en la ecuación [2.4.12]. Sin embargo, este criterio de estabilidad no es aplicable en la práctica 
debido a la dificultad de calcular el valor   max cuando el tamaño del filtro es grande. De allí que para 
aplicaciones prácticas, se realiza una estimación de este valor de la siguiente forma: 
 
 
[2.4.1.7] 
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Donde  )(Rtr es la traza de la matriz  R  y donde: 
 
 
, denota la potencia de la señal x[n]. Por lo tanto el parámetro μ queda 
acotado del siguiente modo: 
 
[2.4.1.8] 
 
El análisis anterior sólo asegura  la convergencia en media de  los coeficientes del  filtro, sin embargo, 
asegurar la convergencia en media no garantiza la estabilidad en varianza.  
Por lo tanto, para que los coeficientes también converjan en varianza hay que exigir una condición más 
restrictiva para el factor de convergencia μ: 
 
[2.4.1.9] 
 
que se traduce en términos de la potencia de la señal de entrada en la siguiente condición: 
 
[2.4.1.10] 
 
En  cuanto  al  desajuste  del  algoritmo  LMS,  el  cálculo  se  realiza  basado  en  la  descomposición  de  la 
estimación del gradiente en dos componentes: el gradiente real y un ruido de gradiente. Calculando la 
covarianza de este ruido una vez que los coeficientes han convergido, se prueba la siguiente expresión: 
 
 
 
[2.4.1.11] 
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Si se cumple que  i 1  se tiene: 
 
[2.4.1.12] 
 
si además se cumple que  )(Rtr 1  entonces: 
 
[2.4.1.13] 
 
Finalmente, la ecuación fundamental del LMS, también suele expresarse como: 
 
nxnenWnW ][)()1(   
 
Donde  )(nW es el vector de pesos actual,  )1( nW es el vector de pesos siguiente,  nx es el vector con 
las muestras de la señal de entrada,   ][ne corresponde al error instantáneo del filtro adaptativo y   es 
el factor de convergencia del filtro adaptativo. 
 
Dicho  factor  ( )  que  determina  la  velocidad  de  convergencia,  es  directamente  proporcional  a  la 
velocidad  de  convergencia  e  inversamente  proporcional  al  error  cuadrático medio mínimo,  por  lo 
tanto, existe un compromiso entre velocidad de convergencia y error cuadrático promedio mínimo, es 
en este punto donde radica este algoritmo presenta su mayor inconveniente. 
 
En resumen, el LMS es un algoritmo que no requiere a priori un conocimiento de  la estadística de las 
señales,  requiere pocas operaciones por muestra, ofrece un buen  compromiso entre prestaciones y 
simplicidad, es sensible a  la dispersión de valores propios de  la matriz de autocorrelación, pudiendo 
con ello presentar problemas de convergencia con factores de ruido elevados. 
 
 
 
)(2
)(
Rtr
Rtr
D 


xtrQPRtrD 2
)(
2
 
Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  
David Millán Domingo 
 
 
41
 
2.4.2 ALGORITMO RLS 
 
Una  posibilidad  que  se  aparta  de  los métodos  de  gradiente  es  recurrir  a  la  estimación, muestra  a 
muestra, de  las componentes de  la respuesta al  impulso optima de  la solución de Wiener a partir de 
una  solución  recursiva.  Este  es  el  objeto  del  algoritmo  de  mínimos  cuadrados  recursivo  o  RLS 
(Recursive Least Squares).  
 
Dichas estimaciones se realizan a través del promedio de un numero M de muestras más recientes del 
vector de datos  nX  (run‐time vector) y de la señal referencia  ][nd . 
 
Planteando la minimización del error  ][ˆ][][ nyndn   desde un punto de vista determinístico y no 
estocástico como el planteado en la expresión [2.3.2], se tiene el error cuadrático o función de costo a 
minimizar: 
 
 
 
 
[2.4.2.1] 
 
 
en donde  )(m es el error instantáneo y la constante  ,  10  , es el factor de olvido exponencial. 
De esta manera, los coeficientes del filtro que reducen el error cuadrático se especifican a través de las 
actualizaciones de las siguientes ecuaciones: 
 
 
[2.4.2.2] 
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Una vez realizada  la actualización partir de  la expresión [2.4.2.2], se obtiene el vector de coeficientes 
de la siguiente manera: 
 
[2.4.2.3] 
El procedimiento expuesto para actualizar los pesos del filtro adolece de dos problemas. El primero es 
que no se dispone, por el momento de una dependencia explícita entre los coeficientes en el instante 
n  y el  instante  1n . El segundo problema, es que el procedimiento,  requiere de  la  inversión de  la 
matriz de autocorrelación. 
La solución a ambos problemas radica en la solución del segundo de problema, a través de la utilización 
del denominado lema de la inversa.  
 
Este mecanismo,  permite  escribir  la  ecuación  de  recursión  para  la matriz  de  autocorrelación  de  la 
expresión [2.4.2.2] en términos de la matriz inversa, de la siguiente manera: 
 
 
[2.4.2.4] 
 
Rescribiendo la ecuación [2.4.2.3] a partir de la ecuación [2.4.2.2], se tiene: 
 
    [2.4.2.5] 
 
expresión que da lugar, en conjunto con la ecuación [2.4.2.4], a la actualización de los coeficientes del 
filtro  en  forma  recursiva.  Reagrupando  los  términos,  se  obtiene  la  siguiente  expresión  general  de 
actualización de los coeficientes del filtro: 
 
[2.4.2.6] 
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en donde   1nk  es el vector de ganancias y cuya expresión es: 
 
[2.4.2.7] 
 
Simplificando la ecuación [2.4.2.4] a través de utilizar la igualdad de la ecuación [2.4.2.7], se tiene: 
 
 
[2.4.2.8] 
 
El algoritmo RLS es sin duda el mejor algoritmo adaptativo para  la minimización del error, ya que sus 
prestaciones  no  dependen  de  la  dispersión  de  autovalores  como  en  el  caso  de  los  métodos  de 
gradiente. 
 
La  convergencia  es  del  orden  de  la  longitud  del  filtro,  es  decir,  para  un  filtro  de Q  coeficientes  el 
algoritmo demanda Q  iteraciones o vectores de datos para  llegar a  la convergencia. Por otro  lado, el 
grado de desajuste que se obtiene se minimiza con valores del factor de olvido α cercanos a la unidad. 
 
 
2.4.3 ALGORITMO NLMS (LMS NORMALIZADO) 
 
El  algoritmo  LMS  tiene  el  inconveniente  de  presentar  una  fuerte  dependencia  de  los  datos  en  la 
elección  de   ,  lo  que  afecta  al  tiempo  de  convergencia.  Este  inconveniente  es  subsanado  con  la 
normalización de   por una estimación de la potencia media de la señal, que lleva a la formulación del 
nLMS. 
La ecuación de actualización de datos es: 
 
[2.4.3.1] 
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Siendo  nP  el estimador de potencia, el cual se calcula de forma recursiva, este cálculo de potencia es, 
de hecho, equivalente a aplicar una ventana exponencial sobre los vectores calculados en instantes de 
tiempo pasados, ponderando más  los valores más recientes y dando menos  importancia a  los valores 
más antiguos como se indica en la siguiente ecuación: 
 
[2.4.3.2] 
   
Donde:    es el factor de olvido  10    y  )(' nx es el vector transpuesto de  )(nx  
 
Como vimos anteriormente,  la convergencia del algoritmo LMS depende directamente de  la potencia 
de  la señal de entrada, para eliminar esta dependencia una pronta solución era normalizarlo,  lo que 
origino la aparición del algoritmo NLMS 
 
][)()1( 2 nex
xnWnW
n
n  
 
Donde  )(nW es el vector de pesos actual,  )1( nW es el vector de pesos siguiente,  nx es el vector con 
las  muestras  de  la  señal  de  entrada,    2nx es  el  vector  con  las  muestras  de  la  señal  de  entrada 
normalizado,  ][ne corresponde al error instantáneo del filtro adaptativo y   es una constante, así que 
puede seleccionarse de manera independiente de las características de la señal de entrada 
 
2
n
n
x
x
,  con esto  lo que  se  consigue es amortiguar  las  variaciones  amplias de  señal, normalizando  la 
constante de  convergencia    por  la norma  euclídea  al  cuadrado  (estimación de  la potencia) de  la 
señal de referencia. 
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CAPITULO 3. IDENTIFICACIÓN DE UN SISTEMA. 
   
3.1 INTRODUCCIÓN 
 
Tal y  como  se ha explicado en  capítulos anteriores, el objetivo de un  filtro adaptativo es, dada una 
señal de entrada  )(nx  y una salida deseada )(nd , hallar los coeficientes del filtro tal que la salida del 
filtro  )(ny se parezca lo más posible a la salida deseada  )(nd . 
 
En este capítulo, se tratará de  identificar como se comporta el sistema desconocido “g”. Para ello, el 
objetivo es que nuestro  filtro adaptativo consiga que su salida  )(ny  sea  lo más parecida a  la salida 
)(nd  del sistema desconocido “g” para que la diferencia de ambas  )(ne sea mínima. El esquema sería 
el siguiente: 
 
 
Figura 3.1 Identificación de sistemas 
 
Para  conseguir  el  objetivo,  se  utilizará  la  herramienta  Matlab  como  medio  para  implementar  los 
algoritmos adaptativos que nos permitan realizarlo. 
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3.2 ALGORITMO LMS  
 
El algoritmo LMS se ha implementado en Matlab con la siguiente función: 
 
function [h,y,e] = f_adap(x,d,h0,mu) 
% >> [h,y,e] = f_adap(x,d,h0,mu); 
% Lleva a cabo un LMS adaptativo intentando acercar x[] a d[] partiendo de unos coeficientes 
% iniciales h0 y learning mu. Devuelve coefs adaptados h[], la salida y[] y el error e[]. 
h=h0; P=length(h); 
N=length(x); 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % ultimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolucion de x y h 
e(k)=d(k)-y(k); % error 
h=h+mu*e(k)*xx; % actualizacion coeficientes del filtro 
end 
 
La  idea  fundamental  que  debe  quedar  clara  es  que  partimos  de  dos  señales  x[n]  y  d[n]  y  el  filtro 
intentará generar, en la medida de lo posible, la deseada d[n] a partir de la entrada x[n] mediante un 
sistema lineal (en nuestro caso un FIR). En el caso que las señales no estén relacionadas o lo estén de 
una forma muy rara no modelable con un sistema lineal, el filtro adaptativo no funcionará. 
 
Para  verificar  que  algoritmo  funciona,  generaremos  un  ruido  aleatorio  que  será  nuestra  señal  de 
entrada  x[n]  (este  ruido  lo  generaremos  con  la  función de  randn de Matlab).  Posteriormente,  esta 
señal la pasaremos por un filtro FIR con coeficientes g=[] y obtendremos así la señal deseada d[n]. 
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>> N=100000;x=randn(1,N); %siendo x el vector señal de entrada con distribución de entrada y varianza 1. 
>> g=randn(1,6);g=g/sum(g); %Filtro paso bajo aleatorio de 6 coeficientes con los valores del vector normalizados 
>> d=filter(g,1,x); 
 
Al  estar  d[n]  y  x[n]  relacionados  a  través  de  un  sistema  lineal  (FIR  por  añadidura)  nuestro  filtro 
adaptativo debería  funcionar, haciendo converger sus coeficientes a  los usados. Para ver que esto es 
así, tenemos que tener la precaución de que el orden de nuestro filtro adaptativo debe de ser mayor o 
igual que el que hemos aplicado como prueba (6 coeficientes). 
 
>> P=8; h0=zeros (1,P); h0(1)=1; %Filtro inicial=identidad (tamaño 8 coeficientes) 
>> mu=0.01; [h y e]=f_adap(x,d,h0,mu); 
 
g =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
h =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276   -0.0000   -0.0000 
 
Se  comprueba  que  los  coeficientes  finales  del  filtro  adaptativo  han  convergido  a  los  usados  para 
generar  d[n]  a  partir  de  x[n].  Por  tanto,  se  ha  conseguido  el  objetivo  de  poder  identificar  nuestro 
sistema incógnita (g) que es una de las aplicaciones de este filtro. 
 
Ahora vamos a estudiar la evolución del error (e) en función del valor de mu (en este caso mu=0.01) y 
así poder observar el tiempo en que la señal tarda en estabilizarse y en que nivel de error lo hace para 
poder concluir si dicho nivel es óptimo o no.  
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Figura 3.2 Gráfica del error para mu=0.01 
 
Figura 3.3 Gráfica de la señal (d) e (y) superpuestas 
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En  la  gráfica  de  la  Figura  3.2,  se  puede  observar  que  el  error  después  de  600  muestras 
aproximadamente converge llegando al mínimo y estabilizándose. 
 
En la siguiente gráfica (figura 3.3) se puede observar la señal (d) e (y) superpuestas. Y se aprecia como 
nuestro sistema es capaz de seguir, es decir, de comportarse como el sistema a identificar “g” (sistema 
incógnita). Para ello, hay que  tener en  cuenta que  la diferencia entre  la  señal de  salida de nuestro 
sistema desconocido (d) y la señal de salida de nuestro sistema conocido (y) es el error (e). 
 
Ahora  vamos  a  repetir  el proceso pero  con diferentes  valores de mu, de  tal manera que podamos 
apreciar la importancia que tiene este parámetro en la evolución del error (e). 
 
Para ello vamos a representar en  la siguiente gráfica (figura 3.4)  la señal de error (e) para valores de 
mu=0.1, mu=0.01 (ya mostrada en la gráfica 3.2) y mu=0.001. 
 
Figura 3.4 Gráfica del error para diferentes valores de mu. 
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Esta gráfica es muy representativa a nivel de velocidad de convergencia entre ambos sistemas. Se 
puede apreciar como para mu’s muy pequeñas el sistema necesita una cantidad muy elevada de 
muestras para converger, mientras que para mu’s mas grandes, la velocidad de convergencia es mucho 
mayor y por tanto, de una eficiencia notable.   
 
En resumen, parece a simple vista que es mucho mejor usar siempre un factor de aprendizaje mu ( ) 
grande para garantizar una convergencia más rápida.  
Sin  embargo  los  ejemplos  anteriores no  eran muy  realistas  ya que d[]  y  x[]  estaban perfectamente 
relacionados a través de un sistema lineal. En la vida real siempre hay factores como el ruido a tener en 
cuenta, por lo que podríamos implementarlo y ver como que comportamiento tenemos en este caso.  
 
Para ello, en la salida del filtro desconocido añadiremos un poco de ruido de la siguiente manera: 
 
>> d=filter(g,1,x)+0.05*randn(1,N); 
 
Si miramos  los  coeficientes  de  ambos  sistemas,  podemos  observar  que  ahora  existe  una  pequeña 
diferencia entre sus valores: 
 
g =   -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
h =   -0.2921    0.4333   -0.0043    0.3228    0.5244    0.0331   -0.0010   -0.0015 
 
Esta diferencia es debida al ruido aleatorio introducido en la salida del filtro. Ahora y al ser un caso más 
real, el error (e) no es cero, pero si se puede apreciar tanto en la diferencia de coeficientes, como en la 
siguiente gráfica (figura 3.5), que nuestro sistema sigue siguiendo muy bien al sistema desconocido y 
por tanto, convergiendo hasta un error mínimo. 
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Figura 3.5 Gráfica del error para mu=0.01. 
 
 
 
Figura 3.6 Gráfica del error para distintos valores de mu. 
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Si comparamos la figura 3.6  con la figura 3.4, se puede observar como la diferencia es que el error (e) a 
pesar de ser mínimo, ya no es cero, con  lo que el factor ruido que hemos  incorporado a  la salida del 
sistema incógnita tiene su consecuencia. 
 
Además, se puede observar que en ambos casos, a medida que aumentamos el tamaño de paso (mu) 
vemos que el error disminuye y aumenta la velocidad de convergencia, pero también aumenta el ruido. 
Por  otro  lado,  a  medida  que  el  tamaño  de  paso  (mu)  disminuye  necesita  más  iteraciones  para 
converger,  con  lo  que  la  velocidad  de  convergencia  es  más  lenta,  pues  este  algoritmo  tiene  una 
dependencia directa de la potencia de la señal de entrada. 
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3.3 ALGORITMO NLMS 
 
El algoritmo NLMS se ha implementado en Matlab con la siguiente función: 
 
function [h,y,e] = f_adap_NLMS(x,d,h0,alfa) 
% Lleva a cabo un NLMS adaptativo intentando acercar x[] a d[] partiendo de unos coeficientes 
% iniciales h0 y learning alfa. Devuelve coefs adaptados h[], la salida y[] y el error e[]. 
h=h0; P=length(h); 
N=length(x); 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % ultimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolucion de x y h 
e(k)=d(k)-y(k); % error 
beta=alfa/(xx*xx'); % normalización  
h=h+beta*e(k)*xx; % actualización coeficientes del filtro 
end 
 
Para  comprobar  que  el  algoritmo  funciona,  seguiremos  los  mismas  pasos  que  utilizamos  para  el 
algoritmo adaptatvico NLMS. Por  tanto,   generaremos un  ruido aleatorio que  será nuestra  señal de 
entrada  x[n]  (este  ruido  lo  generaremos  con  la  función de  randn de Matlab).  Posteriormente,  esta 
señal la pasaremos por un filtro FIR con coeficientes g=[] y obtendremos así la señal deseada d[n]. 
 
 
>> N=100000;x=randn(1,N); %siendo x el vector señal de entrada con distribución de entrada y varianza 1. 
>> g=randn(1,6);g=g/sum(g); %Filtro paso bajo aleatorio de 6 coeficientes con los valores del vector normalizados 
(b=b/sum(b)) 
>> d=filter(g,1,x); 
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Al  estar  d[n]  y  x[n]  relacionados  a  través  de  un  sistema  lineal  (FIR  por  añadidura)  nuestro  filtro 
adaptativo debería  funcionar, haciendo converger sus coeficientes a  los usados. Para ver que esto es 
así, tenemos que tener la precaución de que el orden de nuestro filtro adaptativo debe de ser mayor o 
igual que el que hemos aplicado como prueba (6 coeficientes). 
 
>> P=8; h0=zeros (1,P); h0(1)=1; %Filtro inicial=identidad (tamaño 8 coeficientes) 
>> mu=0.01; [h y e]=f_adap(x,d,h0,mu); 
 
g =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
h =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276   -0.0000   -0.0000 
 
Se  comprueba  que  los  coeficientes  finales  del  filtro  adaptativo  han  convergido  a  los  usados  para 
generar  d[n]  a  partir  de  x[n].  Por  tanto,  se  ha  conseguido  el  objetivo  de  poder  identificar  nuestro 
sistema incógnita (g). 
 
Ahora vamos a estudiar la evolución del error (e) en función del valor de mu (en este caso alfa=0.01) y 
así poder observar el tiempo en que la señal tarda en estabilizarse y en qué nivel de error lo hace para 
poder concluir si dicho nivel es óptimo o no.  
 
Figura 3.8 Gráfica del error para alfa=0.01. 
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En la gráfica 3.8 se puede observar que el error después de 800 muestras aproximadamente converge 
llegando al mínimo y estabilizándose. 
 
En la siguiente gráfica (figura 3.9) se puede observar la señal (d) e (y) superpuestas. Y se aprecia como 
nuestro sistema es capaz de seguir, es decir, de comportarse como el sistema a identificar “g” (sistema 
incógnita). Para ello, hay que  tener en  cuenta que  la diferencia entre  la  señal de  salida de nuestro 
sistema desconocido (d) y la señal de salida de nuestro sistema conocido (y) es el error (e). 
 
 
Figura 3.9 Gráfica de la señal (d) e (y) superpuestas 
 
Ahora, tal y como hicimos en el algoritmo LMS,  vamos a repetir el proceso para el algoritmo NLMS con 
diferentes valores de alfa (para valores pequeños y para valores grandes) y extraeremos las gráficas del 
la evolución del error (e) correspondientes. 
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Figura 3.10 Gráfica del error para diferentes valores de alfa. 
En la gráfica (figura 3.10) podemos observar la velocidad de convergencia de la señal de error (e) para 
valores de alfa=0.1, alfa=0.01 (ya mostrada en la gráfica 3.8) y alfa=0.001. 
 
En  la  gráfica  anterior  (gráfica  3.10)  se  puede  apreciar  claramente  la  velocidad  de  convergencia.  Se 
puede  apreciar  como  para  alfas muy  pequeñas  el  sistema  necesita  una  cantidad muy  elevada  de 
muestras para converger, mientras que para alfas más grandes, la velocidad de convergencia es mucho 
mas rápida y por tanto, de una mayor eficiencia.   
 
En  resumen,  y  tal  como  pasaba  con  el  algoritmo  LMS,  se puede deducir  que  es mucho mejor usar 
siempre un factor de aprendizaje alfa grande para garantizar una  convergencia más rápida.  
 
En  todo  caso,  los ejemplo  anteriores no eran muy  realistas  ya que d[]  y  x[] estaban perfectamente 
relacionados a través de un sistema lineal.  
 
Introduciremos ahora  ruido en  la señal deseada  tal y como hicimos anteriormente para el algoritmo 
LMS y estudiemos con ello en un caso más real, la respuesta de nuestro sistema con la implementación 
del algoritmo adaptativo NLMS.  
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Para ello, añadiremos ruido a la salida de nuestro sistema desnocido “g”, definiendo en MatLab la señal 
de la siguiente manera: 
>> d=filter(g,1,x)+0.05*randn(1,N); 
 
Evidentemente, ahora  si miramos  los coeficientes de ambos  sistemas, podemos observar que existe 
una pequeña diferencia entre sus valores: 
 
g =   -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
h =   -0.2921    0.4333   -0.0043    0.3228    0.5244    0.0331   -0.0010   -0.0015 
 
Se observa por tanto, que debido al ruido aleatorio introducido en la salida del sistema desconocido ya 
no podemos obtener un error (e) de valor cero cuando converge, sino un error mínimo en el cual se 
estabiliza la señal.  
 
Esto se ve tanto en  la diferencia de coeficientes como en  la gráfica que mostraremos a continuación 
(figura 3.11). 
 
Figura 3.11 Gráfica del error para alfa=0.01. 
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Como se puede ver en la gráfica de la figura 3.11, y si la comparamos con la gráfica de la figura 3.8, se 
puede observar como  la velocidad de convergencia es  la misma pero el error mínimo varía debido al 
ruido introducido en la señal deseada (d). 
 
Figura 3.12 Gráfica del error para distintos valores de alfa. 
Veamos ahora que pasa si con ruido aplicamos un factor de corrección alto (alfa=0.2). 
En la siguiente gráfica (figura 3.13) se puede apreciar la diferencia entre añadir ruido y no añadirlo con 
un factor de correcicón (alfa=0.2). 
 
Figura 3.13 Gráfica comparativa del error (e) para un valor grande (alfa=0.2) 
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Se puede observar como en el algoritmo NLMS, a comparación del LMS, no  le afecta que el valor de 
aprendizaje sea de 0.2 en cuanto a convergencia. 
 
Ahora compararemos  la velocidad de convergencia entre el algoritmo LMS y NLMS para  los mismos 
valores de factor de aprendizaje. Ya se ha hecho de forma  individual, pero ahora se mostrará en una 
misma  gráfica  las  curvas  de  convergencia  de  ambos  algoritmos  para  un mismo  valor  de  factor  de 
aprendizaje.  
 
El objetivo es poder observar que algoritmo converge más rápido. 
 
 
Figura 3.14 Gráfica comparativa del error (e) del algoritmo LMS y NLMS 
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Figura 3.15 Gráfica comparativa del error (e) del algoritmo LMS y NLMS 
 
 
Figura 3.16 Gráfica comparativa del error (e) del algoritmo LMS y NLMS 
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Después de ver las tres gráficas anteriores (Figura 3.14, Figura 3.15 y Figura 3.16) se puede concluir que 
el algoritmo LMS converge más rápido que el algoritmo NLMS. Pero también se puede apreciar que el 
algoritmo NLMS tiene menos ‘saltos’ una vez ha convergido, es decir, se comporta de una forma más 
estable. 
 
Esto se  puede apreciar mejor para valores grandes de factor de aprendizaje. Tal y como se muestra en 
la siguiente gráfica. (Figura 3.17) 
 
 
Figura 3.17 Gráfica comparativa del error (e) del algoritmo LMS y NLMS. 
 
En el caso del NLMS, este dejará de ser estable (converger eficientemente) para valores factor de 
aprendizaje altos. En la siguiente gráfica (Figura 3.17) se puede apreciar esto. 
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Figura 3.18 Gráfica comparativa del error (e) del algoritmo NLMS para valores altos. 
 
Hagamos ahora un zoom para apreciar como al algoritmo le cuesta seguir cada vez más a la señal 
deseada de nuestro sistema incógnita. En la siguiente gráfica se aprecia (Figura 3.19) 
 
 
Figura 3.19 Gráfica comparativa del error (e) del algoritmo NLMS para valores altos (zoom de la figura 
3.18). 
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La desventaja del algoritmo NLMS es el tener que seleccionar factor de corrección (alfa) en particular. 
De tal manera, que si se selecciona una alfa grande, se tiene una rápida convergencia del algoritmo, 
pero el error de salida es grande, pudiéndose quedar oscilando alrededor del mínimo. Por otro lado, si 
se usa una alfa pequeña, el error de salida es pequeño, pero  la rapidez de convergencia es  lenta. En 
resumen,   el algoritmo refleja en el factor de corrección (alfa) un claro compromiso entre el error de 
salida y la rapidez de adaptación (o convergencia). 
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3.4 ALGORITMO RLS 
 
El algoritmo RLS se ha implementado en Matlab con la siguiente función: 
 
function [h,y_vector,e_vector, P] = rls(x,d,h0,lamda) 
%initial P matrix 
h=h0'; Q=length(h0); 
M=length(x); %se aplica el algoritmo sobre la mitad de muestras de entrada (x) 
delta = 0.01 ; %es una constante pequeña (por temas de convergencia)       
P = (1/delta) * eye (Q ) ; 
y_vector=zeros(1,Q-1);%se inicializa (define) el vector y (sería lo mismo que y_vector[]para evitar las muestras de 
inicialización de valor 0) 
e_vector=zeros(1,Q-1);%se inicializa (define) el vector e (sería lo mismo que y_vector[]para evitar las muestras de 
inicialización de valor 0) 
  
s=zeros(Q,1);%inicializar el vector s de Q muestras 
for k = Q : M%M es el número de iteraciones sobre el que quieres aplicar el algoritmo 
    s=[s; x(k)];%definimos el vector s como el vector s que teniamos, anadiendo la primera muestra de la senal n 
 u = s(k:-1:k-Q+1) ;%toma del vector s únicamente las últimas muestras (u es en realidad la x, es decir, los 
datos, entrada del filtro) 
    r = P'*u/(lamda + u'*P * u );%r en realidad es la k (ganancia) del RLS (K de las formulas) 
    y=h' * u;%calculamos la salida para cada paquete de Q muestras concreto 
    y_vector=[y_vector y]; 
    e= d(k) - y ;%se calcula el error 
    e_vector=[e_vector e];%se actualiza 
    h = h + r * e ;%actualización de coeficientes 
    P = ( P - r * u'*P ) / lamda ;%estimamos la P 
  end  
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%Hasta ahora se ha calculado para M muestras. A partir de aquí ya se estima que ha convergido por tanto, los 
coeficientes del filtro no variaran... 
 for k =  M+1 : length(x) 
    s=[s; x(k)]; 
    u = s(k:-1:k-Q+1) ;        
    y = h' * u ; 
    e = d(k) - y; 
    y_vector=[y_vector y]; 
    e_vector=[e_vector e];    
end  
end 
 
Para comprobar que el algoritmo funciona, generaremos una señal de las siguientes características: 
 
fs = 2000;                    % Sampling frequency 
T = 1/fs;                     % Sample time 
L = 300;                      % Length of signal 
t = (0:L-1)*T;                % Time vector 
f0= 50; 
vi = sin(2*pi*50*t)+sin(2*pi*1500*t); 
x=[vi(1:L/2) 1*vi((L/2)+1:L)]; 
 
 
Ahora pasaremos esta señal por un filtro FIR con coeficientes g=[] y obtendremos así la señal deseada 
d[n]. 
 
>> g=randn(1,6);g=g/sum(g); %Filtro paso bajo aleatorio de 6 coeficientes con los valores del vector normalizados 
>> d=filter(g,1,x); %señal deseada después de pasar por el filtro g. 
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Figura 3.20 Gráfica de la señal deseada (d) 
 
Al  estar  d[n]  y  x[n]  relacionados  a  través  de  un  sistema  lineal  (FIR  por  añadidura)  nuestro  filtro 
adaptativo  debería  funcionar.  Para  ello  veremos  como  sigue  nuestra  señal  de  salida  del  filtro 
adaptativo (y) a la señal deseada (d) del sistema desconocido.  Para ello se ejecuta el siguiente código: 
 
>> P=8; h0=zeros (1,P); h0(1)=1; %Filtro inicial=identidad (tamaño 8 coeficientes) 
>> lamda=0.999; [h,y_vector,e_vector, P] = rls(x,d,h0,lamda); 
 
 
Figura 3.21 Gráfica comparativa de la señal deseada (d) con lamda=0.999 
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Se comprueba en la gráfica anterior (Figura3.21) como la señal de salida (y) de nuestro filtro adaptativo 
converge  rápidamente  con  la  señal  de  salida  (d)  del  sistema  desconocido.  Por  tanto,  se  podría 
identificar nuestro sistema incógnita (g). 
Ahora veamos el comportamiento del error (e) de una forma gráfica. En este caso se ha implementado 
con un valor de lamda=0.999.  
 
 
Figura 3.22 Gráfica de la señal deseada de error (e) con lamda=0.999 
Veamos primero la gráfica comparativa entre la señal deseada de nuestro sistema incógnita y la señal 
de salida de nuestro sistema adaptativo. 
 
 
Figura 3.23 Gráfica comparativa de la señal deseada (d) con lamda=0.1 
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Ahora veamos la gráfica del señal de error (e) con el valor de lamda pequeño (lamda=0.1). 
 
Figura 3.24 Gráfica de la señal deseada de error (e) con lamda=0.1 
 
Se puede apreciar claramente como la velocidad de convergencia es mejor con valores de lamda más 
pequeños. Esto es debido a que no da tanta importancia a errores pasados. Mientras que con lamdas 
más grandes, tienen mas peso los errores pasados y por tanto el seguimiento va empeorando a medida 
que se incrementa el valor de lamda, es decir, a medida que le damos mas peso a errores pasados. 
Veamos que pasa si ahora añadiendo ruido a la señal deseada (d). 
>> d=filter(g,1,x)+0.05*randn(1,N); %generamos un ruido aleatorio 
 
Figura 3.25 Gráfica comparativa de la señal deseada (d) y la señal de salida (y) con ruido y con 
lamda=0.999 
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Figura 3.26 Gráfica de la señal deseada de error (e) con ruido y con lamda=0.999 
En estas dos últimas gráficas se puede apreciar como si le damos mayor peso a los errores del pasado 
(lamdas=0.999) nuestro sistema es capaz de seguir de una forma bastante las variaciones que el ruido 
añade a nuestra señal deseada (d), siendo el error pequeño, aunque evidentemente no tan cercano al 
mínimo que conseguido en las mismas condiciones y sin ruido. 
Veamos que pasa ahora si vamos disminuyendo el valor de  lamda, para así darle más  importancia o 
peso a valores de error anteriores. Para ello, haremos una comparativa de la señal deseada (d) con la 
señal  de  salida  (y)  de  nuestro  sistema  adaptativo  en  la  situación  que  ahora mismo  tenemos,  pero 
diminuyendo el valor de lamda. 
 
Figura 3.27 Gráfica comparativa de la señal deseada (d) y la señal de salida (y) con ruido y diferentes 
valores de lamda 
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Figura 3.28 Gráfica comparativa de la señal de error (e) y con ruido para diferentes valores de lamda 
 
Como se puede apreciar si comparamos el comportamiento del seguimiento de  la señal deseada  (d) 
con  ruido  y  sin  ruido,  podemos  ver  que  ahora  que  el  valor  de  lamba  es mas  crítico  y  tenemos  un 
margen mas reducido. De tal manera, que a medida que disminuyendo la lamda y conforme hace mas 
iteraciones, el algoritmo acaba por no converger.  
 
Por  tanto,  cuanto más  peso  le  demos  a  los  errores  anteriores  (lamdas más  pequeñas)  peor  es  su 
comportamiento, acabando por no converger. Con la gráfica del error (Figura3.28) se aprecia lo mismo. 
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CAPITULO 4. CANCELADOR DE RUIDO O INTERFERENCIAS. 
 
  4.1 INTRODUCCIÓN 
Otra  de  las  muchas  aplicaciones  prácticas  para  los  filtros  FIR  adaptativos,  pero  una  de  las  mas 
interesantes es la cancelación de ruido o interferencias. La idea es sustraer el ruido o interferencias de 
la señal que las contiene. Para ello si empleamos técnicas de filtrado adaptativo, se puede obtener una 
mejora sustancial de dicha señal. 
 
La  figura  4.1, muestra  el  esquema  cancelador  de Ruido  o  Interferencias  adaptativo,  donde  la  señal 
primaria contiene  la señal de  interés x, y un ruido o  interferencia aditivo n que está correlado con n’ 
que es de donde proviene la fuente de ruido o interferencia. 
 
El  filtro adaptativo  recibe  la  referencia de  ruido,  la  filtra y  sustrae el  resultado de  la  señal primaria. 
Desde el punto de vista de filtrado adaptativo la señal primaria actúa como la señal deseada y la salida 
del sistema como error. La salida del sistema se obtiene sustrayendo el ruido de referencia de filtrado 
de la señal primaria.  
 
Figura 4.1 Cancelador de Ruido o Interferencias adaptativo 
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Para conseguir probar que funcione, al igual que el capítulo anterior, se utilizará la herramienta Matlab 
como medio para implementar los algoritmos adaptativos que nos permitan realizarlo. 
 
Antes, de empezar  a  implementar  y probar el  sistema  con  los diferentes  algoritmos, definiremos  la 
señal (d) como la suma de la señal de voz (x_voz) mas la señal (n_f) que se cuela de la fuente de ruido 
después de pasar por un  filtro  (para simular que atraviesa o cambia de entorno) y  llegar a donde se 
está emitiendo la voz.  
 
Para ello, aplicaremos el siguiente código en MatLab: 
 
[x_voz,fs]=wavread('voz.wav');% devolverá la señal wav (x) a la fs(frecuencia de muestreo que se defina) 
N=length(x_voz);% a N le asigna la longitud de muestras de la señal x 
x_voz=5*x_voz';%le damos una ganancia de filtro de 5 (mas potencia de senyal) 
Q=200; 
x1=0.1*sin(2*pi*0.65*[1:N]);%tono de interferencia que añadimos 
x2=0.2*sin(2*pi*0.125*[1:N]);%tono de interferencia que añadimos 
x3=0.3*sin(2*pi*0.3*[1:N]);%tono de interferencia que añadimos 
x4=0.5*sin(sin(2*pi*4/fs*[1:N]));%señal senosoidal que añadimos como otra interferencia. 
n=x1+x2+x3+x4;% suma de interferencias (ruido original) 
Num=[1 2 4 1];%la señal n la pasamos por un filtro de 4 coeficientes 
Num=Num/sum(Num); 
Den=1;%denominador del filtro 
n_f=filter(Num,Den,n);%n_f es la señal n(correlada, es decir, proviene de la misma fuente)pasada por un filtro 
h0=zeros(1,Q);%inicializa el vector de coeficientes inicial(una fila de Q columnas) 
h0(1)=1;%todo ceros excepto el primer número (para que no se inicialice todo con ceros) 
d=x_voz+n_f;%la suma de la voz mas todas las interferencias filtradas  
x=n;  
 
En  todo caso, un concepto  importante en este punto, es que n y n’ deben de estar correladas. Esto 
último se cumplirá debido a que provienen de la misma fuente. 
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La  idea básica es que  la señal de error (e) debe de ser en este caso, a diferencia del  identificador de 
sistemas, la señal de voz (x_voz) limpia de ruido o interferencias. Por tanto, si miramos el esquema de 
la Figura 4.1, nuestra señal de salida (y) del sistema adaptativo   debe de ser igual  la señal (n_f) de tal 
manera  que  al  restar  la  señal  (d)  con  (y)  únicamente  nos  quede  la  señal  de  voz  (x_voz)  y  con  ello 
conseguir  recuperarla,  con  lo  que  habríamos  sido  capaces  de  ‘limpiarla’ mediante  nuestro  sistema 
adaptativo.   
 
Ahora veremos en las siguientes gráficas, que señales se han generado con el código de MatLab 
implementado anteriormente. 
 
 
Figura 4.2 Gráfica de la señal de voz (x_voz) 
 
Por un lado tenemos la señal de voz (x_voz) en la Figura 4.2 y por otro lado, en la Figura 4.3, tenemos la 
señal  (n) como suma de  las señales   x1, x2, x3 y x4 superpuesta en  la misma gráfica,  la misma señal 
filtrada (n_f). Es decir, la señal que obtenemos de la fuente de ruido (n) y la misma después de haber 
cambiado de entorno (filtrada). 
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Figura 4.3 Gráfica de la suma de señales proveniente de la fuente de ruido filtrada (n_f) y sin filtrar (n) 
 
Como hemos dicho antes, el  filtro por el que hacemos pasar no  tiene más  intención que simular un 
cambio de entorno de la señal. Hay que tener en cuenta que tanto la señal (n) como la señal (n_f) están 
correladas entre si ya que provienen de la misma fuente de ruido. 
 
La  señal  filtrada  (n_f)  se  sumará  a  nuestra  señal  de  voz  (x_voz).  Por  lo  tanto,  tal  y  como  hemos 
comentado anteriormente, será  la señal (n_f)  la que nuestro algoritmo adaptativo debe de ser capaz 
de  seguir  de  tal manera  que  podamos  recuperar  lo mejor  posible  la  señal  de  voz  original,    con  el 
objetivo de eliminar  lo mejor posible  las  interferencias o  ruidos que se han sumado a ella. Para ello 
nuestro  sistema, debe de  tener  la  referencia de  la  señal de  ruido  (n)  correlada  con  la que  se desea 
eliminar (n_f).  
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Figura 4.4 Gráfica de la suma de señales proveniente de la fuente de ruido filtrada (n_f), sin filtrar (n) y 
señal de voz (x_voz) 
 
La gráfica anterior representa  las señales  involucradas en el proceso  inicial. De ellas,  ‘viajan’  juntas  la 
señal de voz  (x_voz) y  la señal (n) filtrada  (n_f). Por tanto, es esta última que deberá estar correlada 
con la señal (n) es la que deberemos ser capazes de seguir de la mejor forma posible. 
 
Por tanto, tal y como se ha explicado anteriormente, en este caso nuestra señal de error (e) no debe de 
ser  mínima,  sino  que  debe  de  ser  lo  más  parecida  posible  a  nuestra  señal  (x_voz)  para  poder 
recuperarla en el mejor estado posible. 
 
En  los  siguientes  puntos  del  presente  capítulo,  veremos  cómo  responden  los  diferentes  algoritmos 
adaptativos implementados. Para ello, comenzaremos con el LMS. 
 
 
 
Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  
David Millán Domingo 
 
 
77
 
4.2 ALGORITMO LMS 
 
El algoritmo a utilizar es el siguiente: 
 
function [h,y,e] = f_adap_LMS_Cancelador_de_ruido(x,d,h0,mu) 
% Lleva a cabo un LMS adaptativo intentando acercar y[](señal de salida de nuestro filtro adaptativo) a n_f(suma 
de señales filtradas de ruido o interferencias que se cuelan en la señal de voz). Para ello, tenemos que introducir 
en el algoritmo, la suma de señales que se capta directamente de la fuente de ruido (x ó n) partiendo de unos 
coeficientes (h0 de dimensión Q columnas)  e introduciendo un factor de aprendizaje mu. Con ello, obtendremos 
los coeficientes adaptados h[], la salida y[] y el error e[] (señal que debería de ser muy parecida a la suma de 
señales de ruido o interferencias n_f) 
h=h0; P=length(h);  
N=length(x); % número de iteraciones a realizar 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % ultimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolucion de x y h (n y h) 
e(k)=d(k)-y(k); % error (señal de voz eliminando interferencias) 
h=h+mu*e(k)*xx; % actualización coeficientes del filtro 
end 
 
Tal y como se ha explicado en la introducción del capítulo 4, la idea fundamental es ver a la salida de 
nuestro esquema (e) la señal de voz (x_voz) sin ninguna interferencia. Para ello veamos que obtenemos 
después de haber ejecutado el código con las señales generadas en MatLab anteriormente. 
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Figura 4.5 Gráfica de la voz contaminada por las interferencias y la señal de voz sin interferencias. 
 
Veamos, como el algoritmo adaptativo LMS ha sido capaz de seguir la suma de la señal de voz mas las 
interferencias con una factor de aprendizaje mu=0.01. 
 
 
Figura 4.6 Gráfica de la voz contaminada por las interferencias y el seguimiento que el algoritmo LMS 
es capaz de hacer sobre ella con un factor de aprendizaje (mu=0.01). 
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Para  apreciar  realmente  que  el  seguimiento  de  nuestro  algoritmo  adaptativo  ha  sido  el  esperado, 
compararemos la señal de voz original con la señal después de pasar por el algoritmo. 
 
 
Figura 4.7 Gráfica de la voz original y gráfica después de aplicar el algoritmo LMS con un factor de 
aprendizaje (mu=0.01). 
Además de ver que se ha podido aislar la voz de las interferencias de una forma eficiente, se ha podido 
comprobar de una forma sonora, mediante la ejecución del sonido resultante, que las interferencias 
han desaparecido sin dañar la señal original de voz. 
 
En la siguiente gráfica se puede ver como la señal de salida del filtro adaptativo (y) tiene exactamente 
las mismas componentes frecuenciales de cada una de las señales de ruido o interferencia que se han 
sumado a la voz. Por tanto, el sistema será capaz de eliminarlas quedando únicamente la señal de voz 
sin contaminar en la salida (e). 
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Figura 4.8 Gráfica de las componentes frecuenciales del ruido y de las componentes frecuenciales de la 
señal de salida de nuestro filtro adaptativo (mu=0.01). 
 
Veamos ahora como para distintos valores de factor de aprendizaje. 
 
 
Figura 4.9 comparación espectral para diferentes valores de aprendizaje grandes. 
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Figura 4.10 comparación espectral de señales de salida del filtro adaptativo para valores de 
aprendizaje pequeños. 
 
 
Figura 4.11 comparación de la señal de seguimiento de nuestro filtro adaptativo para diferentes valores 
de aprendizaje. 
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Se puede deducir de estas últimas tres gráficas que nuestro algoritmo adaptativo  funciona bien para 
unos determinados valores de factor de aprendizaje mu. Pero en el caso de que dicho valor se escoja 
muy grande, puede no converger o en el caso que se escoja un valor muy pequeño, no será capaz de 
eliminar  las  interferencias  ya  que  no  se  ajustará  a  ellas  (o  lo  haría  en  el  infinito,  si  tiene muestras 
suficientes para ello). 
 
Por tanto, mu es un factor crítico en cuanto a convergencia y a velocidad de convergencia.  
Veamos ahora que importancia tiene el valor de coeficientes que aplicamos a nuestro filtro adaptativo. 
 
 
Figura 4.12 Gráfica comparativa entre el antes y después de la señal de voz en el sistema cancelador de 
ruido, con Q=5000 y para un factor de aprendizaje pequeño y fijo (mu=0,000001). 
 
Tal y como se puede apreciar en esta gráfica y en la siguiente, si añadimos mas coeficientes a nuestro 
sistema, mas rápido es capaz de converger y por tanto, mas pequeña podemos escoger  la mu (factor 
de aprendizaje). 
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Figura 4.13 Gráfica comparativa entre el antes y después de la señal de voz en el sistema cancelador de 
ruido, con Q=200 y para un factor de aprendizaje pequeño y fijo (mu=0,000001). 
 
Este  fenómeno  también  se  puede  apreciar  de  una  forma  muy  clara  mediante  sonido.  Se  ha 
comprobado  que  contra  más  coeficientes  se  apliquen,  antes  se  va  eliminando  las  interferencias 
(curioso como se aprecia esto en sonido, ya que se van eliminando los tonos de manera progresiva). De 
tal manera que con un factor mu=0.00001 y Q=200, no se  llega a eliminar del todo  las  interferencias. 
En cambio, en  las mismas condiciones pero con Q=5000,  la eliminación de  las  interferencias es muy 
rápida.  
 
En  este  punto,  es  importante  comentar  que  el  aumento  de  coeficientes  (Q)  implica  mas  carga 
computacional. En todo caso, y en cuanto a compromiso, este es otro factor crítico que nos podemos 
encontrar en  algoritmo si aumentamos excesivamente los coeficientes de nuestro sistema adaptativo. 
También se ha visto anteriormente, que con una Q=200 es mas que suficiente para poder eliminar las 
interferencias si se escoge el factor de aprendizaje adecuado (mu adecuado).  
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Figura 4.14 Gráfica comparativa del compromiso entre velocidad de convergencia y error en régimen 
para diferentes valores de mu. 
 
En  esta  última  gráfica  (Figura  4.14),  se  puede  apreciar  que  para  valores  del  factor  de  aprendizaje  
grandes, tenemos mas velocidad de convergencia pero un error en régimen elevado, en cambio, para 
valores del  factor de  aprendizaje pequeños,  la  velocidad de  convergencia es peor, pero el error en 
régimen es pequeño. 
 
Si escuchamos  la  señal que  tenemos a nuestra  salida  (y) del  filtro adaptativo  se puede apreciar  los 
mismo de forma sonora ya que para factores de aprendizaje pequeños, tenemos  la señal mas  limpia 
cuando converge (es un poco mas lenta), es decir, la señal suma de interferencias. Mientras que para 
factores de aprendizaje grandes, tenemos mas velocidad de convergencia, pero se mezcla con la señal 
de voz, debido a los picos que se pueden observar en la gráfica. 
 
En  resumen, para  cada caso práctico  se deberían adaptar  los parámetros críticos del algoritmo para 
buscar la respuesta del sistema que mas nos pueda interesar. 
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4.3 ALGORITMO NLMS 
 
El algoritmo a utilizar es el siguiente: 
function [h,y,e] = f_adap_NLMS(x,d,h0,alfa) 
% Lleva a cabo un NLMS (LMS normalizado) adaptativo intentando acercar y[](señal de salida de nuestro filtro 
adaptativo) a n_f(suma de señales filtradas de ruido o interferencias que se cuelan en la señal de voz). Para ello, 
tenemos que introducir en el algoritmo, la suma de señales que se capta directamente de la fuente de ruido (x ó n) 
partiendo de unos coeficientes (h0 de dimensión Q columnas)  e introduciendo un factor de aprendizaje mu. Con 
ello, obtendremos los coeficientes adaptados h[], la salida y[] y el error e[] (señal que debería de ser muy parecida 
a la suma de señales de ruido o interferencias n_f) 
h=h0; P=length(h); 
N=length(x); % número de iteraciones a realizar 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % últimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolución de x y h 
e(k)=d(k)-y(k); % error 
beta=alfa/(xx*xx'); 
h=h+beta*e(k)*xx; % actualización coeficientes del filtro 
end 
 
Al  igual que en el  caso del  algoritmo  LMS,  la  idea es  ver a  la  salida  (e) únicamente  la  señal de  voz 
(x_voz) sin ninguna interferencia o al menos, minimizada lo más óptimamente posible. 
 
Para  ello,  volveremos  a  generar  mediante  MataLab  el  código  que  implementa  la  señal  de  voz 
contaminada  por  la  fuente  de  ruido  externa  (x_voz+n_f)  y  la  señal  que  captamos  como  referencia 
directamente de  la  fuente de  ruido  (correlada), que nos  servirá para poder  ‘limpiar’  la  señal de voz 
contaminada (d). 
 
Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  
David Millán Domingo 
 
 
86
 
Figura 4.15 Gráfica comparativa entre la señal de voz contaminada por el ruido de la fuente externa 
(x_voz+n_f)  y  la señal de voz original. 
 
Ahora  aplicaremos  el  algoritmo  adaptativo NLMS  (LMS  normalizado)  para  ver  que  comportamiento 
presenta al intentar cancelar el ruido. Aplicaremos por ejemplo, un factor alfa=0.01. 
 
Figura 4.16 Gráfica comparativa entre la señal de voz contaminada por el ruido de la fuente externa 
(x_voz+n_f)  y  la señal de voz (e) después del filtrado adaptativo con alfa=0.01. 
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Para  poder  ver  de  una  forma mas  clara  el  seguimiento  que  es  capaz  de  hacer  nuestro  algoritmo 
adaptativo, compararemos  la señal original de voz  (sin contaminar por el ruido) con  la señal una vez 
nuestro algoritmo adaptativo ha actuado sobre ella, es decir, con la señal de error (e). 
 
Figura 4.17 Gráfica comparativa entre la señal de voz original (x_voz)  y  la señal de voz (e) después del 
filtrado adaptativo con alfa=0.01. 
 
De una  forma  visual,  se puede  apreciar  en  la  gráfica  como el  error  (e),  es decir  la  señal de  voz,  se 
parece muchísimo a la señal original.  
Además,  se  ha  comprobado  de  forma  sonora,  que  el  algoritmo  es  capaz  aislar  el  ruido  que  se  ha 
incorporado en nuestra señal de voz original, dejándola muy limpia. 
 
Por tanto, se puede deducir que el valor de factor alfa=0.01 es bastante óptimo para poder recuperar 
la señal, tal y como pretendíamos.  
 
Comprobemos ahora las componentes frecuenciales entre la señal de ruido que se introduce en la voz 
(n_f) y la señal de salida (y) de nuestro filtro adaptativo. 
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Figura 4.18 Gráfica comparativa de las componentes frecuenciales de la señal de ruido filtrada y la 
salida de nuestro sistema adaptativo con alfa=0.01. 
 
 
Figura 4.19Gráfica comparativa de las componentes frecuenciales de la señal de ruido filtrada y la 
salida de nuestro sistema adaptativo para diferentes valores del factor alfa. 
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Figura 4.20 Gráfica comparativa de las componentes frecuenciales de la señal de ruido filtrada y la 
salida de nuestro sistema adaptativo para valores del factor alfa pequeños. 
 
 
Figura 4.21 Gráfica comparativa de las componentes frecuenciales de la señal de ruido filtrada y la 
salida de nuestro sistema adaptativo para valores del factor alfa pequeños pasadas más iteraciones. 
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Si  nos  fijamos  en  la  primera  grafica  de  esta  últimas  tres,  Figura  4.19,  podemos  ver  que  el 
comportamiento  que  tiene  nuestro  algoritmo  adaptativo  para  valores  grandes  del  factor  alfa,  es 
diferente al que tiene para valores pequeños.  
 
Para valores grandes del factor alfa, la señal de salida (y) de nuestro sistema no es capaz de distinguir 
entre  la  señal  suma de  ruidos  (n_f)  y  la  señal de  voz  (x_voz). El efecto que esto  tiene es  tal que al 
restarlas en  la etapa  final del cancelador, no somos capaces de distinguir entre  la señal de voz y  las 
señales  interferentes en ella. Esto se aprecia en la grafica claramente produciéndose saltos continuos 
entre  tono  y  tono  de  nuestras  señales  interferentes.  Este  efecto  se  hace  muy  evidente  cuando 
reproducimos la señal resultante, la cual suena como una especie de reverberación.  
 
Para valores pequeños, es parecido al comentado anteriormente. La diferencia es que en este caso, la 
señal de  salida  (y) no es  capaz de  seguir a  la  suma de  señales  interferentes y el  ruido  sigue  siendo 
prácticamente  el mismo,  no  pudiendo  pues  eliminarlo.  De  hecho,  cuando  reproducimos  el  sonido 
resultante, es como  si el  sonido  fuera directamente  la  suma de voz más  las  interferencias, es decir, 
tiene un efecto nulo sobre ambas.  
 
Pero, si nos fijamos bien en las gráficas dichas, se produce un fenómeno a tener en cuenta. Cuando el 
algoritmo  en  esta  situación  lleva  pocas  iteraciones  (figura  4.20)  la  diferencia  entre  las  señales 
producidas  con  el  factor  alfa=0.001  y  alfa=0.000000001,  es  mínima.  En  cambio,  a  medida  que  el 
algoritmo va realizando mas iteraciones, vemos como la señal producida por el factor ‘menos pequeño’ 
(alfa=0.001) va mejorando (Figura 4.21) y por tanto, separándose de la señal generada por el factor alfa 
mas pequeño (alfa=0.000000001), de tal manera que pasadas unas  300 iteraciones, mejora respecto  a 
la otra. 
 
Este  fenómeno  se  aprecia mediante  la  reproducción  del  sonido  en  ambos  caso  ya  que  las  señales 
interferentes han ido desapareciendo progresivamente al avanzar las iteraciones de nuestro algoritmo 
adaptativo. 
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En  resumen,  se  podría  concluir  que  para  valores  pequeños  de  factor  alfa,  el  algoritmo  adaptativo 
debería realizar muchas iteraciones para que el cancelador de ruido pudiera recuperar la señal de voz 
original. Mientras  que  si  el  factor  alfa  es  demasiado  grande,  la  convergencia  se  pierde  y  la  señal 
resultante queda muy dañada. 
 
 
Figura 4.22 Gráfica comparativa del compromiso entre velocidad de convergencia y error en régimen 
para diferentes valores de alfa. 
En esta última gráfica,  se puede apreciar el  claro  compromiso entre velocidad de  convergencia  y el 
error  en  régimen.  Para  valores del  factor  alfa  grandes,  velocidad  de  convergencia  buena,  pero  con 
error en régimen grande. Para valores del factor alfa pequeños, velocidad de convergencia mala, pero 
con error en régimen pequeño. 
Si ejecutamos el sonido de  las  interferencias, se puede apreciar claramente. De tal manera que para 
alfas  pequeñas,  tenemos  (no  inmediatamente,  debido  a  su  poca  velocidad  de  convergencia) 
únicamente  la  señal  suma de  interferencias. Mientras que para alfas grandes,  tenemos mezcla muy 
rápidamente  la  señal  suma  de  interferencias,  pero  también  la  señal  de  voz,  luego,  será  imposible 
eliminar únicamente el ruido. 
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4.3 ALGORITMO RLS 
 
El algoritmo a utilizar es el siguiente: 
 
clear all 
  
%Definición de variables 
  
[x_voz,fs]=wavread('voz.wav'); 
 
N=length(x); 
M=1000; 
 
x_voz=x_voz’ 
x=5*x_voz; 
   
Q=90;  %orden del filtro 
    
%Señales de ruido aplicadas  
   x1=0.1*sin(2*pi*0.065*[1:N]); 
x2=0.2*sin(2*pi*0.125*[1:N]); 
x3=0.3*sin(2*pi*0.3*[1:N]); 
x4=0.5*sin(sin(2*pi*4/fs*[1:N])); 
  
[n,fs]=wavread('voz.wav'); 
 
n=n(1:N)'; 
n=x1+x2+x3+x4; 
  
Num=[1 2 4 1]; 
Num=Num/sum(Num); 
Den=1; 
n_f=filter(Num,Den,n); 
d=x+n_f; 
 
 
h=zeros(1,Q); 
h(1)=1; 
 
  y=zeros(1,N); e=zeros(1,N); % reservamos para y[ ] y e[ ] 
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%Adaptación con el algoritmo RLS 
  
  delta = 100 ;         
P = delta * eye (Q ) ; 
w = zeros ( Q  , 1 ) ; 
y_vector=zeros(1,Q-1); 
e_vector=zeros(1,Q-1); 
  
s=zeros(Q,1); 
 
for k = Q : M 
       s=[s; n(k)]; 
      u = s(k:-1:k-Q+1); 
       phi = u' * P ; 
     r = phi'/(lamda + phi * u ); 
     y=w' * u; 
    y_vector=[y_vector y]; 
     e= d(k) - y ; 
      e_vector=[e_vector e]; 
     w = w + r * e ; 
     P = ( P - r * phi ) / lamda ; 
     end  
  
 
for k =  M+1 : length(x) 
     s=[s; n(k)]; 
     u = s(k:-1:k-Q+1) ; 
     y = w' * u ; 
     e = d(k) - y; 
     y_vector=[y_vector y]; 
     e_vector=[e_vector e]; 
end  
  
  
De  la misma manera que en  los dos algoritmos anteriores (LMS y NLMS),  la  idea es ver a  la salida (e) 
únicamente  la señal de voz (x) sin ninguna interferencia o al menos, minimizada  lo más óptimamente 
posible. 
 
Primero por tanto, deberemos generar señales de ruido que se sumen a la voz del interlocutor. Esto se 
hace con la siguiente parte del código que ha sido mostrado anteriormente. 
 
 
 
Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  
David Millán Domingo 
 
 
94
%Señales de ruido aplicadas  
   x1=0.1*sin(2*pi*0.065*[1:N]); 
x2=0.2*sin(2*pi*0.125*[1:N]); 
x3=0.3*sin(2*pi*0.3*[1:N]); 
x4=0.5*sin(sin(2*pi*4/fs*[1:N])); 
  
[n,fs]=wavread('voz.wav'); 
 
n=n(1:N)'; 
n=x1+x2+x3+x4; 
  
 
Figura 4.23 Gráfica de la señal de ruido generada.  
Tal y como se ha explicado durante este capítulo, esta señal de ruido (n) estará correlada con la que se 
sumará a la voz, de hecho la señal de ruido (n_f) que contaminará la voz (x), no es más que la señal (n) 
pasada por un filtro con el objetivo de simular en ella un cambio de entorno.  
 
Para simular este cambio de entorno de la señal proveniente de la fuente de ruido, se utiliza la 
siguiente parte de código mostrado al principio. 
 
%filtro cambio de entorno de señales de ruido 
Num=[1 2 4 1] 
Num=Num/sum(Num); 
Den=1; 
n_f=filter(Num,Den,n); 
d=x+n_f; 
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Figura 4.23 Gráfica de la señal de ruido en dos entornos diferentes.  
Tal y como se puede apreciar en la figura 4.23, la señal de ruido (n) llega al entorno donde se encuentra 
la  señal  de  voz  (x)  atenuada  debido  al  filtro  que  hemos  aplicado,  pera  simular  preciosamente  un 
cambio de entorno. 
Por tanto, la señal (n_f) se sumará a la señal de voz (x) obteniendo la señal de voz contaminada (d).  
 
Figura 4.24 Gráfica comparativa entre la señal de voz y la señal de voz contaminada por el ruido. 
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Aplicaremos ahora el algoritmo RLS, descrito anteriormente para  ir analizando  los  resultados que se 
obtengan con él. Para empezar lo aplicaremos con un factor de aprendizaje lamda=0.999. 
 
 
Figura 4.25 Gráfica comparativa entre la señal de voz original y la señal de error. (aplicando un factor 
de aprendizaje de 0.999). 
 
Tal  y  como  se  puede  ver  en  la  gráfica  comparativa  anterior  (Figura4.25),  la  señal  de  error  es muy 
parecida a la señal de voz original (antes de influirle el ruido proveniente de la fuente).  
 
Se han reproducido ambos sonidos y se ha podido comprobar que efectivamente son muy parecidos, 
consiguiendo por tanto, eliminar el ruido que contaminaba la señal de voz. Por tanto, se puede deducir 
que  el  valor  de  factor  lamda=0.999  es  bastante  óptimo  para  poder  recuperar  la  señal,  tal  y  como 
pretendíamos.  
 
Comprobemos ahora las componentes frecuenciales entre la señal de ruido que se introduce en la voz 
(n_f) y la señal de salida (y) de nuestro filtro adaptativo. 
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Figura 4.26 Gráfica comparativa de las componentes frecuenciales de la señal de ruido en voz y el 
seguimiento que la señal (y) del sistema adaptativo realiza sobre ella, con lamda=0.999. 
 
Ahora trataremos de ver en las siguientes gráficas, la influencia que tiene el aplicar diferentes valores 
de lamda en el factor de aprendizaje.  
 
Figura 4.27 Gráfica comparativa de las componentes frecuenciales de la señal de ruido en voz y el 
seguimiento que la señal (y) del sistema adaptativo realiza sobre ella, con lamdas por debajo de 0.999. 
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Figura 4.28 Gráfica comparativa entre la señal de voz original y la señal de error (aplicando lamdas por 
debajo de 0.999). 
 
Con lamdas por debajo del valor optimo (<0.999), visualmente se aprecia como nuestra señal (y) no es 
capaz de seguir a la señal de ruido (n_f) que tenemos en la voz (x) de una forma eficiente, es decir, el 
error está muy por encima del óptimo hallado con el factor óptimo de lamda (0.999). 
 
En  cuanto  al  sonido,  con  lamda=0.6,  se ha  reproducido  el  error  (e) observando  que  no  se  elimina, 
aunque si atenua el ruido, pero hay saltos , es decir, se escucha como se va cortando la señal. 
 
Estos dos aspectos se pueden ver en las gráficas de la Figuras 4.27 y Figura 4.28, respectivamente. 
 
Ahora veamos que pasa para valores de lamda >0.999. 
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Figura 4.29 Gráfica comparativa de las componentes frecuenciales de la señal de ruido en voz y el 
seguimiento que la señal (y) del sistema adaptativo realiza sobre ella, con lamdas por encima de 0.999. 
 
Figura 4.30 Gráfica comparativa de las componentes frecuenciales de la señal de ruido en voz y el 
seguimiento que la señal (y) del sistema adaptativo realiza sobre ella, con lamdas por encima de 0.999. 
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Figura 4.31 Gráfica comparativa entre la señal de voz original y la señal de error (aplicando lamdas por 
encima de 0.999). 
 
Por otro, con  lamdas por encima del valor optimo  (>0.999), se aprecia como nuestra señal  (y) no es 
capaz de seguir a la señal de ruido (n_f) que tenemos en la voz (x) de una forma eficiente, es decir, el 
error está muy por encima del óptimo hallado con el factor óptimo de lamda (0.999). 
 
Esto se refleja en el sonido del error. Con lamda=1.2, se ha reproducido el error (e) observando que no 
se elimina el ruido que la contamina, aunque si se atenúa. Lo mismo ocurre con el valor de lamda=1.5 y 
1,8. Cada vez atenúa peor el ruido, y por tanto, el sistema no se comporta como debería, llegando a ser 
el algoritmo estéril al no mejorar en nada la señal de voz, pasando el ruido impune junto a ella. 
 
Estos  dos  aspectos  se  pueden  ver  en  las  gráficas  de  la  Figuras  4.29,  Figura  4.30  y  Figura  4.31, 
respectivamente. 
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Por otro, con  lamdas por encima del valor optimo  (>0.999), se aprecia como nuestra señal  (y) no es 
capaz de seguir a la señal de ruido (n_f) que tenemos en la voz (x) de una forma eficiente, es decir, el 
error está muy por encima del óptimo hallado con el factor óptimo de lamda (0.999). 
Esto se refleja en el sonido del error. Con lamda=1.2, se ha reproducido el error (e) observando que no 
se elimina el ruido que la contamina, aunque si se atenúa. Lo mismo ocurre con el valor de lamda=1.5 y 
1,8. Cada vez atenúa peor el ruido, y por tanto, el sistema no se comporta como debería, llegando a ser 
el algoritmo estéril al no mejorar en nada la señal de voz, pasando el ruido impune junto a ella. 
 
Estos  dos  aspectos  se  pueden  ver  en  las  gráficas  de  la  Figuras  4.29,  Figura  4.30  y  Figura  4.31, 
respectivamente. 
 
Como  ya  sabemos,  aislaremos  el  ruido  de  la  voz  si  cumplimos  que  a  la  salida  de  nuestro  sistema 
obtenemos  la misma esa misma  señal  (o  lo más parecida posible). Para ello,  los  valores e el  factor 
lamda en relación con los coeficientes de nuestro filtro, han de ser los más óptimos posibles.  
 
Figura 4.32 Gráfica comparativa entre la señal de ruido existente en la voz y la salida de nuestro 
sistema para diferentes valores de factor lamda y con Q. 
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En  la  gráfica  anterior  (Figura 4.32)  se puede  apreciar  como el error disminuye  a medida que el 
factor lamda aumenta (se acerca a el valor unitario), pero contra, su tasa de convergencia es más 
elevada, es decir, necesita más iteraciones, con lo que el coste computacional es mayor. 
 
 
Figura 4.33 Gráfica comparativa entre la señal de ruido existente en la voz y la salida de nuestro 
sistema para diferentes valores coeficientes (Q) y factor lamda fijo a 0.999. 
 
 
Figura 4.34 Zoom de la gráfica4.33 para apreciar mejor la velocidad de convergencia en la  
comparativa entre la señal de ruido existente en la voz y la salida de nuestro sistema para 
diferentes valores coeficientes (Q) y factor lamda fijo a 0.999. 
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En estas dos últimas gráficas, (Figura 4.33 y Figura 4.34) se puede apreciar como el error disminuye 
a medida que el orden de  coeficientes Q disminuye, pero el efecto negativo  es que  su  tasa de 
convergencia es más elevada, es decir, necesita más iteraciones, con lo que el coste computacional 
es mayor. 
 
Por tanto, existe un claro compromiso entre el factor de olvido y el orden de coeficientes del filtro, 
de tal manera que si ganamos en velocidad de convergencia, perdemos en tasa de convergencia, 
con lo que aumenta el coste computacional.  
 
Se puede concluir respecto a dichos parámetros, que uno es inversamente proporcional al otro en 
cuanto a velocidad de convergencia y tasa de convergencia, por tanto, el compromiso es claro y los 
valores que se decidan  implementar en cada caso, dependerán del ámbito de aplicación sobre  la 
que se trabaje.   
 
Ahora  veremos  qué  efecto  tiene  la  variación  de  la  potencia  de  la  señal  de  entrada  sobre  el 
algoritmo. 
Para ello, multiplicaremos por varios valores  la señal suma de  ruidos que entra en nuestro  filtro 
adaptativo (señal n). 
 
 
Figura 4.35 Zoom de la gráfica4.33 para apreciar mejor la velocidad de convergencia en la  
comparativa entre la señal de ruido existente en la voz y la salida de nuestro sistema para 
diferentes valores coeficientes (Q) y factor lamda fijo a 0.999. 
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En la gráfica anterior (Figura 4.36), se puede observar cómo ha medida que aumentamos la 
potencia de la señal de entrada de nuestro filtro adaptativo (suma de señales de ruido), la 
velocidad de convergencia disminuye, con lo que se necesitarán más iteraciones si esta potencia 
fuera muy elevada, luego mas coste computacional. Pero por otro lado, se puede ver que el error 
disminuye al mismo tiempo que la potencia de la señal de entrada aumenta. 
 
Finalmente y a modo de prueba, añadiremos a la entrada de nuestro filtro una señal cuadrada que 
simulará un martilleo. Este tipo de señales son muy difíciles de limpiar, pero en todo caso, veremos 
cómo se comporta nuestro filtro adaptativo con el algoritmo este algoritmo implementado (RLS). 
 
La señal que implementamos es la siguiente; 
 
x5=0.5*sign(sin(2*pi*4/fs*[1:N]));%señal cuadrada, interferencia que añadimos a nuestra entrada (n). 
 
 
 
Figura 4.36 Gráfica comparativa entre el antes y el después de aplicar a la entrada de nuestro filtro 
adaptativo una señal de ruido cuadrada (martilleo) a nuestro filtro adaptativo. 
 
Se puede apreciar claramente en  la figura anterior, que  los picos o saltos que se ven son debidos 
precisamente  al  ruido  del  martilleo.  Ya  se  ve  que  no  se  pueden  limpiar  del  todo,  pero  si  se 
reproduce el sonido  resultante que obtenemos al restar nuestra señal de salida  (y) del  filtro y  la 
señal de voz mezclada con  la suma de ruidos  (martilleo  incluido), el resultado es una  importante 
atenuación de esta señal ruido (martilleo). 
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Una posible solución es intentar ajustar parámetros del algoritmo que lo hagan mas sensible a los 
picos que nos provoca la señal cuadrada. Para ello deberíamos de disminuir el orden del filtro y 
aumentar las iteraciones. 
 
 
Figura 4.37 Gráfica comparativa entre el antes y el después de aplicar a la entrada de nuestro filtro 
adaptativo una señal de ruido cuadrada (martilleo) a nuestro filtro adaptativo, con intento de 
mejorar la respuesta de nuestro filtro adaptativo al fenómeno de la señal cuadrada. 
 
 
Efectivamente hemos reducido un poco el sonido del martilleo, en la gráfica (Figura 4.37) se puede 
observar este fenómeno. Pero como contrapartida, al tornar el filtrado más sensible, se puede 
apreciar que la señal de salida de nuestro filtro tiene un seguimiento peor sobre las otras señales 
de ruido y perdiendo robustez. 
 
Por tanto, este sería un buen ejemplo de cómo afecta cambiar ciertos parámetros, según la 
aplicación o el objetivo que se quiera conseguir en el filtrado adaptativo. 
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CAPITULO 5. EL FILTRO DE KALMAN. 
   
5.1 INTRODUCCIÓN 
 
El método fue descrito por Rudolf E. Kalman en 1958.  
 
En un sistema determinístico trabajaríamos de la siguiente forma:  
‐ En primer lugar, construiríamos un modelo del sistema a partir de las leyes físicas que definen 
las dinámicas.  
‐ En segundo lugar, estudiaríamos su estructura y su respuesta.  
‐ En  tercer  lugar,  y  si  fuera  necesario,  se  diseñarían  compensadores  para  alterar  las 
características  del  sistema  o  bien  reguladores.  Para  ello  tendríamos  además  un  amplio 
conjunto de experiencias que han sido aplicadas con anterioridad sobre estos sistemas.  
 
En la realidad ocurre que los sistemas determinísticos son aproximaciones de lo que realmente 
son  ya  que  no  existe  un modelo matemático  perfecto  de  un  sistema  real,  además,  existen 
perturbaciones que no se pueden modelar de una forma determinística y todo ello teniendo en 
cuenta que los sensores no son perfectos. 
 
Por  todo  esto,  es  necesario  desarrollar  modelos  de  sistemas  que  tengan  en  cuenta  las 
incertidumbres,  hay  que  estimar  de  una  forma  óptima  los  datos  que  sean  de  interés  del 
sistema mal modelado  y que  tenga  los  datos  alterados por  posibles  ruidos  y  además  saber 
controlar de una forma óptima sistemas estocásticos. 
 
El objetivo de este capítulo este capítulo es conseguir unas nociones básicas relacionadas con 
el filtrado de Kalman como uno de los algoritmos del filtrado adaptativo. 
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5.2 FILTRO DEL KALMAN 
 
Es un algoritmo de procesado de datos óptimo recursivo.  
 
Óptimo porque minimiza un criterio determinado y porque incorpora toda la información que 
se le suministra para determinar el filtrado.  
 
Recursivo porque no precisa mantener los datos previos, lo que facilita su implementación en 
sistemas de procesado en tiempo real. Por último, algoritmo de procesado de datos, ya que es 
un filtro, pensado para sistemas discretos.  
 
El filtro de Kalman es el principal algoritmo para estimar sistemas dinámicos representados en 
la  forma  de  espacio‐estado  ya  que  el  sistema  es  descrito  por  un  conjunto  de  variables 
denominadas de estado.  
El estado contiene toda la información relativa al sistema a un cierto punto en el tiempo. Esta 
información debe permitir  la  inferencia del  comportamiento pasado del  sistema, presente o 
futuro, dependiendo si la problemática a encarar por parte del filtro de Kalman es el alisado, el 
filtrado o la predicción respectivamente. 
 
El objetivo del filtro de Kalman es estimar los estados de una manera óptima, de manera que 
se minimiza el índice del error cuadrático medio. 
 
Planteando el concepto de filtro de Kalman a partir de la estimación de la respuesta al impulso 
de un sistema  nh , el cual se representa a través de la siguiente ecuación lineal de estado: 
nnnn vhFh 1  [5.2.1] 
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Con una ecuación de observación igual a: 
nn
H
nnn
H
n whXwhHnd ][*   [5.2.2] 
 
La matriz cuadrada 
n
F relaciona a  los estados en  los periodos de tiempo discreto n y n+1, y 
que en este  caso de estimación  corresponde a  la matriz de  identidad.  La matriz  rectangular 
H
n
H , relaciona el vector de estado  nh  con el vector de medida u observación  *nd . Si se cuenta 
con los datos de entrada  ][nx del sistema a estimar, la matriz  H
n
H = H
n
X (run‐time vector). Por 
otro lado, si solo se cuenta con la señal de referencia o medida  ][nd , la matriz  H
n
H es igual a: 
 
      QndndndDH HHHHnHn   211  [5.2.3] 
 
Siendo en ese caso un problema de predicción lineal. Los procesos aleatorios correspondientes 
a los vectores  nv y  nw representan el ruido del estado y de la media respectivamente. Son del 
tipo gaussiano. 
 
En definitiva, el modelo de filtro establece el vector  ][* nd como señal disponible y a utilizar 
para conseguir la estimación mas precisa posible del vector de estado. 
 
Si partimos de la base de que se dispone de una estimación del vector de medida, ya que solo 
se conoce la matriz  H
n
H , se tiene: 
n
H
n hHnd
 ][*  [5.2.4] 
Por  lo que existirá un error, el cual servirá para mejorar  la estimación del vector de estado y 
que se define de la siguiente manera: 
  nnHnnnnHn whHwhhHndndn   ][][][ **  [5.2.5] 
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Siendo  hhh nn
~ el  error  de  estado.  Teniendo  en  cuenta  que  el  ruido  de medida  está 
incorrelado con el vector de estado, se puede calcular  la matriz de covarizna del vector error 
de medida en funcion de la matriz de covarianza del vector de error de estado de la siguiente 
manera: 
    nnnHnnnHnnHnH WHKHWHhhEHnnE  ~~][][   [5.2.6] 
 
Donde 
n
K es la matriz de covarianza del vector de error de estado. Esta ecuación revela, que 
el error de medida viene dado por dos términos: la potencia del ruido de medida y el error de 
estado a través de su matriz de covarianza. 
Conocido  el  error  de medida,  se  pretende  encontrar  la manera  de  utilizar  este  error  para 
mejorar la estimación del estado. Lo inmediato sugiere que la nueva estimación del vector de 
estado  se modifique de acuerdo al error de medida. Por  lo que  se establecen  las  siguientes 
ecuaciones  de  adaptación  en  términos  del  estado  estimado  y  del  error  de  estado 
respectivamente: 
 
][1 nkhFh nnnn      
[5.2.7] 
][1 nkvhFh nnnnn    
 
Donde 
n
k es la matriz de ganancia, la cual se determina a partir de considerar la ortogonalidad 
entre error de estado a estimar y el error de medida, esto es: 
  0][~ 1  nhE Hn   [5.2.8] 
 
resolviendo este principio en la ecuación [5.2.7], se obtiene: 
  nnnnnnnHnn kHKFknhEF    ][~0 1  [5.2.9] 
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teniendo en cuenta, las características de independencia del ruido de medida y despejando la 
matriz de ganancia de la expresión [5.2.9], se obtiene: 
nnnnn HKFk
1    [5.2.10] 
En  este momento,  disponiendo  de  una  estimación  del  vector  de  estado  y  de  su matriz  de 
covarianza, al disponer del error de medida, se calcula  la matriz de ganancia y se actualiza  la 
estimación del vector de estado. Para completar  la  iteración es necesario dejar disponible  la 
estimación de la matriz de covarianza del nuevo estado. Esta ecuación, que permite actualizar 
también la matriz de covarianza del error de estado, se obtiene de la ecuación [5.2.7], teniendo 
presente la expresión ya obtenida para la matriz de ganancia: 
n
H
nnn
H
nnnn VkkFKFK  1  [5.2.11] 
 
En resumen, las ecuaciones que se utilizan para derivar el filtro de Kalman se pueden dividir en 
dos grupos:  
 
‐ Las  que  actualizan  el  tiempo  o  ecuaciones  de  predicción  y  las  que  actualizan  los  datos 
observados  o  ecuaciones  de  actualización.  Las  del  primer  grupo  son  responsables  de  la 
proyección del estado al momento n +1 tomando como referencia el estado en el momento n y 
de la actualización intermedia de la matriz de covarianza del estado.  
 
‐ Las responsables de la retroalimentación, es decir, incorporan nueva información dentro de la 
estimación anterior con lo cual se llega a una estimación mejorada del estado. 
 
Las ecuaciones que actualizan el  tiempo pueden  también  ser pensadas  como ecuaciones de 
pronóstico,  mientras  que  las  ecuaciones  que  incorporan  nueva  información  pueden 
considerarse como ecuaciones de corrección. Efectivamente, el algoritmo de estimación  final 
puede  definirse  como  un  algoritmo  de  pronóstico‐corrección  para  resolver  numerosos 
problemas.  
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Así  el  filtro de Kalman  funciona por medio de un mecanismo de proyección  y  corrección  al 
pronosticar el nuevo estado y su incertidumbre y corregir la proyección con la nueva medida. 
Este ciclo se muestra en la Figura 5.1. 
 
Figura 5.1. Esquema completo del concepto general del Filtro de Kalman. 
 
 
5.3 EJEMPLO (FILTRO DEL KALMAN DISCRETO) 
Consideremos el siguiente sistema discreto: 
 
kkkk vxx 






 0474342.0
0430570.0
0452456.0
0021886.0
8146405.00817367.0
0817367.08146405.0
1   
 
  '01 kk wxy   
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Donde el término de ruido  v  tiene media cero y covarianza  09.0V . El ruido de medición se 
asume cero y covarianza  25.0W . 
 
Construimos  un  filtro  de  Kalman  discreto  para  estimar  la  evolución  del  estado  del  sistema 
anterior, cuando le aplica la entrada  senkTu  , con período de muestreo  sT 05.0 , y sobre 
el intervalo  skT ]10,0[ . 
Resumimos  los  pasos  a  seguir  para  programar  el  filtro  de  Kalman  discreto.  Partimos  del 
conocimiento  de  las  propiedades  estáticas,  valor  esperado  y  varianza  de  los  ruidos  'kv ,  y 
''kw y la condición inicial 0x . 
 
1. Calculamos la estima a priori del estado (predicción) 
inicializada con la estima inicial  ][ 00 xEx  . 
2. Calculamos la ganancia de Kalman 
1
1 ]][[][

  WCGVGAASCCGVGAASL TTTkTTTkk , con  ][ 000 TxxES   
3. Calculamos la estima a posteriori, corregida co la salida  1ky  
111 )ˆ)((ˆ   kkkk LBuxACLIx  
4. Calculamos la matriz de covarianza para la próxima iteración. 
T
kk
T
k
TT
kkk WLLCLIGVGAASCLIS 11111 ]][][[    
 
Ahora vamos a realizar estos pasos mediante MatLab de la siguiente manera: 
 
%Ejemplo filtro de Kalman discreto 
%Sistema en tiempo continuo 
Ac=[-4,2;-2,-4]; 
Bc=[0;1]; 
Gc=[1;-1] 
C=[1,0]; 
 
'
~~
kBuxAx 
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%Discretización exacta – Sistema en tiempo discreto 
T=0.05; %tiempo de muestreo 
A=expm(Ac*T);  
B=inv(Ac)*(A-eye(2,2))*Bc; 
G=inv(Ac)*(A-eye(2,2))*Gc; 
%Covarianzas de Ruidos 
V=0.09; %ruido de proceso 
W=0.025; %ruido de medición 
%Condiciones iniciales del sistema (para simular) 
t=0:T:10; 
u=sin(t); 
x0=[0;0]; 
x=x0; 
y=C*x0; 
%Condiciones iniciales del sistema (para simular) 
xh=[0.5;-0.5]; %xh(0) 
xp=xh; %xp(0) 
S=eye(2,2); %S0 
%Simulacion 
for k=1:length(t)-1 
 %Sistema 
 x(:,k+1)=A*x(:,k)+B*u(k)+G*sqrt(V)*randn; 
 y(k+1)=C*x(:,k+1) +sqrt(W)*randn; 
 %filtro de kalman inestacionario 
 xp(:,k+1)=A*xh(:,k)+B*u(k)+G*sqrt(V)*randn; %estima a priori 
 L=(A*S*A’+G*V*G’)*C’*inv(C*( A*S*A’+G*V*G’)*C’+W; 
 xh(:,k+1)=xp(:,k+1)+L*(y(k+1)-C*xp(:,k+1)); %estima 
 S=(eye(2,2)-L*C)*( A*S*A’+G*V*G’)* (eye(2,2)-L*C)’+L*W*L’; 
end 
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En la siguiente gráfica (Figura5.2) y tras ejecutar el algoritmo presentado anteriormente, se puede 
apreciar como el algoritmo de Kalman  implementado muestra como estima  los estados reales de 
las variables x1 y x2. En este caso, no se ha considerado ruido de estima en el proceso (V=0). 
 
 
Figura 5.2. Estimación de la planta (estados x1 y x2) del sistema propuesto,  sin tener en cuenta la 
covarianza de ruido de estima del proceso. (V=0) 
 
También podemos ver que las iteraciones que no necesita muchas iteraciones para poder estimar 
las variables de estado x1 y x2.  
 
Ahora repetiremos el proceso pero con una varianza de ruido de estima del proceso diferente de 
cero, por ejemplo V=0.09.  
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Figura 5.2. Estimación de la planta (estados x1 y x2) del sistema propuesto,  teniendo en cuenta la 
covarianza de ruido del proceso. (V=0) 
 
Ahora al tener en cuenta la covarianza de ruido de estima del proceso, podemos ver como la 
estimación ya no es ideal (como en el caso anterior), pero las correcciones que el algoritmo debe 
de hacer son mínimas. 
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CONCLUSIONES 
 
Dentro de los algoritmos adaptativos de filtrado de Wiener se han realizado simulaciones para 
LMS, NLMS y RLS siendo todas ellas satisfactorias.  
 
De todas estas simulaciones se ha ido hablando a medida que en los capítulos anteriores se han 
presentado, pero en base a los resultados obtenidos se puede concluir lo siguiente: 
 
‐ En cuanto a tiempo de cómputo el algoritmo que necesita más tiempo es el RLS, pero también 
es el que mejor y más rápidamente es capaz de seguir y adaptarse a cambios rápidos en la 
señal (señales con ruido).  
 
‐ El algoritmo adaptativo LMS es el mas simple pero es muy sensible a cambios en la potencia de 
la señal de entrada, dando lugar a una posible pérdida de convergencia. 
 
‐ El algoritmo adaptativo NLMS (LMS normalizado), ofrece un tiempo de cómputo aceptable y no 
es tan sensible a cambios en la potencia de entrada. De aquí que sea uno de los mas utilizados 
en la práctica. 
 
‐ Este proyecto se ha centrado básicamente en tres algoritmos adaptativos nombrados 
anteriormente. Pero en cuanto a la estimación de variables de estado, no es posible hacerlo 
con un filtro de Wiener y por ello se ha utilizado el filtro de Kalman. Algoritmo muy utilizado 
sobretodo en comunicaciones que da muy buenas resultados aún con ruido en planta. 
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