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Abstract
Let Pn be the n-th order Paneitz operator on Sn, n  3. We consider the following prescribing Q-
curvature problem on Sn:
Pnu+ (n− 1)! = Q(x)enu on Sn,
where Q is a smooth positive function on Sn satisfying the following non-degeneracy condition:
(Q)2 + |∇Q|2 = 0.
Let G∗ : Sn → Rn+1 be defined by
G∗(x) = (−Q(x),∇Q(x)).
We show that if Q > 0 is non-degenerate and deg( G
∗
|G∗| ,Sn) = 0, then the above equation has a solution.
When n is even, this has been established in our earlier work [J. Wei, X. Xu, On conformal deformation
of metrics on Sn, J. Funct. Anal. 157 (1998) 292–325]. When n is odd, Pn becomes a pseudo-differential
operator. Here we develop a unified approach to treat both even and odd cases. The key idea is to write it
as an integral equation and use Liapunov–Schmidt reduction method.
© 2009 Published by Elsevier Inc.
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On a general Riemannian manifold M with metric g, a metrically defined operator Ag is
said to be conformally invariant if under the conformal change in metric gu = e2ug, the pair of
corresponding operators Agu and Ag are related by
Agu(ϕ) = e−buAg
(
eauϕ
) (1.1)
for all ϕ ∈ C∞(M) and some constants a and b.
One such well known second order conformally invariant operator is the conformal Laplacian
which is closely related to the Nirenberg problem (or Yamabe problem) and more generally,
to the problem of prescribing Gauss (or scalar) curvature: Given a smooth positive function K
(or R) defined on a compact Riemannian manifold (M,g0) of dimension two (or n  3), does
there exist a metric g conformal to g0 for which K (or R) is the Gauss (or scalar) curvature of
the new metric g? If g = e2ug0 for n = 2 or g = u 4n−2 g0 for n  3, our problem is reduced to
finding solutions to the following nonlinear elliptic equations:
g0u+Ke2u = K0 (1.2)
for n = 2, or
4(n− 1)
n− 2 g0u+Ru
n+2
n−2 = R0u, u > 0 on M (1.3)
for n 3. (Here g0 denotes the Laplace–Beltrami operator of g0, K0 is the Gauss curvature of
g0 for n = 2 and while R0 is the scalar curvature of g0 for n 3.) The problem is to determine
for which K , Eq. (1.2) (or (1.3)) admits a solution (in the case of (1.3), one requires u > 0). This
problem has been studied extensively. See [7,8,11,14–16,23,24,31,35] and the references therein.
In search for a higher order conformally invariant operator, Paneitz [28] discovered an inter-
esting fourth order operator on compact 4-manifolds
P4ϕ = 2ϕ + δ
(
2
3
RI − 2 Ric
)
dϕ
where δ denotes the divergence, d the differential and Ric the Ricci curvature of the metric g.
Under the conformal change gu = e2ug, P4 undergoes the transformation (P4)u = e−4uP4 (i.e.,
a = 0, b = 4 in (1.1) ). See [3,6,9,12] and [13] for a discussion of general properties of Paneitz
operators.
On a general compact manifold of dimension n, the existence of such an operator Pn with
(Pn)u = e−nuPn for even dimension is established in [22]. However Pn’s explicit form is known
only for Euclidean space Rn with standard metric (Pn = (−)n2 ) and hence only for the sphere
Sn with standard metric g0. The explicit formula for Pn on Sn which appears in [3] and [2] is
Pn =
⎧⎨
⎩
∏ n−22
k=1(−+ k(n − k − 1)), for n even,
(−+ ( n−1 )2) 12 ∏ n−32 (−+ k(n − k − 1)), for n odd.2 k=0
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of order n which, under the conformal change of metric gu = e2ug0, is related to Pnu through
the following differential equation
Pnu+ (Qn)0 = (Qn)uenu on M. (1.4)
Motivated by the problem of the prescribing Gaussian curvature on S2, we pose the following
prescribing Qn-curvature problem on Sn: Given a smooth function Q on Sn, find a conformal
metric gu = e2ug0 for which (Qn)u = Q.
We remark that there is a similar problem for general compact Riemannian manifolds. But
since, in this case, the explicit expression for the operator Pn is unknown, we will not address the
general prescribing Qn curvature problem. When n = 4, there have been many works recently.
See [4,5,9,17,18,27] and the references therein.
Clearly the above question is equivalent to finding a solution of the differential equation
Pnu+ (n − 1)! = Qenu on Sn. (1.5)
In our previous paper [32], we have treated the case n = 2m, i.e. n is even. (A different
approach, based on curvature flows, was given recently in [26], and also a recent work [1].) In
that case, the operator Pn is a point-wise operator and by stereographic projection to Rn, it simply
becomes (−)m. In this paper, we shall consider both even and odd cases. Note that when n is
odd, the operator Pn involves (−)n2 which is a pseudo-differential operator.
Our basic idea is to transform (1.5) into an integral equation:
u(x) = 1
βn
∫
Rn
log
[ |y|
|x − y|
]
Q(y)enu(y) dy +C0, (1.6)
with βn being given by (−x)n/2(log 1|x−y| ) = βnδy(x).
This approach was first taken in [10] and then later in [34]. As in [7] and [8], there are three
main steps in the proofs: first a priori estimates, then a perturbation result, and finally a contin-
uation argument. For a priori estimates, we work directly with the integral equation (1.6). (We
note that a similar idea has been used in a recent paper [19].) For perturbation result, we use a di-
rect Liapunov–Schmidt reduction method. The continuation argument is the same as before. The
novelty of our approach is that we don’t use any type of Moser–Trudinger inequalities. This also
gives a new proof of the results in [7] and [8]. It is interesting to compare our approach here with
the original approach of Chang and Yang in [7] and [8] and the flow-approach of Struwe [31].
To state the main results of this paper, we use the function introduced in [24]. For any smooth
positive function Q on Sn, Q is called non-degenerate if it satisfies the non-degeneracy condition:
(Q)2 + |∇Q|2 = 0 (1.7)
on Sn. For a non-degenerate function Q on Sn, we can define the mapping G∗ : Sn → Rn+1 by
G∗(x) = (−Q(x),∇Q(x)). (1.8)
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from Sn into Sn will be well defined. If we assume Q is C3 function, then G∗|G∗| is C
1 on Sn,
hence its degree deg( G∗|G∗| ,S
n) is well defined. Now we can state our main result as the following.
Theorem 1.1. Suppose that Q > 0 on Sn (n 3) is non-degenerate and deg( G∗|G∗| ,Sn) = 0, then
Eq. (1.5) has a solution.
For example, if Q satisfies (1.7) and
Q(x)Q(−x) − ∇Q(x) · ∇Q(−x) 0, ∀x ∈ Sn
then Eq. (1.5) has a solution. The proof is similar to that of Corollary 1.1 of [24]. More examples
of Q can also be found in [24].
2. Preliminary results
The main aim in this section is to prove the Pohozev identity for integral equations. In order to
prove this, we need some regularity estimates and control on the solutions. First, we present the
classification of solutions. Then two lemmas following it are on the regularity of the solutions.
We would like to point out that those estimates clearly depend on the solution itself. Finally we
study the linearized equation at the standard solutions for the integral equation. In particular, we
try to classify the kernels of this linear operator.
Let us start with the following classification of the solutions of an integral equation:
Lemma 2.1. Let Q(x) ≡ (n− 1)! be a constant. Assume u ∈ C2(Rn) is a solution to the integral
equation
u(x) = 1
βn
∫
Rn
log
[ |y|
|x − y|
]
Q(y)enu(y) dy +C0, (2.1)
for some constant C0 such that enu ∈ L1(Rn). Then u is given by
u(x) = log
[
2λ
λ2 + |x − x0|2
]
, λ ∈ R+, x0 ∈ Rn. (2.2)
Proof. See [10] or [33,34]. We just remark that the constant λ is defined by λ = e− 12 C0(e−C0 −
|x0|2eC0)1/2 + e−C0 > 0. 
As a starting step for estimates, we show the following lemma.
Lemma 2.2. Suppose w is a C2 function on Rn (n 3) such that
(a) Qenw is in L1(Rn) with 0 <mQM for some constants m, M ;
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w + (n − 2)
βn
∫
Rn
Q(y)enw(y)
|x − y|2 dy = 0. (2.3)
Then there is a constant C > 0, depending on w, such that |w|(x) C on Rn.
Proof. Set α = ∫Rn Q(y)enw(y) dy. Then assumption (a) implies that 0 < α < ∞. This also im-
plies that
∫
Rn e
nw(y) dy is finite with upper bound depending only on m and α. Therefore there
exists a large constant R > 0 such that∫
Rn\BR(0)
Q(y)enw(y) dy  1
8
. (2.4)
Now notice that (2.3) holds almost everywhere. Since w ∈ C2, it holds everywhere. For any
x0 ∈ Rn \BR+8(0), we consider the solution h of the equation{
[(−)h](x) = (n−2)
βn
∫
B4(x0)
Q(y)enw(y)
|x−y|2 dy in B4(x0),
h = 0 on ∂B4(x0).
(2.5)
Let
v1(x) = 1
βn
∫
B4(x0)
[
log
(
16
|x − y|
)]
Q(y)enw(y) dy (2.6)
for all x ∈ B4(x0). Since for all x, y ∈ B4(x0), we have
|x − y| |x − x0| + |y − x0| 4 + 4 = 8,
hence, we conclude that
v1(x) 0 in B4(x0).
It is a routine calculation to check that
[
(−)v1
]
(x) = (n − 2)
βn
∫
B4(x0)
Q(y)enw(y)
|x − y|2 dy. (2.7)
Combining (2.5) and (2.7), we obtain{
(−)[±h− v1] 0 in B4(x0),
±h− v1  0 on ∂B4(x0), (2.8)
in weak sense. The maximum principle [21, Theorem 8.16] allows us to conclude that∣∣h(x)∣∣ v1(x), x ∈ B4(x0). (2.9)
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∫
B4(x0)
Q(y)enw(y) dy by dμ. Notice that βn =
1
2 Vol(S
n) > 1. Thus Jensen’s inequality, together with (2.4), implies that
∫
B4(x0)
exp
[
4n
∣∣h(x)∣∣]dx  ∫
B4(x0)
exp
[
nβnv1(x)
2
∫
B4(x0)
Q(y)enw(y) dy
]
dx
=
∫
B4(x0)
exp
[
n
2
∫
B4(x0)
{
log
(
16
|x − y|
)}
dμ
]
dx

∫
B4(x0)
{ ∫
B4(x0)
(
16
|x − y|
)n/2
dμy
}
dx
=
∫
B4(x0)
{ ∫
B4(x0)
(
16
|x − y|
)n/2
dx
}
dμy
 C, (2.10)
where C is just a dimensional constant.
Now we consider the function q(x) = w(x)−h(x) in the smaller ball B3(x0). First we observe
that, in weak sense,
(q)(x) = (w)(x) − (h)(x)
= − (n − 2)
βn
[∫
Rn
Q(y)enw(y)
|x − y|2 dy −
∫
B4(x0)
Q(y)enw(y)
|x − y|2 dy
]
= − (n − 2)
βn
∫
Rn\B4(x0)
Q(y)enw(y)
|x − y|2 dy.
If x ∈ B3(x0) and y ∈ Rn \B4(x0), then |x − y| |y − x0| − |x − x0| 1. Therefore we have
0 (−q)(x) (n − 2)
βn
α, (2.11)
in weak sense.
Hence it follows from the weak Harnack principle ([21], Theorem 8.17) that
sup
B2(x0)
q(x) C
[∥∥q+∥∥
L2(B3(x0))
+ ‖q‖L∞(B3(x0))
]
. (2.12)
We have seen in (2.11) the second term on the right is bounded independent of x0. To estimate
the previous one, we note that q+(x) = (w − h)+(x)w+(x) + |h(x)| and also we have for all
t  0, 2et  t2. Thus we have
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∫
B3(x0)
[
q+(x)
]2
dx  2
∫
B3(x0)
eq
+(x) dx
 2
∫
B3(x0)
ew
+(x)e|h(x)| dx
 2
∫
B3(x0)
{
1 + ew(x)}e|h(x)| dx
 2
[ ∫
B3(x0)
enw(x) dx
]1/n[ ∫
B3(x0)
en|h(x)|/(n−1) dx
](n−1)/n
+ 2
∫
B3(x0)
e|h(x)| dx
 C, (2.13)
where C is independent of x0 by using (2.10), Hölder inequality as well as assumption (a).
It follows that w(y) = q(y) + h(y) C + |h(y)| in the even smaller ball B2(x0). This leads
us to reach the estimate: ∫
B2(x0)
e4nw(y) dy  e4nC
∫
B2(x0)
e4n|h(y)| dy  C1, (2.14)
where we have used (2.10).
Next by Eq. (2.3), we have, for any |x0| sufficiently large,
βn|w|(x0) = (n − 2)
∫
Rn
Q(y)enw(y)
|x0 − y|2 dy
M(n − 2)
{ ∫
Rn\B2(x0)
enw(y)
|x0 − y|2 dy +
∫
B2(x0)
enw(y)
|x0 − y|2 dy
}
 (n− 2)M
4
∫
Rn
enw(y) dy
+ (n − 2)M
( ∫
B2(x0)
1
|x0 − y|2p dy
)1/p
·
( ∫
B2(x0)
eqnw(y) dy
)1/q
,
where p and q are such that 1/p + 1/q = 1. Since n  3, choosing p = 4n−18 , then p > 1 and
q = 4n−14n−9 < 4. Clearly with those choices of p and q , the first integral of the second term in the
right side of above equation is bounded. The other two integrals are also bounded by (2.14) and
the assumption (a).
Therefore |w| is bounded almost everywhere on Rn \ BR+8(0). But if w ∈ C2(Rn), then
w is continuous and hence is also bounded on B¯R+8(0).
This finishes the proof of Lemma 2.2. 
We also have the following estimate.
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constant A and
∫
Rn Q(y)e
nw(y) dy = α < ∞ with 0 <mQM . Then there exists a constant
B , depending only on A, n,m,M and α, such that w(x) B on Rn.
Proof. For any point x0 in Rn, let w1 be the solution of the Poisson’s problem
{
(−)w1 = (−w) := f in B1(x0),
w1 = 0 on ∂B1(x0). (2.15)
It follows from the elliptic estimate of Poisson’s equation (for example, [21], p. 189, Theo-
rem 8.16) that
∣∣w1(x)∣∣ sup
B1(x0)
∣∣w1(x)∣∣ C(n) sup
B1(x0)
|f | CA, (2.16)
since w1(x) = 0 on ∂B1(x0).
Now we set w2(x) = w(x) − w1(x) in B1(x0). Then it is obvious that (−)w2 = 0 in the
unit ball B1(x0) in weak sense. By mean value property for harmonic functions, we reach at the
estimate
∥∥w+2 ∥∥L∞(B1/2(x0))  C2(n)
( ∫
B1(x0)
w+2 dx
)
, (2.17)
where w+2 is the positive part of w2. However, by the definition of w2, we have
w+2 w
+ + |w1|.
Notice that we have the obvious inequality
∫
B1(x0)
nw+ dx 
∫
B1(x0)
enw dx  α.
Thus, combining those estimates, we get
∫
B1(x0)
w+2 dx 
α
n
+ A
n
ωn := C3(n,A,α),
where ωn is the volume of solid unit ball in Rn. Thus it follows from estimate (2.17) that
∥∥w+2 ∥∥L∞(B1/2(x0))  C2(n)C3(n,A,α).
Finally by definition again, we have
w = w1 +w2,
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w+ w+2 + |w1| C2(n)C3(n,A,α)+CA,
which is independent of x0. Since w is C2, lemma follows. 
The next lemma is the so-called Pohozev’s identity which implies some necessary conditions
for the integral equation (2.1) to have a solution.
Lemma 2.4. Suppose a C2 function u satisfies the integral equation (2.1). Assume there exist
constants 0 <m<M such that mQM . Assume that eu ∈ Ln(Rn).
(1) If |〈x,∇Q(x)〉|  C for some constant C > 0 and |x| sufficiently large, then
2
nβn
∫
Rn〈x,∇Q(x)〉enu(x) dx = γ (γ − 2);
(2) If there exists a constant C > 0 such that |∇Q|(x)  C for |x| sufficiently large, then∫
Rn ∇Q(x)enu(x) dx = 0,
where γ is given by
γ = 1
βn
∫
Rn
Q(x)enu(x) dx. (2.18)
Proof. Part (1) has been shown in [34]. Notice that the fixed sign condition on Q plus the
assumption on the integrability of the function eu implies that the constant γ is finite and
Q(x)enu(x) is absolutely integrable over Rn. Therefore Theorem 1 in [34] can be applied. We
should point out that the proof provided there is not complete. It only provided the formal calcu-
lation. Notice that the proof of Lemma 2.1 in [34] depends on this part. But when Q is constant,
the conditions in this lemma is clearly fulfilled. Here, for completeness of our argument, we ful-
fill the detail with those extra assumption as we have stated. The method for both cases is the
same. We only deal with the second case. Since Qenu ∈ L∞loc(Rn) is absolutely integrable and u
is of class C2, both sides of Eq. (2.1) are C2 functions and we can take twice weak derivatives.
This is to say that we can get:
u(x) = −n− 2
βn
∫
Rn
Q(y)enu(y)
|x − y|2 dy, (2.19)
in the sense of weak derivatives. Therefore, by Lemma 2.2, there exists a constant A > 0
such that 0  (−u)  A and by Lemma 2.3, there exists a constant B such that u  B
which can be applied to conclude that Qenu is in Lp(Rn) for any p  1. In fact, we have
Qpepnu Mpenue(p−1)B since u B . Now through routine argument, we can see that we have
the following:
∇u(x) = − 1
βn
∫
n
(x − y)Q(y)enu(y)
|x − y|2 dy, (2.20)R
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Q(x)∇enu(x) = −nQ(x)e
nu(x)
βn
∫
Rn
(x − y)Q(y)enu(y)
|x − y|2 dy. (2.21)
Now choose a smooth compact supported function η(t) such that η(t) = 1 for t  1 and
η(t) = 0 for t  2 and also −2 η′(t) 0 for all t . Multiplying both sides of (2.21) by η( |x|
R
)
for all real number R > 0 and integrate over Rn, we obtain:
∫
Rn
Q(x)η
( |x|
R
)
enu(x)∇u(x)dx
= − 1
βn
∫
Rn
{∫
Rn
η
( |x|
R
)
x − y
|x − y|2 Q(y)e
nu(y) dy
}
Q(x)enu(x) dx. (2.22)
But the left-hand side of the same equation transforms, by integration by parts,
∫
Rn
Q(x)η
( |x|
R
)
enu(x)∇u(x)dx
= −1
n
∫
Rn
∇Q(x)
[
η
( |x|
R
)]
enu(x) dx + 1
nR
∫
Rn
η′
( |x|
R
)
x
|x|Q(x)e
nu(x) dx. (2.23)
Notice that |η′( |x|
R
)|  2 for R  |x|  2R and otherwise it vanishes. Then integrability of
|Q|enu implies that the second integral approaches zero as R → ∞. Clearly the first integral
goes to the integral of (∇Q)enu with the help of the integrability of (|∇Q|)enu over Rn.
Now we consider the right-hand side. For each fixed R, by the Hardy–Littlewood–Sobolev
inequality, the function x−y|x−y|2 Q(x)Q(y)e
n(u(x)+u(y)) is absolutely integrable over Rn ×Rn since
we have Q(x)enu(x) ∈ L2n/(2n−1)(Rn). Hence we can take the limit under the integral sign as
R → ∞ by dominated convergence theorem. This implies that
1
n
∫
Rn
∇Q(x)enu(x) dx = − 1
βn
∫
Rn
{∫
Rn
x − y
|x − y|2 Q(y)e
nu(y) dy
}
Q(x)enu(x) dx. (2.24)
Again the right-hand side is absolutely integrable as a function over Rn × Rn, thus we can
conclude that the integral vanishes by interchange variables x and y. Hence the second part of
Lemma 2.4 follows. 
Remark 2.5. In Lemma 2.1, we may multiply the function Q by a suitable constant to make
γ = 2. Then the standard Pohozev’s identity holds.
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solutions. For simplicity, we set:
UΛ,a(x) = log
[
2Λ
Λ2 + |x − a|2
]
, (2.25)
for Λ> 0 and a ∈ Rn. By changing variables, we only need to prove
Theorem 2.6. Suppose that the bounded function φ(x) satisfies the integral equation
φ(x) = n!
βn
∫
Rn
{
log
[ |y|
|x − y|
]}
enU1,0(y)φ(y) dy +C. (2.26)
Then there are constants Cj for j = 0,1,2, . . . , n such that the function φ(x) is given as
φ(x) =
n∑
j=0
Cjψj (x), (2.27)
where
ψ0(x) = |x|
2 − 1
|x|2 + 1 , ψj (x) =
2xj
1 + |x|2 , j = 1,2, . . . , n. (2.28)
Proof. First of all, we want to show that if φ(x) satisfies Eq. (2.26), then
h := n!
βn
∫
Rn
enU1,0(x)φ(x) dx = 0. (2.29)
In fact, it follows from Eq. (2.26) and the definition of h that the following is true:
φ
(
x
|x|2
)
− h log |x| = n!
βn
∫
Rn
{
log
[ |y|
|x|| x|x|2 − y|
]}
enU1,0(y)φ(y) dy +C
= n!
βn
∫
Rn
{
log
[
1
| y|y|2 − x|
]}
enU1,0(y)φ(y) dy +C
= n!
βn
∫
Rn
{
log
[
1
|x − z|
]}
enU1,0(z)φ
(
z
|z|2
)
dz +C, (2.30)
where we have used the special form for the function U1,0. Since φ is bounded, the term h log |x|
has to be bounded for x near zero which forces h = 0.
Now it follows from (2.30) that, by the dominated convergence theorem, φ has a limit at ∞
since the right-hand side of Eq. (2.30) has limit as |x| → 0. Thus, since h = 0, the function
g(x) = φ(y) − h log 2 2 is a well defined function on Sn where π : Sn → Rn is the standard2 1+|y|
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well known that Pn is a conformal invariant operator, so
∫
Sn
Pn
(
g(x)
)
g(x)dσx =
∫
Rn
[
(−)n/2φ(y)]φ(y)dy
= n!
∫
Rn
enU1,0(y)φ2(y) dy
= n!
∫
Sn
g(x)2 dσx, (2.31)
where the second equality follows from (2.26). Notice that any function satisfying (2.26) also
satisfies the following differential equation
[
(−)n/2φ](y) = n!enU1,0(y)φ(y). (2.32)
Now just observe that, by definition of the operator Pn, it follows from Eq. (2.32) that Png =
n!g. Thus g is a first eigenfunction with eigenvalue n!. It is well known [9] that the first eigen-
space of Pn on Sn is spanned by {ψ0,ψ1, . . . ,ψn} under stereographic projection. Theorem 2.6
follows. 
Remark 2.7. We would like to point out that several facts, specially the properties of the oper-
ator Pn, we have used in the proof of above theorem can be traced back to Chang and Yang’s
earlier paper [8]. The bound for φ can also be seen by direct calculation from the integral
representation (2.26) and potential estimate.
3. Some a priori estimates
In this section, we want to prove the a priori estimates for the solutions of Eq. (2.1) with given
bounded positive smooth function Q satisfying the following non-degeneracy condition
(Q)2 + |∇Q|2 = 0. (3.1)
Since Pn is a pseudo-differential operator, standard elliptic regularity estimates do not apply.
We have to work with the integral equation (2.1).
We start with the estimates on the derivatives of the solution under the assumption that the
solution has an upper bound and Laplace of the solution is bounded.
Lemma 3.1. Let w satisfy (2.1). Suppose there exist positive constants A and B such that w  B
and 0 (−w)A. For each positive integer 0 < k  n − 1, there exists a constant Ck(A,B)
such that
∣∣∇kw∣∣(x) Ck.
And furthermore, w is C∞.
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∣∣∇kw∣∣(x) Bk
∫
Rn
Q(y)enw(y)
|x − y|k dy
 BkMenB
∫
B1(x)
dy
|x − y|k +Bk
∫
Rn\B1(x)
Q(y)enw(y)
|x − y|k dy
 Ck. (3.2)
In this estimate, Bk is just a constant depending only on n and k and B is the constant in the
assumption.
To see that w ∈ C∞, we simply notice that Eq. (2.3) implies
βn
n− 2 (w)(x) = −
∫
Rn
Q(y)enw(y)
|x − y|2 dy
=
∫
Rn
(
x
(
log
1
|x − y|
))
Q(y)enw(y) dy
=
∫
Rn
(
y
(
log
1
|x − y|
))
Q(y)enw(y) dy
=
∫
Rn
(
log
|y|
|x − y|
)
y
(
Q(y)enw(y)
)
dy + c0 (3.3)
through integration by parts, where c0 = −
∫
Rn(log |y|)y(Q(y)enw(y)) dy. Let us explain this
last step in more detail: fix a point x, for R sufficiently large, the integral can be decomposed
into the integral over the ball BR(x) with center at x and the part on Rn \BR(x). For the integral
over the ball, we use Green’s second identity to convert it into the integral with  on Qenw
plus the boundary terms. For the integral over the outside of the ball, the integral equals to∫
Rn\BR(x)
1
|x−y|2 (Q(y)e
nw(y)) dy which goes to zero as R → ∞. Then the integrability of Qenw
will imply that those two boundary integrals in the integral over the finite ball also tend to 0
as R → ∞. Thus the formula holds. Repeat above estimates to conclude that w is in Cn−1.
Inductively, we see that w ∈ C∞. 
We also need more accurate estimate.
Lemma 3.2. Let w satisfy (2.1) with assumptions as in Lemma 3.1. Then w ∈ Cn−1,α for
any 0  α < 1. Furthermore, there is a constant C(n,α,A,B) > 0 such that ‖enw‖Cn−1,α 
C(n,α,A,B).
Proof. When n is even, it is clear since (−)n/2w = Q(x)enw(x) is bounded, standard elliptic
estimate implies the result.
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(−)kw(x) = Ck
βn
∫
Rn
Q(y)enw(y)
|x − y|2k dy.
By the inequality,∣∣|x − y|−2k − |x1 − y|−2k∣∣ 2k|x − x1|α{|x − y|−2k−α + |x1 − y|−2k−α},
for any real number 0 α < 1 (Eq. (3) on p. 225 [25]), we have
∣∣(−)kw(x)− (−)kw(x1)∣∣
 2kCk
βn
|x − x1|α
{∫
Rn
Q(y)enw(y)
|x − y|2k+α dy +
∫
Rn
Q(y)enw(y)
|x1 − y|2k+α dy
}
 C|x − x1|α, (3.4)
where the last estimate is just same as the estimate (3.2). The last statement follows from our
assumptions as well as above estimates. This completes the proof of Lemma 3.2. 
Now we are ready to state and prove the main result of this section.
Theorem 3.3. Suppose Q is a positive smooth function defined on Sn (n  3), satisfying the
non-degeneracy condition (3.1). Then there are constants C1 and C2 such that any solution u of
the equation:
Pnu+ (n − 1)! = Qenu on Sn, (3.5)
satisfies the bounds
−C1  u C2. (3.6)
Proof. First let us show that there exists a constant C2 such that u C2. Suppose this is not the
case, there would exist a sequence {uk} such that maxSn uk(x) = uk(xk) → ∞ and xk → x0 as
k → ∞. Choose stereographic projection π−1 : Sn → Rn with north pole at −x0 and set wk(y) =
uk(π(y)) + log 21+|y|2 . Then one checks that w satisfies the integral representation
wk(x) = 1
βn
∫
Rn
log
[ |y|
|x − y|
]
Q(y)enwk(y) dy +Ck, (3.7)
where Ck = wk(0) and Q(y) = Q(π(y)). Translating wk by a constant, and still denoting it by
wk , we get
wk(x) = ρk
βn
∫
n
log
[ |y|
|x − y|
]
Q(y)enwk(y) dy, (3.8)R
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ρk
∫
Rn
Q(y)enwk(y) dy = 2βn. (3.9)
(This follows from integration of (3.5) on Sn and a change of variable.)
Since wk(π−1(xk)) = uk(xk) + log 21+|π−1(xk)|2 , when k → ∞, π
−1(xk) → 0, we conclude
that wk(yk) → ∞ where yk = π−1(xk). Now set vk(z) = wk(yk + kz) − wk(yk) = uk(π(yk +
kz)) − uk(π(yk)) + log[ 1+|yk |21+|yk+kz|2 ] with k to be determined later.
Observe that the fact that yk → 0 as k → ∞ implies that we can assume for all k, |yk|  1.
Hence there exists an absolute constant C > 0 such that vk(z) C for all z ∈ Rn no matter what
k > 0 is. For example, we can take C = log 2. This follows from the assumption that uk(π(yk))
is the maximum for uk on the sphere Sn as well as the definition of vk .
It follows from the integral representation of wk that
vk(z) = ρke
nwk(yk)
βn
∫
Rn
log
[ |yk − y|
|yk + kz − y|
]
Q(y)en[wk(y)−wk(yk)] dy
= 
n
k ρke
nwk(yk)
βn
∫
Rn
log
[ |t |
|z − t |
]
Q(yk + kt)en[wk(yk+kt)−wk(yk)] dt
= 
n
k ρke
nwk(yk)
βn
∫
Rn
log
[ |t |
|z − t |
]
Q(yk + kt)envk(t) dt. (3.10)
Now we choose k > 0 such that nk ρkenwk(yk) = 1. The advantage for this choice of k is that,
by Eq. (3.9), we have ∫
Rn
Q(yk + kt)envk(t) dt = 2βn. (3.11)
Observe that we also have k → 0 as k → ∞, since wk(yk)+Ck → ∞ as k → ∞. Therefore
Eq. (3.10) implies that
vk(z) = 1
βn
∫
Rn
[
log
|t |
|z − t |
]
Q(yk + kt)envk(t) dt. (3.12)
Similarly to the argument in Lemma 2.4, it can be shown that vk(z) satisfies Eq. (2.3). Since
vk(z) is bounded from above, envk(z)  C for some constant C, independent of k. As a conse-
quence of this fact, |vk(z)| will be also uniformly bounded with upper bound independent of k
which can be shown as follows: for any point z ∈ Rn, by Eq. (2.3), we have
∣∣vk(z)∣∣ = n− 2
βn
∣∣∣∣
∫
n
Q(y)envk(y)
|z − y|2 dy
∣∣∣∣R
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βn
MC
∫
B1(z)
1
|z − y|2 dz + (n− 2)M
∫
Rn\B1(z)
envk(y)
|z − y|2 dy
 MC
βn
ωn−1 + (n − 2)M
β
∫
Rn
envk(y) dy
:= C1.
Clearly the constant C1 is independent of k since, by Eq. (3.11),
∫
Rn e
nvk(y) dy  2βn
m
, where m
is the lower bound of the function Q.
We can apply Lemma 3.2 to conclude that there is a constant C, independent of k but depend-
ing on α such that ‖envk(z)‖Cn−1,α  C. Thus for some 0 < α0 < 1, vk → v0 in Cn−1,α0loc (Rn) as
k → ∞. By Lemma 2.1, v0 = log[ 2λλ2+|y−y0|2 ]. By the definition of vk , we have v0 = U1,0.
We need the following lemma on the decay of vk(z):
Lemma 3.4. For all δ ∈ (0,2), there exist Rδ,Cδ > 0 such that
vk(z) (2 − δ) ln 1|z| +Cδ, ∀|z|Rδ. (3.13)
Proof. The proof is standard. For the reader’s convenience, we include it here.
Let δ ∈ (0,2) be fixed. Since vk → U1,0 locally in Rn, (log |z|)envk(z) is in L1(Rn). Thus by
(3.11), we may choose k large and Rδ such that∫
|t |Rδ2
Q(yk + kt)envk(t) dt 
(
2 − δ
2
)
βn.
We then compute
vk(z) = 1
βn
( ∫
|t |Rδ2
+
∫
|t |Rδ2 , |t |2|z−t |
+
∫
|t |Rδ2 , |t |2|z−t |
)[
log
|t |
|z − t |
]
×Q(yk + kt)envk(t) dt
 1
βn
(
2βn − δ2βn
)
log
1
|z| +C +
1
βn
∫
|t |Rδ2 , |t |2|z−t |
log
1
|z − t |Qe
nvk dt

(
2 − δ
2
)
log
1
|z| +Cδ
where C depends on the integral of (log |z|)envk(z) and βn and Cδ combines C and some constants
depending on δ. Let us explain a little bit more on first inequality: for the first part we note that
|z||t |
|z−t |  (1 + |t ||z−t | )|t | and |t ||z−t |  1 if |t | (Rδ)/2 and |z| (Rδ)/2. For the second part of the
integral, if |t | 2|z − t |, we have log |t ||z−t |  log 2. For the third part, the term with log |t | will
be absorbed to the first term with log |t | while the another term is left as it is. For the second last
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the ball B1(z) is finite as we can easily see. Thus the lemma follows. 
Let us continue the proof of Theorem 3.3. So far we have shown that the assumptions for
Lemma 2.4 have fulfilled, so it is ready to be for use. Observe that in the definition of γ in
Eq. (2.18), we have γ = 2 in current situation as shown by Eq. (3.11). Since Q is a smooth
function on Sn, |∇Q| is clearly bounded, by second case of Lemma 2.4, we have
0 =
∫
Rn
∇Q(yk + kt)envk(t) dt
=
∫
Rn
[∇Q(yk + kt)− ∇Q(yk)]envk(t) dt +
∫
Rn
∇Q(yk)envk(t) dt. (3.14)
The first term, as k → +∞, approaches zero by the Lebesgue’s dominated convergence theo-
rem since ∇Q is bounded and vk has decay (3.13). Thus we obtain:
∇Q(yk) → 0, that is, ∇Q(0) = 0. (3.15)
In fact, more can be concluded from Eq. (3.14). Namely, we have
∇Q(yk) = O(k). (3.16)
Next since Q is a smooth function on Sn, we have that |〈y,∇Q(y)〉|, where y = π−1(x) for
x ∈ Sn, is bounded. Hence, by Lemma 2.4(1), we have
0 =
∫
Rn
〈
t,∇Q(yk + kt)
〉
envk(t) dt
=
∫
Rn
〈
t,∇Q(yk + kt)− ∇Q(yk)
〉
envk(t) dt +
〈
∇Q(yk),
∫
Rn
tenvk(t) dt
〉
=
∫
Rn
∑
Qij (yk)kti tj e
nvk(t) dt + o(k). (3.17)
To check the last equality above, we observe that v0, the limit of the sequence {vk} is radially
symmetric with respect to the point 0. It is because v0 does satisfy the integral equation (2.1)
with Q(y) = Q(0). Hence we easily conclude that
∫
Rn
zenv0(z) dz = 0. (3.18)
Thus we obtain:
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〈
∇Q(yk),
∫
Rn
tenvk(t) dt
〉
=
〈
∇Q(yk),
∫
Rn
t
{
envk(t) − env0(t)}dt〉
=
〈
∇Q(yk),
∫
Rn
t
{
en(vk(t)−v0(t)) − 1}env0(t) dt〉
= o(k), (3.19)
where in the last step, we have used the estimate (3.16) and the decay (3.13).
Now, by similar reasons, Eq. (3.17) implies that
0 = kQ(yk)
∫
Rn
envk(t)|t |2dt + o(k). (3.20)
Thus we have Q(0) = 0 which contradicts the non-degeneracy assumption on Q (see
Eq. (3.1)).
Once the upper bound on the solution u is available, the lower bound is easy. Notice that every
solution u can be written as w(x) − log 21+|x|2 with w satisfying the integral equation (2.1). It
will not be hard to see that w(x) − log 21+|x|2 has a lower bound independent of w. Observe that
by Eq. (2.1). Hence we have
∇w(x) = − 1
βn
∫
Rn
x − y
|x − y|2 Q(y)e
nw(y) dy.
This implies that
(
1 + |x|2)1/2|∇w|(x) 1
βn
∫
Rn
(1 + |x|2)1/2
|x − y| Q(y)e
nw(y) dy
 [2(1 + |x|
2)]1/2MenC
β
1/2
n
[ ∫
Rn
1
|x − y|2 (
2
1 + |y|2 )
n dy
]1/2
 C0, (3.21)
where we have used the Hölder inequality, the fact that w(x)− log 21+|x|2 = u C and∫
Rn
1
|x − y|2
(
2
1 + |y|2
)n
dy = C1(−)
(
log
2
1 + |x|2
)
.
The latter identity is due to the fact that log 21+|x|2 is a solution of Eq. (2.1) with Q = constant,
take Laplace both sides to get the equation. Now since (−)(log 21+|x|2 ) = 2n1+|x|2 − 4|x|
2
(1+|x|2)2 , it
follows from a simple argument that (1 + |x|2)1/2|∇(w(x)− log 21+|x|2 )| C for some constant,
which in turn implies that |∇u| C on Sn and diameter of Sn is finite, hence u is bounded from
below too.
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Remark 3.5. With the help of this theorem, we can conclude that solutions of Eq. (3.5) are
uniformly bounded in Cn−1,α(Sn) for any constant 0 < α < 1. We shall use this conclusion in
the rest of our argument implicitly.
4. Perturbation result
In this section, we use Liapunov–Schmidt reduction method to solve Eq. (2.1) with ‖Q− (n−
1)!‖C2(Rn) <  and  sufficiently small. (Similar approach was used by Rey and Wei [29,30].)
This approach is different from the usual one adopted by Chang and Yang [7,8]. Here we don’t
use any type of Moser–Trudinger inequalities.
Let us rewrite the function Q as Q = (n − 1)!(1 + Qˆ). Of course if Q is non-degenerate in
the sense of (1.7), so is Qˆ. We consider the integral equation (2.1). To be more precise, we write
the equation through a non-local operator form:
S[u] := (−)n/2u− 2βn(n − 1)!Q(x)e
nu(x)∫
Rn Q(x)e
nu(x) dx
. (4.1)
In this section, we should construct a function u such that S[u] = 0 and such that it can be lift
to Sn so that this is a solution we are looking for. The solution will have the form
u(x) = UΛ,a(x)+ φ(x), (4.2)
where (Λ,a) ∈ (0,1] × Sn will be chosen later, φ(x) is relatively small and UΛ,a(x) is given by
UΛ,a(x) = log 2Λ
Λ2 + |x − a|2 . (4.3)
Observe that if u(x) takes the form (4.2) with φ uniformly bounded on Rn and lim|x|→∞ φ(x)
exists, clearly we can lift it to Sn by stereographic projection.
Now we substitute (4.2) into Eq. (4.1) to obtain
S[UΛ,a + φ] = S[UΛ,a] +L[φ] +N [φ], (4.4)
where
S[UΛ,a] = (−)n/2UΛ,a − 2βn(n − 1)!Q(x)e
nUΛ,a(x)∫
Rn Q(x)e
nUΛ,a(x) dx
, (4.5)
L[φ] = (−)n/2φ − 2βnn!e
nUΛ,aφ∫
Rn e
nUΛ,a dx
+ 2βnn!e
nUΛ,a
∫
Rn e
nUΛ,a(x)φ(x) dx
(
∫
Rn e
nUΛ,a(x) dx)2
, (4.6)
and
N [φ] = O(〈y〉2n|φ| + |φ|2〈y〉2n), (4.7)
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In fact, by definition, we have
N(φ) = 2βn(n − 1)!
{
QenUΛ,a∫
Rn Q(x)e
nUΛ,a(x) dx
− Qe
n(UΛ,a(x)+φ)∫
Rn Q(x)e
n(UΛ,a(x)+φ(x)) dx
}
+ 2βnn!
{
enUΛ,aφ∫
Rn e
nUΛ,a(x) dx
− e
nUΛ,a(x)
∫
Rn e
nUΛ,a(x)φ(x) dx
(
∫
Rn e
nUΛ,a(x) dx)2
}
.
Then by double Taylor expansion, one in φ and another in  (since Q depends on ), we can
easily get the result.
Note that ∫
Rn
(
S[Uλ,a] +N [φ]
)
dy = 0, (4.8)
since
∫
Rn L(φ)dy = 0.
Now we begin with
Lemma 4.1. Suppose the bounded function φ satisfies ∫Rn enUΛ,aφ dx = 0 and∫
Rn e
nUΛ,aψΛ,jφ = 0 for j = 0,1,2, . . . , n with ψΛ,j given by
ψΛ,0(x) = |x − a|
2 −Λ2
Λ(Λ2 + |x − a|2) , (4.9)
and
ψΛ,j (x) = 2(xj − aj )
Λ2 + |x − a|2 . (4.10)
If φ − log 21+|x|2 can be lifted to be a smooth function on Sn, then there is a constant c0 > 0 such
that ∫
Rn
[
(−)n/2φ]φ dx − n!(1 + c0)
∫
Rn
enUΛ,a(x)φ2(x) dx  0. (4.11)
Proof. When we consider it as the eigenvalue problem on Sn for generalized Paneitz operator
Pn, the inequality we stated above is clear since it is well know that the first non-zero eigenvalue
of Pn on Sn is always equal to n!. 
Now we shall adopt the following notation in the future argument:
‖φ‖∗ = sup
y∈Rn
∣∣φ(y)∣∣, (4.12)
and
‖f ‖∗∗ = sup
n
〈y〉2n∣∣f (y)∣∣. (4.13)
y∈R
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such functions can be lifted to Sn.
Lemma 4.2. Let f be a function on Rn such that ‖f ‖∗∗ is finite and
∫
Rn f dy = 0. Assume the
bounded function φ is a solution of the equation
L[φ] + f +
n∑
j=0
Cje
nUΛ,aψΛ,j = 0, (4.14)
for some constants Cj such that
∫
Rn e
nUΛ,aφ dx = 0 and ∫Rn enUΛ,aψΛ,jφ dx = 0 for j =
0,1,2, . . . , n. Then we have
‖φ‖∗  C‖f ‖∗∗, (4.15)
for some positive constant C > 0 which depends on the upper bound of n +Λ+ |a| only.
Proof. Since
∫
Rn e
nUΛ,a(x) dx = 2βn which is independent of Λ,a, by taking the derivative with
respect to Λ and a, we find that ∫
Rn
enUΛ,a(x)ψΛ,j (x) dx = 0, (4.16)
for j = 0,1,2, . . . , n. Therefore, together with the fact that L[ψΛ,j ] = 0 for every j , we have∫
Rn
L[φ]ψΛ,j dx = 0, (4.17)
for all j by integration by parts and the assumption. Thus if we multiply Eq. (4.14) by ψΛ,j and
integrate it over the space Rn, we obtain the estimate
|Cj | = O
(‖f ‖∗∗), j = 0,1,2, . . . , n. (4.18)
By the integral representation of Eq. (4.14) we have, for some constant β ,
φ(x) = n!
βn
∫
Rn
{
log
[ |y|
|x − y|
]}
enUΛ,a(y)φ(y) dy
+ 1
βn
∫
Rn
{
log
[ |y|
|x − y|
]}
f (y)dy +
n∑
j=0
Cj
n! ψΛ,j + β. (4.19)
Since φ is bounded, arguments as in (2.30) show that φ(x) has limit as |x| tends to infinity.
Therefore it can be lifted to be a smooth function on Sn.
Next multiplying Eq. (4.14) by φ and integrating the resulting equation, we obtain∫
n
[
(−)n/2φ]φ dx − n!∫
n
enUΛ,a(x)φ2(x) dx +
∫
n
f φ dx = 0. (4.20)
R R R
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Rn
enUΛ,a(x)φ2(x) dx  B0
∫
Rn
|f ||φ|dx. (4.21)
This implies that ∫
Rn
enUΛ,a(x)φ2(x) dx  B‖φ‖∗‖f ‖∗∗. (4.22)
Now by taking the derivative of Eq. (4.19), we have the estimate:
∣∣∇φ(x)∣∣ C
[ ∫
Rn
enUΛ,a(y)
{∣∣φ(y)∣∣+ e−nUΛ,a(y)∣∣f (y)∣∣}dy + n∑
j=0
∣∣∣∣Cjn!
∣∣∣∣
]
 C‖f ‖∗∗, (4.23)
by using the Hölder inequality together with (4.21) in the first term and definition for ‖ · ‖∗∗ in
the second term. The last term follows from (4.18).
Then we have estimate on the function φ at 0 as follows:
2βn
∣∣φ(0)∣∣= ∣∣∣∣
∫
Rn
enUΛ,a(y)
[
φ(0) − φ(y)]dy∣∣∣∣
 ‖∇φ‖L∞
∫
Rn
enUΛ,a(y)|y|dy
 C‖f ‖∗∗. (4.24)
Here we have used the estimate (4.23).
Now it also follows from (4.19) that the following estimate holds true:
∣∣φ(x)− φ(0)∣∣= ∣∣∣∣ n!βn
∫
Rn
{
log
[ |x||y|
|x − y|
]}
enUΛ,a(y)φ(y) dy
∣∣∣∣
+
∣∣∣∣ 1βn
∫
Rn
{
log
[ |x||y|
|x − y|
]}
f (y)dy
∣∣∣∣+
n∑
j=0
∣∣∣∣Cjn!
∣∣∣∣∣∣ψΛ,j (x)−ψΛ,j (0)∣∣
 C‖f ‖∗∗, (4.25)
where the first line was achieved by the observation that
∫
Rn e
nUΛ,a(y)φ(y) dy = 0 and∫
Rn f (y) dy = 0, while the second inequality follows the standard potential estimates and (4.18).
Now clearly the required estimate follows from the triangle inequality. 
Lemma 4.3. For every function f with the property that ‖f ‖∗∗ < ∞ and
∫
Rn f dx = 0 and every
point (Λ,a), there exist constants Cj (Λ,a,f ) for j = 0,1,2, . . . , n such that Eq. (4.14) has a
unique solution.
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is only one set of constants Cj for j = 0,1,2, . . . , n such that Eq. (4.14) has a solution. This
follows from the estimate (4.18).
Now for a fixed function f with the required property and for a given point (Λ,a), we choose
the constants Cj according to the equation∫
Rn
ψΛ,jf dx +Cj
∫
Rn
enUΛ,a(x)ψ2Λ,j (x) dx = 0. (4.26)
Now we define the pre-Hilbert space H by
H :=
{
φ ∈ C(Rn) ∣∣∣ ∫
Rn
enUΛ,a(x)φ(x) dx = 0;
∫
Rn
enUΛ,a(x)ψΛ,j (x)φ(x) dx = 0
}
(4.27)
with the inner product defined by
〈φ,ψ〉 =
∫
Rn
∫
Rn
{
log
|x||y|
|x − y|
}
en(UΛ,a(x)+UΛ,a(y))φ(x)ψ(y)dx dy, (4.28)
for any φ,ψ in H .
Notice that it is a simple consequence of potential theory that H is a pre-Hilbert space. In fact,
with the definition of the inner product as above, bi-linear and symmetric properties are easy to
see. For non-negativity, we note that
〈φ,φ〉 =
∫
Rn
∫
Rn
{
log
|x||y|
|x − y|
}
en(UΛ,a(x)+UΛ,a(y))φ(x)φ(y) dx dy
=
∫
Rn
∫
Rn
{
lim
δ→0+
[ |x||y||x−y| ]δ − 1
δ
}
en(UΛ,a(x)+UΛ,a(y))φ(x)φ(y) dx dy
= lim
δ→0+
∫
Rn
∫
Rn
{ [ |x||y||x−y| ]δ − 1
δ
}
en(UΛ,a(x)+UΛ,a(y))φ(x)φ(y) dx dy
 0. (4.29)
Now Eq. (4.14) can be written as
φ − n!
βn
∫
Rn
{
log
|x||y|
|x − y|
}
enuΛ,a(y)φ(y) dy
= 1
βn
∫
Rn
{
log
|x||y|
|x − y|
}
f (y)dy +
n∑
j=0
Cj
n! ψΛ,j (x) + β
:= fˆ , (4.30)
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enUλ,a fˆ is equal to 0. If we denote the second term on the left of Eq. (4.30) by T [φ], then the
equation can be simplified to be
φ − T [φ] = fˆ . (4.31)
Clearly T is a linear operator from C(Rn) into itself. Suppose S is a bounded set in C(Rn). It
follows from the definition that T (S) is also a bounded set in C(Rn). Furthermore for any φ ∈ S
with ‖φ‖∗ A, we have
∣∣T (φ)(x1)− T (φ)(x2)∣∣= n!
βn
∣∣∣∣
∫
Rn
{
log
|x2 − y|
|x1 − y|
}
enUΛ,a(y)φ(y) dy
∣∣∣∣
 |x1 − x2|1/2C(A)
{∫
Rn
enUΛ,a(y)
|x1 − y|1/2 dy +
∫
Rn
enUΛ,a(y)
|x2 − y|1/2 dy
}
 C1|x1 − x2|1/2. (4.32)
Here we have used the inequality: | log |x2−y||x1−y| | |x1 − x2|1/2(|x1 − y|−1/2 + |x2 − y|−1/2).
On the other hand, similar to (2.30), we have
T (φ)
(
x
|x|2
)
= n!
βn
∫
Rn
{
log
[ |y|
|x|| x|x|2 − y|
]}
enUΛ,a(y)φ(y) dy
= n!
βn
∫
Rn
{
log
[
1
| y|y|2 − x|
]}
enUΛ,a(y)φ(y) dy
= n!
βn
∫
Rn
{
log
[
1
|x − z|
]}
enUΛ,a(z)φ
(
z
|z|2
)
dz. (4.33)
Similar to (4.32), we obtain
∣∣∣∣T (φ)
(
x1
|x1|2
)
− T (φ)
(
x2
|x2|2
)∣∣∣∣ C1|x1 − x2|1/2. (4.34)
Using (4.32)–(4.34) and the Ascoli–Arzela theorem, T (S) is a relatively compact set in
C(Rn). It follows that T :C(Rn) → C(Rn) is a compact operator. Thus we conclude that
I − T :C(Rn) → C(Rn) is a Fredholm operator. By Fredholm’s alternative, (4.31) has a so-
lution provided fˆ is perpendicular to the kernel of I − T in the sense that fˆ is in H . However,
this latter condition does satisfy due to the choice of β as well as Eq. (4.26) and our previous
estimates imply that ‖fˆ ‖∗ is bounded with bound in terms of ‖f ‖∗∗. Hence the existence follows
and we finish the proof of Lemma 4.3. 
Notice that in previous lemma, the constants Cj as well as β all depend on Λ and a. We need
to get rid of those constants. Let us denote the map f → φ in Lemma 4.3 by A(φ).
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L[φ] + S[UΛ,a] +N [φ] +
n∑
j=0
Cje
nUΛ,a(x)ψΛ,j = 0. (4.35)
Moreover, there is a constant C > 0 such that ‖φ‖∗  C with  = ‖Q − (n − 1)!‖C2(Rn). Also,
the map (Λ,a) → φΛ,a is continuous.
Proof. The tool we are going to use is the contraction mapping principle. In order to do so, first
of all, let us rewrite Eq. (4.35) in its equivalent form:
φ = A(S[UΛ,a] +N [φ]) := B[φ] (4.36)
where A(φ) is just defined above.
For a positive constant C1, define a convex set in H by
Z := {φ | ‖φ‖∗ <C1}. (4.37)
Observe that Eq. (4.8) makes the definition of the operator B meaningful.
Next we have ∥∥B[φ1] −B[φ2]∥∥∗  C( + ‖φ2‖∗ + ‖φ1‖∗)‖φ1 − φ2‖∗. (4.38)
Finally there exists a constant C > 0 such that the following inequality holds true:∥∥S[UΛ,a] +N [φ]∥∥∗  C(1 + ‖φ‖∗)‖φ‖2∗. (4.39)
Eqs. (4.8), (4.38) and (4.39) together imply that the operator B is a contraction mapping from
Z into Z, maybe with a different constant C if we choose  sufficiently small. Hence B has a
fixed point.
The continuity of φΛ,a on the parameters Λ, a follows from the integral representation for-
mula. Hence Lemma 4.4 holds true. 
Lemma 4.5. The solution given in previous Lemma 4.4 can always be lifted to be a smooth
function on Sn.
Proof. It is not hard to see that φΛ,a as well as its derivatives has a limit at infinity by the
dominated convergence theorem. Keep in mind that φΛ,a is bounded by its nature. 
Let us now compute the asymptotic expansions of Cj (Λ,a). Multiplying Eq. (4.35) by ψΛ,l ,
we obtain
n∑
j=0
∫
Rn
enUΛ,a(x)ψΛ,j (x)ψΛ,l(x) dx =
∫
Rn
(−L[φΛ,a] − S[UΛ,a] −N [φΛ,a])ψΛ,l dx
= −
∫
n
S[UΛ,a]ψΛ,l dx +O
(
2
)
. (4.40)R
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fact that ‖N [φΛ,a]‖∗∗  C2. With this calculation, we have left just to compute the term∫
Rn S[UΛ,a]ψΛ,l dx. To do this, let us recall the definition of S[UΛ,a] to have
S[UΛ,a] = (−)n/2UΛ,a − βn2
Q(x)enUΛ,a(x)∫
Rn Q(x)e
nUΛ,a(x) dx
=
(
1 − βn
2
1 + Qˆ(x)∫
Rn(1 + Qˆ(x))enUΛ,a(x) dx
)
enUΛ,a(x). (4.41)
Thus it follows from this equation that
∫
Rn
S[UΛ,a]ψΛ,l dx =
∫
Rn
(
1 − βn
2
1 + Qˆ(x)∫
Rn(1 + Qˆ(x))enUΛ,a(x) dx
)
enUΛ,a(x)ψΛ,l dx
= βn
2
∫
Rn(1 + Qˆ(x))enUΛ,a(x) dx
∫
Rn
Qˆ(x)enUΛ,a(x)ψΛ,l(x) dx
= −
∫
Rn
Qˆ(x)enUΛ,a(x)ψΛ,l(x) dx +O
(
2
)
. (4.42)
Notice that the functions ψΛ,j satisfy the relations:∫
Rn
enUΛ,a(x)ψΛ,i(x)ψΛ,j (x) dx = γ−1j δij . (4.43)
Now Eqs. (4.40)–(4.43) imply that
Cj(Λ,a) = −γj
∫
Rn
Qˆ(x)enUΛ,a(x)ψΛ,l(x) dx +O
(
2
)
. (4.44)
Now we define a mapping G from Bn+1 into Rn+1 by
Gˆ(z) = (G0(z),G1(z), . . . ,Gn(z)) ∈ Rn+1
where
Gl(z) =
∫
Rn
Qˆ(x)e
nU 1
1−|z| ,π( z|z| )
(x)
ψ 1
1−|z| ,l
(x) dx, (4.45)
for l = 0,1,2, . . . , n.
Next by Eq. (4.44), we know that if the degree deg(Gˆ,Bn+1,0) = 0, then there exists a
point z0 ∈ Bn+1 such that Cj(Λ,a) = 0 for all j = 0,1,2, . . . , n where Λ = (1 − |z0|) and
a = π−1(z0/|z0|).
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note that for j  1, we have
Gˆj (Λ,a) =
∫
Rn
Qˆ(x)enUΛ,a(x)ψΛ,j (x) dx
= 1
2Λ
∫
Rn
Qˆ(Λy + a)yj
[
2
1 + |y|2
]n+1
dy
= c ∂Qˆ
∂xj
(a)+ o(Λ), (4.46)
as Λ → 0 for some constant c > 0 depending only on the dimension n.
Similarly for j = 0, we have
Gˆ0(Λ,a) =
∫
Rn
Qˆ(x)enUΛ,a(x)ψΛ,0(x) dx
= 1
2Λ
∫
Rn
Qˆ(Λy + a)(|y|2 − 1)[ 2
1 + |y|2
]n+1
dy
= −c1ΛQˆ(a) + o(Λ), (4.47)
as Λ → 0 and some constant c1 > 0 depending only on n which might be different from c in
above.
Set δ = c1Λ/c to obtain:
Gˆ(z) = c(δ(−Qˆ)(a),∇Qˆ(a))+ o(Λ), (4.48)
where a = π−1(z/|z|) with |z| 1. Now we define another mapping as follows:
Gδ(z) =
(−Qˆ(a), δ∇Qˆ(a)). (4.49)
Then it is clear that
Gˆ(z) ·Gδ(z) = c
{[∥∥∇Qˆ(a)∥∥2 +Qˆ(a)]2δ + o(δ)}.
By the non-degeneracy assumption on the function Q, hence on Qˆ, if δ is sufficiently small,
Gˆ(z) · Gδ(z) > 0 on ∂B1−δ(0). Now we fix δ small, then Gˆ(a) · Gδ(a) > 0 on Sn. By simple
property of the degree theory (see Proposition 1.27 of [20]), we have
deg
(
Gˆ,Bn+11−δ (0),0
)= deg(Gˆ/|Gˆ|,Sn1−δ).
Then if we set H(t, z) = tGˆ(z) + (1 − t)Gδ(z), we have shown that the degree of Gˆ/|Gˆ| on
Sn is same as that of Gδ/|Gδ| on Sn+1. However, by natural definition of Gδ , we can see that1−δ 1−δ
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the map:
Gλ,s(z) =
(−sQˆ(a), λ∇Qˆ(a)).
Since this map never vanishes for all a ∈ Sn, the degree of the maps is well defined and they all
have same degree which implies that
deg
(
Gˆ/|Gˆ|,Sn1−δ
)= deg(Gˆδ/|Gˆδ|,Sn1−δ)
= deg(G1−r0,1/|G1−r0,1|,Sn1−δ)
= deg(G1,1/|G1,1|,Sn1−δ)
= deg(G∗/|G∗|,Sn) = 0.
Keep in mind that here we have identified the domains Sn and Sn1−δ for our map G∗ which is
clearly true since they give the same values for G∗.
Thus we have finished the proof of the main theorem for the case Q− (n− 1)! is small in C2
topology.
5. Proof of Theorem 1.1
The proof of our main theorem is exactly the same as in our previous paper [32], since all the
eigenvalues and eigenfunctions of Pn are known [2,3]. We will not reproduce it here again. For
interested readers, we refer them to Section 5 of [32].
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