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Abstract
As pointed by Cutello and Mon-
tero in a previous paper, consis-
tency of an aggregation rule based
upon a sequence of binary opera-
tors can be justified from an oper-
ational argument, by imposing a re-
cursive calculus. Following this re-
cursive approach, it was later proven
that under certain regularity condi-
tions, strict increasingness leads to
quasi-additive solutions. In this pa-
per we propose an alternative and
more general result, avoiding some
of those regularity conditions. More-
over, we point out that in practice
we should evaluate only those ag-
gregations being allowed by the de-
cision maker. Preference structures
are considered as an illustrative ex-
ample.
Keywords: Aggregation functions,
Recursive rules, Fuzzy Sets.
1 Introduction.
Aggregation models play a relevant role in de-
cision making. In fact, most decision making
problems require some aggregation technique
in order to help decision makers to understand
the information they are given. If we talk
about remote sensing, for example, a typical
objective it to classify pixels (units of the land
surface) within homogeneous classes (see, e.g.,
Amo et al. [2, 3, 4, 5]). This particular image
classification problem implies for each pixel a
big amount of data, and data dimension needs
to be reduced in order to be managed by the
decision maker. In addition, since classifica-
tion of each pixel should also take into account
behavior in its respective neighborhood, infor-
mation relative to surrounding pixels should
also be aggregated. These aggregation pro-
cesses are usually solved by means of a se-
quential procedure, but it is obvious that we
can not restrict to a unique formula, to be ap-
plied again and again no matter the context.
Moreover, we realize that in some cases data
show a particular and informative structure
(e.g., the neighborhood in a surface is not the
neighborhood in the real space).
Aggregation procedures are defined as rules
that tell us how to proceed with the informa-
tion reaching to us, no matter if its dimension
is previously known. From this fact, Cutello–
Montero [9] have claim that consistency of
such a rule can be guaranteed from an oper-
ational viewpoint, imposing that aggregation
can always be decomposed into a sequence of
binary operators.
In fact, the key idea of recursiveness, as in-
troduced in [9], is the existence of an alter-
native representation in terms of an iterative
application of binary operators, at each stage
taking advantage of the last previous aggrega-
tion. Data are therefore being assumed to be
aggregated one by one, and each particular ar-
rangement of data will tell us the sequence of
items to be aggregated. Hence, recursiveness
in [9] assumes that data show a linear struc-
ture, although the decision maker can be al-
lowed to re-arrange data, always within a lin-
ear structure, as part of a sometimes needed
preprocessing data1.
The following definitions were given in [9].
Definition 1.- Let us denote
pin(a1, a2, . . . , an) =
(apin(1), apin(2), . . . , apin(n))
An ordering rule pi is a consistent family of
permutations {pin}n>1 such that for any pos-
sible finite collections of numbers, each extra
item an+1 is allocated keeping previous items
relative positions, i.e.,
pin+1(a1, a2, . . . , an, an+1) =
(apin(1), . . . , apin(j−1),
apin+1(j), apin(j) . . . , apin(n))
for some j ∈ {1, . . . , n+ 1}.
Definition 2.- A left-recursive connective
rule is a family of connective operators
{φn : [0, 1]n → [0, 1]}n>1
such that there exists a sequence of binary
operators
{Ln : [0, 1]2 → [0, 1]}n>1
verifying
φ2(a1, a2) = L2(api(1), api(2))
and
φn(a1, . . . , an) =
Ln(φn−1(api(1), . . . , api(n−1)), api(n))
for all n > 2 and some ordering rule pi.
Notice that in no way we are imposing a
unique binary operator for the whole iterative
process. This was in fact the main criticism
argued in [17] against the restrictive result ob-
tained by Fung-Fu [13].
Right recursiveness can be analogously de-
fined, and then we can talk about a recursive
1Re-arrangement of data, in order to be consistent
implies that, once the relative position of two elements
is being fixed, no extra element to be aggregated will
change that relative position.
rule when both left and right representations
hold for the same ordering rule (we talk about
standard recursive rules when they are based
upon the identity ordering rule, i.e., that rule
that keeps the data order). Then it follows
(see [6]) that a connective rule {φn}n>1 is re-
cursive if and only if a set of general asso-
ciativity equations (in the sense of Mak [16])
hold for each n, once the ordering rule pi has
been already applied:
φn(a1, . . . , an) =
Rn(api(1), φn−1(api(2), . . . , api(n))) =
Ln(φn−1(api(1), . . . , api(n−1)), api(n))
must hold for all n.
2 Some results on recursiveness.
Some relevant results on recursive rules have
been obtained in [7]. In particular, it was
proven that assuming certain regularity condi-
tions, recursive rules were restricted to some
relevant families of aggregation rules (quasi-
additive rules among them). Among those
regularity conditions, the most relevant one
was strict monotonicity.
From the following definition given in [6], it
was obtained the next result (see [7]).
Definition 3.- A regular recursive connective
rule is a family of connective operators
{φn : [0, 1]n → [0, 1]}n>1
such that there exists a sequence of binary
continuous operators
{Ln : [0, 1]2 → [0, 1]}n>1
and
{Rn : [0, 1]2 → [0, 1]}n>1
verifying the following conditions:
1.1.- If x′ ≤ x′′ and y′ ≤ y′′, then
Ln(x′, y′) ≤ Ln(x′′, y′′)
Rn(x′, y′) ≤ Rn(x′′, y′′)
1.2.- If x′ < x′′ and y′ < y′′, then
Ln(x′, y′) < Ln(x′′, y′′)
Rn(x′, y′) < Rn(x′′, y′′)
2.1.- If x′ < x′′, then
Ln(x′, y) < Ln(x′′, y), ∀y
Rn(x′, y) < Rn(x′′, y), ∀y
2.2.- If y′ < y′′, then
Ln(x, y′) < Ln(x, y′′), ∀x
Rn(x, y′) < Rn(x, y′′), ∀x
3.1.-
Ln(xi, x¯) 6= Ln(x′i, x¯), ∀x¯ ∈ (0, 1)
3.2.-
Rn(xi, x¯) 6= Rn(x′i, x¯), ∀x¯ ∈ (0, 1)
3.3.-
Ln(x¯, xi) 6= Ln(x¯, x′i), ∀x¯ ∈ (0, 1)
3.4.-
Rn(x¯, xi) 6= Rn(x¯, x′i), ∀x¯ ∈ (0, 1)
4.1.-
Ln(0, y′) = Ln(0, y′′) = 0, ∀y′, y′′
⇐⇒ Ln(y′, 0) = Ln(y′′, 0) = 0, ∀y′, y′′
4.2.-
Rn(0, y′) = Rn(0, y′′) = 0, ∀y′, y′′
⇐⇒ Rn(y′, 0) = Rn(y′′, 0) = 0, ∀y′, y′′
4.3.-
Ln(1, y′) = Ln(1, y′′) ∀y′, y′′
⇐⇒ Ln(y′, 1) = Ln(y′′, 1) ∀y′, y′′
4.4.-
Rn(1, y′) = Rn(1, y′′) ∀y′, y′′
⇐⇒ Rn(y′, 1) = Rn(y′′, 1) ∀y′, y′′
Theorem 1.- Let
{φn : [0, 1]n → [0, 1]}n>1
be a regular standard rule. If φn is strictly
increasing in each coordinate for all n > 1,
then there exist:
1. p : [0, 1] → R+, continuous and strictly
increasing function,
2. {δn : [0, 1]→ R+}n>1, family of continu-
ous and strictly increasing functions, and
3. {cn}n≥1, sequence of positive real num-
bers
in such a way that
φn(a1, . . . , an) =
δ−1n
n−2∏
j=2
cj
n∑
k=1
ck−11 p(ak)

for all (a1, . . . , an) ∈ [0, 1]n and for all n ≥ 2,
taking
∏`
j=2 cj = 1 whenever ` ≤ 2.
Proof: see [7].
But in order to apply the above result we
should check the above regularity conditions,
which may not be obvious. In what follows,
we provide an alternative result to this one,
which is based on the following key result due
to Acze´l [1].
Theorem 2.- Among the functions, contin-
uous, invertible in both variables on a real
interval [α, β],
F (x, y) = l[f(x) + g(y)]
H(x, y) = l[k(x) + h(y)]
G(x, y) = f−1[k(x) +m(y)]
K(x, y) = h−1[m(x) + g(y)]
is the general solution of
F (G(x, y), z) = H(x,K(y, z))
where f, g, h, k, l,m are arbitrary continuous
and strictly monotonic functions.
Proof: see [1], page 312.
Theorem 3.- Let
{φn : [0, 1]n → [0, 1]}n>1
be a recursive rule. If Ln and Rn are contin-
uous functions being invertible in both vari-
ables for all n > 1, then there exist:
1. p : [0, 1] → R+, continuous and strictly
function,
2. {δn : [0, 1]→ R+}n>1, family of continu-
ous and strictly functions, and
3. {cn}n≥1, sequence of positive real num-
bers
in such a way that
φn(a1, . . . , an) =
δ−1n
n−2∏
j=2
cj
n∑
k=1
ck−11 p(ak)

for all (a1, . . . , an) ∈ [0, 1]n and for all n ≥ 2,
taking again
∏`
j=2 cj = 1 whenever ` ≤ 2.
Proof: Obviously from the definition of
{φn}n>1
the following generalized associativity equa-
tion holds:
Ln(Rn−1(u, v), w) = Rn(u, Ln−1(v, w))
Therefore, having (x1 . . . , xn) ∈ [0, 1]n, taking
u = x1,v = φn−2(x2, . . . , xn−1) and w = xn
assures the above equation. Keeping in mind
the above relation, we know from [1] that
the solution of the above general associativ-
ity equation is basically additive. That is,
there exist σn, θn, ln, pn, qn, rn continuous and
strictly functions over the compact interval
[0,1], which verify:
Rn−1(u, v) = σ−1n (pn(u) + qn(v))
Ln−1(v, w) = θ−1n (qn(v) + rn(w))
Rn(u, b) = ln(pn(u) + θn(b))
Ln(a,w) = ln(σn(a) + rn(w))
so l is a strict monotonic function and Ln
is invertible in both variables. Then, fixed
z ∈ [0, 1], as Ln is invertible then there exists
(x, y) ∈ [0, 1]2 such that Ln(x, y) = z. Hence,
ln(pn(x) + θn(y)) = z
and ln is a sobreyective function and invert-
ible. If we now denote δn = l−1n , we have the
following equation:
Rn−1(u, v) = σ−1n (pn(u) + qn(v))
Ln−1(v, w) = θ−1n (qn(v) + rn(w))
Rn(u, b) = δ−1n (pn(u) + θn(b))
Ln(a,w) = δ−1n (σn(a) + rn(w))
and proof continues as theorem 3.1 in Amo et
al [7].
More general theorems can be obtained taking
into account alternative results given by Acze´l
[1].
3 About the underlying structure.
Recursiveness does not impose any restriction
on the nature of data. It is just a theoretical
assumption. But data set uses to show a par-
ticular structure. In this sense, the recursive
approach developed in [9] (see also [6, 7]) is in
some way assuming that data are organized
according to a linear underlying structure, in
such a way data can be alternatively aggre-
gated either from the right or from the left
(i.e., from a beginning or from the end). In
case we do not take care of the order, recur-
siveness refers only to an algorithmic property
(how to proceed its calculus), because data
show an underlying complete graph and any
aggregation is possible.
But linear and complete structures are not the
only available structures that allow an itera-
tive calculus, as shown in [15]. An interesting
case, for example, is that one where data can
be represented according to a circular struc-
ture. The aggregation can still be conceived
in a recursive way, but starting anywhere ei-
ther towards its left or towards its right. Such
a circular structure should allow us interest-
ing results in order to characterize aggrega-
tion operators.
4 Preference modeling.
In this section we analyze the preference
structure from a recursive point of view.
In preference modeling [12], for each pair of al-
ternatives x, y we have four states: x is worse
than y (x > y), indifference (x ∼ y), x is
better than y (x < y) and incomparability
(x ‖ y).
But as pointed out in [15], the aggregation of
the information between these four states can
not be done arbitrarily. For example, we can
aggregate the degree of x is worse than y with
the degree of x is indifferent to y. Later we
can aggregate the above aggregated class with
the degree to which x is better than y in order
to obtain the negation of the incomparability.
But it is not so obvious the meaning of an
aggregated class between class x > y and class
x < y. The decision maker should define in
advance an underlying structure, in which the
allowed aggregations are explicated (with no
restriction in the case of complete graphs).
A standard graph associated to preference
structures is the following:
|| >
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Figure 1: Preference evaluation system
Some of the equations associated to this graph
are given by:
• Φ2 (µ(x < y), µ(x ‖ y)) =
n (Φ2(µ(x > y), µ(x ∼ y)))
• Φ2 (µ(x < y), µ(x ∼ y)) =
n (Φ2(µ(x > y), µ(x ‖ y)))
• Φ3 (µ(x < y), µ(x ‖ y), µ(x > y)) =
n(µ(x ∼ y))
for all x, y.
There is a lot of aggregation operators that
verify these equations.
Notice that in this case, the four states can
be represented as a circular structure.
So we can consider recursive rules as aggre-
gation operators, since left and right are well
defined.
We can also observe that Φ2(a, b) = Φ2(b, a)
for all a, b (symmetry).
If we consider aggregation operators that
verify above restrictions assuring quasi-
additivity, then we know that there exist p,
δ2, δ3 and c1 such that
Φ2(a, b) = δ−12 (p(a) + c1p(b))
and
Φ3(a, b, c) =
δ−13
(
k(p(a) + c1p(b) + c21p(c))
)
Moreover,
Φ2(a, b) = Φ2(b, a)
Φ3(a, b, c) = Φ3(c, b, a)
Therefore,
δ−12 (p(a) + c1p(b)) = δ
−1
2 (p(b) + c1p(a))
And since δ−12 is an injective function,
p(a) + c1p(b) = p(b) + c1p(a) ∀a, b ∈ [0, 1]
Then,
p(a)[1− c1] = p(b)[1− c1]
So, c1 = 1 and we have that
Φ2(a, b) = δ−12 (p(a) + p(b))
Φ3(a, b, c) = δ−13 (k(p(a) + p(b) + p(c)))
In other words, when we have a circular struc-
ture we can assume the recursivity of the
operators, and restrict our model to quasi-
additive rules.
The above equations may be helpful in order
to obtain membership functions, since the fol-
lowing equations must hold:
δ−12 [p (µ(x < y)) + p (µ(x ‖ y))]
= n [p (µ(x > y)) + p (µ(x ∼ y))]
δ−12 [p (µ(x < y)) + p (µ(x ∼ y))]
= n [p (µ(x > y)) + p (µ(x ‖ y))]
δ−13 [p (µ(x > y)) + p (µ(x ‖ y)) + p (µ(x ∼ y))]
= n [p (µ(x < y))]
δ−13 [p (µ(x < y)) + p (µ(x ∼ y)) + p (µ(x > y))]
= n [p (µ(x ‖ y))]
δ−13 [p (µ(x ‖ y)) + p (µ(x < y)) + p (µ(x ∼ y))]
= n [p (µ(x > y))]
δ−13 [p (µ(x < y)) + p (µ(x ‖ y)) + p (µ(x > y))]
= n [p (µ(x ∼ y))]
These equations can be also taken into ac-
count in designing appropriate learning pro-
cedures for preference structures.
However, the underlying structure may not be
unique.
The above preference structure is indeed be-
hind most standard four-state preference sys-
tems (see [10, 11] and [20] but also [8]), show-
ing a circular structure (each vertex of the
unit square is only connected with its two ad-
jacent vertices), allowing only certain aggre-
gations, to be obtained by means of an appro-
priate disjunction operator (we could assume
a fixed t-conorm [10], alternatively justified in
[20], or even allow disjunction evolve in time
as in [7, 9]). Aggregation of non connected
classes should not be considered (see [15]).
Moreover, as pointed out in [4], a conjunction
operator will be also needed in order to eval-
uate the quality of the classification system
itself, and the whole logical structure should
give us hints on how our classification sys-
tem could be improved for future classifica-
tions (see [2]).
The need of a learning process for classifica-
tion may also suggest that perhaps a nice pref-
erence structure should include, apart from
the above four states x < y, x ∼ y , x > y
and x ‖ y, a central state meaning undeci-
siveness or ignorance I, being this extra state
connected with each one of other four states:
with no information, the whole preference in-
tensity should be associated to such a state,
and as we learn more about our preferences,
intensities transfer between connected states
till they are fixed, hopefully assigning no in-
tensity at all to such an undecisiveness state.
|| >
< ∼
I
Figure 2: Alternative preference evaluation
system
5 Final comments.
The examples above show that we often find
out that the family of valuation classes is in
many cases structured (a graph is being associ-
ated to it). The family of valuation classes can
vary, the associated underlying structure can
be modified, and future changes associated to
some learning process can be supported by
an arbitrary logical structure (not necessar-
ily a standard De Morgan’s triple, see [7, 9]).
These arguments underlie in [2, 3, 5], where a
fuzzy model was considered for the classifica-
tion of land cover from remotely sensed data:
each pixel was classified by means of the whole
family of degrees of membership to every class
under consideration. As pointed out in [4, 15],
a concept should be understood as a struc-
tured family of properties, which obviously
depend on the context (see also [18, 19]). A
recursive aggregation procedure can be then
incorporated to our model, in order to allow
the aggregated evaluation of adjacent classes
(aggregation can not be properly defined for
non-adjacent classes).
The model considered in [15] was a particular
L-fuzzy set [14], where
L = [0, 1]|C|
and C is a structured family of classes (a graph
is being defined on it). Once a particular
structure has been fixed, each object will be
described by means of a vector
µ(x) ∈ [0, 1]|C|
but understanding its meaning needs the asso-
ciated rules for disjunction, conjunction and
negation, to be applied within the particular
binary relation defined on C (see [2, 4], where
some measures for relevance, overlapping and
redundancy were considered). In this context,
the recursive approach proposed in [7, 9] rep-
resents an interesting possibility for those con-
nectives, allowing a sequential aggregation of
adjacent classes. An important specific case
of the model considered in [15] will be Rus-
pini’s partition [21]. Although Ruspini’s def-
inition did not assume any particular struc-
ture on the family of classes C, we should
remind that some kind of underlying struc-
ture appears in most cases. For example, the
standard 5-valued scale None, Poor, Average,
Very and Complete,
C = { N, P, A, V, C}
assumes a linear order.
P VN A C
Figure 3: Standard 5-valued evaluation sys-
tem
Most decision makers have in mind some un-
derlying structure, which of course may not
be a complete graph.
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