グリッドトーラスグラフ上での情報拡散ゲームにおけるナッシュ均衡について by 祐成 友樹
修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 大学院   情報理工学研究科    情報・通信工学専攻 博士前期課程 
氏    名 祐成 友樹 学籍番号 1231050 
























































1  はじめに ............................................................................................................3 
1.1 目的 ............................................................................................................... 3 
1.2 本論文の構成 ................................................................................................. 3 
2  基礎知識 ............................................................................................................3 
2.1 グラフの基礎 ................................................................................................. 3 
2.1.1 グラフの定義 ................................................................................................ 3 
2.1.2 閉路グラフ .................................................................................................... 4 
2.1.3 グリッドトーラスグラフ .............................................................................. 5 
2.2 情報拡散ゲーム ............................................................................................. 6 
2.3 純粋ナッシュ均衡 .......................................................................................... 7 
2.4 従来研究 ........................................................................................................ 8 
3   𝑮𝑻𝑮(𝒎, 𝒏) における情報拡散ゲーム ...................................................................8 
3.1  𝐺𝑇𝐺(𝑚, 𝑛) における情報拡散ゲームの性質 ................................................... 9 
3.2  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:偶数) の場合 ..................................................................... 14 
3.3  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚:奇数, 𝑛:偶数) の場合 ........................................................... 15 
3.4  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数) の場合 ..................................................................... 17 
3.4.1  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数) の性質 .................................................................... 17 
3.4.2  𝐺𝑇𝐺(𝑛, 𝑛) (𝑛:奇数) の場合 ......................................................................... 26 
3.4.3  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数, 𝑚 < 𝑛) の場合 ....................................................... 27 
4  重み付き閉路における情報拡散ゲーム .............................................................. 28 
4.1 重み付き情報拡散ゲームにおける情報拡散ゲームについて ........................ 28 
4.2 プレイヤーが 2人の場合 ............................................................................. 29 
4.3 プレイヤーが 𝑁 人 (𝑁 ≥ 3) の場合 ............................................................... 34 
5  まとめ ...................................................................................................... 222239 
6  参考文献 .................................................................................................. 222241 




































2 つのノード 𝑢, 𝑣 ∈ 𝑉 間に辺があるとき、その辺を (𝑢, 𝑣) と記述する。2 つのノード
 𝑢, 𝑣 ∈ 𝑉 をつなぐ最短パスにおける辺の数を距離と呼び、 𝑑(𝑢, 𝑣) と表す。例えば図 1のグ
ラフにおいて、ノード 𝑣1 と 𝑣8 の距離 𝑑(𝑣1, 𝑣8) は 3 となる。グラフ 𝐺 の直径 𝐷(𝐺)とは、





図 1. グラフの一例 
 
 
図 2. 有向グラフの一例 
 
2.1.2 閉路グラフ 
今後、整数の集合 ℤ𝑛 を以下のように定義する。 
ℤ𝑛 ≔ {0,1, … , 𝑛 − 1} 
図 3上に示すような、円状にノードが連なったグラフを閉路グラフと呼び、ノード数 𝑛 の
閉路グラフを 𝐶𝑛 と記述する。ここでは、 𝐶𝑛 を以下のように定めることにする。 
𝑉 ≔ {𝑖 | 𝑖 ∈ ℤ𝑛} 
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𝐸 ≔ {(𝑖, (𝑖 + 1)(mod 𝑛)) | 𝑖 ∈ ℤ𝑛} 
ここで 𝑎(mod 𝑏) とは、整数 𝑎 を整数 𝑏 で割った際の剰余を指す。 
 
また、図 3下のような、閉路グラフの辺の一つを取り除いたようなグラフをパスグラフ
と呼ぶ。ノード数 𝑛 のパスグラフ 𝐺 ≔ (𝑉, 𝐸) を以下のように定める。 
𝑉 ≔ {𝑖 | 𝑖 ∈ ℤ𝑛} 
𝐸 ≔ {(𝑖, 𝑖 + 1) | 𝑖 ∈ ℤ𝑛−1} 
 
 




2次元グリッドトーラスグラフと呼ぶ。本論文では、縦のサイズが 𝑚 、横のサイズが 𝑛 の
2次元グリッドトーラスグラフを 𝐺𝑇𝐺(𝑚, 𝑛) と記述する。前述の閉路グラフは 𝐺𝑇𝐺(𝑛, 1) も
しくは 1次元グリッドトーラスと見なすことができる。 
ここでは、 𝐺𝑇𝐺(𝑚, 𝑛) を以下のように定めることにする。 
𝑉 ≔ {(𝑖, 𝑗) | 𝑖 ∈ ℤ𝑚, 𝑗 ∈ ℤ𝑛} 
𝐸 ≔ {{(𝑖, 𝑗), ((𝑖 + 1)(mod 𝑚), 𝑗)} | 𝑖 ∈ ℤ𝑚, 𝑗 ∈ ℤ𝑛} 





図 4. 2次元グリッドトーラスグラフ 
 
𝐺𝑇𝐺(𝑚, 𝑛) 上の 2ノード𝑢, 𝑣 ∈ 𝑉間の距離 𝑑(𝑢, 𝑣) は、座標を 𝑢 = (𝑢𝑚, 𝑢𝑛), 𝑣 = (𝑣𝑚, 𝑣𝑛)と
したときに次のように表すことができる。 





1. グラフ 𝐺 ≔ (𝑉, 𝐸) とプレイヤー数 𝑁 を決定する 






















𝑮 ≔ (𝑽, 𝑬)  ： ゲームを行うグラフ 
{𝟏, … , 𝑵}  ： プレイヤーの集合 
𝒙𝒊 ∈ 𝑽 ： プレイヤー 𝑖 ∈ {1, … , 𝑁}が手順 2で選択したノード（戦略） 
𝑿 = 〈𝒙𝟏, … , 𝒙𝑵〉 ∈ 𝑽
𝑵  ： 戦略ベクトル 
𝑼𝒊(𝑿)  ： 戦略ベクトル 𝑋 ∈ 𝑉
𝑁 において、プレイヤー 𝑖 ∈ {1, … , 𝑁}がゲー
ム終了時に情報を拡散させたノード数 
表 1. 情報拡散ゲームに用いる記号 
 
この情報拡散ゲームでプレイヤー 𝑖 が得られる利得を 𝑈𝑖(𝑋) とする。図 6 の例では、両
プレイヤーは互いに 2 つのノードに情報を拡散させたので、プレイヤー1 の利得は
 𝑈1(𝑋) = 2 、プレイヤー2の利得は 𝑈2(𝑋) = 2である。 
 
2.3 純粋ナッシュ均衡 
非協力ゲームにおける解の概念の一つとして、純粋ナッシュ均衡 (Nash Equilibrium) 
と呼ばれるものがある。いずれのプレイヤーも、自分の戦略を変更しても自分の利得を増
やすことができない場合に、その戦略ベクトルは純粋ナッシュ均衡であるという。 
すなわち、戦略ベクトル 𝑋 ∈ 𝑉𝑁 からプレイヤー 𝑖 ∈ {1, … , 𝑁} を除いた戦略ベクトルを
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 𝑋−𝑖 ∈ 𝑉
𝑁−1 としたときに次式が成り立つ場合、戦略ベクトル 𝑋 は純粋ナッシュ均衡である
という。 
𝑖 
∀ ∈ {1, … , 𝑁}, 𝑥𝑖
′
 
∀ ∈ 𝑉, 𝑈𝑖(𝑥𝑖
′, 𝑋−𝑖) ≤ 𝑈𝑖(𝑋) 
 
 



















3  𝐺𝑇𝐺(𝑚, 𝑛) における情報拡散ゲーム 
ここでは、情報拡散ゲームの行われるグラフを 𝐺𝑇𝐺(𝑚, 𝑛)  、プレイヤー数 𝑁 = 2 として




3.1  𝐺𝑇𝐺(𝑚, 𝑛) における情報拡散ゲームの性質 
 𝐺𝑇𝐺(𝑚, 𝑛) において、二つのノード 𝑥, 𝑦 ∈ 𝑉 に対して次の写像 𝑓𝑥𝑦  を定義する。 
 𝑓𝑥𝑦(𝑧) = ((𝑥𝑚 + 𝑦𝑚 − 𝑧𝑚)(mod 𝑚), (𝑥𝑛 + 𝑦𝑛 − 𝑧𝑛)(mod 𝑛))  
また、 𝐺𝑇𝐺(𝑚, 𝑛) 上で定義された全単射 𝑓 ∶  𝑉 → 𝑉 が 𝐺𝑇𝐺 自己同型写像であるとは、次
に定義する 𝑓(𝐺𝑇𝐺(𝑚, 𝑛)) が元の 𝐺𝑇𝐺(𝑚, 𝑛) と一致する場合をいう。 
𝑓(𝐺𝑇𝐺(𝑚, 𝑛)) = (𝑉, 𝑓(𝐸))  
𝑓(𝐸) = {{𝑓(𝑥), 𝑓(𝑦)} | (𝑥, 𝑦) ∈ 𝐸}  
 
命題 1. 写像 𝑓𝑥𝑦 は 𝐺𝑇𝐺 自己同型写像であり、更に次が成り立つ。 
 𝑓𝑥𝑦(𝑥) = 𝑦, 𝑓𝑥𝑦(𝑦) = 𝑥  
 
証明. 
まず 𝑓𝑥𝑦 が全単射であることを示す。 𝑧, ?̃? ∈ 𝑉 に対して 𝑓𝑥𝑦(𝑧) = 𝑓𝑥𝑦(?̃?) と仮定すると、 
(𝑥𝑚 + 𝑦𝑚 − 𝑧𝑚)(mod 𝑚) = (𝑥𝑚 + 𝑦𝑚 − ?̃?𝑚)(mod 𝑚) 
(𝑥𝑛 + 𝑦𝑛 − 𝑧𝑛)(mod 𝑛) = (𝑥𝑛 + 𝑦𝑛 − ?̃?𝑛)(mod 𝑛) 
が成り立つ。ここで |𝑧𝑚 − ?̃?𝑚| < 𝑚 かつ|𝑧𝑛 − ?̃?𝑛| < 𝑛 であるため、 
𝑥𝑚 + 𝑦𝑚 − 𝑧𝑚 = 𝑥𝑚 + 𝑦𝑚 − ?̃?𝑚 
𝑥𝑛 + 𝑦𝑛 − 𝑧𝑛 = 𝑥𝑛 + 𝑦𝑛 − ?̃?𝑛 
が成り立つ。 𝑧𝑚 = ?̃?𝑚, 𝑧𝑛 = ?̃?𝑛 すなわち 𝑧 = ?̃? が成り立つため、 𝑓𝑥𝑦  は単射である。また、
 𝑓𝑥𝑦(𝑧) = (𝑤𝑚, 𝑤𝑛) としたときに、 𝑧𝑚, 𝑧𝑛 の値を次のように設定することで任意の 𝑤𝑚, 𝑤𝑛 
を得ることができる。 
 𝑧𝑚 = (𝑥𝑚 + 𝑦𝑚 − 𝑤𝑚)(mod 𝑚)  
 𝑧𝑛 = (𝑥𝑛 + 𝑦𝑛 − 𝑤𝑛)(mod 𝑛)  
これより、 𝑓𝑥𝑦 は全射である。以上から、𝑓𝑥𝑦 が全単射であることが示される。 
次に、 𝑓𝑥𝑦  が 𝐺𝑇𝐺 自己同型写像であることを示す。すなわち、 𝐺𝑇𝐺(𝑚, 𝑛) 上のノード
 𝑧, ?̃? ∈ 𝑉 に対して、 𝑓𝑥𝑦(𝑧) = 𝑤, 𝑓𝑥𝑦(?̃?) = ?̃?, (𝑤, ?̃?) ∈ 𝑓(𝐸) であると仮定したときに、
 (𝑧, ?̃?) ∈ 𝐸 であることを示す。ここで一般性を失わず 𝑤 と ?̃? は同一行に存在するとし、
 (𝑤𝑚, 𝑤𝑛) = (?̃?𝑚, ?̃?𝑛 − 1) と仮定する。このとき、 𝑤, ?̃? は次のようになる。 
𝑤 = (𝑤𝑚, 𝑤𝑛) = {(𝑥𝑚 + 𝑦𝑚 − 𝑧𝑚)(mod 𝑚), (𝑥𝑛 + 𝑦𝑛 − 𝑧𝑛)(mod 𝑛)} 
?̃? = (?̃?𝑚, ?̃?𝑛) = {(𝑥𝑚 + 𝑦𝑚 − ?̃?𝑚)(mod 𝑚), (𝑥𝑛 + 𝑦𝑛 − ?̃?𝑛)(mod 𝑛)} 
これより、 𝑧𝑚, 𝑧𝑛 は次のように求まる。 
𝑧𝑚 = (𝑥𝑚 + 𝑦𝑚 − 𝑤𝑚)(mod 𝑚) 
𝑧𝑛 = (𝑥𝑛 + 𝑦𝑛 − 𝑤𝑛)(mod 𝑛) 
また、 ?̃?𝑚, ?̃?𝑛 は次のように求まる。 
?̃?𝑚 = (𝑥𝑚 + 𝑦𝑚 − ?̃?𝑚)(mod 𝑚) = (𝑥𝑚 + 𝑦𝑚 − 𝑤𝑚)(mod 𝑚) = 𝑧𝑚 
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?̃?𝑛 = (𝑥𝑛 + 𝑦𝑛 − ?̃?𝑛)(mod 𝑛) = (𝑥𝑛 + 𝑦𝑛 − 𝑤𝑛 − 1)(mod 𝑛) = (𝑧𝑛 − 1)(mod 𝑛) 
これより、 {(𝑧𝑚, 𝑧𝑛), (?̃?𝑚, ?̃?𝑛)} ∈ 𝐸 が導かれるため、 𝑓𝑥𝑦  は 𝐺𝑇𝐺 自己同型写像である。 
また、この写像 𝑓𝑥𝑦  について、次が成り立つ。 
 𝑓𝑥𝑦(𝑥) = ((𝑥𝑚 + 𝑦𝑚 − 𝑥𝑚)(mod 𝑚), (𝑥𝑛 + 𝑦𝑛 − 𝑥𝑛)(mod 𝑛)) 
  = (𝑦𝑚, 𝑦𝑛) 
  = 𝑦 
 𝑓𝑥𝑦(𝑦) = ((𝑥𝑚 + 𝑦𝑚 − 𝑦𝑚)(mod 𝑚), (𝑥𝑛 + 𝑦𝑛 − 𝑦𝑛)(mod 𝑛)) 
  = (𝑥𝑚, 𝑥𝑛) 
  = 𝑥 
これより、 𝑓𝑥𝑦(𝑥) = 𝑦, 𝑓𝑥𝑦(𝑦) = 𝑥 が成り立つ。（証明終） 
 
命題 2. 任意の 𝐺𝑇𝐺(𝑚, 𝑛) 上でのプレイヤー数 𝑁 = 2 の情報拡散ゲームにおいて、次が成
り立つ。 
𝑋 
∀ ∈ 𝑉2, 𝑈1(𝑋) = 𝑈2(𝑋) 
 
証明. 
 𝑋 = (𝑥, 𝑦) とする。ここで、プレイヤー1とプレイヤー2の位置を入れ替えて情報拡散ゲ
ームを進行させると、位置を入れ替える前のプレイヤー1 の利得 𝑈1(𝑥, 𝑦) は、位置を入れ
替えた後のプレイヤー2の利得 𝑈2(𝑦, 𝑥) であるので、次が成り立つ。 
𝑈1(𝑥, 𝑦) = 𝑈2(𝑦, 𝑥) (1) 
また、命題 1の自己同型写像 𝑓𝑥𝑦  を用いて、次が成り立つ。 
𝑈2(𝑥, 𝑦) = 𝑈2(𝑓𝑥𝑦(𝑥), 𝑓𝑥𝑦(𝑦)) = 𝑈2(𝑦, 𝑥) (2) 




ヤーの利得は等しく |𝑉|/2 となるため、次の系 1が導ける。 
 
系 1. 任意の 𝐺𝑇𝐺(𝑚, 𝑛) 上でのプレイヤー数 𝑁 = 2 の情報拡散ゲームにおいて、ある戦略
ベクトル 𝑋 = (𝑥, 𝑦) でグレーノードが発生しなければ、その戦略ベクトル 𝑋 は純粋ナッシ
ュ均衡である。 
 
命題 3. 任意の 𝐺𝑇𝐺(𝑚, 𝑛) 上でのプレイヤー数 𝑁 = 2 の情報拡散ゲームにおいて、次が成
り立つ。 
(𝑥, 𝑦) 
∀ = 𝑋 ∈ 𝑉2, 𝑧 





 𝑑(𝑥, 𝑧) > 𝑑(𝑦, 𝑧) を満たすノード 𝑧 
∀ ∈ 𝑉 が 𝑦 の色に塗られなかったと仮定し、背理法を
用いて証明する。 𝑦 と 𝑧 を結ぶ全ての最短パス上に 𝑥 の色のノードかグレーノードが 1つ
以上発生し、 𝑦 の色が最短パスを通って 𝑧 に着くことを妨害されたため、 𝑥 の色と 𝑦 の色
が同時に 𝑧 に着いたか、 𝑥 の色が先に 𝑧 に着いたことになる。 
 
 
図 7. 命題 3の各ノードの位置関係 
 
図 7のように、 𝑦 と 𝑧 を結ぶ最短パス上に発生した 𝑥 の色のノードとグレーノードの内、
最も 𝑦 に近いノードの一つを 𝑔 とする。 𝑦 と 𝑔 を結ぶ最短パス上の全てのノードは、 𝑔 を
除いて全て 𝑦 の色のノードである。このとき、 𝑔 は 𝑥 の色のノードかグレーノードなので、
 𝑑(𝑥, 𝑔) ≤ 𝑑(𝑦, 𝑔) である。三角不等式より 𝑑(𝑥, 𝑧) ≤ 𝑑(𝑦, 𝑔) + 𝑑(𝑦, 𝑔) が成り立つため、 
 𝑑(𝑦, 𝑧) = 𝑑(𝑦, 𝑔) + 𝑑(𝑔, 𝑧) 
  ≥ 𝑑(𝑥, 𝑔) + 𝑑(𝑔, 𝑧) 
  ≥ 𝑑(𝑥, 𝑧) 
より、 𝑑(𝑥, 𝑧) ≤ 𝑑(𝑦, 𝑧) が成立する。これは仮定に矛盾するため、 𝑧 は 𝑦 の色に塗られる。 
（証明終） 
 
命題 3 の対偶『 (𝑥, 𝑦) 
∀ = 𝑋 ∈ 𝑉2, 𝑧 
∀ ∈ 𝑉, 𝑧 が 𝑦 の色に塗られない ⟹ 𝑑(𝑥, 𝑧) ≤ 𝑑(𝑦, 𝑧) 』
より、次の系 2が導ける。 
 
系 2. 任意の 𝐺𝑇𝐺(𝑚, 𝑛) 上でのプレイヤー数 𝑁 = 2 の情報拡散ゲームにおいて、次が成り
立つ。 
(𝑥, 𝑦) 
∀ = 𝑋 ∈ 𝑉2, 𝑧 




命題 4. 任意の 𝐺𝑇𝐺(𝑚, 𝑛) 上でのプレイヤー数 𝑁 = 2 の情報拡散ゲームにおいて、プレイ
ヤー1 が戦略 𝑥 、プレイヤー2 が戦略 𝑦 を選択し、 𝑥𝑚 ≤ 𝑦𝑚, 𝑥𝑛 ≤ 𝑦𝑛 であったとする。も
し 𝑦𝑚 − 𝑥𝑚 + 𝑦𝑛 − 𝑥𝑛 の値が偶数だったならば、次の範囲内にグレーノードが必ず一つ以上
存在する。（図 8参照） 
{(𝑖, 𝑗): 𝑥𝑚 ≤ 𝑖 ≤ 𝑦𝑚, 𝑥𝑛 ≤ 𝑗 ≤ 𝑦𝑛} 
 
 
図 8. 命題 4の示すグレーノードの出現範囲 
 
証明. 
 𝑥𝑚 = 𝑦𝑚 の場合は (𝑥𝑚, (𝑥𝑛 + 𝑦𝑛) 2⁄ ) が、 𝑥𝑛 = 𝑦𝑛 の場合は ((𝑥𝑚 + 𝑦𝑚) 2⁄ , 𝑥𝑛) が、それぞ
れ 𝑥, 𝑦 との距離が等しいノードのためグレーノードとなる。そのため、ここでは 𝑥𝑚 < 𝑦𝑚 
かつ 𝑥𝑛 < 𝑦𝑛 であると仮定して議論を進める。 





図 9.  𝑦𝑚 − 𝑥𝑚 が偶数である場合 
 
この場合 𝑦𝑛 − 𝑥𝑛 も偶数となり、 𝑥𝑚 + 𝑦𝑚 と 𝑥𝑛 + 𝑦𝑛 も同じく偶数になる。ここで命題 3
より、 (𝑥𝑚, (𝑥𝑛 + 𝑦𝑛) 2⁄ ) のノードとの距離は 𝑦 からよりも 𝑥 からの方が近いので、𝑥 の色
に塗られる。逆に (𝑦𝑚, (𝑥𝑛 + 𝑦𝑛) 2⁄ ) のノードとの距離は 𝑥 からよりも 𝑦 からの方が近いの
で、  𝑦 の色に塗られる。ここで長方形内の  (𝑥𝑛 + 𝑦𝑛) 2⁄  列目を見てみると、
 (𝑥𝑚, (𝑥𝑛 + 𝑦𝑛) 2⁄ ) と (𝑦𝑚, (𝑥𝑛 + 𝑦𝑛) 2⁄ ) のノードの距離 𝑦𝑚 − 𝑥𝑚 は偶数で、かつこの 2ノー
ド以外のノードに色は塗られていないので、図 9 のように長方形中央のノード
 ((𝑥𝑚 + 𝑦𝑚) 2⁄ , (𝑥𝑛 + 𝑦𝑛) 2⁄ ) はグレーノードとなる。 
2)   𝑦𝑚 − 𝑥𝑚 が奇数である場合 
 
 




この場合 𝑦𝑛 − 𝑥𝑛 も奇数となり、 𝑥𝑚 + 𝑦𝑚 と 𝑥𝑛 + 𝑦𝑛 も同じく奇数になる。ここで命題 3
より、 ((𝑥𝑚 + 𝑦𝑚 − 1) 2⁄ , (𝑥𝑛 + 𝑦𝑛 − 1) 2⁄ ) のノードとの距離は 𝑦 からよりも 𝑥 からの方が
近いので、 𝑥 の色に塗られる。逆に ((𝑥𝑚 + 𝑦𝑚 + 1) 2⁄ , (𝑥𝑛 + 𝑦𝑛 + 1) 2⁄ ) のノードとの距離
は 𝑥 からよりも 𝑦 からの方が近いので、 𝑦 の色に塗られる。この両ノードに接しているノ
ード  ((𝑥𝑚 + 𝑦𝑚 − 1) 2⁄ , (𝑥𝑛 + 𝑦𝑛 + 1) 2⁄ ) とノード  ((𝑥𝑚 + 𝑦𝑚 + 1) 2⁄ , (𝑥𝑛 + 𝑦𝑛 − 1) 2⁄ ) は
グレーノードとなる。 
 
以上より、 𝑦𝑚 − 𝑥𝑚 + 𝑦𝑛 − 𝑥𝑛 の値が偶数だったならば、図 8 の長方形内に必ずグレー
ノードが存在する。（証明終） 
 
なお、命題 4では証明の都合上 𝑥𝑚 ≤ 𝑦𝑚, 𝑥𝑛 ≤ 𝑦𝑛 と仮定しているが、グラフを上下反転・
左右反転させることで同じことが言えるため 𝑥 と 𝑦 の位置関係に依らず 𝑦𝑚 − 𝑥𝑚 + 𝑦𝑛 −
𝑥𝑛 の値が偶数だったならばグレーノードが存在する。これ以降、長方形の縦・横の長さと
は、それぞれ  (長方形内の縦・横方向のノード数) − 1 を指すものとする。 
 
3.2  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:偶数) の場合 
定理 1  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:偶数) 上での情報拡散ゲームにおいて、次が成り立つ。 
(𝑥, 𝑦) 
∀ = 𝑋 ∈ 𝑉2, 𝑑(𝑥, 𝑦) が奇数 ⇔ 𝑋 は純粋ナッシュ均衡 
すなわち、図 11のグラフで 𝑋 が純粋ナッシュ均衡であるための必要十分条件は、 𝑥 の
座標を (1,1) としたときに図 11の 𝑦 と示した位置に戦略をとることである。 
 
 





(⟹)まず『 𝑑(𝑥, 𝑦) が奇数 ⇒ 𝑧 
∀ ∈ 𝑉, 𝑑(𝑥, 𝑧) ≠ 𝑑(𝑦, 𝑧) 』を示す。ここで、左辺と右辺の偶奇
性が一致していることを、記号 ≅ で表すことにすると 𝑑(𝑥, 𝑧), 𝑑(𝑦, 𝑧) に対して次が成り立
つ。 
 𝑑(𝑥, 𝑧) = min(|𝑥𝑚 − 𝑧𝑚|, 𝑚 − |𝑥𝑚 − 𝑧𝑚|) + min(|𝑥𝑛 − 𝑧𝑛|, 𝑛 − |𝑥𝑛 − 𝑧𝑛|) 
  ≅ |𝑥𝑚 − 𝑧𝑚| + |𝑥𝑛 − 𝑧𝑛| 
  ≅ 𝑥𝑚 − 𝑧𝑚 + 𝑥𝑛 − 𝑧𝑛 
 𝑑(𝑦, 𝑧) = min(|𝑦𝑚 − 𝑧𝑚|, 𝑚 − |𝑦𝑚 − 𝑧𝑚|) + min(|𝑦𝑛 − 𝑧𝑛|, 𝑛 − |𝑦𝑛 − 𝑧𝑛|) 
  ≅ |𝑦𝑚 − 𝑧𝑚| + |𝑦𝑛 − 𝑧𝑛| 
  ≅ 𝑦𝑚 − 𝑧𝑚 + 𝑦𝑛 − 𝑧𝑛 
すると、次が得られる。 
𝑑(𝑥, 𝑧) − 𝑑(𝑦, 𝑧) ≅ 𝑥𝑚 − 𝑦𝑚 + 𝑥𝑛 − 𝑦𝑛 
 𝑑(𝑥, 𝑦) = min(|𝑥𝑚 − 𝑦𝑚|, 𝑚 − |𝑥𝑚 − 𝑦𝑚|) + min(|𝑥𝑛 − 𝑦𝑛|, 𝑛 − |𝑥𝑛 − 𝑦𝑛|) 
  ≅ |𝑥𝑚 − 𝑦𝑚| + |𝑥𝑛 − 𝑦𝑛| 
  ≅ 𝑥𝑚 − 𝑦𝑚 + 𝑥𝑛 − 𝑦𝑛 
  ≅ 𝑑(𝑥, 𝑧) − 𝑑(𝑦, 𝑧) 
ここで 𝑑(𝑥, 𝑦) は奇数なので 𝑑(𝑥, 𝑧) − 𝑑(𝑦, 𝑧) も奇数である。よって 𝑑(𝑥, 𝑧) − 𝑑(𝑦, 𝑧) ≠ 0 
すなわち 𝑑(𝑥, 𝑧) ≠ 𝑑(𝑦, 𝑧) が成立する。このとき、系 2 の対偶『∀(𝑥, 𝑦) = 𝑋 ∈ 𝑉2, ∀𝑧 ∈
𝑉, 𝑑(𝑥, 𝑧) ≠ 𝑑(𝑦, 𝑧) ⟹ 𝑧 はグレーノードではない 』より、ゲーム終了時にグレーノードが
生じない。系 1より、この戦略ベクトル 𝑋 は純粋ナッシュ均衡である。 
 
(⟸)対偶『 (𝑥, 𝑦) 
∀ = 𝑋 ∈ 𝑉2, 𝑑(𝑥, 𝑦) が偶数 ⇒ 𝑋 は純粋ナッシュ均衡でない』を示す。 
 𝑑(𝑥, 𝑦) = min(|𝑥𝑚 − 𝑦𝑚|, 𝑚 − |𝑥𝑚 − 𝑦𝑚|) + min(|𝑥𝑛 − 𝑦𝑛|, 𝑛 − |𝑥𝑛 − 𝑦𝑛|) 
  ≅ 𝑥𝑚 − 𝑦𝑚 + 𝑥𝑛 − 𝑦𝑛 
  ≅ 𝑦𝑚 − 𝑥𝑚 + 𝑦𝑛 − 𝑥𝑛 
 𝑑(𝑥, 𝑦) が偶数であるため、命題 4よりゲーム終了時に 𝑔 (> 0)  個のグレーノードが生じ
る。このとき |𝑉| − 𝑔 ≥ 𝑈1(𝑋) + 𝑈2(𝑋) が成り立つが、命題 2より 𝑈1(𝑋) = 𝑈2(𝑋) であるた
め、両プレイヤーの利得は 𝑈1(𝑋) = 𝑈2(𝑋) ≥ |𝑉|/2 − 𝑔 > |𝑉|/2 となる。 𝑑(𝑥, 𝑦) が奇数とな
る戦略ベクトルではゲーム終了時にグレーノードが存在せず、両プレイヤーの利得は
 𝑈1(𝑋) = 𝑈2(𝑋) = |𝑉|/2 となるため、 𝑑(𝑥, 𝑦) が奇数となる戦略ベクトルとなるように戦略
を変更した方が両プレイヤーとも利得は上がる。よって、 𝑑(𝑥, 𝑦) が偶数の場合の戦略ベク
トル 𝑋 は純粋ナッシュ均衡ではない。（証明終） 
 
3.3  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚:奇数, 𝑛:偶数) の場合 




∀ = 𝑋 ∈ 𝑉2, ( 𝑑(𝑥, 𝑦)が奇数 ⋀ 𝑥𝑚 =  𝑦𝑚) ⇔ 𝑋 は純粋ナッシュ均衡 
すなわち、図 12のグラフで 𝑋 が純粋ナッシュ均衡であるための必要十分条件は、 𝑥 の
座標を ((𝑚 + 1)/2 , 1) としたときに図 12の 𝑦 と示した位置に戦略をとることである。 
 
 
図 12.  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚:奇数, 𝑛:偶数) 上での情報拡散ゲームにおける純粋ナッシュ均衡 
 
証明. 
(⟹) 𝑥 の座標を 𝑥 = (𝑥𝑚, 𝑥𝑛)、 𝑦 の座標を 𝑦 = (𝑥𝑚, 𝑦𝑛)とし、各 𝑖 行目におけるグレーノー
ドの数を考える。ノード 𝑧 = (𝑖, 𝑥𝑛), ?̃? = (𝑖, 𝑦𝑛) をそれぞれ 𝑖 行目において 𝑥, 𝑦 との距離が
最も短いノードとする。時刻 𝑑(𝑥, 𝑧) = 𝑑(𝑦, ?̃?) において、 𝑧 は 𝑥 の色が塗られ、 ?̃? は 𝑦 の色
が塗られ、図 13のように白ノードの組が二組できる。仮定より、 𝑧, ?̃? の距離は奇数かつ 𝑛 は
偶数なので、二組の白ノードの個数はどちらも偶数個となるため、グレーノードは発生し






図 13.  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚:奇数, 𝑛:偶数) 上での純粋ナッシュ均衡時のゲーム遷移 
 




図 14.  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚:奇数, 𝑛:偶数)上でのグレーノードの発生領域 
 
次に、 𝑦𝑚 ≠ 𝑥𝑚 の場合を考える。この場合、図 14 のように 𝑥 と 𝑦 を頂点とするような
長方形を二種類考えることができる。この二つの長方形の縦方向の長さは |𝑦𝑚 − 𝑥𝑚| と
 𝑚 − |𝑦𝑚 − 𝑥𝑚| 、横方向の長さはどちらも  |𝑦𝑛 − 𝑥𝑛| である。ここで 𝑚 は奇数であり、




3.4  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数) の場合 
3.4.1  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数) の性質 






補題 1. 戦略ベクトルを (𝑥, 𝑦) = 𝑋 、 𝐶 を図 15に示したような 𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数) の 𝑖 
行目もしくは 𝑗 行目を抜き出した閉路グラフ、 𝐶 上のノード 𝑧, ?̃? をそれぞれ 𝑥, 𝑦 との距離









図 16. 補題 1の ?̃? に色が塗られる時刻における 𝐶  
 
 𝐶 上のノードの個数を |𝑉(𝐶)| とおく。仮定より、 𝑧, ?̃? はそれぞれ 𝑥, 𝑦 の色で塗られる。
ここで、一般性を失うことなく、 𝑑(𝑥, 𝑧) ≤ 𝑑(𝑦, ?̃?) であり ?̃? が先に色が塗られることはない
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と仮定する。 ?̃? に色が塗られる時刻は、 𝑧 に色が塗られる時刻から 𝑑(𝑦, ?̃?) − 𝑑(𝑥, 𝑧) ステッ
プ経過している。そのため、この時刻では 𝐶 上には 𝑦 の色のノードが 1個、 𝑥 の色のノー
ドが 2(𝑑(𝑦, ?̃?) − 𝑑(𝑥, 𝑧)) + 1 個存在することが分かる。そのため、 𝐶 上に存在する白ノー
ドの数は、 
   |𝑉(𝐶)| − 1 − (2(𝑑(𝑦, ?̃?) − 𝑑(𝑥, 𝑧)) + 1) 
  = |𝑉(𝐶)| − 2(𝑑(𝑦, ?̃?) − 𝑑(𝑥, 𝑧) + 1) 
である。ここで、仮定より |𝑉(𝐶)| は 𝑚 か 𝑛 でありどちらの場合も奇数なので、白ノード






補題 2.  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数) 上での情報拡散ゲームにおいて、戦略ベクトル (𝑥, 𝑦) にお
いて、 𝑥 の座標を 𝑥 = (𝑥𝑚, 𝑥𝑛) = ((𝑚 − 1)/2, (𝑛 − 1)/2) 、 𝑦 の座標を 𝑦 = (𝑦𝑚, 𝑦𝑛)とする。
ただし、 𝑥 ≠ 𝑦 と仮定する。 𝑔(𝑦) = |𝑦𝑚 − 𝑥𝑚| − |𝑦𝑛 − 𝑥𝑛| としたとき、 𝑔(𝑦) > 0 ならば 𝑛 個
のグレーノードが発生し、 𝑔(𝑦) ≤ 0 ならば 𝑚 個のグレーノードが発生する。 
 
 
図 17. 補題 2における 𝑔(𝑦) の範囲 
 
証明. 
1)  𝑔(𝑦) > 0 の場合 
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図 18の色の濃い部分に 𝑦 が存在する。このとき 𝑔(𝑦) = |𝑦𝑚 − 𝑥𝑚| − |𝑦𝑛 − 𝑥𝑛| > 0 より、
 |𝑦𝑚 − 𝑥𝑚| > |𝑦𝑛 − 𝑥𝑛| が成り立つ。 𝑥 の行に存在するノードの一つを 𝑧 = (𝑥𝑚, 𝑧𝑛) とする。
この時、 𝑑(𝑦, 𝑧) について、次が成立する。 
 𝑑(𝑦, 𝑧) = |𝑦𝑚 − 𝑥𝑚| + min(|𝑦𝑛 − 𝑧𝑛|, 𝑛 − |𝑦𝑛 − 𝑧𝑛|)  
  > min(|𝑦𝑛 − 𝑥𝑛| + |𝑦𝑛 − 𝑧𝑛|, 𝑛 + |𝑦𝑛 − 𝑥𝑛| − |𝑦𝑛 − 𝑧𝑛|) 
  ≥ min(|𝑥𝑛 − 𝑧𝑛|, 𝑛 − |𝑥𝑛 − 𝑧𝑛|) 
  = 𝑑(𝑥, 𝑧) 
 
 
図 18. 補題 2における 𝑔(𝑦) > 0 の場合 
 
𝑑(𝑦, 𝑧) > 𝑑(𝑥, 𝑧) より、 𝑥 の行に存在する全てのノードには、プレイヤー1の色が塗られ
る。同様の議論で、 𝑦 の行に存在するノードの一つを ?̃? = (𝑦𝑚, ?̃?𝑛) とすると 𝑑(𝑥, ?̃?) >
𝑑(𝑦, ?̃?) が導かれるので、 𝑦 の行に存在する全てのノードには、プレイヤー2の色が塗られ
る。ここで、各列に対して補題 1を適用させると、各列に 1つずつグレーノードが発生す
る。そのため、グラフ全体に発生するグレーノードの総数は 𝑛 個になる。 
2)  𝑔(𝑦) < 0 の場合 
図 19の色の濃い部分に 𝑦 が存在する。このとき 𝑔(𝑦) = |𝑦𝑚 − 𝑥𝑚| − |𝑦𝑛 − 𝑥𝑛| < 0 より、
 |𝑦𝑛 − 𝑥𝑛| > |𝑦𝑚 − 𝑥𝑚| が成り立つ。 𝑥 の列に存在するノードの一つを 𝑧 = (𝑧𝑚, 𝑥𝑛) とする。
この時、 𝑑(𝑦, 𝑧) について、次が成立する。 
 𝑑(𝑦, 𝑧) = min(|𝑦𝑚 − 𝑧𝑚|, 𝑚 − |𝑦𝑚 − 𝑧𝑚|) + |𝑦𝑛 − 𝑥𝑛| 
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  > min(|𝑦𝑚 − 𝑧𝑚| + |𝑦𝑚 − 𝑥𝑚|, 𝑚 + |𝑦𝑚 − 𝑥𝑚| − |𝑦𝑚 − 𝑧𝑚|) 
  ≥ min(|𝑥𝑚 − 𝑧𝑚|, 𝑚 − |𝑥𝑚 − 𝑧𝑚|) 
  = 𝑑(𝑥, 𝑧) 
 
 
図 19. 補題 2における 𝑔(𝑦) < 0 の場合 
 
𝑑(𝑦, 𝑧) > 𝑑(𝑥, 𝑧) より、 𝑥 の列に存在する全てのノードには、プレイヤー1の色が塗られ
る。同様の議論で、 𝑦 の列に存在するノードの一つを ?̃? = (?̃?𝑚, 𝑦𝑛) とすると 𝑑(𝑥, ?̃?) <
𝑑(𝑦, ?̃?) が導かれるので、 𝑦 の列に存在する全てのノードには、プレイヤー2の色が塗られ
る。ここで、各行に対して補題 1を適用させると、各行に 1つずつグレーノードが発生す
る。そのため、グラフ全体に発生するグレーノードの総数は 𝑚 個になる。 
3)  𝑔(𝑦) = 0 の場合 
 𝑔(𝑦) = |𝑦𝑚 − 𝑥𝑚| − |𝑦𝑛 − 𝑥𝑛| = 0 より、図 20のように |𝑦𝑚 − 𝑥𝑚| = |𝑦𝑛 − 𝑥𝑛| が成り立つ
ように 𝑦 が位置している。ここで、一般性を失わず 0 ≤ 𝑦𝑚 < (𝑚 − 1)/2 ,    0 ≤ 𝑦𝑛 < (𝑛 −
1)/2 とする。すると、 𝑦 = (𝑦𝑚, 𝑦𝑚 + (𝑛 − 𝑚)/2) となる。この時、全ての 𝑖 (0 ≤ 𝑖 ≤ (𝑚 −





図 20. 補題 2における 𝑔(𝑦) = 0 の場合 
 




1.  𝒊 = 𝒚𝒎 の場合 
ノード 𝑔 の座標を (𝑦𝑚, (𝑛 − 1)/2) とおく。図 21のように時刻 𝑡 = (𝑚 − 1)/2 − 𝑦𝑚 − 1 ま
でに、 𝑖 行目では 𝑦 から距離 𝑡 以下のノードである 2((𝑚 − 1)/2 − 𝑦𝑚 − 1) + 1 個のノード
がプレイヤー2 の色に塗られる。一方、プレイヤー1 は 𝑔 の下のノードに時刻 𝑡 で到着す
るが、時刻 𝑡 に 𝑔 の左のノードにプレイヤー2が到着しているため、時刻 𝑡 + 1 で 𝑔 のノー
ドはグレーノードとなる。時刻 𝑡 + 2 で、プレイヤー1は 𝑔 の右のノードに到達し、初めて
 𝑖 行目にプレイヤー1のノードが到達するが、その時刻にはプレイヤー2は時刻 𝑡 の時点よ
りも更に 2 つのノードに色を塗っているため、プレイヤー2 のノードの合計は 2((𝑚 −





図 21. 補題 2における 𝑖 = 𝑦𝑚 の場合 
 
これより、時刻 𝑡 + 2 における白ノードの数は、 
 (白ノードの数) = 𝑛 − 1 − (2((𝑚 − 1)/2 − 𝑦𝑚 − 1) + 3) − 1  
  = 𝑛 − 𝑚 + 2𝑦𝑚 − 2 
 𝑛 − 𝑚 + 2𝑦𝑚 の値は、 𝑚 = 𝑛 かつ 𝑦𝑚 = 0 でなければ、2以上かつ偶数であるため、白ノ
ードの数は偶数となる。そのため、 𝑖 行目の残りの白ノードは各プレイヤーが半分ずつ分
け合うことになり、 𝑖 行目全体に発生するグレーノードは 𝑔 の 1 個だけとなる。ただし
 𝑚 = 𝑛 かつ 𝑦𝑚 = 0 の場合だけは、プレイヤー2の方が早く (𝑦𝑚, (𝑛 − 1)/2 + 1) に到達する
ため、このノードはプレイヤー2 の色で塗られる。この場合もグレーノードの数は 1 であ
る。 
以上より、 𝑖 = 𝑦𝑚 行目では、 𝑦𝑚 = 0 でない限り、時刻 (𝑚 − 1)/2 − 𝑦𝑚 に (𝑦𝑚, (𝑛 − 1)/2) 
がグレーノードになり、時刻 (𝑚 − 1)/2 − 𝑦𝑚 − 1 にプレイヤー2 が (𝑦𝑚, (𝑛 − 1)/2 − 1) に
到達し、時刻 (𝑚 − 1)/2 − 𝑦𝑚 + 1 にプレイヤー1が (𝑦𝑚, (𝑛 − 1)/2 + 1) に到達する。 
 
2. 𝟎 ≤ 𝒊 < 𝒚𝒎の場合 
ノード 𝑔 の座標を (𝑖, 𝑔𝑛) = (𝑖, (𝑛 − 1)/2 + 𝑦𝑚 − 𝑖) とおく。時刻 𝑡 に (𝑖 + 1, 𝑔𝑛 − 1) がグ
レーノードになったとし、時刻 𝑡 − 1 にプレイヤー2が (𝑖 + 1, 𝑔𝑛 − 2) に到達し、時刻 𝑡 + 1 
にプレイヤー1が (𝑖 + 1, 𝑔𝑛) に到達したと仮定する。プレイヤー1が (𝑖 + 1, 𝑔𝑛) に到達した
時刻での各ノードは、図 22のように分布している。 
この仮定が成立する場合に、時刻 𝑡 + 2 に (𝑖, 𝑔𝑛) がグレーノードになり、時刻 𝑡 + 1 にプ




このとき、プレイヤー2は時刻 𝑡 に(𝑖, 𝑔𝑛 − 2) に到達し、時刻 𝑡 + 1 に(𝑖, 𝑔𝑛 − 1) に到達す
る。よって、時刻 𝑡 + 2 に 𝑔 がグレーノードになることが言える。また、プレイヤー1は時




図 22. 補題 2における 0 ≤ 𝑖 < 𝑦𝑚 の場合 
 
ここで、時刻 𝑡 + 3 における 𝑖 行目の各ノードの個数を調べてみると、プレイヤー1のノ
ードは 1 個、プレイヤー2 のノードは1 + 2{𝑔𝑛 − 1 − (𝑦𝑚 + (𝑛 − 𝑚)/2)} + 2 個、グレーノ
ードは 1個存在するので、白ノードの個数は 
 (白ノードの数) = 𝑛 − 1 − (2{(𝑛 − 1)/2 + 𝑦𝑚 − 𝑖 − 1 − (𝑦𝑚 + (𝑛 − 𝑚)/2)} + 3) − 1  
  = 2𝑖 + 𝑛 − 𝑚 − 2 
 2𝑖 + 𝑛 − 𝑚 の値は、 𝑚 = 𝑛 かつ 𝑖 = 0 でなければ、2 以上かつ偶数であるため、白ノー
ドの数は偶数となる。そのため、 𝑖 行目の残りの白ノードは各プレイヤーが半分ずつ分け
合うことになり、 𝑖 行目に発生するグレーノードは 𝑔 の 1つだけとなる。ただし 𝑚 = 𝑛 か
つ 𝑖 = 0 の場合だけは、プレイヤー2の方が早く (𝑖, 𝑔𝑛 + 1) に到達するため、このノードは
プレイヤー2 の色で塗られる。この場合もグレーノードの数は 1 である。 𝑖 = 0 の場合は
次の帰納ステップを考える必要は無いので、グレーノードの数が 1であれば十分である。 
以上より、0 ≤ 𝑖 ≤ 𝑦𝑚 の場合の 𝑖 行目におけるグレーノードの数は 1である。 
 3-2)  𝑦𝑚 + 1 ≤ 𝑖 ≤ (𝑚 − 1)/2 − 1 の場合 
 𝑖 行目で最も 𝑥 = ((𝑚 − 1)/2, (𝑛 − 1)/2), 𝑦 = (𝑦𝑚, 𝑦𝑚 + (𝑛 − 𝑚)/2) からの距離が近い
ノードをそれぞれ 𝑧, ?̃? とする。すなわち、 𝑧 = (𝑖, (𝑛 − 1)/2), ?̃? = (𝑖, (𝑛 − 1)/2) とする。こ
のとき、図 23に示すようなノードの位置関係となり、次が成立する。 
𝑑(𝑥, 𝑧) = min((𝑚 − 1)/2 − 𝑖, 𝑚 − ((𝑚 − 1)/2 − 𝑖)) 
  = (𝑚 − 1)/2 − 𝑖 
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𝑑(𝑦, 𝑧) = min(𝑖 − 𝑦𝑚, 𝑚 − (𝑖 − 𝑦𝑚)) + (𝑛 − 1)/2 − (𝑦𝑚 + (𝑛 − 𝑚)/2)  
  = (𝑚 − 1)/2 + 𝑖 − 2𝑦𝑚 = (𝑚 − 1)/2 − 𝑖 + 2(𝑖 − 𝑦𝑚) > 𝑑(𝑥, 𝑧) 
𝑑(𝑥, ?̃?) = min((𝑚 − 1)/2 − 𝑖, 𝑚 − ((𝑚 − 1)/2 − 𝑖)) + (𝑛 − 1)/2 − (𝑦𝑚 + (𝑛 − 𝑚)/2) 
  = 𝑚 − 1 − 𝑖 − 𝑦𝑚 > (𝑚 − 1)/2 − 𝑦𝑚 
𝑑(𝑦, ?̃?) = min(𝑖 − 𝑦𝑚, 𝑚 − (𝑖 − 𝑦𝑚))  
  = 𝑖 − 𝑦𝑚 < (𝑚 − 1)/2 − 𝑦𝑚 < 𝑑(𝑥, ?̃?) 




図 23. 補題 2における 𝑦𝑚 + 1 ≤ 𝑖 ≤ (𝑚 − 1)/2 − 1 の場合 
 
 3-3)  (𝑚 − 1)/2 ≤ 𝑖 ≤ 𝑥𝑚 + 𝑦𝑚 の場合 
 𝑓𝑥𝑦(𝐺𝑇𝐺(𝑚, 𝑛)) 上での 𝑖 行目を考えることで、 (3-1) と同様の議論を行うことができ、
 𝑖 行目におけるグレーノードの数は 1である。 
 3-4)  (𝑚 − 1)/2 + 𝑦𝑚 + 1 ≤ 𝑖 ≤ 𝑚 − 1 の場合 
 𝑖 行目で最も 𝑥 = ((𝑚 − 1)/2, (𝑛 − 1)/2), 𝑦 = (𝑦𝑚, 𝑦𝑚 + (𝑛 − 𝑚)/2) からの距離が近い
ノードをそれぞれ 𝑧, ?̃? とする。すなわち、 𝑧 = (𝑖, (𝑛 − 1)/2), ?̃? = (𝑖, (𝑛 − 1)/2) とする。こ
のとき、図 24に示すようなノードの位置関係となり、次が成立する。 
𝑑(𝑥, 𝑧) = min(𝑖 − (𝑚 − 1)/2, 𝑚 − (𝑖 − (𝑚 − 1)/2)) 
  = 𝑖 − (𝑚 − 1)/2 
𝑑(𝑦, 𝑧) = min(𝑖 − 𝑦𝑚, 𝑚 − (𝑖 − 𝑦𝑚)) + (𝑛 − 1)/2 − (𝑦𝑚 + (𝑛 − 𝑚)/2)  
  = 𝑚 − (𝑖 − (𝑚 − 1)/2) > 𝑖 − (𝑚 − 1)/2 = 𝑑(𝑥, 𝑧) 
𝑑(𝑥, ?̃?) = min(𝑖 − (𝑚 − 1)/2, 𝑚 − (𝑖 − (𝑚 − 1)/2)) + (𝑛 − 1)/2 − (𝑦𝑚 + (𝑛 − 𝑚)/2)  
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  = 𝑖 − 𝑦𝑚 
𝑑(𝑦, ?̃?) = min(𝑖 − 𝑦𝑚, 𝑚 − (𝑖 − 𝑦𝑚))  
  = 𝑚 − (𝑖 − 𝑦𝑚) < 𝑖 − 𝑦𝑚 = 𝑑(𝑥, ?̃?) 




図 24. 補題 2における (𝑚 − 1)/2 + 𝑦𝑚 + 1 ≤ 𝑖 ≤ 𝑚 − 1 の場合 
 
よって、各列に 1つずつグレーノードが発生することから、𝑔(𝑦) = 0 の場合にグラフ全
体に発生するグレーノードの総数は 𝑚 個になる。 
以上より、𝑔(𝑦) > 0 ならば 𝑛 個のグレーノードが発生し、 𝑔(𝑦) ≤ 0 ならば 𝑚 個のグレ
ーノードが発生する。（証明終） 
 
3.4.2  𝐺𝑇𝐺(𝑛, 𝑛) (𝑛:奇数) の場合 
定理 3  𝐺𝑇𝐺(𝑛, 𝑛) (𝑛:奇数) 上での情報拡散ゲームにおいて、 𝑥 = 𝑦 でなければどのような
戦略ベクトルも純粋ナッシュ均衡となる。 
すなわち、図 25のグラフで 𝑋 が純粋ナッシュ均衡であるための必要十分条件は、 𝑥 の





図 25.  𝐺𝑇𝐺(𝑛, 𝑛) (𝑛:奇数) 上での情報拡散ゲームにおける純粋ナッシュ均衡 
 
証明. 




3.4.3  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数, 𝑚 < 𝑛) の場合 
定理 4  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数, 𝑚 < 𝑛) 上での情報拡散ゲームにおいて、 𝑥 = ((𝑚 − 1)/2,
(𝑛 − 1)/2) のとき、 𝑔(𝑦) ≤ 0 かつ 𝑥 ≠ 𝑦 となるような戦略ベクトルのみ純粋ナッシュ均衡
となる。 
すなわち、図 26のグラフで 𝑋 が純粋ナッシュ均衡であるための必要十分条件は、 𝑥 の






図 26.  𝐺𝑇𝐺(𝑚, 𝑛) (𝑚, 𝑛:奇数, 𝑚 < 𝑛) 上での情報拡散ゲームにおける純粋ナッシュ均衡 
 
証明. 
補題 2より、 𝑔(𝑦) > 0 ならば 𝑛 個のグレーノードが発生し、 𝑔(𝑦) ≤ 0 ならば 𝑚 個のグ







重み付き閉路とは、ノード数 𝑛 の閉路グラフ 𝐺 ≔ (𝑉, 𝐸) の各ノード 𝑖 ∈ {0, … , 𝑛 − 1} = 𝑉 










4.2 プレイヤーが 2人の場合 





イヤー1とプレイヤー2をそれぞれ 𝑃1, 𝑃2 と呼ぶことにする。 
 






図 27. ノード数 3の重み付き閉路グラフ 
 
図 27において、最も重みの大きいノードを𝑎、二番目に重みの大きいノードを𝑏とする。
ここで、 𝑃1 がノード 𝑎 を、 𝑃2 がノード 𝑏 を、それぞれ選択した場合、 𝑃1, 𝑃2 の利得はそ
れぞれ 𝑎, 𝑏 の重みとなる。 𝑃1, 𝑃2 共に、戦略をノード 𝑐 に変更しても利得を増やすことは
できないので、戦略ベクトル 〈𝑎, 𝑏〉 は純粋ナッシュ均衡である。（証明終） 
 








図 28. ノード数 4の重み付き閉路グラフ 
 
図 28 において、隣り合う 2 ノードの重みの和が最大となる組を  𝑎, 𝑏 とする。
 𝑎 + 𝑏 ≥ 𝑎 + 𝑑かつ 𝑎 + 𝑏 ≥ 𝑏 + 𝑐 より、 𝑎 ≥ 𝑐 かつ 𝑏 ≥ 𝑑 が導かれる。ここで、 𝑃1 がノー
ド 𝑎 を、 𝑃2 がノード 𝑏 を、それぞれ選択した場合、 𝑃1 の利得は 𝑎 + 𝑑 、 𝑃2 の利得は 𝑏 + 𝑐 と
なる。ここで、 𝑃1 が戦略をノード 𝑐 に変更した場合の 𝑃1 の利得は 𝑐 + 𝑑 (≤ 𝑎 + 𝑑) 、ノー
ド 𝑑 に変更した場合の 𝑃1 の利得は 𝑑 (< 𝑎 + 𝑑) となり、 𝑃1 は戦略を変更しても利得を増や
すことができない。また、 𝑃2 が戦略をノード 𝑐 に変更した場合の 𝑃2 の利得は 𝑐 (< 𝑏 + 𝑐) 、
ノード 𝑑 に変更した場合の 𝑃1 の利得は 𝑑 + 𝑐 (≤ 𝑏 + 𝑐) となり、 𝑃2 も同様に戦略を変更し
ても利得を増やすことができないため、戦略ベクトル 〈𝑎, 𝑏〉 は純粋ナッシュ均衡である。
（証明終） 
 








図 29. ノード数 5の重み付き閉路グラフ 
 
図 29において、最も重みの大きいノードを 𝑎 とする。 
 
1) 二番目に重みの大きいノードが 𝑏 である場合 
 1-1)  𝑎 + 𝑒 ≥ 𝑐 + 𝑑 かつ 𝑏 + 𝑐 ≥ 𝑑 + 𝑒 の場合 
 𝑃1 がノード 𝑎 を選択し、 𝑃2 がノード 𝑏 を選択した場合、 𝑃1 の利得は 𝑎 + 𝑒 、 𝑃2 の利得
は  𝑏 + 𝑐 となる。ここで、  𝑃1 が戦略をノード  𝑐 に変更した場合の  𝑃1 の利得は  𝑐 +
𝑑 (≤ 𝑎 + 𝑒) 、ノード 𝑑 またはノード 𝑒 に変更した場合の 𝑃1 の利得は 𝑑 + 𝑒 (≤ 𝑎 + 𝑒) とな
り、 𝑃1 は戦略を変更しても利得を増やすことができない。また、 𝑃2 が戦略をノード 𝑐 ま
たはノード 𝑑 に変更した場合の 𝑃2 の利得は 𝑑 + 𝑐 (≤ 𝑏 + 𝑐) 、ノード 𝑒 に変更した場合の
 𝑃2 の利得は 𝑑 + 𝑒 (≤ 𝑏 + 𝑐) となり、 𝑃2 は戦略を変更しても利得を増やすことができない。
このため、戦略ベクトル 〈𝑎, 𝑏〉 は純粋ナッシュ均衡である。 
 1-2)  𝑎 + 𝑒 < 𝑐 + 𝑑 の場合 
 𝑃1 がノード 𝑏 を選択し、 𝑃2 がノード 𝑐 を選択した場合、 𝑃1 の利得は 𝑎 + 𝑏 、 𝑃2 の利得
は 𝑐 + 𝑑 となる。ここで、 𝑃1 の利得 𝑎 + 𝑏 は利得の上限なので、 𝑃1 は戦略を変更しても利
得を増やすことができない。また、 𝑃2 が戦略をノード 𝑎 またはノード 𝑒 に変更した場合の
 𝑃2 の利得は 𝑎 + 𝑒 (< 𝑐 + 𝑑) 、ノード𝑑に変更した場合の 𝑃2 の利得は 𝑑 + 𝑒 (≤ 𝑎 + 𝑒 < 𝑐 +
𝑑) となり、 𝑃2 は戦略を変更しても利得を増やすことができない。このため、戦略ベクト
ル 〈𝑏, 𝑐〉 は純粋ナッシュ均衡である。 
 1-3)  𝑏 + 𝑐 < 𝑑 + 𝑒 の場合 
 𝑃1 がノード 𝑎 を選択し、 𝑃2 がノード 𝑒 を選択した場合、 𝑃1 の利得は 𝑎 + 𝑏 、 𝑃2 の利
得は 𝑑 + 𝑒 となる。ここで、 𝑃1 の利得 𝑎 + 𝑏 は利得の上限なので、 𝑃1 は戦略を変更しても
利得を増やすことができない。また、 𝑃2 が戦略をノード 𝑏 に変更した場合の 𝑃2 の利得は
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 𝑏 + 𝑐 (< 𝑑 + 𝑒) 、ノード 𝑐 またはノード 𝑑 に変更した場合の 𝑃2 の利得は 𝑑 + 𝑐 (≤ 𝑏 + 𝑐 <
𝑑 + 𝑒) となり、 𝑃2 は戦略を変更しても利得を増やすことができない。このため、戦略ベク
トル 〈𝑎, 𝑒〉 は純粋ナッシュ均衡である。 
 
2) 二番目に重みの大きいノードが 𝑐 である場合 
 2-1)  𝑑 ≥ 𝑏 の場合 
  2-1-1)  𝑒 ≥ 𝑏 の場合 
 𝑃1 がノード 𝑎 を選択し、 𝑃2 がノード 𝑐 を選択した場合、 𝑃1 の利得は 𝑎 + 𝑒 、 𝑃2 の利得
は  𝑐 + 𝑑 となる。ここで、  𝑃1 が戦略をノード  𝑏 に変更した場合の  𝑃1 の利得は  𝑎 +
𝑏 (≤ 𝑎 + 𝑒) 、ノード 𝑑 に変更した場合の 𝑃1 の利得は 𝑑 + 𝑒 (≤ 𝑎 + 𝑒) 、ノード 𝑒 に変更し
た場合の 𝑃1 の利得は 𝑎 + 𝑒 となり、 𝑃1 は戦略を変更しても利得を増やすことができない。
また、 𝑃2 が戦略をノード 𝑏 に変更した場合の 𝑃2 の利得は 𝑐 + 𝑏 (≤ 𝑐 + 𝑑) 、ノード 𝑑 に変
更した場合の 𝑃2 の利得は 𝑐 + 𝑑 、ノード 𝑒 に変更した場合の 𝑃2 の利得は 𝑒 + 𝑑 (≤ 𝑐 + 𝑑) 
となり、 𝑃2 は戦略を変更しても利得を増やすことができない。このため、戦略ベクトル
 〈𝑎, 𝑐〉 は純粋ナッシュ均衡である。 
  2-1-2)  𝑒 < 𝑏 の場合 
 𝑃1 がノード 𝑎 を選択し、 𝑃2 がノード 𝑑 を選択した場合、 𝑃1 の利得は 𝑎 + 𝑏 、 𝑃2 の利得
は 𝑐 + 𝑑 となる。ここで、 𝑃1 が戦略をノード 𝑏 に変更した場合の 𝑃1 の利得は 𝑎 + 𝑏 、ノー
ド 𝑐 に変更した場合の 𝑃1 の利得は 𝑐 + 𝑏 (≤ 𝑎 + 𝑏) 、ノード 𝑒 に変更した場合の 𝑃1 の利得
は 𝑎 + 𝑒 (< 𝑎 + 𝑏) となり、 𝑃1 は戦略を変更しても利得を増やすことができない。また、 𝑃2 
がノード 𝑏 に戦略を変更した場合の 𝑃2 の利得は 𝑐 + 𝑏 (≤ 𝑐 + 𝑑) 、ノード 𝑐 に戦略を変更し
た場合の 𝑃2 の利得は 𝑐 + 𝑑 、ノード 𝑒 に戦略を変更した場合の 𝑃2 の利得は 𝑒 + 𝑑 (≤ 𝑐 +
𝑑) となり、 𝑃2 は戦略を変更しても利得を増やすことができない。このため、戦略ベクト
ル 〈𝑎, 𝑑〉 は純粋ナッシュ均衡である。 
 2-2)  𝑑 < 𝑏 の場合 
  2-2-1)  𝑎 + 𝑒 ≥ 𝑐 + 𝑑 の場合 
 𝑃1 がノード 𝑎 を選択し、 𝑃2 がノード 𝑏 を選択した場合、 𝑃1 の利得は 𝑎 + 𝑒 、 𝑃2 の利得
は  𝑏 + 𝑐 となる。ここで、  𝑃1 が戦略をノード  𝑐 に変更した場合の  𝑃1 の利得は  𝑐 +
𝑑 (≤ 𝑎 + 𝑒) 、ノード 𝑑 またはノード 𝑒 に変更した場合の 𝑃1 の利得は 𝑑 + 𝑒 (≤ 𝑎 + 𝑒) とな
り、 𝑃1 は戦略を変更しても利得を増やすことができない。また、 𝑃2 が戦略をノード 𝑐 ま
たはノード 𝑑 に変更した場合の 𝑃2 の利得は 𝑑 + 𝑐 (< 𝑏 + 𝑐) 、ノード 𝑒 に変更した場合の
 𝑃2 の利得は 𝑑 + 𝑒 (< 𝑏 + 𝑐) となり、 𝑃2 は戦略を変更しても利得を増やすことができない。
このため、戦略ベクトル 〈𝑎, 𝑏〉 は純粋ナッシュ均衡である。 
  2-2-2)  𝑎 + 𝑒 < 𝑐 + 𝑑 の場合 
 𝑃1 がノード 𝑏 を選択し、 𝑃2 がノード 𝑐 を選択した場合、 𝑃1 の利得は 𝑎 + 𝑏 、 𝑃2 の利得
は 𝑐 + 𝑑 となる。ここで、 𝑃1 が戦略をノード 𝑎 またはノード 𝑒 に変更した場合の 𝑃1 の利得
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は 𝑎 + 𝑒 (< 𝑐 + 𝑑 < 𝑎 + 𝑏) 、ノード 𝑑 に変更した場合の 𝑃1 の利得は 𝑒 + 𝑑 (< 𝑎 + 𝑏) となり、
 𝑃1 は戦略を変更しても利得を増やすことができない。また、 𝑃2 が戦略をノード 𝑎 に変更
した場合の 𝑃2 の利得は 𝑎 + 𝑒 (< 𝑐 + 𝑑) 、ノード 𝑑 またはノード 𝑒 に変更した場合の 𝑃2 の
利得は 𝑒 + 𝑑 (< 𝑐 + 𝑑) となり、 𝑃2 は戦略を変更しても利得を増やすことができない。こ











図 30. ノード数 6の純粋ナッシュ均衡が存在しない重み付き閉路グラフ 
 
図 30 のように、重みが 1 のノードと 2 のノードが交互に現れるような重み付き閉路グ
ラフ上での情報拡散ゲームを考える。このグラフ上での 𝑃1, 𝑃2 の戦略をそれぞれ 𝑥1, 𝑥2 とす
る。例えば 𝑃1 の立場で 𝑃2 の戦略が 𝑥2 = a であると仮定した場合、自分が一番大きい利得
 𝑈1 = 4 を取れる戦略 𝑥1 = d を選択することが正しい選択である。このとき、 𝑥1 = d は







𝑥1 ⋱ 𝑥2 a b c d e f 
a (0,0) (◎5,4) (3,3) (4,◎5) (3,3) (◎5,4) 
b (4,◎5) (0,0) (4,◎5) (3,3) (◎5,4) (3,3) 
c (3,3) (◎5,4) (0,0) (◎5,4) (3,3) (4,◎5) 
d (◎5,4) (3,3) (4,◎5) (0,0) (4,◎5) (3,3) 
e (3,3) (4,◎5) (3,3) (◎5,4) (0,0) (◎5,4) 
f (4,◎5) (3,3) (◎5,4) (3,3) (4,◎5) (0,0) 






4.3 プレイヤーが 𝑁 人 (𝑁 ≥ 3) の場合 
プレイヤー数が 𝑁 人 (𝑁 ≥ 3) の場合、重み付き閉路における情報拡散ゲームでは、ノー





 𝑁 + 1, 𝑁 + 2 の場合に純粋ナッシュ均衡となる戦略ベクトルが存在するかどうかを証明す
る。 
 





















図 32のようなグラフにおける情報拡散ゲームを考える。図 32の下側の重みが 2となっ
ている二つのノードの間にあるノードは、全て重みが 2 である。ここで、 (ノード数) −












 1-1) 穴のノードの重みが両方とも 2の場合 
 
 
図 33. 穴のノードの重みが両方とも 2の場合 
 
重みが 1のノードにいるプレイヤーのどちらかが、そのノードと隣接していない側の穴
へ移動する。元のノードが穴に隣接していた場合、図 33 左のように利得が 1 から 2 に増
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加する。元のノードが穴に隣接していた場合、図 33 右のように利得が 3 から 4 に増加す
る。 
 
 1-2) 穴のノードの重みが 1, 2の場合 
 
 
図 34. 穴のノードの重みが 1,2の場合 
 
重みが 1 のノードにいるプレイヤーが、重み 2 の穴へ移動した場合、図 34 のように利
得が 1から 2に増加する。 
 





図 35. 穴のノードの重みが 1,3の場合 
 
穴に隣接していない重みが 2のノードにいるプレイヤーが、重み 3の穴へ移動した場合、
図 35のように利得が 2から 3に増加する。 
 
2) 2つの穴の距離が 2の場合 
このケースでは、穴はどちらもグレーノードとなる。 
 2-1) 穴のノードの重みが両方とも 1の場合 
重みが 3 のノードにいるプレイヤーが、どちらかの穴へ移動した場合、図 36 のように





図 36. 穴のノードの重みが両方とも 1の場合 
 
 2-2) (2-1) 以外の場合 
重みが 1のノードにいるプレイヤーが、重みが 2もしくは 3の穴へ移動した場合、利得
は増加する。 
 
3) (1), (2) 以外の場合 
このケースにおいても、穴はどちらもグレーノードとなる。重みが 1のノードにいるプ










3 章では、プレイヤー数が 2 人の場合の 2次元グリッドトーラスグラフ上での情報拡散
ゲームにおける純粋ナッシュ均衡について、その戦略ベクトルの規則を示した。 𝐺𝑇𝐺(𝑚, 𝑛) 
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