Purpose: Ion chamber dosimetry is being used to calibrate dose for cell irradiations designed to investigate photoactivated Auger electron therapy at the Louisiana State University Center for Advanced Microstructures and Devices (CAMD) synchrotron facility. This study performed a dosimetry intercomparison for synchrotron-produced monochromatic x-ray beams at 25 and 35 keV. Ion chamber depth-dose measurements in a polymethylmethacrylate (PMMA) phantom were compared with the product of MCNP5 Monte Carlo calculations of dose per fluence and measured incident fluence.
I. INTRODUCTION
Low-energy monochromatic x-rays are being used to investigate photoactivated Auger electron therapy at the Louisiana State University Center for Advanced Microstructures and Devices (CAMD) synchrotron facility. Cell survival studies have been conducted using photoactivation of iododeoxyuridine (IUdR) incorporated into the DNA of the cells. Previous work determined the dependence of Chinese hamster ovary cell survival on IUdR concentration at a beam energy of 35 keV. 1 For that study, the dose output was measured using an air-equivalent ion chamber in a polymethylmethacrylate (PMMA) phantom, by applying the American Association of Physicists in Incoherent scatter factors available in the literature 5, 6 indicate that electron binding effects are significant for the target material and angular range used by Dugas et al. 4 At 35 keV differential
Compton cross sections obtained from xraylib 7 , an ANSI C library for x-ray-matter interaction data,
show that the pre-collision momentum of the electrons in the target effectively reduces Squares: differential cross section calculated using the formulism described by Dugas et al. 4 which ignores electron binding effects (BE not included). Triangles: differential cross section values obtained from xraylib 7 which includes electron binding effects (BE included). Cross section values were determined for the case of x-rays 100% polarized in the plane of the synchrotron. Hence, the scattering cross section used by Dugas was underestimated by an average of 13%. Given that the fluence-normalized MCNP5 dose was reported as overestimating the ion-chamber measured dose by 6.4 ± 0.8%, applying a cross section correction of 13% yields a fluence-normalized MCNP5 dose that underestimates the ion-chamber measured dose by 5.8 ± 0.8%, since a larger cross section reduces the magnitude of the fluence calculated from the number of x-rays scattered into the detector.
The CAMD Auger electron therapy studies are now investigating the dependence of rat glioma cell survival for beam energies above and below the iodine K-edge (33.2 keV). Although the accuracy of the ion-chamber dose was studied at 35 keV 2, 4 , this paper reports the ion-chamber dose verification at 25 and 35 keV, by applying a more rigorous version of the fluence analysis used by Dugas et al. to a new set of x-ray scatter measurements. 4 which ignores electron binding effects (BE not included). Cross section values were determined for the case of x-rays 100% polarized in the plane of the synchrotron.
II. METHODS AND MATERIALS

II.A Irradiation source
Monochromatic x-ray beams of 25 and 35 keV were generated on the tomography beamline at 
II.B Ion chamber dosimetry
The dose delivered by the beam in a 10×10×10-cm 3 PMMA phantom was measured using a calibrated 0.23-cm 3 Scanditronix Wellhofer model FC23-C cylindrical, air-equivalent ion chamber (Scanditronix Wellhofer GmbH, Schwarzenbruck, Germany) with a Modified Keithley 614 Electrometer (CNMC Company, Best Medical, Nashville, TN). The ion chamber was used to measure the ionization created by the effective broad beam along its central axis at PMMA depths from 0.6 to 7.7 cm. The length of a broad beam irradiation was specified in terms of the number of complete stage oscillations, ensuring that the dose delivery was uniform in the vertical direction. Each irradiation measurement was conducted for 320 s, corresponding to eight complete stage oscillations. The x-ray dose output (dose per unit time) was proportional to the synchrotron storage ring current, which slowly decayed over the time between electron injections into the ring (~ 7 hours). Using the average ring current for each irradiation, the measured ionization was normalized to a ring current of 100 mA.
The AAPM TG-61 protocol 3 for determining dose to water ( ) for medium energy x-rays (100 kV -300 kV) at 2-cm depth, was applied to convert the normalized ionization ( ) at all depths into dose:
where is the electrometer accuracy correction factor, is the ambient temperature and pressure correction factor, is the ion recombination correction factor, is the polarity effect correction factor, is the overall chamber correction factor, is the air-kerma calibration factor, and ( ) is the ratio of the water-to-air mass-energy absorption coefficients. The ion chamber correction and calibration factors were obtained in the same way as described by Oves et al. 2 and are shown for both energies in Table 1 . The ion chamber measurements used to calculate and were conducted at a PMMA depth of 0.6 cm using the same broad beam geometry as the depth-dose measurements. Irradiations were typically performed for 160 s (four stage oscillations), and the measured ionization was normalized to a ring current of 100 mA. was determined for the case of a continuous beam using high and low electrometer bias voltages of -300 and -150 V, respectively. Values for were difficult to determine since the energies and field size used for these measurements lay outside the range of data available for this correction factor in TG-61. Estimates of were obtained by using = 0.995 for the similar NE2611/NE2561 chambers and for a 0.1 mm Cu HVL beam in TG-61 Table VIII , and then applying a field size correction factor of 1.005 by extrapolating data in TG-61 Figure 4 for the broad beam size (7.5 cm 2 ) used in this work. was determined using a linear fit to determine the TG-61 dose was found by propagating the uncertainty in P ion , P pol , and , and was determined to be ± 3%.
II.C Fluence measurements
X-ray scattering measurements of the fixed narrow beam were used to determine the fluence on the central axis of the beam. A similar experimental setup to that described by Dugas et al. 4 was utilized for these measurements. Ridge, TN), which generated an 8191-channel energy spectrum. The data acquisition system was turned on at least 2 hours prior to recording data, so that any electronic gain changes associated with the warm-up of the system were minimized. Spectra were typically acquired for 250 s or less at each angle. For each scattering angle a measurement was made with and without the target, so that x-rays scattering into the detector from objects other than the target could be subtracted. A background measurement (~ 700 s) with no beam, acquired for each measurement condition, was found to make an insignificant contribution to the number of detected events. Measurements made at 15 o were subsequently rejected due to the relatively large data acquisition dead times observed at both energies. The dead time at 15 o was typically a factor of two larger compared to the other angles, and was as high as 40% at 25 keV.
II.D Fluence calculation
The central axis beam fluence was determined from the number of photon counts in the background subtracted x-ray spectra. Two sets of photon events could be identified in the spectra: those photons that were transmitted through the monochromator at the desired energy, satisfying the Bragg condition (n2dsin) for n=1, and those photons that were transmitted satisfying the condition for n=2
(E=2E Beam ). Most of the detected events were n=1 photons. These photons exhibited a well-defined peak in all of the spectra as a result of Compton and Rayleigh scatter from the target. The energy resolution of the detector (E/E ≈ 20 %) did not allow for discrimination between the two types of scatter. The resolution was poor but not unusual for a NaI detector. An iodine-escape peak was also evident in the spectra for those measurements made at 35 keV. At 25 keV less than 4% of the detected events corresponded to n=2 photons and formed a low broad peak in the spectra at high energy. At 35 keV the n=2 photons accounted for less than 2% of the number of detected events and were ignored in the analysis used by Dugas et al. 4 However, they have been included in the present analysis for both energies. FIG. 4 shows examples of the background-subtracted energy spectra recorded at 25 and 35
keV. An energy calibration for the spectra was obtained using an 55 Fe source (5.9 keV), and by . Spectra were acquired for live times of 170 and 135 s, respectively. In spectrum (a) the peaks at ~ 35 keV and ~ 6 keV (iodine escape peak) correspond to n=1 photons which have been Compton or Rayleigh scattered from the target. The events at high energy correspond to n=2 photons. In spectrum (b) the peaks at ~ 25 keV and ~ 50 keV correspond to n=1 and n=2 photons which have been Compton or Rayleigh scattered from the target.
The fluence contribution from the n=1 and n=2 photons were calculated separately. The count rate ̇ for each type of photon was obtained by summing the number of counts in the respective peaks and dividing by the data acquisition live time. The incident beam fluence rate, ̇, normalized to a storage ring current of 100 mA using the average ring current, I, during data acquisition, was determined by applying the following equation:
where ( ) is the total differential scattering cross section per gram molecular weight (cm
is the target thickness (gcm -2 ), is the solid angle subtended by the detector collimator aperture (sr), is the cross-sectional area of the incident beam (cm 2 ), and is the intrinsic efficiency of the detector. 4 The cross-sectional area of the beam -width × effective height -was determined by exposing ( ) ( ) ( ).
The differential cross section for scattering from an atom of atomic number Z (cm 2 atom -1 sr -1 ) is characterized in terms of an atomic form factor F(E,  Z) and an incoherent scattering factor S(E,  Z)
for Rayleigh and Compton scattering, respectively:
where re is the classical electron radius (2.82 × 10 -13 cm), is the scattering angle, is the polarization angle, E is the incident photon energy, and E ˊ is the scattered photon energy at angle . 7 For the compound polyethylene (C 2 H 4 ) n , the differential cross sections per gram molecular weight can be expressed in terms of the constituent atomic cross sections:
where AC and AH are the atomic weights of carbon and hydrogen, and is the molecular weight of polyethylene. For a user-defined compound, E, , and , xraylib calculates the Rayleigh cross section using atomic form factor values taken from Hubbell et al. 5 , and determines the Compton cross section using incoherent scatter factor values taken from Cullen et al. 6 Previous measurements have shown that the x-rays are polarized in the plane of the synchrotron ( = 0). 4 Table 2 
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(cm 2 g -1 sr -1 ) Differential cross sections per gram molecular weight were obtained for n=1 and n=2 photons using the energy value obtained from the Si640c powder-diffraction measurements. By applying Equation (2) the incident fluence rate for both types of photon was calculated for each scattering angle. 
Carbon
S(E,, Z)
Hydrogen
S(E,, Z)
where h is the effective height of the narrow beam (cm) and H is the height of the broad beam (2.5 cm).
There were four principle sources of error associated with the broad beam fluence: (1) counting statistics, (2) beam output fluctuations independent of the storage ring current, (3) the uncertainty in the solid angle subtended by the detector collimator aperture, and (4) the uncertainty in the width of the collimated narrow beam. By substituting Equation (2) into Equation (8) The photon flux from the wiggler magnet falls off rapidly above 35 keV and this high-energy region of the photon spectrum, beyond the energy range utilized for measurement on the synchrotron, may be relatively unstable. Notwithstanding this large uncertainty, the low number of n=2 events resulted in a small n=2 contribution to the total uncertainty in the final dose. The last two sources of error were systematic errors associated with the setup of the experimental apparatus and the measurement technique used to determine the cross-sectional area. The solid angle and beam width uncertainties were estimated to be approximately ±2.5% and ±2%, respectively.
II.E Monte Carlo simulations
The transport of a 3.0×2.5-cm 2 x-ray beam through a homogeneous PMMA phantom was simulated using the General Monte Carlo N-Particle Transport Code, MCNP5 (Los Alamos National Laboratory, Los Alamos, NM). The simulations were run in photon and electron transport mode only.
Irradiation geometry in MCNP5 was modeled using monochromatic photons of measured beam energy originating from a uniform 3.0×2.5-cm 2 distribution located 10-cm upstream of a solid PMMA block measuring 10×10×12.5 cm 3 . Photons traveled along parallel trajectories from the source toward the phantom surface. Dose deposition per photon fluence was determined in 0.1×0.1×0.1-cm 3 voxels along the phantom's central axis using the F6 cell heating tally for photons. Event histories ranging from 2×10 7 to 6×10 7 were obtained for the simulations, yielding a statistical uncertainty in the dose deposition per photon fluence that increased from <0.6% to <1.6% for depths 0.6 to 7.7 cm. For each set of fluence measurements, simulations were performed for n=1 and n=2 photons using the energy value obtained from the Si640c powder-diffraction measurements.
MCNP5-calculated values of dose per fluence were converted to dose to water using the measured broad beam fluence and the ( ) ratio derived from NIST values 8 . The two resulting depth-dose profiles were summed to produce a total depth-dose profile ( ):
where z is the phantom depth and is the dose per fluence calculated by MCNP5. The total depth-dose profile was used for comparison with the ion-chamber measured depth-dose profile.
The total uncertainty in the fluence-normalized MCNP5 doses was determined by propagating the statistical uncertainty arising from the MCNP5 simulations and the uncertainties associated with the fluence measurements discussed in Section II D. The total uncertainty was dominated by the fluence measurement uncertainties and was determined to be approximately ±4%.
III. RESULTS AND DISCUSSION
Three sets of intercomparison measurements were performed at 25 keV, and two sets were by an average of 7.2 ± 3.0% to 2.1 ± 3.0% for PMMA depths from 0.6 to 7.7 cm, respectively. The difference between the ion-chamber dose and the fluence-MCNP5 dose decreased by ≈ 5% with depth for each set of measurements. This effect is partly due to the absence of the iodine-escape contribution in the n=2 fluence calculations. Although the n=1 escape peak was clearly evident in the spectra ( see   FIG. 4 ), the escape peak for n=2 events was buried underneath the n=1 scatter peak, and was included as part of the n=1 fluence. However, by using the n=1 escape fraction to estimate the n=2 escape fluence contribution, the resulting change in the average % difference is < 0.5% for all depths. 4 If the scattering cross section used for the Dugas work is increased by 13%, as discussed in Section I, the average % difference reported by Dugas increases from -6.4 ± 0.8% to 5.8 ± 0.8%, which is consistent with the 35 keV results presented in this work.
IV. CONCLUSIONS
This work is important for verifying the AAPM TG-61 ion chamber dosimetry used to calibrate dose output from monochromatic x-ray beams, which have been used for photoactivated Auger electron therapy. Two significant improvements were made to the method used to determine the fluence-MCNP5 dose distribution described by Dugas et al. 4 : (1) Compton cross section calculations were revised to include electron binding effects, and (2) the Rayleigh scatter contribution was incorporated into the fluence calculations. In addition, the fluence contribution from n=2 photons was included in the final dose distribution, although this has a relatively small effect due to their low number. The results show that the TG-61 ion-chamber dosimetry agree with the fluence-MCNP5 dosimetry to within approximately 7% and 3% at beam energies of 25 and 35 keV, respectively, for PMMA depths of 0.6 to 7.7 cm. This is an acceptable level of agreement for ongoing cell irradiation dosimetry. Resolution of the differences in the two dose methods might benefit from the use of an additional dose measurement device, i.e. a calorimeter, and an extension of TG-61 to include monochromatic x-ray beams.
