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R-DIAGONAL AND η-DIAGONAL PAIRS OF RANDOM VARIABLES
MINGCHU GAO
Abstract. This paper is devoted to studying R-diagonal and η-diagonal pairs of random variables.
We generalize circular elements to the bi-free setting, defining bi-circular element pairs of random
variables, which provide examples of R-diagonal pairs of random variables. Formulae are given for
calculating the distributions of the product pairs of two ∗-bi-free R-diagonal pairs. When focusing
on pairs of left acting operators and right acting operators from finite von Neumann algebras in the
standard form, we characterize R-diagonal pairs in terms of the ∗-moments of the random variables,
and of distributional invariance of the random variables under multiplication by free unitaries. We
define η-diagonal pairs of random variables, and give a characterization of η-diagonal pairs in terms of
the ∗-distributions of the random variables. If every non-zero element in a ∗-probability space has a
non-zero ∗-distribution, we prove that the unital algebra generated by a 2×2 off-diagonal matrix with
entries of a non-zero random variable x and its adjoint x∗ in the algebra and the diagonal 2×2 scalar
matrices can never be Boolean independent from the 2× 2 scalar matrix algebra with amalgamation
over the diagonal scalar matrix algebra.
AMS Mathematics Subject Classification (2010) 46L54.
Key words and phrases R-diagonal pairs of random variables, η-diagonal pairs of random vari-
ables, bi-Boolean independence, bi-free independence, Boolean independence with amalgamation.
1. Introduction
We consider the framework of a ∗-probability space (A, ϕ), that is, A is unital ∗-algebra, ϕ is a
linear functional on A such that ϕ(1A) = 1 and ϕ(a∗) = ϕ(a), where 1A is the unit of algebra A,
and a ∈ A. For an element a ∈ A, the family of expectations of the words formed by a and a∗,
{ϕ(aω(1) · · · aω(n)) : ω : {1, ..., n} → {1, ∗}, n = 1, ...}, which is called the family of ∗-moments of a,
carries significant probabilistic, algebraic, and analytic information for a. For instance, when A is a
C∗-algebra, and ϕ is faithful and positive, the family determines completely the unital C∗-subalgebra
generated by a; a similar fact is true in the framework of von Neumann algebras (see e.g. Remark 1.8
in [DV1]). In the C∗-probability space (B(H), ϕξ) (i.e., H is a Hilbert space, B(H) is the C∗-algebra of
all bounded linear operators on H, and ϕξ(T ) = 〈Tξ, ξ〉, for T ∈ B(H) and a fixed unit vector ξ ∈ H),
a normal operator can be transformed by the spectral theorem to a multiplication operator on a L2-
space. Therefore, the distribution of such an operator is a probability measure on a compact subset of
the complex plane. From a probabilistic point of view, the phenomenon of normal operators takes place
in the classical commutative world with plenty of commutative tools such as classical probability and
classical analysis. On the other hand, non-normal operators live in a truly non-commutative realm.
The ∗-distribution of a non-normal operator is merely a unital linear functional on the polynomial
algebra, and is much harder to analyze. It is therefore quite important to have sufficiently large classes
of non-normal operators which can be treated probabilistically.
R-diagonal elements are among the most prominent non-normal operators arising from free probabil-
ity. The concept of R-diagonal elements in the tracial case was introduced in [NS1], as a generalization
of Haar unitaries and circular elements, and was subsequently found to play an important rule in sev-
eral problems in free probability (see e.g. [NSS1], [NSS2], and [NS2]). The R-diagonal elements in the
general (not necessarily tracial) case were treated in [KS] and [NSS]. The class of R-diagonal elements
has received quite a bit of attention in the free probability literature. In particular, elements with
R-diagonal distributions were among the first examples of non-normal elements in a W ∗-probability
space for which the Brown spectral measure was calculated explicitly in [HL], and for which the Brown
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measure techniques could be used to find invariant subspaces in [SS]. R-diagonal ∗-distributions also
appear in large N limit results for random matrices, in connection to the single ring theorem ([GKZ]).
An element a in a ∗-probability space (A, ϕ) is said to be R-diagonal if the free cumulant
κn(a1, ..., an) = 0,
unless the arguments a1, ..., an ∈ {a, a∗} appear alternatingly and n is even (Definition 15.3 in [NS]).
Therefore, the distribution of a R-diagonal element is determined by two sequences
{αn := κ2n(a, a∗, ..., a, a∗) : n = 1, 2, ...}, {βn := κ2n(a∗, a, ..., a∗, a) : n = 1, 2, ...},
which are called determining sequences of a. Nica, Shlyakhtenko, and Speicher characterizedR-diagonal
elements in terms of their ∗-moments, the invariance of their distributions under multiplication by free
unitaries, and the freeness of the corresponding matrix from the 2 × 2 scalar matrix algebra with
amalgamation over the diagonal scalar matrix algebra (Theorem 1.2 in [NSS]). Krawczyk and Speicher
proved that ab is R-diagonal if a is R-diagonal, and a and b are ∗-free (Proposition 3.6 in [KS]).
Moreover, if b is also R-diagonal, the authors gave the formulae to compute the determining sequences
of ab in terms of the determining sequences of a and b (Proposition 3.9 in [KS]).
Skoufranis introduced the concept of R-diagonal pairs of random variables, as an example and a
resource to produce R-cyclic pairs of matrices of random variables in [PS] (Example 4.7 in [PS]; see
also Definition 2.1 in this paper). Skoufranis proved that a two faced pair of left acting matrices of
random variables and right acting matrices of random variables is bi-free from the pair of the left
acting scalar matrix algebra, and the right acting scalar matrix algebra with amalgamation over the
diagonal scalar matrix algebra D2 if and only if the two faced pair of matrices of random variables
is R-cyclic (Theorem 4.9 in [PS]), which implies that (x, y) is R-diagonal if and only if (L(X), R(Y ))
is bi-free from (L(M2(C)), R(M2(C)op)) with amalgamation over D2 with respect to F2 : M2(A) →
D2, F2([aij ]) = diag(ϕ(a11), ϕ(a22)), for [aij ] ∈ M2(A), where X =
(
0 x
x∗ 0
)
and Y =
(
0 y
y∗ 0
)
,
and diag(ϕ(a11), ϕ(a22)) is the diagonal matrix in D2 with (1, 1)-entry ϕ(a11) and (2, 2)-entry ϕ(a22)
(Proposition 2.21 in [GK]). Hence, Skoufranis’ work in Section 4 of [PS] implies a bi-free analogue of the
characterization of R-diagonal pairs in terms of freeness with amalgamation (Condition 5 in Theorem
1.2 in [NSS]). Let (x1, y1) and (x2, y2) be ∗-bi-free pairs of random variables in a ∗-probability space
(A, ϕ). G. Katsimpas [GK] proved that if (x1, y1) is R-diagonal, the (x1x2, y2y1) and (xn1 , yn1 ) are
R-diagonal. If, furthermore, (x2, y2) is also R-diagonal, then (x1x2, y1y2) is R-diagonal, too (Theorems
3.2, 3.5, and Proposition 3.4 in [GK]). G. Katsimpas [GK] also proved distributional invariance of a
R-diagonal pair of random variables under multiplication by a ∗-bi-free bi-Haar unitary pair.
In this paper, we continue the study on R-diagonal pairs of random variables. Haar unitaries and
circular elements are two typical examples of R-diagonal random variables. Katsimpas proved that
bi-Haar unitary pairs are R-diagonal (Corollary 2.18 in [GK]). We generalize circular elements to the
bi-free setting, defining bi-circular element pairs, and prove that such a pair is R-diagonal. We provide
formulae for calculating determining sequences for the product pairs of two ∗-bi-free R-diagonal pairs
of random variables. According to Voiculescu’s philosophy on bi-free probability ([DV]), it is natural
and more meaningful to investigate bi-free probabilistic phenomena in the framework of pairs of left
acting operators and right acting operators. We thus focus on the study of R-diagonal pairs of left
acting operators and right acting operators from finite von Neumann algebras in the standard form
(see Section 6 in [DV] for the construction). In this case, we characterize R-diagonal pairs in terms of
the ∗-moments of the random variables, and of distributional invariance of the random variables under
multiplication by free unitaries, generalizing the main work in [NSS] to the bi-free setting.
From a combinatorial point of view, the main difference between a variety of (non-commutative)
probability theories consists of choosing different partitions in defining cumulants. Let P(n) be the set
of all partitions of the set {1, ..., n}, NC(n) the set of all non-crossing partitions, and IN(n) the set of
all interval partitions (i.e., each block of the partition is an interval {p+1, ..., q} ⊆ {1, ..., n} of natural
numbers). For a1, ..., an in a non-commutative probability space (A, ϕ), the classical cumulants were
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defined by
ϕ(a1 · · · an) =
∑
pi∈P(n)
cpi(a1, ..., an),
where (cpi)pi∈P(n),n∈N is the family of cumulants, which is a multiplicative family of functions on P :=∐
n∈NP(n). Unital subalgebras A1 and A2 are independent (or, called tensorially independent) in
(A, ϕ) if and only if all mixed cumulants of elements from A1 and A2 vanish (Theorem 11.32 in [NS]).
When restricting the partitions to non-crossing ones, we get free cumulants:
ϕ(a1 · · · an) =
∑
pi∈NC(n)
κpi(a1, ..., an),
where (κpi)pi∈NC(n),n∈N is called the family of free cumulants, a multiplicative family of functions on∐
n∈NNC(n). Unital subalgebras A1 and A1 are freely independent in (A, ϕ) if and only if all mixed
free cumulants of elements from A1 and A2 vanish (Theorem 11.16 in [NS]). Furthermore, when
summing only interval partitions, we get
ϕ(a1 · · · an) =
∑
pi∈IN(n)
Bpi(a1, ..., an),
where (Bpi)pi∈IN(n),n∈N is the family of Boolean cumulants, a multiplicative family of functions on∐
n∈N IN(n). Non-unital subalgebras A1 and A1 are Boolean independent in (A, ϕ) if and only if all
mixed Boolean cumulants of elements from A1 and A2 vanish ([GS] and [SW]).
The free cumulants of a random variable a can be used to define a formal series, called R-transform
(or R-series) of a, Ra(z) =
∑∞
n=1 κn(a)z
n, where κn = κ1n and 1n = {{1, ..., n}} is the one-block
partition of the set {1, ..., n}. Similarly, The Boolean cumulants of a can be used to define η-series
ηa(z) =
∑∞
n=1Bn(a)z
n, where Bn = B1n . With the same spirit, Gu and Skoufranis [GS] defined
bi-Boolean cumulants, bi-Boolean independence, and bi-Boolean η-series. A R-diagonal element has a
‘diagonal’ R-series
Ra,a∗(z, z
∗) =
∞∑
n=1
κ2n(a, a
∗, ..., a, a∗)(zz∗)n +
∞∑
n=1
κ2n(a
∗, a, ..., a∗, a)(z∗z)n.
Thus, Bercovici et al. [BNNS] call an element a ∈ A η-diagonal if its η-series is ‘diagonal’
ηa(z) =
n∑
n=1
B2n(a, a
∗, ..., a, a∗)(zz∗)n +
n∑
n=1
B2n(a
∗, a, ..., a∗, a)(z∗z)n.
The authors of [BNNS] gave a characterization of a η-diagonal element in terms of the ∗-moments of
the element (Theorem 2.8 in [BNNS]).
In this paper, we define η-diagonal pairs of random variables and give a characterization of a η-
diagonal pair in terms of the ∗-moments of the random variables, generalizing the work in Section 2
of [BNNS] to the bi-Boolean case. The property of being R-diagonal for a random variable can be
characterized in terms of the freeness of the associated matrix of the random variable from the scalar
2× 2 matrix algebra with amalgamation over the diagonal scalar matrix algebra ([NSS]). It is natural
and interesting to study a similar question in the η-diagonal case. We find that if every non-zero
element in a ∗-probability space (A, ϕ) has a non-zero ∗-distribution, then, for a non-zero x ∈ A, the
unital subalgebra Z generated by the matrix
(
0 x
x∗ 0
)
and diagonal 2 × 2 scalar matrices can never
be Boolean independent from the scalar matrix algebra M2(C) with amalgamation over the diagonal
scalar matrix algebra D2.
Besides this Introduction, this paper consists of four sections. In Section 2, we define bi-circular
element pairs of random variables, and prove that such a pair is R-diagonal (Definition 2.3 and Theorem
2.4). Formulae are given to calculate the determining sequences of (x1x2, y2y1) and (x1x2, y1y2) for
∗-bi-free pairs (x1, y1) and (x2, y2), if both (x1, y1) and (x2, y2) are R-diagonal (Theorem 2.5 and
Corollary 2.6). In the single random variable case, it was proved that if a is R-diagonal, then aa∗ and
a∗a are free (Corollary 15.11 in [NS]). We prove that there is an R-diagonal pair of random variables
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(x, y) in a ∗-probability space (A, ϕ) such that (xx∗, yy∗) is not bi-free from (x∗x, y∗y) (Theorem 2.7).
In Section 3 we aim to study R-diagonal pairs of left acting operators and right acting operators from
finite von Neumann algebras in the standard form. We give characterizations of R-diagonal pairs in
this case (Theorem 3.3). Section 4 is devoted to studying η-diagonal pairs of random variables. We
characterize η-diagonal pairs in terms of the ∗-moments of the random variables (Theorem 4.8). As in
the R-diagonal case, we find an η-diagonal pair of random variables (x, y), for which (xx∗, yy∗) is not
bi-Boolean independent from (x∗x, y∗y) (Corollary 4.10). Finally, in Section 5, we study the Boolean
independence of Z and M2(C) with amalgamation over the scalar diagonal matrix algebra (Theorem
5.2).
The reader is referred to [NS] and [VDN] for the basics on free probability, and to [DV], [CNS1],
and [CNS2] for the basics on bi-free probability.
Acknowledgement The author would like to thank the anonymous referee(s) for carefully reading
the original manuscript and pointing out tremendous typos and mistakes and giving suggestions to
improve it.
2. Products of bi-free R-diagonal pairs of random variables
In this section, we study R-diagonal pairs of random variables, giving formulae to compute the
distributions of the product pairs of two bi-free R-diagonal pairs of random variables.
Let I and J be two index sets, and χ : {1, 2, · · · , n} → I⊔ J . We define a permutation sχ of
{1, 2, ..., n} by χ−1(I) = {sχ(1) < sχ(2) < · · · sχ(k)} and χ−1(J) = {sχ(k + 1) > sχ(k + 2) > · · · >
sχ(n)}. The permutation sχ defines a new order on {1, 2, ..., n}: sχ(1) ≺χ sχ(2) ≺χ · · · ≺χ sχ(n).
Based on the ideas in defining R-diagonal random variables, Skoufranis [PS] gave the following
concept of R-diagonal pairs of random variables.
Definition 2.1 (Example 4.7 in [PS]). Let (A, ϕ) be a ∗-probability space and (x, y) be a pair of
elements in A. We say that (x, y) is R-diagonal if all odd order bi-free cumulants of ((x, x∗), (y, y∗))
are zero and κχ(z1, ..., z2n) = 0 unless the tuple (zsχ(1), ..., zsχ(2n)) is one of the following forms
(1) (xω(1), ..., xω(k), yω(k+1), ..., yω(2n)), ω : {1, ..., 2n} → {1, ∗}, ω(1) = 1, ω(i) 6= ω(i + 1), i =
1, ..., 2n− 1, 0 ≤ k ≤ 2n,
(2) (xω(1), ..., xω(k), yω(k+1), ..., yω(2n)), ω : {1, ..., 2n} → {1, ∗}, ω(1) = ∗, ω(i) 6= ω(i + 1), i =
1, ..., 2n− 1, 0 ≤ k ≤ 2n.
The distribution of a R-diagonal pair of random variables is thus determined by the following
sequences
{αχ = κχ(z1, ..., z2n) : χ : {1, ..., 2n} → {l, r}, n = 1, ...},
where (zsχ(1), ..., zsχ(2n)) = (x
ω(1), ..., xω(k), yω(k+1), ..., yω(2n)), ω(1) = 1, ω : {1, ..., 2n} → {1, ∗}, and
ω(i) 6= ω(i+ 1), for i = 1, ..., 2n− 1, for V = {i1 < · · · < ik} ⊆ {1, ..., n}, αχ(V ) = κχ|V (zi1 , ..., zik);
{βχ = κχ(z1, ..., z2n) : χ : {1, ..., 2n} → {l, r}, n = 1, ...},
where (zsχ(1), ..., zsχ(2n)) = (x
ω(1), ..., xω(k), yω(k+1), ..., yω(2n)), ω(1) = ∗, ω : {1, ..., 2n} → {1, ∗},
ω(i) 6= ω(i+ 1), for i = 1, ..., 2n− 1, for V = {i1 < · · · < ik} ⊆ {1, ..., n}, βχ(V ) = κχ|V (zi1 , ..., zik).
The two sequences {αχ : χ : {1, ..., n} → {l, r}, n = 1, ...} and {βχ : χ : {1, ..., n} → {l, r}, n = 1, ...}
are called the determining sequences of the R-diagonal pair (x, y).
The bi-free generalization of Haar unitaries was first proposed in Definition 10.2.1 in [CNS2] in the
operator-valued setting. A scalar-valued version of the concept was given in [GK].
Definition 2.2 (Definition 2.15, [GK]). A pair of unitaries (ul, ur) in a ∗-probability space (A, ϕ) is
a bi-Haar unitary pair if the algebras alg({ul, u∗l }) and alg({ur, u∗r}) commute and for n,m ∈ Z,
ϕ(unl u
m
r ) =
{
1, if m+ n = 0,
0, otherwise.
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G. Katsimpas proved that a bi-Haar unitary pair is R-diagonal (Corollary 2.18 in [GK]). Another
typical example of R-diagonal random variables is the circular random variable (Lecture 15 in [NS]).
We generalize circular elements to the bi-free setting, providing another kind of examples of R-diagonal
pairs of random variables.
Definition 2.3. Let (z1,l, z1,r) and (z2,l, z2,r) be two bi-free pairs of self-adjoint elements in a ∗-
probability space (A, ϕ), and the two pairs have the same hermitian bi-free central limit distribution, that
is, κχ(zi,χ(1), ..., zi,χ(n)) = δ2,ncχ(1),χ(2), for i = 1, 2, χ : {1, 2, ..., n} → {l, r}, and the second moment
matrix C = (ci,j)i,j=l,r ≥ 0. (Definition 7.7 and Theorem 7.8 in [DV]). Define cl = 1√2 (z1,l + ız2,l),
cr =
1√
2
(z1,r + ız2,r), where ı =
√−1. We call (cl, cr) a bi-circular element pair.
Theorem 2.4. A bi-circular element pair is R-diagonal.
Proof. For n ∈ N, χ : {1, ..., n} → {l, r}, and ω : {1, ..., n} → {1,−1}, let
ci =


cl, if χ(i) = l, ω(i) = 1,
c∗l , if χ(i) = l, ω(i) = −1,
cr, if χ(i) = r, ω(i) = 1,
c∗r , if χ(i) = r, ω(i) = −1,
i = 1, ..., n.
We have
κχ(c1, ..., cn) =
1
2
n
2
(κχ(z1,χ(1), ..., z1,χ(n)) + ı
ω(1)+···+ω(n)κχ(z2,χ(1), ..., z2,χ(n)))
=
1
2
n
2
δn,2(κχ(z1,χ(1), z1,χ(2)) + ı
ω(1)+ω(2)κχ(z2,χ(1), z2,χ(2)))
=
{
cχ(1),χ(2), if n = 2, and ω(1) 6= ω(2),
0, if ω(1) = ω(2).

G. Katsimpas [GK] proved that if (x1, y1) is R-diagonal, and (x1, y1) and (x2, y2) are ∗-bi-free, then
(x1x2, y2y1) is R-diagonal. If, furthermore, both (x1, y1) and (x2, y2) are R-diagonal, and the two pairs
are ∗-bi-free, then (x1x2, y1y2) is also R-diagonal (Theorem 3.2 and Proposition 3.4 in [GK]). We now
give formulae to compute the determining sequences of the product pairs (x1x2, y2y1) and (x1x2, y1y2).
Theorem 2.5. Let (x1, y1) and (x2, y2) be R-diagonal, with determining sequences {α(1)χ , β(1)χ : χ :
{1, ..., n} → {l, r}, n = 1, 2, ...} and {α(2)χ , β(2)χ : χ : {1, ..., n} → {l, r}, n = 1, 2, ...}, respectively, and
let (x1, y1) and (x2, y2) be ∗-bi-free in a ∗-probability space (A, ϕ). Then the determining sequences
{αˆχ : χ : {1, ..., 2n} → {l, r}, n = 1, 2, ...} and {βˆχ : χ : {1, ..., 2n} → {l, r}, n = 1, 2, ...} of the
R-diagonal pair (x1x2, y2y1) are given by the following formulae
αˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈V1,
pi2={W1,...,Wq}
(α
(1)
χˆ (V1)β
(1)
χˆ (V2) · · ·β(1)χˆ (Vp)α(2)χˆ (W1) · · ·α(2)χˆ (Wq)),
βˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈W1,
pi2={W1,...,Wq}
(β
(2)
χˆ (W1)α
(2)
χˆ (W2) · · ·α(2)χˆ (Wq)β(1)χˆ (V1) · · ·β(1)χ (Vp)),
where χˆ is the canonical extension of χ to {1, ..., 4n} by the formula χˆ(2k − 1) = χˆ(2k) = χ(k), for
k = 1, ..., 2n,
pi1 = {Vi ∈ pi : ∀k ∈ Vi, zk ∈ {x1, x∗1, y1, y∗1}, i = 1, ..., p},
pi2 = {Wi ∈ pi : ∀k ∈Wi, zk ∈ {x2, x∗2, y2, y∗2}, i = 1, ..., q}.
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Proof. We prove the formula for αˆ. The proof for βˆ is essentially the same. Let n ∈ N, χ : {1, ..., 2n} →
{l, r}, ω : {1, ..., n} → {1, ∗}, ω(i) 6= ω(i+ 1), for i = 1, 2, ..., n− 1, and
Zk = z2k−1z2k =


x1x2, if χ(k) = l, ω(k) = 1,
x∗2x
∗
1, if χ(k) = l, ω(k) = ∗,
y2y1, if χ(k) = r, ω(k) = 1,
y∗1y
∗
2 , if χ(k) = r, ω(k) = ∗,
k = 1, ..., 2n.
Note that the above equation also defines z2k−1 and z2k, for k = 1, ..., 2n. By Remark 9.1.3 in
[CNS2], there is an injective and partial order-preserving embedding of BNC(χ), the set of all bi-
non-crossing partitions of {1, ..., n} with respect to χ (see [CNS1] for the details of bi-non-crossing
partitions), into BNC(χˆ) via pi → pˆi where the p-th node of pi is replaced by (2p − 1, 2p). Note that
0ˆχ = {{1, 2}, ..., {4n− 1, 4n}}. By Theorem 9.1.5 in [CNS2],
κχ(Z1, ..., Zn) =
∑
pi∈BNC(χˆ),pi∨0ˆχ=1χˆ
κpi(z1, ..., z2n). (2.1)
To prove the formula for αˆ, we assume that ω(1) = 1. By (2.1) and the ∗-bi-freeness of (x1, y1) and
(x2, y2), we have
αˆχ = κχ(Z1, ..., Z2n) =
∑
pi∈BNC(χˆ),pi∨0ˆχ=1χˆ
κpi(z1, ..., z4n)
=
∑
pi1∪pi2=pi∈BNC(χˆ),
pi∨0ˆχ=1χˆ,sχˆ(1)∈V1∈pi1
κpi1(z
′
1, ..., z
′
2n)κpi2(z
′′
1 , ..., z
′′
2n),
where z′1, ..., z
′
2n ∈ {x1, x∗1, y1, y∗1}, z′′1 , ..., z′′2n ∈ {x2, x∗2, y2, y∗2}, and pi1 and pi2 are the subsets of pi
defined in the statement of this theorem. Note that every block in pi = pi1 ∪ pi2 must contain an even
number of elements in order for κpi(z1, ..., z4n) to have a non-zero contribution to the sum, since both
(x1, y1) and (x2, y2) are R-diagonal. By Proposition 2.11 in [GK], pi∨ 0ˆχ = 1χˆ and |V | is even for every
V ∈ pi if and only if sχ̂(1) ∼pi sχˆ(4n), and sχˆ(2i) ∼pi sχˆ(2i+ 1), for i = 1, ..., 2n− 1. Note also that
(sχˆ(2k − 1), sχˆ(2k)) =
{
(2sχ(k)− 1, 2sχ(k)), if χ(k) = l,
(2sχ(k), 2sχ(k)− 1), if χ(k) = r, k = 1, ..., n.
If 0 < |χ−1({l})| < 2n is even, we have
(Zsχ(1), ..., Zsχ(2n)) = (x1x2, ..., x
∗
2x
∗
1, y2y1, y
∗
1y
∗
2 , ..., y
∗
1y
∗
2).
Therefore,
(zsχˆ(1), ..., zsχˆ(4n)) = (x1, x2, ..., x
∗
2, x
∗
1, y1, y2, ..., y
∗
2 , y
∗
1).
If |χ−1({l})| is odd, we have
(Zsχ(1), ..., Zsχ(2n)) = (x1x2, x
∗
2x
∗
1, ..., x1x2, y
∗
1y
∗
2 , y2y1, ..., y
∗
1y
∗
2).
Therefore,
(zsχˆ(1), ..., zsχˆ(4n)) = (x1, x2, ..., x1, x2, y
∗
2 , y
∗
1 , ..., y
∗
2 , y
∗
1).
If χ(1) = · · · = χ(2n) = l, we have
(zsχˆ(1), ..., zsχˆ(4n)) = (x1, x2, ..., x
∗
2, x
∗
1).
It follows that x1, x
∗
1, y1, y
∗
1 appear in the positions 1, 4, 5, ..., 4k, 4k+ 1..., 4n of the sequence
(zsχˆ(1), ..., zsχˆ(4n))
with zsχ̂(1) = x1, with the x1 and x
∗
1’s appearing to the left of the y1 and y
∗
1 ’s, and with starred and
un-starred terms appearing in alternating order. Therefore, (zsχ̂(1), ..., zsχˆ(4n))|V1 = (x1, x∗1, ...zsχˆ(|V1|)),
where zsχˆ(|V1|) ∈ {x∗1, y∗1}, and the element of (z1, ..., z4n) at the position min≺χˆ(Vi) is z∗, where
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z ∈ {x1, y1}, and min≺χˆ(Vi) is the minimal element of Vi with respect to the order ≺χ of {1, ..., n}
defined at the beginning of Section 2, for i = 2, ..., p. It follows that
κpi1(z1, ..., z4n) =κpi1(z
′
1, ..., z
′
2n)
=κχˆ((z
′
1, ..., z
′
2n)|V1)
p∏
k=2
κχˆ((z
′
1, ..., z
′
2n)|Vi)
=α
(1)
χˆ (V1)
p∏
i=2
β
(1)
χˆ (Vi).
Similarly, x2, x
∗
2, y2, y
∗
2 appear in the positions 2, 3, ..., 4k − 2, 4k − 1, ..., 4n− 2, 4n− 1 of the sequence
(zsχˆ(1), ..., zsχˆ(4n)), and zsχˆ(4k−2) = z, zsχˆ(4k−1) = z
∗, where z ∈ {x2, y2}. It follows that the element at
the position minχˆ(Wi) is a non-∗-term, since sχˆ(4k − 2) and sχˆ(4k − 1) must being in the same block
of pi implied by the condition pi ∨ 0ˆχ = 1χˆ. We thus get
κpi2(z1, ..., z4n) = κpi2(z
′′
1 , ..., z
′′
2n) =
q∏
i=1
α
(2)
χˆ (Wi).
If χ−1({l}) = ∅, we have (zsχˆ(1), ..., zsχˆ(2n)) = (y1, y2, y∗2 , y∗1 , ..., y∗2 , y∗1). We get the same formula
with zsχ̂(1) = y1. 
Corollary 2.6. Under the hypotheses of Theorem 2.5, the determining sequences {αˆχ,n, βˆχ,n : χ :
{1, 2, ..., n} → {l, r}, n = 1, 2, ...} of (x1x2, y1y2) are given by the following formulae.
(1) If 0 < |χ−1({l})| < 2n,, then αˆχ,n = βˆχ,n = 0.
(2) If χ(i) = l for i = 1, 2, ..., 2n, then
αˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈V1,
pi2={W1,...,Wq}
(α
(1)
χˆ (V1)β
(1)
χˆ (V2) · · ·β(1)χˆ (Vp)α(2)χˆ (W1) · · ·α(2)χˆ (Wq)),
βˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈W1,
pi2={W1,...,Wq}
(β
(2)
χˆ (W1)α
(2)
χˆ (W2) · · ·α(1)χˆ (Wq)β(1)χˆ (V1) · · ·β(1)χ (Wq)).
(3) If χ(i) = r for i = 1, 2, ..., 2n, then
αˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈W1,
pi2={W1,...,Wq}
(α
(2)
χˆ (W1)β
(2)
χˆ (W2) · · ·β(2)χˆ (Wq)α(1)χˆ (V1) · · ·α(1)χ̂ (Vp)),
βˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈V1,
pi2={W1,...,Wq}
(β
(1)
χˆ (V1)α
(1)
χˆ (V2) · · ·α(1)χˆ (Vp)β(2)χˆ (W1) · · ·β(2)χ (Wq)).
Here χˆ, pi1 and pi2 are those defined in Theorem 2.5.
Proof. As in the proof of Theorem 2.5, we only prove the formulae for αˆ. For n ∈ N, χ : {1, ..., 2n} →
{l, r}, ω : {1, ..., n} → {1, ∗}, ω(i) 6= ω(i+ 1), for i = 1, 2, ..., n− 1, and
Zk = z2k−1z2k =


x1x2, if χ(k) = l, ω(k) = 1,
x∗2x
∗
1, if χ(k) = l, ω(k) = ∗,
y1y2, if χ(k) = r, ω(k) = 1,
y∗2y
∗
1 , if χ(k) = r, ω(k) = ∗,
k = 1, ..., 2n.
When 0 < |χ−1({l})| < 2n, we have
(zsχˆ(1), ..., zsχˆ(4n)) = (x1, x2, ..., x
∗
2, x
∗
1, y2, y1, ..., y
∗
1 , y
∗
2),
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or
(zsχˆ(1), ..., zsχˆ(4n)) = (x1, x2, ..., x1, x2, y
∗
1 , y
∗
1 , ..., y
∗
1 , y
∗
2).
By the proof of Theorem 2.5, sχˆ(1) and sχˆ(4n) must be in the same block V1. It follows that {zk : k ∈
V1} contains x1 and y∗2 . It implies that κχ,V1(z1, ..., z4n) = 0, since {x1, y1} and {x2, y2} are ∗-bi-free.
Thus, κχ,pi(z1, ..., z4n) = 0, for every partition pi in the sum of the formula for αˆχ,n.
When χ(i) = l for i = 1, 2, ..., 2n, then we have (zsχ˜(1), ..., zsχ˜(4n)) = (x1, x2, ..., x
∗
2, x
∗
1). By the proof
of Theorem 2.5, we have
αˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈V1,
pi2={W1,...,Wq}
α
(1)
χˆ (V1)β
(1)
χˆ (V2) · · ·β(1)χˆ (Vp)α(2)χˆ (W1) · · ·α(2)χˆ (Wq).
When χ(i) = r for i = 1, 2, ..., 2n, then we have (zsχ˜(1), ..., zsχ˜(4n)) = (y2, y1, ..., y
∗
1 , y
∗
2). By the proof of
Theorem 2.5, we have
αˆχ =
∑
pi:=pi1∪pi2∈BNC(χˆ),
pi1={V1,...,Vp},sχˆ(1)∈W1,
pi2={W1,...,Wq}
α
(2)
χˆ (W1)β
(2)
χˆ (W2) · · ·β(2)χˆ (Wq)α(1)χˆ (V1) · · ·α(1)χˆ (Vp).

It was proved that if a is a R-diagonal, then a∗a and aa∗ are free (Corollary 15.11 in [NS]). In bi-free
probability, G. Katsimpas showed that if (x, y) is R-diagonal, then (xx∗, y∗y) and (x∗x, yy∗) are bi-free
(Proposition 3.6 in [GK]). The following result shows that it is not necessarily true that (xx∗, yy∗) and
(x∗x, y∗y) are bi-free. Another counterexample was given in [GK] (Example 3.7 in [GK]).
Theorem 2.7. There is an R-diagonal pair (x, y) of random variables in a ∗-probability space (A, ϕ)
such that (xx∗, yy∗) and (x∗x, y∗y) are not bi-free.
Proof. By Section 7 of [GS], there is a pair (x, y) of random variables in a ∗-probability space such that
ϕ(x) = ϕ(y) = 0 and κ2(x, y
∗) = κ2(x∗, y) = 1, and κχ(x, x∗, y, y∗) = 0 for all χ : {1, ..., n} → {l, r}
and n ≥ 3. It implies that
κ2(y, x
∗) = ϕ(yx∗) = ϕ(x, y∗) = κ2(x, y∗) = 1.
Similarly, κ2(y
∗, x) = 1. Therefore, its R-transform Rx,x∗,y,y∗ = zlz∗r + zrz∗l + z∗l zr + z∗rzl. Let
χ : (1, 2) 7→ (l, r), and χˆ : (1, 2, 3, 4) 7→ (l, l, r, r), 0ˆχ = {{1, 2}, {3, 4}} . By Theorem 9.1.5 in [CNS2],
we have
κχ(xx
∗, y∗y) =
∑
pi∈BNC(χˆ),pi∨0ˆχ=1χˆ
κpi(x, x
∗, y∗, y) = kχˆ(x, x∗, y∗, y) + κ2(x∗, y)κ2(x, y∗) = 1,
where we used the fact that κχˆ(x
∗, y) = κ2(x∗, y), κχˆ(x, y∗) = κ2(x, y∗), and the only partitions
pi ∈ BNC(χˆ) with possible non-zero contribution to the sum are those consisting of only even size
blocks, since (x, y) is R-diagonal. It implies that (xx∗, yy∗) and (x∗x, y∗y) are not bi-free. 
3. R-diagonal pairs of left and right acting operators
In this section, we focus on the study of R-diagonal pairs of left acting and right acting operators
from finite von Neumann algebras in the standard form, giving characterizations of the R-diagonal
pairs in terms of the ∗-distributions of the random variables, and the distributional invariance under
multiplication by free unitaries.
Let (A, ϕ) be a W ∗-probability space, that is, a von Neumann algebra A with a faithful normal
tracial state ϕ on A. Represent A into B(L2(A, ϕ)) in two ways: L : A → B(L2(A, ϕ)) and R :
Aop → B(L2(A, ϕ)), the left and, respectively, right multiplications of A on A ⊂ L2(A, ϕ). Define
ϕ(T ) = 〈Te, e〉ϕ, ∀T ∈ B(L2(A, ϕ)), where e ∈ A is the identity operator in A. Then (B(L2(A, ϕ)), ϕ)
is a C∗-probability space, and L and R are faithful ∗-representations of A and Aop, respectively.
In this section, we always assume that (A, ϕ) is a W ∗-probability space.
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Let I and J be two disjoint index sets, and ((zi)i∈J , (zj)j∈J ) a two-faced family of random variables
in A. Let Zi = L(zi) for i ∈ I, and Zj = R(zj) for j ∈ J . Let χ : {1, 2, · · · , n} → I
⊔
J . The
permutation sχ (defined at the beginning of Section 2) induces a lattice isomorphism from NC(n) onto
BNC(χ) by pi 7→ sχ · pi, for pi ∈ NC(n), where
sχ · pi = {sχ · V = {sχ(t1), sχ(t2), · · · , sχ(tk)} : V = {t1, t2, · · · , tk} ∈ pi}.
Thus, µBNC(sχ ◦ pi, 1n) = µNC(pi, 1n), for pi ∈ NC(n). For a subset V = {i1 < ... < ip} ⊆ {1, ..., n},
we define
ϕV (zχ(1), ..., zχ(n)) = ϕ(zχ(i1) · · · zχ(ip)).
By the definitions of representations L and R, we have
ϕ(Zχ(1) · · ·Zχ(n)) = ϕ(zχ(sχ(1)) · · · zχ(sχ(n))). (3.1)
For V = {i1 < · · · < ik} ⊆ {1, 2, ..., n}, let
sχ ◦ V = {sχ(i1) ≺χ · · · ≺χ sχ(ik)} = {j1 < · · · < jk}.
We then have
ϕsχ◦V (Zχ(1), ..., Zχ(n)) =ϕ(Zχ(j1) · · ·Zχ(jk))
=ϕ(zχ(sχ(i1)) · · · zχ(sχ(ik)))
=ϕV (z(χ◦sχ)(1)), ..., z(χ◦sχ)(n)),
where χ ◦ sχ : {1, ..., n} → I
⊔
J is the composition of sχ and χ, that is, χ ◦ sχ(i) = χ(sχ(i)), for
i = 1, ..., n. It implies that
κn(z(χ◦sχ)(1), ..., z(χ◦sχ)(n)) =
∑
pi∈NC(n)
ϕpi(zχ(sχ(1)), ..., zχ(sχ(n)))µNC(pi, 1n)
=
∑
pi∈NC(n)
∏
V ∈pi
ϕV (zχ(sχ(1)), ..., zχ(sχ(n)))µNC(pi, 1n)
=
∑
pi∈NC(n)
∏
V ∈pi
ϕsχ◦V (Zχ(1), ..., Zχ(n))µNC(pi, 1n)
=
∑
σ∈BNC(χ)
ϕσ(Zχ(1), · · · , Zχ(n))µBNC(σ, 1n)
=κχ(Zχ(1), · · · , Zχ(n)).
We thus have
κχ(Zχ(1), · · · , Zχ(n)) = κn(z(χ◦sχ)(1), · · · , z(χ◦sχ)(n)) = κn(zχ(sχ(1)), · · · , zχ(sχ(n))). (3.2)
The ∗-distribution of an R-diagonal random variable a in a ∗-probability space (A, ϕ) is uniquely
determined by the distributions of a∗a and aa∗ (Corollary 15.7 in [NS]). In the R-diagonal pair case,
we have the following similar result.
Proposition 3.1. Let x and y be random variables in (A, ϕ). If (L(x), R(y)) is R-diagonal, then the
∗-distribution of (L(x), R(y)) is determined by the distributions of (xx∗, ..., yy∗), (x∗x, ..., y∗y), where
k1 arguments in the tuple (x, x
∗, ..., y, y∗) (or (x∗, x, ..., y∗, y)) are from {x, x∗}, and k2 arguments from
{y, y∗}, k1, k2 ≥ 0, k1 + k2 = 2n, n = 1, 2, .... Precisely, for operators x1, x2, y1, y2 in (A, ϕ), if
(L(x1), R(y1)), (L(x2), R(y2)) ∈ B(L2(A, ϕ))
are R-diagonal, and
κn(x1x
∗
1, ..., y1y
∗
1) = κn(x2x
∗
2, ..., y2y
∗
2), κn(x
∗
1x1, ..., y
∗
1y1) = κn(x
∗
2x2, ..., y
∗
2y2), (3.3)
n=1, 2, ..., then (L(x1), R(y1)) and (L(x2), R(y2)) are identically
∗-distributed.
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Proof. Let α1;k1,k2 = κ2n(x, x
∗, ..., y, y∗), α2;k1,k2 = κ2n(x∗, x, ..., y∗, y), with k1 arguments from {x, x∗}
and k2 arguments from {y, y∗} in the tuple
(x, x∗, ..., y, y∗), or (x∗, x, ..., y∗, y)
such that k1 + k2 = 2n and k1, k2 ≥ 0. By (3.2), the ∗-distribution of (L(x), R(y)) is determined by
α1;k1,k2 , and α2;k1,k2 , for k1 + k2 = 2n, n = 1, 2, ....
For a subset V = {i1 < i2 < ... < ik} ⊂ {1, ..., n}, let k1(V ) and k2(V ) be numbers of arguments from
{x, x∗} and, respectively, arguments from {y, y∗} in the tuple (x, x∗, ..., y, y∗)|
V˜
or (x∗, x, ..., y∗, y)|
V˜
,
where V˜ = {2i1−2, 2i1−1, 2i2−2, 2i2−1, ..., 2ik−2, 2ik−1}, if i1 6= 1; V˜ = {1, 2i2−2, 2i2−1, ..., 2ik−
2, 2ik − 1, 2n}, if i1 = 1. Moreover, the mapping V 7→ V˜ , pi 7→ pi = {V˜ : V ∈ pi}, induces a bijection
from NC(n) onto the following set
P = {pi ∈ NC(2n) : 1 ∼pi 2n, 2 ∼pi 3, ..., 2n− 2 ∼pi 2n− 1}
(see the discussion on the top of Page 189 in [NS]).
Note that for a block V ∈ pi, pi ∈ NC(2n), κV (x, x∗, ..., y, y∗) has one of the following forms
κ|V |(xω(1), ...xω(k), yω(k+1)..., xω(|V |)), 0 ≤ k ≤ n, ω : {1, ..., n} → {1, ∗}.
It implies from (3.2) that κV (x, x
∗, ..., y∗) = κχ(Z1, ..., Z|V |), for some χ : {1, ..., |V |} → {l, r},
Zi ∈
{{L(x), L(x∗)}, if χ(i) = l,
{R(y), R(y∗)}, if χ(i) = r, i = 1, ..., |V |.
It follows that κV (x, ..., y
∗) = 0 if |V | is odd, since (L(x), R(y)) is R-diagonal. Let
σ = {{1, 2}, {3, 4}, ..., {2n− 1, n}}.
By Proposition 2.11 in [GK],
{pi ∈ NC(2n) : pi ∨ σ = 12n, |V | is even, ∀V ∈ pi} = P .
We thus have
κn(xx
∗, ..., yy∗) =
∑
pi∈NC(2n),pi∨σ=12n
κpi(x, x
∗, ..., y, y∗)
=
∑
pi∈P
κpi(x, x
∗, ..., y, y∗)
=
∑
pi∈NC(n),1∈V1,pi={V1,...,Vd}
α1;,k1(V1),k2(V1)α2,k1(V2),k2(V2) · · ·α2;k1(Vd),k2(Vd)
=α1,k1,k2
+
∑
pi∈NC(n),pi 6=1n,1∈V1,pi={V1,...,Vd}
α1;,k1(V1),k2(V1)α2,k1(V2),k2(V2) · · ·α2;k1(Vd),k2(Vd),
It implies that
κ2n(x, x
∗, ..., y, y∗) = κn(xx∗, ..., yy∗)
−
∑
pi∈NC(n)\{1n},1∈V1,pi={V1,...,Vd}
α1;,k1(V1),k2(V1)α2,k1(V2),k2(V2) · · ·α2;k1(Vd),k2(Vd). (3.4)
Very Similarly, we have
κ2n(x
∗, x, ..., y∗, y) = κn(x∗x, ..., y∗y)
−
∑
pi∈NC(n)\{1n},1∈V1,pi={V1,...,Vd}
α2;,k1(V1),k2(V1)α1,k1(V2),k2(V2) · · ·α1;k1(Vd),k2(Vd). (3.5)
When n = 1, by (3.4) and (3.5), κ2(x, x
∗) = κ(xx∗), κ2(x, y∗) = κ(xy∗), κ2(y, y∗) = κ(yy∗), and
κ2(x
∗, x) = κ(x∗x), κ2(x∗, y) = κ(x∗y), κ2(y∗, y) = κ(y∗y). Suppose that there are polynomials
Pm,k1,k2 and Qm,k1,k2 , independent of the choice of x and y, such that
α1;k1,k2 = Pm,k1,k2(κi(xx
∗, ..., yy∗), κi(x∗x, ..., y∗y), i = 1, 2, ...,m),
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α2;k1,k2 = Qm,k1,k2(κi(xx
∗, ..., yy∗), κi(x∗x, ..., y∗y), i = 1, 2, ...,m),
for k1 + k2 = 2m < 2n. By (3.4) and (3.5), there are polynomials Pn,k1,k2 and Qn,k1,k2 , independent
of the choice of x and y, such that
α1;k1,k2 = Pn,k1,k2(κi(xx
∗, ..., yy∗), κi(x∗x, ..., y∗y), i = 1, 2, ..., n),
and
α2;k1,k2 = Qn,k1,k2(κi(xx
∗, ..., yy∗), κi(x∗x, ..., y∗y), i = 1, 2, ..., n),
for k1 + k2 = 2n. It follows from (3.2) and (3.3) that (L(x1), R(y1)) and (L(x2), R(y2)) are identically
∗-distributed.

We will use the following sets
P1,1(x, y) ={xω(1)xω(2) · · ·xω(k1)yω(k1+1) · · · yω(k2) : k1 + k2 = 2n− 1, k1, k2 ≥ 0,
ω : {1, ..., 2n− 1} → {1, ∗}, ω(1) = ∗, ω(i) 6= ω(i+ 1), i = 1, 2, ..., 2n− 2, n = 1, 2, ...},
P1,2(x, y) ={z − ϕ(z) : z = xω(1)xω(2) · · ·xω(k1)yω(k1+1) · · · yω(k2), k1 + k2 = 2n, k1, k2 ≥ 0,
ω : {1, ..., 2n} → {1, ∗}, ω(1) = ∗, ω(i) 6= ω(i+ 1), i = 1, 2, ..., 2n− 1, n = 1, 2, ...},
and
P2,2(x, y) ={xω(1)xω(2) · · ·xω(k1)yω(k1+1) · · · yω(k2) : k1 + k2 = 2n− 1, k1, k2 ≥ 0,
ω : {1, ..., 2n− 1} → {1, ∗}, ω(1) = 1, ω(i) 6= ω(i+ 1), i = 1, 2, ..., 2n− 2, n = 1, 2, ...},
P2,1(x, y) ={z − ϕ(z) : z = xω(1)xω(2) · · ·xω(k1)yω(k1+1) · · · yω(k2), k1 + k2 = 2n, k1, k2 ≥ 0,
ω : {1, ..., 2n} → {1, ∗}, ω(1) = 1, ω(i) 6= ω(i+ 1), i = 1, 2, ..., 2n− 1, n = 1, 2, ...}.
Theorem 3.2. A pair (L(x), R(y)) of elements in B(L2(A, ϕ)) is R-diagonal if and only if
ϕ(pi1,i2pi2,i3 · · · pin−1,in) = 0, (3.6)
for pik,ik+1 ∈ Pik ,ik+1 , ik, ik+1 ∈ {1, 2}, j = 1, 2, ..., n− 1, with the following conditions
(1) there exists a number m such that pi1,i2 , ..., pim,im+1 only contain factors of x, x
∗ and
pim+1,im+2 , ..., pin−1,in
only contain factors of y, y∗, where 0 ≤ m ≤ n− 1, or
(2) there exists a number m such that pi1,i2 , ..., pim−1,im only contain factors of x, x
∗, pim,im+1
contains both factors from {x, x∗} and {y, y∗}, and pim+1,im+2 , ..., pin−1,in only contain factors
of y, y∗,
k = 1, 2, ..., n− 1, and n = 2, 3, ....
Proof. Suppose that (L(x), R(y)) is R-diagonal. Let u be a Haar unitary, and {u} and {x, y} be ∗-free
in (A, ϕ).
We first prove (3.6) for (ux, uy). In this case,
p1,1(u) = p1,1u
∗, p1,2(u) = p1,2, p2,1(u) = up2,1u∗, p2,2(u) = up2,2,
where pi,j(u) ∈ Pi,j(ux, uy), pi,j ∈ Pi,j(x, y). Note that ϕ(p1,1) = ϕ(p2,2) = 0, since (L(x), R(y)) is
R-diagonal. Moreover, the product pi,j(u)pj,l(u) is obtained by formally putting the two quantities in
the ordered pair (pi,j(u), pj,l(u)) together without any cancellations. Precisely, we have
p1,1(u)p1,1(u) = p1,1u
∗p1,1u∗, p1,1(u)p1,2(u) = p1,1u∗p1,2,
p2,1(u)p1,1(u) = up2,1u
∗p1,1u∗, p2,1(u)p1,2(u) = up2,1u∗p1,2,
p1,2(u)p2,1(u) = p1,2up2,1u
∗, p2,2(u)p2,1(u) = up2,2up2.1u∗,
p2,2(u)p2,2(u) = up2,2up22, p1,2(u)p2,2(u) = p1,2up2,2.
11
It implies that elements from
⋃2
i,j=1 Pi,j(x, y) and elements from {u, u∗} appear alternatingly in the
product
pi1,i2(u)pi2,i3(u) · · · pin−1,in(u).
Then (3.6) follows for pi,j(u)’s, since ϕ(pi,j) = ϕ(u) = ϕ(u
∗) = 0, for i, j = 1, 2, and {u} and {x, y}
are ∗-free.
By (3.1), we get
ϕ(xω(1) · · ·xω(k)yω(k+1) · · · yω(n)) = ϕ(Zχ(1) · · ·Zχ(n)), (3.7)
where χ : {1, ..., n} → {l∗, l, r, r∗}, Zl∗ = L(x∗), Zl = L(x), Zr∗ = R(y∗) and Zr = R(y), ω : {1, ..., n} →
{∗, 1}, χ is chosen so that
ϕ(xω(1) · · ·xω(k)yω(k+1) · · · yω(n)) = ϕ(zχ(sχ(1)) · · · zχ(sχ(n))),
where Zχ(i) = L(z), if χ(i) ∈ {l, l∗}; Zχ(i) = R(z), if χ(i) ∈ {r, r∗}, for i = 1, ..., n (see the discussion
at the beginning of this section). Let
Zχ(i)(u) =


L(ux), if χ(i) = l,
L(x∗u∗), if χ(i) = l∗,
R(uy), if χ(i) = r,
R(y∗u∗), if χ(i) = r∗,
i = 1, ..., n.
Similarly, by (3.1), we have
ϕ((ux)ω(1) · · · (ux)ω(k)(uy)ω(k+1) · · · (uy)ω(n)) = ϕ(Zχ(1)(u) · · ·Zχ(n)(u)). (3.8)
By Corollary 2.18 and Theorem 4.4 in [GK], (L(x), R(y)) and (L(ux), R(uy)) are identically ∗-
distributed. It implies from this fact and (3.7) and (3.8) that
ϕ(pi1,i2pi2,i3 · · · pin−1,in) = ϕ(pi1,i2(u)pi2,i3(u) · · · pin−1,in(u)),
where pij and pij(u) are chosen to satisfy the conditions in the statement of this theorem. We have
proved that (ux, uy) satisfies (3.6). Hence, (x, y) satisfies (3.6).
Conversely, suppose that (x, y) satisfies (3.6). Let u be a Haar unitary, and {u} and {x, y} be ∗-free
in (A, ϕ). By Corollary 2.18 and Theorem 3.2 in [GK], and the first part of the current proof, (ux, uy)
satisfies (3.6). It is obvious that
ϕ((ux)(ux)∗ · · · (uy)(uy)∗︸ ︷︷ ︸
2n
) = ϕ(uxx∗xx∗ · · · yy∗u∗) = ϕ(xx∗ · · · yy∗︸ ︷︷ ︸
2n
),
ϕ((ux)∗(ux) · · · (uy)∗(uy)︸ ︷︷ ︸
2n
) = ϕ(x∗x · · · y∗y︸ ︷︷ ︸
2n
), n = 1, 2, ... (3.9)
For χ : {1, 2, ..., n} → {l, r} and ω : {1, 2, ..., n} → {1, ∗}, n ∈ N, let
zk =


x, ω(k) = 1, χ(k) = l
x∗, ω(k) = ∗, χ(k) = l
y, ω(k) = 1, χ(k) = r
y∗, ω(k) = 1, χ(k) = l
, wk =
{
uzk, ω(k) = 1
z∗ku
∗, ω(k) = ∗,
Zk = L(zk),Wk = L(wk), if χ(k) = l;Zk = R(zk),Wk = R(wk), if χ(k) = r, (3.10)
for k = 1, ..., n. We prove that
ϕ(Z1 · · ·Zn) = ϕ(W1 · · ·Wn).
By (3.1), it sufficient to prove
ϕ(zsχ(1) · · · zsχ(n)) = ϕ(wsχ(1) · · ·wsχ(n)),
that is,
ϕ(xω1(1) · · ·xω1(k)yω1(k+1) · · · yω(n)) = ϕ((ux)ω1(1) · · · (ux)ω1(k)(uy)ω1(k+1) · · · (uy)ω1(n)), (3.11)
where 0 ≤ k ≤ n, ω1(i) = ω(sχ(i)), for i = 1, 2, ..., n.
When n = 1, ϕ(xω(1)) = 0 = ϕ(yω(1)) = ϕ((ux)ω(1)) = ϕ((uy)ω(1)), since {x, y} and {ux, uy} satisfy
(3.6). Suppose that (3.11) is true when n < m. Now we prove (3.11) when n = m.
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We adopt some ideas from the proof of Proposition 2.1 in [NSS]. We take the product
xω1(1) · · ·xω1(k)yω1(k+1) · · · yω(n)
and form an interval partition of the ordered set of n factors of the product by the following rule. The
i-th factor and the i + 1-th factor are in two adjacent blocks for 1 ≤ i < n if ω1(i) = ω1(i + 1). Then
we have
xω1(1) · · ·xω1(k)yω1(k+1) · · · yω(n) =
t∏
r=1
(pjr ,jr+1 + λr),
for some t ≥ 1, j1, j2, ..., jt+1 ∈ {1, 2}, where pi,j ∈ Pi,j(x, y), λr is determined as follows: if jr = jr+1,
then λr = 0; if jr 6= jr+1, λr = ϕ(z), where pjr ,jr+1 = z − ϕ(z). Similarly, we have
(ux)ω1(1) · · · (ux)ω1(k)(uy)ω1(k+1) · · · (uy)ω(n) =
t∏
r=1
(pjr ,jr+1(u) + λr(u)),
where λr(u) = λr , for r = 1, ..., t+ 1, by (3.9). It implies from (3.6) that
ϕ(xω1(1) · · ·xω1(k)yω1(k+1) · · · yω(n))
=ϕ(
r=t∏
r=1
pjr ,jr+1)
+
∑
∅6=S⊆{1,...,t}
(
∏
r∈S
λr)ϕ(
∏
r∈{1,...,t}\S
pjr ,jr+1)
=
∑
∅6=S⊆{1,...,t}
(
∏
r∈S
λr)ϕ(
∏
r∈{1,...,t}\S
pjr ,jr+1),
ϕ((ux)ω1(1) · · · (ux)ω1(k)(uy)ω1(k+1) · · · (uy)ω(n))
=ϕ(
r=t∏
r=1
pjr ,jr+1(u))
+
∑
∅6=S⊆{1,...,t}
(
∏
r∈S
λr)ϕ(
∏
r∈{1,...,t}\S
pjr,jr+1(u))
=
∑
∅6=S⊆{1,...,t}
(
∏
r∈S
(λr))ϕ(
∏
r∈{1,...,t}\S
pjr ,jr+1(u)),
where the multiplication orders in
∏
r∈{1,...,t}\S pjr ,jr+1 and
∏
r∈{1,...,t}\S pjr ,jr+1(u) are derived from
pj1,j2pj2,j2 · · · pjt,jt+1 and, respectively, from pj1,j2(u)pj2,j2(u) · · · pjt,jt+1(u) by removing the factors
with indices in S. Therefore,
∏
r∈{1,...,t}\S pjr ,jr+1 is a linear combination of terms
vp := x
ω1(1) · · ·xω1(k)yω1(k+1) · · · yω(p)
with length p less that n, i. e,,
∏
r∈{1,...,t}\S pjr ,jr+1 =
∑d
j=1 βjvpj . Similarly,
∏
r∈{1,...,t}\S
pjr ,jr+1 =
d∑
j=1
βjvpj (u).
By the inductive hypothesis, we have
ϕ(
∏
r∈{1,...,t}\S
pjr ,jr+1) = ϕ(
∏
r∈{1,...,t}\S
pjr ,jr+1(u)).
It implies that (3.11) is true when n = m. We have proved that ϕ(Z1 · · ·Zn) = ϕ(W1 · · ·Wn), for
n = 1, 2, ..., which means that {L(x), R(y)} and (L(ux), R(uy)) have the same ∗-distribution. By
Theorem 4.4 in [GK], (L(x), R(y)), is R-diagonal. 
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Summarizing Theorem 3.2 and the work in [GK], we get the following result, which characterizes
R-diagonal pairs of left and right operators in terms of the ∗-moments of the random variables, and
of the distributional invariance of the random variables under multiplication by free (Haar) unitaries.
The following theorem is a bi-free analogue of the main result (Theorem and Definition 1.2) of [NSS].
Theorem 3.3. For x, y ∈ A, the following statements are equivalent.
(1) The pair (L(x), R(y)) is R-diagonal in (B(L2(A, ϕ)), ϕ).
(2) The elements x and y satisfy (3.6).
(3) Let u be a Haar unitary, and u and {x, y} are ∗-free in A. Then (L(x), R(y)) and (L(ux), R(uy))
have the same ∗-distribution.
(4) Let u be a unitary in A, and u and {x, y} are ∗-free in A. Then (L(x), R(y)) and (L(ux), R(uy))
have the same ∗-distribution.
Proof. The equivalence of (1) and (2) is proved in Theorem 3.2. The equivalence of (1) and (3) was
proved in Corollary 2.18 and Theorem 4.4 in [GK]. If (4) holds true, then so does (3). Therefore,
(L(x), R(y)) is R-diagonal. Conversely, suppose (L(x), R(y)) is R-diagonal. Let {v} be a Haar unitary
such that {v}, {u} and {x, y} are ∗-free in (A, ϕ). Then u and {vx, vy} are ∗-free. We can realize A
as (A, ϕ) = (A1, ϕ1) ∗ (A2, ϕ2), the reduced free product of the two W ∗-probability spaces (A1, ϕ1)
and (A2, ϕ2) such that u ∈ A1 and v, x, y ∈ A2. By 6.2 in [DV], (L(u), R(u)) and (L(vx), R(vy)) are
∗-bi-free. Let
Ul = L(u), Ur = R(u), U = (Ul, Ur), Vl = L(vx), Vr = R(vy), V = (Vl, Vr),
Wl = L(x),Wr = R(y),W = (Wl,Wr), Z = (L(uvx), R(uvy)) = (UlVl, VrUr),
and
Z ′ = (L(ux), R(uy)) = (UlWl,WrUr).
By Theorem 5.2.1 in [CNS1], we have
κχ(Z) =
∑
pi∈BNC(χ)
κpi(U)κKBNC(pi)(V ) =
∑
pi∈BNC(χ)
κpi(U)κKBNC(pi)(W ) = κχ(Z
′),
for every χ : {1, ..., n} → {l, r}, where the second equation holds because, by (3), (L(vx), R(vy))
and (L(x), R(y)) are identically ∗-distributed. Therefore, (L(uvx), R(uvy)) and (L(ux), R(uy)) are
identically ∗-distributed.
By Theorem 14.4 in [NS], we have
ϕ((uv)n) = ϕ(uvuv · · ·uv) =
∑
pi∈NC(n)
κpi(u)ϕKpi(v, ..., v) = 0, n = 1, 2, ...,
since v is a Haar unitary, where Kpi is the Kreweras complement of pi ∈ NC(n) (see Definition 9.21 in
[NS]). Similarly, ϕ((v∗u∗)n) = ϕ(v∗u∗v∗u∗ · · · v∗u∗) = 0, n ≥ 1. It follows that uv is a Haar unitary.
By Theorem 3.2 in [GK] and Theorem 3.2, (L(uvx), R(uvy)) (therefore, (L(ux), R(uy))) satisfies (3.6).
Moreover, (3.7) holds, since u is ∗-free from {x, y}. By the second part of the proof of Theorem 3.2,
(L(x), R(y)) and (L(ux), R(uy)) are identically ∗-distributed. 
4. η-diagonal Pairs of Random Variables
In this section, we study η-diagonal pairs of random variables, characterizing η-diagonal pairs in
terms of the ∗-moments of the random variables.
Definition 4.1 ([GS]). Let n ∈ N and χ : {1, 2, · · · , n} → {l, r}. A partition pi ∈ BNC(χ) is said
to be bi-interval if every block of pi is a χ-interval, that is, every block of the partition is an interval
of natural numbers with respect to the new order ≺χ defined at the beginning of Section 2. The set of
all bi-interval partitions is denoted by BI(χ). Let (A, ϕ) be a non-commutative probability space. The
B-(l, r)- cumulants are the multilinear functionals Bχ : An → C for χ : {1, 2, · · · , n} → {l, r} defined
by the requirement
ϕ(a1, a2, · · · , an) =
∑
pi∈BI(χ)
Bpi(a1, · · · , n), (4.1)
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where
Bpi(a1, ..., an) =
∏
V ∈pi
Bχ|V ((a1, ..., an)|V ).
A family {(Ak,l,Ak,r) : k ∈ K} of pairs of non-unital subalgebras in (A, ϕ) is said to be bi-Boolean
independent if for all n ∈ N, χ : {1, 2, · · · , n} → {l, r}, ω : {1, ..., n} → K, and aj ∈ Aω(j),χ(j),
j = 1, ..., n, we have
ϕ(a1 · · ·an) = ϕpiω,χ(a1, ..., an),
where piω,χ = max{pi ∈ BI(χ) : pi ≤ ω−1}, where ω−1 is the partition of {1, ..., n} defined by i ∼ω−1 j
if and only if ω(i) = ω(j).
We give a straightforward proof of the following characterization of bi-free Boolean independence
in terms of B-(l, r)-cumulants, without using either c-bi-free independence or the incidence algebra of
BI.
Proposition 4.2 (Theorem 3.7 of [GS]). A family {(Ak,l,Ak,r)}k∈K of pairs of non-unital algebras
in (A, ϕ) is bi-Boolean independent if and only if for every n ≥ 2, χ : {1, 2, · · · , n} → {l, r}, ω :
{1, ..., n} → K, and aj ∈ Aω(j),χ(j), j = 1, ..., n, we have
Bχ(a1, ..., an) = 0,
whenever ω is not constant.
Proof. If {(Ak,l,Ak,r)}k∈K is bi-free Boolean independent, then for every n ≥ 2, χ : {1, 2, · · · , n} →
{l, r}, ω : {1, ..., n} → K, and aj ∈ Aω(j),χ(j), j = 1, ..., n, we have
ϕ(a1 · · · an) = ϕpiω,χ(a1, ..., an) =
∑
pi∈BI(χ),pi≤piω,χ
Bpi(a1, ..., an).
If n = 2 and ω(1) 6= ω(2), then ϕ(a1a2) = ϕpiω,χ(a1, a2) = ϕ(a1)ϕ(a2) =
∑
pi∈BI(χ)Bpi(a1, a2) =
ϕ(a1)ϕ(a2) + Bχ(a1, a2). It implies that Bχ(a1, a2) = 0. Suppose that Bχ(a1, ..., an) = 0, for n ≥ 2,
and ω is not constant. Now consider χ : {1, ..., n + 1} → {l, r} and ω : {1, ..., n + 1} → K is not
constant. By the above definition,
Bχ(a1, ..., an+1) =ϕ(a1 · · · an+1)−
∑
pi∈BI(χ),pi 6=1χ
Bpi(a1, ..., an+1)
=
∑
pi∈BI(χ),pi≤piω,χ
Bpi(a1, ..., an+1)
−(
∑
pi∈BI(χ),pi≤piω,χ
Bpi(a1, ..., an+1) +
∑
pi∈BI(χ),pi 6=1χ,pipiω,χ
Bpi(a1, ..., an+1))
=−
∑
pi∈BI(χ),pi 6=1χ,pipiω,χ
∏
V ∈pi
Bχ|V ((a1, ..., an+1)|V ) = 0,
the last equality holds true because of the inductive hypothesis and the fact that, for each pi in the set
of partitions of the second summand, there is a block V ∈ pi such that ω|V is not constant.
The above discussions also show that vanishing of mixed B-(l, r)-cumulants implies bi-free Boolean
independence for a family of pairs of non-unital algebras. 
We adjust some notations in [BNNS] to the present case. LetW+ := ⊔∞n=1{l, l∗, r, r∗}n be the set of
all non-empty words over the four-letter alphabet {l, l∗, r, r∗}. The algebra of polynomials in four non-
commutative variables Zl, Z
∗
l , Zr, and Z
∗
r is denoted by C〈Zl, Z∗l , Zr, Z∗r 〉. For w = w1 · · ·wn ∈ W+,
we write Zw = Zw1 · · ·Zwn ∈ C〈Zl, Z∗l , Zr, Z∗r 〉, where
Zk =


Zl, if k = l
Z∗l , if k = l
∗
Zr, if k = r
Z∗r , if k = r
∗.
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We also use Zw to denote the tuple (Zw1 , ..., Zwn). An algebraic ∗-distribution is a unital linear
functional
µ : C〈Zl, Z∗l , Zr, Z∗r 〉 → C.
The collection of all algebraic ∗-distributions of C〈Zl, Z∗l , Zr, Z∗r 〉 is denoted by D(l, r, ∗). The alge-
bra of all formal power series in four non-commutative indeterminates zl, zr, z
∗
l and z
∗
r is denoted by
C〈〈zl, z∗l , zr, z∗r 〉〉. The collection of all power series in C〈〈zl, z∗l , zr, z∗r 〉〉 with vanishing constant coef-
ficient is denoted by C0〈〈zl, z∗l , zr, z∗r 〉〉. In the following, µ(Zw) = µ(Zw1 · · ·Zwn), while Bχ(Zw) =
Bχ(Zw1 , ..., Zwn), and κχ(Zw) = κχ(Zw1 , ..., Zwn).
Applying Definition 7.1 in [GS], and Definition and Remark 2.3 in [BNNS] to our case, we get the
following definition.
Definition 4.3. For µ ∈ D(l, r, ∗), we define the following formal power series.
(1) The moment series of µ is Mµ :=
∑
w∈W+ µ(Zw)zw ∈ C0〈〈zl, z∗l , zr, z∗r 〉〉.
(2) The bi-Boolean η-series of µ is
ηµ =
∑
w∈W+
Bχw (Zw)zw,
(3) The bi-free R-transform of µ is Rµ =
∑
w∈W+ κχw(Zw)zw,
where χw : {1, 2, ..., n} → {l, r} is defined by χw(k) = l, if wk ∈ {l, l∗}; χw(k) = r, if wk ∈ {r, r∗}, for
w = w1...wn ∈ W+, Bχw is defined by (4.1).
Definition 4.4. We say w = w1...wn ∈ W+ is alternating, if wχw := (wsχw (1)...wsχw (n)) ∈ W1 ∪W2,
where χw : {1, ..., n} → {l, r} is the function defined in definition 4.3, and
(1) W1 := {lω(1), ..., lω(k), rω(k+1), ..., rω(2m)) ∈ W+ : ω : {1, ..., 2m} → {1, ∗}, ω(1) = 1, ω(i) 6=
ω(i+ 1), i = 1, ..., 2m− 1, 0 ≤ k ≤ 2m,m = 1, 2, ...},
(2) W2 := {lω(1), lω(2), ..., lω(k), rω(k+1), ..., rω(2m)) ∈ W+ : ω : {1, ..., 2m} → {1, ∗}, ω(1) =
∗, ω(i) 6= ω(i+ 1), i = 1, ..., 2m− 1, 0 ≤ k ≤ 2m,m = 1, 2, ...}.
A word w ∈ W+ is said to be mixed alternating, if wχw = w1 · · ·wp, where wi ∈ Wji , j1 6= j2 6= · · · 6= jp,
and j1, j2, ..., jp ∈ {1, 2}.
Definition 4.5. A ∗-distribution µ ∈ D(l, r, ∗) is said to be η-diagonal if Bχω (Zw) = 0 whenever
w ∈ W+ is not alternating. In this case, the η-series of µ has the following form
ηµ =
∑
wχw∈W1
Bχω (Zw)zw +
∑
wχw∈W2
Bχω (Zw)zw.
We shall give a characterization of η-diagonal distributions in D(l, r, ∗) in terms of their ∗-moments,
similar to Theorem 2.8 in [BNNS] for η-diagonal distributions of single random variables. We first give
a couple of preliminary results.
Lemma 4.6. For µ ∈ D(l, r, ∗), if µ(Zw) = 0, whenever w is not mixed alternating, then Bχw (Zw) = 0,
whenever w is not mixed-alternating.
Proof. Let w = w1...wn ∈ W+ and χw : {1, ..., n} → {l, r} defined in Definition 4.3. By Definition 4.1,
µ(Zw) =
∑
pi∈BI(χw)Bχw(Zw). By 3.3 in [GS], the Mobius function
µBI : BI := ∪n≥1 ∪χ:{1,...,n}→{l,r} BI(χ)→ Z
is defined recursively by the equation∑
τ∈BI(χ),σ≤τ≤pi
µBI(τ, pi) =
∑
τ∈BI(χ),σ≤τ≤pi
µBI(σ, τ) =
{
1, if σ = pi
0, otherwise
.
Then we have
Bχw (Zw) =
∑
pi∈BI(χw)
µpi(Zw)µBI(pi, 1|w|),
for w ∈ W+. The conclusion follows now from the fact that w is mixed alternating if w|V is mixed
alternating for every V ∈ pi ∈ BI(χ). 
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Lemma 4.7. Let µ, ν ∈ D(l, r, ∗). If µ and ν satisfy the following conditions
(1) µ(Zw) = ν(Zw) = 0, if w ∈ W+ is not mixed alternating;
(2) for a mixed alternating word w ∈ W+ with canonical factorization wχw = w1 · · ·wd, and
piw = {J1, ..., Jd} ∈ BI(χw) such that wχw |Ji = wi, i = 1, 2, ..., d, we have
µ(Zw) = µ(Zw|J1 ) · · ·µ(Zw|Jd ), ν(Zw) = ν(Zw|J1 ) · · · ν(Zw|Jd );
(3) also, B
(µ)
χw (Zw) = B
(ν)
χw (Zw) for every alternating word w ∈ W+, where B(µ) and B(ν) are
Boolean cumulant functions of µ and ν, respectively,
then µ = ν.
Proof. By conditions (1) and (2), it is sufficient to prove µ(Zw) = ν(Zw) for an alternating word
w ∈ W+. We prove the equality µ(Zw) = ν(Zw) for wχw ∈ W1. The proof for the other case is
essentially the same as this case. By (4.1), we have
µ(Zw) =
∑
pi∈BI(χw)
B(µ)pi (Zw)
=
∑
pi∈BI(χw),|V |∈2N,∀V ∈pi
∏
V ∈pi
B
(µ)
χw |V (Zw|V )
=
∑
pi∈BI(χw),|V |∈2N,∀V ∈pi
∏
V ∈pi
B
(ν)
χw |V (Zw|V ) = ν(Zw),
where the second and last equalities hold because Bχw |V (Zw|V ) = 0 by Lemma 4.6, for V ∈ pi ∈ BI(χw)
such that |V | is odd, since w|V is not mixed alternating; the third equality holds, because Condition
(3) and the fact that w|V is an alternating word in W1, for a blck V ∈ pi if every block of pi is of an
even set. 
Theorem 4.8. A ∗-distribution µ ∈ D(l, r, ∗) is η-diagonal if and only if µ(Zw) = 0, whenever w ∈ W+
is not mixed alternating, and µ(Zw) = µ(Zw|J1 ) · · ·µ(Zw|Jd ) for every mixed alternating word w with
canonical factorization wχw = w1 · · ·wd, where piw := {J1, ..., Jd} ∈ BI(χw) such that wχw |Ji = wi,
i = 1, ..., p.
Proof. If a distribution µ is η-diagonal, then, for a non-mixed-alternating word w ∈ W+,
µ(Zw) =
∑
pi∈BI(χw)
∏
V ∈pi
Bχw |V (Zw|V ) = 0,
since there is at least one block V ∈ pi such that w|V is not alternating for every pi ∈ BI(χw).
Moreover, for a mixed alternating word w ∈ W+ with canonical factorization wχw = w1 · · ·wd, let
piw = {J1, ..., Jd} ∈ BI(χw) such that wχw |Ji = wi, for i = 1, 2, ..., d. Then Bρ,χw(Zw) = 0 for
ρ ∈ BI(χw), if ρ  piw, since µ is η-diagonal. It follows that
µ(Zw) =
∑
pi∈BI(χw)
Bpi(Zw) =
∑
pi∈BI(χw),pi≤piw
Bpi(Zw)
=
∑
pi=pi1∪···∪pid∈BI(χw),pii∈BI(χw|Ji ),i=1,...,d
d∏
i=1
Bpii(Zw|Ji )
=
d∏
i=1
∑
pii∈BI(χw|Ji )
Bpii(Zw|Ji ) = µ(Zw|J1 ) · · ·µ(Zw|Jd ).
Conversely, if µ ∈ W+ satisfies the two conditions in this theorem, we define a ∗-distribution ν by assign-
ing its Boolean cumulants B
(ν)
χw (Zw) = B
(µ)
χw (Zw), for an alternating word w ∈ W+; and B(ν)χw (Zw) = 0,
for a non-alternating word w ∈ W+, where B(µ) is the Boolean cumulant function of µ. By the defi-
nition of η-diagonal distributions, ν is η-diagonal. By the proof above, ν(Zw) = 0, if w is not mixed
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alternating, and ν(Zw) = ν(Zw1) · · · ν(Zwd) for a mixed alternating word w = w1...wd. By Lemma 4.7,
µ = ν is η-diagonal. 
For a pair (a, b) of random variables in a non-commutative probability space (A, ϕ), the bi-Boolean
η series is
ηa,b(zl, zr) =
∞∑
n=1
∑
χ:{1,...,n}→{l,r}
Bχ(Z1, ..., Zn)zχ(1) · · · zχ(n),
where Zk = a if χ(k) = l; Zk = b if χ(k) = r. A pair (a, b) is η-diagonal, if Bχ(Z1, .., Zn) = 0 unless n
is even and (Zsχ(1), ..., Zsχ(n)) = (a, b, a, b, ..., a, b) or Zsχ(1), ..., Zsχ(n)) = (b, a, b, a, ..., b, a).
Proposition 4.9. Let (x, y) be a η-diagonal pair of random variables in a ∗-probability space (A, ϕ).
Then we have
η(xx∗,yy∗)(zl, zr) =
∞∑
n=1
(B2n(x, x
∗, ..., x, x∗)znl +B2n(y
∗, y, ..., y∗, y)znr ),
η(x∗x,y∗y)(zl, zr) =
∞∑
n=1
(B2n(x
∗, x, ..., x∗, x)znl +B2n(y, y
∗, ..., y, y∗)znr ).
Proof. We prove the first formula only. The proof for the other is essentially the same. For n ∈ N and
χ : {1, ..., n} → {l, r}, let Zl = xx∗, Zr = yy∗, and Zχ = Zχ(1), ..., Zχ(n) in Bχ(Zχ) and ϕpi(Zχ), and
Zχ = Zχ(1) · · ·Zχ(n) in ϕ(Zχ). By 3.3 in [GS], we have
Bχ(Zχ) =
∑
pi∈BI(χ)
ϕpi(Zχ)µBI(pi, 1n) =
∑
pi∈BI(χ)
(−1)|pi|−1ϕpi(Zχ).
Let χˆ : {1, ..., 2n} → {l, r} by χˆ(2k− 1) = χˆ(2k) = χ(k), for k = 1, ..., n. For pi = {V1, ..., Vd} ∈ BI(χ),
where blocks are arranged in an increasing order with respect to ≺χ, that is, sχ(1) = min≺χ(V1), and
max≺χ(Vi) ≺χ min≺χ(Vi+1), for i = 1, ..., n − 1, define a partition pˆi = {Vˆ1, ..., Vˆd} ∈ BI(χˆ), where
2k − 1, 2k ∈ Vˆi ∈ pˆi if and only if k ∈ Vi ∈ pi, for i = 1, ..., d. Then we have
ϕpi(Zχ)µBI(pi, 1n) = (−1)|pˆi|−1ϕpˆi(Yχˆ) = ϕpˆi(Yχˆ)µBI(pˆi, 12n),
where Yχˆ = Yχˆ(1) · · ·Yχˆ(2n), Yχˆ(2k−1) = x, Yχˆ(2k) = x∗, if χ(k) = l; Yχˆ(2k−1) = y∗, Yχˆ(2k) = y, if
χ(k) = r, for k = 1, ..., n.
Let ρ ∈ BI(χˆ), and ρ = {S1, S2, ..., Sd} such that, for each block Si, |Si| is even. Let
Si = {sχˆ(2pi + 1), ..., sχˆ(2pi + 2ki), sχˆ(2pi + 2ki + 1), ..., sχˆ(2pi + 2qi)},
where χˆ(sχˆ(2pi+1)) = ... = χˆ(sχˆ(2pi+2ki)) = l, and χˆ(sχˆ(2pi+2ki+1)) = ... = χˆ(sχˆ(2pi+2qi)) = r.
Then Si = Vˆi, where Vi = {sχ(pi + 1), ..., sχ(pi + qi)}, for i = 1, 2, ..., d. Let pi = {V1, ..., Vd}. We then
have pi ∈ BI(χ) and ρ = pˆi. It implies that for ρ ∈ BI(χˆ), ρ = pˆi for some pi ∈ BI(χ) if and only if,
for each S ∈ ρ, |S| is even. Therefore, if ρ ∈ BI(χˆ) does not have a form pˆi for some pi ∈ BI(χ), there
exists a block S ∈ ρ such that |S| is odd. By Theorem 4.8, ϕ(Yχˆ|S ) = 0. It implies that
Bχ(Zχ) =
∑
pi∈BI(χ)
(−1)|pi|−1ϕpi(Zχ) =
∑
pi∈BI(χ)
(−1)|pˆi|−1ϕpˆi(Yχˆ)
=
∑
ρ∈BI(χˆ)
(−1)|ρ|−1ϕρ(Yχˆ) = Bχˆ(Yχˆ)
=


B2n(x, x
∗, ..., x, x∗), if χ ≡ l,
B2n(y
∗, y, ..., y∗, y), if χ ≡ r,
0, if χ is not constant,
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where Bχˆ(Yχˆ) = 0, if χ is not constant, since (Yχˆ(sχˆ(1)), ..., Yχˆ(sχˆ(2n))) = (x, x
∗, ..., x, x∗, y∗, y, ..., y∗, y)
is not alternating. By the definition of η-series for (xx∗, yy∗), we have
η(xx∗,yy∗) =
∞∑
n=1
(B2n(x, x
∗, ..., x, x∗)znl +B2n(y
∗, y, ..., y∗, y)znr ).

Corollary 4.10. There is an η-diagonal pair (x, y) of random variables in a ∗-probability space (A, ϕ)
such that (xx∗, yy∗) and (x∗x, y∗y) are not bi-Boolean independent.
Proof. By Definition 7.1 in [GS], M,R, η : D(l, r, ∗)→ C0〈〈zl, z∗l , zr, z∗r 〉〉 are bijections. Therefore, we
can define a distribution µ ∈ D(l, r, ∗) by the equation ηµ = zlz∗l z∗rzr, that is, there is a pair (x, y) of
random variables in a ∗-probability space (A, ϕ) such that Bχ(x, x∗, y∗, y) = 1, where χ : (1, 2, 3, 4) 7→
(l, l, r, r), while all other bi-Boolean cumulants of (x, y) vanish. Then (x, y) is η-diagonal. It implies by
the proof of Proposition 4.9 that
Bχ(xx
∗, y∗y) = Bχˆ(x, x∗, y∗, y) = 1,
where χ(1) = l, χ(2) = r, χˆ(1) = χˆ(2) = l, and χˆ(3) = χˆ(4) = r. By Proposition 4.2, (xx∗, yy∗) and
(x∗x, y∗y) are not bi-Boolean independent. 
5. Boolean Independence with Amalgamation
It was proved in Theorem 1.2 in [NSS] that an element x in a ∗-probability space (A, ϕ) is R-diagonal
if and only if the unital algebra Z generated by
(
0 x
x∗ 0
)
and the scalar diagonal matrix algebra
D2 is free from M2(C) with amalgamation over D2 in (M2(A),D2, F2), where F2 : M2(A) → D2,
F2([aij ]) =
(
ϕ(a11) 0
0 ϕ(a22)
)
, for [aij ] ∈ M2(A). In this section we study Boolean independence of
the above two algebras with amalgamation over D2.
Let’s recall some basic facts on Boolean independence from [GS] and [MP]. Let A1 and A2 be two
subalgebras of a non-commutative probability space (A, ϕ). We sayA1 andA2 are Boolean independent
if
ϕ(Z1Z2 · · ·Zn) = ϕ(Z1)ϕ(Z2) · · ·ϕ(Zn), (5.1)
for Zi ∈ Aji , ji ∈ {1, 2}, i = 1, 2, · · · , n, j1 6= j2 6= · · · 6= jn. Let B be a subalgebra of A. A subalgebra
A1 of A is called a B-subalgebra if B ⊆ A1 or B
⊔A1 is an algebra. Two B-subalgebras A1 and A2
are Boolean independent over B if (5.1) holds. By Remark 4.2 in [MP], if A1 and A2 are Boolean
independent over B, then
E(Z1 · · ·Zn) = E(Z1) · · ·E(Zn), (5.2)
for Zi ∈ Aji , ji ∈ {1, 2}, i = 1, 2, · · · , n, j1 6= j2 6= · · · 6= jn, where E : A → B is the conditional
expectation (see Sections 2 and 4 in [MP]).
If A2 is unital, then we have ϕ(An) = ϕ(A1A1 · · ·A1) = ϕ(A)ϕ(1) · · ·ϕ(A)ϕ(1) = ϕ(A)n, for all
A ∈ A1. To avoid this trivial case, Gu and Skoufranis [GS] studied (bi-)Boolean independence for
only non-unital (pairs of) subalgebras. In Definition 8.3 in [GS], a B-subalgebra C of A was defined
as a subalgebra satisfying ε(B ⊗ 1B) ⊆ C, where ε : B ⊗ Bop → A is a unital homomorphism such
that ε|B⊗1B is injective, and B is a unital algebra over C. It follows that ε(1B ⊗ 1B) = 1A ∈ C, that
is, C is a unital subalgebra. But Definition 8.3 in [GS] defines bi-Boolean independence of non-unital
B-subalgebra pairs, which leads a contradiction.
We provide another way to avoid the trivial case that ϕ(An) = ϕ(A)n in defining Boolean inde-
pendence of subalgebras. The new definition is equivalent to the well-known definition of Boolean
independence for non-unital subalgebras, and avoids the contradiction in Definition 8.3 in [GS]. We
consider Boolean independence instead of bi-Boolean independence.
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Definition 5.1. Two subalgebras A1 and A2 of (A, ϕ) are Boolean independent if (5.1) holds for
Zi ∈ Aji \ C1, ji ∈ {1, 2}, i = 1, 2, · · · , n, j1 6= j2 6= · · · 6= jn.
Let B be a subalgebra of (A, ϕ). Two B-subalgebras A1 and A2 of (A, ϕ) are Boolean independent
over B if (5.2) holds for Zi ∈ Aji \ C1, ji ∈ {1, 2}, i = 1, 2, · · · , n, j1 6= j2 6= · · · 6= jn.
Theorem 5.2. Let (A, ϕ) be a ∗-probability space. If the unital algebras Z and M2(C) are Boolean
independent with amalgamation over D2 in (M2(A),D2, F2), then
ϕ((xx∗)n) = ϕ((x∗x)n) = ϕ(xn) = ϕ((x∗)n) = 0, n ∈ N.
If every non-zero random variable x ∈ A has a non-zero distribution, then the two algebras Z and
M2(C) can never be Boolean independent over D2 for a non-zero x.
Proof. Let I2 be the unit of the algebra M2(A). By [NSS], every matrix M ∈ Z \ CI2 has the form
M =
(
α11(xx
∗)m1 α12x(x∗x)m2
α21x
∗(xx∗)m3 α22(x∗x)m4
)
,m1,m2,m3,m4 ∈ N ∪ {0}, αij ∈ C, i, j = 1, 2,
for M is not in D2, or
M =
(
α11 0
0 α22
)
: α11 6= α22, α11, α22 ∈ C.
The non-scalar part M2(C) \ CI2 is equal to{(
β11 β12
β21 β22
)
: β11 6= β22, if β12 = β21 = 0, βij ∈ C, i, j = 1, 2
}
.
Let m1,m2,m3 ∈ N ∪ {0}, and
Z1 =
(
(xx∗)m1 0
0 1 + (xx∗)m1
)
, Z2 =
(
0 x(x∗x)m2
0 1
)
, Z3 =
(
0 0
x∗(xx∗)m3 1
)
∈ Z \ CI2,
A1 =
(
1 0
0 0
)
, A2 =
(
0 0
0 1
)
∈M.
Then
F2(Z1A1Z2A2Z3) =
(
ϕ((xx∗)m1+m2+m3+1) 0
0 0
)
.
If Z and M2(C) are Boolean independent with amalgamation over D2 in ( L(M2(A)),D2, F2), we have
F2(Z1A1Z2A2Z3) = F2(Z1)A1F2(Z2)A2F2(Z2) = 0.
It implies that ϕ((xx∗)n) = 0, for n ∈ N, if Z and M2(C) are Boolean independent with amalgamation
over D2, since m1 +m2 +m3 + 1 ≥ 1. Very similarly, let W =
(
1 + (x∗x)m1 0
0 (x∗x)m1
)
∈ Z \ CI2,
for m1 ∈ N ∪ {0}. We then have
0 = F2(WA2Z3A1Z2) =
(
0 0
0 ϕ((x∗x)m1+m2+m3+1)
)
,
if Z and M2(C) are Boolean independent with amalgamation over D2 in ( L(M2(A)),D2, F2). It follows
that ϕ((x∗x)n) = 0, n ∈ N.
If, furthermore, every non-zero element in (A, ϕ) has a non-zero distribution, we get x∗x = xx∗ = 0.
If x 6= 0, let A =
(
0 x
x∗ 0
)
∈ Z \ CI2, and B =
(
0 1
1 0
)
∈M2(C) \ CI2. We have
F2((AB)
n) =
(
ϕ((xn) 0
0 ϕ((x∗)n)
)
= F2(A)F2(B) · · ·F1(A)F2(B) = 0, n = 1, 2, ....
It implies that all ∗-moments of x are zeros,therefore, x = 0, which leads a contradiction.
Hence, Z and M2(C) are not Boolean independent over D2, if x 6= 0.

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