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La importancia de la exploración śısmica en la búsqueda de petróleo y
gas está evidenciada por una aplicación extensiva. Las compañ́ıas de petróleo
recurren a esta técnica para seleccionar el lugar donde se perforan pozos
exploratorios. Es por esto que el principal objetivo es mapear la estructura
geológica de los yacimientos de petróleo y gas mediante la imagen śısmica de
la distribución reflexiva de la tierra [33].
En general el proceso de exploración śısmica requiere de una adquisición,
procesamiento e interpretación de datos que pueden ser reevaluados conforme
se obtenga más información de la zona mediante registros de pozos,
mejoramiento de la calidad de la información ajustando los modelos de
cálculo, entre otros.
En el proceso de aquisición se requiere de un cuidadoso y detallado plan
antes que la operación en campo inicie. Tal planeamiento incluye: la selección
del objetivo o ”target”, estimación del potencial de producción, costos de
adquisición, establecer el estandar en la calidad de datos, ĺıneas deseadas,
equipos a usarse y requerimientos de adquisición. Tales requerimientos
incluyen la selección adecuada de la zona donde se ubicará la fuente, el tipo
de fuente (obtener espectro de frecuencias adecuado tanto en tipo como en
intensidad), receptores, cables y sistema de grabación.
Durante la adquisición se generan ondas śısmicas mediante la perturba-
ción de la tierra usando una fuente artificial por medio de dinamita, vibrador,
cañón de aire ó pistola hidráulica. Cuando se libera la enerǵıa de la fuente se
generan vibraciones acústicas o elásticas que viajan por la tierra atravesando
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los estratos con diferentes respuestas śısmicas y efectos de filtrado, y retor-
nan a la superficie para ser registradas como datos śısmicos. Una vez la onda
alcanza la superficie, se registra el arrivo con receptores śısmicos. La configu-
ración óptima de estos receptores y la orientación de las ĺıneas de recepción
con respecto a los rasgos geológicos, asegura que se registre la relación señal-
ruido más alta con una resolución apropiada minimizando los efectos ajenos
tales como las ondas aéreas, la onda superficial, las múltiples reflexiones y las
difracciones que más adelante serán eliminadas a través del procesamiento.
Cuando llega la vibración a los equipos de detección, por ejemplo los geófo-
nos, se genera una débil corriente producida por el movimiento relativo entre
la caja y la masa suspendida al interior del receptor. Este voltaje llega al
equipo como una señal cruda.
La corteza terrestre no es una masa uniforme y homogénea. Es una
sucesión de rocas que poseen distinto origen y naturaleza, de alĺı que se
distingan en cuanto a sus propiedades mecánico-estructurales y se comporte
de manera particular cuando viaja una onda śısmica [31]. Por lo general, por
simpleza matemática, la tierra es considerada como un medio isotrópico, es
decir, la velocidad no depende de la dirección de propagación. Los sólidos
presentes o los cristales anisotrópicos pueden dar lugar a variaciones de
velocidad que son función de la direccion de propagación. Luego en general,
esta velocidad de propagación de las ondas no es perpendicular a sus frentes
de onda, aśı el movimiento de las part́ıculas difiere del comportamiento
isotrópico.
En zonas de la tierra donde se da un cambio de roca se produce una
variación de las propiedades f́ısicas del medio especialmente en densidad
y velocidad de propagación. En estas zonas la enerǵıa śısmica es reflejada
hacia la superficie y es detectada por los receptores śısmicos. Los datos
son recolectados en forma digital, luego un procesamiento computacional
es usado para eliminar el ruido, reconstruir el camino de las ondas śısmicas y
extraer la información de interés para llevar a cabo la interpretación geológica
respectiva.
Durante la etapa del procesamiento la transformada de Fourier es un
elemento fundamental para el análisis e interpretación de datos śısmicos
ayudando a eliminar el ruido y mejorar la señal [39]. La formulación general
se conducirá en el dominio de la frecuencia para algún parámetro observable
u(x, x0, ω) llamado campo de desplazamiento ó presión. Aqúı x representa
la posición de observación, ω la frecuencia y x0 la posición de la fuente.
La propagación del campo u(x, x0, ω) está gobernado por la ecuación de
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∆u (x;ω) + k2u (x, ω) = −δ (x− x0)
donde k representa el número de onda y la función δ (x− x0) un impulso
localizado en x = x0.
El mejoramiento de la calidad de la información en la etapa de
procesamiento requiere que d́ıa a d́ıa se generen modelos más robustos que
representen de forma más exacta la estructura de la tierra.
La ecuación de Helmholtz surge en muchas aplicaciones f́ısicas en parti-
cular en fenómenos de propagación de ondas acústicas, electromagnéticas y
en mecánica cuántica [17]. Para solucionarla se emplean métodos de apro-
ximación como solución en rayos [6], método de diferencias finitas [28] [35],
método de los elementos finitos [1] [2] [8] [10] [26], transformada wavelets
[14]. El trabajo desarrollado en [36] presenta un nuevo modelamiento de la
propagación de ondas śısmicas en 2D aplicando wavelets. En este trabajo se
emplea la ecuación de onda en un medio homogéneo y se analiza la evolución
de la onda en el tiempo para diferentes condiciones de frontera y arreglos
de fuente-receptor. Por lo general los problemas asociados a esta ecuación
están bien definidos para regiones regulares con condiciones de frontera tipo
Dirichlet, Newman y Robin. En muchos problemas de ingenieŕıa donde los
dominios no son regulares se omiten las condiciones de frontera lo que hace
que el problema sea mal puesto [23]. En la práctica el uso de las condiciones
de frontera no reflectantes permite mejorar las soluciones e incrementar la
exactitud si se compara con condiciones de frontera estandart [12]. En este
trabajo se considera el análisis desarrollado por [36] teniendo en cuenta el
tipo de condición de frontera y se resuelve la ecuación de Helmholtz ana-
lizando, desde el régimen de la frecuencia, la incidencia de las condiciones
de frontera. Se considera una región lo suficientemente grande que simule la
sección transversal de una porción de la tierra, con una densidad constante,
donde el campo de onda u se propagará y en la cual se cumpla la condición





1.1. Teoŕıa de Perturbación
La teoŕıa de perturbación es el estudio de los efectos de pequeñas
alteraciones producidas por la inserción de un parámetro ε [34].
Una serie perturbada se clasifica en dos tipos. En primer lugar si estas
alteraciones son pequeñas y la serie perturbada es una serie de potencias
en ε que no desaparece en su radio de convergencia, entonces se dice que la
perturbación es regular. Si la serie perturbada puede tomar o no la forma de
una serie, si lo hace, la serie de potencias se anula en su radio de convergencia
y por tanto la perturbación es Irregular [4]. Dependiendo de la elección de
ε, la forma de aproximación puede descomponerse en una lista de infinitos
problemas. En términos generales para realizar un análisis de perturbación
se siguen algunos pasos básicos:
a) Se introduce un pequeño parámetro ε lo que convierte el problema
original en un problema perturbado. En algunos casos es confuso porque
hay muchas maneras de introducir ε.
b) Se expande la respuesta del problema como una serie de potencias
en ε perturbada, Respuesta (ε) =
∑∞
n=0 anε
n con a0 definida como
la perturbación de orden cero. Generalmente este paso involucra una
14 1.1 Teoŕıa de Perturbación
secuencia iterativa para determinar los coeficientes. La existencia de la
solución de orden cero en una forma cerrada asegura que los términos
de orden superior se calculen de manera anaĺıtica.
c) Se recupera la respuesta al problema original sumando la serie
perturbada para el valor apropiado de ε, es decir, si ε = 1 sumamos la
serie. Este paso puede ser fácil o no. Si la serie perturbada converge la
suma es la respuesta buscada. Muchas series divergen aśı que puede
tenerse una buena aproximación a la respuesta cuando ε es muy
pequeño.
Ejemplo 1.1.1. Hallar la raiz del polinomio x5 + x = 1. La respuesta
obtenida en un programa computacional es x = 0,755
1. Se ubica ε en la menor potencia de x, es decir, x5 + εx = 1. Si ε = 0
el problema no es perturbado y por tanto se resuelve la ecuacion de
manera exacta x = 1; lo cual podria ser una buena aproximacion para
x = 0,755.
2. Expansion de la respuesta en serie de potencias.
Respuesta(ε) = R(ε) =
∑∞
n=0 anε
n =a0 + a1ε+ a2ε
2 + a3ε
3 + ....
Se calculan los coeficientes a0, a1, a2, .... Para ello se reemplaza R(ε)
en la ecuacion x5 + εx = 1. Por lo tanto
(1 +R(ε))5 = (a0 + a1ε+ a2ε
2 + a3ε
3 + ...)5
Se realiza la expansion del polinomio y se determinan los coeficientes
de ε para las diferentes potencias:
ε0, a0 = 1
ε1, 5a1 + 1 = 0⇒ a1 = −1/5
ε2, 5a2 + 10a
2
1 + a1 = 0⇒ a2 = −1/25
De forma secuencial se determina a3 = −1/125.
Por tanto
Respuesta(ε) = R(ε) = 1− 1/5ε− 1/25ε2 − 1/125ε3 + ...
3. Se recupera la respuesta haciendo ε = 1
Respuesta(1) = R(1) = 1− 1/5− 1/25− 1/125 + ... ' 0,752 lo cual es
una buena aproximacion a x = 0,755 ya que el error es de 3 en 750.
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1.2. Series de Potencias Asintóticas
Relación de orden: Sea x una variable real ó compleja. Supongamos que
f(x) y g(x) son dos funciones de x definidas y continuas en un dominio R y
que x0 reside en la clausura de R.
Definición 1.2.1. Notación “O”. Suponga que x → x0 en R, si existe
una constante k, independiente de x, en una vecindad N0 de x0 tal que
|f(x)| ≤ k|g(x)|. Decimos que f(x) = O(g(x)), x → x0 en R. Lo anterior
significa que si g(x) 6= 0, entonces la relación f(x)
g(x)
está acotada cuando
x→ x0, es decir |f(x)g(x) | → k siempre que x→ x0
Definición 1.2.2. Notación “o”. Suponga que para cualquier ε > 0 existe
una vecindad Nε de x0 tal que |f(x)| ≤ ε|g(x)| para todo Nε ∩ R Entonces





Definición 1.2.3. Sea f(x) una función cont́ınua definida en R. La serie∑+∞
n=0 an(x − x0)n se dice que es una expansión en serie asintótica de f


















an(x− x0)n ∼ am(x− x0)m. (1.2.3)
Aśı la serie de potencias es asintótica a una función si el residuo de
“m” términos es mucho más pequeño que el último término retenido cuando
x → x0. De ésta definición una serie puede ser asintótica a una función sin
ser convergente.
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La condición para que la función tenga expansión en serie de potencias
asintóticas es que los ĺımites existan [5].
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1.3. Método del Balance Dominante
El método del balance dominante [4] se utiliza para obtener soluciones
aproximadas a ecuaciones diferenciales lineales ordinarias sobre puntos
singulares irregulares. Este método se basa en la búsqueda de soluciones
locales de la forma y(x) = es(x), cuando x → x0. La técnica consiste en tres
pasos:
1. Se suprimen los términos que parecen despreciables y se reemplaza la
ecuación exacta por una relación asintótica.
2. Se sustituye la relación asintótica por la igualdad y se resuelve la
ecuación resultante de manera exacta. La solución de la ecuación
satisface la relación asintótica a través de cierta función.
3. Se verifica que la solución obtenida es consistente con la aproximación
hecha en el paso 1.
Ejemplo 1.3.1. Considere la ecuación diferencial
xy′′ + y′ = y (1.3.1)
La expresión (1.3.1) tiene una singularidad irregular en +∞. Para
determinar el comportamiento de la solución se aplica el método del balance
dominante comenzando con buscar una solución local del tipo y(x) = es(x).
Las derivadas respectivas son:
y′ = s′(x)es(x) (1.3.2)
y′′ = es(x)[(s′(x))2 + s′′(x)] (1.3.3)
Sustituyendo (1.3.2) y (1.3.3) en (1.3.1) se obtiene la expresión
xes(x)[(s′(x))2 + s′′(x)] + s′(x)es(x) = es(x) (1.3.4)
Como es(x) es diferente de cero para todo valor de x, entonces se divide
la expresión (1.3.4) por dicho factor y se obtiene la ecuación resultante:
x(s′(x))2 + xs′′(x) + s′(x) = 1 (1.3.5)
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Se aplica el paso 1 suprimiendo los términos que se consideran
despreciables
s′′(x) (s′(x))2 ⇒ xs′′(x) x(s′(x))2 (1.3.6)
bajo este supuesto la relación asintótica de expresión (1.3.6) esta definida
como
s′′(x) (x(s′(x)))2 ∼ 1− s′(x) (1.3.7)




Se aplica el paso 2 sustituyendo la relación asintótica por la igualdad y




donde c(x)  2
√
x. Sustituyendo la expresión (1.3.9) en (1.3.6) y
combinando términos se obtiene una expresión para c(x)





















cuya solución es c(x) = 1
4
ln(x).
Se aplica el paso 3 verificando la consistencia de la solución. El
comportamiento principal de y(x) está dado por es(x)+c(x) = kx−1/4e2
√
x con










Sustituyendo la expresión (1.3.12) en (1.3.6) se trata la ecuación
diferencial para la variable desconocida w(x). La ecuación podŕıa resolverse
usando una expansión asintótica en serie de potencias inversa, debido a que






−n, ao = 1, x→ +∞ (1.3.13)
La expresión (1.3.13) en general es divergente pero cualquier suma finita
provee la mejor aproximación para w(x) y por tanto para y(x).
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1.4. Método WKBJ








ψ = 0 (1.4.1)
donde ε es un pequeño parámetro, Q(x) es una función monótona
creciente para valores de x. El método WKBJ , desarrollado por los f́ısicos
Wentzel, Kramers, Brillouin (1926) y el matemático Harold Jeffreys (1923),
es un método de perturbación singular en donde la derivada de mayor
orden es multiplicada por un pequeño parámetro. Este método tiene variadas
aplicaciones debido a que cualquier ecuación lineal homogénea de segundo
orden puede transformarse en (1.4.1). Aunque la solución exacta pueda ser
demasiado compleja, la solución aproximada consiste en exponenciales de
funciones algebraicas, integrales elementales o de funciones ya conocidas
como las funciones de Airy [16], [18].









, ε→ 0. (1.4.2)
La expresión (1.4.2) es la fórmula inicial con la cual se deriva la aproximación
WKBJ y la naturaleza singular del método es evidente en el término 1
ε
de
la aproximación exponencial (1.4.2).
Ejemplo 1.4.1. Aproxime la solución de la ecuación de Schrödinger
δ2y′′ = Q(x)y, Q(x) 6= 0. (1.4.3)
Se comienza empleando la forma inicial para la aproximación WKBJ y


































































= Q(x), ε→ 0. (1.4.6)
Aplicando el método del balance dominante se presenta que el mayor




, tiene la misma magnitud que Q(x) en el
lado derecho. Aśı que ε es proporcional a δ y por simplicidad se elige ε = δ.
Al comparar las potencias de δ se obtiene una serie de ecuaciones que da la
posibilidad de calcular S0, S1 , S2; la ecuación resultante para S0 es conocida






La ecuación resultante para S1 es conocida como la ecuación de




























, ε→ 0, (1.4.9)
donde A1 y A2 son constantes que se determinan con las condiciones
iniciales y “a” es un punto fijo pero arbitrario de integración.
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1.5. Método de las Caracteŕısticas
El método de las caracteŕısticas permite resolver problemas de ecuaciones
diferenciales parciales lineales, semi-lineales y cuasi-lineales. La forma general
para este tipo de ecuaciones es:
f(x, y)ux + g(x, y)uy + k(x, y)u = h(x, y)(Lineal),
f(x, y)ux + g(x, y)uy = h(x, y, u)(Semi− Lineal),
f(x, y, u)ux + g(x, y, u)uy = h(x, y, u)(Cuasi− Lineal).
(1.5.1)
Para presentar el desarrollo formal del método considere la ecuacion
diferencial semi-lineal con condiciones iniciales:
f(x, y)ux + g(x, y)uy = h(x, y, u), (1.5.2)
u(x, 0) = u0
ó
u(0, y) = u1
La solución general de (1.5.2) es una superficie F (x, y, u) = 0 donde
u = u(x, y). El cálculo del vector gradiente permite determinar el vector
normal ~n a la superficie F (x, y, u) = 0 como ~n = ∇F = ux~i + ux~j − ux~k.
Una vez definido este vector se escribe la expresión (1.5.2) como el producto
punto
(f(x, y), g(x, y), h(x, y, u)) · (ux(x, y), uy(x, y),−1) = 0. (1.5.3)
En la expresión (1.5.3) los campos vectoriales definidos por
(f(x, y), g(x, y), h(x, y)) y (ux(x, y), uy(x, y),−1) son ortogonales. En
el caso del campo vectorial (ux(x, y), uy(x, y),−1) se define que este co-
rresponde a un vector normal ó vector gradiente. Por lo tanto la expresión
(1.5.3) estaŕıa definida como
(f(x, y), g(x, y), h(x, y, u)) · ~n = 0. (1.5.4)
lo que significa que dado el vector ~v = f(x, y)~i+ g(x, y)~j + h(x, y, u)~k es
normal a ~n; ya que ~n es normal a F (x, y, u) = 0, luego ~v es tangencial a la
superficie F (x, y, u) = 0 y por tanto pertenece plano tangente.
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Figura 1.1: Interpretacion Geometrica del Gradiente y el vector normal
Si se comienza en algún punto de condición inicial y se hace un
desplazamiento en dirección del vector ~v, entonces el desplazamiento se hace a
lo largo de la superficie F (x, y, u) = 0. La curva descrita se define como curva
caracteŕıstica. Aśı la ecuación diferencial parcial provee un requerimiento
geométrico de que cualquier superficie integral en un punto debe ser tangente
al vector ~v. Si se parametriza la curva caracteŕıstica se pueden hallar los
puntos de la misma aśı:
~w(t) = x(t)~i+ y(t)~j + u(t)~k. (1.5.5)
Diferenciando la expresión (1.5.5) respecto t se obtiene el vector tangente
el cual recorre al plano tangente de la superficie F (x, y, u) = 0 en un punto
dado
~w′(t) = x′(t)~i+ y′(t)~j + u′(t)~k. (1.5.6)
Como la caracteŕıstica se obtiene recorriendo la superficie en dirección
del vector ~k, se cumple que ~v y ~w(t) deben ser proporcionales, por ejemplo











La solución de los pares en la expresión (1.5.7) definen la caracteŕıstica
de la ecuación diferencial parcial. Para el caso de una ecuación diferencial
parcial cuasi-lineal, al igual que en el caso semi-lineal, las caracteristicas son
curvas en el espacio x, y, u definidas por:











Ejemplo 1.5.1. Hallar la solución al problema de Cauchy de la ecuación
diferencial parcial semi-lineal para x > 0.
xux + yuy = xe
−u, u(x, x2) = x. (1.5.9)
Se identifican las funciones f(x, y), g(x, y), h(x, y, u). En este caso
f(x, y) = x, g(x, y) = y, h(x, y, u) = xe−u.
Se define el sistema de ecuaciones diferenciales ordinarias como se












obtiene como resultado la expresión ln|y| = ln|x|+ ln|C1| → y = C1x,
por tanto C1 =
y
x




y se resuelve la ecuación diferencial
ordinaria eudu = dx, obteniéndose como resultado la expresión eu =
x+C2, luego C2 = e
u−x. La solución general del problema combina las
constantes C1 y C2 con una relación funcional de la forma C2 = G(C1)
con G una función arbitraria. Aśı
eu − x = G(y/x)→ eu = x+G(y/x). (1.5.10)
Para determinar la función G se hace uso de las condiciones iniciales
u(x, x2) = x. ex = x+G(x
2
x
)→ ex = x+G(x). Por tanto G(x) = ex−x,
luego






Luego la expresión (1.5.11) es la solución particular al problema de
Cauchy (1.5.9). La figura 1.2 presenta la gráfica de la superficie solución.
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Figura 1.2: Superficie Solución
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1.6. Consideraciones de la función fuente
Una fuente puede ser considerada como un objeto infinitamente
pequeño en 2D y 3D que irradia enerǵıa acústica [37]. Un punto fuente
en 3D con un vector posición r0 está definido como la solución de la




g (r/r0) = −δ (r − r0) , r ∈ Ω ⊂ R3 (1.6.1)
donde
r : Punto de observación
g (r/r0) : Función de Green que también satisface la ecuación ho-
mogénea de Helmholtz en todos los puntos excepto en r = r0.
δ(r−r0) : Denotada como la función delta de Dirac en tres dimensiones
representando un punto fuente localizado en r0.
La expresión δ(r − r0) en coordenadas cartesianas está definida como:
δ (r − r0) = δ (x− x0) δ (y − y0) δ (z − z0).
Figura 1.3: Punto Fuente en 3D









∂ ‖ r − r0 ‖




donde D = 2, 3 denota la dimensión del problema.
La condición de radiación provee una condición de frontera al infinito
y por tanto asegura que la fuente irradia ondas que se absorberán en
la frontera. Estas ondas son denominadas ondas salientes. La solución
de (1.6) que también satisface la condición de radiación está dada por
g (r/r0) =
eik‖r−r0‖
4π ‖ r − r0 ‖
.
Para el caso de ondas entrantes la solución es
g (r/r0) =
e−ik‖r−r0‖
4π ‖ r − r0 ‖
.
Otras soluciones de la ecuación de Helmholtz no homogénea pueden
formularse considerando cualquier combinación lineal de g (r/r0). Para






0 (k ‖ r − r0 ‖) .
Donde H
(1,2)
0 representa la función de Hankel de primer y segundo tipo
de orden cero; el supeŕındice (1,2) indica si las ondas son salientes
o entrantes. En este caso para un medio de velocidad constante la
expresión anaĺıtica de la función de Green en 2D es










Al considerar la forma asintótica de la función de Hankel en (1.6.3), la
función de Green queda expresada como











Cuando la la función Delta de Dirac es empleada como punto fuente,
entonces la función de Green es la solución del problema adjunto con
fuente puntual. Si la fuente no fuese la Delta de Dirac, la solución




g (x, x0, ω)f (x) dx.
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1.7. Problemas Interiores
Los problemas interiores son conjuntos con dominios acotados con
condiciones de frontera homogéneas. El problema podŕıa definirse en
términos generales como
∇2u (x;ω) + ω
2
c (x)2
u (x, ω) = f (x) , x ∈ Ω (1.7.1)
u (x) = 0, x ∈ ∂Ω, Dirichlet
un (x) = 0, x ∈ ∂Ω, Newmann.
La formulación del problema está bien puesta para casi todos los
valores de k. Se presentan inconvenientes cuando se tiene un conjunto
discreto de k que corresponde a los valores propios del operador
−c (x)2∇2 establecido en el dominio Ω con condiciones de frontera
definidas. Este k corresponde f́ısicamente a los modos de resonancia
de Ω. Considere la ecuación de Helmholtz con coeficientes constantes
en 1D y determinemos para que valores de k el problema está bien
puesto.
uxx (x) + k
2u (x) = f(x) , x ∈ (0, L)
u (x) = u (L) = 0.
El único valor propio que genera soluciones no triviales se encuentra













Al expandir la solución u y la función f en términos de las funciones





Luego el problema está bien definido si k2 6= λk para todo k
donde fk 6= 0. Cuando la ecuación 1.7.1 modela situaciones f́ısicas
al interior de un dominio acotado se puede incluir un parámetro de
absorción o amortiguamiento que permite que la solución esté bien
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definida. En términos matemáticos este parámetro de amortiguamiento
es adicionado a la ecuación de Helmholtz como
iωξu (x;ω) +∇2u (x;ω) + ω
2
c (x)2
u (x, ω) = f(x)
donde ξ > 0 es conocido como parámetro de amortiguamiento. El
efecto de este parámetro sobre el campo de onda genera que las ondas
“mueran” cuando recorren grandes distancias y la enerǵıa es disipada.
1.8. Problemas Exteriores
Se refiere a aquellos problemas donde el dominio no es acotado como el
caso de la dispersión de ondas. El dominio de las soluciones está fuera
de un conjunto Ω abierto acotado. El problema es modelado como
∇2u (x;ω) + ω
2
c (x)2
u (x, ω) = 0 (1.8.1)
con condiciones no homogéneas en Ω
u (x) = g(x), x ∈ ∂Ω, Dirichlet
un (x) = h(x), x ∈ ∂Ω, Newmann.
En la expresión 1.8.1 no hay fuente ya que las ondas son generadas por
las condiciones de frontera no homogéneas g(x) ó h(x).
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1.9. Teoŕıa de Rayos
El método de rayos es un método asintótico para resolver problemas
de difracción. En la f́ısica matemática, un método asintótico es una
versión de una técnica de perturbación y el método de rayos no es la
excepción. Para nuestro estudio el método de rayos es el resultado que
se obtiene al resolver las ecuaciones Eikonal y de transporte que son
válidas sólo en el régimen de alta frecuencia.
1.9.1. Ecuaciones Eikonal y Transporte
Estas dos ecuaciones resultan de sustituir la solución asintótica
obtenida al aplicar el método WKBJ (también conocida como serie
de Debye) en la ecuación homogénea de Helmholtz. Se presenta un
desarrollo a partir de la ecuación de onda.
Considere la ecuación de onda:
∇2u(x, t)− 1
c(x)2






es el operador de Laplace, c(x) representa la
velocidad de propagación del campo u y t el tiempo.
Aplicando la transformada de Fourier al dominio del tiempo en
la ecuación (1.9.1) la variable espacial u es llevada a través de la













u(x,w) = 0 (1.9.2)
donde w es la frecuencia angular.
La expresión (1.9.2) se conoce como la ecuación de Onda Reducida ó
ecuación de Helmholtz, cuyas condiciones de frontera pueden ser tipo
Dirichlet (u (x) = g(x), x ∈ ∂Ω), Newmann (un (x) = g(x), x ∈ ∂Ω)
ó Robin (un (x) + αu(x) = g(x), x ∈ ∂Ω)
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En el caso 1D, donde el Laplaciano es una segunda derivada, la ecuación
de Helmholtz es una ecuación diferencial ordinaria. Las soluciones
linealmente independientes de esta ecuación pueden ser escritas en
forma asintótica cuando ω →∞.
Para la aplicación del método WKBJ se requiere multiplicar la ecuación
de Helmholtz por un pequeño parámetro ε que sirva como base para la
aproximación asintótica. Se tomará el pequeño parámetro como ε = 1
iω
debido a que para altas frecuencias la onda tiene una longitud de onda
relativamente corta, del orden de |2Π
ω
|  1. De este supuesto subyace
la aplicación del método WKBJ a muchos problemas en la f́ısica,
óptica, electromagnetismo y acústica. Con relación a alta frecuencia
se menciona por ejemplo, en el caso del ultrasonido, las ondas pueden
tener frecuencias del orden de 106Hz con longitud de onda de 3∗10−2m
en el aire [22].
Basados en la anterior discusión, se construirá una aproximación
asintótica a la solución de la ecuación de Helmholtz en el régimen de
alta frecuencia.
Considere en la ecuación de Helmholtz la velocidad c(x) = c constante.




donde la amplitud A(ω) es constante. En el caso en que c(x) no es
constante, la solución de onda plana motiva soluciones de la forma:
u(x, ω) = A(x, ω)eiωτ(x) (1.9.3)
donde A(x, ω) es la amplitud y τ(x) la fase.
El interés de este desarrollo radica en buscar soluciones con comporta-
miento asintótico cuando ω →∞. Para expresarlas, suponga que tiene










con Aj(x) = 0 para j = −1,−2, ... Tomando en consideración el hecho
de que ε = 1
iω
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donde la notación o(w−n) denota el término para el cual ĺım
ω→∞
|o(w−n)| =
0. Es claro que una serie asintótica puede no ser convergente, en tal caso
se puede tener una buena aproximación truncando la serie en un valor
para el cual el error tiende a cero conforme ε → 0, es decir cuando
ω →∞.
Por lo tanto la aproximación asintótica para la ecuación de Helmholtz
cuando la velocidad c(x) no es constante es:






La expresión (1.9.7) surge de la óptica geométrica. La idea es que
la solución altamente oscilante se representa como un producto
lentamente variable de la amplitud y la exponencial de la fase
multiplicados por una parámetro grande ω. Por lo tanto en lugar del
campo de onda oscilante las incógnitas en la óptica geométrica son la
fase y la amplitud que vaŕıan en una escala mayor y es mas fácil el
cálculo numérico, pero teniendo en cuenta que esta aproximación sólo
es válida para grandes frecuencias. Se requiere que las variaciones de
velocidad de propagación c(x) en un medio estén a una mayor escala
que la longitud de onda.
Usualmente se utiliza una expresión de la forma (1.9.7), pero en
ocasiones, aunque es poco frecuente, pueden emplearse expresiones de
la forma (1.9.8) y (1.9.9)
















Las expresiones (1.9.7) y (1.9.9), usualmente llamadas soluciones de
rayos, son modeladas con la solución mas elemental de la ecuación de
onda (ondas planas)[3].
Las ecuaciones Eikonal y de Transporte se obtienen sustituyendo la
solución asintótica (1.9.8) en la ecuación homogénea de Helmholtz como
se presenta a continuación:






















Calculando las derivadas parciales de (1.9.10) respecto a la variable







∇2Aj + iω∇τ · ∇Aj − ω2Aj(∇τ )2
































En la expresión (1.9.12) se asume que los términos de diferentes
potencias de ω no pueden cancelarse unos con otros lo que determinaria
que los coeficientes de la serie se suprimen independientemente. Para
ello se igualan los coeficientes de ω a cero comenzando con la mayor
potencia que es β + 2 Este término sólo está presente en la primera
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parte de la serie en (1.9.12) y sólo en el caso para j = 0. Ajustando






Al hacer esta suposición la serie completa en (1.9.12) es cero y por
tanto se analiza qué pasa con las dos series restantes. En el caso de la
serie intermedia la mayor potencia de ω es β + 1 la cual surge, como
en el caso anterior, para cuando j = 1. La tercera serie comienza con
una menor potencia de ω y es β. Al ajustar los coeficientes de la mayor
potencia de ω a cero se obtiene la ecuacion de Transporte:
2∇τ (x) · ∇Aj(x) + Aj(x)∇2τ (x) = 0. (1.9.14)
Al resolver las ecuaciones Eikonal y Transporte se pueden hallar los
coeficientes Aj(x) de manera recursiva
1.9.2. Solución de la Ecuación Eikonal por el
Método de las Caracteŕısticas
Intentar una solución directa de la ecuación Eikonal en más de una
dimensión no es viable debido a la no linealidad de las variables
involucradas. Por esto se requiere aplicar de manera indirecta el método
de las caracteŕısticas para encontrar la solución. Considere la superficie.
F (x, y, z, τ, τx, τy, τz) = 0 (1.9.15)
donde x, y, z son variables espaciales, τ es la solución del problema
y τx, τy, τz sus derivadas parciales. La expresión (1.9.15) se puede
interpretar como una función en un espacio de dimensión siete (7) la
cual define una familia de superficies de nivel en el espacio x, y, z que
corresponden a superficies de igual tiempo de viaje (frente de onda).
El gradiente de τ describe el vector normal al frente de onda, lo que se
conoce como rayos.
Usando una notación mas compacta se pueden definir las variables
espaciales como x = x1,y = x2,z = x3 y las derivadas parciales τx1 = p1,
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Figura 1.4: Propagación de una Perturbación śısmica
τx2 = p2, τx3 = p3. Por tanto la expresión para F escrita con las nuevas
variables es:
F (x, y, z, τ , τx, τ y, τ z) = F (x1, x2, x3, τ , p1, p2, p3)
= F (X,T, P ) = 0. (1.9.16)
Para mostrar la estructura de las ecuaciones diferenciales ordinarias
se analizará qué pasa cuando un punto X se desplaza a otro punto
X + ∆X en la misma superficie solución. Es claro que T y P tambien
cambian. Basados en el hecho anterior se cumple que:
F (X + ∆X,T + ∆T, P + ∆T ) = 0.
Como F = 0 en X, se tiene que el orden lineal en el punto X + ∆X es







F (X + ∆X,T + ∆T, P + ∆T )− F (X,T, P )
∆xi
Luego la expresión (1.9.15) está definida como:













∆τ = 0 (1.9.18)
En la expresión (1.9.18) las derivadas parciales de F son evaluadas
en el punto inicial (X,T, P ) y las funciones T, P dependen de X. Las
perturbaciones de estas cantidades pueden ser escritas en términos de












































































































































































Dado que en la expresion (1.9.21) los ∆xi son independientes se podria
tomar ∆x = (∆x1, 0, 0) o ∆x = (0,∆x2, 0) o ∆x = (0, 0,∆x3) y
la ecuacion podria satisfacerse si cada diferencial por aparte es igual
a cero. Además para cualquier elección de las variables, la suma sobre
los “i“ igual a cero para τ y p elementos de la solucion (1.9.16). Por lo
tanto se tiene que:
Fxi + Σ
3
j=1Fpjpixj + Fτpi = 0, j = 1, 2, 3
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Esta expresión puede escribirse como




, j = 1, 2, 3 (1.9.22)






















= ∇pF · ∇xpi
= − [Fxi + Fτpi] . (1.9.23)
El lado izquierdo de la expresión (1.9.23) tiene estructura de derivada
direccional tomada en una dirección X, identificada con el vector ∇pF .
De este resultado se desprende la posibilidad de aplicar el método de
las caracteŕısticas ya que las ecuaciones pueden no ser lineales en P
pero lo son en las primeras derivadas. Este tipo de ecuaciones son
llamadas Cuasi-Lineales y su solución general se presentó en la sección
1.5. En el caso de medios isótropos los rayos se definen como curvas
cuyas tangentes son perpendiculares al frente de onda. Se puede realizar
una descripción del rayo usando una representación paramétrica. Sea
X (σ) = (x1 (σ) , x2 (σ) , x3 (σ)) el vector posición de un punto en el
rayo con σ un parámetro que varóa a lo largo del rayo. Como el vector
dX
dσ
es tangente a X se establece que los vectores dX
dσ
y 5p tienen la




donde el factor de escala λ depende de la elección de σ y caracteriza la
longitud relativa del vector dX
dσ
y el vector ∇pF . La expresión (1.9.24)
determina 3 ecuaciones; además define la dirección en el espacio y
la razón de cambio de X en esa dirección. Sustituyendo la expresión
































































, i = 1, 2, 3. (1.9.26)
La ecuación (1.9.26) define tres ecuaciones y ésta representa la tasa de
cambio de P en la dirección X. Es necesario conocer cómo cambia τ a





































Retomando la ecuacion Eikonal (expresión (1.9.13)) se observa que τ
no aparece expĺıcita en la ecuación y se establece que Fτ = 0. Por tanto:
F (x1, x2, x3, p1, p2, p3) = (∇τ(x)) · (∇τ(x))−
1
c (x1, x2, x3)
2 = 0
F (x1, x2, x3, p1, p2, p3) = (τx1 , τx2 , τx3)· (τx1 , τx2 , τx3)−
1
c (x1, x2, x3)
2 = 0
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F (x1, x2, x3, p1, p2, p3) = (p1, p2, p3) · (p1, p2, p3)−
1
c (x1, x2, x3)
2 = 0















= 2pj, j = 1, 2, 3
Retomando las expresiones (1.9.10) y (1.9.1) se define que la forma













































Las ecuaciones presentadas en la expresión (1.9.29) son 7 ecuaciones
con 8 incógnitas si se toma a λ como una incógnita, todas ellas como
función de σ. Para tener un sistema consistente que sea soluble, el
nómero de ecuaciones e incógnitas debe ser el mismo, luego se debe
buscar la forma de encontrar otra ecuación o eliminar una incógnita.
En este caso λ jugará un papel importante ya que servirá de conexión
entre las variables cartesianas del problema y el parametro σ.
A continuación se presentan las formas que podŕıa tomar λ con
diferentes parámetros de corrida.
1.9.3. λ = 12. Parámetro de Corrida: σ
La elección de λ = 1
2
se debe a la necesidad de eliminar el factor 2 que




























































































































42 1.9 Teoŕıa de Rayos
1.9.4. λ = c(x)
2
2 . Parámetro de Corrida: Tiempo de
Viaje (τ)
La elección de λ = c(x)
2
2
ofrece la ventaja de conocer el tiempo de viaje
en cada rayo dado que se tiene la premisa de ser el parámetro de corrida.
El sistema de ecuaciones (1.9.29) toma la forma:
dx1
dσ




p1 = c(x1, x2, x3)p1,
dx2
dσ




p2 = c(x1, x2, x3)p2,
dx3
dσ











































































= 1⇒ dτ = dσ
(1.9.35)
La expresión dτ = dσ implica que τ = σ. Bajo este resultado las
expresiones anteriores pueden ser representadas en términos del tiempo










1.9.5. λ = c(x)2 . Parámetro de Corrida: Longitud de
arco(S)
Dado que cada curva puede parametrizarse por su longitud de arco
[24] al elegir λ = c(X)
2









p1 = c(x1, x2, x3)p1,
dx2
ds





p2 = c(x1, x2, x3)p2,
dx3
ds





p3 = c(x1, x2, x3)p3,
dX
ds
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Una visión cualitativa al interior del camino del rayo se deriva






















Usando el resultado obtenido en (1.9.37) y despejando P en la expresión
(1.9.36) se obtiene:
K = −c(X) · ∇c(X)
c(X)2


























El término ∇c (X) · dX
ds
puede interpretarse como el cambio total de la
velocidad a lo largo del rayo. Ademas el término entre corchetes es la
parte del gradiente de la velocidad de onda que es perpendicular al rayo
debido a que el segundo término en el grupo elimina la parte tangencial
del gradiente.
1.9.6. Teoŕıa de Amplitud del Rayo
En la sección (1.9.2) se presentó la forma de resolver la ecuación Eikonal
la cual provee información del tiempo de viaje y el comportamiento del
campo de onda. En esta sección se resolverá la ecuación de transporte
la cual nos dará información acerca de las amplitudes.
1.9.7. Tubo de Rayos y Jacobiano
Para resolver la ecuación de transporte
2∇τ(x) · ∇Aj(x) + Aj(x)∇2τ(x) = 0 (1.9.40)
es necesario considerar el concepto de tubo de rayos y la relación que
existe entre el Jacobiano y las propiedades geométricas del campo de
rayos, en especial la densidad del campo de rayos. El tubo de rayos
está definido como el volumen de barrido del frente de onda entre rayos
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Figura 1.5: Esquema General del Tubo de Rayos [6].
vecinos que difieren muy poco en sus condiciones iniciales [11]. La figura
1.5 presenta un esquema general del tubo de rayos.
En términos generales el frente de onda estará parametrizado por dos
variable γ1 y γ2 que son llamadas parámetros del rayo; los elementos





(σ2) con vectores unitarios σ̂1 y σ̂2 respectivamente.
La coordenada σ es parámetro de corrida a lo largo del rayo y los
vectores p(σ1) y p(σ2) son perpendiculares a las superficies respectivas
para σ constante. Al considerar el volumen formado por el tubo de
rayos se establece que:∫
Tubo
de Rayos




N · dS (1.9.41)
Considere la ecuaciónde transporte:
2∇τ(x) · ∇A(x) + A(x)∇2τ(x) = 0
Para construir la forma de la expresión que conduzca a la aplicación
del teorema de la divergencia, se multiplica la ecuación de transporte
por un factor A (x1, x2, x3) = A(x), es decir






























































































































+ A2 (x) ∂
2τ(x)
∂x2i





















































Sea D el volumen del tubo de rayos acotado por una superficie definida














· ~n dS = 0 (1.9.45)
donde ~n es un vector normal que apunta hacia fuera de la frontera
∂D. La frontera del tubo de rayos estará compuesta por los rayos que
































· ~ndS1 = 0
Dado que la superficie lateral se compone de rayos, el vector
normal a esta superficie es perpendicular al rayo, por lo tanto∫
lados
(A2 (x)∇τ (x))·~n dS = 0. Para el caso de la superficie identificada
por
∑
(σ1) el vector normal apunta hacia el interior del tubo y en la
aplicación del teorema de la divergencia es necesario que éste apunte
”fuera”de la superficie. Para solucionar este inconveniente se realiza un
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cambio de signo estableciéndolo como negativo. En este orden de ideas













·σ̂1 dS1 = 0
(1.9.46)




A2 (x) p (x)
)





A2 (x) p (x)
)
· σ̂1 dS1 = 0
(1.9.47)
Considere la ecuacion parametrica x = x (σ, γ1, γ2). Si γ1, γ2 son
fijos pero constantes y el tiempo de viaje, σ= τ , es variable entonces x
representa la ecuacion parametrica de un rayo especifico.
Para el caso en que σ = τ es fijo y γ1, γ2 vaŕıan, entonces la ecuación
paramétrica se convierte en la ecuación del frente de onda. Es claro
que cada rayo pasa a través de la superficie
∑
(σ1) . Si al introducir las
coordenadas γ1 γ2 y parametrizar la superficie
∑
(σ1) cada rayo puede
ser descrito de la forma paramétrica x = x (σ, γ1, γ2). Al establecer el
rango de valores de (γ1, γ2) como Γ (γ1, γ2) en la superficie
∑
(σ1), se
observa que el mismo conjunto de valores llenará el dominio D cuando σ
vaŕıa entre σ1 y σ2 por tanto se puede emplear el mismo rango Γ (γ1, γ2)
con parámetros (γ1, γ2) para describir la superficie
∑
(σ2) si solo se
evalúa
x = x (σ2, γ1, γ2)
En sismologia es usual encontrar regiones donde los rayos no penetran
(zonas de sombra) o eventos donde más de un rayo pasa a traves
de cada punto. Para este tipo de situaciones el Jacobiano de una
transformación desempeña un papel importante. Si el Jacobiano está
definido y no desaparece en la region D, el campo de rayos es llamado
regular, de otra forma se llamara singular. Al ser σ un parámetro
de corrida a lo largo del rayo, el Jacobiano dependera no sólo de
(γ1, γ2) sino ademas de σ. Si se considera en la expresión (1.9.47) la
transformación de coordenadas cartesianas a coordenadas de rayos se
define el Jacobiano de la forma
J =
∂ (x1, x2, x3)
∂ (σ, γ1, γ2)
=





con Q(x) la matriz de transformación tomada para σ. Por tanto la





A2 (x) p (x)
)
· σ̂2








A2 (x) p (x)
)
· σ̂1




donde el vector del producto cruz
∣∣∣ ∂x∂γ1 × ∂x∂γ2 ∣∣∣∑(σi) para i = 1, 2, es
normal a la superficie de integracion. Como el vector dx
dσ
= p apunta
en direccion normal al igual que los vectores σ̂1 y σ̂2 entonces para
un mismo punto x = x (σ, γ1, γ2), con σ constante, se combina el
producto punto y producto escalar.
p · σ̂i
∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ = |p| ∣∣∣∣σ̂i ∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ ∣∣∣∣ cos (θ), i = 1, 2
con θ el angulo entre los vectores p y σ̂i
∣∣∣ ∂x∂γ1 × ∂x∂γ2 ∣∣∣ . Como los vectores
tienen la misma direccion el ángulo entre ellos es cero, luego
p · σ̂i
∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ = |p| ∣∣∣∣σ̂i ∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ ∣∣∣∣
= |p| |σ̂i|
∣∣∣∣ ∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ ∣∣∣∣
= |p| |σ̂i|
∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣
= |p|
∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ (1.9.48)
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ya que |σ̂i| = 1. Por tanto
p · σ̂i
∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ = |p| ∣∣∣∣ ∂x∂γ1 × ∂x∂γ2
∣∣∣∣
=
∣∣∣∣p · ∂x∂γ1 × ∂x∂γ2
∣∣∣∣
=















∣∣∣∣dxdσ · ∂x∂γ1 × ∂x∂γ2
∣∣∣∣ (σ
1
) dγ1dγ2 = 0 (1.9.50)
El producto mixto que aparece en la integral, para el caso de tres











Para Γ (γ1, γ2) una seccion transversal arbitraria, puede tomarse un
elemento diferencial (γ1, γ2) lo que define que los integrandos
A2 (σ2)








son iguales puntualmente, por lo tanto se cumple que, para el caso en
tres dimensiones
A2 (σ2) |J3D (σ2)| = A2 (σ1) |J3D (σ1)| (1.9.52)
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Al representar las condiciones iniciales del parametro de corrida σ1
como σ0 y el valor general del mismo σ2 como σ, la expresion (1.9.52)
desarrollada para el cuadrado de la amplitud esta definida como




De manera análoga las expresiones del cuadrado de la amplitud y el
Jacobiano del rayo en dos dimensiones son












1.9.8. Ecuación de Transporte como una Ecuación
Diferencial Ordinaria
La solución en series involucra los coeficientes de amplitud A(X).
Para determinarlos se desarrolla un procedimiento, con ayuda de las
ecuaciones de rayos, que transforma la ecuación de transporte en
un sistema de ecuaciones diferenciales ordinarias en el parámetro de
corrida σ. Retomando la ecuación de transporte y multiplicándola por
el factor A(X) se obtiene la expresión
2∇τ (x) · ∇A (x) + A(x)2 (x)∇2τ (x) = 0



























= P , con P = ∇τ (x), resulta al aplicar el método
de las caracteŕısticas a la ecuación Eikonal para cuando λ = 1
2
. Este
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término permite transformar la expresión (1.9.57) como










































= −A2 (x)∇2τ (x) .
(1.9.58)






= −A2 (x)∇2τ (x) . (1.9.59)
Al considerar la ecuacion paramétrica del rayo x = x (σ, γ1, γ2) donde
(γ1, γ2) son fijos y σ variable, se tendrá dependencia del parámetro de
corrida σ y por tanto la expresión (1.9.59) toma la forma
dA2(σ)
dσ
= −A2 (σ)∇2τ (σ) . (1.9.60)
Cuando se conoce la solución del rayo para τ , el término ∇2τ (σ) es
una función conocida de σ y es una ecuación diferencial ordinaria en σ
para A2.
Una forma alterna de construir la derivada se hace con base al resultado
obtenido en la expresión (1.9.53). Al tomar la derivada en ambos
miembros respecto a σ
dA2 (σ)
dσ


































(J (σ)) tiene la forma de la




(J (σ)) = d
dσ
ln (J (σ)) , Por
tanto la expresión (1.9.63) toma la forma
dA2 (σ)
dσ
= −A2 (σ) d
dσ
ln (J (σ)) . (1.9.64)
Al comparar las expresiones (1.9.64) y (1.9.60) se sugiere una relación
entre J (σ) y ∇2τ (σ) de la forma
dA2 (σ)
dσ
= −A2 (σ) d
dσ
ln (J (σ)) = −A2 (σ)∇2τ (σ) ,
d
dσ
ln (J (σ)) = ∇2τ (σ) . (1.9.65)
Se realizará la demostración del resultado 1.9.65 en tres dimensiones
diferenciando el determinante del Jacobiano ya que es un proceso poco
conocido.
1.9.9. Diferenciación del Determinante
Se presenta la diferenciación del determinante ”M”para el caso
espećıfico de una matriz “A” 3x3 con los elementos definidos por
µij, i = j = 1, 2, 3 que son funciones de una variable independiente
denotada por σ.
Sea M el determinante de la matriz definido por:
A =
 µ11 µ12 µ13µ21 µ22 µ23
µ31 µ32 µ33
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M = µ11µ22µ33+µ12µ23µ31+µ13µ21µ32−µ13µ22µ31−µ12µ21µ33−µ11µ23µ32
Agrupando términos semejantes se obtiene:
























1, ijk = 123, 231, 312
−1, ijk = 132, 213, 321
0, En otro caso

Como µij es funci0́n de la variable independiente σ, la derivada del



























Se observa que la derivada del determinante es la suma de tres




ha sido modificado por su derivada. En términos generales la fórmula
de derivación podŕıa finalizarse de esta forma pero para el propósito
de este estudio se requiere una presentación diferente. Retomando la











































Al escribir los cofactores rotando ćıclicamente los ı́ndices de tal forma
















Luego la expresión (dM
dσ
) en términos de los cofactores esta definida
como:





























































































Expandiendo las series y teniendo en cuenta la estructura de εijk se
obtiene
M = µ21µ22µ33 + µ22µ23µ31 + µ23µ21µ32
−µ23µ22µ31 − µ22µ21µ33 − µ21µ23µ32
Luego
M = 0
Es claro que en cada caso, cuando µ1i = µ2i ó µ1i = µ3i, se calcula
el determiante de una matriz donde hay igualdad entre dos filas y por
tanto es bien conocido que este determinante es igual a cero. Luego la
expresión
∑3
i=1 µ1iCof (µ1i) puede ser escrita como
3∑
i=1
µpiCof (µ1i) = Mδp1








= Mδpq, p, q = 1, 2, 3 (1.9.66)
En la expresion (1.9.66) el término δpq, se conoce como función Delta
de Kronecker. Es una función de dos variables, por lo general sólo de
enteros positivos, y está definida por
δpq =
{
1, p = q









, i, p, q = 1, 2, 3
Luego
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3∑
i=1
µpiviq = δpq, p, q = 1, 2, 3 (1.9.67)
Recuerde que “M” es el determinante de una Matriz “A” de orden 3x3
con elementos µij, por tanto la inversa de la matriz “A” (siempre y























Aśı, los cofactores presentados en la ecuación anterior son los elementos
de la transpuesta de la inversa de la matriz con elementos µij













1.9.10. Verificación de la expresión (1.9.65)
Para verificar la expresión 1.9.65 sea aplicará el procedimiento descrito
en el numeral anterior tomando:
J3D (σ) = M, σ = γ3, µqi =
∂xq
∂γi
Además al hacer uso de la función Delta de Kronecker se puede




















Considerando la expresión y haciendo uso de la terminoloǵıa que aplica































































En la expresión anterior la suma sobre “i” es la regla de la cadena





























































Por tanto queda demostrado que
d
dσ
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1.9.11. Determinación de Datos Iniciales para las
Ecuaciones de Rayos
Dada la ecuación de Helmholtz, un conjunto de condiciones de frontera
o conjunto de condiciones de radiacion para problemas no acotados, se
podŕıa encontrar una solución única para el campo de onda u. Cuando
la función de forzamiento, o función fuente, de la ecuación de Helmholtz







u = −δ (x− xs) .
entonces la solución es un resultado especial llamado función de
Green. Para problemas con coeficientes constantes, como en el caso
de velocidad constante, la función de Green puede encontrarse
anaĺıticamente para problemas con dominios no acotados usando el
método de la transformada de Fourier. En geof́ısica, la velocidad de
la onda no es constante y por tanto no es usual encontrar expresiones
anaĺıticas para la función de Green. Como primera medida se podŕıa
tener una representación aproximada del perfil de velocidades de la
onda mediante algún método como por ejemplo, tomar el perfil de
velocidad de la onda usando análisis de velocidad śısmica ó medidas de
velocidad obtenidas de registros de pozos.
Con el fin de resolver completamente las ecuaciones para el tiempo de
viaje se hace necesario de datos iniciales para las ecuaciones de rayos.
Análogamente se requiere de esta información para resolver la ecuación
de transporte ya que hasta el momento se desconoce el valor de las
constantes que surgen al integrar la expresión A2(σ0)J3D(σ).
Para obtener estos datos se hará uso de las funciones de Green en dos
y tres dimensiones.
1.9.12. Datos Iniciales para las Funciones de
Green en 3D
Suponga que se tiene un punto fuente δ (x− x0) para la ecuacion de
Helmholtz. Es necesario generar datos iniciales para las ecuaciones de
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rayos y por tanto es logico asumir que estos emanan desde un punto
en la superficie; lo que significa que el área transversal del tubo de
rayos se vuelve cero en este ĺımite y por tanto se espera que J3D(σ),
J2D(σ) sean cero en este punto y las soluciones de (1.9.53) y (1.9.54)
sean singulares. Luego en el punto fuente se presenta la posición inicial
x = x0 con tiempo de viaje τ = 0 para σ = 0














Se observa que las direcciones de los rayos, en particular la direccion
inicial, esta dada por P . Se propone permitir que los vectores iniciales
cubran un rango sobre todas las direcciones angulares y su longitud
debe cumplir que:




El vector posición ~P (x0) en términos de las coordenadas esféricas se
define como:





 , 0 ≤ θ < 2π, y 0 ≤ φ ≤ 2π
Dado que θ y φ vaŕıan en esos rangos, la dirección inicial del rayo cubre
la esfera unitaria completa de todas las posibles direcciones. Cada par
fijo (θ, φ) determina un único rayo a través de su valor inicial, luego θ
y φ son una elección particular para γ1 y γ2 aunque estas elecciones no
son únicas.
Ahora se requiere determinar las constantes en la soluciòn de la
ecuación de transporte para la amplitud. Este valor inicial podŕıa
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depender sólo del medio en la vecindad del punto fuente x0. Aśı, incluso
para medios heterogéneos, la constante que se busca podŕıa ser la misma
como para aquel problema en el cual c (x) = c(x0).
Como primera aproximación se determinará la constante suponiendo un
medio homogéneo. En este caso, para un medio de velocidad constante,
la expresián anaĺıtica de la función de Green en 3D es




Significa que en un medio de velocidad constante, la amplitud A (x)
está definida como: A (x) = 1
4π|x−x0| la cual podŕıa comportarse igual
en el limite del punto fuente incluso para medios heterogéneos.
Para un medio con velocidad de onda constante se define que el vector ~P
es constante. Al resolver la primera ecuacion de rayos para una distancia












P (x0) P̂ dβ ⇒ x− x0 = P (x0) P̂ σ.
lo que significa que
|x− x0| = P (x0)σ.






El resultado expuesto anteriormente representa una solución al
problema de velocidad constante en términos de σ. Se observa que
esta solución exhibe un comportamiento singular para cuando σ =
0. El objetivo es usar este resultado para determinar un valor de
A2(σ0)J3D(σ).
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En el momento el desarrollo ha sugerido una forma de solución para
medio homogéneo, pero se quiere que la solución sea válida para todo
σ > 0 porque se desea que esta misma constante sea de utilidad para
el punto fuente en problemas no homogéneos. Se podŕıa tomar un
valor inicial σ0 = 0 pero se presenta un comportamiento singular de la
solución en este punto imposibilitando una simple evaluación. De alĺı
que la elección de los datos iniciales para el punto fuente sean tomados
de forma adecuada. Con base a lo anterior considere la expresión:
A2 (σ) = A2 (σ0)
J3D (σ0)
J3D (σ)




, σ > 0
Para determinar este limite se calcula J3D (σ0) y se combina con la
expresión A (σ) = 1
4πP (x0)σ
. Retomando el resultado general x − x0 =
P (x0) P̂ σ, considere la distancia desde la fuente hacia los puntos
x1, x2, x3 representados en coordenadas esféricas como
x1 − x10 = P (x0)σsenφcosθ
x2 − x20 = P (x0)σsenφsenθ
x3 − x30 = P (x0)σcosφ
Calculando J3D (σ) y evaluándolo en σ0 se obtiene
J3D (σ) =
∣∣∣∣∣∣
P (x0) senφcosθ P (x0)σcosφcosθ −P (x0)σsenφsenθ
P (x0) senφsenθ P (x0)σcosφsenθ P (x0)σsenφcosθ
P (x0) cosφ −P (x0)σsenφ 0
∣∣∣∣∣∣





θ + sen2θ) + cos2φ
]
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J3D (σ) = P (x0)
3σ2senφ
Al evaluar J3D en σ0 se obtiene la primera expresión buscada
J3D (σ) = P (x0)
3σ0
2senφ
Al reescribir la expresión como
A2 (σ) J3D (σ) = A
2 (σ0) J3D (σ0)
y evaluando A (σ) = 1
4πP (x0)σ
en σ0 se obtiene











Se observa que para el caso donde la velocidad es constante el producto
A2 (σ) J3D (σ) no depende de σ0, luego el valor de
K = ĺımσ0→0A
2 (σ0) J3D (σ0) puede ser hallado y por tanto la solución











El resultado obtenido en la expresión podŕıa ser utilizado para
problemas con perfil de onda heterogénea. Al hacer uso de las series
de potencias cerca de σ = 0 se podŕıa confirmar que la elección de
la constante es la correcta. Aśı, si se tuviese la solución del problema
no homogéneo para los rayos, tiempo de viaje y amplitud, se podŕıa
escribir el orden inicial o WKBJ de la función de Green en 3D como























Este resultado surge de seleccionar los parámetros γ1 y γ2 como el rango
sobre todas las direcciones angulares usando coordenadas esféricas.
Otra selección de los parámetros podŕıa arrojar una constante de
integración y Jacobiano diferentes.
1.9.13. Datos Iniciales para las Funciones de
Green en 2D
Se realiza un procedimiento similar para determinar el orden inicial o
WKBJ de la función de Green como se realizó en el caso 3D.
Para determinar los valores iniciales de la solución teórica de la función
de Green en 2D, se parte del hecho que los rayos son generados desde
un punto fuente en la superficie donde x = x0 en σ = 0. El tiempo de
viaje se toma cero, τ = 0, para σ = 0; por tanto se requiere el valor
inicial de P para determinar la dirección del rayo. Para permitir rayos
en todas las direcciones se toman aquellos valores iniciales donde







, 0 ≤ θ < 2π.
Al igual que en caso 3D, el Jacobiano es cero en el punto inicial y por
tanto se determinará una constante apropiada para la solución de la
amplitud. En la búsqueda de dicha constante se asume una solución
con velocidad de la onda constante y se argumenta que este valor será
correcto para la solución cuando la velocidad de la onda es variable. En
este caso para un medio de velocidad constante la expresión anaĺıtica
de la función de Green en 2D es
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Al considerar la forma asintótica de la función de Hankel en la función
de Green queda expresada como











Como en el caso anterior, al resolver la primera ecuación de rayos
para una distancia x desde la fuente como función de σ se tiene:
|x− x0| = P (x0)σ
Luego











La longitud de los vectores iniciales esta definida por
P (x0) = |P (x0)| = 1c(x0) , luego la expresión anterior queda definida
como









Al organizar la expresión para identificar términos de interés según la
forma WKBJ de la solución asintótica se obtiene















donde el término e
isgn(ω)π4√
|ω|
podŕıa interpretarse como una generalización






















, σ > 0,
con K una constante respecto a σ que debe ser determinada. Asi
K = ĺım
σ0→0
A2 (σ0) J2D (σ0)
Cuando la velocidad de la onda es constante el valor de P es constante.
Los valores iniciales del vector son escritos como
x1 − x10 = P (x0)σcosθ
x2 − x20 = P (x0)σsenθ






∣∣∣∣ = ∣∣∣∣ P (x0) cosθ −P (x0)σsenθP (x0) senθ P (x0)σcosθ
∣∣∣∣
J2D (σ) = P
2 (x0)σcos
2θ + P 2 (x0)σsen
2θ = P 2 (x0)σ














Por lo tanto la solución asintótica de primer orden ó función de Green
en 2D esta definida como
g (x, x0, ω) ∼ A (x, x0) eiωτ(x,x0)

















La construccion de la función de green para la ecuacion de onda en 2D
y 3D, pueden ser revisadas en [32].
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1.10. Método de Elementos Finitos
El método de los elementos finitos es un método numérico empleado para
resolver problemas de ingenieŕıa y f́ısica matemática de forma aproximada
donde la distribución del campo en el dominio de estudio no presenta
soluciones anaĺıticas exactas. Para mostrar una forma detallada de la
aplicación del método de elementos finitos se presenta una visión general
del método de Galerkin.
1.10.1. Generalidades del Método de Galerkin
Considere el problema variacional de valor en la frontera (VBVP) de
encontrar una función u ∈ V que satisfaga
a (u, v) =< `, v >, para todo v ∈ V (1.10.1)
con V un subespacio de un espacio de Hilbert, a (u, v) una forma bilineal
en V . La dificultad en tratar de resolver (1.10.1) está en el hecho que V es
un espacio de dimensión infinita con el resultado que no es posible desarrollar
un método práctico para encontrar la solución.
Suponga que en lugar de trabajar en el espacio V se eligen funciones
linealmente independientes ϕ1, ϕ2, ϕ3, . . . .., ϕN en V y se define el espacio
de dimensión finita V h subespacio de V, es decir
V h ⊆ V, gen{ϕi}Ni=1 = V
h
El parámetro h está entre cero y uno. La magnitud de este indica que tan
cerca está el espacio V h de V. Si el número N de funciones es grande el
parámetro h tiende a ser pequeño. En el caso para el cual N → ∞, h → 0
se podŕıa elegir {ϕi} de tal forma que V hse aproxime a V.
Una vez se defina V h, el problema (1.10.1) estará puesto en V h en lugar de V
y por tanto se requiere encontrar una función uh ∈ V h tal que se satisfaga
a (uh, vh) =< `, vh >, para todo vh ∈ V h (1.10.2)
Con el fin de resolver para uh se observa que uh, vh pueden ser combinación









Como vh es arbitrario entonces los coeficientes dj también lo serán. Además



















Kij = a(ϕi, ϕj) y Fj =< `, ϕj >.
En la práctica los elementos Kij, Fj pueden ser evaluados ya que las funciones
base ϕi son conocidos al igual que a y `.
Como los coeficientes dj son arbitrarios se tiene entonces que el término al
interior del paréntesis es cero y por tanto el problema se reduce en resolver
un sistema simultáneo de ecuaciones lineales
N∑
i=1
KijCi − Fj = 0, j = 1, 2 . . . .N
o de forma compacta
kTC = F
Al resolver el sistema de ecuaciones lineales se puede obtener la solución
aproximada uh usando la expresión (1.10.2).
La desventaja del método de Galerkin radica en que el problema de construir
una base {ϕi}Ni=1 de tal manera que V h se aproxime a V cuando N → ∞
puede ser dif́ıcil y más aún si el dominio presenta una forma irregular. De
aqúı surge la importancia en la aplicación del método de elementos finitos.
En situaciones prácticas la determinación de las funciones base usando el
método de Galerkin pueden ser demasiado complejo especialmente cuando
el dominio no tiene una forma simple. El método de elementos finitos
proporciona un método sistemático para construir las funciones bases en
formas arbitrarias. La principal caracteŕıstica del método es que las funciones
base son polinomios a trozos que son distintos de cero en pequeñas regiones
del dominio de tal forma que el cálculo se realiza de forma modular.
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1.10.2. Generalidades del Método de Elementos Fini-
tos para Problemas de Segundo Orden
Suponga que se tiene un (VBVP) de la forma: hallar u ∈ V que satisfaga
a (u, v) =< `, v >, para todo v ∈ V
Para un problema de valor en la frontera (BVP) el espacio de funciones
admisibles V consiste de todas aquellas funciones H1 (Ω) que satisfagan las
condiciones de frontera.
A continuación se describe el método general para construir las funciones
base {N}Gi=1 asociadas al método de los elementos finitos.
1.10.3. Construcción de la Malla de Elementos Finitos
Se onsidera el dominio Ω y se divide en un número finito E de subdominios
Ω1, Ω2, Ω3, . . . .., ΩE llamado Elemento Finito. Estos elementos no se
superponen y cubren todo el dominio Ω de tal forma que




Como aproximación válida se supone que el dominio Ω es poligonal si
este es un subconjunto de R2 y su frontera , denotada por Γ, se compone
de segmentos rectos. Además se requiere que cada lado de la frontera de
un elemento en R2 sea cualquier parte de Γ ó un lado de otro elemento.
Con estos supuestos no es dif́ıcil mostrar que todo el dominio puede cubrirse
exactamente por elementos poligonales.
1.10.4. Puntos Nodales
Los puntos nodales están localizados al menos en los vértices de los elementos.
Cuando se requiere una mejor aproximación se incluye mayor cantidad de
nodos, por ejemplo en el punto medio de los lados de los elementos.
En cualquier caso hay un total de G nodos con vector posición los vectores
x1, x2, . . . ., xG. El conjunto de elementos y nodos que componen el dominio
Ω es llamado Malla de Elemento Finito.
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Figura 1.6: Dominio Poligonal y Puntos Nodales [30].
1.10.5. Construcción de las Funciones Base
Para problemas de segundo orden es necesario que las funciones base definidas
sobre el espacio V h deben ser funciones H1 (Ω) que satisfagan las condiciones
de frontera.
Las funciones base requeridas deben cumplir las siguientes propiedades:
1. Las funciones Ni son acotadas y continuas (Ni ∈ C(Ω)).
2. Hay un total de G funciones base, que es una para cada nodo y cada
función Ni es distinta de cero solamente en aquellos elementos que están
conectados al nodo i, Ni (x)|Ωe = 0
3. Las funciones Ni son iguales a uno (1) en el nodo i e iguales a cero (0)
en los otros nodos Ni (xj) =
{
1 si i = j
0 si i 6= j
4. La restricción Ni
(e) de Ni a Ωe es un polinomio
Ni (xj)|Ωe = Ni
(e), Ni
(e) ∈ PK(Ωe) para algún K ≥ 1. Donde PK(Ωe)
es el espacio de polinomios a lo sumo de grado Ken Ωe.






1 si i = j
0 si i 6= j
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donde i, j recorren todos los nodos en Ωe. Estas funciones base podŕıan
considerarse como el resultado de la unión o “remiendo” de funciones base










biNi (xj) = bj
lo que indica que el coeficiente bj es el valor de vh en el nodo j.
Para presentar la estructura de la solución aproximada, considere la forma
bilineal a(Ni, Nj) representada por una integral sobre el dominio Ω




La integral presentada puede verse como la suma de integrales cada Ωe,
luego la expresión se transforma en



















Al realizar un procedimiento similar con la expresión < `,Nj > se obtiene





















(e) =< `(e), Nj
(e) > .
La matriz K es simétrica ya que cada fila solo tiene como elementos no
nulos los correspondientes a los nodos del propio elemento y los contiguos.
Esta matriz se conoce como Matriz de Rigidez y el vector F, Vector
de Carga . Dado que Ni = 0 en los elementos que no tienen como nodo i,
se obtienen que Kij
(e) = 0 si los nodos i, j no pertenecen a Ωe. Con este
resultado el requerimiento computacional se disminuye ya que la matriz K
tiene una estructura en banda con elementos no nulos alrededor de la diagonal
principal.
En términos generales se presentan tres dificultades asociadas a los
problemas de dimensiones superiores.
1. Tamaño del sistema. Conforme la dimesión crece, el sistema lineal aśı
lo hace con el fin de alcanzar el nivel de exactitud deseado. Por ejemplo
si se busca un nivel de exactitud del 1 % , y sabemos que el error está
acotado por h2, con
1
N
, y N el número de grados de libertad en cada
dirección. Entonces para alcanzar la exactitud del 1 % se requiere de
N = 10 dando un error de 1
N2
= 1. Aśı en una dimensión se requieren 10
elementos dando una matriz de 10∗10 . Para el caso en dos dimesiones,
para una exactitud del 1 % , se requiere de N = 10 y una matriz de
100 ∗ 100 .
2. Generación de la malla. La generación de la malla puede ser más
compleja en dos dimensiones especialmente si el dominio computacional
es complicado. La ventaja de este método radica en la versatilidad para
acoplar la triangulación al dominio de trabajo.
3. Aproximación del espacio. No sólo el uso polinomios continuos a
tramos como funciones son efectivos para cierto tipo de problemas.
Esquemas tales como métodos de elementos finitos generalizados donde
se usan funciones base espećıficas para el modelo en estudio y otros




Ecuación de Helmholtz en 2D
F́ısicamente el problema de Helmholtz está usualmente definido en un
dominio exterior con la condición de radiación de Sommerfeld cumpliéndose
en el infinito. Computacionalmente este problema con dominio externo se
resuelve introduciendo un dominio acotado Ω con frontera artificial Γ y se
imponen ciertas condiciones sobre la frontera de tal forma que reflexiones no
f́ısicas pueden eliminarse o minimizarse, véase [7], [15].
2.1. Formulación Débil de la Ecuación de
Helmholtz en 2D
Considere la ecuación de onda con término fuente la función delta de
Dirac:
∆u (x; t)− 1
c (x)2






es el operador de Laplace, u el campo de onda, c(x)
representa la velocidad de propagación y t el tiempo.
Al aplicar la transformada de Fourier en la variable temporal se obtiene




u (x, ω) = −δ (x− x0) , (2.1.1)
donde ω es la frecuencia angular. La expresión (2.1.1) se conoce como la
ecuación de onda reducida ó ecuación de Helmholtz. Una forma general de
presentar la ecuación (2.1.1) es




se conoce como número de onda. Para k > 0 la ecuación
describe la variación en el espacio de la propagación lineal de ondas con
numero de onda k.
Para presentar la formulación débil se considera una función de prueba
v (x;ω) ∈ H1 (Ω) que cumple las mismas condiciones de frontera de u (x;ω)




u = −v (δ (x− x0)) .








u dX = −
∫
Ω
v (δ (x− x0)) dX.













vu dX = −
∫
Ω
v (δ (x− x0)) dX.



















La expresión (2.1.3) representa una forma general de la formulación débil
donde no se especifica el tipo de condición de frontera.
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La forma débil del problema (2.1.3) con condiciones de frontera de












(vδ(x− x0))dX, ∀v ∈ H10 (Ω) (2.1.4)



















(vδ(x− x0)) dX +
∫
Γ
gvdS, ∀v ∈ H1(Ω). (2.1.5)
Considere la formulación variacional (2.1.4). Para desarrollar la estructura
de la matriz de rigidez y vector de carga se considera un conjunto de funciones
linealmente independiente, {Ni}Gi=1, que forman una base para V h. Luego la








donde los coeficientes Ci son constantes y deben ser determinados. Al















La expresión (2.1.6) se mantiene para todo v ∈ V h, en particular lo hará















ó de forma equivalente
KC = F, (2.1.8)
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donde
K =
 a11 · · · a1G... . . . ...
aG1 · · · aGG
 , C =
 C1...
CG



















donde K es la matriz de rigidez y F el vector de carga. Aplicando un
procedimiento similar se puede obtener las expresiones de ai,j y fj para la




























2.2. Existencia y Unicidad de las Soluciones
Para determinar la existencia y unicidad de los problemas (2.1.4) y
(2.1.5) se presenta el teoremas de Lax Milgram y el teorema alternativo de
Fredholm, véase [25], [27].
Teorema de Lax-Milgram. Suponga que a es una forma sesquilineal,
a : V xV → C, definida en un espacio de Hilbert V y satisface
1. Continuidad :
∃M > 0 : |a(u, v)| 6M‖u‖V ‖v‖V , ∀u, v ∈ V,
2. Elipticidad :
∃α > 0 : α‖u‖2V 6 |a(u, u)|, ∀u ∈ V,
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y sea f un funcional lineal acotado definido en V . Entonces existe un
único elemento u0 ∈ V tal que
a(v, u0) = (v, f), ∀v ∈ V. (2.2.1)
Note que f está asociado con el funcional lineal (·, f). Si se toma el
conjugado a ambos lados de (2.2.1) se puede afirmar que el problema dual
a∗(u, v) = (f, v), ∀v ∈ V.
tiene solución única. El problema a(u, v) = f(u, v) tiene solución única
para todos los funcionales antilineales f ∈ V ∗.
Teorema (alternativo de Fredholm). Sea ϕ : H → H un operador lineal
compacto y H un espacio de Hilbert. Entonces:
1. La equación (ϕ+ ψ)u = λ tiene una única solución para cada λ ∈ H.
2. La equación (ϕ+ ψ)u = 0 tiene solución u 6= 0.
Se presenta una demostracion corta de existencia y unicidad del problema












a(u, v) ≥ |u|21 − k2‖u‖10, ∀u ∈ H10 (Ω), (2.2.2)
con k2 = ω
2
c(x)2
. Para definir el operador ϕ, se requiere de una nueva forma
bilineal. Considere la forma coerciva, interpretada como una propiedad V-
eliptica, de la forma
aϕ(u, v) = a(u, v) + k
2(u, v). (2.2.3)
La nueva forma bilineal definida en (2.2.3) satisface
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aϕ(u, v) ≥ ‖u‖21.
Con la ayuda de la nueva forma bilineal, aϕ(u, v), el problema (2.1.4)
puede escribirse como
aϕ(u, v)− k2(u, v) = (δ, v). (2.2.4)
Usando el numeral 1 del teorema alternativo de Fredholm se sigue que
u = λ − ϕu. Usando esta expresión en el primer término de la ecuación
(2.2.4)
aϕ(λ− ϕu, v)− k2(u, v) = (δ, v).
Por tanto se define ϕ como: para u ∈ L2(Ω) encontrar ϕu ∈ H1(Ω) tal
que
aϕ(ϕu, v) = −k2(u, v),∀v ∈ H1(Ω),
y λ como: encontrar λu ∈ H1(Ω) tal que
aϕ(λu, v) = (δ, v),∀v ∈ H1(Ω).
Como la forma bilineal a(·, ·) es coerciva y acotada entonces el problema,
definiendo ϕ y λ, tiene única solución según el teorema de Lax-Milgram.
2.3. Estimación del Error en la norma L2
El problema de estudio se caracteriza por tener una frontera suave y el
término fuente δ (x− x0) ∈ L2(Ω). Bajo estas dos condiciones se sabe
que la formulación débil tiene única solución y la norma de enerǵıa ‖v‖a es
equivalente a ‖v‖1 en H1. Además la solución u (x) ∈ H2. En el método de
los elementos finitos V h es el espacio de las funciones lineales a tramos sobre
la partición Th y uh es la solución del elemento finito.
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Una estimación de la norma en L2(Ω) se obtiene de manera similar que la
norma en H1. Suponga que kh < 1, luego se puede demostrar la estabilidad
discreta como
‖uh − uI‖ ≤ ck ‖u− uI‖ , (2.3.1)
con c independiente de kh. Aśı
‖u− uI‖ ≤ (1 + k) ‖u− uI‖ .
Insertando al lado derecho la forma de estimación para el polinomio
interpolador






para una solución oscilatoria
|u|2
‖u‖ = k






donde c es constante y no depende de k, h. La estimación (2.3.2) es dispersiva
y se cumple también en un rango asintótico. Esto indica que el error crece
linealmente con k conforme h se hace pequeño [21].
2.4. Estabilidad
El siguiente desarrollo se concentra en presentar las generalidades de la
estabilidad del sistema para grandes números de onda. A medida que el
número de onda incrementa el operador de Helmholtz pierde elipticidad con
la cual se deben forzar drásticas condiciones en la malla para asegurar la
estabilidad y evitar un fenómeno de polución. Este requerimiento de malla
debe garantizar una aproximacón de la onda medible para las funciones de
los elementos finitos. Un análisis matemático de la conexión entre el valor del
tamaño de malla y el número de onda k es dado en [1]. En términos generales
se presenta una expliación del efecto en los rangos asintótico y pre-asntótico
donde se establece que la malla debe satisfacer la restriccón k2h << 1 y el
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error del elemento finito es proporcional al error de aproximación. Antes que
el tamaño de malla requerido sea cumplido, una estimación inicial puede
generarse para kh pequenño.
Teorema: Sea u ∈ V una solución débil del problema (2.1.2) y sea u ∈ V h
su aproximación de elementos finitos. Sea h el tamaño de malla tal que
Cs(k
2 + σ)h2 << 1, (2.4.1)
entonces existe una constante α > 0, independiente de k, σ, h tal que
a(u− uh, u− uh) > α‖u− uh‖21. (2.4.2)
El requerimiento del tamaño de malla lo suficientemente pequeño surge
del resultado del teorema anterior. La constante de estabilidad Cs puede
tomarse como Cs = 1 +
k2
σ
. Luego el tamaño de malla debeŕıa tomarse de tal
forma que término k
3h
σ
<< 1. En el peor de los casos el tamaño de malla está
relacionado con la tercera potencia de k.
El teorema anterior da una conexión entre la dependencia del número de
onda y el tamaño de malla.
Una forma de evaluar la estabilidad del sistema puede orientarse en realizar
el estudio de la variación de los valores de la matriz A. Con el fin de determi-
nar la dependencia cont́ınua de los datos se presentan las generalidades del
método de localización de valores propios mediante el método de Gershgorin.
Definición Sea A = [aij] una matriz de orden nxn (real o compleja) y
sea ri la suma de los valores absolutos de las entradas fuera de la diagonal
en el i-ésimo renglón de A; esto es, ri =
∑
i 6=j |aij|. El i-ésimo disco de
Gerschgorin en el disco circular Di en el plano complejo con centro aii y
radio ri.
Teorema del disco de Gershgorin: Sea A = [aij] una matriz de orden
nxn (real o compleja). Entonces todo valor propio de A está contenida dentro
de un disco de Gershgorin.
Para la plicacion del teorema se deben determinar los valores propios de la
matriz junto con los radios de los discos asociados; es decir






Para un error establecido, ya sea en la medición de los datos, en la
transcripción de los mismos o por cualquier razón que hubiera afectado a





Formulación del Problema y Simulación Numérica
Se estudia la propagación acústica de la onda en una configuración
geómetrica definida y se presenta el problema de valor en la frontera que
se desea estudiar. Se asume un medio homogéneo e isotrópo, es decir, las
funciones de velocidad y densidad se asumen constantes (Figura 3.1). Para
contrastar el campo conocido con el método de los elementos finitos se
considera la región de estudio libre de medios dispersantes, por tanto la
ecuación de Helmholtz se cumple en todo Ω. Cuando se estudian problemas
no acotados es usual introducir una frontera artificial descomponiendo el
problema original en dos regiones. En la región no acotada se incluyen
anisotroṕıas, no linealidades, etc. La región acotada, en la que se busca la
solución numérica, se usa una función en la frontera que sirva como puente




u (x, ω) = −δ (x− x0) , ∀x ∈ Ω ⊂ R2,




Con el fin de comparar los resultados que se obtengan con el método
de los elementos finitos, se emplea una solución anaĺıtica conocida. Dada
la ecuación de Helmholtz con velocidad de onda constante, c (x) =c y un
conjunto de condiciones de frontera o condiciones de radiación en dominios
no acotados se puede encontrar una solución única para el campo u. Cuando
la función de forzamiento o fuente de la ecuación de Helmholtz es un impulso,
la solución puede encontrarse usando la función de Green. Luego la expresión
(1.6.3) definida por











(1) es la función de Hankel de orden cero, es aquella que servirá




Se realizan pruebas numéricas para determinar el campo acústico
considerando:
Dominio acotado Ω = (0, 1000)X(0, 1000)
Medio homogéneo con velocidad c = 1600 m/s
Frecuencia (ω). Los datos śısmicos están limitados por banda y el ancho
de banda de la mayoŕıa de datos śısmicos contienen información útil
entre 5 Hz y 100 Hz. Un amplio ancho de banda es muy importante
porque cuanto mayor sea este mejor será la imagen del subsuelo [29].
Este ancho de banda es generado con la adquisicion de datos śısmicos
en intervalos de tiempo regular. Por lo general se presentan periodos
de muestreo de 1ms, 2ms, 4ms, 8ms. Para cada periodo se calcula la
frecuencia de muestreo como f =
1
T
, con T el periodo de muestreo.
Por ejemplo para un periodo de 1ms se presentará una frecuencia de
1000Hz. Cuando se presenta un muestreo inadecuado de la señal, se
genera ambiguedad entre los datos śısmicos y el ruido. A este efecto se le
conoce como aliasing. Para identificar este fenómeno se requiere conocer
la máxima frecuencia fN a partir de la cual se producirá aliasing. La




. Por encima de la frecuencia fN la señal śısmica con
frecuencias más altas se reconstruyen en forma de señal śısmica con
bajas frecuencias. Es importante tener en cuenta que la frecuencia
de muestreo del sistema de grabación no tiene nada que ver con las
frecuencias nativas que se observan. Resulta que la mayoŕıa de los
sistemas de adquisición śısmica son seguros con fN = 125Hz, porque
las fuentes śısmicas como camiones Vibro y dinamita no env́ıan altas
frecuencias muy lejos; la tierra filtra y los atenúa antes de que lleguen al
receptor. En las siguientes simulaciones se estudia el comportamiento
de la onda con frecuencias ω(Hz) = 0.5 , 3, 10, 40, 80, 100.
Función fuente: Se emplea la función delta de Dirac como impluso
ubicado en una de las fronteras.
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Condiciones de frontera: En la simulación se emplea la condición de
frontera impĺıcita u = G, con G la solución mediante función de Green.
Para la aplicación del método de los elementos finitos se emplea una
malla triangular y polinomios de segundo grado como funciones base.
Se emplea la condición restringida para kh < 1 con h el tamaño de la
malla .
Para el desarrollo de las simulaciones se utiliza un equipo i5, con
procesador de 2.3 GHz, y 8 GB de memoria Ram.
Las pruebas se desarrollaron empleando el programa computacional Free-
Fem++ [19]. Se complementan algunos resultados mediante la ayuda de
Matlab. Las figuras obtenidas se agruparon con el fin de presentar los resulta-
dos para cada frecuencia variando el refinamiento de la malla. Para i = 1.,12
se presenta el orden definido:
figura ai: corresponde a la malla obtenida para la frecuencia y el
refinamiento de la misma.
figura bi: gráfico de la solución mediante funciones de Green.
figura ci: solución aproximada empleando el método de los elementos
finitos.
figura di: presenta el error relativo de la solucion aproximada respecto
a la solución mediante funciones de Green. La estimación del error se
realiza aplicando la condición (2.3.1).
Comportamiento de las soluciones variando frecuencia
Dentro de las ventajas que posee el programa computacional FreeFem++
se tiene la opción de adaptar la malla según la singularidad del campo de
onda. Esta función genera que el tamaño de la malla no sea único. Los valores
del tamaño de malla obtenidos seán referidos al máximo valor del elemento
encontrado. La figura (3.2) presenta el tamaño del máximo elemento y el
número de aristas. Es claro que a mayor cantidad de aristas se obtiene un
elemento de menor tamaño. Para observar la incidencia de la cantidad de
elementos en la región de estudio se presentan los resultados en las diferentes
frecuencias adaptando la malla de elementos para un rango de malla de 164
y 8, 74.
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1. ω = 0,5: Se realiza simulación refinando la malla observando errores
relativos puntuales que se mueven entre −10 y 10. En la mayoŕıa de
dominio el ajuste de la aproximacion es adecuado con errores relativos
cercanos a cero (0).
2. ω = 3: Sin el refinamiento a simple vista el gráfico de la solución real
y la aproximación parecen ser similares. El error relativo presenta un
rango de variación en la parte media de la región con valores de 1∗106 lo
que muestra un mal ajuste. Se refina la malla evidenciando un descenso
notable del error relativo hasta valores cercanos a cero (0).
3. ω = 10: Al igual que en el caso ω = 3, se observa un error relativo del
orden de 1 ∗ 106. El refinamiento de la malla ayuda a disminuir el error
ajustando la aproximación a la solución con funciones de Green.
4. ω = 40: El tamaño del elemento y aristas empleado genera un gráfico
que difiere en su totalidad al obtenido con la función de Green. Los
errores relativos se presentan en todos los puntos de la región variando
en un rango de −1∗106 hasta 1∗106. Al lanzar el cálculo adaptando la
malla con incremento se observa un ajuste adecuado observando errores
relativos cercanos a cero. El máximo error relativo se aproxima a 0,8.
5. ω = 80: Se inicia el cálculo observando grandes diferencias en el
conjunto de isovalores de la solución aproximada. El error relativo vaŕıa
entre −9 ∗ 1011 y 2,6 ∗ 1011. Se recalculan los valores con una mayor
cantidad de aristas lo que conlleva a un refinamiento de la malla. De
esta forma se reduce la franja del error relativo entre −1 y 1.
6. ω = 100: El resultado inicial arroja una perturbación de la malla
irregular. Al sobreponer la solución anaĺıtica sobre la malla no se
presenta una deformación similar al campo de onda generado. Esto se
hace más claro al observar el gráfico obtenido en la simulación. Debido
a esto el error relativo es alto con una franja de variación de −0,9 ∗ 106
y 0,995∗106. Al igual que los casos anteriores, se adapta la malla hasta
observar una estructura del campo definida. El gráfico del error relativo
presenta un rango de variación entre −1 y 1.
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Análisis de convergencia
Una de las principales dificultades en la simulación numérica de
ecuaciones de onda es el alto número de funciones base requeridas para
resolver la solución. Basados en el resultado presentado en la figura (3.3),
antes que la solución de elementos finitos se parezca a la solución exacta,
en este caso la función de Green, se requiere un tamaño de malla lo
suficientemente fino. Basados en la norma L2, figura (3.3), la aproximación
del elemento finito no tiene una conexión a la solución exacta antes que el
tamaño de la malla es alcanzado. Según los resultados el tamaño de la malla
tiende a cero cuando el parámetro k =
ω
c(x)
crece lo que se ve reflejado en el
tiempo de cálculo figura (3.4). Si se requiere que L2 < 1 entonces:
ω = 0,5, 3, 10: es necesario de 194 aristas lo que corresponde a un
tamaño de malla de 40.
ω = 40, 80: para ω = 40 se requieren de 4436 aristas con un tamaño
de malla de 28. En el caso de ω = 80 se necesitaron 5921 aristas que
corresponden a un tamaño de malla de 23.
ω = 100: este caso requirió de 12126 aristas equivalente a 16 como
tamaño de malla. Se intenta realizar calculo con un mayor refinamiento
de malla sin éxito debido a la restricciones de memoria del equipo.
Análisis de estabilidad
Para presentar el comportamiento de estabilidad se analizará el caso para
una alta frecuencia ω = 100 ya que la solución es altamente oscilatoria, luego
se requieren grandes refinamientos de mallas. El requerimiento de malla que
garantiza la condición kh < 1 se establece cuando h < 16, 894 (Figura 3.5). Se
continúa refinando la malla para conocer el comportamiento de la condición
hasta limitarse el cálculo por falta de memoria. El máximo refinamiento se
obtuvo para un tamaño de malla de 5,582 equivalente a 390739 aristas. El
error en la normal L2, condicionado al refinamiento de la malla, decrece hasta
un tamaño de malla de 8, 74. Se observa un cambio en el comportamiento
del error ocasionado por la tendencia oscilante de la solución (Figura 3.6).
Para evaluar la dependencia continua de los datos, se calculan los valores
propios para números de onda afectados por cambios en frecuencia (ω =
99, 101) (figura 3.9). De estos resultados se establece:
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Dependencia continua de los datos para frecuencia de 99Hz .
Inestabilidad de las soluciones para frecuencia de 101Hz. Este resultado
es generado debido a la naturaleza oscilante de la solución lo que hace








Figura 3.2: Área triangular
Figura 3.3: Error L2
Figura 3.4: Tiempo de ejecución
99
Figura 3.5: Estabilidad, W=100
Figura 3.6: Error L2, W=100
100
Figura 3.7: Superposicion, Sin Refinamiento de Malla, W=100
Figura 3.8: Superposicion, Refinamiento de Malla, W=100
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Los experimentos numéricos indican que el método de los elementos
finitos es una técnica robusta y útil para resolver la ecuación de
Helmholtz en 2D en un medio homogéneo.
Para garantizar que la solución aproximada converja a la solución real
fué necesario definir un umbral de malla de tal forma que el error en
L2 < 1.
En aplicaciones que requieran mayor detalle, como fenómenos de
dispersión de ondas, se hace necesario precisar el grado de exactitud y
por tanto definir el número de elementos de la malla teniendo en cuenta
que el requerimiento computacional será mayor.
Se obtuvo buena exactitud en frecuencias superiores a 40 Hz a través
del refinamiento de la malla. El precio que se paga para obtener un
bajo error es el incremento en el tamaño del sistema lineal y el costo
computacional para resolverlo.
Los resultados obtenidos se pueden mejorar utilizando polinomios de
interpolación de mayor grado en conjunto con alto refinamiento de la
malla. Esto requiere de equipos de computo de mayor capacidad.
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Recomendaciones
Se recomienda emplear otros métodos de aproximación tales como for-
mulación wavelet, volumenes finitos, diferencias finitas para comparar
el error relativo y tiempo de ejecución con el fin de verificar si el méto-
do de los elementos finitos es más estable que los otros métodos de
aproximación.
Como trabajos posteriores queda abierta la posibilidad de aplicar el
método de los elementos finitos en dominios no homogéneos en régimen
de alta frecuencia con cambios de las propiedades en profundidad.
Utilizar polinomios de lagrange como elementos de interpolación y
comparar los resultados con este estudio.
Para futuros desarrollos se recomienda utilizar equipos de computo más
robustos ya que los refinamientos de malla en problemas más complejos




FreeFem++ fue desarrollado en el laboratorio Jacques-Louis Lions en
la universidad Pierre y Marie Curie y se disenó para resolver ecuaciones
diferenciales parciales empleando el método de los elementos finitos. Una
gúıa detallada de instalación y ejecución puede verse en [19] [20].
En términos generales el programa se construye con el esquema básico
definido por la siguiente estructura:
Construcción del dominio de trabajo
Generación de la malla
Estructura de la formulación débil y desarrollo del cálculo
Se presenta un resumen general de los comandos empleados en cada
estructura.
Construcción del dominio de trabajo
Para construir el dominio de trabajo se realiza una descripción paramétri-
ca del contorno de la superficie y de cada lado del mismo en el sentido contra-
rio a las agujas del reloj. La opción border define un segmento del contorno
de la geometŕıa. Cada lado puede nombrarse asignando el comando label=.
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border C3(t=100,0){x=t; y=100; label=3};
border C4(t=100,0){x=0;y=t; label=4;};
Generación de la malla
Una vez construido el dominio de trabajo se emplean los comandos mesh
y buildmesh para generar la malla. Para almacenar y graficar se usan
las opciones savemesh (Th, ” nombre.msh”) y plot(th,wait=1,ps=
” nombre.eps”). Se presenta un esquema general para la generación de
la malla:
int n=1;
mesh Th=buildmesh(C1(10*n)+ C2(10*n)+ C3(10*n)+ C4(10*n));
savemesh (Th, ” Malla.msh”);
plot(th,wait=1,ps= ” Malla.eps”);
Estructura de la formulación débil y desarrollo del cálculo
Antes de desarrollar la formulación débil se requiere definir el espacio de
trabajo y el tipo elemento finito. FreeFem++ posee variedad de funciones
base como funciones constantes a tramos discontinuas (P0), funciones
lineales continuas a tramos (P1), funciones lineales a tramos discontinuas
(P1dc), entre otros (vease [9]). La siguiente es la forma para definir el tipo
de elemento finito y el espacio al cual pertenecen las funciones uh, vh:
fespace Vh(Th,P1);
Vh <complex> uh,vh;
En este caso el polinomio a emplear son funciones lineales continuas
a tramos (P1) y las funciones uh, vh pertenecen al espacio complejo. Los
problemas son descritos en la forma variacional incluyendo la forma bilineal
a(u,v), la forma lineal b(f,v) y las condiciones de frontera aśı:
Problema P(u,v)= a(u,v)-b(f,v)+(condición de frontera).
La formulación variacional presenta un tipo de integración numérica. Para










Por ejemplo, para una función f(x, y) se desea hallar una función u(x, y)
que satisfaga
−∆u(x, y) = f(x, y) para todo x, yεΩ
u(x, y) = 0para todo (x, y)ε∂Ω
Con Ω un disco unitario con frontera C = {(x, y)x = cos(t), y =
sen(t), 0 ≤ t ≤ 2π}.














Luego para la triangulación Th de Ω, se tiene que las formas bilineal y










)dxdy = int2d(Th)(dx(u)dx(v) + dy(u)dy(v))∫
Th
fvdxdy = int2d(Th)(vf)
La condición de frontera u(x, y) = 0 se escribe on(C, u = 0).
Para resolver el problema se puede emplear la forma solve. En el ejemplo
anterior si el problema es llamado Poisson, entonces la opción solve plantea
y resuelve el problema aśı:
solvePoisson(u, v) = (Define y resuelve la EDP)
int2d(Th)(dx(u)dx(v) + dy(u)dy(v)) (Define la forma bilineal)
−int2d(Th)(vf) (Define la forma lineal)
+on(C, u = 0); (Define la condicion de frontera)
Para presentar los resultados gráficos se emplea el comando plot(u,
ps=”nombre.eps”). Si se quiere conocer el tiempo usado para el cálculo se
puede emplear la opción





Se presenta el código desarrollado para resolver la ecuación de Helmholtz
en un medio homogéneo con función fuente la delta de Dirac.
// So luc ion de l a Ecuacion de Helmholtz ap l i cando metodo
//de l o s Elementos F in i t o s para un medio homogeneo
//La reg i on omega ser Ã ¡ un cuadrado de x=p , y=p
//La fuente se ubicarÃ ¡ en l a s u p e r f i c i e de l t e r r eno
// ubicada en x=dix , y=diy
//Contiene g r a f i c a s de f ronte ra , malla , So luc ion en l i n e a s ,
// c o l o r e s .
v e rbo s i t y =0;
// Di s tanc ia de l a fuente en l a po s i c i on x
r e a l dix=500;
// Di s tanc ia de l a fuente en l a po s i c i on y
r e a l diy=999;
//GENERACION DEL DOMINIO OMEGA ( cuadrado de x=p , y=p)
i n t p=1000; //Longitud lado reg i on
border C1( t=0,p){x=t ; y=0; l a b e l =1;}
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border C2( t=0,p){x=p ; y=t ; l a b e l =2;}
border C3( t=p , 0 ){ x=t ; y=p ; l a b e l =3;}
border C4( t=p , 0 ){ x=0;y=t ; l a b e l =4;}
// coordenada x de d e l t a i
r e a l [ i n t ] xde l ta = [ dix , 0 . 9 ] ;
// coordenada x de d e l t a j
r e a l [ i n t ] yde l ta = [ diy , 0 . 9 ] ;
// c o e f i c i e n t e d e l t a i
r e a l [ i n t ] cd e l t a = [ 1 . , 2 . ] ;
//GENERACION DE LA MALLA PARA n ARISTAS
in t n=10;
mesh Th=buildmesh (C1(10∗n)+C2(10∗n)+C3(10∗n)+C4(10∗n ) ) ;
savemesh (Th, ” Malla .msh ” ) ;
//DEFINICION DE FUNCIONES
// Frecuenc ia en HZ (1/ seg )
// r e a l w=2.0∗ pi ∗0 .85 e9 /1 .0 e10 ;
r e a l w=0.5;
r e a l k1=1;
// Co e f i c i e n t e de Amortiguamiento
r e a l a l f a =0.000001;
//Veloc idad en e l medio c (mt/ seg )
// func c=340+1.3∗y ;
r e a l c=1600;
//NÃomero de Onda k , Unidades mˆ(−1)
r e a l k=w/c ;
r e a l t0=0;
// So luc ion de l a ecuac ion de Helmholtz a n a l i t i c a en
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//un medio homogeneo . Funcion de Green en 2D
func green =0.25∗1 i ∗ ( ( j 0 ( ( k )∗ s q r t ( ( x−dix )ˆ2+(y−diy ) ˆ 2 ) ) )
+1 i ∗y0 ( ( k )∗ s q r t ( ( x−dix )ˆ2+(y−diy ) ˆ 2 ) ) ) ;
// Se d e f i n e es e spac i o y se usan po l inomios de grado 2
f e spac e VH(Th,P2) ;
// Se dec l a ra e l e spac ion Vh ( complejo ) .
// In i c i a lmen t e uhH, uh , vh pertenecen a un e spac i o complejo
VH <complex> uhH, uh , vh ;
// Se as igna l a func ion uhH a green debido a que se t r a t a
//de un medio homogeneo
uhH=green ;
// Solo i n t e r e s a l a parte r e a l de Vh
VH RuhH;
// Parte Real de l a func ion uhH es d e c i r de h
//( So luc ion a n a l i t i c a Green )
RuhH=r e a l (uhH) ;
//Codigo para generar l a func ion de l t a de d i r a c
//y lanza r e l c a l c u l o en va r i a s i t e r a c i o n e s
f o r ( i n t i t e r =0; i t e r < 1 ; i t e r++)
{
//ESTRUCTURA FORMULACION DEBIL
// Se de f i n e es e spac i o y se usan po l inomios de grado 2
f e spac e Vh(Th, P2) ;
// Se i n i c i a r e l o j para c o n t a b i l i z a r tiempo de c a l c u l o
r e a l Tiempo=c lock ( ) ;
// Matriz de i n t e r p o l a c i o n
matrix D = i n t e r p o l a t e (Vh, xdelta , yde l ta ) ;
// En e l punto ( xde l ta [ j ] , yde l ta [ i ] ) se l l e n a h
// $D i j = wˆ i ( ( xde l ta [ j ] , yde l ta [ i ] )
//donde wˆ i son l a s func i one s base en Vh.
// Espac ios y func i one s de prueba
Vh uh , vh ;
Vh b ;
b [ ]= D∗ cd e l t a ;
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b [ ]= −b [ ] ;
// De f i n i c i on de l Problema
problem Helmholtz (uh , vh ) =
// Forma B i l i n e a l
int2d (Th) ( ( dx (uh)∗dx (vh)+dy (uh)∗dy (vh ) ) )
−in t2d (Th) ( (wˆ2/ c ˆ2)∗ ( uh∗vh ) )
+ b [ ] // Forma l i n e a l , func ion de l t a de d i r a c
//− in t2d (Th) ( vh∗ f )
// Funcional l i n e a l
//− in t1d (Th) ( vh∗RuhH)
//Expres ion amortiguamiento
//− in t1d (Th)(1 i ∗w∗ a l f a ∗uh∗vh )
//− in t1d (Th)(1 i ∗w∗vh∗uh)
// En caso de tener du/dn en l a f r on t e r a
//− in t1d (Th) (RuhH∗vh )
// Condic iones de f r on t e r a
+on (1 , 2 , 3 , 4 , uh=RuhH)
;
// Lanza e l c a l c u l o
Helmholtz ;
// Malla
cout << ”max uh = ” << uh [ ] . max << ” nv = ”<< Th. nv <<
endl ;
i n t npasos=3;
f o r ( i n t n=0;n<npasos ; n++)
{
i n t nbverts=Th . nv ;
f e spac e Mh(Th, P2 ) ;
Mh hhh=hTriang le ;
cout<<”mesh s i z e=”<<hhh [ ] . max<<”nb o f
v e r t i c e s=”<<nbverts<<endl ;
}
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//Adaptado de malla segun s i ngu l a r i d ad de l campo de onda
Th=adaptmesh (Th, uh , nbvx=10000 , e r r= 0.01∗1.2ˆ− i t e r ) ;
//Guarda datos c a l cu l ado s EF a medida que hace l a i t e r a c i o n
ofstream f i l e 1 (” Helmholtz FE. txt ” ) ;
f i l e 1 <<uh [ ] ;
// Gra f i co malla
p l o t (Th, dim=1, wait=true , ps=”Malla ” ) ;
// Gra f i co en e s c a l a de g r i s e s
p l o t (Th,RuhH, wait=true , dim=3, f i l l =1, va lue=1,ps=
” So luc ion Anal i tca , 3D” ) ;
//GrÃ ¡ f i co de l campo en 3D
p lo t (Th, uh , wait=1,dim=3, f i l l =1, va lue=1,ps=
” So luc ion Aproximada , 3D ” ) ;
// Gra f i co malla
// p l o t (Th,RuhH, uh , dim=3, wait=true , ps=”Malla ” ) ;
//PRESENTACION DE RESULTADOS
//Calculo de l Error en X
f o r ( r e a l i=0 ; i <1; i +=0.1){
cout << uh( i ,0)<< endl ;
}{
ofstream gnu ( ”Error en X . txt ” ) ;
f o r ( r e a l i =0; i <=p ; i +=1)
{
gnu << i << ” ” << RuhH( i , 0 ) << ” ” << uh( i , 0 )




//Calculo de l Error en Y
f o r ( r e a l i i i =0 ; i i i <1; i i i +=0.1){
cout << uh( 0 , i i i )<<endl ;
}{
ofstream gnuu ( ”Error en Y . txt ” ) ;
f o r ( r e a l i i i =0; i i i <=p ; i i i +=1)
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{
gnuu << i i i << ” ” << RuhH( 0 , i i i ) << ” ” <<
uh( 0 , i i i )<< ” ” << (RuhH( 0 , i i i )−uh( 0 , i i i ) ) /
RuhH( 0 , i i i )∗100 <<endl ;
}
}
// e r r o r acoplado
f o r ( r e a l i=0 ; i <1; i +=0.1){
f o r ( r e a l i i i =0 ; i i i <1; i i i +=0.1)
{
cout << uh( i , i i i )<<endl ;
}{
ofstream gnu ( ”Error acop lado . txt ” ) ;
f o r ( r e a l i =0; i <=p ; i +=20)
{
f o r ( r e a l i i i =0; i i i <=p ; i i i +=20)
{
gnu << i << ” ” << RuhH( i , i i i ) << ” ” << uh( i , i i i )
<< ” ” << (RuhH( i , i i i )−uh( i , i i i ) ) /





r e a l L2error ;
// Error en l a Norma Lˆ2
L2error=sq r t ( int2d (Th) ( (RuhH−uh ) ˆ 2 ) ) ;
// Muestra e l e r r o r en panta l l a
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cout<<”L2error = ”<<L2error<<endl ;
// Impres ion de r e su l t ado s numÃ c©ricos
o fstream f i l e 2 (” Helmholtz FE. txt ” ) ;
f i l e 2 <<uh [ ] ;
o f s tream f i l e 3 (” Helmholtz Ana l i t i c a . txt ” ) ;
f i l e 3 <<RuhH [ ] ;
//Datos Matriz de Rig idez y Vector de Carga
va r f a (uh , vh ) = int2d (Th) ( ( dx (uh)∗dx (vh)+dy (uh)∗dy (vh))−
( (wˆ2/ c ˆ2)∗ ( uh∗vh)))+b [ ] ;
matrix A=a (Vh,Vh) ;
va r f bc ( [ vh ] , [ g ] ) = int1d (Th) ( g∗vh ) ;
//matrix B=b(vh , g )
// save ( raw , ” uh . dat ” ,uh ,Th ) ;
o f s tream u1data (”Matriz de Rig idez . txt ” ) ;
u1data << A;




//Codigo para Var iac ion de c o l o r e s
r e a l [ i n t ] c o l o rh sv=[ // c o l o r hsv model
4 . / 6 . , 1 , 0 . 5 , // dark blue
4 . / 6 . , 1 , 1 , // blue
5 . / 6 . , 1 , 1 , // magenta
1 , 1 . , 1 , // red
1 , 0 . 5 , 1 // l i g h t red
] ;
r e a l [ i n t ] v i s o ( 3 1 ) ;
f o r ( i n t i =0; i<v i s o . n ; i++)
v i s o [ i ]= i ∗ 0 . 1 ;
//Codigo para generac ion de e j e s
r e a l m=p+10;
r e a l h=1;
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r e a l [ i n t ] x (m+1) , ox (m+1);
r e a l [ i n t ] y (m+1) , oy (m+1);
f o r ( i n t i i =0; i i<m+1; i i ++)
{
x [ i i ]= i i ∗h ;
ox [ i i ]=0;
y [ i i ]=0;
oy [ i i ]=h∗ i i ;
} ;
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