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QUANTIFYING THE HYDRODYNAMIC LIMIT OF VLASOV-TYPE EQUATIONS
WITH ALIGNMENT AND NONLOCAL FORCES
JOSE´ A. CARRILLO, YOUNG-PIL CHOI, AND JINWOOK JUNG
Abstract. In this paper, we quantify the asymptotic limit of collective behavior kinetic equations arising
in mathematical biology modeled by Vlasov-type equations with nonlocal interaction forces and alignment.
More precisely, we investigate the hydrodynamic limit of a kinetic Cucker–Smale flocking model with con-
finement, nonlocal interaction, and local alignment forces, linear damping and diffusion in velocity. We first
discuss the hydrodynamic limit of our main equation under strong local alignment and diffusion regime, and
we rigorously derive the isothermal Euler equations with nonlocal forces. We also analyze the hydrodynamic
limit corresponding to strong local alignment without diffusion. In this case, the limiting system is pres-
sureless Euler-type equations. Our analysis includes the Coulombian interaction potential for both cases
and explicit estimates on the distance towards the limiting hydrodynamic equations. The relative entropy
method is the crucial technology in our main results, however, for the case without diffusion, we combine
a modulated macroscopic kinetic energy with the bounded Lipschitz distance to deal with the nonlocality
in the interaction forces. For the sake of completeness, the existence of weak and strong solutions to the
kinetic and fluid equations are also established.
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1. Introduction
Collective self-organized motions of autonomous individuals, such as flocks of birds, crowd dynamics, and
aggregation of bacteria, etc, appear in many applications in the field of engineering, biology, and sociology
[2, 3, 4, 25, 36, 39, 40, 42, 45], we refer to [10, 19] and references therein for recent surveys. Mathematical
modelling of such behaviors is based on Individual-Based Models (IBMs) which are microscopic descriptions,
and it includes three basic effects, a short-range repulsion, a long-range attraction, and an alignment in certain
spatial regions. These IBMs lead to continuum description by means of mean-field limit [5, 7, 8, 22, 31, 32],
and in particular a second-order N -particle system converges toward a kinetic equation as the number of
particles N goes to infinity. In this paper, we study a class of such kinetic-type models which are typically
Vlasov-type equations with nonlocal forces. More precisely, let f = f(x, v, t) be the one-particle distribution
function at (x, v) ∈ Ω×Rd and at time t > 0, where Ω is either Td or Rd with d ≥ 1, then our main equation
is given by
∂tf + v · ∇xf −∇v · ((γv + λ (∇xV +∇xW ⋆ ρ))f) + α∇v · (F [f ]f) = NFP [f ], (1.1)
with (x, v, t) ∈ Ω× Rd × R+ subject to the initial data:
f(x, v, t)|t=0 =: f0(x, v), (x, v) ∈ Ω× Rd,
where ρ = ρ(x, t) and u = u(x, t) are the local particle density and velocity given by
ρ =
∫
Rd
f dv and u =
∫
Rd
vf dv∫
Rd
f dv
,
respectively, V : Rd → R and W : Rd → R are the confinement and the interaction potentials with a positive
coefficient λ, respectively. Here NFP denotes the nonlinear Fokker–Planck operator [46] given by
NFP [f ](x, v) := ∇v · (β(v − u)f + σ∇vf) = σ∇v ·
(
f∇v log f
Mu
)
with the local Maxwellian
Mu :=
βd/2
(2πσ)d/2
exp
(
−β|u− v|
2
2σ
)
,
and positive constants β and σ. F represents the velocity alignment force fields, where the local average of
relative velocities weighted by the function φ, given by
F [f ](x, v) :=
∫
Ω×Rd
φ(x − y)(w − v)f(y, w) dydw,
where φ : Rd → R+ is called a communication weight. The confinement and interaction potentials are
assumed to be symmetric in the sense V (x) = V (−x) and W (x) =W (−x) on Rd due to the action-reaction
principle by Newton’s third law. The weight function φ is usually assumed to be radially symmetric, i.e.,
φ(x) = φˆ(|x|) for some φˆ : R+ ∪ {0} → R+, and φˆ is decreasing such that the closer particles have more
stronger influence than the further ones. The right hand side of (1.1) consists of the local alignment forces
and the diffusion term in velocity. Throughout this paper, we also assume that f is a probability density,
i.e., ‖f(·, ·, t)‖L1 = 1 for t ≥ 0, since the total mass is preserved in time.
In the current work, we are interested in the asymptotic analysis of (1.1) by considering singular param-
eters. More specifically, we deal with hydrodynamic limits to isothermal/pressureless Euler equations with
nonlocal forces.
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1.1. Formal derivation from kinetic to isothermal/pressureless Euler equations. Taking into ac-
count the moments on the kinetic equation (1.1), we find that the local density ρ and local velocity u
satisfy
∂tρ+∇x · (ρu) = 0,
∂t(ρu) +∇x · (ρu⊗ u) +∇x ·
(∫
Rd
(v − u)⊗ (v − u)f(x, v, t) dv
)
= −γρu− λρ(∇xV +∇xW ⋆ ρ)− αρ
∫
Ω
φ(x− y)(u(x) − u(y))ρ(y) dy.
We notice that the above system is not closed in the sense that it cannot be written only in terms of ρ and
u. On the other hand, if we consider the singular parameters β = σ = 1/ε in (1.1), i.e., the local alignment
and diffusive forces are very strong and consider the limit ε → 0, then at the formal level, we expect that
NFP ≃ 0, and this leads that the particle density behaves like:
f ε(x, v, t) ≃ ρ(x, t)
(2π)d/2
exp
(
−|v − u(x, t)|
2
2
)
for ε≪ 1, (1.2)
where f ε denotes the corresponding solution of (1.1) with β = σ = 1/ε. This formal procedure gives the
isothermal Euler equations with interaction forces:
∂tρ+∇x · (ρu) = 0, (x, t) ∈ Ω× R+,
∂t(ρu) +∇x · (ρu⊗ u) +∇xρ
= −γρu− λρ(∇xV +∇xW ⋆ ρ)− αρ
∫
Ω
φ(x− y)(u(x) − u(y))ρ(y) dy.
(1.3)
Let us now take into account the hydrodynamic limit without diffusion, i.e., the equation (1.1) with β = 1/ε
and σ = 0. Then, for the similar reason, we find that
f ε(x, v, t) ≃ ρ(x, t)⊗ δu(x,t)(v) for ε≪ 1, (1.4)
and this induces the following pressureless Euler equations with interaction forces:
∂tρ+∇x · (ρu) = 0, (x, t) ∈ Ω× R+,
∂t(ρu) +∇x · (ρu⊗ u) = −γρu− λρ(∇xV +∇xW ⋆ ρ)− αρ
∫
Ω
φ(x− y)(u(x) − u(y))ρ(y) dy. (1.5)
Some previous works closely related to the above asymptotic analysis can be summarized as follows. The
asymptotic analysis for the kinetic Cucker–Smale model with a strong local alignment force and a strong
diffusion, i.e., (1.1) with γ = 0, λ, α > 0, V,W ≡ 0, σ = β = 1/ε, is investigated in [35]. In this regime,
the isothermal Euler system with the nonlocal velocity alignment forces, (1.3) with γ = λ = 0 and α > 0 is
rigorously derived, see also [18] for the global regularity of classical solutions of that system. In this work,
the relative entropy method is employed, and the presence of the pressure term in the limiting system plays
an important role in their strategy: it gives the convexity of the entropy with respect to the density ρ; see
Section 3 for details. For the diffusionless case, in [28], the velocity alignment term F [f ] is taken into account
in the hydrodynamic limit, i.e., the equation (1.1) with V,W ≡ 0, γ = σ = 0, α > 0, and β = 1/ε in the
periodic spatial domain, and the pressureless Euler equations with the velocity alignment forces, (1.5) with
λ = γ = 0 and α > 0, which is also referred to Euler alignment system in [11], are rigorously derived. In
that work, the modulated macroscopic energy combined with the second-order Wasserstein distance is used.
This strategy is improved in a recent work [6] where the whole space case is considered, see also [17] for
the relation between modulated macroscopic kinetic energy and the pth order Wasserstein distance. It is
worth noticing that the interaction potential W is not taken into account in [28, 35], and it is not clear that
the strategies used in that work can be applied to the case with the interaction potential W when W has a
rather weak regularity, see [6] for the case with regular interaction potentials W . On the other hand, for the
Coulombian interactions W , i.e., −∆xW ⋆ ρ = ρ, the hydrodynamic limit of Vlasov-Poisson equation with
strong local alignment forces, which corresponds to (1.1) with γ = α = σ = 0, V ≡ 0, β = 1/ε, is discussed
in [33].
The main purpose of this work is to consider the most general form of kinetic swarming models (1.1)
and identify regimes where the Euler-type equations (1.3) or (1.5) are well approximated by the kinetic
equation (1.1) in a quantifiable way. We first deal with the equation (1.1) with strong local alignment and
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diffusive forces, that is, we consider a singular parameter in the nonlinear Fokker–Planck operator NFP . In
this case, as mentioned above, the limiting system is expected to be the isothermal Euler-type system (1.3).
We estimate the relative entropy functional together with the free energy to have the quantitative error
estimate between solutions f ε of (1.1) and (ρ, u) of (1.3). In particular, we make the formal observation
(1.2) completely rigorous with a quantitive bound in terms of ε, see Corollary 2.2. Due to the presence
of pressure, L∞ bound assumptions for both the interaction potential W and the communication weight
function φ are sufficient to have that estimate of hydrodynamic limit. We are also able to deal with the
Coulombian potential for W .
In the case without diffusion, the limiting system is a pressureless Euler system (1.5), thus the corre-
sponding macroscopic kinetic energy is not strictly convex with respect to ρ. In this respect, it is not clear to
have the quantitative bound error estimate between solutions by means of the estimate of modulated kinetic
energy only. For that reason, we combine the modulated kinetic energy estimate and the bounded Lipschitz
distance between local particle density ρε and the fluid density ρ. Note that the bounded Lipschitz distance
and the first order Wasserstein distance are equivalent in the set of probability measure with a bounded
first moment. Thus our result improves the previous works [6, 28], where the second-order Wasserstein
distance is used as mentioned above. We show that the bounded Lipschitz distance between densities can
be bounded from above by the modulated macroscopic kinetic energy, see Lemma 4.1. Compared to the
case with pressure, we need rather stronger assumptions for W and φ, bounded and Lipschitz continuity.
Combining these observations, we close the modulated kinetic energy estimates and obtain the quantitative
error estimates between solutions f ε of (1.1) with β = 1/ε, σ = 0 and (ρ, u) of (1.5). As we expected from
the formal derivation (1.4), the particle distribution function f ε converges to the monokinetic ansatz in the
sense of distributions also quantified in terms of the bounded Lipschitz distance, see Corollary 2.3 and the
proofs in Subsection 2.3. Even in the pressureless case, we are also able to take into account the Coulombian
interaction potential W and establish the same convergence estimates with the regular interaction potential
case. Our main mathematical tool is based on the weak-strong uniqueness principle [26], and thus for the
rigorous asymptotic analysis mentioned above, the existence of weak solutions of the kinetic equation (1.1)
and strong solutions to the limiting systems (1.3) and (1.5) should be obtained at least locally in time. We
emphasize that it is important to have the global-in-time weak solutions of (1.1) satisfying the free energy
estimate.
Here we introduce several notations used throughout the current work. For functions, f(x, v) and g(x),
‖f‖Lp and ‖g‖Lp represent the usual Lp(Ω × Rd)- and Lp(Ω)-norms, respectively. We denote by C a
generic positive constant which may differ from line to line. For simplicity, we often drop x-dependence of
differential operators, that is, ∇f := ∇xf and ∆f := ∆xf . For any nonnegative integer k and p ∈ [1,∞],
Wk,p = Wk,p(Ω) stands for the k-th order Lp Sobolev space. In particular, if p = 2, we denote by Hk =
Hk(Ω) = Wk,2(Ω). Ck([0, T ];E) is the set of k-times continuously differentiable functions from an interval
[0, T ] ⊂ R into a Banach space E, and Lp(0, T ;E) is the set of functions from an interval (0, T ) to a Banach
space E. ∇k denotes any partial derivative ∂α with multi-index α, |α| = k.
The rest of this paper is organized as follows. In the next section, we provide several a priori estimates
of free energy inequalities. We also give precise statements of our main results on the asymptotic analysis
of (1.1). In Section 3, we consider our main equation (1.1) in the regime of strong local alignment and
diffusion, i.e., β = σ = 1/ε. We show that the weak solution to the kinetic equation (1.1) strongly converges
to the strong solution to the isothermal Euler equations with nonlocal interaction forces (1.3). Section 4
is devoted to the asymptotic analysis for the diffusionless case, i.e., (1.1) with σ = 0. In this case, we
consider the strong local alignment regime, β = 1/ε and provide the rigorous convergence estimates of
solutions f ε to the pressureless Euler system with nonlocal interactions forces (1.5). Finally, in Sections 5
and 6 we provide the details on the global-in-time existence of weak solutions for the kinetic equation (1.1)
satisfying the free energy estimate and the local-in-time existence and uniqueness of classical solutions to
the isothermal/pressureless Euler equations (1.3) and (1.5).
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2. Preliminaries and main results
2.1. Free energy estimates. In this part, we provide free energy estimates. For this, we introduce the free
energy F and the associated dissipations D1, D2, and D3 as follows:
F(f) :=
∫
Ω×Rd
σ
β
f log f dxdv +
1
2
∫
Ω×Rd
|v|2f dxdv + λ
2
∫
Ω×Ω
W (x− y)ρ(x)ρ(y) dxdy + λ
∫
Ω
V ρ dx,
D1(f) :=
∫
Ω×Rd
1
f
∣∣∣∣σβ∇vf − f(u− v)
∣∣∣∣
2
dxdv,
D2(f) := 1
2
∫
Ω2×R2d
φ(x − y)|v − w|2f(x, v)f(y, w) dxdydvdw,
and
D3(f) :=
∫
Ω×Rd
|v|2f dxdv,
respectively.
Then we have the following free energy estimate.
Lemma 2.1. Suppose that f is a solution of (1.1) with sufficient integrability. Then we have
d
dt
F(f) + βD1(f) + αD2(f) + γD3(f) = σγd
β
+
σαd
β
∫
Ω×Ω
φ(x − y)ρ(x)ρ(y) dxdy.
In particular, we have
d
dt
(
1
2
∫
Ω×Rd
|v|2f dxdv + λ
2
∫
Ω×Ω
W (x− y)ρ(x)ρ(y) dxdy + λ
∫
Ω
V ρ dx
)
= −β
∫
Ω×Rd
f |u− v|2 dxdv − αD2(f)− γD3(f),
(2.1)
when σ = 0.
Proof. A straightforward computation gives
d
dt
∫
Ω×Rd
σ
β
f log f dxdv =
σ
β
∫
Ω×Rd
∇v · ((γv + λ(∇V +∇W ⋆ ρ))f) log f dxdv
− σα
β
∫
Ω×Rd
∇v · (F [f ]f) log f dxdv
+
σ
β
∫
Ω×Rd
∇v · (β(v − u)f + σ∇vf) log f dxdv
=:
3∑
i=1
Ii,
where Ii, i = 1, 2, 3, can be estimated as follows:
I1 =
σ
β
∫
Ω×Rd
∇v · (γv + λ(∇V +∇W ⋆ ρ))f dxdv = σγd
β
,
I2 = −σα
β
∫
Ω×Rd
∇v · (F [f ])f dxdv = σαd
β
∫
Ω×Ω
φ(x− y)ρ(x)ρ(y) dxdy,
I3 =
σ
β
∫
Ω×Rd
(β(v − u)f + σ∇vf) · ∇vf
f
dxdv.
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We also estimate the kinetic energy as
1
2
d
dt
∫
Ω×Rd
|v|2f dxdv = −λ
∫
Ω×Rd
|v|2f dxdv − λ
2
d
dt
∫
Ω×Ω
W (x− y)ρ(x)ρ(y) dxdy − λ d
dt
∫
Ω
V ρ dx
− α
2
∫
Ω2×R2d
φ(x − y)|v − w|2f(x, v)f(y, w) dxdydvdw
− β
∫
Ω×Rd
|v − u|2f dxdv − σ
∫
Ω×Rd
v · ∇vf dxdv.
Combining the above estimates yields
d
dt
F(f) + βD1(f) + αD2(f) + γD3(f) = σλd
β
+
σαd
β
∫
Ω×Ω
φ(x − y)ρ(x)ρ(y) dxdy.

Lemma 2.1 shows that the linear damping in velocity and nonlocal velocity generate the free energy
increase. In the proposition below, we show that they are controlled by the dissipations and the free energy.
Proposition 2.1. Suppose that f is a solution of (1.1) with sufficient integrability. Then we have
F(f) +
∫ t
0
(
β
2
D1(f) + γ
∫
Ω
ρ|u|2 dx + α
2
∫
Ω×Ω
φ(x− y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy
)
ds
≤ F(f0) exp
(
C
β
(1 + γ2)T
)
.
Furthermore, we obtain
F(f) +
∫ t
0
(
β
2
D1(f) + γ
∫
Ω
ρ|u|2 dx+ α
2
∫
Ω×Ω
φ(x − y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy
)
ds
≤ F(f0) +
(
C
β
(1 + γ2)
)
,
(2.2)
where C > 0 depends only T , f0 and ‖φ‖L∞.
Proof. It follows from [35, Proposition 2.1] or [34, Lemma 7.3] that
α
2
∫
Ω×Ω
φ(x − y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy − β
4
D1(f)
≤ C
β
F(f) + αD2(f)− σαd
β
∫
Ω×Ω
φ(x − y)ρ(x)ρ(y) dxdy,
where C depends only on T , ‖φ‖L∞ . On the other hand, a straightforward computation gives
γσd
β
= γ
∫
Ω×Rd
v ·
(
f(u− v)− σ
β
∇vf
)
dxdv − γ
∫
Ω×Rd
v · f(u− v) dxdv
=: J1 + J2,
where J2 can estimated as
J2 = γ
∫
Ω×Rd
f |v|2 dxdv − γ
∫
Ω
ρ|u|2 dx.
For the estimate of J1, we use Ho¨lder inequality to get
J1 = γ
∫
Ω×Rd
√
fv · 1√
f
(
f(u− v)− σ
β
∇vf
)
dxdv ≤ γ
(∫
Ω×Rd
|v|2f dxdv
)1/2
D1(f)
1/2
≤ γ
2
β
∫
Ω×Rd
|v|2f dxdv + β
4
D1(f),
i.e.,
J1 ≤ Cγ
2
β
F(f) + β
4
D1(f).
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Thus we have
γσd
β
≤ Cγ
2
β
F(f) + β
4
D1(f) + γD3(f)− γ
∫
Ω
ρ|u|2 dx.
Now we combine the above estimates together with Lemma 2.1 to obtain
d
dt
F(f) + β
2
D1(f) + γ
∫
Ω
ρ|u|2 dx+ α
2
∫
Ω×Ω
φ(x − y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy
≤ C
β
(1 + γ2)F(f).
Applying Gronwall’s inequality to the above concludes the desired first result. The second inequality just
follows from the first result and the above inequality. 
2.2. Main results. For the hydrodynamic limit to isothermal/pressureless Euler system with nonlocal
forces, we use the relative entropy argument. For this, we need to establish the existence of weak solu-
tions to the equation (1.1) and the existence of the unique strong solution to the system (1.3) and (1.5) at
least locally in time. Thus we first present a notion of weak solutions of the equation (1.1).
Definition 2.1. For a given T ∈ (0,∞), we say that f is a weak solution to the equation (1.1) if the
following conditions are satisfied:
(i) f ∈ L∞(0, T ; (L1+ ∩ L∞)(Ω× Rd)),
(ii) for any ϕ ∈ C∞c (Ω× Rd × [0, T ]),∫ t
0
∫
Ω×Rd
f(∂sϕ+ v · ∇xϕ− (γv + λ(∇xV +∇xW ⋆ ρ)) · ∇vϕ) dxdvds
+
∫ t
0
∫
Ω×Rd
f((αF [f ] + β(u − v)) · ∇vϕ+ σ∆vϕ) dxdvds +
∫
Ω×Rd
f0ϕ(x, v, 0) dxdv = 0.
We next state definitions of strong solutions to the systems (1.3) and (1.5) below.
Definition 2.2. For given T ∈ (0,∞), the pair (ρ, u) is a strong solution of (1.3) on the time interval [0, T ]
if and only if the following conditions are satisfied:
(i) (ρ, u) ∈ C([0, T ];L1(Ω))× C([0, T ];W1,∞(Ω)),
(ii) (ρ, u) satisfies the following free energy estimate in the sense of distributions:
d
dt
(
1
2
∫
Ω
ρ|u|2 dx+
∫
Ω
ρ log ρ dx+ λ
∫
Ω
ρV dx+
λ
2
∫
Ω
(W ⋆ ρ)ρ dx
)
= −γ
∫
Ω
ρ|u|2 dx− α
2
∫
Ω×Ω
φ(x − y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy,
(iii) (ρ, u) satisfies the system (1.3) in the sense of distributions.
Definition 2.3. For given T ∈ (0,∞), the pair (ρ, u) is a strong solution of (1.5) on the time interval [0, T ]
if and only if the following conditions are satisfied:
(i) (ρ, u) ∈ C([0, T ];L1(Ω))× C([0, T ];W1,∞(Ω)),
(ii) (ρ, u) satisfies the following free energy estimate in the sense of distributions:
d
dt
(
1
2
∫
Ω
ρ|u|2 dx+ λ
∫
Ω
ρV dx+
λ
2
∫
Ω
(W ⋆ ρ)ρ dx
)
= −γ
∫
Ω
ρ|u|2 dx− α
2
∫
Ω×Ω
φ(x − y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy,
(iii) (ρ, u) satisfies the system (1.5) in the sense of distributions.
Before providing our results on the hydrodynamic limits, we list our main assumptions on the initial data
below.
(H1) The initial data related to the entropy are well-prepared:
ρε0 (log ρ
ε
0 − log ρ0) + (ρ0 − ρε0) = O(
√
ε) and
∫
Ω
(∫
Rd
f ε0 log f
ε
0 dv − ρ0 log ρ0
)
dx = O(√ε).
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(H2) The initial data related to the kinetic energy part in the entropy are well-prepared:∫
Ω
ρε0|u0 − uε0|2 dx = O(
√
ε) and
∫
Ω
(∫
Rd
f ε0 |v|2 dv − ρ0|u0|2
)
dx = O(√ε).
(H3) The bounded Lipschitz distance between initial local densities satisfies
d2BL(ρ
ε
0, ρ0) = O(
√
ε).
Remark 2.1. If we choose the initial data f ε0 as
f ε0 (x, v) =
ρ0(x)
(2π)d/2
exp
(
−|u0(x) − v|
2
2
)
for all ε > 0,
then we obtain
ρε0 =
∫
Rd
f ε0 dv = ρ0 and ρ
ε
0u
ε
0 =
∫
Rd
vf ε0 dv =
∫
Rd
u0f
ε
0 dv = ρ0u0.
Let us define the classical relative entropy between two probability densities ρ1 and ρ2 as
H(ρ1|ρ2) =
∫ ρ1
ρ2
ρ1 − z
z
dz = ρ1 log ρ1 − ρ2 log ρ2 − (1 + log ρ2)(ρ1 − ρ2) , (2.3)
and analogously for two densities f1 and f2 in phase space as
H(f1|f2) =
∫ f1
f2
f1 − z
z
dz = f1 log f1 − f2 log f2 − (1 + log f2)(f1 − f2) ,
Remark 2.2. The first assumptions in (H1) and (H2) imply that∫
Ω
ρε0
2
|uε0 − u0|2 dx+
∫
Ω
H(ρε0|ρ0)dx = O(
√
ε).
Theorem 2.1. Let f ε be a weak solution to the equation (1.1) with β = σ = 1/ε in the sense of Definition
2.1 and (ρ, u) be a strong solution to the system (1.3) in the sense of Definition 2.2 up to the time T ∗ > 0.
Suppose that the assumptions (H1)–(H2) hold. Then we have the following inequalities for 0 < ε ≤ 1 and
t ≤ T ∗:
(i) Coulombian case ∆W = −δ0:
1
2
∫
Ω
ρε|uε − u|2 dx+
∫
Ω
H(ρε|ρ)dx + λ
2
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x) − u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x) − u(x))− (uε(y)− u(y))|2dxdyds
≤ C√ε+ C
∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx,
(ii) Weakly regular case ∇W ∈ L∞(Ω):
1
2
∫
Ω
ρε|uε − u|2 dx+
∫
Ω
H(ρε|ρ)dx + γ
∫ t
0
∫
Ω
ρε(x)|uε(x) − u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x) − u(x))− (uε(y)− u(y))|2dxdyds ≤ C√ε.
Here C > 0 is a positive constant independent of ε.
Remark 2.3. Coulombian interaction potential on Rd is explicitly given by
W (x) =


− |x|2 for d = 1,
− 12pi log |x| for d = 2,
1
(d−2)|B(0,1)|
1
|x|d−2
for d ≥ 3,
where |B(0, 1)| denotes the volume of unit ball B(0, 1) in Rd, i.e., |B(0, 1)| = πd/2/Γ(d/2 + 1).
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Corollary 2.1. Suppose that all the assumptions in Theorem 2.1 hold. Then we have the following conver-
gences hold for the weakly regular case (ii):
ρε → ρ a.e. and L∞(0, T ∗;L1(Ω)),
ρεuε → ρu a.e. and L∞(0, T ∗;L1(Ω)),
ρεuε ⊗ uε → ρu⊗ u a.e. and L∞(0, T ∗;L1(Ω)), and∫
Rd
f εv ⊗ v dv → ρu⊗ u+ ρId×d a.e. and Lp(0, T ∗;L1(Ω)) for 1 ≤ p ≤ 2
(2.4)
as ε→ 0. The same convergences for the Coulombian case (i) can be obtained if∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx→ 0 as ε→ 0.
In the corollary below, under suitable assumptions we provide the convergence of fε towards the local
Maxwellian Mρ,u given by
Mρ,u :=
ρ
(2π)d/2
e−
|u−v|2
2 ,
where (ρ, u) is the strong solution to the system (1.3).
Corollary 2.2. Suppose that all the assumptions in Theorem 2.1 hold. Moreover, we assume that the
confinement potential V satisfies |∇V (x)|2 ≤ C|V (x)| for some C > 0 and the solution ρ to the limiting
system is regular such that ∇W ⋆ ρ ∈ L∞(Ω× (0, T ∗)). Then for t ≤ T ∗, we have
‖f ε −Mρ,u‖L1 ≤ C
(∫
Ω×Rd
H(f ε0 |Mρ0,u0) dxdv
)1/2
+ Cε1/8
for the weakly regular potential case (ii), and
‖f ε −Mρ,u‖L1 ≤ C
(∫
Ω×Rd
H(f ε0 |Mρ0,u0) dxdv
)1/2
+ Cε1/8 + C
(
min
{
1,
∫
Ω
|∇W ⋆ (ρε0 − ρ0)|2 dx
})1/4
for the Coulombian potential case (i), where C > 0 is independent of ε > 0. In particular, if the right hand
side of the above inequality convergences to zero, then we have
f ε →Mρ,u := ρ
(2π)d/2
e−
|u−v|2
2 in L∞(0, T ∗;L1(Ω))
as ε→ 0.
Proof. Since this proof is lengthy and technical, we postpone it to Appendix A. 
Remark 2.4. Note that the assumption on V in Corollary 2.2 holds for the quadratic confinement potential
V (x) = |x|2/2.
Theorem 2.2. Let f ε be a weak solution to the equation (1.1) with β = 1/ε and σ = 0 in the sense of
Definition 2.1 and (ρ, u) be a strong solution to the system (1.5) in the sense of Definition 2.3 up to the
time T ∗ > 0. Suppose that the assumptions (H2)–(H3) hold. Then we have the following inequalities for
0 < ε ≤ 1 and t ≤ T ∗:
(i) Coulombian case ∆W = −δ0:∫
Ω
ρε
2
|uε − u|2 dx+ λ
2
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx+ d2BL(ρε, ρ) + γ
∫ t
0
∫
Ω
ρε(x)|uε(x)− u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x)− u(x))− (uε(y)− u(y))|2dxdyds
≤ C√ε+ C
∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx,
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(ii) Strongly regular case ∇W ∈ W1,∞(Ω):∫
Ω
ρε
2
|uε − u|2 dx+ d2BL(ρε, ρ) + γ
∫ t
0
∫
Ω
ρε(x)|uε(x) − u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x− y)|(uε(x)− u(x)) − (uε(y)− u(y))|2 dxdyds
≤ C√ε.
Here C > 0 is a positive constant independent of ε.
Remark 2.5. Compared to Theorem 2.1 (ii), the pressureless case requires higher regularity for W , like
∇W ∈ W1,∞(Ω) due to the lack of convexity of the entropy with respect to ρ.
Corollary 2.3. Suppose that all the assumptions in Theorem 2.2 hold. If∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx→ 0 as ε→ 0
for Coulombian interaction case, then the following convergences hold:
ρεuε ⇀ ρu weakly in L∞(0, T ∗;M),
ρεuε ⊗ uε ⇀ ρu⊗ u weakly in L∞(0, T ∗;M),∫
Rd
f εv ⊗ v dv ⇀ ρu⊗ u weakly in L1(0, T ∗;M), and
f ε ⇀ ρ⊗ δu weakly in Lp(0, T ∗;M)
as ε→ 0, for 1 ≤ p ≤ 2. Here M is the space of nonnegative Radon measures.
Remark 2.6. The convergence of dBL(ρ
ε, ρ) directly gives
ρε ⇀ ρ weakly in L∞(0, T ∗;M).
Remark 2.7. Our results on the hydrodynamic limit also hold in a bounded domain with the specular reflec-
tion boundary condition. In this case, the limiting system has a kinematic boundary condition. Concerning
this, we provide the existence theory in Section ??. For the hydrodynamic limit estimate, we refer to [21]
where the hydrodynamic limit of nonlinear Vlasov–Fokker–Planck/Navier–Stokes equations in a bounded do-
main is discussed.
2.3. Proofs of Corollaries 2.1 and 2.3. Before proceeding, for the readers’ convenience, we provide the
details of proofs of convergences in Corollaries 2.1 and 2.3. In fact, we provide quantitative bounds of
convergences.
Lemma 2.2. There exists a positive constant C depending only on ‖u‖W1,∞ such that the following inequal-
ities hold.
(i) Error estimate between moments:
‖ρεuε − ρu‖L1 ≤ ‖ρε‖1/2L1
(∫
Ω
ρε|uε − u|2 dx
)1/2
+ ‖u‖L∞‖ρε − ρ‖L1
and
dBL(ρ
εuε, ρu) ≤ ‖ρε‖1/2L1
(∫
Ω
ρε|uε − u|2 dx
)1/2
+ CdBL(ρ
ε, ρ).
(ii) Error estimate between convections:
‖ρεuε ⊗ uε − ρu⊗ u‖L1 ≤
∫
Ω
ρε|uε − u|2 dx+ 2‖u‖L∞‖ρε‖1/2L1
(∫
Ω
ρε|uε − u|2 dx
)1/2
+ 3‖u‖2L∞‖ρε − ρ‖L1
and
dBL(ρ
εuε ⊗ uε, ρu⊗ u) ≤
∫
Ω
ρε|uε − u|2 dx+ C‖ρε‖1/2L1
(∫
Ω
ρε|uε − u|2 dx
)1/2
+ CdBL(ρ
ε, ρ).
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(iii) Error estimate between particle distribution and mono-kinetic ansatz:
dBL(f
ε, ρ⊗ δu) ≤ ‖ρε‖1/2L1
((∫
Ω×Rd
|v − uε|2f ε dxdv
)1/2
+
(∫
Ω
ρε|uε − u|2 dx
)1/2)
+ CdBL(ρ
ε, ρ).
Proof. For any ψ ∈ (L∞ ∩ Lip)(Ω), we get∣∣∣∣
∫
Ω
ψ(x) ((ρεuε)(x) − (ρu)(x)) dx
∣∣∣∣
=
∣∣∣∣
∫
Ω
ψ(x) (ρε(x)(uε − u)(x)− (ρε − ρ)(x)u(x)) dx
∣∣∣∣
≤ ‖ψ‖L∞
∫
Ω
ρε|uε − u| dx+
∣∣∣∣
∫
Ω
(ρε − ρ)(x)(ψu)(x) dx
∣∣∣∣
≤ ‖ψ‖L∞‖ρε‖1/2L1
(∫
Ω
ρε|uε − u|2 dx
)1/2
+ ‖ψu‖L∞∩Lip dBL(ρε, ρ).
This asserts the inequality (i). For the estimate of (ii), we notice that
ρεuε ⊗ uε − ρu⊗ u = ρε(uε − u)⊗ (uε − u) + u⊗ (ρεuε − ρu)
+ (ρεuε − ρu)⊗ u− (ρε − ρ)u⊗ u.
Using this identity, we obtain∣∣∣∣
∫
Ω
ψ(x) ((ρεuε ⊗ uε)(x) − (ρu⊗ u)(x)) dx
∣∣∣∣
≤
∣∣∣∣
∫
Ω
ψ(x)ρε(x)(uε − u)(x)⊗ (uε − u)(x) dx
∣∣∣∣+
∣∣∣∣
∫
Ω
ψ(x)u(x) ⊗ (ρεuε − ρu) (x) dx
∣∣∣∣
+
∣∣∣∣
∫
Ω
ψ(x) (ρεuε − ρu) (x)⊗ u(x) dx
∣∣∣∣ +
∣∣∣∣
∫
Ω
ψ(x)(ρε − ρ)(x)u(x) ⊗ u(x) dx
∣∣∣∣
≤ ‖ψ‖L∞
∫
Ω
ρε|uε − u|2 dx+ 2‖ψu‖L∞∩Lip dBL(ρεuε, ρu) + ‖ψu⊗ u‖L∞∩Lip dBL(ρε, ρ).
This yields
dBL(ρ
εuε ⊗ uε, ρu⊗ u) ≤
∫
Ω
ρε|uε − u|2 dx+ C‖ρε‖1/2L1
(∫
Ω
ρε|uε − u|2 dx
)1/2
+ CdBL(ρ
ε, ρ),
where C > 0 depends only on ‖u‖W1,∞. For (iii), we find for any ϕ ∈ (L∞ ∩ Lip)(Ω× Rd) that∣∣∣∣
∫
Ω×Rd
ϕ(x, v)(f ε(x, v) − ρ(x)⊗ δu(x)(v)) dxdv
∣∣∣∣
=
∣∣∣∣
∫
Ω×Rd
ϕ(x, v)f ε(x, v) dxdv −
∫
Ω
ϕ(x, u(x))ρ(x) dx
∣∣∣∣
≤
∫
Ω×Rd
|ϕ(x, v) − ϕ(x, uε(x))|f ε dxdv +
∫
Ω
|ϕ(x, uε)− ϕ(x, u)|ρε dx+
∣∣∣∣
∫
Ω
ϕ(x, u(x))(ρε − ρ) dx
∣∣∣∣
≤ ‖ϕ‖Lip
∫
Ω×Rd
|v − uε|f ε dxdv + ‖ϕ‖Lip
∫
Ω
ρε|uε − u| dx+ ‖ϕ‖Lip‖u‖Lip dBL(ρε, ρ)
≤ ‖ϕ‖Lip‖ρε‖1/2L1
((∫
Ω×Rd
|v − uε|2f ε dxdv
)1/2
+
(∫
Ω
ρε|uε − u|2 dx
)1/2)
+ ‖ϕ‖Lip‖u‖Lip dBL(ρε, ρ).
This concludes the inequality (iii). 
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Proof of Corollary 2.1. We first obtain
‖ρε − ρ‖L1 ≤ C
(∫
Ω
H(ρ|ρε) dx
)1/2
,
where C > 0 depends only on ‖ρε‖L1 and ‖ρ‖L1, see (3.4) for details. This together with Lemma 2.2 yields
‖ρε − ρ‖L1 + ‖ρεuε − ρu‖L1 + ‖ρεuε ⊗ uε − ρu⊗ u‖L1 ≤
∫
Ω
ρε|uε − u|2 dx+ C
(∫
Ω
H(ρ|ρε) dx
)1/2
≤ Cε1/4 + C
(∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx
)1/2
→ 0
(2.5)
as ε→ 0, where C > 0 is independent of ε. Note that∫
Rd
f εv ⊗ v dv − (ρu ⊗ u+ ρId×d)
=
∫
Rd
f εv ⊗ v dv − (ρεuε ⊗ uε + ρεId×d) + ρεuε ⊗ uε − ρu⊗ u+ (ρε − ρ)Id×d.
On the other hand, we find from [35, Lemma 4.8] or [21, Section 3] that∫
Rd
(uε ⊗ uε − v ⊗ v + Id×d)f ε dv
=
∫
Rd
uε
√
f ε ⊗
(
(uε − v)
√
f ε − 2∇v
√
f ε
)
dv +
∫
Rd
(
(uε − v)
√
f ε − 2∇v
√
f ε
)
⊗ v
√
f ε dv.
(2.6)
This yields∥∥∥∥
∫
Rd
f εv ⊗ v dv − (ρεuε ⊗ uε + ρεId×d)
∥∥∥∥
L1
≤
(∫
Ω×Rd
f ε|uε|2 + f ε|v|2 dxdv
)1/2(∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdv
)1/2
≤ C√ε sup
0≤t≤T
(∫
Ω×Rd
f ε|v|2 dxdv
)1/2(
1
2ε
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdv
)1/2
≤ C√ε
(
1
2ε
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdv
)1/2
.
Combining this, (2.5), and Proposition 2.1 with β = σ = 1/ε, we have∥∥∥∥
∫
Rd
f εv ⊗ v dv − (ρu⊗ u+ ρId×d)
∥∥∥∥
L2(0,T∗;L1(Ω))
≤
∥∥∥∥
∫
Rd
f εv ⊗ v dv − (ρεuε ⊗ uε + ρεId×d)
∥∥∥∥
L2(0,T ;L1(Ω))
+ ‖ρεuε ⊗ uε − ρu⊗ u‖L2(0,T ;L1(Ω))
+ ‖ρε − ρ‖L2(0,T ;L1(Ω))
≤ Cε1/4 + C
(∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx
)1/2
→ 0.
This completes the proof. 
Proof of Corollary 2.3. A simple combination of inequalities in Lemma 2.2 together with Theorem 2.2 gives
dBL(ρ
εuε, ρu) + dBL(ρ
εuε ⊗ uε, ρu⊗ u)
≤ C
∫
Ω
ρε|uε − u|2 dx+ C
(∫
Ω
ρε|uε − u|2 dx
)1/2
+ CdBL(ρ
ε, ρ)
≤ Cε1/4 + C
(∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx
)1/2
.
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This asserts the first two convergences. Note that∫
Rd
f εv ⊗ v dv − ρεuε ⊗ uε =
∫
Rd
f ε(uε − v)⊗ (uε − v) dv,
thus we get ∫
Rd
f εv ⊗ v dv − ρu⊗ u =
∫
Rd
f εv ⊗ v dv − ρεuε ⊗ uε + ρεuε ⊗ uε − ρu⊗ u.
This yields
dBL
(∫
Rd
f εv ⊗ v dv, ρu⊗ u
)
≤
∫
Ω×Rd
f ε|uε − v|2 dxdv + dBL(ρεuε ⊗ uε, ρu⊗ u). (2.7)
On the other hand, it follows from (2.1) with β = 1/ε that∫ t
0
∫
Ω×Rd
f ε|uε − v|2 dxdvds ≤ Cε.
This together with (2.7) implies the third assertion. We also use Lemma 2.2 and (2.1) with β = 1/ε to
conclude that for 1 ≤ p ≤ 2∫ t
0
dpBL(f
ε(·, ·, s), ρ(·, s)⊗ δu(·,s)) ds
≤ Cε1/4 + C
(∫ t
0
∫
Ω×Rd
|v − uε|2f ε dxdvds
)1/2
+ C
(∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx
)1/2
→ 0
as ε→ 0. 
3. Hydrodynamic limit from kinetic to isothermal Euler equations
In this section, we study the rigorous derivation of the isothermal Euler equations (1.3) from the kinetic
equation (1.1) with β = σ = 1/ε as ε → 0. As mentioned before, we use the relative entropy argument
based on the weak-strong uniqueness principle to have the quantitative error estimates between the kinetic
equation and the limiting system.
3.1. Relative entropy inequality. We rewrite the equations as a conservative form:
∂tU +∇ ·A(U) = F (U), (3.1)
where
U :=
(
ρ
m
)
with m = ρu, A(U) :=

 m 0m⊗m
ρ
ρId×d

 ,
and
F (U) :=

 0
αρ
∫
Ω
φ(x− y)(u(y)− u(x))ρ(y) dy − γρu− λρ (∇V +∇W ⋆ ρ)

 .
Here Id×d denotes the d× d identity matrix. The free energy of the above system is given by
E(U) :=
|m|2
2ρ
+ ρ log ρ. (3.2)
We now define the relative entropy functional E between two states of the system U and U¯ as follows.
E(U¯ |U) := E(U¯)− E(U)−DE(U)(U¯ − U) with U¯ :=
(
ρ¯
m¯
)
, m¯ = ρ¯u¯, (3.3)
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where DE(U) denotes the derivation of E with respect to ρ,m, i.e.,
−DE(U)(U¯ − U) = −

−
|m|2
2ρ2
log ρ+ 1
m
ρ
0


(
ρ¯− ρ
m¯−m
)
=
ρ¯|u|2
2
− ρ|u|
2
2
+ (ρ− ρ¯)(log ρ+ 1) + ρ|u|2 − ρ¯u · u¯.
This yields
E(U¯ |U) = ρ¯|u¯|
2
2
− ρ|u|
2
2
+ ρ¯ log ρ¯− ρ log ρ+ ρ¯|u|
2
2
− ρ|u|
2
2
+ (ρ− ρ¯)(log ρ+ 1) + ρ|u|2 − ρ¯u · u¯
=
ρ¯
2
|u¯− u|2 +H(ρ¯|ρ),
where H(ρ¯|ρ) is the relative entropy between densities given by (2.3). By Taylor’s theorem, we readily see
H(ρ¯|ρ) ≥ 1
2
min
{
1
ρ¯
,
1
ρ
}
(ρ− ρ¯)2,
and moreover, we get
‖ρ¯− ρ‖L1 =
∫
Ω
min
{
(
√
ρ¯)−1, (
√
ρ)−1
}
max
{√
ρ¯,
√
ρ
} |ρ¯− ρ| dx
≤
(
1
2
∫
Ω
min
{
(ρ¯)−1, ρ−1
}
(ρ− ρ¯)2 dx
)1/2 (
2
∫
Ω
max{ρ¯, ρ} dx
)1/2
≤
(∫
Ω
H(ρ¯|ρ) dx
)1/2
(2(‖ρ¯‖L1 + ‖ρ‖L1))1/2 .
Thus we obtain
‖ρ¯− ρ‖2L1 ≤ C
∫
Ω
H(ρ¯|ρ) dx ≤ C
∫
Ω
E(U¯ |U) dx, (3.4)
where C > 0 only depends on ‖ρ¯‖L1 and ‖ρ‖L1.
Remark 3.1. The free energy of the system (3.1) is given by
E˜(U) =
|m|2
2ρ
+ ρ log ρ+ λρV +
λ
2
ρW ⋆ ρ,
and we can also define its modulated energy, also often called the relative entropy, as
E˜(U¯ |U) := E˜(U¯)− E˜(U)−DE˜(U)(U¯ − U).
A straightforward computation shows
E˜(U¯ |U) = ρ¯
2
|u¯− u|2 +H(ρ¯|ρ) + λ
2
(ρ− ρ¯)W ⋆ ρ+ λ
2
ρ¯W ⋆ (ρ¯− ρ),
and by symmetry of W , we obtain∫
Ω
E˜(U¯ |U) dx =
∫
Ω
ρ¯
2
|u¯− u|2 dx+
∫
Ω
H(ρ¯|ρ) dx+ λ
2
∫
Ω
(ρ− ρ¯)W ⋆ (ρ− ρ¯) dx.
This functional E˜ is used in the study of large friction limit of Euler equations with nonlocal forces [14, 37, 38],
see also [17] for the pressureless case. However, we employ the form (3.2) to use the estimates in [35] providing
the relation between E(U) and the flux A(U), see the estimate of I3 in the proof of Lemma 3.1 below.
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Lemma 3.1. The relative entropy E defined in (3.3) satisfies the following equality:
d
dt
∫
Ω
E(U¯ |U) dx+ α
2
∫
Ω×Ω
ρ¯(x)ρ¯(y)φ(x − y)|(u¯(x) − u(x))− (u¯(y)− u(y))|2dxdy
=
∫
Ω
∂tE(U¯) dx−
∫
Ω
∇(DE(U)) : A(U¯ |U) dx−
∫
Ω
DE(U)
[
∂tU¯ +∇ · A(U¯)− F (U¯)
]
dx
+
α
2
∫
Ω×Ω
ρ¯(x)ρ¯(y)φ(x − y)|u¯(x) − u¯(y)|2 dxdy
− α
∫
Ω×Ω
ρ¯(x)(ρ(y) − ρ¯(y))φ(x − y)(u¯(x)− u(x)) · (u(y)− u(x)) dxdy
− γ
∫
Ω
ρ¯|u¯− u|2 − ρ¯|u¯|2 dx+ λ
∫
Ω
∇V · ρ¯u¯ dx
+ λ
∫
Ω
ρ¯(u¯− u) · ∇W ⋆ (ρ− ρ¯) + ρ¯u¯ · ∇W ⋆ ρ¯ dx,
where A(U¯ |U) is the relative flux functional given by
A(U¯ |U) := A(U¯ )−A(U)−DA(U)(U¯ − U).
Proof. It follows from (3.3) that
d
dt
∫
Ω
E(U¯ |U) dx =
∫
Ω
∂tE(U¯) dx−
∫
Ω
DE(U)(∂tU¯ +∇ ·A(U¯ )− F (U¯)) dx
+
∫
Ω
D2E(U)∇ ·A(U)(U¯ − U) +DE(U)∇ · A(U¯) dx
−
∫
Ω
D2E(U)F (U)(U¯ − U) +DE(U)F (U¯ ) dx
=:
4∑
i=1
Ii.
We first use the integration by parts [35, Lemma 4.1] to get∫
Ω
D2E(U)∇ ·A(U)(U¯ − U) dx =
∫
Ω
∇DE(U) : DA(U)(U¯ − U) dx.
Furthermore, we use the following identity [35, Proof of Proposition 4.2]∫
Ω
∇DE(U) : A(U) dx = 0
to yield
I3 =
∫
Ω
(∇DE(U)) : (DA(U)(U¯ − U)−A(U¯ )) dx
= −
∫
Ω
(∇DE(U)) : (A(U¯ |U) +A(U)) dx
= −
∫
Ω
(∇DE(U)) : A(U¯ |U) dx.
For the estimate I4, we notice that
DE(U) =


−|m|
2
2ρ2
+ log ρ+ 1
m
ρ

 and D2E(U) =


∗ −m
ρ2
∗ 1
ρ

 .
Then, by direct calculation, we find
D2E(U)F (U)(U¯ − U)
= ρ¯(x)(u¯(x)− u(x)) ·
(
α
∫
Ω
φ(x − y)(u(y)− u(x))ρ(y) dy − λ (u+∇V +∇W ⋆ ρ)
)
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and
DE(U)F (U¯) = ρ¯u ·
(
α
∫
Ω
φ(x − y)(u¯(y)− u¯(x))ρ¯(y) dy − λ (u¯+∇V +∇W ⋆ ρ¯)
)
.
Thus we obtain
−I4 = α
∫
Ω×Ω
ρ¯(x)φ(x − y)(u¯(x)− u(x)) · (u(y)− u(x))ρ(y) dydx
+ α
∫
Ω×Ω
ρ¯(x)φ(x − y)u(x) · (u¯(y)− u¯(x))ρ¯(y) dydx
−
∫
Ω
ρ¯(x)(u¯(x)− u(x)) · (γu(x) + λ(∇V (x) + (∇W ⋆ ρ)(x))) dx
− λ
∫
Ω
ρ¯(x)u(x) · (u¯(x) +∇V (x) + (∇W ⋆ ρ¯)(x)) dx
=:
4∑
i=1
Ii4.
Here we follow the same argument as in [35] to get
I14 + I
2
4 =
α
2
∫
Ω×Ω
ρ¯(x)ρ¯(y)φ(x − y)|(u¯(x)− u(x)) − (u¯(y)− u(y))|2 dxdy
− α
2
∫
Ω×Ω
ρ¯(x)ρ¯(y)φ(x − y)|u¯(x) − u¯(y)|2 dxdy
+ α
∫
Ω×Ω
ρ¯(x)(ρ(y) − ρ¯(y))φ(x − y)(u¯(x)− u(x)) · (u(y)− u(x)) dxdy.
We next estimate I34 + I
4
4 as
I34 + I
4
4 = γ
∫
Ω
ρ¯|u¯− u|2 − ρ¯|u¯|2 dx− λ
∫
Ω
∇V · ρ¯u¯ dx
− λ
∫
Ω
ρ¯(u¯− u) · ∇W ⋆ (ρ− ρ¯) + ρ¯u¯ · ∇W ⋆ ρ¯ dx.
Combining the above estimates yields
I4 = −α
2
∫
Ω×Ω
ρ¯(x)ρ¯(y)φ(x − y)|(u¯(x)− u(x)) − (u¯(y)− u(y))|2dxdy
+
α
2
∫
Ω×Ω
ρ¯(x)ρ¯(y)φ(x − y)|u¯(x)− u¯(y)|2 dxdy
− α
∫
Ω×Ω
ρ¯(x)(ρ(y)− ρ¯(y))φ(x − y)(u¯(x) − u(x)) · (u(y)− u(x)) dxdy
− γ
∫
Ω
ρ¯|u¯− u|2 − ρ¯|u¯|2 dx + λ
∫
Ω
∇V · ρ¯u¯ dx
+ λ
∫
Ω
ρ¯(u¯ − u) · ∇W ⋆ (ρ− ρ¯) + ρ¯u¯ · ∇W ⋆ ρ¯ dx.
This completes the proof. 
We now set
mε = ρεuε and Uε =
(
ρε
mε
)
with ρε =
∫
Rd
f ε dv, mε =
∫
Rd
vf ε dv,
where f ε is a weak solution to the equation (1.1).
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Proposition 3.1. Let f ε be a global weak solution to the equation (1.1) and (ρ, u) be a strong solution to
the system (1.3) on the time interval [0, T ]. Then we have∫
Ω
E(Uε|U) dx+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x)− u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x)− u(x)) − (uε(y)− u(y))|2dxdyds
≤ C√ε+ C(1 + α)
∫ t
0
∫
Ω
E(Uε|U) dxds
+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) dxds
for 0 < ε ≤ 1, where C > 0 is independent of ε.
Proof. It follows from Lemma 3.1 that∫
Ω
E(Uε|U) dx+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x) − u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x) − u(x))− (uε(y)− u(y))|2dxdyds
=
∫
Ω
E(Uε0 |U0) dx +
∫
Ω
E(Uε)− E(Uε0 ) dx−
∫ t
0
∫
Ω
∇(DE(U)) : A(Uε|U) dxds
−
∫ t
0
∫
Ω
DE(U) [∂sU
ε +∇ ·A(Uε)− F (Uε)] dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|uε(x)− uε(y)|2 dxdyds
− α
∫ t
0
∫
Ω×Ω
ρε(x)(ρ(y)− ρε(y))φ(x − y)(uε(x) − u(x)) · (u(y)− u(x)) dxdyds
+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x)|2 dxds+ λ
∫ t
0
∫
Ω
∇V (x) · ρε(x)uε(x) dxds
+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) + ρε(x)uε(x) · (∇W ⋆ ρε)(x) dxds
=:
8∑
i=1
Jεi .
Here Jεi , i = 1, · · · , 8 can be estimated as follows.
Estimate of Jε1 : By the assumption, we get
Jε1 = O(
√
ε).
Estimate of Jε2 : Note that
E(Uε) =
1
2
∫
Ω
ρε|uε|2 dx+
∫
Ω
ρ log ρ dx ≤ 1
2
∫
Ω×Rd
|v|2f ε dxdv +
∫
Ω×Rd
f ε log f ε dxdv =: K(f ε).
Thus, by adding and subtracting the functional K(f ε), we find
Jε2 =
∫
Ω
E(Uε) dx−K(f ε) +K(f ε)−K(f ε0 ) +K(f ε0 )−
∫
Ω
E(Uε0 ) dx
≤ 0 +K(f ε)−K(f ε0 ) +O(
√
ε).
Estimate of Jε3 : It follows from [35, Lemma 4.3] that
A(Uε|U) =

 0 0
ρε(uε − u)⊗ (uε − u) 0

 .
18 CARRILLO, CHOI, AND JUNG
This yields
|Jε3 | =
∣∣∣∣
∫ t
0
∫
Ω
∇u : ρε(uε − u)⊗ (uε − u) dxds
∣∣∣∣
≤ ‖∇u‖L∞
∫ t
0
∫
Ω
ρε|uε − u|2 dxds
≤ ‖∇u‖L∞
∫ t
0
∫
Ω
E(Uε|U) dxds.
Estimate of Jε4 : Note that U
ε satisfies
∂tU
ε +∇ · A(Uε)− F (Uε) =

 0∇ · (∫
Rd
(uε ⊗ uε − v ⊗ v + Id×d)f ε dv
) .
This implies
Jε4 = −
∫ t
0
∫
Ω
u ·
(
∇ ·
(∫
Rd
(uε ⊗ uε − v ⊗ v + Id×d)f ε dv
))
dxds
=
∫ t
0
∫
Ω
∇u :
(∫
Rd
(uε ⊗ uε − v ⊗ v + Id×d)f ε dv
)
dxds
≤ ‖∇u‖L∞
∫ t
0
∫
Ω
∣∣∣∣
∫
Rd
(uε ⊗ uε − v ⊗ v + Id×d)f ε dv
∣∣∣∣ dxds.
On the other hand, we recall (2.6) that∫
Rd
(uε ⊗ uε − v ⊗ v + Id×d)f ε dv
=
∫
Rd
uε
√
f ε ⊗
(
(uε − v)
√
f ε − 2∇v
√
f ε
)
dv +
∫
Rd
(
(uε − v)
√
f ε − 2∇v
√
f ε
)
⊗ v
√
f ε dv.
By this and Proposition 2.1, we obtain
Jε4 ≤ ‖∇u‖L∞
∫ t
0
(∫
Ω×Rd
f ε|uε|2 + f ε|v|2 dxdv
)1/2(∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdv
)1/2
ds
≤ 2‖∇u‖L∞
√
ε
∫ t
0
(∫
Ω×Rd
f ε|v|2 dxdv
)1/2(
1
2ε
D1(f)(s)
)1/2
ds
≤ C√ε sup
0≤t≤T
(∫
Ω×Rd
f ε|v|2 dxdv
)1/2(∫ t
0
1
2ε
D1(f)(s) ds
)1/2
≤ C√ε,
where we used Ho¨lder inequality to find
|uε|2 =
∣∣∣∣∣∣∣∣
∫
Rd
vf ε dv∫
Rd
f ε dv
∣∣∣∣∣∣∣∣
2
≤
∫
Rd
|v|2f ε dv
ρε
, i.e., ρε|uε|2 ≤
∫
Rd
|v|2f ε dv. (3.5)
Here C > 0 depends on T , ‖∇u‖L∞. It is worth emphasizing that our estimate gives that the constant C
depends on ‖∇u‖L∞, while [35, Lemma 4.8] provides that it also depends on ‖∇ log ρ‖L∞ .
Estimate of Jε5 : We again use (3.5) to get∫
Ω×Ω
φ(x − y)|uε(x) − uε(y)|2ρε(x)ρε(y) dxdy
=
∫
Ω×Ω
φ(x − y) (|uε(x)|2 − 2uε(x) · uε(y) + |uε(y)|2) ρε(x)ρε(y) dxdy
≤
∫
Ω2×R2d
φ(x − y)|w − v|2f ε(x, v)f ε(y, w) dxdvdydw.
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Thus we have
Jε5 ≤
α
2
∫ t
0
∫
Ω2×R2d
φ(x − y)|w − v|2f ε(x, v)f ε(y, w) dxdvdydwds.
Estimate of Jε6 : A straightforward computation gives
Jε6 ≤ 2α‖u‖L∞‖φ‖L∞
∫ t
0
∫
Ω×Ω
ρε(x)|ρ(y) − ρε(y)||uε(x)− u(x)| dxdyds
= 2α‖u‖L∞‖φ‖L∞
∫ t
0
‖ρ− ρε‖L1
∫
Ω
ρε(x)|uε(x)− u(x)| dxds
≤ 2α‖u‖L∞‖φ‖L∞
(∫ t
0
‖(ρ− ρε)(·, s)‖2L1 ds
)1/2(∫ t
0
∫
Ω
ρε(x, s)|(uε − u)(x, s)|2 dxds
)1/2
.
We then use (3.4) to have
Jε6 ≤ Cα
∫ t
0
∫
Ω
E(Uε|U) dxds,
where C > 0 depends on ‖u‖L∞, ‖ρε‖L1 , and ‖ρ‖L1.
Estimate of Jε7 : Integrating by parts gives
λ
∫ t
0
∫
Ω
∇V (x) · ρε(x)uε(x) dxds = −λ
∫ t
0
∫
Ω
V (x)∇ · (ρε(x, s)uε(x, s)) dxds
= λ
∫ t
0
∫
Ω
V (x)∂sρ
ε(x, s) dxds
= λ
∫
Ω
V (x)ρε(x, t) dx − λ
∫
Ω
V (x)ρε0(x) dx.
Thus we get
Jε7 = γ
∫ t
0
∫
Ω
ρε(x)|uε(x)|2 dxds+ λ
∫
Ω
V (x)ρε(x, t) dx − λ
∫
Ω
V (x)ρε0(x) dx.
Estimate of Jε8 : Note that
λ
∫ t
0
∫
Ω
ρε(x, s)uε(x, s) · (∇W ⋆ ρε)(x, s) dxds
= λ
∫ t
0
∫
Ω
∂s(ρ
ε(x, s))(W ⋆ ρε)(x, s) dxds
=
λ
2
∫ t
0
∂
∂s
(∫
Ω×Ω
W (x− y)ρε(x, s)ρε(y, s) dxdy
)
ds
=
λ
2
(∫
Ω×Ω
W (x− y)ρε(x, t)ρε(y, t) dxdy −
∫
Ω×Ω
W (x− y)ρε0(x)ρε0(y) dxdy
)
.
This yields
Jε8 = λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) dxds
+
λ
2
(∫
Ω×Ω
W (x− y)ρε(x, t)ρε(y, t) dxdy −
∫
Ω×Ω
W (x− y)ρε0(x)ρε0(y) dxdy
)
.
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We now combine the estimates Jεi , i = 2, 5, 7, 8 to get∑
i∈{2,5,7,8}
Jεi = O(
√
ε) + F(f)−F(f0)
+
α
2
∫ t
0
∫
Ω×Ω
φ(x − y)|w − v|2f ε(x, v)f ε(y, w) dxdvdydwds
+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) dxds
+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x)|2 dxds.
We then use Proposition 2.1 to find∑
i∈{2,5,7,8}
Jεi ≤ O(
√
ε) + C(1 + γ2)ε
+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) dxds.
We finally combine all the above estimates to conclude the proof. 
3.2. Singular/weakly regular interactions: ∆W = −δ0 & φ ∈ L∞(Ω). In this part, we consider the
Coulombian interactionsW satisfying ∆W = −δ0. Motivated from [13, 37, 38], we use a particular structure
of the Poisson equation.
Lemma 3.2. Suppose that the interaction potential W satisfies ∆W = −δ0. Then we have
λ
2
d
dt
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx = λ
∫
Ω
∇W ⋆ (ρ− ρε) · ((ρu)− (ρεuε)) dx
for t ∈ [0, T ].
Proof. Using the continuity equations of ρ and ρε, we find
λ
2
d
dt
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx = λ
∫
Ω
(∇W ⋆ (ρ− ρε)) · (∇W ⋆ (∂tρ− ∂tρε)) dx
= −λ
∫
Ω
(∆W ⋆ (ρ− ρε)) (W ⋆ (∂tρ− ∂tρε)) dx
= λ
∫
Ω
(ρ− ρε) (W ⋆ (∂tρ− ∂tρε)) dx.
(3.6)
We then use the symmetry of W to get∫
Ω
(ρ− ρε) (W ⋆ (∂tρ− ∂tρε)) dx
= −
∫
Ω
(ρ− ρε)(x)W (x − y) (∇y · (ρu)(y)−∇y · (ρεuε)(y)) dxdy
=
∫
Ω
(ρ− ρε)(x)∇y (W (x− y)) · ((ρu)(y)− (ρεuε)(y)) dxdy
= −
∫
Ω
(ρ− ρε)(x)∇xW (x− y) · ((ρu)(y)− (ρεuε)(y)) dxdy
=
∫
Ω
(ρ− ρε)(y)∇xW (x− y) · ((ρu)(x) − (ρεuε)(x)) dxdy
=
∫
Ω
∇W ⋆ (ρ− ρε) · ((ρu)− (ρεuε)) dx.
(3.7)
We finally combine (3.6) and (3.7) to conclude the proof. 
Then we are now ready to provide the details of the proof of Theorem 2.1 for the singular interactions
case. Since the strong convergences (2.4) can be obtained from the inequalities in Theorem 2.1 and it is also
already discussed in [35], we skip the details of that proof.
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Proof of Theorem 2.1 (i). Using the integration by parts, we estimate∫
Ω
ρε(uε − u) · (∇W ⋆ (ρ− ρε)) dx+
∫
Ω
∇W ⋆ (ρ− ρε) · ((ρu)− (ρεuε)) dx
=
∫
Ω
∇W ⋆ (ρ− ρε) · u(ρ− ρε) dx
= −
∫
Ω
∇W ⋆ (ρ− ρε) · u (∆W ⋆ (ρ− ρε)) dx
= −λ
2
∫
Ω
|∇W ⋆ (ρ− ρε)|2∇ · u dx+ λ
∫
Ω
∇W ⋆ (ρ− ρε)⊗∇W ⋆ (ρ− ρε) : ∇u dx,
i.e., ∣∣∣∣
∫
Ω
ρε(uε − u) · (∇W ⋆ (ρ− ρε)) dx+
∫
Ω
∇W ⋆ (ρ− ρε) · ((ρu)− (ρεuε)) dx
∣∣∣∣
≤ 3λ
2
‖∇u‖L∞
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx.
This together with Lemma 3.2 and Proposition 3.1 yields∫
Ω
E(Uε|U) dx+ λ
2
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x)− u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x)− u(x)) − (uε(y)− u(y))|2dxdyds
≤ C√ε+ λ
2
∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx
+ C(1 + α)
∫ t
0
∫
Ω
E(Uε|U) dxds+ Cλ
∫ t
0
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dxds.
We finally apply Gro¨nwall’s lemma to the above to conclude the desired result. This completes the proof. 
Remark 3.2. The convergence ∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx→ 0 as ε→ 0
implies
ρε → ρ in L∞(0, T ;H−1(Ω)).
Indeed, we can easily find
‖ρε − ρ‖H−1 ≤ ‖∇W ⋆ (ρ− ρε)‖L2 .
3.3. Weakly regular interactions: ∇W ∈ L∞(Ω) & φ ∈ L∞(Ω). In this part, we deal with the weakly
singular interactions case.
Lemma 3.3. Suppose that the interaction potential W satisfies ∇W ∈ L∞(Ω). Then we have∣∣∣∣
∫
Ω
ρε(x)(uε(x) − u(x)) · (∇W ⋆ (ρ− ρε))(x) dx
∣∣∣∣ ≤ 2‖∇W‖L∞
∫
Ω
E(Uε|U) dx.
Proof. We use Ho¨lder inequality to get∫
Ω
ρε(x)(uε(x) − u(x)) · (∇W ⋆ (ρ− ρε))(x) dx
≤ ‖∇W ⋆ (ρ− ρε)‖L∞
(∫
Ω
ρε|uε − u|2 dx
)1/2
≤ ‖∇W‖L∞‖ρ− ρε‖L1
(∫
Ω
E(Uε|U) dx
)1/2
.
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On the other hand, L1-norm of ρ− ρε can be estimated as∫
Ω
|ρ− ρε| dx =
∫
Ω
min
{
1
ρ
,
1
ρε
}1/2
max{ρ, ρε}1/2|ρ− ρε| dx
≤
(∫
Ω
min
{
1
ρ
,
1
ρε
}
(ρ− ρε)2 dx
)1/2(∫
Ω
max{ρ, ρε} dx
)1/2
≤ 2
(∫
Ω
E(Uε|U) dx
)1/2
,
due to (3.4). Thus we have∣∣∣∣
∫
Ω
ρε(x)(uε(x) − u(x)) · (∇W ⋆ (ρ− ρε))(x) dx
∣∣∣∣ ≤ 2‖∇W‖L∞
∫
Ω
E(Uε|U) dx.

Proof of Theorem 2.1 (ii). By combining Lemma 3.3 and Proposition 3.1, we find∫
Ω
E(Uε|U) dx+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x)− u(x)|2 dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x− y)|(uε(x)− u(x)) − (uε(y)− u(y))|2dxdyds
≤ C√ε+ C(1 + γ + α)
∫ t
0
∫
Ω
E(Uε|U) dxds.
We complete the proof by using the Gronwall inequality to the above. 
4. Hydrodynamic limit from kinetic to pressureless Euler equations
In this section, we consider the hydrodynamic limit from (1.1) with σ = 0 to the pressureless Euler
equations with nonlocal interaction forces (1.5). Similarly as before, we rewrite the limiting system (1.5) as
the following conservative form:
∂tU +∇ · Aˆ(U) = F (U),
where
m = ρu, U :=
(
ρ
m
)
, Aˆ(U) :=
(
m
m⊗m
ρ
)
,
and
F (U) :=

 0
αρ
∫
Ω
φ(x− y)(u(y)− u(x))ρ(y) dy − γρu− λρ (∇V +∇W ⋆ ρ)

 .
We then consider the kinetic energy of the above system:
Eˆ(U) :=
|m|2
2ρ
.
Note that the entropy defined above is not strictly convex with respect to ρ. We also define the modulated
kinetic energy as
Eˆ(U¯ |U) :=Eˆ(U¯ )− Eˆ(U)−DEˆ(U)(U¯ − U)
=
ρ¯|u¯|2
2
− ρ|u|
2
2
− |u|
2
2
(ρ− ρ¯)− u · (ρ¯u¯− ρu)
=
ρ¯
2
|u¯− u|2 with U¯ :=
(
ρ¯
m¯
)
.
Compared to the previous diffusive case, our functional Eˆ does not include the relative pressure, and as
a consequence we cannot deal with the L1-norm of the ρ¯ − ρ. Thus we need to estimate the nonlocal
interaction forces in a different way. For this, we will use a bounded Lipschitz distance for local densities,
and this requires a higher regularity for the communication weight φ.
HYDRODYNAMIC LIMIT OF VLASOV-TYPE EQUATIONS WITH NONLOCAL FORCES 23
4.1. Modulated kinetic energy inequality. In the proposition below, we provide the modulated kinetic
energy estimate.
Proposition 4.1. Let T > 0, fε be a global weak solution to the equation (1.1) with σ = 0, and let (ρ, u) be
a strong solution to the system (1.3) on the time interval [0, T ]. Then we have∫
Ω
Eˆ(Uε|U) dx+ γ
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x) − u(x))− (uε(y)− u(y))|2dxdyds
≤
∫
Ω
Eˆ(Uε0 |U0) dx + Kˆ(f ε0 )−
∫
Ω
Eˆ(Uε0 ) dx
+ (‖∇u‖L∞ + Cα2)
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds+ ‖∇u‖L∞
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds
+ C
∫ t
0
d2BL(ρ
ε, ρ) ds+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) dxds
(4.1)
for t ∈ [0, T ].
Proof. Employing almost the same arguments as in Lemma 3.1 and Proposition 3.1, we find∫
Ω
Eˆ(Uε|U) dx+ γ
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x) − u(x))− (uε(y)− u(y))|2dxdyds
=
∫
Ω
Eˆ(Uε0 |U0) dx+
∫
Ω
Eˆ(Uε)− Eˆ(U0) dx−
∫ t
0
∫
Ω
∇(DEˆ(U)) : A(Uε|U) dxds
−
∫ t
0
∫
Ω
DEˆ(U)
[
∂sU
ε +∇ · Aˆ(Uε)− F (Uε)
]
dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|uε(x) − uε(y)|2 dxdyds
− α
∫ t
0
∫
Ω×Ω
ρε(x)(ρ(y) − ρε(y))φ(x − y)(uε(x)− u(x)) · (u(y)− u(x)) dxdyds
+ γ
∫ t
0
∫
Ω
ρε(x)|uε(x)|2 dxds+ λ
∫ t
0
∫
Ω
∇V (x) · ρε(x)uε(x) dxds
+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) + ρε(x)uε(x) · (∇W ⋆ ρε)(x) dxds
≤
∫
Ω
Eˆ(Uε0 |U0) dx+ Kˆ(f ε0 )−
∫
Ω
Eˆ(Uε0 ) dx+ ‖∇u‖L∞
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
−
∫ t
0
∫
Ω
DEˆ(U)
[
∂sU
ε +∇ · Aˆ(Uε)− F (Uε)
]
dxds
− α
∫ t
0
∫
Ω×Ω
ρε(x)(ρ(y) − ρε(y))φ(x − y)(uε(x)− u(x)) · (u(y)− u(x)) dxdyds
+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) dxds,
where Kˆ(f) denotes the kinetic energy for the kinetic equation, i.e.,
Kˆ(f) :=
1
2
∫
Ω×Rd
|v|2f dxdv.
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On the other hand, we notice that
∂tU
ε +∇ · Aˆ(Uε)− F (Uε) =

 0∇ ·(∫
Rd
(uε ⊗ uε − v ⊗ v)f ε dv
)
=

 0∇ ·(∫
Rd
(uε − v)⊗ (v − uε)f ε dv
) ,
and this yields∣∣∣∣
∫ t
0
∫
Ω
DEˆ(U)
[
∂sU
ε +∇ · Aˆ(Uε)− F (Uε)
]
dxds
∣∣∣∣ ≤ ‖∇u‖L∞
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds.
For the term with the communication weight function φ, we denoted it by Iε and split into two terms:
Iε = −α
∫ t
0
∫
Ω×Ω
ρε(x)(ρ(y) − ρε(y))φ(x − y)(uε(x)− u(x)) · u(y) dxdyds
+ α
∫ t
0
∫
Ω×Ω
ρε(x)(ρ(y) − ρε(y))φ(x − y)(uε(x)− u(x)) · u(x) dxdyds
=: Iε1 + I
ε
2 ,
where Iε1 can be estimated as
|Iε1 | = α
∣∣∣∣
∫ t
0
∫
Ω
(∫
Ω
(ρ(y)− ρε(y))φ(x − y)u(y) dy
)
· ρε(x)(uε(x)− u(x)) dxds
∣∣∣∣
≤ Cα
∫ t
0
dBL(ρ
ε, ρ)
∫
Ω
ρε(x)|uε(x)− u(x)| dxdt
≤ C
∫ t
0
d2BL(ρ
ε, ρ) ds+ Cα2
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds.
Here we used the fact that y 7→ φ(·, y)u(y) is bounded and Lipschitz continuous. Similarly, we can also show
that
|Iε2 | ≤ C
∫ t
0
d2BL(ρ
ε, ρ) ds+ Cα2
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds,
and this yields
|Iε| ≤ C
∫ t
0
d2BL(ρ
ε, ρ) ds+ Cα2
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds,
where C > 0 is independent of ε > 0. This completes the proof. 
4.2. Singular/strongly regular interactions: ∆W = −δ0 & φ ∈ W1,∞(Ω). In this subsection, we
consider the Coulombian interaction potential W , i.e., W satisfies ∆W = −δ0.
We first notice from Lemma 3.2, see also proof of Theorem 2.1 (i), that the last term on the right hand
side of (4.1) can be bounded from above by
−λ
2
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx+ λ
2
∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx+
3λ
2
‖∇u‖L∞
∫ t
0
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dxds.
We next use the free energy estimate (2.1) to show∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds ≤ Cε,
where C > 0 is independent of ε. Combining those observations with Proposition 4.1 yields the following
proposition.
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Proposition 4.2. Let T > 0, fε be a global weak solution to the equation (1.1) with σ = 0, and let (ρ, u) be
a strong solution to the system (1.3) on the time interval [0, T ]. Then we have∫
Ω
Eˆ(Uε|U) dx+ λ
2
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx+ γ
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x) − u(x))− (uε(y)− u(y))|2dxdyds
≤
∫
Ω
Eˆ(Uε0 |U0) dx+ Kˆ(f ε0 )−
∫
Ω
Eˆ(Uε0 ) dx+
λ
2
∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx+ Cε
+ C
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds+ C
∫ t
0
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dxds+ C
∫ t
0
d2BL(ρ
ε, ρ) ds
for t ∈ [0, T ], where C > 0 is independent of ε > 0.
In order to close the modulated kinetic energy inequality, we show that the bounded and Lipschitz distance
dBL between local densities can be bounded from above by the modulated kinetic energy, which directly
gives the quantitative error estimate between ρ and ρε.
Lemma 4.1. Let f ε be a global weak solution to the equation (1.1) with σ = 0 and (ρ, u) be a strong solution
to the system (1.5) on the time interval [0, T ]. Then we have
dBL(ρ(t), ρ
ε(t)) ≤ CdBL(ρ0, ρε0) + C
(∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
)1/2
for 0 ≤ t ≤ T , where C > 0 is independent of ε > 0.
Although it has been already studied in [17], see also [6, 28], we give the details of proof for the completeness
of our work. Let us define forward characteristics X(t) := X(t; 0, x) which solves
∂tX(t) = u(X(t), t) with X(0) = x ∈ Ω. (4.2)
Then X(t) uniquely exists on the time interval [0, T ] since u is bounded and Lipschitz continuous. Moreover,
the solution ρ can be determined as the push-forward of the its initial densities through the flow maps X , i.e.,
ρ(t) = X(t; 0, ·)#ρ0. On the other hand, we cannot consider the characteristic for the continuity equation
of ρε due to the lack of regularity of uε. Regarding this problem, we recall the following proposition from
[1, Theorem 8.2.1], see also [28, Proposition 3.3].
Proposition 4.3. Let T > 0 and ρ : [0, T ] → Pp(Ω) be a narrowly continuous solution of (4.2), that is, ρ
is continuous in the duality with continuous bounded functions, for a Borel vector field u satisfying∫ T
0
∫
Ω
|u(x, t)|pρ(x, t) dxdt <∞ (4.3)
for some p > 1. Let ΓT : [0, T ] → Ω denote the space of continuous curves. Then there exists a probability
measure η on ΓT × Ω satisfying the following properties:
(i) η is concentrated on the set of pairs (γ, x) such that γ is an absolutely continuous curve satisfying
γ˙(t) = u(γ(t), t)
for almost everywhere t ∈ (0, T ) with γ(0) = x ∈ Ω.
(ii) ρ satisfies ∫
ϕ(x)ρ dx =
∫
ΓT×Ω
ϕ(γ(t)) dη(γ, x)
for all ϕ ∈ Cb(Ω), t ∈ [0, T ].
Proof of Lemma 4.1. It follows from Lemma 2.1 that∫
Ω
|uε|2ρε dx ≤
∫
Ω×Rd
|v|2f ε dxdv
≤
∫
Ω×Rd
|v|2f ε0 dxdv + λ
∫
Ω×Ω
W (x− y)ρε0(x)ρε(y) dxdy + 2λ
∫
Ω
V ρε0(x) dx <∞,
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thus, the integrability condition (4.3) holds for p = 2, and thus by Proposition 4.3, we obtain a probability
measure ηε in ΓT × R concentrated on the set of pairs (γ, x) such that γ is a solution of
γ˙(t) = uε(γ(t), t) (4.4)
with γ(0) = x ∈ Ω. Moreover, ρε satisfies Proposition 4.3 (ii), i.e.,∫
Ω
ϕ(x)ρε(x, t) dx =
∫
ΓT×Ω
ϕ(γ(t)) dηε(γ, x) (4.5)
for all ϕ ∈ Cb(Ω), t ∈ [0, T ]. We now consider the push-forward of ρε0 through the flow map X and denote it
by ρ¯ε, i.e., ρ¯ε = X#ρε0.
We first estimate the error between ρ¯ε and ρε in bounded Lipschitz distance. By the disintegration
theorem of measures, see [1], we can write
dηε(γ, x) = ηεx(dγ)⊗ ρε0(x) dx,
where {ηεx}x∈Ω is a family of probability measures on ΓT concentrated on solutions of (4.4). By using this
newly introduced measure ηε, we define a measure νε on ΓT × ΓT × Ω by
dνε(γ, σ, x) := ηεx(dγ)⊗ δX(·;0,x)(dσ)⊗ ρε0(x) dx.
We further take into account an evaluation map Et : ΓT×ΓT×Ω→ Ω×Ω defined as Et(γ, σ, x) = (γ(t), σ(t)).
Then we find that measure πεt := (Et)#ν
ε on Ω× Ω has marginals ρε(x, t) dx and ρ¯ε(y, t) dy for t ∈ [0, T ],
see (4.5). This implies
dBL(ρ
ε(t), ρ¯ε(t)) ≤
∫
Ω×Ω
|x− y| dπεt (x, y)
=
∫
ΓT×ΓT×Ω
|σ(t)− γ(t)| dνε(γ, σ, x)
=
∫
ΓT×Ω
|X(t; 0, x)− γ(t)| dηε(γ, x).
(4.6)
We notice from (4.2) and (4.4) that
|X(t; 0, x)− γ(t)| =
∣∣∣∣
∫ t
0
u(X(s; 0, x))− uε(γ(s), s) ds
∣∣∣∣
≤
∫ t
0
|u(X(s; 0, x))− u(γ(s), s)| ds+
∫ t
0
|u(γ(s), s)− uε(γ(s), s)| ds
≤ ‖∇xu‖L∞
∫ t
0
|X(s; 0, x)− γ(s)| ds+
∫ t
0
|u(γ(s), s)− uε(γ(s), s)| ds.
We then apply Gro¨nwall’s lemma to the above to yield
|X(t; 0, x)− γ(t)| ≤ C
∫ t
0
|u(γ(s), s)− uε(γ(s), s)| ds,
where C > 0 is independent of ε > 0. Putting this into (4.6) entails
dBL(ρ
ε(t), ρ¯ε(t)) ≤ C
∫ t
0
∫
ΓT×Ω
|u(γ(s), s)− uε(γ(s), s)| dηε(γ, x) ds
≤ C
∫ t
0
∫
Ω
|u(x, s)− uε(x, s)|ρε(x, s) dxds
≤ C
√
T
(∫ t
0
∫
Ω
|uε(x, s) − u(x, s)|2ρε(x, s) dxds
)1/2
= C
(∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
)1/2
,
(4.7)
where C > 0 is independent of ε >
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We next estimate the bounded Lipschitz distance between ρ¯ε and ρ. For bounded Lipschitz function φ,
we find ∣∣∣∣
∫
Ω
φ(x)(ρ(x) − ρ¯ε(x)) dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
φ(X(t))(ρ0(x)− ρε0(x)) dx
∣∣∣∣ ≤ CdBL(ρ0, ρε0), (4.8)
where C > 0 is independent of ε, and we used the bounded Lipschitz continuity of φ(X(t; 0, ·)). More
precisely, we have
|X(t; 0, x)−X(t; 0, y)| ≤ |x− y|+
∫ t
0
|u(X(s; 0, x))− |u(X(s; 0, y))| ds
≤ |x− y|+ ‖∇xu‖L∞
∫ t
0
|X(s; 0, x)−X(s; 0, y)| ds,
and applying Gro¨nwall’s lemma to the above yields the Lipschitz continuity of the characteristic flowX(t; 0, x)
in x. Furthermore, we have
|φ(X(t; 0, x))− φ(X(t; 0, y))| ≤ ‖φ‖Lip|X(t; 0, x)−X(t; 0, y)| ≤ ‖φ‖Lip‖X‖Lip|x− y|,
where ‖ · ‖Lip denotes the Lipschitz constant given by
‖φ‖Lip := sup
x 6=y∈Rd
|φ(x) − φ(y)|
|x− y| .
This together with (4.8) implies
dBL(ρ(t), ρ¯
ε(t)) ≤ CdBL(ρ0, ρε0)
for t ∈ [0, T ], where C > 0 is independent of ε > 0. Finally, we combine this with (4.7) to conclude
dBL(ρ(t), ρ
ε(t)) ≤ dBL(ρ(t), ρ¯ε(t)) + dBL(ρε(t), ρ¯ε(t))
≤ CdBL(ρ0, ρε0) + C
(∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
)1/2
,
where C > 0 is independent of ε > 0. 
Proof of Theorem 2.2 (i). Applying Lemma 4.1 to Proposition 4.2 yields
∫
Ω
Eˆ(Uε|U) dx+ λ
2
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dx+ d2BL(ρε, ρ) + γ
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x) − u(x))− (uε(y)− u(y))|2dxdyds
≤
∫
Ω
Eˆ(Uε0 |U0) dx+ Kˆ(f ε0 )−
∫
Ω
Eˆ(Uε0 ) dx +
λ
2
∫
Ω
|∇W ⋆ (ρ0 − ρε0)|2 dx+ Cd2BL(ρε0, ρ0) + C
√
ε
+ C
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds+ C
∫ t
0
∫
Ω
|∇W ⋆ (ρ− ρε)|2 dxds+ C
∫ t
0
d2BL(ρ
ε, ρ) ds.
We then use Gro¨nwall’s lemma to the above and the assumptions (H2)–(H3) to conclude the desired
result. 
4.3. Strongly regular interactions: ∇W ∈ W1,∞(Ω) & φ ∈ W1,∞(Ω). As a direct consequence of
Proposition 4.1 together with the assumptions (H2)–(H3), we have the following proposition.
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Proposition 4.4. Let f ε be a global weak solution to the equation (1.1) with σ = 0 and (ρ, u) be a strong
solution to the system (1.5) on the time interval [0, T ]. Then we have∫
Ω
Eˆ(Uε|U) dx+ γ
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x)− u(x)) − (uε(y)− u(y))|2dxdyds
≤ C√ε+ C
∫ t
0
d2BL(ρ
ε, ρ) ds+ C
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
+ λ
∫ t
0
∫
Ω
ρε(x)(uε(x)− u(x)) · (∇W ⋆ (ρ− ρε))(x) dxds,
where C > 0 is independent of ε.
Proof of Theorem 2.2 (ii). We first claim that
λ
∣∣∣∣
∫
Ω
ρε(x)(uε(x) − u(x)) · (∇W ⋆ (ρ− ρε))(x) dx
∣∣∣∣ ≤ Cd2BL(ρε, ρ) + Cλ2
∫
Ω
ρε|uε − u|2 dx.
Indeed, since ∇W ∈ W1,∞(Ω), we get∣∣∣∣
∫
Ω
∇W (x − y)(ρ(y)− ρε(y)) dy
∣∣∣∣ ≤ CdBL(ρε, ρ).
This yields
λ
∣∣∣∣
∫
Ω
ρε(x)(uε(x) − u(x)) · (∇W ⋆ (ρ− ρε))(x) dx
∣∣∣∣
≤ CλdBL(ρε, ρ)
(∫
Ω
ρε|uε − u|2 dx
)1/2
≤ Cd2BL(ρε, ρ) + Cλ2
∫
Ω
ρε|uε − u|2 dx.
This together with Proposition 4.4 provides∫
Ω
Eˆ(Uε|U) dx+ d2BL(ρε, ρ) + γ
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds
+
α
2
∫ t
0
∫
Ω×Ω
ρε(x)ρε(y)φ(x − y)|(uε(x)− u(x)) − (uε(y)− u(y))|2 dxdyds
≤ C√ε+ C
∫ t
0
d2BL(ρ
ε, ρ) ds+ C
∫ t
0
∫
Ω
Eˆ(Uε|U) dxds.
Hence, by applying Gronwall’s lemma to the above, we complete the proof. 
5. Global existence of weak solutions to the kinetic equation (1.1)
In this section, we provide the global-in-time existence of weak solutions to the system (1.1). For notational
simplicity, we set γ = λ = α = β = 1. We also only consider the Coulombian case since the weakly singular
case ∇xW ∈ L∞(Ω) can be easily obtained similarly as in [34]. Here, the domain of our interest is Ω = Td
or Rd with d ≥ 3. Since the analysis on Td is almost similar to the Rd case, we mostly consider the case
Ω = Rd.
Theorem 5.1. Let T > 0. Suppose that f0 satisfies
f0 ∈ (L1+ ∩ L∞)(Ω× Rd) and (|v|2 + V +W ⋆ ρ0)f0 ∈ L1(Ω× Rd).
Then there exists a weak solution of the equation (1.1) in the sense of Definition 2.1 satisfying
f ∈ C([0, T ];L1(Ω× Rd)) ∩ L∞(Ω× Rd × (0, T )) and (|v|2 + V +W ⋆ ρ)f ∈ L∞(0, T ;L1(Ω× Rd)).
Furthermore, f satisfies the entropy inequality (2.2).
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5.1. Regularized kinetic equation. For the existence of weak solutions to (1.1), we first regularize the
system with respect to regularization parameters η := (R, ζ, ε) as follows:
∂tf
η + v · ∇fη −∇v ·
(
(v +∇V R +∇W ε ⋆ ρη)fη)+∇v · (F [fη]fη)
= ∇v · ((v − χζ(uηε))fη + σ∇vfη),
(5.1)
subject to initial data:
fη0 = f
η(0, x, v) := f0(x, v)1{|v|≤ζ},
where
ρη :=
∫
Rd
fηdv, ρηuη :=
∫
Rd
vfηdv, uηε :=
ρηuη
ρ+ ε
,
and W ε =W ε(x) is given as
W ε(x) := cd(ε+ |x|2)−(d−2)/2
with d ≥ 3, where cd is a normalization constant. Moreover, χζ is given as
χζ(v) = v1{|v|≤ζ},
and V R is given as
V R(x) := V (x)M
( x
R
)
.
Here M(x) ∈ C∞c (Rd) is a smooth function given by
M(x) =


1 |x| ≤ 1,
0 < M(x) < 1 1 < |x| < 2,
0 |x| ≥ 2.
Now, we partially linearize (5.1) as follows:
∂tf
η + v · ∇fη −∇v ·
(
(v +∇V R +∇W ε ⋆ ρη)fη)+∇v · (F [fη]fη)
= ∇v · ((v − χζ(u˜))fη + σ∇vfη),
(5.2)
where u˜ is in S := L2(Ω × (0, T )). Once we note that ∇W ε is bounded and Lipschitz continuous, the
existence of weak solutions to (5.2) comes from almost the same argument in [34, Theorem 6.3]. Moreover,
we estimate
d
dt
∫
Ω×Rd
(fη)p dxdv = (p− 1)
∫
Ω×Rd
(fη)p∇v ·
(
2v +∇V R +∇W ε ⋆ ρη − χζ(u˜)− F [fη]
)
dxdv
− σp(p− 1)
∫
Ω×Rd
(fη)p−2|∇vfη|2 dxdv
= (p− 1)
∫
Ω×Rd
(fη)p(2d+ dφ ⋆ ρη) dxdv − 4σ(p− 1)
p
∫
Ω×Rd
|∇v(fη)p/2|2 dxdv
for p ∈ [1,∞). This together with Gro¨nwall’s lemma gives
‖fη(·, ·, t)‖pLp +
4σ(p− 1)
p
∫ t
0
ed(p−1)(2+‖φ‖L∞‖f
η
0 ‖L1)(t−s)‖∇v(fη)p/2(·, ·, s)‖2L2 ds
≤ ‖fη0 ‖pLped(p−1)(2+‖φ‖L∞‖f
η
0 ‖L1)t.
In particular, we have
‖fη(·, ·, t)‖L1 ≤ ‖fη0 ‖L1 ≤ ‖f0‖L1 = 1, ‖fη(·, ·, t)‖L∞ ≤ ‖fη0 ‖L∞ed(2+‖φ‖L∞)t
for t ∈ [0, T ].
We next estimate higher-order velocity moments and entropy inequality of solutions to (5.2).
Lemma 5.1. For a weak solution fη to (5.2), its velocity moments satisfy the following boundedness condi-
tion:
sup
t∈(0,T )
∫
Ω×Rd
|v|Nfdxdv ≤ C(d, η,N, T ), ∀N ≥ 0.
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Proof. For a weak solution fη to (5.2) and N ≥ 2, we let
mN (f) :=
∫
Ω×Rd
|v|Nf dxdv.
Then, we estimate
d
dt
mN (f
η) = −N
∫
Ω×Rd
(v +∇V R +∇W ε ⋆ ρη) · vfη|v|N−2 dxdv
+N
∫
Ω×Rd
F [fη]fη · v|v|N−2dxdv −N
∫
Ω×Rd
(v − χζ(u˜)) · vfη|v|N−2 dxdv
− σN
∫
Ω×Rd
∇vfη · v|v|N−2 dxdv
= −2NmN(fη)−N
∫
Ω×Rd
(∇V R +∇W ε ⋆ ρη) · vfη|v|N−2 dxdv
+N
∫
Ω2×R2d
φ(x − y)(w − v) · vfη(y, w)fη(x, v)|v|N−2 dxdydvdw
+N
∫
Ω×Rd
χζ(u˜) · vfη|v|N−2 dxdv + σN(N − 2 + d)mN−2(fη)
≤ −NmN(fη) + N
2
∫
Ω×Rd
(∇V R +∇W ε ⋆ ρη)2fη|v|N−2 dxdv
+NφM
∫
Ω2×R2d
|w||v|fη(y, w)fη(x, v)|v|N−2 dxdydvdw
+
N
2
∫
Ω×Rd
(χζ(u˜))
2fη|v|N−2 dxdv + σN(N − 2 + d)mN−2(fη)
≤ N
2
∫
Ω×Rd
(∇xV R +∇W ε ⋆ ρη)2fη|v|N−2 dxdv + N(φM )
2
2
m2(f
η)mN−2(f
η)
+
N
2
∫
Ω×Rd
(χζ(u˜))
2fη|v|N−2 dxdv + σN(N − 2 + d)mN−2(fη)
≤ C(mN (fη) +mN−2(fη)),
where C = C(d, η,N, T ) is a positive constant and we used Young’s inequality. Sincem0(f
η) is just ‖fη‖L1 =
‖fη0 ‖L1, one uses Gro¨nwall’s lemma and induction argument to conclude that
sup
t∈(0,T )
∫
Ω×Rd
|v|Nf dxdv ≤ C(d, η,N, T ), ∀N = 0, 2, 4, · · · .
Moreover, for N ∈ R+ \ {0, 2, 4, · · · }, we can find l ∈ N ∪ {0} that satisfies 0 < N − 2l < 2, and this gives
∫
Ω×Rd
|v|N−2lf dxdv ≤
(∫
Ω×Rd
|v|2f dxdv
)N−2l
2
(∫
Ω×Rd
f dxdv
) 2+2l−N
2
≤ C(d, η,N, T ).
This asserts our desired result. 
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Proposition 5.1. For a weak solution fη to (5.2), it satisfies the following relation:
d
dt
(∫
Ω×Rd
( |v|2
2
+ V R + σ log fη
)
fη dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη(x)ρη(y) dxdy
)
+
∫
Ω×Rd
1
fη
|σ∇vfη − (v − χζ(u˜))fη|2 dxdv +
∫
Ω×Rd
|v|2fη dxdv
+
1
2
∫
Ω2×R2d
φ(x− y)|w − v|2fη(y, w)fη(x, v) dxdydvdw
=
∫
Ω×Rd
(χζ(u˜)− v) · χζ(u˜)fη dxdv
+ σd‖fη0 ‖L1 + σd
∫
Ω2×R2d
φ(x − y)fη(y, w)fη(x, v) dxdydvdw.
Proof. First, it directly follows from Lemma 5.1 that
1
2
d
dt
(∫
Ω×Rd
|v|2fη dxdv
)
= −
∫
Ω×Rd
(v +∇V R +∇W ε ⋆ ρη) · vfη dxdv
+
∫
Ω2×R2d
φ(x − y)(w − v) · vfη(y, w)fη(x, v) dxdydvdw
−
∫
Ω×Rd
(v − χζ(u˜)) · vfη dxdv − σ
∫
Ω×Rd
v · ∇vfη dxdv
= −
∫
Ω×Rd
(v +∇V R +∇W ε ⋆ ρη) · vfη dxdv
− 1
2
∫
Ω2×R2d
φ(x− y)|w − v|2fη(y, w)fη(x, v) dxdydvdw
−
∫
Ω×Rd
|v − χζ(u˜)|2fη dxdv −
∫
Ω×Rd
(v − χζ(u˜)) · χζ(u˜)fη dxdv
− σ
∫
Ω×Rd
(v − χζ(u˜)) · ∇vfη dxdv.
On the other hand, we get
d
dt
(∫
Ω×Rd
V Rfη dxdv
)
=
∫
Ω×Rd
v · ∇xV Rfη dxdv
and
d
dt
(
1
2
∫
Ω×Ω
W ε(x− y)ρη(x)ρη(y) dxdy
)
=
∫
Ω×Ω
W ε(x− y)∂tρη(x)ρη(y) dxdy
= −
∫
Ω×Ω
W ε(x− y)∇ · (ρηuη)(x)ρη(y) dxdy
=
∫
Ω×Ω
∇W ε(x− y)ρη(y) · (ρηuη)(x) dxdy
=
∫
Ω
(∇W ε ⋆ ρη) · (ρηuη) dx
=
∫
Ω×Rd
(∇W ε ⋆ ρη) · vfη dxdv.
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This yields
d
dt
(
1
2
∫
Ω×Rd
|v|2fη dxdv +
∫
Ω×Rd
V Rfη dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη(x)ρη(y) dxdy
)
= −
∫
Ω×Rd
|v|2fη dxdv − 1
2
∫
Ω2×R2d
φ(x − y)|w − v|2fη(y, w)fη(x, v) dxdydvdw
−
∫
Ω×Rd
|v − χζ(u˜)|2fη dxdv −
∫
Ω×Rd
(v − χζ(u˜)) · χζ(u˜)fη dxdv
− σ
∫
Ω×Rd
(v − χζ(u˜)) · ∇vfη dxdv.
We then combine the previous estimates with the following entropy estimate
d
dt
(∫
Ω×Rd
σfη log fη dxdv
)
=
∫
Ω×Rd
σ(∂tf
η) log fη dxdv
= −σ
∫
Ω×Rd
(v +∇V R +∇W ε ⋆ ρη) · ∇vfη dxdv
+ σ
∫
Ω×Rd
F [fη] · ∇vfη dxdv
− σ
∫
Ω×Rd
(v − χζ(u˜)) · ∇vfη − σ2
∫
Ω×Rd
|∇vfη|2
fη
dxdv
= σd‖fη0 ‖L1 + σd
∫
Ω2×R2d
φ(x − y)fη(y, w)fη(x, v) dxdydvdw
− σ
∫
Ω×Rd
(v − χζ(u˜)) · ∇vfη − σ2
∫
Ω×Rd
|∇vfη|2
fη
dxdv
to conclude the desired result. 
5.2. Existence of the regularized kinetic equation. Now, we provide the existence of weak solutions
to (5.1) and their energy estimates. Similarly as in [9, 41], we define the mapping T : S → S, where
S = L2(Ω× (0, T )) by
u˜ 7→ T (u˜) := uηε =
ρηuη
ρη + ε
.
First, we prove that the operator T is well-defined.
Lemma 5.2. For a weak solution fη to (5.2), the averaged quantities (ρη, ρηuη) satisfy
ρη ∈ Lp(Ω), ρηuη ∈ [Lp(Ω)]d, ∀ p ∈ [1,∞),
and as a consequence, T is well-defined.
Proof. Since the proof for the first assertion can be found in [34], we omit its proof. Since ρη is bounded, it
suffices to show the boundedness of uηε . Obviously,
|uηε | =
∣∣∣∣ ρηuηρη + ε
∣∣∣∣ ≤ 1ε |ρηuη|,
and since ρηuη is bounded, T is well-defined. 
Next, we discuss the compactness of T . Here, we state the velocity averaging lemma from [43].
Lemma 5.3. Let {fm} be bounded in Lploc(R2d+1) with 1 < p < ∞ and {Gm} be bounded in Lploc(R2d+1).
If fm and Gm satisfy
fmt + v · ∇fm = ∇αvGm, fm|t=0 = f0 ∈ Lp(R2d)
for some multi-index α and ϕ ∈ C|α|c (R2d), then{∫
Rd
fmϕdv
}
is relatively compact in Lploc(R
d+1).
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We then use the previous lemma to obtain the following result, which is very similar to [34, Lemma 2.7].
Lemma 5.4. Let {fm} and {Gm} be in Lemma 5.3 and assume that for r ≥ 2,
sup
m∈N
‖fm‖L∞(R2d+1) + sup
m∈N
‖(|v|r + |x|2)fm‖L∞(0,T ;L1(R2d)) <∞. (5.3)
Then, for any ϕ(v) satisfying |ϕ(v)| ≤ c|v|, the sequence{∫
Rd
fmϕdv
}
is relatively compact in Lq(Rd+1) for any q ∈
(
1, d+rd+1
)
.
Thanks to Lemma 5.4, we can prove the compactness of T .
Corollary 5.1. For a uniformly bounded sequence u˜m in S, the sequence T (u˜m) = (uηε)m converges strongly
in S, up to a subsequence.
Proof. For the convergence of {(uηε)m}, we set
fm := (fη)m, Gm :=
(
σ∇v(fη)m + (2v +∇V R +∇W ε ⋆ (ρη)m − F [(fη)m]− χζ(u˜))(fη)m
)
,
then it is easy to see Gm ∈ Lploc(R2d+1). Let us choose r appeared in (5.3) sufficiently large. Then, we set
ϕ(v) = 1 and ϕ(v) = v in Lemma 5.4, respectively, and obtain the following strong convergence up to a
subsequence:
(ρη)m → ρη in L2(Ω× (0, T )) and a.e.,
(ρη)m(uη)m → ρηuη in L2(Ω× (0, T )),
and consequently, it gives the convergence of {(uηε)m} up to a subsequence. 
Remark 5.1. Lemma 5.2 and Corollary 5.1 imply that the operator T is well-defined, continuous and
compact. Thus, we can use the Schauder’s fixed point theorem to obtain a weak solution fη to (5.1).
From the previous fixed point argument, the following energy inequality associated with (5.1) is obvious.
Corollary 5.2. Let fη be a weak solution to (5.1). Then, it satisfies the following energy inequality:
d
dt
(∫
Ω×Rd
( |v|2
2
+ V R + σ log fη
)
fη dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη(x)ρη(y) dxdy
)
+
∫
Ω×Rd
1
fη
|σ∇vfη − (v − χζ(uηε ))fη|2 dxdv +
∫
Ω×Rd
|v|2fη dxdv
+
1
2
∫
Ω2×R2d
φ(x− y)|w − v|2fη(y, w)fη(x, v) dxdydvdw
≤ σd‖fη0 ‖L1 + σd
∫
Ω
(φ ⋆ ρη)ρη dx.
Proof. From the existence of the fixed point of T and Proposition 5.1, it is obvious that
d
dt
(∫
Ω×Rd
( |v|2
2
+ V R + σ log fη
)
fη dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη(x)ρη(y) dxdy
)
+
∫
Ω×Rd
1
fη
|σ∇vfη − (v − χζ(uηε))fη|2 dxdv +
∫
Ω×Rd
|v|2fη dxdv
+
1
2
∫
Ω2×R2d
φ(x − y)|w − v|2fη(y, w)fη(x, v) dxdydvdw
=
∫
Ω×Rd
(χζ(u
η
ε)− v) · χζ(uηε)fη dxdv
+ σd‖fη0 ‖L1 + σd
∫
Ω2×R2d
φ(x− y)fη(y, w)fη(x, v) dxdydvdw.
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Here, we note that ∫
Rd
(χζ(u
η
ε )− v) · χζ(uηε)fη dv = ρη(χζ(uηε)− uη) · χζ(uηε )
= ρη
(
ρηuη
ρη + ε
− uη
)
· ρ
ηuη
ρη + ε
1{|uηε |≤ζ}
= −ε
∣∣∣∣ ρηuηρη + ε
∣∣∣∣1{|uηε |≤ζ} ≤ 0,
which implies our desired estimate. 
5.3. Proof of Theorem 5.1. Now, we provide the existence of a weak solution to (1.1) based on the energy
inequality, compactness argument and velocity averaging lemma.
5.3.1. Convergences R→∞ and ζ →∞. First, we set R = ζ, and we will tend R to infinity.
• (Step A: Uniform bound estimates) As an initial step, we derive a upper-bound estimate which is uniform
in R and ζ from Corollary 5.2. For technical reason, we also estimate
d
dt
(∫
Ω×Rd
|x|2
2
fη dxdv
)
=
∫
Ω×Rd
x · vfη dxdv ≤
∫
Ω×Rd
( |x|2
2
+
|v|2
2
)
fη dxdv,
and combine this with Corollary 5.2 to get∫
Ω×Rd
( |v|2
2
+
|x|2
2
+ V R + σ log fη
)
fη dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη(x)ρη(y) dxdy
+
∫ t
0
∫
Ω×Rd
1
fη
|σ∇vfη − (v − χζ(uηε ))fη|2 dxdvds
+
1
2
∫ t
0
∫
Ω2×R2d
φ(x − y)|w − v|2fη(y, w)fη(x, v) dxdydvdwds
≤
∫
Ω×Rd
( |v|2
2
+
|x|2
2
+ V R + σ log fη0
)
fη0 dxdv +
1
2
∫
Ω×Ω
W ε(x − y)ρη0(x)ρη0(y) dxdy
+ σdt‖fη0 ‖L1 + σd
∫ t
0
∫
Ω
(φ ⋆ ρη)ρη dxds+
∫ t
0
∫
Ω×Rd
|x|2
2
fη dxdvds.
(5.4)
Here, we recall the following inequality from the classical result [15]:
2
∫
Ω×Rd
f ε log− f
ε dxdv ≤
∫
Ω×Rd
f ε
( |x|2
2
+
|v|2
2
)
dxdv +
1
e
∫
Ω×Rd
e−
|v|2
4 −
|x|2
4 dxdv,
where log− g(x) := max{0,− log g(x)}. We apply the aforementioned inequality to (5.4) and obtain∫
Ω×Rd
( |v|2
2
+
|x|2
2
+ V R + σ| log fη|
)
fη dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη(x)ρη(y) dxdy
+
∫ t
0
∫
Ω×Rd
1
fη
|σ∇vfη − (v − χζ(uηε))fη|2 dxdvds
+
1
2
∫ t
0
∫
Ω2×R2d
φ(x − y)|w − v|2fη(y, w)fη(x, v) dxdydvdwds
≤
∫
Ω×Rd
( |v|2
2
+
|x|2
2
+ V R + σ| log fη0 |
)
fη0 dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη0(x)ρη0(y) dxdy
+ σdt‖fη0 ‖L1 + σd‖φ‖L∞t‖fη0 ‖2L1 +
∫ t
0
∫
Ω×Rd
(|v|2 + |x|2) fη dxdvds + C,
where C = C(T ) is a positive constant independent of η. Thus, we use ‖fη0 ‖L1 ≤ ‖f0‖L1 andW ε(x) ≤W (x),
and apply Gro¨nwall’s lemma to yield, for t ∈ [0, T ],∫
Ω×Rd
( |v|2
2
+
|x|2
2
)
fη dxdv ≤ C,
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where C = C(T ) is a positive constant independent of η. Since fη satisfies
‖fη(·, ·, t)‖pLp +
4σ(p− 1)
p
∫ t
0
ed(p−1)(2+‖φ‖L∞‖f
η
0 ‖L1)(t−s)‖∇v(fη)p/2(·, ·, s)‖2L2 ds
≤ ‖fη0 ‖pLped(p−1)(2+‖φ‖L∞‖f
η
0 ‖L1)t
≤ ‖f0‖pLped(p−1)(2+‖φ‖L∞‖f
η
0 ‖L1)t
for every p ∈ [1,∞], these uniform bounds yield the following estimates:
‖fη‖L∞(0,T ;Lp(Ω×Rd)) + ‖ρη‖L∞(0,T ;Lq1 (Ω)) + ‖ρηuη‖L∞(0,T ;Lq2(Ω)) ≤ C(T ),
where p ∈ [1,∞], q1 ∈ [1, (d+2)/d), q2 ∈ [1, (d+2)/(d+1)) and C = C(T ) is a positive constant independent
of η. This uniform estimate implies the following weak convergence as R→∞ up to a subsequence:
fη ⇀ f ε in L∞(0, T ;Lp(Ω× Rd)), p ∈ [1,∞],
ρη ⇀ ρε in L∞(0, T ;Lp(Ω)), p ∈ [1, (d+ 2)/d),
ρηuη ⇀ ρεuε in L∞(0, T ;Lp(Ω)), p ∈ [1, (d+ 2)/(d+ 1)).
Moreover, once we choose p ∈ (1, (d+ 2)/(d+ 1)) and write Gη as
Gη := σ∇vfη + (2v +∇V R +∇W ε ⋆ ρη − F [fη]− χζ(uηε))fη,
then we can see that Gη ∈ Lploc(Ω× Rd × (0, T )). Indeed, if we consider a bounded region D ⊂ Ω× Rd, the
boundedness of ∇V Rfη in Lp(D) follows since
|∇V Rfη| =
∣∣∣∣(∇V )(x)M ( xR
)
fη +
1
R
V (x)(∇M)
( x
R
)
fη
∣∣∣∣
≤ |∇V (x)|fη + ‖∇M‖L∞
R
V (x)fη,
and we will consider the regime R→∞. The boundedness of the others naturally follows. Thus, we let Gη
as above, set r = 2 and apply them to Lemma 5.4 to obtain, for p ∈ (1, (d+ 2)/(d+ 1)),
ρη → ρε in Lp(Ω× (0, T )) and a.e.,
ρηuη → ρεuε in Lp(Ω× (0, T ))
as R→∞, up to a subsequence.
• (Step B: Existence of weak solutions and entropy inequality) Now, it remains to show that the limit f ε
satisfies the following equation in distributional sense:
∂tf
ε + v · ∇xf ε −∇v · ((v + (∇V +∇W ε ⋆ ρε))f ε) +∇v · (F [f ε]f ε)
= ∇v · ((v − uεε)f ε + σ∇vf ε),
(5.5)
and also the entropy inequality:∫
Ω×Rd
( |v|2
2
+ V + σ log f ε
)
f ε dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρε(x)ρε(y) dxdy
+
∫ t
0
∫
Ω×Rd
1
f ε
|σ∇vf ε − (v − uεε)f ε|2 dxdvds+
∫ t
0
∫
Ω×Rd
|v|2f ε dxdvds
+
1
2
∫ t
0
∫
Ω2×R2d
φ(x− y)|w − v|2f ε(y, w)f ε(x, v) dxdydvdwds
≤
∫
Ω×Rd
( |v|2
2
+ V + σ log f ε0
)
f ε0 dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρε0(x)ρε0(y) dxdy
+ σdt‖f0‖L1 + σd
∫ t
0
∫
Ω
(φ ⋆ ρε)ρε dxds.
(5.6)
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For f ε to be a weak solution to (5.5), it suffices to show the following convergence in distribution sense since
the others are obvious: 

(i) ∇W ε ⋆ ρη → ∇W ε ⋆ ρε,
(ii) F [fη]fη → F [f ε]f ε,
(iii) χR(u
η
ε )f
η → uεεf ε.
(5.7)
⋄ (Step B-1: Convergence of (5.7) (i)) We choose Ψ ∈ C∞c (Ω× Rd × [0, T ]) and write
ρηΨ :=
∫
Rd
fη(v)Ψ(v) dv.
Then, we have
∫ t
0
∫
Ω×Rd
[(∇W ε ⋆ ρη)fη − (∇W ε ⋆ ρε)f ε] Ψ dxdvds
=
∫ t
0
∫
Ω×Rd
∇W ε ⋆ (ρη − ρε)ρηΨ dxds+
∫ t
0
∫
Ω×Rd
(∇W ε ⋆ ρε)(fη − f ε)Ψ dxdvds
=: K11 +K
2
1 .
For K11 , since f
η is uniformly bounded in L∞(Ω× Rd × (0, T )) and Ψ is compactly supported, it is obvious
that
ρηΨ ∈ Lp(0, T ;Lq(Ω)) for any p, q ∈ [1,∞], uniformly in η.
Note that ρη|Ψ| :=
∫
Rd
fη(v)|Ψ|(v) dv also satisfies the above estimate. Thus, we have
K11 =
∫ t
0
∫
Ω
(∇W ε1{|·|≤1}) ⋆ (ρη − ρε)ρηΨ dxds+
∫ t
0
∫
Ω
(∇W ε1{|·|>1}) ⋆ (ρη − ρε)ρηΨ dxds
≤ ∥∥|∇W (·)|1{|·|≤1}∥∥L1(Ω)‖ρη − ρε‖Lp(Ω×(0,T ))‖ρηΨ‖Lp′(Ω×(0,T ))
+
∥∥|∇W (·)|1{|·|>1} · 1suppxΨ∥∥Lp′(Ω)‖ρη − ρε‖Lp(Ω×(0,T ))‖ρηΨ‖Lp′(0,T ;L1(Ω)),
where p ∈ (1, (d+2)/(d+1)), p′ is the Ho¨lder conjugate of p (thus p′ > d+2), suppxΨ denotes the support
of Ψ in x which is compact:
suppxΨ := {x ∈ Ω | Ψ(x, v) 6= 0 for some v ∈ Rd},
and we used Young’s convolution inequality:∫
Ω
(f ⋆ g)h dx ≤ ‖f‖Lp‖g‖Lq‖h‖Lr , 1
p
+
1
q
+
1
r
= 2.
Thus, thanks to the strong convergence of ρη, we have K11 → 0 as R→∞.
For K21 , it naturally follows from the compact support of Ψ that
(∇W ε ⋆ ρε)Ψ ∈ L1(0, T ;Lp(Ω)) for some p ∈ (1,∞).
Thus, due to the weak convergence of fη, we get K21 → 0 as R→∞.
⋄ (Step B-2: Convergence of (5.7) (ii)) We note that
F [fη](x, v) =
∫
Ω×Rd
φ(x − y)(w − v)fη(y, w) dydw =
∫
Ω
φ(x− y) ((ρηuη)(y)− vρη(y)) dy.
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Thus, for Ψ ∈ C∞c ([0, T ]× Ω× Rd), we get∫ t
0
∫
Ω×Rd
(F [fη]fη − F [f ε]f ε)Ψ dxdvds
=
∫ t
0
∫
Ω2×Rd
φ(x − y) [((ρηuη)(y)− vρη(y))− ((ρεuε)(y)− vρε(y))] (fηΨ)(x, v) dxdydvds
+
∫ t
0
∫
Ω2×Rd
φ(x − y)((ρεuε)(y)− vρε(y))(fη − f ε)(x, v)Ψ(x, v) dxdydv
=: K12 +K
2
2 .
For K12 , we use Young’s convolution inequality, the uniform boundedness of ρ
η
Ψ and the compact support of
Ψ to obtain
K12 =
∫ t
0
∫
Ω
φ ⋆ (ρηuη − ρεuε)ρηΨ dxds+
∫ t
0
∫
Ω×Rd
φ ⋆ (ρε − ρη)(vfη)(x, v) ·Ψ(x, v) dxdvds
≤ ‖φ‖L∞‖ρηuη − ρεuε‖Lp((0,T )×Ω)‖ρηΨ‖Lp′((0,T )×Ω)
+ |suppvΨ|‖φ‖L∞‖ρη − ρε‖Lp((0,T )×Ω)‖ρη|Ψ|‖Lp′((0,T )×Ω),
where p ∈ (1, (d+ 2)/(d+ 1)) and hence, K12 → 0 as R→∞.
For K22 , we use the compact support of Ψ to get
(φ ⋆ (ρεuε)− vφ ⋆ ρε)Ψ ∈ L1(0, T ;Lp(Ω× Rd))
for some p ∈ (1,∞), and we combine this with the weak convergence of fη to yield K22 → 0 as R→∞.
⋄ (Step B-3: Convergence of (5.7) (iii)) Again, for Ψ ∈ C∞c ([0, T ]× Ω× Rd), we estimate∫ t
0
∫
Ω×Rd
(χR(u
η
ε)f
η − uεεf ε)Ψ dxdvds
=
∫ t
0
∫
Ω×Rd
(uηεf
η − uεεf ε)Ψ dxdvds+
∫ t
0
∫
Ω×Rd
uηεf
η
1{|uηε |>R}Ψ dxdvds
=
∫ t
0
∫
Ω
(uηε − uεε)ρηΨ dxds+
∫ t
0
∫
Ω×Rd
uεε(f
η − f ε)Ψ dxdvds
+
∫ t
0
∫
Ω×Rd
uηεf
η
1{|uηε |>R}Ψ dxdvds
=: K13 +K
2
3 +K
3
3 .
For K13 , we find
K13 =
∫ t
0
∫
Ω
[(
1
ρη + ε
− 1
ρε + ε
)
(ρεuε) +
1
ρη + ε
(ρηuη − ρεuε)
]
ρηΨ dxds.
Here, since ρη → ρε a.e. and ρηΨ ∈ L∞((0, T )× Ω), we have(
1
ρη + ε
− 1
ρε + ε
)
(ρεuε)ρηΨ → 0, a.e.
as R→∞, and since ∣∣∣∣
(
1
ρη + ε
− 1
ρε + ε
)
(ρεuε)ρηΨ
∣∣∣∣ ≤ 2‖ρ
η
Ψ‖L∞
ε
|ρεuε| ≤ C(ε)|ρεuε|,
where C = C(ε) is a positive constant indepedent of η, we use the dominated convergence theorem to get∫ t
0
∫
Ω
(
1
ρη + ε
− 1
ρε + ε
)
(ρεuε)ρηΨ dxds→ 0
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as R→∞. Moreover, we estimate∫ t
0
∫
Ω
1
ρη + ε
(ρηuη − ρεuε)ρηΨ dxds ≤
1
ε
‖ρηuη − ρεuε‖Lp‖ρηΨ‖Lp′ ,
where p ∈ (1, (d + 2)/(d + 1)), and hence we can get K13 → 0 as R → ∞. For the estimate of K23 , it is
obvious that uεεΨ ∈ L1(0, T ;Lp(Ω× Rd)) for some p ∈ (1,∞). Thus, the weak convergence implies K23 → 0
as R→∞. Finally we use
|uη| ≤
(∫
Rd
|v|2fη dv∫
Rd
fη dv
)1/2
to get
K33 ≤
1
R
∫ t
0
∫
Ω×Rd
|uηε |2fηΨ dxdvds ≤
‖Ψ‖L∞
R
∫ t
0
∫
Ω×Rd
|v|2fη dxdvds→ 0
as R→∞. Hence we can find out that f ε becomes a weak solution to (5.5).
⋄ (Step B-4: Entropy inequality) For (5.6), we first take the liminf on the left hand side of Corollary 5.2,
convexity of the entropy and use ‖fη0 ‖L1 ≤ ‖f0‖L1 to get∫
Ω×Rd
( |v|2
2
+ V + σ log f ε
)
f ε dxdv +
1
2
∫
Ω2
W ε(x− y)ρε(x)ρε(y) dxdy
+
∫ t
0
∫
Ω×Rd
1
f ε
|σ∇vf ε − (v − uεε)f ε|2 dxdvds +
∫ t
0
∫
Ω×Rd
|v|2f ε dxdvds
+
1
2
∫ t
0
∫
Ω2×R2d
φ(x − y)|w − v|2f ε(y, w)f ε(x, v) dxdydvdwds
≤ lim inf
R→0
(∫
Ω×Rd
( |v|2
2
+ V + σ log fη0
)
fη0 dxdv +
1
2
∫
Ω2
W ε(x− y)ρη0(x)ρη0(y) dxdy
)
+ σdt‖f0‖L1 + σd lim inf
R→0
∫ t
0
∫
Ω
(φ ⋆ ρη)ρη dxds.
Here, we use the reverse Fatou’s lemma and the pointwise convergences ρη0 → ρε0 = ρ0 and fη0 → f ε0 = f0 to
get
lim inf
R→0
(∫
Ω×Rd
( |v|2
2
+ V + σ log fη0
)
fη0 dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη0(x)ρη0(y) dxdy
)
≤ lim sup
R→0
(∫
Ω×Rd
( |v|2
2
+ V + σ log fη0
)
fη0 dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρη0(x)ρη0(y) dxdy
)
≤
∫
Ω×Rd
( |v|2
2
+ V + σ log f0
)
f0 dxdv +
1
2
∫
Ω×Ω
W ε(x− y)ρ0(x)ρ0(y) dxdy,
and we claim that the following convergence holds:
lim
R→0
∫ t
0
∫
Ω
(φ ⋆ ρη)ρη dxds =
∫ t
0
∫
Ω
(φ ⋆ ρε)ρε dxds.
For this, we present a theorem similar to Vitali convergence theorem whose proof is presented in Appendix
B. Note that when Ω = Td, the condition (ii) is unnecessary.
Theorem 5.2. A sequence {hn} in L1(Ω) converges to h ∈ L1(Ω) in L1(Ω) if the following three conditions
hold:
(i) hn converges to h almost everywhere.
(ii) for every ε > 0, there exists L > 0 such that
sup
n∈N
∫
|x|>L
|hn| dx < ε.
(iii) for every ε > 0, there exists δ = δ(ε) > 0 such that whenever m(E) < δ,
sup
n∈N
∫
E
|hn| dx < ε.
HYDRODYNAMIC LIMIT OF VLASOV-TYPE EQUATIONS WITH NONLOCAL FORCES 39
In our case, since fη ⇀ f ε in L1(Ω× Rd × (0, T )) and φ ∈ L∞(Ω), we obtain∫ t
0
∫
Ω
φ(x− y)ρη(y, t) dydt =
∫ t
0
∫
Ω×Rd
φ(x − y)fη(y, w, t) dydwdt
→
∫ t
0
∫
Ω×Rd
φ(x − y)f ε(y, w, t) dydwdt
=
∫ t
0
∫
Ω
φ(x − y)ρε(y, t) dydt
for each x ∈ Ω and t ∈ (0, T ). This implies the convergence of φ⋆ρη to φ⋆ρε almost everywhere in Ω× (0, t).
On the other hand, we also know that ρη → ρε almost everywhere, and thus we have the convergence of
(φ ⋆ ρη)ρη to (φ ⋆ ρε)ρε almost everywhere in Ω× (0, t).
For the condition (ii) in Theorem 5.2, we let L > 0 and∫
|x|>L
(φ ⋆ ρη)ρη dx ≤ 1
L
∫
|x|>L
|x|(φ ⋆ ρη)ρη dx ≤ ‖φ ⋆ ρ
η‖L∞
L
∫
Ω
|x|ρη dx ≤ ‖φ‖L∞
L
(∫
Ω
|x|2ρη dx
)1/2
,
and we can deduce the condition (ii) from the above. For the third condition (uniform integrability condition),
we choose a measurable set E ⊂ Ω with m(E) < δ. Then, we have∫
E
(φ ⋆ ρη)ρη dx ≤ ‖φ ⋆ ρη‖L∞‖ρη‖Lpm(E)1/p′ ≤ Cm(E)1/p′ ,
where p ∈ (1, (d + 2)/d) and C is a constant independent of η, and this implies the uniform integrability
condition. This concludes our desired result.
5.3.2. Convergence ε → 0. Finally, it remains to prove the convergence as ε → 0. We note that the weak
convergence of fη to f ε implies the following uniform upper bound estimate:
‖f ε‖p
L∞(0,T ;Lp(Ω×Rd))
+
4σ(p− 1)
p
∫ T
0
‖∇v(f ε)p/2(·, ·, s)‖2L2 ds ≤ ‖f0‖pLped(p−1)(2+‖φ‖L∞)t (5.8)
for p ∈ [1,∞]. Thus, we combine (5.8) with the entropy inequality (5.6) to get the following weak convergence
up to a subsequence as before:
f ε ⇀ f in L∞(0, T ;Lp(Ω× Rd)), p ∈ [1,∞],
ρε ⇀ ρ in L∞(0, T ;Lp(Ω), p ∈ [1, (d+ 2)/d),
ρεuε ⇀ ρu in L∞(0, T ;Lp(Ω)), p ∈ [1, (d+ 2)/(d+ 1)).
Moreover, applying the velocity averaging lemma, Lemma 5.4, asserts the strong convergence up to a subse-
quence for p ∈ (1, (d+ 2)/(d+ 1)):
ρε → ρ in Lp((0, T )× Ω) and a.e.,
ρεuε → ρu in Lp((0, T )× Ω) (5.9)
as ε → 0. Now, to show that f is a weak solution to (1.1), it suffices to show the following convergence
in distribution sense, since the others are obvious or can be obtained in the same way from the previous
argument: 

(i) (∇W ε ⋆ ρε)f ε → (∇W ⋆ ρ)f,
(ii) uεεf
ε → uf.
(5.10)
⋄ (Convergence (5.10) (i)) We choose again Ψ ∈ C∞c (Ω× Rd × [0, T ]) and get∫ t
0
∫
Ω×Rd
[(∇W ε ⋆ ρε)f ε − (∇W ⋆ ρ)f ]Ψ dxdvds
=
∫ t
0
∫
Ω×Rd
(∇(W ε −W ) ⋆ ρε)ρεΨ dxds
+
∫ t
0
∫
Ω×Rd
∇W ⋆ (ρε − ρ)ρεΨ dxds+
∫ t
0
∫
Ω×Rd
(∇W ⋆ ρ)(f ε − f)Ψ dxdvds
=: K14 +K
2
4 +K
3
4 .
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Since the estimates for K24 and K
3
4 are similar to those for K
1
1 and K
2
1 , respectively, we only need to show
K14 → 0 as ε→ 0. Still, thanks to the uniform-in-ε estimate for f ε in L∞(Ω×Rd × (0, T )) and the compact
support of Ψ, we find
ρεΨ ∈ Lp(0, T ;Lq(Ω))
for any p, q ∈ [1,∞] uniformly in ε. This gives
K14 =
∫ t
0
∫
Ω
(∇(W ε −W )(·)(1{|·|≤1} + 1{|·|>1}) ⋆ ρε)ρεΨ dxds
≤ ‖∇(W ε −W )(·)1{|·|≤1}‖L1(Ω)‖ρε‖Lp(Ω×(0,T ))‖ρεΨ‖Lp′(Ω×(0,T ))
+ ‖∇(W ε −W )(·)1{|·|>1}1suppxΨ‖Lp′(Ω)‖ρε‖Lp(Ω×(0,T ))‖ρεΨ‖Lp′(0,T ;L1(Ω)),
where p ∈ (1, (d + 2)/(d + 1)) and we used the uniform bound for ρε, ρεΨ and the dominated convergence
theorem for the convergence of the interaction potential term.
⋄ (Convergence of (5.10) (ii)) Although the proof is almost the same as that of [34, Lemma 4.4], we present
here for readers’ convenience. First, consider a test function Ψ of the form Ψ(x, v, t) := ψ(x, t)ϕ(v). Thus,
ϕ ∈ C∞c (Rd) and we similarly write ρεϕ :=
∫
Rd
f εϕ(v) dv. Then, we write∫ t
0
∫
Ω×Rd
f εuεεΨ dxdvds =
∫ t
0
∫
Ω
uεερ
ε
ϕψ dxds.
Here, for p ∈ (1, (d+ 2)/(d+ 1)), we get
‖uεερεϕ‖Lp ≤ ‖ϕ‖L∞‖ρε‖1/2Lp/(2−p)‖
√
ρεuεε‖L2
≤ ‖ϕ‖L∞‖ρε‖1/2Lp/(2−p)
(∫
Ω×Rd
|v|2f ε dxdv
)1/2
,
which gives the uniform bound for uεερ
ε
ϕ in L
p(Ω), since p/(2− p) ∈ (1, (d+ 2)/d), and we already have the
uniform bound for ρε in Lq with q ∈ (1, (d+2)/d) and |v|2f ε in L1. Thus, we can find m such that, up to a
subsequence,
uεερ
ε
ϕ ⇀m in L
∞(0, T ;Lp(Ω)), ∀ p ∈ (1, (d+ 2)/(d+ 1)).
It remains to show that m = uρϕ. For this, we let h1, h2 > 0 and define
Ah2h1 := {(x, t) ∈ (B(0, h1) ∩ Ω)× (0, T ) : ρ(x, t) > h2}.
For each h1 and h2, we combine the pointwise convergence of ρ
ε to ρ with Egorov’s theorem to deduce that
for every δ > 0, we may choose Aδ ⊂ Ah2h1 satisfying
|Ah2h1 \Aδ| < δ and ρε → ρ as ε→ 0 uniformly on Aδ.
Then, for a sufficiently small ε, we have ρε > h2/2 on Aδ and thus we get
uεερ
ε
ϕ =
ρεuε
ρε + ε
ρεϕ → m = uρϕ, on Aδ.
Since the choices of h1, h2 and δ were arbitrary, we now obtain
m = uρϕ on {ρ > 0},
and therefore, we have∫ t
0
∫
Ω×Rd
f εuεεΨ dxdvds =
∫ t
0
∫
Ω
uεερ
ε
ϕψ dxds→
∫ t
0
uρϕψ dxds =
∫ t
0
∫
Ω×Rd
ufΨ dxdvds
for all test functions Ψ of the form Ψ(x, v, t) = ψ(x, t)ϕ(v). Thus, we conclude that f is a weak solution
to (1.1). It remains to show that the weak solution obtained above satisfies the entropy inequality (2.2).
Note that the regularized solutions f ε satisfies the entropy inequality (5.6) and the strong compactness of
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macroscopic fields ρε, ρεuε are obtained in (5.9) via the velocity averaging lemma. Thus we can use a similar
argument as in the previous step together with Fatou’s lemma to have the following entropy inequality:∫
Ω×Rd
( |v|2
2
+ V + σ log f
)
f dxdv +
1
2
∫
Ω
(W ⋆ ρ)ρ dx
+
∫ t
0
∫
Ω×Rd
1
f
|σ∇vf − (v − u)f |2 dxdvds +
∫ t
0
∫
Ω×Rd
|v|2f dxdvds
+
1
2
∫ t
0
∫
Ω2×R2d
φ(x − y)|w − v|2f(y, w)f(x, v) dxdydvdwds
≤
∫
Ω×Rd
( |v|2
2
+ V + σ log f0
)
f0 dxdv +
1
2
∫
Ω
(W ⋆ ρ0)ρ0 dx
+ σdt‖f0‖L1 + σd
∫ t
0
∫
Ω
(φ ⋆ ρ)ρ dxds.
5.4. Global-in-time existence of weak solutions for dimensions d = 1, 2. In this subsection, we
investigate the global existence of weak solutions to (1.1) for the case d = 1, 2. In these cases, the positivity
of the interaction energy is not guaranteed, and as a result, it makes some problems in obtaining the uniform
upper bound estimates for solutions. Once we can find a way to get the uniform bound, then other parts
of the proof for the existence of weak solutions can follow from almost the same analysis as in the previous
subsections. Since the results for Ω = Td is analogous to the case Ω = Rd, we only consider the Ω = Rd. Let
us introduce the regularized fundamental solutions of the Laplace’s equation in d = 1, 2:
W ε(x) :=
{ − 12√ε+ |x|2 if d = 1,
− 14pi log(ε+ |x|2) if d = 2.
Then, since we also have ∇W ε is bounded and smooth, global-in-time existence of weak solutions to the
equation (5.2) is clear. Moreover, we can also deduce that the entropy inequality (5.4) and the following
upper bound estimate hold:∫
Rd×Rd
( |v|2
2
+
|x|2
2
+ σ| log fη|
)
fη dxdv +
1
2
∫
Rd×Rd
W ε(x− y)ρη(x)ρη(y) dxdy
+
∫ t
0
∫
Rd×Rd
1
fη
|σ∇vfη − (v − χζ(uηε ))fη|2 dxdvds
+
1
2
∫ t
0
∫
R2d×R2d
φ(x− y)|w − v|2fη(y, w)fη(x, v) dxdydvdwds
≤
∫
Rd×Rd
( |v|2
2
+
|x|2
2
+ σ| log fη0 |
)
fη0 dxdv +
1
2
∫
Rd×Rd
W ε(x− y)ρη0(x)ρη0(y) dxdy
+ σdt‖fη0 ‖L1 + σd‖φ‖L∞t‖fη0 ‖2L1 +
∫ t
0
∫
Rd×Rd
(|v|2 + |x|2) fη dxdvds + C,
where C = C(T ) is a positive constant independent of η. When d = 1, one uses Young’s inequality to get
−1
2
∫
R×R
W ε(x − y)ρη(x)ρη(y) dxdy = 1
4
∫
R×R
√
ε+ |x− y|2ρη(x)ρη(y) dxdy
≤ 1
4
∫
R×R
(
1 +
1
4
(ε+ |x− y|2)
)
ρη(x)ρη(y) dxdy
≤ 1
16
(4 + ε) +
1
16
∫
R×R
(|x|2 + |y|2)ρη(x)ρη(y) dxdy
≤ C + 1
8
∫
R
|x|2ρη dx = C + 1
8
∫
R×R
|x|2fη dxdv,
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and this gives
1
2
∫
R×R
( |v|2
2
+
|x|2
2
+ σ| log fη|
)
fη dxdv
+
∫ t
0
∫
R×R
1
fη
|σ∇vfη − (v − χζ(uηε))fη|2 dxdvds
+
1
2
∫ t
0
∫
R2×R2
φ(x − y)|w − v|2fη(y, w)fη(x, v) dxdydvdwds
≤
∫
R×R
( |v|2
2
+
|x|2
2
+ σ| log fη0 |
)
fη0 dxdv + σdt‖fη0 ‖L1 + σd‖φ‖L∞t‖fη0 ‖2L1
+
∫ t
0
∫
R×R
(|v|2 + |x|2) fη dxdvds + C,
where C = C(T ) is a constant independent of η, which implies the desired uniform upper bound estimate
and this can be also used when ε→ 0. For d = 2, we note that the following inequality holds:
ε+ |x− y|2 ≤ (1 + ε)(1 + |x− y|2)
≤ (1 + ε)(1 + 2|x|2 + 2|y|2)
≤ 2(1 + ε)(1 + |x|2)(1 + |y|2),
which subsequently gives
log(ε+ |x− y|2) ≤ log 2(1 + ε) + log(1 + |x|2) + log(1 + |y|2).
We use the above inequality and log(1 + x) ≤ x on x ≥ 0 to get
1
2
∫
R2×R2
W ε(x− y)ρη(x)ρη(y) dxdy
= − 1
8π
∫
R2×R2
log(ε+ |x− y|2)ρη(x)ρη(y) dxdy
≥ − 1
8π
∫
R2×R2
[
log 2(1 + ε) + log(1 + |x|2) + log(1 + |y|2)] ρη(x)ρη(y) dxdy
≥ − 1
8π
log 2(1 + ε)− 1
8π
∫
R2×R2
(
log(1 + |x|2) + log(1 + |y|2)) ρη(x)ρη(y) dxdy
≥ − 1
8π
log 2(1 + ε)− 1
4π
∫
R2
ρη log(1 + |x|2) dx
≥ − 1
8π
log 2(1 + ε)− 1
4π
∫
R2
|x|2ρη dx.
Moreover, the integral of | log(ε+ |x|)|p on |x| ≤ 1 can be bounded uniformly in ε for every p ∈ [1,∞) and
thus we have
∣∣∣∣
∫
R2×R2
W ε(x− y)ρη0(x)ρη0(y) dxdy
∣∣∣∣ ≤ C (‖W ε(·)1{|·|≤1}‖Lq‖ρη0‖2Lp + ‖W ε(·)1{|·|>1}‖L∞‖ρη0‖2L1)
≤ C,
(5.11)
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where C is a constant independent of η and 1/q + 2/p = 2 with p ∈ (1, (d+ 2)/d). Hence, for d = 2, we can
obtain
1
2
∫
R2×R2
( |v|2
2
+
|x|2
2
+ σ| log fη|
)
fη dxdv
+
∫ t
0
∫
R2×R2
1
fη
|σ∇vfη − (v − χζ(uηε))fη|2 dxdvds
+
1
2
∫ t
0
∫
R4×R4
φ(x− y)|w − v|2fη(y, w)fη(x, v) dxdydvdwds
≤
∫
R2×R2
( |v|2
2
+
|x|2
2
+ σ| log fη0 |
)
fη0 dxdv + σdt‖fη0 ‖L1 + σd‖φ‖L∞t‖fη0 ‖2L1
+
∫ t
0
∫
R2×R2
(|v|2 + |x|2) fη dxdvds + C,
which gives the desired uniform upper bound estimate.
For the free energy inequality, we first notice that the following inequality still holds for d = 1, 2:∫
Rd×Rd
( |v|2
2
+ V + σ log f ε
)
f ε dxdv +
1
2
lim inf
R→∞
∫
Rd×Rd
W ε(x− y)ρη(x)ρη(y) dxdy
+
∫ t
0
∫
Rd×Rd
1
f ε
|σ∇vf ε − (v − uεε)f ε|2 dxdvds+
∫ t
0
∫
Rd×Rd
|v|2f ε dxdvds
+
1
2
∫ t
0
∫
R2d×R2d
φ(x− y)|w − v|2f ε(y, w)f ε(x, v) dxdydvdwds
≤
∫
Rd×Rd
( |v|2
2
+ V + σ log f ε0
)
f ε0 dxdv +
1
2
lim sup
R→∞
∫
Rd×Rd
W ε(x− y)ρη0(x)ρη0(y) dxdy
+ σdt‖f0‖L1 + σd
∫ t
0
∫
Rd
(φ ⋆ ρε)ρε dxds.
When d ≥ 3, the interaction potential W is positive, thus we used Fatou’s Lemma to obtain the desired
inequality. Although it is no longer possible to use Fatou’s Lemma when d = 1, 2, we use Theorem 5.2
instead to show that
lim
R→∞
∫
Rd
(W ε ⋆ ρη)ρη dx =
∫
Rd
(W ε ⋆ ρε)ρε dx
and
lim
ε→0
∫
Rd
(W ε ⋆ ρε)ρε dx =
∫
Rd
(W ⋆ ρ)ρ dx
for each t ∈ [0, T ]. Since the proof for the ε→ 0 case is similar, we only consider the case R→∞.
First, we show that W ε ⋆ ρη converges to W ε ⋆ ρε pointwise. Indeed, the pointwise convergence ρη → ρε
implies W ε(x− ·)ρη(·) converges to W ε(x − ·)ρε(·) for each x. If d = 1, for each x.∫
|y|≥L
W ε(x− y)ρη(y) dy ≤
∫
|y|≥L
√
ε+ |x− y|2ρη(y) dy
≤ (|x|+√ε)
∫
|y|≥L
ρη(y) dy +
∫
|y|≥L
|y|ρη(y) dy
≤
( |x|
L2
+
1
L
)∫
Rd
|y|2ρη dy → 0, as L→∞.
When d = 2, one uses | log x| ≤ max{x, x−1}, x > 0, and chooses L sufficiently large so that L≫ |x| to get∫
|y|≥L
W ε(x − y)ρη(y) dy ≤ 1
2π
∫
|y|≥L
log
√
ε+ |x− y|2ρη(y) dy
≤ 1
2π
∫
|y|≥L
max{
√
ε+ |x− y|2, (ε+ |x− y|2)−1/2}ρη(y) dy
=
1
2π
∫
|y|≥L
√
ε+ |x− y|2ρη(y) dy,
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which also gives the desired estimate Theorem 5.2 (ii). For the last condition (iii) in Theorem 5.2, we choose
a measurable set E. Then for d = 1, we use Ho¨lder’s inequality and the uniform bounds for ρη in Lp with
p ∈ (1, 2) to get∫
E
W ε(x− y)ρη(y) dy ≤ (|x|+√ε)
∫
E
ρη(y) dy +
∫
E
|y|ρη(y) dy
≤ (|x|+√ε)‖ρη‖Lpm(E)1/p′ +
(∫
E
|y|2ρη(y) dy
)1/2(∫
E
ρη(y) dy
)1/2
≤ C(|x|+√ε)m(E)1/(2p′) → 0 as m(E)→ 0,
where p′ = p/(p− 1) is the Ho¨lder conjugate of p. When d = 2, we obtain∫
E
W ε(x− y)ρη(y) dy ≤ 1
π
∫
E
max{(ε+ |x− y|2)1/4, (ε+ |x− y|2)−1/4}ρη(y) dy
≤
∫
E∩{|x−y|≥1−ε}
√
ε+ |x− y|2ρη(y) dy +
∫
E∩{|x−y|<1−ε}
(ε+ |x− y|2)−1/4ρη(y) dy
≤ C(|x|+√ε)m(E)1/(2p′) + ‖(ε+ |x|2)−1/41{|x|≤1}‖L7/2‖ρη‖L7/4m(E)1/7,
which guarantees the condition (iii). Thus, we have the pointwise convergence of W ε ⋆ ρη to W ε ⋆ ρε and
hence (W ε ⋆ ρη)ρη converges to (W ε ⋆ ρε)ρε almost everywhere. To prove the desired convergence, we notice
that
|W ε ⋆ ρη| ≤ C(1 + |x|),
where C is a constant independent of η. More precisely, we find
|W ε ⋆ ρη| ≤ (1 + ε)
∫
Rd
(1 + |x|+ |y|)ρη(y) dy ≤ C(1 + |x|)
for d = 1 and∫
Rd
W ε(x− y)ρη(y) dy ≤ 1
π
∫
Rd
max{(ε+ |x− y|2)1/4, (ε+ |x− y|2)−1/4}ρη(y) dy
≤
∫
{|x−y|≥1−ε}
√
ε+ |x− y|2ρη(y) dy +
∫
{|x−y|<1−ε}
(ε+ |x− y|2)−1/4ρη(y) dy
≤ C(1 + |x|) +
∫
{|x−y|<1}
|x− y|−1/2ρη(y) dy
≤ C(1 + |x|) + ‖| · |−1/21{|·|<1}‖L7/2‖ρη‖L7/5 ≤ C(1 + |x|)
for d = 2. Thus, we use the above estimate to validate the conditions in Theorem 5.2. For the condition (ii)
in Theorem 5.2, we choose L > 0 to get∫
|x|≥L
(W ε ⋆ ρη)ρη dx ≤ C
∫
|x|≥L
(1 + |x|)ρη dx
≤ C
(
1
L
+
1
L2
)∫
|x|≥L
|x|2ρη dx→ 0 as L→∞.
For the condition (iii) in Theorem 5.2, we have∫
E
(W ⋆ ρη)ρη dx ≤ C
∫
E
(1 + |x|)ρη dx
≤ C‖ρη‖Lpm(E)1/p′ + C
(∫
E
|x|2ρη dx
)1/2(∫
E
ρη dx
)1/2
≤ C(‖ρη‖Lpm(E)1/p′ )1/2(1 + (‖ρη‖Lpm(E)1/p′)1/2).
Hence, we can obtain the entropy inequality similarly as in the case d ≥ 3.
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6. Local-in-time existence of strong solutions to the systems (1.3) and (1.5)
In this section, we study the local-in-time existence and uniqueness of strong solutions to (1.3) and (1.5)
in the periodic domain Ω = Td. Since the proof for the system (1.5) is similar to that for (1.3), we only
provide the details of the proof for the system (1.3), see Section 6.4 for the brief idea of the proof for the
pressureless case. For the case with smooth interaction potential W , we briefly mention the existence result
in Remark 6.1 below.
To be more specific, we are mainly interested in the local-in-time solvability of the following isothermal
Euler–Poisson system with nonlocal forces:
∂tρ+∇ · (ρu) = 0, (x, t) ∈ Td × R+,
∂t(ρu) +∇ · (ρu⊗ u) +∇ρ = −ρu− ρ(∇V +∇W ⋆ ρ)− ρ
∫
Td
φ(x − y)(u(x)− u(y))ρ(y) dy. (6.1)
Here we set γ = λ = α = 1 for the sake of simplicity. We then reformulate the above system by setting
g := log ρ and rewrite it as follows:
∂tg +∇g · u+∇ · u = 0, (x, t) ∈ Td × R+,
∂tu+ (u · ∇)u+∇g = −u− (∇V +∇W ⋆ eg)− (φ ⋆ eg)u + φ ⋆ (egu),
(6.2)
subject to initial data:
(g(x, 0), u(x, 0)) = (g0(x), u0(x)), x ∈ Td. (6.3)
We now state the result on the well-posedness of the system (6.2)–(6.3).
Theorem 6.1. Let s > d/2 + 1. Suppose that the confinement potential and communication weight satisfy
(∇V, φ) ∈ Hs(Td)×Ws,∞(Td), and the initial data (g0, u0) ∈ Hs(Td)×Hs(Td) with eg0 > 0. Then for any
positive constants ǫ0 < M0, there exists a positive constant T
∗ such that if ‖g0‖Hs + ‖u0‖Hs < ǫ0, then the
system (6.2)–(6.3) admits a unique solution (g, u) ∈ C([0, T ∗];Hs(Td))× C([0, T ∗];Hs(Td)) satisfying
sup
0≤t≤T∗
(‖g(·, t)‖Hs + ‖u(·, t)‖Hs) ≤M0.
Note that the solution (g, u) obtained above has C1-regularity and in particular g is bounded, we can
easily show that (ρ, u) with ρ := eg is a strong solution to (6.1). More precisely, we can have the equivalence
relation between the classical solutions to the systems (6.1) and (6.2).
Proposition 6.1. For any fixed T > 0, (ρ, u) ∈ C1(Td× [0, T ])×C1(Td× [0, T ]) solves the system (6.1) with
ρ > 0 if and only if (g, u) ∈ C1(Td × [0, T ])× C1(Td × [0, T ]) solves the system (6.2) with eg > 0.
The well-posedness theory for the equation (6.1) has not been developed so far to the best of our knowledge.
On the other hand, if the velocity alignment forces, the last term on the right hand side of the momentum
equations in (6.1) and the confinement forces are ignored, the system (6.1) reduces to the damped isothermal
Euler–Poisson system. For that system, the global existence of weak/strong solutions is studied in [23, 24,
29, 30, 44]. We refer to [16] for a general survey on the Euler equations and related conservation laws.
Critical thresholds phenomena leading to a finite-time blow-up or a global regularity of strong solutions for
the Euler-Poisson system are also investigated in [12, 27].
6.1. Solvability for the linearized system. In this subsection, we linearize the system (6.2) and discuss
the local-in-time estimates of solutions to that system. More precisely, for a given
(g˜, u˜) ∈ C([0, T ];Hs(Td))× C([0, T ];Hs(Td)),
we consider the associated linear system:
∂tg + u˜ · ∇g +∇ · u = 0, (x, t) ∈ Td × R+,
∂tu+ (u˜ · ∇)u+∇g = −u− (∇V +∇W ⋆ eg˜)− (φ ⋆ eg˜)u˜ + φ ⋆ (eg˜u˜),
(6.4)
with the initial data (g0, u0) ∈ Hs(Td)×Hs(Td).
Lemma 6.1. Let T > 0 and s > d/2 + 1. For any positive constants N < M , if
‖g0‖2Hs + ‖u0‖2Hs < N (6.5)
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and
sup
0≤t≤T
(‖g˜(·, t)‖2Hs + ‖u˜(·, t)‖2Hs) < M,
then the Cauchy problem (6.4) has a unique classical solution (g, u) ∈ C([0, T ];Hs(Td)) × C([0, T ];Hs(Td))
satisfying
sup
0≤t≤T∗
(‖g(·, t)‖2Hs + ‖u(·, t)‖2Hs) < M
for some T ∗ ≤ T .
Proof. We first easily obtain the existence and uniqueness of solutions to (6.4) by a standard linear theory
of PDEs. Thus, it suffices to provide bound estimates for g and u. A straightforward computation gives
1
2
d
dt
‖g‖2L2 ≤
‖∇ · u˜‖L∞
2
‖g‖2L2 −
∫
Td
g∇ · u dx
and
1
2
d
dt
‖u‖2L2 ≤
‖∇ · u˜‖L∞
2
‖u‖2L2 −
∫
Td
∇g · u dx+ ‖∇V ‖L2‖u‖L2 + ‖∇W ⋆ eg˜‖L2‖u‖L2
+ C‖φ‖L∞(1 + e‖g˜‖L∞ )‖u‖L2‖u˜‖L2
≤ ‖∇ · u˜‖L∞
2
‖u‖2L2 −
∫
Td
∇g · u dx+ ‖∇V ‖L2‖u‖L2 + ‖∇W‖L1e‖g˜‖L∞ ‖u‖L2
+ C‖φ‖L∞(1 + e‖g˜‖L∞ )‖u‖L2‖u˜‖L2.
Then we use Sobolev inequality and Young’s inequality to get
d
dt
(‖g‖2L2 + ‖u‖2L2) ≤ CeCM (1 +M) (‖g‖2L2 + ‖u‖2L2)+ CeCM (1 +M), (6.6)
where C > 0 only depends on s, d, ∇V and φ.
For higher-order estimates, we first recall the Moser-type inequality:
‖∇k(fg)− f∇kg‖L2 ≤ C
(‖∇f‖L∞‖∇k−1g‖L2 + ‖∇kf‖L2‖g‖L∞) .
For 1 ≤ k ≤ s, we estimate ∇kg as
1
2
d
dt
‖∇kg‖2L2 = −
∫
Td
∇(∇kg) · u˜∇kg dx−
∫
Td
(∇k(∇g · u˜)−∇(∇kg) · u˜)∇kg dx
−
∫
Td
(∇ · (∇ku))∇kg dx
≤ ‖∇ · u˜‖L∞
2
‖∇kg‖2L2 + C‖∇kg‖L2
(
‖∇u˜‖L∞‖∇(∇k−1g)‖L2 + ‖∇g‖L∞‖∇ku˜‖L2
)
−
∫
Td
(∇ · (∇ku))∇kg dx
≤ CM‖∇kg‖L2 + CM‖∇kg‖L2‖g‖Hs −
∫
Td
(∇ · (∇ku))∇kg dx,
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where C > 0 depends only on d and s. Similarly, we estimate ∇ku as
1
2
d
dt
‖∇ku‖2L2 = −
∫
Td
(u˜ · ∇(∇ku)) · ∇ku dx−
∫
Td
(∇k(u˜ · ∇u)− u˜ · ∇(∇ku)) · ∇ku dx
− ‖∇ku‖2L2 −
∫
Td
(∇(∇kV ) +∇k(∇W ⋆ eg˜)) · ∇ku dx−
∫
Td
∇(∇kg) · ∇ku dx
+
∫
Td×Td
∇kxφ(x − y)u˜(y)eg˜(y)∇ku(x) dydx
−
∫
Td×Td
∇kx(φ(x − y)u˜(x))eg˜(y)∇ku(x) dydx
≤ ‖∇ · u˜‖L∞
2
‖∇ku‖L2 + C‖∇ku‖L2
(
‖∇u˜‖L∞‖∇(∇k−1u)‖L2 + ‖∇u‖L∞‖∇ku˜‖L2
)
+ ‖∇V ‖Hk‖∇ku‖L2 + ‖∇W ⋆ (∇keg˜)‖L2‖∇ku‖L2 −
∫
Td
∇(∇kg) · ∇ku dx
+ C‖φ‖Wk,∞‖u˜‖Hke‖g˜‖L∞‖∇ku‖L2
≤ CM‖∇ku‖2L2 + CM‖∇ku‖L2‖u‖Hs + CeCM (1 +M)‖∇ku‖L2
+ C‖∇k(eg˜)‖L2‖∇ku‖L2 −
∫
Td
∇(∇kg) · ∇ku dx,
where C > 0 only depends on d, s, ∇V , ‖∇W‖L1 and φ. To estimate the Poisson interaction term, we
let ak := ‖∇k(eg˜)‖L2 . As shown previously, we have a0 ≤ e‖g˜‖L∞ ≤ CeCM . Then, we use the Moser-type
inequality and Sobolev inequality to obtain
ak = ‖∇k−1(eg˜∇g˜)‖L2
≤ ‖eg˜∇kg˜‖L2 + ‖∇k−1(eg˜∇g˜)− eg˜∇kg˜‖L2
≤MeCM + C(‖∇eg˜‖L∞‖∇k−1g˜‖L2 + ‖∇k−1(eg˜)‖L2‖∇g˜‖L∞)
≤ CMak−1 + CMeCM (1 +M),
where C > 0 only depends on d and k, and inductively, we get
ak ≤ CMka0 + CMk−1eCM (1 +M) ≤ CeCM .
Here C > 0 only depends on d and k. Now, we combine the estimates for ∇kg and ∇ku to yield
d
dt
(‖∇kg‖2L2 + ‖∇ku‖2L2)
≤ CM (‖∇kg‖2L2 + ‖∇ku‖2L2)+ CM(‖∇kg‖L2‖g‖Hs + ‖∇ku‖L2‖u‖Hs)
+ CeCM (1 +M)‖∇ku‖L2.
(6.7)
We sum the relation (6.7) over 1 ≤ k ≤ s and combine this with (6.6) to get
d
dt
(‖g‖2Hs + ‖u‖2Hs) ≤ CeCM (1 +M)(‖g‖2Hs + ‖u‖2Hs)+ CeCM (1 +M).
We write h(M) := CeCM (1 +M) and use Gro¨nwall’s lemma to obtain
‖g‖2Hs + ‖u‖2Hs ≤ (‖g0‖2Hs + ‖u0‖2Hs)eh(M)t + eh(M)t
(
1− e−h(M)t
)
≤ Neh(M)t + eh(M)t
(
1− e−h(M)t
)
= N + (N + 1)
(
eh(M)t − 1
)
.
Note that N < M and eh(M)t − 1 can be arbitrary small if t≪ 1. This allows us to find T ∗ > 0 such that
N + (N + 1)
(
eh(M)T
∗ − 1
)
< M.
This concludes the desired result. 
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6.2. Construction of approximate solutions. Now, we construct a sequence that approximates a (unique)
solution to (1.3). More precisely, we consider a sequence (gn, un) which is a solution to the following system:
∂tg
n+1 +∇gn+1 · un +∇ · un+1 = 0, (x, t) ∈ Td × R+,
∂tu
n+1 + (un · ∇)un+1 +∇gn+1
= −un+1 − (∇V +∇W ⋆ egn)− φ ⋆ (egn)un + φ ⋆ (egnun),
(6.8)
with the initial step and initial data defined by
(g0(x, t), u0(x, t)) = (g0(x), u0(x)) (x, t) ∈ Td × R+
and
(gn(x, 0), un(x, 0)) = (g0(x), u0(x)) ∀n ∈ N, x ∈ Td,
respectively. We notice that the approximation sequence (gn, un) is well-defined due to Lemma 6.1. Moreover,
by Lemma 6.1, we have the following uniform-in-n bound estimates for the approximation sequence.
Corollary 6.1. Let s > d/2 + 1. For any M > N , there exists T ∗ > 0 such that if the initial data (g0, u0)
satisfy (6.5), then for each n ∈ N
(gn, un) ∈ C([0, T ∗];Hs(Td))× C([0, T ∗];Hs(Td))
and
sup
0≤t≤T∗
(‖gn(·, t)‖2Hs + ‖un(·, t)‖2Hs) < M, ∀n ∈ N ∪ {0}.
Proof. For the proof, we use the inductive argument. Since the initial step (n = 0) is obvious, it suffices to
consider the induction step. We recall from Lemma 6.1 that
Neh(M)T
∗
+ eh(M)T
∗
(1− e−h(M)T∗) < M
for some T ∗ > 0. Then, by the induction hypothesis, we get
sup
0≤t≤T∗
(‖gn(·, t)‖2Hs + ‖un(·, t)‖2Hs) < M.
This together with the same analysis in Lemma 6.1, we have
‖gn+1‖2Hs + ‖un+1‖2Hs ≤
(‖g0‖2Hs + ‖u0‖2Hs) eh(M)t + eh(M)t (1− e−h(M)t)
≤ Neh(M)t + eh(M)t
(
1− e−h(M)t
)
< M
for 0 ≤ t ≤ T ∗. This completes the proof. 
In the lemma below, we show that the approximation sequence (gn, un) is a Cauchy sequence in C([0, T ∗];L2(Td))×
C([0, T ∗];L2(Td)).
Lemma 6.2. Let (gn, un) be a sequence of the approximated solutions with the initial data (g0, u0) satisfying
(6.5). Then we have
‖(gn+1 − gn)(·, t)‖2L2 + ‖(un+1 − un)(·, t)‖2L2
≤ C
∫ t
0
(‖(gn − gn−1)(·, s)‖2L2 + ‖(un − un−1)(·, s)‖2L2) ds
for 0 ≤ t ≤ T ∗ and n ∈ N, where C > 0 is independent of n.
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Proof. First, it follows from (6.8) that
1
2
d
dt
‖gn+1 − gn‖2L2
= −
∫
Td
un · ∇(gn+1 − gn)(gn+1 − gn) dx−
∫
Td
(un − un−1) · ∇gn(gn+1 − gn) dx
−
∫
Td
∇ · (un+1 − un)(gn+1 − gn) dx
≤ ‖∇ · u
n‖L∞
2
‖gn+1 − gn‖2L2 + ‖∇gn‖L∞‖un − un−1‖L2‖gn+1 − gn‖L2
−
∫
Td
∇ · (un+1 − un)(gn+1 − gn) dx
≤ C (‖gn+1 − gn‖2L2 + ‖un − un−1‖2L2)−
∫
Td
∇ · (un+1 − un)(gn+1 − gn) dx.
Next, we estimate
1
2
d
dt
‖un+1 − un‖2L2
= −
∫
Td
un · ∇(un+1 − un) · (un+1 − un) dx−
∫
Td
(un − un−1) · ∇un · (un+1 − un) dx
−
∫
Td
∇(gn+1 − gn) · (un+1 − un) dx− ‖un+1 − un‖2L2 −
∫
Td
∇W ⋆ (egn − egn−1) · (un+1 − un) dx
−
∫
Td×Td
φ(x − y) ((un(x)− un(y))− (un−1(x)− un−1(y))) egn(y) · (un+1 − un)(x) dydx
−
∫
Td×Td
φ(x − y)(un−1(x)− un−1(y))
(
eg
n(y) − egn−1(y)
)
· (un+1 − un)(x) dydx
≤ ‖∇ · u
n‖L∞
2
‖un+1 − un‖2L2 + ‖∇un‖L∞‖un+1 − un‖L2‖un − un−1‖L2
−
∫
Td
∇(gn+1 − gn) · (un+1 − un) dx+ ‖∇W‖L1‖eg
n − egn−1‖L2‖un+1 − un‖L2
+ 2‖φ‖L∞e‖gn‖L∞ ‖un − un−1‖L2‖un+1 − un‖L2
+ 2‖φ‖L∞‖un−1‖L2
∥∥∥egn − egn−1∥∥∥
L2
‖un+1 − un‖L2
≤ C (‖un+1 − un‖2L2 + ‖un − un−1‖2L2 + ‖gn − gn−1‖2L2)−
∫
Td
∇(gn+1 − gn) · (un+1 − un) dx,
where we used the mean value theorem to get∥∥∥egn − egn−1∥∥∥
L2
≤ exp (max{‖gn‖L∞ , ‖gn−1‖L∞}) ‖gn − gn−1‖L2 ≤ C‖gn − gn−1‖L2 .
Combining all of the above estimates yields
d
dt
(‖(gn+1 − gn)(·, t)‖2L2 + ‖(un+1 − un)(·, t)‖2L2)
≤ C (‖(gn+1 − gn)(·, t)‖2L2 + ‖(un+1 − un)(·, t)‖2L2 + ‖(gn − gn−1)(·, t)‖2L2 + ‖(un − un−1)(·, t)‖2L2)
for 0 ≤ t ≤ T ∗, where C > 0 is independent of n. We finally apply Gro¨nwall’s lemma to conclude the desired
result. 
6.3. Proof of Theorem 6.1. Now, we prove the well-posedness of strong solutions to (1.3). First, Lemma
6.2 implies that
gn → g in C([0, T ];L2(Td)) and un → u in C([0, T ];L2(Td))
as n → ∞. Moreover, we can extend the convergence in C([0, T ];L2(Td)) to the one in C([0, T ];Hs−1(Td))
by interpolating this with the uniform bound in C([0, T ];Hs(Td)) from Corollary 6.1:
gn → g in C([0, T ];Hs−1(Td)) and un → u in C([0, T ];Hs−1(Td)).
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To obtain the Hs-regularity of (g, u), we can use a standard argument from functional analysis. For detail,
we refer to [12].
For the uniqueness, we consider two solutions (g, u) and (gˆ, uˆ) with the same initial data (g0, u0). Then,
the Cauchy estimate in Lemma 6.2 gives
‖(g − gˆ)(·, t)‖2L2 + ‖(u− uˆ)(·, t)‖2L2 ≤ C
∫ t
0
(‖(g − gˆ)(·, s)‖2L2 + ‖(u− uˆ)(·, s)‖2L2) ds
for t ≤ T ∗. Applying Gro¨nwall’s lemma to the above concludes the uniqueness of solutions.
6.4. Pressureless Euler–Poisson system. For the pressureless case, by setting g := ρ − ρc, we can
reformulate the system (1.5) as
∂tg +∇ · ((1 + g)u) = 0, (x, t) ∈ Td × R+,
∂tu+ (u · ∇)u = −u− (∇V +∇W ⋆ (1 + g))− (φ ⋆ (1 + g))u+ φ ⋆ ((1 + g)u),
(6.9)
where we simply let ρc = 1, since ρc is preserved in time. Then, similarly as before, we construct an
approximation sequence to the reformulated system:
∂tg
n+1 +∇ · ((1 + gn+1)un) = 0,
∂tu
n+1 + (un · ∇)un+1 = −un+1 − (∇V +∇W ⋆ (1 + gn)) − (φ ⋆ (1 + gn))un + φ ⋆ ((1 + gn)un).
In this case, we use the following estimate for the Poisson interaction term:
∫
Td
∇(∇W ⋆ (1 + gn)) : ∇un+1 dx =
d∑
i,j=1
∫
Td
∂xj(∂xi(W ⋆ (1 + g
n)))∂xju
n+1
i dx
=
d∑
i,j=1
∫
Td
∂xj∂xj (W ⋆ (1 + g
n)))∂xiu
n+1
i dx
=
∫
Td
∆W ⋆ (1 + gn)∇ · un+1 dx = −
∫
Td
(1 + gn)∇ · un+1 dx.
Thus, under suitable assumptions on the confinement potential ∇V and the communication weight φ, we
can use the above estimate to get Hs+1-estimates for u, i.e., for any M > N , if
‖g0‖2Hs + ‖u0‖2Hs+1 < N,
then there exists T ∗ > 0 such that
sup
0≤t≤T∗
(‖gn(·, t)‖2Hs + ‖un(·, t)‖Hs+1) < M, ∀n ∈ N.
Then, the similar argument as the above provides the local-in-time existence and uniqueness of strong
solutions to the pressureless Euler system (6.9).
Theorem 6.2. Let s > d/2 + 1. Suppose that the confinement potential and communication weight satisfy
(∇V, φ) ∈ Hs+1(Td)×Ws+1,∞(Td), and the initial data (g0, u0) ∈ Hs(Td)×Hs+1(Td) with g0+1 > 0. Then
for any positive constants ǫ0 < M0, there exists a positive constant T
∗ such that if ‖g0‖Hs + ‖u0‖Hs+1 <
ǫ0, then the system (6.2)–(6.3) admits a unique solution (g, u) ∈ C([0, T ∗];Hs(Td)) × C([0, T ∗];Hs+1(Td))
satisfying
sup
0≤t≤T∗
(‖g(·, t)‖Hs + ‖u(·, t)‖Hs+1) ≤M0.
Remark 6.1. Our analysis can be naturally extended to the case when ∇W is sufficiently smooth. More
precisely, if ∇W ∈ Hs(Td), then the same result can be obtained for the isothermal Euler system (1.3) and
∇W ∈ Hs+1(Td) for the pressureless Euler system (1.5). Furthermore, when ∇W ∈ Hs(Td), we can also
extend the well-posedness result to (1.3) to the case when the domain is Rd. For this, we refer to [12, 20].
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Appendix A. Proof of Corollary 2.2: Convergence towards the local Maxwellian
In this part, we provide the details on the proof of Corollary 2.2. For this, we recall the definition of
relative entropy:
H(f ε|Mρ,u) := f ε log f ε −Mρ,u logMρ,u − (logMρ,u + 1)(f ε −Mρ,u)
= f ε log
(
f ε
Mρ,u
)
+Mρ,u − f ε
≥ 1
2
min
{
1
f ε
,
1
Mρ,u
}
|f ε −Mρ,u|2.
Then, we use Cauchy-Schwartz inequality and
1 ≤ (x+ y)min
{
1
x
,
1
y
}
for x, y > 0
to get (∫
Ω×Rd
|f ε −Mρ,u| dxdv
)2
≤
(∫
Ω×Rd
(Mρ,u + f
ε) dxdv
)(∫
Ω×Rd
min
{
1
f ε
,
1
Mρ,u
}
|f ε −Mρ,u|2 dxdv
)
≤ 4
∫
Ω×Rd
H(f ε|Mρ,u) dxdv.
Thus, for the desired estimate, we investigate the relative entropy H(f ε|Mρ,u). We first notice that∫
Ω×Rd
H(f ε|Mρ,u) dxdv =
∫
Ω
(∫
Rd
(
log f ε +
|u− v|2
2
)
f ε dv
)
− ρε
(
log ρ− log(2π)d/2
)
dx.
We then estimate
d
dt
∫
Ω×Rd
f ε log f ε dxdv =
∫
Ω×Rd
∂tf
ε log f ε dxdv
= d+ d
∫
Ω
(φ ⋆ ρε)ρε dx− 1
ε
∫
Ω×Rd
(∇vf ε − (uε − v)f ε)∇vf
ε
f ε
dxdv
and
d
dt
∫
Ω
ρε log ρ dx =
∫
Ω
∂tρ
ε log ρ dx+
∫
Ω
ρε
∂tρ
ρ
dx
=
∫
Ω
ρεuε · ∇ρ
ρ
dx+
∫
Ω
ρu · ∇
(
ρε
ρ
)
dx
=
∫
Ω
ρε(uε − u) · ∇ρ
ρ
dx+
∫
Ω
u · ∇ρε dx.
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We also find ∫
Ω×Rd
|u− v|2
2
f ε dxdv −
∫
Ω×Rd
|u0 − v|2
2
f ε0 dxdv
=
∫ t
0
d
ds
(∫
Ω×Rd
|u− v|2
2
f ε dxdv
)
ds
=
∫ t
0
∫
Ω
ρε(u− uε) · ∂su dxds+
∫ t
0
∫
Ω×Rd
|u− v|2
2
∂sf
ε dxdvds
=: I + J,
where I can be estimated as
I =
∫ t
0
∫
Ω
ρε(uε − u) · (u · ∇u) dxds+
∫ t
0
∫
Ω
ρε(uε − u) · ∇ρ
ρ
dxds
+
∫ t
0
∫
Ω
ρε(uε − u) · (∇V + u) dxds+
∫ t
0
∫
Ω
ρε(uε − u) · ∇W ⋆ ρdxds
+
∫ t
0
∫
Ω×Ω
φ(x− y)ρ(y)(u(x) − u(y)) · [ρε(uε − u)](x) dxdyds
≤
∫ t
0
∫
Ω
ρε(uε − u) · ∇ρ
ρ
dxds + C
∫ t
0
∫
Ω
ρε|uε − u| dxds.
For J , we have
J = −
∫ t
0
∫
Ω×Rd
∇x · (vf ε) |u− v|
2
2
dxdvds−
∫ t
0
∫
Ω×Rd
(v +∇V +∇W ⋆ ρ) · (v − u)f ε dxdvds
+
∫ t
0
∫
Ω×Rd
F [f ε] · (v − u)f ε dxdvds− 1
ε
∫ t
0
∫
Ω×Rd
(∇vf ε − (uε − v)f ε) · (v − u) dxdvds
=
∫ t
0
∫
Ω×Rd
vf ε ⊗ (u− v) : ∇u dxdvds−
∫ t
0
∫
Ω×Rd
v · (v − u)f ε dxdvds
−
∫ t
0
∫
Ω
ρε(uε − u) · (∇V +∇W ⋆ ρ) dxds
+
∫ t
0
∫
Ω2×R2d
φ(x − y)(w − v)f ε(y, w) · (v − u(x))f ε(x, v) dxdydvdwds
− 1
ε
∫ t
0
∫
Ω×Rd
(∇vf ε − (uε − v)f ε) · (v − u) dxdvds
= −
∫ t
0
∫
Ω×Rd
(u− v)⊗ (u− v)f ε : ∇u dxdvds+
∫ t
0
∫
Ω
u⊗ (uε − u)ρε : ∇u dxds
−
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds −
∫ t
0
∫
Ω
uε · (uε − u)ρε dxds
−
∫ t
0
∫
Ω
ρε(uε − u) · (∇V +∇W ⋆ ρ) dxds
− 1
2
∫ t
0
∫
Ω2×R2d
φ(x− y)|v − w|2f ε(x, v)f ε(y, w) dxdydvdwds
−
∫ t
0
∫
Ω2×R2d
φ(x − y)(w − v)f ε(y, w) · u(x)f ε(x, v) dxdydvdwds
− 1
ε
∫ t
0
∫
Ω×Rd
(∇vf ε − (uε − v)f ε) · (v − u) dxdvds
= −
∫ t
0
∫
Ω×Rd
(u− v)⊗ (u− v)f ε : ∇u dxdvds+
∫ t
0
∫
Ω
u⊗ (uε − u)ρε : ∇u dxds
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−
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds −
∫ t
0
∫
Ω
uε · (uε − u)ρε dxds
−
∫ t
0
∫
Ω
ρε(uε − u) · (∇V +∇W ⋆ ρ) dxds
− 1
2
∫ t
0
∫
Ω2×R2d
φ(x− y)|v − w|2f ε(x, v)f ε(y, w) dxdydvdwds
+
1
2
∫ t
0
∫
Ω2
φ(x− y)ρε(x)ρε(y)|uε(x)− uε(y)|2 dxdyds
− 1
ε
∫ t
0
∫
Ω×Rd
(∇vf ε − (uε − v)f ε) · (v − u) dxdvds
=:
8∑
i=1
Ji.
For J1, we obtain
J1 = −
∫ t
0
∫
Ω×Rd
[(u − uε)⊗ (u− uε) + (uε − v)⊗ (uε − v)] f ε : ∇u dxdvds
≤ ‖∇u‖L∞
∫ t
0
∫
Ω
ρε|uε − u|2 dxds
−
∫ t
0
∫
Ω×Rd
((uε − v)
√
f ε − 2∇v
√
f ε)⊗ (uε − v)
√
f ε : ∇u dxdvds
−
∫ t
0
∫
Ω×Rd
2∇v
√
f ε ⊗ (uε − v)
√
f ε : ∇u dxdvds
≤ C
∫ t
0
∫
Ω
ρε|uε − u|2 dxds
+ ‖∇u‖L∞
(∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds
)1/2(∫ t
0
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdvds
)1/2
−
∫ t
0
∫
Ω×Rd
∇vf ε ⊗ (uε − v) : ∇u dxdvds
≤ C
(√
ε+
∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)
+
∫ t
0
∫
Ω
∇ρε · u dxds.
For J2 and J4, it is easy to get
J2 + J4 ≤ ‖|u||∇u|‖L∞
∫ t
0
∫
Ω
ρε|uε − u| dxds+
(∫ t
0
∫
Ω
ρε|uε|2 dxds
)1/2(∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)1/2
≤ C
(∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)1/2
.
For J5, we have
J5 ≤ ‖∇W ⋆ ρ‖L∞
∫ t
0
∫
Ω
ρε|uε − u| dxds+
(∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)1/2(∫ t
0
∫
Ω
|∇V |2ρε dxds
)1/2
≤ C
(∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)1/2
.
Moreover, we use the relation from [35, Proposition 2.1] or [34, Lemma 7.3] to get
J6 + J7 ≤ Cε+ 1
2ε
∫ t
0
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdvds − d
∫ t
0
∫
Ω
(φ ⋆ ρε)ρε dxds.
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Thus, we combine all the previous estimates to get∫
Ω×Rd
H(f ε|Mρ,u) dxdv −
∫
Ω×Rd
H(f ε0 |Mρ0,u0) dxdv
≤ C
(
√
ε+
(∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)1/2
+
∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)
−
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds
+ dt− 1
ε
∫ t
0
∫
Ω×Rd
1
f ε
(∇vf ε − (uε − v)f ε)(∇vf ε − (u− v)f ε) dxdvds
+
1
2ε
∫ t
0
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdvds.
On the other hand, we find
dt = −
∫ t
0
∫
Ω×Rd
(v − uε) · ∇vf ε dxdvds
= −
∫ t
0
∫
Ω×Rd
(v − uε) · (∇vf ε − (uε − v)f ε) dxdvds+
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds
≤
(∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds
)1/2(∫ t
0
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdvds
)1/2
+
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds
≤ C√ε+
∫ t
0
∫
Ω×Rd
|uε − v|2f ε dxdvds
and
− 1
ε
∫ t
0
∫
Ω×Rd
1
f ε
(∇vf ε − (uε − v)f ε)(∇vf ε − (u− v)f ε) dxdvds
= −1
ε
∫ t
0
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdvds− 1
ε
∫ t
0
∫
Ω×Rd
(∇vf ε − (uε − v)f ε) · (uε − u) dxdvds
= −1
ε
∫ t
0
∫
Ω×Rd
1
f ε
|∇vf ε − (uε − v)f ε|2 dxdvds.
Therefore, we use Theorem 2.1 to have∫
Ω×Rd
H(f ε|Mρ,u) dxdv −
∫
Ω×Rd
H(f ε0 |Mρ0,u0) dxdv
≤ C√ε+ C
((∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)1/2
+
∫ t
0
∫
Ω
ρε|uε − u|2 dxds
)
≤ Cε1/4 + C
((∫
Ω
|∇W ⋆ (ρε0 − ρ0)|2 dx
)1/2
+
∫
Ω
|∇W ⋆ (ρε0 − ρ0)|2 dx
)
.
Note that for the case ∇W ∈ L∞(Ω), the right-hand side is just Cε1/4. This completes the proof.
Appendix B. Proof of Theorem 5.2
In this part, we present the proof for Theorem 5.2. Here, we only present the proof for the case Ω = Rd,
since the case Ω = Td is analogous. First, the condition (ii) and the integrability of h imply that for every
ε0 > 0, there exists L > 0 such that(
sup
n∈N
∫
{|x|>L}
|hn| dx
)
+
∫
{|x|>L}
|h| dx < ε0
2
.
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Moreover, we can also choose δ > 0 such that(
sup
n∈N
∫
E
|hn| dx
)
+
∫
E
|h| dx < ε0
2
, whenever m(E) < δ.
For those choices of L and δ, we use Egoroff’s theorem to get a set Aδ such that m({|x| ≤ L} \Aδ) < δ and
hn → h uniformly on Aδ.
Thus, we have∫
Rd
|hn − h| dx =
∫
{|x|≤L}
|hn − h| dx+
∫
{|x|>L}
|hn − h| dx
≤
∫
Aδ
|hn − h| dx+
∫
{|x|≤L}\Aδ
(|hn|+ |h|) dx+
∫
{|x|>L}
(|hn|+ |h|) dx
≤
∫
Aδ
|hn − h| dx+ ε0,
which implies
lim sup
n→∞
∫
Rd
|hn − h| dx ≤ ε0.
Since the choice of ε0 was arbitrary, we conclude the proof.
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