Recently, we proposed a weak Galerkin finite element method for the Laplace eigenvalue problem. In this paper, we present two-grid and two-space skills to accelerate the weak Galerkin method. By choosing parameters properly, the two-grid and two-space weak Galerkin method not only doubles the convergence rate, but also maintains the asymptotic lower bounds property of the weak Galerkin method. Some numerical examples are provided to validate our theoretical analysis.
Recently, a new method for solving the partial differential equations, named the weak Galerkin (WG) method, has been developed. The WG method was first introduced in [29] for the second order elliptic equation, and was soon applied to many types of partial differential equations, such as the parabolic equation [16] , the biharmonic equation [22, 23, 38] , the Brinkman equation [21] , and the Maxwell equation [24] . In [32] , the Laplacian eigenvalue problem was investigated by the WG method. An astonishing feature is: it offers asymptotic lower bounds for the Laplacian eigenvalues on polygonal meshes by employing high order polynomial elements. Comparing with the boundary value problems, the eigenvalue problem is more difficult to solve since it is actually a special nonlinear equation. Solving eigenvalue problems need more computational work and memory than solving corresponding boundary value problems. So how to accelerate the solving speed is a necessary and important topic in computational mathematics.
Two-grid and two-space methods are both efficient numerical methods for nonlinear problems. The main idea is to approximate a large nonlinear system by solving a small nonlinear system and a large linear system, and thereby to reduce the computational cost. The two-grid method was first introduced in [33] to solve a semilinear second order elliptic problem. Soon it was adopted for different kinds of PDEs [20, 34, 36] . The eigenvalue problem can also be viewed as a nonlinear problem, the corresponding two-grid method was studied in [35] , and some variations have been developed later, such as the shiftedinverse power method [14, 37] , some applications have also been developed for Stokes [7, 10, 31] and Maxwell eigenvalue problems [40] , the second order elliptic eigenvalue problems by the mixed finite element methods [8] , Bose-Einstein problems [12] . The two-space method is proposed for the biharmoinc eigenvalue problem by the nonconforming finite element methods. Then it is adopted for the Laplacian eigenvalue problems by the conforming finite element methods [25] and Stokes eigenvalue problems [7] .
In this paper, we apply the two-grid [35] and two-space methods to accelerate the WG method for the Laplacian eigenvalue problems. In this way, the computing complexity of the WG method can be reduced greatly. Another important nice feature is: by choosing the mesh sizes properly, the two-grid WG method can still provide lower bounds for the Laplacian eigenvalues. Rigorous theoretical analysis will be given for the proposed method, and numerical examples will be provided as well.
An outline of the paper goes as follows. In Section 2, we introduce the WG method for the eigenvalue problem and the corresponding basic error estimates. In Section 3, we give the H −1 error estimate for the WG method, which plays an important role in the analysis. The two-grid method will be introduced and analyzed in Section 4. Section 5 is devoted to the two-space method. In Section 6, some numerical examples are presented to validate our theoretical analysis. Some concluding remarks are given in the final section.
A standard discretization of weak Galerkin scheme
In this section, we state some notation in this paper, introduce the standard WG scheme for Laplacian eigenvalue problem briefly and present some results from [32] . Throughout this paper, we always use C to represent a constant independent of mesh sizes H and h, which may have different values according to the occurrence. The symbol a b stands for a ≤ Cb for some constant C.
In this paper, for simplicity, we consider the following Laplacian eigenvalue problem:
where Ω is a polygon region in
The standard Sobolev space notation are also used in this paper. 
with the usual multi-index notation
The Sobolev norm · m,D is given by
The space H 0 (D) coincides with L 2 (D), for which the norm and the inner product are denoted by · D and (·, ·) D , respectively. When D = Ω, we shall drop the subscript D in the norm and in the inner product notation.
Let T h be a partition of the domain Ω, and the elements in T h are polygons satisfying the regular assumptions specified in [29] . Denote by E h the edges in T h , and by E 0 h the interior edges E h \∂Ω. For each element T ∈ T h , h T represents the diameter of T , and h = max T ∈T h h T denotes the mesh size. Now we introduce a WG scheme for the eigenvalue problem (2.1). For a given integer k ≥ 1, define the WG finite element space
For each weak function v ∈ V h , we can define its weak gradient ∇ w v by distribution element-wisely as follows.
where n denotes the outward unit normal vector.
For the aim of analysis, some projection operators are also employed in this paper.
where 0 ≤ ε < 1 is a constant [32] . Define the following norm on V h that
For the simplicity of notation, we introduce a semi-norm · b by
With these preparations we can give the following WG algorithm.
(Ω), and define the sum space V = V 0 +V h . Now we introduce the following semi-norm on V that
· V indeed defines a norm on V [32] . For the analysis in this paper, we still need to introduce the dual norm of · V as follows
For the standard WG scheme, the following convergence theorem holds true, and which also gives a lower bound estimate.
Theorem 2.1.
[32] Suppose λ j,h is the j-th eigenvalue of (2.3) and u j,h is the corresponding eigenfunction. There exists an exact eigenfunction u j corresponding to the j-th exact eigenvalue λ j such that the following error estimates hold
(Ω) and h is small enough.
Error estimate in negative norm
In this section, we shall analysis the · −V error estimate for the WG scheme (2.3). First, we need to establish the · −V error estimate for the corresponding boundary value problem. Consider the Poisson equation
where Ω is a polygon or polyhedra in
The WG method is adopted to solve equation (3.1). For analysis, we define the following norm
It is easy to check that · V is equivalent to · 1 on the space H 1 0 (Ω). The relationship between · V and ||| · ||| has been discussed in [32] , which is presented as follows.
Lemma 3.1. [32] There exist two constants C 1 and C 2 such that the following inequalities hold for any
The WG method for the boundary value problem (3.1) can be described as follows:
Suppose u is the exact solution for (3.1) and u h is the corresponding numerical solution of (3.3). Denote by e h the error that
Then e h satisfies the following equation.
Lemma 3.2.
[32] Let e h be the error of the weak Galerkin scheme (3.3). Then we have
where
Moreover, we have
Theorem 3.1.
[32] Assume the exact solution u of (3.1) satisfies u ∈ H k+1 (Ω) and u h is the numerical solution of the WG scheme (3.3). Then the following error estimate holds true,
Now, we come to estimate the error e h in the norm ||| · ||| −1 . We suppose the partition T h is a triangulation, instead of an arbitrary polytopal mesh. The idea is to introduce a continuous interpolation for v h ∈ V h . To this end, we define N T as the vertices of the element T ∈ T h . Here, the notation V C h is used to denote the conforming linear finite element space [4, 9] . We need to define an interpolation operator
and N A is the number of elements in K(A). Then, for any v h ∈ V h , the value of Π h v h at the node A is defined by 
Proof. For any T ∈ T h , define
We only need to prove that
since summing (3.8) over T ∈ T h can lead to the desired result (3.7).
Define T the reference element and F T : T → T the affine isomorphism. Denote K( T ) = F T (K(T )). It follows from the regularity assumption of the mesh that K( T ) is also of unit size. Then we define the following Banach spaces
We also define the interpolation
From the equivalence of norms on finite dimensional Banach spaces, we obtain
From the property of affine isomorphism, the following inequalities hold
Then the proof is completed.
Lemma 3.4. For any v h ∈ V h , we have the following estimate
Proof. Similarly to the proof of Lemma 3.3, we only need to prove that
First, on the element T , we have the following estimates 12) where e is the edge between T k and T k−1 .
Combining (3.10)-(3.12) and the definition of the norm · V leads to the following estimates
Together
T , we can obtain the desired result (3.9) easily and the proof is completed.
Lemma 3.5. For any ϕ ∈ V h , there exists ϕ ∈ V 0 such that
The proof can be given easily by combining Lemmas 3.3, Lemma 3.4, and taking ϕ = Π h ϕ which is a function in V 0 .
In order to deduce the error estimate in · −V , we define the following dual problem
where ϕ ∈ V 0 .
is the exact solution of (3.1) and u h is the numerical solution of the WG scheme (3.3) . If the solution ψ of the dual problem (3.14) has H 3 (Ω)-regularity and k ≥ 2, the following estimate holds true
Proof. Denote e h = Q h u − u h . We choose φ ∈ V h and φ ∈ V 0 such that |||φ||| = 1, |||e h ||| = b w (e h , φ), and φ satisfies the estimates in (3.13). From Lemma 3.2, we have
Taking v = Q h ψ in (3.4) and v = e h in (3.16), and subtracting (3.4) from (3.16), we have
Since ψ ∈ H 3 (Ω), k > 2, and u ∈ H k+1 (Ω), the following estimates hold
Thus, combining (3.17)-(3.18) and Lemma 3.5 leads to
which completes the proof.
From Lemma 3.1 and Theorem 3.2, we have the following corollary.
Corollary 3.1. Under the conditions of Theorem 3.2, the following estimate holds true
Here, we shall also give the estimate for the projection error u − Q h u −V .
Lemma 3.6. When u ∈ H k+1 (Ω), the following estimate holds true
Proof. From the definition, we know there exists v ∈ V such that
where we used the following error estimates for the projection operator
Combining Corollary 3.1 with Lemma 3.6, we have the following error estimate result for the boundary value problem (3.1).
Theorem 3.3. Under the conditions of Theorem 3.2, the following estimate holds true
From the Babuška's theory and the results in [32] , the conclusion of Theorem 3.3 can be extended to the eigenvalue problem which means we have the following error estimate and the proof is similar to [32, Section 4] . Theorem 3.4. Suppose λ j,h is the j-th eigenvalue of (2.3) and u j,h is the corresponding eigenfunction. Then there exists an exact eigenfunction u j corresponding to the j-th exact eigenvalue of (2.1) such that the following error estimate holds
where u j ∈ H k+1 (Ω), k ≥ 2, and h is sufficiently small.
A two-grid scheme
In this section, we propose a two-grid WG scheme for the eigenvalue problem, and give the corresponding analysis for the convergence and efficiency of this scheme. Here, we drop the subscript j to denote a certain eigenvalue of problem (2.1).
Weak Galerkin Algorithm 3.
Step 1: Generate a coarse grid T H on the domain Ω and solve the following eigenvalue problem on the coarse grid T H :
Step 2: Refine the coarse grid T H to obtain a finer grid T h and solve one single linear problem on the fine grid T h :
Step 3: Calculate the Rayleigh quotient forũ h
Finally, we obtain the eigenpair approximation (λ h ,ũ h ).
First, we need the following discrete Poincaré's inequality for the WG method, which has been proved in [29] .
Lemma 4.1. The discrete Poincaré-type inequality holds true on V h , i.e.
From Theorem 2.1, suppose the eigenfunction u is smooth enough and we have the following estimate immediately,
For simplicity, here and hereafter, we assume the concerned eigenvalues are simple. In order to estimate |λ −λ h |, we just need to estimate |λ h −λ h |. 
Lemma 4.3. Under the conditions of Lemma 4.2, the following estimate holds true
Here and hereafter γ is defined as follows
1, when the solution of dual problem (3.14) satisfies
, when the solution of dual problem (3.14) satisfies ψ ∈ H 3 (Ω) and k > 1.
(4.3)
Proof. For all v h ∈ V h , from equation (2.3), Theorems 2.1, and 3.4 we can obtain
If k = 1 or the solution of the dual problem (3.14) has the regularity ψ ∈ H 2 (Ω), we have
If k > 1 and the solution of the dual problem (3.14) has the regularity ψ ∈ H 3 (Ω), the following estimates hold 
From Theorem 2.1 and Lemma 4.4, we can get the following lower bound estimate. 
According to Lemma 4.4, the following estimates hold
When h is sufficiently small, it follows that
A two-space scheme
In this section, we shall give a two-space WG scheme for problem (2.1), where different polynomial spaces are employed on the same mesh.
Denote the finite element spaces
, ∀T ∈ T h , e ∈ E h , and v b = 0 on ∂Ω},
, ∀T ∈ T h , e ∈ E h , and v b = 0 on ∂Ω}.
) the numerical solution of the standard WG scheme, which satisfies
In the two-space method, the spaces V 
Step 2: Solve one single linear problem in the space
Step 3: Calculate the Rayleigh quotientλ
Finally, we obtain the eigenpair approximation (λ h ,û h ).
The proof is similar to the two-grid algorithm, and we just need to interpret Lemmas 4.2 and 4.3 into the two-space case.
) satisfies (5.1) and k 1 < k 2 . When the exact solution u ∈ H k2+1 (Ω), the following estimate holds true
h , from formula (5.1), Theorems 2.1 and 3.4, we can obtain
If k 1 = 1 or the solution of the dual problem (3.14) has the regularity ψ ∈ H 2 (Ω), we have
If k 1 > 1 and the solution of the dual problem (3.14) has the regularity ψ ∈ H 3 (Ω), the following estimates hold 
According to Lemma 5.2, the following inequalities hold
Numerical Experiments
In this section, we present two numerical examples of Algorithms 3 and 4 to check the efficiencies of Algorithms 3 and 4 for the eigenvalue problem (2.1).
Two-gird method
In the first example, we consider the problem (2.1) on the unit square Ω = (0, 1) 2 . It is known that the eigenvalue problem has the following eigenpairs
where m, n are arbitrary positive integers. The first four different eigenvalues are λ 1 = 2π 2 , λ 2 = 5π 2 , λ 3 = 8π 2 and λ 4 = 10π 2 , where algebraic or geometric multiplicities for λ 1 and λ 3 are 1 and for λ 2 and λ 4 are both 2.
The uniform mesh is applied in the following examples, H and h denote mesh sizes. Numerical results for different choices of the parameter ε and the degree k of polynomial are presented. The corresponding numerical results are showed in Tables 1-6. In Tables 1-2 , the polynomial degree k = 1, and ε is set to be 0 and 0.1, separately. From Theorem 4.1, we know the convergence order for eigenvalue approximation is 2 − 2ε which is shown from the numerical results included in Tables 1 for ε = 0 and 2 for ε = 0.1. In Tables 3-6 , the polynomial degree k = 2 and ε = 0.1. The mesh size h is selected to be H 2 in Tables 3-4 , and H Tables 3 and 5) .
Furthermore, the choice of ε can really affect the convergence order which means the error estimates in (4.2), (4.6), (4.7), and (4.8) are reasonable.
Two-space method
In the second example, the analytic solution is the same as (6.1). The polynomials of degree k 1 = 1, k 2 = 2 and k 1 = 2, k 2 = 3 are employed in V 
L-shape
In the third example, we consider the problem (2.1) on the L-shape domain Ω = (−1, 1) 2 /[0, 1) 2 . Since the exact eigenvalues are unknown. We only check the eigenvaluesλ j,h (j = 1, ..., 6). The corresponding numerical results are shown in Table 7 . From Table 7 , we find that the two-grid method defined in Algorithm 3 is accurate and provides lower bounds.
Concluding remarks and ongoing work
In this paper, we propose and analyze the two-grid and two-space schemes for the eigenvalue problem by the WG method. Based on our analysis, the eigenpair approximations by the two-grid and two-space methods possess the same reasonable accuracy as the direct WG approximations, but the calculation cost is significantly reduced. From the numerical examples, we also find that the eigenvalue approximations by the two-grid method have the same lower bound property as the direct WG approximations, if we choose the grid or space properly.
In the future work, we are going to study the shift-inverse power method and multigrid method for the Laplacian eigenvalue problem, and other kinds of eigenvalue problems, such as biharmonic eigenvalue problems and Stokes eigenvalue problems. 
