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1 Introduction
In early eighties, Belavin and Drinfeld [BD] classified nonskewsymmetric clas-
sical r-matrices for simple Lie algebras. It turned out that such r-matrices,
up to isomorphism and twisting by elements from the exterior square of the
Cartan subalgebra, are classified by rather unusual combinatorial objects which
are now called Belavin-Drinfeld triples. By definition, a Belavin-Drinfeld triple
for a simple Lie algebra g is a triple (Γ1,Γ2, T ), where Γ1,Γ2 are subsets of the
Dynkin diagram Γ of g, and T : Γ1 → Γ2 is an isomorphism of Dynkin diagrams,
which satisfies the nilpotency condition: if α ∈ Γ1 then there exists k such that
T k−1(α) ∈ Γ1 but T
k(α) /∈ Γ1. The r-matrix corresponding to such a triple
is given by a certain explicit formula. This formula works not only for simple
finite dimensional Lie algebras but in fact for any symmetrizable Kac-Moody
algebra.
In [S], the second author generalized the work of Belavin and Drinfeld and
classified classical nonskewsymmetric dynamical r-matrices for simple Lie alge-
bras. It turns out that they have an even simpler classification: up to gauge
transformations, they are classified by generalized Belavin Drinfeld triples, which
are defined as the usual Belavin-Drinfeld triples but without any nilpotency
condition. The dynamical r-matrix corresponding to such a triple is given by
a certain explicit formula, which, as before, works not only for simple finite
dimensional Lie algebras but in fact for any symmetrizable Kac-Moody algebra.
This includes some well known examples: if T = id one gets Felder’s dynam-
ical r-matrix, and if g is of type Aˆn−1 (i.e. the Dynkin diagram is an n-gon) and
T is the rotation of the n-gon by an angle 2πk/n where k is prime to n then
one gets Belavin’s elliptic r-matrix.
G.Felder [F] associated to every classical dynamical r-matrix, a remarkable
system of differential equations called the Knizhnik-Zamolodchikov-Bernard (KZB)
equations. For the Felder and the Belavin r-matrix these equations have a
representation-theoretical interpretation. Namely, the KZB equations with the
Felder r-matrix are satisfied by conformal blocks for the Wess-Zumino-Witten
(WZW) model of conformal field theory on elliptic curves (or, equivalently,
weighted traces of products of intertwining operators) [B],[F], and the KZB
equations with the Belavin r-matrix are satisfied by conformal blocks for the
WZW model twisted by the rotation of the Dynkin diagram [E], [KT]. It is
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therefore natural to expect that a similar interpretation exists for all dynamical
r-matrices.
In this paper, we propose such an interpretation. Namely, for any Kac-
Moody algebra and a (nondegenerate) generalized BD triple we show that
weighted traces of products of intertwining operators, ”twisted” by T , satisfy
the KZB equations with the corresponding dynamical r-matrix from [S].
We consider two cases: operators with values in representations from cat-
egory O, and operators with values in finite dimensional representations for
affine Lie algebras. In the first case we get the KZB equations for trigonometric
dynamical r-matrices corresponding to generalized Belavin-Drinfeld triples for
Kac-Moody algebras, and in the second case we get the KZB equations for ellip-
tic dynamical r-matrices which are intermediate between Felder’s and Belavin’s
elliptic r-matrices.
In conclusion we would like to point out some directions of future research.
First of all, it turns out that classical dynamical r-matrices mentioned above
can be explicitly quantized. To obtain such a quantization has been an open
problem, except for a few special cases, but we will present a complete solution
of this problem in our next paper (joint with Travis Schedler).
In another paper we plan to generalize the results of the present paper to
quantum groups, following the ideas of [EV3], where it was done for the case
Γ1 = Γ2 = Γ and T = Id. This will give quantum KZB equations, which are
difference equations involving quantum dynamical R-matrices which are quan-
tizations of the classical dynamical r-matrices that appeared in this paper. In
the case of the Belavin R-matrix, these equations are the elliptic qKZ equations
for the 8-vertex model, which play an important role in statistical mechanics.
2 Classical dynamical r-matrices for Kac-Moody
algebras
In [S] the second author associated a solution of the classical dynamical Yang-
Baxter equation to every generalized Belavin-Drinfeld triple for simple Lie al-
gebras. This construction easily extends to any Kac-Moody algebra. We recall
this construction in this section.
Preliminaries. Let A = (aij) be a symmetrizable generalized Cartan matrix
of size n and rank l. Let (h,Γ, Γˇ) be a realization of A, i.e h is a complex vector
space of dimension 2n− l, Γ = {α1, . . . αn} ⊂ h
∗ and Γˇ = {h1, . . . hn} ⊂ h are
linearly independent sets and 〈αj , hi〉 = aij . Let g = n− ⊕ h ⊕ n+ be the Kac-
Moody algebra associated to A, i.e g is generated by elements ei, fi, i = 1, . . . n
and h with relations
[ei, fj] = δijhi, [h, h] = 0, [h, ei] = 〈αi, h〉ei, [h, fi] = −〈αi, h〉fi,
together with the Serre relations (see [K]). Set b± = h ⊕ n±. Let h
′ =
⊕
Chi
and let ( , ) be a nondegenerate invariant bilinear form on g. Recall that the
restriction of ( , ) to h is nondegenerate (hence it defines a form on h∗, which
we also denote by (, )), and that the kernel of the restriction of ( , ) to h′ is
equal to the center c of g. Let ∆ = ∆+ ∪∆− ⊂ h∗ be the root system of g and
let gα denote the weight subspace corresponding to a root α. For each α ∈ ∆
+
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fix bases e
(1)
α , . . . e
(dim gα)
α and f
(1)
α , . . . f
(dim gα)
α of gα and g−α respectively such
that (e
(i)
α , f
(j)
α ) = δij . The vector [e
(i)
α , f
(i)
α ] is independent of the choice of i
and we set hα = [e
(i)
α , f
(i)
α ] for any i = 1 . . .dim gα. Let ρ ∈ h
∗ be an element
satisfying (ρ, hi) = 1 for all i. Identifying h with h
∗ via the form ( , ), we can
regard ρ as an element of h (ρ is well-defined up to adding a central element).
Definition. A generalized Belavin-Drinfeld triple is a triple (Γ1,Γ2, T ) where
Γ1,Γ2 ⊂ Γ and T : Γ1
∼
→ Γ2 is a inner product preserving bijection.
Given a generalized Belavin-Drinfeld triple (Γ1,Γ2, T ), we let Γ3 be the sub-
set of Γ1 ∩ Γ2 consisting of roots which return to their original position after
applying T several times. It is clear that (Γ1 \ Γ3,Γ2 \ Γ3, T ) is an ordinary
Belavin-Drinfeld triple (i.e. T satisfies the nilpotency condition) and (Γ3,Γ3, T )
is generalized Belavin-Drinfeld triple on which T is an automorphism of the
Dynkin subdiagram Γ3.
Set l =
(∑
α∈Γ1
C(α − T (α))
)⊥
⊂ h and let h0 ⊂ h be the orthogonal com-
plement of l in h with respect to the inner product on h.
Definition. We say that the generalized Belavin-Drinfeld triple is nondegen-
erate if the restriction of ( , ) to l is nondegenerate.
In the nondegenerate case, we have h = l⊕ h0.
Note that every generalized Belavin-Drinfeld triple on a Dynkin diagram of
finite type or a connected Dynkin diagram of affine type is nondegenerate. In-
deed, in a finite type case, l is a real subalgebra of h, and the form on the real
part of h is positive definite, so l is nondegenerate. A similar argument works in
the affine case. Nondegeneracy is also the case when Γ1 = Γ2, because in this
case T gives rise to a finite order (hence semisimple) orthogonal automorphism
of h, and l = hT .
Let (Γ1,Γ2, T ) be a nondegenerate generalized Belavin-Drinfeld triple. It is
convenient to choose an orthonormal basis (xj)j∈I of h with respect to ( , ) in
such a way that
l =
⊕
j∈I1
Cxj , h0 =
⊕
j∈I2
Cxj ,
for suitable disjoint subsets I1, I2 ⊂ I such that I = I1 ∪ I2.
Let hi be the subspaces of h spanned by hα, α ∈ Γi.
The following Lemma is straightforward but important for the considerations
below.
Lemma 2.1. There exists a unique Lie algebra homomorphism B : n− ⊕ h1 →
n−⊕h2 (resp. B
−1 : n+⊕h2 → n+⊕h1) such that B(fα) = fT (α), B(hα) = hT (α)
if α ∈ Γ1, B(fα) = 0 if α 6∈ Γ1 (resp. B
−1(eα) = eT−1(α), B
−1(hα) = hT−1(α)
if α ∈ Γ2, B
−1(eα) = 0 if α 6∈ Γ2).
We will extend the homomorphisms B,B−1 of Lie algebras to the corre-
sponding homomorphisms of their universal enveloping algebras.
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Let 〈Γi〉, i ∈ {1, 2, 3} be the set of roots α ∈ ∆
+ which are linear combinations
of simple roots from Γi. Let gΓi be the subalgebra of g generated by gα, g−α,
α ∈ Γi. The map B restricts to an automotphism of gΓ3 . For each α ∈ 〈Γ3〉,
let Nα be the order of the action of B on α, i.e B
Nαα = α but Brα 6= α for
1 ≤ r < Nα. Finally, it will be convenient to assume that f
(t)
α and e
(t)
α are eigen-
vectors for BNα , and set BNαf
(t)
α = θ
(t)
α f
(t)
α . Note that BNαe
(t)
α = θ
(t)−1
α e
(t)
α .
Finally, let us define the Cayley transform of T on h0. To do this, we need
the following straightforward Lemma.
Lemma 2.2. For any x ∈ h0, there exists a unique y ∈ h0 such that for all
α ∈ Γ1 one has (α− Tα, y) = (α + Tα, x).
It is clear that y depends linearly on x. We will write y = CTx. It is easy to
check that the operator CT : h0 → h0 is skewsymmetric. It is called the Cayley
transform of T .
Proposition 2.1 ([S]). The function rT : l
∗ → (g⊗ g)l
rT (λ) =−
1
2
∑
j∈I
xj ⊗ xj +
1
2
∑
i∈I2
CTxi ⊗ xi −
∑
α,t
f (t)α ⊗ e
(t)
α
+
∑
α,t
∞∑
l=1
e−l(α,λ)e(t)α ∧B
lf (t)α
is a solution of the classical dynamical Yang-Baxter equation
∑
i
(
x
(1)
i ⊗
∂
∂xi
r23(λ)− x
(2)
i
∂
∂xi
r13(λ) + x
(3)
i
∂
∂xi
r12(λ)
)
+ [r12(λ), r13(λ)] + [r13(λ), r23(λ)] + [r12(λ), r23(λ)] = 0.
Remarks. i) In the expression for rT (λ), the sum
∑∞
l=1 e
−l(α,λ)e
(t)
α ∧ Blf
(t)
α
is finite if α 6∈ 〈Γ3〉 and is an infinite series convergent to a rational function of
e(α,λ) if α ∈ 〈Γ3〉.
Consider the special case when Γ1 = Γ2 = Γ, and T is an automorphism of
the Dynkin diagram. Let N be the order of B (i.e. N is the smallest number
divisible by all Nα such that (θ
(t)
α )N/Nα = 1). In this case, the formula for rT (λ)
can be written in the form
rT (λ) =−
1
2
∑
j∈I
xj ⊗ xj +
1
2
∑
i∈I2
CTxi ⊗ xi −
∑
α,t
f (t)α ⊗ e
(t)
α
+
∑
α,t
N∑
l=1
e−l(α,λ)
1− e−N(α,λ)
e(t)α ∧B
lf (t)α .
Examples. i) When T = 1 one obtains Felder’s trigonometric dynamical r-
matrix
r(λ) = −
Ω
2
+
∑
α>0,t
1
2
cotanh(
1
2
(α, λ))e(t)α ∧ f
(t)
α ,
where Ω =
∑
α,t(e
(t)
α ⊗ f
(t)
α + f
(t)
α ⊗ e
(t)
α )+
∑
i xi⊗xi is the Casimir element (see
[EV1], Section 3).
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ii) Consider g = sl(3) and let T be the automorphism exchanging the two
simple roots. Then l = Cρ, so we can regard the element λ ∈ l∗ as a scalar. In
this case, the dynamical r-matrix rT (λ) is
rT (λ) =−
1
2
∑
i∈I
xi ⊗ xi −
e−2λ
1− e−2λ
(eα1 ⊗ fα1 + eα2 ⊗ fα2)−
e−2λ
1 + e−2λ
eα1+α2 ⊗ fα1+α2
−
1
1− e−2λ
(fα1 ⊗ eα1 + fα2 ⊗ eα2)−
1
1 + e−2λ
fα1+α2 ⊗ eα1+α2
+
e−λ
1− e−2λ
(eα1 ∧ fα2 + eα2 ∧ fα1).
Note that in this example the eigenvalue θ
(1)
α1+α2 of B is −1, which is the
reason for the appearance of denominators 1 + e−2λ.
In the next section we give the representation-theoretic interpretation of the
KZB equations associated to the dynamical r-matrix rT (λ).
3 Traces of intertwining operators
3.1. Traces. For any h-diagonalizable g-module V let V [λ] denote the sub-
space of V of weight λ ∈ h∗. Let Mλ be the Verma module of highest weight
λ and let vλ ∈ Mλ[λ] be a highest weight vector. Let M
∗
λ be the graded dual
Verma module: M∗λ =
⊕
µM [µ]
∗ as a vector space and the Lie algebra g acts
by
x.a(u) = −a(x.u) ∀ x ∈ g, u ∈Mλ, a ∈M
∗
λ.
Let v∗λ ∈M
∗
λ [−λ] be the lowest weight vector satisfying 〈v
∗
λ, vλ〉 = 1. Note that
Mλ and M
∗
λ are irreducible for generic values of λ.
Recall the definition of the quadratic Casimir operator C:
C = 2ρ+
∑
j
x2j + 2
∑
α∈∆+
∑
i
f (i)α e
(i)
α .
The operator C acts on Mλ by multiplication by ∆λ := (λ, λ + 2ρ).
Intertwining operators. Let λ, µ ∈ h∗ and let V be a g-module from the
category O. We will consider compositions of intertwining operators of the form
Φ : Mλ →Mµ ⊗ V.
The following lemma is well known (a proof can be found e.g in
[EV2], [EFK1]) :
Lemma 3.1. Suppose that M∗µ is irreducible. Then the map
Homg(Mλ,Mµ ⊗ V )→ V [λ− µ], Φ 7→ 〈v
∗
µ,Φvλ〉
is an isomorphism.
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Given v ∈ V [λ − µ], and when M∗µ is irreducible, we will denote by Φ
v
λ the
unique intertwiner Mλ →Mµ ⊗ V satisfying 〈v
∗
µ,Φvλ〉 = v.
For any λ ∈ h∗ and any h-semisimple g-module V we denote by λ ∈ End (V )
the operator satisfying λ|V [ν] = (λ, ν).
Let µ, µ′ ∈ h∗. Consider the linear operator B : Mµ′ → Mµ defined by
B(xvµ′ ) = B(x)vµ for any x ∈ Un−. The following lemma is straightforward.
Lemma 3.2. Let µ, µ′ be such that (µ′, α) = (µ, Tα) for all α ∈ Γ1. Then for
every x ∈ U(n− ⊕ h1) we have Bx = B(x)B and for every x ∈ U(n+ ⊕ h2) we
have xB = BB−1(x).
Let V1, V2, . . . Vr be g-modules from the category O, v1 ∈ V1, . . . , vr ∈ Vr ho-
mogeneous vectors of weights ν1, . . . νr respectively. Set ν =
∑
νi and consider
(for generic µ) the composition
Φv1µ−ν2−...−νr . . .Φ
vr
µ Be
λ :Mµ′ →Mµ−ν ⊗ V1 ⊗ . . .⊗ Vr (3.1)
where λ ∈ l∗, µ′ ∈ h∗, (µ′, α) = (µ, Tα) for α ∈ Γ1 (we regard l
∗ as a subspace
of h∗ using the inner product).
If
µ′ = µ− ν (3.2)
we can define
F v1,... ,vr (λ, µ) = Tr (Φv1µ−ν2−...−νr . . .Φ
vr
µ Be
λ) : (h∗)B → V1 ⊗ . . .⊗ Vr.
If ν ∈ l⊥, the space of solutions of (3.2) in µ is an l∗-principal homogeneous
space. Note that it follows from the Kac-Kazhdan conditions (see [KK]) and
from the fact that ρ ∈ l that for any fixed v1, . . . , vr the composition (3.1) is
defined for generic values of µ in any l∗-principal homogeneous space. In partic-
ular, F v1,... ,vr (λ, µ) is a formal series in λ whose coefficients are trigonometric
functions of µ with values in the space (V1 ⊗ . . .⊗ Vr)
l.
Set
δB(λ) =
(
Tr|M−ρ(Be
λ)
)−1
(a twisted version of the Weyl denominator).
Lemma 3.3. We have δB(λ) = e
(ρ,λ)
∏
α∈〈Γ3〉/B
∏
t(1 − θ
(t)
α e−Nα(α,λ)).
Proof. Identify Un− with M−ρ by u 7→ uv−ρ. Let C = U0 ⊂ U1 ⊂ . . .
denote the canonical filtration of Un−. Since (Un) is stable under Be
λ, we can
replace Un− by its graded when computing Tr|Un−(Be
λ). By the PBW theorem,
Gr Un− = Sn−. By definition B acts nilpotently on f
(t)
α unless α ∈ 〈Γ3〉. Hence
Tr|Sn+(Be
λ) = Tr|Sn−Γ3
(Beλ) where n−Γ3 = n
− ∩ gΓ3 . The Lemma now follows
from
Sn−Γ3 =
⊗
α∈〈Γ3〉/B,t
S(Cf (t)α ⊕ . . .⊕ CB
Nα−1f (t)α )
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and
Tr
|S(Cf
(t)
α ⊕...⊕CBNα−1f
(t)
α )
(Beλ) =
1
1− θ
(t)
α e−Nα(α,λ)
.

We put Fv1,... ,vr(λ, µ) = δB(λ)F
v1,... ,vr(λ, µ). This function is the main
object of this paper.
3.2. The KZB equations for traces. The following theorem is one of our
main results.
Theorem 3.1. The function Fv1,... ,vr (λ, µ) satisfies the following system of dif-
ferential equations, for i = 1, . . . r:(∑
j∈I1
xj|Vi
∂
∂xj
+
∑
j>i
rT (λ)|Vi⊗Vj −
∑
j<i
rT (λ)|Vj⊗Vi
)
F
v1,... ,vr (λ, µ)
=
1
2
(
∆µ−νi+1−...−νr −∆µ−νi−...−νr
)
F
v1,... ,vr(λ, µ)
(3.3)
These equations are called the KZB equations (see [F]).
Proof. For simplicity of notation we will write µi = µ − νr − . . . − νi+1. We
compute the function
A(λ, µ) = Tr(Φv1µ1 . . .Φ
vi−1
µi−1(C|Mµi−1Φ
vi
µi − Φ
vi
µiC|Mµi )Φ
vi+1
µi+1 . . .Φ
vr
µ Be
λ)
in two different ways. On one hand, we have
A(λ, µ) = (∆µi−1 −∆µi)F
v1,... ,vr(λ, µ). (3.4)
On the other hand, using the relations
(f (t)α e
(t)
α )|Mµi−1Φ
vi
µi − Φ
vi
µi(f
(t)
α e
(t)
α )|Mµi
= −
{
f
(t)
α|Mµi−1
e
(t)
α|Vi
+ e
(t)
α|Mµi−1
f
(t)
α|Vi
+ (f (t)α e
(t)
α )|Vi
}
Φviµi ,
ρ|Mµi−1Φ
vi
µi − Φ
vi
µiρ|Mµi = −ρ|ViΦ
vi
µi ,
x2j|Mµi−1
Φviµi − Φ
vi
µix
2
j|Mµi
= −
{
x2j|Vi + 2xj|Mµi−1xj|Vi
}
Φviµi ,
we deduce that
A(λ, µ) =
{
−
∑
j
x2j|Vi − 2
∑
α,t
(f (t)α e
(t)
α )|Vi − 2ρ|Vi
}
F v1,... ,vr(λ, µ)
+ A1(λ, µ) +A2(λ, µ) +A3(λ, µ)
where
A1(λ, µ) = −2
∑
j∈I
xj|ViTr(Φ
v1
µ1 . . .Φ
vi−1
µi−1xj|Mµi−1Φ
vi
µi . . .Φ
vr
µ Be
λ),
A2(λ, µ) = −2
∑
α,t
e
(t)
α|Vi
Tr(Φv1µ1 . . .Φ
vi−1
µi−1f
(t)
α|Mµi−1
Φviµi . . .Φ
vr
µ Be
λ),
A3(λ, µ) = −2
∑
α,t
f
(t)
α|Vi
Tr(Φv1µ1 . . .Φ
vi−1
µi−1e
(t)
α|Mµi−1
Φviµi . . .Φ
vr
µ Be
λ).
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Writing A1 as a sum of two equal terms:
A1(λ, µ) =−
∑
j∈I
xj|ViTr(Φ
v1
µ1 . . .Φ
vi−1
µi−1xj|Mµi−1Φ
vi
µi . . .Φ
vr
µ Be
λ)
−
∑
j∈I
xj|ViTr(Φ
v1
µ1 . . .Φ
vi−1
µi−1xj|Mµi−1Φ
vi
µi . . .Φ
vr
µ Be
λ),
and using the intertwining properties Φxj = (xj ⊗ 1+1⊗xj)Φ and (1⊗Φxj) =
Φxj − (xj⊗1)Φ repeatedly in the first and second term of A1(λ, µ) respectively,
we get
A1(λ, µ) = −
∑
j∈I
xj|Vi

∑
t<i
xj|Vt −
∑
t≥i
xj|Vt

F v1,... ,vr (λ, µ)
−
∑
j∈I
xj|Vi
(
Tr(xj|Mµ0Φ
v1
µ1 . . .Φ
vr
µ Be
λ) + Tr(Φv1µ1 . . .Φ
vr
µ xj|MµBe
λ)
)
.
(3.5)
Now there are two cases to consider, depending on whether j ∈ I1 or j ∈ I2.
In the first case, by the cyclicity of the trace, we have
Tr(xj|Mµ0Φ
v1
µ1 . . .Φ
vr
µ Be
λ) + Tr(Φv1µ1 . . .Φ
vr
µ xj|MµBe
λ)
=Tr(Φv1µ1 . . .Φ
vr
µ (Bxj + xj)|MµBe
λ).
and
Tr(Φv1µ1 . . .Φ
vr
µ (Bxj + xj)|MµBe
λ) =2Tr(Φv1µ1 . . .Φ
vr
µ xj|MµBe
λ)
=2
∂
∂xj
F v1,... ,vr (λ, µ)
(3.6)
where the differentiation is taken with respect to the parameter λ.
Let us now deal with the second case. It is easy to check using Lemma 3.2
that for any x ∈ l⊥, one has
Tr(x|Mµ0Φ
v1
µ1 . . .Φ
vr
µ Be
λ) + Tr(Φv1µ1 . . .Φ
vr
µ x|MµBe
λ)
= −
∑
i
(CTx)iTr(Φ
v1
µ1 . . .Φ
vr
µ Be
λ).
Therefore, we obtain
A1(λ, µ) =
(
−
∑
t<i
xj|Vixj|Vt +
∑
t≥i
xj|Vixj|Vt − 2
∑
j∈I1
xj|Vi
∂
∂xj
+
∑
j∈I2
xj|Vi
r∑
l=1
CTxj|Vl
)
F v1,... ,vr (λ, µ)
=
(
−
∑
t<i
xj|Vixj|Vt +
∑
t≥i
xj|Vixj|Vt − 2
∑
j∈I1
xj|Vi
∂
∂xj
+
∑
j∈I2
xj|Vi
r∑
l=1,l 6=i
CTxj|Vl
)
F v1,... ,vr (λ, µ)
(3.7)
where in the last equality we used the skew-symmetry of
∑
j CTxj ⊗ xj to get
rid of terms with i = l.
8
We now compute A2(λ, µ). Using the intertwining property Φfα = (1⊗ fα +
fα ⊗ 1)Φ, we have
Tr(Φv1µ1 . . .Φ
vi−1
µi−1f
(t)
α|Mµi−1
. . .Φvrµ Be
λ)
= Tr(Φv1µ1 . . . f
(t)
α|Mµi−2
Φvi−1µi−1 . . .Φ
vr
µ Be
λ) + f
(t)
α|Vi−1
F v1,... ,vr(λ, µ)
= Tr(f
(t)
α|Mµ0
Φv1µ1 . . .Φ
vr
µ Be
λ) +
(
f
(t)
α|V1
+ . . .+ f
(t)
α|Vi−1
)
F v1,... ,vr (λ, µ)
= e−(α,λ)Tr(Φv1µ1 . . .Φ
vr
µ Bf
(t)
α|Mµ′
eλ) +
(
f
(t)
α|V1
+ . . .+ f
(t)
α|Vi−1
)
F v1,... ,vr (λ, µ).
(3.8)
Hence by Lemma 3.2
Tr(Φv1µ1 . . .Φ
vi−1
µi−1f
(t)
α|Mµi−1
. . .Φvrµ Be
λ)
=
(∑
j<i
∞∑
l=0
e−l(α,λ)Blf
(t)
α|Vj
+
∑
j≥i
∞∑
l=1
e−l(α,λ)Blf
(t)
α|Vj
)
F v1,... ,vr (λ, µ).
(3.9)
A similar computation (with eα moving to the right) shows that
Tr(Φv1µ1 . . .Φ
vi−1
µi−1e
(t)
α|Mµi−1
. . .Φvrµ Be
λ)
=−
(∑
j<i
∞∑
l=1
e−l(α,λ)B−le
(t)
α|Vj
+
∑
j≥i
∞∑
l=0
e−l(α,λ)B−le
(t)
α|Vj
)
F v1,... ,vr(λ, µ).
(3.10)
Adding (3.9) and (3.10) and using the relation
[e(t)α , B
lf (t)α ] =
{
(θ
(t)
α )l/Nαhα if α ∈ 〈Γ3〉 and Nα|l,
0 else
(3.11)
we get
A2(λ, µ) +A3(λ, µ) − 2
∑
α,t
(f (t)α e
(t)
α )ViF
v1,...vr (λ, µ)
=− 2
(∑
α,t
∑
j<i
e
(t)
α|Vi
(T1(α))|Vj +
∑
α,t
∑
j>i
e
(t)
α|Vi
(T2(α))|Vj
)
F v1,... ,vr (λ, µ)
+ 2
(∑
α,t
∑
j<i
f
(t)
α|Vi
(T3(α))|VjF
v1,... ,vr (λ, µ) +
∑
α,t
∑
j>i
f
(t)
α|Vi
(T4(α))|Vj
)
F v1,... ,vr (λ, µ)
− 2
∑
α∈〈Γ3〉,t
1
1− θ
(t)
α e−Nα(α,λ)
hα|ViF
v1,... ,vr (λ, µ).
(3.12)
where
T1(α) =
∞∑
l=0
e−l(α,λ)Blf (t)α , T2(α) =
∞∑
l=1
e−l(α,λ)Blf (t)α ,
T3(α) =
∞∑
l=1
e−l(α,λ)B−le(t)α , T4(α) =
∞∑
l=0
e−l(α,λ)B−le(t)α .
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Combining (3.4), (3.7) and (3.12) now gives the following relation for F v1,... ,vr(λ, µ):(∑
j∈I1
(xj)|Vi ⊗
∂
∂xj
+ ρ|Vi −K(λ)|Vi +
∑
j>i
r(λ)|Vi⊗Vj −
∑
j<i
r(λ)|Vj⊗Vi
)
F v1,... ,vr (λ, µ)
=
1
2
(∆µ−νi+1−...−νr −∆µ−νi−...−νr )F
v1,... ,vr(λ, µ)
where
K(λ) =
∑
α∈〈Γ3〉,t
1
1− θ
(t)
α e−Nα(α,λ)
hα.
A direct computation shows that∑
j∈I1
xj
∂
∂xj
Tr|M−ρ(Be
λ) + (ρ+K(λ))Tr|M−ρ(Be
λ) = 0. (3.13)
It is easy to deduce (3.3) from the above equations. 
3.3. The second order equation for traces.
Theorem 3.2. The function Fv1,... ,vr (λ, µ) satisfies the following second order
differential equation :(∑
j∈I1
∂2
∂x2j
−
r∑
l,n=1
ST (λ)|Vl⊗Vn
)
= (µ+ ρ, µ+ ρ)Fv1,... ,vr (λ, µ) (3.14)
where
ST (λ) =
∑
α,t
∞∑
k=0
∞∑
v=1
e−(s+v)(α,λ)(Bsf (t)α ⊗B
−ve(t)α +B
−ve(t)α ⊗B
sf (t)α )
−
∑
j∈I2
1− CT
2
xj ⊗
1− CT
2
xj .
Proof. Consider
A′(λ, µ) = Tr(Φv1µ1 . . .Φ
vr
µ C|MµBe
λ).
On one hand, we have
A′(λ, µ) = ∆µF
v1,... ,vr(λ, µ),
and on the other hand,
A′(λ, µ) =Tr
(
Φv1µ1 . . .Φ
vr
µ
(∑
j∈I
x2j + 2ρ+ 2
∑
α,t
f (t)α e
(t)
α
)
|Mµ
Beλ
)
=A′1(λ, µ) +A
′
2(λ, µ) +A
′
3(λ, µ),
where
A′1(λ, µ) =
∑
j∈I
Tr(Φv1µ1 . . .Φ
vr
µ x
2
j|Mµ
Beλ),
A′2(λ, µ) = 2Tr(Φ
v1
µ1 . . .Φ
vr
µ ρ|MµBe
λ) = 2
∂
∂ρ
F v1,... ,vr (λ, µ),
A′3(λ, µ) = 2
∑
α,t
Tr(Φv1µ1 . . .Φ
vr
µ (f
(t)
α e
(t)
α )|MµBe
λ),
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where the differentiation in the second equation is taken with respect to λ. To
compute A′1(λ, µ), note that, as in (3.5), (3.6),
A′1(λ, µ) =
∑
j∈I1
∂2
∂x2j
F v1,... ,vr (λ, µ) +
∑
j∈I2
Tr(Φv1µr−1 . . .Φ
vr
µ x
2
j|Mµ
Beλ). (3.15)
The second term on the r.h.s of (3.15) can be evaluated by the same method as
in the derivation of the KZB equations: for all j ∈ I2 we have
Tr(Φv1µ1 . . .Φ
vr
µ x
2
j|Mµ
Beλ) =
∑
l,s
1− CT
2
xj|Vl
1− CT
2
xj|VsF
v1,... ,vr (λ, µ). (3.16)
We now compute A′3(λ, µ). We consider two cases
Case 1: α 6∈ 〈Γ3〉. By the intertwining property and the cyclicity of the trace
again, we have
Tr(Φv1µ1 . . .Φ
vr
µ (f
(t)
α e
(t)
α )|MµBe
λ)
=
r∑
l=1
fα|VlTr(Φ
v1
µ1 . . .Φ
vr
µ e
(t)
α|Mµ
Beλ) + e−(α,λ)Tr(Φv1µ1 . . .Φ
vr
µ (e
(t)
α B(f
(t)
α ))|MµBe
λ).
(3.17)
Applying this equation repeatedly and using the relation (3.11), we obtain
Tr(Φv1µ1 . . .Φ
vr
µ (f
(t)
α e
(t)
α )|MµBe
λ) =
r∑
l=1
∞∑
s=0
e−s(α,λ)Bs(fα)|VlTr(Φ
v1
µ1 . . .Φ
vr
µ e
(t)
α|Mµ
Beλ).
(3.18)
Case 2: α ∈ 〈Γ3〉. Applying (3.17) Nα times yields
Tr(Φv1µ1 . . .Φ
vr
µ (f
(t)
α e
(t)
α )|MµBe
λ)
=
r∑
l=1
Nα−1∑
s=0
e−s(α,λ)Bs(fα)|VlTr(Φ
v1
µ1 . . .Φ
vr
µ e
(t)
α|Mµ
Beλ)
+ e−Nα(α,λ)θ(t)α Tr(Φ
v1
µ1 . . .Φ
vr
µ hα|MµBe
λ)
+ e−Nα(α,λ)θ(t)α Tr(Φ
v1
µ1 . . .Φ
vr
µ (f
(t)
α e
(t)
α )|MµBe
λ),
from which it follows that
Tr(Φv1µ1 . . .Φ
vr
µ (f
(t)
α e
(t)
α )|MµBe
λ)
=
1
1− θ
(t)
α e−Nα(α,λ)
{ r∑
l=1
Nα−1∑
s=0
e−s(α,λ)Bs(fα)|VlTr(Φ
v1
µ1 . . .Φ
vr
µ e
(t)
α|Mµ
Beλ)
+ θ(t)α e
−Nα(α,λ)Tr(Φv1µ1 . . .Φ
vr
µ hα|MµBe
λ)
}
.
(3.19)
The formula forA′3(λ, µ) now follows from (3.10). Equations (3.15),(3.16), (3.19)
imply the following second-order differential equation for F v1,... ,vr(λ, µ):(
1
2
∑
j∈I1
∂2
∂x2j
+
∂
∂ρ
+H(λ)
)
F v1,... ,vr(λ, µ)
=
1
2
(
∆µ +
r∑
l,n=1
ST (λ)Vl⊗Vn
)
F v1,... ,vr(λ, µ)
(3.20)
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where
H(λ) =
∑
α∈〈Γ3〉,t
1
1− θ
(t)
α e−Nα(α,λ)
∂
∂hα
.
In particular,(
1
2
∑
j∈I1
∂2
∂x2j
+
∂
∂ρ
+H(λ)
)
Tr|M−ρ(Be
λ) =
1
2
∆ρTr|M−ρ(Be
λ)
which, together with (3.13) and (3.20) yields (3.14). 
3.4. Diagonalization of the KZB and the second order operators.
Denote by Kj(λ) the differential operators appearing on the left hand side of
the KZB equations, and by D(λ) the second order operator appearing in The-
orem 3.2. These are operators on the space of functions of λ with values in
(V1 ⊗ ... ⊗ Vr)
l. It is known [F] that Kj commute with each other. Besides, it
can be shown that the operators Kj commute with D (in fact, this is also clear
from the discussion below). This gives rise to the problem of simultaneous diag-
onalization of these operators. More precisely, the problem can be formulated
as follows.
Fix a weight ν ∈ l⊥. Fix a generic point ξ ∈ l∗, and consider the space of
formal series
Wν,ξ := e
(λ,ξ+ρ)(V1 ⊗ ...⊗ Vr)[ν][[e
−(αi,λ)]].
It is clear that the operators Kj, D act naturally in this space and are up-
per triangular with respect to the natural ordering. The problem is to find a
(topological) basis of Wν,ξ in which these operators are diagonal.
The following proposition provides such a basis.
Let Bi be homogeneous bases of Vi, and B(ν) be the set of collections
(v1, ..., vr) of vectors vi ∈ Bi such that the sum of their weights is ν.
Proposition 3.1. For generic ξ, the functions Fv1,..,vr(λ, 1+CT2 ν+ξ−
∑
niαi),
where ni ≥ 0, and (v1, ..., vr) run through B, form a common topological eigen-
basis of the operators Kj, D in the space Wν,χ.
This proposition follows immediately from the theorems of this section: the
fact that the listed functions form a basis is obvious, so the only thing to be
shown is that they are eigenfunctions, which was shown above.
3.5. Quantum integrable systems associated to generalized Belavin-
Drinfeld triples for simple Lie algebras. In the case when the Lie algebra
g is finite dimensional, one can define other differential operators which commute
with Kj , D.
Namely, if Z is any element of the center of U(g) then there exists a unique
differential operator DZ on l
∗ with values in End((V1 ⊗ ...⊗ Vr)[l
⊥]) such that
DZF = δB(λ)Tr(Φ
v1
µ1 . . .Φ
vr
µ Z|MµBe
λ).
For example, DC = D − (ρ, ρ).
It is easy to see that DZ1Z2 = DZ1DZ2 , so the operators DZ form a com-
mutative algebra. It is clear that these operators also diagonalize in the basis
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of the previous section. Thus, we get a ”quantum integrable system”, whose
eigenstates are the functions Fv1,..,vr .
In the special case Γi = Γ, T = id, this system is a generalized trigonometric
Calogero-Moser system considered in [EFK2].
4 Classical dynamical r-matrices with spectral
parameter
Applying the construction of Section 2 to an (untwisted) affine Lie algebra
gˆ and using the evaluation map evz : gˆ → g, one can obtain solutions of the
classical dynamical Yang-Baxter equation with spectral parameter. This is done
as follows.
Let g be a simple complex Lie algebra, and let g˜ = g[t, t−1]⊕Cc⊕C∂ be the
associated affine Kac-Moody algebra, where c is the central element and ∂ is
the grading element. The commutation relations in g˜ are:
[c, g˜] = 0, [xtn, ytm] = [x, y]tn+m+nδn,−mc, [∂, xt
n] = nxtn ∀ x, y ∈ g.
Recall that the Cartan subalgebra of g˜ is h˜ = h ⊕ Cc ⊕ C∂. Then h˜∗ =
h∗ ⊕ CΛ0 ⊕ Cδ where Λ0, δ are defined by 〈Λ0, h〉 = 〈Λ0, ∂〉 = 〈δ, h〉 = 〈δ, c〉 = 0
and 〈δ, ∂〉 = 〈Λ0, c〉 = 1. Under the standard bilinear form on h˜, c and ∂ are
orthogonal to h and we have (c, ∂) = 1, (c, c) = (∂, ∂) = 0.
The root system of g˜ is ∆˜ = (∆+Zδ)∪Z∗δ. The root subspace corresponding
to α + kδ is spanned by eαt
k if α ∈ ∆+, f−αt
k if α ∈ −∆+ and equals htk if
α = 0. The system of positive roots is ∆˜+ = ∆+ ∪ Nδ ∪ (∆ + Nδ).
We will consider a twisted version of the affine Lie algebra g˜. Let g be the
dual Coxeter number of g and set ǫ = e
2ipi
g . Consider the automorphism γ =
Ad(e2ipiρ/g) of g. We have γ(eα) = ǫ
|α|eα, γ(fα) = ǫ
−|α|fα, and γ|h = Id. Let g˜γ
be the subalgebra of g˜ consisting of all elements a(t)+λc+µ∂ satisfying a(ǫt) =
γ(a(t)). The elements eαt
|α|+mg, fαt
−|α|+mg, xit
mg, c, ∂ for α ∈ ∆+,m ∈ Z
and (xi) an orthonormal basis of h, form a C-basis of g˜γ . The proof of the
following lemma is straightforward.
Lemma 4.1. The map φ : g˜γ → g˜ defined by
φ(eαt
|α|+mg) = eαt
m, φ(fαt
−|α|+mg) = fαt
m, φ(∂) = g∂ + ρ
φ(xit
mg) = xit
m, (m 6= 0), φ(xi) = xi − (ρ, xi)
c
g
, φ(c) =
c
g
is a Lie algebra isomorphism.
Let (Γ1,Γ2, τ) be a generalized Belavin-Drinfeld triple for gˆγ . Let l˜ be the
subalgebra of h˜ of elements x such that (α, x) = (T (α), x) for α ∈ Γ1. Let
l = l˜ ∩ h. It is clear that l˜ contains c and ∂, so l˜ = Cc⊕ C∂ ⊕ l.
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For any z ∈ C∗ let evz : g[t, t
−1] → g be the evaluation map defined by
evz(xt
n) = znx for all x ∈ g, n ∈ Z.
Fix a complex number τ with positive imaginary part. Let λ˜ = λ+2πiτδ/g.
Define
rT (λ, z) = (evz ⊗ ev1)(φ
−1 ⊗ φ−1)(rT (λ˜)),
where z ∈ C∗, λ ∈ l∗.
Remark. Although the evaluation maps are not defined on ∂, this definition
makes sense, since ∂ occurs in rT in a combination c⊗ ∂+ ∂⊗ c, and evz(c) = 0
for any z.
It is clear that rT is a Laurent series in z whose coefficients are meromorphic
functions on l∗.
Proposition 4.1. The series rT (λ, z) : l
∗ → (g⊗g)l is convergent in a nonempty
annulus, and extends to a meromorphic function on l∗ × C∗. Moreover, this
meromorphic function satisfies the dynamical Yang-Baxter equation with spec-
tral parameter:
∑
i
x
(1)
i
∂
∂xi
r23(λ,
z2
z3
)− x
(2)
i
∂
∂xi
r13(λ,
z1
z3
) + x
(3)
i
∂
∂xi
r12(λ,
z1
z2
)
+ [r12(λ,
z1
z2
), r13(λ,
z1
z3
)] + [r13(λ,
z1
z3
), r23(λ,
z2
z3
)] + [r12(λ,
z1
z2
), r23(λ,
z2
z3
)] = 0,
where xi is an orthonormal basis of h.
This proposition follows easily from Proposition 2.1.
Now we would like to compute rT (λ, z) explicitly. For the sake of simplicity
we will restrict ourselves to triples of the form (Γ1 = Γ2 = Γ, T ) (i.e T is
an automorphism of the Dynkin diagram): these triples give rise to elliptic
dynamical r-matrices.
Remark. More general triples give rise to partially trigonometric and par-
tially elliptic r-matrices.
Let T be an automorphism of the Dynkin diagram Γ of g˜ of order N . As
in Section 2, let B be the lift of T to an automorphism of g˜ of order N . By
Lemma 4.1, B defines an automorphism of g˜γ . Note that the action of B on
g˜γ preserves the principal gradation, i.e the exists a unique automorphism β
of g such that B(xtm) = β(x)tm for any xtm ∈ g˜γ . Furthermore, c and ∂ are
B-invariant, and h is B-stable. Like before, we will choose an orthonormal basis
xi of h which is compatible with l = h
B and l⊥.
Let
θ(u, τ) = −
∞∑
j=−∞
epii(j+
1
2 )
2τ+2pii(j+ 12 )(u+
1
2 )
be the Jacobi theta function. For brevity we will not write the dependence on
τ explicitly. Introduce the functions
σw(u) =
θ(w − u)θ′(0)
θ(w)θ(u)
, χ(u) =
θ′(u)
θ(u)
,
where θ′ is the derivative of θ.
Let z = e2piiu/g.
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Proposition 4.2. The function rT (λ, z) : l
∗ × C∗ → (g⊗ g)l is equal to
rT (λ, z) =
−
∑
α>0
N−1∑
l=0
1
2πi
e−l(α,λ˜)+2pii|α|u/gσ N
2pii (α,λ˜)
(u − lτ |Nτ)eα ⊗ β
l(fα)
−
∑
α>0
N−1∑
l=0
1
2πi
el(α,λ˜)−2pii|α|u/gσ− N2pii (α,λ˜)
(u− lτ |Nτ)fα ⊗ β
l(eα)
−
∑
i∈I
N−1∑
l=0
(
1
2
δl0 +
1
2πi
χ(u − lτ |Nτ)
)
xi ⊗ β
lxi +
1
2
∑
i∈I2
β + 1
β − 1
xi ⊗ xi
(here α runs through positive roots of g).
The proof of this proposition is by a direct calculation.
Thus we see that the above construction gives a dynamical r-matrix with the
number of dynamical parameters equal to d−1, where d is the number of orbits
of T on the Dynkin diagram.
Examples. i) When T = 1, this yields (up to a gauge transformation) Felder’s
elliptic r-matrix, as shown in [EV1], Section 4.6.
ii) Let g = sl(n) and let T be the rotation of the Dynkin diagram by 2πk/n.
Note that in this case (and in this case only) d = 1 and we obtain a non-
dynamical r-matrix with spectral parameter. It is easy to check that it is equal
to Belavin’s classical elliptic r-matrix with modulus τ (see [BD]).
5 Twisted traces of intertwiners for affine Lie
algebras
In this section, we apply the same procedure as in Section 3 in the case of an
affine Lie algebra g˜, but we consider finite-dimensional (evaluation) modules Vi
rather than modules from the category O. We keep the notations of Section 4.
The Lie algebra g˜γ has a triangular decomposition g˜γ = n˜
+
γ ⊕ h˜⊕ n˜
−
γ where n˜
+
γ
(resp. n˜−γ ) is the subalgebra spanned by eαt
|α|+mg, m ≥ 0, fαt
−|α|+mg, xit
mg,
m > 0 (resp. spanned by fαt
−|α|+mg, m ≤ 0, eαt
|α|+mg, xit
mg, m < 0).
This decomposition allows us to define highest weight Verma modules and dual
Verma modules in the usual way. We put µ˜ = µ+ kgΛ0−
g(µ,µ)
2(k+g) δ and denote by
Mµ,k the Verma module Mµ˜.
Finally, we define evaluation representations of g˜γ . Let V be a finite-dimensional
highest weight g-module with highest weight vector v0. For any ∆ ∈ C let
z−∆V [z, z−1] denote the g˜-evaluation module, with g˜-action given by
xtn.(vP (z)) = xvznP (z), c.(vP (z)) = 0, ∂.(vP (z)) = vz
d
dz
P (z)
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for all x ∈ g, v ∈ V, P (z) ∈ z−∆C[z, z−1]. Let z−∆Vγ [z, z
−1] ⊂ z−∆V [z, z−1]
be the subspace of all (Laurent) polynomials v(z) satisfying v(ǫz) = e2ipiρ/gv(z).
Then z−∆Vγ [z, z
−1] is a g˜γ-module (which is isomorphic to the usual g˜-evaluation
module). From now on, we simply write z−∆V [z±1] for z−∆Vγ [z
±1].
Proposition 3.1 admits an analogue in this situation (see e.g [EFK1],[E]) :
Proposition 5.1. Let µ ∈ h∗ and k ∈ C and let V be a finite-dimensional
g-module. Suppose that M∗µ,k is irreducible. Then for each v ∈ V [λ − µ] there
exists a unique g˜γ intertwiner
Φ˜vµ,k(z) :Mλ,k →Mµ,k⊗ˆz
−∆V [z±1]
where ∆ = g (λ,λ)−(µ,µ)2(k+g) such that
〈v∗µ,k, Φ˜
v
µ,k(z)vλ,k〉 = z
−∆v.
Here ⊗ˆ denotes the completed tensor product.
Let V1, . . . Vr be finite-dimensional g-modules, and let v1 ∈ V1, . . . vr ∈ Vr be
homogeneous vectors of weight ν1, . . . νr respectively. Set ν =
∑
νi, and assume
ν ∈ l⊥. We will consider composition of intertwining operators :
Φ˜v1µ−ν2−...−νr ,k(z1) . . . Φ˜
vr
µ,k(zr)Be
λ : Mµ′,k →Mµ−ν,k⊗z
−∆1
1 V1[z
±1
1 ]⊗. . .⊗z
−∆r
r Vr[z
±1
r ]
where λ ∈ (h∗)B , µ ∈ h∗, where (µ˜′, α) = (µ˜, Tα) for α ∈ Γ1, and ∆i =
g 2(νi,µ−νi+1−...−νr)−(νi,νi)2(k+g) . This composition lives in a certain completion (see
[EFK1], §3) of the space
Hom
(
Mµ′,k,Mµ−ν,k ⊗ V1 ⊗ . . .⊗ Vr
)
⊗ z−∆11 . . . z
−∆r
r C[z
±1
1 , . . . , z
±1
r ].
Let us fix some τ ∈ C. For λ ∈ h∗ set λ˜ = λ + 2πiτδ/g. Consider the trace
function
F v1,...vrk (λ, µ, z) = Tr (Φ˜
v1
µ−ν2−...−νr,k
(z1) . . . Φ˜
vr
µ,k(zr)Be
λ˜)
where z = (z1, . . . , zr). Finally, let
δˆB(λ) =
(
Tr|M0,k(Be
λ˜)
)−1
and set
F
v1,...vr
k (λ, µ, z) = δˆB(λ)Fk(λ, µ, z).
Our main results in the affine case are
Theorem 5.1. The function Fv1,...vrk (λ, µ, z) satisfies the following system of
differential equations for i = 1, . . . r :
−
k + g
g
zi
∂
∂zi
F
v1,...vr
k (λ, µ, z) =
∑
j∈I1
xj|Vi
∂
∂xj
F
v1,...vr
k (λ, µ, z)
+
(∑
j>i
rT (λ, zi/zj)|Vi⊗Vj −
∑
j<i
rT (λ, zj/zi)|Vj⊗Vi
)
F
v1,...vr
k (λ, µ, z).
(5.1)
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These equations are called the KZB equations (see [F]).
Theorem 5.2. The function Fv1,... ,vr(λ, µ, z) satisfies the following second or-
der differential equation :
−
k + g
πi
∂
∂τ
Fk(λ, µ, z) =
∑
j∈I1
∂2
∂x2j
F
v1,...vr
k (λ, µ, z) −
r∑
i,j=1
S
ij
(λ, zi/zj)F
v1,...vr
k (λ, µ, z),
(5.2)
where
ST (λ, z) := (evz ⊗ ev1)(φ
−1 ⊗ φ−1)(ST (λ)),
and ST (λ) is the function defined in Theorem 3.2 (for g˜).
The proofs of these theorems are completely parallel to the proofs of the
theorems of Section 3.
Remark 1. If Γ1 = Γ2 = Γ then ST (λ, z) can be expressed in terms of
elliptic functions.
Remark 2. In section 3 we saw that the differential operator
D = ∆l − ST (λ) (where ∆l is the Laplacian of l) on functions with values
in the space of weight zero under l in some representation of the Lie algebra
can be included in a quantum integrable system. A similar statement holds for
the operator Dτ = ∆l − ST (λ, 1), whose coefficients are elliptic (if Γi = Γ).
To obtain other operators commuting with Dτ , it is necessary to apply the
construction of Section 3.5 to central elements of a completion of U(g˜) at the
critical level k = −g, as explained in [EFK2]. In the case T = 1, this gives a
generalization of the elliptic Calogero-Moser system (see [EFK2]).
Remark 3. Although we considered only untwisted affine algebras, the
results can be easily generalized to the twisted case.
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