We describe algorithms for computing maximal determinants of binary circulant matrices of small orders. Here "binary matrix" means a matrix whose elements are drawn from {0, 1} or {−1, 1}. We describe efficient parallel algorithms for the search, using Duval's algorithm for generation of necklaces and the well-known representation of the determinant of a circulant in terms of roots of unity. Tables of maximal determinants are given for orders ≤ 48. Our computations extend earlier results and disprove two plausible conjectures.
Introduction
A circulant matrix A = (a j,k ) of order n is an n × n matrix whose elements a j,k depend only on (k − j) mod n. Thus, an n × n circulant is a matrix of the form A = (a (k−j) mod n ) 0≤j,k<n . Circulants arise in various applications in signal processing and combinatorics, and have a close connection with Fourier transforms. The set of all circulants of order n (with elements in some fixed ring R) form a commutative algebra, since the sum and product of two circulants is a circulant, and it is easy to see that multiplication of circulants is commutative.
We write circ(a 0 , a 1 , . . . , a n−1 ) for the circulant (a (k−j) mod n ) 0≤j,k<n whose first row is (a 0 , a 1 , . . . , a n−1 ).
By a binary matrix we mean a matrix whose elements are in one of the sets S 01 := {0, 1} or S ±1 := {−1, 1}. It will be clear from the context which of these two cases is being considered. A binary circulant is a circulant matrix whose elements are in S 01 or S ±1 .
There is a natural one-to-one correspondence between the integers {0, 1, . . . 2 n − 1} and the binary circulant matrices of order n. More precisely, if N ∈ {0, 1, . . . , 2 n − 1} has the representation N = n−1 j=0 2 n−1−j b j , so may be written in binary as b 0 . . . b n−1 , we associate N with circ(a 0 , . . . , a n−1 ), where a j = b j in the case of S 01 , and a j = 2b j − 1 in the case of S ±1 .
The maximal determinant problem is concerned with the maximal value of | det(A)| for an n × n binary matrix A. The Hadamard bound [14] states that, in the case of binary matrices A over {±1}, we have | det(A)| ≤ n n/2 .
Moreover, Hadamard's inequality is sharp for infinitely many n, for example powers of two (Sylvester [26] ) or n of the form q + 1 where q is a prime power and q ≡ 3 mod 4 (Paley [22] ).
There is a well-known connection between the determinants of {0, 1}matrices of order n and {±1}-matrices of order n + 1. This implies that an (n+1)×(n+1) {±1}-matrix always has determinant divisible by 2 n . See [18] or [21, Lemma 3.1] for details. We give an example with n = 3, starting with an n × n binary matrix B and ending with an (n + 1) × (n + 1) {±1}-matrix A, with det(A) = 2 n det(B).
The doubling step is the only step where the determinant changes, and there it is multiplied by 2 n . Thus, Hadamard's bound (1) gives the bound
which applies for all {0, 1}-matrices B of order n. We shall refer to both (1) and (2) as Hadamard's inequality, since it will be clear from the context which inequality is intended. 1 The mapping from {0, 1}-matrices to {±1}-matrices is reversible if we are allowed to normalise the first row and column of the {±1}-matrix by changing the signs of rows/columns as necessary.
The transformation illustrated above (or its reverse) does not preserve any circulant structure.
Hadamard matrices are square matrices with entries in S ±1 and mutually orthogonal rows. The order of a Hadamard matrix is 1, 2, or a multiple of 4. It is not known whether a Hadamard matrix of order 4k exists for every positive integer k (this is the Hadamard conjecture).
Various constructions for Hadamard matrices use circulant matrices. For example, the first Paley construction [22] uses a circulant matrix of order p, where p is a prime, p ≡ 3 mod 4, to construct a Hadamard matrix of order p + 1. (The Paley construction also works for prime powers, e.g. 27 = 3 3 , but does not involve circulants in such cases.) Fletcher, Gysin and Seberry [12] use two circulants and a border of width two to construct Hadamard matrices. The Williamson construction [27] requires four matrices A, . . . , D which satisfy certain conditions, and for computational reasons these matrices are usually taken to be circulants.
It is well-known that the (unnormalised) eigenvectors of circ(a 0 , . . . , a n−1 ) are given by v j = (1, ω j , ω 2j , . . . , ω (n−1)j ) T , 0 ≤ j < n, where ω is a primitive n-th root of unity. For example, in C we can take ω := exp(2πi/n). It follows that the eigenvalues are λ j = a 0 + a 1 ω j + · · · + a n−1 ω (n−1)j , 0 ≤ j < n,
and the determinant is
where
The polynomial f (z) is called the associated polynomial of the circulant. Using (4) to compute det(A) for a circulant matrix A takes O(n 2 ) arithmetic operations, whereas Gaussian elimination does not take advantage of the circulant structure and takes of order n 3 operations. If we are considering binary matrices, whose determinants are integers, it is necessary to perform the operations in C to sufficient precision to obtain a result with absolute error less than 1/2, so that the correct result can be found by rounding to the nearest integer. From the Hadamard bounds (1)-(2), this means we have to work with of order n log n bits of precision.
To avoid the problem of rounding errors altogether, we can work over a finite field. If p is a prime such that p ≡ 1 mod n, and ρ is a primitive root (mod p), then 2 ω = ρ (p−1)/n mod p is a primitive n-th root of unity in the finite field F p , and we can use (4) to compute det(A) mod p. If U is an upper bound on | det(A)|, and p ≥ 2U + 1, then the result mod p is sufficient to determine det(A). Thus, if we use a Hadamard bound for U , the prime p should have of order n log n bits. Alternatively, we could use several smaller primes with a sufficiently large product, and reconstruct the result using the Chinese Remainder Theorem. 3 
Lyndon words and necklaces
The usual definition of a Lyndon word is a nonempty string that is strictly smaller in lexicographic order than all of its proper rotations. Thus, the first six Lyndon words over S 01 are 0, 1, 11, 101, 111, and 1111. Lyndon words were introduced by Shirshov [24] (who called them "regular words") and Lyndon [17] (who called the "standard lexicographic sequences").
Since we consider words of a fixed length n, it is convenient to use the concept of a (binary) necklace [29] . We say that w = w 0 . . . w n−1 is a necklace of length n if w is not larger (in the lexicographic order) than any of its rotations. This corresponds to Duval's "representative of a class of words of length n" [9, (3) on pg. 258], where two words are said to be in the same class if one is a rotation of the other.
For example, according to our definition, the six necklaces of length 4 over S 01 are 0000, 0001, 0011, 0101, 0111, and 1111. It can be seen that, if we strip off leading zeros, we obtain the first six Lyndon words. Thus, the concepts of "Lyndon word" and "necklace" are closely related, and algorithms for one may often by modified to apply to the other.
The number K(n) of necklaces of length n over a binary alphabet is
where φ is Euler's phi function. K(n) is tabulated in OEIS A000031 [25] . If A is a circulant, then | det(A)| is invariant under rotations of the first row (a 0 , . . . , a n−1 ). Thus, when searching for circulants of order n with maximal determinants, it is sufficient to consider circulants whose first row is a necklace of length n. From (5) , this saves a factor of approximately n.
In our computations we use two nontrivial algorithms related to Lyndon words/necklaces. One is the algorithm of Booth [5] , which determines in linear time if a word w = w 0 . . . w n−1 is in fact a necklace. 4 Booth's algorithm is closely related to the initial phase of the Knuth, Morris and Pratt fast pattern-matching algorithm [15] .
The other algorithm that we use is Duval's algorithm [9] which, given a necklace of length n, returns the next necklace (of length n) in lexicographic order 5 , in amortised (i.e. average) constant time, see [4] . Using Duval's algorithm we can cycle through all necklaces of length n in time O(2 n /n).
Other algorithms could be used. For example, Shiloach [23] gives an algorithm that reduces the number of comparisons used by Booth's algorithm.
We used Booth's algorithm because it was sufficient for our purposes, and simpler to implement than Shiloach's algorithm. The overall complexity of our algorithms is dominated by the time required to evaluate determinants using (4), not by the time required to check or enumerate necklaces.
Fast evaluation of circulant determinants
Standard algorithms of linear algebra, such as Gaussian elimination, require of order n 3 operations to evaluate the determinant of an n × n matrix A. Using formula (4), this can be reduced to order n 2 if A is a circulant. In fact, using the fast Fourier transform (FFT), O(n log n) operations suffice.
However, in our application we can do even better. Because Duval's algorithm takes constant time (on average), the number of symbols that are changed as we go from one necklace to the next is O(1) on average. 6 Thus, each λ j value given by (3) can be updated in O(1) operations (on average), and the determinant, given by (4), can be updated with O(n) operations (on average). Since there are 2 n /n necklaces of length n, the computation of all the relevant determinants can be done with O(2 n ) operations. The cost of precomputing a table of powers ω jk (0 ≤ j, k < n), is negligible.
Note that we used the term "operations" rather than "time", because the arithmetic operations need to be performed using of order n log n bits of precision, as noted above. Thus, the overall complexity is O(2 n M (n log n)), where M (N ) is the time required to multiply N -bit numbers.
In theory, a slightly better complexity can be attained by using several small primes and reconstructing the result via the Chinese Remainder Theorem. However, the cost of O(2 n /n) reconstructions must be taken into account. In practice, n can not be very large, because of the exponentially growing factor 2 n in the complexity, so the difference between the two approaches is essentially an implementation-dependent constant factor.
Parallel algorithms
Suppose we wish to use P ≥ 1 processors in parallel. If the K 2 n /n necklaces of length n are W 0 = 0 . . . 0, W 1 , W 2 , . . . , W K−1 = 1 . . . 1, we would like to ask processor q (0 ≤ q < P ) to compute the determinants corresponding to necklaces W qK/P , . . . , W (q+1)K/P −1 . The problem is how to determine the starting point W qK/P for processor q, without enumerating W 1 , W 2 , . . . , W qK/P . A polynomial-time algorithm for this problem is claimed in [16] , but it is very complicated. We preferred to adopt a simpler approach which is much easier to implement and sufficient in practice.
The idea is to take a random sample of (say) T := 4000P 2 necklaces (each of length n). Sort the sample, and then divide it into P equal-sized segments. Modify the initial segment to start with W 0 = 0 . . . 0 and the final segment to end with W K−1 = 1 . . . 1. Thus, each processor has the same number K/P words to process, apart from a small sampling error which is negligible in practice. Also, we know the necklace starting each segment, so we can use Duval's algorithm to enumerate all necklaces in a segment.
We describe how to randomly sample the set of all necklaces of length n in such a manner that each necklace occurs in the sample with equal probability. Generate a random binary string of length n, and test (using Booth's algorithm) if it corresponds to a necklace. If so, the string is accepted. Otherwise, the string is rejected and we try again. The process is repeated until we have the desired number T of necklaces (not necessarily distinct). Clearly each necklace is equally likely to appear in the final list. Since the probability that a random binary string is a necklace is close to 1/n, the number of random binary strings that are needed is of order nT . What we have described is, in fact, a simple example of Von Neumann's rejection method, first described by Forsythe in [19] . Other examples may be found in Devroye's book [8] .
Computational results
In Tables 1-2 we give computational results for the maximal determinants D 01 (n) of {0, 1}-circulants of order n ≤ 49. The third column of each table gives the ratio D 01 (n)/U 01 (n), where D 01 (n) is the maximum of | det(B)| for {0, 1}-circulants B of order n, and U 01 (n) is an upper bound on D 01 (n).
Similarly, in Tables 3-4 we give computational results for the maximal determinants D ±1 (n) of {±1}-circulants of order n ≤ 48. Here the third column is the ratio D ±1 (n)/U ±1 (n), where U ±1 (n) is an upper bound on D ±1 (n).
In Tables 3-4 we scale the determinants of {±1}-circulants by dividing by the known factor 2 n−1 . In the last column of Table 3 , "−" and "+" are used as abbreviations for −1 and +1 respectively. The bounds U 01 (n) and U ±1 (n) are defined as follows. Let
Then HBE(n) is an upper bound on | det(A)| for {±1}-matrices A of order n.
The case n ≡ 0 mod 4 is due to Hadamard [14] ; the case n ≡ 2 mod 4 is due to Ehlich [10] and Wojtas [28] ; and the remaining case (n odd) is due to Barba [3] , Ehlich [10] , and Wojtas [28] . We do not use Ehlich's slightly sharper, but more complicated, bound that applies when n ≡ 3 mod 4. For this bound, see Ehlich [11] or Orrick [20] .
In view of the discussion in §1, we take U ±1 (n) := 2 n−1 HBE(n)/2 n−1 and U 01 (n) := HBE(n + 1)/2 n .
It is an open question whether D ±1 (n) attains the bound U ±1 (n) for any n > 13. (If we restrict attention to the cases n ≡ 0 mod 4, this is the circulant Hadamard problem.) On the other hand, D 01 (p) = U 01 (p) for all primes p ≡ 3 mod 4. This follows from the first Paley construction [22] , which constructs a Hadamard matrix of order p+1 with a circulant submatrix of order p. Inspection of Tables 1-2 reveals that D 01 (n) = U 01 (n) in some other cases, specifically n ∈ {1, 2, 4, 15, 35}. Table 2 extends the list of D 01 (n) values given for n ≤ 37 in OEIS A086432 and the associated b-file [1] . Table 4 extends the list of D ±1 (n)/2 n−1 values given for n ≤ 28 in OEIS A215897 [2] . This implies a corresponding extension for OEIS A215723, which lists the unscaled values D ±1 (n).
As an indication of the time required to compute the tables, we note that the computation of D 01 (46) using our parallel program (implemented in C using GMP [13] ) took 1394 processor-hours (87.1 hours × 16 processors) using a 2.6 GHz Intel Xeon E5-2697A. The computation times for other orders n may be estimated as they are roughly proportional to 2 n . For verification, all the values given in the tables for orders n ≤ 46 were computed at least twice, using different programs and/or different prime moduli p.
Some conjectures
In this section we discuss, and disprove, some plausible conjectures.
Conjecture A
From the third column of Table 1 , the determinant of a {0, 1}-circulant can attain the upper bound U 01 (n) in the cases n ∈ {1, 2, 3, 4, 7, 11, 15, 19} . The Paley construction explains this for n = 3, 7, 11, 19, and larger cases where n is a prime and n ≡ 3 mod 4. However, it does not explain the case n = 15 = 3 × 5. Also, the upper bound is not attained for n = 27 = 3 3 . Thus, a plausible conjecture is that the upper bound can be attained whenever n ≡ 3 mod 4 is square-free. A weaker conjecture would replace "square-free" by "product of at most two distinct primes". Some support is provided by the computation for n = 35 = 5 × 7, where we find that D 01 (35) = U 01 (35).
Our computation for n = 39 disproves these conjectures, since 39 = 3×13 is a product of two distinct primes, but D 01 (39) < U 01 (39).
Conjecture B, case [0, 1]
When considering maximal determinants of matrices with real elements in the interval [0, 1], we can see that the maximum occurs at extreme points of the polytope. 7 To prove this, we need only note that the determinant det(A) of a square matrix A = (a j,k ) is a linear function of each variable a j,k considered separately. Thus, if a local maximum of det(A) occurs for some a j,k ∈ (0, 1), we can replace a j,k by (at least one of) 0 or 1 without decreasing det(A).
This argument does not apply if A is restricted to be a circulant of order n > 1, because then the free parameters are just the elements a 0 , . . . , a n−1 of the first row of A, and det(A) is not a linear function of each a j considered separately. For example, if n = 2 we have det(A) = a 2 0 − a 2 1 . Nevertheless, inspection of small cases suggests the conjecture that the maximum of | det(A)| occurs at extreme points of the n-dimensional polytope.
We were unable to prove the conjecture, so wrote a program to check it numerically, and found that, in general, the conjecture is false.
The idea is as follows. Consider all possible circulants A of order n with entries in {0, 1}. If det(A) = ±D 01 (n), check if a small perturbation of a 0 towards the interior of the polytope would increase | det(A)|. Although such behaviour is rare, it does occur. 8 The smallest examples occur for n = 9. Consider A = circ(a 0 , . . . , a 8 ) with (a 0 , . . . , a 8 ) = (0, 0, 0, 1, 1, 1, 1, 0, 1). We have det(A) = 95 = D 01 (9), but ∂ det(A)/∂a 0 = 9. If a 0 = ε for some small ε, then | det(A(ε))| = 95 + 9ε + O(ε 2 ), so | det(A(ε))| > 95 for sufficiently small ε > 0. In fact, | det(A(0.241))| > 96.757.
For n = 10, an example is A = circ(0, 0, 1, 0, 0, 1, 1, 1, 1, 0), det(A) = 275. Replacing a 0 by ε = 0.112, we obtain det(A(ε)) > 279. 4 .
We found examples of such behaviour for n = 9, 10 and no other n < 48. However, our search for interior extrema was not exhaustive, so there may be other n < 48 for which the maximum determinant does not occur at an extreme point of [0, 1] n .
Conjecture B, case [−1, 1]
Replacing [0, 1] by [−1, 1], we find similar behaviour for n = 2, 9, 10, 11, 18, 22 and no other n < 48. The case n = 2 is trivial because, for circulants of order 2 over S ±1 , we necessarily have det(A) = 0 at the extreme points (a 0 , a 1 ) = (±1, ±1).
The other cases are non-trivial. For example, if n = 9, consider A(ε) := circ(1 − ε, 1, −1, 1, −1, −1, 1, 1, 1).
We find that det(A(ε)) = 6912 + 4608ε + O(ε 2 ), so sufficiently small ε > 0 gives det(A(ε)) > 6912 = U ±1 (9). Indeed, we can take ε = 1, as det(A(1)) = 8582 > 6912.
If n = 10, we find that det(circ (1 − ε, −1, 1, 1 Since 215055782117376 = U ±1 (22) = 2 21 × 102546588 (see Table 4 ), we have | det(A(0))| > U ±1 (22) . As before, our search was not exhaustive, so there may be other n < 48 for which the maximum determinant does not occur at an extreme point of [−1, 1] n . order
