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Cf skin friction coefficient -
cm mean piston speed m/s
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G Ghent
h convective heat transfer coefficient (eq. (3.1),
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Nederlandse samenvatting
–Summary in Dutch–
De transportsector spendeert jaarlijks grote budgetten aan de zoektocht naar
alternatieven voor de fossiele brandstoffen, die nog altijd 96% van de huidige
brandstofmix uitmaken. Er wordt daarenboven gestreefd naar een daling van
de uitstoot van schadelijke deeltjes en broeikasgassen om de negatieve impact
op mens en natuur te verminderen. De verbrandingsmotor wordt daarbij vaak,
onterecht, niet beschouwd als duurzame en langetermijnoplossing, vooral op basis
van gedateerde rendementscijfers (rond 20%). Het rendement van de motor wordt
namelijk nog voortdurend verbeterd en waarden tot 57% zijn al aangetoond tijdens
laboexperimenten. Uiteraard moeten er duurzame brandstoffen gebruikt worden
opdat de motor een volwaardige langetermijnoptie zou zijn.
Waterstof en lichte alcoholen zijn beiden veelbelovende alternatieve brandstoffen.
Waterstofmotoren stoten mits een goede motorafstelling enkel waterdamp uit en
de verbrandingseigenschappen van waterstof laten het gebruik van verschillende
werkingstrategiee¨n toe waardoor een hoog rendement mogelijk is over het
hele belastingbereik. Ondanks deze vele voordelen wordt de doorbraak van
de waterstofmotor echter nog belemmerd door technologische beperkingen
betreffende de distributie en opslag van waterstof. Lichte alcoholen hebben dan
net weer het voordeel dat ze als vloeistoffen grotendeels compatibel zijn met
de huidige brandstofinfrastructuur. Bio-ethanol is een gekend voorbeeld dat al
op grote schaal toegepast wordt, maar het zal nooit in voldoende hoeveelheden
kunnen geproduceerd worden door de zogenaamde biomassalimiet. Methanol
kan daarentegen wel de biomassalimiet overstijgen indien het als vloeibare
energiedrager van duurzaam geproduceerd waterstof gebruikt wordt.
De verbrandingsmotor is in de loop van de jaren uitgerust met heel wat nieuwe
technologiee¨n om een combinatie van een hoog vermogen, laag brandstofverbruik
en lage uitstoot te bekomen. Dat heeft ertoe geleid dat de optimalisatie van de
werking van de motor een zeer complex proces geworden is met veel af te stellen
parameters. Simulatiecodes zijn dan ook een onmisbare ontwikkelingstool, omdat
ze toelaten om snel de invloed van verschillende combinaties van die parameters
te testen. Het warmteoverdrachtsmodel is een zeer belangrijk onderdeel van
die tools aangezien de warmteverliezen naar de wand een invloed hebben
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op alle drie de optimalisatiedoelstellingen (vermogen, verbruik en uitstoot).
Ondanks het belang van het model, zijn er de voorbije jaren geen significante
verbeteringen gevonden. Dit staat in schril contrast met de enorme technologische
ontwikkeling van de motor zelf. Het warmteoverdrachtsmodel moet dus verbeterd
worden om nauwkeurigere simulaties te bekomen. In de literatuur worden
de warmteoverdrachtsmodellen ondermeer onnauwkeurig bevonden voor een
alternatieve brandstof zoals waterstof. De nauwkeurigheid van de modellen voor
alcoholen is zelfs helemaal nog niet onderzocht. Er is dus duidelijk nood aan een
nieuw model voor de warmteverliezen in een verbrandingsmotor.
Dit doctoraatsonderzoek focust op het bestuderen van het effect van verschillende
alternatieve brandstoffen op de warmteverliezen in een vonkontstekingsmotor.
Het doel van het onderzoek is om belangrijke stappen te zetten richting
een brandstofonafhankelijk model, dat het effect van een brandstof kan
voorspellen ook al is het model niet voor die specifieke brandstof gevalideerd.
Om modelvoorspellingen te valideren zijn nauwkeurige warmteverliesmetingen
(warmteflux) nodig. Het onderzoek besteedt bijgevolg veel aandacht aan
het uitdenken van een correcte meetmethodologie. Het bekomen van een
database met metingen is een tussenliggende doelstelling van dit doctoraat.
Warmtefluxmetingen in een motor zijn echter niet vanzelfsprekend, doordat de
sensor een snelle respons moet hebben en bestand moet zijn tegen hoge druk- en
temperatuurschommelingen. Het ontbreken van recente metingen in de literatuur
is trouwens de voornaamste oorzaak waarom de warmteoverdrachtsmodellen zo
weinig gee¨volueerd zijn. De begindoelstelling van dit doctoraat is dan ook de
implementatie van een nauwkeurige meettechniek in een testmotor in het labo.
Op basis van een literatuuroverzicht was het niet mogelijk om de beste sensor
te selecteren. Daarom werden er drie sensoren geı¨mplementeerd en vergeleken:
de HFM (heat flux microsensor), de eroding ribbon en de TFG (thin film
gauge) sensor. De eerste levert een directe fluxmeting, terwijl de andere twee
de ogenblikkelijke wandtemperatuur opmeten. Die wandtemperatuur moet dan
met een signaalverwerking omgezet worden in de beoogde warmteflux. De
sensoren werden vergeleken op basis van metingen in twee kalibratieopstellingen
en in de testmotor. De sensoren werden beoordeeld op basis van hun respons,
nauwkeurigheid en de mate waarin ze kunnen weerstaan aan de verbranding. De
HFM kwam daarbij duidelijk als beste sensor naar voor.
In een volgende stap werd de HFM sensor gebruikt om de warmteflux in
de motor op te meten bij verschillende werkingscondities. De experimenten
werden ontworpen volgens technieken van ‘design of experiments’ (DoE) om
het effect van de verschillende factoren systematisch te onderzoeken over hun
volledige bereik. Twee soorten experimenten werden ontworpen om te kunnen
onderzoeken of de brandstoffen de warmteverliezen beı¨nvloeden doordat ze andere
gaseigenschappen hebben, of doordat ze andere verbrandingseigenschappen
hebben. Bij het eerste experiment werden verschillende inerte gassen in de
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motor geı¨njecteerd (helium, argon en koolstofdioxide) bij compressiewerking
om het effect van de gaseigenschappen te bestuderen zonder de invloed van
verbranding. Bij het tweede experiment werden verschillende brandstoffen
(waterstof, methanol en methaan) gebruikt om de bijkomende effecten bij
verbranding te bestuderen. Naast het effect van de brandstof, werd ook
het effect van vier instelbare motorparameters onderzocht (gasklepstand,
compressieverhouding, ontstekingstijdstip en mengselrijkheid). De resultaten
tonen aan dat de brandstof de warmteverliezen al kan beı¨nvloeden tijdens de
compressieslag, voornamelijk door het effect van de thermische geleidbaarheid
en de isentropenexponent. Tijdens verbranding blijken de motorparameters
gelijkaardige effecten te hebben voor alle brandstoffen. Het effect van de
mengselrijkheid is echter meer uitgesproken bij waterstof doordat die in bredere
grenzen gevarieerd kan worden. Waterstof zorgt bovendien voor een consistent
hogere convectieve warmteoverdracht aangezien eenzelfde warmteverlies optreedt
bij een lager temperatuurverschil tussen gas en wand. De resultaten tonen dus aan
dat waterstof een zeer interessante brandstof is om de fysische oorzaken van een
wijziging in het warmteverlies te bestuderen.
In een laatste stap werd een nieuw warmteoverdrachtsmodel gevalideerd op basis
van de bekomen meetset. Dit model steunt net als de standaard modellen op
de Reynoldsanalogie, die een verband beschrijft tussen het Nusselt-, Reynolds-
en Prandtlgetal. Twee initie¨le aanpassingen werden aangebracht. Enerzijds
werden de gaseigenschappen correct berekend. Anderzijds werd een 2-zone
verbrandingsmodellering toegepast met een afzonderlijke berekening van de
gastemperatuur voor de onverbrande en verbrande zone. De resultaten tonen aan
dat de eerste verbetering toelaat om alle variaties in de warmteverliezen tijdens
de compressieslag nauwkeurig te voorspellen. De tweede aanpassing maakt het
mogelijk om beter het effect van het voortschrijdend vlamfront te modelleren wat
goede resultaten oplevert voor methaan. De vermelde aanpassingen leiden wel
nog niet tot een brandstofonafhankelijk model, omdat de verschillen met waterstof
en methanol nog niet voorspeld worden. Om dit te verbeteren werd er daarna
gezocht naar een meer correcte definitie van de karakteristieke lengte en snelheid
om beter het effect van de stroming op de warmteverliezen te modelleren. De finale
resultaten tonen aan dat met de voorgestelde definities een belangrijke stap richting
een brandstofonafhankelijk model is gezet. Vooral de variatie in de warmteflux
bij waterstof wordt veel nauwkeuriger voorspeld. Tenslotte worden er enkele
suggesties gedaan voor de verdere verbetering van de modelvoorspelling.
Er kan dus besloten worden dat het doctoraat de drie vooropgestelde doelstellingen
bereikt heeft. Een nauwkeurige meettechniek werd in de testmotor gerealiseerd.
Met die meettechniek werd een unieke database van warmtefluxmetingen bekomen
dankzij een zorgvuldige aandacht voor de meetmethodologie (DoE). Ten slotte
werd een nieuw model vooropgesteld dat een significante verbetering is ten
opzichte van de reeds bestaande modellen. Er werden daarenboven belangrijke
stappen gezet in de richting van een brandstofonafhankelijk model.

English summary
The transportation sector annually devotes large amounts of research budgets to
find alternatives for the fossil fuels which still represent 96% of the energy sources
in this sector. Furthermore, there is a need to reduce the noxious and greenhouse
gas emissions to limit the negative impact on the environment and people’s health.
The internal combustion engine is often unfairly dismissed as a long-term option
for mobility, mainly due to outdated efficiency numbers (around 20%). The
efficiency of an internal combustion is still being improved, with values up to
57% reported on lab scale. Clearly, alternative fuels need to be used to make it a
valuable long-term solution for transportation.
Both hydrogen and light alcohols are interesting alternative fuels. Hydrogen
engines have near-zero noxious and zero greenhouse gas emissions. Furthermore,
hydrogen allows a wide range of operational strategies which enables a high engine
efficiency throughout the entire load range. Although hydrogen offers a lot of
potential as a fuel, its breakthrough is currently prevented due to technological
limitations regarding storage and distribution. This is actually the advantage
of light alcohols. As liquids, they are more compatible with current fuelling
infrastructure. Bio-ethanol is well known since it is already being used on a
large scale. However, it will never be possible to produce enough quantities of
bio-ethanol due to the so called biomass limit. Methanol, on the other hand,
allows the potential to exceed the biomass limit if it is produced out of renewable
hydrogen.
Many technologies have been added to the internal combustion engine to obtain
lower fuel consumption and exhaust emissions, while maintaining a high power
output. Consequently, the optimisation of an internal combustion engine has
become a complex process with many tunable parameters. Simulation codes
are indispensable development tools since they allow to quickly investigate the
effect of different combinations of those parameters. The heat transfer model is a
key sub-model in those tools since the heat losses to the walls inside the engine
affect all three optimisation targets (power, efficiency and emissions). Although
it is an important model, no significant improvements have been achieved in
recent years. This is in contrast with the strong evolution in engine technology.
Consequently, modelling improvements are required to increase the accuracy of
engine simulation. The heat transfer models have in particular been reported to
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be inaccurate for an alternative fuel like hydrogen. Moreover, the heat transfer in
alcohol engines has not even been investigated yet. Consequently, there is clearly
a need to further investigate the heat transfer in internal combustion engines.
This doctoral work focuses on the investigation of the effect of different alternative
fuels on the heat transfer in spark ignition engines. The goal is to take significant
steps towards a fuel independent heat transfer model, which is capable of
accurately simulating the heat losses for other fuels than those used for the model
validation. Accurate heat transfer (heat flux) measurements are necessary to
validate model predictions, so this doctoral thesis devotes special attention to the
development of a measurement methodology. An intermediate goal is to obtain
a database with heat flux measurements. However, measuring the heat flux in an
internal combustion engine is not a mature technology due to the required response
time and robustness. The lack of accurate measurements is indeed the main reason
why no significant modelling improvements have been achieved. Consequently,
the first goal is to implement an accurate heat flux measurement technique in the
test engine in the lab.
Based on a literature review, it was not possible to select the best sensor, so
three heat flux sensors were implemented and compared: the HFM (heat flux
microsensor), the eroding ribbon and the TFG (thin film gauge) sensor. The
first sensor results in a direct heat flux measurement. In contrast, the other two
measure the instantaneous wall temperature and a signal processing method needs
to be used to convert that wall temperature into the heat flux. The sensors were
compared with measurements on two calibration rigs and inside a test engine. They
were evaluated based on their response, accuracy and robustness. The HFM was
evaluated as the best one for the current work.
Next, the HFM was used to conduct heat flux measurements inside the test
engine. The experiments were designed with techniques of design of experiments
(DoE) to systematically examine the effect of all factors over the entire parameter
space. Two kind of experiments were designed to be able to investigate whether
the fuel affects the heat losses because of varying gas properties or combustion
characteristics. First, different inert gases (helium, argon, carbon dioxide) were
injected in the engine under motored operation to look at the effect of the gas
properties without the influence of combustion. Second, different alternative fuels
(hydrogen, methanol and methane) were used under fired operation to examine
the effect of combustion. Four engine factors (throttle position, compression ratio,
ignition timing and mixture richness) were varied as well to explore their effect
in addition to that of the fuel. The results demonstrate that a fuel already can
significantly affect the heat loss during the compression stroke, mainly because of
a high thermal conductivity and heat capacity ratio. During combustion, the engine
factors have similar effects on the heat loss. However, the effect of the mixture
richness is more pronounced in the case of hydrogen since this fuel allows to vary
the mixture richness in a much wider range. Furthermore, hydrogen results in a
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consistently higher convective heat transfer because the same heat flux is observed
as for the other fuels, but for a lower temperature difference between the gas and
the wall. Consequently, hydrogen is actually a very interesting fuel to investigate
the physical effects on the heat losses in an internal combustion engine.
Finally, the obtained database was used to validate a new heat transfer model.
Similar to the standard models, the new model is based on the Reynolds analogy
which expresses the Nusselt number as a function of the Reynolds and Prandtl
numbers. It is demonstrated that significant improvements can already be
obtained by using accurate polynomials and mixing rules for the gas properties
in combination with a two-zone (unburned and burned) combustion model. The
first improvement allows to capture all the variations in the heat flux during the
compression stroke. The latter is required to capture the increase in the heat flux
at a certain location after the propagating flame front has passed over it. This
allows to capture most of the variation in the heat flux of methane. However,
they are not sufficient to obtain a fuel independent model since the differences
with hydrogen and methanol are not yet predicted. To improve this, the research
focused on the proper definition of the characteristic length and velocity to better
describe the effect of the in-cylinder flow on the heat transfer. It is shown that
the suggested characteristic length and velocity result in a significant step towards
a fuel independent heat transfer model. Especially the variation in the heat flux
on hydrogen during combustion is better captured. Finally some further possible
modelling improvements are suggested.
Consequently, the work achieved the three research goals. First an accurate
heat flux measurement technique was implemented in the test engine. Second,
a unique database of heat flux measurements was obtained by using a carefully
developed experimental methodology (DoE). Third, a new heat transfer model was
obtained which results in significantly more accurate results than the existing ones.




Problem and goal statement
1.1 The internal combustion engine as a sustainable
solution for transportation
The quest for alternative energy resources is a hot topic among policy makers,
industry leaders and customers. Furthermore, all stakeholders are aware that the
overall energy use needs to be reduced. On the one hand, there is a need to secure
the energy supply since the fossil oil reserves are limited and concentrated in a
few parts of the world. On the other hand, more sustainable solutions are required
since fossil oil based processes emit noxious and greenhouse gas emissions, being
a threat to the environment and the health of people. Making society less oil
dependent is not at all straightforward since it has already been a worldwide debate
for several decades. Solving the problem has even become more challenging due
to the recent financial and economical crisis and events like the nuclear accident in
Fukushima.
The transportation sector is responsible for an important share in the worldwide
energy use, see Fig. 1.1 [1]. The graph also shows that this sector in particular
is very oil dependent, since fossil oil still represents 96% of the current fuel
mix. Moreover, solutions found for stationary applications are not directly
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Figure 1.1: Transport is responsible for 26% of the worldwide energy consumption, mainly
consuming oil (95.8%) [1]
very challenging for this sector. Short term research focuses on the reduction of the
fuel consumption and the exhaust emissions of the vehicle. It is important to note
that large contributions can be achieved by small improvements on each vehicle
because of the large amount of vehicles sold every year. Mid- to long-term research
investigates alternatives for the current fossil fuels. Finding a single solution for all
transport modes will be very difficult, although, in recent years, electric mobility
has been claimed to be the only sustainable solution. However, this hype neglects
important limitations of electric vehicles, e.g. regarding scalability [2, 3]. The
internal combustion engine is often unfairly dismissed as a long-term option for
transportation. First, the engine itself is a sustainable technology because it is
made out of abundantly available and recyclable materials. Second, the engine
is always rejected based on outdated efficiency numbers (around 20%). The
energy efficiency of an internal combustion is still significantly being improved,
with values up to 57% reported on lab scale [4]. Even further improvements are
expected, e.g. from waste heat recovery systems [5]. Clearly, burning fossil fuels
in the internal combustion engine is not sustainable. Consequently, alternative
fuels need to be used to make the engine a sustainable technology and a valuable
long-term solution for transportation.
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Both hydrogen and light alcohols are interesting alternative fuels. Hydrogen is an
energy carrier with large potential if it is produced with renewable energy sources
[2, 3]. It is especially an interesting fuel because its combustion properties enable
a wide range of operational strategies, which allows a high efficiency throughout
the entire load range [6]. Moreover, hydrogen engines have near-zero noxious
and zero greenhouse gas emissions which makes them an attractive alternative
for the current drive trains. They have already been investigated for a long time
and several demonstration projects have been realised [7, 8]. However, limitations
regarding distribution and storage of hydrogen currently prevent a breakthrough
of the technology. This is actually the advantage of light alcohols. As liquids,
they are more compatible with the current fuelling infrastructure. Bio-ethanol is
the most well known one, being already applied on a large scale in e.g. Brazil
and the USA. However, it is produced out of biomass which limits its scalability
due to the so called biomass limit. In contrast, methanol can be synthesised
from renewable hydrogen in combination with CO2 from the atmosphere or flue
gases [9]. Consequently, methanol production can exceed the biomass limit.
Both ethanol and methanol are attractive fuels because they have interesting
physical and chemical properties that allow engines with high power outputs and
efficiencies [10]. Finally, transitions towards pure alcohol fuels are facilitated by
the fact that ternary blends of ethanol, methanol and gasoline can be formed for
which no adjustments in engine management are required [11, 12].
1.2 Heat transfer research is a key topic in engine
development
The internal combustion engine has become increasingly complicated because
a long list of technologies has been added to reduce the fuel consumption and
exhaust emissions. Therefore, there are many degrees of freedom to optimise the
engine. Furthermore, engine optimisation needs to deal with several trade-offs
in the aim for a combination of a high power output, a high efficiency and low
emissions. Consequently, it is a complex process and simulation codes have
become indispensable optimisation tools. The tools discussed in this work are
the so called thermodynamic models which allow the simulation of the entire
engine cycle in the order of minutes. The computational fluid dynamics (CFD)
tools require more computational efforts (order of days) and they are currently
more used to investigate local phenomena, e.g. the mixture formation around the
injector in direct-injection engines.
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The Ghent University Engine Simulation Tool (GUEST) is such a thermodynamic
code for spark ignition engines [13]. GUEST simulates the closed part of the
engine cycle, between intake valve closing time (IVC) and exhaust valve opening
time (EVO), see Fig. 1.2. It calculates the power output, efficiency and emissions
of the engine with the conservation equations for mass and energy. The tool is
built out of sub-models to be able to solve those equations, e.g. for the mixture
composition, the combustion, and the heat transfer among other things. To obtain
the trapped mass in the cylinder at IVC, it is coupled to a commercial simulation























Figure 1.2: The heat transfer model is an important sub-model within the Ghent University
Engine Simulation Tool (GUEST)
The heat transfer model calculates the amount of heat which is lost to the
in-cylinder walls as illustrated in Fig. 1.3. That heat transfer model is a key
sub-model, since the heat losses affect all three optimisation targets (power output,
emissions and efficiency). An accurate heat transfer model is especially required to
properly simulate the formation of oxides of nitrogen (NOx), being extremely gas
temperature, and hence heat loss, dependent. A difference in the peak temperature
of 10K can result in an order of magnitude difference in the amount of NOx
emissions.
To validate heat loss simulations, accurate heat transfer measurements inside
internal combustion engines are required. However, given the complex geometry
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Figure 1.3: The heat transfer discussed in this work is that from the combustion gases to
the in-cylinder walls
and the high pressure and temperature inside the engine, this is not a mature engine
measurement technique. As a consequence, few research groups around the world
have ever tried to conduct such measurements, especially in recent years. Due to
the lack of recent and accurate heat transfer measurements, no significant progress
has been achieved in heat transfer modelling. Commercial engine simulation tools
(e.g. GT-Power [14]) indeed offer heat transfer models that were validated more
than 40 years ago as the standard ones and recently published engine simulation
results further de onstrate that they are still the reference models [15–19]. The
heat transfer models clearly have not followed the evolution in engine technology
and fundamental improvements are needed to increase modelling accuracy [20].
Current models have in particular been cited to be inaccurate for new combustion
concepts like HCCI (homogeneous charge compression ignition) [21–23] and
alternative fuels like hydrogen [24, 25].
1.3 Heat transfer research on alternative fuels
The few heat transfer measurements reported in recent years were actually
conducted in hydrogen engines, because heat losses are especially important in
such engines. First, mainly NOx emissions can be formed since hydrogen is burned
with air, being temperature (and heat loss) dependent as mentioned above. Second,
the heat losses significantly affect the engine efficiency in the case of hydrogen
engines as shown by extensive research performed by teams working at Graz
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University of Technology and BMW [26–28]. Obtaining heat flux measurements
as such was not the focus in their work, because they aimed to find combustion
concepts for hydrogen engines which result in the maximum engine efficiency.
However, heat transfer measurements played an important part in the program
since the largest increases in engine efficiency were obtained by concepts that
resulted in a reduction in the heat losses. Heat transfer measurements at Tokyo
City University [29, 30] and cylinder pressure trace analyses at Argonne National
Laboratory [31] confirmed the importance of heat losses on the engine efficiency
in hydrogen engines. However, no progress was made in heat transfer modelling
and no sufficient accurate data is available in literature to validate new modelling
concepts. Measurements in engines on alcohol fuels have even not been reported
at all.
1.4 Research goals
Clearly, there is a need for significant developments in engine heat transfer
modelling and especially the effect of alternative fuels needs to be investigated.
Consequently, this doctoral work sets out to develop an improved heat transfer
model for thermodynamic simulation tools like GUEST. The focus will be on a
heat transfer model for spark ignition engines. It would be unrealistic to expect to
develop a model which would capture all the phenomena in the framework of one
doctoral thesis, because no significant progress has been reported in recent years
and it is a completely new topic for the research group. Given the expertise and
other projects of the research group, the first step is to focus on the development of
a model which captures the effect of different alternative fuels, mainly hydrogen
and methanol. The main goal is to demonstrate a methodology which allows to
really investigate the correctness of the physical foundations of the heat transfer
model. As a derived goal, the doctoral work sets out to take significant steps
towards a fuel independent model. Such a model should contain sufficient fuel
properties to capture the effect of fuels beyond the ones used in the validation.
It was already pointed out that accurate heat transfer measurements are required
to validate a heat transfer model. However, it was also mentioned that a heat
flux sensor for internal combustion engines is not a mature technology. As a
consequence, being able to conduct accurate heat flux measurements in an engine
in the lab and obtaining a measurement database will be crucial steps in the
research.
To investigate the effect of different fuels, the engine is run on hydrogen, methanol
and methane. However, it would be difficult to distinguish between the effect of
differences in the gas properties or combustion characteristics. Consequently, a
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second experiment was carried out to examine the effect of the gas properties
under motored operation. Under motored operation, the engine is driven by an
electric motor and the gases induced in the engine are compressed and expanded
without combustion taking place. This allows the investigation of the effect of
the in-cylinder flow and gas properties on the heat losses in the engine without
the influence of combustion. To vary the gas properties under motored operation
compared to air, different inert gases are injected in the intake manifold (helium,
argon and carbon dioxide). In addition to a variation in the fuel or gas, the effect
of different engine factors will be explored as well: the throttle position, the
compression ratio, the ignition timing and the mixture richness. To systematically
investigate the effects over the parameter space, the experiments are designed with
techniques of design of experiments (DoE).
In summary, three research goals are defined:
1. The implementation of an accurate technique to measure the heat transfer
inside a spark ignition engine in the lab.
2. Using the implemented technique to construct a database of heat flux
measurements which can be used to validate a heat transfer model. The
experiments focus on the investigation of the effect of different fuels, both
under motored and fired operation.
3. Developing a methodology to validate new heat transfer modelling concepts
with the available measurement database. The goal of this work is to take
steps towards a fuel independent heat transfer model.
1.5 Outline
Chapter 2 will first give a review of possible measurement techniques before it
will discuss the selected measurement equipment (sensor and test rigs). Next,
chapter 3 will present initial measurements in the test engine to compare the heat
loss of hydrogen and methane at identical engine loads. Those measurements will
also be used to evaluate the accuracy of the standard models for both fuels. The
experiments that were designed with DoE techniques to build the final validation
database will be presented in chapter 4. That chapter will also describe the
experimental investigation of the effect of the engine factors and gas properties
on the heat losses in the test engine under motored and fired operation. Finally,
chapter 5 will present the suggested validation methodology. It will then be used
to validate new modelling concepts with the entire measurement database. The
conclusions and outlook to future research will be given in chapter 6.

2
Development of a heat flux
measurement method for spark ignition
internal combustion engines
Quantitative research on heat transfer in a combustion engine can be done in three
ways. The first option is to use a heat balance. Such a heat balance was used
by Woschni [32] and only gives insight in time averaged heat flows in the engine,
although he used it to fit an instantaneous model (see chapter 3). The second option
is to mount a heat flux sensor in the engine that can measure the instantaneous heat
transfer at the gas-wall interface. The third option is to use optical measurement
techniques [33–35]. These optical techniques have some advantages, but they
are still not fully developed and cannot be implemented on the available research
engine because of the lack of optical access. Therefore, they will not be discussed
here. The first option is not suitable for the current research either, since instant
heat transfer data is needed. Consequently, the second option will be investigated.
The current chapter will first review the different sensor technologies that
could be implemented. The review will not allow to select the best sensor in
advance. Therefore, the current chapter will elaborate on the implementation and
comparison of several promising sensors. Based on the comparison, the best sensor
for heat flux measurements in spark ignition engines will be selected.
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2.1 Review of heat flux measurement methods
The heat released during combustion inside the engine is transferred to the
cylinder walls by convection and radiation. Radiation is only significant when
soot particles are formed during combustion. Since these are not present in port
fuelled spark ignition engines, radiation can be neglected here [36]. The heat is
further transported through the walls to the coolant by conduction. Several heat
flux sensors have been developed since Bendersky [37] presented his fast response
thermocouple. It is very difficult to measure the convective heat transfer inside the
combustion gases so all the methods measure it indirectly in the cylinder walls.
Furthermore, the methods measure the wall temperature and equation 2.1 is used
to correlate temperature and heat flux at the wall surface. Q is the heat transfer, A
is the surface area of the sensor body, k is the conduction coefficient of the sensor
material, T is the temperature and x is the distance measured from the inner wall
surface. The heat flux is defined as positive if it is directed from the gas to the wall.
Consequently, the heat flux is negative when the wall delivers heat to the gas.
q = Q
A
= −k · dT
dx
(2.1)
The temperature as a function of the location in the wall is calculated out of the
Fourier equation, given in equation 2.2, where α is the thermal diffusivity. The
derivative of the wall temperature at x = 0 is substituted in equation 2.1 to calculate
the heat transfer at the gas-wall interface.
∂T
∂ t
= α · ∂ 2T
∂x2
(2.2)
Two boundary conditions are necessary to solve equation 2.2 analytically. The
wall surface temperature (T1) as a function of time is the first boundary condition.
The temperature detector used to measure T1 needs to have a high frequency
response (order of kHz) to contain the high frequency component of the heat flux.
Furthermore, the temperature variation is smoothed quickly in the depth of the
wall (around 1mm), so it is essential to measure the temperature at the surface.
Both fast response thermocouples and RTDs (resistance temperature detector) have
been developed. The measured temperature trace is transformed into an analytical
expression with a Fourier analysis, the resulting expression for T1 is given in
equation 2.3 [38]. B1, Kn and Gn are the numerical coefficients of the Fourier
analysis and ω is the natural frequency of the signal.
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T1 = B1+ ∞∑
n=1Kn · cos(nωt)+Gn · sin(nωt) (2.3)
There are two possibilities for the second boundary condition. The first option is to
measure a second temperature in the cylinder wall (T2) at a known distance from
the surface as described by Annand [38]. This temperature measurement can be
carried out with standard, low frequency response temperature detectors, since the
high frequency component is very quickly damped in the wall. Consequently, a
constant temperature is assumed (T2 =B2). Furthermore, this approach assumes
one-dimensional heat transfer between the two temperature measurements. Care
has to be taken to ensure this one-dimensional heat flow, because two-and
three-dimensional effects can influence the accuracy of the measurement as
described by Buttsworth [39]. The obtained analytical solution of equation 2.2
is as follows:
q = k · (B1−B2)
X




n=1[(Kn+Gn) · cos(nωt)+(−Kn+Gn) · sin(nωt)] (2.4)
Where X is the distance between T1 and T2. The first term in equation 2.4 is the
steady state part of the heat flux and the second term is the transient part. Two
material properties of the sensor need to be determined. On the one hand, the ratio
of the thermal conductivity to the distance (k/X) is required to calculate the steady
state part. On the other hand, the so called thermal product (TP =√k·ρ ·cp) is
needed to determine the transient part.
The second option for the second boundary condition is to assume zero heat flux
at the instant that the gas temperature is equal to the wall temperature as described
by Woschni [40]. With this option, B2 is determined without measuring it. A
bulk gas temperature in the cylinder is needed, being calculated out of a pressure
measurement with the equation of state of an ideal gas. In this way only one
wall temperature measurement is needed, which simplifies the sensor construction.
Consequently, it is the preferred method in literature. However, there are some
doubts about the accuracy, since Lawton [41] and Nijeweme et al. [42] have
reported non-zero heat fluxes at the instant of equal wall and gas temperature.
An alternative for the analytical solution used in the two Fourier methods described
above, is the impulse response processing method of Oldfield [43]. This method
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is developed for heat transfer measurements in gas turbines and has already been
used by Wang et al. [44] in internal combustion engines. The method assumes
that the sensor is a linear time-invariant system of which the surface temperature
is the input and the heat flux is the output. The heat flux is determined out of the
measured surface wall temperature by taking the convolution of the temperature
and the impulse response of the sensor. This impulse response has to be determined
once for each sensor. This can be done with theoretical test functions based
on equation 2.2 [43] or with a calibration experiment [45]. The same thermal
properties (k and TP) need to be determined in the case an analytical test function
is used. There are two important drawbacks of this method. First, a linear system
is assumed, which implies that the material properties of the sensor do not vary
with temperature. The impact of this assumption will further be discussed in the
sections below. Second, the sensor is assumed to be at a uniform temperature when
the measurement is started (t=0). This is mostly not the case during measurements
in an internal combustion engine, because the measurement cannot be continued
in between the selection of different operation modes. Consequently, only the
transient part of the heat flux can be determined with the impulse response method
and the steady state part of the heat flux needs to be calculated with the two options
of the Fourier method described above.
In summary, the transient surface temperature of the cylinder wall always has to
be measured to determine the high frequency heat flux in an internal combustion
engine. Optionally, a reference temperature measurement at a certain depth can be
included. Several sensors have been developed for this purpose and they can be





An RTD is only used in the third group, which is then referred to as the thermistor
type. The following subsections will describe the sensor types in more detail
before a sensor choice will be made.
2.1.1 Coaxial Type
The two metals of the thermocouple are coaxially positioned and the junction is
formed by a thin layer on top, being the type developed by Bendersky [37] for gun
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bore temperature measurements. Ever since, many researchers, e.g. references
[46–50], have developed this type of sensor for heat flux measurements in internal
combustion engines. Figure 2.1 shows a typical design of the coaxial type surface
thermocouple. The centre wire (first thermocouple element) is coated with an
insulation and is put into a tube (second thermocouple element). The junction
between the two is formed at the top by plating it with a thin layer of metal (on the
order of 1µm thick).
Figure 2.1: The two thermocouple wires are coaxially positioned in the coaxial type sensor
[46]
If a reference thermocouple is added at a certain depth in the wall for the two
temperature Fourier method, one dimensional heat flow in the sensor is assured
by adding an insulating layer of ceramic [51] or air [52]. A special type of
the coaxial heat flux sensor, is that from Yoshida et al. [53]. Here, the two
temperature measurements are included in one coaxial design as shown in Fig. 2.2.
A thermocouple type T is used so it consists out of constantan and copper. The
main part is a constantan cylinder with two holes, the first goes entirely through
the cylinder and the second is a blind hole up to around 1mm from the surface. In
these holes, copper wires with ceramic insulation are inserted. The fast response
surface junction is formed by plating the top with a copper layer of 5 to 10µm.
The copper wire in the blind hole is spot welded to the constantan body to form
the reference junction. A ceramic insulation is also added around the constantan
body to ensure one-dimensional heat flow in the sensor.
2.1.2 Pair-Wire Type
Here, the two thermocouple elements are inserted into a tube (metal or ceramic),
which is not part of the thermocouple. The construction of this type of sensor is
illustrated in Fig. 2.3. Similar to the coaxial type, a fast response junction is created
by plating a metal layer on top of the tube, connecting the two thermocouple wires.
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Figure 2.2: The coaxial heat flux sensor designed by Yoshida et al. [53] includes a second
thermocouple junction at a distance x from the surface junction
Figure 2.3: The two wires of the thermocouple elements are inserted in a tube, which is not
part of the thermocouple in the pair-wire type [54]
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This type was used by Hohenberg et al. [55] and Wimmer et al. [54].
A more recent variation of the pair-wire type is the eroding ribbon thermocouple,
made by Nanmac Corporation. The two metal components of the thermocouple
are thin ribbons instead of wires (see Fig. 2.4). A micro junction between the two
components is formed by grinding the surface with sand paper. In theory, this
junction will be remade by the erosion of small particles in the combustion gases
so the sensor should have a high durability. Alkidas [56] and Rakopoulos and
Mavropoulos [57, 58] used this type for the surface temperature measurement and
added a standard thermocouple at a certain depth to build a heat flux sensor (see
top of Fig. 2.4).




This sensor is constructed by depositing thin layers (in the order of 100nm to
100µm) of different materials on top of each other. This is the only type where
both thermocouples and RTDs are used.
Thermocouple
Thin film thermocouples have a very high frequency response because of their
small thermal mass. These types were investigated by Kreider [59] and Annand
and Ma [60]. The latter used a vacuum deposition technique to put three different
layers of metal directly on the cylinder wall to form a surface thermocouple.
Vatell Corporation has developed a commercially available sensor of this type for
different applications: the heat flux microsensor (HFM, see Fig. 2.5) [61, 62].
The HFM has already been tested in internal combustion engines by Wimmer et
al. [54]. The HFM is actually a thermopile, which applies the same principle
of a temperature difference measurement within the sensor like for all the other
sensors. However, the temperature difference is now measured over a very thin
insulating layer, so several thermocouple pairs have to be put in series to obtain
a measurable signal. The advantage of this sensor is that Vatell has developed
calibration procedures to correlate the sensor output directly with the imposed
heat flux [63], so none of the signal processing methods described above are
required. The voltage to heat flux conversion is temperature dependent, so an
RTD is added to the sensor to provide the surface temperature. This RTD has a
very small thermal mass, so it is suited for the measurement of the instantaneous
wall temperature.
Figure 2.5: The heat flux microsensor (HFM) developed by Vatell Corporation is a film
type sensor
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RTD (thermistor type)
In the case an RTD is used for the surface temperature measurement, the sensor
is called a thermistor type. These type of sensors were developed for heat flux
measurements in gas turbines by the University of Oxford and they are called
thin film gauges (TFG). Two different construction methods of these sensors exist
of which a sketch is given in Fig. 2.6. First, the TFG can be deposited directly
onto a ceramic substrate, which needs to be inserted into the component of which
the temperature is to be measured. Second, the TFG can be deposited onto an
insulating layer, which can be glued to all sorts of surfaces. The first type is called a
single-layer sensor and the second type is called a double-layer sensor. An example
of the implementation of the first type for heat flux measurements in a gas turbine
is shown on the left side of Fig. 2.7. The second type is the only one which could
be used in any type of internal combustion engine, since there would not be enough
space to mount a ceramic insert. That type has already been used to measure the
heat flux on the piston and head of an internal combustion engine [34], see Fig. 2.7
at the right side. Frequency responses of up to 100kHz have been reported [64].








Figure 2.6: There are two types of TFGs, one directly painted on a ceramic substrate and
one deposited on a resistance layer that can be glued on any kind of surface
Figure 2.7: TFGs have been developed to measure the heat flux in gas turbines (on the left
[43]) and they have been demonstrated in internal combustion engines (on the right [34])
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2.2 Implemented heat flux measurement methods
Wimmer et al. [54] are the only ones who compared several sensors with each
other for research in internal combustion engines (both compression ignition and
spark ignition). They compared the HFM sensor with a coaxial type, a pair-wire
type and two different thermistor types. They concluded that the HFM was the
most accurate one, but that it had mounting limitations due to its large dimensions.
Next, the thermistor types were more accurate than the coaxial and pair-wire type.
The last two were, however, better suited for in-cylinder mounting because of
their smaller dimensions. A limitation of the comparison done by Wimmer et
al. is that they did not compare signal processing methods, only using the one
temperature Fourier method. This method could have influenced the conclusion
since it can lead to inaccuracies not caused by the sensor itself, as mentioned in
the beginning of the previous section. Consequently, based on the literature, it is
not possible to select the best sensor for the current research. Therefore, several
sensors were selected and implemented for an evaluation. Most of the sensors have
been produced for research purposes only and are not commercially available as a
consequence. The HFM and the eroding ribbon sensor are an exception.
Clearly, the HFM is a very promising heat flux sensor because it is cited to be the
most accurate one and no signal processing method is needed. The disadvantage
of this sensor is that it is quite large to mount inside an internal combustion engine
(diameter of 8.75mm). This is, however, not a problem on the test engine used
for this research which has three mounting possibilities that are large enough (see
below). Consequently, the HFM sensor will be evaluated, more specifically the
HFM-7 sensor. As mentioned above, it consists of a thermopile to measure the
heat flux and an RTD to measure the wall surface temperature. The Vatell AMP-6
amplifier was used as a current source for the RTD and as an amplifier for both
output signals.
Buttsworth [39, 45] showed that heat flux sensors with a second thermocouple
inserted in the eroding ribbon one are not very accurate because of
two-dimensional influences, even if complicated models are used to calculate the
heat flux. Consequently, the eroding ribbon sensor is not appropriate for the two
temperature Fourier method. However, it could prove to be suited for internal
combustion engine measurements if used together with the one temperature
Fourier or impulse response method. Therefore, this sensor will be evaluated as
well (K-type thermocouple).
A cooperation with the University of Oxford was initiated to include the TFGs
(thermistor type) in the comparison as well, since sensors of the film type are better
suited to assure one-dimensional heat flow. Furthermore, the impulse response
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method was developed together with these sensors. Although it was stated above
that the TFG on a ceramic material cannot be used in an internal combustion
engine, it could be mounted in the research engine because of its accessibility (see
below). Therefore, the two different types of the thin film gauge were constructed
for the evaluation. The one on a ceramic material, in this case Macor®, served as
the reference sensor because this is the one that is mostly used by the University
of Oxford. The one on a resisting layer, in this case Kapton®, is the one that could
be used to measure the heat flux in any type of internal combustion engine. The
implementation of the two TFGs is shown in Fig. 2.8, the one on Macor® is on
the left and the one on Kapton® is on the right. There are three TFGs on each
bolt. A thermocouple was also placed underneath the surface to have a reference
temperature measurement for the two temperature signal processing methods. To
acquire the signals of the TFG sensors, an amplifier and signal conditioning unit
of Oxford University was used. This device allowed to send a current through the
TFG sensors so that the voltage over the sensor could be measured to determine its
temperature. The signal conditioning module also contained an electrical circuit
that models the 1D Fourier equation in the case of a TFG on Macor® [65], so a
direct heat flux measurement was possible with this sensor.
Figure 2.8: Two types of TFG sensors were constructed, one on Macor® (left) and one on
Kapton® (right)
Finally, it was also decided to develop a sensor of the coaxial type based on that of
Yoshida et al. [53] to have at least one sensor of each type. No detailed description
on how to construct the sensor was available, so the required construction steps
were reinvented. The critical step in the construction was the deposition of the
copper layer on top of the sensor. This was performed at the department of Solid
State Sciences at Ghent University. Although successful measurement results were
obtained in the test engine, it was decided not to proceed with the development
because only 1 out of 10 depositions of the thermocouple junction at the top
were successful. The failure of the deposition was caused by a low accuracy in
the preparation of the surface. The copper wire which goes entirely through the
sensor body (at the left in Fig. 2.2) appeared to be insufficiently surrounded with
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insulation material. The copper layer that was deposited on top, was disconnected
at these locations as a consequence. If there were too much of these locations, no
thermocouple junction was formed.
In summary, the following sensors were tested:
• HFM
• TFG on Macor®
• TFG on Kapton®
• eroding ribbon
In addition to the sensors, all possible signal processing methods will be compared
in order to select the best combination of sensor and signal processing method. The
validity of the sensor and signal processing comparison would be limited if they
would only be compared in the test engine since the imposed heat flux is unknown.
Therefore, additional test rigs are needed in order to compare the sensors in a
more controlled environment. Ideally, these rigs should also allow to determine
the properties of the sensors that need to be calibrated, so the rigs will be referred
to as calibration rigs. The following section will first list the sensor properties that
need to be determined. Then, it will review existing calibration rigs in literature
before describing the rigs used in the current work.
2.3 Review of calibration rigs
2.3.1 Properties to be calibrated
The heat flux microsensor of Vatell is able to measure the heat flux (thermopile)
and the wall temperature (RTD). The thermopile gives a voltage output which is
directly proportional to the measured heat flux and the RTD has a resistance which
is temperature dependent. The sensitivity for both signals has to be calibrated,
being the ratio of the voltage to the imposed heat flux (in µVW/cm2 ) for the thermopile
and the ratio of the resistance to the temperature (in Ω/○C) for the RTD. Both
sensitivities were calibrated by Vatell, the first up to 40W/cm2 and the second up
to 200○C. Heat fluxes up to 500W/cm2 are expected in the test engine, so the
sensor will actually be used outside its calibration range.
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The TFG and eroding ribbon measure the wall temperature which is converted
into heat flux with signal processing methods. The sensitivity of the temperature
measurement has to be calibrated for both sensors, being the ratio of the output
voltage to the temperature for the eroding ribbon sensor (in µV/○C) and the ratio
of the resistance to the temperature (in Ω/○C) for the TFG. For the eroding ribbon
sensor, the standard calibration curve of a K-type thermocouple can be used, since
this is accurate enough (±1○C). For the Fourier methods, some thermal properties
of the sensor are needed as discussed above: the thermal conductivity and the
thermal product. This is also the case for the impulse response method if the
impulse response is calculated analytically. Furthermore, if a two temperature
method is used, the distance between the two temperature measurements has to be
known.
Finally, the response and rise time of the sensors have to be compared. Optionally,
the impulse response of the sensors can be determined experimentally instead of
calculated analytically.
2.3.2 Heat flux sensitivity
Several heat flux sources have been used in the literature to calibrate the sensitivity
of a heat flux sensor. The heat flux that is imposed on the sensor by the source has
to be known in advance or can be measured with a reference heat flux sensor. Rigs
with a radiative or convective heat source have been reported.
Radiative heat source
Knauss et al. [66] used a laser to calibrate the sensitivity of a heat flux sensor, but
only reported heat flux levels up to 10W/cm2. However, other laser rigs have been
used to evaluate the response of heat flux sensors, see further below. Furthermore,
high power lasers exist which should allow a heat flux level up to 500W/cm2. If
lasers would be considered, it will be challenging to determine the exact heat flux
level which is absorbed by the sensor. This will differ from the heat flux which
is radiated by the laser due to dispersion in the environment and reflection on the
surface of the sensor.
Convective heat source
Hager et al. [63] sent an airflow over an electrically heated plate where the heat
flux sensor was mounted. The heat flux was determined out of the electrical power
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that had to be sent through the plate to heat it up. They calibrated the sensitivity
of the heat flux sensor up to 0.35W/cm2. Holmberg and Diller [67] calibrated
the sensitivity of an HFM sensor in a shock tube. They filled one section with
helium until a diaphragm in the middle of the tube broke down. This generated
a shock wave towards the other end. The shock wave passed over the heat flux
sensor and generated a rapid change in the heat flux. They converted the measured
surface temperature from the HFM into a heat flux trace and used this to calibrate
the sensitivity of the heat flux signal of the HFM instead of measuring the heat
flux generated by the shock tube with a reference sensor. In order to do this,
they needed the sensitivity of the temperature signal of the HFM and the thermal
product of the sensor. These properties were calibrated by independent calibration
laboratories, but no details were given.
Conclusion
As mentioned above, the sensitivity should ideally be calibrated between
0 and 500W/cm2. However, the range for which the HFM has been calibrated
(0 to 40W/cm2) is higher than what is reported in literature. Furthermore, it would
be very challenging to determine the actual heat flux which is sent to the sensor,
even if a heat flux source with a sufficient power level would be found. One would
need to rely on a reference sensor which does not exist. Consequently, the sensor
is as accurate as possible and no rigs were selected with the intention to recalibrate
the heat flux sensitivity of the HFM.
2.3.3 Temperature sensitivity
As stated above, the standard calibration curve of a K-type thermocouple can be
used in the case of the eroding ribbon sensor. For the TFG, the sensitivity needs
to be calibrated for every sensor. The relationship between the resistance and
the temperature of the TFG is given in equation 2.5, with R0 being the reference
resistance at a reference temperature T0. α0 (in 1/○C) is the coefficient which
expresses the linear relationship between the resistance and the temperature, being
the property to be calibrated.
R = R0 · [1+α0 ·(T −T0)] (2.5)
The α0 of the TFGs can be calibrated in an oven or in a fluid bath of which
the temperature is controlled by a reference sensor. The wall temperature in
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internal combustion engines is expected to go up to 250○C so this is the ideal
calibration range of the sensors. The advantage of a fluid bath is its uniform fluid
temperature. The disadvantage is that the maximum temperature is limited by the
boiling temperature of the fluid. At the University of Oxford, α0 is calibrated up
to 80○C in a water bath [64]. Higher temperatures cannot be reached because
the water could locally start to boil at the heating elements. This would disturb
the uniformity of the water temperature. Higher temperatures can be reached
with an oven, but natural convection significantly disturbs the uniformity of the
air temperature and there is a thicker thermal boundary layer compared to a fluid
bath. Both disadvantages can be the cause of a significant temperature difference
between the reference temperature and that of the TFG. Especially the thermal
boundary layer is an issue because the wires at the back of the sensor cannot
withstand such high temperatures. Consequently, the bolt with TFGs cannot be
put entirely inside the oven and it has to be mounted in the wall of the oven to
bring the wires outside.
Figure 2.9 compares several calibration results of a TFG on Kapton® in a range
up to 80○C. Calibration results in a water bath (w) at Oxford and Ghent (G) are
given together with results in an oven (o) at Ghent. The calibrations are plotted
in chronological order. The error bars are equal to twice the standard deviation
on α0 given by the regression analysis. Figure 2.9 shows that the results in the
oven are not consistent. They seem to suggest an increase in α0 over time. The
calibration results in the water bath are much more consistent and the same results
(within the experimental uncertainty) are obtained as the initial one at Oxford.


























TFG on Kapton (yellow-brown)
Figure 2.9: The calibration results of the temperature sensitivity of the TFG (α0) in the
oven (G-o) are not consistent with the results in the water bath (G-w) and those obtained
at Oxford
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calibrations. Therefore, the water bath calibration will be used in the current
work, although the sensors can only be calibrated up to 80○C. This will be further
discussed at the end of this chapter.
2.3.4 Material properties
In literature, the material properties are mostly taken out of reference works where
they are given at atmospheric temperature. Some researchers did calibrate the
thermal product of the sensor by tuning it in order to measure the same heat flux
as the one imposed by a heat source. For this, the heat flux of the source needs to
be accurately determined. Radiative, convective and conductive heat sources have
been used in literature. Alternatively, the thermal conductivity, the density and the
heat capacity could be calibrated separately. However, this has never been done
before because the sensors are built out of at least three materials and it is difficult
to determine the actual thermal product that has to be used. This is especially
complicated since the exact location of the temperature measurement on those
materials (unknown) determines the thermal product that has to be used [68].
Radiative heat source
Gatowski et al. [69] used a tungsten-halogen lamp with a power of 500 W. They
changed the amount of radiation by varying the input voltage level applied to the
lamp. The heat flux imposed was measured with a reference slug calorimeter. The
sensors that had to be calibrated were coated (an absorptivity of .93 was estimated).
The thermal product of the sensor was tuned in order to give the same heat flux
as the reference calorimeter. The heat flux was varied between 3 and 10W/cm2.
Jackson et al. [52] calibrated the thermal product of their sensors with a transient
test rig. A 5kW tungsten lamp delivered the heat flux and a rotating chopper was
used to have a cyclically changing heat flux. The thermal product was tuned by
equalizing the maximum level of the transient heat flux with the level measured
under steady state conditions. Wimmer et al. [54] used a similar test rig but a
heated graphite plate was used to provide the heat flux.
Convective heat source
Piccini et al. [64] and Billiard et al. [70] used a hot air jet as heat flux source to
determine the thermal properties of different materials underneath a TFG. In the
rig, the air jet impinges onto the test sample with a TFG on top, see Fig. 2.10.
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Furthermore, a fast opening shutter was placed in between the test sample and the
hot air jet to create a step in the heat flux trace. A slug calorimeter was used to
measure the heat flux generated by the hot air jet and heat fluxes up to 3W/cm2
were reported. The measured temperature traces are compared to the analytical
solution for the single- or double-layered case to determine the material properties.
Figure 2.11 demonstrates this for a single-layer, where the slope of the bottom
curve indicates the thermal product. Only the thermal product was calibrated in
the case of a single-layer TFG. In the case of a double-layer TFG, both the thermal
product (of the two layers) and the ratio of the thickness over the conductivity (l/k)
of the top layer were calibrated.
A new direct-heat-flux gauge
Figure 2. A schematic diagram of calibration rig.
provides a jet of air with a maximum temperature of 650 C
at the exit of the gun. The velocity of the jet at exit is
22 m s−1. It takes about 20 s for the hot-air gun to reach the
working temperature of 650 C. The jet of air at the working
temperature was sucked away by the air-vent system and the
fast-release shutter further safeguards the test piece, which
remains at the initial temperature. When the jet achieves its
working temperature, the shutter opens in less than 5 ms.
The calibration technique described in this paper is based on
firstly calibrating the heat flux generated from the hot-air gun
by employing a calorimeter gauge and secondly exposing
a set of DHFGs mounted on a variety of materials to the
calibrated heat flux. The thermal properties of the DHFG
were then determined by analysing the histories of the surface
temperatures.
The heat flux to the DHFG under investigation was
measured using a calorimeter placed at the same position
as the test model. The calorimeter gauge is a thin copper
plate of 1.2 mm thickness with a thermocouple placed inside
the copper. Because the thermal conductivity of copper is
large, the temperature across the 1.2 mm of thickness can be
treated as uniform. The energy equation for the calorimeter
is
q D cl dT
dt
+ qL (18)
where q is the convective heat flux from the jet and , c and
l are the density, specific heat capacity and thickness of the
‘thin’ copper plate. qL is the heat loss from the calorimeter
due to lateral conduction, natural convection and radiation.
Figure 3 shows a typical temperature trace of the
calorimeter gauge under the hot-air jet. The initial portion
of the trace, for which the heat-loss term is small and thus
omitted, was used to find dT=dt . The convective heat flux
was then calculated from equation (18) under the assumption
that qL was zero.
The flow field under the jet is steady during the
calibration test. The heat-transfer coefficient is primarily
a function of the aerodynamic character of the flowfield
alone and thus can be assumed to be a constant value during
calibration. The local heat flux (q) is the product of the local
heat-transfer coefficient and the driving temperature, which
is the difference between the surface temperature (Ts) and the
adiabatic wall temperature of the gas (Taw) at that point:





















































Figure 4. A comparison between the original surface temperature
and the numerically corrected surface temperature versus time.
Depending on the distance between the hot-air gun and
the test block, different heat transfer coefficients and adia-
batic wall temperatures were obtained. The adiabatic wall
temperature was measured using a thermocouple at the same
position as the thin-film gauge and the typical value is 220 C.
The driving temperature (Taw − Ts) has to be constant
in order to generate a constant heat flux. However, during
the experiment the surface temperature Ts increases and the
heat-transfer rate is reduced in proportion to the reduction of
the temperature difference. The typical surface temperature
recorded by the thin-film gauge during the calibration is
shown in figure 4.
A superposition technique was applied to the measured
surface-temperature signal Ts , the response under the known
surface heat flux of q1 D h.Taw − Ts/, in order to construct
a surface temperature, Tw2.t/, that corresponds to a constant
heat-transfer rateq2.t/ D hTaw. Thus equations (16) and (17)
can be employed to deduce the thermal properties of the
DHFG insulating layer.
345
Figure 2.10: Piccini et al. [64] used a hot air jet to calibrate the thermal properties of the
test sample (instrumented model)
Conductive heat source
Jessen et al. [71] dipped the hea flux sensor i a fluid bath to determine its
thermal product. The thermal product of th fluid ((√k·ρ ·cp)2) and the initial
temperatures of the sensor (T10) and the fluid (T20) have to be known. The
temperature of the sensor and the fluid will eventually reach the same value (Tc)
and this temperature is measured. The thermal product of the sensor ((√k·ρ ·cp)1)
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Figure 2.11: The slope of the measured temperature trace (Twall) as a function of the
square root of time (
√
t) is used by Billiard et al. [70] to determine the thermal product
(TP)
Buttsworth [68] calibrated the thermal product using the same equation with two
different test rigs, a shock tunnel and a water droplet rig. In the first rig, a step in the
heat flux is created by a progressing shockwave. In the second rig, fluid droplets
are dropped onto the sensor to change the surface heat flux. He commented that
the TP value which is used for the signal processing actually depends on the time
scale, because a 1D heat flux is assumed and there will always be lateral effects.
The impact of these effects will differ depending on the time scale of interest: the
longer the time scale, the higher the impact of lateral heat flows will be. The TP
which is used in the 1D signal processing should be adjusted to take these lateral
effects into account. Consequently, TP should be determined for the time scale
of interest. However, according to this author, it is doubtful that the impact of
the lateral heat flows during the calibration will be the same as during the actual
experiment, e.g. in the engine, although the time scale might be comparable.
According to Buttsworth, the water droplet method can be used for time scales
in the order of ms, the shock tunnel for time scales in the order of µs. He assumed
a one dimensional conductive heat transfer in both methods to be able to use
equation 2.6, although the shock tunnel actually generates a convective heat flux.
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Conclusion
The material properties calibrated by Piccini et al. [64] will be used for the TFG
sensors. For the eroding ribbon sensor, the thermal product will not be calibrated.
It is assumed that the properties of stainless steel have to be used since the sensor
mainly consists of this material. The value found in ref. [72] (at 20○C) will be
used. A summary of the material properties used is given in Table 2.1.
Table 2.1: Material properties obtained by Piccini et al. [64]
Sensor Material
TP l/k(W/m2Ks1/2) (m2K/W)





eroding ribbon AISI 304 steel 7700 -
2.3.5 Impulse response, response and rise time
The heat flux and the surface temperature of the cylinder wall in a combustion
engine peak in a very short time. In a spark ignition engine, the steepest rise in
the heat flux is determined by the flame passage over the measurement position.
Consequently, the rise time requirement for the sensors is determined by the flame
propagation speed. For hydrogen, which results in the fastest flame propagation,
turbulent flame speeds up to 10m/s are reported [13]. Assuming a flame brush
thickness of 5mm [73], this results in a time of 500µs to go from the unburned
to the burned zone at a certain position on the wall. Consequently, a rise time of
around 500µs is required by the sensors. The response time of the sensors need to
be faster, in the order of 10µs. Consequently, a heat flux source has to be switched
on and off within 1µs so that the response time of the sensors can be tested. This
switching time has to be decreased to an order of 1ns if the impulse response of a
sensor has to be calibrated.
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Radiative heat source
Kovacs and Russell [74] used a flash tube to check the response time of their
coaxial thermocouples. A capacitor with a capacitance of 40µF, charged to 2000V
was discharged into the flash tube to generate a pulse of heat. The temperature of
the sensor increased about 15○C, but the level of heat flux that was generated was
not given. Gatowski et al. [69] and Hager et al. [63] used Bragg cells to chop a
laser beam. Only Gatowski et al. gave some details on the laser pulse. The laser
beam had a diameter of 120µm, the heat flux pulse had a rise time of 55ns and a
pulse width of 50µs. The laser beam was split up in two beams, one going to the
heat flux sensor and one going to a photocell. This allowed the comparison of the
response of the heat flux sensor to the trace measured with the photocell.
Convective heat source
Jackson et al. [52] and Wimmer et al. [54] compared the response time of different
sensors with the rigs discussed above in section 2.3.4. Both of them imposed a
pulsed heat flux trace by means of a rotating chopper.
Conclusion
Although Vatell claims that the HFM has a response time of 17µs, there were
concerns about its response time because of the large dimensions of the sensor.
Therefore, it was the intention to at least compare its response with the other
sensors. Initial measurements were conducted on the rig at the University of
Oxford used by Piccini et al. [64]. Based on those experiments, a new rig was
built which will be described in the following section. The advantage of this kind
of rig is that it could also be used to calibrate the thermal properties of sensors at a
later stage. However, this rig does not allow a calibration of the impulse response
of the sensors. This could only be achieved with a laser. Such a laser should
deliver a high power output and should be able to switch on within 1ns. Some laser
rigs available at Ghent University were tested, but none of the experiments turned
out to be successful. Consequently, the impulse response was not determined
experimentally. Instead, it was calculated analytically according to the methods
described in ref. [43].
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2.4 Measurement equipment
2.4.1 Hot-air-gun rigs
In contrast to the rig at the University of Oxford which was shown in Fig. 2.10, the
hot-air-gun is pointed upwards so that natural and forced convection work in the
same direction. Furthermore, the new rig can be adjusted in order to perform two
kinds of measurements. Both a single heat flux step (with shutter) and multiple
heat flux steps (with a rotating chopper) can be generated. The two resulting heat
flux traces are shown in Fig. 2.12. The sketch of the shutter version of the rig in
Fig. 2.13 shows that it consists out of two structures. The sensor and hot-air-gun
are mounted on the first structure and the shutter is mounted on the second one to
ensure that the vibrations generated by the opening shutter are not transferred to
the sensor. A picture of the chopper version of the rig is shown in Fig. 2.14. Here,
the chopper is positioned between the hot-air-gun and sensor on the first structure.
The two versions of the rig have been designed for two reasons. First, the sensors
are tested with two kind of signals, the chopper enabling a more dynamic test.
Second, there is a difference in the average temperature of the sensors between
the two experiments. On the shutter, the rise time is determined for the sensor
at atmospheric temperature, whereas it is determined at a regime temperature of
up to 300○C on the chopper rig. A disadvantage of these kinds of rigs is the
very unstable heat flux which is generated by the hot-air-gun. Consequently,








Figure 2.12: Heat flux traces imposed with the shutter (top) and chopper (bottom) rig
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Figure 2.13: The shutter rig contains a fast-opening-shutter in between the sensor and the
heat flux source to create a step in the measured heat flux trace
Figure 2.14: A rotating chopper is placed in between the sensor and heat flux source (on
structure 1 in Fig. 2.13) to create a periodically interrupted heat flux trace
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2.4.2 CFR engine
The engine used in this research is a four-stroke single-cylinder spark ignition
engine based on a CFR (Cooperative Fuel Research) engine operated at a constant
speed of 600rpm. A cross section is given in Fig. 2.15, showing the possible sensor
positions in the cylinder wall. It is equipped with port fuel injection (PFI) and has
a variable compression ratio. Two types of injectors are available in the intake
manifold, one for gaseous fuels and one for liquid fuels. The injection and ignition
is controlled by a MoTeC M4Pro engine control unit. The compression ratio has
to be kept below 10, because the moving piston would otherwise damage the heat
flux sensor. The details of the engine are given in Table 2.2. Halfway through the
research, the engine has been overhauled, resulting in slightly different properties.
Only some of the measurements in this chapter and those of chapter 3 were carried
out before the overhaul.
Figure 2.15: Cross-section of the CFR engine, P1: spark plug, P1-P4: sensor positions,
IV: intake valve, EV: exhaust valve
Table 2.2: Geometrical properties and valve timing of the CFR engine
Property before overhaul after overhaul
Bore 82.55mm 83.06mm
Stroke 114.2mm
Connecting rod length 254mm
Swept volume 611.7cm3 618.8cm3
IVO 17○CA ATDC 10○CA ATDC
IVC 26○CA ABDC 29○CA ABDC
EVO 32○CA BBDC 39○CA BBDC
EVC 6○CA ATDC 12○CA ATDC
32 CHAPTER 2
As the test engine is easily accessible, the heat flux sensors can be installed in three
different positions under fired operation (P2, P3, P4 as shown in Fig. 2.15). These
openings are at the same height on the cylinder liner and are equally distributed
around the circumference of the cylinder. The spark plug was placed in position
P1. The heat flux sensors could be mounted in P1 as well in the case of motored
operation, because of the absence of the spark plug.
In-cylinder pressure was measured with a water-cooled Kistler 701A piezoelectric
sensor (mounted in P4 or P2). Inlet and outlet pressure were measured with two
Kistler 4075A10 piezoresistive pressure sensors. The inlet pressure was used to
reference the in-cylinder pressure. Gas flows were measured with Bronkhorst
Hi-Tec F-201AC (gas) and F-106BZ (air) flow sensors. Liquid fuel mass flow rate
is measured gravimetrically. Finally, type K thermocouples were used to measure
coolant, oil and inlet and exhaust gas temperatures.
2.4.3 Data acquisition
All the signals were acquired with a National Instruments PXI system. For
the experiments on the CFR engine, crank angle resolved signals (heat flux and
pressure signals) were acquired synchronously with a PXI-6143 S-series card
every 0.5○CA (average sample rate of 7.2kHz) during 100 consecutive cycles.
Next, an instantaneous thermocouple measurement was performed synchronously
with the channels of the 6143 S-series card with a PXI-6251 M-series card. The
thermocouple signal conditioning was delivered by an SCXI-1102 unit which
allows a bandwidth of 10kHz. Finally, the other signals were not time critical
so they were averaged over time and acquired with a PXI-6224 M-series card at a
sampling rate of 1 Hz. For the experiments on the hot-air-gun rigs, the PXI-6143
S-series card was used at a sample rate of 100kHz.
2.4.4 Error analysis
An error analysis was conducted based on the methods described in [75] to
judge on the quality of the measurement results. The summary of the maximum
estimated experimental errors is listed in Table 2.3. The detailed description of the
analysis can be found in appendix A. For the errors on the measured heat fluxes
with the HFM and TFG sensor, a distinction is made between the different test
rigs.
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gas temperature Tg ±6%
convection coefficient h ±15%
work output Wi ±2.5%
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2.5 Evaluation of the implemented heat flux sensors
First, the sensors will be evaluated based on three criteria: response, accuracy
and robustness. Then, the possible signal processing methods will be evaluated
to result in the selection of the best combination of sensor and signal processing
method.
2.5.1 Sensor evaluation
Only results of the single-layer TFG will be presented, since measurements with
the double-layered one on the shutter rig indicated issues with the construction of
the sensor. The temperature traces of two TFGs and the thermocouple underneath
of such a measurement are plotted in Fig. 2.16. The construction of the sensor
is not as it should be, since the traces of the two TFGs start to diverge and the
thermocouple underneath rises higher than the temperature trace of both TFGs
at the surface. The first indicates that the thickness of the glue and Kapton®
layer underneath the two TFGs is not the same. The latter indicates that the
thermocouple could have punctured the thin layers on top of it. A second
indication of the last hypothesis is the fact that there is almost no delay between
the response of the thermocouple and that of the TFGs.
Response
The rise time of the sensors is measured on the two hot-air-gun test rigs. The
procedure to calculate the rise time is demonstrated in Fig. 2.17. The graph shows
the heat flux trace measured on the shutter rig with the HFM sensor. The HFM
measures a zero heat flux up to around 110ms. At that instant, a sudden increase
in the heat flux is measured because the shutter passes over the sensor, exposing
it to the hot air jet. After that instant, the sensor measures an average heat flux
of 16W/cm2 which is indicated by the red line. The graph shows that the heat
flux generated by the hot-air-gun fluctuates between 10 and 20W/cm2, which was
already mentioned above. This fluctuation is not caused by noise because it is
not visible in the heat flux trace during the beginning of the experiment. Green
markers are added in Fig. 2.17 at 10 and 95% of the average heat flux level. The
time difference between the two green markers is taken as the rise time of the
sensor. A measurement is only accepted if the first peak in the heat flux trace (red
marker) is higher than the average heat flux level. In some measurements, this is
not the case and only the second or third peak reaches the average heat flux level.
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Figure 2.16: Temperature traces measured with the double-layer TFG on the shutter rig
indicate issues with the construction, since the traces of the TFGs diverge and the
thermocouple underneath reaches a higher temperature

















Figure 2.17: The rise time is calculated between the two green markers which indicate the
10 and 95%level of the average heat flux (red line)
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The calculated rise time of those measurements would be erroneously high, so
those measurements are not included in the analysis.
Figure 2.18 compares the rise times measured on the shutter and chopper rig with
the HFM, TFG and eroding ribbon. The error bars denote the standard deviation
in the rise time based on 5 measurements. A chopper speed of 750rpm is used
because the velocity of the rotating chopper at the sensor position is equal to that
of the opening shutter in this case. The speed of the shutter was determined based
on the time delay in the response of two parallel TFG sensors (TFG1 and TFG3)
on the same bolt, as demonstrated in Fig. 2.19. The rise time of the HFM and
the TFG are the same on both rigs if the experimental uncertainty is taken into
account. Both sensors fulfil the requirement given above. In contrast, the eroding
ribbon sensor results in a higher rise time on the shutter rig compared to that on the
chopper rig. The only difference between the two rigs is the average temperature of
the sensor, as explained above. Consequently, the rise time of the eroding ribbon
seems to be temperature dependent. The eroding ribbon sensor only fulfils the































Figure 2.18: The rise time of the eroding ribbon is not consistent on the two rigs in
contrast to that of the HFM ant TFG
Next, it was tested if the measured rise times were actually those of the sensors. It
could be the case that it is influenced by the time it takes for the shutter or chopper
to fully expose the sensor to the hot air jet. Figure 2.20 demonstrates that the
rise time is not influenced by the chopper speed. The measured rise times do not
increase towards the lowest rotational speed of 250rpm, so they have to be the
actual rise times of the sensors. Consequently, the rigs are appropriate to assess
the rise times of the sensors for this application.









Figure 2.19: The opening shutter speed is estimated based on the time delay in the






























Figure 2.20: The measured rise times are not influenced by the chopper speed, so the
hot-air-gun rig is appropriate to test the actual rise times of the sensors
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Accuracy
The HFM served as the reference sensor on the hot-air-gun test rigs because it has
been calibrated up to 40W/cm2, being higher than the heat flux generated with
the hot-air-gun. Furthermore, it measures the heat flux with the highest accuracy,
see Table 2.3. The error on the heat flux measured with the TFG is caused by the
uncertainty on α0 and that on the material properties. The high error on the heat
flux measured with the eroding ribbon sensor is caused by the higher estimated
uncertainty on the material properties.
Figure 2.21 compares the measured heat fluxes on the shutter rigs at Oxford and
Ghent. The average heat flux level shown is from 5 repeated measurements. The
variation on the average measured heat flux over the repeated tests is within the
estimated experimental uncertainty. Consequently, the measurements on the rig
are reproducible. The instantaneous heat flux traces of the same measurements
are plotted in Fig. 2.22. The two graphs demonstrate that the heat flux level has
been increased from 5 to 20W/cm2 by switching the position of the hot-air-gun.
























Oxford rig Ghent rig
Figure 2.21: The HFM and TFG measure the same heat flux on all the shutter rigs, but the
error bars of the HFM and eroding ribbon do not overlap
if the experimental uncertainty is taken into account. The heat flux measured by
the eroding ribbon is significantly lower than that of the HFM, despite the larger
uncertainty. Clearly, the HFM shows the best performance regarding accuracy
given its lowest experimental uncertainty. The TFG performs as good, but its
uncertainty is estimated to be higher due to the material properties that need to be
determined. The eroding ribbon performs the least accurate because it measures a
lower heat flux and the measurement error is estimated to be higher. Furthermore,








































Figure 2.22: The eroding ribbon measures a lower heat flux compared to the HFM and
TFG, which measure the same heat flux on the test rigs at Oxford (O) and Ghent (G)
its trace contains more noise which is most clearly visible at the zero heat flux
level.
Figure 2.23 compares the heat flux traces of the three sensors under motored
operation at a compression ratio of 8. The pressure traces have been added to show
that the cylinder pressure was about 1 bar higher during the measurement of the
eroding ribbon sensor compared to the ones of the other two sensors. Although the
peak pressure was slightly higher, the eroding ribbon sensor again detects a lower
heat flux compared to the other sensors. The traces measured by the HFM and
the TFG agree well, there is only some discrepancy near the end of the expansion
stroke. Furthermore, both sensors capture the effect of the intake (0-180○CA) and
exhaust (around 540○CA) flow in contrast to the eroding ribbon sensor.
Figure 2.24 compares the measured heat flux traces with the three sensors for the
same engine operation point and at the same measurement position under fired
operation. In this case, there are larger differences between the sensors. The
peak value of the HFM and TFG now differ significantly and the TFG measures
a heat flux which is lower than that detected by the HFM. Next, the eroding
ribbon sensor results in unrealistically high heat flux levels for the low load at
which the engine was run. Consequently, the behaviour of the eroding ribbon is
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Figure 2.23: The eroding ribbon does not capture the intake (0-180○CA) and exhaust
(around 540○CA) phenomena which are visible in the HFM and TFG trace, and it
measures a lower peak heat flux, although the corresponding cylinder pressure was higher
(CR=8, WOT, P2)



























Figure 2.24: The eroding ribbon sensor detects unrealistically high heat flux levels for the
low engine load compared to the HFM and TFG (P4)
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other sensors whereas it detected a lower heat flux on the shutter rig and under
motored operation. The observations are confirmed in other positions and at other
load levels.
Robustness
The observations regarding this criteria will be discussed, but no attempt will be
made to express it quantitatively. The HFM has been extensively tested in the
research engine and it still works although it was operated at the limits of its
maximum pressure and temperature rating. The other sensors have not been used
as extensively as the HFM. The TFG on Macor® was tested the second longest
time without failure. However, after two years of intermittent testing, the TFGs on
the surface of the bolt started to corrode. Consequently, its results started to differ
more from those of the HFM compared to when it was new. This might be one
of the reasons for the discrepancy in Fig. 2.24. Recent comparisons between the
TFG and the HFM in the research engine under motored operation seem to confirm
this hypothesis. The heat flux traces of that comparison are plotted in Fig. 2.25.
The TFG now also measures a lower heat flux, whereas this was not the case in





















Figure 2.25: The latest experiments showed, in contrast to earlier results (see Fig. 2.23),
that the TFG measures a lower heat flux than the HFM, possibly due to corroding of the
sensors after extensive usage (CR=9, WOT, P2)
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earlier measurements under motored operation, see Fig. 2.23. The hypothesis is
further confirmed by the fact that the resistance of the TFG at room temperature
steadily increased over the entire test period, from around 30Ω to around 45Ω.
Although no results of the TFG on Kapton® were presented, the sensor has been
tested on the test rigs with the hot-air-gun and in the research engine. Those tests
showed the limitations of the adhesion layer which has to be used to put the TFG
on the aluminium substrate. The robustness of this layer will have to be improved
to make that version of the TFG more durable. The eroding ribbon sensor turned
out to be less durable than expected, since its junction was destroyed after almost
every test in the research engine. That junction can easily be renewed, but this has
an influence on the signal processing as described by Buttsworth [45].
2.5.2 Signal processing methods evaluation
Figure 2.26 compares the results of the different signal processing methods for
a TFG measurement under fired operation. All methods result in the same heat
flux. It was to be expected that the finite impulse response method (FIR) and
the two-temperature Fourier method (Fourier 2T) would result in the same heat
flux since both are based on equation 2.1 with constant material properties. A
difference could be expected when the impulse response of the sensor would be
determined experimentally instead of calculated analytically, but this could not be
tested here. Furthermore, there is no difference between the 2T and 1T Fourier
method. Consequently, no error is introduced if the steady state part of the heat
flux is determined based on the difference between the gas and wall temperature
instead of the temperature difference inside the sensor.
2.5.3 Selection of best method
Table 2.4 summarizes the sensor comparison. Clearly, the HFM is the most
consistent sensor. It scores the best on all three criteria. The sensor comparison
assured that the response of the sensor is at least as good as the other sensors,
although its dimensions are larger. Consequently, the HFM was used to conduct
the heat flux measurements in the research engine for the model evaluation.
Although the HFM sensor was selected to conduct the experiments for the current
work, it was unavailable during the period that the experiments under motored
operation of chapter 4 were planned due to a long term repair. Consequently, the
TFG on Macor® was used to conduct those measurements because the comparison
in Fig. 2.23 showed that it measured the same heat flux as the HFM. At that time,
the TFG on Macor® had just been constructed and calibrated at Oxford University.
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Figure 2.26: All signal processing methods result in the same heat flux trace (P4)
Consequently, these results were not affected by the possible corroding of the TFG
sensor. The deviation of the results compared to those of the HFM only started
to occur some months after those measurements under motored operation. The
heat flux for these measurements was obtained with the hardware box, no signal
processing method needed to be used. The measurements under motored operation
were the only ones conducted with the TFG sensor, the HFM was used to measure
the heat flux in all the other experiments.





Rise time ++ ++ ++ +
Accuracy ++ + − −−
Robustness ++ ++ − −
For future research, it will be important to extensively measure the heat flux in
other engines to extend the validation of the heat transfer model. Then, it will
no longer be possible to use the HFM due to its large dimensions. The thin film
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gauge showed to have the most potential as alternative to the HFM sensor. The
single-layer version performed well on all criteria and was even used to perform
measurements under motored operation. However, it started to be less accurate
after extensive usage. This demonstrates that it will be important to have a good
track of the sensor’s behaviour over its life time. For this, the sensor will have
to be calibrated in the water bath and compared to the HFM on the test rigs in
between engine experiments. Although the single-layer TFG showed to be the
most consistent, the double-layer TFG is the only version that could be used in any
type of combustion engine. The experiments with the double-layer TFG showed
that further developments will be required to optimize it for usage in an internal
combustion engine.
For this work, the α0 of the sensors was calibrated in a water bath. However, for
future work, calibrations will be required at higher temperatures to increase the
accuracy under fired operation. This will be an important part of the research since
the temperature of the double-layer TFG in the engine under fired operation went
up to 600○C. Such high temperatures are caused by the resistance layer which is
put underneath the sensors. This increases the signal to noise ratio but boosts the
surface temperature. It is only the top layer which is at such high temperatures
since the thermocouple underneath measured values up to 200○C. It will only be
possible to reach such high temperatures with oven calibrations. Current work
demonstrated that care will have to be taken to minimize the influence of the
boundary layer and natural convection inside the oven. The results will best
be compared with calibrations in a liquid bath in the region up to the boiling
temperature of the liquid. Liquids with higher boiling temperatures could be
investigated to increase the maximum temperature of the liquid bath calibration.
Regarding the signal processing, no difference between the methods was observed
in this work. However, the analysis of the different signal processing methods
was not the focus of this work, since the HFM turned out to be the best sensor.
Consequently, the comparison of the different signal processing methods should
be extended. Furthermore, it will have to be investigated whether the temperature
variation of the material properties has an influence. It was not yet possible to
investigate that in this work because the corroding of the TFG probably influenced
the results under fired operation as discussed above. It is to be expected that the
material properties can be kept constant during a single measurement and only
need to be varied between different engine operation conditions, because the wall
temperature only fluctuates up to 10○C during an engine cycle when the engine is
in a certain operation condition.
Finally, the sensor comparison clearly showed that the eroding ribbon sensor is
the least appropriate one for research in internal combustion engines, although it
HEAT FLUX MEASUREMENT METHOD FOR SI ICES 45
has extensively been used in literature. The results were obtained with a 1D signal
processing model which is mostly used for this sensor. The material properties
could have been calibrated, but this would not have solved the discrepancies.
Reducing the thermal product would improve the results under fired operation,
whereas it would worsen the results on the calibration rigs. It might be possible
to improve the results of the sensor with a more complicated 2D or 3D model as
suggested by Butssworth [45], but this was not investigated since the TFG sensor
showed to be a better alternative for the HFM.
2.6 Closure
This chapter discussed the implementation of a sensor to measure the heat flux
in a spark ignition engine. First, a literature review of possible methods was
presented. Based on the review, three sensors were selected for comparison: the
HFM, the TFG and the eroding ribbon sensor. The sensors were compared based
on their response, accuracy and robustness with measurements on two calibration
rigs and inside the test engine. The results showed that the HFM was the best
sensor to conduct the heat transfer measurements for the current research. For
future research, measurements will have to be conducted in other engines and it
will not be possible anymore to use the HFM due to its large dimensions. This
chapter showed that the TFG sensor is the most promising alternative one for
those measurements. However, some improvements will be required for which
suggestions were made in this chapter.

3
Evaluation of existing heat transfer
models
In chapter 1, it was mentioned that the heat losses in hydrogen engines have a
large effect on engine efficiency. This will further be demonstrated in this chapter
with measurements in the CFR engine, comparing the heat loss generated by the
combustion of hydrogen and methane. Then, the existing heat transfer models will
be reviewed. Finally, an evaluation of the existing heat transfer models for the
CFR engine will be described.
3.1 Heat transfer of hydrogen vs. methane
The heat flux generated by the combustion of hydrogen and methane is each time
compared at the same engine load, at a low and high level (for the test engine). The
imep (indicated mean effective pressure) of the low load is equal to 4.7bar, that
of the high load is 6.1bar. The comparison described below is for a compression
ratio of 8, but similar results were observed at other compression ratios. The way
the load is controlled differs between the two fuels. For hydrogen, the air-to-fuel
equivalence ratio (λ ) is varied at wide open throttle (WOT). For methane, the
mixture richness cannot be varied in a wide range. Therefore, a throttle had to
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be used in the intake manifold to vary the power output, keeping λ equal to 1.
Relevant measurement data is summarised in Table 3.1. The heat loss is expressed
in absolute terms (J) and as a percentage of the total energy content of the air-fuel
mixture.
Table 3.1: Information on measurement to demonstrate effect of heat loss on engine
efficiency
Fuel
Imep ηi Heat loss








Methane 26 386 27
The measured heat losses to the cylinder are plotted in Fig. 3.1, the traces of
hydrogen with a solid line and those of methane with a dotted line. The lowest
engine load is plotted in black, the highest in red. Different vertical lines are added
to indicate the ignition timing (IGN), which was each time at MBT (minimum
spark advance for maximum brake torque). The power output decreases by 23%
from the high load level to the low one. On hydrogen, the peak in the heat flux
trace is reduced by 80% if the load is reduced from 6.1 to 4.7bar. The total cycle
heat loss decreases from 597J to 235J, which is a reduction by 61%. In contrast,
the heat flux traces of methane remain almost identical and the total cycle heat
losses only decrease with 11% for the same reduction in the engine load. The
large reduction in the heat loss on hydrogen between the two load levels is indeed
reflected in the indicated efficiency (ηi) which increases from 23 to 29% because
of the significant reduction in the heat losses. The efficiency on methane remains
almost constant, so the small change in the heat loss does not affect the engine
efficiency for this fuel.
Next, a literature review of the existing heat transfer models will be given. The
existing heat transfer models have been validated for hydrocarbons and this section
clearly demonstrated that the heat transfer mechanism of hydrogen significantly
differs from that of a hydrocarbon fuel like methane. Consequently, measurements
in the CFR engine will be used to evaluate the two most widely used models for
the test engine.
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Figure 3.1: The increase in the heat loss from low load (4.7bar) to high load (6.1bar) is
significantly higher on hydrogen than on methane
3.2 Review of existing models
There are two approaches to model the heat transfer inside an internal combustion
engine. Although the heat transfer process inside an engine is transient in reality,
the first modelling approach assumes it to be quasi-steady. As a consequence,
the convective component of the heat flux (q) can be described by a convection
coefficient (h), defined in equation 3.1.
q = h ·∆T (3.1)
Where ∆T is the difference between the bulk gas temperature (Tg) and the average
wall temperature (Tw). Consequently, as defined previously in chapter 2, the heat
flux is positive if it is directed from the gas to the wall and negative if the wall
delivers heat to the gas.
The second approach does not assume the heat transfer to be quasi-steady. In
contrast, it solves the unsteady one-dimensional energy equation of the boundary
layer according to the theories of Pfriem [76] and Elser [77]. This approach has
been applied by Lawton [41] to model the heat transfer for motored conditions
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and by Kleinschmidt [78] and Buttsworth et al. [79] for fired conditions. However,
assumptions have to be made that are hard, or even impossible, to evaluate (e.g. the
variation of the boundary layer thickness and energy source term during the cycle).
Moreover, these models have not yet been demonstrated to result in more accurate
predictions than the ones of the first approach. Consequently, the quasi-steady
approach is mostly used and it will be the focus of this work.
The underlying assumption of all the quasi-steady models in literature is the
Reynolds analogy [80], which describes the analogous behaviour of heat and
momentum transfer. The analogy defines the Stanton number (St) and relates
the heat transfer coefficient (h) to the skin friction coefficient (Cf), using the free








The Stanton number groups the Nusselt, Reynolds and Prandtl number which are
defined in the following equations:
Nu = h ·L
k
(3.3a)








L is the thickness of the hydraulic boundary layer, k is the thermal conductivity,
α is the thermal diffusivity and ν is the kinematic viscosity. Reynolds derived
this relation out of the boundary layer equations for laminar forced flow over a
solid surface, assuming the Prandtl number to be equal to 1 and neglecting form
drag. The more well known relation between the Nusselt and Reynolds number is
derived from the Reynolds analogy in equation 3.5, using the Blasius solution [80]
for the skin friction coefficient (given in equation 3.4).





Nu = 0.332·Re 12 (3.5)
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Polhausen [80] extended this equation for cases where the Prandtl number differs
from unity (given in equation 3.6) and Colburn [81] adjusted equation 3.2 to
correspond with the Polhausen solution (see equation 3.7). Thus, equation 3.6
is derived from equation 3.7 if the Blasius solution for the skin friction coefficient
is used.








Annand [38] was the first to propose a dimensionally consistent heat transfer model
for internal combustion engines based on the Polhausen extension of the Reynolds
analogy in equation 3.6, by keeping the form of the equation and by looking for
the appropriate parameters a, b and c.
Nu = a ·Reb ·Prc (3.8)
He suggested to use the cylinder bore (D) and the mean piston speed (cm) for the
characteristic length (L) and velocity (V), respectively. He neglected the Prandtl
number effect to reduce calculation efforts at that time (1960’s . . . ), since it is
almost constant and around 0.7 for most of the gases. Annand fitted the model
to the heat transfer measurements of Elser [77] and concluded that parameter a
should have a value between 0.35 and 0.8 and that b should be equal to 0.7.
Parameter a depends on the engine geometry and charge motion. Therefore, it
can be used as a scaling factor to fit the model to a certain engine. Annand and Ma
[60] tried to improve the first model of Annand by including a time derivative of
the gas temperature, but could not provide enough evidence of the improvements.
Consequently, the first model of Annand has been used ever since.
A second widely used model is that of Woschni [32], who followed Annand
and based his model on equation 3.6, also with the Prandtl number lumped into
the parameter a. Woschni’s model mainly differs from that of Annand on three
aspects. First, Woschni took parameter a and b from models which describe the
heat transfer of flows in tubes (a = 0.045, b = 0.8), where a is an order of magnitude
lower compared to that of Annand. Second, he made assumptions on the gas
properties, listed below, to convert equation 3.1 and 3.6 into equation 3.9 (as
described in ref. [82]) in order to calculate the heat flux as a function of only the
cylinder bore, the characteristic velocity, the cylinder pressure and temperature.
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• ρ ∼ p/T
• k ∼ T0.75
• µ ∼ T0.62
q = aWo ·D−0.2 · p0.8 ·V 0.8 ·T−0.53 ·(Tg−Tw) (3.9)
The last two assumptions made by Woschni in the derivation of equation 3.9 are
only valid for air, so the extrapolation of the model to other gases is actually not
justified. The expected errors on the thermal conductivity and viscosity for the
fuels considered in this work (H2, CH4 and CH3OH) are visualised in Figs. 3.2
and 3.3. The plotted traces are for stoichiometric fuel-air mixtures (λ = 1). The
values of the pure fuel only matter up to a temperature of around 700K, since
higher temperatures only occur in the burned gases. To indicate the differences in
the burned gases, values for water vapour and carbon dioxide are added. Figure
3.2 shows that negligible errors are expected in the case of methane and methanol.
The thermal conductivity of the pure fuel is higher than air in both cases, but
the amount of fuel is limited to around 10vol%. In contrast, high errors (up to
100%) are expected on the thermal conductivity in the case of hydrogen, because
the thermal conductivity of hydrogen is significantly higher and the amount of
fuel goes up to 30vol%. In the burned gases, errors are expected as well, because
the thermal conductivity of water vapour is significantly higher, being the main
reaction product in the case of hydrogen. The error will not be as high as indicated
by the water vapour curve, since there is a large amount of nitrogen which has
similar values compared to air. Figure 3.3 shows that the errors on the effect of the
dynamic viscosity are expected to be small. Near peak temperatures, a significant
error is expected in the burned gases due to the underestimation of the value for
water vapour. Finally, due to the assumptions, the parameter in front of equation
3.9 is not dimensionless anymore, so care has to be taken when the calculations
are done with the variables in other dimensions than those used by Woschni. Its
dimensions and value if Woschni’s or SI units are used are given in equation 3.10.
aWo = 110,[kcalh · ( kpcm2 )0.8 · s0.8m2.6 ·K0.47] (3.10a)
aWo,SI = 0.012991,[W ·Pa0.8 · s0.8m2.6 ·K0.47] (3.10b)

















































Figure 3.2: Woschni’s assumption about the temperature dependence of the thermal












































Figure 3.3: Woschni’s assumption about the temperature dependence of the dynamic
viscosity only results in errors in the burned gases near high temperatures
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The third and most important difference between the model of Woschni and that
of Annand is the characteristic velocity. Woschni stated that it has to have an
additional term representing the effect of the combustion on the heat transfer and
he added the pressure difference between the fired and the motored case. The
resulting characteristic velocity is given in equation 3.11.
V = c1 ·cm+c2 · Vs ·Trpr ·Vr ·(p− p0) (3.11)
With:
• c1 = 6.18 during the scavenging period and c1 = 2.28 during the
compression, combustion and expansion period
• c2 = 0 during the scavenging and compression period and c2 = 3.24·10−3
during the combustion and expansion period, [m/s○C]
• subscript r denotes a reference state where volume, pressure and temperature
are known
• p0 is the in-cylinder pressure under motored conditions
A third model is that from Morel et al. [83], which was adopted from the one
they proposed for diesel engines [84]. Morel et al. stated that the heat transfer
models at that time had two main shortcomings. First, the models do not accurately
describe the key fluid motions responsible for convective heat transfer. Second,
they should include spatial variation. The proposed model is also based on the
Reynolds analogy, although Morel et al. claim it not to be. The confusion arose
because they start from equation 3.7 instead of equation 3.6. The model of Morel
et al. differs from that of Annand in five ways. First, a different solution for the skin
friction coefficient is used (based on turbulent flow in pipes and given in equation
3.12), resulting in a different value for a and b. Second, the characteristic length
is taken to be equal to the boundary layer thickness, although it is not stated how
this is exactly calculated. Third, Morel et al. used a two-zone combustion model
to separately calculate the gas temperature of the unburned and the burned zone.
Fourth, different wall temperatures are defined across the cylinder surface. Finally,
the heat transfer model is coupled to an in-cylinder flow model. That flow model
divides the cylinder in four zones which are treated like individual computational
nodes in CFD tools. Consequently, the Navier-Stokes equations are calculated for
the mean motions and scale effects smaller than that of the zone scale are lumped
into turbulence. A k-ε model is used to calculate transport equations for the
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turbulent kinetic energy (k) and dissipation rate (ε) in each zone. The resulting root
mean square turbulent velocity (u′ =√2·k/3) and axial and tangential components
of the gas velocity (vx and vy) are used in the characteristic velocity of the heat
transfer model, see equation 3.13.





V =√v2x +v2y +u′2 (3.13)
Furthermore, many authors (e.g. references [21, 55, 85–87]) proposed new models
based on that of Woschni. Two of these references suggested to use an alternative
characteristic length. The first alternative length was suggested by Hohenberg et
al. [55], being the diameter of a sphere with the same volume as the in-cylinder
volume. The second one was the height above the piston, which was suggested
by Chang et al. [21]. Bargende [86] further adjusted the model of Hohenberg
[55] and modelled the influence of combustion differently. First, he took the
influence of the combustion out of the characteristic velocity and included the
turbulent kinetic energy instead, similar to the suggestion of Morel et al. Second,
he multiplied equation 3.9 with an additional term to represent a weighted effect
of the difference between the gas temperature of the burned (Tb) and unburned
zone (Tu). This additional term (∆) is given in equation 3.14, where X is the mass
fraction burned and Tg is the bulk gas temperature. According to the opinion of the
current author, the proposed additional term seems to be somewhat artificial. A real
2-zone approach, e.g. as used by Morel et al. [83], is more logical. Finally, Heinle
et al. [87] recently further adjusted the model of Bargende, mainly by adding a term
to the characteristic velocity which represents the effect of the flame propagation.




Tg−Tw +(1−X) · TuTg · Tu−TwTg−Tw ]
2
(3.14)
However, an important drawback of these models is that the exponents of pressure
and temperature in equation 3.9 also have been adjusted. This way, there is
no link anymore with equation 3.6 and the effect of the gas properties is no
longer properly modelled. Consequently, these models cannot be considered as
fundamental improvements, since extrapolation beyond the measurement range
for which they were validated can be expected to be worse than for the models
of Annand, Woschni or Morel et al. The models do contain interesting ideas for
alternative characteristic lengths and velocities which will be considered in the
following chapters.
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In summary, the main difference between all the heat transfer models is the choice
of the skin friction coefficient, the characteristic length and the characteristic
velocity. Furthermore, the models of Annand and Woschni have been developed
for a one-zone combustion model, whereas that of Morel was developed for a
two-zone one.
3.3 Evaluation for methane and hydrogen
The model of Annand and Woschni are mostly used, so these two models are
evaluated here for the CFR engine. Regarding the model of Morel et al., Nefischer
et al. [88] already demonstrated that it did not accurately simulate the heat flux in
the case of hydrogen. Wei et al. [24] and Shudo and Suzuki [25] already indicated
that the models of Annand and Woschni are not valid for hydrogen. However, they
evaluated the models with a heat transfer measurement at only one location in the
cylinder, whereas the models of Annand and Woschni predict a spatially averaged
heat flux. Since there is a large spatial variation in the heat flux over the combustion
chamber due to the effect of the propagating flame front (see next chapter), the
models cannot be evaluated with a heat flux measurement at one location. Here,
they will be evaluated with the average of the heat flux measurements at P2, P3
and P4 which is a better representation of the spatially averaged heat flux, because
the locations are evenly spread across the circumference of the cylinder liner.
The detailed description of the data reduction which was needed for the model
evaluation can be found in appendix B.
The aforementioned parameters in the models have to be tuned to calibrate the
models for the geometry of the investigated engine. The number of required
calibrations will be tested in order to assess the applicability of the models.
Furthermore, the simulation results are evaluated based on two criteria: the
maximum in the heat flux trace (qmax) and the total cycle heat loss (Qh). It is
important that the models perform well on both values. The maximum heat flux
has an influence on the maximum gas temperature, so an accurate prediction of it
is important for a good determination of NOx emissions. An accurate estimation
of the total cycle heat loss is important for a correct calculation of the power and
efficiency of the engine. To estimate the total cycle heat loss (Qh), the product of
the traces of the measured heat flux (average over P2, P3 and P4) and that of the
in-cylinder surface is integrated over the cycle. The heat flux trace of the model is
only calculated between IVC and EVO, so the integral is limited between IVC and
EVO to obtain a comparable Qh out of the measurements and simulations.
The operational conditions of the measurements used for the evaluation of the
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models are given in Table 3.2. The ones in bold are the reference measurements
used for the calibration of the models (see below). These measurements were taken
in the CFR engine before it was overhauled.
Table 3.2: Overview of the measurements used for the evaluation
No. Operation Fuel ε TP λ IGN (MBT)
1 motored only air 6 WOT - -
2 motored only air 8 WOT - -
3 motored only air 8 pos. 1 - -
4 motored only air 8 pos. 2 - -
5 motored only air 10 WOT - -
6 fired methane 8 WOT 1 30○CA BTDC
7 fired hydrogen 8 WOT 2 4○CA BTDC
8 fired hydrogen 8 WOT 1.5 2○CA ATDC
9 fired hydrogen 8 WOT 1 6○CA ATDC
3.3.1 Motored operation
First, the models are calibrated for a reference measurement under motored
operation and they are evaluated for a variation in the compression ratio (CR) and
the throttle position (TP). The measurement with a compression ratio of 8 is used
as the reference case. The parameters of the models are tuned so that the models
correctly predict the peak value of the heat flux trace. The resulting parameter
a in the model of Annand (in front of equation 3.8), is equal to 0.265, which
is below the minimum suggested value of 0.35. The parameter c1 in the model
of Woschni (equation 3.11) has to be 2.7, which is the same order of magnitude
as the suggested value of 2.28. The parameter c2 is not fixed yet, because this
represents the influence of the combustion which is not present under motored
operation. These values of the coefficients are now fixed for the other simulations
to check how accurate the models simulate a variation in the compression ratio and
the throttle position.
The simulation results for a compression ratio between 6 and 10 are compared
with the measured heat flux traces in Fig. 3.4. Those for a variance in the throttle
position are plotted in Fig. 3.5. Throughout the entire section, the measured heat
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Figure 3.4: The heat transfer models can predict the trends for varying compression ratio
under motored conditions (measurements 1-2-5)



























Figure 3.5: The heat transfer models predict the trends for a variation in the throttle
position, but overestimate its effect (measurements 2-3-4)
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flux traces will have a solid line and the simulation results will have two different
styles of a dotted line. The numerical values of the measured qmax and Qh are
given in Table 3.3 together with the relative errors of the models’ predictions. The
measurement numbers in that table are the same as the ones defined in Table 3.2.






1 6.0 −2.5% −4.5% 16.7 +34.8% +28.6%
2 8.8 0% 0% 21.9 +21.5% +18.4%
3 8.0 −13.9% −16.7% 20.2 +7.7% +1.1%
4 4.7 −13.2% −19.6% 8.1 +35.7% +23.9%
5 12.0 −5.0% −3.2% 26.0 +16.5% +15.2%
Both models can predict the increasing trend in the heat flux with an increasing
compression ratio, since the relative error on the simulated results is close to
the measurement uncertainty of the heat flux. The models predict a lower heat
flux during the compression stroke and a higher one during the expansion stroke.
This leads to relative errors on the predicted Qh between 15 and 35%, which are
no longer within the measurement uncertainty. There is no significant difference
between the predictions of the two models. This is an expected result because the
assumptions made by Woschni are valid for air, so only the exponent b is actually
different from Annand’s model.
Two different throttle positions are tested. Position 1 and 2 reduce the intake air
flow rate compared to WOT with 50 and 75%, respectively. The plot in Fig. 3.5,
shows that the two models fail to predict a change in the throttle position. They
predict the decreasing trend for smaller throttle openings, but they overestimate
its effect. Also, the experimental heat flux trace drops faster after TDC (top
dead centre). Consequently, the models significantly over predict the heat transfer
during the expansion stroke, leading to large relative errors on Qh (see Table 3.3).
3.3.2 Fired operation - methane
Next, the hypothesis that the models have to be calibrated only once for a certain
engine will be tested by evaluating their predictions for methane. This hypothesis
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only applies to the model of Annand, since that of Woschni can be calibrated
separately for the fired conditions because of the term in the characteristic velocity
representing the influence of the combustion process. The models are first
evaluated for methane, because this is a hydrocarbon for which they have been
developed. Extra vertical lines will be added in the graphs to indicate the ignition
timing (IGN). Annand’s simulation result for a stoichiometric-WOT-measurement,
plotted in Fig. 3.6, is significantly too low. Consequently, the hypothesis is rejected
and the model of Annand has to be recalibrated for methane which results in an a
of 0.44 (in the range suggested by Annand). Fig. 3.6 shows that c2 in Woschni’s
model has to be equal to 4.3·10−3, which is the same order of magnitude as the
suggested value of 3.24·10−3.























Figure 3.6: The model of Woschni better predicts the heat transfer for methane compared
to that of Annand, because it has a second parameter that can be tuned (measurement 6)
The heat flux traces in Fig. 3.6 show that the model of Annand overestimates the
heat flux at the end of the compression and expansion stroke. This is not the case
for the simulation result with the lower value of a, so it demonstrates that the
parameter a had to be set too high. The model of Woschni is able to predict the
heat flux more accurately during the entire engine cycle. This shows that there
is an influence of the combustion process on the heat transfer which cannot be
predicted by a constant characteristic velocity.
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3.3.3 Fired operation - hydrogen
Now, the hypothesis that the models incorporate the effect of the fuel properties is
tested. The measurement and simulations of the heat flux for hydrogen combustion
(with a λ of 1.5) are plotted in Fig. 3.7. The plot shows that the models do not
accurately simulate the heat flux of hydrogen combustion at all, if the parameters
are kept constant (a = 0.44, c1 = 2.7 and c2 = 4.3·10−3), and the hypothesis can be
rejected. The maximum heat flux is simulated with an error of 117% in the case
of the model of Woschni and 96% in the case of the model of Annand. The heat
flux traces in Fig. 3.7 between 270 and 360○CA show that the model of Annand
better predicts the heat transfer during the compression stroke than the model of
Woschni. The model of Woschni under predicts the heat flux there, which was
not the case for the methane measurement. This demonstrates that it is better to
calculate the gas properties instead of using assumptions which are only valid for
air, especially when dealing with hydrogen. This seems obvious, but it has been
overlooked by many authors who build upon the model of Woschni for fossil fuels
[21, 55, 85] or hydrogen [25].
























Figure 3.7: The heat transfer models fail in the prediction of the heat transfer of hydrogen
combustion with the calibration settings for methane (measurement 8)
Next, the models are recalibrated for the hydrogen measurement discussed above
and their ability to predict the effect of a variance in the air-to-fuel equivalence
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ratio is assessed (see Fig. 3.8). The parameter a in equation 3.6 has to be set to
0.87 and c2 in equation 3.11 has to be set to 1.7·10−2. These values are outside
the expected range for the parameters, confirming the previous statement that the
models are not appropriate for hydrogen. The measured values for qmax and Qh
are given in Table 3.4 together with the relative errors of the models’ predictions.





































Figure 3.8: Even when the models are recalibrated for hydrogen, they do not accurately
predict the decreasing trend in the heat flux caused by an increasing air-to-fuel
equivalence ratio (measurements 7-8-9)






7 82.2 +59.6% +28.39% 196.0 +134.6% +13.4%
8 188.2 0% 0% 311.8 +75.12% −6.0%
9 382.2 −30.5% −15.0% 577.2 +21.3% −26.0%
Again, the model of Annand predicts a heat loss which is too high during the
compression and expansion stroke. Consequently, the error on the predicted value
of Qh for the reference measurement is significantly higher compared to that of
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Woschni. The experimental heat flux traces showed a 79% decrease in the peak
of the heat flux if the air-to-fuel equivalence ratio was increased from λ = 1 to
λ = 2. Woschni’s model predicts a 68% decrease and Annand’s model only a
51% decrease. Clearly, both models do not accurately simulate the trend for
a decreasing mixture richness, since all the errors on the simulation results are
significantly higher than the measurement errors. The prediction of Woschni’s
model is closer to the measurement, because it incorporates the cylinder pressure
which is also affected by the combustion (see equation 3.11).
3.4 Closure
This chapter compared the heat loss in the test engine on methane and hydrogen
to show that there is a difference between the two fuels. Furthermore it was
shown that the heat loss significantly affects the efficiency in the case of hydrogen.
Next, the existing heat transfer models were evaluated to confirm that they are
inaccurate for the test engine. It has clearly been demonstrated that the models
lack some parameters that have an influence on the heat transfer process in a spark
ignition engine. Therefore, they have to be recalibrated every time and need to be
improved. For hydrogen, they are not even capable of simulating a variation in the
air-to-fuel equivalence ratio after a dedicated calibration.

4
Experimental investigation of the heat
flux in a premixed spark ignition
engine
This chapter describes the experiments that were conducted to build the database
which will be used for the model validation in the next chapter. The experiments
in this chapter were designed and analysed with methods of design of experiments
(DoE) to investigate the factors of interest in a consistent way over the entire
parameter space, according to the steps described in ref. [89]. To investigate
the impact of different fuels on the heat flux, the work focused on the effect of
the gas properties in addition to that of variable engine factors. First, the heat
transfer measurements in spark ignition engines published in the literature will be
reviewed. This review served as the basis for the root cause analysis performed
to plan the experiments of the current work. Then, the designs of the experiments
conducted within this work will be described. Finally, the observed effects of the
engine factors and gas properties will be discussed.
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4.1 Review of heat transfer measurements in spark
ignition engines
The review was conducted to be able to select the most influential engine factors
for the experimental design and such review was not yet available in literature.
The existing reviews [36, 90] focused on the sensors and models, but never on
the measurements itself. The review will demonstrate that there are little recent
engine heat flux measurements. This was indeed mentioned in chapter 1 as the
most important reason why the heat transfer models have not significantly been
improved in recent years. The review will be divided in two groups according
to the operation of the engine. First, the measurements under motored operation
will be discussed and then those under fired operation. Under motored operation,
the engine is driven by an electric motor and the gases inside the engine are only
compressed and expanded, so no combustion takes place. Such measurements
allow the investigation of the effect of the gas flow and turbulence without the
influence of that of combustion. For each operation mode, the literature will
be grouped according to the engine factor that was investigated. Figure 4.1
first illustrates typical heat flux traces in an internal combustion engine during
the closed part of the cycle. These traces were measured in the CFR engine
at one position (P2) under motored operation and at three positions under fired
operation (P2, P3 and P4). The heat flux steadily increases during the compression
stroke because of the increasing temperature in the cylinder. After the ignition
timing (IGN), the heat flux under fired operation starts to deviate from the trace
under motored operation. The review below will sometimes refer to this graph to
illustrate the findings.
4.1.1 Measurements under motored operation
Under motored operation, the spatial variation and influence of the following
engine factors was investigated in the literature: the intake flow, the intake
pressure, the engine speed and the compression ratio. An overview of the discussed
measurements is given in Table 4.1. Table 4.1 is ordered chronologically, but
the works from different authors from the same research institutions are grouped.
Peak heat fluxes under motored conditions vary between 10 and 40W/cm2 for
compression ratios around 10. The measured values of Boggs and Borman [91, 92]
are much higher because the intake air was preheated up to 320○C to have the same
initial conditions that enable HCCI (homogeneous charge compression ignition)
combustion in their engine. Consequently, it is impossible to quantitatively
compare their results with those of the others. However, their results have still
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Figure 4.1: Illustration of typical heat flux traces in the test engine under motored and
fired operation
been included in the review, because they thoroughly investigated the effect of the
intake flow.
Spatial variation
Alkidas [56] measured the heat flux with eroding ribbon sensors at five different
positions and investigated the influence of the measuring position. He showed that
the heat flux starts to increase at the same time for all the positions. Consequently,
the heat flux must mainly be driven by the bulk flow and temperature in the
cylinder. This was confirmed by Nijeweme et al. [42] who also used eroding
ribbon sensors. However, local gas velocity and turbulence also have an effect

















D s Vs n Varied factors
(cm) (cm) (cm3) (rpm)
Overbye et al. 1961 [48] 7 8.3 11.4 612 830 coaxial
2 x head pi 1-3bar
1 x liner intake flow swirl & tumble
Boggs and 1990 [91]
# 8.3 11.4 612 1200
coaxial 5 x head
intake flow
quiescent
Borman 1991 [92] RTD 7 x head swirl & tumble
Hassan 1971 [93] # 7.6 8.3 377 3000 coaxial 1 x liner CR 8.5-11.6
Dent and
1977 [94] 15 10.2 10.5 819 # thin film
3 x head
n 600-2000rpm
Suliaman 6 x piston




Alkidas 1980 [56] 8.6 10.5 9.5 820 1500
eroding
ribbon
4 x head - -
Lawton 1987 [41] 16 9.8 12.7 965 705
eroding
ribbon
1 x head - -










- -2 x liner
1 x piston
(#) variable property
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Influence of the intake flow
Overbye et al. [48] and Boggs and Borman [91, 92] used coaxial sensors to
measure the heat transfer inside a CFR engine with a shrouded intake valve,
varying the shroud position to produce different flows and levels of turbulence.
They found that the heat flux was higher for swirl flow than for tumble flow. Boggs
and Borman [92] also used RTDs to measure the heat flux at 7 parallel positions
within 6 mm from each other and defined an integral length scale and intensity
for the measured heat flux, inspired by methods for velocity measurements. A
large length scale means that the heat flux of measurements positions far from
each other are strongly correlated. A high intensity means that the heat flux at
a certain measurement position is strongly fluctuating. They did not state it that
explicitly, but three arguments can be found in their publication that demonstrate
that the structure of the intake flow has an influence on the heat transfer process.
First, the heat flux in the swirl case had the largest length scale and the lowest
intensity, because it is a well structured flow with little turbulence. Second, the
heat flux caused by a quiescent flow had the smallest length scale because of the
absence of a structured flow. Third, the heat flux generated by a tumble flow had
the highest intensity because of the high turbulence intensity of the flow. Dao et
al. [95] recorded the temperature from two RTDs during two consecutive cycles,
one with and one without the induction of fresh gases. Their measurements showed
that the heat flux of the first cycle was not only higher during the compression
stroke, but also during the expansion stroke. This indicates that the turbulence and
gas motion caused by the induction process persists throughout the entire engine
cycle, being confirmed by recent investigations of Burluka et al. [96] in an optically
accessible engine.
Influence of the intake pressure
Overbye et al. [48] varied the intake manifold pressure and found an increase in
the heat transfer with a higher pressure. Both the negative heat flux during the
intake and exhaust stroke and the positive heat flux during the compression and
expansion stroke were higher. Overbye et al. did not explain the observations, but
the first two effects can be explained by the higher pressure difference across the
valves, leading to a faster gas flow and hence a more negative heat flux. The higher
heat flux during the compression and expansion stroke must be caused by a larger
temperature difference between the gas and the wall. Dao et al. [95] confirmed
that the peak heat flux increased with an increasing intake pressure.
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Influence of the engine speed
All researchers agree on the fact that the heat flux increases if the engine speed
is higher because of an increased gas velocity. Hassan [93] (with a coaxial
thermocouple) and Dao et al. [95] demonstrated that the peak values of the heat
flux increased. Dent and Suliaman [94] (with a thin film sensor) showed that the
heat flux was only significantly higher around TDC within an interval of 90○CA.
The piston speed in this interval is lower than in other parts of the cycle, but the
gas velocity must still be significant because of its inertia.
Influence of the compression ratio
Hassan [93] and Dao et al. [95] demonstrated that the peak values of the heat flux
increased with an increasing compression ratio because of a higher in-cylinder
pressure which results in a higher gas temperature. Hassan [93] varied the
compression ratio between 8.5 and 11.6, observing a 10W/cm2 increase in the
peak heat flux (30% increase). Dao et al. [95] increased the compression ratio
from 8 to 14, noticing the peak heat flux to change with 25W/cm2 (70% increase).
4.1.2 Measurements under fired operation
As already mentioned, only the convective heat transfer inside spark ignition
engines will be reviewed. In the literature, the spatial variation and effect of
the engine speed, ignition timing, compression ratio, load, mixture richness,
intake flow and volumetric efficiency have been examined. It is more difficult to
investigate the effect of the parameters separately than it was the case for motored
conditions. However, none of the authors discussed or investigated possible
interaction effects. The overview of the fired measurements is given in Table 4.2.
Again, the publications are ordered chronologically, but those of authors belonging































Table 4.2: Overview of measurements under fired conditions
Authors Year
Engine properties
Fuel Sensor Measurement position
CR D s Vs n Varied factors
(cm) (cm) (cm3) (rpm)
Overbye
et al. 1961 [48] 7 8.3 11.4 612 830 iso-octane coaxial
2 x head pi 1.1-1.37bar






















8.8 8.3 8.4 452 # gasoline coaxial
15 x head n 2000-5000rpm10 x liner




[105] 8.5 8.5 8.8 499 1500
hydrogen &






1988 [51] 4.8 7.6 8.4 381 # propane coaxial
2 x head n 500-2500rpm
IGN 0-40BTDC
2 x liner λ 0.9-1.4ηv 50-90%













Fuel Sensor Measurement position
CR D s Vs n Varied factors
(cm) (cm) (cm3) (rpm)
Lucht et
al. 1991 [33] 7 7.6 8.3 443 600 propane




[106] 9.2 n.s. n.s. 500 # gasoline coaxial
7 x head n 2000-3800rpm














al. 2007 [44] 11 8.9 9 562 1500 gasoline eroding ribbon 4 x liner λ 0.8-1.2
Michl et
al. 2008 [28] 12 8.4 9 499 2000 hydrogen coaxial
15 x head λ 1-3.414 x piston
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Spatial variation
Two firm conclusions can be drawn about the spatial variation in the heat flux of
a spark ignition engine. First, the heat flux at a certain location starts to increase
when the flame arrives [56, 98], which the cited authors ascribe to the sudden
temperature increase. This was visible in Fig. 4.1 for the measurements in the test
engine. Under fired operation, the heat flux at P3 rapidly starts to increase later in
the cycle compared to P2 and P4 because it is further away from the spark plug.
Moreover, there is a small delay in the increase at P4 compared to P2, although
they are at the same distance from the spark plug. Consequently, the initial flame
kernel must be nearer to P2 or the flame speed could be enhanced in the direction
of P2. Second, there is a large variation in the maximum heat flux across the
in-cylinder surfaces [98, 101, 103]. A clear trend in that variation is, however,
only visible at the cylinder liner where the peak in the heat flux decreases away
from the cylinder head as shown by Enomoto et al. [101] who measured the heat
flux at 10 different heights with a coaxial sensor. This can be explained by the fact
that lower positions are only shortly exposed to the combustion gases (at lower
temperatures). This cannot be visualised with the measurements in the CFR, since
the 3 positions at the liner are at the same height. For the other surfaces, significant
spatial variation in the heat flux is observed in literature, but without clear trends.
These variations are caused by local differences in the gas velocity, the turbulence
level and the gas and wall temperature.
Influence of the engine speed
Alkidas [56] and Enomoto et al. [101] observed that the peak and total cycle heat
flux increased with engine speed which is ascribed to an increase in gas velocity
and turbulence. The increase in heat transfer occurred mostly in the beginning of
the expansion stroke, probably because of the higher gas temperatures in that part
of the cycle. The measurements of Enomoto et al. [101] on the piston and cylinder
head showed, however, a decrease in relative importance of the heat transfer
(expressed as a percent of the fuel’s chemical energy) with increasing engine
speed. Gilaber and Pinchon [51] observed, similarly, that the total cycle heat loss
decreased with an increasing engine speed, although the peak heat flux increased.
This is caused by the fact that the cycle duration decreases. Heywood [108]
confirmed this trend with thermodynamic cycle simulations. Choi et al. [106]
showed that the measured wall surface temperature of the cylinder head, piston
and valves increased with engine speed as well. On the other hand, the temperature
swing of the cylinder head during an engine cycle decreased because of the shorter
burn duration. One has to be careful in interpreting their heat flux results, because
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these are up to 4 times higher (20MW/m2) than what is measured in other SI
engines (5MW/m2), possibly indicating a signal processing error.
Influence of the ignition timing
Alkidas [56] varied the spark timing around MBT with 10○CA at both sides,
showing that it influenced both the rise and the peak value of the heat flux. The
flux at the measurement location started to rise earlier with an advanced ignition
timing because of the earlier flame arrival. The heat flux peak increased because
of a higher gas temperature around TDC. These results were confirmed by others
[44, 51, 105, 107]. The effect of the ignition timing will have an interaction with
almost all the other factors discussed below, because an engine is always run with
an optimal timing (ideally MBT: minimum spark advance for Maximum Brake
Torque) and changing an engine parameter leads to a different optimal ignition
timing.
Influence of the compression ratio
According to Heywood [108] several operational properties change with an
increasing compression ratio (CR): the gas pressure, peak burned gas temperature
and gas motion increase, the combustion is faster and the gas temperature late in
the expansion stroke decreases. The first four properties increase the heat transfer,
the last one decreases it. According to Heywood, total cycle heat loss in a SI engine
decreases with an increasing compression ratio until CR=10 because the lower gas
temperature in the expansion stroke dominates the other effects. The other trends
are dominating for higher compression ratios and therefore total cycle heat loss
starts to increase for an increase in CR above 10. These simulation observations
were, however, never confirmed with measurement results.
Influence of the engine load
In a classical SI engine, the load is controlled by changing the in-cylinder mass
by means of a throttle in the intake manifold, keeping the mixture richness around
the stoichiometric value. Enomoto et al. [101] and Enomoto and Furuhama [103]
showed that the peak and total cycle heat flux increased with the load. Expressed
as a fraction of the fuel’s chemical energy, the heat transfer decreased as it was
the case for an increasing engine speed. These results were confirmed by the
cycle simulation results of Heywood [108]. Choi et al. [106] found that the wall
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temperature and the temperature swing of the cylinder head and valves increased
as well. The increasing effect of the load can be explained by the fact that the
gas temperature increases due to the decreased share of the heat losses. For small
throttle openings, there will be a counteracting influence of the turbulence, because
increasing the throttle opening will decrease the turbulence level and, hence, the
heat flux.
Influence of the mixture richness
Varying the mixture richness is an alternative way to change the engine load,
so this section is related to the one above. This demonstrates how difficult it is
to investigate the different parameters separately. Decoupling the effect of the
mixture richness from that of the engine load could be possible by the use of a
throttle, but this would entail the effect of the turbulence. Furthermore, the mixture
richness has a large influence on the flame propagation speed. Thus, the optimal
ignition timing is affected, having an influence as well.
Unless specified otherwise, the reported investigations used wide open throttle and
MBT-timing. According to the simulation results of Heywood [108], the peak
heat flux reaches its maximum at the equivalence ratio for maximum power (for
hydrocarbon fuels this is at φ = 1.1 or λ = 0.9). The total cycle heat loss relative
to the fuel’s chemical energy reaches its maximum for stoichiometric combustion.
Several authors investigated the effect of the air-to-fuel equivalence ratio on the
heat flux, both in fossil fuelled engines [51, 97, 98, 107] and hydrogen fuelled
ones [28, 105]. It is difficult to quantitatively compare the results of different
authors due to differences in the engines and operation modes. However, Fig. 4.2
is an attempt to compare the effect of the air-to-fuel equivalence ratio on the heat
flux observed by Alkidas et al. [98], Saulnier et al. [107] and Tillock et al. [97].
The heat flux has been normalized and a cross section of the engine is added to
show the number of valves and measurement location (first letter of author name).
All the investigations show a maximum in the peak heat flux as a function of
the mixture richness. All the data indicates that the maximum occurs around the
stoichiometric air-to-fuel ratio, but not enough measurement points are available to
accurately determine the equivalence ratio at which the heat flux peaks to confirm
the statement of Heywood. The fact that there is a maximum in the curve as a
function of the air-to-fuel equivalence ratio is because the effect of the mixture
richness on the heat flux is opposed to that of the ignition timing, being retarded
for richer mixtures. This is confirmed by the measurements of Wang et al. [44],
using a constant ignition timing and not finding a maximum in the peak heat flux




































Figure 4.2: The normalized heat flux as a function of the air-to-fuel equivalence ratio, with
indication of the heat transfer measurement location (T, S and A), the intake and exhaust
valve (IV and EV) and the spark plug (SP)
Influence of the intake flow
Changing the intake flow configuration changes the turbulence level and mean gas
velocity, as discussed above for the motored measurements. Compared to those
motored measurements, it is even more difficult to distinguish between the two
effects, because there is an extra interaction with the combustion process. The fact
that a higher turbulence caused an increase in the heat flux was already mentioned
in some of the sections above, when a throttle was used. Alkidas and Suh [99]
and Saulnier et al. [107] compared several swirl and tumble flows with baseline
configurations and showed that it had a significant effect on the heat flux. However,
no clear conclusions can be made since different trends were observed and it is
difficult to compare the intake flow configurations between the two investigations.
Lucht et al. [33] investigated the effect of two flow configurations on the heat flux
at the head: low-swirl, which seems to be a tumble flow, and high-swirl. The
high-swirl configuration generated the highest peak in the heat flux trace, but had
a lower heat flux at the end of the expansion stroke. The first is probably caused
by a higher mean gas velocity. The latter could be explained by a lower turbulence
level or by a lower gas temperature caused by a faster combustion process. In all
references cited above, the influence of the intake flow is less clear compared to
motored measurements because of the influence of combustion. It seems that the
effects caused by combustion dominate those of the gas flow. The measurements
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of Overbye et al. [48] did not even show a great difference in the heat flux if the
shroud of the intake valve was changed in contrast to their measurements under
motored conditions.
Influence of the volumetric efficiency
There are two possibilities to change the volumetric efficiency of the engine:
throttling or supercharging. Both have an effect on the engine load, so this section
is related to that of a changing load. Overbye et al. [48] found that the peak
and total cycle heat flux augmented with a small increase in the intake manifold
pressure (0.27bar). Saulnier et al. [107] varied the intake manifold pressure
between 0.3 and 0.65bar, probably with a throttle (not specified in the paper),
and found that the heat flux increased linearly with the increasing intake pressure.
Alkidas and Myers [98] and Gilaber and Pinchon [51] found that an increase in
volumetric efficiency resulted in an increase in the heat transfer (both peak and
total cycle), but they did not report whether this was obtained by supercharging
or throttling. Changing the volumetric efficiency has the same effect on the heat
transfer as an increasing load because it also affects the in-cylinder mass and,
hence, the released energy.
4.2 Experimental design to investigate the effect of
engine factors and gas properties
The review above demonstrated that the heat transfer in SI engines rarely has been
investigated in a systematic way and that it is difficult to make firm conclusions,
indicating that it is important to apply techniques of design of experiments. As
previously mentioned, the current work focuses on the effect of different fuels.
To be able to distinguish whether the fuels affect the heat flux because of their gas
properties or because of their combustion characteristics, two kinds of experiments
were designed. First, different inert gases were injected in the intake manifold of
the engine under motored operation to investigate the effect of the gas properties
without the influence of combustion. The combined effect of the gas properties and
combustion was investigated under fired operation by using three fuels (hydrogen,
methane and methanol).
The first step in the design is the planning of the experiment, with the identification
of the dependent and independent variables. The dependent variable in this case
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Figure 4.3: Root cause analysis to identify the factors to be investigated under motored
operation, with indication if those factors are fixed, uncontrollable or controllable on the
CFR engine
conducted to determine the possible independent factors. The result is shown
in Fig. 4.3 for motored operation and in Fig. 4.4 for fired operation. Three
main groups were identified to have an effect on the heat flux: in-cylinder flow,
gas properties and temperature difference. The first two are represented by the
convection coefficient in the modelling approach that will be used here. Those
three groups were further developed downwards to obtain the factors that can
actually be changed on an engine. The pathways from those factors to the top can
be used further on to explain any observed trends in the heat flux. The different
factors are grouped into three categories: unchangeable (fixed on the test engine),
uncontrollable (atmospheric properties) and controllable factors. The atmospheric
conditions did not change during the experiments, so these can be neglected.
Consequently, only the last category is investigated. For motored operation, the
root cause analysis resulted in the definition of three controllable factors: the
throttle position (TP), the compression ratio (CR) and the injected gas (type and
quantity). For fired operation, an additional factor was defined (the ignition timing
(IGN)) and the factor ‘gas’ was split into ‘fuel’ and ‘equivalence ratio (λ )’ so
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Figure 4.4: Root cause analysis to identify the factors to be investigated under fired
operation, with indication if those factors are fixed, uncontrollable or controllable on the
CFR engine
that a total of 5 factors was investigated. Under motored operation no significant
spatial variation was observed in initial measurements, so the heat flux will only
be measured at P2. This is shown in Fig. 4.5 for a compression ratio of 7 at wide
open throttle. In contrast, under fired operation, the heat flux will be measured at
all three available locations. The engine load is not considered as an engine factor
in this work and it is not shown in Fig. 4.4. Some authors in literature (see above)
did investigate the effect of the load on the heat flux, but the load is actually an
dependent variable itself, being influenced by all the controllable factors. Next,
the number of levels for each factor has to be determined and the design has to
be chosen. This will be discussed separately for both types of experiments in the
following sections.
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Figure 4.5: There are no significant differences in the heat flux traces between the
measurement positions P1, P2, P3 and P4 under motored operation (CR=7, WOT)
4.2.1 Experimental design under motored operation
An overview of the number of levels that were run for each factor under motored
operation is given in Table 4.3. Since the first two factors are of the continuous
type, they were given two levels to vary between their extreme values. Ideally,
intermediate levels of the two factors should have been included in the design to
investigate non-linearities. However, this was not possible because the available
amount of gas limited the maximum number of experiments. For some gases,
the heat flux has been measured for intermediate throttle positions (4) at one
compression ratio. These can be used to investigate non-linearities in the effect
of TP which is expected to be present. No intermediate measurements were added
for the compression ratio, since initial measurements in the engine on air (WOT)
showed that the effect of the compression ratio is linear in the range between 6 and
10, see Fig. 4.6.
For the injected gas, it was examined whether the gas properties itself could
be used as the independent variables, since the ANOVA (analysis of variance)
would directly indicate which of them are most significant. However, this was
not possible, since not enough inert gases could be identified to have a sufficient
number of combinations of the factors to study their main effects. Therefore, the
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Table 4.3: Overview of the factors’ levels under motored operation
factor level level code
TP fully closed throttle (FCT) -1wide open throttle (WOT) 1






100vol% atmospheric air 5







































Figure 4.6: Initial measurements under motored operation showed that the effect of CR is
linear between 6 and 10 (P4, air, WOT), so no intermediate CR levels were added to the
design under motored operation
gas factor was defined as a categorical one and three inert gases were chosen,
because they have a certain property that differs significantly compared to air. The
gas properties of possible interesting gases are plotted as a function of temperature
in Fig. 4.7 to Fig. 4.10. First, helium is chosen because of its high thermal
conductivity and heat capacity. Second, argon is selected because of its high
dynamic viscosity (µ) and low heat capacity. Finally, CO2 was used because it has
a slightly higher Prandtl number and low dynamic viscosity. The Prandtl number
was defined in section 3.2. There, it was shown that it is included in the existing
heat transfer models, grouping the effects of the different gas properties on the
heat flux. It was also mentioned that there is very little variation in the Prandtl
number of gases and the largest variation in the experiment was actually obtained
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Figure 4.7: Thermal conductivity as a function of temperature for possible interesting
gases






























Figure 4.8: Heat capacity as a function of temperature for possible interesting gases
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Figure 4.9: Dynamic viscosity as a function of temperature for possible interesting gases

























Figure 4.10: Prandtl number as a function of temperature for possible interesting gases
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by varying the helium content in air (see below). Figures 4.7 to 4.10 show the
gas properties of additional interesting inert gases. However, it was not feasible to
obtain sufficient volumes of those gases, so they could not be tested.
The gas levels in Table 4.3 define the amount of inert gas, the rest of the mixture
consists out of atmospheric air. It was not possible to fill the engine entirely
with a pure inert gas, because the amount of gas that can be injected is limited
by the maximum flow rate through the injector (gas dependent) and the engine
cycle duration. To increase the maximum flow rate and to increase the mixture
homogeneity, the engine management system was adapted so that an inert gas
could be injected in the intake manifold during the entire engine cycle, instead
of only during the intake stroke which is normally the case. Because of the long
engine cycle time of 200ms, enough inert gases could be injected to significantly
change the gas properties compared to air. For argon and CO2, the maximum
achievable volume percentages in atmospheric air for the wide open throttle
(WOT) cases were 80vol% and 67vol%. In contrast, it was possible to obtain
a 100% helium mixture in the engine, because of its low density compared to
argon and CO2. However, two intermediate mixtures were tested (20 and 50vol%
of helium in atmospheric air), because the thermal conductivity of a helium-air
mixture already significantly increases with a small volume percentage of helium
in contrast to the heat capacity. As a consequence, the Prandtl number drops when
the helium content is increased from the value of air (0.7 at 293K) over 0.56 for
a 20vol% mixture to a minimum of 0.46 for a 50vol% mixture, see Fig. 4.11.
Additional mixtures of helium and air (75 and 100vol% of helium) were injected,
but only at a compression ratio of 8 and at certain throttle positions because of the
limited availability of the gas.
Since injecting a high amount of gas in the engine increases the trapped mass
(especially for small throttle openings) compared to the natural aspiration of
atmospheric air, an extra level of the gas factor was added by injecting an extra
amount of air from a pressurized tank at the same pressure as the other gases (3
bar absolute) to result in a total of 6 levels for the gas factor. For the extra air level,
the maximum achievable value of 75vol% pressurized air in atmospheric air was
used. The atmospheric properties were constant during the experiments, so this
did not affect the results.
The next step is to design the experiment. The maximum heat flux (qmax)
was selected as the dependent variable for the ANOVA. All the combinations
(22.6 = 24) of the factors could be run in two test days, so it was decided to run
the full factorial matrix to be able to determine second and third order interaction
between the factors. Information on the random error is needed to be able to
conduct a statistical test on the significance of the effect of a certain factor or
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Figure 4.11: The largest variation in the Prandtl number was obtained by varying the
amount of helium in air
interaction. This information is provided by replication of the same measurement
points. Here, it was the objective to include the cyclic variation in the random
error and different approaches were tested. During the experiment a total of 100
consecutive cycles were stored. First, all 100 stored cycles were divided into two
groups of 50 cycles and the maximum heat flux of the two groups was used (2
replications). Second, the maximum heat flux of randomly chosen cycles was
used out of the 100 measured ones (2, 5 or 100 replications). Third, the mean
plus or minus the standard deviation of the maximum heat flux of all the stored
cycles was used (3 replications). The first approach did not capture the cyclic
variation because there was very little difference in the qmax of the two groups.
The last approach was abandoned as well, because the three values (mean±σ )
resulted in a widening of the normal distribution of qmax compared to the actual
normal distribution of the 100 cycles. Therefore, it was concluded that the second
approach was the best one. Taking qmax from all the cycles did not result in
meaningful conclusions because all the effects and interactions, even the three
way interaction, was significant. This was caused by the fact that the degrees of
freedom (df) of the error term were boosted too much, resulting in a very low MS
value for the error term. It was concluded that a number of 5 replications was the
best choice in order to have the same number of replications as the df of the gas
factor (number of levels minus 1). The ANOVA results will be presented after the
description of the design under fired operation.
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4.2.2 Experimental design under fired operation
The design under fired operation has been improved compared to that under
motored operation regarding the investigation of the non-linear effect of
continuous factors (4 out of the 5 factors), since a response surface method (RSM)
has been used. Categorical factors cannot be included in the RSM design, so it
has been repeated for each fuel. The RSM analysis results in an experimental
surface of the dependent variable as a function of all the independent factors over
their entire range. The surface of several independent variables is investigated in
addition to that of the maximum heat flux: the indicated work (Wi), the indicated
efficiency (ηi) and the total cycle heat loss (Qh).
For this experiment, a central composite design (CCD) was chosen since this is the
RSM design with the highest accuracy. This CCD design is visualized in Fig. 4.12
for an example of three factors (A, B and C). In the CCD, each factor is tested
at five levels between its extreme values which are coded as -2 and 2. The full
factorial CCD (all possible combinations) consists out of three parts. The first part
contains all the possible combinations of the factors at the levels -1 and 1, which
are the so called cubical points (black markers) used to test the main effects and
interactions. The extreme values of a certain factor (blue markers, at -2 or 2) at
the centre level of the other factors (0) form the second part, which is used to test
non-linear effects of that factor. The third part consists out of the replications of
the centre point (red marker, all factors at level 0) to test the experimental error.
Figure 4.12: The full factorial central composite design (CCD) for three factors (A, B and
C) consists out of 8 cubical points (black), 6 star points (blue) and 1 centre point (red)
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Table 4.4: Overview of the factors’ extreme levels under fired operation
factor fuel level level code
TP all fully closed throttle (FCT) -2wide open throttle (WOT) 2























gasoline 1.2 -20.8 2
The extreme levels of each factor in the fired experiment are summarised in Table
4.4. The throttle in the intake manifold can be varied between 0 (WOT) and
87° (FCT), which were the extreme values used in the experiment under motored
operation. The throttle position, however, does not reduce the ingoing flow for
positions between 0 and 63° because of the low flow rate into the engine (because
of the low engine speed). In contrast, TP has a large effect on the ingoing flow rate
in the range between 63 and 87°. To have a maximum number of levels within the
useful range, WOT actually corresponds to 63° in this case. The levels of IGN and
λ are fuel dependent to cover the optimal and widest possible range for each fuel.
A combined wide range of IGN and λ was not possible for hydrogen due to the
occurrence of abnormal combustion with an early ignition for rich mixtures or late
ignition for lean mixtures. Consequently, λ has been varied at the lean side for
hydrogen to cover the widest possible range for IGN and λ . Extra stoichiometric
measurements were conducted to expand the data set beyond the lean mixtures.
Running the full factorial CCD for all the measurement positions and fuels would
have resulted in too much runs. Therefore, the number of cubical points needed to
be reduced to form a so called fractional factorial CCD. Certain interactions need
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to be neglected in advance to design such a fractional factorial experiment. Since
the data in the literature could not be used to chose the interactions to be neglected,
it was decided to run the full factorial experiment at P2 on methane to provide this
information.
Furthermore, in contrast to motored operation, the instant at which the heat flux
peaks differs from case to case for fired operation because of the effect of the
flame propagation. Therefore, the instantaneous heat flux (q) was taken as the
independent variable for this experiment and the degree crank angle (ca, extreme
levels at 340 and 380) was added as an extra factor to investigate the time shift in
the heat flux trace. This does not increase the number of runs, since the necessary
combinations of the factors with the crank angle factor can be derived afterwards
from the instantaneous heat flux trace. The 5 levels of the crank angle factor for
this experiment are visualised in Fig. 4.13. The extreme levels are marked with
two red lines and the intermediate levels with dashed black lines. The -2 and -1
levels of the crank angle factor are chosen to correspond with the first peak in the
heat flux for the measurements with an early ignition timing. Figure 4.13 shows
that the +1 level corresponds with the first peak in the heat flux for late ignition
timings, so it is to be expected that the effect of the crank angle will be captured in
this way.
Ontwerpen van experiment
analyse full factorial experiment
• ca als factor in RSM, 48 punten (32xkub, 10xste en 6xcentr)
Figure 4.13: A selection of the measured heat flux traces in the full factorial experiment on
methane, with an indication of the five levels for the crank angle factor
The ANOVA results of the full factorial experiment are given in Table 4.5. The
investigated effects are listed in the first column in order of their significance.
The following two columns contain the degrees of freedom (df) and the sums of
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Table 4.5: ANOVA table of the full factorial CCD in P2 on methane, with the effects
ordered according to their significance
Source DF SS F p
IGN 1 77054.00 522.44 0.00
ca 1 67533.63 457.89 0.00
IGN*ca 1 18950.93 128.49 0.00
TP 1 15060.43 102.11 0.00
ca*ca 1 12833.64 87.0138 0.00
λ 1 8687.63 58.90 0.00
λ*λ 1 7874.10 53.39 0.00
IGN*IGN 1 6087.54 41.27 0.00
CR 1 4452.85 30.19 0.00
TP*TP 1 3092.60 20.97 0.00
IGN*λ*ca 1 1349.569 9.1503 0.01
TP*IGN*ca 1 1214.807 8.2366 0.02
TP*ca 1 942.87 6.39 0.03
λ*ca 1 843.849 5.7214 0.04
TP*IGN 1 818.29 5.55 0.04
CR*IGN 1 486.17 3.30 0.10
TP*CR*IGN*λ*ca 1 353.559 2.3972 0.15
CR*IGN*ca 1 339.072 2.299 0.16
TP*CR*ca 1 246.641 1.6723 0.23
TP*CR*λ 1 228.004 1.5459 0.24
IGN*λ 1 191.56 1.30 0.28
CR*IGN*λ 1 168.659 1.1435 0.31
TP*λ 1 168.13 1.14 0.31
CR*λ*ca 1 101.906 0.6909 0.43
CR*ca 1 91.72 0.62 0.45
TP*IGN*λ*ca 1 64.61 0.4381 0.52
TP*IGN*λ 1 60.313 0.4089 0.54
TP*CR 1 53.73 0.36 0.56
TP*CR*IGN 1 42.272 0.2866 0.60
CR*λ 1 19.25 0.13 0.73
TP*CR*IGN*λ 1 16.04 0.1088 0.75
TP*λ*ca 1 11.133 0.0755 0.79
CR*CR 1 3.94 0.03 0.87
CR*IGN*λ*ca 1 1.557 0.0106 0.92
TP*CR*λ*ca 1 0.115 0.0008 0.98
TP*CR*IGN*ca 1 0.034 0.0002 0.99
Lack of fit 6 1120.94 2.11 0.24
Pure error 4 353.96
Total error 10 1474.9
Total 46
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squares (SS). Dividing the sums of squares by the degrees of freedom results in
the mean squares (MS, not shown since df is equal to 1 for all the effects). The
significance of the effects (p-value, given in the fifth column) is determined with an
F-test, for which the F-value (given in the fourth column) is calculated by taking
the ratio of the MS of an effect over that of the total error term. If the p-value
of a certain effect is below 0.05, the effect is significant with a significance level
of 5%. This is the standard significance level, but factors with a p-value up to
0.10 can better not be neglected. The degrees of freedom add up to 46, being one
less than the total number of tested combinations. At the bottom of the table, the
lack of fit test is added, which indicates if the model properly fits the data. For
this, the error term is split up in pure error and lack of fit. The pure error term
represents the variation of the replications. The lack of fit represents the unused
degrees of freedom. If the variation of the unused degrees of freedom would be
much larger than that of the pure error, the data would indicate that the model does
not fit the data accurately (e.g. due to missing factors). The lack of fit test of this
experiment indicates that the model fits the data properly, since its p-value (0.24)
is significantly higher than the standard significance level of 0.05. A double line
is added in Table 4.5 to separate the significant from insignificant effects. It shows
that all main effects and all the quadratic effects except that of CR are significant.
Consequently, the linear effect of CR under motored operation is confirmed under
fired operation. Next, TP, IGN and λ interact with ca and IGN interacts with TP,
with CR (significance level of 10%) and with λ*ca. Since only IGN interacts with
the other 3 factors (besides ca), a fractional factorial experiment can be designed
with half of all the possible cubical points to have a clean estimation of all the
main effects and the interactions of IGN with CR, TP and λ . The effect of CR is
linear, so the two most extreme values of CR were not run in the fractional factorial
design. In summary, the final CCD design for each measurement position and fuel
consists out of 16 combinations (2 centre points, 6 extreme values and 8 cubical
points), which means a total of 144 runs (=16x3x3).
However, although the lack of fit test did not indicate a bad model fit, the
obtained experimental surface of the instantaneous heat flux is physically not
correct towards the beginning of the engine cycle for late ignition timings. This is
demonstrated in Fig. 4.14. Negative heat fluxes up to −200W/cm2 are predicted
before TDC for the latest ignition timing, so the obtained experimental surface is
not meaningful. This is especially the case for a fuel like hydrogen, where the
duration of the peak in the heat flux trace is much shorter because of the faster
flame propagation. The heat flux can increase with 100W/cm2 over one degree
crank angle. Consequently, the effect of the crank angle factor cannot be accurately
captured with only 5 levels over the engine cycle. Moving the selection window
of the crank angle factor (in between the two red lines in Fig. 4.15) with only one
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degree totally changes the heat flux values, see Fig. 4.15. As a consequence, for
hydrogen, the model also fails on the lack of fit test. Including more levels for
the crank angle factor is not a solution either because the experimental model does
not contain enough factors to fully capture the variation in the instantaneous heat
flux. Therefore, qmax is the only meaningful independent variable for the response
surface analysis. Although no interactions turn out to be significant at all for
qmax, the fractional factorial design will not be further reduced. This is the safest
approach, since the data of the instantaneous heat flux indicates that interactions
of IGN with other factors could occur. This demonstrates the importance of the
preparation of the experimental design. The variations of the heat flux within the
cycle will not be visible with the experimental surface, but they will have to be



































Degree crank angle (°ca)
IGN=2
Figure 4.14: The experimental surface which includes the crank angle factor results in
negative heat fluxes for late ignition timings (IGN=2)
4.3 The effect of the engine factors on the heat flux
4.3.1 Effect under motored operation
The response surface for motored operation is a plane, since the experimental
design only contains the extreme values of the factors. The results of the ANOVA
are given in Table 4.6. The degrees of freedom add up to 119, being one less than
the total number of tested combinations. The ANOVA table indicates that all the
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Ontwerpen van experiment
analyse full factorial experiment
• °ca nog moeilijker als factor bij H2, ±1°ca  ± 100 W/cm² 
Figure 4.15: A selection of measured heat flux traces on hydrogen, with an indication of
the five levels of the crank angle factor
Table 4.6: ANOVA table of motored experiment with significant effects marked in bold
Source DF SS MS F p
TP 1 976.41 976.41 49.45 0.000
CR 1 843.23 843.23 42.71 0.000
gas 5 4052.69 810.54 41.05 0.000
TP*CR 1 150.75 150.75 7.64 0.007
TP*gas 5 135.52 27.10 1.37 0.241
CR*gas 5 156.64 31.33 1.59 0.171
TP*CR*gas 5 62.22 12.44 0.63 0.677
Error 96 1895.44 19.74
Total 119












































Figure 4.16: The heat flux increases with the compression ratio (CR) for all the gases
(WOT, line is guide to the eye)
main effects and the interaction between the throttle position and the compression
ratio are significant with a significance level of 1%, being marked in bold. The
effect of the compression ratio is visualised in Fig. 4.16. The measurement
points are plotted with a filled marker and these markers are connected with a
line to illustrate the effect of the compression ratio for each gas (guide to the
eye). The compression ratio increases the heat flux because of an increased gas
temperature and surface to volume ratio. Next, as mentioned above, the throttle
position is expected to have an non-linear effect which cannot be deduced out of
the ANOVA analysis. Additional measurements at intermediate throttle positions
were conducted for some gases and the non-linear effect of the throttle position
is visualised with some of those measurements in Fig. 4.17 (CR=8, argon and 75
vol% He). The measurements are plotted with filled markers, error bars have been
added to indicate the uncertainty on the measured heat flux and a second degree
polynomial has been added as a guide to the eye. Reducing the throttle opening
decreases the heat flux because a lower amount of mass is trapped which mainly
results in a lower gas temperature.
Table 4.6 and Fig. 4.16 also show that the injected gas has a significant effect on
the heat transfer under motored operation. This is further visualised for the WOT
measurement at a CR of 8 in Fig. 4.18. Next, Figure 4.19 shows the effect of
an increasing amount of helium on the peak heat flux (CR=8, WOT). Again, the
measurements are plotted with filled markers and a second degree polynomial has
been added as a guide to the eye. The experimental uncertainty of the measurement
point corresponding to 75vol% of helium in air does not overlap with the trend line,
indicating that the increase in the heat flux is steeper in that region than what is
shown by the line. In the next section, it will be investigated which gas properties











































Figure 4.17: The throttle position (TP) has a non-linear effect on the peak heat flux
(CR=8, line is guide to the eye)


























Figure 4.18: The selected gases have a significant effect on the heat flux (CR=8, WOT)





































vol% He in air
Figure 4.19: The peak heat flux significantly increases if the amount of helium is increased
(CR=8, WOT, line is guide to the eye)
Finally, the interaction between the throttle and the compression ratio is plotted in
Fig. 4.20 (averaged over all the gases). The graph shows that increasing the throttle
opening from WOT to FCT has a different effect on the heat flux, depending on


































Figure 4.20: Visualization of the interaction between TP and CR
96 CHAPTER 4
4.3.2 Effect under fired operation
The ANOVA result of the full factorial experiment at P2 on methane was shown
in section 4.2.2. The analysis of the fractional factorial experiment is shown in
Table 4.7. As mentioned before, only the main effects and the quadratic effects
of TP and λ are significant. The ANOVA results of the other levels of the fuel or
measurement position are very similar, indicating the same significant effects, so
they will not be repeated.
Table 4.7: ANOVA table of fractional factorial experiment in P2 on methane with
significant effects marked in bold
Source DF SS MS F p
IGN 1 4324.97 42.14 0.001
TP 1 7594.04 73.99 0.000
λ 1 2783.50 27.12 0.003
CR 1 1100.57 10.72 0.022
IGN*IGN 1 48.16 0.47 0.524
IGN*TP 1 24.93 0.24 0.643
TP*TP 1 790.18 7.70 0.039
IGN*λ 1 6.25 0.06 0.815
λ*λ 1 857.05 8.35 0.034
IGN*CR 1 125.09 1.22 0.320
Lack of fit 4 457.70 2.06 0.48
Pure error 1 55.45
Total error 5 513.15
Total 15
Next, the obtained surfaces will be plotted to show the variation in the heat flux
over the parameter space. The surfaces are very similar for the different positions,
so only the surfaces at one position (P3) will be shown. The effect of a certain
factor on the maximum heat flux is independent of the level of the other factors
since there are no interactions. Consequently, the effect of a certain factor can be
plotted at the centre level of the other factors. In each graph, the mean value of the
plotted line would change in case the level of the other factors would vary, but not
the shape of the line.
In addition to the experimental surface of the maximum heat flux, surfaces can
also be obtained for the manifold air pressure (MAP), the trapped mass and the
indicated work (or other engine variables). Figure 4.21 plots the effect of the
throttle position on the indicated work output for the different fuels. The left side
of the graph (63°) corresponds with the WOT value and the right side (87°) with



















Figure 4.21: The throttle position (TP) has a similar effect on the indicated work output
for the three fuels, but there is an offset in the average level which complicates a
quantitative comparison of the heat losses between the fuels
the FCT value. The throttle has not been varied between 0° and 63° because this
does not reduce the air flow and, hence, the work output as mentioned before. This
is demonstrated in Fig. 4.22 by plotting the effect of the throttle position on the
MAP and the trapped mass. For hydrogen, the throttle position only affects the
trapped mass and indicated work starting from 70°, because less air can flow into
the engine due to the low density of the fuel. More importantly, Fig. 4.21 shows
that the level of the work output differs between the fuels over the parameter space,
having an influence on the peak heat flux value. Especially the work output on
hydrogen (lean mixtures) can be significantly lower (up to 50%) than that of the
other fuels. Therefore, the heat flux of the different fuels will only be compared
qualitatively in this section, but not quantitatively.
The effect of the throttle position and compression ratio on the peak heat flux is
plotted in Fig. 4.23. The left side of the graph shows that the peak heat flux is
reduced when the throttle opening is decreased, because the ingoing mass and,
hence, released heat is reduced. The effect is very similar for the three fuels, but
it is more pronounced for methanol. For methane and methanol, the heat flux
slightly increases before dropping because the turbulence generated by the throttle





































Figure 4.22: The effect of throttle position (TP) on the manifold air pressure (MAP) and
trapped mass
literature review in section 4.1. For hydrogen, this effect is not visible in the heat
flux trace. The throttle position must have a lower effect on the turbulence level
of the ingoing flow, because of the long fuel injection duration and the dominating
effect of the combustion process.
The right hand side of Fig. 4.23 plots the effect of the compression ratio. Increasing
the compression ratio increases the heat flux because the cylinder pressure and,
consequently, gas temperature rises. In this case, the effect is the same for all three
fuels.
The effects of the ignition timing and air-to-fuel equivalence ratio are plotted in
Fig. 4.24. The left hand side of the graph shows that of the ignition timing, with
early ignition timings at the far left side. The effect for all the fuels is again very
similar. The heat flux decreases linearly when the ignition timing is retarded,
because the peak gas temperature is reduced.
The effect of the mixture richness is plotted at the right side of Fig. 4.24. Methane
and methanol have been varied around the stoichiometric air-to-fuel ratio, resulting
in a maximum in the peak heat flux at the rich side. The air-to-fuel equivalence
ratio for which the heat flux peaks differs for each fuel. The maximum in the peak
heat flux has not been reached for hydrogen, since only lean mixtures have been
used as explained above. For this, additional measurements have been carried
out around the rich side of hydrogen and the results at P2 and P3 are plotted in
Fig. 4.25 together with the results of the RSM profile. These extra measurements
are at FCT, a CR of 9 and a constant ignition timing of −10○CABTDC, so they are
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Figure 4.24: The maximum heat flux as a function of the ignition timing (IGN) and the


























Figure 4.25: Extra measurements were carried out for hydrogen to extend the variation of
the air-to-fuel equivalence ratio to rich measurements
at the edge of the RSM profile for TP and λ . The extra measurements have been
conducted at the edge of the RSM profile to demonstrate that its accuracy reduces
in that region. Figure 4.25 shows that the extra measurements at λ = 1.8 are on
the RSM profile, but the profile diverges towards λ = 1.4, especially at P2. Figure
4.25 further shows that the maximum in the peak heat flux at P3 is somewhere in
between λ = 1 and λ = 0.8. However, at P2 (also at P4), it is not clear whether the
maximum has already been reached or not. The findings above do not confirm that
there is no maximum in the peak heat flux as a function of the equivalence ratio
for a constant ignition timing, which was concluded out of the literature review.
Consequently, there must be another explanation why Wang et al. [44] did not
observe a maximum in the heat flux as a function of the equivalence ratio.
As mentioned above, Figs. 4.23 and 4.24 do not allow a quantitative comparison
between the heat flux of the different fuels because there is a difference in the
work output. In Fig. 4.26, the heat flux is plotted against the convection coefficient
for the three fuels and all measurement conditions at position P2 to compare the
fuels. The graph shows that, for hydrogen, a certain heat flux level consistently
corresponds with a higher convection coefficient. This is demonstrated in Fig. 4.26
at a level of 100W/cm2. The corresponding convection coefficient of methane is
around 500W/m2K (solid line) and that of hydrogen around 700W/m2K (dotted
line). It also means that the heat flux of hydrogen will be higher compared to that
of methane for the same difference between the gas and wall temperature. The
levels of methanol are somewhere in between those of methane and hydrogen.
These trends are also visible in the graphs shown above if they are normalized to
the work output. Figure 4.27 shows the normalized version of Fig. 4.23, indicating
that hydrogen would indeed result in the highest heat flux if the work output would
be the same. These observations confirm the findings in literature about the high
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heat losses in hydrogen engines at high loads. However, the heat loss of hydrogen
is not always higher compared to other fuels. Measurements in the CFR engine,
see Fig. 3.1, showed that the heat loss of hydrogen was lower than that of methane























Figure 4.26: The convection coefficient at a certain heat flux level for hydrogen is higher
compared to those of the other fuels


























Figure 4.27: The normalized maximum heat flux (to the work output) as a function of the
throttle position (TP) and the compression ratio (CR)
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4.4 The effect of the gas properties on the heat flux
This section investigates the effect of the gas properties on the heat flux. The
polynomials and mixing rules that are used to calculate the gas properties of the
mixture as a function of temperature are described in detail in Appendix B. The
effects will be visualised separately as a first step to investigate if the relations
between the gas properties and the heat flux put forward in the equations of the
Reynolds analogy (see equation 3.8) are observed in the data. The analysis will
focus on data points in the engine cycle where there is no combustion (motored
operation and fired operation before ignition timing). During combustion, it is
difficult to clearly demonstrate the effect of the gas properties, since there is a
large influence of the gas temperature which changes with varying engine factors.
Consequently, very few directly comparable points exist during combustion.
If equation 3.8 is transformed to show the dependency of the heat flux on the gas
properties, equation 4.1 is obtained. The exponents of the gas properties observed
in the data will now be discussed.
q = a ·V b ·Lb−1 ·k1−c ·µc−b ·ρb ·ccp ·(Tg−Tw) (4.1)
Dynamic viscosity
Figure 4.28 plots the gas temperature and dynamic viscosity trace of one
measurement on argon (TP=-2 and CR=-2). In both traces, 5 data points
are highlighted between 330 and 390○CA. The dynamic viscosity and gas
temperature of these 5 points are plotted against each other in Fig. 4.29, together
with the same 5 points within the cycle of the other 3 combinations of TP and CR
run in the DoE experiment (20 points in total). The data points are on the same
curve, which visualises the expected temperature dependency of the viscosity of
the gas.
However, if the same procedure is repeated for the other gas mixtures, a strong
linear correlation between the dynamic viscosity and the gas temperature over
the different gases is visible. Figure 4.30 shows the data for all the gases (20
points for each gas), but the gas temperature is now plotted against the dynamic
viscosity. The CO2 data is at the far left of the graph, that of argon is at the far
right. The polynomial of argon, which was shown in Fig. 4.29, has been added
again. The data of each gas is on a similar curve, which is determined by the
temperature dependency of the viscosity of the particular mixture. Furthermore,















































Degree crank angle (°ca)
Figure 4.28: The dynamic viscosity and gas temperature as a function of the degree crank
angle in the case of a measurement with argon (CR=8, FCT), with an indication of the







































Figure 4.29: The temperature dependence of the dynamic viscosity in the case of the tested










































Figure 4.30: Plotting the gas temperature as a function of the dynamic viscosity and
comparing similar conditions (TDC value of certain combination of TP and CR), indicates









































Figure 4.31: The heat flux plotted against the dynamic viscosity (TDC values for two
combinations of TP and CR under motored operation and the value just before the ignition
timing (IGN=2) under fired operation are connected as a guide to the eye)
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some points are added in Fig. 4.30 to show the results for the measurements under
fired operation. The latter are points during the compression stroke before the
ignition time. Additionally, two lines have been added as a guide to the eye. Those
lines connect the TDC values of the same operational conditions for the different
gases under motored operation (two different combinations of TP and CR). These
lines seem to indicate an increasing effect of the viscosity on the gas temperature.
However, this is an unexpected result. The increase in the peak temperature from
CO2 towards argon is actually caused by an increasing heat capacity ratio (γ).
The heat capacity ratios of the different gases used here under motored operation
are given in Table 4.8. Compressing a gas with a higher heat capacity ratio
results in a higher pressure at TDC and hence a higher gas temperature (adiabatic
case: p·Vγ = constant). On the other hand, Fig. 4.30 also indicates that the gas
temperature is linearly correlated to the dynamic viscosity of the different gases.
A higher viscosity leads to an increased internal dissipation, but it is not expected
to have a significant effect. However, the correlation between gas temperature and
viscosity is so significant that it should further be investigated, since there is no
direct correlation between the heat capacity ratio and the viscosity.
Table 4.8: Heat capacity ratios (at 20○C) of the tested gases under motored operation
gas CO2 air helium argon
γ 1.3 1.4 1.66 1.67
Figure 4.31 plots the heat flux at TDC against the dynamic viscosity for the two
combinations of TP and CR, which were also highlighted in Fig. 4.30. The graph
shows that the heat flux increases with the viscosity between 2.5e-5 and 3.75e-5
Pa.s. However, it also demonstrates that the heat flux generated by the highest
dynamic viscosities (argon) is not as high as what would be expected solely by
looking at the correlation with the gas temperature. Clearly, the dynamic viscosity
must also have an effect on the heat flux through the convection coefficient, which
is opposed to the correlation with the gas temperature. The viscosity is indeed
expected to have an effect through the Reynolds and Prandtl number. The data
indicates that this effect is negative, so the exponent of µ in equation 4.1 (c-b)
is expected to be negative. Three data points under fired operation for a late
ignition timing (IGN=2) are added in Fig. 4.31 to show that the viscosity for the
investigated fuels seems to be lower than the turnover point.
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Thermal conductivity
Figure 4.32 plots the convection coefficient against the thermal conductivity at
TDC for the same points which were shown in Fig. 4.31. The data indicates
that the convection coefficient is proportional to the thermal conductivity with a
power between 0.4 and 0.5 (exponent 1-c in equation 4.1). The three data points
under fired operation again confirm the observations under motored operation. No
trends were visible in plots of the gas or wall temperature against the thermal
conductivity. Consequently, the thermal conductivity only seems to affect the heat
flux through the convection coefficient.
Heat capacity
The effect of the heat capacity cannot be investigated separately from that of the
thermal conductivity with the obtained data set, since all the test gases with a high
thermal conductivity also have a high heat capacity and vice versa. The convection
coefficient is plotted against the heat capacity in Fig. 4.33 for the same points
which were shown in Fig. 4.32 to illustrate the effect of the heat capacity. Again,
trend lines connect the points for certain combinations of the engine factors (TP
and CR) as in the previous paragraphs. Fig. 4.33 illustrates that the data does not
correlate that clearly, especially in the case of the 3 points under fired operation.
This further demonstrates that the effect of the heat capacity is dominated by that of
the thermal conductivity and viscosity. The data does indicate that the convection
coefficient is proportional to the heat capacity with a power between 0.5 and 0.6.
Consequently, it seems that the relation between the exponents of the thermal
conductivity (1-c) and heat capacity (c) in equation 4.1 is present in the data.






























































Figure 4.32: The convection coefficient plotted as a function of the thermal conductivity
(TDC values for two combinations of TP and CR under motored operation and the value































































Figure 4.33: The convection coefficient plotted against the heat capacity (TDC values for
two combinations of TP and CR under motored operation and the value just before the
ignition timing (IGN=2) under fired operation are connected as a guide to the eye)
108 CHAPTER 4
Density
It is even more difficult to investigate the separate effect of the density, because
it is always related to another factor. First, observing differences in the heat flux
for the same gas, the density at IVC (intake valve closure) increases if the throttle
opening increases. This results in a higher in-cylinder mass and, consequently, a
higher gas temperature at the end of the compression stroke, which increases the
heat flux at TDC. Second, within an engine cycle, the density increases during
the compression stroke together with the gas temperature, which increases the
heat flux towards TDC of a certain cycle. To visualise the relation between the
convection coefficient and the density, Fig. 4.34 plots all the data points (20 as
explained in the paragraph that investigated the effect of the dynamic viscosity)
of argon, carbon dioxide, hydrogen and 50vol% helium. Trend lines are added on
the graph for each gas or fuel to demonstrate that there is a large spread on the
exponent of the density (from 0.4 to 0.8), because it is correlated with the effect of
other factors. Observing similar conditions for different gases, as in the previous
paragraphs, would lead to the conclusion that the convection coefficient decreases
with an increasing density, see Fig. 4.35. However, this conclusion would ignore
the correlation with the thermal conductivity. For the test gases used, the density
is inversely proportional to the thermal conductivity as demonstrated in Fig. 4.36,
























































Figure 4.34: The convection coefficient plotted against the density, indicating that there is
a large spread on the exponent of the density over the tested gases and fuels






























































Figure 4.35: The relation between the convection coefficient and the density (TDC values
for two combinations of TP and CR under motored operation and the value just before the
ignition timing (IGN=2) under fired operation are connected as a guide to the eye) is
























































Figure 4.36: The density is inversely proportional to the thermal conductivity for the used
gases and fuels (TDC values for two combinations of TP and CR under motored operation
and the value just before the ignition timing (IGN=2) under fired operation are connected
as a guide to the eye)
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Prandtl number
The combined effect of the gas properties k, µ and cp on the heat flux is expected to
be represented by the Prandtl number. Figure 4.37 plots the convection coefficient
against the Prandtl number for the same cases which were shown in Figs 4.32,
4.33 and 4.35. The data indicates a negative correlation between the convection
coefficient and the Prandtl number, which is again due to the dominant influence
of the thermal conductivity on the Prandtl number. A high Prandtl number always






























































Figure 4.37: The convection coefficient is inversely proportional to the Prandtl number
(TDC values for two combinations of TP and CR under motored operation and the value
just before the ignition timing (IGN=2) under fired operation are connected as a guide to
the eye), because the variation in the Prandtl number is dominated by the thermal
conductivity for the tested gases and fuels
4.5 Closure
This chapter presented the experiments that were conducted to build the database
for the model validation. Special care was devoted to the design and analysis
of the experiments by applying DoE techniques. Two kind of experiments were
designed to focus on the effect of the fuel. First, different inert gases (helium,
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argon, carbon dioxide) were injected to vary the gas properties under motored
operation compared to air. Second, three alternative fuels were used under fired
operation to investigate the additional effects during combustion.
Under motored operation, it was shown that the type of gas significantly influences
the amount of heat losses. First, the heat capacity ratio of the gases has a significant
effect on the heat flux through its effect on the gas temperature. Second, a higher
thermal conductivity increases the heat flux because the heat generated in the
gas mixture is more easily transported to the walls. The effect of the other gas
properties was not that clear, since it was always correlated with other effects.
The results under fired operation during the compression stroke confirmed the
observations under motored operation. Furthermore, during combustion similar
effects of the engine factors were observed for the three fuels. However, the
air-to-fuel equivalence ratio had a more pronounced effect in the case of hydrogen,
since it could be varied in a wider range. The gas properties and combustion
characteristics of the mixture significantly vary as a consequence in contrast to the
other fuels. It was also shown that hydrogen resulted in a consistently higher
convective heat transfer because the same heat flux was observed as for the
other fuels, but for a lower temperature difference between the gas and the wall.
Consequently, hydrogen turns out to be a very interesting fuel to investigate the
physical effects on the heat losses in an internal combustion engine.

5
Development of a fuel independent
heat transfer model
As defined in chapter 1, the final goal of this work is to develop a methodology
to validate new heat transfer modelling concepts with the available measurement
database. The proposed methodology will be discussed in this chapter together
with the derivation and validation of a new heat transfer model. The new model
is also based on the Reynolds analogy, since the literature review of the existing
heat transfer models showed that this is the only feasible modelling approach for
thermodynamic simulation tools. The validation only considers the closed part
of the engine cycle, between IVC (intake valve closing time) and EVO (exhaust
valve opening time). To better understand the proposed data reduction and model
validation methodology, Fig. 5.1 plots typically observed heat flux traces at the
three measurement locations (P2, P3 and P4), in this case on methane. Figure
5.1 demonstrates that there are two local maxima in the heat flux traces at P2
and P4. The first peak occurs during the flame passage over the measurement
position (x-marker). The second peak occurs at the instant of the maximum in the
difference between the gas and wall temperature (o-marker). The gas temperature
peaks earlier in the cycle than the instant at which the flame front arrives at P3,
so only one maximum is observed in that trace. Figure 5.2 shows the trace at
P2 out of Fig. 5.1 to indicate the different phases within the engine cycle. The
line with the ‘IGN’ label indicates the instant of the ignition timing and the one
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Figure 5.1: At P2 and P4, the heat flux reaches a local maximum twice: during the flame
passage (x) and at the instant of the maximum in the gas temperature (o)



















Figure 5.2: Illustration of the different flow regimes with a measurement on methane
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with ‘END’ indicates the end of combustion. The red line in between, indicated
by ‘FLAME’, corresponds to the instant at which the flame front arrives at the
measurement position. This line is determined for each measurement position
based on the derivative of the heat flux trace. If the derivative exceeds a certain
threshold value, it is assumed that the propagating flame front has arrived at the
measurement position. The dashed line in between ‘FLAME’ and ‘END’ separates
the two peaks that were observed in the traces.
5.1 Data reduction
A detailed description of the data reduction to obtain the validation database is
described in appendix B. In summary, traces for the following variables were
determined for the closed part of the cycle:
• the measured heat flux (q), only at P2 in the case of motored operation
• the measured wall temperature (Tw)
• the bulk gas temperature (Tg) in the case of motored operation and the gas
temperature of the unburned (Tu) and burned zone (Tb) in the case of fired
operation
• the heat transfer coefficient (h), calculated out of the previous variables
according to equation 3.1
• the gas properties (k, µ , cp and ρ), determined as a function of temperature
with polynomials out of the DIPPR [109] database and mixing rules
described in ref. [110]
• the Nusselt number, calculated according to equation 3.3a
• the Reynolds number, calculated according to equation 3.3b
• the Prandtl number, calculated according to equation 3.3c
The measured wall temperature only fluctuates around 10K over the engine cycle,
whereas the gas temperature can increase up to 2000K. Consequently, the wall
temperature trace is actually averaged over the engine cycle and the convection
coefficient is calculated for a constant wall temperature. To obtain the validation
database, several data points are sampled out of the entire trace for each variable.
The interval in between two samples depends on the rate at which the heat flux
varies to have sufficient data points without overloading the database.
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The presented heat transfer model contains two initial adjustments compared to
the standard heat transfer models. First, care was taken to accurately determine the
gas properties. The gas properties of the gas mixture in the cylinder is calculated
based on the mixing rules described in [110]. These mixing rules rely on the
gas properties of the pure components, which were determined as a function
of the gas temperature with polynomials from the DIPPR database [109]. This
approach is in contrast with that used by Woschni, who made assumptions about
the gas properties which are only valid for air. Second, under fired operation,
the gas temperature was separately calculated for the unburned and burned zone
instead of only calculating a bulk gas temperature which is the case under motored
operation. The coupling of the heat transfer model to a two-zone combustion
model is expected to allow to better capture the effect of the propagating flame
front. Furthermore, the gas properties were separately calculated for each zone
as well. For each measurement position, a transition was made from the gas
temperature and gas properties of the unburned zone to the burned one. The instant
of that transition was already indicated with the red line in Fig. 5.2.
A three pressure analysis (TPA) is used in GT-Power [14] to be able to calculate
both the unburned and burned zone temperature. Such a TPA analysis determines
the burn rate profile by matching the measured in-cylinder pressure. The TPA
analysis also performs a heat balance over the entire engine cycle. If the total
sum of the heat losses differs from the total energy content of the air-fuel mixture,
the lower heating value (LHV) of the fuel is adjusted until the result of the heat
balance is correct. The amount in which LHV needs to be adjusted indicates the
total amount of errors which are made during the experiment and simulation. The
GT-Power manual states that an adjustment of LHV with ±5% is acceptable. A
more detailed description about the TPA model and the validation of its results is
given in appendix B, but the sensitivity analysis of the obtained burn rate profiles
on the calculated gas temperature is discussed here.
The solid lines in Fig. 5.3 show the burned fuel fraction curve for three
measurements on hydrogen. Long tails are visible near the end of combustion
which indicate the accumulation of some errors. Normally, one would expect
that the combustion would end more quickly, e.g. already around 375○CA for
measurement C. Forcing the end of combustion towards this crank angle is possible
in the analysis, but this would result in an adjustment of the LHV value up to 10%,
which is the amount of fuel that still needs to be burned at that instant. Such a long
tail is often observed in spark ignition engines and this could be due to several
reasons:
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Figure 5.3: The long tail in the fraction of the burned fuel is shortened if an extra amount
of heat is lost to the walls during combustion (extra q)
• The burning velocity decreases near the end of the combustion due to the
heat losses to the walls, a decrease in turbulent length scales and partial
quenching of the flame.
• There could be an amount of unburned fuel due to incomplete combustion
which is currently not taken into account. To eliminate this cause, the
composition of the exhaust gas should be measured.
• An amount of fuel could be trapped in the top piston land during the main
combustion phase. Part of this amount could result in an unburned fuel
fraction as in the previous case. However, another part of the fuel could
still burn when it is released again out of the top piston land, resulting in a
post-flame combustion event.
• An accumulation of measurement errors (geometry, boundary conditions,
cylinder pressure, ...).
• An error in the amount of heat losses to the walls.
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This work mainly uses the TPA analysis to obtain a gas temperature, so the
sensitivity of the gas temperature to the presence of the long tail in the burn
rate profile was checked. The sensitivity analysis focuses on the possible error
in the calculated total amount of heat losses to the walls. Currently, the average
of the three measurement positions (P2, P3 and P4) is used to estimate the total
heat losses. Figure 5.4 shows the total estimated heat flux traces (solid lines)
of the same three measurements which were shown in Fig. 5.3. Two peaks are
each time visible in the averaged heat flux trace which correspond to the peak
in the heat flux at P2 and P4 (first one) and P3 (second one). At each location
on the cylinder surface such a peak is expected at the instant of flame passage.
Consequently, the peak of the average heat flux is probably under estimated due
to the fact that the heat flux is only measured at three locations. Appendix B
describes that the calibration constant of the heat transfer model in GT-Power was
adjusted at each sampling point to obtain the same heat flux trace as the average
measured one. This calibration constant needs to be reduced during the peak in
order to follow the average traces in Fig. 5.4, confirming that the peak is probably
under estimated. For each measurement, an extra heat flux curve has been added
in Fig. 5.4. These curves are obtained by using a constant model calibration factor
in GT-Power between the first and second peak in the average measured heat flux
trace. These additional curves indicate the possible amount of heat losses which
are not captured by averaging over three measuring positions. The corresponding
burn rate profiles are added in Fig. 5.3. An extra amount of fuel (e.g. 5% for
measurement C) needs to be burned during the peak in the heat flux trace to obtain
the same cylinder pressure, so this indeed eliminates some part of the long tail.
Figure 5.3 also shows that it is only the tail of the burn rate profile which is affected,
the curves are identical up to a mass burned fraction of around 0.8.
More importantly, these curves were used to check the possible resulting error in
the calculated gas temperatures, which is shown in Fig. 5.5. Both the unburned
and burned gas temperatures are plotted and the same line styles are used as in
the previous graphs. Figure 5.5 shows that the gas temperature of the solid lines
is somewhat higher near the end of the expansion stroke due to the fact that the
duration of the combustion phase is longer. However, these differences are within
the estimated error on the gas temperature that is determined in appendix A (±6%).
Consequently, the long tail in the burn rate profile does not have a significant
effect on the calculated gas temperature and the results are accurate enough for
the current analysis. However, it does indicate that the analysis in this work
can only investigate the local heat flux traces. Capturing the local phenomena
is only possible if at least a two-zone combustion model is used. Heat transfer
measurements at more locations are required in future research to have a better
indication of total cycle heat losses. The analysis described in this paragraph also
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Figure 5.4: The influence of an extra amount of heat loss (extra q) on the analysis was
checked for 3 measurements on hydrogen (A, B and C



























Figure 5.5: Varying the peak heat flux does not have a significant effect on the unburned
and burned gas temperature (variations are within the estimated uncertainty of ±6%)
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indicates that it is not sufficient to measure the heat flux at one single position in
the engine to thoroughly investigate in-cylinder heat transfer. This is especially the
case if the measurement is used to validate spatially averaged heat fluxes, although
this was often the case in the literature [24, 25].
Currently, the transition in the gas temperature and gas properties results in
physically incorrect convection coefficients around the instant of the transition,
as demonstrated in Fig. 5.6. At the top of Fig. 5.6, the same heat flux trace
of the one in Fig. 5.2 is plotted. Additionally, the traces of ∆T (middle) and h
(bottom) are plotted. To better indicate the transition in ∆T, the separate curves
for the unburned and burned zone are added in the middle of the graph. The zone
where the physically incorrect values of h occur is indicated with the two vertical
lines.The occurrence of physically incorrect convection coefficients is observed
because an instantaneous switch is currently made in the gas temperature, whereas
the heat flux trace is an average curve over several engine cycles.
Figure 5.7 illustrates the amount of cyclic variation in the measured pressure and
heat flux traces for this particular measurement. The cycle averaged traces are
plotted with a solid red line, the cycles which differ the most (max and min) and
the least (best) from the mean cycle are plotted with dashed black lines. The graph
demonstrates that there is a much steeper rise in the heat flux trace at the instant
of the flame arrival in the case of individual cycles. This rise is not that steep
in the case of the mean cycle because there is a cyclic variation in the instant
of the flame arrival. Consequently, before the instant of the transition, the heat
transfer coefficient rapidly increases because the heat flux already starts to increase
in contrast to the gas temperature. Then, h suddenly drops because there is an
order of magnitude difference in the gas temperature, whereas the averaged heat
flux trace increases more steadily. After the drop, h steadily increases again and
Fig. 5.6 shows that the order of magnitude of the heat transfer coefficient is the
same before and after the transition. This indicates that the 2-zone gas temperature
calculation is the correct approach for premixed spark ignition engines. To solve
the issue of the physically uncorrect values, a more steady transition from Tu to
Tb should be considered in the actual implementation of a two-zone heat transfer
model. Then, the curve of the convection coefficient would be smoothed, as shown
in Fig. 5.6.
However, this will not further be investigated in this work since the current research
focuses on the examination of the physical causes that influence the heat loss in
the engine. Instead, the physically incorrect heat transfer coefficients were not
included in the validation database.
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Figure 5.6: The transition from the unburned to the burned gas temperature results in
physically incorrect convection coefficients around the transition. This zone is not included
in the validation database




































Figure 5.7: The amount of cyclic variation in the measured cylinder pressure and heat flux
trace (P2) in the case of the centre measurement on methane (all factors at 0 level)
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The validation approaches reported in literature make it difficult to thoroughly
investigate the physical effects of observed variations. The publications only list
the equations of the proposed model and directly compare the simulated heat flux
traces to the measured ones. If a discrepancy is observed, several hypothesis are
made to explain it. However, that approach makes it very difficult to distinguish
between several effects which might lead to the discrepancy. Consequently, the
current research devoted attention on how to distinguish between different effects.
The purpose is to find a methodology which allows to really investigate the
correctness of the physical foundations of the model. The following paragraphs
discuss the approach which is used.
First, it is to be expected that the type of flow within the cylinder varies during the
cycle and that this could affect the convective heat transfer. Therefore, the entire
measurement database for the model validation was divided in different clusters
according to the phase within the engine cycle. These clusters are labelled as ‘flow
regimes’ 1. The following seven flow regimes were defined:
1. compression stroke before ignition
2. compression stroke after ignition, in contact with the unburned zone
3. compression stroke after ignition, in contact with the burned zone
4. expansion stroke before ignition
5. expansion stroke, in contact with the unburned zone
6. expansion stroke, in contact with the burned zone
7. expansion stroke after the end of combustion
The measurements under motored operation belong to part 1 (compression stroke)
or 7 (expansion stroke), the zones in between are only for the measurements
under fired operation. The transition from one flow regime to another was already
demonstrated by the vertical lines in Fig. 5.2 for the typical heat flux traces on
methane. The in-cylinder flow during the first part of the cycle is expected to
be the same as that under motored operation, so this belongs to regime 1. This
cluster contains the data points until the ignition timing (IGN). After the ignition,
combustion is initiated in the cylinder, leading to the initiation of a propagating
flame front, which might already affect the convective heat transfer. As long as
the propagating flame front has not arrived at the particular measurement position,
1The clusters are labelled as flow regimes because this is similar to the definition of flow regimes in
heat exchangers where two-phase flow occurs [80]
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it is in contact with the unburned gas zone and the data is put in regime 2 or 5.
The data is put in clusters 3 and 6 if the propagating flame front has arrived at the
measurement position, exposing it to the burned zone. This transition is indicated
with the red line in Fig. 5.2. Once combustion has ended (END), the data points
are added to cluster 7. The parameters of the model (a, b and c in equation 3.8)
will be determined separately for each cluster with a regression analysis, which
allows to validate the model in a systematic way. By validating cluster 1 and 7, the
influence of the in-cylinder flow and gas properties can be investigated without the
influence of combustion. Going from cluster 2 to 6 allows to investigate as little
additional effects as possible at the same time.
Second, the Prandtl number only significantly varies for a limited part of the
dataset. Consequently, the ability of the Reynolds analogy to predict the heat flux
for the different clusters can be visualized by plotting the Nusselt number against
the Reynolds number on a logarithmic scale. This is shown in Fig. 5.8 for the
reference case of a constant characteristic length (engine bore) and velocity (mean
piston speed), which was chosen by Annand [38]. The mean piston speed is not
only constant during the engine cycle, but also for the entire database because of
the constant engine speed. The different gases and fuels are plotted in a different
colour and the measurement positions (P2, P3 and P4) with different markers. The
graph shows that there is a strong linear relation between the two dimensionless
numbers in the first and second cluster, indicating that the Reynolds analogy could
indeed be appropriate to model the effect of the flow and gas properties on the heat
flux in a premixed spark ignition engine. However, the relation for regimes 3-6 is
not linear at all in the reference case, so the effect of combustion is not yet captured.
Part 7 again shows a linear trend, but each case seems to have a different offset.
These visual observations are confirmed by the correlation coefficients between
the Nusselt and Reynolds number on a logarithmic scale, see Table 5.1. In the
following sections, it will be investigated which modifications have to be applied
to improve the model predictions for each cluster. First, the compression stroke
will be discussed (regimes 1 and 2). Second, the analysis during combustion will
be presented (regimes 3 and 6). Finally, the expansion stroke will be investigated
(regimes 4, 5 and 7).
Table 5.1: Correlation coefficient (R) between the Nusselt and Reynolds number on a
logarithmic scale for each cluster
cluster 1 2 3 4 5 6 7




































































Figure 5.8: The relation between the Nusselt and Reynolds number on a logarithmic scale for the seven flow regimes
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5.2 Compression stroke before combustion
In the previous chapter, it was shown that the heat flux during compression was
mainly affected by the thermal conductivity and the viscosity. Figure 5.8 already
demonstrated that there is a strong linear relationship between the Nusselt and
Reynolds number on a logarithmic scale for regime 1 if the reference L and V are
used. This model will be referred to as model 1. The regression analysis of the
data showed that the effect of the Prandtl number differed depending on its level.
The data indicated that the Prandtl number only has a significant effect between
0.475 and 0.675, being the data of helium and hydrogen. For those gases, the
Prandtl number actually explains the offset in the data that was visible in Fig. 5.8,
as illustrated in Fig. 5.9. A lower Prandtl number (in blue) results in a higher
offset on the Nusselt versus Reynolds graph than a higher Prandtl number (in red),





















Figure 5.9: The effect of the Prandtl number on the relation between the Nusselt and
Reynolds number in the case of helium and hydrogen
For the other gases, the Prandtl number varies between 0.675 and 0.74, and it does
not have a significant effect. The small variation in the Prandtl number between
0.675 and 0.74 does have a negative impact on the results if the regression is
conducted for all the gases together. In fact, the variation in the Prandtl number
is too limited within the dataset to thoroughly determine its effect and the level of
exponent c. However, it is almost impossible to obtain a larger variation in internal
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combustion engines to properly investigate its effect. Consequently, the regression
was first conducted separately for the two groups and the Prandtl number was only
included for helium and hydrogen.
Table 5.2 shows the resulting values for the model parameters (column 1 and 2).
Because the Prandtl number of the second group is almost constant, it is actually
included in parameter a. The same results can be obtained if the Prandtl number
is explicitly put in the model, instead of lumping it into parameter a. If the Prandtl
number (average value of 0.689) is included with the same exponent as for the
first group, parameter a needs to be increased to 3.432 (2.48 = 3.432·0.6890.872).
Furthermore, the same results can still be obtained if the exponent of the Reynolds
number is also that of the first group, since almost the same value came out of the
regression analysis for the two groups. Consequently, this approach was followed
to obtain the final model since it is more logical. To obtain accurate results,
parameter a does need to have two different levels according to the range of the
Prandtl number. The final model parameters for the second group are given in
column 3 of Table 5.2. Further research could investigate whether there is another
factor that explains the offset between the two groups.
Table 5.2: Model parameters for flow regime 1 (model 1)
0.475 ≤ Pr < 0.675 0.675 ≤ Pr < 0.74





a 2.67 2.48 2.25
b 0.573 0.535 0.573
c 0.872 - 0.872
Figure 5.10 shows that almost all the data points over the parameter space are
within the experimental uncertainty (15%, see appendix A). Only some points
early in the cycle are just outside the experimental uncertainty. Figure 5.11 to
Figure 5.13 compare the predicted peak heat fluxes by model 1 with the measured
ones that were presented in the previous chapter. The measurements are again
plotted with a filled marker and the model predictions with an unfilled marker.
The two measurement points were connected with a line as well in Fig. 5.11 and
a trend line was added in Fig. 5.13 if enough intermediate points were available.
Error bars are added for the experimental uncertainty on the measured convection
coefficient to indicate the accuracy of the model predictions. The figures show
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that the model accurately predicts the effect of the compression ratio (Fig. 5.11),
throttle position (Fig. 5.12) and the effect of an increasing helium amount in the


































































Experimental convection coefficient (W/m²K)
Figure 5.10: Model 1 accurately predicts the convection coefficient during the








































































































































vol% He in air
Figure 5.13: Model 1 is capable of predicting the increasing heat flux when the amount of
helium is augmented (CR=8, WOT)
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Figure 5.14: Model 1 predicts the correct effect of TP and CR during compression for the
fired operation, but slightly outside the measurement uncertainty in the case of methanol
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Similar results are obtained for part 1 of the measurements under fired operation.
Figure 5.14 compares the predicted effect of TP and CR with that obtained
out of the measurements at 320○CA. This is the last instant in the cycle that
belongs to part 1 for all the cases since the earliest ignition timing for methane
is at 38○CABTDC. In this case, the simulation results are slightly outside the
experimental uncertainty for methanol in some parts of the parameter space.
Furthermore, for hydrogen, the results seem to be more accurate near higher
compression ratios. In contrast, for methanol, the results seem to be more accurate
near lower compression ratios. However, no clear cause could be found to explain
this difference and it seems to be random variation. The lower accuracy is caused
by the very low heat flux levels that occur early in the engine cycle. Consequently,
this somewhat larger discrepancy is not that important. The measurements on
hydrogen allow to demonstrate this further, since the earliest ignition timing on
hydrogen is at 5○CABTDC. Figure 5.15 again plots the simulation results for
the effects of TP and CR, but much later in the compression stroke (at 355○CA).
The heat flux levels are now significantly higher and the model performs more
accurately compared to what was shown in Fig. 5.14. This is also the case for
measurements on the other fuels with later ignition timings. No graph is shown
for the effect of the ignition timing and air-to-fuel equivalence ratio because these
factors do not have a significant effect on the heat flux during compression.





















Figure 5.15: Model 1 performs more accurately at higher heat flux levels in the case of
hydrogen
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The data indicates that the in-cylinder flow is well characterised with the reference
characteristic length and velocity. However, it was still investigated if the two
alternative characteristic lengths proposed in literature (see chapter 3) could further
improve the model fit:
• L2: diameter of sphere with same volume as in-cylinder volume, as
suggested by Hohenberg et al. [55]
• L3: height above piston, as suggested by Chang et al. [21]
In contrast to the reference characteristic length (L1), these lengths vary within
the cycle. They are compared to the reference L in Fig. 5.16 for a compression
ratio of 9. Both lengths have a minimum at TDC and they reduce towards higher
compression ratios. L3 is significantly smaller than L2. None of the alternative
characteristic lengths improves the power law relation between the Nusselt and
Reynolds number as demonstrated for the helium data in Fig. 5.17. The data
during the cycle of one particular measurement is highlighted in Fig. 5.17. During
the cycle both the Reynolds and Nusselt number increase in the reference case
and there is a good linear relation between the two numbers on a logarithmic
scale. Furthermore, there is a good match between that relation over the different
measurements. For both alternative lengths, there is still a good power law relation
between the two numbers within each cycle. However, there is not such a good
match anymore over the different measurements, especially for L3. Consequently,
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Figure 5.16: The different characteristic lengths suggested in literature (CR = 9)

















L1 L1 (highlighted) L2 L2 (highlighted) L3 L3 (highlighted)
Figure 5.17: The alternative characteristic lengths deform the relation between the Nusselt
and Reynolds number of model 1
This section clearly demonstrated that the Reynolds analogy accurately captures
the effects during compression because of the first proposed improvement, being
the usage of the appropriate polynomials and mixing rules to calculate the gas
properties. An illustration of the accurate match between the simulations and
measurements during the compression stroke is demonstrated in Fig. 5.18 for air,
argon and helium. The graph also contains the simulation results of the Woschni
model, being calibrated for the air measurement, to show that this model is not
able to predict the difference between the gases because the gas properties are
not correctly determined. Figure 5.19 further demonstrates this for the predicted
effect of an increasing amount of helium. The model of Woschni significantly
underpredicts the increase in the heat flux. The fact that the gas properties
correctly have to be determined seems obvious, but it has been overlooked by many
researchers who built further on the model of Woschni [32], as already mentioned
in chapter 3.
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Figure 5.18: The model of Woschni does not accurately predict the heat flux traces for






































vol% He in air
Figure 5.19: The model of Woschni is not able to simulate the increase in the heat flux
when the amount of helium is augmented, in contrast to model 1 (see Fig. 5.13)
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5.3 Combustion
Figure 5.8 showed that the relation between the Nusselt and Reynolds number was
not that linear on a logarithmic scale during combustion. As expected, model 1 is
not as accurate as during compression. This is shown in Fig. 5.20 for a variation
in TP and λ at P2. The model does accurately simulate the effects for methane
because of the second proposed improvement, being the coupling to a two-zone
combustion model.
A one-zone combustion model would not have resulted in the same accuracy.
This is demonstrated in Fig. 5.21, which plots the heat flux against the convection
coefficient for the measurements on methane. The black dots are the values that
come out of a one-zone gas temperature analysis and the other three markers
are the results of the two-zone analysis of the heat flux at the three different
measurement positions. For the one-zone analysis, the heat flux was averaged over
the three measurement positions. Two groups of dots can clearly be noticed in the
graph for the results of the two-zone analysis. The first group, with heat fluxes up
to 50W/cm2, represents the points in the engine cycle before the flame front has
reached the particular measurement position, being in contact with the unburned
zone. The heat flux at P3 in this group reaches higher values than the other two,
since this point is furthest away from the spark plug. Consequently, the flame front
needs more time to reach P3. The heat flux already significantly increases at that
position because of the combustion occurring in the other parts of the cylinder,
increasing the pressure and, hence, the unburned gas temperature. The second
group represents the points in the cycle once the flame front has reached the
measurement position, being in contact with the burned zone. Furthermore, the
data of the different measurement positions coincide, indicating that the two-zone
approach can capture the spatial variation. The offset between the two groups in
the data is explained by the difference in the gas temperature between the unburned
and burned zone. This clear distinction is not present in the one-zone data. In
contrast, a cloud of data points is observed in between the two groups of the
two-zone data. This observation clearly demonstrates the improvement achieved
by the coupling to a two-zone combustion model. Figure 5.21 only shows the
results of the methane measurements, but the same improvements are observed for
the other fuels.
However, Fig. 5.20 further shows that model 1 is not able to predict the consistent
differences in the convective heat transfer of the three fuels, which were observed
in the previous chapter. The graph demonstrates that the model is more or
less able to capture the effect of the throttle position for the other fuels, but
it underestimates the increase in the heat flux towards WOT for methanol and
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Figure 10 – The reference model mainly fails in the prediction of the effect of λ in the case of hydrogen 
 
 
Figure 5.20: Model 1 mainly fails in the prediction of the effect of TP and λ in the case of




































Figure 5.21: A two-zone combustion model has to be used to capture the effect of the
propagating flame front, since it results in a better alignment between the heat flux and
convection coefficient (methane)
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hydrogen. Furthermore, it mainly fails in the prediction of the air-to-fuel
equivalence ratio effect in the case of hydrogen.
Next, the data clusters during combustion will be reduced to better demonstrate
the cause of the differences in the heat flux between the fuels. For the reduced
database, only the two local extrema during the cycle will be investigated (o-
and x-markers in Fig. 5.1. First, it will be shown that the effect of the gas
properties do seem to explain some of the differences between methane and
methanol, although it was mentioned in chapter 4 that no directly comparable
measurements could be selected during combustion to demonstrate the effects of
the gas properties. Second, the investigated model modifications will be described.
Third, the simulation results of the different models will be presented. Finally, the
results will be discussed in more detail in a separate section.
5.3.1 Effect of the gas properties
The heat flux of the second peak values (indicated by an o-marker in Fig. 5.1) at
P2 is plotted against ∆T for all the fuels in Fig. 5.22. Several data groups have
been connected with a line as a guide to the eye to visually support the reasoning
explained below. The graph confirms what was mentioned above for Fig. 4.26.




































Figure 5.22: Hydrogen consistently results in a higher convective heat transfer since the
same heat flux level is obtained for a lower ∆T
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heat flux level is obtained for a lower ∆T. Furthermore, a different marker indicates
that there seem to be two groups in the data for methane and methanol. The data
indicates that methanol results in a higher convective heat transfer than methane
if the same markers (group 1 or 2) are compared. A black dotted line is added to
demonstrate that one could argue that three of the four groups could be put on the
same line. However, the highest heat flux levels for methanol definitely indicate a
convective heat transfer which is in between that of the other groups and hydrogen.
In contrast to motored operation, the thermal conductivity cannot fully explain
the observed increase in the convective heat transfer, especially not for hydrogen.
There are no order of magnitude differences between the thermal conductivity of
the components in the exhaust gas. Consequently, the variations in the conduction
coefficient are mainly driven by a change in the temperature rather than by a
change in the mixture composition. Hydrogen results in the highest convection
coefficient, but the thermal conductivity during combustion is now lower because
of a lower gas temperature, as shown in Fig. 5.23. Figure 5.23 does show that
the thermal conductivity of methanol is somewhat higher than that of methane.
The thermal conductivity differs because of a systematically lower amount of
nitrogen in the exhaust in the case of methanol. A lower amount of air is
needed to complete the combustion of methanol because of the oxygen content
in the fuel (6.4kgair/kgfuel for stoichiometric methanol mixtures in contrast to
17.6kgair/kgfuel for methane). Consequently, less nitrogen is trapped in the
cylinder and there is a larger share of water vapour in the exhaust which increases
the thermal conductivity. Furthermore, there are different groups in the thermal
conductivity as a function of temperature for methanol and methane according
to the air-to-fuel equivalence ratio. The increase in the thermal conductivity for
richer mixtures is caused by an increase of pure hydrogen in the exhaust due to the
incomplete combustion. On hydrogen, only lean mixtures were tested in the DoE
experiment, so no offset is visible for that fuel. However, the groups in the data of
methane and methanol are not the same as the ones observed in Fig. 5.22, so the
thermal conductivity cannot fully explain the differences between the two groups
either.
The two groups in the data of methane and methanol are actually caused by a
difference in the peak pressure and consequently a difference in the density. Figure
5.24 shows that the two groups are aligned if the convection coefficient is plotted
against the density. Most importantly, the basic model captures all the differences
between methanol and methane described in this section. This is demonstrated in
Fig. 5.25, where the Nusselt number is plotted against the Reynolds number on a
logarithmic scale. All the methane and methanol data is aligned so the reference
model will accurately capture the variation in the heat flux. The data of hydrogen
is not aligned with that of the other fuels and there is a much larger scatter.

























































Figure 5.23: There are different groups in the thermal conductivity as a function of




















































Figure 5.24: The two groups in the data of methane and methanol (1 and 2) that were

































Figure 5.25: The data of hydrogen is not aligned with that of methane and methanol if the
Nusselt number is plotted against the Reynolds number on a logarithmic scale (model 1)
Identical peak values of the extra measurements on hydrogen are added to better
demonstrate the scatter in the hydrogen data. The Nusselt number significantly
increases whereas the Reynolds number almost remains constant. This section
demonstrates again that model 1 will not capture the variation in the heat flux in
the case of hydrogen. Consequently, model modifications will be necessary to
capture the intensified convective heat transfer of hydrogen.
5.3.2 Description of the investigated models
In the reference case, the in-cylinder flow is characterised by a constant
characteristic length and velocity (in the case of a constant engine speed like for
the CFR). The analysis in section 5.2 showed that these are the correct definitions
to capture the effect of the flow field on the heat losses under motored operation.
Under fired operation, not all effects are captured anymore with those definitions.
This was previously observed in literature as well and researchers proposed several
alternative characteristic lengths and velocities in an attempt to model the effect
of combustion on the heat transfer, see chapter 3. This section investigates the
effect of alternative characteristic lengths and velocities. Due to confidentiality,
the details of the models are not described. However, the following section will
show the results of the investigated models (5 additional).
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5.3.3 Results
This section presents the simulation results of the 5 models that were given in
the previous section. The results will first be presented for the reduced database
by plotting the Nusselt number against the Reynolds number. Then, the same
graphs will be shown for the entire database. Next, the simulated effects of the
engine factors will be compared to the measured ones for each fuel. Finally,
the percentage of the data points which are predicted within the experimental
uncertainty will be investigated. A detailed discussion of the results will be
presented in the following section.
The two flow regimes in contact with the burned zone during combustion (3 and
6) were further split up in 2 extra parts (3a, 3b, 6a and 6b) to conduct the analysis,
being marked by the dashed line in Fig. 5.2. Cluster 3a or 6a contains the first
peak in the heat flux trace (‘x’-marker in Fig. 5.1). Regime 3b or 6b contains
the data points once the flame has passed over the measurement position. Since
there is no second peak at P3, it is more difficult to distinguish between 6a and
6b, so all data points were added to 6a at this measurement position. The data
of 3a and 6a is grouped in one cluster as is the data of 3b and 6b. The data
was analysed separately for these two clusters because there is a consistent offset
in the convection coefficient. Figure 5.26 plots the Nusselt number of the two
peaks against the Reynolds number (methane and methanol at P2) to demonstrate
this. The same offset is observed for hydrogen, but those points are not added
because the figure would get overloaded. This result was to be expected since
Fig. 5.6 already showed that there are two peaks in the trace of the convection
coefficient as well, whereas there is only one peak in the burned gas temperature.
Consequently, with the current modelling approach, only one peak would be
predicted in the convection coefficient trace if the entire cluster would be modelled
together. Consequently, the data indicates that there is an increased heat transfer
during the flame passage which could be caused by an intensified gas motion, the
breakdown of the boundary layer, exposure to a higher flame temperature or higher
radiation. These effects were not yet investigated in detail, since there is only a
small percentage of the total in-cylinder surface in contact with the flame at each
instant. To capture the offset of cluster 3a and 6a, a separate regression analysis
is conducted so the offset is currently captured by different model parameters. In
future research, extra physical variables could be investigated which explain the
offset in the data of the two clusters. The focus in this section will be devoted
to the cluster that contains the data points once the flame has passed over the
measurement position. The regression results for the clusters during combustion
are given in Tables 5.3 and 5.4





















Figure 5.26: The Nusselt number is higher at the instant of the flame passage than at the
instant of the maximum in ∆T for the same Reynolds number
Table 5.3: Model parameters for flow regime 3a and 6a
Parameter
Model
1 2 3 4 5 6
a 0.174 0.986 0.964 4.522 0.140 0.346
b 0.858 0.647 0.674 0.509 0.847 0.761
c 0.951 0.995 1.871 2.297 2.533 2.968
Table 5.4: Model parameters for flow regime 3b and 6b
Parameter
Model
1 2 3 4 5 6
a 0.061 0.615 0.611 2.400 0.218 0.322
b 0.963 0.675 0.700 0.553 0.776 0.743
c 0.790 0.430 1.269 1.687 1.739 2.201
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number of the second peak data (‘o’-markers) is shown in Figs. 5.27 to 5.31. A
model will be more accurate if there is a good linear relation between the Nusselt
and Reynolds number on a logarithmic scale. A black solid line is added in each
graph to indicate the model prediction based on the regression analysis of the
data of the entire cluster (not only the reduced one). This regression line will
be used further below to explain the results of the simulated effects of the engine
factors. The graphs show that all the models will significantly improve the results
for hydrogen, since the alignment of the hydrogen measurements is improved
compared to the scatter that was visible in Fig. 5.25. For methane and methanol,
all models still result in a good alignment of the data of the same fuel, but there is
now a larger offset between the two fuels. Figure 5.27 shows that the data of the
extra hydrogen measurements is less aligned with that of the DoE measurements
in the case of model 2 compared to the other models. Consequently, model 2 will
no longer be considered. If one looks at the data of each fuel separately, there is
almost no difference between the comparable models: model 3 and 4 (Figs. 5.28
and 5.29) and model 5 and 6 (Figs. 5.30 and 5.31). However, the alignment over
the different fuels is better in the case of model 3 and model 5. Consequently,
the following results will focus on the comparison of these two models with the
































Figure 5.27: The Nusselt number plotted against the Reynolds number on a logarithmic

































Figure 5.28: The Nusselt number plotted against the Reynolds number on a logarithmic
































Figure 5.29: The Nusselt number plotted against the Reynolds number on a logarithmic
scale in the case of model 4 (reduced database)
































Figure 5.30: The Nusselt number plotted against the Reynolds number on a logarithmic
































Figure 5.31: The Nusselt number plotted against the Reynolds number on a logarithmic
scale in the case of model 6 (reduced database)
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In a next step, the entire cluster is again investigated instead of the reduced one
which only contains the peak values, since the entire cluster was the input for
the regression analysis. The data of the extra hydrogen measurements will not be
shown in these graphs, because this data was not used in the regression analysis.
Instead, the extra hydrogen measurements were used as test data to confirm the
results outside the range of the regression analysis. Again, the Nusselt number
will be plotted against the Reynolds number on a logarithmic scale. A model will
turn out to be accurate if the data shows a good linear relation in such graph. A
different marker will be used for the data of P2 and P4 to indicate if a model


































Figure 5.32: The Nusselt number plotted against the Reynolds number on a logarithmic
scale in the case of model 1 (entire cluster)
Figure 5.32 demonstrates that the same scatter in the hydrogen data is observed
for the entire cluster. The Nusselt number varies in a wide range for similar
Reynolds numbers. Consequently, not only the peak values will not be accurately
captured, but also the variation within the cycle of a certain measurement. The
model does capture the spatial variation, since the data of the two measurement
positions overlap. The results for model 3 and 5 are plotted in Figs. 5.33 and
5.34. Again, model 3 and 5 significantly reduce the scatter in the hydrogen data.
Looking at the data of the entire cluster, there is a larger difference between model
3 and 5. The alignment of the data of the different fuels of model 5 is significantly


































Figure 5.33: The Nusselt number plotted against the Reynolds number on a logarithmic


































Figure 5.34: The Nusselt number plotted against the Reynolds number on a logarithmic
scale in the case of model 5 (entire cluster)
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better than in the case of model 3. The slope of the linear relation for hydrogen
differs from those of methane and methanol in the case of model 3. In contrast,
model 5 results in the same slope, there is only an offset between the different
fuels. That offset was more pronounced in the peak data (Fig. 5.30), because there
is now a larger scatter in the data for each fuel. The black regression line already
indicates that the average heat flux level of hydrogen will still be underpredicted,
since all the hydrogen data is above the line. However, the next paragraphs will
investigate whether the discrepancies are within the experimental uncertainty.
Figure 5.20 showed that the reference model mainly failed to accurately simulate
the effect of the air-to-fuel equivalence ratio for hydrogen. The simulated effects
of the engine factors in the case of model 3 and 5 will be compared to the
measured ones in this paragraph. Figure 5.35 plots the results for methane and
Fig. 5.36 presents the results for hydrogen and methanol. Figure 5.35 shows that
the results of model 5 are closer to the measurements than the results of model
3. However, the differences are within the experimental uncertainty for most parts
of the parameter space. There is only a significant difference between the two
models near the fully closed throttle position (TP=87) and near the richest mixtures
(λ = 0.8). Both models overpredict the effect of the throttle position, only being
outside the experimental uncertainty in the case of model 3. Moreover, model 3
underpredicts the impact of the compression ratio. Consequently, the results of
model 5 tend to be more accurate.
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Figure 5.35: Model 5 predicts all the effects of the engine factors within the experimental
uncertainty in the case of methane. The results of model 3 are slightly outside the
experimental uncertainty towards WOT (TP=87) and rich mixtures (λ = 0.8)
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The results are less accurate for hydrogen and methanol. The models tend to
overpredict the heat flux for methanol and underpredict it for hydrogen. These are
expected results based on the position of the regression line in Figs. 5.28 and 5.30.
In those graphs, the methane data is closest to the regression line, that of hydrogen
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Figure 5.36: Model 3 and especially model 5 are a significant improvement in the case of
methanol and hydrogen compared to model 1 (see Fig. 5.20)
is above it and that of methanol lies underneath. The most significant improvement
is obtained in the prediction of the effect of the air-to-fuel equivalence ratio in the
case of hydrogen. Figure 5.36 indicates that model 3 better captures its effect.
However, model 3 results in a larger offset in the average heat flux level over
the entire parameter space, so it predicts all the effects outside the measurement
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uncertainty for hydrogen. Model 5 better captures the average heat flux level,
but underpredicts the effect of the air-to-fuel equivalence ratio near λ = 1.4. The
accuracy of the models is the opposite in the case of methanol. For that fuel, model
3 performs better compared to model 5, because all the effects are predicted within
the measurement uncertainty. It is now model 5 that results in a higher offset in
the average heat flux level.
Furthermore, model 3 more accurately predicts the peak heat flux of the extra
hydrogen measurements, see Fig. 5.37. The predictions of the reference model
are also added in Fig. 5.37 to indicate the significant improvement of model 3 and
5. Contrary to the measurements and both alternative models, model 1 predicts




































Figure 5.37: Model 3 and 5 more accurately predict the effect of the air-to-fuel
equivalence ratio (λ ) on the peak heat flux of the extra hydrogen measurements compared
to model 1, model 3 being the most accurate one
Next, the accuracy of the models for the entire cluster will be investigated. For this,
the simulated Nusselt number is plotted against the experimental one for models 1,
3 and 5 in Fig. 5.38. The model prediction is within the experimental uncertainty
of ±15% if the marker is within the two dashed lines. Model 1 clearly has the most
data points outside the experimental uncertainty. The discrepancy is the largest
for the experimental Nusselt numbers in the range between 500 and 700, which
mainly is hydrogen data. The predicted Nusselt numbers for that range are all
significantly lower, with errors over 50%. Furthermore, there is a lot of data which
is overpredicted outside the experimental uncertainty for the experimental Nusselt
numbers in the range between 150 and 400. Model 3 significantly improves the
results in some regions, especially for the highest Nusselt numbers. However, there
are still large errors in the range between 300 and 500. The errors are significantly
reduced over the entire data range in the case of model 5. For that model, there

















































Figure 5.38: The simulated Nusselt number plotted against the measured one for model 1,



















Figure 5.39: The amount of the data that is predicted within the experimental uncertainty
in the case of model 1, 3 and 5
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Figure 5.39 presents the percentage of the data points that is predicted within the
experimental uncertainty. The results of the different models is indicated with the
same colour as in Fig. 5.38. The percentage of the data is given for each fuel
separately as well as for the total cluster. The impact of a wider band (±20%) on
the amount of correctly predicted data points is also presented. Model 1 mainly
has a poor accuracy for hydrogen since only around 30% of the hydrogen data
is predicted within the experimental uncertainty. Furthermore, it only correctly
predicts half of the total data. The accuracy of model 3 and 5 is not only improved
for hydrogen. Significant improvements are also obtained for methane. Model 5
is able to capture 80% of the data with an error up to ±20%.
Finally, some simulated heat flux traces of model 5 will be compared to the
measured ones. Figure 5.40 plots two measurement combinations (A and B)
on methane and methanol. Both measurements were run with the factors at the
levels +1 or -1. All the engine factors had opposite levels in the two runs, as
shown in Table 5.5. The measured heat flux traces on methane and methanol are
plotted with different line styles. Different markers are used to plot the simulation
results. Only the simulation results of the zones on which this work has focused
on (compression and combustion after flame passage) are shown in the graph.
‘o’-markers are used in Fig. 5.40 for the methane simulations, those of methanol























CH4, A, model 5
CH4, B, model 5
CH3OH, A, model 5
CH3OH, B, model 5
Figure 5.40: Model 5 accurately predicts the decreasing part in the heat flux after the
instant of the second peak
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are plotted with ‘x’-markers. The results during the compression stroke confirm
that a high accuracy is obtained in that region for both fuels. During combustion,
a high accuracy is especially obtained in the decreasing part of the heat flux after
the second peak. The decreasing trend in the heat flux during that part of the
cycle is always accurately predicted by model 5. The offsets that are visible,
e.g. for measurement A on methanol, are within the experimental uncertainty
on the convection coefficient. The trace around the second peak is well predicted
in some cases, but not in all. For instance, the measured trace of measurement
B on methane around the second peak is much flatter than what is predicted.
However, the flat part in the measured trace is caused by the averaging of a high
cycle-to-cycle variation in the instant of the second peak.
Figure 5.41 compares the simulation results of model 5 with the measured ones
for two measurements on hydrogen. The measured heat flux traces at P2 and P4
are plotted. After the flame passage, there is no difference between the simulation
results of P2 and P4, so there is one simulation trace for each measurement. The
levels of IGN and TP are the same in measurement A and B, the others have
opposite levels of ±1. The levels of the engine factors are added to Table 5.5.
Table 5.5: The levels of the engine factors of the example measurements in Fig. 5.40 and
Fig. 5.41
Figure measurement IGN TP λ CR
5.40
A +1 -1 +1 -1
B -1 +1 -1 +1
5.41
A -1 +1 +1 -1
B -1 +1 -1 +1
The measured traces confirm that there is indeed little variation between P2 and
P4 in the decreasing part of the heat flux after the instant of the second peak.
At the instant of the second peak, the heat flux at P2 differs from that at P4 in
measurement A, but not in B. The difference for measurement A is within the
experimental uncertainty on the convection coefficient. Consequently, the model
is accurate enough if the same heat flux is predicted. The results observed for
methane and methanol are confirmed for hydrogen. Moreover, model 5 accurately
predicts the heat flux for the entire cluster during combustion after the instant of
the flame passage. Figure 5.42 compares the simulations of model 5 with the
measurements at P2 for a variation in the air-to-fuel equivalence ratio at the centre
of the other engine factors. The predicted level of the second peak in the heat
flux trace is only outside the measurement uncertainty in the case of the richest
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Figure 5.41: Model 5 accurately predicts the heat flux during combustion after the flame
passage





















λ : -2 (measured)
λ : 0 (measured)
λ : 2 (measured)
λ : -2 (model 5)
λ : 0 (model 5)
λ : 2 (model 5)
Figure 5.42: Only the second peak in the heat flux trace for the richest measurement
(λ ∶ 2) is not accurately predicted by model 5
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measurement, which was also visible in Fig. 5.36. The model of Woschni was
significantly less accurate for a similar variation in the air-to-fuel equivalence ratio,
even if it was separately calibrated for hydrogen, see Fig. 3.8
The current work aimed for a fuel independent heat transfer model, so the
models were not separately calibrated for the different fuels. Model 5 resulted
in satisfactory results, but the data in Figs. 5.30 and 5.31 shows that even more
accurate results could be obtained if the models would be calibrated separately
for each fuel. Figure 5.43 demonstrates this for model 5 and 6. The effect of
the ignition timing and air to fuel equivalence ratio are better simulated compared
to the results presented above. However, the increase in the heat flux caused by
the air-to-fuel equivalence ratio in the case of hydrogen is still not fully captured.
There is now no significant difference any more between model 5 and 6. A separate
calibration of model 1 would definitely not have resulted in the same accuracy
for hydrogen. Furthermore, it would be less accurate for the other fuels as well,
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Figure 5.43: The simulation results for methanol and hydrogen are further improved with
separate calibrations for each fuel (model 5 and 6)
5.3.4 Discussion
The detailed discussion of the observed differences is confidential information.
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5.4 Expansion stroke after combustion
The most important part during the expansion stroke has already been discussed
in the previous section. Consequently, the current research did not yet focus on
the remaining data cluster after combustion (cluster 7). However, this section
further demonstrates the advantages of the proposed methodology by initially
investigating the accuracy of model 5 during the expansion stroke under motored
operation and under fired operation once combustion has finished. Figure 5.8
showed that the linear relation between the Nusselt and Reynolds number for
cluster 7 was not as good as for cluster 1. The graph is repeated in Fig. 5.44
(only P2) and two trend lines have been added for a particular air measurement.
The solid line shows the trend during the compression stroke and the dotted line
that during the expansion stroke. For a particular measurement, there is a good
linear relation between the Nusselt and Reynolds number on a logarithmic scale.
However, the Nusselt number decreases more rapidly than the Reynolds number
compared to cluster 1. Consequently, the regression during compression and
expansion results in a different slope. Furthermore, the slope of the dotted line
is the same as that of all the other cases, but each case results in a different offset.
Consequently, the results of model 1 are not accurate during the expansion stroke
as demonstrated in Fig. 5.45 for a measurement on air, helium and argon.
Figure 5.45 further demonstrates that the predictions of model 5 are also much
more accurate for cluster 7 compared to model 1. Figure 5.46 demonstrates
the reason for these improved results. The graph plots the Nusselt number as a
function of the Reynolds number on a logarithmic scale. The data of different cases
is better aligned compared to what was visible in Fig. 5.44. Furthermore, the slope
of the regression is now aligned with that during the compression stroke. However,





















Figure 5.44: The Nusselt number plotted against the Reynolds number on a logarithmic
scale for cluster 7 in the case of model 1





























Figure 5.45: Model 5 is a significant improvement compared to model 1 during the
expansion stroke (CR=8, WOT)



















Figure 5.46: The Nusselt number plotted against the Reynolds number on a logarithmic
scale for cluster 7 in the case of model 5
5.5 Closure
The previous sections clearly showed that the main goal of the research has been
achieved. The results showed that the proposed validation methodology better
allows to thoroughly investigate the physical cause of observed variations in the
heat flux compared to the approach normally used in the literature. First, dividing
the entire measurement database in separate clusters according to the phase in
the engine cycle enabled to systematically examine more complex mechanisms.
The analysis started with the separate investigation of flow effects and progressed
to the coupled effects of flow and combustion. Second, plotting the Nusselt
number against the Reynolds number allowed a graphical interpretation of the data
transformations caused by added model variables. Third, the simulations could
more systematically be compared to the experiments over the entire parameter
space because the experiments were designed with DoE techniques. This enabled
to highlight possible missing model variables.
Next, two initial adjustments were proposed to improve the existing heat transfer
models: the correct determination of the gas properties and the coupling to a
two-zone combustion model. The results showed that these two adjustments
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indeed significantly increased the accuracy. Calculating the gas properties with
the correct polynomials and mixing laws enabled the accurate simulation of the
variation in the heat flux during the compression stroke. The coupling to a
two-zone combustion model resulted in accurate simulations for methane over the
entire parameter space, but not for hydrogen and methanol.
Finally, the proper definitions of the characteristic length and velocity were
investigated to further improve the simulations for hydrogen and methanol. The
results showed that significant steps were taken towards a fuel independent heat
transfer model. Especially the effect of the air-to-fuel equivalence ratio in the
case of hydrogen was more accurately predicted. Hydrogen turned out to be
an interesting fuel to investigate the physical causes which affect the heat loss
mechanism inside an internal combustion engine.
6
Conclusions
6.1 Conclusions of the current work
The problem statement showed that heat transfer research in internal combustion
engines is an important topic in engine development, because it affects all
optimisation targets: power, efficiency and emissions. Although it is an important
topic, little progress was made in recent years due to the lack of accurate heat
flux measurements inside the cylinder. Consequently, heat transfer models have
not followed the evolution in engine technology and fuels and there was a need
to improve them. This doctoral work mainly focused on the development of a
methodology which allows to really investigate the correctness of the physical
foundations of the heat transfer model. Three research goals were defined and the
results showed that all three research goals were achieved.
The first achievement was the implementation of an accurate heat flux sensor in a
premixed spark ignition engine in the lab. This was not a straightforward part in
the research, since measuring the heat flux inside an internal combustion engine is
not a standard measurement technique. A literature review of possible sensors was
conducted and it revealed that different sensors needed to be compared in order
to be able to select the best one. Three different sensors were implemented and
compared: the HFM ( sensor), the eroding ribbon and the TFG (thin film gauge)
160 CHAPTER 6
sensor. The sensors were compared with measurements on two calibration rigs
and inside a test engine. They were evaluated based on their response, accuracy
and robustness. The HFM was evaluated as the best sensor for current work since
it scored the best on all three criteria.
Second, a unique database of heat flux measurements with the HFM was obtained
by devoting special attention to the measurement methodology. The work mainly
focused on the investigation of the effect of three alternative fuels (hydrogen,
methanol and methane), since the existing heat transfer models were in particular
reported to be inaccurate for an alternative fuel like hydrogen. The effect of
the throttle position, compression ratio, ignition timing and mixture richness was
investigated in addition to the effect of the fuel. A literature review of available
heat flux measurements in spark ignition engines showed that it was not possible
to draw firm conclusions because the measurements were often approached too
randomly. Consequently, an important aspect of this work was to apply techniques
of design of experiments (DoE) to systematically investigate the effects over
the entire parameter space. To be able to distinguish between the effect of the
gas properties and that of the combustion characteristics of the fuel, two kind
of experiments were designed. Under motored operation, different inert gases
(helium, argon and carbon dioxide) were injected in the engine to investigate
the effect of the gas properties without the interference of combustion. It was
demonstrated that a fuel already significantly can affect the heat losses to the
cylinder walls during the compression stroke, mainly because of the effect of the
thermal conductivity and the heat capacity ratio. A higher thermal conductivity
increases the heat flux because the heat generated in the gas is more easily
transported to the walls. A higher heat capacity ratio boosts the heat loss because
it results in a higher gas temperature at the end of the compression stroke. Under
fired operation, similar effects of the engine factors were observed for the three
fuels. However, the air-to-fuel equivalence ratio had a more pronounced effect in
the case of hydrogen, since it can be varied in a wider range. The gas properties
and combustion characteristics of the mixture significantly vary as a consequence
in contrast to the other fuels. Furthermore, hydrogen resulted in a consistently
higher convective heat transfer because the same heat flux is observed as for the
other fuels, but for a lower temperature difference between the gas and the wall.
Consequently, hydrogen turned out to be a very interesting fuel to investigate the
physical effects on the heat losses in an internal combustion engine.
Finally, a new heat transfer model was presented and the proposed validation
methodology enabled to take significant steps towards a fuel independent heat
transfer model. Similar to the standard models, the new model is based on
the Reynolds analogy which expresses the Nusselt number as a function of the
Reynolds and Prandtl numbers. Two initial adjustments were presented and
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these already resulted in significant improvements to the standard models. First,
correct polynomials and mixing laws for the gas properties were used instead
of using assumptions which are only valid for air. This allowed to capture all
the variations in the heat losses during the compression stroke. Second, the
combustion chamber was divided in an unburned and burned zone and the gas
temperature was separately calculated for each zone instead of using a bulk gas
temperature for the entire cylinder. Changing the gas temperature at a certain
position from the unburned to the burned zone allowed to better capture the
increase in the gas temperature if the flame front passed over the measurement
position. The results showed that the model already captured all the variation in
the heat flux of methane during combustion thanks to the proposed adjustments.
However, some fuel properties were not included yet since the differences with
hydrogen and methanol were not predicted. In a next step, the research investigated
the proper definition of the characteristic length and velocity to better describe the
effect of the flow field in the cylinder on the heat flux. It was shown that the
proposed length and velocity significantly improved the results, mainly in the case
of hydrogen. The simulation results were especially improved in the decreasing
part of the heat flux after the maximum in the heat flux trace. Furthermore, the
model was able to predict most of the variation in the peak heat flux for all three
fuels in contrast to the existing heat transfer models. The validation of the new
heat transfer model demonstrated that the experimental database as such is a very
valuable contribution to the literature. It allowed a detailed investigation of the
effects of the gas or fuel on the heat losses.
6.2 Outlook for future work
This doctoral work investigated a new subject for the research group and it clearly
proved to be a successful foundation for future research on the topic. In a first
step, the obtained measurement database can still be used to further improve the
proposed heat transfer model since there are still some parts in the cycle that were
not yet examined in detail. Furthermore, the measurement database could also be
used to validate other modelling approaches like instantaneous, thermodynamic,
heat transfer models or CFD models. The latter was already initiated based on the
initial heat flux measurements in the engine [111, 112].
In a next step, the measurement database needs to be extended. The new model
proposed in this work has been validated in one engine for a variation in the fuel
and a limited amount of engine factors. Consequently, the validity of the model
needs to be extended to a wider range of conditions. First, the model needs to
be validated towards higher engine speeds, higher charging pressures and higher
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amounts of recirculated exhaust gases among other things. As more factors will
be added, applying DoE techniques will even become more important, so this
should remain a focus of the experimental work. Next, the model also needs
to be validated for different engine geometries to aim for an engine independent
heat transfer model in addition to a fuel independent one. It is expected that the
characteristic length and velocity remain the most important parameters to capture
the differences. The characteristic length is mainly expected to capture other
geometries and the characteristic velocity should capture the increase in engine
speed. This work also demonstrated that measuring the heat flux on three positions
in the cylinder is not sufficient to fully capture the spatial variation. Measurements
should be conducted on the piston and head in addition to the liner. Consequently,
ideally, the heat flux should be measured in more than one engine and at a sufficient
amount of positions on each surface type. This will not be a straightforward step
in the research, since the sensor used in this work is too big to be mounted in other
engines. The sensor comparison conducted in this work did demonstrate that the
TFG is a promising alternative. It resulted in a similar response and accuracy
on the calibration rigs and in the engine under motored operation. However,
the robustness and accuracy inside the engine under fired operation needs further
investigation.
The robustness of the adhesion layer used to put the TFG sensor on any type
of surface needs to be increased to longer withstand the highly fluctuating
temperatures and pressures inside an internal combustion engine. Next, in contrast
to the currently used sensor, which measures the heat flux directly, the TFG sensor
measures the instantaneous wall temperature. A signal processing method has
to be applied to convert the wall temperature into the surface heat flux. The
accuracy of the possible signal processing methods needs to be further validated
by comparing the results with those of the HFM sensor in the test engine. To
obtain a high accuracy, special attention will also have to be devoted to the correct
calibration of the sensor.
First, the sensitivity of the resistance of the TFGs over the temperature range in
the engine needs to be determined. Classical methods calibrate this resistance
in a water bath or oven by comparison to a reference temperature detector.
These methods cannot be applied, however, because the entire sensor has to
be at the same temperature during the calibration. In the engine the TFG will
face temperatures up to 600○C, which already drops to around 200○C at the
back of the adhesion layer because of its thermal resistance. Putting the entire
sensor at 600○C in a steady state calibration will destroy the adhesion between
the sensor and the back material, so a transient calibration method will have to
be developed, where only the tip of the sensor will face the high temperatures
during a short period of time. This could be achieved by shortly exposing the
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sensor in a pre-heated oven or by creating a short flow of preheated air over the
sensor. However, it will be challenging to determine the reference temperature
during calibration. Second, the importance of the accurate determination of
the material properties (heat capacity, thermal conductivity and density) used in
the signal processing will need to be investigated. These properties vary with
temperature, but that variation is difficult to determine. Third, the accuracy and
response of the TFG should further be compared to that of the HFM in a controlled
environment outside an internal combustion engine. The calibration rigs used in
this work can only impose a limited heat flux level (20W/cm2) compared to what
is measured in an internal combustion engine (500W/cm2). This work indicated
a laser set-up as an interesting option because this would allow high heat flux
levels in combination with high response times. Initial tests were not successful,
but this should further be investigated. Another interesting option would be the
GUCCI-setup (Ghent University Combustion Chamber I), which is a constant
volume combustion chamber. In the GUCCI, a burnable mixture can be ignited
in a controlled environment. The TFG sensors could be placed at the wall of the
chamber and the passing of the propagating flame front would create a step in
the heat flux similar to what happens inside an internal combustion engine. The
advantage of the GUCCI is that the propagation of the flame front is repeatable
and can be visualised.
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This appendix describes the error analysis which was carried out to judge the
quality of the measurement results. The analysis is conducted according to the
methods described in Taylor [75]. Absolute errors on a certain variable X will be
labelled as AEX, relative errors as REX. The analysis starts with the determination
of the errors on the measured variables. Then, the propagation of these errors will
be investigated to obtain the experimental uncertainty on the calculated variables.
The following general equation is used to calculate the propagation of the errors




AEa)2+(∂ f∂b AEb)2+(∂ f∂c AEc)2 (A.1)
The partial derivatives in the equation express the sensitivity of the absolute error
of X to that of a certain influential variable (a, b or c). If no analytical function is
available, the derivatives are estimated with a sensitivity analysis.
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A.1 Measured variables
The accuracy of the measured variables is summarised in Table A.1. First, the
accuracy of the standard engine measurements will be discussed, since these can
be determined based on the data sheets of the devices in the measurement circuit.
In contrast, for the measured wall temperature and heat flux, an error propagation
analysis of several input variables needs to be conducted. Consequently, the
accuracy of those variables will be discussed in a second paragraph.
Table A.1: The uncertainty on the measured values












intake Kistler 4075A10 ±0.03bar
cylinder Kistler 701A ±1%






















engine (closed part) ±3%
engine (open part) ±7%
engine TFG ±6.5%
hot-air-gun ±8%
all eroding ribbon ±20%
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A.1.1 Standard engine measurements
The measurement uncertainty on the atmospheric conditions, air and gaseous fuel
mass flow rate can directly be obtained out of the manual of the measurement
devices. For the other variables, there is more than one device in the measurement
circuit and the determination of the accuracy is discussed in more detail.
The error on the measured pressures in the intake, cylinder and exhaust are
determined by the accumulation of errors in the entire measurement circuit which
consists out of the sensor, the amplifier and the data acquisition module. The
error introduced by the amplifier (±0.1%) and data acquisition ±2.5mV turned
out to be negligible, so the error on the measured pressures is mainly determined
by the sensor itself. The pressure sensors in the intake and exhaust were recently
acquired, so the experimental uncertainty given by the manufacturer is used. In
contrast, the original calibration data of the cylinder pressure sensor is outdated,
so its accuracy was determined based on a calibration with a dead-weight tester
in the laboratory up to 50bar. The listed accuracy on the cylinder pressure
sensor is twice the standard deviation of the calibration which is repeated 50
times. The piezo-electric pressure sensor in the cylinder only results in a relative
pressure signal. The absolute value needs to be determined by a so called pegging
procedure. Here, the cylinder pressure is assumed to be equal to the measured
pressure in the intake manifold near BDC, when the pressure drop over the intake
valve is negligible. This introduces an absolute error of ±0.03bar (error on intake
pressure). Consequently, since the focus of this work is during the closed part of
the cycle around TDC, the error introduced by the pegging procedure is negligible.
The error on the measured temperatures of the intake, exhaust, coolant and oil
are higher than the standard errors of a K-type thermocouple because the typical
fluctuation during a measurement is taken into account.
The liquid fuel mass flow rate is measured gravimetrically. The absolute errors on
the consumed fuel and elapsed time are ±1g and ±1s. This results in a maximum
relative error of ±2% on the mass flow rate if the fuel consumption is measured
during 180s.
A.1.2 Heat flux sensors
HFM
The accuracy of the HFM sensor depends on several coefficients (a-h) which are
used to calculate the heat flux and wall temperature out of the measured HFS
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(VHFS) and RTS (VRTS) signal. The calculations used to convert the measured
voltages into the wall temperature (TRTS) and heat flux (qHFS) are given in
equations A.2. The coefficients and their uncertainty are determined during the
calibration of the sensor at the factory of Vatell and the values of the last calibration
(July 2011) are summarised in Table A.2. Both signals need to be zeroed at
atmospheric temperature (Tatm), so the error on this temperature is taken into
account as well. G stands for gain (variable for both signals), R for resistance,
IRTS is the current through the RTD and em is the emissivity. The error on the
gain is also listed in Table A.2 and it depends on the selected value (the gain is
variable).
R0 = e ·Tatm+ f (A.2a)
R = VRT S
IRT S ·GRT S
+R0 (A.2b)
TRT S = a ·R3+b ·R2+c ·R+d (A.2c)
qHFS = VHFSGHFS · emg ·TRT S+h (A.2d)












The equations used for the determination of the absolute errors on TRTS and qHFS
are given below. The results listed in Table A.1 were the maximum observed
relative errors for the entire measurement database according to the type of
experiment.
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(A.3d)
TFG
During a calibration experiment (in water bath or oven) the relation between the
reference temperature and the measured resistance of the sensor is determined (R =
a ·T + b). The coefficients which express that relation are determined with the
method of least squares. The absolute error on the values of those coefficients
are taken as twice the standard deviation which comes out of the regression. The
maximum observed errors were ±5% for a, and ±0.5% for b. As shown in chapter
2, the relation between R and T is transformed into equation 2.5:
R = R0 · [1+α0 ·(T −T0)] (A.4)
R0 is the resistance of the sensor at a reference temperature T0, which is the
atmospheric temperature at the beginning of the experiment. α0 (= a/R0) expresses
the linear relation between R and T. The relative error of α0 is the sum of the
relative errors of a and R0. The latter is negligible since it is ±0.3% if R0 is
measured with an industrial multimeter which has an accuracy of ±0.1Ω, so the
maximum relative error of α0 is that of a, being ±5%.
During an experiment on the hot-air-gun rig or in the engine, a constant current
is sent through the sensor and the voltage (V) over the sensor is measured. The
voltage at the beginning of the experiment V0 is defined by the current which is
sent through the sensor. This current is for each experiment set so that a V0 of
250mV is obtained. The wall temperature measured by the TFG is obtained with
the following equation:
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T = T0+ V −V0α0 ·V0 (A.5)

















Plotting the relative error over the expected temperature range revealed that the
relative error of T can be assumed to be equal to the relative error of α0:
RET ≈ REα0 ≤ 5% (A.7)
Both the error on the measured wall temperature and that on the material properties
(±4.2% [64]) have an influence on the error on the measured heat flux. The error
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The partial derivatives cannot be calculated analytically so they were obtained by
a sensitivity analysis. The effect of a small increase in T and TP in the range of±0.001% to ±0.1% on q was analysed. This analysis revealed that the sensitivity
to the error of the wall temperature increases towards lower temperatures. For
experiments on the hot-air-gun rigs, the maximum observed relative error of q
was ±9%, whereas this reduces to ±6.5% for the experiments in the engine.
Consequently, the error is higher compared to that of the HFM sensor. This could
be improved by obtaining a more consistent calibration of α0, since sometimes
errors of only ±2% were obtained. In that case, the error would mainly be
determined by the uncertainty on the material properties.
Eroding ribbon
The error on the measured wall temperature was taken out of the calibration sheet
of the sensor ±0.75%. The measurement results for this sensor turned out to be
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less consistent compared to the other two sensors. Consequently, the error analysis
for the eroding ribbon sensor was not that thoroughly conducted as for the other
sensors. The main error in the measured heat flux was assumed to be caused by the
uncertainty on the material properties used in the Fourier equation. The material
properties of stainless steel were used and they were obtained out of ref. [72] (at
20○C). That value differed by 20% to that of a different reference [113], so this
was taken as the uncertainty on TP and the measured heat flux.
A.2 Calculated variables
This section describes the calculation of the error propagation of the errors on
the measured variables. The resulting errors of the calculated variables are
summarised in Table A.3. The value of the errors often depends on the operation
condition (e.g. error of measured mass flow rate), so the values that are listed
are the maximum observed ones for the entire measurement database. The
following sections will describe the equations used to calculate the errors for each
experiment.















gas temperature Tg ±6%
convection coefficient h ±15%
work output Wi ±2.5%
A.2.1 Gas temperature
The error on the gas temperature is estimated based on the calculations of method
1 (see appendix B):
Tg = p ·Vcm ·R (A.9a)
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RETg =√RE2p +RE2Vc +RE2m+RE2R (A.9b)
The relative error on the measured cylinder pressure is already known, the others
still need to be determined.
The error on the cylinder volume was estimated based on the uncertainty in
the calibration of the compression ratio and the uncertainty in the correct
determination of the crank angle position throughout the cycle. The error on the
compression ratio was estimated based on the error of the oil volume which is
brought into the cylinder during the calibration experiment, having a maximum
error of 0.2%. The sampling rate is assumed to be the uncertainty on the crank
angle position (±0.5○CA). Varying the crank angle position with 0.5○CA has
the largest effect on the value of the in-cylinder volume for a piston position in
between TDC and BDC (±1%). Consequently, the error of the compression ratio
is negligible and the error of the volume is estimated to be ±1%.
The trapped mass in the cylinder is calculated as the sum of the inflowing mixture
of air and gas or fuel (mint) and the residuals:
m =mair +m f uel +mres (A.10)
mair = 2m˙air60 n (A.11)
m f uel = 2m˙ f uel60 n (A.12)
mres = p ·VcRres ·Texh (A.13)
The relative error of the trapped mass of air and gas or fuel is calculated as the sum
of the relative errors of the measured flow rate and the engine speed. The error of
the residual mass is calculated as the sum of the cylinder pressure ±3%, cylinder
volume ±1%, specific gas constant and exhaust temperature ±5K. The error on
the specific gas constant is mainly determined by the error in the air-to-fuel ratio
(AFR) according to:
AER =√(Rair −R f uel)2 ·AEAFR (A.14)
The relative error of the air-to-fuel ratio is the sum of the relative errors of the
measured mass flow rates of the air and fuel. This is also the relative error of the
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air-to-fuel equivalence ratio. This error depends on the amount of air aspirated
by the engine and the mixture richness, since the mass flow rate sensors have a
constant absolute error. The maximum observed errors in the mass flow rates and
air-to-fuel equivalence ratio are listed in Table A.3. A maximum error of ±6% was
observed for the gas temperature.
A.2.2 Convection coefficient
The convection coefficient is calculated out of the measured heat flux, the
measured wall temperature and the calculated gas temperature, according to:
h = q
Tg−Tw (A.15)
The errors of all the variables have already been determined, so the error of the
convection coefficient can be estimated as follows:
REh =√RE2q +RE2∆T (A.16)
AE∆T =√AE2Tg +AE2Tw (A.17)
A maximum relative error of ±15% was observed. Consequently, the heat transfer
model should predict the convection coefficient and the heat flux within this
experimental uncertainty.
A.3 Indicated engine quantities
The calculation of the error on the indicated work output was obtained out of
ref. [13] and a maximum error of ±2.5% was observed. The relative errors of the
indicated power output and the indicated mean effective pressures can be assumed
to be the same as that of the indicated work output, since the errors of the stroke




This appendix describes the data reduction that was conducted in this work in
detail. This was often not the case in the literature, which makes it more difficult
to interpret those results. Many publications especially lack a description of the
determination of the amount of residuals that are trapped in the cylinder. First, the
data reduction of the initial measurements will be described. These measurements
were presented in chapter 3 and used for the evaluation of the existing heat transfer
models of Annand (equation 3.6 on page 51) and Woschni (equation 3.9 on page
52). Then, the data reduction of the final measurements presented in chapter 4 will
be discussed, with a distinction between that of the motored and fired experiment.
B.1 Initial measurements
The measured heat flux which is compared to the simulations is the average trace
of the heat flux measurement at P2, P3 and P4, because both the model of Annand
and that of Woschni simulate a spatially averaged heat flux. Averaging the heat
flux of the three measurement positions assumes that each position represents the
flux of one third of the in-cylinder surface. Next, the difference between the bulk
gas temperature and wall temperature has to be known to be able to calculate a
heat transfer coefficient with equation 3.1. The wall temperature which is used, is
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the average of the measured ones at the three sensor locations. The averaged wall
temperature trace is further averaged over the engine cycle to obtain a constant wall
temperature for each measurement. A constant wall temperature can be used since
it fluctuates between 10 and 20K over the cycle and the measurement positions,
whereas the gas temperature can fluctuate up to around 2000K. The combustion
gases are assumed to behave like ideal gases. Therefore, the bulk gas temperature
is calculated with the following equation of state:
Tg = p ·Vcm ·R (B.1)
The variables used in equation B.1 are given below.
• The in-cylinder pressure (p) is measured and the volume (Vc) can be
calculated out of the crank position.
• The in-cylinder mass (m) is only determined during the closed part of
the combustion cycle, being the sum of the measured incoming mass
(air and fuel) and the residuals. No incoming mass goes directly to the
exhaust manifold because the test engine does not have a valve overlap.
Consequently, the residual mass can be determined with the equation of state
at EVC (exhaust valve closing time), using the measured cylinder pressure
and assuming that the in-cylinder temperature is equal to the measured
exhaust temperature. Blow-by effects are neglected because of the large
number of piston rings (5).
• The specific gas constant (R) at IVC can be calculated out of the mass
average of the specific gas constants of the air, the fuel and the residual
gases. This value is used until the beginning of the combustion. At the
end of the combustion, R is equal to that of the combustion products.
The mixture composition of the reaction products is determined out of the
reaction equations, assuming chemical equilibrium and taking into account
dissociation according to the methods described by Heywood [108]. During
combustion, the specific gas constant is calculated with a linear interpolation
between the value before and after combustion. The instant where the
combustion begins and ends is determined with a basic rate of heat release
analysis (γ = 1.35) described by Heywood [108].
The thermal conductivity, kinematic viscosity and Prandtl number of the gas
mixture have to be calculated at each instant for the model of Annand. The
heat capacity and the dynamic viscosity are calculated on top of the thermal
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conductivity to determine the Prandtl number. These variables are all calculated as
a function of the gas temperature in the same way as the specific gas constant (three
zones: between IVC and beginning of the combustion, during the combustion and
during the expansion period), using the mixing rules described in [110]. These
mixing rules rely on the gas properties of the pure components, which were
determined as a function of the gas temperature with polynomials from the DIPPR
database [109]. Gas temperatures until 2500K were noted, which is sometimes
outside the validity range of the polynomials for the thermal conductivity. If this
was the case, the polynomials were extended outside their validity range based on
data generated with the method of Chung et al., described in [110]. This method
allows the calculation of the thermal conductivity out of available data for the heat
capacity and the dynamic viscosity, which is available up to more than 3000K.
The results of the method of Chung et al. were validated against the polynomials
in DIPPR within their validity range and the differences were within 5-8%.
Woschni has converted the equation of the Reynolds analogy so that it is only
a function of pressure and temperature (besides the characteristic length and
velocity). Consequently, it needs less data input. Both the measured cylinder
pressure for the fired and motored case have to be filled in, so measurements
under motored operation for the same compression ratio and throttle position
were conducted. IVC is taken as the reference state in the calculation of the
characteristic velocity (see equation 3.11).
B.2 Final measurements
In contrast to the initial measurements, the local heat flux is investigated with
the final measurements to observe the ability of the model to simulate the spatial
variations. No spatial variation was observed under motored operation, so the
heat flux was only measured at P2 in this case. Under fired operation, the
heat flux was investigated at all three positions: P2, P3 and P4. The wall
temperature was each time averaged over the engine cycle at a certain position.
Consequently, the differences between the three positions are kept, although this
variation is small compared to the variation in the gas temperature as discussed
above. As mentioned in chapter 5, the gas temperature under fired operation is
calculated for the unburned (Tu) and burned zone (Tb) separately, instead of only
calculating a bulk gas temperature like in the case of the initial measurements.
A Three-Pressure-Analysis (TPA) is carried out with GT-Power [14] to calculate
the two-zone gas temperature out of the measured cylinder pressure. Such a TPA
analysis uses a model of the cylinder which includes the valves and ports as shown
in Fig. B.1. The part in the blue dotted box is to make sure that the average
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temperature in the intake is that measured by the thermocouple in the intake
manifold. The part in the red box is standard and it increases the friction coefficient
to a very high number during the closed part of the cycle to avoid the generation of
unwanted pressure oscillations between the boundaries and the valves in this part
of the engine cycle. The components and their settings are summarised in Table
B.1.
 
Figure B.1: A print screen of the TPA model which is used to calculate the gas temperature
of the unburned and burned zone under fired operation
The advantage of the model is that the trapped mass does not need to be determined
like it was the case for the analysis of the initial measurements. The only
assumption that has to be made is the ratio of the gases in the ingoing flow in the
case there is a combination of gases (air with gas/fuel). This ratio is determined
based on the measured mass flow rates of air and gas/fuel. The measured gas
temperatures and instantaneous pressure traces are the other required boundary
conditions at the inlet and outlet of the cylinder. The measured coolant temperature
was used for the wall temperature of the runner and port in the intake and exhaust
because these are fully surrounded by the coolant in the CFR. The analysis also
requires a heat transfer model to calculate the total amount of heat losses to the
walls. Because this work demonstrated that the standard models are not accurate,
the best approach was to replace the heat transfer model by the average of the
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measured heat flux traces at P1, P2 and P3. However, this was not directly possible
in GT-Power, so the calibration of the heat transfer model was actually adjusted
at each sampling point to obtain the same heat flux as the average measured
curve. The heat losses to the walls during the intake stroke were also observed
to be underpredicted by the standard model. Because a lot of spatial variation is
observed in the measured heat flux traces and only measurements at 3 positions
are available, it is not possible to obtain an accurate estimate of the total heat
losses during the open part of the engine cycle. Consequently, it was decided to
keep the calibration constant of the heat transfer model constant at a value of 1
during the open part of the cycle. However, this resulted in an offset between
the measured volumetric efficiencies and those simulated by the TPA model. To
eliminate this offset, the heat transfer multiplier of the intake components was
adjusted. One value was used for this multiplier for each measurement set, but it
needed to be changed if another fuel or gas was injected. This demonstrates that the
heat losses during the intake stroke significantly affect the charge of the cylinder.
Consequently, this would be a possible topic for future research. Because of the
required assumption for the calculation of the heat losses, a different approach was
used for the experiments under motored and fired operation, as discussed below.
Next, the flow model which calculates the in-cylinder turbulence was the standard
models with the standard settings (no swirl or tumble in the intake). Finally, the
lift of the intake and exhaust valve were directly measured on the cams. The valve
lash was set to 0.25mm.
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B.2.1 Measurements under motored operation
Under motored operation, only the bulk gas temperature needs to be calculated
and the data reduction described in previous section can be used (equation B.1).
This method is to be preferred since no assumption on the cylinder heat losses
is required and the results will be referred to as ‘method 1’. The measurements
under motored operation can then actually be used to validate the settings of the
TPA model, on one hand, and to check the calculations of method 2 on the other
hand. The output of the TPA analysis will be referred to as ‘method 2’.
For the validation of the settings of the TPA analysis, simulated ingoing mass flow
rates were compared to the measured ones. Figure B.2 shows the comparison
(expressed in ingoing mass per cycle) for the measurements on air. Both
measurements with naturally aspirated air as injected air from the pressurised
air supply are plotted. All the simulated ingoing mass flow rates are within the
experimental uncertainty. The determination of the experimental uncertainties
on all measured and calculated values was described in appendix A. Figure B.2
confirms that the settings of the TPA model are appropriate to obtain accurate
simulation results. Figure B.3 further confirms this for the helium measurements.
In contrast, Fig. B.4 shows that some of the simulated results are outside the
experimental uncertainty in case of the CO2 measurements. The fact that only a
couple of the simulations do not match with the measurements, probably indicates
that there was a measurement error. Consequently, all the measurements were
rejected where this was the case. Besides the four shown measurements on carbon







































Figure B.2: All the simulated ingoing mass flow rates are within the experimental








































Figure B.3: All the simulated ingoing mass flow rates are within the experimental







































Figure B.4: The measurements for which the simulated ingoing mass flow rates are outside
the experimental uncertainty are rejected (CO2 measurements)
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Because the TPA analysis does not need any assumptions for the determination of
the residuals, the residual fraction of method 2 can actually be used to validate the
results of method 1. The comparison of the fraction of the residuals to the total
trapped mass of both methods for the air measurements is shown in Fig. B.5. The
graph demonstrates that there is a good match between the results of both methods.
The results were confirmed for the other gases as well. Consequently, this confirms
that the proper assumptions were made to calculate the residual fraction in the case
of method 1. The total trapped mass of the two methods accurately corresponds as



































Figure B.5: The simulated residual fraction of method 2 confirms the results of method 1
Next, the simulated pressure traces of method 2 are compared to the measured
ones to further validate the results of the TPA analysis. Figure B.6 shows that
the simulated pressure traces accurately match the measured ones in the case of
three air measurements. This is further demonstrated in Fig. B.7 by comparing
the measured and simulated peak pressures for the other air measurements.
Consequently, it is further confirmed that the TPA analysis results in accurate
results.
Finally, the gas temperature traces of both methods are compared for air in
Fig. B.8. The peak values are compared in Fig. B.9. Method 2 results in a gas
temperature for the entire engine cycle, whereas method 1 only calculates a gas
temperature for the closed part of the cycle. Both graphs further confirm that the
results of method 1 can be used for the measurements under motored operation.
In summary, the gas temperature for the motored measurements was calculated
with method 1. Furthermore, the same polynomials and mixing rules as in the
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Figure B.6: The simulated pressure accurately matches the measured one for a variation
















































Figure B.7: The peak value of the simulated pressures is within the experimental
uncertainty of the measured ones (air measurements)
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Figure B.8: The simulated temperature traces of both methods accurately match during the







































Figure B.9: The peak value of the simulated gas temperature of method 2 is within the
estimated uncertainty on the value of method 1 (air measurements)
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previous section were used to determine the variation of the gas properties over
the engine cycle. Since no combustion takes place, the mixture composition is the
same during the entire cycle.
B.2.2 Measurements under fired operation
The validation of the TPA analysis in previous paragraphs showed that the chosen
settings of the TPA model result in accurate results under motored operation, so
it can be used for the data reduction under fired operation. First, the trapped
conditions will be validated again. Then, the accuracy of the results during
combustion will be discussed.
The trapped conditions predicted by the TPA analysis were again compared to the
measured flow rates of air and fuel. Under fired operation, the measured intake
temperature is not as accurate for small throttle openings due to the fact that the
thermocouple is heated by the cylinder itself through conduction (very low gas
flows and high wall temperature). Consequently, the boundary temperature needed
to be reduced for these measurements to obtain accurate volumetric efficiencies.
Figures B.10 to B.11 show that all the simulated volumetric efficiencies are within
the values obtained out of the measured flow rates of air and fuel. This was also
the case for the separate flow rates of air and fuel. Furthermore, the trapped mass
and residual fractions of the TPA analysis also matched the values obtained with
method 1, again confirming the accuracy of the assumptions made in method
1. Finally, a single zone TPA analysis (bulk gas temperature) was compared
to method 1 to check the validity of its gas temperature calculation under fired
operation as well. The good match between method 1 and 2 is shown for methane
in Fig. B.13.
Under fired operation, the combustion model of the TPA analysis is activated. This
model calculates the burn rate profile by looking at the difference in the pressure
between that of the simulated trace under motored operation and the measured
one under fired operation. The pressure difference in each calculation interval is
eliminated by an amount of fuel which is burned in the engine to obtain the burn
rate profile. The measured pressure trace which is matched by the TPA analysis
is that which best corresponds to the cycle averaged curve (over 100 cycles).
The exhaust emissions were not measured so no amount of unburned fuel can
be determined by the analysis and it will burn all the fuel which is present in
the cylinder. The TPA analysis also performs a heat balance over the entire engine
cycle. If the total sum of heat losses is higher or lower than the total energy content
of the air-fuel mixture, the lower heating value (LHV) of the fuel is adjusted until










































Figure B.10: All simulated volumetric efficiencies are within the experimental uncertainty









































Figure B.11: All simulated volumetric efficiencies are within the experimental uncertainty











































Figure B.12: All simulated volumetric efficiencies are within the experimental uncertainty

































Figure B.13: The peak gas temperature of method 1 and 2 (one-zone) accurately match
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adjusted indicates the total amount of errors which are made during the experiment
and simulation. The GT-Power manual states that an adjustment of LHV with ±5%
is acceptable.
All the gas properties of a mixture in GT-Power are calculated out of the value
of the pure components based on their molar fractions in the mixture. This is not
an accurate mixing law [110]. Consequently, the gas properties were determined
based on method 1. The gas properties are separately determined for the unburned
and burned zone over the entire cycle. The mixture composition of the unburned
zone is that of the trapped mixture before combustion of method 1. The mixture
composition of the burned zone is that of the reaction products of method 1.
At a certain measurement position, the gas properties and gas temperature are
switched from the unburned to the burned zone at the instant the propagating flame
front arrives at the measurement position. This is determined by the instant the
derivative of the heat flux trace exceeds a certain threshold value.
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