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Notations
Machine à courant continu série
Ω : vitesse mécanique ;
i : courant ;
u : tension de commande ;
τl : couple de charge ;
R : résistance ;
La : inductance de l’induit ;
Lf : inductance de l’inducteur ;
L = La + Lf : inductance ;
Km : coefficient caractéristique du moteur ;
J : inertie du moteur ;
D : coefficient de friction visqueuse ;
Machine asynchrone
us =
[
usa , usb , usc
]T
: tensions statoriques triphasées ;
ur =
[
ura , urb , urc
]T
: tensions rotoriques triphasées ;
is =
[
isa , isb , isc
]T
: courants statoriques triphasés ;
ir =
[
ira , irb , irc
]T
: courants rotoriques triphasés ;
φs =
[
φsa , φsb , φsc
]T
: flux magnétiques au stator ;
φr =
[
φra , φrb , φrc
]T
: flux magnétiques au rotor ;
usα,β =
[
usα, usβ
]T
: tensions statoriques diphasées dans le repère fixe (α, β) ;
isα,β =
[
isα, isβ
]T
: courants statoriques diphasés dans le repère fixe (α, β) ;
urα,β =
[
urα, urβ
]T
: tensions rotoriques diphasées dans le repère fixe (α, β) ;
viii Notations
irα,β =
[
irα, irβ
]T
: courants rotoriques diphasés dans le repère fixe (α, β) ;
φsα,β =
[
φsα, φsβ
]T
: flux statoriques diphasés dans le repère fixe (α, β) ;
φrα,β =
[
φrα, φrβ
]T
: flux rotoriques diphasés dans le repère fixe (α, β) ;
usdq =
[
usd , usq
]T
: tensions statoriques diphasées dans le repère tournant (d,q) ;
isdq =
[
isd , isq
]T
: courants statoriques diphasés dans le repère tournant (d,q) ;
urdq =
[
urd , urq
]T
: tensions rotoriques diphasées dans le repère tournant (d,q) ;
iscdq =
[
iscd , iscq
]T
: courants statoriques diphasés de court-circuit dans le repère tournant
(d,q) ;
rdq =
[
rd , rq
]T
: résidus sur les courants statoriques diphasés dans le repère tournant
(d,q) ;
φsdq =
[
φsd , φsq
]T
: flux statoriques diphasés dans le repère tournant (d,q) ;
φrdq =
[
φrd , φrq
]T
: flux rotoriques diphasés dans le repère tournant (d,q) ;
Las, Lar : inductances statoriques et rotoriques propres ;
Mas : inductance mutuelle entre deux phases stator ;
Mar : inductance mutuelle entre deux phases rotor ;
Rs, Rr : résistances statorique et rotorique ;
Ls = Las −Mas : inductance statorique cyclique ;
Lr = Lar −Mar : inductance rotorique cyclique ;
Msr =
3
2
M : inductance mutuelle cyclique stator et rotor ;
Rs, Rr : matrices diagonales des résistances statoriques et rotoriques ;
Ls, Lr : matrices des inductances statoriques et rotoriques ;
Lsr : matrices des mutuelles inductances stator, rotor ;
J : moment d’inertie (moteur asynchrone+charge) ;
fv : coefficient de frottements visqueux ;
fs : coefficient de frottements secs ;
Tl : couple de charge ;
p : nombre de paires de pôles ;
Ω : vitesse mécanique de rotation du rotor ;
pΩ : pulsation électrique correspondante à la vitesse de rotation Ω ;
ix
ωr : pulsation des grandeurs électriques rotoriques ou pulsation de glissement ;
ωs = ωr + pΩ : pulsation des grandeurs électriques statoriques ;
ξ = arctan φsd
φsq
: position angulaire du repère tournant (d,q) ;
σ : coefficient de dispersion ou de Blondel ;
ns : nombre total de spires dans les enroulements statoriques ;
ncc : nombre de spires en court-circuit, indiquant l’amplitude du défaut ;
pγ : position angulaire indiquant la phase où un défaut est apparu.
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Chapitre 1
Introduction Générale
1.1 Contexte et Objectifs
Les systèmes industriels se complexifient avec l’automatisation des processus. Malgré
cette complexité, ils doivent assurer les fonctions pour lesquelles ils ont été conçus
et notamment la sûreté de leur fonctionnement. Cela signifie assurer la fiabilité, la
maintenabilité, la disponibilité et la sécurité.
L’AFNoR (Association Française de Normalisation) définit la fiabilité comme l’aptitude
d’une entité à accomplir une fonction requise, dans des conditions données, pendant une
durée donnée. La maintenabilité est l’aptitude d’une entité à être maintenue ou rétablie
dans un état dans lequel elle peut accomplir une fonction requise, lorsque la maintenance
est accomplie dans des conditions données, avec des procédures et des moyens prescrits.
La disponibilité correspond à l’aptitude à être en état d’accomplir une fonction requise
dans des conditions données et à un instant donné. Quant à la sécurité, c’est l’aptitude
d’une entité à éviter de faire apparaître, dans des conditions données, des événements
critiques ou catastrophiques.
Un système industriel qui a un fonctionnement sûr doit pouvoir fonctionner sans causer
de dommages pour et autour de lui. Améliorer leurs performances en termes de sûreté de
fonctionnement conduit alors à l’élaboration de systèmes de surveillance.
Un système de surveillance réalise trois tâches consécutives : la détection, l’isolation et
l’identification. La détection consiste à indiquer si le système fonctionne correctement ou
si un défaut est survenu. L’isolation vise à déterminer la partie défectueuse du système.
L’identification consiste en la détermination du type de défaut afin de mettre en oeuvre
le type de maintenance (corrective ou préventive) approprié au défaut.
La nécessité du diagnostic de défauts pour les systèmes industriels a conduit au
développement de nouvelles techniques. Parmi ces nouvelles techniques développées,
l’automatique industrielle introduit les notions d’observation des systèmes.
Dans un but de commande (par exemple commande par retour d’état dynamique ou
statique), l’on peut avoir besoin de l’intégralité de l’état. Cependant, pour des raisons
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techniques (exemple flux de la machine asynchrone) ou économiques (coût des capteurs),
cela ne peut pas toujours se faire. Ainsi, sont alors utilisées des techniques d’observation
du système considéré qui consistent en l’estimation des grandeurs non mesurées de ce
système à partir des grandeurs mesurées.
Un observateur est un système auxiliaire qui permet d’estimer de façon dynamique l’état.
Dans la majorité des cas un observateur est utilisé dans un but de commande. Il peut
aussi être utilisé dans le domaine de la détection et de l’isolation de défauts [36, 83], ou
encore pour filtrer des mesures bruitées.
Les techniques de synthèse d’observateurs diffèrent suivant les classes des systèmes
auquels ces observateurs sont associés. Les observateurs peuvent être de type discret [49],
linéaire [63] ou non linéaire [4, 16, 104]. Leurs applications sont tout aussi multiples :
elles vont de l’électrotechnique [3, 22, 98, 97] à la robotique [17, 78] en passant par la
biologie [15, 100].
Nous développons dans nos travaux l’utilisation des observateurs pour le diagnostic des
systèmes non linéaires. Nous souhaitons satisfaire deux objectifs paradoxaux au seul
moyen d’observateurs non linéaires. L’objectif souhaité est de diagnostiquer les défauts in-
dépendamment des perturbations. Nous définissons tout d’abord une stratégie robuste de
diagnostic. Cette stratégie repose sur le découplage des défauts et des perturbations. Une
transformation sera donc appliquée aux équation du système. Elle permet de découpler
défauts et perturbations. Grâce à cette dernière, le diagnostic sera rendu aussi robuste
que possible vis-à-vis des perturbations et aussi sensible que possible vis-à-vis des défauts.
Par la suite, des observateurs seront synthétisés pour le système découplé. Les observa-
teurs serviront d’une part à la commande mais aussi au diagnostic. Ils devront donc être
sensibles aux défauts pour le diagnostic tout en étant robustes pour la commande. C’est
sur l’étude de ce paradoxe "Robustesse-Sensibilité" que reposent les travaux développés
dans cette thèse. En outre, cette étude se fera avec la contrainte suivante : pas de
capteurs supplémentaires autre que ceux existants pour la commande. Nous validons
ensuite la stratégie définie pour le diagnostic et la commande à l’aide d’observateurs.
Cette validation consiste en l’application de la stratégie à travers des simulations sur
différents types de machines électriques avant une future mise en oeuvre expérimentale.
1.2 Organisation du rapport de thèse
Le mémoire de thèse se divise en deux parties. Il est organisé de la manière suivante :
La première partie rappelle d’abord les avancées que connaît le diagnostic des systèmes
puis introduit dans un second temps les observateurs. Elle comprend deux chapitres.
Le diagnostic de systèmes est abordé dans le chapitre 2. La définition du diagnostic
et son principe y sont établis. Les différentes étapes du diagnostic d’un système sont
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aussi développées et différentes méthodes pour la génération de résidus sont abordées :
géométrique, stochastique, à base de modèle. Enfin, les bases pour le diagnostic avec des
observateurs sont données de manière non exhaustive.
Le chapitre 3 pose le problème de l’observabilité d’un système. Des notions de bases
relatives à la synthèse d’observateurs pour des systèmes linéaires et non linéaires sont
définies. Ce chapitre comprend aussi un aperçu des observateurs pour différentes classes
de systèmes parmi lesquels l’observateur non linéaire de Luenberger étendu, l’observateur
de type Kalman, l’observateur à grands gains.
Les contributions de cette thèse sont développées dans la seconde partie de ce mémoire
qui est constituée des chapitres 4, 5 et 6. Cette seconde partie comprend une nouvelle
méthode de diagnostic des systèmes à base d’observateurs non linéaires ainsi que
différentes applications de cette méthode au diagnostic de systèmes industriels, à savoir
les machines électriques.
Dans le chapitre 4, une méthode de diagnostic à base d’observateurs non linéaires
est énoncée. Cette méthode est basée sur une transformation sous forme affine en
l’état d’un système non linéaire MIMO. L’objectif souhaité est double. L’observateur
devra être robuste pour la commande tout en étant sensible aux défauts pour le diagnostic.
Le chapitre 5 montre l’applicabilité de la méthode au travers d’exemples d’applications.
La méthode exposée au chapitre précédent est mise en oeuvre dans ce chapitre pour le
diagnostic de deux types de défauts sur des machines électriques, avec ou sans capteur
de vitesse. La première application est le diagnostic de défauts multiplicatifs d’une
machine à courant continu série. La deuxième application est le diagnostic de défauts
capteurs d’une machine asynchrone, avec capteur de vitesse. Cette application se fait
grâce à un benchmark spécifique de défauts statoriques. Ce benchmark Commande-
Observation-Diagnostic se trouve sur la plateforme située à l’IRCCyN. L’influence
de certains paramètres de la machine est mise en évidence pour l’étude du paradoxe
"Robustesse-Diagnostic".
Le chapitre 6 est l’étude du diagnostic de défauts d’une machine asynchrone sans capteur
de vitesse. L’observateur utilisé inclut une estimation des résistances et s’applique ainsi à
l’état étendu. En outre, afin de prendre en considération les incertitudes paramétriques,
nous utilisons un estimateur couplé à l’observateur. Par ailleurs, une solution de com-
promis est proposée dans ce chapitre pour l’étude du paradoxe "Robustesse-Sensibilité"
quand les observateurs sont utilisés non seulement pour le diagnostic de défauts mais
aussi pour la commande. Nous introduisons à cet effet le concept nouveau de "quasi-
estimateur".
" The process of scientific discovery is, in effect, a continual flight from wonder." -
Albert Einstein
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Ces travaux ont fait l’objet de plusieurs publications.
PUBLICATIONS EN CONGRES INTERNATIONAUX
(Mahamoud, 2010) : A. Mahamoud, A. Glumineau et I. Souleiman. On a New
Strategy for Induction Motors Fault Detection and Isolation, IEEE ICCA 2010, Xiamen,
Chine, 9-11 Juin 2010.
(Mahamoud, 2009) : A. Mahamoud, A. Glumineau et I. Souleiman. FDI using
High Gain Observers for Cascade Systems : application to induction motors, ECC’09,
Budapest, Hongrie, 23-26 Août 2009.
(Mahamoud, 2009) : A. Mahamoud, A. Glumineau et I. Souleiman. Methodology
for nonlinear FDI Observer via Nonlinear Transformation : Application to a DC Serie
Motor, The 7th IFAC International Symposium on Fault Detection, Supervision and Sa-
fety of Technical Processes (Safeprocess ’09), Barcelone, Espagne, Juin, 30 - 3 Juillet 2009.
Première partie
Épistémologie – État de l’art
Diagnostic et Observation de systèmes

Chapitre 2
Diagnostic de Systèmes
Depuis longtemps, l’intérêt des scientifiques s’est porté sur le diagnostic des systèmes
industriels. Plusieurs raisons peuvent expliquer l’intérêt de la communauté automati-
cienne pour le diagnostic des systèmes. Il est évident qu’un système défaillant aura
des conséquences lourdes pour la production industrielle voire encore plus lourdes pour
l’Homme comme pour l’Environnement . L’on peut citer en exemples les catastrophes
industrielles de Bhopal, le 3 décembre 1984 ou Tchernobyl, le 26 avril 1986.
Parce qu’un petit défaut peut avoir de grandes conséquences, le diagnostic des systèmes
industriels est nécessaire !
Parce que les conséquences de ces dégâts peuvent affecter indifféremment non seulement
l’Environnement mais aussi et surtout l’Homme, et ce, à court, moyen ou long terme, la
supervision des systèmes industriels est nécessaire !
Dans ce chapitre, nous rappelons quelques définitions concernant la supervision et le
diagnostic. Puis nous énonçons le principe du diagnostic des systèmes et nous décrivons
brièvement certaines méthodes appliquées à la détection et l’isolation de défauts.
"L’homme et sa sécurité doivent constituer la première préoccupation de toute aventure
technologique ." - Albert Einstein
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2.1 Introduction
La complexité croissante des systèmes industriels, leur utilisation de plus en plus
fréquente rendent nécessaire le diagnostic des défauts pouvant affecter le fonctionnement
normal de ces mêmes systèmes.
Le diagnostic d’un système matériel désigne toute méthode permettant de déterminer
si ce système est affecté par un défaut quelconque et de discriminer l’origine du défaut.
Le diagnostic des systèmes s’effectue grâce à des algorithmes de détection utilisant les
informations relevées par observation, contrôles et tests.
L’intérêt porté au diagnostic des systèmes date du début des années 70. Beard (1971) et
Jones (1973) ont été les pionniers dans le domaine du diagnostic : ils ont posé les jalons
du diagnostic et défini la problématique du diagnostic des systèmes par observateur. Les
premières applications de ces travaux sur le diagnostic concernaient principalement les
industries aéronautique, aérospatiale et chimique.
La raison d’exister du diagnostic est la défaillance. La finalité du diagnostic n’est
autre que la nécessité de systèmes efficaces et sûrs, autrement dit plus fiables et
robustes face aux défaillances. La défaillance est définie comme étant "le résultat d’un
mécanisme pathologique rationnel et explicable, dû à une ou plusieurs causes à identifier".
Les méthodes développées jusqu’alors pour le diagnostic des systèmes industriels
concernent le diagnostic des systèmes linéaires [69, 70]. Cependant, la majorité des sys-
tèmes présents dans l’industrie sont non linéaires. Il n’existe pas de méthodes générales
systématiques pour le diagnostic de tels systèmes. Les méthodes développées pour le
diagnostic des systèmes non linéaires reposent le plus souvent sur une connaissance du
comportement du système non linéaire en question.
Les nombreuses méthodes proposées au fil des années et des recherches peuvent être
classées selon qu’elles sont basées ou non sur la connaissance du modèle mathématique
du système à diagnostiquer.
Les approches floues [35, 57], à base de réseaux de neurones [57] ou par analyse
stochatisque des signaux [105] ne sont pas considérées comme des approches basées sur le
modèle. Les approches basées sur le modèle comprennent entre autres, les équations de
parité [37, 41, 69, 75, 93], l’identification paramétrique [51, 60, 80, 103] et les observateurs
[47, 48, 53, 72].
Nous rappelons dans la suite du chapitre, quelques définitions concernant la terminologie
du diagnostic et des défauts. Nous expliquons, ensuite, le principe du diagnostic des
systèmes de part les différentes étapes qui le composent.
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2.2 Quelques Définitions
De manière générale, un système industriel est composé de trois parties :
– les actionneurs,
– le procédé,
– les capteurs.
Les défauts peuvent survenir sur chacune de ces trois parties.
Selon le Comité Technique de l’International Federation of Automatic Control (IFAC)
Safeprocess [52], un défaut est une déviation non permise d’au moins une propriété ou
un paramètre caractéristique du système par rapport à un comportement usuel, nominal
ou acceptable.
Le diagnostic de défaut consiste donc en la détermination du type, de l’amplitude,
de la localisation et de l’instant d’occurrence td d’un défaut. Il comprend trois étapes
successives :
– la détection du défaut,
– l’isolation du défaut,
– l’identification du défaut.
La surveillance et la supervision constituent un complément du diagnostic. La
surveillance d’un système est une tâche continue et en temps réel pour déterminer
l’état d’un système. Elle se fait à travers l’enregistrement des informations pouvant
indiquer la survenue d’éventuelles anomalies dans le comportement du système. Quant
à la supervision, elle consiste en la prise de décisions appropriées, lors de l’étape de
surveillance du système, afin de maintenir le fonctionnement nominal du système malgré
l’apparition de défauts.
L’ensemble de ces tâches vise à assurer les performances optimales du système, en termes
de disponibilité, fiabilité et maintenabilité. Cela équivaut à prévenir la survenue de
pannes. Une panne est un dysfonctionnement voire une défaillance autrement dit un
arrêt de fonctionnement momentané et accidentel, d’une partie ou de tous les composants
d’un système matériel.
Il est opportun, lors du diagnostic d’un système, de différencier défaut et perturbation.
Une perturbation est une entrée inconnue et non commandée qui agit sur un système.
Contrairement au défaut, qui est interne au système, une perturbation est une entrée
exogène au système.
2.2.1 Caractérisation de défauts
Les défauts peuvent être caractérisés d’une part, selon leur comportement dans le
temps et d’autre part selon leur modélisation mathématique. Ainsi, ils peuvent être
brusques, intermittents ou graduels, additifs ou multiplicatifs comme l’illustre la figure 2.1.
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Défaut brusque
Ce type de défaut apparaît à un instant td et est d’une amplitude constante non nulle.
Un défaut de ce type représente des pannes brutales.
Défaut intermittent
Un défaut intermittent est un cas particulier de défaut brusque. Il s’agit d’un défaut
imprévisible. Par conséquent, le caractère aléatoire de ce défaut le rend difficile à détecter.
Il peut représenter des défauts de connexion, d’alimentation voire de faux contacts.
Défaut à dérive lente
Un défaut de type graduel apparaît à un instant td. Cependant, contrairement au dé-
faut brusque, l’amplitude de ce type de défaut ne reste pas constante. Elle augmente
proportionnellement avec le temps.
Ce type de défaut caractérise généralement des défauts d’usure.
Chaque type de défaut rappelé ci-dessus peut se modéliser sous la forme soit d’un défaut
additif, soit d’un défaut multiplicatif.
Modélisation du défaut : défaut additif ou multiplicatif
Deux modèles mathématiques sont utilisés selon l’effet du défaut sur le système.
Un défaut est dit additif quand il est modélisé par l’ajout d’une variable δE. Quant au
défaut multiplicatif, il affecte un système à travers la multiplication de l’entrée E du
système par un défaut δx.
Un défaut δx affecte une variable x du système. L’équation de sortie S = Ex est alors
modifiée et en présence du défaut δx, elle s’écrit S = E(x+ δx).
La figure 2.1 récapitule les types de défauts ainsi que leurs possibles modélisations.
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Fig. 2.1: Classification (a, b, c) et modélisation (d, e) des défauts.
2.3 Principe du diagnostic : Détection et Isolation des
défauts
Associé à l’origine aux Sciences de la Santé, le terme diagnostic désigne, dans le
domaine des Sciences de l’Ingénieur, l’analyse des mauvais fonctionnements, défauts ou
défaillances d’un système afin d’en déterminer la nature et la cause.
Le diagnostic de défauts passe, en ce sens, par deux étapes fondamentales, la détection
et l’isolation des défauts. La première consiste en la génération d’un signal indiquant
l’occurrence d’un défaut. Ce signal, communément appelé résidu, une fois généré, est
utilisé pour détecter puis isoler le défaut lors de la seconde étape. Les algorithmes qui
aident à la réalisation de ces deux tâches portent le nom d’algorithmes FDI (Fault
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Detection and Isolation).
Une dernière étape succède à celle de détection et d’isolation. Il s’agit de l’identification
du défaut en vue du type de maintenance à mettre en place. Il est alors possible
d’implémenter les méthodes pour diagnostic de défauts sur le système soit en exploi-
tation soit hors ligne, selon le type de maintenance, corrective ou préventive, mise en place.
L’identification permettra en outre la mise en place de procédures tolérantes aux défauts
telles que la reconfiguration de la commande.
Fig. 2.2: Principe du diagnostic.
La logique de diagnostic (Fig 2.3) consiste en une prise de décisions résultant directement
de l’évaluation des résidus r(t). Des résidus nuls indiquent que le système fonctionne
normalement. Il s’agira donc de poursuivre la tâche de surveillance du système en temps
continu.
Des résidus non nuls indiquent un mauvais fonctionnement du système. Il s’agira alors
d’en comprendre les raisons à travers les étapes de détection et d’isolation qui composent
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le diagnostic.
Fig. 2.3: Logique de Diagnostic.
2.3.1 Détection de défauts - Problème Fondamental de la Géné-
ration de Résidus
La première étape du diagnostic consiste en la détection de défauts. Cette phase de
détection est rendue possible par la génération de signaux, les résidus. Un résidu est un
signal généré à partir des informations fournies par le système à diagnostiquer (Fig. 2.2),
notifiant de l’éventuelle occurrence d’un défaut sur le système.
De manière générale, un résidu correspond à la différence entre la sortie mesurée et la
sortie observée. En supposant que l’erreur d’estimation converge pour un système sans dé-
faut, dans le cas d’un système avec défaut, cette même erreur d’estimation serait non nulle.
L’amplitude du signal résidu obtenu en sortie du générateur indique donc l’occurrence
ou non d’un défaut. En effet, si le résidu est d’une amplitude non nulle, un défaut est
apparu sinon aucun défaut n’affecte le système (Fig. 2.4).
La détection de défauts est donc basée sur l’évaluation des différents résidus générés. Ces
résidus peuvent être générés suivant plusieurs méthodes : stochastiques ou déterministes,
basées sur le modèle mathématique ou sur la connaissance du comportement du système,
... .
Quelque soit la méthode utilisée pour générer les résidus, détecter et différencier tous
les défauts indépendamment de leurs instants d’apparition porte le nom de Problème
Fondamental de la Génération de Résidus [10, 30, 69].
Problème Fondamental de la Génération de Résidus
Le Problème Fondamental de la Génération de Résidus (PFGR) énonce la nécessité de
construire un vecteur de résidus, de dimension supérieure ou égale au nombre de défauts,
14 Diagnostic de Systèmes
chaque résidu étant sensible à un seul défaut et insensible aux perturbations du système.
Le PFGR soulève deux autres problèmes, celui de la détectabilité du défaut et celui du
découplage défauts-perturbations.
Détectabilité des défauts
Un défaut est détectable si, et seulement si, il a un effet sur au moins une des sorties du
système.
Remarque 2.1 Cette définition est différente de la détectabilité au sens de l’automatique
[6].
Découplage défauts-perturbations
Le découplage des défauts et des perturbations peut se faire à l’aide d’une transformation.
Cette transformation, appliquée à un système avec des défauts et des perturbations, vise
à séparer ce système en deux sous-systèmes, l’un des deux étant sensible aux défauts et
insensible aux perturbations.
Différentes méthodes de découplage ont été développées suivant le modèle du système
non linéaire considéré [25, 38, 36, 37, 54, 69, 70].
Cependant, pour un système réel/physique donné, le découplage parfait des défauts et
des perturbations est peu plausible. Dans la réalité, pour des systèmes industriels non
linéaires, un tel découplage est, en pratique, difficile à mettre en oeuvre.
Prise de décision : évaluation des résidus
Cette étape consiste en l’analyse de l’information fournie par les résidus. Elle fait suite
à l’étape de génération de résidus. En effet, dans le cas de défauts multiples, afin de
faciliter l’isolation des défauts, la génération de résidus a pour but de construire des
résidus structurés.
Des résidus structurés sont définis comme des résidus sensibles à un unique défaut et
insensibles aux autres. Ces résidus sont générés suivant une table de signature, comme le
montre le tableau 2.1.
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Défaut d1 Défaut d2 Défaut d3 · · · Défaut dj
Résidu r1 1 0 0 · · · 0
Résidu r2 0 1 0 · · · 0
Résidu r3 0 0 1 · · · 0
...
...
...
...
. . .
...
Résidu rj 0 0 0 · · · 1
Tab. 2.1: Table de signature pour le cas de défauts multiples.
Ainsi, un résidu non nul informe de l’occurrence du défaut auquel il est sensible.
2.3.2 Isolation de défauts
L’isolation de défauts fait suite à la détection de défauts. Ces deux étapes consécutives
constituent le diagnostic des systèmes. Si la détection de défauts est la génération de
résidus grâce auxquels les défauts pourront être détectés, l’isolation, quant à elle, permet
de caractériser ces défauts, d’en définir le type et surtout de les localiser.
L’isolation de défauts introduit la question de leur isolabilité.
Isolabilité
Des défauts seront isolables si, à partir des signaux de mesure et de commande, il est
possible de les discriminer et de les distinguer. Cela revient à spécifer, pour chaque défaut
précédemment détecté, l’amplitude et l’instant d’apparaition.
Après la localisation et la caractérisation des défauts vient l’étape de prise de décision.
2.3.3 Procédures Post-Diagnostic
Cette étape correspond à l’analyse des options qui s’offrent à l’issue du diagnostic de
défauts et à leur mise en oeuvre.
Ainsi, suite à la détection puis à l’isolation de défauts, cela revient à choisir entre :
– arrêter le système et faire de la maintenance, corrective ou préventive,
– garder le système en fonctionnement mais réévaluer l’objectif assigné au système :
passer d’un fonctionnement en mode normal à un fonctionnement en mode dégradé,
– reconfigurer le système : réorganiser le système afin de prendre en compte le défaut
constaté : redéfinir par exemple la structure des lois de commande.
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Fig. 2.4: Allure du signal résidu.
De nombreuses méthodes ont été développées pour la génération de résidus [30, 37, 38,
41, 51, 52]. Elles sont regroupées généralement sous deux catégories :
– les méthodes basées sur une connaissance du comportement du système,
– les méthodes basées sur le modèle mathématique du système.
Nous ne présentons que le deuxième type de méthodes dans ce mémoire.
2.3.4 Méthodes basées sur le modèle pour la génération de résidus
De manière générale, pour la génération des résidus, les méthodes basées sur le modèle
reposent sur le concept de redondance analytique.
La redondance analytique correspond à l’utilisation des signaux de mesure et de com-
mande disponibles combinés avec le modèle mathématique du système à diagnostiquer.
Dans [20], il a été établi qu’une relation différentielle non linéaire lie les résidus générés à
partir de Relations de Redondance Analytique d’une part et d’observateurs Grand Gain
d’autre part.
Quelque soit l’approche utilisée pour générer les résidus, estimation paramétrique ou
observateurs d’état, l’équation générale des résidus générés r(t) est une fonction des
sorties estimées et des sorties mesurées.
Ainsi, pour l’estimation paramétrique, le résidu s’écrit :
r(t) = Q(θnom − θˆ)
tandis que pour les observateurs, il s’écrit :
2.4 Robustesse et Performance d’un algorithme FDI 17
r(t) = Q(y − yˆ),
avec θnom et y qui correspondent respectivement à la valeur nominale des paramètres θ
et au vecteur de mesures, Q étant pour chaque cas une matrice de pondération. θˆ et yˆ
représentent respectivement l’estimé de θnom et l’observé de y.
Pour l’espace de parité la forme d’évaluation du résidu we est fonction des défauts d, des
perturbations ǫ, des entrées u, des sorties y et de leurs dérivées successives s¯ :
we = wc(y¯
s¯, u¯s¯)− wf (y¯s¯, u¯s¯, d¯s¯, ǫ¯s¯).
Toutes ces approches ont aussi une condition commune : quelque soit la méthode choisie
parmi les trois, il est nécessaire de générer un nombre suffisant de résidus, supérieur ou
égal au nombre de défauts, pour une meilleure localisation du défaut.
2.4 Robustesse et Performance d’un algorithme FDI
Un algorithme FDI sera dit robuste si la méthode utilisée pour générer les résidus tient
compte des incertitudes de modèle.
En effet, de manière générale, le modèle mathématique d’un système, bien qu’étant précis
dans la formulation et l’écriture des équations, ne décrit pas toujours le fonctionnement
réel du système. Dans la réalité, d’autres paramètres peuvent intervenir. Des bruits de
mesure, des incertitudes paramétriques et/ou une méconnaissance de la structure des
perturbations peuvent engendrer, lors de la détection des défauts, des fausses alarmes ou
des non détections.
Une fausse alarme correspond à la détection de "faux" défauts, autrement dit, des
défauts qui n’en sont pas. Une non détection correspond à la non détection de "vrais"
défauts, autrement dit des défauts qui affectent réellement le système.
L’une et l’autre sont à éviter dans le sens où elles peuvent entraîner une prise de
décision inadéquate. A cause d’une fausse alarme, un défaut, qui n’en est pas un, sera
traité en tant que tel avec tout ce que cela implique en termes de sûreté de fonctionnement.
A cause d’une non détection, un défaut qui ne sera pas traité pourrait entraîner des
défauts plus graves et mener à un mauvais fonctionnement du système, des défaillances,
voire à des pannes et donc à son arrêt complet.
La performance d’un algorithme FDI est donc quantifiée selon son pourcentage de
fausses alarmes et de non détections.
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Un algorithme de détection de défauts sera performant si les probabilités des fausses
alarmes et de mauvaises détections sont toutes deux les plus petites possible.
Le compromis réside dans le choix du seuil de détection de défauts. En effet, le seuil de
détection devra être choisi de telle sorte que l’on puisse détecter même les défauts les
plus faibles tout en évitant de confondre les perturbations et les bruits de mesure avec
des défauts à détecter.
2.5 Conclusion
Nous avons rappelé dans ce chapitre quelques définitions concernant le diagnostic de
défauts. Le diagnostic de défauts est constitué de deux étapes consécutives, la détection
suivie de l’isolation de défauts. Il est nécessaire que les défauts soient, au préalable,
détectables puis isolables afin de les diagnostiquer.
Des signaux sont générés afin de permettre la détection des défauts. Les différentes
méthodes pour la génération des résidus utilisent la redondance analytique. Elles se
basent sur le modèle d’état du système et comparent les variables estimées à partir de ce
modèle avec celles mesurées. Les résidus sont donc fonction des sorties estimées et des
sorties mesurées.
Il est nécessaire de générer un nombre suffisant de résidus, au moins égal à la dimension
des défauts, de manière à avoir un diagnostic meilleur en terme d’isolation.
Cependant, quelque soit la méthode choisie pour générer des résidus, le problème le
plus souvent rencontré lors de leur évaluation est généralement dû aux erreurs de
modélisation. La réponse à ces erreurs est un algorithme de détection de défauts qui soit
robuste par rapport aux incertitudes du modèle voire une prise en compte plus précise
des nonlinéarités du système.
L’idéal pour qu’un algorithme robuste face à ces incertitudes du modèle soit qualifié de
performant est qu’il génère un faible pourcentage à la fois de fausses alarmes et de non
détections.
Dans la suite du mémoire, nous considérons, pour la génération de résidus, l’approche
basée sur les observateurs d’état. Le chapitre suivant introduit la notion d’observabilité
d’un système, similaire à la notion d’isolabilité pour un défaut. Il porte, en outre, sur
différents types d’observateurs pour reconstruire les variables d’un système donné.
Chapitre 3
Observation et Observabilité des
Systèmes
Ce chapitre traite de la synthèse d’observateurs pour des systèmes linéaires et pour
certaines classes de systèmes non linéaires. Une étude préliminaire à la synthèse d’ob-
servateurs est l’étude de l’observabilité du système, linéaire ou non linéaire, pour lequel
un observateur est envisagé. Il est donc nécessaire de définir au préalable la notion
d’observabilité des systèmes.
Les conditions d’observabilité d’un système linéaire diffèrent de celles d’un système non
linéaire. Suivant la linéarité du système en question, des observateurs spécifiques peuvent
être synthétisés.
La différence entre l’observabilité d’un système linéaire et celle d’un système non linéaire
ainsi que les différentes catégories d’observateurs qui existent dans la littérature automa-
ticienne seront développées de manière non exhaustive dans la suite de ce chapitre.
"Every great advance in science has issued from a new audacity of imagination." -
John Dewey
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3.1 Introduction
La majorité des systèmes réels peut être modélisée par un système d’équations différen-
tielles. Ce système d’équations constitue le modèle mathématique du comportement du
phénomène étudié.
Les systèmes dynamiques considérés dans la suite de ce mémoire sont de la forme :
η˙ = f(η, u, y)
y = h(η)
(3.1)
où η ∈ N ⊂ IRn, N étant un ouvert dense de IRn, u(t) ∈ IRm et y(t) ∈ IRp.
On note η l’état du système, u le vecteur des entrées et y le vecteur des sorties mesurées.
On suppose que les fonctions f(., .) et h(.) sont des fonctions méromorphes de η et u.
On suppose également que la fonction u(t) est admissible [45], c’est-à-dire mesurable et
bornée.
Suivant l’expression de la fonction f(η, u, y), les systèmes seront dit linéaires, bilinéaires
ou non linéaires.
Caractériser à chaque instant la dynamique de ces systèmes, quelque soit leur nature,
nécessite bien souvent de connaître tout ou partie des états de ces systèmes. Mais la
réalité est toute autre. Il est très souvent compliqué d’accéder à ces états, pour des
raisons économiques (coût élevé des capteurs de mesures) ou plus simplement pour des
raisons techniques.
Il est possible cependant de contourner cette difficulté et pallier le manque d’informations
par l’utilisation d’un observateur. Un observateur est un système dynamique qui
reconstruit l’état du système à partir des entrées et des sorties mesurées. Les entrées
d’un observateur sont donc les entrées et les sorties du système originel et la sortie d’un
observateur est l’état estimé (Figure 3.1).
Fig. 3.1: Ensemble système - observateur.
La synthèse d’observateurs pour des systèmes dynamiques introduit une nouvelle notion.
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En effet, la notion d’observabilité constitue une étape préalable à la synthèse d’un
observateur pour un système dynamique donné. Cela signifie que l’observabilité d’un
système doit nécessairement être étudiée avant de justifier de l’existence ou non d’un
observateur pour ce système.
Dans les paragraphes suivants, nous donnons la définition de l’observabilité d’un système
et nous rappellons certains des observateurs les plus communément utilisés, d’abord pour
des systèmes linéaires et ensuite pour des systèmes non linéaires.
3.2 Observabilité des systèmes linéaires
Un système linéaire stationnaire est un système de la forme :
x˙(t) = Ax(t) +Bu(t)
y = Cx(t) (3.2)
où x ∈ N ⊂ IRn, N étant un ouvert dense de IRn, u(t) ∈ IRm et y(t) ∈ IRp et où A et B
sont des matrices à valeurs réelles constantes.
Les notions brièvement exposées ici se trouvent plus détaillées dans [55]. Nous allons
présenter les définitions liées à l’observabilité.
Définition 3.1 [55] Le système (3.2) est observable si, étant donné l’instant t0, il existe
un instant t1 fini tel que la connaissance de y(t0, t1) et u(t0, t1) permette de déterminer
de manière unique l’état x(t0) = x0 et ceci quelque soit l’entrée du système.
Différents critères ont été développés pour définir l’observabilité d’un système linéaire. On
applique généralement le test du rang de la matrice d’observabilité, définie par :
Θ =


C
CA
...
CAn−1

 . (3.3)
La condition du rang s’énonce comme suit.
Définition 3.2 Le système (3.2) est observable si et seulement si le rang de la matrice
Θ est égal à n. On dit alors que la paire (C,A) est observable.
Un autre critère est celui énoncé dans [73] : le système (3.2) est complètement observable
si et seulement si, ∀s ∈ C,Re(s) ≥ 0 :
rang
(
sI − A
C
)
= n. (3.4)
En somme, pour un système linéaire donné, l’observabilité peut être vérifiée par le critère
de rang. L’observabilité des systèmes linéaires est donc :
– indépendante de l’entrée u,
– caractérisée par la connaissance de y et de ses dérivées temporelles à un ordre
inférieur à n.
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3.3 Observateurs pour systèmes linéaires
Il existe deux types d’observateurs pour les systèmes linéaires, l’observateur de Luenberger
pour les systèmes linéaires stationnaires et l’observateur de Kalman pour les systèmes
linéaires variants.
3.3.1 Observateur de Luenberger
Nous supposons que le système (3.2) est observable. Nous pouvons lui associer l’observa-
teur suivant, dit de Luenberger [63, 64] :
˙ˆx = Axˆ+Bu+K(y − Cxˆ). (3.5)
En posant e l’erreur entre l’état réel et l’état estimé, tel que e = x − xˆ, nous obtenons
l’équation de la dynamique de l’erreur d’observation :
e˙ = x˙− ˙ˆx = (A−KC)e. (3.6)
La stabilité d’un tel observateur est obtenue en choisissant les valeurs propres de A −
KC dans la partie gauche du plan complexe. La convergence de l’erreur d’estimation de
l’observateur est alors exponentielle et sa vitesse dépend du choix du gain K.
3.3.2 Observateur de Kalman
Cette classe d’observateurs convient aux systèmes linéaires variants de la forme :
x˙(t) = A(t)x(t) +B(t)u(t)
y = Cx(t), (3.7)
où A et B sont des matrices connues à chaque instant.
La particularité de cet observateur est son gain variant donné par la résolution d’une
équation algébrique différentielle de Ricatti.
Théorème 3.1 ([40]) Soit le système :
˙ˆx = A(t)xˆ+B(t)u(t)− S−1CT (Cxˆ− y)
yˆ = Cxˆ (3.8)
avec, pour θ une constante positive, S solution de :
S˙ = −θS − ATS − SA+ CTC
et (C,A) sous forme canonique d’observabilité. Le système (3.8) est un observateur de
(3.7) pour tout θ suffisamment grand.
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3.4 Observabilité des systèmes non linéaires
La définition de l’observabilité utilisée pour les systèmes linéaires n’est plus suffisante
pour prouver l’observabilité d’un système non linéaire. La stabilité et l’observabilité d’un
système non linéaire ne dépendent pas seulement de l’état comme dans le cas linéaire,
elles dépendent en plus de l’entrée, comme l’illustre l’exemple suivant :
Exemple 3.1 Soit le système non linéaire suivant :
x˙1 = ux2
x˙2 = 0
y = x1. (3.9)
L’observabilité de ce système dépend de l’entrée u. En effet, la variable d’état x2 est
fonction de la dérivée de la sortie y et de l’entrée u : x2 = y˙/u. Ainsi, toutes les variables
de l’état x ne seront connues que si l’entrée u est différente de zéro.
L’observabilité d’un système non linéaire peut donc être liée à la nature de ses entrées.
L’observabilité d’un système non linéaire ne saurait être définie sans donner au préalable
la définition de l’indistinguabilité [34]. En effet, un système est dit observable si il n’admet
pas de points distincts x1(t0), x2(t0) indistinguables.
Définition 3.3 [50] Deux états initiaux x1(t0) et x2(t0) sont dits indistinguables si, ∀t ∈
[t0, t1], les sorties correspondantes y1(t) et y2(t) sont identiques quelle que soit l’entrée
admissible u([t0, t1]) du système.
L’indistinguabilité étant une relation d’équivalence, soit I(x) la classe d’équivalence de x.
La définition de l’indistinguabilité introduit celle de l’observabilité :
Définition 3.4 [50] Le système non linéaire (3.1) est observable en x0 si l’ensemble des
points indistinguables de x0 est réduit à x0, i.e. I(x0) = x0.
Le système (3.1) est observable si, pour tout x ∈ N , un ouvert dense de IRn, I(x) = x.
La définition de l’observabilité d’un système non linéaire n’exclut pas nécessairement
l’existence d’entrées pour lesquelles deux états seraient indistinguables. Cette observabi-
lité globale laisse souvent la place au concept plus faible d’observabilité locale. L’on peut
se référer à [50] pour de plus amples détails sur la notion d’observabilité des systèmes
non linéaires.
Tout comme pour les systèmes linéaires, il est nécessaire de trouver un test caractérisant
l’observabilité pour les systèmes non linéaires. Introduisons à cet effet, l’espace d’obser-
vabilité générique.
Définition 3.5 [21] L’espace d’observabilité générique noté O est défini par O = X ∩
(Y + U), avec :
X = SpanK{dx}
U = SpanK{du(v)v ≥ 0} (3.10)
Y = SpanK{dy(w), w ≥ 0},
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où K est l’ensemble des fonctions méromorphes [21].
Définition 3.6 [21] Le système non linéaire (3.1) est génériquement observable si et
seulement si :
dim O = n . (3.11)
Remarque 3.1 Si cette condition, appelée condition de rang d’observabilité générique,
est vérifiée cela signifie que le système est observable sauf en des singularités qui peuvent
apparaître en des points isolés de l’espace d’état et des entrées. Générique signifie alors
que les conditions sont valables partout sauf en un nombre fini de points.
Dans la pratique, l’étude des formes canoniques d’observabilité sera considérée pour mon-
trer l’observabilité des systèmes non linéaires. Ces formes proposées dans [11, 12, 50, 56]
sont obtenues par transformations de coordonnées d’état.
Supposons que la condition d’observabilité générique soit satisfaite pour le système (3.1).
La condition suffisante ci-dessous pourra alors être vérifiée :
RangK


dh
dLfh
...
dLn−1f h

 = n. (3.12)
Cela signifie que l’état x peut être déduit de la connaissance de la sortie et d’un nombre
fini de ses dérivées. En effet, en considèrant que :
Y¯ =
[
y, y˙, · · · , y(n−1)] = [h(x), Lfh(x), · · · , L(n−1)f h(x)] = G(x), (3.13)
le théorème des fonctions inverses permet localement d’inverser l’équation ci-dessus et
d’obtenir x = G−1
[
Y¯
]
. Une transformation de coordonnées d’état pourra être définie
par : z = Y¯ T .
Cependant, la garantie de construction d’observateurs pour systèmes non linéaires
observables n’est pas certaine. En effet, contrairement aux systèmes linéaires, l’existence
d’un observateur pour un système non linéaire ne repose pas nécessairement sur ses
propriétés d’observabilité. Un système non linéaire peut être observable sans pour autant
que l’on puisse synthétiser un observateur.
3.5 Observation de systèmes non linéaires
Différentes techniques ont été proposées pour résoudre ce problème de synthèse d’obser-
vateur. L’idée générale derrière ces techniques est de transformer le système non linéaire
observable en un système plus simple pour lesquel la synthèse d’un observateur est
possible.
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Outre la linéarisation du système en question par injection d’entrées-sorties, soit par des
outils géométriques [58, 59, 102] soit par des outils algébriques [77, 43, 101, 79, 62], la
technique d’immersion développée par Fliess et Kupka (1983) [32] facilite la synthèse
d’un observateur pour un système non linéaire donné. En effet, ces travaux ont montré
qu’un système non linéaire affine en la commande pouvait s’immerger en un système
bilinéaire. Ces travaux ont ensuite été étendus à l’immersion d’un système non linéaire
en un système affine en l’état [94].
D’autres approches ont été développées pour la transformation d’un système non linéaire
en un système affine en l’état modulo une injection d’entrées-sorties. Gauthier et Ham-
mouri [46] ont généralisé leur étude sur la bilinéarisation par un approche géométrique à
la transformation en un système affine. Souleiman et Glumineau [89, 90, 91] ont quant
à eux privilégié l’approche algébrique, en raison de sa constructivité, et développé une
technique de transformation par difféomorphismes des systèmes non linéaires en des
systèmes affines en l’état modulo une injection d’entrées-sorties.
L’intérêt de ces transformations réside dans la possibilité de modéliser des observateurs
pour des systèmes non linéaires observables. Nombre d’observateurs non linéaires existent
dans la littérature. Une fois le système non linéaire observable transformé soit en un
système non linéaire "linéarisable" modulo une injection d’entrée et de sortie soit en un
système non linéaire affine en l’état, d’aucuns pourront modéliser pour le premier cas un
observateur de Luenberger étendu et dans le second cas un observateur de type Kalman [6].
De plus, les techniques d’observation de systèmes non-linéaires nécessitent quelquefois
des hypothèses sur la non-linéarité de type Lipschitz. Cela mène souvent à la synthèse
d’observateurs à grand gain permettant de “dominer” les non-linéarités du système. Nous
rappelons dans les lignes qui suivent quelques-uns des observateurs les plus récurrents.
3.5.1 Observateurs étendus/généralisés
Observateur de Luenberger Ce type d’observateur convient aux systèmes non li-
néaires “linéarisables” par transformation de coordonnées d’état ς = T (x) et de sortie
(non linéaires) modulo une injection d’entrée-sortie ϕ [12, 104, 56].
Le système non linéaire (3.1) peut alors s’écrire sous la forme :
ς˙ = Aς + ϕ(u, y)
y = Cς. (3.14)
avec les matrices A et C de la forme A =


0 1 · · · 0
...
...
. . .
...
0 0
. . . 1
0 0 · · · 0

 ; C = ( 1 0 · · · 0 ) .
Un observateur de type "Luenberger" s’écrira :
˙ˆς = Aςˆ + ϕ(u, y) +K(y − Cςˆ)
yˆ = Cςˆ (3.15)
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Le gain K de cet observateur est obtenu tel que la matrice A−KC soit Hurwitz.
Cependant, ce type d’observateurs ne correspond pas à toutes les classes de systèmes
non linéaires. En effet, les systèmes non linéaires ne sont pas tous linéarisables mo-
dulo une injection d’entrée-sortie. Cela n’est possible que si l’on prend des injections
d’entrées-sorties généralisées nécessitant l’utilisation des dérivées des mesures, ce qui est
inapplicable en pratique.
Observateur de Kalman Cette classe d’observateurs s’applique à une plus large classe
de systèmes. Elle est présentée dans de nombreux travaux [13, 29, 28, 40, 27] et a un champ
d’application très varié [27, 40, 68, 74, 99].
Les résultats rappelés ci-dessous sont issus de [40]. Une des hypothèses de base pour
pouvoir appliquer ce type d’observateur est que le système non linéaire en question soit
uniformément observable pour toute entrée.
Nous considérons la classe de systèmes non linéaires suivante :
x˙ = A(u)x+ ϕ(u, y)
y = Cx. (3.16)
L’extension de l’observateur de Kalman s’applique à la classe des systèmes non linéaires
affines en l’état.
Théorème 3.2 ([40]) Supposons que le système (3.16) soit uniformément observable
pour toute entrée u : le système (3.16) est donc équivalent au système (3.1) modulo une
transformation d’état et une injection d’entrée-sortie. Supposons que l’hypothèse ci-dessus
soit satisfaite. Soit le système :
˙ˆ
ζ = A(u)ζˆ + ϕ(u, y)− S−1CT (Cζˆ − y)
yˆ = Cςˆ (3.17)
avec, pour θ une constante positive, S solution de :
S˙ = −θS − A(u)TS − SA(u) + CTC
et (C,A) sous forme canonique d’observabilité. Alors, pour toute entrée u uniformément
bornée, le système (3.17) est un observateur de (3.16) pour tout θ suffisamment grand.
3.5.2 Observateur à grand gain
Cette classe d’observateur s’applique à une large classe de systèmes non linéaires de la
forme (3.18). Ses applications sont quant à elles multiples ([10, 72]).
Considérons que, pour le cas monosortie, le système (3.1) puisse se mettre sous la forme
suivante [13] :
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x˙ = Ax+ ϕ(u, y, x)
y = Cx. (3.18)
Nous posons de plus l’hypothèse suivante :
La fonction ϕ(u, y, x) du système (3.18) est globalement Lipschitz par rapport à x et
uniformément par rapport à u et y.
Alors le système (3.19) est un observateur pour le système (3.18).
˙ˆς = Aςˆ + ϕ(u, y, ςˆ)−∆−1K(Cςˆ − y)
yˆ = Cςˆ (3.19)
avec, pour θ une constante positive, ∆ de la forme :
∆ = diag
{
1/θ, 1/θ2, ..., 1/θn
}
et K telle que A−KC soit Hurwitz.
Connu pour sa robustesse vis-à-vis des incertitudes paramétriques, l’observateur à grand
gain, sous l’hypothèse d’un système uniformément observable - i.e système observable
pour toute entrée - permet d’estimer des états non mesurés.
Notons que cette classe d’observateurs convient tout particulièrement aux systèmes non
linéaires affines en l’état. Les travaux de De Leon [23] ont permis d’étendre la classe
d’application de l’observateur à grand gain. Dans [23], l’observateur à grand gain a été
appliqué à la classe des systèmes non linéaires affines en l’état de la forme :
x˙ = A(u, y)x+ ϕ(u, y, x)
y = Cx. (3.20)
3.6 Conclusion
Différentes notions ont été rappelées dans ce chapitre parmi lesquelles l’observabilité des
systèmes. Nous avons présenté quelques-uns des nombreux types d’observateurs pour
systèmes linéaires et non linéaires.
De manière générale, la preuve de l’observabilité d’un système non linéaire n’entraîne
pas nécessairement l’existence d’un observateur pour ce système.
Si les bases pour les observateurs pour les systèmes linéaires ont été établies voila quatre
décennies, de nombreux types d’observateurs ont été depuis développés pour les systèmes
non linéaires. Différents types d’observateurs (modes glissants, backstepping, en temps
fini, horizons glissants) sont encore à l’étude pour de plus larges classes de systèmes non
linéaires [5, 17, 24, 33, 76].
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Deuxième partie
Diagnostic Par Observateurs :
Applications aux machines électriques

Chapitre 4
Méthodologie du diagnostic par des
observateurs non linéaires
Ce chapitre traite de la conception d’un observateur robuste pour le diagnostic d’un
système non linéaire.
La synthèse d’un observateur pour un système non linéaire nécessite le plus souvent de
transformer au préalable ce même système non linéaire en un système pour lequel la
synthèse d’un observateur est possible.
La difficulté majeure réside dans la recherche de la transformation adéquate, autrement
dit il s’agira de trouver la transformation qui n’altère en rien les propriétés d’observabilité
du système originel, le difféomorphisme qui permettra la synthèse d’un observateur pour
le système en question.
"In science one tries to tell people, in such a way as to be understood by everyone,
something that no one ever knew before." - Paul Dirac
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4.1 Introduction
Pour garantir la sécurité des utilisateurs et protéger l’environnement, les processus
industriels nécessitent à tout moment une surveillance accrue et un diagnostic fiable.
Un système industriel se décompose généralement en trois parties : les actionneurs, le
process et les capteurs. Des variations dans un ou plusieurs composants du système
peuvent altérer le fonctionnement dudit système. De ce fait, à défaut de prévenir ces
changements, l’idéal serait de les détecter le plus tôt possible.
Le diagnostic de défaut est un double problème. Il est constitué de deux étapes, une
étape de détection suivie d’une étape d’isolation du défaut. La première consiste en la
génération d’un signal qui indique de l’occurrence ou non d’un défaut. Le signal ainsi
généré sera utilisé dans la seconde étape pour isoler le défaut.
Les méthodes les plus récentes développées en matière de diagnostic de défaut com-
prennent les méthodes basées sur les équations de redondance analytique [93], celles
utilisant une approche stochastique [14, 105], et les méthodes basées sur les observateurs
[1, 2, 7, 25, 47, 53, 61, 103].
Le problème de la génération de résidus pour le diagnostic des systèmes est un problème
récurrent dans la littérature [37, 38, 51, 69, 70]. Les recherches, initiées au milieu des
années 50, ont évolué avec la complexité des systèmes industriels.
De nombreux systèmes industriels n’ont pas un comportement que l’on pourrait qua-
lifier de linéaire. La non linéarité de ces systèmes industriels complique les tâches de
surveillance et diagnostic, surtout si le diagnostic se fait avec des observateurs. Aussi,
concevoir des observateurs pour ces systèmes non linéaires passe le plus souvent par la
recherche d’une transformation. Cette dernière vise à transformer le système non linéaire
de départ en un système pour lequel il est possible de modéliser un observateur.
Différentes méthodes, algébriques ou géométriques, existent dans la littérature pour
transformer un système non linéaire observable en un système pour lequel un observateur
existe. Une fois le système transformé, concevoir un système de diagnostic pour détecter
les défauts devient possible.
Ainsi, l’observateur est utilisé comme générateur de résidus. Le vecteur d’état estimé
qu’il fournit servira à calculer une erreur d’estimation. Cette erreur sera ensuite utilisé
comme résidu afin de détecter les défauts.
Nous nous intéressons, dans la suite de ce chapitre, au diagnostic des systèmes non
linéaires à l’aide d’observateurs.
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4.2 Problématique et modèle d’état non linéaire
4.2.1 Problématique
Notre objectif est de proposer une stratégie robuste basée sur les observateurs pour le
diagnostic de systèmes non linéaires tout en utilisant l’état reconstruit pour la commande.
L’objectif est donc double. L’observateur devra non seulement être sensible au défaut
pour mener à bien le diagnostic de défauts mais il devra aussi, à des fins de commande,
être robuste par rapport aux incertitudes paramétriques et aux perturbations. A cet
effet, transformer le système non linéaire observable en un système moins complexe, par
exemple un système affine en l’état, rend possible la modélisation d’observateurs dans
les nouvelles coordonnées d’état. Et, si ces coordonnées sont choisies spécifiquement, le
diagnostic de défauts sera alors possible.
Ici, il s’agira de trouver un difféomorphisme x˜ = T (η). Quand la bonne transformation
existe, le système non linéaire sans défaut
Σ :
{
η˙ = f(η, u, y)
y = h(η)
(4.1)
est équivalent au système affine en l’état suivant :
Σa :
{
˙˜x = A(u, y)x˜+ ϕ(u, y)
y = Cx˜
(4.2)
avec x˜ ∈ Rn est l’état, u ∈ Rm l’entrée, y ∈ Rp la sortie, où la matrice A(u, y) et le terme
ϕ(u, y) sont supposés uniformément bornés.
4.2.2 Modèle d’état non linéaire avec défaut
Considérons maintenant le système non linéaire suivant :
Σf :
{
η˙ = f(η, u, y) + g(ǫ, d)
y = h(η)
(4.3)
où η ∈ Rn représente l’état, u ∈ Rm l’entrée du système, y ∈ Rp la sortie, f et h sont des
fonctions analytiques. g est une fonction de d (d ∈ Rl, l ≤ n), les défauts que l’on souhaite
détecter, et des perturbations ǫ (ǫ ∈ Rk, k ≤ n). Défauts et perturbations pouvent aussi
être considérés comme des entrées inconnues. Le système non linéaire Σf est supposé
observable [6].
Remarque 4.1 Quand g(ǫ, d) = 0, autrement dit, quand aucun défaut ni perturbation
ne viennent gêner le fonctionnement du système, Σf est équivalent au système (4.1).
Si, au travers d’une transformation d’état, le système (4.3) est équivalent à la classe de
systèmes affines en l’état
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Σfa :
{
˙˜x = A(u, y)x˜+ ϕ(u, y) + g˜(ǫ, d)
y = Cx˜
(4.4)
où x˜ ∈ Rn est le vecteur d’état, u ∈ Rm le vecteur d’entrées, y ∈ Rp le vecteur de sorties,
g˜, tel que g˜ = ∂T
∂x
g(ǫ, d), représente le vecteur fonction des perturbations possibles ǫ (dim
ǫ = k) et des défauts à détecter d (dim d = l), alors un ensemble d’observateurs pour le
diagnostic peut être modélisé.
Dans l’hypothèse que les défauts d varient lentement, nous les supposons constants. Des
observateurs peuvent ainsi être synthétisés afin d’estimer l’amplitude des défauts.
L’ensemble des observateurs servira d’une part à estimer correctement les variables d’état
du système et d’autre part à détecter les défauts grâce à la génération de signaux r tels
que r := r(yˆ, y), où yˆ est l’estimation de y.
Le système (4.3) comprend des défauts d et des perturbations ǫ. Aussi, pour détecter
les défauts et les isoler des perturbations, il s’avère nécessaire de découpler défauts
et perturbations. Cela équivaut à séparer le système (4.3) en deux sous-systèmes. Le
premier sous-système contient l’influence des défauts tandis que le second contient les
perturbations en plus des défauts.
Une solution au problème est de trouver la bonne transformation T (x˜) tel que (4.4)
équivaut au système
Σ´fa :


x˙1 = A1(u, y)x1 + ϕ1(.) + F1(u, x)d
y1 = C1x1
x˙2 = A2(u, y)x2 + ϕ2(.) + Eǫ+ F2(u, x)d
y2 = C2x2.
(4.5)
avec F1(u, x), F2(u, x) et E respectivement les matrices qui introduisent les défauts d et
le vecteur caractérisant la perturbation ǫ dans le modèle.
Selon l’expression des fonctions ϕ1(.) et ϕ2(.) du système (4.5), nous synthétisons un
observateur de type Kalman ou un observateur Grand Gain. Nous distinguons donc deux
cas. Les fonctions ϕ1 et ϕ2 dépendent de u et de y, un observateur de type Kalman peut
être synthétisé pour le système (4.5). Dans le cas où les fonctions ϕ1 et ϕ2 dépendent de
u, y et de x, un observateur Grand Gain peut être synthétisé pour le système (4.5).
Remarque 4.2 Ici, seul le cas i = 1..2 est considéré car correspondant aux exemples
d’application traités ensuite (MCC série et MAS danc ce cas précis) mais l’extension au
cas plus général où i > 2 est aisée.
L’observateur pour le système (4.5) servira à la détection des défauts. En effet, grâce à
l’observateur, des résidus r(t) pourront être générés. Ce vecteur de résidus r(t), autrement
dit de signaux dépendant des signaux mesurés et estimés tel que r(t) = f(y(t), yˆ(t)), sera
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utilisé afin de détecter les défauts selon la procédure décrite dans le chapitre 2.
Il s’agira donc de procéder à la synthèse d’observateur pour chaque sous-système satisfai-
sant certaines propriétés parmi lesquelles la propriété d’entrées régulièrement persistantes
(définition 4.1). Les conditions pour la modélisation de cet ensemble d’observateurs sont
explicitées dans la section suivante.
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Le "reconstructeur d’état" [6] :
O :
{
˙˜ˆx = A(u, y)ˆ˜x+ ϕ(.) +K(y − yˆ)
yˆ = C ˆ˜x
(4.6)
tel que l’erreur d’estimation ‖e(t)‖ =
∥∥∥x˜(t)− ˆ˜x(t)∥∥∥ → 0 pour t → 0, K étant le gain de
l’observateur, est un observateur asymptotique pour le système Σa (4.2).
Objectif : L’objectif est de construire pour chaque sous-système de (4.5) un
observateur, robuste par rapport à la perturbation ǫ, pour d’une part estimer
et reconstruire les variables d’état x et d’autre part pour détecter et isoler les
possibles défauts d.
Nous précisons dans les sections ci-dessous comment les observateurs de type Kalman et
Grand Gain, introduits dans le chapitre précédent, vont être utilisés pour le diagnostic.
Pour le système (4.2) [6] :
– la matrice de transition Φu(τ, t) est définie par
dΦu(τ,t)
dτ
= A(u(τ), y)Φu(τ, t) avec
Φu(τ, t) = Id,
– le Grammien d’observabilité Γ(t, T, u) est donné par
∫ t+T
t
(ΦTu (τ, t)C
TCΦu(τ, t))dτ ,
– l’index d’universalité γ(t, T, u) est défini comme la plus petite valeur propre du
Grammien d’observabilité Γ(t, T, u).
Définition 4.1 Entrée Régulièrement Persistante
Une entrée régulièrement persistante est une entrée qui excite suffisamment le système
dans le but de garantir son observabilité. Pour un instant T > 0 et t0 > 0, il existe une
constante α > 0 telle que, ∀t > t0 γ(t, T, u) ≥ α.[6, 8].
Par la suite, nous utilisons tout ou partie des hypothèses définies ci-après :
Hypothèse 4.1
L’entrée u est régulièrement persistante et connue pour Σ1.
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Hypothèse 4.2
Fi(u, x) sont globalement Lipschitz par rapport à x, uniformément par rapport à u, pour
i = 1..2.
Hypothèse 4.3
Pour i = 1..2, il existe des constantes νi telles que ‖Fi(u, x)d‖ ≤ νi, i.e ‖Fi(u, x)d‖ sont
bornés. La perturbation ǫ est aussi bornée : il existe une constante υ telle que ‖Eǫ‖ ≤ υ
avec νi ≥ υ.
4.3.1 Observateur de type Kalman
Synthèse de l’observateur
Considérons le sous-système dynamique du système Σ´fa (4.5) :
Σ1 :
{
x˙1 = A1(u, y)x1 + ϕ1(u, y) + F1(u, x)d
y1 = C1x1
(4.7)
– où x1 ∈ Rr(r < n) , u ∈ Rm, y1 ∈ Rs(s < p),
– où le terme ϕ1(u, y) est supposé uniformément borné,
– où C1 =
(
1 0 · · · 0 ) et la matrice A1(u, y) ∈ IRr×r avec
A1(u, y) =


0 α1(u, y) 0 · · · 0
0 0 α2(u, y) · · · 0
...
...
...
. . .
...
0 0 0
. . . αr−1(u, y)
0 0 0 · · · 0

.
Quand d = 0, sous l’hypothèse 4.1, un observateur de type Kalman pour le système
équivalent Σ1 s’écrit [6] :
O :


z˙1 = A1(u, y)z1 + ϕ1(u, y)−KC1(z1 − x1)
yˆ1 = C1z1
r1 = yˆ1 − y1
(4.8)
où z1 ∈ Rr est l’estimation de l’état x1, K = S−1CT1 le gain de l’observateur tel que S,
matrice symétrique définie positive, soit solution de l’équation de Ricatti :
S˙ = −θS − AT1 (u, y)S − SA1(u, y) + CT1 C1, (4.9)
avec S0 = ST0 > 0 et θ un paramètre scalaire pour le réglage de l’observateur.
A l’aide de l’observateur de type Kalman, nous allons définir un générateur de résidus
pour le système (4.7).
Théorème 4.1 Pour d = 0, le système (4.8) est un observateur à convergence expo-
nentielle pour le système (4.7). De plus, quand d est non nul, le système (4.8) est un
générateur de résidus pour le système (4.7).
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Nos travaux portent sur l’extension de l’étude de la stabilité de l’observateur de type
Kalman aux systèmes non linéaires observables avec défaut. Nous développons, dans
la section ci-dessous, la preuve du théorème 4.1 à travers l’analyse de la stabilité de
l’observateur (4.8).
Étude de la stabilité de l’observateur [66]
Nous nous intéressons à la preuve de la stabilité de l’observateur (4.8). Nous définissons,
à partir de (4.7) et (4.8), l’erreur d’estimation comme e = x1 − z1. Les dynamiques de
l’erreur sont données par :
e˙ =
(
A1(u, y)− S−1CT1 C1
)
e+ F1(u, x)d. (4.10)
Preuve du théorème 4.1
Soit, V (e) = eTSe = ‖e‖2S une fonction de Lyapunov candidate associée à la dynamique
(4.10). En calculant la dérivée temporelle de V (e) et en utilisant les expressions (4.8) et
(4.10), nous obtenons :
V˙ (e, d) = eT
{
S˙ + AT1 (u, y)S + SA1(u, y)− 2CT1 C1
}
e
+ {F1(u, x)d}T Se+ eTS {F1(u, x)d} .
(4.11)
Or, de (4.9) S˙ + AT1 (u, y)S + SA1(u, y) = −θS + CT1 C1. La relation (4.11) devient :
V˙ (e, d) = eT
{−θS − CT1 C1} e+ {F1(u, x)d}T Se+ eTS {F1(u, x)d}
= −θ ‖e‖2S − ‖C1e‖2S + {F1(u, x)d}T Se+ eTS {F1(u, x)d} .
(4.12)
Nous étudions les conditions de stabilité de l’observateur (4.8) en présence de défauts d.
L’observateur (4.8) est stable pourvu que V˙ (e, d) ≤ 0.
Nous distinguons les cas suivants.
1. Analyse de la convergence sans défaut (d = 0)
Dans le premier cas, aucun défaut n’agit sur le système, i.e, d = 0l, avec dimd = l.
Pour un système sans défaut d, la relation (4.12) s’écrit :
V˙ (e) = eT
{−θS − CT1 C1} e
= −θeTSe− ‖C1e‖2 . (4.13)
V˙ (e) ≤ 0. L’observateur est donc stable.
38 Méthodologie du diagnostic par des observateurs non linéaires
Par ailleurs, l’égalité (4.13) implique l’inégalité suivante :
V˙ (e) ≤ −θeTSe
≤ −θV. (4.14)
La solution de cette équation différentielle est bornée par l’exponentielle e−θt. Soit :
V (e) ≤ e−θt. (4.15)
La relation (4.15) prouve que le système (4.8) est un observateur à convergence
exponentielle pour le système (4.7) quand d = 0.
2. Analyse de la convergence avec défaut (d 6= 0)
Pour le second cas considéré, un défaut affecte le système (d 6= 0). La présence d’un
défaut correspond à ν1 = ‖F1(u, x)‖ . ‖d‖ non nul.
À partir de (4.12), nous obtenons :
V˙ (e, d) ≤ −θ ‖e‖2S − ‖C1e‖2S + 2 ‖F1(u, x)de‖S . (4.16)
En considérant que
‖F1(u, x)de‖S ≤ ‖F1(u, x)d‖ . ‖e‖S
et ‖F1(u, x)d‖ ≤ ν1, la relation (4.16) devient :
V˙ (e, d) ≤ −θ ‖e‖2S + 2 ‖e‖S ν1. (4.17)
En mettant ‖e‖S en facteur, V (e) peut être réécrite sous la forme suivante :
V˙ (e, d) ≤ −‖e‖S (θ ‖e‖S − 2ν1). (4.18)
Dans l’équation (4.18), ‖e‖S > 2ν1θ ⇒ V˙ (e, d) < 0 : l’erreur converge vers une boule
de rayon r = 2ν1
θ
.
V˙ (e, d) est négative pourvu que l’erreur d’estimation ‖e‖S soit toujours supérieure
à 2ν1
θ
. Le respect de cette condition assure la stabilité pratique de l’observateur
(4.8) en présence de défauts.
Cependant, la condition ‖e‖S > 2ν1θ ne garantit pas la détection du défaut d. Pour
que la détection du défaut d soit garantie, il faudrait que, en présence de défauts,
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l’erreur d’estimation ne tende pas vers zéro.
Cela équivaut à déterminer la "condition d’instabilité" de l’observateur (4.8) par
le calcul de la dérivée de (4.12) selon l’erreur d’estimation ‖e‖S. En présence de
défaut, la "condition d’instabilité" assure la détection des défauts car l’erreur
d’estimation ‖e‖S ne s’annule jamais.
3. Analyse de la condition de détection des défauts (d 6= 0)
Nous étudions la condition de divergence de l’observateur. Dans ce cas, il faut
établir V˙ > 0. L’équation de V˙ (e, d) (4.11) est celle d’une parabole.
Nous cherchons la valeur de l’erreur d’estimation correspondant au point d’inflexion
de la parabole V˙ (e, d). Nous dérivons pour cela V˙ (e, d) en fonction de l’erreur
d’estimation e.
En utilisant les propriétés de symétrie de la matrice S, la dérivée de V˙ (e, d) (4.11)
selon l’erreur s’écrit :
∂V˙ (e,d)
∂e
= −2{θS + CT1 C1} e+ 2SF1(u, x)d. (4.19)
Le point d’inflexion de la parabole V˙ (e, d) est alors obtenu par la résolution de
l’équation ∂V˙ (e,d)
∂e
= 0.
Ainsi,
∂V˙ (e,d)
∂e
= 0⇔ em =
{
θS + CT1 C1
}−1
SF1(u, x)d. (4.20)
La condition (4.20) garantit donc la détection du défaut d. Elle implique que
l’occurrence d’un défaut induit la divergence de l’erreur d’estimation d’une boule
de rayon rmin = em non nul. En effet, la trajectoire de l’erreur d’estimation ‖e‖
quitte la boule de rayon rmin =
{
θS + CT1 C1
}−1
SF1(u, x)d (Figure 4.2). L’erreur
d’estimation ‖e‖ ne s’annule donc jamais en présence de défauts, ce qui garantit la
détection des défauts.
De plus le rayon rmin de la boule dépend du défaut d. En effet, plus le défaut est
important, plus le rayon de la boule sera grand, pour un paramètre θ établi.
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Fig. 4.1: Condition de détection des défauts.
Comme le montre la figure 4.2, l’erreur tend vers une valeur non nulle, qui correspond au
point d’inflexion de la parabole V˙ (e, d) (Figure 4.1).
Ainsi, l’observateur synthétisé peut être utilisé pour le diagnostic des systèmes et la
surveillance.
Remarque 4.3 En présence de défauts, la convergence de l’observateur (4.8) est assurée
par la condition sur l’erreur d’estimation donnée par l’équation (4.18). La détection est,
quant à elle, assurée par la "condition d’instabilité". Ainsi, en présence de défauts, les
dynamiques de l’erreur convergent vers une boule de rayon r = 2ν1
θ
donné par l’équation
(4.18). Elles ne convergent cependant jamais vers zéro grâce à la "condition d’instabilité".
En effet, elles sont rejetées d’une seconde boule de rayon rmin, comme le montre la figure
ci-dessous.
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Fig. 4.2: Comportement de la dynamique de l’erreur d’estimation en cas de défauts.
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4.3.2 Observateur Grand Gain
Synthèse de l’observateur [23, 44, 72]
Si grâce à une transformation, le système (4.5) peut se représenter sous la forme des
sous-systèmes interconnectés (4.21) et (4.22) suivants :
Σ1 :
{
x˙1 = A1(u, y)x1 + ϕ1(u, y, x) + F1(u, x)d
y1 = C1x1
(4.21)
Σ2 :
{
x˙2 = A2(u, y)x2 + ϕ2(u, y, x) + Eǫ+ F2(u, x)d
y2 = C2x2,
(4.22)
alors, quand d = 0, un observateur Grand Gain pour le sous-système dynamique (4.21)
est donné par [23] :{
z˙1 = A1(u, y)z1 + ϕ1(u, y, z)− Γ−11 (u, y)∆−11 K1(yˆ1 − y1)
yˆ1 = C1z1
(4.23)
où la matrice A1(u, y) est de la même forme que pour le système (4.7), Γ1 =
diag
{
1, α1(u, y), ...,
∏r−1
i=1 αi(u, y)
}
, ∆1 = diag {1/θ1, 1/θ21, ..., 1/θr1} avec θ1 > 0, K1 est
telle que la matrice (
_
A1 −K1C1) soit stable avec
_
A1 =


0 1 · · · 0
...
...
. . .
...
0 0
. . . 1
0 0 · · · 0

 .
Pour construire un observateur Grand Gain pour le système (4.21), nous posons les hy-
pothèses suivantes :
Hypothèse 4.4
Il existe des constantes c1 et c2, avec 0 < c1 < c2 <∞, telles que pour tout x ∈ IRn,
0 < c1 ≤ |αi(u, y)| ≤ c2 ≤ ∞, i = 1, ..., n− 1.
Hypothèse 4.5
Le système (4.21) est uniformément observable et la fonction ϕ1(u, y, x) est globalement
Lipschitz par rapport à x et uniformément par rapport à u et y.
Hypothèse 4.6
Il existe une constante positive L11 telle que sup
θ1≥1
∥∥∥∆1Γ˙1(u, y)Γ−11 (u, y)∆−11 ∥∥∥ ≤ L11 avec
Γ˙1(u, y) fonction de u, y et de leurs dérivées temporelles.
L’hypothèse (4.4) induit que la matrice Γ1 est non singulière, autrement dit, la matrice
Γ1 est inversible.
Un observateur Grand Gain pour le système (4.22) est construit de la même manière que
pour le système (4.21).
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Théorème 4.2 Supposons que le système (4.21) satisfait les hypothèses 4.1-4.6, alors,
pour d = 0, il existe θ10 tel que pour tout θ1 > θ10, le système (4.23) est un observateur à
convergence exponentielle pour le système (4.21). De plus, quand d est non nul, le système
(4.23) est un générateur de résidus pour le système (4.21).
La stabilité de l’observateur Grand Gain (4.23) pour un système non linéaire sans dé-
faut est prouvée dans [23, 44]. Nous étendons, dans nos travaux, l’étude de la stabilité
de l’observateur Grand Gain aux systèmes non linéaires observables avec défaut. Nous
montrons, dans la suite, la stabilité de l’observateur non linéaire Grand Gain (4.23) pour
le sous-système non linéaire (4.21) soumis à un défaut d.
Étude de la stabilité de l’observateur Grand Gain pour un système non linéaire
avec défaut [65, 67]
Nous définissons, à partir de (4.21) et (4.23), l’erreur d’estimation comme e = x1 − z1.
Les dynamiques de l’erreur sont données par :
e˙ =
(
A1(u, y)− Γ−11 (u, y)∆−11 K1C1
)
e+ ϕ1(u, y, z)− ϕ1(u, y, x) + F1(u, x)d (4.24)
Le changement de coordonnées
[
e˜ = Γ1(u, y)∆1e; F˜1(u, x) = Γ1(u, y)∆1F1(u, x)
]
donne
l’égalité :
˙˜e = θ1A˜1e˜+ Γ˙1(u, y)Γ
−1
1 (u, y)e˜+G1(u, y, z)−G1(u, y, x) + F˜1(u, x)d (4.25)
avec
A˜1 =
{
A¯1 −K1C1
}
;
Γ1(u, y)∆1A1(u, y) (Γ1(u, y)∆1)
−1 = θ1A˜1;
C1 (Γ1(u, y)∆1)
−1 = θ1C1;
Γ1(u, y)∆1(ϕ1(u, y, z)− ϕ1(u, y, x)) = G1(u, y, z)−G1(u, y, x).
Remarque 4.4 L’hypothèse (4.3) (‖F1(u, x)d‖ ≤ ν1) entraîne la bornitude de la matrice
F˜1(u, x)d. Il existe alors une constante ν˜1 telle que
∥∥∥F˜1(u, x)d∥∥∥ ≤ ν˜1.
Preuve du théorème 4.2
Soit, V (e˜) = e˜TP e˜ une fonction de Lyapunov candidate de la dynamique (4.25) avec P ,
la matrice symétrique définie positive vérifiant la relation PA˜1 + A˜T1 P = −I.
De plus, ‖G1(u, y, z)−G1(u, y, x)‖ ≤ k2 ‖e˜‖ où k2 est une constante Lipschitz.
La dérivée temporelle de V (e˜) le long de la trajectoire (4.25) s’écrit :
V˙ (e˜, d) = e˜TP
(
θ1A˜1e˜+ Γ˙1(u, y)Γ
−1
1 (u, y)e˜+G1(u, y, z)−G1(u, y, x)
)
+
(
θ1A˜1e˜+ Γ˙1(u, y)Γ
−1
1 (u, y)e˜+G1(u, y, z)−G1(u, y, x)
)T
P e˜
+
(
F˜1(u, x)d
)T
P e˜+ e˜TPF˜1(u, x)d.
(4.26)
44 Méthodologie du diagnostic par des observateurs non linéaires
1. Analyse de la condition de convergence (d 6= 0)
À partir des hypothèses (4.2), (4.3), (4.6) et la remarque (4.4), la dérivée temporelle
de la fonction V (e˜) peut être réécrite sous la forme :
V˙ (e˜, d) ≤ −θ1k1 ‖e˜‖2P + L11 ‖e˜‖2P + k2 ‖e˜‖2P + 2 ‖e˜‖P
∥∥∥F˜1(u, x)d∥∥∥
≤ −δ1 ‖e˜‖2P + 2 ‖e˜‖P ν˜1.
(4.27)
avec ‖e˜‖2P = e˜TP e˜, k1 une constante positive et δ1 = θ1k1 − L11 − k2.
Pour δ1 > 0, avec ‖e˜‖P mise en facteur, la relation (4.27) devient :
V˙ (e˜, d) ≤ −‖e˜‖P (δ1 ‖e˜‖P − 2ν˜1). (4.28)
Pour l’erreur d’estimation ‖e˜‖P toujours supérieure à 2ν˜1δ1 , la dérivée temporelle de
V (e˜) sera négative. La stabilité de l’erreur d’estimation dépend donc de la condition
‖e˜‖P > 2ν˜1δ1 . Cette condition repose sur le paramètre δ1. Ce dernier dépendant,
entre autres, de θ1, il pourra être réglé de telle sorte que la condition sur l’erreur
d’estimation soit remplie.
La condition ‖e˜‖P > 2ν˜1δ1 ne garantit cependant pas la détection du défaut d. Pour
que la détection du défaut d soit garantie, il faudrait que, en présence de défauts,
l’erreur d’estimation ne tende pas vers zéro .
Cela équivaut à déterminer la "condition d’instabilité" de l’observateur (4.23)
par le calcul de la dérivée de (4.26) selon l’erreur d’estimation ‖e˜‖P . En présence
de défaut, la "condition d’instabilité" assure la détection des défauts car l’erreur
d’estimation ‖e˜‖P ne s’annule jamais.
2. Analyse de la condition de détection des défauts (d 6= 0)
La condition de détection des défauts pour l’observateur Grand Gain (4.23) est
obtenue à travers la même démarche que pour l’observateur de type Kalman (4.8).
La dérivée de V˙ (e˜, d) (4.26) en fonction de l’erreur d’estimation e˜ donne la valeur
de l’erreur d’estimation correspondant au point d’inflexion de la parabole V˙ (e˜)
(Figure 4.1).
Ainsi, en posant ∂V˙ (e˜,d)
∂e˜
= 0, nous obtenons :
e˜m = ψ
−1
1 P (G1(u, y, z)−G1(u, y, x) + F1(u, x)d) . (4.29)
où ψ1 =
{
θ1I1 − P (Γ˙1(u, y)Γ−11 (u, y))−
(
Γ˙1(u, y)Γ
−1
1 (u, y)
)T
P
}
.
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La condition (4.29) garantit donc la détection du défaut d. Elle implique que
l’occurrence d’un défaut induit la divergence de l’erreur d’estimation d’une
boule de rayon rmin = e˜m non nul. En effet, la trajectoire de l’erreur d’estima-
tion ‖e˜‖ quitte la boule de rayon rmin (Figure 4.2). L’erreur d’estimation ‖e˜‖ ne
s’annule donc jamais en présence de défauts, ce qui garantit la détection des défauts.
De plus le rayon rmin de la boule dépend du défaut d. En effet, plus le défaut est
important, plus le rayon de la boule sera grand, pour un paramètre θ1 établi.
Remarque 4.5 En présence de défauts, la convergence de l’observateur (4.23) est assu-
rée par la condition sur l’erreur d’estimation donnée par l’équation (4.28). La détection
est, quant à elle, assurée par la "condition d’instabilité" (4.29). Ainsi, en présence de
défauts, les dynamiques de l’erreur convergent vers une boule de rayon r = 2ν1
δ1
donné par
l’équation (4.28). Elles ne convergent cependant jamais vers zéro grâce à la "condition
d’instabilité" (4.29). En effet, elles sont rejetées d’une seconde boule de rayon rmin,
comme le montre la figure 4.2.
En outre, la vitesse de convergence de l’observateur (4.23) est réglable. Cela signifie que,
à travers le réglage du gain de l’observateur, les dynamiques de cet observateur peuvent
être rendues arbitrairement rapides.
Cependant, il est à noter le nécessaire compromis entre vitesse de convergence et atté-
nuation des bruits de mesure et autres perturbations. En effet, plus les gains sont grands,
plus vite l’observateur converge mais moins il atténue les bruits de mesure. Des gains trop
élevés entraîneraient une reconstruction bruitée de l’état qui pourrait être inutilisable en
pratique. Le réglage final de l’observateur tient compte de tous ces éléments.
4.4 Conclusion
Ce chapitre a porté sur la définition d’une stratégie pour le diagnostic des systèmes non
linéaires. La stratégie que nous avons définie est basée sur l’utilisation d’observateurs
non linéaires.
Nous avons synthétisé deux types d’observateurs pour un système non linéaire observable
avec défauts. Un observateur de type Kalman d’une part et un observateur Grand Gain
d’autre part ont été définis pour le diagnostic d’un système non linéaire observable. Nous
avons supposé pour cela que les entrées sont régulièrement persistantes (définition 4.1).
Deux cas de figure se présentent. Le système non linéaire observable est "sain", autrement
dit il n’est sujet à aucun défaut. Les observateurs sont stables et leur convergence est
alors exponentielle. Les résidus générés à l’aide des observateurs sont alors nuls. Pour le
second cas, le système non linéaire observable est sujet à un ou plusieurs défauts. Nous
avons montré que les deux observateurs non linéaires choisis se comportent alors comme
des générateurs de résidus. Ils génèrent des signaux qui serviront à détecter puis isoler
les défauts. Plus précisément, nous avons étudié et prouvé la stabilité de l’observateur de
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type Kalman puis de l’observateur Grand Gain lorsque le système (4.7) est sujet à un
voire plusieurs défauts. Nous avons montré la convergence asymptotique de chacun des
deux observateurs vers une erreur d’estimation (correspondant au résidu). Ainsi, chacun
des deux observateurs fournit un résidu candidat pour le diagnostic de défauts.
L’étape suivante comprend l’application de cette technique au diagnostic des machines
électriques.
Chapitre 5
Diagnostic de machines électriques avec
capteur mécanique
La supervision des processus industriels vise à prévoir et anticiper les défauts pouvant
entraîner des pannes plus sévères. De manière générale, en présence de défauts, la
supervision des processus industriels est suivie d’une étape de maintenance, corrective ou
préventive.
Le principal défi est de détecter les défauts assez tôt afin de procéder à la maintenance
du processus défectueux et ainsi, d’une part, garantir la sûreté de fonctionnement pour
les processus industriels et d’autre part, assurer la sécurité humaine.
La technique de diagnostic à l’aide d’observateurs non linéaires développée dans le
chapitre précédent sera appliquée dans ce chapitre à deux sortes de machines électriques.
Les machines électriques étant généralement assignées à une tâche précise, diagnostiquer
des défauts afin de prévenir des pannes futures constitue une étape nécessaire dans la
supervision des processus industriels. Ce chapitre porte sur la détection de défauts pour
d’une part une machine à courant continu série et d’autre part une machine asynchrone
avec capteur de vitesse.
" La science ne connaît qu’une loi : la contribution scientifique." - Galileo Galilei
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5.1 Introduction
Qu’elle soit à courant continu ou à courant alternatif, une machine électrique est soumise
aux aléas de son fonctionnement, de l’environnement immédiat et de l’utilisation qui en
est faite.
Ainsi, son omniprésence dans de nombreuses applications telles que le transport ferro-
viaire (train, métro), le transport naval (propulsion des navires) ou encore l’industrie
(machines-outils) nécessite la mise en oeuvre de processus de supervision afin d’en
garantir la sûreté de fonctionnement.
Cependant, de manière générale, les modèles mathématiques des dynamiques des
machines électriques (machine à courant continu, machine synchrone ou asynchrone)
comportent des termes non linéaires. Que ce soit à des fins de commande -calcul d’une loi
de commande pour contrôler les machines électriques- ou pour le diagnostic des défauts,
synthétiser des observateurs n’est donc pas chose aisée.
La technique de diagnostic de défauts développée dans le chapitre précédent sera appli-
quée dans un premier temps à une machine à courant continu série. Deux cas de figure
pour les défauts seront envisagés. Les observateurs synthétisés serviront tout d’abord à
la détection d’un puis de deux défauts paramétriques couplés avec une perturbation.
Les observateurs seront ensuite appliqués à la détection de défauts pour une machine
asynchrone soumise à des courts-circuits statoriques, ces derniers se comportant comme
des défauts capteurs. De plus, le couple de charge de la machine asynchrone τl sera
considéré comme une perturbation dans les équations du modèle.
5.2 Diagnostic de défauts d’une machine à courant
continu série
La machine à courant continu est dit série quand l’inducteur est connecté en série avec
l’induit. Ceci implique que le courant dans l’induit ia est égal au courant circulant dans
l’inducteur if .
La machine à courant continu série a été et est encore largement répandue sur les engins
pour la traction électrique, principalement grâce à son couple de démarrage élevé et à sa
propriété d’autorégulateur de puissance.
5.2.1 Modèle de la machine à courant continu série
Avec les hypothèses suivantes [71] :
– le couple constant appliqué à la machine,
– le produit Laia est très petit devant le flux φf de l’inducteur,
– il n’y a pas de saturation du circuit magnétique, i.e, φf = Lf if = Lf ia,
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la machine à courant continu série est décrite par les équations électrique et mécanique
suivantes :
Σ :


Li˙ = −Ri−KmLf iΩ + u
JΩ˙ = −DΩ−KmLf i2 − τl
y = [i,Ω]T
(5.1)
avec Ω la vitesse angulaire, i le courant, u la tension de commande. R et L représentent
respectivement la résistance et l’inductance, J est l’inertie de la machine et D le
coefficient de friction visqueuse.
Le couple de charge τl agit comme une perturbation pour le système (5.1). Il est considéré,
dans notre étude, comme une entrée inconnue.
Le système (5.1) est un système multisortie : la sortie y est de dimension 2 (y ∈ R2).
Nous disposons de la mesure du courant i et de la vitesse angulaire Ω. Le modèle ma-
thématique (5.1) comprend une non linéarité quadratique, ce qui complique la synthèse
d’observateurs pour la commande et le diagnostic de la machine à courant continu série.
Le modèle (5.1) est du type des modèles (4.4) avec x˜ = [i,Ω]T .
Les défauts à détecter consistent en une variation des paramètres R et L. Ces défauts
sont de type multiplicatifs. Ils correspondent dans la réalité aux variations de résistance
et d’inductance que peuvent causer les variations de température et les saturations
magnétiques lors du fonctionnement de la machine à courant continu série.
Notre objectif est triple. L’observateur ainsi synthétisé servira :
– à l’estimation d’une grandeur non mesurée, le couple de charge,
– à la commande en vitesse de la machine à courant continu série,
– au diagnostic de défauts.
La validation se fera, en boucle fermée, pour deux cas de défauts paramètres. L’ensemble
"Observateur + Commande" devra être, pour la surveillance et le diagnostic, sensible
aux défauts et aider à la détection des défauts, tout en étant robuste aux défauts et aux
perturbations pour la commande en vitesse de la machine à courant continu série.
Les objectifs sont la commande robuste avec une éventuelle adaptation de la commande
et/ou reconfiguration de commande en cas de risques. La commande tolérante aux
défauts ne sera pas traitée dans ce mémoire.
Une transformation sera appliquée aux équations du système (5.1). Cette transformation
aura pour effet d’augmenter la sensibilité de l’observateur aux défauts. L’observateur
sera, à contrario, robuste par rapport à la perturbation. La transformation modi-
fiera l’influence des défauts : les défauts qui étaient, à l’origine, multiplicatifs dans les
équations du système (5.1) deviendront additifs dans les équations du système transformé.
Les grandeurs estimées fournies par l’observateur seront utilisées pour la commande en
vitesse de la machine à courant continu série. Nous commençons donc par la synthèse
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d’une commande pour la machine à courant continu série.
5.2.2 Commande PI de la machine à courant continu série
L’objectif souhaité est la commande du courant i à partir de la vitesse Ω. Les grandeurs
régulées sont donc la vitesse mécanique de la machine et le courant. Chacune de ces va-
riables d’état est estimée grâce à l’observateur de type Kalman introduit dans le chapitre 4.
La commande en vitesse de la machine à courant continu est constitué de deux régulateurs
de type Proportionnel Intégral (PI) classique en cascade : une boucle interne de courant
et une boucle externe de vitesse.
Dans le modèle de la machine à courant continu série (5.1), les équations dynamiques du
courant et de la vitesse comportent des termes non linéaires. La commande PI aura pour
but de forcer la vitesse Ω puis le courant i à suivre des trajectoires de référence prédéfines
tout en compensant les non linéarités du modèle (5.1).
La commande en tension ainsi obtenue est :
u =
1
L
(
Kiu
∫ t
0
(i∗ − i)dt +Kpu(i∗ − i) +KmLf iΩ
)
. (5.2)
Nous posons le changement de variable i˜ = KmLf
J
i2. Cela induit le changement de variable
i˜∗ = KmLf
J
i∗2
Le courant i˜∗ est la nouvelle entrée de commande du système (5.4). Il est donné par :
i˜∗ =
1
J
(
Kii
∫ t
0
(Ω∗ − Ω)(τ)dτ +Kpi(Ω∗ − Ω)− JΩ˙−DΩ− τˆl
)
. (5.3)
Si le correcteur de courant est réglé afin d’avoir une réponse rapide en courant, nous
pouvons approximer l’ensemble modèle+correcteur par le système suivant :[
Li˙∗
JΩ˙∗
]
=
[−Ri∗ −KmLf iΩ + u
−DΩ∗ − Ji˜∗ − τˆl
]
. (5.4)
Remarque 5.1 τˆl est l’estimation du couple de charge, considéré comme une entrée in-
connue au système (5.1). Cette estimation est fournie par l’observateur interconnecté de
type Kalman synthétisé dans la section suivante.
Nous synthétisons tout d’abord un régulateur de vitesse pour forcer la vitesse Ω à suivre
sa référence Ω∗. Ce régulateur nous fournira, à son tour, la référence de courant i˜∗
nécessaire au régulateur de courant afin de générer une tension de commande u.
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Synthèse du régulateur de vitesse
La référence du courant de commande i˜∗ a été définie par l’équation (5.3). L’erreur de
poursuite de vitesse est donnée par :
eΩ(t) = Ω
∗ − Ω.
La dynamique de l’erreur de vitesse est donnée par :
e˙Ω = −D
J
eΩ − ei. (5.5)
Synthèse du régulateur du courant
La référence du courant de commande i˜∗ fourni par le régulateur de vitesse nous permet
d’obtenir la tension de commande u (5.2).
L’erreur de poursuite du courant est donnée par :
ei = i˜
∗ − i˜ .
Dans (5.4), on remplace i˜∗ par son expression (5.3), alors la dynamique de l’erreur du
courant est donnée par :
e˙i = Kpie˙Ω +KiieΩ. (5.6)
Nous remplaçons, dans (5.6), e˙Ω par son expression (5.5). Nous obtenons :
e˙i = Kpi(−DJ eΩ − ei) +KiieΩ
= (Kii − KpiDJ )eΩ −Kiiei.
(5.7)
Considérons le changement de coordonnées suivant :
χ =
(
ei, eΩ
)T
. (5.8)
La dynamique de l’erreur de poursuite de la vitesse (5.5) dans les nouvelles coordonnées
est donnée par :
χ˙ = A¯χ (5.9)
où A¯ =
[
−Kpi Kii − KpiDJ
−1 −D
J
.
]
Lemme 5.1 Considérons le modèle (5.4) de la machine à courant continu série. Les
sorties de régulateurs de courant et de vitesse sont donnés respectivement par (5.2) et
(5.3), alors ces commandes sont telles que la vitesse et le courant convergent vers leurs
trajectoires de référence. Plus précisément les erreurs de poursuite en vitesse et courant
convergent asymptotiquement vers zéro.
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Preuve du lemme 5.1
Considérons une fonction de Lyapunov candidate suivante :
Vc = χ
TPχ, (5.10)
où PA¯+ A¯TP = −Q avec P > 0 et Q > 0.
En considérant l’équation (5.9), la dérivée de la fonction Vc est donnée par :
V˙c = χ
T (PA¯+ A¯TP )χ = −χTQχ. (5.11)
Soient η = λmin(Q)
λmax(P )
avec λmin(Q) et λmax(P ), respectivement, les valeurs propres minimale
et maximale de Q et P [88].
L’équation (5.11) devient alors :
V˙c ≤ −ηχTPχ.
Il suit que :
V˙c ≤ −ηVc.
Vc est bien une fonction de Lyapunov. Les erreurs de poursuite du courant et de la vitesse
convergent asymptotiquement. La vitesse de convergence est obtenu par le réglage des
coefficients Kpi, Kii, Kpu, Kiu.
5.2.3 Synthèse de l’observateur de type Kalman
Dans cette partie, nous allons synthétiser un observateur de type Kalman pour le
diagnostic de deux types de défauts de la machine à courant continu série.
Le premier type de défaut consiste en un défaut multiplicatif. L’observateur de type
Kalman synthétisé réagit comme un générateur de résidus. La démonstration de la
stabilité de l’observateur ainsi que la garantie de détection de défauts a été faite à la
section 4.3.1 du chapitre précédent.
Le second type de défaut consiste en deux défauts multiplicatifs. Le système est alors
étendu et nous considérons donc les défauts comme des entrées inconnues que l’observa-
teur doit reconstruire. Le système est alors tolérant aux défauts. La démonstration de la
convergence de l’observateur est donnée dans les lignes qui suivent.
Il n’existe pas, pour les systèmes non linéaires, de méthodes générales pour la synthèse
d’observateurs. Pour synthétiser un observateur, le modèle de la machine à courant continu
série (5.1), peut être réécrit sous la forme de deux sous-systèmes :
Σ1e :
{
x˙1e = A1e(u, y)x1e + ϕ1e(u, y)
y1e = C1ex1e
(5.12)
Σ2e :
{
x˙2e = A2e(u, y)x2e + ϕ2e(u, y)
y2e = C2ex2e.
(5.13)
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Remarque 5.2 Le choix des variables de chaque sous-système a été fait dans le but de
découpler les défauts et les perturbations afin de faciliter le diagnostic. D’autres choix
peuvent tout aussi bien être considérés pour représenter le système, pourvu qu’un observa-
teur puisse être conçu. Le vecteur d’états x1e contient les dynamiques du défaut tandis que
le vecteur d’états x2e contient les dynamiques de la perturbation. Les variables d’états x1e,
x2e ainsi que les matrices A1e, A2e, ϕ1e(u, y) et ϕ2e(u, y) sont définies en section 5.2.5.
Au vue des matrices A1e et A2e définies en section 5.2.5, chaque sous-système (5.12-5.13)
satisfait les propriétés pour la synthèse d’un observateur de type Kalman définies dans le
chapitre 4.
Objectif : Notre objectif est de construire un observateur pour le sous-
système (5.12) pour estimer les variables mécaniques x2e et un observateur
pour le sous-système (5.13) pour reconstruire les variables électriques x1e afin
de détecter les défauts paramètres multiplicatifs.
Les défauts d à détecter consistent, dans un premier temps, en une variation paramétrique
de la résistance δR puis dans un second temps, en une variation paramétrique de l’induc-
tance δL qui s’ajoute à la précédente variation paramétrique δR. Le couple de charge τl
constitue dans les deux cas une perturbation au système (5.1).
Les défauts à détecter sont multiplicatifs. Nous appliquons, pour chaque cas, une transfor-
mation d’état au système originel (5.1). Cette transformation a pour but de transformer
les défauts multiplicatifs en des défauts additifs.
Nous procédons à la synthèse d’un observateur pour chaque sous-système satisfaisant la
propriété d’entrées régulièrement persistantes et connues pour Σ1e et Σ2e(définition 4.1,
chapitre 4). Nous posons également l’hypothèse suivante :
Les observateurs pour les sous-systèmes (5.12) et (5.13) sont donnés par :
O1e :


z˙1e = A1e(u, y)z1e + ϕ1e(u, y)−K1C1e(z1e − x1e)
S˙1 = −θ1S1 − AT1eS1 − S1A1e + CT1eC1e
yˆ1e = C1ez1e
(5.14)
O2e :


z˙2e = A2e(u, y)z2e + ϕ2e(u, y)−K2C2e(z2e − x2e)
S˙2 = −θ2S2 − AT2eS2 − S2A2e + CT2eC2e
yˆ2e = C2ez2e
(5.15)
où z1e et z2e représentent les variables d’état estimées, respectivement pour x1e et x2e ; θ1
et θ2 sont des constantes positives ; S1 et S2 sont des matrices définies positives ; K1 et K2
sont les gains des observateurs obtenus respectivement par K1 = S
−1
1 C
T
1e et K2 = S
−1
2 C
T
2e
[6].
La preuve de stabilité de l’observateur en boucle fermée, en présence de défauts, suit.
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Étude de la stabilité des observateurs (5.14) et (5.15)
Nous nous intéressons à la preuve de la stabilité des observateurs (5.14) et (5.15). À
partir de (5.12), (5.13), (5.14) et (5.15), nous définissons les erreur d’estimation comme
e1 = x1e − z1e et e2 = x2e − z2e. Les dynamiques de l’erreur sont données par :
e˙1 =
(
A1e(u, y)− S−1CT1eC1e
)
e1
e˙2 =
(
A2e(u, y)− S−1CT2eC2e
)
e2
(5.16)
Soit, Vo = V1 + V2 une fonction de Lyapunov candidate, où V1 et V2 sont respectivement
la fonction de Lyapunov candidate de chaque dynamique de (5.16) avec V1 = eT1 S1e1 et
V2 = e
T
2 S2e2.
Nous calculons la dérivée temporelle de Vo, et en utilisant les expressions (5.14), (5.15) et
(5.16) nous obtenons :
V˙o = e
T
1
{−θ1S1 − CT1eC1e} e1 + eT2 {−θ2S2 − CT2eC2e} e2. (5.17)
La relation (5.17) peut aussi s’écrire :
V˙o = −θ1eT1 S1e1 − ‖C1ee1‖2 − θ2eT2 S2e2 − ‖C2ee2‖2 .
La relation ci-dessus implique l’inégalité suivante :
V˙ (e) ≤ −θ1eT1 S1e1 − θ2eT2 S2e2
≤ −θ1V1 − θ2V2. (5.18)
Nous posons θ = min(θ1, θ2). Il suit que
V˙o ≤ −θ(V1 + V2)
≤ −θVo. (5.19)
L’inégalité (5.19) est satisfaite pour un choix adéquat de θ1 et θ2. Vo est une fonc-
tion de Lyapunov dans le sens où un choix approprié de θ1 et θ2 assure que V˙o ≤ 0.
La convergence asymptotique de l’erreur d’estimation est subordonnée au choix de θ1 et θ2.
Les systèmes (5.14) et (5.15) sont des observateurs à convergence exponentielle pour les
systèmes (5.12) et (5.13).
Nous développons dans la section ci-dessous la preuve de la convergence globale de
l’ensemble "observateur+commande PI".
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5.2.4 Analyse de la stabilité en boucle fermée
Le couple de charge n’étant pas mesuré, nous le remplaçons dans le régulateur de vitesse
défini par (5.3) par son estimée donnée par l’observateur cascade ((5.14)-(5.15)) présenté
ci-dessus.
Les sous-systèmes (5.12)-(5.13) vérifient l’hypothèse 4.1.
Lemme 5.2 Le système (5.14)-(5.15) est un observateur pour le système (5.12)-(5.13).
Considérons le modèle (5.1) de la machine à courant continu série. Si les régulateurs
de courant et de vitesse utilisant les variables estimées (5.14)-(5.15) sont donnés
respectivement par (5.2) et (5.3), alors les erreurs de poursuites en vitesse et en courant
du système bouclé convergent asymptotiquement vers zéro, et ce avec ou sans défaut.
Preuve du lemme 5.2
Considérons la fonction candidate de Lyapunov suivante :
Voc = Vo + Vc
= eT1 S1e1 + e
T
2 S2e2 + χ
TPχ
(5.20)
Vo = e
T
1 S1e1 + e
T
2 S2e2 et Vc = χ
TPχ sont des fonctions de Lyapunov associées respective-
ment à l’observateur cascade et à la commande définie ci-dessus.
De l’inégalité (5.19), nous savons que V˙o ≤ −θVo . La dérivée de Voc (5.20) est donnée
par :
V˙oc ≤ −θVo − ηVc.
Soit δoc = min(θ, η).
La dérivée de Voc devient :
V˙oc ≤ −δocVoc. (5.21)
Par un choix approprié de θ1, θ2 et η, Voc est une fonction de Lyapunov. Par conséquent,
les erreurs de poursuites en courant et en vitesse convergent asymptotiquement vers zéro.
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Application au diagnostic d’un défaut multiplicatif et d’une perturbation
Nous considérons une variation de la résistance R comme le défaut d à détecter et le
couple de charge τl comme la perturbation ǫ.
Au travers de la transformation non linéaire suivante x = T (x˜) avec x =
(
ln x˜1
x˜2
)
, le
système (5.1) est équivalent au système :
Σ :
{
Lx˙1 = −(R + δR)−KmLfy2 + uy1
Jx˙2 = −Dx2 −KmLfy21 − τl,
(5.22)
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Grâce à la transformation de sortie appliquée, les nouvelles sorties (y1, y2) s’écrivent :
y1 = ln x˜1
y2 = x˜2, (5.23)
et le système (5.22) peut être vu comme deux sous-systèmes, chacun satisfaisant les
conditions pour la synthèse d’un observateur de type Kalman.
x˙1 = A1(u, y)x1 + ϕ1(u, y) + F1(u, x)d
y1 = C1x1
x˙2e = A2e(u, y)x2e + ϕ2e(u, y)
y2e = C2ex2e.
Alors le sous-système électrique s’écrit de la forme suivante :
x˙1 = A1(u, y)x1 + ϕ1(u, y) + F1(u, x)d
avec x1 = i, A1(u, y) = −RL ; ϕ1(u, y) = −
KmLf
L
y2 +
u
Ly1
et F1(u, x)d = − δRL .
La sortie mesurée pour le sous-système électrique est y1 = i.
Le sous-système mécanique est, quant à lui donné par :
x˙2e =
( −D
J
− 1
J
0 0
)
x2e +
(
KmLf
J
y21
0
)
avec x2e = (Ω, τl)
T , le vecteur d’état étendu, τl la perturbation vue comme une entrée
inconnue, A2e(u, y) =
( −D
J
− 1
J
0 0
)
, ϕ2e(u, y) =
(
KmLf
J
y21
0
)
.
La sortie mesurable est donnée par y2 = Ω, (C2e = [1 0]).
Remarque 5.3 Les matrices ϕ1(u, y) et ϕ2e(u, y) définies ci-dessus sont uniformément
Lipschitz par rapport à (u, y).
Un observateur pour le premier sous-système est donné par
z˙1 = −R
L
z1 − KmLf
L
y2 +
u
Ly1
− k1(z1 − x1).
Un observateur pour le sous-système mécanique s’écrit :
z˙2 =
( −D
J
− 1
J
0 0
)
z2 +
(
KmLf
J
y21
0
)
−
(
l1 0
l2 0
)
(z2 − x2e).
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Application au diagnostic de deux défauts multiplicatifs couplés avec une per-
turbation
Nous considérons, en plus de la précédente variation de la résistance R, une variation de
l’inductance L comme le second défaut à détecter. Le couple de charge est considéré ici
aussi comme la perturbation.
En présence des défauts multiplicatifs, le système (5.1) s’écrit
Σ :
{
(L+ δL)x˙1 = −(R + δR)−KmLfy2 + uy1
Jx˙2 = −Dx2 −KmLfy21 − τl,
(5.24)
Au travers de la transformation suivante x = T (x˜) avec
x =
(
L ln x˜1
x˜2
)
, le système (5.24) est équivalent au système :
Σ :
{
x˙1 = −(R + δR)−KmLfy2 + uy1
Jx˙2 = −Dx2 −KmLfy21 − τl.
(5.25)
Grâce à la transformation de sortie appliquée, les nouvelles sorties (y1, y2) s’écrivent :
y1 = L ln x˜1
y2 = x˜2. (5.26)
Le système (5.25) peut alors être vu comme deux sous-systèmes, chacun satisfaisant les
conditions pour la synthèse d’un observateur de type Kalman.
x˙1e = A1e(u, y)x1e + ϕ1e(u, y)
y1e = C1ex1e
x˙2e = A2e(u, y)x2e + ϕ2e(u, y)
y2e = C2ex2e
où le sous-système électrique est de la forme
x˙1e = A1e(u, y)x1e + ϕ1e(u, y)
avec x1e = (i, R)
T , le vecteur d’état étendu, R étant la résistance, considérée ici comme
une entrée inconnue, A1e(u, y) =
(
0 −1
0 0
)
; ϕ1e(u, y) =
( −KmLfy2 + uy1
0
)
.
La sortie mesurée est y1 = i, (C1e = [1 0]).
Le sous-système mécanique est donné par
x˙2e =
( −D
J
− 1
J
0 0
)
x2e +
(
KmLf
J
y21
0
)
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où x2e = (Ω, τl)
T , A2e(u, y) =
( −D
J
− 1
J
0 0
)
, ϕ2e(u, y) =
(
KmLf
J
y21
0
)
, avec comme
sortie mesurée y2 = Ω.
Remarque 5.4 Les matrices ϕ1e(u, y) et ϕ2e(u, y) définies ci-dessus sont uniformément
Lipschitz par rapport à (u, y).
Un observateur pour le sous-système électrique peut s’écrire
z˙1 =
(
0 −1
0 0
)
z1 +
( −KmLfy2 + uy1
0
)
−
(
k1 0
k2 0
)
(z1 − x1e)
Un observateur pour le sous-système mécanique est donné par :
z˙2 =
( −D
J
− 1
J
0 0
)
z2 +
(
KmLf
J
y21
0
)
+
(
l1 0
l2 0
)
(z2 − x2e)
L’inductance L est reconstruite à partir de la mesure du courant et du courant estimé
suivant la relation :
Lˆ =
iˆ
ln i
(5.27)
5.2.6 Résultats de simulation "observateur+commande" pour le
diagnostic
Définition du protocole de tests pour le diagnostic de la machine à courant
continu série
L’algorithme "observateur + commande" défini dans la partie précédente est appliqué à
une machine à courant continu série aux caractéristiques suivantes (tableau 5.1).
Résistance R 7,2 Ω
Inductance L 0,0917 H
Inertie J 0,0007046 Nm/rad/s2
Coefficient de friction visqueuse D 0,0004 Nm/rad/s
KmLf 0,1236 Nm/Wb.A
Tab. 5.1: Paramètres de la machine à courant continu série
La période d’échantillonnage de la simulation est égale à 500µs.
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Le couple de charge est appliqué à basse vitesse (de t = 1.5s à t = 3.5s) et à haute vitesse
(à partir de t = 6s) comme le montre la figure 5.1.
La figure 5.1 illustre les trajectoires de référence de vitesse ainsi que l’amplitude et les
instants d’application du défaut d et de la perturbation ǫ.
Les résultats des essais pour le diagnostic de défaut de la machine à courant continu série
sont donnés par les figures 5.2, 5.3, 5.4, 5.5, 5.6 qui montrent bien les performances de
l’observateur cascade de type Kalman associé à une commande PI. Ces figures montrent
l’estimation de la vitesse, du courant, de la résistance de l’inductance ainsi que les
vecteurs d’erreurs respectifs.
Résultats de simulations
Les figures (Fig. 5.2, 5.3) illustrent le premier cas. La figure 5.2 représente le courant et
la vitesse mesurés et observés.
Pour ce premier test, le défaut à détecter est une variation abrupte de seulement 10% de
la résistance. La nouvelle expression de la résistance Rd est donnée par Rd = R+ δR, δR
étant la variation. Le défaut est appliqué à t = 4s.
L’observateur synthétisé pour ce premier cas de défaut n’estime pas les paramètres de la
machine à courant continu série.
L’écart entre le courant estimé et le courant mesuré que nous constatons sur les figures
(5.2, 5.3) indique l’occurrence d’un défaut.
La vitesse et le couple de charge estimés (Fig. 5.2, 5.3) convergent vers leurs valeurs
réelles (mesure de vitesse).
L’observateur est sensible au défaut grâce à la transformation d’état appliquée aux
équations du système (5.22). L’observateur est construit à partir des équations du
système sans défaut. La mesure fournit l’information du défaut. Le résidu du courant
(Fig. 5.3), généré suivant l’expression (4.8) indique l’occurrence du défaut. L’indication
de l’instant d’occurrence du défaut est donnée par la différence entre le courant mesuré
et le courant estimé.
60 Diagnostic de machines électriques avec capteur mécanique
0 5 10 15 20
0
50
100
150
Trajectoires de référence (Vitesse, Défaut, Perturbation)
V
ite
ss
e 
 (r
ad
/s)
0 5 10 15 20
0
0.5
1
D
éf
au
t d
 (O
hm
)
0 5 10 15 20
0
0.2
0.4
Temps(s)Co
up
le
 d
e 
ch
ar
ge
 T
l (N
.m
)
Fig. 5.1: Trajectoires de référence pour la vitesse Ω, le défaut d et la perturbation τl.
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Fig. 5.2: Vecteur courant i et vitesse Ω mesurés et observés.
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Fig. 5.3: Résidus du courant et de la vitesse. Couple de charge τl observé et de référence.
Le second test (Fig. 5.4, 5.5, 5.6) consiste en une variation de 20% de l’inductance L
qui s’ajoute à la précédente variation de résistance. Par ailleurs, le couple de charge est
considéré comme une perturbation au système (5.25).
La transformation d’état appliquée au système (5.1) permet de découpler défaut et
perturbation. En effet, grâce à la transformation, le système (5.1) s’écrit sous la forme de
deux sous-systèmes, l’un des deux étant sensible au défaut et insensible à la perturbation
(5.25). La transformation appliquée facilite ainsi la détection de défauts pour le système
(5.25). Nous synthétisons un ensemble d’observateurs à entrées inconnues. Cet ensemble
d’observateurs servira à la reconstruction du courant et de la vitesse mais aussi à
l’estimation de certains paramètres de la machine à courant continu série.
La vitesse (Fig. 5.4) et le couple de charge (Fig. 5.5) sont encore une fois bien estimés.
L’observateur synthétisé fournit une estimation correcte des paramètres de la machine
(Fig. 5.5 et 5.6).
En effet, en dépit des défauts et de la perturbation, le courant estimé converge vers le
courant mesuré (Fig. 5.4).
Grâce à la boucle fermée que constitue l’ensemble "observateur+commande", le système
(5.25) est robuste et tolérant à la fois aux défauts et à la perturbation.
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Fig. 5.4: Courant i et vitesse Ω mesurés et observés.
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Fig. 5.6: Vecteur des erreurs pour les paramètres (R, L) et le couple de charge τl.
Conclusion
Dans cette section, nous avons synthétisé un observateur pour le diagnostic à travers une
transformation d’état couplée avec une transformation de sortie.
L’observateur a ensuite été appliqué à une machine à courant continu série pour le
diagnostic de différents cas de défauts multiplicatifs. Les défauts multiplicatifs ont été
transformés en défauts additifs grâce à une transformation non linéaire.
Pour le premier cas (un défaut et une perturbation), l’observateur a agi comme un
générateur de résidus. Les résidus générés sont fonctions des sorties estimées et des sorties
mesurées.
Pour le second cas de défauts multiples avec une perturbation, en plus d’estimer la vitesse
et le courant, l’observateur a ausi servi à l’estimation des paramètres du système.
La méthode a montré sa sensibilité aux défauts pour le diagnostic tout en étant robuste
par rapport aux défauts, perturbations et incertitudes paramétriques pour la commande.
Dans la section suivante, nous appliquons une méthode similaire pour le diagnostic d’une
machine asynchrone avec capteur.
L’observabilité de la machine asynchrone ayant été maintes fois étudiée de par le passé
([19, 42, 96]), dans ce chapitre, nous concentrons nos travaux sur le diagnostic de la
machine asynchrone avec défauts. Nous nous inspirons de ([23, 96]) pour étendre les
résultats de synthèse de commande et d’observateur pour une machine asynchrone au
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diagnostic de cette machine.
Nous couplons donc l’observateur synthétisé pour le diagnostic à la commande sans cap-
teur dela machine asynchrone développée dans [96]. L’observateur servira non seulement
à la commande sans capteur de la machine asynchrone et mais aussi au diagnostic de
défauts.
5.3 Observation et Diagnostic de défauts d’une ma-
chine asynchrone avec capteur
Appartenant à la catégorie des machines dites à courant alternatif, une machine
asynchrone ou moteur à induction est constituée d’une partie fixe, le stator constitué
d’enroulements reliés à une source, et d’une partie mobile, le rotor. Le rotor d’une
machine asynchrone, qui est le plus souvent couplé en court-circuit peut être bobiné ou
à cage d’écureuil.
Une machine asynchrone peut être représentée sous la forme d’un modèle d’état en
définissant le vecteur d’état x, le vecteur d’entrée u et le vecteur de sortie y. Le flux de
la machine asynchrone est difficilement accessible. Le vecteur de sortie mesurée est donc
constituée des courants statoriques et de la vitesse.
Le couple de charge, vu comme une entrée inconnue, sera considéré dans la suite de nos
travaux comme une variable d’état afin de l’estimer.
Le modèle d’état d’une machine asynchrone est généralement disponible dans un
repère triphasé (a, b, c). Il peut cependant être défini dans d’autres repères : le repère
diphasé fixe (α, β) lié au stator, le repère (d, q) tournant à la pulsation ωs, le repère tour-
nant (d, q) lié au flux. Pour passer d’un repère à l’autre, une transformation est appliquée.
La transformation de Concordia permet le passage d’un repère triphasé fixe à repère
diphasé fixe :
[
xα
xβ
]
= T32
T

 xaxb
xc

 (5.28)
où T32 =
√
2
3

 1 0−1
2
√
3
2
−1
2
−
√
3
2

.
La transformation inverse s’écrit directement xabc = T32xαβ.
La transformation de Park permet le passage d’un repère diphasé fixe à repère diphasé
tournant. Elle se fait à l’aide de la matrice de Park P .[
xd
xq
]
= P (−ξ)
[
xα
xβ
]
(5.29)
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où P (ξ) =
[
cos ξ − sin ξ
sin ξ cos ξ
]
.
La transformation inverse s’obtient facilement xαβ = P (ξ)xdq car P (−ξ) = P (ξ)−1 =
P (ξ)T .
Dans la suite de nos travaux, nous choisissons d’exprimer le modèle d’état de la machine
asynchrone d’abord dans le repère dq tournant à la pulsation ωs puis dans le repère
tournant dq orienté selon le flux rotorique φrd.
Le vecteur d’entrée est composé des tensions statoriques. Le vecteur d’état est constitué
des grandeurs électriques (courants), grandeurs magnétiques (flux) et grandeur mécanique
(vitesse).
5.3.1 Modèle d’état dans le repère tournant dq
Dans ce repère, le vecteur d’état x, le vecteur d’entrée u et le vecteur de sortie y sont
respectivement :
xdq =


isd
isq
φrd
φrq
Ω

, u =

usdusq
Tl

 , y =

isdisq
Ω

.
Les équations de la machine asynchrone dans le repère dq tournant à la pulsation ωs sont :
i˙sd = −γisd + ωsisq + baφrd + bpΩφrq +m1usd
i˙sq = −ωsisd − γisq − bpΩφrd + baφrq +m1usq
φ˙rd = aMsrisd − aφrd + (ωs − pΩ)φrq
φ˙rq = aMsrisq − (ωs − pΩ)φrd − aφrq
Ω˙ = m(φrdisq − φrq isd)− cΩ − 1JTl
(5.30)
Les paramètres a, b, c, γ, σ, m et m1 sont définis par :
a = Rr
Lr
, b = Msr
σLsLr
, c = fv
J
γ = L
2
rRs+M
2
srRr
σLsL2r
, σ = 1− M2sr
LsLr
, m = pMsr
JLr
,
m1 =
1
σLs
, m2 =
M2sr
σLsL2r
.
Le modèle non linéaire d’état de la machine asynchrone dans un repère tournant dq est :


i˙sd
i˙sq
φ˙rd
φ˙rq
Ω˙

 =


−γisd + ωsisq + baφrd + bpΩφrq
−ωsisd − γisq − bpΩφrd + baφrq
aMsrisd − aφrd + (ωs − pΩ)φrq
aMsrisq − (ωs − pΩ)φrd − aφrq
m(φrdisq − φrq isd)− cΩ

+


m1 0 0
0 m1 0
0 0 0
0 0 0
0 0 − 1
J



usdusq
Tl

 (5.31)
Dans le modèle (5.31), le couple de charge Tl est considéré comme une perturbation. Il
est nécessaire d’estimer le couple de charge dans le cadre du diagnostic de défauts. Le
vecteur d’état x est étendu en introduisant le couple de charge Tl comme variable d’état.
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Nous supposons que le couple de charge et sa dérivée temporelle sont bornés. L’équation
différentielle correspondante est :
d(Tl)
dt
< τ (5.32)
En particulier, ici T˙l = 0.
Le modèle d’état non linéaire étendu de la machine asynchrone dans le repère tournant
dq est :


i˙sd
i˙sq
φ˙rd
φ˙rq
Ω˙
T˙l


=


−γisd + ωsisq + baφrd + bpΩφrq
−ωsisd − γisq − bpΩφrd + baφrq
aMsrisd − aφrd + (ωs − pΩ)φrq
aMsrisq − (ωs − pΩ)φrd − aφrq
m(φrdisq − φrq isd)− cΩ − 1JTl
0


+


m1 0
0 m1
0 0
0 0
0 0
0 0


[
usd
usq
]
(5.33)
avec xedq =
[
isd isq φrd φrq Ω Tl
]T
. De plus, il existe un domaine physique D
d’opération de la machine asynchrone défini par l’ensemble des valeurs D :
D ={X ∈ R6 | |φrd| ≤ Φdmax, |φrq| ≤ Φqmax, |isd| ≤ Idmax , |isq| ≤ Iqmax, |Ω| ≤ Ωmax
,Tl ≤ Tlmax}
où [Φd
max,Φq
max, Id
max, Iq
max,Ωmax, Tl
max] sont respectivement les valeurs maxi-
males pour les flux, courants, vitesse et couple de charge. En outre, les paramètres de la
machine sont connus avec une certaine précision.
5.3.2 Modèle de la machine asynchrone avec défaut
Reconnue par tous pour sa robustesse et sa simplicité d’entretien, une machine asynchrone
n’est cependant pas exempte de défauts, électriques ou mécaniques. Ces pannes aussi
diverses que variées touchent indifféremment autant le rotor que le stator.
Ainsi les pannes les plus fréquentes pour une machine asynchrone avec un rotor à cage
d’écureuil sont :
– une rupture partielle ou totale d’une barre du rotor,
– une rupture au niveau de l’anneau du rotor,
– un défaut d’isolation électrique au niveau du bobinage du stator, principalement due
au vieillissement prématuré de la machine quand utilisée dans un milieu inadéquat,
qui peut entraîner soit un court-circuit franc soit une résistance faible entre les
bobinages.
Nous considérons dans ce mémoire les courts-circuits statoriques comme défauts à
détecter. De nombreuses études ont porté sur l’analyse du comportement des défauts de
type court-circuit statorique ([18, 60, 81, 82, 87]).
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Modèle des défauts
Tout comme la machine asynchrone, les courts-circuits statoriques peuvent être modé-
lisés aussi bien dans le repère triphasé (a, b, c) ([18]) que le repère tournant (d, q) ([81, 82]).
Pour la suite de nos travaux, nous choisissons la représentation dans le repère (d, q)
tournant à la pulsation ωs. L’avantage de ce choix réside dans l’implémentation de
l’observateur.
Dans le repère tournant dq, les courts-circuits statoriques induisent des courants de court-
circuit. Ces courants de court-circuit sont considérés comme des biais qui s’ajoutent aux
courants ipark.
Les nouvelles mesures de courants modifieront donc les dynamiques du système (5.33)
dans le sens où les équations du système (5.33) dépendent des mesures de courants.
Le court-circuit statorique est une fonction du nombre de spires en court-circuit ncc et de
la position de la phase concernée pγ. ncc et pγ permettront tous deux d’isoler le défaut
lors de la phase d’isolation.
Les équations du vecteur des courants statoriques sont données par [81] :
isdq = ipark(dq) + iscdq (5.34)
où ipark(dq) dénote les courants statoriques sans défaut. Les courants de courts-circuits
iscdq s’écrivent
iscdq = Λ(u)d =
[
Λd(u)
Λq(u)
]
d (5.35)
avec d le rapport du nombre de spires en court-circuit sur le nombre total de spires
d = ncc
ns
; Λ(u) = 2
3Rs
P (−ξ)Q(pγ)P (ξ)usdq,
Q(pγ) =
(
cos2(pγ) cos(pγ)sin(pγ)
cos(pγ)sin(pγ) sin2(pγ)
)
,
pour pγ ∈ [0, 2π/3, 4π/3].
P (ξ) est la matrice de Park (5.29).
Ainsi, un court-circuit statorique est vu comme un défaut additif au vecteur des courants.
Dans la suite du mémoire d indique les défauts.
Nous verrons plus loin que ce type de défaut additif ne modifie pas l’observabilité du
système originel.
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Remarque 5.5 pγ est l’angle qui définit la phase où le défaut est apparu.
Modèle de la machine asynchrone avec défauts
Les défauts de court-circuit statorique se comportent comme des biais sur les courants.
Le modèle de la machine asynchrone avec défauts (5.33), peut donc être réécrit sous la
forme suivante :
Σdef :
{
x˙ = A(u, y)x+ ϕ(u, y, x) + Eǫ+ F (u, x)d
y = Cx,
(5.36)
où x =
[
isd isq φrd φrq Ω Tl
]T
, u =
[
usd usq
]T
,
y =
[
h1 h2 h3
]T
=
[
isd isq Ω
]T
, ǫ =
[
Tl
]
,
A(u, y) =


0 0 ba bpΩ 0 0
0 0 −bpΩ ba 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, ϕ(u, y, x) =


−γisd + ωsisq
−γisq − ωsisd
−aφrd + (ωs − pΩ)φrq + aMsrisd
−aφrq − (ωs − pΩ)φrd + aMsrisq
m(φrdisq − φrq isd)− cΩ
0


,
E =


0
0
0
0
− 1
J
0


,
F (u, x) =


−γ ωs
−ωs −γ
aMsr 0
0 aMsr
mφrq mφrd
0 0


∗ Λ(u).
Ce modèle (5.36), peut être vu comme une interconnection entre deux sous-systèmes (5.37)
et (5.38)


˙isd
i˙sq
φ˙rd
φ˙rq

 =


0 0 ba bpΩ
0 0 −bpΩ ba
0 0 0 0
0 0 0 0




isd
isq
φrd
φrq

+


−γisd + ωsisq +m1usd
−γisq − ωsisd +m1usq
−aφrd + (ωs − pΩ)φrq + aMsrisd
−aφrq − (ωs − pΩ)φrd + aMsrisq


+


−γ ωs
−ωs −γ
aMsr 0
0 aMsr

 ∗ Λ(u)d
(5.37)
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[
Ω˙
T˙l
]
=
[
0 − 1
J
0 0
] [
Ω
Tl
]
+
[
m(φrdisq − φrqisd)− cΩ
0
]
+
[
mφrq mφrd
0 0
]
∗ Λ(u)d
(5.38)
Alors, il est possible de représenter les sous-systèmes (5.37) et (5.38) sous la forme com-
pacte interconnectée suivante :
Σ1 :
{
X˙1 = A1(X2)X1 + ϕ1(u, y,X2, X1) + F1(u, x)d
y1 = C1X1
(5.39)
Σ2 :
{
X˙2 = A2(X1)X2 + ϕ2(u, y,X1, X2) + F2(u, x)d
y2 = C2X2
(5.40)
où
A1(X2) =


0 0 ba bpΩ
0 0 −bpΩ ba
0 0 0 0
0 0 0 0

, A2(X1) =
[
0 − 1
J
0 0
]
ϕ1(u, y,X2, X1) =


−γisd + ωsisq +m1usd
−γisq − ωsisd +m1usq
−aφrd + (ωs − pΩ)φrq + aMsrisd
−aφrq − (ωs − pΩ)φrd + aMsrisq

,
ϕ2(u, y,X1, X2) =
[
m(φrdisq − φrqisd)− cΩ
0
]
,
F1(u, x) =


−γ ωs
−ωs −γ
aMsr 0
0 aMsr

 ∗ Λ(u),
F2(u, x) =
[
mφrq mφrd
0 0
]
∗ Λ(u).
et X1 =
[
isd isq φrd φrq
]T
, X2 =
[
Ω Tl
]T
sont les variables d’état, u =
[
usd usq
]T
sont les
entrées et y =
[
isd isq Ω
]T
sont les sorties, avec C1 =
[
1 1 0 0
]
et C2 =
[
1 0
]
.
Remarque 5.6 Le choix des variables de chaque sous-système a été fait dans le but
de séparer les variables mécaniques (Ω, Tl) des variables magnétiques (φrd, φrq). Il est
clair que d’autres choix peuvent être considérés pour représenter le système, pourvu qu’un
observateur puisse être conçu pour le diagnostic et l’observation.
Dans la partie suivante, nous synthétisons un observateur Grand Gain cascade pour le
diagnostic de la machine asynchrone avec défauts. Nos travaux constituent une extension
de [23].
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5.3.3 Observateur Grand Gain
Synthèse de l’observateur Grand Gain
Nous procédons, dans cette section, à la synthèse d’un observateur pour chaque sous-
système satisfaisant certaines propriétés en particulier la propriété d’entrées régulièrement
persistantes définie dans le chapitre 4.
Objectif : Notre objectif est de construire un observateur pour le sous-
système (5.37) pour estimer les variables mécaniques (vitesse et couple de
charge) et un observateur pour le sous-système (5.38) pour reconstruire les
variables magnétiques (flux) pour d’une part le diagnostic des défauts et
d’autre part pour la commande de la machine asynchrone avec capteur.
Sous les hypothèses suivantes, nous procédons à la synthèse d’un observateur pour chaque
sous-système satisfaisant la propriété d’entrées régulièrement persistantes pour Σ1 et Σ2
(définition 4.1, chapitre 4) :
Hypothèse 5.1
Les signaux (u,X2) et (u,X1) sont des entrées régulièrement persistantes et connues pour
Σ1 et Σ2, respectivement.
Hypothèse 5.2
Il existe des constantes positives Lii telle que sup
θi≥1
∥∥∥∆iΓ˙i(u, y)Γ−1i (u, y)∆−1i ∥∥∥ ≤ Lii avec
Γ˙i(u, y) fonction de u, y et de leurs dérivées temporelles, pour i = 1, 2.
Hypothèse 5.3
ϕ1(u, y,X2, X1) et ϕ2(u, y,X1, X2) sont globalement Lipschitz par rapport à X2, X1, uni-
formément par rapport à (u, y).
Hypothèse 5.4
F1(u, x) et F2(u, x) sont globalement Lipschitz par rapport à x, uniformément par rapport
à u.
Remarque 5.7 On vérifie aisément que, pour la machine asynchrone (5.39-5.40) :
– ϕ1(u, y,X2, X1) et ϕ2(u, y,X2, X1) sont globalement Lipschitz par rapport à X2, X1,
uniformément par rapport à (u, y),
– F1(u, x) et F2(u, x) sont globalement Lipschitz par rapport à x, uniformément par
rapport à u.
Hypothèse 5.5
Il existe des constantes νi telles que ‖Fi(u, x)d‖ ≤ νi, i.e ‖Fi(u, x)d‖ sont bornés. La
perturbation ǫ est aussi bornée : il existe une constante υ telle que ‖Eǫ‖ ≤ υ avec νi ≥ υ,
pour i = 1, 2.
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Les observateurs pour les sous-systèmes (5.37) et (5.38) sont donnés par :
O1 :
{
Z˙1 = A1(Z2)Z1 + ϕ1(u, y, Z2, Z1)− Γ−11 (u, y)∆−11 K1(yˆ1 − y1)
yˆ1 = C1Z1
(5.41)
O2 :
{
Z˙2 = A2(Z1)Z2 + ϕ2(u, y, Z1, Z2)− Γ−12 (u, y)∆−12 K2(yˆ2 − y2)
yˆ2 = C2Z2
(5.42)
où Z1 =
[ˆ
isd iˆsq φˆrd φˆrq
]T
, Z2 =
[
Ωˆ Tˆl
]T
sont les variables d’état estimées.
Γ1 et Γ2 sont définies respectivement par les matrices A1(Z2) et A2(Z1).
∆1 = diag {1/θ1, 1/θ21, 1/θ31, 1/θ41} et ∆2 = diag {1/θ2, 1/θ22} avec θ1 et θ2 des constantes
positives.
Les matrices A1(Z2) et A2(Z1) ainsi que les champs de vecteurs ϕ1(u, y, Z2, Z1) et
ϕ2(u, y, Z1, Z2) sont donnés par :
A1(Z2) =


0 0 ba bpΩ
0 0 −bpΩ ba
0 0 0 0
0 0 0 0

, A2(Z1) =
[
0 − 1
J
0 0
]
ϕ1(u, y, Z2, Z1) =


−γisd + ωsisq +m1usd
−γisq − ωsisd +m1usq
−aφˆrd + (ωs − pΩ)φˆrq + aMsrisd
−aφˆrq − (ωs − pΩ)φˆrd + aMsrisq

,
ϕ2(u, y, Z1, Z2) =
[
m(φˆrdisq − φˆrqisd)− cΩ
0
]
.
Étude de la stabilité des observateurs interconnectés Grand Gain (5.41) et
(5.42)
Nous établissons dans cette section la preuve de la stabilité des observateurs (5.41) et
(5.42) en prenant en compte les incertitudes paramétriques de la machine asynchrone
avec défauts.
Nous définissons les erreurs d’estimations [e1 , e2] comme e1 = X1 − Z1 et e2 = X2 − Z2.
Les dynamiques de ces erreurs dans le cas nominal sont :
e˙1 = [A1(Z2)− Γ−11 (u, y)∆−11 K1C1]e1 + [A1(X2)− A1(Z2)]X1
+ϕ1(u, y,X2, X1)− ϕ1(u, y, Z2, Z1) + F1(u, x)d (5.43)
e˙2 = [A2(Z1)− Γ−12 (u, y)∆−12 K2C2]e2 + [A2(X1)− A2(Z1)]X2
+[ϕ2(u, y,X1, X2)− ϕ2(u, y, Z1, Z2)] + F2(u, x)d. (5.44)
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Maintenant, considérons que les paramètres de la machine sont connus avec des incerti-
tudes. Alors les équations (5.43), (5.44) deviennent :
e˙1 = [A1(Z2)− Γ−11 (u, y)∆−11 K1C1]e1 + [A1(X2) + δA1(X2)− A1(Z2)]X1
+ϕ1(u, y,X2, X1) + δϕ1(u, y,X2, X1)− ϕ1(u, y, Z2, Z1) + F1(u, x)d
e˙2 = [A2(Z1)− Γ−12 (u, y)∆−12 K2C2]e2 + [A2(X1) + δA2(X1)− A2(Z1)]X2
+[ϕ2(u, y,X1, X2) + δϕ2(u, y,X1, X2)− ϕ2(u, y, Z1, Z2)] + F2(u, x)d.
(5.45)
où δA1(X2), δA2(X1), δϕ1(u, y,X2, X1) et δϕ2(u, y,X1, X2) sont les termes incertains de
A1(X2), A2(X2), ϕ1(u, y,X2, X1), ϕ2(u, y,X1, X2) respectivement.
Hypothèse 5.6
Nous supposons que :
‖δA1(X2)‖ ≤ ρ1, ‖δA2(X1)‖ ≤ ρ2,
‖δϕ1(u, y,X2, X1)‖ ≤ ρ3, ‖δϕ2(u, y,X1, X2)‖ ≤ ρ4
pour ρi > 0, for i = 1, ..., 4.
Remarque 5.8 L’hypothèse 5.6 est aisée à vérifier pour les fonctions A1, A2, ϕ1, ϕ2 de la
machine sachant que :
– d’une part, il existe un domaine physique D de fonctionnement de la machine défini
par :
D = {X ∈ R6 | |φrd| ≤ Φdmax, |φrq| ≤ Φqmax,
|isd| ≤ Idmax, |isq| ≤ Iqmax, |Ω| ≤ Ωmax, Tl ≤ Tlmax} (5.46)
où X = (φrd, φrq, isd, isq,Ω, Tl), Φd
max,Φq
max, Id
max, Iq
max,Ωmax et Tl
max sont les
valeurs maximales du flux, du courant, de la vitesse et du couple de charge, respecti-
vement. Les conditions initiales seront nécessairement dans le domaine physique
D, ce qui permet de borner à l’instant initial l’ensemble des fonctions/matrices
Ai, δAi, ϕi, δϕi, et donc permet de dimensionner les gains minimaux permettant
d’obtenir la convergence recherchée,
– et d’autre part, les paramètres de la machine ainsi que leurs variations sont bornés
et connus avec une certaine précision.
Théorème 5.1 Les hypothèses (5.1, 5.2, 5.3, 5.4, 5.5, 5.6) sont vérifiées pour le
système (5.39)-(5.40). Alors le système (5.41)-(5.42) est un observateur à convergence
exponentielle du système (5.39)-(5.40) pour θ1 et θ2 satisfaisant l’inégalité (5.51).
Grâce au changement de coordonnées suivant
[
e¯i = Γi(u, y)∆iei; F¯i(u, x) = Γi(u, y)∆iFi(u, x)
]
,
nous obtenons l’égalité :
˙¯ei = θi
{
A¯i −KiCi
}
e¯i + Γ˙i(u, y)Γ
−1
i (u, y)e¯i + [A¯i(x) + δA¯i(x)− A¯i(z)]x
+Gi(u, y, x) + δGi(u, y, x)−Gi(u, y, z) + F¯i(u, x)d (5.47)
avec, pour i = 1, 2
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Γi(u, y)∆iAi(u, y) (Γi(u, y)∆i)
−1 = θiA¯i;
Γi(u, y)∆i[Ai(x) + δAi(x)− Ai(z)]x = [A¯i(x) + δA¯i(x)− A¯i(z)]x;
Γi(u, y)∆i {ϕi(u, y, z)− ϕi(u, y, x)} = Gi(u, y, z)−Gi(u, y, x);
Γi(u, y)∆iδϕi(u, y, x) = δGi(u, y, x);
Ci (Γi(u, y)∆i)
−1 = θiCi.
Remarque 5.9 L’hypothèse (5.5) (‖Fi(u, x)d‖ ≤ νi) entraîne la bornitude de la matrice
F¯i(u, x)d. Il existe alors une constante ν¯i telle que
∥∥F¯i(u, x)d∥∥ ≤ ν¯i.
Remarque 5.10 L’hypothèse (5.6) entraîne que, pour des constantes positives (ρ¯1, ρ¯2,
ρ¯3, ρ¯4) ∥∥δA¯1(X2)∥∥ ≤ ρ¯1, ∥∥δA¯2(X1)∥∥ ≤ ρ¯2,
‖δG1(u, y,X2, X1)‖ ≤ ρ¯3, ‖δG2(u, y,X1, X2)‖ ≤ ρ¯4.
Preuve du théorème 5.1.
Soit, Vo = V1 + V2 une fonction de Lyapunov candidate, où V1 et V2 sont respectivement
la fonction de Lyapunov candidate des dynamiques (5.47), avec V1 = e¯1TP1e¯1 = ‖e¯1‖2P1 et
V2 = e¯2
TP2e¯2 = ‖e¯2‖2P2 , où, pour i = 1, 2, Pi vérifie Pi
{
A¯i −KiCi
}
+
{
A¯i −KiCi
}T
Pi =
−Ii,
En calculant la dérivée temporelle de Vo et en utilisant les expressions (5.41), (5.42), nous
obtenons :
V˙o = e¯1
T
{
−θ1I1 + P1
(
Γ˙1(u, y)Γ
−1
1 (u, y)
)
+
(
Γ˙1(u, y)Γ
−1
1 (u, y)
)T
P1
}
e¯1
+2e¯1
TP1
{
A¯1(X2)− A¯1(Z2) + δA¯1(X2)
}
X1
+2e¯1
TP1 {G1(u, y,X2, X1)−G1(u, y, Z2, Z1) + δG1(u, y,X2, X1)}
+e¯2
T
{
−θ2I2 + P2
(
Γ˙2(u, y)Γ
−1
2 (u, y)
)
+
(
Γ˙2(u, y)Γ
−1
2 (u, y)
)T
P2
}
e¯2
+2e¯2
TP2
{
A¯2(X1)− A¯2(Z1) + δA¯2(X1)
}
X2
+2e¯2
TP2 {G2(u, y,X1, X2)−G2(u, y, Z1, Z2) + δG2(u, y,X1, X2)}
+
(
F¯1(u, x)d
)T
P1e¯1 + e¯1
TP1F¯1(u, x)d+
(
F¯2(u, x)d
)T
P2e¯2 + e¯2
TP2F¯2(u, x)d
(5.48)
À partir de (5.48), nous obtenons :
V˙o ≤
∥∥∥∥−θ1I1 + P1 (Γ˙1(u, y)Γ−11 (u, y))+ (Γ˙1(u, y)Γ−11 (u, y))T P1
∥∥∥∥ e¯1T e¯1
+2 ‖e¯1‖ ‖P1‖
∥∥{A¯1(X2)− A¯1(Z2) + δA¯1(X2)}∥∥ ‖X1‖
+2 ‖e¯1‖ ‖P1‖ ‖{G1(u, y,X2, X1)−G1(u, y, Z2, Z1) + δG1(u, y,X2, X1)}‖
+
∥∥∥∥−θ2I2 + P2 (Γ˙2(u, y)Γ−12 (u, y))+ (Γ˙2(u, y)Γ−12 (u, y))T P2
∥∥∥∥ e¯2T e¯2
+2 ‖e¯2‖ ‖P2‖
∥∥{A¯2(X1)− A¯2(Z1) + δA¯2(X1)}∥∥ ‖X2‖
+2 ‖e¯2‖ ‖P2‖ ‖{G2(u, y,X1, X2)−G2(u, y, Z1, Z2) + δG2(u, y,X1, X2)}‖
+2
∥∥F¯1(u, x)d∥∥ ‖P1‖ ‖e¯1‖+ 2∥∥F¯2(u, x)d∥∥ ‖P2‖ ‖e¯2‖ .
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À partir des hypothèses (5.3), (5.4), (5.5), (5.6) et des remarques (5.9) et (5.10), nous
pouvons poser :
‖P1‖ ≤ k1, ‖P2‖ ≤ k5, ‖X1‖ ≤ k3, ‖X2‖ ≤ k7
‖{G1(u, y,X2, X1)−G1(u, y, Z2, Z1)}‖ ≤ k4 ‖e¯2‖+ k9 ‖e¯1‖∥∥A¯1(X2)− A¯1(Z2)∥∥ ≤ k2 ‖e¯2‖∥∥A¯2(X1)− A¯2(Z1)∥∥ ≤ k6 ‖e¯1‖
‖{G2(u, y,X1, X2)−G2(u, y, Z1, Z2)}‖ ≤ k8 ‖e¯1‖+ k10 ‖e¯2‖∥∥∥(Γ˙1(u, y)Γ−11 (u, y))∥∥∥ ≤ L11, ∥∥∥(Γ˙2(u, y)Γ−12 (u, y))∥∥∥ ≤ L22∥∥F¯1(u, x)d∥∥ ≤ ν¯1, ∥∥F¯2(u, x)d∥∥ ≤ ν¯2.
V˙o peut alors s’écrire sous la forme de l’inégalité ci-dessous :
V˙o ≤ − (θ1 − 2k1L11) ‖e¯1‖2 − (θ2 − 2k5L22) ‖e¯2‖2
+2k1k2k3 ‖e¯1‖ ‖e¯2‖+ 2k5k6k7 ‖e¯1‖ ‖e¯2‖
+2k1 (k4 ‖e¯2‖+ k9 ‖e¯1‖) ‖e¯1‖+ 2k5 (k8 ‖e¯1‖+ k10 ‖e¯2‖) ‖e¯2‖
+2(k1k3ρ¯1 + k1ρ¯3) ‖e¯1‖+ 2(k5k7ρ¯2 + k5ρ¯4) ‖e¯2‖
+2k1ν¯1 ‖e¯1‖+ 2k5ν¯2 ‖e¯2‖ .
En posant µ1 = k1k2k3, µ2 = k1k4, µ3 = k5k6k7, µ4 = k5k8,
µ5 = 2(k1k3ρ¯1 + k1ρ¯3), µ6 = 2(k5k7ρ¯2 + k5ρ¯4),
et en regroupant les termes communs de ‖e¯1‖ et ‖e¯2‖, la dérivée temporelle de Vo peut
être réécrite sous la forme suivante :
V˙o ≤ − (θ1 − 2k1L11 − 2k1k9) ‖e¯1‖2 − (θ2 − 2k5L22 − 2k5k10) ‖e¯2‖2
+2 (µ1 + µ2 + µ3 + µ4) ‖e¯1‖ ‖e¯2‖+ µ5 ‖e¯1‖+ µ6 ‖e¯2‖
+2k1ν¯1 ‖e¯1‖+ 2k5ν¯2 ‖e¯2‖
(5.49)
En exprimant l’inégalité (5.49) en fonction de V1 et V2, (5.49) s’écrit :
V˙o ≤ −(θ1 − 2k1L11 − 2k1k9)V1 − (θ2 − 2k5L22 − 2k5k10)V2 + 2µ˜
√
V1
√
V2
+µ5 ‖e¯1‖+ µ6 ‖e¯2‖+ 2k1ν¯1 ‖e¯1‖+ 2k5ν¯2 ‖e¯2‖ (5.50)
où µ˜ =
4∑
i=0
µi, i = 1, 2, 3, 4.
En considérant l’inégalité suivante
√
V1
√
V2 ≤ κ2V1 + 12κV2, ∀κ ∈]0, 1[, on obtient :
V˙o ≤ −(θ1 − 2k1L11 − 2k1k9)V1 + µ˜κV1
+
µ˜
κ
V2 − (θ2 − 2k5L22 − 2k10k5)V2 + µ5 ‖e¯1‖+ µ6 ‖e¯2‖
+2k1ν¯1 ‖e¯1‖+ 2k5ν¯2 ‖e¯2‖ .
Par conséquent :
V˙o ≤ − (θ1 − 2k1L11 − 2k1k9 − µ˜κ)V1 − (θ2 − 2k5L22 − 2k10k5 − µ˜
κ
)V2
+2k1ν¯1 ‖e¯1‖+ 2k5ν¯2 ‖e¯2‖+ µ5 ‖e¯1‖+ µ6 ‖e¯2‖ .
5.3 Observation et Diagnostic de défauts d’une machine asynchrone avec capteur75
Nous posons :
δ1 = θ1 − 2k1L11 − 2k1k9 − µ˜κ > 0, δ2 = θ2 − 2k5L22 − 2k10k5 − µ˜κ > 0,
ainsi
θ1 > 2k1L11 + 2k1k9 + µ˜κ, θ2 > 2k5L22 + 2k10k5 +
µ˜
κ
. (5.51)
Avec δ = min(δ1, δ2) ; µ = max(µ5, µ6) et ν¯ = max(k1ν¯1, k5ν¯2), il suit que
V˙o ≤ −δ(V1 + V2) + µ(
√
V1 +
√
V2) + 2ν¯(
√
V1 +
√
V2)
≤ −δVo + (µ+ 2ν¯)ψ
√
Vo, (5.52)
où ψ > 0, tel que ψ
√
V1 + V2 >
√
V1 +
√
V2.
L’inégalité (5.52) peut s’écrire :
V˙o ≤ −δ ‖e¯‖2 + (µ+ 2ν¯)ψ ‖e¯‖
≤ −‖e¯‖ (δ ‖e¯‖ − (µ+ 2ν¯)ψ), (5.53)
La dérivée temporelle de Vo sera négative pour une erreur d’estimation ‖e¯‖ toujours
supérieure à (µ+2ν¯)ψ
δ
.
Nous distinguons deux cas :
– les paramètres de la machine sont connus i.e µ = 0. Alors V˙o ≤ 0 pour ‖e¯‖ > 2ν¯ψδ .
Aussi, pour que Vo soit une fonction de Lyapunov, θ1 et θ2 devront être choisis
tels que l’inégalité (5.51) soit satisfaite. La convergence asymptotique de l’erreur
d’estimation est alors fixée arbitrairement par θ1 et θ2.
– Les paramètres de la machine varient et µ 6= 0. La dérivée temporelle de Vo sera
négative pour une erreur d’estimation ‖e¯‖ toujours supérieure à (µ+2ν¯)ψ
δ
.
La stabilité de l’erreur d’estimation dépend donc de la condition ‖e¯‖ > (µ+2ν¯)ψ
δ
.
Cette condition repose sur le paramètre δ. Ce dernier, dépendant de θ1 et θ2, pourra
être réglé afin que soit remplie la condition sur l’erreur d’estimation.
Remarque 5.11 L’inégalité (5.51) dépend des constantes de Lipschitz définies dans l’hy-
pothèse 5.3. La méthode pour le calcul des valeurs minimales de θ1 et θ2 est développée
dans [96].
Remarque 5.12 La convergence asymptotique n’est prouvée que pour des entrées régu-
lièrement persistantes [9]. Dans le cas contraire, les erreurs d’estimation restent tout de
même bornées.
Cependant la condition ‖e¯‖ > (µ+2ν¯)ψ
δ
ne garantit pas la détection du défaut d. Pour que
la détection du défaut d soit garantie, il faudrait que, en présence de défauts, l’erreur
d’estimation ne tende pas vers zéro.
Cela équivaut à déterminer la "condition d’instabilité" des observateurs (5.41) et (5.42)
par le calcul de la dérivée de (5.48) selon les erreurs d’estimation ‖e¯1‖P et ‖e¯2‖P . En
présence de défauts et d’incertitudes paramétriques, la "condition d’instabilité" assure la
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détection des défauts et des incertitudes paramétriques car les erreurs d’estimation ‖e¯1‖P
et ‖e¯2‖P ne s’annulent jamais.
Analyse de la condition de détection des défauts et des incertitudes
paramétriques (d 6= 0)
La condition de détection des défauts et des incertitudes paramétriques pour les obser-
vateurs (5.41) et (5.42) est obtenue à travers la même démarche que pour l’observateur
de type Kalman (4.8) et l’observateur Grand Gain (4.23).
La dérivée de V˙o (5.48) en fonction de l’erreur d’estimation e˜ donne la valeur de l’erreur
d’estimation correspondant au point d’inflexion de la parabole V˙ (e) (Figure 4.1).
Ainsi, en posant ∂V˙o
∂e
= 0, nous obtenons
em =
[
e1m
e2m
]
=
[
ψ1 ψ2
]−1 [
P1
{A1X1 + G1 + F¯1(u, x)d}+ P2 {A2X2 + G2 + F¯2(u, x)d}](5.54)
avec
ψ1 =
{
−θ1I1 + P1
(
Γ˙1(u, y)Γ
−1
1 (u, y)
)
+
(
Γ˙1(u, y)Γ
−1
1 (u, y)
)T
P1
}
,
ψ2 =
{
−θ2I2 + P2
(
Γ˙2(u, y)Γ
−1
2 (u, y)
)
+
(
Γ˙2(u, y)Γ
−1
2 (u, y)
)T
P2
}
,
A1 = (A¯1(X2)− A¯1(Z2) + δA¯1(X2)),
G1 = G1(u, y,X2, X1)−G1(u, y, Z2, Z1) + δG1(u, y,X2, X1),
A2 = (A¯2(X1)− A¯2(Z1) + δA¯2(X1)),
G2 = (G2(u, y,X1, X2)−G2(u, y, Z1, Z2) + δG2(u, y,X1, X2)).
La condition (5.54) garantit donc la détection du défaut d. Elle implique que l’occurrence
d’un défaut induit la divergence de l’erreur d’estimation d’une boule de rayon rmin = em
non nul. En effet, la trajectoire de l’erreur d’estimation ‖e‖ quitte la boule de rayon rmin
(Figure 4.2). L’erreur d’estimation ‖e‖ ne s’annule donc jamais en présence de défauts et
d’incertitudes paramétriques, ce qui garantit la détection des défauts et des incertitudes
paramétriques.
Ainsi, en présence d’incertitudes paramétriques, il est difficile de discriminer défauts et
incertitudes.
De plus le rayon rmin de la boule dépend du défaut d. En effet, plus le défaut est important,
plus le rayon de la boule sera grand, pour des paramètres θ1 et θ2 établis.
Remarque 5.13 En présence de défauts et d’incertitudes paramétriques, la convergence
des observateurs (5.41) et (5.42) est assurée par la condition sur l’erreur d’estimation
donnée par l’équation (5.53). La détection est, quant à elle, assurée par la "condition
d’instabilité" (5.54). Ainsi, en présence de défauts, les dynamiques de l’erreur convergent
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vers une boule de rayon r = (µ+2ν¯)ψ
δ
donné par l’équation (5.53). Elles ne convergent
cependant jamais vers zéro grâce à la "condition d’instabilité" (5.54). En effet, elles
sont rejetées d’une seconde boule de rayon rmin, comme le montre la figure 4.2. Ce-
pendant, la condition de détection de défauts ne permet pas de discriminer défauts et
incertitudes paramétriques. Il est, en effet, impossible de dire si l’observateur détecte des
défauts ou des incertitudes paramétriques. La solution réside dans l’estimation des pa-
ramètres, tout du moins des paramètres dont la variation influe sur la détection de défauts.
Remarque 5.14 La stabilité du système en boucle fermée et la preuve de convergence
globale de l’ensemble "Observateur+Commande" développées dans la section 5.2 peuvent
aisément être étendues au cas avec prise en compte des incertitudes paramétriques, pré-
senté ci-dessus.
5.4 Diagnostic de défauts d’une machine asynchrone
avec capteur
En plus de l’observateur Grand Gain interconnecté, nous synthétisons un observateur afin
de visualiser l’allure générale du défaut d. N’ayant aucune information sur la dynamique
du défaut d, nous posons, comme pour les observateurs à entrées inconnues [31], la
remarque suivante.
Remarque 5.15 d et D˙ sont tous deux bornés.
Cet observateur repose sur la loi d’estimation ci-dessous :
˙ˆD = −θ3(z1 − x1)− θ4(z2 − x2),
avec θ3 et θ4 les gains.
Remarque 5.16 Dans le repère dq généralisé (équation 5.27), la vitesse Ω dépend des
courants id et iq. Un découplage structurel défaut-perturbation est alors difficile à réaliser
et les gains θ3, associé à l’erreur sur le courant id, et θ4, associé à l’erreur sur le courant
iq, sont pris identiques.
5.4.1 Benchmark pour le diagnostic de la machine asynchrone
Nous appliquons l’observateur interconnecté défini dans la partie précédente à un
benchmark spécifique "Observateur pour le Diagnostic" définie dans le cadre du groupe
de travail Inter GDR CE2 et implanté à l’IRCCyN [26].
Ce benchmark permet de tester la performance des observateurs pour une machine
asynchrone et ce, à basse fréquence. Ce benchmark a été modifié afin d’inclure des tests
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pour le diagnostic de défauts.
Les défauts à détecter sont des courts-circuits statoriques, introduits grâce aux équations
(5.34), (5.35). Ils sont appliqués à une machine asynchrone avec les caractéristiques
suivantes (tableau 5.2).
Nous considérons le couple de charge Tl comme la perturbation ǫ. Il est appliqué à basse
et à moyenne vitesse (de t = 1s à t = 5s) comme le montre la figure 5.7.
Pour les tests, la vitesse maximale est établie à 60 rad/s afin d’éviter des courants
élevés dans la machine asynchrone. Ces courants pourraient entraîner en cas de défauts
importants une destruction de la machine.
Les tests se font en boucle fermée grâce à la commande sans capteur développée dans
[96]. D’une part, l’observatyeur fournit une estimation du couple de charge, des flux
ainsi que de la vitesse, nécessaire à la commande sans capteur de la machine asynchrone.
D’autre part, l’observateur est utilisé pour le diagnostic : il contribue à la génération de
résidus pour la détection de défauts.
La période d’échantillonnage est égale à 200µs.
Les résultats ci-dessous montrent la performance de l’observateur (5.41-5.42) à un
court-circuit de 8 spires sur un total de 276 spires. Le court-circuit intervient sur une
phase. Le défaut et appliqué d’abord à très basse vitesse (de t = 3s à 5s) puis à vitesse
moyenne (de t = 6.5s à 8.5s).
5.4.2 Résultats de simulation
La figure 5.7 représente les trajectoires de référence pour la vitesse et le flux ainsi que les
instants d’application de la perturbation ǫ. Le flux est établi à 1.1 Wb pour éviter une
saturation de la machine asynchrone.
Les résultats des essais pour le diagnostic de défaut de la machine asynchrone sont
donnés par les figures 5.8, 5.9, 5.10 qui montrent bien les performances de l’observateur
Grand Gain interconnecté. Ces figures montrent l’estimation de la vitesse, des courants
isd et isq et du couple Tl.
La mesure du courant isdq contient l’information du défaut. Le courant estimé ipark(dq) est
reconstruit en utilisant les équations du modèle de la machine asynchrone sans défaut.
La figure 5.10 montre les résidus indiquant la présence de défauts. Quant à la figure 5.11,
elle donne l’allure générale du défaut d.
Bien que la vitesse suit sa trajectoire de référence (Figure 5.8), nous notons des variations
sur les signaux des courants. Les instants d’apparition de ces variations correspondent
aux instants où un défaut est appliqué à la machine.
5.4 Diagnostic de défauts d’une machine asynchrone avec capteur 79
Puissance nominale 1,5 kW
Nombre de paire de pôles p 2
Vitesse nominale 1430 rpm
Tension simple 220V
Intensité nominale 6,1 A
Couple nominal 10 Nm
Rs 1,47 Ω
Rr 0,79 Ω
Ls 0,105 H
Lr 0,094 H
Msr 0,094 H
J 7, 7× 10−3Nm/rad/s2
fv 2, 9× 10−3Nm/rad/s
Tab. 5.2: Paramètres de la machine asynchrone (rotor à cage d’écureuil)
Ces variations indiquent donc l’occurrence d’un défaut. Grâce aux résidus rd et rq calculés
en fonction des courants mesurés et estimés (Figure 5.10), nous détectons la présence de
défauts.
Cependant, comme le montre la figure (5.9), les variations sur le couple estimé indique
une corrélation entre le couple et le défaut. Cette corrélation s’explique par le fait que
le couple dépend du courant et de la vitesse. En effet, Tl = 3p
ωsgRrM
2
sr
R2r+(ωsgLr)
2 I
2
s , avec le
glissement g = ωs−pΩ
ωs
et Is le module du courant isdq mesuré.
La figure 5.11 montre clairement l’estimation du défaut. Les instants d’application du
défaut y apparaissent clairement (3s-5s, 6.5s-8.5s).
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Fig. 5.7: Trajectoire de référence vitesse, couple de charge et flux.
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Fig. 5.8: Vecteur courants idq et de la vitesse Ω mesurés et observés.
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Fig. 5.9: Couple de charge Tl de référence et observé.
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Fig. 5.10: Résidus sur les courants isdq et amplitude du défaut court-circuit simulé d.
82 Diagnostic de machines électriques avec capteur mécanique
0 2 4 6 8 10 12
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
Amplitude du défaut d estimé
Temps(s)
 
 
d obs
Fig. 5.11: Amplitude du défaut d simulé et estimé.
Conclusion
Cette section a porté sur la synthèse d’observateurs pour le diagnostic de défauts de la
machine asynchrone. Un observateur Grand Gain a été synthétisé pour des systèmes non
linéaires en cascade.
L’observateur a ensuite été testé sur un benchmark pour le diagnostic de la machine
asynchrone. Les défauts considérés dans notre étude sont des courts-circuits statoriques
mais la méthodologie développée peut être appliquée à tout autre type de défaut.
Dans nos travaux, le modèle de la machine asynchrone n’a pas été linéarisé. Quant aux
équations modélisant le défaut statorique utilisé, elles sont composées des équations des
courants statoriques du système sans défaut et de termes supplémentaires modélisant les
courants de courts-circuits qui apparaissent en cas de défaut.
L’objectif principal était de vérifier l’applicabilité de l’observateur à la détection de
courts-circuits statoriques pour une machine asynchrone. Nous avons aussi établi la
convergence de l’observateur pour un système non linéaire avec défauts.
Les résultats de simulation ont montré leur performance en ce qui concerne la détection
de défauts. Par ailleurs, ils ont aussi montré l’impact du défaut sur l’estimation du couple
de charge. Rappelons que dans notre étude, le couple de charge est considéré comme une
perturbation.
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5.5 Conclusion
Ce chapitre a porté sur l’application de la stratégie définie au chapitre précédent au
diagnostic de machines électriques. La stratégie est basée sur l’utilisation d’observateurs
non linéaires.
Deux classes d’observateurs non linéaires ont été étudiées et appliquées à deux machines
électriques. Des résultats de simulations sont présentés pour chaque cas de figure.
La première application porte sur le diagnostic de défauts d’une machine à courant
continu série avec prise en compte des incertitudes paramétriques. La stratégie adoptée
consiste à transformer les défauts de type multiplicatifs en défauts additifs à l’aide de
transformations sur l’état et les sorties.
L’observateur de type Kalman synthétisé pour le diagnostic de la machine à courant
continu série a montré sa performance : il est en effet robuste aux perturbations et autres
incertitudes paramétriques tout en étant sensible aux défauts.
La seconde application porte sur le diagnostic de défauts d’une machine asynchrone avec
capteur de vitesse.
L’observateur Grand Gain synthétisé pour le diagnostic de la machine asynchrone avec
capteur de vitesse a révélé une corrélation entre les défauts de court-circuits statoriques
et la perturbation (couple de charge). La reconstruction du couple de charge est en effet
affectée par les défauts présents sur les courants mesurés.
La stabilité de chaque observateur a été précédemment prouvée pour un système non
linéaire observable. Nous l’avons prouvée, dans ce chapitre, dans le cas plus général de
systèmes non linéaires observables, avec défauts et perturbations.
Dans le chapitre suivant, nous souhaitons identifier, pour la machine asynchrone sans
capteur mécanique, l’influence des défauts sur la reconstruction de l’état étendu. En outre,
en plus des défauts de courts-circuits statoriques, nous ajoutons des incertitudes paramé-
triques afin de tester la robustesse de l’observateur Grand Gain dans un but de commande.
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Chapitre 6
Diagnostic de machines électriques sans
capteur mécanique
Grâce au chapitre précédent, nous avons déterminé l’influence des défauts sur la
reconstruction de l’état étendu de la machine asynchrone avec capteur mécanique et la
corrélation qui existe entre le défaut et la perturbation.
L’objectif principal est de diagnostiquer le défaut en reconstruisant l’état étendu tout en
permettant en parallèle une commande robuste aux défauts, aux perturbations et aux
incertitudes paramétriques.
Le défi est de taille. Il faudra d’une part estimer les variables d’état de la machine
tout en gérant les éventuelles incertitudes paramétriques et d’autre part trouver une
transformation d’entrée-sortie qui, si elle existe, permettra le découplage du défaut et de
la perturbation.
"Il n’y a pas moyen de contenter ceux qui veulent savoir le pourquoi des pourquoi." -
Leibniz
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6.1 Introduction
Le chapitre précédent nous a permis de définir de nouvelles voies à explorer afin
d’améliorer le diagnostic de défauts de la machine asynchrone sans capteur. L’une d’entre
elles est le découplage de la perturbation et du défaut au moyen d’une transformation.
De nombreux travaux ont porté sur la recherche d’une transformation pour la synthèse
d’observateurs pour la machine asynchrone [23, 84, 92, 89, 90, 94].
Le modèle de la machine asynchrone étant fortement non linéaire, une transformation,
qu’elle soit linéaire ou non linéaire, par injection d’entrée-sortie, par difféomorphisme
voire par immersion [95], permettrait de faciliter la synthèse d’observateurs.
Cependant, la conclusion générale de ces travaux est bien souvent la même. Il n’existe
pas de transformation triviale pour la machine asynchrone, suffisamment simple pour
être mise en oeuvre pour l’observation et le diagnostic en parallèle.
Nous nous orientons donc vers un autre moyen pour garantir, dans un but de commande,
des signaux qui soient affectés le moins possible par le défaut.
Les paramètres d’une machine asynchrone étant connus avec plus ou moins de précision,
dans ce chapitre, nous testons tout d’abord la robustesse de l’observateur Grand Gain
par rapport aux incertitudes paramétriques. Nous allons ensuite définir une stratégie
robuste de détection et d’isolation de défaut pour la machine asynchrone sans capteur.
Cette stratégie comporte tout d’abord l’ajout d’observateurs pour estimer les paramètres
résistifs de la machine asynchrone afin de prendre en considération les incertitudes
paramètriques et assurer la robustesse de l’observateur pour la commande sans capteur
mécanique.
Un estimateur viendra renforcer l’ensemble d’observateurs pour le diagnostic et la com-
mande. Cet estimateur est une copie du système sans défaut de la machine asynchrone
mais qui est insensible aux variations paramétriques grâce à la prise en compte de
leur observation tout en étant sensible au défaut. Ceci permet de traiter le paradoxe
"robustesse/ sensibilité" introduit précédemment. Les signaux qu’il fournit serviront
donc non seulement à la détection mais aussi à l’isolation des défauts.
Nous appliquons donc au diagnostic de la machine asynchrone sans capteur la méthode
développée dans le précédent chapitre pour le diagnostic d’une machine asynchrone avec
capteur. Nous utilisons, pour cela, le modèle de la machine asynchrone dans le repère dq
orienté selon le flux.
Le diagnostic sans capteur de la machine asynchrone s’effectuera en boucle fermée. Nous
implémentons la commande sans capteur développée dans [96]. L’observateur synthétisé
servira non seulement à la commande de la machine mais aussi au diagnostic de défauts
de courts-circuits statoriques.
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6.2 Observation et Diagnostic de défauts d’une ma-
chine asynchrone sans capteur
6.2.1 Modèle d’état dans le repère tournant dq lié au flux roto-
rique
Modèle de la machine asynchrone sans défaut
Les modèles d’état (5.31) et (5.33) dans un repère dq généralisé dépendent de la pulsation
statorique ωs. Nous pouvons calculer cette pulsation en supposant que l’axe d coïncide
avec le vecteur flux rotorique, ce qui sera imposé par une commande vectorielle [96]. Cela
entraîne que la composante du flux en quadrature et sa dérivée s’annulent.
φrq = φ˙rq = 0. (6.1)
De (5.31) et (6.1), nous obtenons :
ρ˙ = ωs = pΩ +
aMsr
φrd
isq. (6.2)
Le modèle non linéaire de la machine asynchrone dans le repère tournant lié au champ
rotorique découle directement du modèle généralisé (5.31).
Dans ce modèle, la pulsation statorique ωs et l’équation différentielle de φrq sont toutes
deux remplacées par l’équation de l’angle du champ ρ obtenu par (6.2)


i˙sd
i˙sq
˙φrd
ρ˙
Ω˙

 =


−γisd + abφrd + pΩisq + aMsrφrd i2sq
−γisq − bpΩφrd − pΩisd − aMsrφrd isdisq
−aφrd + aMsrisd
pΩ + aMsr
φrd
isq
mφrdisq − cΩ

+


m1 0 0
0 m1 0
0 0 0
0 0 0
0 0 − 1
J



usdusq
Tl

 (6.3)
Modèle de la machine asynchrone avec défauts
Nous avons vu précédemment que les défauts de court-circuit statorique se comportent
comme des biais sur les courants (5.34). En présence de défauts d, le modèle de la machine
asynchrone sans capteur (6.3) peut donc être réécrit dans le repère dq orienté selon le flux
φrd sous la forme :
Σdef :
{
x˙ = A(u, y)x+ ϕ(u, y, x) + Eǫ+ F (u, x)d
y = Cx.
(6.4)
où x =
[
isd isq φrd ρ Ω Tl
]T
, u =
[
usd usq
]T
,
y =
[
h1 h2
]T
=
[
isd isq
]T
, ǫ =
[
Tl
]
,
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A(u, y) =


0 0 ba 0 0 0
0 0 0 0 −pisd 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, ϕ(u, y, x) =


−γisd + pΩisq + aMsrφrd i2sq
−γisq − bpΩφrd − aMsrφrd isdisq
−aφrd + aMsrisd
pΩ + aMsr
φrd
isq
mφrdisq − cΩ
0


,
E =


0
0
0
0
− 1
J
0


,
F (u, x) =


−γ + aMsrΛd(u) pΩ
−pΩ −γ − aMsrΛd(u)
aMsr 0
0 aMsr
φrd
0 mφrd
0 0


∗
[
Λd(u)
Λq(u)
]
.
Ce modèle (6.4), peut être vu comme une interconnection entre deux sous-systèmes (6.5)
et (6.6)
[
˙isd
φ˙rd
]
=
[
0 ba
0 0
] [
isd
φrd
]
+
[ −γisd + pΩisq + aMsrφrd i2sq
−aφrd + aMsrisd
]
+
[ −γ + aMsrΛd(u) pΩ
aMsr 0
]
∗
[
Λd(u)
Λq(u)
]
d
(6.5)

 i˙sqΩ˙
T˙l

 =

 0 −pisd 00 0 − 1
J
0 0 0



 isqΩ
Tl

+

 −γisq − bpΩφrd − aMsrφrd isdisqmφrdisq − cΩ
0


+

 pΩ −γ − aMsrΛd(u)0 mφrd
0 0

 ∗ [ Λd(u)
Λq(u)
]
d
(6.6)
Alors, il est possible de représenter les sous-systèmes (6.5) et (6.6) sous la forme compacte
interconnectée suivante (6.7) et (6.8) :
Σ1 :
{
X˙1 = A1X1 + ϕ1(u, y,X2, X1) + F1(u, x)d
y1 = C1X1
(6.7)
Σ2 :
{
X˙2 = A2(X1)X2 + ϕ2(u, y,X1, X2) + F2(u, x)d
y2 = C2X2
(6.8)
où
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A1 =
[
0 ba
0 0
]
, A2(X1) =

 0 −pisd 00 0 − 1
J
0 0 0


ϕ1(u, y,X2, X1) =
[ −γisd + pΩisq + aMsrφrd i2sq
−aφrd + aMsrisd
]
,
ϕ2(u, y,X1, X2) =

 −γisq − bpΩφrd − aMsrφrd isdisqmφrdisq − cΩ
0

,
F1(u, x) =
[−γ + aMsrΛd(u) pΩ
aMsr 0
]
∗
[
Λd(u)
Λq(u)
]
,
F2(u, x) =

−pΩ −γ − aMsrΛd(u)0 mφrd
0 0

 ∗ [Λd(u)
Λq(u)
]
.
et X1 =
[
isd φrd
]T
, X2 =
[
isq Ω Tl
]T
sont les variables d’état, u =
[
usd usq
]T
sont les
entrées et y =
[
isd isq
]T
sont les sorties, avec C1 =
[
1 0
]
et C2 =
[
1 0 0
]
.
Remarque 6.1 Le choix des variables de chaque sous-système a été fait dans le but de
séparer les variables mécaniques (Ω, Tl) de la variable magnétique (φrd) afin de découpler
le défaut d de la perturbation ǫ. D’autres choix peuvent être aussi considérés dans la
représentation du système, pourvu qu’un observateur puisse être conçu pour le diagnostic
et l’observation.
Dans la partie suivante, nous synthétisons un observateur Grand Gain cascade pour le
diagnostic de la machine asynchrone avec défauts. Nos travaux constituent une extension
de [23].
6.2.2 Observateur Grand Gain
Synthèse de l’observateur Grand Gain
Nous procédons, dans cette section, à la synthèse d’un observateur pour chaque
sous-système satisfaisant les propriétés rappelées au chapitre 4 pour la synthèse des
observateurs Grand Gain.
Objectif : Notre objectif est de construire un observateur pour le sous-
système (6.5) pour estimer les variables mécaniques (vitesse et couple de
charge) et un observateur pour le sous-système (6.6) pour reconstruire les
variables magnétiques (flux) pour d’une part le diagnostic des défauts et
d’autre part pour la commande de la machine asynchrone sans capteur.
Les observateurs pour les sous-systèmes (6.5) et (6.6) sont donnés par :
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O1 :
{
Z˙1 = A1Z1 + ϕ1(u, y, Z2, Z1)− Γ−11 (u, y)∆−11 K1(yˆ1 − y1)
yˆ1 = C1Z1
(6.9)
O2 :
{
Z˙2 = A2(Z1)Z2 + ϕ2(u, y, Z1, Z2)− Γ−12 (u, y)∆−12 K2(yˆ2 − y2)
yˆ2 = C2Z2
(6.10)
où Z1 =
[ˆ
isd φˆrd
]T
, Z2 =
[ˆ
isq Ωˆ Tˆl
]T
sont les variables d’état estimées.
Γ1 et Γ2 sont définies respectivement par les matrices A1(Z2) et A2(Z1).
∆1 = diag {1/θ1, 1/θ21} et ∆2 = diag {1/θ2, 1/θ22, 1/θ32} avec θ1 et θ2 des constantes posi-
tives.
Les matrices A1 et A2(Z1) ainsi que les champs de vecteurs ϕ1(u, y, Z2, Z1) et
ϕ2(u, y, Z1, Z2) sont donnés par :
A1 =
[
0 ba
0 0
]
, A2(Z1) =

 0 −pisd 00 0 − 1
J
0 0 0


ϕ1(u, y, Z2, Z1) =
[
−γisd + pΩˆisq + aMsrφˆrd i
2
sq
−aφˆrd + aMsrisd
]
,
ϕ2(u, y, Z1, Z2) =

 −γisq − bpΩˆφˆrd − a
Msr
φˆrd
isdisq
mφˆrdisq − cΩˆ
0

.
Étude de la stabilité des observateurs interconnectés Grand Gain (6.9) et
(6.10)
La stabilité des observateurs (6.9) et (6.10) est montrée par la même méthode que pour
les observateurs en cascade (5.41) et (5.42). Dans le cas de la machine asynchrone sans
capteur, la vitesse n’étant pas mesurée, le terme (Ω− Ωˆ) n’est plus utilisé pour la preuve
de convergence. Cependant, le choix adéquat des constantes θ1 et θ2 assure là aussi la
convergence asymptotique des observateurs Grand Gain (6.9) et (6.10).
6.3 Diagnostic de défauts d’une machine asynchrone
sans capteur
Influence de l’amplitude du défaut et des incertitudes paramétriques sur la
reconstruction du couple de charge et de la vitesse
En plus de l’observateur Grand Gain interconnecté, nous proposons une loi d’estimation
afin d’obtenir l’allure générale du défaut d. N’ayant aucune information sur la dynamique
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du défaut d, nous posons, comme pour les observateurs à entrées inconnues [31], la
remarque suivante.
Remarque 6.2 d et D˙ sont tous deux bornés.
L’observateur est alors donné par :
˙ˆD = −θ3(z1 − x1)− θ4(z2 − x2),
avec θ3 et θ4 les gains.
Remarque 6.3 Les gains θ3 et θ4 sont réglés afin de minimiser l’influence de la
perturbation sur la reconstruction du défaut et par ce fait découpler structurellement
défaut et perturbation. Ainsi, dans le repère dq orienté selon le flux (équation 6.3), la
vitesse Ω dépend du courant iq mais pas du courant id. Le gain associé à l’erreur sur le
courant iq, θ4, est alors pris nul.
Les résultats des simulations fournis par la suite, selon le benchmark décrit par la figure
6.1, montrent respectivement les réponses à un court-circuit statorique de 2, 8 et 26
spires. Chaque court-circuit est appliqué à une phase, avec un total de 276 spires par
phase. Le défaut est appliqué encore une fois à très basse vitesse (de t = 3s à 5s) puis à
moyenne vitesse (de t = 6.5s à 8.5s).
La figure 6.1 représente les trajectoires de commande pour la vitesse et le couple de
charge. Elle représente aussi l’amplitude du défaut appliqué. Les indices A, B et C
indiquent respectivement le court-circuit statorique de 2, 8 et 26 spires.
Même si le courant observé ipark(dq) est reconstruit en utilisant le modèle de la machine
asynchrone sans défaut, des variations sont visibles sur les courants estimés (Figure 6.2).
L’amplitude de ces variations augmente avec celle du défaut. Cela illustre clairement
l’influence de l’amplitude de défaut sur la reconstruction des courants statoriques.
Comme nous pouvons le voir sur la figure 6.3, la vitesse suit sa trajectoire de référence
quand il n’y a aucun défaut. Cependant, des variations apparaissent sur la reconstruction
de la vitesse quand un défaut est appliqué. Ces variations indiquent non seulement de
l’occurrence d’un défaut mais fournissent également une information sur l’amplitude
du défaut. La vitesse est clairement moins bien estimée quand l’amplitude du défaut croît.
Les grandes variations sur l’estimation du couple de charge (Figure 6.4) indiquent une
interdépendance, à moyenne et basse vitesse, du défaut, de la perturbation et de la
vitesse. L’estimation de la vitesse dépend de celle du couple de charge. Si le couple est
mal estimé, il est certain que la vitesse le sera aussi.
La figure (6.5) montre la détection du défaut à ses instants d’application. Elle illustre
aussi l’influence de l’amplitude du défaut. En effet, parce que les courants, la vitesse et
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le couple de charge sont mal estimés, la reconstruction de l’amplitude du défaut est 10
fois plus grande que l’amplitude du défaut originalement appliqué (Figure 6.1).
De plus, une variation de −50% ou de +50% de la résistance statorique Rs influe aussi
sur la reconstruction du couple de charge. Ces tests de robustesse (Figure 6.6 et 6.7)
illustrent clairement qu’une variation de la résistance statorique mène à une mauvaise
estimation du couple de charge et à fortiori de la vitesse et des courants.
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Fig. 6.1: Trajectoires de référence vitesse, couple de charge et amplitude du défaut.
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Fig. 6.3: Vitesse Ω de référence et observée.
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Fig. 6.4: Couple de charge observé et de référence Tl.
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Fig. 6.5: Amplitude du défaut estimé d.
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Fig. 6.6: Influence d’une variation de −50% de Rs sur Tl.
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Fig. 6.7: Influence d’une variation de +50% de Rs sur Tl.
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Conclusion
Les résultats présentés dans cette section soulignent l’influence de l’amplitude du défaut
sur la reconstruction de l’état.
Ces essais corroborent l’idée générale du Problème Fondamental de la Génération
de Résidus évoqué dans le chapitre (2). Pour un diagnostic de défaut efficient, il est
nécessaire de découpler les défauts et les perturbations du système.
L’étude des conditions nécessaires sur les transformations non linéaires x = T (η)
permettant de découpler les défauts et les perturbations est faite dans [39, 85, 86].
L’application de ces conditions, même sur des exemples académiques, ne semble pas
triviale.
De manière générale, à notre connaissance, il n’existe pas d’algorithme permettant
d’identifier ce type de transformation.
De plus, les essais ci-dessus confirment l’importance d’estimer les résistances rotorique
et statorique pour résoudre le problème de la robustesse de l’observateur face aux
incertitudes paramétriques, et ce dans le but d’établir une commande tolérante aux
défauts pour la machine asynchrone sans capteur.
Dans la section suivante, nous définissons une stratégie robuste de diagnostic de la
machine asynchrone sans capteur de vitesse. Cette stratégie comprend l’extension des
variables d’état estimées par l’ajout des résistances Rs et Rr ainsi que l’ajout d’un
estimateur afin d’améliorer la détection des défauts de courts-circuits statoriques.
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6.4 Stratégie pour le Diagnostic de défauts avec incer-
titudes paramétriques d’une machine asynchrone
sans capteur
6.4.1 Modèle d’état étendu dans le repère tournant dq lié au flux
rotorique
Afin d’écrire un observateur pour les paramètres de la machine asynchrone, nous étendons
le modèle d’état (5.36) par l’ajout des résistances rotorique Rr et statorique Rs.
Nous supposons que les résistances Rr et Rs varient lentement telles que leurs dérivées
temporelles sont nulles, autrement dit :
R˙s = R˙r = 0. (6.11)
Le nouveau modèle d’état s’écrit donc :
Σe :
{
x˙ = A(u, y)x+ ϕ(u, y, x) + Eǫ+ F (u, x)d
y = Cx.
(6.12)
où x =
[
isd isq φrd ρ Ω Rs Rr Tl
]T
, u =
[
usd usq
]T
,
y =
[
h1 h2
]T
=
[
isd isq
]T
, ǫ =
[
Tl
]
,
A(u, y) =


0 0 bm3Rr 0 0 0 0 0
0 0 0 0 −bpφrd 0 0 0
0 0 0 0 0 0 m3 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


,
ϕ(u, y, x) =


−(m1Rs +m2Rr)isd + pΩisq +m3Rr Msrφrd i2sq
−(m1Rs +m2Rr)isq − pΩisd −m3Rr Msrφrd isdisq
m3RrMsrisd
pΩ +m3Rr
Msr
φrd
isq
mφrdisq − cΩ
0
0
0


,
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E =


0
0
0
0
− 1
J
0
0
0


,
F (u, x) =

−(m1Rs +m2Rr) +m3RrMsrΛd(u) pΩ
−pΩ −(m1Rs +m2Rr)−m3RrMsrΛd(u)
m3RrMsr 0
0 m3RrMsr
φrd
0 mφrd
0 0
0 0
0 0


∗
[
Λd(u)
Λq(u)
]
,
avec m2 =
M2sr
σLsL2r
et m3 = 1Lr .
Ce modèle (6.12), peut être vu comme une interconnection entre les sous-systèmes (6.13),
(6.14) et (6.15) :

 ˙isdφ˙rd
R˙r

 =

 0 bm3Rr 00 0 −m3
0 0 0



 isdφrd
Rr

+

 −(m1Rs +m2Rr)isd + pΩisq +m3Rr Msrφrd i2sqm3RrMsrisd
0


+

 −(m1Rs +m2Rr) +m3RrMsrΛd(u) pΩm3RrMsr 0
0 0

 ∗ [ Λd(u)
Λq(u)
]
d
(6.13)

 i˙sqΩ˙
T˙l

 =

 0 −bpφrd 00 0 − 1
J
0 0 0



 isqΩ
Tl

+

 −(m1Rs +m2Rr)isq − pΩisd −m3Rr Msrφrd isdisqmφrdisq − cΩ
0


+

 −pΩ −(m1Rs +m2Rr)−m3RrMsrΛd(u)0 mφrd
0 0

 ∗ [ Λd(u)
Λq(u)
]
d
(6.14)
La résistance statorique étant constante, l’équation différentielle correspondante est :
R˙s = 0. (6.15)
Alors, il est possible de représenter les sous-systèmes (6.13) et (6.14) sous la forme com-
pacte interconnectée suivante (6.16) et (6.17) :
Σ1 :
{
X˙1 = A1(X2)X1 + ϕ1(u, y,X3, X2, X1) + F1(u, x)d
y1 = C1X1
(6.16)
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Σ2 :
{
X˙2 = A2(X1)X2 + ϕ2(u, y,X1, X2, X3) + F2(u, x)d
y2 = C2X2
(6.17)
où
A1(X2) =

 0 bm3Rr 00 0 −m3
0 0 0

, A2(X1) =

 0 −bpφrd 00 0 − 1
J
0 0 0


ϕ1(u, y,X3, X2, X1) =


−(m1Rs +m2Rr)isd + pΩisq +m3Rr Msrφrd i2sq
m3RrMsrisd
0
0

,
ϕ2(u, y,X1, X2, X3) =

 −(m1Rs +m2Rr)isq − pΩisd −m3Rr Msrφrd isdisqmφrdisq − cΩ
0

,
F1(u, x) =


−(m1Rs +m2Rr) +m3RrMsrΛd(u) pΩ
m3RrMsr 0
0 0
0 0

 ∗
[
Λd(u)
Λq(u)
]
,
F2(u, x) =

−pΩ −(m1Rs +m2Rr)−m3RrMsrΛd(u)0 mφrd
0 0

 ∗ [Λd(u)
Λq(u)
]
.
et X1 =
[
isd φrd Rr
]T
, X2 =
[
isq Ω Tl
]T
et X3 = Rs sont les variables d’état, u =[
usd usq
]T
sont les entrées et y =
[
isd isq
]T
sont les sorties, avec C1 =
[
1 0 0
]
et
C2 =
[
1 0 0
]
.
Remarque 6.4 Le choix des variables de chaque sous-système a été fait dans le but de
séparer les variables mécaniques (Ω, Tl) de la variable magnétique (φrd) afin de découpler
le défaut d de la perturbation ǫ. D’autres choix peuvent être aussi considérés dans la
représentation du système, pourvu qu’un observateur puisse être conçu pour le diagnostic
et l’observation.
6.4.2 Observabilité de la machine asynchrone sans mesure de vi-
tesse
L’objectif principal est la synthèse d’un observateur pour d’une part la commande et
d’autre part le diagnostic de défaut de la machine asynchrone sans capteur mécanique.
Nous avons montré en début de ce chapitre l’influence des incertitudes paramétriques sur
la reconstruction de l’état étendu de la machine asynchrone sans capteur avec défauts.
Pour pallier ce problème et assurer la robustesse de l’observateur, nous étendons les
variables d’état par l’ajout des résistances Rs et Rr.
L’observabilité de la machine asynchrone sans capteur ayant déjà été traité dans [96],
nous étudions si l’ajout des résistances Rs et Rr modifie l’observabilité de la machine
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asynchrone sans capteur. Cela revient à étudier l’identifiabilité des paramètres Rs et Rr
pour la machine asynchrone sans capteur mécanique.
Nous faisons l’étude de l’observabilité dans le repère dq généralisé en étendant le vecteur
d’état et en considérant la vitesse non mesurable.
Nous considérons le modèle de la machine asynchrone (5.33) où la vitesse n’est pas me-
surée. {
x˙ = f(x) + g(x)u
y = h(x)
(6.18)
x =


x1
x2
x3
x4
x5
x6
x7
x8


=


isd
isq
φrd
φrq
Ω
Tl
Rs
Rr


, u =
[
usd
usq
]
, h(x) =
[
h1
h2
]
=
[
x1
x2
]
f(x) =


bm3x8x3 + bpx5x4 − (m1x7 +m2x8)x1 + ωsx2
bm3x8x4 − bpx5x3 − (m1x7 +m2x8)x2 − ωsx1
−m3x8x3 + (ωs − px5)x4 +m3x8Msrx1
−m3x8x4 − (ωs − px5)x3 +m3x8Msrx2
m(x3x2 − x4x1)− cx5 − 1Jx6
0
0
0


, g(x) =


m1 0
0 m1
0 0
0 0
0 0
0 0


.
Soit l’ensemble de fonctions C∞ P1(x) généré à partir des mesures et leurs dérivées res-
pectives tel que :
P1(x) =


h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2
h
(3)
1
h
(3)
2


=


x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2
x
(3)
1
x
(3)
2


.
Le jacobien J1 de P1(x) par rapport à l’état x permet de caractériser l’observabilité du
système (6.18) au sens du rang :
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J1(x) =
∂(P1(x))
∂(x)
=


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
−(m1x7 +m2x8) ωs bm3x8 bpx5 bpx4 0 −m1x1 bm3x3 −m2x1
−ωs −(m1x7 +m2x8) −bpx5 bm3x8 −bpx3 0 −m1x2 bm3x4 −m2x2
a1 a2 a3 a4 a5 a6 a7 a8
b1 b2 b3 b4 b5 b6 b7 b8
s1 s2 s3 s4 s5 s6 s7 s8
r1 r2 r3 r4 r5 r6 r7 r8


où les termes ai, bi, si et ri, pour i = 1, · · · , 8 dépendent des variables d’états xi ainsi
que de la pulsation ws, des tensions usdq et de leurs dérivées temporelles respectives (
voir Annexe A).
Vu, les expressions de ai, bi, si et ri (Annexe A), le déterminant D1 de la matrice J1(x)
est difficile à exploiter. Nous allons donc considérer différents cas particuliers afin de
mieux étudier l’observabilité de la machine asynchrone sans capteur de vitesse.
Nous considérons tout d’abord le cas où la vitesse Ω de la machine asynchrone est
constante.
6.4.3 Cas 1 : Ω˙ = 0
Dans le cas où la vitesse de la machine asynchrone est constante, le modèle (5.33) devient :{
x˙ = f(x) + g(x)u
y = h(x)
(6.19)
x =


x1
x2
x3
x4
x5
x7
x8


=


isd
isq
φrd
φrq
Ω
Rs
Rr


, u =
[
usd
usq
]
, h(x) =
[
h1
h2
]
=
[
x1
x2
]
f(x) =


bm3x8x3 + bpx5x4 − (m1x7 +m2x8)x1 + ωsx2
bm3x8x4 − bpx5x3 − (m1x7 +m2x8)x2 − ωsx1
−m3x8x3 + (ωs − px5)x4 +m3x8Msrx1
−m3x8x4 − (ωs − px5)x3 +m3x8Msrx2
0
0
0


, g(x) =


m1 0
0 m1
0 0
0 0
0 0

.
Soit la fonction C∞ P2(x) générée à partir des mesures et leurs dérivées respectives de la
façon suivante.
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P2(x) =


h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2
h
(3)
1


=


x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2
x
(3)
1


Le jacobien J2 de P2(x) par rapport à l’état x permet de caractériser l’observabilité du
système (6.19) au sens du rang :
J2(x) =
∂(P2(x))
∂(x)
=


1 0 0 0 0 0 0
0 1 0 0 0 0 0
−(m1x7 +m2x8) ωs bm3x8 bpx5 bpx4 −m1x1 bm3x3 −m2x1
−ωs −(m1x7 +m2x8) −bpx5 bm3x8 −bpx3 −m1x2 bm3x4 −m2x2
a21 a22 a23 a24 a25 a27 a28
b21 b22 b23 b24 b25 b27 b28
s21 s22 s23 s24 s25 s27 s28


La sous-matrice ∂(h1,h2,h˙1,h˙2,h
(2)
1 ,h
(2)
2 )
∂(x1,x2,x3,x4,x5,x6)
est de rang plein sauf pour les points x˙4 = −ωsx3,
x˙3 = ωsx4 ou encore x˙4 = x˙3 = ωs = 0 qui constituent des singularités (physiques) pour
l’observabilité du système [96]. La condition suffisante de l’observabilité est satisfaite sauf
en ces singularités.
Pour l’étude de l’observabilité du système étendu, nous complétons par le calcul du rang
du jacobien J2 de P2(x).
Hors les singularités mentionnées ci-dessus et au vue des termes a2i, b2i et s2i, i = 1..7
définis dans en section A.2, le déterminant D2 du jacobien J2 de P2(x) est non nul. Les
paramètres Rs et Rr sont donc identifiables.
Étudions l’observabilité de la machine asynchrone sans capteur pour le cas (physique) où
la pulsation ωs est nulle.
6.4.4 Cas 2 : ωs = 0
Dans ce cas le modèle de la machine asynchrone (5.33) devient :
{
x˙ = f(x) + g(x)u
y = h(x)
(6.20)
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x =


x1
x2
x3
x4
x5
x6
x7
x8


=


isd
isq
φrd
φrq
Ω
Tl
Rs
Rr


, u =
[
usd
usq
]
, h(x) =
[
h1
h2
]
=
[
x1
x2
]
f(x) =


bm3x8x3 + bpx5x4 − (m1x7 +m2x8)x1
bm3x8x4 − bpx5x3 − (m1x7 +m2x8)x2
−m3x8x3 − px5x4 +m3x8Msrx1
−m3x8x4 + px5x3 +m3x8Msrx2
m(x3x2 − x4x1)− cx5 − 1Jx6
0
0
0


, g(x) =


m1 0
0 m1
0 0
0 0
0 0
0 0


.
Soit la fonction C∞ P4(x) générée à partir des mesures et leurs dérivées respectives de la
façon suivante.
P4(x) =


h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2
h
(3)
1
h
(3)
2


=


x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2
x
(3)
1
x
(3)
2


.
Le jacobien J4 de P4(x) par rapport à l’état x permet de caractériser l’observabilité du
système (6.20) au sens du rang :
J4(x) =
∂(P4(x))
∂(x)
=


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
−(m1x7 +m2x8) 0 bm3x8 bpx5 bpx4 0 −m1x1 bm3x3 −m2x1
0 −(m1x7 +m2x8) −bpx5 bm3x8 −bpx3 0 −m1x2 bm3x4 −m2x2
a41 a42 a43 a44 a45 a46 a47 a48
b41 b42 b43 b44 b45 b46 b47 b48
s41 s42 s43 s44 s45 s46 s47 s48
r41 r42 r43 r44 r45 r46 r47 r48


La sous-matrice ∂(h1,h2,h˙1,h˙2,h
(2)
1 ,h
(2)
2 )
∂(x1,x2,x3,x4,x5,x6)
est de rang plein sauf pour les points Te = 0 et φ2rd +
φ2rq = 0 [96]. Nous regardons le rang du jacobien
∂(h
(3)
1 ,h
(3)
2 )
∂(x7,x8)
pour l’observabilité du système
étendu. Cela revient à calculer le rang de la matrice :
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J
′
4(x) =
∂(h
(3)
1 , h
(3)
2 )
∂(x7, x8)
=
[
s47 s48
r47 r48
]
Le déterminant est alors :
D
′
4 = s47r48 − r47s48,
avec les termes s47, s48, r47, r48 définis dans l’annexe A, section A.3. Le déterminant D
′
4
est non nul.
De plus, hors les singularités précisées ci-dessus, le déterminantD4 du jacobien J4, fonction
des termes a4i, b4i, r4i et s4i, i = 1..8, est non nul. La condition suffisante de l’observabilité
du système est encore une fois satisfaite et les paramètres Rs et Rr sont donc identifiables.
Voyons maintenant l’observabilité du système étendu pour le cas (physique) où le flux
dans le rotor et le couple électromécanique sont tous deux nuls.
6.4.5 Cas 3 : φ˙rd = φ˙rq = ωs = 0
Le modèle de la machine asynchrone (5.33) se résume comme suit :{
x˙ = f(x) + g(x)u
y = h(x)
(6.21)
x =


x1
x2
x3
x4
x5
x6
x7
x8


=


isd
isq
φrd
φrq
Ω
Tl
Rs
Rr


, u =
[
usd
usq
]
, h(x) =
[
h1
h2
]
=
[
x1
x2
]
f(x) =


bm3x8x3 + bpx5x4 − (m1x7 +m2x8)x1
bm3x8x4 − bpx5x3 − (m1x7 +m2x8)x2
0
0
m(x3x2 − x4x1)− cx5 − 1Jx6
0
0
0


, g(x) =


m1 0
0 m1
0 0
0 0
0 0
0 0


.
Soit la fonction C∞ P5(x) générée à partir des mesures et leurs dérivées respectives de la
façon suivante.
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P5(x) =


h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2
h
(3)
1
h
(3)
2


=


x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2
x
(3)
1
x
(3)
2


.
Le jacobien J5 de P5(x) par rapport à l’état x permet de caractériser l’observabilité du
système (6.21) au sens du rang :
J5(x) =
∂(P5(x))
∂(x)
=


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
−(m1x7 +m2x8) ωs bm3x8 bpx5 bpx4 0 −m1x1 bm3x3 −m2x1
−ωs −(m1x7 +m2x8) −bpx5 bm3x8 −bpx3 0 −m1x2 bm3x4 −m2x2
a51 a52 a53 a54 a55 a56 a57 a58
b51 b52 b53 b54 b55 b56 b57 b58
s51 s52 s53 s54 s55 s56 s57 s58
r51 r52 r53 r54 r55 r56 r57 r58


La sous-matrice ∂(h1,h2,h˙1,h˙2,h
(2)
1 ,h
(2)
2 )
∂(x1,x2,x3,x4,x5,x6)
est de rang plein sauf quand φ2rd + φ
2
rq = 0 ou x˙5 = 0
[96].
Nous regardons le rang du jacobien ∂(h
(3)
1 ,h
(3)
2 )
∂(x7,x8)
. Cela revient à calculer le rang de la matrice :
J
′
5(x) =
∂(h
(3)
1 , h
(3)
2 )
∂(x7, x8)
=
[
s57 s58
r57 r58
]
Le déterminant est alors :
D
′
5 = s57r58 − r57s58,
avec les termes s57, s58, r57, r58 définis dans l’annexe A, section A.4. Le déterminant D
′
5
est non nul. Le déterminant D5, fonction des termes a5i, b5i, r5i et s5i, i = 1..8, est lui
aussi non nul.
La condition suffisante de l’observabilité est donc satisfaite sauf en les singularités
explicitées ci-dessus et les paramètres Rs et Rr sont identifiables.
Nous étudions maintenant si, à vitesse Ω constante (Ω˙ = 0), flux rotorique φrdq constant
(φ˙rd = φ˙rq = 0) et pulsation statorique nulle (ωs = 0), la machine asynchrone sans
capteur de mesure est observable.
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6.4.6 Cas 4 : φ˙rd = φ˙rq = ωs = 0 et Ω˙ = 0
Dans ce cas, le modèle de la machine asynchrone (5.33) devient :
{
x˙ = f(x) + g(x)u
y = h(x)
(6.22)
x =


x1
x2
x3
x4
x5
x6
x7
x8


=


isd
isq
φrd
φrq
Ω
Tl
Rs
Rr


, u =
[
usd
usq
]
, h(x) =
[
h1
h2
]
=
[
x1
x2
]
f(x) =


bm3x8x3 + bpx5x4 − (m1x7 +m2x8)x1
bm3x8x4 − bpx5x3 − (m1x7 +m2x8)x2
0
0
0
0
0
0


, g(x) =


m1 0
0 m1
0 0
0 0
0 0
0 0


.
Considérons la fonction C∞ P6(x) générée à partir des mesures et leurs dérivées respectives
de la façon suivante.
P6(x) =


h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2
h
(3)
1
h
(3)
2
h
(4)
1
h
(4)
2


=


x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2
x
(3)
1
x
(3)
2
x
(4)
1
x
(4)
2


.
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Soit J6 le jacobien associé à P6(x) par rapport à x dans l’espace d’observabilité permettant
de caractériser l’observabilité au sens du rang :
J6(x) =
∂(P6(x))
∂(x)
=


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
−(m1x7 +m2x8) 0 bm3x8 bpx5 bpx4 0 −m1x1 bm3x3 −m2x1
0 −(m1x7 +m2x8) −bpx5 bm3x8 −bpx3 0 −m1x2 bm3x4 −m2x2
a61 0 a63 a64 a65 0 a67 a68
0 b62 b63 b64 b65 0 b67 b68
s61 0 s63 s64 s65 0 s67 s68
0 r62 r63 r64 r65 0 r67 r68


Nous remarquons que :
∂h
(2)
1
∂x
= −(m1x7 +m2x8)∂h˙1∂x ,
∂h
(2)
2
∂x
= −(m1x7 +m2x8)∂h˙2∂x ,
∂h
(3)
1
∂x
= (m1x7 +m2x8)
2 ∂h˙1
∂x
,
∂h
(3)
2
∂x
= (m1x7 +m2x8)
2 ∂h˙2
∂x
.
Par conséquent, l’observabilité du système (6.22) ne peut être établie dans le cas
particulier de fonctionnement de la machine où φrd , φrq sont constants, pulsation
statorique nulle et la vitesse est constante même en utilisant les dérivées d’ordre
supérieur des mesures.
6.4.7 Stratégie robuste de détection des défauts
Suite à l’étude de l’observabilité de la machine asynchrone sans capteur de vitesse,
nous définissons dans cette partie une stratégie robuste de détection des défauts de
courts-circuits statoriques.
Nous synthétisons un observateur d’une part pour estimer les variables électriques et
d’autre part pour reconstruire les variables mécaniques (vitesse et couple de charge).
L’observateur servira aussi à estimer les résistances rotorique Rr et statorique Rs.
A cet observateur, nous adjoignons un "quasi-estimateur" qui est un estimateur robuste
par rapport au couple de charge, aux variations paramétriques de Rs et Rr mais
néanmoins sensible aux défauts. Ce quasi-estimateur, défini dans la section 6.5.1, est
une copie du système sans défaut qui reçoit en entrée le couple de charge Tˆl et les résis-
tances (Rˆs, Rˆr) reconstruits et fournit en sortie des signaux "quasi-sains", c’est-à-dire, des
signaux très peu affectés par les perturbations et les variations paramétriques considérées.
Nous générons les résidus r(t) pour la détection des défauts en comparant les sorties
mesurées y aux sorties estimées y˜.
Les résidus r(t) correspondent à l’écart entre les courants mesurés idq et les courants
estimés i˜dq. Cet écart équivaut au courant iscdq induit par le court-circuit défini dans le
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chapitre précédent (5.35).
r(t) = e˜dq = idq − i˜dq (6.23)
Les résidus ainsi définis serviront par la suite à isoler et localiser les défauts.
6.4.8 Stratégie robuste d’isolation des défauts
Nous définissons dans cette partie une stratégie robuste pour l’isolation des défauts de
courts-circuits statoriques. Isoler un défaut de court-circuit statorique c’est déterminer le
nombre de spires en court-circuit ncc ainsi que pγ l’angle qui indique la phase sur laquelle
le court-circuit est apparu.
Cette stratégie repose sur l’utilisation des résidus r(t) générés avec les signaux fournis
par le quasi-estimateur et les signaux mesurés (6.23).
Calcul du nombre de spires en court-circuit
Nous calculons tout d’abord ncc à partir des expressions (6.23) et (5.35). En effet, e˜dq
correspondant au courant de court-circuit iscdq,
rdq = e˜dq =
2ncc
3nsRˆs
P (−ξ)Q(pγ)P (ξ)usdq. (6.24)
Afin de découpler le défaut d de la perturbation ǫ, pour le calcul de ncc, nous n’exploitons
que la composante de l’erreur e˜dq selon l’axe d.
rd = e˜d =
2ncc
3nsRˆs
[
cos2 (pγ − ξ) 1
2
sin2(pγ − ξ)]usdq. (6.25)
De plus, en pratique, la matrice {P (−ξ)Q(pγ)P (ξ)usdq} n’étant pas inversible, nous posons
donc :
max {e˜d} = max
{
2ncc
3nsRˆs
[
cos2 (pγ − ξ) 1
2
sin2(pγ − ξ)]usdq}
= 2ncc
3nsRˆs
max
{[
cos2 (pγ − ξ) 1
2
sin2(pγ − ξ)]usdq}
= 2ncc
3nsRˆs
max
{
cos2 (pγ − ξ)usd + 12sin2(pγ − ξ)usq
}
= 2ncc
3nsRˆs
max Λd(usdq).
(6.26)
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Déterminer le maximum de la fonction Λd(usdq) revient à calculer sa dérivée temporelle
telle que
dΛd(usdq)
dt
= 0. (6.27)
Dans le repère dq orienté flux, en régime permanent, les tensions usdq sont constantes.
Leurs dérivées temporelles sont donc nulles.
La relation (6.27) devient :
dΛd(usdq)
dt
= 0⇔ −sin 2(pγ − ξ)usd + cos 2(pγ − ξ)usq = 0. (6.28)
De (6.28), nous extrayons (pγ − ξ) tel que :
(pγ − ξ) = 1
2
arctan
usq
usd
. (6.29)
Nous remplaçons (pγ − ξ) dans (6.25). En posant u¯ = usq
usd
, nous obtenons la relation
suivante :
max {e˜d} = ncc3nsRˆsusd(1 +
√
1 + u¯2). (6.30)
Soit :
ncc =
3nsRˆsmax{e˜d}
usd(1+
√
1+u¯2)
. (6.31)
Détermination de la phase affectée par le défaut
Afin de retrouver la valeur de l’angle pγ et ainsi discriminer la phase sur laquelle le
défaut est apparu, nous synthétisons, à partir de l’équation (6.25), pour chaque valeur
de pγ ∈ [0, 2π/3, 4π/3] et pour ncc donné par la relation (6.31), un ensemble de trois
signaux (pa, pb, pc).
Le signal pa est obtenu en posant pγ = 0 dans l’équation (6.25). Ce signal indique
l’occurrence d’un défaut sur la phase a. Le signal pb est obtenu en remplaçant la valeur
de pγ. Pour pγ = 2π/3 le signal pb indique un défaut sur la phase b. Le signal pc, quant
à lui, obtenu en posant pγ = 4π/3 dans l’équation (6.25), indique de l’occurrence d’un
défaut sur la phase c.
Nous comparons ensuite chaque signal (pa, pb, pc) au résidu rd obtenu par comparaison
des signaux mesurés et estimés.
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La phase sur laquelle le défaut est apparu est indiquée par le minimum des trois signaux
(ea, eb, ec) générés suivant les équations :
ea = pa − rd
eb = pb − rd
ec = pc − rd
(6.32)
Nous présentons dans la section suivante l’ensemble d’observateurs et d’estimateurs
synthétisés pour le diagnostic de défauts et la commande sans capteur de la machine
asynchrone.
6.5 Synthèse d’observateurs et d’estimateurs pour le
Diagnostic de défauts d’une machine asynchrone
sans capteur
Dans cette section, nous comparons les performances des observateurs de type Kalman
et Grand Gain, définis dans le chapitre précédent, pour le diagnostic des défauts pour la
machine asynchrone sans capteur.
En plus de reconstruire les variables mécaniques (vitesse et couple de charge), les
observateurs serviront à estimer, pour la commande, les variables électriques (courant et
flux) ainsi que les résistances Rs et Rr.
Nous synthétisons en complément des observateurs, des estimateurs qui, à partir du
couple de charge et des résistances observés, génèrent une estimation du vecteur d’état.
Il s’agit d’estimateurs adaptatifs dans le sens où les variations paramétriques (Rˆs, Rˆr)
ainsi que la perturbation (Tˆl) sont prises en compte. Ces estimateurs sont plus simples
que les observateurs car, contrairement à ces derniers, aucun calcul de gain n’est nécessaire.
L’ensemble Observateurs+Estimateurs constitue une solution robuste au paradoxe
"Robustesse-Sensibilité" sans pour autant compléxifier les équations. Cet ensemble
servira d’une part à la commande sans capteur de la machine asynchrone et d’autre part
au diagnostic de défauts de cette machine. En effet, l’ensemble est sensible aux défauts
pour le diagnostic tout en étant robuste par rapport aux incertitudes paramétriques, aux
défauts ainsi qu’aux perturbations à des fins de commande.
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6.5.1 Synthèse du quasi-estimateur
L’estimateur adaptatif est construit selon le modèle ci-dessous :
˙˜isd = −(m1Rˆs +m2Rˆr )˜isd + ωsi˜sq + bm3Rˆrφ˜rd + bpΩ˜φ˜rq +m1usd
˙˜isq = −ωsi˜sd − (m1Rˆs +m2Rˆr )˜isq − bpΩ˜φ˜rd + bm3Rˆrφ˜rq +m1usq
˙˜φrd = m3RˆrMsr i˜sd −m3Rˆrφ˜rd + (ωs − pΩ˜)φ˜rq
˙˜φrq = m3RˆrMsr i˜sq − (ωs − pΩ˜)φ˜rd −m3Rˆrφ˜rq
˙˜Ω = m(φ˜rdi˜sq − φ˜rq i˜sd)− cΩ˜− 1J Tˆl
(6.33)
Les paramètres b, c, σ, m, m1, m2 et m3 sont définis par :
b = Msr
σLsLr
, c = fv
J
, σ = 1− M2sr
LsLr
m = pMsr
JLr
, m1 =
1
σLs
, m2 =
M2sr
σLsL2r
, m3 =
1
Lr
.
Ce quasi-estimateur consiste en une copie du système (machine asynchrone sans dé-
faut) avec prise en compte des variations paramétriques (Rˆs, Rˆr) et de la perturbation (Tˆl).
6.5.2 Synthèse des observateurs
Nous synthétisons deux types d’observateurs, un observateur de type Kalman et un
observateur Grand Gain, afin de comparer leur performance pour le diagnostic de défauts
de la machine asynchrone sans capteur.
Les observateurs de type Kalman pour les sous-systèmes (6.13), (6.14) et (6.15) sont
donnés par :
O1 :
{
Z˙1 = A1(Z2)Z1 + ϕ1(u, y, Z3, Z2, Z1)−K1(yˆ1 − y1)
yˆ1 = C1Z1
(6.34)
O2 :
{
Z˙2 = A2(Z1)Z2 + ϕ2(u, y, Z1, Z2, Z3)−K2(yˆ2 − y2)
yˆ2 = C2Z2
(6.35)
O3 :
{
Z˙3 = −K3(yˆ − y) (6.36)
Les gains K1 et K2 sont définis respectivement par K1 = S
−1
1 C
T
1 et K2 = S
−1
2 C
T
2 avec S1
et S2 solutions des équations différentielles :
S˙1 = −θK1S1 − AT1 S1 − S1A1 + CT1 C1
S˙2 = −θK2S2 − AT2 S2 − S2A2 + CT2 C2
(6.37)
θK1 et θK2 sont des constantes positives.
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Les observateurs Grand Gain pour les sous-systèmes (6.13), (6.14) et (6.15) sont donnés
par :
O1 :
{
Z˙1 = A1(Z2)Z1 + ϕ1(u, y, Z3, Z2, Z1)− Γ−11 (u, y)∆−11 K1(yˆ1 − y1)
yˆ1 = C1Z1
(6.38)
O2 :
{
Z˙2 = A2(Z1)Z2 + ϕ2(u, y, Z1, Z2, Z3)− Γ−12 (u, y)∆−12 K2(yˆ2 − y2)
yˆ2 = C2Z2
(6.39)
O2 :
{
Z˙3 = −∆−13 K3(yˆ − y) (6.40)
Z1 =
[ˆ
isd φˆrd Rˆr
]T
, Z2 =
[ˆ
isq Ωˆ Tˆl
]T
et Z3 = Rˆs sont les variables d’état estimées.
Γ1 et Γ2 sont définies respectivement par les matrices A1(Z2) et A2(Z1).
∆1 = diag {1/θG1, 1/θ2G1, 1/θ3G1, 1/θ4G1} et ∆2 = diag {1/θG2, 1/θ2G2, 1/θ3G2} et ∆3 =
diag {1/θG3, 1/θ2G3}avec θG1, θG2 et θG3 des constantes positives.
Les matrices A1(Z2) et A1(Z2) ainsi que les champs de vecteurs ϕ1(u, y, Z2, Z1) et
ϕ2(u, y, Z1, Z2) sont donnés par :
A1(Z2) =

 0 bm3Rˆr 00 0 −m3
0 0 0

, A2(Z1) =

 0 −bpφˆrd 00 0 − 1
J
0 0 0


ϕ1(u, y, Z3, Z2, Z1) =


−(m1Rˆs +m2Rˆr)isd + pΩˆisq +m3Rˆr Msrφˆrd i
2
sq
m3RˆrMsrisd
0
0

,
ϕ2(u, y, Z1, Z2, Z3) =

 −(m1Rˆs +m2Rˆr)isq − pΩˆisd −m3Rˆr
Msr
φˆrd
isdisq
mφˆrdisq − cΩˆ
0

.
De plus, pour reconstruire le défaut d, nous ajoutons à l’ensemble "Observa-
teur+Estimateur" un observateur construit suivant la loi d’estimation de la forme sui-
vante :
˙ˆD = −θ3(z1 − x1)− θ4(z2 − x2),
avec θ3 et θ4 les gains.
Nous posons, comme pour les observateurs à entrée inconnue [31], la remarque ci-dessous.
Remarque 6.5 d et D˙ sont tous deux bornés.
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Remarque 6.6 Les gains θ3 et θ4 sont réglés afin de minimiser l’influence de la
perturbation sur la reconstruction du défaut et par ce fait découpler structurellement
défaut et perturbation. Ainsi, dans le repère dq orienté selon le flux (équation 6.3), la
vitesse Ω dépend du courant iq mais pas du courant id. Le gain associé à l’erreur sur le
courant iq, θ4, est alors pris nul.
6.6 Diagnostic robuste de défauts d’une machine asyn-
chrone sans capteur
Nous rappelons le benchmark défini pour le diagnostic de défauts de courts-circuits
statoriques pour une machine asynchrone sans capteur avec les caractéristiques du
tableau 5.2.
6.6.1 Benchmark pour le diagnostic de la machine asynchrone
L’ensemble d’observateurs et d’estimateurs définis ci-dessus est appliqué au diagnostic
de la machine asynchrone sans capteur selon un benchmark spécifique. Ce benchmark
spécifique "Observateur pour le Diagnostic" est défini dans le cadre du groupe de travail
Inter GDR CE2 et implanté à l’IRCCyN [26].
Ce benchmark permet de tester la performance des observateurs pour une machine
asynchrone et ce, à basse fréquence. Ce benchmark a été modifié afin d’inclure des tests
pour le diagnostic de défauts.
Les courts-circuits statoriques sont introduits grâce aux équations (5.34), (5.35). Ils sont
appliqués à une machine asynchrone avec les caractéristiques définies dans le tableau 5.2.
Nous considérons le couple de charge Tl comme la perturbation ǫ. Le couple est appliqué
à basse et à haute vitesse (de t = 1s à t = 5s) comme le montre la figure 5.7.
Comme les tests précédents, la vitesse maximale est établie à 60 rad/s afin d’éviter des
courants trop élevés dans la machine asynchrone et ainsi protéger la machine de courants
qui pourraient, en cas de défauts importants, entraîner sa destruction.
La période d’échantillonnage de la simulation est égale à 200µs.
Nous appliquons des courts-circuits d’amplitude croissante et sur différentes phases. Le
nombre total de spires par phase vaut 276. Le court-circuit intervient sur une phase. Le
défaut est appliqué d’abord à très basse vitesse (de t = 3s à 5s) puis à vitesse moyenne
(de t = 6.5s à 8.5s).
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6.6.2 Résultats de simulation
Les résultats présentés ci-dessous montrent la performance des quasi-estimateurs
construits à partir de l’équation (6.33), de l’observateurs de type Kalman (6.34-6.35) et
de l’observateur Grand Gain (6.38-6.39) pour le diagnostic de défauts de court-circuits.
Le tableau 6.1 récapitule les performances en termes d’isolation du défaut des obser-
vateurs de type Kalman et Grand Gain ainsi que des quasi-estimateurs respectivement
associés. Pour une machine asynchrone, isoler un défaut de court-circuit statorique c’est
retrouver la phase d’occurrence par la détermination de pγ et l’amplitude du défaut
définie par ncc le nombre de spires en court-circuit.
Phase ncc Phase ncc Phase ncc Phase ncc
Défaut appliqué a 5 b 12 c 15 c 26
Observateur de type Kalman a 6 c 11 a 13 a 23
Quasi-estimateur associé a 9 b 12 a 14 c 22
Observateur Grand Gain a 4 b 12 c 23 c 37
Quasi-estimateur associé a 6 b 14 a 26 a 40
Tab. 6.1: Performances des observateurs et des quasi-estimateurs pour l’isolation des défauts
La figure 6.8 représente les trajectoires de référence pour la vitesse, le couple de charge
et l’amplitude du défaut de court-circuit appliqué. Les instants d’application de la
perturbation ǫ et du défaut d y apparaissent clairement. Le flux est établi à 1.1 Wb pour
éviter une saturation de la machine asynchrone.
Les résultats des essais pour le diagnostic de défaut de la machine asynchrone sont
donnés par les figures 6.9, 6.10, 6.11, 6.12, 6.13, 6.14. Ces résultats montrent les
performances de deux observateurs non linéaires et des quasi-estimateurs associés
pour la détection d’un défaut de 12 spires en court-circuit sur la phase b. L’ensemble
"Observateurs+Estimateurs" est couplé à la commande vectorielle sans capteur de type
Backstepping définie dans [96].
Les figures 6.9, 6.10 montrent l’estimation de la vitesse, des courants isd et isq et du
couple Tl. Les figures 6.11, 6.12, 6.13, 6.14 illustrent les performances des observateurs
de type Kalman et Grand Gain et des quasi-estimateurs associés pour la génération des
résidus.
Les figures 6.11, 6.12, 6.14 montrent les résidus indiquant la présence de défauts, générés
grâce à l’observateur de type Kalman, l’observateur Grand Gain et aux quasi-estimateurs
respectivement associés. Quant à la figure 6.13, elle donne l’allure générale du défaut d
estimé par l’ observateur de type Kalman et l’observateur Grand Gain synthétisé pour le
diagnostic de défauts de la machine asynchrone sans capteur.
Si le couple de charge reconstruit grâce à l’observateur Grand Gain converge plus
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rapidement vers sa valeur de référence (fig. 6.10), le couple de charge reconstruit par
l’observateur de type Kalman est moins sensible au défaut. De ce fait, la vitesse observée
Ωˆ fournie par l’observateur de type Kalman est meilleure pour la commande sans capteur
de la machine asynchrone.
De manière générale, les résidus sur la figure 6.11 indiquent que le quasi-estimateur associé
à l’observateur Grand Gain est sensible au défaut tandis que l’observateur Grand Gain
est robuste (insensible) par rapport au défaut. Ceux sur la figure 6.12 montrent que, à
contrario, l’observateur de type Kalman est plus sensible au défaut. En effet, le défaut est
plus détectable/ visible sur les résidus générés par l’observateur de type Kalman (fig. 6.14).
La figure 6.13 montre clairement l’estimation du défaut par les observateurs de type
Kalman et Grand Gain. Les instants d’application du défaut y apparaissent clairement
(3s-5s, 6.5s-8.5s). L’amplitude du défaut reconstruite par l’observateur de type Kalman
apparaît plus réaliste. En effet, quelque soit l’amplitude du défaut appliqué, l’observateur
de type Kalman fournit un nombre de spires en court-circuit ncc plus proche (Tab. 6.1).
L’observateur de type Kalman ne permet cependant pas une bonne isolation du défaut.
Les résultats donnés dans le tableau 6.1 indiquent un pourcentage d’erreur élevé pour la
détermination de la phase en défaut. Le quasi-estimateur associé fournit une meilleure
précision dans l’isolation de la phase en défaut.
Quelque soit l’amplitude de défaut appliquée (Tab. 6.1), l’observateur Grand Gain
indique précisément la phase d’occurrence du défaut, contrairement au quasi-estimateur
associé. Ce dernier a, en effet, un pourcentage d’erreur assez élevé. Mais, si l’un et l’autre
donnent un nombre de spires en court-circuit ncc approchant, pour un défaut de petite
amplitude (5 voire 12 spires en court-circuit sur 276 spires au total), le pourcentage
d’erreur sur la détermination de ncc augmente avec l’amplitude du défaut appliquée.
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Fig. 6.8: Trajectoires de référence vitesse, couple de charge et défaut appliqué.
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Fig. 6.9: Courants idq mesurés et observés.
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Fig. 6.10: Vitesse Ω et couple de charge Tl de référence et observés.
0 2 4 6 8 10 12
−5
0
5
Résidu sur courant id − Observateur Grand Gain et quasi−estimateur associé
rd
 (A
)
 
 
id−id est
id−id obs
0 2 4 6 8 10 12
−10
−5
0
5
10
Résidu sur courant iq − Observateur Grand Gain et quasi−estimateur associé
rq
 (A
)
Temps(s)
 
 
iq−iq est
iq−iq obs
Fig. 6.11: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé.
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Fig. 6.12: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé.
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Fig. 6.13: Amplitude du défaut d estimé.
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Fig. 6.14: Comparaison des résidus sur les courants isdq générés par observation.
Voyons maintenant la robustesse par rapport aux incertitudes paramétriques des obser-
vateurs et des quasi-estimateurs.
Tests de robustesse
Nous testons dans cette partie la robustesse de l’un et l’autre observateur ainsi que
celle de leur quasi-estimateur associé. Nous varions donc la résistance statorique Rs de
+50% puis de −50% pour un défaut de 12 spires en court-circuit sur la phase b. Les
performances des observateurs de type Kalman, Grand Gain et les quasi-estimateurs qui
leur sont respectivement associés sont récapitulées dans les tableaux 6.2 et 6.3. Ces deux
tableaux synthétisent les résultats présentés dans l’annexe B.
Phase ncc Phase ncc Phase ncc Phase ncc
Défaut appliqué a 5 b 12 c 15 c 26
Observateur de type Kalman a 5 c 11 a 13 a 23
Quasi-estimateur associé a 9 b 12 a 14 c 22
Observateur Grand Gain a 15 b 18 c 32 c 49
Quasi-estimateur associé a 17 c 21 a 36 a 48
Tab. 6.2: Performances des observateurs et des quasi-estimateurs pour l’isolation des défauts -
Variation de +50% sur Rs
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Phase ncc Phase ncc Phase ncc Phase ncc
Défaut appliqué a 5 b 12 c 15 c 26
Observateur de type Kalman a 5 c 11 a 13 a 23
Quasi-estimateur associé a 9 b 12 a 14 c 22
Observateur Grand Gain a 7 b 12 c 21 c 64
Quasi-estimateur associé a 9 c 15 a 24 c 49
Tab. 6.3: Performances des observateurs et des quasi-estimateurs pour l’isolation des défauts -
Variation de −50% sur Rs
Les tests de robustesse confirment les résultats précédents. Les observateurs sont tous
deux robustes par rapport aux incertitudes paramétriques. L’un et l’autre estiment
correctement l’état étendu malgré les variations de la résistance statorique Rs.
L’observateur de type Kalman est robuste par rapport aux incertitudes paramétriques,
à la perturbation que constitue le couple de charge et au défaut pour l’estimation
de la vitesse. Grâce à l’estimation robuste de l’amplitude du défaut, encore une fois
plus réaliste que celle fournie par l’observateur Grand Gain, le nombre de spires en
court-circuit estimé est plus proche de la valeur réelle de ncc appliquée.
Les variations paramétriques ne modifient pas la performance de l’observateur Grand
Gain pour ce qui est de la détermination de la phase d’occurrence du défaut. L’observa-
teur Grand Gain isole encore une fois précisément la phase en défaut. Il est donc robuste
par rapport aux incertitudes paramétriques. Il ne permet cependant pas une bonne isola-
tion du nombre de spires en court-circuit si l’amplitude du défaut appliquée est trop élevée.
Le tableau 6.4 résume les performances globales des différents observateurs et quasi-
estimateurs associés synthétisés pour l’étude du paradoxe "Robustesse (commande)-
Sensibilité (diagnostic)".
Détection Isolation Commande
Phase ncc
Observateur de type Kalman **** * **** ****
Quasi-estimateur associé **** *** **** ***
Observateur Grand Gain ** **** ** *
Quasi-estimateur associé **** ** ** **
Tab. 6.4: Performances globales des observateurs et des quasi-estimateurs - Compromis entre
détection, isolation et commande
De manière générale, l’observateur de type Kalman et le quasi-estimateur associé se
révèlent optimaux pour la commande, la détection et l’isolation de ncc, le nombre de
spires en court-circuit. L’observateur Grand Gain est quant à lui optimal pour l’isolation
de la phase en défaut. En effet, l’observateur Grand Gain produit naturellement des
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oscillations qui gènent l’estimation de l’état ainsi que la détection de défauts.
La stratégie robuste pour le compromis "Robustesse-Sensibilité" serait donc la synthèse
d’un banc d’observateurs composés d’observateurs de type Kalman et d’observateurs
Grand Gain :
– l’observateur de type Kalman pour la commande et l’isolation du nombre de spires
en court-circuit,
– l’observateur Grand Gain pour l’isolation de la phase d’occurrence du défaut.
Conclusion
Cette section a porté sur la synthèse d’observateurs associés à des quasi-estimateurs pour
le diagnostic de défauts de la machine asynchrone sans capteur. Deux observateurs ont
été synthétisés : un observateur de type Kalman et un observateur Grand Gain.
Les observateurs et les quasi-estimateurs associés ont ensuite été testés sur un benchmark
pour le diagnostic de la machine asynchrone sans capteur. Les défauts considérés dans
notre étude sont des courts-circuits statoriques mais la méthodologie développée peut
être appliquée à tout autre type de défaut.
L’objectif principal était de tester la performance des observateurs et des quasi-estimateurs
pour le diagnostic de courts-circuits statoriques pour une machine asynchrone, notam-
ment en présence de variations paramétriques.
Les différents tests ont montré la robustesse de l’observateur de type Kalman par rapport
aux incertitudes paramétriques, à la perturbation ainsi qu’au défaut en ce qui concerne la
commande et l’isolation de l’amplitude du défaut. L’observateur Grand Gain est, quant
à lui, robuste par rapport aux incertitudes paramétriques et à la perturbation quand il
s’agit de déterminer la phase d’occurrence du défaut.
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6.7 Conclusion
Ce chapitre a traité du diagnostic de défauts de la machine asynchrone sans capteur.
Nous avons, dans un premier temps, synthétisé un observateur Grand Gain pour la
détection de défauts. Les résultats de simulation ont montré leur performance en ce qui
concerne la détection de défauts. Par ailleurs, ils ont aussi montré l’impact du défaut sur
l’estimation du couple de charge considéré comme une perturbation au système. En effet,
le couple de charge est mal reconstruit dans le cas de variations paramétriques.
Comme solution à ce problème, nous définissons donc une stratégie robuste de détection et
d’isolation pour le diagnostic de défauts d’une machine asynchrone. La stratégie est basée
sur l’utilisation d’observateurs non linéaires associés à des "quasi-estimateurs". Il s’agit
d’"estimateurs" robustes par rapport aux incertitudes paramétriques et à la perturbation.
Les deux observateurs synthétisés pour le diagnostic sont d’une part un observateur de
type Kalman et d’autre part un observateur Grand Gain. Les quasi-estimateurs sont
construits à partir du modèle du système. Ils sont robustes aux incertitudes paramétriques
et à la perturbation dans le sens où ils utilisent les résistances Rs, Rr et le couple de
charge estimés. Tout comme les observateurs, les deux quasi-estimateurs se comportent
alors comme des générateurs de résidus. Ils génèrent des signaux qui serviront à détecter
puis isoler les défauts.
Les différents essais révèlent un nécessaire compromis, selon le but recherché, entre une
isolation du défaut, des signaux estimés pour la commande ou une reconstruction réaliste
du défaut.
Une stratégie globale "Commande+Diagnostic" serait donc la synthèse d’un banc d’ob-
servateurs non seulement pour la commande mais aussi pour la détection et l’isolation de
défauts. Ce banc d’observateurs serait composé :
– d’observateurs de type Kalman pour la commande et la détermination de l’amplitude
du défaut,
– d’observateurs Grand Gain pour l’isolation de la phase en défaut.
Une solution moins contraignante en temps de calcul serait d’associer à l’observateur de
type Kalman un quasi-estimateur en parallèle. Cependant, cette solution présente un
inconvénient majeur. En effet, une perte de précision est à noter en ce qui concerne la
localisation de la phase en défaut. Cela fausserait le diagnostic et pourrait induire en
erreur la maintenance.
Chapitre 7
Conclusions et Perspectives
Ce travail de thèse a porté sur le diagnostic par observateurs de systèmes non linéaires.
L’objectif de ces travaux est la synthèse d’observateurs pour des systèmes non linéaires
observables avec défauts.
Nous avons dans un premier temps rappelé l’épistémologie du diagnostic et des observa-
teurs, en général. Le diagnostic de défauts permet d’anticiper la survenue d’une panne
dans le sens où il permet de détecter un défaut. En effet, ce défaut pourrait, si il n’était
pas détecté à temps, causer une panne.
Les observateurs sont généralement utilisés pour la commande d’un système. Ils peuvent
aussi servir au diagnostic de défaut. Dans ce cas, les signaux estimés fournis par
l’observateur serviront non seulement au diagnostic de défauts mais aussi à la commande
du système. L’objectif du diagnostic par observateurs est donc double. L’observateur doit
permettre de détecter les défauts tout en étant robuste pour la commande.
Un compromis assez paradoxal est donc nécessaire entre une observation sensible aux
défauts et insensible aux perturbations et une observation robuste donc pas voire peu
sensible aux deux. Dans le cas où un défaut est détecté, une reconfiguration de la
commande est alors possible.
L’une des contributions de nos travaux est la définition d’une stratégie robuste de diag-
nostic de défauts pour un système non linéaire observable. Cette stratégie est basée sur la
synthèse d’un observateur non linéaire au travers d’une transformation des coordonnées
d’état. La stratégie a ensuite été appliquée au diagnostic de défauts d’une machine à
courant continu série grâce à un observateur de type Kalman. La transformation non
linéaire appliquée a permis de transformer les défauts, au départ de type multiplicatifs,
en des défauts de type additifs.
La seconde contribution est la synthèse d’observateurs Grands Gain pour le diagnostic
de défauts de la machine asynchrone. Les défauts considérés sont des courts-circuits
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statoriques. Ces défauts réagissent comme des défauts capteurs. Les observateurs
synthétisés ont été testés sur un benchmark spécifique défini pour le diagnostic de la
machine asynchrone. Les différents tests, avec puis sans capteur mécanique, ont permis
de déterminer l’influence des incertitudes paramétriques en présence de défauts sur la
reconstruction des états de la machine asynchrone.
L’influence des incertitudes se retrouve entre autres sur la reconstruction du couple de
charge. Dans nos travaux, le couple de charge est considéré comme une perturbation.
En présence de défauts, cette perturbation est mal reconstruite. Elle est d’autant plus
mal reconstruite que l’amplitude des défauts est importante et que les paramètres de la
machine varient. La mauvaise reconstruction du couple de charge entraîne donc, pour la
machine asynchrone sans capteur, une mauvaise estimation de la vitesse.
Pour que la détection de défauts soit précise, l’observateur doit nécessairement être
robuste aux incertitudes paramétriques et aux perturbations. Les tests que nous avons
menés dans un premier temps permettent, dans une certaine mesure, tant que les para-
mètres restent invariants, le diagnostic de défauts. Cependant, le diagnostic de défauts
à l’aide uniquement d’observateurs de flux et de courants, ainsi que la performance
de ces observateurs se trouvent faussés par les variations paramétriques. Les tests ont
ainsi montré qu’une variation des paramètres de la machine asynchrone entraîne soit
une fausse alarme soit une non détection des défauts. L’un et l’autre phénomène est
inacceptable dans le diagnostic des systèmes.
Pour pallier ce problème, nous proposons une stratégie robuste de détection et d’isolation
de défauts de courts-circuits statoriques. Cette stratégie consiste en la synthèse d’un
ensemble Observateur+"Estimateur" pour le diagnostic et l’observation. Nous modifions
donc les observateurs pour estimer les paramètres résistifs de la machine asynchrone
afin de prendre en considération les incertitudes paramétriques. L’extension des états
observés permet la robustesse de l’observateur pour le diagnostic de défauts par la prise
en compte des variations paramétriques.
Une perspective à la première analyse que nous avons faite sur la détection de défauts
à l’aide d’observateurs associés à des transformations non linéaires, notamment pour la
machine à courant continu série serait une extension, à d’autres systèmes industriels à
modèle non linéaire, de cette technique à l’aide de transformations permettant de dé-
coupler les défauts des perturbations. A notre connaissance aucun algorithme constructif
traitant globalement cette problématique n’existe. Toutefois, des méthodes telles que
l’immersion en un système équivalent ou la recherche de difféomorphismes entre systèmes
équivalents pourront être exploitées.
Pour la machine asynchrone, les perspectives à envisager sont de tester expérimentale-
ment les algorithmes de détection définis dans cette thèse afin de valider leur performance
pour une possible mise en oeuvre industrielle.
La démarche utilisée dans ce mémoire pour les machines électriques peut être mise en
oeuvre pour d’autres systèmes industriels à modèle non linéaire. Nos travaux peuvent
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d’autre part contribuer à la conception de commande tolérante aux défauts pour les
systèmes industriels à modèle non linéaire en général et les machines électriques en
particulier.
"Le danger qui menace les chercheurs aujourd’hui serait de conclure qu’il n’y a plus
rien à découvrir ." - Pierre Joliot
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Troisième partie
Annexes

Annexe A
Observabilité de la machine asynchrone
sans capteur mécanique
Nous détaillons dans cette annexe le calcul de l’observabilité de la machine asynchrone
sans capteur mécanique.
A.1 Cas général
a1 = (m1x7 +m2x8)
2 − bMsr(m3x8)2 − bpmx24 − ω2s
a2 = bpmx3x4 + bpm3x8Msrx5 + ω˙s − 2(m1x7 +m2x8)ωs
a3 = −bm3x28 + bpmx2x4 + bp2x25 − (m1x7 +m2x8)bm3x8 − 2bpx5ωs
a4 = −2bpm3x8x5 + bp(mx2x3 −mx4x1 − cx5 − x6J )
−(m1x7 +m2x8)bpx5 − bpmx4x1 − 2bm3x8ωs
a5 = −bpm3x8x4 − bpcx4 + bp(−m3x8x4 + px5x3 +Msrm3x8x2)− (m1x7 +m2x8)bpx4
+bp2x5x3 − 2bpx3ωs
a6 = − bpJ x4
a7 = 2 x1 m1
2 x7 −m1 bm3 x8 x3 −m1 b p x5 x4
+ 2 x1 m1 m2 x8 − 2ωs x2 m1 −m1 2 u1,
a8 = −2 bm3 2 x8 x3 + 2 bm3 x4 ωs − 2 bm3 x4 p x5 + 2 bm3 2 x8 Msr x1 + b p x5 m3 Msr x2
−m1 x7 bm3 x3 + 2m1 x7 x1 m2 − 2m2 x8 bm3 x3 + 2m2 2 x8 x1 −m2 b p x5 x4 − 2m2 ωs x2
−m2 m1 u1
b1 = bpmx3x4 − bpMsrm3x8x5 − ω˙s + 2(m1x7 +m2x8)ωs
b2 = (m1x7 +m2x8)
2 + bMsr(m3x8)
2 − bpmx23 − ω2s
b3 = 2bpm3x8x5 − bp(mx2x3 −mx4x1 − cx5 − x6J ) + (m1x7 +m2x8)bpx5 − bpmx2x3 − 2bm3x8ωs
b4 = −b(m3x8)2 + bpmx1x3 + bp2x25 − (m1x7 +m2x8)bm3x8 − 2bpx5ωs
b5 = bpm3x8x3 + bpcx3 − bp(−m3x8x3 − px5x3 +Msrm3x8x1)− (m1x7 +m2x8)bpx3
+bp2x5x3 − 2bpx4ωs
b6 =
bp
J
x3
b7 = 2 x2 m1
2 x7 −m1 bm3 x8 x4 +m1 b p x5 x3 + 2 x2 m1 m2 x8 + 2ωs x1 m1 −m1 2 u2
b8 = −2 bm3 2 x8 x4 − 2 bm3 x3 ωs + 2 bm3 x3 p x5 + 2 bm3 2 x8 Msr x2 − b p x5 m3 Msr
x1 −m1 x7 bm3 x4 + 2m1 x7 x2 m2 − 2m2 x8 bm3 x4 + 2m2 2 x8 x2 +m2 b p x5 x3
+2m2 ωs x1 −m2 m1 u2
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s1 = −m2 3 x8 3 −m1 3 x7 3 − 2 b p x4 m m3 x8 Msr x2 + b p2 x5 2m3 x8 Msr
+ 2m1 x7 b p m x4
2 − 3 b p x5 m3 x8 Msr ωs
+ b p x4
2 c m + 3 b p m x4 x3 ωs + 3m1 x7 ω
2
s − 4 b p2m x4 x3 x5 − 2m2 x8 3 bm3 2Msr
+ 2m2 x8 b p m x4
2 + 4 bm3 x8 x4
2 p m − 2m1 x7 bm3 2 x8 2Msr
− bm3 3 x8 3Msr + 3m2 x8 ω2s − 3m2 2 x8 2m1 x7 − 3m1 2 x7 2m2 x8
s2 = −(4 bm3 x8 x4 p m J x3 + 2 b p m3 x8 Msr x6 + 2m2 x8 2 J b p x5 m3 Msr
+ 2m2 x8 b p m J x3 x4 − 3m2 2 x8 2 J ωs + 2 b p m3 x8 Msr c x5 J
− 3 bm3 2 x8 2 JMsr ωs − 4 b p m3 x8 Msr m J x3 x2 + 2 bm3 2 x8 2 JMsr p x5
+ 2m1 x7 b p m J x3 x4 + 3 b p m J x3
2 ωs − 3 b p2m J x3 2 x5
+ b p x4 c m J x3 + ω
3
s J + b p
2 x4
2m J x5 + 2m1 x7 J b p x5 m3 x8 Msr
− 6m1 x7 J ωsm2 x8 + 2 b p x4 m J m3 x8 Msr x1 − 3m1 2 x7 2 J ωs)/J,
s3 = bm3
3 x8
3 JMsr − b p2 x5 2 J m3 x8 Msr − 2 b p2m J x4 x3 x5
+ p x4 m J m1 u2 + 3m1 x7 J ωs p x5 − 2m1 x7 p m J x2 x4
− 3 p2 x5 2 J m3 x8 +m2 x8 3 J m3 2 − 6 p m J x2 x3 ωs − p x4 c m J x2
+ 6 p2m J x2 x3 x5 + 2m1 x7 J m3 x8
2m2 +m1
2 x7
2 J m3 x8
+m1 x7 J m3
2 x8
2 + 3m2 x8 J ωs p x5 + 2 p m J x2
2m3 x8 Msr
+m2
2 x8
3 J m3 − 3ω2s J m3 x8 − 4 p x4 m J m3 x8 x2 + 6 p x5 J m3 x8 ωs
− 2m2 x8 p m J x2 x4 − p2 x5 2m1 x7 J − 4 p2m x1 x4 J x5
+ 3 p m x1 x4 J ωs + 3 p c x5 J ωs − p2 x5 2m2 x8 J +m3 3 x8 3 J
− 3 p2 c x5 2 J − 3 p2 x5 x6 + 3 p ωs x6 )/J
s4 = b(m1 x7 p c x5 J
− 2m1 x7 p m J x3 x2 − 2 p2m J x2 x4 x5 +m1 x7 p x6 + 3 p2 x5 2 J ωs
− 4 p m3 x8 m J x3 x2 + 3 p m3 x8 c x5 J + 3m3 2 x8 2 J p x5
+m2
2 x8
2 J p x5 + 4m2 x8 p m J x1 x4 − 4 p2m J x1 x3 x5
− 3m2 x8 2 J ωsm3 − 3ω2s J p x5 +m1 2 x7 2 J p x5 − 3m3 2 x8 2 J ωs
+ 8m3 x8 x4 p m J x1 + 2m2 x8
2 J p x5 m3 + 2 p x4 c m J x1
+ 3 p m J x1 x3 ωs + 4m1 x7 p m J x1 x4 − 3m1 x7 J ωsm3 x8
+ 2m1 x7 J p x5 m2 x8 − 2 p m J x1 m3 x8 Msr x2 + 2m1 x7 J p x5 m3 x8
+ 3 p m3 x8 x6 − p3 x5 3 J + p c x6 +m2 x8 p c x5 J +m2 x8 p x6
− 2 p m J x3 x2 m2 x8 − p c m J x3 x2 + p c2 x5 J
+ 2 bm3
2 x8
2 JMsr p x5 − b p2m J x3 2 x5 − 3 b p2 x4 2m J x5
− 2 p x4 m J m1 u1 + p m J x3 m1 u2)/J
s5 = b p(2 p x5 J m3 x8 Msr x1
− 2m1 x7 J m3 x8 Msr x2 − 2m3 2 x8 2 JMsr x2 − 2m2 x8 2 J m3 Msr x2
− 3 J ωsm3 x8 Msr x1 − 2m1 x7 J p x5 x3 + 2 bm3 2 x8 2 JMsr x4
+ 2m1 x7 J x4 m2 x8 +m1 x7 c J x4 + 3m1 x7 J ωs x3
− 2 b p x5 J m3 x8 Msr x3 + 3 p x3 2m J x2 + 3m3 2 x8 2 J x4 − 3 p2 x5 2 J x4
+ 6 p x5 J x4 ωs + 6m3 x8 J x3 ωs − p x4 2m J x2 +m2 x8 c J x4
+m1
2 x7
2 J x4 − 2m2 x8 J p x5 x3 − 3ω2s J x4 +m2 2 x8 2 J x4
− 2 c J m3 x8 Msr x2 + 3m3 x8 x4 c J − 3 p x3 x6 + 3m2 x8 J ωs x3
+ 2m1 x7 J m3 x8 x4 − b p x4 m J x3 2 − 4 p x4 m J x3 x1 − 6 p c J x3 x5
+ x4 c
2 J − b p x4 3m J + 3 c J x3 ωs + 2m2 x8 2 J m3 x4
+ J m3 x8 Msr m1 u2 − 6m3 x8 J x3 p x5 )/J
s6 = b p(−3 x3 p x5 + c x4
+ 3 x3 ωs + x4 m1 x7 + x4 m2 x8 − 2m3 x8 Msr x2 + 3m3 x8 x4 )/J
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s7 = m12m1
2 x7 J u1 − 2 J ωsm1 u2 −m1 J u˙1 + 2m2 x8 J m1 u1
− J b p2 x5 2 x3 + J bm3 2 x8 2 x3 + 2m1 x7 J bm3 x8 x3 + 2m1 x7 J b p x5 x4
+ 2 J bm3 x8 x4 p x5 + 2m2 x8
2 J bm3 x3 + 2m2 x8 J b p x5 x4
− 3 J ωs bm3 x8 x4 + 3 J ωs b p x5 x3 + b p x4 c x5 J − 2 bm3 2 x8 2 JMsr x1
− 6m1 x7 J x1 m2 x8 − 3m2 2 x8 2 J x1 + 6m2 x8 J ωs x2 − 2 b p x4 m J x3 x2
+ 6m1 x7 J ωs x2 + 2 b p x4
2m J x1 − 2 b p x5 J m3 x8 Msr x2 + b p x4 x6
− 3m1 2 x7 2 J x1 + 3ω2s J x1 )/J
s8 = (−6 bm3 2 J ωs x8 x4 − 3 bm3 J ω2s x3
+ 6 b p x5 J m3 ωs x3 + 6 bm3
2 x8 JMsr ωs x2 − 4 bm3 2 x8 JMsr x1 m1 x7
− 6 bm3 2 x8 2 JMsr x1 m2 + 3 b2m3 3 x8 2 JMsr x3 − 3m1 2 x7 2 J m2 x1
+ 4m1 x7 J m2 bm3 x8 x3 + 2m1 x7 J m2 b p x5 x4 − 3m2 3 x8 2 J x1
+ 2m2
2 x8 J b p x5 x4 − 6m2 2 x8 J x1 m1 x7 + 6m2 2 J ωs x2 x8
− 6m2 J ωs bm3 x8 x4 − 4 b p x5 J m3 Msr x2 m2 x8 − 3 b p x5 J m3 Msr ωs x1
+ 4 b2 p x5 J m3
2Msr x8 x4 − b2 p2 x5 2 J m3 Msr x3
− 2 b p x5 J m3 Msr x2 m1 x7 + 2m1 2 x7 J m2 u1 + 2m2 2 x8 J m1 u1
+ 2 bm3
2 x8 JMsr m1 u1 − 2m2 J ωsm1 u2 + b p x5 J m3 Msr m1 u2
+m1
2 x7
2 J bm3 x3 −m2 J b p2 x5 2 x3 − 2 b p m3 Msr x2 c x5 J
+ 6 bm3
2 J p x5 x8 x4 − 3 bm3 J p2 x5 2 x3 − 4 bm3 2 J p x5 x8 Msr x2
− 3 bm3 3 x8 2 JMsr x1 + b p2 x5 2 J m3 Msr x1 + 3m2 x8 2 J bm3 2 x3
+ 4 bm3 x4
2 p m J x1 + 3m2 J ωs b p x5 x3 + 6m2 J ωs x2 m1 x7
+ 3m2 J ω
2
s x1 + 2 b p m3 Msr x2
2m J x3 − 2 b p m3 Msr x2 m J x4 x1
+ 3 bm3
3 x8
2 J x3 − 2 b p m3 x6 Msr x2 + 4m2 x8 J b p x5 m3 x4
+m2 b p x4 x6 − 2m2 b p x4 m J x3 x2 + 2m2 b p x4 2m J x1
+m2 b p x4 c x5 J − 4 bm3 x4 p m J x3 x2 + 3 bm3 x4 p c x5 J
+ 3 bm3 x4 p x6 + 2m1 x7 J bm3 x4 p x5 + 3m2
2 x8
2 J bm3 x3
− 3m1 x7 J bm3 x4 ωs + 2m1 x7 J bm3 2 x8 x3 −m2 J m1 u˙1/J
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r1 = (3 b p m J x4
2 ωs − 4 bm3 x8 x4 p m J x3 + 2 b p m3 x8 Msr x6
+ 2m2 x8
2 J b p x5 m3 Msr − 2m2 x8 b p m J x3 x4 − 3m2 2 x8 2 J ωs
+ 2 b p m3 x8 Msr c x5 J − 3 bm3 2 x8 2 JMsr ωs
− 2 b p m3 x8 Msr m J x3 x2 + 2 bm3 2 x8 2 JMsr p x5
− 2m1 x7 b p m J x3 x4 + b p2m J x3 2 x5 − b p x4 c m J x3 + ω3s J
− 3 b p2 x4 2m J x5 + 2m1 x7 J b p x5 m3 x8 Msr − 6m1 x7 J ωsm2 x8
+ 4 b p x4 m J m3 x8 Msr x1 − 3m1 2 x7 2 J ωs)/J
r2 = −2 b p x3 m m3 x8 Msr x1
+ b p x3
2 c m + 4 bm3 x8 x3
2 p m + 2m2 x8 b p m x3
2
+ 2m1 x7 b p m x3
2 −m2 3 x8 3 −m1 3 x7 3 + b p2 x5 2m3 x8 Msr
− 3 b p x5 m3 x8 Msr ωs − 3 b p m x4 x3 ωs + 3m1 x7 ω2s
+ 4 b p2m x4 x3 x5 − 2m2 x8 3 bm3 2Msr − 2m1 x7 bm3 2 x8 2Msr
− bm3 3 x8 3Msr + 3m2 x8 ω2s − 3m2 2 x8 2m1 x7 − 3m1 2 x7 2m2 x8
r3 = −b(m1 x7 p c x5 J − 4m1 x7 p m J x3 x2 − 4 p2m J x2 x4 x5 +m1 x7 p x6
+ 3 p2 x5
2 J ωs − 8 p m3 x8 m J x3 x2 + 3 p m3 x8 c x5 J
+ 3m3
2 x8
2 J p x5 +m2
2 x8
2 J p x5 + 2m2 x8 p m J x1 x4
− 2 p2m J x1 x3 x5 − 3m2 x8 2 J ωsm3 − 3ω2s J p x5 +m1 2 x7 2 J p x5
− 3m3 2 x8 2 J ωs + 4m3 x8 x4 p m J x1 + 2m2 x8 2 J p x5 m3
+ p x4 c m J x1 + 2m1 x7 p m J x1 x4 − 3m1 x7 J ωsm3 x8
+ 2m1 x7 J p x5 m2 x8 + 2 p m J x1 m3 x8 Msr x2 + 2m1 x7 J p x5 m3 x8
+ 3 p m3 x8 x6 − p3 x5 3 J + p c x6 +m2 x8 p c x5 J +m2 x8 p x6
− 4 p m J x3 x2 m2 x8 − 2 p c m J x3 x2 + p c2 x5 J
+ 2 bm3
2 x8
2 JMsr p x5 − 3 b p2m J x3 2 x5 − b p2 x4 2m J x5
− p x4 m J m1 u1 + 2 p m J x3 m1 u2 + 3 p m J x2 x4 ωs)/J
r4 = b(p x3 m J m1 u1 + 2 p m J x1
2m3 x8 Msr − 2m2 x8 p m J x1 x3
− p x3 c m J x1 − 2m1 x7 p m J x1 x3 − 4m3 x8 x3 p m J x1
+ bm3
3 x8
3 JMsr − b p2 x5 2 J m3 x8 Msr + 2 b p2m J x4 x3 x5
+ 3m1 x7 J ωs p x5 − 3 p2 x5 2 J m3 x8 +m2 x8 3 J m3 2 − 3 p m J x2 x3 ωs
+ 4 p2m J x2 x3 x5 + 2m1 x7 J m3 x8
2m2 +m1
2 x7
2 J m3 x8
+m1 x7 J m3
2 x8
2 + 3m2 x8 J ωs p x5 +m2
2 x8
3 J m3 − 3ω2s J m3 x8
+ 6 p x5 J m3 x8 ωs − p2 x5 2m1 x7 J − 6 p2m x1 x4 J x5
+ 6 p m x1 x4 J ωs + 3 p c x5 J ωs − p2 x5 2m2 x8 J +m3 3 x8 3 J
− 3 p2 c x5 2 J − 3 p2 x5 x6 + 3 p ωs x6 )/J
r5 = −b p(3 p x4 x6 − 6m3 x8 J x4 ωs
+ 3m3
2 x8
2 J x3 − 4 p x3 m J x4 x2 − 3 p2 x5 2 J x3 − 3 c J x4 ωs
+ 2m2 x8 J p x5 x4 − p x3 2m J x1 + 3 p x4 2m J x1 + 6m3 x8 J x4 p x5
+ x3 c
2 J + 6 p c J x4 x5 − 3ω2s J x3 + 2m1 x7 J x3 m2 x8 − 3m2 x8 J ωs x4
− b p x3 m J x4 2 − b p x3 3m J − 3m1 x7 J ωs x4 − 2 c J m3 x8 Msr x1
+ 2m1 x7 J p x5 x4 + 6 p x5 J x3 ωs + 3m3 x8 x3 c J +m2 x8 c J x3
+ 2 bm3
2 x8
2 JMsr x3 +m1 x7 c J x3 +m1
2 x7
2 J x3 +m2
2 x8
2 J x3
+ 2m1 x7 J m3 x8 x3 + 2m2 x8
2 J m3 x3 + 2 b p x5 J m3 x8 Msr x4
− 2m2 x8 2 J m3 Msr x1 − 2 p x5 J m3 x8 Msr x2 − 2m1 x7 J m3 x8 Msr x1
− 2m3 2 x8 2 JMsr x1 + J m3 x8 Msr m1 u1 + 3 J ωsm3 x8 Msr x2 )/J
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r6 = −b p (3m3 x8 x3 + x3 m2 x8 − 3 x4 ωs + 3 x4 p x5 − 2m3 x8 Msr x1 + x3 m1 x7 + c x3 )
J
r7 = m1 (J bm3
2 x8
2 x4 + 2m2 x8 J m1 u2 −m1 J u˙2 − J b p2 x5 2 x4
+ 2 b p x3
2m J x2 − 6m2 x8 J ωs x1 − 2m2 x8 J b p x5 x3
− 2 J bm3 x8 x3 p x5 − b p x3 c x5 J − 2m1 x7 J b p x5 x3
+ 2m2 x8
2 J bm3 x4 + 3 J ωs b p x5 x4 + 2m1 x7 J bm3 x8 x4
− 6m1 x7 J x2 m2 x8 + 3 J ωs bm3 x8 x3 − 6m1 x7 J ωs x1 − 2 bm3 2 x8 2 JMsr x2
− 3m2 2 x8 2 J x2 − 2 b p x3 m J x4 x1 + 2 b p x5 J m3 x8 Msr x1 − b p x3 x6
+ 3ω2s J x2 − 3m1 2 x7 2 J x2 + 2 J ωsm1 u1 + 2m1 2 x7 J u2)/J
r8 = −2 b p m3 Msr x1 m J x3 x2 + 4 b p x5 J m3 Msr x1 m2 x8
+ 2 b p x5 J m3 Msr x1 m1 x7 + 2m1
2 x7 J m2 u2 + 2m2
2 x8 J m1 u2
+ 2m2 J ωsm1 u1 + 3 bm3
3 x8
2 J x4 −m2 b p x3 x6 − 3 b p m3 x6 x3
− 3ω2s J bm3 x4 − 6m2 2 x8 J ωs x1 − 3m1 2 x7 2 J m2 x2 +m1 2 x7 2 J bm3 x4
+ 3m2
2 x8
2 J bm3 x4 − 3 b p x5 J m3 Msr ωs x2 − 4 bm3 2 x8 JMsr x2 m1 x7
− 4 b2m3 2 x8 JMsr p x5 x3 + 3 b2m3 3 x8 2 JMsr x4 − 6m1 x7 J m2 ωs x1
− 6m1 x7 J m2 2 x2 x8 − 2m1 x7 J m2 b p x5 x3 + 4m1 x7 J m2 bm3 x8 x4
−m2 J b p2 x5 2 x4 − 6 bm3 2 x8 JMsr ωs x1 + 4 bm3 2 J p x5 x8 Msr x1
+ 6 bm3
2 x8 J x3 ωs − 3 bm3 3 x8 2 JMsr x2 − 3 b p2 x5 2 J m3 x4
− 6 bm3 2 x8 2 JMsr x2 m2 − 4 bm3 x3 p m J x4 x1 + 2 b p m3 Msr x1 c x5 J
+ 2 b p m3 Msr x1
2m J x4 + 2 b p m3 Msr x1 x6 − 2m1 x7 J bm3 x3 p x5
− 2 b p x3 m J x4 x1 m2 + 3m1 x7 J ωs bm3 x3 − b p x5 J m3 Msr m1 u1
+ 3m2 J ωs b p x5 x4 + 3m2 x8
2 J bm3
2 x4 + 6m2 J ωs bm3 x8 x3
− 2m2 2 x8 J b p x5 x3 − b2 p2 x5 2 J m3 Msr x4 − 4m2 J b p x5 m3 x8 x3
+ 2m1 x7 J bm3
2 x8 x4 + 2 b p x3
2m J x2 m2 + b p
2 x5
2 J m3 Msr x2
− 3 bm3 x3 p c x5 J + 4 bm3 x3 2 p m J x2 −m2 b p x3 c x5 J
− 3m2 3 x8 2 J x2 + 6 bm3 J ωs x4 p x5 − 6 bm3 2 x8 J x3 p x5 + 3m2 J ω2s x2
+ 2 bm3
2 x8 JMsr m1 u2 −m2 J m1 u˙2/J
A.2 Cas 1 : Ω˙ = 0
a21 = bm3
2 x8
2Msr +m1
2 x7
2 + 2m1 x7 m2 x8 +m2
2 x8
2 − ωs2,
a22 = b p x5 m3 x8 Msr − 2ωs m1 x7 − 2ωs m2 x8
a23 = −bm3 2 x8 2 − 2ωs b p x5 + b p2 x5 2 − bm3 x8 m1 x7 − bm3 x8 2m2
a24 = 2ωs bm3 x8 − 2 b p x5 m3 x8 − b p x5 m1 x7 − b p x5 m2 x8
a25 = −2 bm3 x8 x4 p − 2ωs b p x3 + 2 b p2 x5 x3 + b p m3 x8 Msr x2
− b p x4 m1 x7 − b p x4 m2 x8
a27 = 2 x1 m1
2 x7 −m1 bm3 x8 x3 −m1 b p x5 x4 + 2 x1 m1 m2 x8 − 2ωs x2 m1 −m1 2 u1
a28 = −2 bm3 2 x8 x3 + 2 bm3 x4 ωs − 2 bm3 x4 p x5 + 2 bm3 2 x8 Msr x1 + b p x5 m3 Msr x2
−m1 x7 bm3 x3 + 2m1 x7 x1 m2 − 2m2 x8 bm3 x3 + 2m2 2 x8 x1
−m2 b p x5 x4 − 2m2 ωs x2 −m2 m1 u1
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b21 = −b p x5 m3 x8Msr + 2ωs m1 x7 + 2ωs m2 x8
b22 = bm3
2 x8
2Msr +m1
2 x7
2 + 2m1 x7 m2 x8 +m2
2 x8
2 − ωs2,
b23 = −2ωs bm3 x8 + 2 b p x5 m3 x8 + b p x5 m1 x7 + b p x5 m2 x8
b24 = −bm3 2 x8 2 − 2ωs b p x5 + b p2 x5 2 − bm3 x8 m1 x7 − bm3 x8 2m2
b25 = 2 bm3 x8 x3 p − 2ωs b p x4 + 2 b p2 x5 x4 − b p m3 x8 Msr x1
+ b p x3 m1 x7 + b p x3 m2 x8
b27 = 2x2 m1
2 x7 −m1 bm3 x8 x4 +m1 b p x5 x3 + 2 x2 m1 m2 x8 + 2ωs x1 m1 −m1 2 u2
b28 = −2 bm3 2 x8 x4 − 2 bm3 x3 ωs + 2 bm3 x3 p x5 + 2 bm3 2 x8 Msr x2 − b p x5 m3 Msr x1
−m1 x7 bm3 x4 + 2m1 x7 x2 m2 − 2m2 x8 bm3 x4 + 2m2 2 x8 x2
+m2 b p x5 x3 + 2m2 ωs x1 −m2 m1 u2
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s21 = 3m1 x7 ωs
2 + 3m2 x8 ωs
2 −m1 3 x7 3 − 3m1 2 x7 2m2 x8 − 3m2 2 x8 2m1 x7
−m2 3 x8 3 − 2m2 x8 3 bm3 2Msr − 3 b p x5 m3 x8 Msr ωs
− 2m1 x7 bm3 2 x8 2Msr − bm3 3 x8 3Msr + b p2 x5 2m3 x8 Msr ,
s22 = −ωs3 + 3m1 2 x7 2 ωs + 3m2 2 x8 2 ωs + 3 bm3 2 x8 2Msr ωs
+ 6m1 x7 ωs m2 x8 − 2m1 x7 b p x5 m3 x8 Msr
− 2m2 x8 2 b p x5 m3 Msr − 2 bm3 2 x8 2Msr p x5
s23 = −3ωs2 bm3 x8 +m1 2 x7 2 bm3 x8 +m2 2 x8 3 bm3 +m2 x8 3 bm3 2 + 6 b p x5 m3 x8 ωs
+m1 x7 bm3
2 x8
2 + b2m3
3 x8
3Msr + 2m1 x7 bm3 x8
2m2
− b2 p2 x5 2m3 x8 Msr + 3m1 x7 ωs b p x5 + 3m2 x8 ωs b p x5
+ bm3
3 x8
3 − 3 b p2 x5 2m3 x8 − b p2 x5 2m2 x8 − b p2 x5 2m1 x7 ,
s24 = −3ωs2 b p x5 +m1 2 x7 2 b p x5 +m2 2 x8 2 b p x5 − 3m2 x8 2 ωs bm3
+ 2m2 x8
2 b p x5 m3 + 3ωs b p
2 x5
2 − 3m1 x7 ωs bm3 x8
+ 2m1 x7 b p x5 m3 x8 + 2 b
2m3
2 x8
2Msr p x5 + 2m1 x7 b p x5 m2 x8
− 3 bm3 2 x8 2 ωs + 3 bm3 2 x8 2 p x5 − b p3 x5 3,
s25 = −2 b p m3 x8 Msr x2 m1 x7 − 2 bm3 2 x8 2 p Msr x2 − 2 b p m3 x8 2Msr x2 m2
− 3ωs b p m3 x8 Msr x1 + 2 b p2 x5 m3 x8 Msr x1
+ b p m3 x8 Msr m1 u2 − 2m2 x8 b p2 x5 x3 + 6 bm3 x8 x3 p ωs
− 6 bm3 x8 x3 p2 x5 − 2m1 x7 b p2 x5 x3 + 3m2 x8 ωs b p x3
+ 3 bm3
2 x8
2 x4 p − 2 b2 p2 x5 m3 x8 Msr x3 + 3m1 x7 ωs b p x3
+ 2m1 x7 b p x4 m2 x8 + 2m1 x7 bm3 x8 x4 p +m2
2 x8
2 b p x4
+ 2m2 x8
2 bm3 x4 p + 6 b p
2 x5 x4 ωs +m1
2 x7
2 b p x4
+ 2 b2m3
2 x8
2Msr p x4 − 3ωs2 b p x4 − 3 b p3 x5 2 x4
s27 = 6m2 x8 ωs x2 m1 − 2 b p x5 m3 x8 Msr x2 m1 + 6m1 2 x7 ωs x2
− 6m1 2 x7 x1 m2 x8 − 3m2 2 x8 2 x1 m1 − 2 bm3 2 x8 2Msr x1 m1 −m1 2 u˙1
+ 3ωs
2 x1 m1 − 3m1 3 x7 2 x1 −m1 b p2 x5 2 x3 + 2m1 2m2 x8 u1
+ 2m1 m2 x8 b p x5 x4 + 2m1 m2 x8
2 bm3 x3 + 3ωs m1 b p x5 x3
+ 2m1
2 x7 bm3 x8 x3 + 2m1
2 x7 b p x5 x4 +m1 bm3
2 x8
2 x3
− 3m1 bm3 x8 x4 ωs + 2m1 bm3 x8 x4 p x5 + 2m1 3 x7 u1
− 2ωs m1 2 u2,
s28 = −3 bm3 3 x8 2Msr x1 −m2 m1 u˙1
+ 2 bm3
2 x8 Msr m1 u1 + b p x5 m3 Msr m1 u2 + 2m1
2 x7 m2 u1
− 2m2 ωs m1 u2 + 2m2 2 x8 m1 u1 + 3m2 x8 2 bm3 2 x3
+ 4 b2 p x5 m3
2 x8 Msr x4 − 3ωs m1 x7 bm3 x4 + 4m1 x7 m2 x8 bm3 x3
− 6m1 x7 m2 2 x8 x1 + 3 b2m3 3 x8 2Msr x3 − 6 bm3 2 x8 2Msr x1 m2
+ 3m2
2 x8
2 bm3 x3 − 4m1 x7 bm3 2 x8 Msr x1 + 6 bm3 2 x8 p x5 x4
+ 6 bm3 p x5 x3 ωs + 6 bm3
2 x8 ωs Msr x2 − 6 bm3 2 x8 ωs x4
− 2m1 x7 b p x5 m3 Msr x2 + 2m1 x7 b p x5 m3 x4 + 6ωs m2 2 x8 x2
+ 6ωs m1 x7 x2 m2 +m1
2 x7
2 bm3 x3 + 4m2 b p x5 m3 x8 x4
+ 3m2 b p x5 x3 ωs −m2 b p2 x5 2 x3 − 4m2 b p x5 m3 x8 Msr x2
+ b p2 x5
2m3 Msr x1 − 3 b p2 x5 2m3 x3 − 4 bm3 2 x8 p x5 Msr x2
− 6ωs m2 x8 bm3 x4 + 2m1 x7 bm3 2 x8 x3 − 3 b p x5 m3 ωs Msr x1
+ 2m1 x7 m2 b p x5 x4 − b2 p2 x5 2m3 Msr x3 + 2m2 2 x8 b p x5 x4
− 3m1 2 x7 2 x1 m2 − 3ωs2 bm3 x3 + 3 bm3 3 x8 2 x3 + 3ωs2 x1 m2
− 3m2 3 x8 2 x1
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A.3 Cas 2 : ωs = 0
a41 = bm3
2 x8
2Msr − b p m x4 2 +m1 2 x7 2 + 2m1 x7 m2 x8 +m2 2 x8 2,
a42 = b p m x3 x4 + b p x5 m3 x8 Msr ,
a43 = −bm3 2 x8 2 + b p m x2 x4 + b p2 x5 2 − bm3 x8 m1 x7 − bm3 x8 2m2 ,
a44 = −b p(2m3 x8 x5 J + 2m J x4 x1 −m J x3 x2 + c x5 J + x6 + x5 m1 x7 J
+ x5 m2 x8 J)/J,
a45 = −2 bm3 x8 p x4 − b p c x4 + 2 b p2 x5 x3
+ b p m3 x8 Msr x2 − b p x4 m1 x7 − b p x4 m2 x8 ,
a46 = − bpJ x4
a47 = 2x1m
2
1x7 −m1bm3x8x3 −m1bpx5x4 + 2x1m1m2x8
−m21u1
a48 = −2bm23x8x3 − 2bm3px5x4 + 2bm23x8Msrx1
+bpx5m3Msrx2 −m1x7bm3x3 + 2m1x7x1m2 − 2m2x8bm3x3
+2m22x8x1 −m2bpx5x4 −m2m1u1
b41 = b p m x3 x4 − b p x5 m3 x8 Msr
b42 = bm3
2 x8
2Msr − b p m x3 2 +m1 2 x7 2 + 2m1 x7 m2 x8 +m2 2 x8 2
b43 = b p(2m3 x8 x5 J − 2m J x3 x2 +m J x4 x1 + c x5 J + x6 + x5 m1 x7 J
+ x5 m2 x8 J)/J,
b44 = −bm3 2 x8 2 + b p m x1 x3 + b p2 x5 2 − bm3 x8 m1 x7 − bm3 x8 2m2 ,
b45 = 2 bm3 x8 p x3 + b p c x3 + 2 b p
2 x5 x4 − b p m3 x8 Msr x1 + b p x3 m1 x7
+ b p x3 m2 x8
b46 =
bp
J
x3
b47 = 2x2m
2
1x7 −m1bm3x8x4 +m1bpx5x3 + 2x2m1m2x8
−m21u2
b48 = −2bm23x8x4 + 2bm3px5x3 + 2bm23x8Msrx2
−bpx5m3Msrx1 −m1x7bm3x4 + 2m1x7x2m2 − 2m2x8bm3x4
+2m22x8x2 +m2bpx5x3 −m2m1u2
s41 = −4 b p2m x4 x5 x3 + b p x4 2 c m − bm3 3 x8 3Msr + b p2 x5 2m3 x8 Msr
+ 2m1 x7 b p m x4
2 − 2m1 x7 bm3 2 x8 2Msr − 2m2 x8 3 bm3 2Msr −m1 3 x7 3
− 3m1 2 x7 2m2 x8 + 4 bm3 x8 p m x4 2 + 2m2 x8 b p m x4 2
− 3m2 2 x8 2m1 x7 −m2 3 x8 3 − 2 b p x4 m m3 x8 Msr x2 ,
s42 = −b p(x4 c m J x3
− 3 p m J x3 2 x5 + 2m3 x8 Msr x6 + 2m3 x8 Msr c x5 J
+ 2 x4 m J m3 x8 Msr x1 − 4m J x3 m3 x8 Msr x2 + 2m1 x7 J x5 m3 x8 Msr
+ 2m2 x8
2 J x5 m3 Msr + 2m3
2 x8
2 J x5 Msr + 2m2 x8 m J x3 x4
+ 4m3 x8 m J x3 x4 + 2m1 x7 m J x3 x4 +m J x4
2 p x5 )/J,
s43 = b(−m1 x7 J p2 x5 2 −m2 x8 J p2 x5 2 + 2 p m J x2 2m3 x8 Msr
− 4 p2 x4 m J x5 x1 + p x4 m J m1 u2 +m2 x8 3 J m3 2
− 4m3 x8 p m J x2 x4 − 2m2 x8 p m J x2 x4 − p x4 c m J x2
+ 6 p2m J x2 x5 x3 + 2m1 x7 J m3 x8
2m2 − 2m1 x7 p m J x2 x4
− 3 p2 x5 2 c J +m1 x7 J m3 2 x8 2 +m1 2 x7 2 J m3 x8 − 3 p2 x5 2 J m3 x8
+m3
3 x8
3 J − 3 p2 x5 x6 +m2 2 x8 3 J m3 + bm3 3 x8 3 JMsr
− 2 b p2m J x4 x5 x3 − b p2 x5 2 J m3 x8 Msr)/J
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s44 = b p(c x6 + 4m2 x8 m J x1 x4 + 3m3
2 x8
2 J x5 + 3m3 x8 c x5 J − 4 p m J x1 x5 x3
+ 2 x4 c m J x1 − 2 p x4 m J x5 x2 −m J x3 2 b p x5
− 2m J x3 x2 m1 x7 − 2m J x3 x2 m2 x8 +m1 x7 c x5 J +m2 x8 c x5 J
− c m J x3 x2 +m J x3 m1 u2 + 2m1 x7 J x5 m2 x8 +m2 2 x8 2 J x5
− 3 b p x4 2m J x5 + 3m3 x8 x6 + 8m3 x8 m J x1 x4 +m1 2 x7 2 J x5
+ 4m1 x7 m J x1 x4 + 2 bm3
2 x8
2 JMsr x5 + 2m2 x8
2 J m3 x5
− 4m3 x8 m J x3 x2 − 2m J x1 m3 x8 Msr x2 + 2m1 x7 J x5 m3 x8
− 2m J x4 m1 u1 +m1 x7 x6 +m2 x8 x6 + c2 x5 J − p2 x5 3 J)/J,
s45 = b p(3m3
2 x8
2 J x4 − 3 p2 x5 2 J x4 − 2m1 x7 J m3 x8 Msr x2 − 2 c J m3 x8 Msr x2
+ 2m1 x7 J m3 x8 x4 − 2m2 x8 J p x5 x3 − 6m3 x8 J p x5 x3 +m2 x8 c J x4
+m2
2 x8
2 J x4 − b p x4 3m J + 2m2 x8 2 J m3 x4 + 3m3 x8 c J x4
− 2 b p x5 J m3 x8 Msr x3 − 4 p x4 m J x3 x1 + 3 p x3 2m J x2
− 2m1 x7 J p x5 x3 + 2m1 x7 J x4 m2 x8 − b p x4 m J x3 2 +m1 x7 c J x4
+ 2 bm3
2 x8
2 JMsr x4 +m1
2 x7
2 J x4 − p x4 2m J x2 + x4 c2 J
− 6 p c J x5 x3 − 3 p x3 x6 + 2 p x5 J m3 x8 Msr x1 + J m3 x8 Msr m1 u2
− 2m2 x8 2 J m3 Msr x2 − 2m3 2 x8 2 JMsr x2 )/J
s46 =
b p (−3 p x5 x3 + c x4 + x4 m1 x7 + 3m3 x8 x4 − 2m3 x8 Msr x2 + x4 m2 x8 )
J
s47 = m1(2m2x8Jm1u1 + 2Jbpx5m3x8x4 + 2m2x
2
8Jbm3x3
+2m2x8Jbpx5x4 + 2m
2
1x7Ju1(t+ bpx4cx5J + 2m1x7Jbm3x8x3
+2m1x7Jbpx5x4 − Jbp2x25x3 + Jbm23x28x3 + bpx4x6
−2bm23x28JMsrx1 + 2bpx24mJx1 − 3m22x28Jx1 − 3m21x27Jx1
−m1Ju˙1 − 2bpx5Jm3x8Msrx2 − 6m1x7Jx1m2x8 − 2bpx4mJx3x2)/J
s48 = (2 bm3
2 x8 JMsr m1 u1
+ 2m2
2 x8 J m1 u1 + b p x5 J m3 Msr m1 u2 + 2m1
2 x7 J m2 u1
− 4 bm3 2 x8 J p x5 Msr x2 + 2m1 x7 J b p x5 m3 x4 + 2m1 x7 J bm3 2 x8 x3
+ 3m2 x8
2 J bm3
2 x3 + 6 bm3
2 x8 J p x5 x4 − 3 bm3 3 x8 2 JMsr x1
+ 4 bm3 p x4
2m J x1 +m2 b p x4 c x5 J +m2 b p x4 x6
+ 2 b p x4
2m J x1 m2 + 3 bm3 p x4 x6 + 2 b p m3 Msr x2
2m J x3
− 2 b p m3 Msr x2 x6 − 2 b p x4 m J x3 x2 m2 − 4 b p x4 m J m3 x2 x3
− 2 b p m3 c x5 JMsr x2 + 3 b p m3 c x5 J x4 + b p2 x5 2 J m3 Msr x1
− 2 b p x4 m J m3 x2 Msr x1 +m1 2 x7 2 J bm3 x3 − 3 b p2 x5 2 J m3 x3
+ 4m2 J b p x5 m3 x8 x4 −m2 J b p2 x5 2 x3 − 2 b p x5 J m3 Msr x2 m1 x7
− 4 b p x5 J m3 Msr x2 m2 x8 − b2 p2 x5 2 J m3 Msr x3 + 3 bm3 3 x8 2 J x3
+ 2m2
2 x8 J b p x5 x4 − 4 bm3 2 x8 JMsr x1 m1 x7
+ 4 b2m3
2 x8 JMsr p x5 x4 + 3m2
2 x8
2 J bm3 x3 − 6m1 x7 J m2 2 x1 x8
− 3m1 2 x7 2 J m2 x1 + 3 b2m3 3 x8 2 JMsr x3 − 6 bm3 2 x8 2 JMsr x1 m2
+ 4m1 x7 J m2 bm3 x8 x3 + 2m1 x7 J m2 b p x5 x4 − 3m2 3 x8 2 J x1
−m2 J m1 u˙1/J
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r41 = bp(−x4cmJx3 + pmJx23x5 + 2m3x8Msrx6 + 2m3x8Msrcx5J
+4x4mJm3x8Msrx1 − 2mJx3m3x8Msrx2 + 2m1x7Jx5m3x8Msr
+2m2x
2
8Jx5m3Msr + 2m
2
3x
2
8Jx5Msr − 2m2x8mJx3x4
−4m3x8mJx3x4 − 2m1x7mJx3x4 − 3mJx24px5)/J,
r42 = −bm33x38Msr + bp2x25m3x8Msr − 2m2x38bm23Msr
+4bm3x8px
2
3m− 3m21x27m2x8 − 3m22x28m1x7 −m32x38
−2m1x7bm23x28Msr + 2m2x8bpx23m+ 4bp2mx4x5x3
−2bpx3mm3x8Msrx1 −m31x37 + 2m1x7bpx23m+ bpx23cm
r43 = −bp(cx6 + 2m2x8mJx1x4 + 3m23x28Jx5 + 3m3x8cx5J
−2pmJx1x5x3 + x4cmJx1 − 4px4mJx5x2 − 3mJx23bpx5
−4mmJx3x2m1x7 − 4mJx3x2m2x8 +m1x7cx5J +m2x8cx5J
−2cmJx3x2 + 2mJx3m1u2 + 2m1x7Jx5m2x8 +m22x28Jx5
−bpx24mJx5 + 3m3x8x6 + 4m3x8mJx1x4 +m21x27Jx5
+2m1x7mJx1x4 + 2bm
2
3x
2
8JMsrx5 + 2m2x
2
8Jm3x5
−8m3x8mJx3x2 + 2mJx1m3x8Msrx2 + 2m1x7Jx5m3x8
−mJx4m1u1 +m1x7x6 +m2x8x6 + c2x5J − p2x35J)/J
r44 = b(−m1x7Jp2x25 −m2x8Jp2x25 − 6p2x4mJx5x1 +m2x38Jm23
+4p2mJx2x5x3 + 2m1x7Jm3x
2
8m2 − 3p2x25cJ +m1x7Jm23x28
+m21x
2
7Jm3x8 − 3p2x25Jm3x8 +m33x38J − 3p2x5x6 +m22x38Jm3
+px3mJm1u1 − 4px3mJm3x8x1 − 2m2x8pmJx1x3
+2pmJx21m3x8Msr − 2m1x7pmJx1x3 − px3cmJx1
+bm33x
3
8JMsr + 2bp
2mJx4x5x3 − bp2x25Jm3x8Msr)/J
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r45 = −bp(3px4x6 − 2m2x28Jm3Msrx1 − 2m23x28JMsrx1 − bpx33mJ
+m1x7cJx3 + 6m3x8Jpx5x4 + 2m1x7Jm3x8x3 + 2m1x7Jx3m2x8
+3px24mJx1 + 2bm
2
3x
2
8JMsrx3 − bpx3mJx24 +m21x27Jx3
+2m1x7Jpx5x4 − 2cJm3x8Msrx1 +m22x28Jx3 − 4px3mJx4x2
+m2x8cJx3 − 3p2x25Jx3 + x3c2J + 6px4cx5J − px23mJx1
+2m2x8Jpx5x4 + 3m
2
3x
2
8Jx3 + 2bpx5Jm3x8Msrx4
+2m2x
2
8Jm3x3 + 3m3x8cJx3 + Jm3x8Msrm1u1
−2px5Jm3x8Msrx2 − 2m1x7Jm3x8Msrx1)/J
r46 = −bp(3m3x8x3 + 3px5x4 − 2m3x8Msrx1 + x3m2x8 + x3m1x7 + cx3)/J
r47 = m1(Jbm
2
3x
2
8x4 + 2m1x7Jbm3x8x4 − 2m1x7Jbpx5x3
−bpx3cx5J − 2Jbpx5m3x8x3 − Jbp2x25x4 + 2bpx23mJx2
−3m22x28Jx2 − 2bm23x28JMsrx2 + 2m2x28Jbm3x4
−2m2x8Jbppx5x3 + 2m2x8Jm1u2 − 6m1x7Jx2m2x8
−2bpx3mJx4x1 −m1Ju˙2 + 2bpx5Jm3x8Msrx1
−3m21x27Jx2 − bpx3x6 + 2m21x7Ju2)/J
r48 = −2bpm3Msrx1mJx3x2 + 4bpx5Jm3Msrx1m2x8
+2bpx5Jm3Msrx1m1x7 − 3m32x28Jx2 + 3b2m33x28JMsrx4
−4b2px5Jm23Msrx8x3 − 6m22x8Jx2m1x7 + 3m22x28Jbm3x4
−2m22x8Jbpx5x3 − 4bpm3mJx4x1x3 + 2bpm3mJx4x21Msr
+2m1x7Jbm
2
3x8x4 −m2bpx3x6 − 6bm23x28JMsrx2m2
−b2p2x25Jm3Msrx4 + 4bm23x8Jpx5Msrx1 − 4bm23x8JMsrx2m1x7
−2m1x7Jm2bpx5x3 + 4m1x7Jm2bm3x8x4 − 3m21x27Jm2x2
+2bppx23mJx2m2 +m
2
1x
2
7Jbm3x4 + 3bm
3
3x
2
8Jx4 − 6bm23x8Jpx5x3
+2bpm3Msrx1x6 − 2m1x7Jbm3px5x3 − 3bm3px3x6 − 2bpx3mJx4x1m2
−m2Jm1u˙2 + 2m21x7Jm2u2 − 3bm33x28JMsrx2
+2m22x8Jm1u2 − 3bm3Jp2x25x4 + bp2x25Jm3Msrx2
−m2Jbp2x25x4 − 3bm3px3cx5J + 4bm3px23mJx2 −m2bpx3cx5J
+2bpm3Msrx1cx5J + 3m2x
2
8Jbm3
2x4 + 2bm
2
3x8JMsrm1u2
−4m2x8Jbpx5m3x3 − bpx5Jm3Msrm1u1)/J
A.4 Cas 3 : φ˙rd = φ˙rq = ωs = 0
a51 = (m1x7 +m2x8)
2 − bpmx24
a52 = bpmx3x4
a53 = bpmx2x4 − (m1x7 +m2x8)bm3x8
a54 = bp(mx2x3 − 2mx4x1 − cx5 − x6
J
)− (m1x7 +m2x8)bpx5
a55 = −bpcx4 − (m1x7 +m2x8)bpx4
a56 = −bp
J
x4
a57 = 2x1m
2
1x7 −m1bm3x8x3 −m1bpx5x4 + 2x1m1m2x8 −m21u1
a58 = −m1x7bm3x3 + 2m1x7x1m2 − 2m2x8bm3x3 + 2m22x8x1
−m2bpx5x4 −m2m1u1.
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b51 = bpmx3x4
b52 = (m1x7 +m2x8)
2 − bpmx23
b53 = −bp(2mx2x3 −mx4x1 − cx5 − x6
J
) + (m1x7 +m2x8)bpx5
b54 = bpmx1x3 − (m1x7 +m2x8)bm3x8
b55 = bpcx3 + (m1x7 +m2x8)bpx3
b56 =
bp
J
x3
b57 = 2x2m
2
1x7 −m1bm3x8x4 +m1bpx5x3 + 2x2m1m2x8 −m21u2
b58 = −m1x7bm3x4 + 2m1x7x2m2 − 2m2x8bm3x4 + 2m22x8x2
+m2bpx5x3 −m2m1u2
s51 = b p x4
2 c m + 2m1 x7 b p x4
2m + 2m2 x8 b p x4
2m − 3m1 2 x7 2m2 x8
− 3m1 x7 m2 2 x8 2 −m1 3 x7 3 −m2 3 x8 3
s52 = −b p x4 m x3 (c + 2m1 x7 + 2m2 x8 )
s53 = −b(p x4 c m x2 + 2m1 x7 p m x2 x4 + 2m2 x8 p m x2 x4
+ 2 b p2 x4 m x3 x5 − p x4 m m1 u2 − 2m1 x7 m3 x8 2m2
−m1 2 x7 2m3 x8 −m2 2 x8 3m3 )
s54 = −b p(−c x6 + 2 x4 m J m1 u1
+ 2m2 x8 m J x3 x2 −m2 x8 c x5 J +m J x3 2 b p x5 −m J x3 m1 u2
+ 2m1 x7 m J x3 x2 −m1 x7 x6 −m2 x8 x6 − 2m1 x7 J x5 m2 x8
+ 3 b p x4
2m J x5 −m1 2 x7 2 J x5 −m2 2 x8 2 J x5 + c m J x3 x2
−m1 x7 c x5 J − 2 x4 c m J x1 − 4m1 x7 m J x1 x4 − 4m2 x8 m J x1 x4 − c2 x5 J)/J
s55 = −b p x4 (−c2 −m1 x7 c −m2 x8 c + b p m x3 2
− 2m1 x7 m2 x8 + b p m x4 2 −m1 2 x7 2 −m2 2 x8 2)
s56 =
b p x4 (c +m1 x7 +m2 x8 )
J
s57 = m1(−m1Ju˙1 − 2bpx4mJx3x2 + 2bpx24mJx1 + bpx4cx5J + bpx4x6
+2Jm2x
2
8bm3x3 + 2Jm2x8bpx5x4 − 6m1x7Jx1m2x8 − 3m22x28Jx1 + 2Jm2x8m1u1
+2m1x7Jbm3x8x3 + 2m1x7Jbpx5x4 − 3m21x27Jx1 + 2m21x7Ju1)/J
s58 = (−m2Jm1u˙1 +m21x27Jbm3x3 + 2m22x8Jm1u1 + 2m22x8Jbpx5x4
+3m22x
2
8Jbm3x3 − 3m32x28Jx1 + 2m21x7Jm2u1 − 3m21x27Jm2x1
+2m1x7Jm2bpx5x4 − 6m1x7Jm22x8x1 + 4m1x7Jm2x8bm3x3 + 2m2bpx24mJx1
+m2bpx4cx5J − 2m2bpx4mJx3x2 +m2bpx4x6)/J
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r51 = −b p x4 m x3 (c + 2m1 x7 + 2m2 x8 )
r52 = b p x3
2 c m + 2m1 x7 b p m x3
2 + 2m2 x8 b p m x3
2
−3m1 2 x7 2m2 x8 − 3m1 x7 m2 2 x8 2 −m1 3 x7 3 −m2 3 x8 3
r53 = b p(−2m J x3 m1 u2 + x4 m J m1 u1 − c x6 + 4m2 x8 m J x3 x2 −m2 x8 c x5 J + 3m J x3 2 b p x5
+4m1 x7 m J x3 x2 −m1 x7 x6 −m2 x8 x6 − 2m1 x7 J x5 m2 x8 + b p x4 2m J x5 −m1 2 x7 2 J x5
−m2 2 x8 2 J x5 + 2 c m J x3 x2 −m1 x7 c x5 J − x4 c m J x1
− 2m1 x7 m J x1 x4 − 2m2 x8 m J x1 x4 − c2 x5 J)/J
r54 = b(−p x3 c m x1 − 2m1 x7 p m x1 x3 − 2m2 x8 p m x1 x3 + 2m1 x7 m3 x8 2m2
+ 2 b p2 x4 m x3 x5 + p x3 m m1 u1 +m1
2 x7
2m3 x8 +m2
2 x8
3m3 )
r55 = b px3 (−c2 −m1 x7 c −m2 x8 c + b p m x3 2 − 2m1 x7 m2 x8 + b p m x4 2
−m1 2 x7 2 −m2 2 x8 2)
r56 = −b p x3 (c +m1 x7 +m2 x8 )
J
r57 = m1(−m1Ju˙2 + 2bpx23mJx2 − 2bpx3mJx4x1 − bpx3cx5J − bpx3x6
+2Jm2x
2
8bm3x4 − 2Jm2x8bpx5x3 − 6m1x7Jx2m2x8 − 3m22x28Jx2 + 2Jm2x8m1u2
+2m1x7Jbm3x8x4 − 2m1x7Jbpx5x3 − 3m21x27Jx2 + 2m21x7Ju2)/J
r58 = (−2m22x8Jbpx5x3 + 2m22x8Jm1u2 + 3m22x28Jbm3x4 +m21x27Jbm3x4
−3m32x28Jx2 + 2m21x7Jm2u2 − 2m1x7Jm2bpx5x3 − 3m21x27Jm2x2 + 4m1x7Jm2x8bm3x4
−6m1x7Jm22x8x2 + 2m2bpx23mJx2 − 2m2bpx3mJx4x1 −m2bpx3cx5J −m2bpx3x6 −m2Jm1u˙2)/
A.5 Cas 4 : φ˙rd = φ˙rq = ωs = 0 et Ω˙ = 0
a61 = (m1x7 +m2x8)
2
a63 = −bm3(m1x7 +m2x8)
a64 = −bpx5(m1x7 +m2x8)
a65 = −bpx4(m1x7 +m2x8)
a67 = 2x1m
2
1x7 −m1bm3x8x3 −m1bpx5x4 + 2x1m1m2x8 −m21u1
a68 = −m1x7bm3x3 + 2m1x7x1m2 − 2m2x8bm3x3 + 2m22x8x1 −m2bpx5x4 −m2m1u1
b62 = (m1x7 +m2x8)
2
b63 = bpx5(m1x7 +m2x8)
b64 = −bm3(m1x7 +m2x8)
b65 = bpx3(m1x7 +m2x8)
b67 = 2x2m
2
1x7 −m1bm3x8x4 +m1bpx5x3 + 2x2m1m2x8 −m21u2
b68 = −m1x7bm3x4 + 2m1x7x2m2 − 2m2x8bm3x4 + 2m22x8x2 +m2bpx5x3 −m2m1u2
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s61 = −(m1x7 +m2x8)3
s63 = −bm3x8(m1x7 +m2x8)2
s64 = bpx5(m1x7 +m2x8)
2
s65 = bpx4(m1x7 +m2x8)
2
s67 = −m21u˙1 + 2m21m2x8u1 + 2m21x7bm3x8x3 + 2m21x7bpx5x4 − 3m31x27x1 − 6m21x7x1m2x8
+2m31x7u1 + 2m1m2x
2
8bm3x3 + 2m1m2x8bpx5x4 − 3m22x28x1m1
s68 = m
2
1x
2
7bm3x3 − 3m21x27x1m2 + 4m1x7m2x8bm3x3 − 6m1x7m22x8x1 + 2m1x7m2bpx5x4
+2m21x7m2u1 + 3m
2
2x
2
8bm3x3 + 2m
2
2x8bpx5x4 − 3m32x28x1 + 2m22x8m1u1 −m2m1u˙1
r62 = −(m1x7 +m2x8)3
r63 = −bpx5(m1x7 +m2x8)2
r64 = bm3x8(m1x7 +m2x8)
2
r65 = −bpx3(m1x7 +m2x8)2
r67 = 2m1m2x
2
8bm3x4 − 2m1m2x8bpx5x3 − 6m21x7x2m2x8 − 3m22x28x2m1 + 2m21m2x8u2
+2m21x7bm3x8x4 − 2m21x7bpx5x3 − 3m31x27x2 + 2m31x7u2 −m21u˙2
r68 = 4m1x7m2x8bm3x4 − 6m1x7m22x8x2 − 2m1x7m2bpx5x3 − 3m21x27m2x2 + 2m21x7m2u2
−m2m1u˙2 +m21x27bm3x4 + 3m22x28bm3x4 − 2m22x8bpx5x3 − 3m32x28x2 + 2m22x8m1u2
La matrice d’observabilité est donc :
O =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
−(m1x7 +m2x8) ωs bm3x8 bpx5 bpx4 0 −m1x1 bm3x3 −m2x1
−ωs −(m1x7 +m2x8) −bpx5 bm3x8 −bpx3 0 −m1x2 bm3x4 −m2x2
a61 a62 a63 a64 a65 a66 a67 a68
b61 b62 b63 b64 b65 b66 b67 b68


.
Annexe B
Résultats de simulation - Comparaison
des performances des observateurs de
type Kalman et Grand gain - Tests de
robustesse
Nous présentons dans cette annexe des résultats de simulation en complément de ceux donnés
dans le chapitre 6.
Les figures de la section B.1 présentent l’influence des incertitudes paramétriques sur la
reconstruction de la vitesse Ω. Nous faisons varier la résistance statorique de −50% puis de
+50%.
Le but recherché dans la section B.2 est de tester la performance des observateurs et des
quasi-estimateurs, synthétisés dans le chapitre 6, pour la détection et l’isolation des défauts de
courts-circuits statoriques.
Les sections B.3, B.4, B.5 et B.6 traitent de la robustesse de l’un et l’autre observateur ainsi
que celle de leur quasi-estimateur associé. Nous varions donc la résistance statorique Rs de
+50% puis de −50%. Les performances des observateurs de type Kalman, Grand Gain et les
quasi-estimateurs qui leur sont respectivement associés sont reportées dans les tableaux 6.2, 6.3
et 6.4 du chapitre 6. Les figures présentées dans les sections B.3, B.4, B.5 et B.6 indiquent les
performances en termes de robustesse pour la détection de défaut des observateurs et de leurs
quasi-estimateurs associés.
De manière générale, les courants statoriques estimés iˆsd et iˆsq suivent respectivement leurs
mesures isd et isq (Figs. B.4, B.11, B.18). Malgré la présence de la perturbation (couple de
charge), la vitesse estimée converge, pour chaque cas de défaut considéré, vers la vitesse de
référence (Figs. B.5, B.12, B.19).
Cela n’est cependant plus le cas en présence de défaut comme le montre l’analyse des résultats
fournie dans le chapitre 6. En outre, nous pouvons remarquer que l’amplitude du défaut estimé
diffère selon la méthode utilisée (Figs. B.8, B.15, B.22).
144
Résultats de simulation - Comparaison des performances des observateurs de type
Kalman et Grand gain - Tests de robustesse
B.1 Influence des incertitudes paramétriques sur la re-
construction de la vitesse
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Fig. B.1: Influence d’une variation de −50% de Rs sur Ω.
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Fig. B.2: Influence d’une variation de +50% de Rs sur Ω.
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B.2 Comparaison des performances des observateurs et
des quasi-estimateurs
B.2.1 5 spires en court-circuit sur la phase a
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Fig. B.3: Trajectoires de référence vitesse, couple de charge et défaut appliqué – cc de 5 spires
(a).
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Fig. B.4: Vecteur courants idq mesurés et observés – cc de 5 spires (a).
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Fig. B.5: Vitesse Ω et couple de charge Tl de référence et observés – cc de 5 spires (a).
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Fig. B.6: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé – cc de 5 spires (a).
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Fig. B.7: Comparaison des résidus sur les courants isdq générés par l’observateur de type Kalman
et le quasi-estimateur associé – cc de 5 spires (a).
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Fig. B.8: Amplitude du défaut d estimé – cc de 5 spires (a).
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Fig. B.9: Comparaison des résidus sur les courants isdq générés par observation – cc de 5 spires
(a).
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B.2.2 15 spires en court-circuit sur la phase c
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Fig. B.10: Trajectoires de référence vitesse, couple de charge et défaut appliqué – cc de 15 spires
(c).
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Fig. B.11: Vecteur courants idq mesurés et observés – cc de 15 spires (c).
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Fig. B.12: Vitesse Ω et couple de charge Tl de référence et observés – cc de 15 spires (c).
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Fig. B.13: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé – cc de 15 spires (c).
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Fig. B.14: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé – cc de 15 spires (c).
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Fig. B.15: Amplitude du défaut d estimé – cc de 15 spires (c).
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Fig. B.16: Comparaison des résidus sur les courants isdq générés par observation – cc de 15
spires (c).
B.2.3 26 spires en court-circuit sur la phase c
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Fig. B.17: Trajectoires de référence vitesse, couple de charge et défaut appliqué – cc de 26 spires
(c).
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Fig. B.18: Vecteur courants idq mesurés et observés – cc de 26 spires (c).
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Fig. B.19: Vitesse Ω et couple de charge Tl de référence et observés – cc de 26 spires (c).
154
Résultats de simulation - Comparaison des performances des observateurs de type
Kalman et Grand gain - Tests de robustesse
0 2 4 6 8 10 12
−20
−10
0
10
20
Résidu sur courant id − Observateur Grand Gain et quasi−estimateur associé
rd
 (A
)
 
 
0 2 4 6 8 10 12
−30
−20
−10
0
10
20
Résidu sur courant iq − Observateur Grand Gain et quasi−estimateur associé
rq
 (A
)
Temps(s)
 
 
id−id est
id−id obs
iq−iq obs
iq−iq est
Fig. B.20: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé – cc de 26 spires (c).
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Fig. B.21: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé – cc de 26 spires (c).
B.2 Comparaison des performances des observateurs et des quasi-estimateurs 155
0 2 4 6 8 10 12
−10
−8
−6
−4
−2
0
2
4
6
8
10
Amplitude du défaut appliqué
n
cc
/n
s
Temps(s)
 
 
dobs GG
dobs KL
Fig. B.22: Amplitude du défaut d estimé – cc de 26 spires (c).
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Fig. B.23: Comparaison des résidus sur les courants isdq générés par observation – cc de 26
spires (c).
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B.3 Tests de robustesse de l’estimation de Rs pour 5
spires en court-circuits sur la phase a
B.3.1 Variation de +50% sur Rs
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Fig. B.24: Vecteur courants idq mesurés et observés - Variation de +50% sur Rs – cc de 5 spires
(a).
B.3 Tests de robustesse de l’estimation de Rs pour 5 spires en court-circuits sur la
phase a 157
0 2 4 6 8 10 12
−100
−50
0
50
100
Vitesse
(ra
d.s
−1
)
 
 
Wmeca
Wobs GG
Wobs KL
0 2 4 6 8 10 12
−5
0
5
10
15
20
Couple de charge 
(N
.m
)
Temps(s)
 
 
Tl ref
Tlobs GG
Tlobs KL
Fig. B.25: Vitesse Ω et couple de charge Tl de référence et observés - Variation de +50% sur
Rs – cc de 5 spires (a).
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Fig. B.26: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 5 spires (a).
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Fig. B.27: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 5 spires (a).
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Fig. B.28: Amplitude du défaut d estimé - Variation de +50% sur Rs – cc de 5 spires (a).
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Fig. B.29: Comparaison des résidus sur les courants isdq générés par observation - Variation de
+50% sur Rs – cc de 5 spires (a).
B.3.2 Variation de −50% sur Rs
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Fig. B.30: Vecteur courants idq mesurés et observés - Variation de −50% sur Rs – cc de 5 spires
(a).
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Fig. B.31: Vitesse Ω et couple de charge Tl de référence et observés - Variation de −50% sur
Rs – cc de 5 spires (a).
0 2 4 6 8 10 12
−6
−4
−2
0
2
Résidu sur courant id − Observateur Grand Gain et quasi−estimateur associé
rd
 (A
)
 
 
id−id est
id−id obs
0 2 4 6 8 10 12
−2
0
2
4
6
Résidu sur courant iq − Observateur Grand Gain et quasi−estimateur associé
rq
 (A
)
Temps(s)
 
 
iq−iq obs
iq−iq est
Fig. B.32: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 5 spires (a).
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Fig. B.33: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 5 spires (a).
0 2 4 6 8 10 12
−10
−8
−6
−4
−2
0
2
4
6
8
10
Amplitude du défaut appliqué
n
cc
/n
s
Temps(s)
 
 
dobs GG
dobs KL
Fig. B.34: Amplitude du défaut d estimé - Variation de −50% sur Rs – cc de 5 spires (a).
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Fig. B.35: Comparaison des résidus sur les courants isdq générés par observation - Variation de
−50% sur Rs – cc de 5 spires (a).
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Fig. B.36: Vecteur courants idq mesurés et observés - Variation de +50% sur Rs – cc de 12
spires (b).
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Fig. B.37: Vitesse Ω et couple de charge Tl de référence et observés - Variation de +50% sur
Rs – cc de 12 spires (b).
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Fig. B.38: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 12 spires (b).
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Fig. B.39: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 12 spires (b).
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Fig. B.40: Amplitude du défaut d estimé - Variation de +50% sur Rs – cc de 12 spires (b).
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Fig. B.41: Comparaison des résidus sur les courants isdq générés par observation - Variation de
+50% sur Rs – cc de 12 spires (b).
B.4.2 Variation de −50% sur Rs
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Fig. B.42: Vecteur courants idq mesurés et observés - Variation de −50% sur Rs – cc de 12
spires (b).
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Fig. B.43: Vitesse Ω et couple de charge Tl de référence et observés - Variation de −50% sur
Rs – cc de 12 spires (b).
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Fig. B.44: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 12 spires (b).
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Fig. B.45: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 12 spires (b).
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Fig. B.46: Amplitude du défaut d estimé - Variation de −50% sur Rs – cc de 12 spires (b).
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Fig. B.47: Comparaison des résidus sur les courants isdq générés par observation - Variation de
−50% sur Rs – cc de 12 spires (b).
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B.5 Tests de robustesse de l’estimation de Rs pour 15
spires en court-circuits sur la phase c
B.5.1 Variation de +50% sur Rs
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Fig. B.48: Vecteur courants idq mesurés et observés - Variation de +50% sur Rs – cc de 15
spires (c).
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Fig. B.49: Vitesse Ω et couple de charge Tl de référence et observés - Variation de +50% sur
Rs – cc de 15 spires (c).
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Fig. B.50: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 15 spires (c).
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Fig. B.51: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 15 spires (c).
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Fig. B.52: Amplitude du défaut d estimé - Variation de +50% sur Rs – cc de 15 spires (c).
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Fig. B.53: Comparaison des résidus sur les courants isdq générés par observation - Variation de
+50% sur Rs – cc de 15 spires (c).
B.5.2 Variation de −50% sur Rs
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Fig. B.54: Vecteur courants idq mesurés et observés - Variation de −50% sur Rs – cc de 15
spires (c).
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Fig. B.55: Vitesse Ω et couple de charge Tl de référence et observés - Variation de −50% sur
Rs – cc de 15 spires (c).
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Fig. B.56: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 15 spires (c).
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Fig. B.57: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 15 spires (c).
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Fig. B.58: Amplitude du défaut d estimé - Variation de −50% sur Rs – cc de 15 spires (c).
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Fig. B.59: Comparaison des résidus sur les courants isdq générés par observation - Variation de
−50% sur Rs – cc de 15 spires (c).
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B.6.1 Variation de +50% sur Rs
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Fig. B.60: Vecteur courants idq mesurés et observés - Variation de +50% sur Rs – cc de 26
spires (c).
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Fig. B.61: Vitesse Ω et couple de charge Tl de référence et observés - Variation de +50% sur
Rs – cc de 26 spires (c).
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Fig. B.62: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 26 spires (c).
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Fig. B.63: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de +50% sur Rs – cc de 26 spires (c).
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Fig. B.64: Amplitude du défaut d estimé - Variation de +50% sur Rs – cc de 26 spires (c).
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Fig. B.65: Comparaison des résidus sur les courants isdq générés par observation - Variation de
+50% sur Rs – cc de 26 spires (c).
B.6.2 Variation de −50% sur Rs
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Fig. B.66: Vecteur courants idq mesurés et observés - Variation de −50% sur Rs – cc de 26
spires (c).
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Fig. B.67: Vitesse Ω et couple de charge Tl de référence et observés - Variation de −50% sur
Rs – cc de 26 spires (c).
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Fig. B.68: Comparaison des résidus sur les courants isdq générés par l’observateur Grand Gain
et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 26 spires (c).
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Fig. B.69: Comparaison des résidus sur les courants isdq générés par l’observateur de type
Kalman et le quasi-estimateur associé - Variation de −50% sur Rs – cc de 26 spires (c).
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Fig. B.70: Amplitude du défaut d estimé - Variation de −50% sur Rs – cc de 26 spires (c).
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Fig. B.71: Comparaison des résidus sur les courants isdq générés par observation - Variation de
−50% sur Rs – cc de 26 spires (c).
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