Open to All Possibilities
"Open" is the operative word. Data is collected from a sensor network installed throughout Bristol. Researchers and developers can obtain bandwidth on the Bristol Is Open network to use that data for testing applications and products on a citywide scale in a secure environment. They also can analyze and share information to develop new solutions that make the city work better.
For example, sensors embedded in the road can transmit temperature data wirelessly to a device installed on a city lamppost, which alerts the highway Driverless cars. Connected citizens. A City of the Future, Today.
Imagine a city as a live laboratory for research into smart cities. Bristol Is Open is just that-a testbed for the Internet of Things (IoT). A joint venture between the University of Bristol and Bristol City Council, the Bristol Is Open project fosters collaboration between technology, telecommunications, media, academic, local community, and local government organizations. The goal is to deliver research and development initiatives that solve contemporary problems and contribute to the development of a smart city. department that ice is forming and grit should be delivered to that location for improved road safety. Other applications could potentially turn out lights to save energy, control traffic signals based on traffic levels, reduce traffic congestion and air pollution, and improve home health options for the elderly. This data can also enable a wide range of machineto-machine communications. Bristol is collecting data over the network in its driverless car testing to assess if driverless cars can reduce congestion and make roads safer.
Multitenant, Multi-Service, Yet Seamless
To support a multitenant environment and potentially high volumes of data, Bristol Is Open needed a new kind of operating system and a robust network foundation. Enter the University of Bristol, whose High-Performance Networks lab has developed a city network operating system based on open standards.
EXECUTIVE SUMMARY

Challenge
• Build and connect a future servicesand-applications emulation platform to extend smart city experiments with realistic data from purpose-built arbitrary topologies.
Solution
• Brocade VDX 8770 Switches • Brocade MLX Series Core Routers
Results
• Gained a high-availability, highspeed fabric for smart city application emulation.
• Supports virtualized and multitenant services for simultaneous usage across SDN-enabled network infrastructure.
• Supports a wide range of protocols for establishing high-throughput connections with remote sites. "The operating system is based on open standards and a Software-Defined Networking-or SDN-approach," said Professor Dimitra Simeonidou, Project Lead and Chief Technology Officer at Bristol Is Open. "It will enable innovation from the ground to the cloud, and it will be ready to support the addition of future technologies, such as 10 Gbps mobile broadband."
The city already had access to a fiber infrastructure, which forms the transport layer of the active network. The project required building wireless, sensor, and main active networks on equipment from a diverse range of vendors. Yet all data and services must converge over the fiber backbone so that users experience the network as a single service no matter where they are in the city or which services they are using.
Bristol Is Open is the first project in the world to use SDN-enabled and all-programmable infrastructures for building next-generation, smart, open, and programmable cities. To fulfill this requirement, all network and infrastructure segments need to be open and programmable. The Bristol Is Open emulation platform is a unique facility for extending citywide experiments with realistic network and traffic data from other topologies. This facility is built using highend servers and Field-Programmable Gate Arrays (FPGAs), which will host the emulated nodes and links.
Brocade solutions will be used as part of the emulation platform to connect the emulated nodes to city and external networks, providing high-capacity backplanes and a wide range of link speeds with optical interfaces. One portion of the active network serves as a citywide testbed for emulating the performance and impact of new applications. The test-bed network had to support throughput capacity up to 100 Gbps and dynamic traffic patterns with defined Quality of Service (QoS). It also had to support open network principles and software technologies, such as the OpenFlow 1.3 specification. 
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