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ABSTRACT
In the Simulations and Constructions of the Reionization of Cosmic Hydrogen (SCORCH) project,
we compare analytical models of the hydrogen ionization fraction with radiation-hydrodynamic simu-
lations. We derive analytical models of the mass-weighted hydrogen ionization fraction from the local
ionization balance equations as a more accurate alternative to the widely adopted model based on the
volume filling factor. In particular, our model has a recombination term quadratic in the ionization
fraction, which is consistent with the two-body interaction nature of recombination. Then, we use the
radiation-hydrodynamic simulations to study the clumping factors needed to solve the analytical equa-
tions, and provide accurate fitting functions. We find that the ionized hydrogen clumping factors from
our radiative transfer simulations are significantly different than those from other simulations that use
a uniform photoionization background. In addition to redshift dependence, we also see the dependence
of ionized hydrogen clumping factor on ionization fraction, and we incorporate this into our fits. We
calculate the reionization histories using our analytical models and clumping factors and compare with
widely adopted models, and all of our models achieve < 7% difference from simulation results while
the other models have > 20% deviations. The Thomson optical depths from reionization calculated
from our analytical models result in < 5% deviation from simulations, while the previous analytical
models have > 20% difference in and could result in biased conclusions of the IGM reionization.
Keywords: cosmology: theory – dark ages, reionization, first stars – galaxies: high-redshift – large-scale
structure of universe – methods: analytical – numerical
1. INTRODUCTION
The Epoch of Reionization (EoR) is a period when
the first stars, galaxies and quasars emit UV photons
and ionize the neutral hydrogen in the universe. These
photons have large impact on the state and temperature
of the baryonic gas through photoionization and photo-
heating and hence also affect the structure formation in
the late universe. Therefore, we can gain information
about the first generation of luminous sources and the
status of the IGM, as well as constrain astrophysics and
cosmology by tracing the detailed history of reioniza-
tion.
Corresponding author: Nianyi Chen
nianyic@andrew.cmu.edu
Due to the limited observational data at this relatively
high redshift, knowledge about the sources of ionizing
photons and the evolution of the IGM is still incomplete,
but some progress has already been made. For exam-
ple, high-redshift galaxy observations show that galax-
ies most likely provided the bulk of the ionizing photons
(e.g Bouwens et al. 2015a; Finkelstein 2016; Livermore
et al. 2017), but quasars could make some contribution
towards the end of reionization (e.g Madau & Haardt
2015). Planck Collaboration et al. (2018) recently in-
ferred a Thomson optical depth τ = 0.054± 0.007 from
measurements of the CMB temperature and polariza-
tion angular power spectra, implying a late reionization
midpoint at redshift z = 7.7 ± 0.6 (e.g. Glazer et al.
2018). Becker et al. (2015) find evidence of a dark Lyα
trough extending down to z ∼ 5.5 in the spectrum of a
high-redshift quasar, suggesting that reionization could
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have ended at z < 6 (e.g. Keating et al. 2019), later than
previously assumed.
On the theoretical side, there are three main ap-
proaches to study EoR. The most accurate and expen-
sive are the cosmological simulations combining N-body,
hydro, and radiative transfer (RT) algorithms to solve
the coupled evolution of the dark matter, baryons, and
radiation (e.g. Trac et al. 2008; Gnedin 2014; Norman
et al. 2015; Semelin et al. 2017; Finlator et al. 2018;
Doussot et al. 2019). On the next level of accuracy,
there are semi-analytical/numerical methods providing
an approximate and efficient approach to solve both the
spatial and temporal evolution of the reionization pro-
cess. They are especially useful for making mock ob-
servations on large scales (e.g. Furlanetto et al. 2004;
Zahn et al. 2007; Alvarez et al. 2009; Santos et al. 2010;
Mesinger et al. 2011; Battaglia et al. 2013). The most
convenient but least accurate are fast analytical calcula-
tions and models, which are preferred for exploring the
large parameter space in forecasting or inference stud-
ies (e.g. Madau et al. 1999; Miralda-Escude´ et al. 2000;
Barkana & Loeb 2004; Kaurov & Gnedin 2014).
One of the most commonly used analytical model is
a differential equation for the time evolution of the vol-
ume filling factor of ionized hydrogen (HII) by Madau
et al. (1999) (hereafter M99). This model has recently
been used to constrain the reionization history and infer
properties of the radiation sources such as the ionizing
emissivity and radiation escape fractions (e.g. McQuinn
et al. 2011; Haardt & Madau 2012; Kuhlen & Faucher-
Gigue`re 2012; Bouwens et al. 2015b; Robertson et al.
2015; Price et al. 2016; Madau 2017; Ishigaki et al. 2018).
Despite its wide-spread use, there are several concerns to
this model: first, it was deriving Stro¨mgren sphere anal-
ysis under the simplifying assumption of isolated HII
regions; furthermore, it has generally been applied as-
suming a constant clumping factor in the recombination
term, which is not true in reality.
To study and use the analytical models of reionization
fraction, one would often need to make use of the clump-
ing factors in order to simplify the calculations. Among
different clumping factor definitions, the ionized hydro-
gen clumping factor is of most interest in the literature.
The ionized hydrogen clumping factor accounts for the
distribution of ionized hydrogen in the IGM. Most nu-
merical and semi-analytical simulations of EoR choose
to incorporate constraints on the clumping factors into
their simulations (e.g. Bouwens et al. 2015b; Robert-
son et al. 2015; Ishigaki et al. 2015; Greig & Mesinger
2017). In addition, many recent studies tend to directly
consider this quantity as independent of the redshift and
roughly constant, which is yet unproven. On the con-
trary, some studies have discussed its likely variability
(Gorce et al. 2018) while others tried to look for system-
atic errors in the computation or emphasize a possible
scale-dependency (Kaurov & Gnedin 2015).
The Simulations and Constructions of the Reioniza-
tion of Cosmic Hydrogen (SCORCH) project is designed
to provide radiation-hydrodynamic simulations, theo-
retical predictions, and mock observations to facilitate
more accurate comparisons with current and future ob-
servations. In SCORCH I (Trac et al. 2015), we probe
the connection between observed high-redshift galax-
ies and simulated dark matter halos to better under-
stand the primary source of ionizing photons. By abun-
dance matching galaxy UV luminosities to halo mass
accretion rates, we construct a fiducial model for the
galaxy luminosity functions that can be extrapolated
to fainter magnitudes and higher redshifts. Building
on this work, Price et al. (2016) use both paramet-
ric and non-parametric statistical methods to constrain
the radiation escape fraction fesc(z) from high-redshift
galaxies using HST and Planck observations. Their in-
ferred results favor increasing fesc towards higher red-
shift in an approximately power-law relation. With a
better understanding of the evolving abundance of high-
redshift galaxies and the production of ionizing radia-
tion, in SCORCH II (Doussot et al. 2019) we run and
analyze three radiation- hydrodynamic simulations with
the same fiducial galaxy luminosity functions, but dif-
ferent radiation escape fraction models. The simulations
are designed to have the same τe = 0.06 and similar mid-
points of reionization 7.5 < z < 8, but with different ion-
ization histories. Recently, D’Aloisio et al. (2019) have
also used these simulations to study the heating of the
intergalactic medium (IGM) by hydrogen reionization.
In this paper, we derive an analytical model for global
hydrogen ionization fraction from the local ionization
balance equation, and study different clumping factors
related to reionization with the RadHydro simulations in
the context of these analytical models. We highlight the
dependency of the clumping factors not only on the red-
shift, but also on the ionization fraction. We also com-
pare the current analytical models of reionization and
our own models derived from simulation data in terms of
the solved reionization history and the resulting Thom-
son optical depth. This paper is organized as follows:
in Section 2, we first summarize the RadHydro simula-
tions used to conduct our analysis. Then we review the
widely adopted M99 model for reionization history be-
fore proposing and deriving our own analytical model,
and we end this section by describing details about our
measurements of the clumping factors from the simu-
lation. In Section 3, we first present simulation data
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and fits for ionized hydrogen clumping factors, recom-
bination clumping factors, ionization clumping factors
and total hydrogen clumping factors. Then we compare
the reionization histories solved from different analytical
models and clumping factors. Finally, we show the com-
parison between the Thomson optical depths calculated
from different analytical models and the simulation re-
sults. We adopt the following cosmological parameters
in the simulations: Ωm = 0.30, ΩΛ = 0.70, Ωb = 0.045,
h = 0.70, ns = 0.96 and σ8 = 0.80.
2. METHOD
2.1. Radiation-hydrodynamic Simulations
In SCORCH II (Doussot et al. 2019), we present three
radiation-hydrodynamic simulations with the same cos-
mic initial conditions, same galaxy luminosity functions,
but with different radiation escape fraction models. The
simulations are run with the RadHydro code which com-
bines N-body and hydrodynamic algorithms (Trac &
Pen 2004) with an adaptive raytracing algorithm (Trac
& Cen 2007). It directly and simultaneously solves col-
lisionless dark matter dynamics, collisional gas dynam-
ics, and radiative transfer of ionizing photons. The ray
tracing algorithm uses adaptive splitting and merging
to improve resolution and scaling. This code has been
previously used to simulate both hydrogen and helium
reionization (e.g. Trac et al. 2008; Battaglia et al. 2013;
La Plante & Trac 2016).
The RadHydro simulations have 20483 dark matter
particles, 20483 gas cells and up to 12 billion adaptive
rays in a 50 h−1Mpc comoving box. We track five fre-
quencies (15.7, 21.0, 29.6, 42.9, 74.1 eV) above the 13.6
eV hydrogen ionizing energy. We then compute the inci-
dent radiation flux and use it in the computation of the
photoheating and photoionization rates needed by the
nonequilibrium solvers to solve the ionization and en-
ergy equations. The same initial conditions, generated
at a starting redshift of 300, is used in all of the simu-
lations. All three simulations are run down to redshift
z = 5.5.
Using an updated subgrid approach to model the radi-
ation sources, we are both able to populate dark matter
halos with galaxies, by matching the galaxy luminosity
functions, and accurately compute the spatial distribu-
tion of ionizing sources. Following SCORCH I (Trac
et al. 2015), the luminosity-accretion rate LUV(M˙) rela-
tion is inferred from the halo mass accretion rate and the
abundance matching performed by equating the number
density of galaxies to the number density of halos.
To generate halo and galaxy catalogs, a particle-
particle-mesh (P3M) N-body simulation with 30723 dark
matter particles is run using a high- resolution version
of the same initial conditions as the RadHydro simula-
tions. A hybrid halo finder is run on the fly every 20
million cosmic years to locate dark matter halos and
build merger trees. With a particle mass resolution of
3.59× 105h−1M, we can reliably measure halo quanti-
ties such as mass and accretion rate down to the atomic
cooling limit.
These simulations are consistent with the latest
Planck observations (Planck Collaboration et al. 2016,
2018), as they have been designed to have fixed Thom-
son optical depth τe = 0.06. They start with the same
initial conditions and have the same galaxy populations,
but use different radiation escape fraction models fesc.
Following Price et al. (2016), we choose a two-parameter
single power-law:
fesc(z) = f8
(
1 + z
9
)a8
, (1)
where f8 is the value of the escape fraction at z = 8
and a8 is the exponent that change between our three
simulations. With our three runs we test a8 = 0, 1, and
2.
Table 1 summarizes the parameters for the three Rad-
Hydro simulations. zmid is the redshift at which 50% of
the hydrogen is ionized, and ∆z is the redshift interval
between 5% and 95% ionization. From the table, we see
that the main difference in the three simulations is the
reionization histories resulted from different treatment
of the escape fraction. Sim 0 has constant fesc and reion-
ization starts latest, but ends earliest out of the three
models. Sim 1 has fesc(z) varying linearly with 1 + z
and is an intermediate model. Sim 2 has fesc(z) varying
quadratically and reionization starts earliest, but ends
latest. For more details on how different models affect
other aspects of reionization, please see SCORCH I and
II (Trac et al. 2015; Doussot et al. 2019).
2.2. Volume Filling Factor Model
We begin the discussion of analytical models of reion-
ization history by reviewing the reference model pro-
posed by Madau et al. (1999) (we will refer to this model
as M99 throughout the paper), which has been widely
used in analytical calculations (e.g. Bolton & Haehnelt
2007; Kuhlen & Faucher-Gigue`re 2012; Bouwens et al.
2015b; Price et al. 2016):
dQHII
dt
=
〈n˙γ〉V
〈nH〉V −
QHII
t¯rec
, (2)
where QHII is the volume filling factor of ionized hy-
drogen, 〈nH〉V is the volume-averaged total hydrogen
number density, 〈n˙γ〉V is the volume-averaged photon
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Table 1. RadHydro simulations
Model L [h−1Mpc] Ndm Ngas NRT f8 a8 τ zmid ∆z
Sim 0 50 20483 20483 5123 0.15 0 0.060 7.95 4.68
Sim 1 0.13 1 0.060 7.91 5.45
Sim 2 0.11 2 0.060 7.83 6.54
production rate, and the effective recombination time is
given by
t¯rec =
1
(1 + Y/4X)α(T0)〈nH〉VC , (3)
where X = 0.76 and Y = 0.24 are the hydrogen and
helium mass fractions, respectively, C is the clumping
factor, α is the recombination coefficient and T0 is the
temperature of the IGM at mean density, fixed to be
T0 = 2× 104K throughout this paper in order to match
the expectations from star-forming galaxy spectra (e.g.
Hui & Haiman 2003; Trac et al. 2008).
It is worth noting that Equation (2) is derived from
a constant density hypothesis. It thus implies that the
mass-weighted and volume-weighted ionization fraction
are equal.
2.3. Mass-weighted Ionization Fraction Model
In order to obtain a self-consistent, rigorous deriva-
tion of the global reionization equation, we start with
the local ionization balance equation of hydrogen (e.g.
Gnedin & Ostriker 1997):
dnHII
dt
= ΓnHI − α(T )nenHII − 3HnHII, (4)
where nHII is the physical number density of ionized
hydrogen, ne is the physical number density of free elec-
trons, Γ is the photoionization rate, α is the recombi-
nation coefficient and H is the Hubble parameter. The
right-hand side contains three effects that govern the
local ionization of hydrogen: the first term is the pho-
tonionization which increases ionized hydrogen number
density, the second term is the recombination which de-
creases the ionized hydrogen number density, while the
last term accounts for the decrease in physical number
density due to the universal expansion.
Taking volume-weighted averaging at both sides of
Equation 4 and dividing both sides by 〈nH〉V, we ob-
tain the global equation for the mass-weighted ioniza-
tion fraction:
d〈xHII〉M
dt
=
〈ΓnHI〉V
〈nH〉V −
〈α(T )nenHII〉
〈nH〉V , (5)
where
〈xHII〉M = 〈nHII〉V〈nH〉V . (6)
Instead of the volume filling factor Q, we focus on the
evolution of 〈xHII〉M, as this quantity is more relevant
for calculating observables such as the Thomson optical
depth. Note that the third, universal expansion term on
the right-hand side of Equation 4 has been cancelled by
the same term on the left-hand side that results from
time derivative of the denominator of Equation 6.
One issue with solving for global reionization di-
rectly with Equation 5 is that the last term is diffi-
cult to compute. Thus, the recombination term is often
parametrized by the clumping factor for quick calcula-
tions. If we relate the free electron number density ne to
the density of ionized hydrogen nHII, assuming helium
is singly ionized, by:
ne =
(
1 +
Y
4X
)
nHII, (7)
we can then rewrite Equation 5 in terms of the ionization
and recombination clumping factors as:
d〈xHII〉M
dt
= CI〈Γ〉V(1− 〈xHII〉M) (8)
− CR〈nH〉V
(
1 +
Y
4X
)
〈xHII〉2M,
where CI is the photo-ionization clumping factor (e.g.
Kohler et al. 2007) that occurs due to spatial fluctua-
tions in the radiation field:
CI =
〈ΓnHI〉V
〈Γ〉V〈nHI〉V , (9)
and CR is the recombination clumping factor:
CR =
〈α(T )nHIIne〉V
〈α(T )〉V〈nHII〉V〈ne〉V . (10)
Here we use the most general way of defining the
clumping factor, namely that we take the spatial tem-
perature variation into account when taking the global
average of the recombination rate instead of assuming a
constant temperature.
So far we have defined the clumping factors and shown
how the global ionization fraction can be iteratively
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solved from the differential equation once the clump-
ing factors are known. Before discussing in more detail
the measurements of clumping factors, we would like to
point out that the ionization rate Γ is often difficult to
compute without directly using the simulations. A more
convenient quantity to use in the photoionization term is
the ionizing photon production rate, n˙γ . This quantity
can be computed from galaxy luminosity functions and
the escape fraction without running radiative transfer
simulations. If we use the photon production rate n˙γ in
the place of photoionization rate Γ, Equation 8 becomes:
d〈xHII〉M
dt
=
〈n˙γ〉V
〈nH〉V (11)
− CR〈nH〉V
(
1 +
Y
4X
)
〈xHII〉2M.
Notice that only the first term on the right-hand side
changes, and there is no need of an ionization clumping
factor CI in this case. In the following sections, we will
use both Equation 8 and 11 to solve for the reionization
history and will evaluate the performance of both.
2.4. Clumping Factors
We have defined clumping factors and shown their use-
fulness in solving for reionization history in the previous
section. Now we want to provide details about the phys-
ical meaning of clumping factors and how we calculate
them from our simulations.
In simulation subgrid modeling and global analytical
models, clumping factors are used to account for the
excess of recombination or photoionization, due to fluc-
tuations in gas density and radiation field, respectively,
when solving for ionization fractions in the IGM. When
calculating clumping factors from the simulations, the
intra-halo gas is often excluded, because the ionization
within the halo is already accounted for in the escape
fraction. Since we model fesc explicitly in our RadHydro
simulations, we also exclude the halo gas in our clumping
factor computation, and we do so by applying empirical
upper limits on the gas overdensity. If the overdensity of
a region is greater than this limit, the region is consid-
ered to be a part of the intra-halo gas and is not taken
into account during the computation.
In order to find a robust functional form and to
make our models broadly applicable, we choose to study
clumping factors under three different density upper lim-
its. We use ∆ = 50, ∆ = 100 and ∆ = 200 in units of
the global mean gas density as our three density cuts,
and the resulting clumping factors are named C∆<50,
C∆<100 and C∆<200, respectively. In the SCORCH
project, the clumping factors are computed while the
simulations are running instead of in post processing.
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Figure 1. The total hydrogen clumping factor CH as a
function of the redshift for the three definitions given by the
simulation (dashed) and the fitting (solid). The relative
errors are shown in the lower panels. Fitting function is
given in Equation 13 and parameters are given in Table 2.
Table 2. CH: Total Hydrogen Clumping Factor
CH
Model C0 α0 α1 δrms δmax
CH,∆<50 1.62 −2.27 −0.107 0.4% 2.1%
CH,∆<100 2.02 −2.89 −0.079 0.5% 2.6%
CH,∆<200 2.53 −3.55 −0.056 1.1% 3.9%
3. RESULTS
Having formulated how to use the clumping factors to
solve for reionization history and shown how we define
and calculate the clumping factors in the IGM from the
RadHydro simulations, in this section we will provide
measurements, fitting formulas and parameters for the
clumping factors, and show that with our fits and our
models for the global reionization balance equation, we
can recover the evolution of ionized hydrogen accurately
in comparison to direct radiation hydrodynamics simu-
lations.
3.1. Total Hydrogen Clumping Factor
The total hydrogen clumping factor CH is calculated
from all hydrogen gas, both neutral and ionized, from
the simulation. It is defined as:
CH =
〈n2H〉V
〈nH〉2V
. (12)
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The total hydrogen clumping factor is not used in the
ionization equations mentioned in the previous section,
but we provide fits for it nonetheless for completeness.
As both ionized and neutral hydrogen atoms are con-
sidered indifferently, CH does not depend on the ion-
ization fraction xHII, so we consider its evolution only
as a function of the redshift. Moreover, because of its
independence of xHII, the value of the total hydrogen
clumping factor is almost the same for Sims 0, 1, and 2.
It does, however, depend on the maximum overdensity
∆ where measurements are taken. Hence, we fit three
sets of parameters for different maximum overdensities
but not different simulations.
For each density cut, we fit the hydrogen clumping
factor by a single power-law with running exponent. The
fitting formula is:
CH(z) = 1 + C0
(
1 + z
9
)α(z)
(13)
where C0 is a constant controlling the overall amplitude,
α is a linear function in redshift with α(z) = α0 +α1(z−
8).
To fit this function to our simulation data, we use
the basin-hopping algorithm (Wales & Doye 1997) and
minimize the relative error:
 =
zn∑
z=z0
|Csim − Cfit|
Csim
. (14)
Here we choose z0 = 14 and zn = 5.5 to be the redshift
range of our fitting for CH. We optimize three sets of pa-
rameters for the three density threshold measurements.
The results of our fitted parameters are shown in Table
2. For low redshifts (z < 10), the α0 term dominates in
the exponent as α1 in the linear term is relatively small,
and high-∆ models have more negative α0 which leads
to a steeper slope, which is physically due to the coinci-
dence of the rapid rise of mass fraction in halos that are
both sources and sinks of reionization process at the last
stage of the reionization. As we go to higher redshifts,
the linear term in the exponent begins to dominate, and
the values for three density cuts cross with each other.
Figure 1 shows the evolution of the total hydrogen
clumping factor CH for our three definitions of CH given
by the simulation and the fits. The total hydrogen
clumping factor increases with time, in agreement with
the commonly acknowledged fact that the collapse gas
fraction increases with time during the EoR. Further-
more, when we apply a higher upper limit in density,
we are including more gas around the halos into our
calculation. As the gas density around halos grows at
lower redshift, we would expect a higher CH for the high-
Table 3. CHII: Ionized Hydrogen Clumping Factor
CHII
Model C0 α0 α1 β0 δrms δmax
CHII,∆<50 2.07 −1.43 −0.213 −1.32 5.0% 9.7%
CHII,∆<100 2.69 −1.92 −0.196 −1.33 2.2% 8.3%
CHII,∆<200 3.48 −2.50 −0.185 −1.34 3.1% 20.9%
density-cut models such as ∆ < 200, as can be seen in
the plot.
We also plot the model for CH fitted in Shull et al.
(2012) as the black dotted line because it will be used
later to solve for the reionization histories under M99
model. From the plot, we see that the values are lower
than our results from all three models. One explanation
is that our RadHydro simulations have a higher resolu-
tion of 24 h−1kpc with particle mass 1.03× 106h−1M
whereas the simulations in Shull et al. (2012) have a
maximum resolution of 32 h−1kpc with max particle
mass of ∼ 2.15× 106h−1M. Hence, we are able to bet-
ter resolve the collapsed gas in higher-density regions,
leading to higher values of CH. Moreover, the cosmo-
logical model assumed in Shull et al. (2012) is slightly
different from ours, and could also lead to higher hydro-
gen clumping in our simulations than theirs.
3.2. Ionized Hydrogen Clumping Factor
One key term in the global reionization equation is the
clumping factor in the recombination term. In Section
2.3, we have defined recombination clumping factor CR
with spatial variation of recombination rate. In practice,
sometimes the recombination rate α is treated as a con-
stant, and its value is fixed at the averaged temperature
of the medium and is independent of the recombination
case. In this case, the recombination clumping factor is
reduced to the ionized hydrogen clumping factor:
CHII =
〈n2HII〉V
〈nHII〉2V
. (15)
Previous work have also provided fits for the ion-
ized hydrogen clumping factor and used them to solve
for the evolution of the ionization fraction. For exam-
ple, Shull et al. (2012) uses hydrodynamic simulations
with a uniform ionizing background to fit CH, CDF and
CRR, corresponding to our CH, CHII and CR respec-
tively, and gets order unity measurements. Kaurov &
Gnedin (2015) also makes measurements of ionized hy-
drogen clumping factor using Radhydro simulations and
applies lower limit of ∼ 0.9 on the ionization fraction in
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Figure 2. The ionized hydrogen clumping factors from the three RadHydro simulations and the fitted curves for the ∆ < 100
density cut. We show the simulation data (dashed) along with the fitted data from Equation 16 (solid) in for Sims 0 (blue),
1 (purple) and 2 (orange). The lower panels shows the deviations of the fits from the simulation data.
their calculations to only account for ionized gas. An-
other common practice in the literature is to use a con-
stant C = 3 model for the recombination term (e.g.
Kuhlen & Faucher-Gigue`re 2012; Robertson et al. 2015;
Bouwens et al. 2015b), mostly based on the two simu-
lation measurements mentioned above. In this section,
we show our measurements from the RadHydro simula-
tions as an alternative to the existing models which use
uniform photoionizing backgrounds.
We first measure the ionized hydrogen clumping factor
CHII defined in Equation 15. As said in Section 2.4, we
make our measurements with three overdensity thresh-
olds ∆ = (50, 100, 200) to exclude the dense regions
around the halos. However, unlike many previous works
(e.g. Jeeson-Daniel et al. 2014; Kaurov & Gnedin 2015),
we do not impose a lower limit on the overdensity, nor
do we have a lower limit on the ionization fraction of the
cell. This is because we are using the clumping factors
more for the purpose of global analytical modeling of
reionization history rather than subgrid models within
simulations.
Inspired by the fitting function of CH, we use the same
functional form, a single power law with running expo-
nent, for the redshift dependence. While CH only de-
pends on redshift, we include an additional dependence
on xHII for CHII:
CHII(z, xHII) =
[
1 + C0
(
1 + z
9
)α(z)]
〈xHII〉β0M (16)
where α(z) = α0 +α1(z− 8), and C0, α0, α1 and β0 are
parameters that we will find via optimization. Here the
ionized hydrogen clumping factor depends on both red-
shift and mass-weighted ionization fraction because we
want to allow for different reionization modeling when
using our fits.
Similar to the fitting method introduced in the pre-
vious section, we use the basin-hopping algorithm and
minimize the relative error. Here, instead of fitting the
data from one simulation, we now optimize against Sims
0, 1, and 2 simultaneously to account for the ionization
fraction dependence, and we fit different sets of param-
eters for the three density cuts. Here we choose z0 in
Equation 14 to be the redshift when 〈xHII〉M = 1% and
zn to be the reshift when 〈xHII〉M = 99.9%, which re-
sult in different redshift ranges for the three simulations.
The best fit parameters are listed in Table 3. From the
table, we see that the general trend in the three parame-
ters for the redshift dependency part is similar to that in
CH. As for ionization-fraction dependency, we see that
the models for three density cuts all have CHII ∝ x−1.3HII ,
so the dependence on ionization fraction is not affected
much by the density upper limit.
The resulting evolution of CHII matches simulation
results within 20% for any models and definitions, and
has mean square errors of within 5%. With all parame-
ters monotonic in the density cut ∆, one could interpo-
late these parameters for intermediary definitions of the
clumping factor CHII for further simulations.
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Table 4. CR: Recombination Clumping Factor
CR
Model C0 α0 α1 β0 δrms δmax
CR,∆<50 2.96 −1.31 −0.310 −1.39 4.9% 13.6%
CR,∆<100 3.38 −1.50 −0.341 −1.41 2.0% 8.6%
CR,∆<200 3.57 −1.58 −0.354 −1.42 3.7% 18.6%
Figure 2 shows the ionized hydrogen clumping factors
from the three simulations and the fitted curves for the
∆ < 100 density cut. CHII starts off at a relatively high
value of ∼ 103 due to the early ionization of the high
density regions around the sources and then decrease
rapidly with redshift as larger regions get ionized. To-
wards the end of reionization, almost all of the neutral
hydrogen are ionized, so the value of CHII becomes close
to the total hydrogen clumping factor at order unity.
The lower panels show the deviations of the fits from
the simulation data, and we can see that with the fit-
ting formula given in Equation 16, we can fit the three
simulations within 5% error during most of reionization,
although the fitting can get larger than data values at
high redshift due to the limitation of the functional form.
Comparing to previous works on CHII, our measured
values are higher at z > 8, and the reason are two-
folds: firstly, our simulations use radiative transfer to
track the evolution of photons and gases, so the pro-
cess is patchy throughout reionization. This leads to
higher patchiness, and a higher CHII,comparing with the
simulations that turn on a uniform ionizing background
around z = 8. Secondly, as mentioned before, we did not
apply any lower limit on either ∆ or xHII. This means
that we have included all cells outside halos, leading to a
larger CHII at high redshift when the ionization fraction
is very inhomogeneous.
3.3. Recombination Clumping Factor
As mentioned in Section 2.3, instead of assuming a
constant recombination coefficient, it is more accurate
to take the spatial variation of α into account when cal-
culating the recombination clumping factor. Hence, we
also calculated CR defined in Equation 10 from our three
simulations and we provide our results and fits here. In
our calculation, one slight difference from the definition
in Equation 10 is that instead of using 〈α〉 in the denom-
inator, we choose a fiducial value of α = αB(2× 104K),
such that our recombination clumping factor is defined
as:
CR =
〈α(T )nenHII〉
αB(2× 104K)〈ne〉〈nHII〉 (17)
In practice, this is only a matter of normalization, and
we find it more convenient to choose a widely used value.
The readers can easily rescale CR differently if they
want.
Figure 3 shows our measurements of CR from the Rad-
Hydro simulations. The general trend and magnitude
resembles the ionized hydrogen clumping factor. There-
fore, we use the same functional form (Equation 16) as
in CHII to fit the recombination clumping factor:
CR(z, xHII) =
[
1 + C0
(
1 + z
9
)α(z)]
〈xHII〉β0M , (18)
where α(z) = α0 +α1(z− 8), and C0, α0, α1 and β0 are
parameters we want to optimize.
Like in CHII, we also fit three sets of parameters for
three different density cuts, and each set of parameters
is fitted to three simulations simultaneously. The pa-
rameters from the fits are presented in Table 4. From
the table, we see that the dependence of xHII on redshift
is similar for CHII and CR and almost the same for three
density cuts. The exponent in the redshift dependence
has larger linear terms, leading to larger slope at high
redshifts.
For comparison, we add the data of CR from Finla-
tor et al. (2012) to Figure 3. The data was originally
in xHII,VCR and used α(10
4K), but to show a direct
comparison with our results, we divide it by xHII,V and
rescale to α(2× 104K). After rescaling, we see that our
data and fits agrees with the fitting function from Finla-
tor et al. (2012). Also from Finlator et al. (2012), we can
see that if one intends to use our models for simulation
subgrid, it is possible to use xHII,VCR instead of apply-
ing an ionization fraction lower limit at xHII = 0.95, as
the evolution of the two values are close to each other.
3.4. Photoionization Clumping Factor
To use Equation 8 with the ionization rate Γ, we also
need to compute the ionization clumping factor CI de-
fined in Equation 9. The measurement of CI was previ-
ously computed by Kohler et al. (2007) using a small (4
h−1Mpc) box. In their work, the focus was towards the
very end of reionization due to the interest in Lyman-
α lines, and the evolution of ionization clumping factor
in the long redshift interval before the end was ignored
in the fit. In our measurement, we want to track the
evolution of CI throughout reionization.
In Figure 4, we show the evolution of CI as a function
of redshift and mass-weighted neutral fraction. From
the left panel, we can see a turnover at z = 6 ∼ 7, when
reionization is mostly complete. Before this turnover
redshift, the value of CI was decreasing with time, and
this is because the ionization front propagates to the
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Figure 3. Measurements of the recombination clumping factors from the three RadHydro simulations as a function of redshift
(left) and mass-weighted ionization fraction (right) with the ∆ < 100 density cut. We show the simulation data (dashed
lines) together with our fitting results (solid lines) for Sims 0 (blue), 1 (purple) and 2 (orange). We also show the results
from Finlator et al. (2012) (black dotted) for comparison. The lower panel shows the percentage difference between the fitted
results and the simulation results. In most periods throughout reionization, our fits are within 10% of the simulation results.
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Figure 4. The evolution of the ionization clumping factor CI as a function of redshift (left) and mass-weighted neutral fraction
(right) for three RadHydro simulations.
larger regions in the IGM where the process of pho-
toionization became less concentrated in space. Then,
towards the end of reionization, photonionization rate
was once again dominated by the remaining neutral re-
gions in the IGM close to halos where the density is
high, and so the ionization clumping factor has a steep
increase. The fluctuations seen in the plots are due to
the episodic star formation in a finite-size box.
3.5. Ionization Fraction
Having fitted the clumping factors needed in solving
the differential equation for the evolution of hydrogen
ionization fraction, we now compare our models (Equa-
tion 8 and 11) calculated with the recombination clump-
ing factor, to the M99 formalism calculated with the
Shull et al. (2012) fit and with constant C = 3.
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Figure 5. The reproduced M99 model reionization histories in comparison from the simulation reionization histories. From left
to right are the reionization histories from Sims 0, 1, and 2. We calculate the ionization histories with fixed recombination factor
C = 3 (yellow dashed), and with CH from Shull et al. (2012) following Madau (2017) (red solid). We plot the calculated
results against the mass-weighted (purple solid) and volume-weighted (blue solid) reionization fractions from the RadHydro
simulations. In the lower panels we show the fractional difference of the M99 histories from the simulation results.
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Figure 6. The evolution of 〈xHII〉M from the analytical model proposed in this work, solved with ionizing photon production
rate n˙γ (red dashed) and photoionization rate Γ (yellow dashed). We plot them against the mass-weighted (purple solid)
and volume-weighted (blue solid) reionization fractions from the RadHydro simulations. The resulting ionization fractions
follow those from the simulations much closer than the M99 models.
First, we calculate the evolution of volume filling fac-
tor Q by solving Equation 2 following Madau (2017),
where we assume an average temperature of T = 2 ×
104K and use C = 3 and CH,Shull = 2.9 ((1 + z)/6)
−1.1
to model the recombination rate. The photoionization
term is approximated by n˙γ as in M99, where n˙γ is di-
rectly measured from the simulations (see Trac et al.
(2015) for details).
In Figure 5, we show the reproduced M99 model reion-
ization histories with C = 3 and CH,Shull in comparison
with the simulation reionization histories. From left to
right are the reionization histories from Sims 0, 1, and
2. We plot them against the mass- and volume-weighted
reionization fractions from the RadHydro simulations.
In the lower panels we show the percentage difference of
the M99 histories from the simulation results.
We can see that with the M99 model, neutral hydro-
gen gets ionized quicker than in the simulation, and
the deviations from mass-weighted ionization fraction
can be as large as ≥ 20%. The deviation from the
volume-weighted ionization fraction, which is what Q
really should be, is even larger. The main reason for
the difference is that the recombination clumping fac-
tors measured from radiative transfer simulations are
much larger than those measured from a uniform ion-
izing background, especially during the early stages of
reionization. Although this difference is mitigated by
using a linear rather than quadratic term in 〈xHII〉 for
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recombination, the overall amplitude of the recombina-
tion term in the M99 model is still smaller.
Next, we use our model in Equation 8 and 11, together
with our fits for the clumping factors presented in the
previous sections to solve for the mass-weighted ioniza-
tion fraction. Figure 6 shows the evolution of 〈xHII〉M
from the analytical model proposed in this work, solved
with ionizing photon production rate n˙γ and photoion-
ization rate Γ. The resulting ionization fractions follow
those from the simulations much closer than the M99
models. In particular, the ionization fraction solved with
photoionization rate Γ shows almost no deviation from
the simulation results. The model with n˙γ also doesn’t
deviate much from the simulation data, with an at most
5% difference in Sim 0 towards the end of reionization.
3.6. Thomson Optical Depth
One goal of computing the ionization fraction of hy-
drogen through the analytical models is to infer the
Thomson optical depth τe, which is an important ob-
servable for reionization and parameter for cosmological
surveys. It is defined as:
τe(z) = σT
∫ z
0
dz′
dt
dz′
ne(z
′) (19)
where σT is the Thomson scattering cross section and
ne(z
′) is the electron number density at redshift z′. The
redshift integration is performed from the present up
until the beginning of reionization.
We calculate τe using different models for the ioniza-
tion fractions, and compare how choice of reionization
models affects the value of τe. In our calculation, we
assume single ionization of helium until redshift z = 3,
after which helium gets fully ionized. For each reioniza-
tion history model, we calculate ne from 〈xHII〉M or Q
and integrate from the beginning of reionzation down to
redshift z = 0.
Table 5 shows the optical depths from four different
models in comparison with the τe values from the Rad-
Hydro simulations. Not surprisingly, just like the reion-
ization history, the calculation based on Equation 8 fol-
lows the simulation results most closely, but the approx-
imated method with n˙γ in Equation 11 also resembles
the simulations in terms of τe. With the two models fol-
lowing M99, the values of τe are systematically higher
by 5 ∼ 15% due to the earlier reionization of the gas as
already shown in Figure 5.
In addition, note that Table 5 shows the total optical
depth which includes both the reionization and the post-
reionization contributions. Out of the two, the post-
reionization term contributes ∼ 0.03 to all of the mod-
els equally, so that if we only consider the difference be-
tween the reionization optical depth when constraining
reionization models, the deviation from the simulation
results could be as large as 20% ∼ 30% with the M99
models.
Given the latest τe measurement from Planck Collab-
oration et al. (2018) of 0.054 ± 0.007, which has a 13%
uncertainty, conclusions about the IGM using the opti-
cal depth with the M99 model could be systematically
biased, while the error in τe calculated with our model
is well within the tolerance of current observations.
4. CONCLUSION
In this paper, we address issues in the analytical mod-
els proposed in Madau et al. (1999) based on Stro¨mgren-
sphere analysis, and propose an alternative model to
solve for mass-weighted ionization fraction based on
the local ionization balance equations. There are two
main differences between our model and the M99 model:
firstly, our derivation leads to a recombination term
quadratic in the ionization fraction, while the M99
model uses a linear term; secondly, we do not assume
constant clumping factors of ionized hydrogen, nor do
we use globally averaged temperature to calculate the
recombination coefficient α(T ).
To study the evolution of clumping factors and in-
clude spatial fluctuations into the recombination term,
we use the results of the RadHydro simulations from
the SCORCH project. The measurements are based on
three RadHydro simulations described in detail in Dous-
sot et al. (2019). These simulations assume identical
initial conditions and parameters except for the evolu-
tion of the ionizing photon escape fractions. The escape
fractions fesc are constant, linear and quadratic in the
three simulations, leading to different reionization his-
tories. To match the idea of temporal and spatial varia-
tion of clumping factors and recombination coefficients
in the analytical model we propose, those three simula-
tions do not compel the clumping factor to be constant
but rather record its free evolution as another output
result.
Our first key result is the time-evolution of the ionized-
hydrogen clumping factor CHII. We show that CHII de-
pends both on redshift and on the mass-weighted ioniza-
tion fraction. We measured CHII from the three RadHy-
dro simulations using three different definitions, setting
the over-density cut at ∆ < 50, ∆ < 100 and ∆ < 200
to exclude the regions within the halos. We clearly see
the strong dependence of CHII on redshift, where CHII
starts off at a very high value due to the patchiness of
reionization, and drop down quickly to order unity to-
wards the end of reionization. Based on the data from all
three simulations, we provide empirical fitting functions
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Table 5. Thomson Optical Depth
τe
Model M99, C = 3 M99 + Shull12 Our model w/ Γ Our model w/ n˙γ RadHydro
Sim 0 0.065 0.067 0.059 0.060 0.060
Sim 1 0.066 0.069 0.059 0.060 0.060
Sim 2 0.067 0.070 0.061 0.059 0.060
of CHII(z, 〈xHII〉), and show that it fits the measured
CHII to within 20% throughout reionization.
Next, we take into account the spatial variation of
temperature and measure the recombination clumping
factors CR in the same way as CHII. We also provide
fits for CR and the fits are within 20% relative error
from the simulation results. With caution, our fit can
be interpolated for other empirically set density limits
and, to some extent, other reionization histories.
In addition to the clumping factors in the recombi-
nation term, we also show the redshift dependence of
the ionization clumping factor CI and total-hydrogen
clumping factors. In particular, we pay attention to the
entire redshift range throughout reionization, instead of
focusing on the end. Our measurements of both result
in higher values comparing to previous works, and we
observe a turning point in the evolution of CI with the
neutral fraction.
Finally, we use both Madau (2017) methods and our
models and fits to solve for the evolution of mass-
weighted ionization fraction, and compare both to our
simulation results. While M99 model results in a > 20%
difference from all three simulations, our model fits the
simulation results to within 5%. The low clumping fac-
tor used in Madau (2017) results in an earlier end of
reionization, and it also has a > 10% difference in the
Thomson optical depth τe and a > 20% difference in
τe,reion. Our model, on the other hand, matches both
the ionization history and the value of τe from the sim-
ulations much better, with a < 5% difference from sim-
ulations.
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