Abstract
Introduction
Hypergraph partitioning finds application in a number of areas including, but not limited to, VLSI circuit design [2] and decomposition for parallel sparse-matrix vector multiplication [8] . The partitioning problem usually requires the set of vertices of the hypergraph to be partitioned into k disjoint subsets such that the weight of each of the disjoint subsets does not differ from another by more than a prescribed amount. The weight of the set of vertices is expressed as the sum of the constituent vertex weights. The partitioning is carried out in such a way that a certain objective function over the hyperedges is minimized. In the case of the parallel decomposition of sparse matrices the objective function becomes the (k−1) metric [8] . This is the sum, over all hyperedges that span different partitions, of hyperedge weight multiplied by the number of spanned partitions minus one. This is not to be confused with hyperedge cut which is the sum, over all hyperedges that span different partitions, of hyperedge weight. The value of the objective function for a particular partitioning is often referred to as the cutsize of the partitioning.
Computing the optimal bisection of a hypergraph under the hyperedge cut metric (and hence the (k−1) metric since k = 2 for a bisection) is known to be NP-complete [14] . Thus, research has focused on developing polynomial time heuristic algorithms that give good sub-optimal solutions. Much work has been done on sequential algorithms and a survey relating to algorithms in VLSI design is presented in [2] . Recently, the most successful heuristic algorithms (in terms of cutsize and runtime) have been those based on the multilevel paradigm [17, 7] . Multilevel algorithms form a pipeline broadly consisting of three stages. During the coarsening stage a sequence of successively smaller hypergraphs is constructed by merging selected vertices. The initial partitioning stage then computes the partitioning of the smallest (coarsest) hypergraph in the sequence. Finally, during the uncoarsening stage this partitioning is projected through the sequence of hypergraphs constructed during the coarsening stage and is further refined after each projection.
Computing the k-way partitioning (where k > 2) can be done either via the recursive bisection method (divideand-conquer) or by computing the the k-way partitioning directly. In [20] the authors experimentally show that the direct partitioning method can be superior both in terms of runtime and the (k−1) metric to recursive bisection for larger values of k.
In [6, 9] hypergraph partitioning is applied to the parallel computation of response time densities in Markov and Semi-Markov chains. The partitioning is a pre-processing step to the parallel sparse-matrix vector type operations that form the kernel operations in such solvers. A good partition can greatly reduce the amount of interprocessor communication incurred, which is especially important when the ratio of network latency to processor speed is high (such as is the case in commodity workstation clusters). In particular for the response time density calculations the resulting partition is reused many times, making the quality of the partitioning algorithms key to the scalability of these algorithms. The sparse matrices that need to be partitioned may have upwards of Θ(10 7 ) rows (vertices) and Θ(10 8 ) non-zeros (pins) so that in these cases the problem becomes intractable by sequential computation. By comparison, the largest hypergraph in the current VLSI benchmark suite has just 184 752 vertices and 860 036 pins [1] .
In the absence of a parallel hypergraph partitioning algorithm, parallel graph partitioning was used in [6, 9] to distribute the matrix across the processors. While superior to a random partition, graph partitioning schemes do not accurately reflect the actual communication cost incurred during parallel matrix vector multiplication but merely provide (and thus attempt to minimize) an upper bound [8] . In this paper we present a disk-based parallel formulation built upon a sequential multilevel k-way partitioning algorithm for hypergraphs [20] . The target architecture is a cluster of commodity workstations connected by a switched ethernet network. The algorithm is evaluated on a number of sparse hypergraphs arising from response time density computations and is shown to consistently outperform a leading parallel graph partitioning tool ParMeTiS [23] in terms of cutsize by up to 27%.
The rest of this paper is organized as follows. Section 2 describes sequential multilevel hypergraph partitioning in more detail. Section 3 presents the parallel formulation and Section 4 the experimental evaluation. Finally, concluding remarks and ideas on further research directions are presented in Section 5.
Sequential Multilevel Hypergraph Partitioning
As shown in Fig. 1 , a hypergraph is an extension of a graph data structure in which edges connect arbitrary, nonempty sets of vertices. Formally, we define a hypergraph H(V, E) as follows. V is defined to be the set of vertices and E the set of hyperedges, where each hyperedge e i ∈ E is a subset of the vertex set V . With each vertex v i ∈ V is associated a weight w i , which in the case of a row-wise parallel sparse-matrix decomposition is given by the number of hyperedges incident on that vertex. This corresponds to the number of non-zeros in the row (i.e. the computational load that each row induces on a processor). Similarly, with each hyperedge e i ∈ E is associated a cost c i . In the case of the parallel sparse-matrix decomposition, this is unity since it corresponds to the cost of communication a vector element across a processor boundary. The size of a hyperedge is defined as its cardinality.
The k-way partitioning problem is to find k disjoint sub- 
where λ i is the number of partitions spanned by hyperedge e i . This formalizes the intuition of the parallel sparsematrix decomposition that minimizes the communication cost subject to maintaining a computational load balance. The multilevel paradigm is preferred to flat approaches (i.e. those that do not attempt to coarsen the hypergraph) because it scales well in terms of runtime and solution quality with increasing problem size. Iterative improvement algorithms are more likely to get trapped in poor local minima as problem size increases. Alternative approaches to obtaining good solutions such as spectral methods are reviewed in more detail in [2] . However, for large problem instances these are usually incorporated within the multilevel framework to preserve realistic runtimes [4] .
The following subsections describe the multilevel pipeline in more detail.
The Coarsening Phase
The aim of the coarsening phase is to reduce the original problem instance via a succession of smaller hypergraphs that maintain as far as possible the structure of the original hypergraph.
Coarsening is performed by merging the vertices of the hypergraph together to form vertices of the coarse hypergraph. The corresponding hyperedges of the coarse hypergraph are constructed from the original set of hyperedges 0-7695-2132-0/04/$17.00 (C) 2004 IEEE via the latter vertex mapping. Single vertex hyperedges in the coarse hypergraph are discarded as they cannot contribute to the cutsize of a partitioning of the coarse hypergraph. If more than one hyperedge maps onto the same hyperedge of the coarse hypergraph only one hyperedge is retained, with its cost set to be the sum of the costs of the hyperedges that mapped onto it.
It is desirable for the coarsening phase to maintain the natural clusters (highly connected vertices) in the original hypergraph as clusters of coarse vertices in the coarsened hypergraphs. In addition, the coarsening should reduce the size and number of hyperedges, as well as reducing the exposed hyperedge cost, which is defined as the sum of individual hyperedge costs and which represents the upper bound on the cutsize of a partitioning. The coarsening algorithm has significant impact on the final solution quality since most heuristic algorithms tend to terminate at local minima with respect to the heuristic. Thus, a poor coarsening algorithm may only allow a partitioning algorithm to explore parts of the solution space where the local minima solutions are of poor quality relative to the global minimum.
Coarsening algorithms are discussed in detail in both [2] and [17] . During our experiments we have found that the FirstChoice coarsening algorithm [20] and related algorithms [8] result in balanced partitionings and fast runtimes for our case study hypergraphs. The FirstChoice coarsening algorithm proceeds as follows. The vertices of the hypergraph are visited in a random order. For each vertex v i , all vertices (both those already matched and those unmatched) that are connected via hyperedges incident on v i are considered for matching with v i . A connectedness metric is computed between pairs of vertices and the most strongly connected vertex to v i is chosen for the matching, provided that the resultant cluster does not exceed a prescribed maximum weight. This condition is imposed to prevent a large imbalance in vertex weights in the coarsest hypergraphs. Note that more than two vertices may map to the same cluster in the coarse hypergraph. Another family of algorithms, known as Hyperedge Coarsening algorithms [17] , seek a maximal independent set of hyperedges. The sets of vertices that belong to each of the hyperedges in the set are collapsed together to form vertices in the coarse hypergraph. In order to find the maximal independent set, the hyperedges are sorted in decreasing order of hyperedge cost. Ties are broken in increasing order of hyperedge size. The hyperedges are now visited in this prescribed order and for each hyperedge that consists of solely unmatched vertices, its vertices are mapped to a single cluster in the coarse hypergraph. The remaining vertices may then be mapped as singleton clusters in the coarse hypergraph or the hyperedges may once again be visited in the above order and groups belonging to the same hyperedges may be mapped to the same clusters. In our experiments, Hyperedge Coarsening often led to less tightly balanced partitionings while not resulting in an improvement in cutsize over FirstChoice coarsening.
An important parameter to the coarsening algorithm is the ratio of the number of vertices in successive coarser hypergraphs. A low ratio implies that many coarsening stages may be required, thus increasing the runtime of the overall algorithm. On the other hand, a larger ratio may result in a poorer quality of coarsening as vertices are matched into sub-standard clusters. In [17] the author reports that a ratio in the range 1.5-1.8 provides a reasonable balance between runtime and solution quality. Our experience is similar with our case study hypergraphs, using ratios in the range 1.5-2.0.
The Initial Partitioning Phase
The initial partitioning phase provides a partitioning of the coarsest hypergraph. This will be subsequently refined as it is being projected through the sequence of successively finer hypergraphs. Because the coarsest hypergraph tends to be significantly smaller than the original problem instance, the time taken to compute the initial partitioning is usually considerably less than the time taken by the other phases of the multilevel pipeline.
In [20] the authors use recursive bisection to compute the initial k-way partitioning. We also adopt this approach but note that it is possible to use a direct k-way method here to produce a partitioning of similar quality in a similar order of time since the coarsest hypergraph is very small (of the order of a few hundred nodes). Bisection is typically performed using the Greedy Growing Algorithm [8, 22] . This algorithm begins with a randomly selected vertex and grows a single partition around it by assigning the most highly connected vertex to the partition from the remaining vertices until the desired partition size is achieved. Because the algorithm is randomized, a number of initial partitionings is computed and the best is retained for the uncoarsening phase.
The Uncoarsening Phase
Here we propagate the initial partitioning back through the successively finer hypergraphs and at each step further refine the partitioning using heuristic refinement techniques. When the overall k-way partitioning is computed via recursive bisection, the refinement phase consists of a bisection refinement algorithm. Traditionally, iterative improvement algorithms based on the Fiduccia-Mattheyses (FM) algorithm are used. These perform passes, during each of which each vertex is moved from its starting partition at most once; the best sequence of moves found by the heuristic is actually performed leading to the refined partitioning. The algorithms operate in O(p) time per pass, where p is the number of pins in the hypergraph, and usually converge within a few passes [13] to local minima with respect to the heuristic used. More sophisticated refinement algorithms have been developed, motivated by the idea of escaping from poor local minima [25, 10, 11, 12] .
Extending the FM-algorithm to compute a k-way partitioning at each refinement step (as opposed to using recursive bisection) increases both the time complexity of the algorithm and the likelihood that the algorithm terminates at a relatively poor local minimum [20] . However, good results have been reported with a greedy refinement algorithm, especially for increasing values of k [20] . The greedy refinement algorithm performs iterations during which the vertices are visited in a random order and moved to the partition that results in the largest positive gain. Since the hypergraph is sparse, the algorithm avoids calculating the gain to every other of the (k − 1) partitions as follows. Vertices are not considered for a move if they are internal to their current partition (i.e. all adjacent vertices are also in the same partition). Otherwise, the gain of a move is only computed for neighbouring partitions (those partitions that contain adjacent vertices) if the move to the neighbouring partition does not violate the balance constraint. Experiments have showed that the algorithm typically converges after a small number of iterations [20] .
A more sophisticated refinement scheme repeats the whole coarsening and refinement process to the refined partitioning while preserving properties of the partitioning during the coarsening phase. This type of refinement is called a V-Cycle [17, 7] and is a feature of the tool khMeTiS. It attempts to converge to a better solution than would be obtained by simply performing the multilevel pipeline once, but can significantly increase runtime.
Parallel Multilevel Hypergraph Partitioning
This section describes the main contribution of this paper, namely the parallel formulation of an existing sequential multilevel k-way partitioning algorithm. The algorithms that make up the multilevel pipeline are inherently sequential in nature, making it difficult to easily find opportunities for concurrency. Moreover, whereas successful parallel formulations for graph partitioning exist [18, 21, 3] , none have yet been forthcoming for hypergraph partitioning. It is worth noting the main difference between graphs and hypergraphs: whereas the cardinality of every edge in a graph is two, the cardinality of a hyperedge in a hypergraph can vary from 1 to an upper bound given by the number of vertices. It has been shown that, in general, there does not exist a graph model that correctly represents the cut properties of the corresponding hypergraph [16] . Thus, it does not seem possible to directly apply the parallel graph partitioning algorithms to hypergraphs although they may give In the absence of obvious fine-grained parallelism, a coarse-grained formulation is sought. Note that, during the initial partitioning stage (i.e. after coarsening the original hypergraph), the problem instance should be small enough for sequential computation on a single processing unit. Hence, assuming that multiple runs of the sequential algorithm are required, they can be carried out on the available processors in parallel. The parallel multilevel pipeline is illustrated in Fig. 2 . The sections below describe the parallel coarsening and refinement phases in more detail.
Parallel Coarsening Phase
The target architecture for our parallel formulation is a cluster of commodity PC worstations connected by switched 100 Mbps ethernet. Given the relatively high latency of the interconnect, an important objective for the parallel formulation is to minimise the communication costs. This poses the question as to how the data should be distributed across the processors during coarsening.
The natural way to store a hypergraph across p processors would be to store |E|/p hyperedges on each processor. However, this complicates the process of finding a match for a given vertex as required in sequential FirstChoice coarsening. Finding adjacent vertices may now involve communication with every processor since each processor may contain hyperedges incident on this vertex. Alternatively, we may decide to map vertices from the individual hyperedges to single clusters in the coarse hypergraph, as in hyperedge coarsening. But, unless the sets of hyperedges on individual processors are independent, this could not be done concurrently since each time we map vertices from a hyperedge to a single cluster, we need to make sure that one of these vertices is not being mapped by another hyperedge on another processor.
Instead, we exploit the known characteristics of the hypergraph problem instances. It is well known that transition matrices of Markov and semi-Markov chains generated by a breadth first search exhibit a particular structure of nonzero elements [24] . We analyse how this structure translates to the corresponding hypergraph by examining the behaviour of a simple (Edge Coarsening) vertex matching algorithm [20] . The algorithm visits the vertices in a random order and looks for maximal vertex matches subject to the maximum prescribed cluster weight (in the coarse hypergraph) with unmatched vertices. If no suitable matches exist, the vertex is matched as a singleton vertex. The algorithm terminates when the number of vertices in the coarse hypergraph has been reduced by a prescribed amount. The vertex set of the fine hypergraph is partitioned into a number of contiguous blocks such that, when a vertex matches with a vertex from its own block, we denote it as a local match and when it matches with a vertex from another block we denote it a remote match. Vertices that match as singletons are denoted singleton matches. Table 1 shows the aggregate percentages of the above matches over ten runs of the algorithm on hypergraph representations of transition matrices, whose characteristics can be found in the Appendix.
The tendency for vertices to match with their immediate neighbours can be exploited in the way the hypergraph is mapped onto the processors during the coarsening stage. A good coarsening may be achieved by restricting the candidate vertices to immediate neighbours of a vertex. We note that our algorithm may still be correctly applied to general hypergraphs that do not exhibit this tendency, albeit at a performance penalty. Processors are made responsible for a contiguous subset of the vertex set V . In addition, the processors only store locally those hyperedges that contain local vertices. This information is then sufficient to merge the vertices using the FirstChoice coarsening algorithm. Once the vector mapping the vertices to their coarse clusters is computed across the processors, the processors simply contract the local hyperedges using their portion of the mapping vector. The processors then communicate their portions of the mapping vector to the other p − 1 processors in roundrobin fashion to enable every processor to fully contract their locally held hyperedges in the knowledge that the resulting locally-stored coarse hyperedge set will be independent from coarse hyperedge sets stored elsewhere (achieved by using a hash function to assign ownership of hyperedges to particular processors). This completes a single stage of the coarsening phase in parallel. Once the hypergraph has shrunk by a sufficient amount (as measured by its number of pins) a fewer number of processors is used in the subsequent stages until the hypergraph is small enough to fit on a single processor. At this stage, the sequential multilevel pipeline can be used. Each intermediate coarsened hypergraph is stored on disk to make the algorithm memoryefficient. These hypergraphs will subsequently be used during the refinement phase.
Parallel Refinement Phase
It was noted in [20] that the greedy k-way refinement algorithm is inherently parallel. Our tool currently employs a simple implementation in which processors are responsible for k/p partitions and the associated hyperedges. They concurrently perform local refinement followed by roundrobin communication of partitions to the remaining p − 1 processors in order for refinement to capture possible vertex moves across each partition boundary. The difficulty in efficient parallelisation of the refinement stage is capturing the global nature of k-way refinement in parallel while preserving concurrency. The current implementation is far from ideal in that the opportunity for a vertex to move in the best direction from its original partition is lost if, during one of the local refinement stages, it moves in an inferior direction that nevertheless results in positive gain. Furthermore, the current implementation tends to work better as the desired number of partitions increases for a constant number of processors used. Thus we currently use the fewest number of processors necessary for a particular refinement stage. As during the parallel coarsening phase, disk storage is used in order to make the algorithm memory efficient.
Experimental Results
The parallel algorithm was experimentally evaluated on hypergraph representations of transition matrices from the Voting Model with 250 and 300 customers [5] . The main characteristics of these models are given in the Appendix. Both problem instances are too large to be partitioned on a single workstation so a suitable comparison was provided by the parallel graph partitioning tool ParMeTiS [23] that was previously used to compute approximate partitionings for very large transition matrix instances in [6, 9] . To convert the matrix into the appropriate inputs for our parallel hypergraph partitioner and for ParMeTiS, we use the transformations presented in [8] . The computational complexity of the latter transformations are the same, namely O(m), where m is the number of non-zero elements in the matrix. Although the optimisation objectives for the two tools are different (as discussed in Section 3, ParMeTiS can only minimise an approximation to the true communication cost while our tool models it exactly), we compare with ParMeTiS because such state-of-the-art parallel graph partitioners are currently the only feasible way to reduce 1. Parallel coarsening using our parallel formulation of the FirstChoice coarsening algorithm.
2. The coarsening algorithm interfaced with the stateof-the-art sequential multilevel partitioning tool khMeTiS [19] .
3. Finally, the output partition vector given by khMeTiS was refined in parallel using the parallel k-way partitioning algorithm.
The parallel algorithm was implemented in the C++ language using the Message Passing Interface (MPI) standard [15] . The architecture used in the experiments consisted of a cluster of commodity PC workstations connected by switched 100 Mbps ethernet network. Each PC was equipped with a 2.8GHz Pentium(4) CPU and 1GB RAM. The results of the experiments are shown in Table 2 , in which Parkway denotes the results attained by our parallel algorithm. The 250 customer model was partitioned using four processors while the 300 customer model was partitioned using eight processors. A balance constraint of 5% was used for all experiments meaning that no weight of any partition should differ from the average partition weight by more than 5%. A reduction factor of 2.0 was used during the parallel coarsening phase in our implementation while ParMeTiS used the default value for its multilevel algorithm.
The results indicate that our parallel hypergraph partitioning formulation significantly dominates the approximation given by parallel graph partitioning in terms of cutsize. On average, our algorithm produces (k − 1) cutsizes 20% lower than those produced by parallel graph partitioning on the voting model with 300 hundred customers and 16% lower on the smaller voting model with 250 customers. In turn, the parallel graph partitioning significantly dominates our disk-based algorithm in terms of runtime. While hypergraph partitioning should inherently take more time than graph partitioning, we believe that a possible reason for the poor runtime exhibited by the parallel hypergraph partitioning algorithm is due to both slow disk access time and disk contention. This may be because we have been using the disk storage on our departmental file server which experiences very high congestion.
Conclusion
We have devised a parallel formulation of the multilevel k-way hypergraph partitioning algorithm and have demonstrated its ability to partition very large hypergraphs with Θ(10 7 ) vertices by combining the memory and processing power of several workstations. To the best of our knowl- Table 2 . Parallel Partitioning Results edge this is the first time that hypergraphs of this size have been successfully partitioned, since previously no parallel hypergraph partitioners existed and these hypergraphs are too large to be partitioned in the memory of a single workstation. We have further demonstrated that the quality of the hypergraph partitionings produced by our parallel tool comfortably exceeds the approximate partitionings produced by existing parallel graph partitioning tools.
However, there are also some shortcomings in the current implementation which we will address as part of our future work. In particular we note that, while the extensive use of disk has minimised the amount of memory used, as well as reducing the number of communication operations required, it has also resulted in relatively poor runtimes. It is possible to significantly improve the parallel runtime by reducing the number of disk-based operations and by using a better hardware configuration that reduces contention for shared disks. We also note that partitioning runtime will not be a significant factor for many problem instances where a single partitioning may be reused several thousand times (e.g. in the parallel Laplace Transform-based response time analyser described in [6] ).
Another focus of future reasearch is the development of a more efficient and flexible parallel formulation of the k-way refinement algorithm. Aside from potentially leading to inferior refinement quality in comparison to the sequential kway refinement algorithm, the current implementation is restricted in that it can only compute partitionings where k is a non-negative integer power of two that is greater than the number of processors available. Table 3 . Characteristics of hypergraphs used in the paper
