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SUPERSIMPLE ω-CATEGORICAL THEORIES AND
PREGEOMETRIES
VERA KOPONEN
Abstract. We prove that if T is an ω-categorical supersimple theory
with nontrivial dependence (given by forking), then there is a nontrivial
regular 1-type over a finite set of reals which is realized by real elements;
hence forking induces a nontrivial pregeometry on the solution set of
this type and the pregeometry is definable (using only finitely many
parameters). The assumption about ω-categoricity is necessary. This
result is used to prove the following: If V is a finite relational vocabulary
with maximal arity 3 and T is a supersimple V -theory with elimination
of quantifiers, then T has trivial dependence and finite SU-rank. This
immediately gives the following strengthening of [18, Theorem 4.1]: if
M is a ternary simple homogeneous structure with only finitely many
constraints, then Th(M) has trivial dependence and finite SU-rank.
Keywords: model theory, simple theory, regular type, pregeometry, omega-
categorical, elimination of quantifiers, homogeneous structure
1. Introduction
The idea that “global” properties of a theory can, under some circumstances,
be understood to a large part by its “local” properties dates back, at least,
to Zilber’s studies of uncountably categorical theories in the 80’ies. (For
a monograph in English on this topic see [26].) Ever since, this idea has
been an important guideline in model theory giving rise to many results, in
particular in the studies of stable theories and later and more generally in
the studies of simple theories.
By a local property we mean a property of (the set of elements realizing)
a type (i.e. a consistent set of formulas). Certain types are of particular
interest. Zilber considered minimal types and Hrushovski [9, 11, 12] gener-
alized many of the results to regular types, in both cases in the context of
stable theories. Later such results where generalized to the context of simple
theories. If T is a simple theory and p is a regular type, then dividing (or
equivalently forking) dependence, induces a pregeometry (or matroid) on the
set of elements that realize p. The interesting thing about this is that the
complexity of the pregeometries on regular types tend to reflect the com-
plexity of dividing dependence of the theory. This is, for example, the case
when if one considers supersimple 1-based structures with finite SU-rank as
shown by Hart, Kim and Pillay [7] and by de Piro and Kim [4]. What is more
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directly relevant for this article is the following result of Goode [6, Proposi-
tions 2 and 5]: if T is superstable with finite SU-rank (usually called U-rank
in the context of stable theories) and T has nontrivial dependence (Defini-
tion 2.6), then there is a nontrivial regular type (Definition 2.1). Palacín [23]
observed that Goode’s proof generalizes to supersimple theories with finite
SU-rank. On the other hand the assumption that the SU-rank is finite is
necessary (even in the stable context) which is demonstrated by an example
in [6] (see Remark 4.5 below).
However, if we assume that the theory is ω-categorical, then the assump-
tion about finite SU-rank can be removed, which is our first main result
(Theorem 3.1). More precisely: if T is supersimple and ω-categorical with
nontrivial dependence, then there are M |= T , a finite set C ⊆ M and a
nontrivial regular 1-type p over C realized by real elements. In our applica-
tion of this result it matters that p is realized by real elements, as opposed
to properly imaginary ones. A result like this can be useful to show that
certain theories cannot have complicated behaviour of dependence, by show-
ing that they cannot accomodate a complicated definable pregeometry. In
this article we consider theories with elimination of quantifiers in a finite
relational language. Such theories are ω-categorical by a well known charac-
terization of ω-categorical theories. To facilitate this approach we prove the
following (Theorem 3.2): If T is a supersimple V -theory with elimination of
quantifiers, where V is a finite and relational vocabulary and T has nontriv-
ial dependence, then there is another finite relational vocabulary V ′ of the
same maximal arity as V and a supersimple V ′-theory T ′ with elimination
of quantifiers such that dependence induces a nontrivial pregeometry on any
model of T ′ and T ′ has a unique 1-type over the algebraic closure of ∅ with
imaginaries. Then we show that no such T ′ can exist if the maximal arity of
V ′ is 3 (Theorem 3.3). Hence, every supersimple T with elimination of quan-
tifiers in a finite relational language with maximal arity 3 (of the relation
symbols) has trivial dependence. It follows from work of Macpherson [21]
and de Piro and Kim [4] that if T is simple with elimination of quantifiers
in a finite relational langauge and T has nontrivial dependence, then T is
not 1-based, so if T is supersimple then it must have a nonmodular regular
type. This seems very difficult to achieve (with elimination of quantifiers in
a finite relational langauge) so my guess is that dependence is always trivial
in such a theory. As a contrast, if we forget about elimination of quanti-
fiers, Hrushovski has constructued, with only a ternary relation symbol, a
supersimple ω-categorical structure with SU-rank 1 and nontrivial (even not
1-based) independence (see for instance [25, Chapter 6.2] or [14, Chapter 6]).
Besides the nature of regular types and pregeometries, the SU-rank gives
important information about a supersimple theory. Every ω-categorical su-
perstable theory is ω-stable as proved by Lachlan [19] and has finite Morley-
rank as proved by Cherlin, Harrington and Lachlan [3], from which it follows
that it has finite SU-rank. There is a conjecture [25, p. 205] that every ω-
categorical supersimple theory has finite SU-rank, but the cases in which it
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has been proved are still limited. For every smoothly approximable structure
its theory is ω-categorical and supersimple with finite SU-rank [2, 7]. More
generally, Evans and Wagner proved that every theory which is ω-categorical,
supersimple and CM-trivial has finite SU-rank [5]. If T is simple with elimi-
nation of quantifiers in a finite relational language with maximal arity 2, then
T is supersimple with finite SU-rank [16]. We show here, in Corollary 3.4,
that if T is supersimple with elimination of quantifiers in a finite relational
language with maximal arity 3, then T has finite SU-rank. This is actually
a consequence of the mentioned result that such a theory has trivial depen-
dence and the following result, due to Palacín [23]: If T is ω-categorical and
supersimple with trivial dependence, then T has finite SU-rank. From Corol-
lary 3.4 we can directly improve the main result in [18] to the following: If
M is ternary, homogeneous (definition follows below) and simple with only
finitely many constraints, then its theory is supersimple with finite SU-rank
and trivial dependence. To give some more background, Lachlan [19] once
conjectured that every ω-categorical stable theory is superstable, but this
was disproved by Hrushovski [10].1
In some sense the simplest ω-categorical theories are those with elimi-
nation of quantifiers, and yet, via so-called amalgamation constructions, it
is possible to construct uncountably many supersimple theories with SU-
rank 1 and with elimination of quantifiers by using only one ternary relation
symbol [18]. Then it is natural to first try to solve hard problems in this
special case, which is still challenging. Moreover, theories with elimination
of quantifiers, and in particular their countable models, are interesting from
other perspectives. Suppose that T is a complete V -theory where V is a
finite relational vocabulary and let M be a countable model of T . Then the
following three conditions are equivalent (see for example [8, Chapter 7]):
(a) T has elimination of quantifiers; (b) M is homogeneous2, meaning that
every isomorphism between finite substructures ofM can be extended to an
automorphism of M; (c) the class of finite V -structures that can be embed-
ded into M has the amalgamation property and consequently M is the so
called Fraïssé limit of this class.
Homogeneous structures have turned out to be interesting from a vari-
ety of viewpoints. Since they have a rich automorphism group they are
interesting in permutation group theory and there are, via structural Ram-
sey theory, interesting connections to topological dynamics. Homogeneous
structures have also become an important object of study in the area of con-
straint satisfaction problems. See the survey article [22] by Macpherson for
more about the mentioned aspects of homogeneous structures and further
references. All stable homogeneous structures are well understood through
1 His counterexample of an ω-categorical stable “pseudoplane” which is not superstable
has never been published as far as I know, but it is mentioned in various places in the
literature.
2 The terminology ultrahomogeneous and finitely homogeneous is also used in the
literature.
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the work of Lachlan and others [20], but new challenges are offered in the
broader class of simple homogeneous structures. (For example, every stable
homogeneous structure is finitely constrained, but given only a ternary re-
lation symbol one can construct uncountably many not finitely constrained
simple homogeneous structures [18].)
The idea to understand (super)simple theories with elimination of quan-
tifiers by considering a bound on the maximal arity of the relation symbols
may seem futile as the bound can always be increased. But I suspect that
once the case of maximal arity 4 is understood with respect to general ques-
tions such as triviality of dependence and SU-rank, then we also get the
answer for any maximal arity. The reason for thinking so has to do with the
nature of some proofs in this article and in [18]. Moreover, there are related
results where the arity 4 is essential, such as [17, Corollaries 5.3–5.4] and the
theory of smoothly approximable structures [2, Theorems 2–6].
The structure of this article is the following: The next section recalls
definitions and results which will be used later and clarifies the notation and
terminology that will be used. Section 3 states the main results and explains
how they are related. Once this has been done it only remains to prove
Theorems 3.1, 3.2 and 3.3. The first two of these are proved in Section 4
and the third one in Section 5.
2. Preliminaries
Familiarity with model theory including the basics of simplicity theory is
assumed. Elementary model theoretic results of relevance here can be found
in [8, 24]. For basic notions and results about simple theories we refer to any
of the books [1, 14, 25]. The terminology and notation used here is relatively
standard but nevertheless we make some clarifications. A vocabulary (or
signature) V is finite and relational if it is finite and contains only relation
symbols. Its maximal arity is the maximal k for which some symbol in it has
arity k. A finite relational vocabulary is called ternary if its maximal arity
is 3. If V is a ternary finite vocabulary then a V -structure is called ternary.
Structures will be denoted by calligraphic letters such as A, . . . ,M,N and
their universes by A, . . . ,M,N . Finite sequences/tuples of objects are de-
noted by a¯, b¯, . . . , x¯, y¯, . . .. When writing a¯ ∈ A it can mean that a¯ belongs
to A, but it can also mean that each coordinate of the tuple a¯ belongs to
A; hopefully the meaning will be revealed by the context. Occasionally we
may write rng(a¯) for the set of all elements in the tuple a¯ but we often abuse
notation and identify (when convenient) a¯ with the set of elements in it.
Also, for sets A and B we often abbreviate ‘A ∪B’ by ‘AB’.
Let M be a structure. Its complete theory is denoted by Th(M). If
A ⊆M then M↾A denotes the substructure of M which is generated by A.
If p is an n-type with respect to M, then p(M) denotes the set of all n-
tuples of elements from M which realize p. By p↾A we denote the restriction
of p to formulas with parameters from A. Since the proofs will sometimes
SUPERSIMPLE ω-CATEGORICAL THEORIES 5
involve two structures with different complete theories (even different lan-
guages) we will sometimes use the notation ‘⌣|
M’, ‘tpM’, ‘aclM’ and ‘dclM’
to clarify that dividing/forking, types, algebraic closure and definable clo-
sure, respectively, is with respect to the structure M. By ‘tpqf
M
(a¯/B)’ we
denote the type of a¯ over B (in M) restricted to quantifier-free formulas.
The notation ‘a¯ ≡M b¯’ (‘a¯ ≡
qf
M
b¯’) means the same as ‘tpM(a¯) = tpM(b¯)’
(‘tpqf
M
(a¯) = tpqf
M
(b¯)’).
For definitions of the notions orthogonality (of types), regular types and
weight see [14, 25]. A definition of a pregeometry is found in [14, Defini-
tion 4.4.3] and in several other books on model theory. Recall also that in a
simple theory forking and dividing are equivalent.
Definition 2.1. Let T be a simple theory, M |= T , a¯1, . . . , a¯n ∈ M
eq, and
B ⊆M eq.
(i) We call A = {a¯1, . . . , a¯n} independent over B if for every a¯i ∈ A, a¯i⌣|
B
(A\
{a¯i}).
3 Otherwise we call A dependent over B. If B = ∅ we may omit saying
‘over B’.
(ii) If A = {a¯1, . . . , a¯n} is dependent over B and every proper subset of A is
independent over B, then we call A minimal dependent over B (and if B = ∅
we may omit ‘over B’).
(iii) A type p over B ⊆ M eq is called nontrivial if p(Meq) contains a set of
cardinality at least 3 which is minimal dependent over B.
Note that a minimal dependent set (over some set) must always be finite,
by the finite character of dividing. I have not been able to find the following
useful result in the literature besides as an exercise in [24], and its proof is
indeed an elementary exercise in using dividing/forking.
Fact 2.2. ([24, Exercise 7.2.6]) Let T be simple, M |= T , a¯1, . . . , a¯n ∈
M eq, A ⊆ B ⊆ M eq and suppose that a¯1 . . . a¯n⌣|
A
B. Then {a¯1, . . . , a¯n} is
independent over A if and only if it is independent over B.
Definition 2.3. Let (X, cl) be a pregeometry.
(i) We call Y ⊆ X independent if, for every y ∈ Y , y /∈ cl(Y \{y}).4 Otherwise
we call Y dependent.
(ii) If Y ⊆ X is dependent and every proper subset of Y is independent,
then we call Y minimal dependent.
(iii) Let Y ⊆ X. An independent set Z ⊆ Y such that Y ⊆ cl(Z) is called
a basis of Y and |Z| is called the dimension of Y ; an elementary result is
that all bases of Y have the same cardinality so the dimension of Y is well
defined.
3 A basic result is that {a¯1, . . . , a¯n} is independent over B if and only if, for every
0 < i < n, a¯i+1⌣
|
B
a¯1, . . . , a¯i.
4 A basic result is that Y = {y1, . . . , yn} is independent if and only if, for every
0 < i < n, yi+1 /∈ cl(y1, . . . , yi).
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(iv) (X, cl) is nontrivial if there is Y ⊆ X with cardinality at least 3 such
that Y is minimal dependent.
Fact 2.4. ([14, Proposition 4.4.5], [25, Proposition 5.1.11]) Suppose that T
is supersimple, M |= T and A ⊆M eq. Let n < ω and let p be a nonalgebraic
n-type over A which is realized in M . Then, assuming that M is sufficiently
saturated, there are B ⊆ M eq and a regular 1-type q over B such that q is
realized by a real element in M , q is nonorthogonal to p and SU(q) ≤ SU(p).
Some comments about the above fact may be in order. Given p as in the fact
and a tuple a¯ = (a1, . . . , an) ∈M
n which realizes p, p will be nonorthogonal
to q′ = tp(a1/A) where (by the Lascar inequalities [14, 25]) SU(q
′) ≤ SU(q).
Now we can let q be a 1-type of minimal SU-rank among all 1-types that
are nonorthogonal to p and realized by a real element, so SU(q) ≤ SU(p),
and then we can argue as in the proof of [14, Proposition 4.4.5] or [25,
Proposition 5.1.11] to show that q is regular.
Fact 2.5. ([14, Remarks 4.4.2 (2) and 4.4.4]) Let T be simple, M |= T ,
a¯ ∈M eq and A ⊆ B ⊆M eq.
(i) Suppose that a¯⌣|
A
B. Then tp(a¯/A) is regular if and only if tp(a¯/B) is
regular.
(ii) Suppose that p is a regular type over A. Then (p(M), cl) is a pregeometry
if, for all b ∈ p(M) and all C ⊆ p(M), b ∈ cl(C) if and only if b⌣|upslope
A
C.
By the finite character of dividing the following conditions are equivalent
when T is simple:
(a) For every M |= T , all A,B ⊆M eq and every finite tuple a¯ ∈M eq, if
a¯⌣|upslope
A
B then there is b ∈ B such that a¯⌣|upslope
A
b.
(b) For every M |= T , all finite tuples a¯, b¯, c¯ ∈M eq and every A ⊆M eq,
if a¯⌣|upslope
A
b¯c¯ then a¯⌣|upslope
A
b¯ or a¯⌣|upslope
A
c¯.
Definition 2.6. A simple theory T has trivial dependence if the two equiv-
alent conditions (a) and (b) above hold. (Otherwise it has nontrivial depen-
dence.)
Goode [6] studied a few variations of the notion of trivial dependence in the
context of stable theories. When he says ‘T is totally trivial’ it means the
same as when we say ‘T has trivial dependence’. When he says ‘T is trivial’
it means that whenever a¯, b¯ and c¯ are pairwise independent tuples over some
set of elements, then {a¯, b¯, c¯} is independent over the same set. The next fact
is stated in [6] for stable theories, but the proof uses only basic properties of
forking/dividing which hold also for simple structures.
Fact 2.7. (Goode [6, Lemma 4]) Let T be a simple theory and suppose that
M |= T , A ⊆ M eq, a¯1, a¯2, a¯3 ∈ M
eq, a¯1⌣|upslope
A
a¯2a¯3, a¯1⌣|
A
a¯2 and a¯1⌣|
A
a¯3. Then
there are tuples of real elements b¯1, b¯2, b¯3 ∈ M such that b¯1⌣|upslope
A
b¯2b¯3, b¯1⌣|
A
b¯2
and b¯1⌣|
A
b¯3.
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Definition 2.8. Let V be a vocabulary and M a V -structure. A finite V -
structure A is called a constraint of M if A cannot be embedded into M
but every proper substructure of A can be embedded into M. We say that
M is finitely constrained if M has (up to isomorphism) only finitely many
constraints.
Every supersimple theory has elimination of hyperimaginaries (see [14, The-
orem 5.4.9] or [25, Theorem 5.3.1]). Also, every simple and ‘small’ theory
has elimination of hyperimaginaries (see for example [14, Corollary 5.3.5])
and we note that ω-categorical theories are small. It follows that in the con-
text of this article we need not consider hyperimaginary elements and two
tuples of imaginaries have the same Lascar strong type (over some set) if and
only if they have the same strong type (over the same set). For small, and
hence for ω-categorical, simple theories this is perhaps most clearly stated in
[13, Theorem 23]. It follows that when we use the independence theorem of
simple theories (also called the type amalgamation theorem) [1, 14, 25] we
do not need to consider hyperimaginary elements; it suffices that the types
that are to be amalgamated extend the same strong type over the “base set”
rather than the same Lascar strong type. When saying that a supersimple
theory T has finite SU-rank we mean that the SU-rank of every type with
finitely many variables (realized by real elements) is finite. The well known
characterization of ω-categorical theories by Engeler, Ryll-Nardzewski and
Svenonius (see [8, Theorem 7.3.1] or [24, Theorem 4.3.1] for example) has
the following consequence which will be used: if T is ω-categorical then every
model of it is ω-saturated and if A is a finite subset of some model of T , then
there are only finitely many n-types over A and each such type is isolated.
3. Main results and their relationships
Theorem 3.1. Suppose that T is an ω-categorical supersimple theory with
nontrivial dependence. Then there are M |= T , a finite set C ⊆ M and a
nontrivial regular 1-type p over C realized by real elements. (Consequently,
T is not trivial in the sense of Goode [6] or Palacín [23].)
If p is a regular type like in Theorem 3.1, then (by Fact 2.5) (p(M), cl) is
a pregeometry if, for all a ∈ p(M) and all A ⊆ p(M), a ∈ cl(A) if and
only if a⌣|upslope
C
A. By the ω-categoricity of T , for every 0 < n < ω, the relation
xn ∈ cl(x1, . . . , xn−1) on p(M) is C-definable. Theorem 3.1 is proved in
Section 4. By continuing the proof of Theorem 3.1, in the same section with
some extra assumptions added, we get the following:
Theorem 3.2. Suppose that V is a finite relational vocabulary and T a
complete V -theory such that T is supersimple with elimination of quantifiers.
If T has nontrivial dependence, then there is a finite relational vocabulary
V ′ with the same maximal arity as V and a V ′-structure M′ satisfying the
following conditions:
(i) Th(M′) has elimination of quantifiers and is supersimple.
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(ii) All elements of M ′ have the same type over acl(M′)eq(∅).
(iii) (M ′, cl) is a pregeometry if, for every X ⊆ M ′ and every x ∈ M ′,
x ∈ cl(X) if and only if x⌣|upslope
M′X.
(iv) M ′ has a minimal dependent subset of cardinality at least 3 (where
dependence is with respect to Th(M′), or equivalently, with respect
to the pregeometry from condition (iii)).
In Section 5 we prove the following:
Theorem 3.3. Let V ′ be a ternary finite relational vocabulary. Then there
does not exist a V ′-structure M′ such that (i) – (iv) of Theorem 3.2 hold.
(This holds also if we replace ‘supersimple’ with ‘simple’ in (i).)
Recall the definition of homogenous structure from the introduction (which
implies that a homogeneous structure is countable and has a finite relational
vocabulary). By combining Theorems 3.2 and 3.3 and Proposition 3.6 below,
we immediately get:
Corollary 3.4. If V is a ternary finite relational vocabulary and T a com-
plete V -theory such that T is supersimple with elimination of quantifiers (so
its unique countable model is homogeneous), then T has trivial dependence
and finite SU-rank.
Corollary 3.4 easily gives the following improvement of Theorem 4.1 in [18]:
Corollary 3.5. Suppose that M is a ternary homogeneous finitely con-
strained simple structure. Then Th(M) has trivial dependence and finite
SU-rank.
Proof. Suppose that M is ternary, homogeneous, finitely constrained and
simple. By [18, Theorem 4.1], Th(M) is supersimple with finite SU-rank.
Then Corollary 3.4 implies that Th(M) has trivial dependence. 
The notion of trivial dependence used in this article implies the notion of
‘triviality’ (or ‘1-triviality’) used in Palacín’s article [23] (which uses the ter-
minology of Goode [6]). Hence the next result was proved by Palacín in that
article. Here we offer a different proof which is rather short, straightforward
and avoids some technical notions such as Lascar strong types, canonical
bases, orthogonality and regular types.
Proposition 3.6. (Palacín [23, Corollary 3.12]) Suppose that T is an ω-
categorical supersimple theory with trivial dependence. Then T has finite
SU-rank.
Proof. Let T be ω-categorical and supersimple with trivial dependence.
Suppose that T does not have finite SU-rank, so there is p ∈ S1(T ) with
SU(p) ≥ ω. LetM |= T be sufficently saturated so that all elements and sets
that we talk about can be assumed to come fromM. Since SU(p) ≥ ω there
are (by for example [1, Remark 13.14]) A ⊆M and an extension p′ ∈ S1(A)
of p such that SU(p′) = ω. Since T is supersimple there is finite A0 ⊆ A such
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that p′ does not divide over A0. Let p0 = p
′↾A0, so SU(p0) = SU(p
′) = ω.
For every 0 < n < ω there are Bn ⊆M and an extension pn ∈ S1(A0Bn) of
p0 such that SU(pn) = n. Since T has trivial dependence there is, for each
0 < n < ω, bn ∈ Bn such that qn = pn↾A0bn is a dividing extension of p0.
Then
n = SU(pn) ≤ SU(qn) < SU(p0) = ω.
Let k1 = SU(q1). Suppose that 0 < k1 < k2 < . . . < km < ω have been
defined and that for each i, ki = SU(qn) for some n. Then choose n < ω such
that km < n and let km+1 = SU(qn), so km+1 > km. Thus, by renaming
(some of) the types and elements, we now have an infinite sequence 0 < k1 <
k2 < k3 < . . . of natural numbers, an infinite sequence of elemens c1, c2, c3, . . .
and, for each 0 < i < ω a type ri ∈ S1(A0ci) such that SU(ri) = ki. Let a¯
enumerate A0 and, for every 0 < i < ω, let di realize ri. Since
SU(di/A0ci) 6= SU(dj/A0cj) if i 6= j
it follows that tp(di, a¯, ci) 6= tp(dj , a¯, cj) if i 6= j. Thus we have infinitely
many n-types over ∅ if n = |a¯|+2 and this contradicts that T is ω-categorical.

4. Proofs of Theorems 3.1 and 3.2: nontrivial dependence
gives (in the context) a nontrivial pregeometry
Let T be an ω-categorical supersimple theory with nontrivial dependence.
We also assume that M is a sufficiently saturated model of T , so that all
elements or sets that we claim exist (in some elementary extension of Meq)
actually exist inMeq. In this section, ⌣| , tp, acl and dcl mean⌣|
Meq , tpMeq ,
aclMeq and dclMeq , respectively. Since T has nontrivial dependence it follows
from Fact 2.7 that there are finite tuples a¯1, a¯2, a¯3 ∈ M and A ⊆ M
eq such
that, for some permutation (i, j, k) of (1, 2, 3), a¯i⌣|upslope
A
a¯j a¯k, a¯i⌣|
A
a¯j and a¯i⌣|
A
a¯k.
Since T is supersimple we may assume that
(A) there do not exist a¯′i, a¯
′
j , a¯
′
k ∈M and A
′ ⊆M eq such that
a¯′i⌣
|upslope
A′
a¯′j a¯
′
k, a¯
′
i⌣
|
A′
a¯′j, a¯
′
i⌣
|
A′
a¯′k,
SU(a¯′n/A
′) ≤ SU(a¯n/A) for all n = 1, 2, 3, and
for some 1 ≤ n ≤ 3, SU(a¯′n/A
′) < SU(a¯n/A).
Theorems 3.1 and 3.2 will be proved via a sequence of lemmas. The proof
of Theorem 3.1 is finished after Lemma 4.4 and then the argument goes on,
with added assumptions about T , to prove Theorem 3.2.
Lemma 4.1. There are real elements a′1, a
′
2, a
′
3 ∈M and B ⊆M
eq such that
a′i⌣
|upslope
B
a′ja
′
k, a
′
i⌣
|
B
a′j , a
′
i⌣
|
B
a′k,
tp(a′n/B) is regular for every 1 ≤ n ≤ 3, and
SU(a′n/B) = SU(a¯n/A) for every 1 ≤ n ≤ 3.
Proof. Let p = tp(a¯1/A). By Fact 2.4 there is A
′′ ⊆M eq and a regular type
p′′ ∈ SM1 (A
′′) realized by a real element such that p′′ and p are nonorthogonal
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and SU(p′′) ≤ SU(p). This means that there are B′′, a′′1 , a¯
∗
1 such that A
′′, A ⊆
B′′, a′′1 realizes a (complete) nonforking extension of p
′′ to B′′, a¯∗1 realizes
a nonforking extension of p to B′′ and a′′1⌣
|upslope
B′′
a¯∗1. Since tp(a¯
∗
1/A) = tp(a¯1/A)
there are B ⊇ A, A′ ⊆ B and a′1 such that p
′ = tp(a′1/A
′) is regular,
SU(p′) = SU(p′′) (≤ SU(p)) and
(4.1) a¯1⌣|
A
B, a′1⌣
|
A′
B, and a¯1⌣|upslope
B
a′1.
Since a′1⌣
|
A′
B it follows from Fact 2.5 that tp(a′1/B) is regular and SU(a
′
1/B) =
SU(p′) ≤ SU(p). By the existence of nonforking extensions we may assume
that
(4.2) a′1B⌣
|
a¯1A
a¯2a¯3.
From (4.1) we get a¯1⌣|
A
B, so (4.2) and transitivity gives
(4.3) a¯1a¯2a¯3⌣|
A
B.
This together with Fact 2.2 implies that
(4.4) for all n,m ∈ {1, 2, 3}, a¯n⌣|
B
a¯m if and only if a¯n⌣|
A
a¯m.
Note that from (4.3) it follows that SU(a¯n/B) = SU(a¯n/A) for all 1 ≤ n ≤ 3.
We now prove two claims and then explain how the lemma follows from these
claims.
Claim 1. Suppose that a¯1⌣|upslope
A
a¯2a¯3, a¯1⌣|
A
a¯2 and a¯1⌣|
A
a¯3. Then a
′
1⌣
|upslope
B
a¯2a¯3,
a′1⌣
|
B
a¯2 and a
′
1⌣
|
B
a¯2.
Proof of Claim 1. By assumption, a¯1⌣|
A
a¯n, for n = 2, 3, so (4.2) and
transitivity implies that a′1a¯1B⌣
|
A
a¯n and hence
(4.5) a′1⌣
|
B
a¯n and a¯1⌣|
a′1B
a¯n for n = 2, 3.
Towards a contradiction, suppose that a′1⌣
|
B
a¯2a¯3. By assumption, a¯1⌣|upslope
A
a¯2a¯3,
so a′1a¯1B⌣
|upslope
A
a¯2a¯3. Transitivity and (4.3) now implies that a
′
1a¯1⌣
|upslope
B
a¯2a¯3. By
assumption, a′1⌣
|
B
a¯2a¯3, so transitivity gives a¯1 ⌣|upslope
a′1B
a¯2a¯3. From (4.1) it follows
that SU(a¯1/a
′
1B) < SU(a¯1/B) = SU(a¯1/A). But now, taking A
′ = a′1B, we
have a situation which contradicts the assumption (A). Hence a′1⌣
|upslope
B
a¯2a¯3, so
the claim is proved. 
Claim 2. Suppose that a¯1a¯2⌣|upslope
A
a¯3, a¯1⌣|
A
a¯3 and a¯2⌣|
A
a¯3. Then a
′
1a¯2⌣
|upslope
B
a¯3,
a′1⌣
|
B
a¯3 and a¯2⌣|
B
a¯3. The claim also holds if ‘a¯2’ and ‘a¯3’ switch places by
letting ‘a¯2’ and ‘a¯3’ switch roles in the proof.
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Proof of Claim 2. By assumption, a¯2⌣|
A
a¯3 so (4.4) gives a¯2⌣|
B
a¯3. The
assumption that a¯1⌣|
A
a¯3 together with (4.2) and transitivity gives a
′
1a¯1B⌣
|
A
a¯3
and hence a′1⌣
|
B
a¯3.
Towards a contradiction, suppose that a′1a¯2⌣
|
B
a¯3. By assumption, a¯1a¯2⌣|upslope
A
a¯3
so
a′1a¯1a¯2B⌣
|upslope
A
a¯3.
By assumption, a¯1⌣|
A
a¯3 and by (4.2) we have a
′
1a¯1B⌣
|
A
a¯3, so a¯1⌣|
a′1B
a¯3. The
assumption that a′1a¯2⌣
|
B
a¯3 gives a¯2⌣|
a′1B
a¯3. From (4.1) we get SU(a¯1/a
′
1B) <
SU(a¯1/B) = SU(a¯1/A). Thus we have, with A
′ = a′1B, a situation that
contradicts the assumption (A). Hence a′1a¯2⌣
|upslope
B
a¯3, so the claim is proved. 
Let a∗1 = a
′
1, a
∗
2 = a¯2 and a
∗
3 = a¯3. If i = 1 then, by Claim 1, a
∗
i⌣
|upslope
B
a∗ja
∗
k,
a∗i⌣
|
B
a∗j and a
∗
i⌣
|
B
a∗k. If i = 2 or i = 3 then we use Claim 2 to get the
same conclusion. Next, starting with a′1, a¯2, a¯3 and B instead of a¯1, a¯2, a¯3
and A, we argue in the same way as before Claim 1 to get B′ ⊇ B and
a′2 such that tp(a
′
2/B
′) is regular, SU(a′2/B
′) ≤ SU(a¯2/B), (4.1) holds if
a¯1, a
′
1, A and B are replaced by a¯2, a
′
2, B and B
′, respectively, a′2B
′
⌣|
a¯2B
a′1a¯3
(which corresponds to (4.2)) and (4.3)–(4.4) hold if a¯1, A and B are replaced
by a′1, B and B
′, respectively. Then Claims 1 and 2 hold if a¯1, a¯2, a¯3, a
′
1,
A and B are replaced by a¯2, a
′
1, a¯3, a
′
2, B and B
′, respectively (so a¯2 and
a′2 take the “active” role now). Now let a
∗
1 = a
′
1, a
∗
2 = a
′
2 and a
∗
3 = a¯3.
If i = 2 then, by Claim 1, a∗i⌣
|upslope
B′
a∗ja
∗
k, a
∗
i⌣
|
B′
a∗j and a
∗
i⌣
|
B′
a∗k. Otherwise we
get the same conclusion by Claim 2. Now we repeat the same kind of ar-
gument a final round to get a′3 and B
′′ ⊇ B such that tp(a′3/B
′′) is reg-
ular, SU(a′3/B
′′) ≤ SU(a¯3/B
′), a′i⌣
|upslope
B′′
a′ja
′
k, a
′
i⌣
|
B′′
a′j and a
′
i⌣
|
B′′
a′k. For every
1 ≤ n ≤ 3 we have SU(a′n/B
′′) ≤ SU(a¯n/A) (this follows from the three ver-
sions of (4.3) that have been obtained during the three “rounds”). Hence the
assumption (A) implies that SU(a′n/B
′′) = SU(a¯n/A) for every 1 ≤ n ≤ 3.
So if B′′ is renamed as B, then we have proved the statement of the lemma. 
Let a′1, a
′
2, a
′
3 and B be as in Lemma 4.1 and to simplify notation we assume
that (i, j, k) = (1, 2, 3).
Lemma 4.2. There is a finite set (of real elements) C ⊆M such that
(i) tp(a′n/C) is regular for every 1 ≤ n ≤ 3,
(ii) SU(a′n/C) = SU(a
′
n/B) for every 1 ≤ n ≤ 3, and
(iii) a′1⌣
|upslope
C
a′2a
′
3 and a
′
1⌣
|
C
a′n for every 2 ≤ n ≤ 3.
Proof. Let B′ ⊆ M be such that B ⊆ dcl(B′). We may assume that
B′⌣|
B
a′1a
′
2a
′
3, so in particular a
′
n⌣
|
B
B′ for each n. Since B ⊆ acl(B′) it follows
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from Fact 2.2 that a′1⌣
|upslope
B′
a′2a
′
3 and a
′
1⌣
|
B′
a′n for n = 2, 3. By Fact 2.5, tp(a
′
n/B
′)
is regular for each n = 1, 2, 3.
Since T is supersimple there is finite C ⊆ B′ such that a′1a
′
2a
′
3⌣
|
C
B′.
Again it follows from Facts 2.2 and 2.5 that a′1⌣
|upslope
C
a′2a
′
3, a
′
1⌣
|
C
a′n for n = 2, 3
and tp(a′n/C) is regular for each n = 1, 2, 3. Moreover, we have that
SU(a′n/C) = SU(a
′
n/B
′) = SU(a′n/B). 
Let C be as in Lemma 4.2 and, for n = 1, 2, 3, let pn = tp(a
′
n/C).
Lemma 4.3. We have a′2⌣
|
C
a′3, so {a
′
1, a
′
2, a
′
3} is minimal dependent over C.
Proof. For every 1 ≤ n ≤ 3, pn is regular so it has weight 1 (see [14,
Proposition 4.4.9] or [25, Lemma 5.2.11]) from which it follows that the
relation x⌣|upslope
C
y is an equivalence relation on X = p1(M) ∪ p2(M) ∪ p3(M).
Denote the relation x⌣|upslope
C
y on X by E. Since T is ω-categorical and C is a
finite set of reals, E is C-definable. Let c¯ enumerate C. For x¯, y¯ of the same
length as c¯, define
F (x¯x, y¯y) if and only if x¯ = y¯, tp(x¯) = tp(c¯) and x⌣|upslope
x¯
y.
Then F is an equivalence relation which is ∅-definable, so every F -class is
represented by an imaginary element, and hence every E-class is also repre-
sented by an imaginary element. Let b be the imaginary element representing
the E-class of a′2 (or strictly speaking the F -class of c¯a
′
2), so b ∈ dcl(a
′
2C).
Suppose for a contradiction that a′2⌣
|upslope
C
a′3. If there would only be finitely
many E-classes, then b ∈ acl(C) and hence a′2⌣
|upslope
Cb
a′3. By the existence of
nonforking extensions we could find a in the same E-class as a′2 such that
a′2⌣
|
Cb
a, which (as b ∈ acl(C)) implies that a′2⌣
|
C
a, but this contradicts that
(by definition) E(x, y) implies x⌣|upslope
C
y. Hence there are infinitely many E-
classes and thus b /∈ acl(C). From the assumption that a′2⌣
|upslope
C
a′3 we get
E(a′2, a
′
3) and hence b ∈ dcl(a
′
3C). Consequently a
′
n⌣
|upslope
C
b for n = 2, 3 and hence
SU(a′n/bC) < SU(a
′
n/C) for n = 2, 3. By the choice of a
′
1, a
′
2 and a
′
3, we
have a′1⌣
|upslope
C
a′2a
′
3 and a
′
1⌣
|
C
a′n for n = 2, 3. As b ∈ acl(a
′
nC) for n = 2, 3 we get
a′1⌣
|
C
a′nb and hence a
′
1⌣
|
C
b and a′1⌣
|
bC
a′n for n = 2, 3. Using that a
′
1⌣
|upslope
C
a′2a
′
3b and
transitivity it also follows that a′1⌣
|upslope
bC
a′2a
′
3. But since SU(a
′
n/C) = SU(a¯n/A)
for all n = 1, 2, 3, this situation contradicts the assumption (A). 
Lemma 4.4. For some 1 ≤ n ≤ 3, pn(M) contains a set of cardinality at
least 3 which is minimal dependent over C.
Proof. If all of a′1, a
′
2 and a
′
3 realize the same pn then we are done. So
suppose that this is not the case. Without loss of generality we can as-
sume that a′2, a
′
3 /∈ p1(M). By the existence of nonforking extensions there
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are a′′2, a
′′
3 ∈ p2(M) ∪ p3(M) so that tp(a
′′
2 , a
′′
3/a
′
1C) = tp(a
′
2, a
′
3/a
′
1C) and
a′2a
′
3⌣
|
a′1C
a′′2a
′′
3 . By Lemma 4.3, {a
′
1, a
′
2, a
′
3} is minimal dependent over C
and hence a′1⌣
|upslope
C
a′2a
′
3 and consequently a
′
1⌣
|upslope
C
a′′2a
′′
3. Since p1 is regular and
therefore has weight 1 it follows that a′2a
′
3⌣
|upslope
C
a′′2a
′′
3 and consequently the set
{a′2, a
′
3, a
′′
2 , a
′′
3} is dependent over C. The fact that {a
′
1, a
′
2, a
′
3} is minimal
dependent over C together with a′2a
′
3⌣
|
a′
1
C
a′′2a
′′
3 and transitivity implies that
every proper subset of Y = {a′2, a
′
3, a
′′
2 , a
′′
3} is independent over C. Note also
that p1 is not realized by any element in Y .
If only one of p2 and p3 is realized in Y then we are done. So suppose
that this is not the case. Then, by the choice of the elements, two elements
in Y realize p2 and two elements realize p3. So by renaming the elements we
have Y = {b1, b2, b3, b4} where b3 and b4 realize p2. Choose b
′
1, b
′
2 ∈ p3(M)
so that
(4.6) tp(b′1, b
′
2, b3/b4C) = tp(b1, b2, b3/b4C) and b1b2 ⌣
|
Cb3b4
b′1b
′
2.
Let n ∈ {1, 2}. Since {bn, b3, b4} is independent over C it follows from (4.6)
and transitivity that bn⌣|
C
b′1b
′
2b3b4. From (4.6) it follows that {b
′
1, b
′
2, b3} is
independent over C and hence {bn, b
′
1, b
′
2, b3} is independent over C. In the
same way it follows that {b1, b2, b
′
n, b3} is independent over C.
Since {b3, b4} is independent over C it follows that b4 realizes a nonforking
extension of p2 to Cb3. As Y is minimal dependent over C we have b1b2⌣|upslope
Cb3
b4
and (using (4.6)) b′1b
′
2⌣
|upslope
Cb3
b4. Since p2 has weight 1 it follows that b1b2 ⌣|upslope
Cb3
b′1b
′
2
and hence {b1, b2, b
′
1, b
′
2, b3} is dependent over C. If already {b1, b2, b
′
1, b
′
2} is
dependent over C, then it is minimal dependent and only p3 is realized in it,
so we are done. If it is independent over C, then Y ′ = {b1, b2, b
′
1, b
′
2, b3} is
minimal dependent over C and all elements in Y ′ except b3 realizes p3. This
means that we can argue similarly as we did in the beginning of the proof of
this lemma to get a set of cardinality 8 which is minimal dependent and in
which all elements realize p3. 
By Lemma 4.4, for some 1 ≤ n ≤ 3, pn(M) contains a set of cardinality at
least 3 which is minimal dependent over C. This proves Theorem 3.1.
Remark 4.5. In proving Theorem 3.1 the assumption that T is ω-categorical
was used only once and it was in the proof of Lemma 4.3. There ω-categoricity
was used to conclude that the relation x⌣|upslope
C
y on p1(M) ∪ p2(M) ∪ p3(M)
is C-definable. In fact, in every simple theory, if p ∈ S(C) then the set
{(a, b) : a realizes p and a⌣|
C
b} is type-definable over C. As a finite union
of type-definable sets is type-definable, the relation x⌣|
C
y is type-definable
on p1(M) ∪ p2(M) ∪ p3(M). So if the relation x⌣|upslope
C
y is type-definable on
p1(M) ∪ p2(M) ∪ p3(M), then, by compactness, it is definable. However,
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if T is not ω-categorical then the relation x⌣|upslope
C
y need not be type-definable.
The example called T2 which follows after the proof of Proposition 5 in [6] is
superstable (but not ω-categorical) and every regular type is trivial, but T2
is not ‘totally trivial’ in the sense of [6] which means that it has nontrivial
dependence in the sense of this article. Moreover, there is a regular 1-type
q of T2 over ∅ (with SU-rank ω) such that the relation x⌣|upslopey on q is not
type-definable.
By Lemma 4.4 we may, without loss of generality, assume that p1(M) con-
tains a set of cardinality at least 3 which is minimal dependent over C. By
Fact 2.5, (p1(M), cl) is a pregeometry if cl is defined as follows for x ∈ p(M)
and X ⊆ p1(M): x ∈ cl(X) if and only if x⌣|upslope
C
X.
We now continue with the proof of Theorem 3.2. Thus, we now add
the assumption that T is a V -theory with elimination of quanti-
fiers where V is a finite relational vocabulary. Let P = {p1}. (The
choice of notation may seem awkward in the present context, but makes the
correspondence to results in [18, Section 3] clear.) We now define a new
vocabulary VC , which will be finite and relational with the same maximal
arity as V , and then we define a VC-structure calledMP . (This corresponds
to Definition 3.1 in [18].)
Definition 4.6. (i) Let VC be a finite relational vocabulary such that V ⊆
VC and for every R ∈ V of arity r > 1, every 0 < k < r, every permutation
π of {1, . . . , r}, and every a¯ ∈ Ck, VC has a relation symbol QR,a¯,pi of arity
r − k. We also assume that VC has no other symbols than those described.
(ii) Let MP be the (infinite) VC-structure with universe MP = p1(M) and
where the symbols in VC are interpreted as follows:
(a) If R ∈ V has arity r, then RMP = RM ∩ (MP )
r.
(b) If QR,a¯,pi ∈ VC \V where R ∈ V has arity r and |a¯| = k, then for every
b¯ ∈ (MP )
r−k, b¯ ∈ (QR,a¯,pi)
MP if and only if π(b¯a¯) ∈ RM (where, if
b¯a¯ = (d1, . . . , dr) then π(b¯a¯) = (dpi(1), . . . , dpi(r))).
In [18, Lemmas 3.2–3.4] the following was proved:
Lemma 4.7. (i) Let c¯ be an enumeration of C. For all a¯, b¯ ∈MP ,
a¯ ≡qf
MP
b¯ if and only if a¯c¯ ≡qf
M
b¯c¯.
(ii) Th(MP ) has elimination of quantifiers and is simple.
5
(iii) For all a¯, b¯ ∈MP , a¯⌣|
MP b¯ if and only in a¯⌣|
C
Mb¯.
Remark 4.8. (i) One characterization of supersimplicity is that for all a¯
and B there is a finite B′ ⊆ B such that the type of a¯ over B does not
5 Lemma 3.2 in [18] uses the terminology ‘homogeneous’ instead of ‘elimination of quan-
tifiers’. But M has elimination of quantifiers if and only if its unique, up to isomorphism,
countable elementary substructure has elimination of quantifiers, and the same holds for
MP . Therefore we can formulate part (ii) as done here.
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fork over B′. Using this characterization it is easy to prove that if M is
supersimple and d1, . . . , dn ∈ M , then the expansion of M with constants
for the elements d1, . . . , dn is also supersimple.
(ii) By [25, Remark 2.8.14], every theory which is interpretable in a super-
simple theory is supersimple. It follows thatMP is supersimple. From these
observations it also follows that if d1, . . . , dn ∈ M
eq, then the expansion of
Meq by constants for the elements d1, . . . , dn is also supersimple and every
structure which is interpretable in this expansion is supersimple.
Definition 4.9. (i) For x ∈MP and X ⊆MP , define x ∈ cl(X) if and only
if x⌣|upslope
M
C
X.
(ii) For x, y ∈MP , define x ∼ y if and only if tp(x/acl(C)) = tp(y/acl(C)),
where types and algebraic closure are taken in Meq.
(iii) If X is an equivalence class of ‘∼’, then define for all x ∈ X and all
Y ⊆ X, clX(Y ) = cl(Y ) ∩X.
Note that ‘∼’ has only finitely many equivalence classes (as C is finite and
T is ω-categorical). Moreover, since p1 is nonalgebraic and regular every
∼-class is infinite. By Fact 2.5, (MP , cl) is a pregeometry. Since M is ω-
categorical, MP is a C-definable set in M. Note also that, by part (i) of
Lemma 4.7, for every relation R ⊆ (MP )
n, R is ∅-definable in MP if and
only if it is C-definable inM. By ω-categoricity, ∼ is C-definable inM and
hence (by Lemma 4.7 (i)) it is ∅-definable in MP .
Lemma 4.10. Let X be any equivalence class of ∼ and let N = MP ↾X.
Then:
(i) Th(N ) has elimination of quantifiers and is supersimple.
(ii) For all a¯, b¯ ∈ X, a¯⌣|
N b¯ if and only if a¯⌣|
MP b¯.
(iii) All elements of X have the same type, in N eq, over aclN eq(∅).
(iv) (X, clX) is a pregeometry and for every x ∈ X and every Y ⊆ X,
x ∈ clX(Y ) if and only if x⌣|upslope
NY .
Proof. (i) To show that Th(N ) has elimination of quantifiers it suffices (by
the use of back and forth arguments or Ehrenfeucht-Fraïssé games, see for
example [8, Section 3.3]) to show that if a¯, b¯ ∈ X, a¯ ≡qf
MP
b¯ and d ∈ X, then
there is e ∈ X such that a¯d ≡qf
MP
b¯e. For this it suffices to show that if a¯, b¯ ∈
X, a¯c¯ ≡qf
M
b¯c¯ and d ∈ X, then there is e ∈ X such that a¯c¯d ≡qf
M
b¯c¯e. But
the later implication follows directly since M has elimination of quantifiers
and ∼ is definable in M with parameters from c¯.
That Th(N ) is supersimple follows from Remark 4.8 since N is inter-
pretable inMeq using the parameters in C and the imaginary element which
corresponds to the equivalence class X.
(ii) Let a¯, b¯ ∈ X and let ϕ(x¯, y¯) be a quantifier free VC-formula that
isolates tpN (a¯, b¯). Also let E(x, y) be a quantifier free VC-formula which, in
MP , defines ‘∼’. Then, whenever xi, xj ∈ rng(x¯) and yk, yl ∈ rng(y¯), we
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have
(4.7) |= ∀x¯, y¯
(
ϕ(x¯, y¯) →
(
E(xi, xj) ∧E(yk, yl) ∧ E(xi, yk)
))
.
First suppose that a¯⌣|upslope
N b¯, so there are b¯i ∈ X, i < ω, such that (b¯i : i < ω)
is an ∅-indiscernible sequence in N , b¯0 = b¯ and {ϕ(x¯, b¯i) : i < ω} is k-
inconsistent (with respect to N ) for some k < ω. As N is a substrructure of
MP and both have elimination of quantifiers, (b¯i : i < ω) is ∅-indiscernible in
MP as well. If there would be a¯
′ ∈MP such thatM |=
∧k−1
i=0 ϕ(a¯
′, b¯i), then,
since some a′ ∈ rng(a¯′) must not belong to X, we get, for any b ∈ rng(b¯0),
MP |= ϕ(a¯
′, b¯0) ∧ ¬E(a
′, b)
and this contradicts (4.7). Hence {ϕ(x¯, b¯i) : i < ω} is k-inconsistent with
respect to MP so a¯⌣|upslope
MP b¯.
Now suppose that a¯⌣|upslope
MP b¯. Since N is a substructure of MP and both
have elimination of quantifiers it follows that ϕ(x¯, y¯) also isolates tpMP (a¯, b¯).
Hence there are b¯i ∈MP such that (b¯i : i < ω) is ∅-indiscernible, b¯0 = b¯ and
{ϕ(x¯, b¯i) : i < ω} is k-inconsistent (with respect to MP ) for some k < ω.
From (4.7) it follows that, for all i < ω, all elements in rng(b¯i) belong to the
same ∼-class. Since (b¯i : i < ω) is ∅-indiscernible we have either
• for all i < j, all elements in rng(b¯i) ∪ rng(b¯j) belong to the same
∼-class, or
• for all i < j, every b ∈ rng(b¯i) belongs to a different ∼-class than any
b′ ∈ rng(b¯j).
However, as there are only finitely many ∼-classes it follows that we are
in the first case. Since b¯0 = b¯ ∈ X it follows that b¯i ∈ X for all i < ω. If
{ϕ(x¯, b¯i) : i < ω} would be k-consistent with respect toN , then, asN ⊆MP
and ϕ is quantifier free, the same set would be k-consistent with respect to
MP , which contradicts the assumption. Hence we conclude that a¯⌣|upslope
N b¯.
(iii) Suppose, for a contradiction, that there are elements a, b ∈ X such
that
tpN eq(a/aclN eq(∅)) 6= tpN eq(b/aclN eq(∅)).
Then there is a nontrivial equivalence relation ‘≈’ on X which is ∅-definable
in N and such that a and b belong to different ≈-classes. Define an equiva-
lence relation on M as follows:
F (x, y) ⇐⇒ p1(x) ∧ p1(y) ∧ x ∼ y ∧ x ≈ y.
Then F is C-definable inM. Since a, b ∈ X and since they belong to different
F -classes it follows that a and b have different types, inMeq, over aclMeq(C)
so they belong to different ∼-classes which contradicts that a, b ∈ X.
(iv) We already noted (after Definition 4.9) that (MP , cl) is a pregeometry
and from this it is a straightforward exercise to show that (X, clX) is a
pregeometry. Let Y ⊆ X and x ∈ X. Suppose that x ∈ clX(Y ). Then
x ∈ cl(Y )∩X, so x⌣|upslope
C
MY and hence x⌣|upslope
C
My¯ for some finite tuple y¯ ∈ Y . By
Lemma 4.7 (iii), x⌣|upslope
MP y¯ and by part (ii) of this lemma, x⌣|upslope
N y¯ so x⌣|upslope
NY .
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Now suppose that x⌣|upslope
NY , so x⌣|upslope
N y¯ for some finite tuple y¯ ∈ Y . By
part (ii) of this lemma and part (iii) of Lemma 4.7, x⌣|upslope
C
My¯, so x⌣|upslope
C
MY and
hence x ∈ cl(Y ) (and by assumption x ∈ X). 
Lemma 4.11. There is an equivalence class X of ‘∼’ such that X contains
a set of cardinality at least 3 which is minimal dependent over ∅ with respect
to MP .
Proof. We know that MP (= p1(M)) contains a set of cardinality at least 3
which is minimal dependent over C when dividing is considered with respect
to M. By Lemma 4.7 (iii), this set is minimal dependent over ∅ when
dividing is considered with respect to MP . Now Lemma 4.11 follows by
using Lemma 4.12 below as many times as needed. 
Lemma 4.12. Suppose that N is a simple ω-saturated structure and (N, clN )
a pregeometry such that for every x ∈ N and every X ⊆ N , x ∈ clN (X) if
and only if x⌣|upslope
NX. Also let E be a ∅-definable equivalence relation on N with
finitely many equivalence classes. Suppose that Y is a minimal dependent
set and X an E-class such that |Y | ≥ 3, Y \X 6= ∅, Y ∩ X 6= ∅ and |Y ∩
X| is minimal as X ranges over the E-classes with which Y has nonempty
intersection. Then there is a minimal dependent set Z such that |Z| ≥ |Y |,
|Z ∩ X| = |Y ∩X| − 1 and the number of E-classes with which Z \ X has
nonempty intersection is equal to the number of E-classes with which Y \X
has nonempty intersection.
Proof. Suppose that Y is a minimal dependent set of cardinality at least 3
which has nonempty intersection with at least two E-classes. Let X be an
E-class such that |Y ∩ X| is minimal as X ranges over the E-classes with
which Y has nonempty intersection. Let 1 ≤ k < l and let
Y = {y1, . . . , yl} where Y ∩X = {y1, . . . , yk}.
Let y¯′ = (y1, . . . , yk), y
0
i = yi for i = 1, . . . , l and y¯
0 = (y0k+1, . . . , y
0
l ).
By the existence of nonforking extensions (and ω-saturation) there are, for
0 < n < ω, y¯n = (ynk+1, . . . , y
n
l ) such that for all n < ω
y¯′y¯n ≡N y¯
′y¯0 and y¯n+1⌣|
y¯′
y¯0 . . . y¯n.
It follows that, for every n < ω, y¯′y¯n is minimal dependent. Since (by
assumption) there are only finitely many E-classes, there are s < t < ω such
that for every k < i ≤ l, ysi and y
t
i belong to the same E-class. The lemma
now follows if we can show that, for some proper subset Y ∗ ⊂ {y1, . . . , yk},
Y ∗∪rng(y¯s)∪rng(y¯t) is minimal dependent. This follows from the following:
Claim. Suppose that U , V and W are mutually disjoint nonempty sets and
that U ∪ V and W ∪ V are minimal dependent sets such that U⌣|
V
W . Then
there is a proper subset V ∗ ⊂ V such that U ∪V ∗∪W is minimal dependent.
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Proof of the claim. Let v ∈ V and let V ′ = V \ {v}. Also let u ∈ U
and let U ′ = U \ {u}. By assumption, U⌣|
V
W so U ′⌣|
V
W . Since UV is
minimal dependent we have U ′⌣| V , so transitivity gives U
′
⌣| VW and
hence U ′⌣| V
′W . As V ′W is independent (since by assumption VW is min-
imal dependent) it follows that U ′V ′W is independent. From the minimal
dependence of VW it follows that v ∈ clN (V
′W ) and as UV is minimal de-
pendent we get u ∈ clN (U
′V ′W ), so UV ′W is dependent and has dimension
|U ′V ′W | = |UVW | − 2.
By arguing in the same way as above it follows that if w ∈ W and W ′ =
W \ {w}, then UV ′W ′ is independent and UV ′W ⊆ clN (UV
′W ′). If V ′ = ∅
then UW is minimal dependent and we are done, so now suppose that V ′ 6= ∅.
If for any v′ ∈ V ′, and letting V ′′ = V ′ \ {v′}, the set UV ′′W is independent
then UV ′W is minimal dependent and we are done.
Now suppose that UV ′′W is dependent, where V ′′ is as above for some
v′ ∈ V ′. Then there is S ⊆ UV ′′W such that S is minimal dependent.
Since (as we have shown above) U ′V ′W and UV ′W ′ are independent sets
whenever U ′ = U \ {u}, W ′ = W \ {w} for u ∈ U and w ∈ W it follows
that UW ⊆ S. By letting V ∗ = S ∩ V ′′ it follows that UV ∗W = S is min-
imal dependent. This ends the proof of the claim and also of Lemma 4.12. 
Now we can finish the proof of Theorem 3.2. By Lemma 4.11, there is
an equivalence class X of ‘∼’ such that X contains a set of cardinality
at least 3 which is minimal dependent (over ∅) with respect to MP . By
Lemma 4.10 (ii), this set is also minimal dependent with respect to MP ↾
X. This together with the other parts of the same lemma implies that if
M′ =MP ↾X, then conditions (i) – (iv) of Theorem 3.2 hold and hence it is
proved.
5. Proof of Theorem 3.3: impossibility of a nontrivial
pregeometry (in the given context)
In order to prove Theorem 3.3 it suffices to derive a contradiction from
the following assumptions which we now make. Let V be a ternary finite
relational vocabulary andM a V -structure such that the following conditions
hold:
(i) Th(M) has elimination of quantifiers and is simple.
(ii) All elements of M have the same type over acl(M)eq(∅).
(iii) (M, cl) is a pregeometry if, for every X ⊆ M and every x ∈ M ,
x ∈ cl(X) if and only if x⌣|upslopeX, where ⌣|upslope is with respect to Th(M).
(iv) M has a minimal dependent subset of cardinality at least 3.
We first prove two lemmas and then derive a contradiction with the help
of these. For these lemmas the full assumption (i) is not necessary, but it
suffices to assume (besides ((ii)–(iv)) that Th(M) is simple and that M is
ω-saturated.
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Lemma 5.1. If A ⊆ M is finite and independent then there is a minimal
dependent A′ ⊆M such that A ⊂ A′ and |A′| ≥ |A|+ 2.
Proof. We prove the lemma by induction on n = |A|. If n = 1 then
the conclusion follows from assumptions (ii) and (iv). So now suppose
that n ≥ 1 and {a1, . . . , an, b1} ⊆ M is independent. By the induction
hypothesis there is an+1 ∈ M such that {a1, . . . , an, an+1} is independent
and included in a minimal dependent set. By the existence of nonforking
extensions we may assume that an+1 ⌣|
a1...an
b1. Since {a1, . . . , an, b1} is inde-
pendent it follows from transitivity that {a1, . . . , an+1, b1} is independent.
Choose bn+1 ∈ M such that a1an+1 ≡M b1bn+1. Note that we now have
a1 . . . an⌣| b1, a1 . . . an⌣| an+1 and b1⌣| bn+1. By assumption (ii), all el-
ements have the same type over aclMeq(∅), so (as M is ω-categorical) the
independence theorem of simple theories implies that there is cn+1 ∈M such
that
a1 . . . anan+1 ≡M a1 . . . ancn+1,(5.1)
b1bn+1 ≡M b1cn+1 and
cn+1⌣| a1 . . . anb1.
As {a1, . . . , an, b1} is independent (by assumption) it follows that
(5.2)
{a1, . . . , an, cn+1, b1} is independent, so in particular a1 . . . ancn+1⌣| b1.
By the choice of an+1 and (5.1), there are m ≥ n+2 and an+2, . . . , am ∈M
such that
{a1, . . . , an, cn+1, an+2, . . . , am} is minimal dependent.
By the existence of nonforking extensions we may assume that
an+2 . . . am ⌣|
a1...ancn+1
b1.
This together with (5.2) and transitivity implies that
(5.3) a1 . . . ancn+1an+2 . . . am⌣| b1.
As b1cn+1 ≡M b1bn+1 ≡M a1an+1 there are b2, . . . , bn ∈M and bn+2, . . . , bm ∈
M such that
{b1, . . . , bn, cn+1, bn+2, . . . , bm} is minimal dependent.
By the existence of nonforking extensions we may assume that
(5.4) b2 . . . bnbn+2 . . . bm ⌣|
b1cn+1
a1 . . . anan+2 . . . am.
Let
A = {a1, . . . , an, an+2, . . . , am} and B = {b1, . . . , bn, bn+2, . . . , bm}.
It now suffices to prove that AB is minimal dependent, because a1, . . . ,
an, b1 ∈ AB and |AB| = 2m − 2 ≥ |{a1, . . . , an, b1}| + 2, since m ≥ n + 2.
Since Acn+1 and Bcn+1 are minimal dependent it follows that cn+1 ∈ cl(A)
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and bm ∈ cl(Bcn+1 \ {bm}). Consequently (as (M, cl) is a pregeometry)
bm ∈ cl(AB \ {bm}), so AB is dependent. It remains to prove that every
proper subset of AB is independent. We will divide the argument into a few
cases.
Let A′ ⊂ A be a proper subset (and we will show that A′B is independent).
Then A′⌣| cn+1. From (5.3) we get (by monotonicity) A
′
⌣|
cn+1
b1, so transitivity
gives A′⌣| b1cn+1. This together with (5.4) and transitivity gives
A′⌣| b1 . . . bncn+1bn+2 . . . bn
and hence A′⌣| B from which it follows (by repeatedly using monotonicity
and transitivity) that A′B is independent. Since we can choose A′ ⊂ A
so that |A′| = |A| − 1 it follows that AB has dimension |AB| − 1 (where
dimension is with respect to ‘cl’).
Now let B′ ⊂ B with |B′| = |B| − 1. To complete the proof it suffices
to prove that AB′ is independent. There is b ∈ B such that B′ = B \ {b}.
First suppose that b 6= b1, so b1 ∈ B
′. As Bcn+1 is minimal dependent,
B′cn+1 is independent, so b1cn+1⌣| (B
′ \ {b1}). This together with (5.4) and
transitivity (and monotonicity) implies that
(B′ \ {b1})⌣| b1a1 . . . anan+2 . . . am
and hence
(B′ \ {b1})⌣|
b1
a1 . . . anan+2 . . . am.
This together with (5.3) and transitivity gives B′⌣| A, so AB
′ is independent.
Now suppose that b = b1, so B
′ = B \ {b1}. Towards a contradiction
suppose that AB′ is dependent. Then there is a proper subset C ⊂ AB′ such
that AB′ ⊆ cl(C). As Acn+1 is minimal dependent we have cn+1 ∈ cl(A). As
Bcn+1 is minimal dependent we have b1 ∈ cl(B
′cn+1) and hence b1 ∈ cl(AB
′).
Since AB′ ⊆ cl(C) we get AB = AB′b1 ⊆ cl(C) where |C| ≤ |AB|−2. Thus
the dimension of AB is at most |AB| − 2. But this contradicts our earlier
conclusion that the dimension of AB is |AB| − 1. 
Lemma 5.2. Let A ⊂M be a minimal dependent set of cardinality at least
3 and let a1, a2, a3 ∈ A be distinct. Then there is a
′
3 ∈ M such that (A \
{a3}) ∪ {a
′
3} is independent and for all b, c ∈ A \ {a3}, if {b, c} 6= {a1, a2},
then bca′3 ≡M bca3.
Proof. Let A = {a1, . . . , an} ⊂ M be a minimal dependent where n ≥ 3.
Let B = {a4, . . . , an} (or B = ∅ if n = 3). Then a1⌣|
B
a2, a3⌣|
B
a1 and
a3⌣|
B
a2. By the independence theorem of simple theories, there is a type q
over aclMeq(B)∪{a1, a2} which extends the type of a3 over aclMeq(B)∪{a1}
and the type of a3 over aclMeq(B) ∪ {a2}, and q does not divide over
B. Since Th(M) is ω-categorical, and hence Meq is ω-saturated, there is
a′3 ∈M which realizes q, so tpM(a
′
3/a1B) = tpM(a3/a1B), tpM(a
′
3/a2B) =
tpM(a3/a2B) and a
′
3⌣
|
B
a1a2. It follows, since A is minimal dependent, that
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{a1, a2, a
′
3, a4, . . . , an} = {a
′
3, a1, a2} ∪ B is independent. From the choice
of a′3 it also follows that if b, c ∈ A \ {a3} and {b, c} 6= {a1, a2}, then
bca′3 ≡M bca3. 
Now we are ready to make a construction which will lead to a contradiction.
By the existence of nonforking extensions we find a1, a2, a3 ∈ M such that
A0 = {a1, a2, a3} is independent. Let a
0
3 = a3. We now find elements
an3 ∈ M , for 0 < n < ω, and finite sets An, Bn ⊆ M , for n < ω, such that
for every n < ω the following conditions hold:
(a) An = {a1, a2, a
n
3}, An+1 = {a1, a2, a
n+1
3 } and both An and An+1 are
independent,
(b) AnB0 . . . Bn is minimal dependent,
(c) An+1B0 . . . Bn is independent, and
(d) if b, c ∈ An+1B0 . . . Bn\{a
n+1
3 } and {b, c} 6= {a1, a2}, then bca
n+1
3 ≡M
bcan3 .
Suppose that (a)–(d) hold. By Lemma 5.1 there is Bn+1 such that A =
An+1B0 . . . Bn+1 is minimal dependent. By (a) and Lemma 5.2 there is
an+23 ∈M such that
• (An+1B0 . . . Bn+1 \ {a
n+1
3 }) ∪ {a
n+2
3 } is independent and
• if b, c ∈ An+1B0 . . . Bn+1 \ {a
n+1
3 } and {b, c} 6= {a1, a2}, then
bcan+23 ≡M bca
n+1
3 .
Let An+2 = {a1, a2, a
n+2
3 }. Now (a)–(d) holds when ‘n’ is replaced by ‘n+1’.
Note that if n = 0 then (a) holds by the choices of A0 and a
0
3 and then we
find B0, A1 and a
1
3 such that (b)–(d) hold for n = 0 in the same way as we
did for the general case n.
Since Th(M) is ω-categorical (because M has elimination of quantifiers)
there are only finitely many 3-types over ∅. Thus there are i < j such
that a1a2a
i+1
3 ≡M a1a2a
j+1
3 . Since the vocabulary is ternary it follows from
elimination of quantifiers and (d) applied to n = i+ 1, . . . , j that
(5.5) tpM(a1, a2, a
i+1
3 /B0 . . . Bi+1) = tpM(a1, a2, a
j+1
3 /B0 . . . Bi+1).
By (b) for n = i, Ai+1B0 . . . Bi+1 is dependent. By (c) for n = j,
Aj+1B0 . . . Bj is independent and as i < j it follows that Aj+1B0 . . . Bi+1 is
independent. Since (by (a) for n = i+1 and n = j+1) Ai+1 = {a1, a2, a
i+1
3 }
and Aj+1 = {a1, a2, a
j+1
3 } we must have
tpM(a1, a2, a
i+1
3 /B0 . . . Bi+1) 6= tpM(a1, a2, a
j+1
3 /B0 . . . Bi+1)
which contradicts (5.5). Thus the proof of Theorem 3.3 is finished.
Remark 5.3. The notion of “n-amalgamation property” has been defined in
slightly different ways and with slightly different names in various articles.
Let us use the definition of n-complete amalgamation (property) used in
[15, 23]. Then the independence theorem is equivalent to the 3-complete
amalgamation property. Now one can modify Lemma 5.2, its proof and the
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argument after it so that one gets the following result: Suppose that V is
a finite relational vocabulary with maximal arity k and T a simple V -theory
with elimination of quantifiers and k-complete amalgamation. Then T has
no model M such that (ii) – (iv) in the beginning of this section hold. Since
n-complete amalgamation, when restricted to (finite tuples of) real elements,
is preserved when passing from T to Th(M′) in Theorem 3.2 it follows that
if T is as above then T has trivial dependence and finite SU-rank.
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