To increase the science return of future missions to Mars and to enable sample return missions, the accuracy with which a lander can be delivered to the Martian surface must be improved by orders of magnitude. The prior work developed a convex-optimization-based minimum-fuel powered-descent guidance algorithm. In this paper, this convex-optimization-based approach is extended to handle the case when no feasible trajectory to the target exists. In this case, the objective is to generate the minimum-landing-error trajectory, which is the trajectory that minimizes the distance to the prescribed target while using the available fuel optimally. This problem is inherently a nonconvex optimal control problem due to a nonzero lower bound on the magnitude of the feasible thrust vector. It is first proven that an optimal solution of a convex relaxation of the problem is also optimal for the original nonconvex problem, which is referred to as a lossless convexification of the original nonconvex problem. Then it is shown that the minimum-landing-error trajectory generation problem can be posed as a convex optimization problem and solved to global optimality with known bounds on convergence time. This makes the approach amenable to onboard implementation for real-time applications. = natural log of mass z 0 t = lower bound on natural log of mass = constant of proportionality between thrust magnitude and mass consumption = slack variable related to thrust magnitude = glide-slope constraint angle t = length of time step for discretization = normal to glide-slope constraint at contact point = costate jump condition constant k = matrix mapping constant disturbance to y k = costate vector 1 = lower bound on thrust magnitude 2 = upper bound on thrust magnitude t = mass-normalized thrust-magnitude slack variable = time after contact with glide slope k = discrete state transition matrix over k time steps j t = basis function for control variables k = matrix mapping basis coefficients to y k k k = two-norm of a vector
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Recent work has focused on achieving pinpoint landing, which is defined as landing to within hundreds of meters of a target [5] . The pinpoint landing concept consists of an entry phase through the Martian atmosphere, followed by parachute deployment. During the parachute phase, errors accumulate due to winds and atmospheric uncertainty. Once the parachute is released, the final powereddescent phase then uses thrusters to land safely at the target. To do so, the lander needs to calculate onboard a trajectory from its a priori unknown location at parachute cutoff to the target. This powereddescent guidance (PDG) problem is challenging for a number of reasons. First, we must guarantee that any feasible solution obeys hard constraints, including minimum and maximum thrust magnitudes and a minimum glide-slope angle. The latter constraint also prevents subsurface flight. Second, we must guarantee that if a feasible solution exists, it will be found in a matter of seconds. This requirement is derived from the duration of the parachute and PDG phases; if the PDG algorithm takes too long to find a feasible solution, the lander can crash into the surface. The algorithm should find a globally optimal solution to maximize the distance from which the lander can reach the target given the amount of onboard fuel. Global optimality means that the system capability is limited only by the physical design of the spacecraft. By contrast, a PDG algorithm that finds only suboptimal or locally optimal solutions does not achieve the full retargeting range of the spacecraft.
A great deal of prior work has developed approximate solutions to the powered-descent guidance problem, including [3, [6] [7] [8] [9] [10] [11] [12] . One of these is our convex optimization approach [3] , which poses the problem of minimum-fuel powered-descent guidance as a secondorder cone program (SOCP). This optimization problem can be solved in polynomial time using existing interior-point-method algorithms [13] [14] [15] that have a deterministic stopping criterion given a prescribed level of accuracy. That is, the global optimum can be computed to any given accuracy with an a priori known upper bound on the number of iterations required for convergence. In addition, interior-point-method algorithms of SOCPs are guaranteed to find a feasible solution if one exists [16] . This is in contrast with other approaches that either compute a closed-form solution by ignoring the constraints of the problem [8, 17] , propose solving a nonlinear optimization onboard [9, 10] , or solve a related problem that does not minimize fuel use [11] . The closed-form solution approach results in solutions that do not obey the constraints inherent in the problem, such as no subsurface flight constraints. This means that constraints must be checked explicitly after a solution is generated, and any solution that violates the constraints is rejected. In practice, this reduces the size of the region from which return to the target is possible by a factor of 10 or more [18] . Nonlinear optimization approaches, on the other hand, cannot provide a priori guarantees on how many iterations will be required to find a feasible trajectory and are not guaranteed to find the global optimum. This limits their relevance to onboard applications. For more extensive comparisons of the convex optimization approach to alternative approaches, see [12, 18] .
In this paper, we extend the convex optimization approach of [3] to handle the case when no feasible trajectory to the target exists. If no feasible trajectory to the target exists, the onboard guidance algorithm must ensure that a safe landing occurs as close as possible to the original target, if necessary, using all of the fuel available for powered-descent guidance. In this paper, we present an algorithm that solves this minimum-landing-error problem, which we define formally in Problem 3. The algorithm calculates the minimum-fuel trajectory to the target if one exists and calculates the trajectory that minimizes the landing error if no solution to the target exists. In the spirit of [3] , our new approach poses the problem as two secondorder cone programs, which can be solved to global optimality with known bounds on the number of iterations required. This minimumlanding-error capability will be necessary for missions that want to increase landing accuracy but cannot carry enough fuel to ensure that the target can be reached in all possible scenarios. The capability could also be used as a backup solution for missions that intend to land at a specified target but encounter offnominal conditions that prevent this from being possible.
The key difficulty in posing the minimum-landing-error problem as a convex optimization problem is the presence of nonconvex constraints: namely, the nonlinear system dynamics and the nonconvex thrust constraints. The thrust constraints are nonconvex because of a minimum-thrust-magnitude constraint, which arises because, once started, the thrusters cannot be throttled below a certain level. In [3] , we rendered the minimum-fuel guidance problem convex by relaxing the nonconvex constraints and then proving that any optimal solution of the relaxed problem is also an optimal solution to the full nonconvex problem. We refer to this approach as lossless convexification. The primary theoretic contribution of the present paper is an analogous convexification for the minimumlanding-error powered-descent guidance problem. We pose two optimization problems in which the nonconvex constraints have been relaxed to yield second-order cone programs. We solve these problems sequentially and then provide a new analytic result that shows that any optimal solution to the second relaxed problem is also an optimal solution to the nonconvex minimum-landing-error problem. Furthermore, we show that the solution uses the least fuel of all the optimal solutions to the minimum-landing-error problem.
This paper is organized as follows: In Sec. II we review the convex optimization approach of [3] to solving the minimum-fuel PDG problem before defining the minimum-landing-error PDG problem in Sec. III. In Sec. IV we present the new algorithm for minimumlanding-error PDG, then present the main analytic result of the paper: namely, the convexification of nonconvex control constraints. Section V gives simulation results and Sec. VI presents our conclusions.
II. Review of Minimum-Fuel PoweredDescent Guidance
The minimum-fuel PDG problem consists of finding the thrust profile T c that takes the lander from an initial position r 0 and an initial velocity _ r 0 to rest at the prescribed target location, while minimizing the fuel mass consumed in doing so. The minimum-fuel PDG problem is defined formally in Problem 1. Throughout this paper we use e i to denote a column vector of all zeros except the ith row, which is unity. We use kxk to denote the two-norm of the vector x. We define the vertical (surface normal) direction to be along the vector e 1 and let g be the constant acceleration vector due to gravity.
Problem 1 (nonconvex minimum-fuel guidance problem).
where q 2 R 2 defines the location of the landing target on the surface. We use X to define the set of feasible positions of the spacecraft: namely, the glide-slope constraint,
where S and c are defined by the user to specify a feasible cone with a vertex at rt f :
Here, is the minimum glide-slope angle, illustrated in Fig. 1 . The glide-slope constraint (8) ensures that the trajectory to the target cannot be too shallow and cannot go subsurface. X is a convex set and, for completeness, we give the standard definition of the interior of X:
The boundary of X is given by @X ≜ fx 2 X: x = 2 intXg. Equation (5) defines the initial mass of the lander and ensures that no more fuel is used than is available. Equation (6) defines the initial position and velocity of the lander, and Eq. (7) constrains the lander to be at rest at the target at the final time. Note also that the time of flight t f is not fixed a priori, but is an optimization variable.
A key challenge in solving Problem 1 is the lower bound on the thrust magnitude in Eq. (3), which means that the set of allowable thrust values is nonconvex. This nonconvex control constraint prevents the direct use of convex optimization techniques in solving this problem. The key theoretical innovations of [3] are to relax these nonconvex constraints to give the following problem and to show that the optimal solution of this relaxed problem is also an optimal solution of Problem 1.
Problem 2 (relaxed minimum-fuel guidance problem).
Note that the nonconvex thrust constraints in Eq. (3) have been replaced with convex set of constraints (13) . In [3] we showed that this constraint relaxation allows the discrete-time form of Problem 2 to be posed as a convex optimization problem. Furthermore, the following lemma formally states that an optimal solution to the relaxed minimum-fuel problem is also an optimal solution to the full nonconvex minimum-fuel PDG problem. Lemma 1. Let ft f ; T c ; g be an optimal solution to Problem 2 such that the corresponding state trajectory r t is on the boundary of the state constraints @X for, at most, one point t 2 0; t f .
§ Then ft f ; T c g is an optimal solution to Problem 1. Proof: See the Appendix. □ The approach of [3] solves the nonconvex minimum-fuel PDG problem by solving a relaxed convex version of the problem. The convexification is lossless, in the sense that no part of the feasible space of the original problem is removed in the convexification process. The resulting optimization problem is a second-order cone program, for which solution techniques exist that guarantee the globally optimal solution can be found to a certain accuracy within a deterministic number of iterations. However, if a feasible solution does not exist, the optimization will simply report "infeasible," even though it may still be possible to land safely at some distance from the original target. In the next sections, therefore, we extend the approach of [3] to solve the minimum-landing-error problem.
III. Minimum-Landing-Error PDG Problem Statement
The minimum-landing-error powered-descent guidance problem consists of minimizing the final distance from the target subject to nonconvex thrust-magnitude constraints and glide-slope constraints, while ensuring that no more fuel mass is used than is available. The problem is stated formally in Problem 3.
Problem 3 (nonconvex minimum-landing-error guidance problem).
There are a number of key differences between this and the minimum-fuel guidance problem (Problem 1). First, the cost in Problem 3 is now the squared Euclidean distance from the target at the final time. Minimizing the squared distance is equivalent to minimizing the distance itself, since krt f k 0 and x 2 is monotonic for x 0. To simplify notation we have assumed that the target is at zero, without loss of generality. Second, the final position is no longer required to be at the goal as in Eq. (7). Instead, Eq. (24) constrains the final altitude to be zero and the final velocity to be zero. Note that the cone constraints in Eq. (8) are defined around the state at the final time step and not around the origin. This definition allows a glideslope constraint to be imposed even in the case that it is not possible to reach the target, as illustrated in Fig. 1 .
Once again, the key difficulty in solving Problem 3 is that the thrust constraints (20) are nonconvex. The approach of [3] suggests that we overcome this problem through a similar convexification of the thrust Fig. 1 Glide-slope constraint in minimum-landing-error powereddescent guidance problem. The glide-slope constraint requires the spacecraft to remain in a cone defined by the minimum slope angle . In the minimum-landing-error case, the apex of the cone coincides with the landed position of the spacecraft, rather than the original target. § The state trajectory is on the boundary for, at most, one point if the trajectory either does not touch the boundary at all or touches the boundary instantaneously only once and does not remain on the boundary for a finite period of time.
constraints. Unfortunately, the result in Lemma 1 does not apply to Problem 3. This means that we are not guaranteed that an optimal solution to a convexified relaxation of the minimum-landing-error problem is an optimal solution to the minimum-landing-error problem. In Sec. IV we therefore propose a new convexification for minimum-landing-error powered-descent guidance.
IV. Minimum-Landing-Error Powered-Descent Guidance Algorithm
A. Algorithm Description
In this section, we describe the main algorithm for the solution of the minimum-landing-error powered-descent problem (Problem 3). The key idea is to perform a prioritized optimization such that first, the distance between the prescribed target and the achievable landing location is minimized by solving Problem 4. Then a minimum-fuel trajectory achieving this minimum-landing-error is generated by solving Problem 5. This approach ensures that the resulting trajectory satisfies nonconvex thrust constraints and returns the globally optimal solution to Problem 3 if one exists. The new algorithm is given in Algorithm 1.
Problem 4 (relaxed minimum-landing-error guidance problem). 
To generate Problem 4 we relaxed the nonconvex thrust constraints of the original minimum-landing-error problem stated in Problem 3. This relaxation is performed in the same manner that the minimum-fuel PDG problem is relaxed from Problem 1 to Problem 2. Since the relaxed minimum-landing-error problem (Problem 4) has convex inequality constraints on the state as well as on the controls, it can be solved with existing solvers. However, unlike minimum-fuel PDG, in which an optimal solution to the relaxed Problem 2 is also an optimal feasible solution to Problem 1, an optimal solution to the relaxed minimum-landing-error problem (Problem 4) is not necessarily an optimal feasible solution to the original minimum-landing-error problem, Problem 3. This is because the convexification proof provided in [3] does not hold for the minimum-landing-error problem. In particular, since the cost is landing error rather than fuel, the structure of the Hamiltonian in the resulting optimal control problem is different. Hence, another step is needed to ensure that the nonconvex thrust constraints are satisfied. This step consists of solving Problem 5, which also has relaxed constraints. However, since Problem 5 minimizes fuel use, we can use the result of Lemma 1 to prove that the solution to Problem 5 will satisfy the nonconvex thrust constraints of Problem 3. We will show in Sec. IV.B that the solution to Problem 5 is the optimal solution to Problem 3 and that it uses the minimum possible fuel of all optimal solutions to Problem 3.
To solve Problems 4 and 5 in practice, three additional steps are required: first, a change of variables to remove the nonlinear (and hence nonconvex) dynamic constraints; second, a discretization in time; and third, a line search for the optimal time of flight t f . For these steps, we use an identical approach to that in [3] , which we review in Secs. IV.C-IV.E.
B. Analytic Convexification Results
In this section, we provide two necessary lemmas before proving the main convexification result, which is given in Theorem 1.
Lemma 2. Assume that an optimal solution to Problem 5 exists, which we denote as ft † . If this trajectory is on the boundary of the state constraints @X for, at most, one point t 2 0; t † f , then it is an optimal solution to Problem 3. Furthermore, the returned solution uses the minimal fuel among all optimal solutions of Problem 3.
Proof: Since Problem 4 is a relaxation of Problem 3, we know that if there is a feasible solution to Problem 3, there exists a feasible solution to Problem 4, and the prioritized powered-descent guidance will not return infeasible. Then from Lemma 3 we know that ft † f ; T † c g is an optimal solution to Problem 3 and that this solution uses the least fuel of all optimal solutions to Problem 3. □ Note that Theorem 1 implies that the prioritized powered-descent guidance algorithm returns infeasible only if no solution to the nonconvex minimum-landing-error guidance problem (Problem 3) exists. Hence, the convexification approach is lossless, in the sense that no part of the feasible region of the original problem is removed by convexifying the nonconvex constraints.
Remark 1. As with the minimum-fuel powered-descent guidance problem, we have observed that for Mars landing, all the optimal trajectories that are generated via solving the relaxed minimum-fuel guidance problem to specified range touch the boundary of the feasible state region at one point, at most. Hence, the prioritized powered-descent guidance algorithm has always returned optimal solutions to the original nonconvex minimum-landing-error problem for Mars powered-descent guidance. This includes an extensive empirical investigation across the space of feasible initial conditions and system parameters.
Remark 2. Observe that in step 1 of the prioritized powereddescent guidance algorithm, we do not necessarily obtain a fueloptimal solution, but step 2 ensures that a fuel-optimal solution is found. In this way, the two-step approach is a way of prioritizing a multi-objective optimization problem. This approach is different from the more typical regularization procedure in which both distance and fuel costs are combined in a single cost function to ensure that a single optimal solution exists. The prioritization approach removes two of the key problems associated with regularization. First, regularization requires that the relative weights on fuel and distance are chosen, which is usually carried out in an ad hoc manner. Second, regularized solutions do not necessarily make physical sense. Our approach removes this ambiguity from the problem description and obtains a physically meaningful solution.
C. Change of Variables
We use the following change of variables to remove the nonlinear state dynamics (26):
Equation (26) can then be rewritten as rt ut g (44)
The change of variables therefore yields a set of linear equations for the state dynamics. The control constraints, however, are no longer convex. These are now given by
As in [3] , we use a second-order-cone approximation of the inequalities in Eq. (47) that can be readily incorporated into the SOCP solution framework, given by
where
and m wet is the initial mass of the spacecraft. An approximation of Problem 4 can now be expressed in terms of the new control variables: Problem 6 (relaxed minimum-landing-error problem with changed variables).
kutk t (52) 
Problem 6 is an approximation of the relaxed minimum-landingerror PDG problem (Problem 4) in which the nonlinear equality constraints have been eliminated. Furthermore, [3] shows that the approximation of the inequalities in Eq. (47) given by Eq. (48) is generally very accurate for both parts of the inequality and derives an analytic upper bound on the approximation error.
D. Time Discretization
We now discretize Problem 6 to convert the infinite-dimensional optimization problem to a finite-dimensional one by discretizing the time domain into equal time intervals and imposing the constraints at edges of the time steps, which we refer to as temporal nodes. Since the constraints are linear or second-order-cone constraints, the resulting problem is a finite-dimensional SOCP problem that can be efficiently solved by readily available algorithms [13] [14] [15] . We use the same approach as in [3] and refer the reader to this paper for more details.
For any given time interval 0; t f and time increment t, the temporal nodes are given as 
where p j 2 R 4 . We describe the control input u and in terms of these parameters and some prescribed basis functions 1 ; . . . ; M :
Then the solution of the differential equations (44) and (45) at the temporal nodes and the control inputs at the temporal nodes can be expressed in terms of these coefficients:
where k , k , k , and k are matrix functions of the time index k determined by the basis functions chosen. In this paper, we use piecewise linear basis functions with M N, such that j t 
Note that for any given N, Problem 7 defines a finite-dimensional SOCP, which can be solved very efficiently with guaranteed convergence to the globally optimal solution by using existing SOCP algorithms [14, 16, 20] . Here, N describes the time of flight since t f Nt. It remains to find the optimal time of flight, which we achieve using a line search.
E. Time-of-Flight Search
For minimum-fuel powered-descent guidance, [3] uses a line search to find the optimal time of flight t f . In this section, we apply this approach to the minimum-landing-error guidance problem. Extending [3] , [21] uses a golden search technique (page 726 in [22] , which ensures that the interval in which the optimal value is known to lie shrinks by the same constant proportion at each iteration. The technique relies, however, on two key properties of Jt f : the optimal cost of Problem 3 as a function of t f , that is,
subject to Eqs. (19) (20) (21) (22) (23) (24) . First, we must know an interval in which t f is known to lie. That is, we must find bounds t l and t u such that t l t f t u . Second, Jt f must be unimodal (page 726 in [22] for a definition of unimodal functions).
In [21] the authors solve the one-dimensional powered-descent guidance problem using the approach of [6] to obtain values for t l and t u . In the case of minimum-landing-error guidance, we can use the same approach to obtain t l . The approach of [21] for obtaining t u does not, however, extend to the minimum-landing-error case. Instead, we use a heuristic scaling to set t u k scale t l , where k scale is on the order of 3. Then, assuming unimodality of Jt f , the golden search approach checks analytically whether t u is a true upper bound. If not, t u is increased until it is an upper bound on t f . In [21] the authors observed experimentally that Jt f is indeed a unimodal function. Since the present paper is concerned with the minimum-landing-error problem, this conclusion does not carry over from the minimum-fuel case. In Sec. V.B we show experimentally that Jt f is unimodal and that the golden search approach finds t f to within a few percent.
V. Simulation Results
In this section, we present simulation results obtained using the new algorithm. The second-order-cone programs were solved using G-OPT, a Jet Propulsion Laboratory in-house convex optimizer. Simulations were run on a MacBook Pro 2.4 GHz with 4 GB RAM. In Sec. V.A we present some example solutions generated by the new approach, and in Sec. V.B we empirically demonstrate the unimodality of the optimal solution with respect to the time of flight.
A. Example Solutions
We first consider a case when the target can be reached given the available fuel, then a case when the target cannot be reached. The spacecraft parameters for these simulations are 
In Figs. 2 we show results generated for case 1 using the new prioritized minimum-landing-error PDG approach (Algorithm 1) with 55 time-discretization points. Golden search was terminated when the optimal time of flight was known to within an interval of 3.0 s. In this case, there exists a feasible trajectory to the target, so the algorithm returns the minimum-fuel solution to the target. This solution requires 399.4 kg of fuel and has t f 78:4 s. The total computation time required was 14.3 s, and 23 iterations of golden search were used. Note that almost all of the available fuel was required to reach the target. This example illustrates the value of the convex optimization, which guarantees finding a solution if one exists; even cases at the edge of the physical capabilities of the spacecraft can be solved.
In case 2, there is an additional initial velocity in the y direction:
75 m=s 40 m=s 100 m=s
Since case 1 used almost all of the available fuel, and case 2 has an initial velocity in the y direction away from the target, it is most likely that there will be insufficient fuel to reach the target. We verify this by attempting to solve the minimum-fuel PDG problem using the algorithm of [3] , which reports that the problem is infeasible and that at least 414 kg of fuel is required to reach the target. The minimumlanding-error targeting algorithm, however, finds a solution that ensures safe landing at a distance of 404 m from the target. The solution, shown in Fig. 3 , has t f 77:7 s and uses the full 400 kg of Fig. 2 Results of minimum-landing-error targeting approach for case 1 with r 0 1500 m 500 m 2000 m T and _ r 0 75 m=s 0 100 m=s T . In this case, a feasible solution to the target exists, so the prioritized minimum-landing-error algorithm returns the minimum-fuel solution to the target. available fuel. The total computation time required was 14.74 s, and 23 iterations of golden search were used.
B. Unimodality of Cost as a Function of Time of Flight
In this section, we empirically demonstrate that the optimal cost of the minimum-landing-error solution is unimodal in the time of flight. Throughout this section, we use the spacecraft parameters given in Eq. (72). Figure 4 shows Jt f for a typical set of initial conditions. The graph was generated by specifying t f in increments of 1 s and solving Problem 7 for each value of t f . In this case, Jt f is unimodal, as required. By reducing the time increments to 0.01 s close to the minimum, the optimum was found to be at t f 56:35 s. The golden search determines the optimum to be 55.83 s, which is an error of only 0.9%. Again, golden search was terminated when the optimal time of flight was known to within an interval of 3.0 s. The efficacy of the golden search approach was investigated for a range of initial conditions by calculating the error between t f determined through golden search and the true optimum. The true optimum was determined approximately by calculating Jt f for t f 2 30; 150 in increments of 1 s. Initial conditions were selected at random using a uniform distribution across a box of values specified by 
Since we are only concerned with the unimodality of Jt f in the minimum-landing-error case, solutions for which a feasible trajectory to the target existed were discarded. One hundred random initial conditions were chosen, and for these the average percentage error in t f was 0.012% with a standard deviation of 0.057%. The maximum error across all instances was 1.8%. This demonstrates that the golden search approach is effective for a broad range of initial conditions in the case of minimum-landing-error powereddescent guidance. T . In this case, no feasible solution to the target exists, so the minimum-landing-error algorithm approach returns the solution that minimizes the final distance to the target. Notice that the final altitude is zero and velocity are zero, indicating that safe landing is achieved. The final position is 404 m from the original target. Fig. 4 Dependence of minimum distance from target on time of flight for a typical set of initial conditions. The relationship is unimodal and has an optimum at 56.35 s. The golden search determines the optimum to be 55.83 s, which is an error of only 0.9%.
VI. Conclusions
In this paper, we have presented a new approach for optimal powered-descent guidance that minimizes the final distance of the lander to the target for a given amount of fuel. If a feasible trajectory to the target exists, the new algorithm returns the minimum-fuel solution that reaches the target. The new approach uses a new analytic convexification result to pose the guidance problem as a second-order cone program, which can be solved to global optimality with a priori known bounds on the number of iterations required. Furthermore, the new approach can handle maximum and minimum thrust-magnitude constraints explicitly as well as a glide-slope constraint. The algorithm was demonstrated in simulation with a Mars landing example.
solution of Problem 1. In this case, a lossless convexification ofFor Mars landing, all of the solutions we have generated via the algorithm of [3] have touched the boundary, at most, once. Hence, they satisfy Lemma 6 for lossless relaxation, and so they are optimal solutions to the original nonconvex optimal control problem for Mars powered-descent guidance. The solutions generated include an extensive empirical investigation across the space of feasible initial conditions and system parameters.
However, through careful selection of the problem parameters, cases can be constructed such that an optimal solution of Problem 2 lies on the boundary for a nonzero duration. Even in these cases, we observe that the optimal trajectories obtained by solving Problem 2 satisfy the control constraints of Problem 1. The theoretical analysis of such trajectories requires a different version of the maximum principle (see Theorem 25 on page 292 in [27] ) from the one used herein. Since this additional step uses substantially more complex analyses and these trajectories are rarely encountered in practice, it is not considered here.
