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Introduction
Cet article concerne la classification des courbes gauches, c’est-a`-dire l’e´tude du
sche´ma de Hilbert Hd,g des courbes (localement Cohen-Macaulay et e´quidimensionnelles),
de degre´ d et genre arithme´tique g, de P3 (espace projectif de dimension 3 sur un corps k
alge´briquement clos). Il s’inscrit dans le programme e´nonce´ voila` de´ja` plusieurs anne´es par
deux d’entre nous dans [MDP1]. La voie d’acce`s au sche´ma de Hilbert que nous privile´gions
est l’utilisation du module de Rao. Si on pose R = k[X, Y, Z, T ], le module de Rao d’une
courbe C est le R-module gradue´ de longueur finie :
MC =
⊕
n∈Z
H1JC(n).
L’utilisation de ce module a conduit a` stratifier le sche´ma de Hilbert Hd,g par les sous-
sche´mas a` cohomologie constante Hγ,ρ sur lesquels les dimensions h
iJC(n) des espaces
de cohomologie sont constantes et de´termine´es par les fonctions γ (lie´e a` la postulation
h0JC(n)) et ρ(n) = h1JC(n), cf. [MDP1] VI, (la spe´cialite´ h2JC(n) = h1OC(n) est
de´termine´e par les deux autres). Sur le sche´ma Hγ,ρ on a un morphisme Φ : Hγ,ρ →
Eρ (a` valeurs dans le foncteur des structures de modules de dimensions indique´es par la
fonction ρ), qui a` une courbe C associe son module de Rao MC . L’e´tude de Hd,g est alors
de´compose´e en trois e´tapes : l’e´tape du bas qui consiste a` e´tudier Eρ et a e´te´ aborde´e
notamment dans [MDP2] (cf. aussi [G]), l’e´tape interme´diaire qui revient a` e´tudier Φ et
qui a e´te´ re´solue dans [MDP1] VII : Φ est lisse, irre´ductible et on connaˆıt la dimension
de ses fibres, et enfin l’e´tape du haut qui e´tudie le recollement des Hγ,ρ pour obtenir des
informations globales sur Hd,g.
C’est de cette dernie`re e´tape dont il est question ici. L’objectif est d’analyser les
spe´cialisations dans le sche´ma de Hilbert Hd,g ; pre´cise´ment, si H0 (resp. H) est une
composante irre´ductible de Hγ0,ρ0 (resp. Hγ,ρ), on cherche a` quelles conditions H0 est
adhe´rente a` H (i.e. H0 ⊂ H), voire faiblement adhe´rente (i.e. H0 ∩H 6= ∅).
Cette dernie`re condition signifie simplement qu’il existe une famille de courbes
parame´tre´e par un anneau de valuation discre`te A, dont le point spe´cial C0 est dans
H0 et dont le point ge´ne´rique C est dans H.
Une question fondamentale, mais sans doute difficile, est de donner des conditions
ne´cessaires et suffisantes a` l’existence de telles familles. Il y a, en tous cas, deux conditions
ne´cessaires. La premie`re est une condition de semi-continuite´ sur les dimensions des espaces
de cohomologie : si C0 est une spe´cialisation de C on a les ine´galite´s h
iJC(n) ≤ h
iJC0(n)
pour tout i et tout n. La deuxie`me concerne les structures des modules de Rao : on montre
(cf. 5.9 ci-dessous) que le module MC est une de´formation plate d’un sous-quotient (i.e.
un quotient d’un sous-module), de MC0 . Cette condition est a` la base de notre approche
de la question, via les modules de Rao.
Dans le cas des courbes sur un corps on sait, a` partir d’un module de longueur finie
M , de´crire les courbes (notamment minimales) de la classe de biliaison qu’il de´finit. Cela
repose essentiellement sur le calcul de la fonction q associe´e a` M , cf. [MDP1] IV. Notre
objectif ici est de ge´ne´raliser ce processus pour construire des familles de courbes.
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Pour cela, il faut disposer d’une notion qui ge´ne´ralise au cas des familles de courbes
celle de module de Rao ordinaire (i.e. de module de longueur finie). On est ainsi a` la
recherche, pour tout anneau noethe´rien A, d’un ensemble Θ(A) dont les e´le´ments permet-
tent de de´crire les familles de modules de Rao de dimensions variables parame´tre´es par
A. On doit aussi disposer d’une application ΨA de Hd,g(A) dans Θ(A) qui associe a` une
famille de courbes C parame´tre´e par A un e´le´ment ΨA(C) de Θ(A) qui de´crive la variation
des modules de Rao des courbes de la famille. Plus pre´cise´ment, si on s’inspire du roˆle que
jouent les modules de Rao ordinaires vis a` vis des courbes sur un corps on attend d’une
telle application les proprie´te´s suivantes :
1) une proprie´te´ de surjectivite´ : tout e´le´ment de Θ(A), ve´rifiant des conditions conve-
nables est, a` de´calage pre`s, image par ΨA d’une famille de courbes (dans le cas ordinaire,
tout module de longueur finie est, a` de´calage pre`s, le module de Rao d’une courbe : ceci
est l’une des assertions du the´ore`me de Rao, cf. [R]),
2) une description des fibres de ΨA : deux familles de courbes ayant meˆme image par
ΨA a` de´calage pre`s, sont dans la meˆme classe de biliaison ou liaison paire (dans le cas
ordinaire c’est le deuxie`me point du the´ore`me de Rao, cf. [R]),
3) une description des familles minimales : en comple´ment du point 1), un e´le´ment de
Θ(A) e´tant donne´, il s’agit de de´crire les familles minimales (au sens du moindre de´calage)
qui lui correspondent (dans le cas ordinaire c’est le calcul des courbes minimales effectue´
dans [MDP1] IV via la fonction q) et de de´crire les autres familles (et en particulier de
pre´ciser les de´calages possibles) a` partir de celles-ci (c’est l’analogue pour les familles du
the´ore`me de Lazarsfeld-Rao qui montre qu’on passe des courbes minimales aux autres par
des biliaisons e´le´mentaires ascendantes, cf. [LR], [BBM] ou [MDP1] IV),
4) une notion de dualite´ sur les e´le´ments de Θ(A) qui corresponde sur les courbes a`
la notion de liaison impaire, (ge´ne´ralisation, la` encore, du the´ore`me de Rao),
5) enfin, une e´tude de l’application Ψ qui ge´ne´ralise dans la mesure du possible les
assertions de lissite´ et d’irre´ductibilite´ formelles du the´ore`me de l’e´tape interme´diaire (cf.
[MDP1] VII 1.1 et 1.5). Cette e´tude, qui ne´cessite de munir Θ d’une structure alge´brique,
passe par la ge´ne´ralisation au cas des familles des notions de re´solutions de type N et E,
cf. [MDP1].
L’objectif de cet article est de poser les bases de la the´orie en de´finissant la notion
de triade qui va eˆtre la ge´ne´ralisation de celle de module de Rao (Θ(A) sera l’ensemble
des triades sur A modulo une certaine relation de pseudo-isomorphisme), en de´finissant
la fle`che ΨA et en montrant, sur un anneau local, la plupart des proprie´te´s attendues :
la surjectivite´ 1), le lien avec la biliaison 2), la description des familles minimales et le
the´ore`me de Lazarsfeld-Rao 3), la dualite´ et son lien avec la liaison impaire 4) et en
introduisant les notions de faisceau triadique et de re´solutions (triadiques) de type N et E
de 5).
Via les faisceaux triadiques qui jouent un roˆle d’interme´diaire entre courbes et triades,
les de´monstrations des points 1) a` 4) ci-dessus reposent en grande partie sur nos deux
articles [HMDP1] et [HMDP2].
Commenc¸ons par expliquer les ide´es qui conduisent a` la notion de triade.
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Pour de´finir Θ(A) et ΨA, une ide´e (trop) simple consiste a` prendre pour Θ(A)
l’ensemble des classes d’isomorphisme de RA = A[X, Y, Z, T ]-modules gradue´s MA =⊕
MA,n tels que les MA,n soient de type fini sur A et presque tous nuls, puis a` prendre
comme application ΨA celle qui associe a` une famille de courbes C la famille de modules
H1∗JC =
⊕
n∈ZH
1(PA,JC(n)).
Cette formule permet de de´finir, sur le sous-sche´ma des courbes a` cohomologie cons-
tante, le morphisme e´voque´ plus haut Φ : Hγ,ρ → Eρ, mais elle n’est pas valable sur Hd,g
tout entier. La raison fondamentale de ce fait est que si C est une famille de courbes qui
n’est pas a` spe´cialite´ constante (1) le A-module H1∗JC ne commute pas au changement
de base, c’est-a`-dire que le module de Rao d’une fibre C ⊗A k(t) n’est pas le module
H1∗JC ⊗A k(t), voir l’exemple de la famille C2 ci-dessous. On ne peut donc se contenter
pour de´crire la variation du module de Rao dans une famille de courbes de conside´rer un
RA-module global MA et ses fibres MA ⊗A k(t).
L’ide´e que nous proposons pour surmonter cette difficulte´ s’inspire de ce que l’on fait
pour prouver les the´ore`mes de cohomologie et changement de base, cf. par exemple [AG]
III §12. Elle consiste, dans un premier temps, a` regarder les foncteurs V : Q 7→ V (Q), de la
cate´gorie des A-modules dans la cate´gorie des RA-modules gradue´s (en pensant notamment
comme A-modules aux corps re´siduels k(t) pour t ∈ T ). Bien suˆr, un A-moduleMA fournit
un cas particulier de tel foncteur, celui qui associe a` Q le module gradue´ MA ⊗A Q, mais
plus ge´ne´ralement, a` une famille de courbes C quelconque est associe´ le foncteur de Rao
VC : Q 7→
⊕
n∈ZH
1(PA,JC(n)⊗A Q) qui de´crit en particulier la variation du module de
Rao en les points de T .
Bien entendu, si l’on ne fait pas d’hypothe`ses comple´mentaires, cette notion de fonc-
teur est trop grossie`re. Nous allons examiner quelques exemples de familles de courbes
et, pour de´terminer les foncteurs associe´s, tenter de comprendre comment varient leurs
re´solutions.
Les deux premiers exemples concernent le sche´ma H6,3. Ce sche´ma contient une
composante dont la courbe ge´ne´rale C est ACM (arithme´tiquement de Cohen-Macaulay
c’est-a`-dire dont le module de Rao est nul).
Il contient aussi deux autres sche´mas Hγ,ρ qui sont tous deux forme´s de courbes de la
classe de liaison de la re´union de deux droites disjointes (i.e. les courbes dont le module
de Rao est e´gal a` k = R/(X, Y, Z, T ) en un unique degre´). Le premier est le sche´ma H1
dont la courbe ge´ne´rale C1 est une courbe de bidegre´ (4, 2) sur une quadrique, de module
de Rao k(−2) (le module e´gal a` k mais concentre´ en degre´ 2). Le deuxie`me est le sche´ma
H2 qui a pour courbe ge´ne´rale C2 la re´union d’une quartique plane et de deux droites qui
la coupent chacune en un point, avec comme module de Rao k(−1).
Il y a une famille C1, a` spe´cialite´ constante, parame´tre´e par un anneau de valuation
discre`te d’uniformisante a qui joint C et C1. Cette famille admet la re´solution “de type
N” (cf. [MDP1] VII 2.6) suivante :
0→ RA(−4)
3 → [RA(−3)
4 ⊕RA(−2)
d1−→RA(−2)]→ IC2 → 0
(1) La premie`re approche de ce type de questions, semble avoir e´te´ effectue´e, dans ce cas
particulier de la spe´cialite´ constante, par Ballico et Bolondi, cf. [BB].
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avec d1 = (X, Y, Z, T, a) (on note [A
u
−→B] le noyau de u). On voit aussitoˆt que pour
a inversible, c’est-a`-dire au point ge´ne´rique de SpecA, le facteur RA(−2) se simplifie,
donnant la courbe ACM C. Dans ce cas, la variation du module de Rao est de´crite par le
module global H1∗JC1 =MA = Coker d1 = RA/(a,X, Y, Z, T )(−2).
Il y a aussi une famille C2, a` postulation constante, qui joint C et C2. Cette fois, la
famille admet la re´solution “de type E” suivante (avec le meˆme d1) :
0→ RA(−5)
td1−→RA(−4)
4 ⊕RA(−5)→ RA(−3)
4 ⊕RA(−4)→ IC2 → 0
(cf. [MDP1] VII 2.1) et on voit, la` encore, la simplification du terme RA(−5) au point
ge´ne´rique.
Cependant, comme cette famille ve´rifie MA = H
1
∗JC2 = 0 alors que certaines courbes
de la famille sont dans la classe de deux droites, donc ont un module de Rao non nul, il
est clair que la variation du module de Rao ne peut eˆtre de´crite par le module MA.
Dans les deux exemples pre´ce´dents la famille C1 (resp. C2) admet une re´solution a` trois
termes, de type N (resp. E)(2) et le passage de la courbe spe´ciale a` la courbe ge´ne´rique
correspond a` une simplification e´vidente de la re´solution. L’exemple suivant montre que les
choses peuvent eˆtre plus complexes lorsque la famille n’est ni a` spe´cialite´, ni a` postulation
constante.
Conside´rons le sche´ma H4,0. Il posse`de deux composantes, toutes deux de dimension
16, l’une H1 dont la courbe ge´ne´rale C1 est une courbe de bidegre´ (3, 1) sur une quadrique,
de module de Rao k(−1), l’autre H2 dont la courbe ge´ne´rale C2 est re´union disjointe
d’une cubique plane et d’une droite et a un module de Rao du type de R/(X, Y, Z, T 3) de
dimensions 1, 1, 1, en degre´s 0, 1, 2.(3) Voici les re´solutions de type E de ces courbes :
0→ R(−5)→ R(−4)4 → R(−2)⊕R(−3)3 → IC1 → 0
0→ R(−6)→ R(−3)⊕R(−5)3 → R(−2)2 ⊕R(−4)2 → IC2 → 0.
Bien que les composantes H1 et H2 ve´rifient les conditions ne´cessaires sur la cohomologie
et le module de Rao pour que H2 ∩H1 soit non vide, il n’est nullement e´vident, au vu de
ces re´solutions, pas plus d’ailleurs qu’avec celles de type N, de dire s’il peut exister une
famille de courbes de point ge´ne´rique dans H1 et de point spe´cial dans H2. En particulier,
a` l’inverse des exemples ci-dessus, aucune simplification n’est apparente. Pourtant, nous
verrons au §5 qu’il existe bien une telle famille.
On comprend un peu mieux ce phe´nome`ne si on note qu’il y a dans l’ide´al de C2
une e´quation de degre´ 2 de plus que dans celui de C1 et si on supprime cette e´quation en
de´saturant l’ide´al IC2 . Par exemple, si C2 est re´union de (X, Y ) et de (Z, T
3) (4), son ide´al
est (XZ, Y Z,XT 3, Y T 3) et, si on remplace Y Z par les e´quations XY Z, Y 2Z, Y Z2, Y ZT ,
(2) mais pas l’inverse !
(3) On notera que k(−1) est un sous-quotient de ce module.
(4) Cet exemple est choisi parce que le calcul est facile, mais les courbes de H2 re´unions
disjointes d’une cubique et d’une droite ne sont pas dans l’adhe´rence de H1. Il faut utiliser
des structures multiples, cf. 5.22, mais le calcul de la re´solution du de´sature´ est identique.
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ce qui ne change pas C2, on obtient un ide´al J non sature´ dont la re´solution a quatre
termes est :
0→ R(−6)→ R(−5)4⊕R(−6)→ R(−4)6⊕R(−5)3 → R(−2)⊕R(−3)3⊕R(−4)2 → J → 0
et la`, on voit, apre`s simplifications d’un 6, de trois 5 et de deux 4 apparaˆıtre les chiffres de
la re´solution de IC1 dans celle de J (bien entendu, cf. la note (
4), ce calcul ne prouve pas
l’existence d’une famille mais il donne un indice nume´rique favorable).
L’ide´e fondamentale que nous voulons e´clairer par cet exemple c’est qu’on ne saurait
comprendre les familles ge´ne´rales de courbes (celles qui ne sont ni a` spe´cialite´, ni a` pos-
tulation constante) si l’on ne tole`re pas cette ope´ration de de´saturation (cf. 2.12), avec
comme conse´quence ine´luctable l’apparition de re´solutions a` quatre termes des ide´aux.
A` cet e´gard, nous de´finissons ci-dessous des re´solutions de type E “cotriadiques” du
faisceau d’ide´aux JC, cf. 3.1. Il s’agit de re´solutions de la forme 0 → E → F → JC → 0
ou` E est localement libre et de´fini par une suite exacte 0→ L5 → L4 → L3 → E → 0 avec
F et les Li dissocie´s (i.e., dans le cas d’un anneau local, somme directe finie de faisceaux
inversibles). Nous utilisons aussi la notion duale de re´solution de type N “triadique” de la
forme : 0 → P → N → JC → 0, ou` N est de´fini par une suite exacte 0 → N → L1 →
L0 → L−1 → 0 avec P et les Li dissocie´s. Par rapport a` une re´solution de type E (resp.
N) sur un corps, on notera la pre´sence du terme supple´mentaire L5 (resp. L−1).
Nous montrons dans ce travail que si C est une famille de courbes sur un anneau local
A il existe effectivement des re´solutions de type E et N triadiques (cf. 3.1). L’inte´reˆt de
ces re´solutions est de re´pondre a` la question de la nature du foncteur VC de´fini ci-dessus
et qui de´crit la variation du module de Rao. On montre en effet par un petit calcul
cohomologique que, si L. = (L1 → L0 → L−1) est le complexe de RA-modules gradue´s
associe´ a` une re´solution de type N, on a VC(Q) = h0(L. ⊗ Q), ou` h0 de´signe l’homologie
en degre´ 0 du complexe. On notera que c’est aussi cette homologie qui apparaˆıt dans les
the´ore`mes de cohomologie et changement de base.
Le complexe L. ci-dessus est appele´ une triade. C’est cette notion qui ge´ne´ralise celle
de module de Rao et l’application ΨA consiste donc a` remplacer une famille de courbes,
c’est-a`-dire, via les re´solutions de type N, un complexe a` quatre termes, par une triade,
c’est-a`-dire un complexe a` trois termes.
Examinons maintenant le plan de ce travail et les re´sultats obtenus.
Le paragraphe 1 est consacre´ a` mettre en place et a` e´tudier la notion de triade.
Une triade est un complexe de RA-modules gradue´s L. = (L1
d1−→L0
d0−→L−1) avec
notamment des hypothe`ses de finitude sur ses groupes d’homologie, cf. 1.10 pour une
de´finition pre´cise. Un cas particulier important est celui des triades majeures (cf. 1.13).
On de´finit le foncteur V associe´ a` une triade (cf. 1.3) : c’est le foncteur h0(L. ⊗ .)
(cf. aussi 1.36).
On de´finit ensuite un pseudo-isomorphisme entre deux triades (en abre´ge´ un psi, cf.
1.7) : c’est un morphisme de complexes qui induit un isomorphisme sur les foncteurs V et
un monomorphisme sur les foncteurs h−1(L. ⊗ .) et on dit que deux triades sont pseudo-
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isomorphes si elles sont relie´es par une chaˆıne de psi. On e´tablit le lemme 1.19 qui permet
de se limiter a` des chaˆınes a` deux maillons (a` la manie`re de Verdier, cf. [V]).
Deux triades pseudo-isomorphes de´finissent le meˆme foncteur, mais la re´ciproque est
fausse (cf. 1.35.c). Si on est sur un anneau de valuation discre`te toute triade est pseudo-
isomorphe a` une unique triade majeure dite e´le´mentaire (cf. 1.32), caracte´rise´e par le fait
que son conoyau h−1(L.) est de torsion.
On de´finit en 1.26 la notion de triade duale (de´finie a` psi pre`s).
Le paragraphe 2 est consacre´ a` l’e´tude des faisceaux triadiques. Il s’agit (cf. 2.3) des
faisceaux N qui s’inse`rent dans une suite exacte 0→ N → L1 → L0 → L−1 → 0, avec les
Li dissocie´s. Il y a une e´quivalence de cate´gories entre la cate´gorie des triades majeures,
a` homotopie pre`s, et celle des faisceaux triadiques, la correspondance envoyant une triade
L. sur le faisceau N associe´ a` son noyau N = h1(L.). On montre (la` encore a` l’aide d’un
lemme de Verdier 2.11), que les psi de triades et ceux de faisceaux (de´finis comme dans
[HMDP1]) se correspondent (cf. 2.14). Dans le cas d’un anneau de valuation discre`te, on
montre que les triades e´le´mentaires correspondent aux faisceaux extravertis minimaux de
[HMDP1], cf. 2.15.
Le paragraphe 3 fait le lien entre familles de courbes, triades et faisceaux triadiques.
On commence par montrer, par deux me´thodes (l’une par de´saturation et liaison l’autre par
troncature a` partir du complexe RΓ∗JC), l’existence de re´solutions de type N triadiques
(i.e. dont le faisceau N est triadique). On de´finit ensuite (cf. 3.6) une triade de Rao
associe´e a` une famille de courbes comme la triade associe´e au faisceau N d’une re´solution
de type N triadique de C. Cette triade est bien de´finie a` psi pre`s. Le foncteur associe´ n’est
autre que le foncteur de Rao VC de´fini ci-dessus.
On obtient ainsi la fle`che ΨA e´voque´e plus haut qui associe a` une famille de courbes C
la classe de triades de ses triades de Rao T (C) (pour la relation de pseudo-isomorphisme)
et on prouve, a` l’aide de [HMDP1], le re´sultat suivant :
The´ore`me 3.9. (The´ore`me de Rao pour les triades) On suppose A local a` corps re´siduel
infini. Soient C et C′ deux familles plates de courbes parame´tre´es par A et soient L. et L
′
.
des triades de Rao de C et C′. Alors, C et C′ sont dans la meˆme classe de biliaison si et
seulement si les triades L. et L
′
. sont pseudo-isomorphes, a` de´calage pre`s (i.e. s’il existe
un entier h tel que l’on ait T (C) = T (C′)(h)).
Puis, graˆce aux re´sultats de [HMDP2] exprime´s en termes de triades, on montre la
ge´ne´ralisation de l’assertion de surjectivite´ (toujours a` de´calage pre`s) du the´ore`me de Rao
(i.e. de l’application ΨA) :
The´ore`me 3.10. On suppose A local a` corps re´siduel infini. Soit L. une triade. Il
existe une famille de courbes C telle que la triade de Rao de C soit pseudo-isomorphe a` L.,
a` de´calage pre`s.
Plus pre´cise´ment, le the´ore`me suivant donne exactement l’image de ΨA, i.e. les
de´calages possibles. Il contient aussi la ge´ne´ralisation du the´ore`me de Lazarsfeld-Rao :
The´ore`me 3.11. On suppose A local a` corps re´siduel infini. Soit L. une triade, T
sa classe de pseudo-isomorphisme, N un faisceau triadique associe´ et soit N0 le faisceau
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extraverti minimal (unique) de la classe de pseudo-isomorphisme de N (cf. [HMDP1] 2.14).
Soit q = qN0 la fonction q de N0 (cf. [HMDP2] 2.4) et soit h0 =
∑
n∈Z nq(n) + degN0.
1) Il existe une famille de courbes C0 et une re´solution 0→ P0 → N0 → JC0(h0)→ 0 avec
P0 dissocie´. La classe de triade associe´e a` C0 est e´gale a` T (−h0).
2) Si C1 est une famille de courbes telle que T (C1) = T (−h), on a h ≥ h0. Si d et g (resp.
d0 et g0) sont respectivement le degre´ et le genre de C1 (resp. C0) on a d ≥ d0 et g ≥ g0.
3) Re´ciproquement, pour tout h ≥ h0 il existe une famille de courbes C1 avec T (C1) =
T (−h).
4) Si de plus on a h = h0, C1 et C0 sont jointes par une de´formation a` cohomologie uniforme
(cf. [HMDP2] 2.8) et triade constante.
On dit que C0 est une famille minimale de courbes.
Les autres familles de courbes de la classe de biliaison s’obtiennent a` partir de C0 par
des biliaisons e´le´mentaires suivies d’une de´formation a` cohomologie uniforme et triade
constante.
Enfin, on a le lien entre dualite´ et liaison impaire :
The´ore`me 3.13. On suppose A local a` corps re´siduel infini. Soient C et C′ deux
familles plates de courbes parame´tre´es par A, et soient L. et L
′
. des triades de Rao de C et
C′. Alors, C et C′ sont lie´es par un nombre impair de liaisons e´le´mentaires si et seulement
si les triades L. et L
′
. sont duales a` psi pre`s et a` de´calage pre`s, i.e. s’il existe un entier h
tel que L.(h) soit pseudo-isomorphe a` une triade duale de L
′
..
Le paragraphe 4 e´tablit un dictionnaire reliant courbes, faisceaux et triades. On y
caracte´rise les triades dites modulaires (celles qui sont de´finies par un RA-module) et on
montre qu’elles correspondent aux familles de courbes a` spe´cialite´ constante. On de´finit
aussi la notion duale de triade repre´sentable qui correspond aux familles de courbes a`
postulation constante.
Le paragraphe 5 est essentiellement constitue´ d’exemples. On y reprend, comme fil
conducteur, le troisie`me des exemples e´tudie´s ci-dessus : les courbes de degre´ 4 et genre 0.
On montre (cf. 5.8) que si on a une triade sur un anneau de valuation discre`te, la
valeur du foncteur V au point ge´ne´rique est une de´formation plate d’un sous-quotient de
la valeur de V au point ferme´. Il en re´sulte (cf. 5.9) qu’on a ce meˆme re´sultat pour les
modules de Rao aux points ge´ne´rique et ferme´ d’une famille de courbes.
On montre, re´ciproquement, (cf. 5.15) que si on a deux modules gradue´s M et M0
de longueur finie tels que M soit un sous-quotient de M0 il existe une triade dite triviale,
parame´tre´e par un anneau de valuation discre`te, dont les valeurs du foncteur associe´ au
point ferme´ (resp. ge´ne´rique) sont M0 (resp. M). Ce re´sultat permet de construire de
nombreux exemples de triades et de de´terminer les familles minimales associe´es graˆce a`
l’algorithme de´veloppe´ dans [HMDP2] §3 (cf. 5.17, 5.18).
Cependant on constate dans de nombreux cas (et notamment celui qui est cense´ mener
a` une famille (4, 0)) que cette construction n’est pas optimale, au sens ou` elle ne donne pas
des familles de degre´ assez petit. On reprend donc la construction pre´ce´dente avec plus de
soin en montrant comment construire de “meilleures” triades. Cette me´thode conduit en
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particulier a` la construction d’une famille de courbes de H4,0 et a` la preuve de la connexite´
du sche´ma de Hilbert H4,0 (cf. 5.21).
Plus ge´ne´ralement, les applications a` l’e´tude du sche´ma de Hilbert des courbes de
la notion de triade semblent prometteuses, car elles donnent un moyen syste´matique de
construire des familles de courbes dans tous les cas et en particulier le cas non trivial ou`
ces familles ne sont ni a` postulation, ni a` spe´cialite´ constante. Ces constructions jouent
notamment un roˆle essentiel dans les proble`mes de connexite´, cf. par exemple [AA].
0. Notations et pre´liminaires.
Si A est un anneau noethe´rien, on note P3A l’espace projectif de dimension 3 sur A et
RA l’anneau A[X, Y, Z, T ]. Si F est un faisceau cohe´rent sur P
3
A on note H
iF le A-module
Hi(P3A,F). On pose Γ∗F =
⊕
n∈Z ΓF(n) et H
i
∗F =
⊕
n∈ZH
iF(n) pour i ≥ 0. Lorsque
A = k est un corps on pose R = Rk, P
3 = P3k et on note h
iF la dimension de HiF .
a) Modules gradue´s.
Soit A un anneau noethe´rien. On de´signe par ModA la cate´gorie des A-modules et par
GrRA la cate´gorie des RA-modules gradue´s, avec comme morphismes les homomorphismes
de degre´ ze´ro. Ce sont des cate´gories abe´liennes.
Si M est un RA-module gradue´ le module de´cale´ M(d) est le module M muni de la
graduation de´finie par M(d)n =Mn+d.
Si M est un RA-module gradue´ et r un entier, M>r =
⊕
n>rMn est un sous-module
gradue´ de M . Le quotient M/M>r est note´ M≤r. C’est aussi un RA-module gradue´, dont
les composantes de degre´ ≤ r sont isomorphes a` celles de M et qui est nul en degre´ > r.
Les foncteurs M 7→M>r et M 7→M≤r de GrRA dans elle-meˆme sont appele´s foncteurs de
troncature et ils sont exacts.
Un RA-module dissocie´ est un module de la forme
F =
r⊕
i=1
Mi ⊗A RA(−ni),
ou` les ni sont des entiers et lesMi des A-modules projectifs de type fini. Si A est local tout
module dissocie´ est libre. On ve´rifie que les modules dissocie´s sont des objets projectifs
dans la cate´gorie GrRA .
De meˆme, on introduit la notion de faisceau dissocie´ sur P3A : c’est un faisceau de
la forme
F =
r⊕
i=1
Mi ⊗A OPA(−ni)
ou` les ni sont des entiers et les Mi des A-modules projectifs de type fini. Si le module F
est dissocie´ le faisceau associe´ F˜ l’est aussi ; si le faisceau F est dissocie´ le module H0∗F
l’est aussi.
Si M est un RA-module gradue´ et Q un A-module, on a une structure de RA-module
gradue´ sur M ⊗A Q en posant (M ⊗A Q)n = Mn ⊗A Q. Sous ces meˆmes hypothe`ses on
pose
HomgrA(M,Q) =
⊕
n∈Z
HomA(M−n, Q)
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et on de´finit une structure de RA-module gradue´ sur HomgrA(M,Q) en posant (λ.f)(x) =
f(λ.x).
SiM et N sont des RA-modules gradue´s et d un entier on note Hom
d
RA(M,N) l’espace
des homomorphismes de RA-modules, homoge`nes de degre´ d et on pose
HomgrRA(M,N) =
⊕
d∈Z
Hom dRA(M,N).
b) Modules duaux.
Nous rappelons ici les deux notions de modules duaux d’un RA-module gradue´ M , les
modules M∨ et M∗ qu’on prendra garde a` ne pas confondre.
Si M est un RA-module gradue´, on de´finit son dual (sur RA) comme le module M
∨ =
HomgrRA(M,RA). Si M est un RA-module de type fini, M
∨ est simplement le module
HomRA(M,RA). Si M est libre gradue´, M =
⊕r
i=1RA(−ni), on a M
∨ =
⊕r
i=1RA(ni).
Si M est un RA-module gradue´ on de´finit le module dual (sur A) M
∗ de M comme
HomgrA(M,A). On a donc M
∗ =
⊕
n∈Z(Mn)
∗, avec (Mn)
∗ = HomA(Mn, A) ; ce module
est gradue´ par (M∗)n = HomA(M−n, A) et sa structure de RA-module de´finie par λf(x) =
f(λx).
Un cas particulier de module dual est le module R∗A qui est gradue´ en degre´s ≤ 0.
Pre´cise´ment, (RA
∗)−n est un A-module libre de dimension
(
n+3
3
)
. On notera les formules
(RA(d))
∗ = R∗A(−d) et (M≤r)
∗ = (M∗)≥−r.
L’application M 7→ M∗ de´finit un foncteur contravariant de la cate´gorie GrRA dans
elle-meˆme. De plus, si l’on se restreint aux RA-modules gradue´s dont les composantes de
tous degre´s sont des A-modules projectifs de type fini, le foncteur M 7→ M∗ est exact et
involutif.
La proposition suivante pre´cise les liens entre les modules duaux et la cohomologie sur
l’espace projectif P3A dans le cas dissocie´ :
Proposition 0.1.
1) Soit L un RA-module dissocie´, L le faisceau sur P
3
A associe´. On a H
0
∗(P
3
A,L) = L.
2) Soit L un faisceau dissocie´ et soit L = H0∗(P
3
A,L). On a H
0
∗ (P
3
A,L
∨) = L∨.
c) Foncteurs.
On conside`re ici, pour l’essentiel, des foncteurs covariants de la cate´gorie ModA dans
elle-meˆme ou dans la cate´gorie GrRA . Un tel foncteur V : ModA → GrRA est une somme
directe de foncteurs Vn : ModA → ModA et est muni d’une ope´ration gradue´e de RA
(c’est-a`-dire, pour tout A-module Q, de morphismes RA × V (Q) → V (Q) homoge`nes de
degre´ 0 et fonctoriels en Q). Si V est un tel foncteur, le foncteur de´cale´ V (h) est de´fini
par la formule [V (h)(Q)]n = V (Q)n+h.
Les foncteurs conside´re´s seront toujours suppose´s A-line´aires.
Nous utiliserons la the´orie des foncteurs cohe´rents due a` Auslander (cf. [H]). Un
foncteur A-line´aire V : ModA → ModA est dit cohe´rent s’il est conoyau d’un morphisme
de foncteurs HomA(M, .)→ HomA(N, .) avec M,N deux A-modules de type fini.
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Pour les foncteurs cohe´rents on a une the´orie de la dualite´ : si V s’e´crit comme conoyau
d’un morphisme HomA(M, .) → HomA(N, .) on de´finit le foncteur dual V ∗ comme le
noyau du morphisme N ⊗A . → M ⊗A .. C’est un foncteur cohe´rent et l’ope´ration ∗ est
involutive : on a V ∗∗ = V .
Si V =
⊕
d∈Z Vd : ModA → GrRA est un foncteur tel que, pour tout degre´ d, Vd
soit un foncteur cohe´rent, on de´finit le dual de V par la formule V ∗ =
⊕
d∈Z(V−d)
∗. Ce
foncteur est a` valeurs dans GrRA .
Proposition 0.2.
1) Avec les notations pre´ce´dentes, si V est exact a` droite (c’est-a`-dire de la forme V (A)⊗A.),
on a un isomorphisme de RA-modules gradue´s : V
∗(A) ≃ (V (A))∗.
2) Si F est un faisceau cohe´rent localement libre sur PrA on a un isomorphisme de RA-
modules gradue´s : (Hr∗F)
∗ ≃ H0∗F
∨(−r − 1).
3) Soit L un faisceau dissocie´ sur P3A et soit L = H
0
∗(P
3
A,L). On a un isomorphisme de
RA-modules gradue´s : H
3
∗(P
3
A,L) ≃ (L
∨(−4))∗.
De´monstration. 1) Posons M = V (A). On a donc Vn(A) = Mn. Par de´finition
on a (V ∗)n = (V−n)
∗, donc (V ∗)n(A) = HomA(M−n, A), cf. [H] 4.1. On en de´duit
l’isomorphisme cherche´.
2) On applique le point 1) au foncteur Hr∗(F⊗A.) qui est exact a` droite et la conclusion
vient de [H] 7.6.
3) re´sulte de 2) et de 0.1.2.
d) Dualite´ de Grothendieck et graduation.
Dans ce paragraphe nous donnons une variante gradue´e du the´ore`me de dualite´ de
Grothendieck. Pour tout ce qui concerne les cate´gories de´rive´es on renvoie a` [RD].
Posons X = PrA et Y = SpecA et soit f : X → Y la projection canonique. Soit ModX
la cate´gorie des OX -modules et D(X) la cate´gorie de´rive´e de ModX . On note D+(X)
(resp. D−(X)) la sous-cate´gorie correspondant aux complexes borne´s infe´rieurement (resp.
supe´rieurement) et Dqc(X) la sous-cate´gorie des complexes a` cohomologie quasi-cohe´rente.
De meˆme on note D(A),D+(A), ... et D(RA), ... les cate´gories de´rive´es de ModA et GrRA .
Comme ModX a assez d’injectifs, le foncteur Γ∗ de ModX dans GrRA admet un
foncteur de´rive´ RΓ∗ : D+(X)→ D+(RA). Si J est un objet injectif de ModX il en est de
meˆme de J (n) et on en de´duit la formule (RΓ∗F)n = RΓF(n).
Soient F et G ∈ ModX . On pose
HomX,∗(F ,G) =
⊕
n∈Z
HomX(F ,G(n)) =
⊕
n∈Z
HomX(F(−n),G).
On peut calculer le foncteur de´rive´ de HomX,∗(. , .) en utilisant, par exemple, des
re´solutions injectives de la seconde variable et on obtient
RHomX,∗(. , .) : D
−(X)×D+(X)→ D+(RA).
Ce foncteur est compatible avec la graduation et redonne donc le foncteur RHom usuel
en degre´ n.
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On conside`re aussi le foncteur de´fini au paragraphe a)
HomgrA(. , .) : GrRA ×ModA → GrRA
et son de´rive´ RHomgrA(. , .). On a un morphisme de foncteurs
HomX,∗(. , .)→ HomgrA(Γ∗(.) ,Γ(.))
et, au niveau des cate´gories de´rive´es, on a le lemme suivant :
Lemme 0.3. Soient F . ∈ D−(X) et G. ∈ D+(X). Il existe un morphisme fonctoriel
ϕ : RHomX,∗(F
.,G.)→ RHomgrA(RΓ∗(F
.),RΓ(G.)).
De´monstration. On notera que nous avons utilise´ RΓ∗ pour F . mais RΓ pour G.. La
preuve est analogue a` celle de [RD] II, 5.5, p. 103. On repre´sente F . par un com-
plexe de faisceaux acycliques pour Γ∗ (par exemple des faisceaux flasques) et G. par
un complexe de faisceaux injectifs. Comme G. est injectif on a RHomX,∗(F .,G.) =
HomX,∗(F .,G.) et ce dernier complexe s’envoie dans HomgrA(Γ∗F
.,ΓG.) qui n’est autre
que HomgrA(RΓ∗(F
.),RΓ(G.)) car F . est acyclique et G. injectif. En composant avec le
morphisme canonique Homgr → RHomgr on obtient ϕ.
On peut maintenant de´finir le morphisme de dualite´. Soit ω = ΩrX/Y = OPA(−r− 1)
le faisceau dualisant relatif. On pose, pour G. ∈ D+(A), f ♯(G.) = f∗(G.)⊗ ω[r], cf. [RD]
p. 145. Pour F . ∈ D−(X) et G. ∈ D+(A) on de´finit le morphisme de dualite´
θ : RHomX,∗(F
., f ♯G.)→ RHomgrA(RΓ∗(F
.), G.)
comme compose´ du morphisme ϕ de´fini en 0.3 et du morphisme trace t : RΓf ♯(G.)→ G.,
cf. [RD] III, 4.3, p. 155. On a alors le the´ore`me suivant :
The´ore`me 0.4. Pour tout F . ∈ D−qc(X) et tout G
. ∈ D+(A) le morphisme θ est un
isomorphisme.
De´monstration. Le the´ore`me re´sulte de [RD] III, 5.1, p. 161 applique´ en chaque degre´.
Corollaire 0.5. Soit F un faisceau localement libre de type fini sur P3A. On a un
isomorphisme fonctoriel dans D+(RA) :
θ : RΓ∗F
∨(−4) [3] ≃ RHomgrA(RΓ∗F , A).
De´monstration. On prend G. = A. On a alors f ♯A = ω [3] = OP(−4) [3] par de´finition
de f ♯. Par ailleurs, comme F est localement libre de type fini on a HomX(F ,G) =
Γ(F∨ ⊗ G), d’ou` le re´sultat.
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e) Courbes.
Sur un corps k on appelle courbe un sous-sche´ma de P3k de dimension 1, sans com-
posante ponctuelle (immerge´e ou non), c’est-a`-dire localement de Cohen-Macaulay. Cette
notion est stable par extension du corps de base, cf. [M], remarque p. 182.
Si T est un sche´ma, une famille de courbes C sur T (on dira simplement une courbe
de P3T ), est un sous-sche´ma ferme´ de P
3
T , plat sur T , et dont les fibres sont des courbes au
sens pre´ce´dent. On note OC le faisceau structural de C, JC le faisceau d’ide´aux qui de´finit
C dans P3T et IC son ide´al sature´ : IC =
⊕
n∈NH
0JC(n).
1. La de´finition des triades.
On reprend les notations du paragraphe 0 : A de´signe un anneau noethe´rien et RA
l’anneau de polynoˆmes A[X, Y, Z, T ].
a) Complexes et foncteurs associe´s.
Nous conside´rons dans toute la suite des complexes L. = (L1
d1−→L0
d0−→L−1) dans la
cate´gorie GrRA . Le groupe d’homologie d’indice i d’un tel complexe est note´ hi(L.). C’est
un RA-module gradue´.
De´finition 1.1. Soit L. = (L1
d1−→L0
d0−→L−1) un complexe. Les RA-modules gradue´s
N = h1(L.), H = h0(L.), C = h−1(L.) sont appele´s respectivement noyau, cœur et
conoyau du complexe.
Le complexe dual L
∗
. est le complexe L
∗
−1
d∗
0−→L∗0
d∗
1−→L∗1, cf. § 0. Si u : L. → L
′
. est un
morphisme on note u∗ le morphisme induit sur les complexes duaux.
Le complexe de´cale´ L.(n) est le complexe de´fini par les modules de´cale´s, cf. § 0 :
L1(n)
d1(n)
−→L0(n)
d0(n)
−→L−1(n).
Les complexes tronque´s L.≤r et L.>s sont les complexes obtenus en tronquant les modules
Li, cf. § 0.
On notera que la fle`che d0 se factorise par E = Coker d1 en une fle`che d. On a ainsi
une suite exacte
0→ H → E
d
−→L−1 → C → 0,
qui fournit un e´le´ment de Ext 2RA(C,H).
De´finition 1.2. Soit L. = (L1
d1−→L0
d0−→L−1) un complexe de RA-modules gradue´s.
On pose Li =
⊕
n∈Z Li,n. On dit que L. est un complexe ade´quat si les Li,n sont des
A-modules plats et de type fini pour tout i et tout n (donc projectifs).
On notera que l’ensemble des complexes ade´quats est stable par les ope´rations de
troncature, de somme directe et de dualite´ et que la dualite´ est involutive.
De´finition 1.3. Soit L. = (L1
d1−→L0
d0−→L−1) un complexe ade´quat. Pour i = 1, 0,−1
on conside`re le foncteur hi(L. ⊗A .) de ModA dans GrRA qui a` un A-module Q associe
hi(L. ⊗A Q). On appelle foncteur associe´ a` L. et on note VL. le foncteur h0(L. ⊗A .).
Les foncteurs h1(L. ⊗A .) et h−1(L. ⊗A .) d’un complexe ade´quat s’e´changent par
dualite´ au sens du paragraphe 0 c), cf. [H] 4.3. Pre´cise´ment h1((L
∗
. )n ⊗ .) est dual de
h−1((L.)−n ⊗A .). De meˆme on a V(L∗.) = (VL.)
∗ avec renversement de la graduation.
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Le lemme suivant est imme´diat :
Lemme 1.4. Soit L. = (L1
d1−→L0
d0−→L−1) un complexe ade´quat, E = Coker d1,
d : E → L−1 la fle`che de´duite de d1 (cf. ci-dessus), V le foncteur associe´. Alors, pour tout
A-module Q, on a un isomorphisme fonctoriel en Q : Ker (d⊗Q) ≃ V (Q).
Lemme 1.5. Soient L. = (L1
d1−→L0
d0−→L−1) un complexe ade´quat, H et C le cœur et
le conoyau de L., V le foncteur associe´. Soit Q un A-module quelconque. On a une suite
exacte fonctorielle en Q :
TorA2 (C,Q)→ H ⊗A Q→ V (Q)→ Tor
A
1 (C,Q)→ 0.
De´monstration. (cf. aussi [H] 3.6) On pose K = Im d0 et E = Coker d1. On a les suites
exactes 0 → H → E → K → 0 et 0 → K → L−1 → C → 0. En tensorisant par Q on
obtient les suites exactes
TorA1 (K,Q)
u
−→H ⊗A Q→ E ⊗A Q→ K ⊗A Q→ 0
et, comme L−1 est plat,
0→ TorA1 (C,Q)→ K ⊗A Q→ L−1 ⊗A Q→ C ⊗A Q→ 0.
On pose MQ = Cokeru et on applique le lemme du serpent au diagramme suivant
0 → MQ → E ⊗A Q → K ⊗A Q → 0
↓ ‖ ↓
0 → V (Q) → E ⊗A Q
d⊗Q
−→ L−1 ⊗A Q
(en vertu de 1.4 le module V (Q) est le noyau de d⊗Q). Le re´sultat s’ensuit aise´ment en
tenant compte de l’e´galite´ TorA1 (K,Q) = Tor
A
2 (C,Q).
b) Pseudo-isomorphismes.
On rappelle qu’un quasi-isomorphisme de complexes (un qis) est un morphisme qui
induit un isomorphisme sur les groupes d’homologie. Le re´sultat suivant pre´cise l’effet d’un
qis sur les foncteurs. Sa preuve est identique a` celle de la dernie`re assertion de [AG] III
12.3 :
Proposition 1.6. Soit u : L. → L
′
. un morphisme de complexes. On suppose que u
est un qis et que les modules Li et L
′
i sont plats sur A. Alors, u induit un isomorphisme
de foncteurs hi(L. ⊗A .)→ hi(L
′
. ⊗A .) pour tout i.
La notion de pseudo-isomorphisme, qui va jouer jouer un roˆle essentiel dans ce qui
suit, apparaˆıt alors comme une forme affaiblie de celle de qis :
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De´finition 1.7. Soit u : L. → L
′
. un morphisme de complexes ade´quats. On dit
que u est un pseudo-isomorphisme (en abre´ge´ un psi) s’il induit un isomorphisme de
foncteurs : h0(L.⊗A .)→ h0(L
′
.⊗A .) et un monomorphisme de foncteurs : h−1(L.⊗A .)→
h−1(L
′
. ⊗A .).
Le re´sultat suivant est imme´diat :
Proposition 1.8.
a) Le compose´ de deux psi est un psi,
b) si g ◦ f et g sont des psi, il en est de meˆme de f ,
c) un morphisme homotope a` un psi est un psi,
d) si u est un qis, u est un psi.
Proposition 1.9. Soit L. un complexe ade´quat.
On suppose que les foncteurs h0(L.⊗A .) et h−1(L.⊗A .) sont borne´s supe´rieurement, i.e.
qu’on a hi(Ln ⊗A .) = 0 pour i = 0,−1 et n > r. Alors, la projection L. → L.≤r est un
psi qui induit un isomorphisme sur les conoyaux et un e´pimorphisme sur les foncteurs h1.
De´monstration. La suite exacte de complexes 0 → L.>r → L.
p
−→L.≤r → 0 est scinde´e
comme suite de A-modules, donc reste exacte quand on tensorise par un A-module Q.
Comme l’homologie de L.>r⊗A . en degre´s 0 et −1 est nulle, la suite d’homologie associe´e
donne le re´sultat.
c) Triades.
De´finition 1.10. Soit L. = (L1
d1−→L0
d0−→L−1) un complexe ade´quat.
On dit que L. est une triade si le noyau N = h1(L.) est un RA-module de type fini et si
le cœur H = h0(L.) et le conoyau C = h−1(L.) sont des A-modules de type fini.
De´finition 1.11. Un morphisme (resp. un pseudo-isomorphisme) de triades n’est rien
d’autre qu’un morphisme (resp. un pseudo-isomorphisme) de complexes. On dit que deux
triades L. et L
′
. sont e´quivalentes pour la relation de pseudo-isomorphisme (ou simplement
sont pseudo-isomorphes) s’il existe une chaˆıne de psi qui les joint, dans laquelle les L
(i)
.
sont des triades :
L
(1)
. · · · L
(n)
.
ւ ց ւ ց ւ ց
L. L
(2)
. L
(n−1)
. L
′
.
Remarques 1.12.
1) Nous verrons au paragraphe j) comment on peut donner une de´finition plus ge´ne´rale
des triades et des psi dans le cas de complexes non ne´cessairement ade´quats (i.e. sans
hypothe`ses de platitude). Nous n’avons pas souhaite´ introduire ce raffinement au de´but
de ce texte afin de ne pas trop l’alourdir. Toutes les triades envisage´es dans cet article, a`
l’exception de celles du § j), seront des complexes ade´quats.
2) L’existence d’un pseudo-isomorphisme entre deux triades implique que les les foncteurs
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associe´s sont isomorphes, mais la re´ciproque est inexacte comme on le verra plus loin (cf.
1.35 c).
3) Si L. est une triade les foncteurs h−1(L. ⊗A .) et h0(L. ⊗A .) sont borne´s (i.e., leurs
composantes de degre´s ≪ 0 et ≫ 0 sont nulles). Pour h−1 cela re´sulte de la formule
h−1(L.⊗A .) = C⊗A . et pour h0 de 1.5. Le foncteur h1 est borne´ infe´rieurement. En effet,
pour n≪ 0 on a Nn = Hn = Cn = 0, de sorte que la suite 0→ L1,n → L0,n → L−1,n → 0
est exacte et, comme L−1,n est plat sur A, elle le reste par tensorisation par un A-module
Q.
d) Triades majeures.
De´finition 1.13. On appelle triade majeure une triade L. = (L1
d1−→L0
d0−→L−1) dans
laquelle les Li sont des RA-modules dissocie´s (donc libres si A est local).
Soit L. = (L1
d1−→L0
d0−→L−1) un complexe. Rappelons qu’une re´solution libre de L.
est un complexe F . = (Fi)i≥−1 de RA-modules gradue´s libres, avec un qis u : F . → L..
Il est clair qu’une telle re´solution libre existe toujours (mais le complexe F . a, en ge´ne´ral,
plus que trois termes).
Proposition 1.14. Toute triade L. admet une re´solution majeure : il existe une
triade majeure M . et un psi u : M . → L. qui induit, de plus, un isomorphisme sur les
conoyaux et un e´pimorphisme sur les foncteurs h1.
De´monstration. En vertu de [AG] III 12.3 il existe une re´solution F . de L. avec les Fi
libres de type fini sur RA. On obtient M . en ne gardant que les termes de degre´s −1, 0, 1 :
M . = (F1 → F0 → F−1).
Remarque 1.15. Attention, l’emploi du mot re´solution en 1.14 est un abus de langage :
une re´solution majeure n’est pas une re´solution projective du complexe au sens usuel
car la fle`che u n’est pas un qis (elle n’est que surjective sur les noyaux). Cependant
on passe aise´ment d’une notion a` l’autre. Si on a une re´solution libre de type fini on
obtient une re´solution majeure en tronquant comme ci-dessus. Inversement, si on a une
re´solution majeure on la prolonge en une re´solution projective par le processus suivant :
on a u :M . → L. qui induit un morphisme surjectif û : N ′ → N sur les noyaux. Soit Q le
noyau de û et soit · · · → F3 → F2 → Q→ 0 une re´solution libre de Q. Alors le complexe
F . = (· · · → F3 → F2 → M1 → M0 → M−1) donne une re´solution projective de L. avec
un diagramme commutatif:
M . → F .
ցu ↓
L.
On dit que F
′
. = (· · · → F3 → F2) est une queue pour la triade M ..
e) E´tude des pseudo-isomorphismes de triades.
Nous donnons d’abord une caracte´risation des psi :
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Proposition 1.16. Un morphisme de triades f : L. → L
′
. est un psi si et seulement
s’il ve´rifie les proprie´te´s suivantes :
a) f induit un isomorphisme H ≃ H ′ sur les cœurs,
b) f induit une injection C → C′ des conoyaux et le quotient D = C′/C est plat sur A.
Si de plus f induit une surjection N → N ′ sur les noyaux, f est un psi qui induit un
e´pimorphisme sur les foncteurs h1.
De´monstration. Supposons d’abord que f soit un psi. On en de´duit que H = V (A) et
H ′ = V ′(A) sont isomorphes et que f induit une injection C → C′ dont on note D le
conoyau. Comme V et V ′ sont isomorphes, il re´sulte de 1.5 que TorA1 (C, .)→ Tor
A
1 (C
′, .)
est un isomorphisme et, avec la suite exacte
TorA1 (C, .)→ Tor
A
1 (C
′, .)→ TorA1 (D, .)→ C ⊗ .→ C
′ ⊗ .
et le monomorphisme de foncteurs C ⊗ . → C′ ⊗ ., on en de´duit TorA1 (D, .) = 0, donc D
plat sur A.
Inversement, si on a la suite exacte 0 → C → C′ → D → 0 avec D plat sur A le
morphisme C ⊗ . → C′ ⊗ . est un monomorphisme et TorAi (C, .) → Tor
A
i (C
′, .) est un
isomorphisme pour i > 0. Si, de plus, on a H ≃ H ′ on conclut, avec 1.5, que V et V ′ sont
isomorphes, donc que f est un psi.
Si de plus f induit une surjection N → N ′, montrons que pour un A-module Q
le morphisme h1(L. ⊗A Q) → h1(L
′
. ⊗A Q) est surjectif. C’est vrai pour Q = A par
hypothe`se, donc aussi pour Q libre sur A. Dans le cas ge´ne´ral on prend une re´solution
0→ G→ F → Q→ 0 avec F libre. Comme les Li sont plats on en de´duit une suite exacte
de complexes :
0→ L. ⊗G→ L. ⊗ F → L. ⊗Q→ 0
et de meˆme pour L
′
.. En de´roulant l’homologie on a le diagramme commutatif de suites
exactes :
h1(L. ⊗ F ) → h1(L. ⊗Q) → h0(L. ⊗G) → h0(L. ⊗ F )yα yβ yγ yδ
h1(L
′
. ⊗ F ) → h1(L
′
. ⊗Q) → h0(L
′
. ⊗G) → h0(L
′
. ⊗ F )
Le morphisme α est surjectif car F est libre et γ et δ sont des isomorphismes car u est un
psi. Il en re´sulte que β est surjectif.
f) Un “lemme de Verdier”.
Les propositions qui suivent ont pour but d’e´tablir un lemme de calcul de fractions
pour la relation de pseudo-isomorphisme 1.11 du type de celui de Verdier (cf. [V]) qui
permet de se ramener a` des chaˆınes de psi de longueur 2.
Proposition 1.17. Soient L., L
′
., L
′′
. des triades et u : L. → L
′
. et v : L. → L
′′
. des
morphismes. On suppose que u induit un isomorphisme H ≃ H ′ sur les cœurs et une
injection C → C′ sur les conoyaux. On pose D = C′/C. Alors, il existe une triade L
′′′
. et
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des morphismes u′ : L
′′
. → L
′′′
. et v
′ : L
′
. → L
′′′
. avec u
′v = v′u a` homotopie pre`s et tels
que u′ induise un isomorphisme H ′′ ≃ H ′′′ sur les cœurs, une injection C′′ → C′′′ sur les
conoyaux, avec le meˆme quotient C′′′/C′′ ≃ D. On a donc le diagramme suivant :
L.
v
−→ L
′′
.yu yu′
L
′
.
v′
−→ L
′′′
.
De´monstration. Quitte a` rajouter des queues (forme´es de RA-modules de type fini)
comme en 1.15 on peut supposer que L., L
′
., L
′′
. sont des complexes de´finis pour i ≥ −1
avec comme seuls modules d’homologie non nuls les cœurs et les conoyaux. Comme la
cate´gorie des complexes est triangule´e ([RD] I 2) on peut inse´rer le morphisme u dans un
triangle L.
u
−→L
′
. → X . → L.[−1] ou` le complexe X . est le coˆne de u, donc est ade´quat.
On obtient une suite exacte d’homologie
· · ·h0L. → h0L
′
. → h0X . → h−1L. → h−1L
′
. → h−1X . → h−2L.
dont on de´duit qu’on a h−1X . = C
′/C = D et hiX . = 0 pour i 6= −1.
On conside`re ensuite le morphisme compose´ X . → L.[−1] → L
′′
. [−1] que l’on inse`re
dans un triangle L
′′
. → L
′′′
. → X . → L
′′
. [−1] avec L
′′′
. ade´quat. La suite exacte longue
analogue pour ce triangle montre que le noyau de L
′′′
. est nul et que u
′ induit un isomor-
phisme des cœurs H ′′ ≃ H ′′′ et une injection des conoyaux C′′ → C′′′ avec pour quotient
D.
Enfin, l’existence du morphisme v′ commutant, a` homotopie pre`s, avec les autres
re´sulte de l’axiome (TR3) des cate´gories triangule´es ([RD] p. 21). Il ne reste plus qu’a`
couper les queues des complexes obtenus pour retrouver les triades cherche´es (la finitude
des noyaux re´sulte du fait que les queues sont forme´es de RA-modules de type fini).
Corollaire 1.18. On reprend les notations de 1.17 et on suppose que u est un psi.
Alors u′ est un psi. De plus, si v est aussi un psi, il en est de meˆme de v′.
De´monstration. Si u est un psi le module D est plat sur A (cf. 1.16), donc u′ est aussi
un psi. Si v est un psi, le compose´ u′v aussi et donc aussi v′u qui lui est homotope (cf.
1.8). On ve´rifie enfin que v′ induit un isomorphisme H ′ ≃ H ′′′ et une injection C′ → C′′′
avec C′′′/C′ ≃ C′′/C donc plat sur A puisque v est un psi.
Corollaire 1.19. (Lemme de Verdier pour les triades) Soient L. et L
′
. deux triades
pseudo-isomorphes. Alors il existe une triade L
′′
. et des psi L. → L
′′
. et L
′
. → L
′′
. .
De´monstration. Par re´currence sur la longueur de la chaˆıne de psi joignant L. et L
′
. en
utilisant 1.18.
Attention, on n’a pas, en ge´ne´ral, l’analogue du lemme de Verdier avec les fle`ches en
sens inverse. Voir cependant 2.d) pour un succe´dane´.
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Proposition 1.20. (Lemme de factorisation) Soient u : L. → L
′′
. et v : L
′
. → L
′′
. deux
morphismes de triades. On suppose :
a) que v induit un isomorphisme H ′ ≃ H ′′ sur les cœurs et une injection C′ → C′′ sur les
conoyaux,
b) que le morphisme C → C′′ induit par u se factorise par C′,
c) que L. est une triade majeure.
Alors il existe un morphisme w : L. → L
′
. tel que l’on ait u = vw a` homotopie pre`s.
De´monstration. Comme dans 1.15 on peut supposer, en ajoutant des queues, que les
triades sont des complexes de´finis pour i ≥ −1, avec seulement deux groupes d’homologie
non nuls.
On comple`te le morphisme v en un triangle L
′
. → L
′′
. → X . → L
′
.[−1]. L’hypothe`se a)
montre que l’on a h−1X . = C
′′/C′ = D et que les autres groupes d’homologie de X . sont
nuls. On comple`te ensuite le morphisme compose´ L. → X . en un triangle L
′′′
. → L. →
X . → L
′′′
. [−1]. La suite exacte d’homologie donne alors H
′′′ ≃ H et une suite exacte :
0→ C′′′ → C → D → h−2(L
′′′
. ),
et, puisque le morphisme C → C′′ se factorise par C′ on voit que C → D est nul, donc
C′′′ ≃ C.
En vertu de l’axiome (TR3) on a un morphisme L
′′′
. → L
′
. qui rend commutatif, a`
homotopie pre`s, le diagramme suivant :
L
′′′
. → L. → X . → L
′′′
. [−1]
↓ ↓ ‖ ↓
L
′
. → L
′′
. → X . → L
′
.[−1]
On notera que le groupe h−2L
′′′
. peut eˆtre non nul. On remplace donc L
′′′
. par L
iv
. =
· · ·L′′′1 → L
′′′
0 → Z−1(L
′′′
. ) → 0 (ou` Z−1(L
′′′
. ) est le noyau de L
′′′
−1 → L
′′′
−2) et on a un
morphisme canonique L
iv
. → L
′′′
. qui induit un isomorphisme sur les hi pour i ≥ −1.
Alors, le morphisme L
iv
. → L. est un qis. Comme L. est une triade majeure, il re´sulte de
[RD] I, 4.5, p. 41 (applique´ en renversant les fle`ches et avec des libres au lieu d’injectifs)
que ce morphisme a un inverse a` homotopie pre`s. Le morphisme cherche´ s’obtient en
composant L. → L
iv
. → L
′′′
. → L
′
..
Avec cette proposition et 1.8 on obtient :
Corollaire 1.21. Soient u : L. → L
′′
. et v : L
′
. → L
′′
. deux psi, avec L. majeure. On
suppose que le morphisme C → C′′ induit par u se factorise par C′. Alors il existe un psi
w : L. → L
′
. ve´rifiant u = vw a` homotopie pre`s.
Corollaire 1.22. (Lemme de Verdier pour les triades majeures) Si L. et L
′
. sont deux
triades majeures pseudo-isomorphes il existe une triade majeure L
′′
. et des psi L. → L
′′
. et
L
′
. → L
′′
. .
De´monstration. En vertu du lemme de Verdier on a L
′′
. qui minore les deux triades. On
regarde alors la re´solution majeure M . de L
′′
. et on conclut par 1.21.
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g) Triades duales.
Soit L. une triade. Le complexe dual L
∗
. n’est pas, en ge´ne´ral, une triade. En effet, si
le cœur et le noyau de L
∗
. sont des A-modules de type fini, le conoyau n’est pas, en ge´ne´ral,
de type fini sur A (conside´rer par exemple, la triade L. = (RA → 0 → 0)). Nous allons
contourner cette difficulte´ en utilisant une troncature, mais la triade duale sera de´finie
seulement a` psi pre`s.
Pour e´tablir les proprie´te´s essentielles de la dualite´ nous aurons besoin de deux notions
supple´mentaires et de deux lemmes concernant ces notions :
De´finition 1.23.
1) On appelle triade mineure une triade P . dans laquelle les RA-modules Pi sont de
type fini sur A.
2) Un pseudo-isomorphisme fort de complexes ade´quats (en abre´ge´ un psi fort) est un
psi qui induit un e´pimorphisme de foncteurs : h1(L. ⊗A .)→ h1(L
′
. ⊗A .).
Lemme 1.24.
1) Soit L. une triade majeure, p : L. → L.≤r la projection canonique. Alors, L.≤r est une
triade mineure et, si r est assez grand, p est un psi fort qui induit un isomorphisme sur les
conoyaux. Cette ope´ration de troncature est fonctorielle.
2) Toute triade est pseudo-isomorphe a` une triade mineure, pre´cise´ment, si L. est une
triade, il existe deux triades M . et P . avec M . majeure et P . mineure et des psi forts
u :M . → L. et v :M . → P ..
De´monstration.
1) Comme L. est une triade majeure les modules Li,n sont nuls pour n ≪ 0, donc
les modules tronque´s Li,≤r sont de type fini sur A et L.≤r est bien une triade mineure.
Comme C et H sont de type fini sur A on a Cn = Hn = 0 pour n≫ 0, disons pour n > r
et on en de´duit que les foncteurs h0(L.>r ⊗A .) et h−1(L.>r ⊗A .) sont nuls. On conclut
alors par 1.9. Le point 2) re´sulte de 1.14 et de 1).
Lemme 1.25.
1) Le dual d’un psi fort est un psi fort.
2) Soit u : L. → L
′
. un psi entre deux triades. Il existe une triade L
′′
. et des psi forts
v : L
′′
. → L. et w : L
′′
. → L
′
. (mais le triangle n’est pas, en ge´ne´ral, commutatif).
Sur l’ensemble des triades les relations d’e´quivalence engendre´es par les psi et les psi forts
sont les meˆmes.
De´monstration. Le point 1) est clair. Pour 2), soit N ′ le noyau de L
′
. et π : F → N
′
une re´solution libre de N ′. On pose L′′−1 = L−1, L
′′
0 = L0, d
′′
0 = d0, L
′′
1 = L1 ⊕ F et
d′′1 = (d1, 0). On pose ensuite v−1 = Id, v0 = Id, v1 = (Id, 0) et w−1 = u−1, w0 = u0 et
w1 = (u1, iπ) ou` i est l’injection de N
′ dans L′1 et on a la proprie´te´ requise.
Proposition-de´finition 1.26.
Soit L. une triade, et soit L
∗
. le complexe dual.
1) Il existe un entier r tel que, pour tout n ≤ r, les foncteurs h1((L
∗
. )n⊗A.) et h0((L
∗
. )n⊗A.)
soient nuls. Un tel entier sera dit convenable.
2) Si r est convenable le complexe (L
∗
. )>r est une triade et l’inclusion j : (L
∗
. )>r ⊂ L
∗
. est
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un psi fort. On dit que (L
∗
. )>r est une triade duale de L..
Si r et r′ sont deux entiers convenables avec r′ < r l’inclusion jr,r′ : (L
∗
. )>r ⊂ (L
∗
. )>r′ est
un psi fort. Si on a trois entiers convenables avec r′′ < r′ < r on a jr,r′jr′,r′′ = jr,r′′ .
De´monstration. Le point 1) est conse´quence du fait que les foncteurs h1((L
∗
. )n ⊗A .) et
h0((L
∗
. )n⊗A .) sont respectivement duaux de h−1((L.)−n⊗A .) et h0((L.)−n⊗A .) qui sont
nuls pour n≪ 0 et n≫ 0 (cf. 1.12.3).
Comme h1(L. ⊗A .) est borne´ infe´rieurement, cf. 1.12.3, h−1(L
∗
. ⊗A .) est borne´
supe´rieurement et il est clair alors que (L
∗
. )>r est une triade. On conside`re la suite exacte
de complexes 0 → (L
∗
. )>r
j
−→L
∗
. → (L
∗
. )≤r → 0. La suite d’homologie associe´e jointe aux
hypothe`ses de nullite´ sur (L
∗
. )≤r montre que j est un psi fort. La dernie`re proprie´te´ est
claire.
La proposition suivante re´sume les proprie´te´s de la dualite´ :
Proposition 1.27.
0) Si P . est une triade mineure le complexe P
∗
. (qui est aussi une triade mineure) est une
triade duale de P ..
1) Soient M . et M
′
. deux triades duales de L. et L
′
. respectivement. Si L. et L
′
. sont
pseudo-isomorphes il en est de meˆme de M . et M
′
..
2) Si M . est une triade duale de L., L. est pseudo-isomorphe a` toute triade duale de M ..
3) Le foncteur associe´ a` une duale de L. est le dual (cf. § 0) du foncteur associe´ a` L..
4) Si L. est une triade, M . une triade majeure et si on a un morphisme de complexes
u :M . → L
∗
. qui est un psi, M . est pseudo-isomorphe a` toute triade duale de L..
De´monstration. Pour le point 0), si P . est une triade mineure il en est de meˆme de P
∗
.
donc, pour r assez petit, on a P
∗
. = (P
∗
. )>r. On conclut par 1.26.
Montrons l’assertion 1). Si L. et L
′
. sont pseudo-isomorphes on peut, en vertu de
1.25.2, les joindre par une chaˆıne de psi forts entre des triades (L.)i. On a alors, par
1.25.1, des psi forts entre les complexes duaux ((L.)i)
∗ qui induisent, pour r assez petit,
des psi entre les complexes tronque´s. Il en re´sulte que les complexes tronque´s associe´s a`
L
∗
. et L
′∗
. (c’est-a`-dire les triades duales) sont pseudo-isomorphes.
Soit P . une triade mineure pseudo-isomorphe a` L. (cf. 1.24.2). Les points 0) et 1) ci-
dessus montrent successivement que M . est pseudo-isomorphe a` P
∗
. , puis que toute triade
duale de M . est pseudo-isomorphe a` (P
∗
. )
∗ = P ., donc aussi a` L., ce qui e´tablit le point
2).
L’assertion sur les foncteurs re´sulte de [H] 4.3 (cf. 1.3) et du fait que l’inclusion
(L
∗
. )>r ⊂ L
∗
. est un psi.
Montrons le point 4). Pour r assez petit (L
∗
. )>r est une triade duale de L. et, comme
M . est majeure, u se factorise en M .
v
−→(L
∗
. )>r
j
−→L
∗
. . Comme u et j sont des psi, on
conclut par 1.8.
h) Triades minimales, triades e´le´mentaires.
Proposition-De´finition 1.28. 1) L’ensemble des RA-modules gradue´s C qui sont de
type fini sur A est (partiellement) ordonne´ par la relation : C ≺ C′s’il existe u : C → C′,
RA-line´aire, injectif avec C
′/C plat sur A.
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2) L’ensemble des triades pseudo-isomorphes a` une triade donne´e est pre´ordonne´ par la
relation : L. ≺ L
′
. s’il existe un psi u : L. → L
′
..
Si on a L. ≺ L
′
. et L
′
. ≺ L., il existe un psi u : L. → L
′
. qui induit un isomorphisme sur
les conoyaux.
Les e´le´ments minimaux pour cette relation sont appele´s triades minimales. Un e´le´ment
minimum, s’il en existe, est appele´ triade e´le´mentaire.
3) L’application qui a` une triade associe son conoyau est croissante pour les relations
pre´ce´dentes.
De´monstration. Dans le point 1) seule l’antisyme´trie de la relation est non triviale. Si
on a C ≺ C′ ≺ C on a une suite exacte 0→ C
i
−→C →M → 0 avec M plat sur A. Comme
C est de type fini on en de´duit M = 0.
Les autres points de la proposition sont clairs.
Lemme 1.29. Soit C un RA-module gradue´, de type fini sur A. Alors, il existe C0
avec C0 ≺ C et C0 minimal pour la relation ≺.
De´monstration. En effet, si on a C0 ≺ C, le quotient C/C0 est plat sur A et la conclusion
s’obtient en raisonnant par re´currence sur la somme des rangs de ce quotient aux points
ge´ne´riques.
Le lemme suivant assure l’existence de triades minimales :
Lemme 1.30. Soit L. = (L1
d1−→L0
d0−→L−1) une triade, C son conoyau et C′ un sous-
RA-module de C. Il existe une triade L
′
., de conoyau C
′, et un psi u : L
′
. → L. qui induit
un isomorphisme sur les cœurs et l’injection donne´e sur les conoyaux.
Il existe une triade minimale parmi les triades pseudo-isomorphes a` L..
De´monstration. On peut supposer L. majeure, quitte a` la remplacer par une re´solution.
Si p : L−1 → C est le morphisme canonique on choisit une re´solution libre L′−1 → p
−1(C′).
Le morphisme d0 est a` valeurs dans p
−1(C′) et on peut le relever en d′0 : L0 → L
′
−1. On
prend alors L
′
. = (L1
d1−→L0
d′
0−→L′−1).
Le deuxie`me point re´sulte du premier et de 1.29.
Remarque 1.31. En revanche, il n’existe pas en ge´ne´ral de triade e´le´mentaire dans une
classe d’e´quivalence pour la relation de pseudo-isomorphisme (cf. 1.35.a). Nous allons voir
que c’est vrai dans le cas d’un anneau de valuation discre`te.
Proposition 1.32. Soit A un anneau de valuation discre`te.
1) Une triade majeure M . est e´le´mentaire si et seulement si son conoyau C est de torsion.
2) Soit L. une triade, C son conoyau et Cτ le sous-RA-module de C forme´ des e´le´ments
de torsion sur A. Alors il existe une triade majeure e´le´mentaire M . de conoyau Cτ et un
psi u : M . → L.. De plus, cette triade est unique a` un psi pre`s induisant un isomorphisme
sur les conoyaux.
De´monstration.
1) Soit L
′
. une triade pseudo-isomorphe a` M .. Alors, il existe une triade L
′′
. et des
psi M . → L
′′
. et L
′
. → L
′′
. en vertu de 1.19. On applique alors 1.20 a` ces morphismes. Il
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faut montrer que l’inclusion C → C′′ se factorise par C′ → C′′ ce qui re´sulte du fait que
le quotient C′′/C′ est plat et que C est de torsion.
2) Le lemme 1.30 assure l’existence d’une triade L
′
. de conoyau Cτ et d’un morphisme
u : L
′
. → L.. Comme C/Cτ est plat sur A, u est un psi. Pour avoir la triade majeure M .
cherche´e il suffit de prendre une re´solution majeure de L
′
.. L’unicite´ vient du point 1) et
de 1.28.2.
Corollaire 1.33. Soit A un anneau de valuation discre`te et soit u : L. → L
′
. un
morphisme de triades qui induit un isomorphisme sur les foncteurs associe´s. Alors L. et
L
′
. sont pseudo-isomorphes. Plus pre´cise´ment on a un diagramme, commutatif a` homotopie
pre`s, ou` les morphismes autres que u sont des psi :
M .
v
−→ M
′
.
↓ ↓
L.
u
−→ L
′
.
De´monstration. En vertu de 1.5, u induit un isomorphisme de foncteurs TorA1 (C, .) →
TorA1 (C
′, .). Cela implique que les sous-modules de torsion Cτ et C
′
τ sont isomorphes (cf.
[H] 5.2). Si M . et M
′
. sont les triades majeures e´le´mentaires donne´es par 1.32, il existe un
morphisme v comme annonce´ en vertu de 1.20.
(Attention, u lui-meˆme n’est pas ne´cessairement un psi car il ne ve´rifie pas l’hypothe`se
sur les conoyaux.)
Remarques 1.34.
1) Soient L. et L
′
. deux triades et VL et VL′ les foncteurs associe´s. Attention, le corollaire
1.33 n’implique pas que si VL et VL′ sont isomorphes les triades soient elles-meˆmes pseudo-
isomorphes. L’existence du morphisme u est essentielle, cf. 1.35.c.
2) On montre aise´ment, a` la manie`re de [Ho], qu’une triade majeure e´le´mentaire est ca-
racte´rise´e, a` un psi induisant un isomorphisme sur les conoyaux pre`s, par son cœur, son
conoyau et par l’e´le´ment de Ext 2RA(C,H) associe´.
i) Exemples.
Exemples 1.35.
a) Sur un anneau quelconque, une classe d’e´quivalence de triades pour la relation de
pseudo-isomorphisme ne contient pas ne´cessairement d’e´le´ment minimum (c’est-a`-dire de
triade e´le´mentaire).
Soit A un anneau local re´gulier de dimension 2 d’ide´al maximal m. Soit C le RA-
module e´gal a` m⊕A en degre´ 0 et a` A en degre´ 1 avec la multiplication par X : m⊕A→ A
donne´e par la matrice (0, 1) et les autres multiplications nulles. Soit C1 le sous-RA-module
m de C, de sorte que C/C1 = A ⊕ A est plat sur A. Soit ψ : m → m ⊕ A le morphisme
donne´ par ψ(a) = (a, a) et soit C2 le sous-module de C e´gal a` Imψ en degre´ 0 et A en degre´
1. La` encore C/C2 = A est plat sur A. On conside`re alors les triades L. = 0 → 0 → C,
L
(1)
. = 0 → 0 → C1 et L
(2)
. = 0 → 0 → C2. Les fle`ches naturelles correspondant aux
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inclusions de C1 et C2 dans C sont des psi, donc ces triades sont pseudo-isomorphes. Les
triades L
(1)
. et L
(2)
. sont toutes deux minimales. En effet, c’est clair pour L
(1)
. car C1 = m
n’a pas de quotient plat sur A non nul (car m n’est pas plat puisque A est de dimension 2).
Pour L
(2)
. , C2 vaut m en degre´ 0 et A en degre´ 1 et la multiplication par X est l’inclusion
de m dans A, de sorte que C2 n’ a pas de sous-RA-module dont le quotient soit plat sur A
(le seul sous-A-module a` quotient plat est m qui n’est pas un sous-RA-module).
b) Sur un anneau quelconque, on peut avoir un morphisme u entre deux triades pseudo-
isomorphes, qui induise un isomorphisme sur les foncteurs associe´s, mais ne soit ni un
psi, ni compatible avec une e´quivalence psi “a` la Verdier” comme en 1.19, ni avec une
e´quivalence du type 1.33.
On reprend en effet les triades L
(2)
. et L
(1)
. de l’exemple a) et on a un morphisme de
triades L
(2)
. → L
(1)
. et le morphisme des foncteurs associe´s est Tor
A
1 (C2, .)→ Tor
A
1 (C1, .)
qui est un isomorphisme en vertu de la suite exacte scinde´e sur A : 0→ A→ C2 → C1 → 0.
Cependant, on voit aussitoˆt que u n’est pas un psi, ni compatible avec une e´quivalence
du type 1.19 ou 1.33 (sinon C2 → C1 serait injective).
c) Meˆme sur un anneau de valuation discre`te, deux triades peuvent avoir meˆme foncteur
associe´ sans eˆtre pseudo-isomorphes.
On suppose que A est un anneau de valuation discre`te d’uniformisante a et de corps
re´siduel k. On va construire deux triades avec C = k et H = k(−2). Pour cela, on va
exhiber deux e´le´ments de Ext 2RA(C,H), cf. 1.34. Le groupe Ext
2
RA
(k, k(−2)) se calcule
avec le complexe de Koszul associe´ a` la suite (a,X, Y, Z, T ) (dont on nume´rote les e´le´ments
de 0 a` 4) et on a Ext 2RA(k, k(−2)) = k(−1)
4 ⊕ k6. Les premie`res composantes ont pour
base les e0,i, i = 1, · · · , 4 et les autres ont pour base les ei,j avec 1 ≤ i < j ≤ 4.
On prend d’abord l’e´le´ment e1,2 qui donne la triade L. = 0 → L0
d0−→L−1 avec L0 =
k[x](−1), avec x2 = 0, L−1 = k[y], avec y2 = 0 et d0(1) = y. On ve´rifie que cette triade
a bien les C et H voulus. On note que cette triade est minimale (car C est de torsion) et
toute re´solution majeure M . de L. est e´le´mentaire.
On prend ensuite l’e´le´ment nul de Ext 2 qui donne la triade L
′
. = 0 → k(−2)
0
−→k.
La` encore cette triade a les C et H voulus, elle est minimale et toute re´solution majeure
M
′
. est e´le´mentaire. Cela montre que ces triades ne sont pas pseudo-isomorphes, sinon
leurs re´solutions majeures seraient les meˆmes a` un psi induisant un isomorphisme sur les
conoyaux pre`s, ce qui donnerait le meˆme e´le´ment du Ext 2.
Par ailleurs, en vertu de 1.5, les foncteurs associe´s sont tous deux extensions de
TorA1 (k, .) par k(−2)⊗A . et on voit qu’on a V (Q) = Hom(k,Q)⊕ (k(−2)⊗Q) comme A-
module. De plus, la structure de RA-module est ne´cessairement triviale, donc les foncteurs
sont isomorphes.
j) Annexe : ge´ne´ralisation.
Nous donnons dans ce paragraphe quelques e´le´ments permettant de ge´ne´raliser la
de´finition des triades en s’affranchissant de l’hypothe`se de platitude. La de´finition est
exactement celle de 1.10 dans laquelle on ne suppose plus les complexes ade´quats. On
parlera alors de triades “faibles”. On a encore l’existence des re´solutions majeures (1.14).
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La diffe´rence essentielle re´side dans la de´finition du foncteur V associe´ qui est de´fini “en
le pensant dans la cate´gorie de´rive´e” :
Proposition-De´finition 1.36. Soit L. une triade faible et M . → L. une re´solution
majeure. Le foncteur associe´ a` L. est le foncteur VL. (ou simplement V ) de ModA
dans GrRA de´fini pour tout A-module Q par la formule V (Q) = h0(M . ⊗A Q). Il est
inde´pendant du choix de la triade majeure M .. L’application qui a` une triade L. associe
le foncteur VL. est fonctorielle.
De´monstration. Le fait que V ne de´pende pas deM . re´sulte du lemme 1.37 ci-dessous et
de la de´monstration de [AG] III 12.3 (car les modulesMi sont plats sur A). La fonctorialite´
vient du lemme 1.38 ci-dessous.
Lemme 1.37. Soit L. une triade faible et soient i : M . → L., i′ : M
′
. → L. deux
re´solutions majeures de L.. Alors, il existe un morphisme de triades g : M . → M
′
. tel
que i et i′g soient homotopes. En particulier les isomorphismes induits par i et i′g sur les
cœurs et les conoyaux de ces triades co¨ıncident.
Lemme 1.38. Soit f : L. → L
′
. un morphisme de triades faibles et i
′ : F
′
. → L
′
.
une re´solution libre. Alors, il existe une re´solution libre i : F . → L. et un morphisme de
complexes g : F . → F
′
. tels que les fle`ches fi et i
′g soient homotopes.
Ces lemmes, que nous laissons au lecteur, se de´montrent en travaillant dans la cate´gorie
triangule´e des complexes de RA-modules, cf. [RD].
Remarques 1.39.
1) Le lemme 1.5 vaut, pour le nouveau foncteur V , sans hypothe`se de platitude.
2) Attention, le foncteur V de´fini ci-dessus n’est pas, en ge´ne´ral, e´gal au foncteur V0 na¨ıf
de´fini par V0(Q) = h0(L. ⊗A Q). Conside´rons par exemple un anneau A local d’ide´al
maximal m et de corps re´siduel k et la triade 0→ A
p
−→k ou` p est la projection canonique.
On a donc C = 0 et H = m, d’ou` V (Q) = m ⊗A Q en vertu de 1.5, tandis que V0(Q) est
e´gal a` mQ.
3) Bien entendu, dans la de´finition des pseudo-isomorphismes entre triades ge´ne´rales, la
condition portant sur le foncteur na¨ıf V0 = h0(L.⊗A .) doit eˆtre remplace´e par la condition
analogue avec le nouveau foncteur V .
2. Faisceaux triadiques.
L’objectif de ce paragraphe est de de´finir les faisceaux triadiques qui sont directement
lie´s aux triades majeures et de montrer que les notions de pseudo-isomorphismes, au sens
de [HMDP1] pour les faisceaux et du § 1 pour les triades, se correspondent.
Rappelons que pour un faisceau cohe´rent F sur P3A, plat sur A, l’expression “H
i
∗F
commute au changement de base” signifie que, pour tout A-module Q, l’homomorphisme
canonique (Hi∗F) ⊗A Q → H
i
∗(F ⊗A Q) est un isomorphisme. Cette condition est
e´quivalente a` l’exactitude a` droite du foncteur Hi∗(F ⊗A .) ou encore, via la suite longue
de cohomologie, a` l’exactitude a` gauche de Hi+1∗ (F ⊗A .). Rappelons aussi, cf. [AG] III
12.11 que si Hi∗F commute au changement de base, on a les e´quivalences : H
i
∗F est plat
sur A ⇐⇒ Hi(F ⊗A .) exact ⇐⇒ Hi−1∗ F commute au changement de base.
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a) Faisceaux triadiques.
Proposition 2.1. Soit N un faisceau cohe´rent sur P3A. Les conditions suivantes sont
e´quivalentes :
i) Il existe une suite exacte
0→ N → L1 → L0 → L−1 → 0
avec les faisceaux Li dissocie´s.
ii) Le faisceau N est localement libre et il existe une suite exacte
0→M−1 →M0 →M1 → N∨ → 0
avec les Mi dissocie´s.
iii) Le faisceau N est localement libre et le foncteur H2∗ (N ⊗A .) de ModA dans GrRA est
exact a` droite.
iv) Le faisceau N est localement libre et le foncteur H0∗ (N
∨ ⊗A .) est exact a` droite.
v) Le faisceau N est localement libre et le foncteur H3∗ (N ⊗A .) de ModA dans GrRA est
exact a` gauche.
vi) Le faisceau N est localement libre et le foncteur H1∗ (N
∨ ⊗A .) de ModA dans GrRA
est exact a` gauche.
De´monstration. L’e´quivalence de i) et ii) est claire par dualite´. (On notera que la
condition i) implique que le faisceau est localement libre.) De meˆme l’e´quivalence de iii)
et v) (resp. de iv) et vi)) est e´vidente.
iii)⇐⇒ vi). Il suffit de montrer les assertions analogues pour les foncteurs H2(N (l)⊗A .) et
H1(N∨(−l−4)⊗A.) pour tout l ∈ Z. En vertu de [H] 7.4, le foncteur F = H2(N (l)⊗A.) est
dual du foncteur F ∗ = H1(N∨(−l− 4)⊗A .) au sens de la dualite´ des foncteurs cohe´rents,
cf. [H, §4], de sorte que F exact a` droite e´quivaut a` F ∗ exact a` gauche.
ii) ⇒ iv). La suite exacte de ii) donne deux suites exactes courtes 0 → M−1 → M0 →
K → 0 et 0 → K → M1 → N∨ → 0 avec K localement libre. Comme les Mi sont
dissocie´s, le foncteur H1∗(K ⊗ .) est nul. Il en re´sulte que le morphisme de foncteurs
H0∗ (M
1 ⊗ .) → H0∗ (N
∨ ⊗ .) est un e´pimorphisme. Comme M1 est dissocie´, H0∗(M
1 ⊗ .)
est exact a` droite, donc aussi H0∗(N
∨ ⊗ .).
iv) ⇒ ii). On pose T = H0∗ (N
∨) et on conside`re une re´solution libre F1
v
−→F0 → T → 0.
Soit G = Ker v. On a la suite des faisceaux associe´s 0 → G → F1 → F0 → N∨ → 0 avec
les Fi dissocie´s et G localement libre. Il s’agit de montrer que G est dissocie´. On coupe
cette suite en deux : 0 → G → F1 → S → 0 et 0 → S → F0 → N∨ → 0. La fle`che
F0 = H
0
∗(F0) → H
0
∗(N
∨) = T est surjective par construction. Par ailleurs, le foncteur
H0∗ (N
∨ ⊗ .) e´tant exact a` droite, on a H0∗ (N
∨ ⊗ .) = H0∗(N
∨) ⊗ .. Comme la meˆme
chose est vraie pour le faisceau dissocie´ F0, on en conclut que le morphisme de foncteurs
H0∗ (F0 ⊗ .)→ H
0
∗ (N
∨ ⊗ .) est surjectif, ce qui montre que H1∗ (S ⊗ .) = H
2
∗(G ⊗ .) est nul
et que H0∗ (S ⊗ .) est exact a` droite. Le meˆme argument avec l’autre suite exacte montre
que H0∗ (F1⊗ .)→ H
0
∗ (S ⊗ .) est surjectif, donc que H
1
∗(G ⊗ .) est nul. En vertu de [H] 7.7
on voit que G est dissocie´, ce qui montre ii).
25
Remarque 2.2. La condition H2∗ (N ⊗A .) exact a` droite est e´quivalente a` la platitude de
H3∗N sur A (cf. [AG] III 12.11 ou le fait que le foncteur H
3
∗(N ⊗A .) e´tant exact a` droite,
il est exact a` gauche si et seulement si H3∗N est plat sur A).
De´finition 2.3. Un faisceau sur P3A ve´rifiant les conditions e´quivalentes de 2.1 est
appele´ un faisceau triadique.
Un faisceau dissocie´ est e´videmment triadique. Une somme directe de faisceaux tria-
diques est triadique.
b) Triades et faisceaux triadiques.
Dans ce paragraphe nous montrons qu’il y a une correspondance entre triades majeures
et faisceaux triadiques.
Proposition 2.4. (Triade associe´e a` un faisceau triadique) Soit N un faisceau triadique
et soit
(1) 0→ N → L1 → L0 → L−1 → 0
une suite exacte comme en 2.1. Alors, si on pose Li = H
0
∗ (Li) :
1) le complexe L. = (L1 → L0 → L−1) de´duit de (1) est une triade majeure de noyau
N = H0∗(N ),
2) si on note H et C le cœur et le conoyau de L. et VL. le foncteur associe´ (cf. 1.3), on a
H1∗ (N ⊗A .) = h0(L. ⊗A .) = VL. , en particulier, on a H = H
1
∗N ,
H2∗ (N ⊗ .) = C ⊗A ., en particulier, on a C = H
2
∗N ,
3) le dual de N sur RA : N
∨ = HomRA(N,RA), est e´gal a` H
0
∗ (N
∨) et on a une suite
exacte de RA-modules :
0→ L∨−1 → L
∨
0 → L
∨
1 → N
∨ → 0,
4) si on a deux suites exactes du type (1) correspondant au meˆme faisceau N , les triades
associe´es sont isomorphes a` homotopie pre`s,
5) on a Ext 1RA(N,RA) ≃ H
1
∗N
∨ ≃ C∗(4). Si on suppose A inte`gre, Ext 1RA(N,RA) est nul
si et seulement si C = H2∗(N ) est de torsion. Autrement dit, L. est e´le´mentaire (cf. 1.28)
si et seulement si N est extraverti (cf. [HMDP1] 2.6).
De´monstration. Montrons d’abord 2). On coupe la suite exacte (1) en deux : 0→ N →
L1 → K → 0 et 0 → K → L0 → L1 → 0. En tenant compte du fait que H0∗ (Li ⊗ .) =
H0∗ (Li) ⊗ . car Li est dissocie´ on voit qu’on a H
2
∗ (N ⊗ .) = H
1
∗(K ⊗ .) = C ⊗ . et
H1∗ (N ⊗A .) = h0(L. ⊗A .). Comme N est localement libre, H = H
1
∗ (N ) et C = H
2
∗ (N )
sont de type fini sur A, de sorte que L. est bien une triade.
Pour le point 3) rappelons tout d’abord que si A est un anneau noethe´rien et M un
RA-module gradue´ de type fini sur A on a Ext
i
RA
(M,RA) = 0 pour 0 ≤ i ≤ 3 (cf. [E]
18.4 : il suffit de noter que l’annulateur de M contient une suite re´gulie`re de la forme
(Xr, Y r, Zr, T r) pour r assez grand).
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Conside´rons la triade L. = (L1
d1−→L0
d0−→L−1) et posons B = Im d1, Z = Ker d0,
K = Im d0. On a les suites exactes 0 → N → L1 → B → 0, 0 → B → Z → H → 0,
0 → Z → L0 → K → 0 et 0 → K → L−1 → C → 0. Comme H et C sont de type fini
sur A, le rappel ci-dessus montre qu’on a Ext iRA(H,RA) = Ext
i
RA
(C,RA) = 0 pour i ≤ 3
et on en de´duit Ext 1RA(B,RA) = Ext
1
RA
(Z,RA) = Ext
2
RA
(K,RA) = Ext
3
RA
(C,RA) = 0
et Ext 1RA(K,RA) = Ext
2
RA
(C,RA) = 0. En de´finitive on a la suite exacte sur les modules
duaux :
0→ L∨−1
d∨
0−→L∨0
d∨
1−→L∨1 → N
∨ → 0.
Pour 4), on a les deux triades L. et L
′
. et il re´sulte de 3) que L
∨
. et L
′∨
. sont deux
re´solutions libres de N∨, donc isomorphes a` homotopie pre`s, donc aussi L. et L
′
..
Montrons le point 5) : comme OP n’a pas de H
1, on a Ext 1RA(N,RA(n))
0 =
Ext 1OP(N ,OP(n)) et ce dernier terme n’est autre que H
1N∨(n) en vertu de [AG] 6.3
et 6.7. On a aussi H1∗N
∨ = H2∗K
∨ et la suite exacte 0 → H2∗K
∨ → H3∗L
∨
−1
u
−→H3∗L
∨
0 .
Mais, on a vu (cf. 0.1) qu’on a H3∗L
∨
i ≃ (Li(−4))
∗ et la suite exacte L0
d0−→L−1 → C → 0
montre par dualite´ que Ker u n’est autre que C∗(4). On suppose A inte`gre. Si C est de
torsion on a C∗ = 0. Re´ciproquement, si C∗ est nul on a C∗∗ = 0, donc la fle`che C → C∗∗
est nulle ce qui implique que C est de torsion.
Proposition 2.5. (Faisceau triadique associe´ a` une triade majeure)
Soit L. une triade majeure, N son noyau, N le faisceau associe´. Alors, N est triadique.
Cette ope´ration de´finit un foncteur de la cate´gorie des triades majeures munie des mor-
phismes de complexes a` homotopie pre`s dans celle des faisceaux triadiques sur P3A et ce
foncteur est une e´quivalence de cate´gories.
De´monstration. Si on pose L. = (L1
d1−→L0
d0−→L−1), le fait que H et C soient de type
fini sur A implique que les faisceaux associe´s sont nuls, d’ou` l’exactitude de la suite
0→ N → L1
d˜1−→L0
d˜0−→L−1 → 0,
qui montre que N est triadique, puisque les Li et donc les Li sont dissocie´s.
Il est clair que cette correspondance est fonctorielle et c’est encore vrai a` homotopie
pre`s, puisque deux morphismes de complexes homotopes induisent la meˆme application
sur l’homologie et en particulier sur le h1. Le fait que ce foncteur soit surjectif vient de
2.4.
Si f : N → N ′ est un morphisme de faisceaux, il induit f∨ : N ′∨ → N∨ et, en
passant aux sections globales, H0∗f
∨ : N ′∨ → N∨. Comme L
∨
. et L
′∨
. sont des re´solutions
projectives de N∨ et N ′∨ (cf. 2.4.3), H0∗f
∨ se rele`ve en un morphisme de L
′∨
. dans L
∨
. qui
donne, par dualite´, le morphisme de triades cherche´.
Si deux morphismes f, g : L. → L
′
. donnent le meˆme morphisme N → N
′, ils donnent
aussi le meˆme morphisme N ′∨ → N∨ et, comme L
∨
. et L
′∨
. sont des re´solutions projectives
de N∨ et N ′∨, f∨ et g∨ sont homotopes, donc aussi f et g.
c) Pseudo-isomorphismes.
Rappelons la de´finition des pseudo-isomorphismes de faisceaux dans le cas des fais-
ceaux localement libres (cf. [HMDP1] 2.1 et 2.2.0) :
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De´finition 2.6. Un morphisme f : N → N ′ de faisceaux localement libres est appele´
un pseudo-isomorphisme (en abre´ge´ un psi) s’il induit :
1) un isomorphisme de foncteurs H1∗ (N ⊗A .)→ H
1
∗ (N
′ ⊗A .),
2) un monomorphisme de foncteurs H2∗ (N ⊗A .)→ H
2
∗ (N
′ ⊗A .).
Deux faisceaux sont dits pseudo-isomorphes s’il existe une chaˆıne de psi qui les joint.
Dans la correspondance e´tudie´e au paragraphe pre´ce´dent, les psi de triades et de
faisceaux se correspondent :
Proposition 2.7. Soit u : L. → L
′
. un morphisme de triades majeures et u˜ : N → N
′
le morphisme correspondant sur les faisceaux triadiques. Alors u est un psi si et seulement
si u˜ est un psi c’est-a`-dire si et seulement si on a les deux conditions suivantes :
a) u˜ induit un isomorphisme H1∗ (N )→ H
1
∗(N
′),
b) u˜ induit une injection H2∗(N )→ H
2
∗ (N
′) a` quotient plat sur A.
De´monstration. La premie`re assertion re´sulte de 2.4 et la seconde de 1.16.
Remarque 2.8. Il re´sulte de 2.7 et 1.22 que si deux triades majeures sont pseudo-
isomorphes il en est est de meˆme des faisceaux associe´s. La re´ciproque est vraie, cf. 2.14,
mais pas imme´diate. En effet, si on a une chaˆıne de psi de faisceaux dont les extre´mite´s
sont triadiques, les faisceaux interme´diaires ne le sont pas ne´cessairement, de sorte qu’on
ne peut pas appliquer 2.7.
Rappelons la caracte´risation suivante des psi de faisceaux (cf. [HMDP1] 2.4) :
Proposition 2.9. Soit f : N → N ′ un morphisme de faisceaux localement libres.
Alors, f est un psi si et seulement si il existe un faisceau dissocie´ L et un morphisme
p : L → N ′ tel que l’on ait une suite exacte
0→ S → N ⊕ L
(f,p)
−→N ′ → 0
avec S dissocie´.
Corollaire 2.10. Soit f : N → N ′ un pseudo-isomorphisme de faisceaux triadiques
qui induit un isomorphisme de foncteurs H2∗ (N ⊗A .)→ H
2
∗ (N
′ ⊗A .). Alors, N et N ′
sont stablement isomorphes.
De´monstration. En vertu de 2.9 on a une suite exacte 0 → S → N ⊕ L
(f,p)
−→N ′ → 0 et
il suffit de montrer que cette suite est scinde´e. Cette suite correspond a` un e´le´ments ξ ∈
Ext 1OP(N
′,S) et il s’agit de montrer que cet e´le´ment est nul, ou encore que le morphisme
ϕ : Ext 1OP(N
′,S) → Ext 1OP(N ⊕ L,S) = Ext
1
OP
(N ,S) induit par f est injectif. Ce
morphisme est encore e´gal au morphisme H1(N ′∨⊗OP S)→ H
1(N∨⊗OP S) induit par f
et c’est la valeur en A du morphisme de foncteurs
Φ : H1(N ′∨ ⊗OP S ⊗A .)→ H
1(N∨ ⊗OP S ⊗A .).
Par la dualite´ de Serre exprime´e en termes de foncteurs cohe´rents, cf. [H] 7.4, Φ est dual du
morphisme Φ∨ : H2(N ⊗OP S ⊗OP ωC/T ⊗A .)→ H
2(N ′⊗OP S ⊗OP ωC/T ⊗A .). Comme S
et ωC/T = OP(−4) sont dissocie´es ce dernier morphisme est somme de certains composants
du morphisme H2∗ (N ⊗A .)→ H
2
∗(N
′ ⊗A .) qui est un isomorphisme par hypothe`se, d’ou`
la conclusion.
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d) Le lemme de Verdier inverse pour les faisceaux triadiques.
Nous avons montre´ dans [HMDP1] 2.11 le lemme (dit de Verdier) suivant :
Soient N ′ et N ′′ des faisceaux localement libres sur P3A pseudo-isomorphes. Il existe
un faisceau localement libre N0 et des psi : N ′ ← N0 → N ′′.
Le lemme analogue avec des faisceaux triadiques n’est pas vrai, mais on a le re´sultat
suivant en sens inverse, comme dans le cas des triades (cf. 1.22) :
The´ore`me 2.11. Soient N ′ et N ′′ des faisceaux triadiques sur P3A pseudo-isomorphes.
Il existe un faisceau triadique N et des psi : N ′ → N ← N ′′.
La de´monstration de ce the´ore`me ne´cessite quelques e´tapes. Le premier lemme montre
comment construire des faisceaux triadiques par une technique de de´saturation. Cette
technique sera utilise´e au chapitre 3 pour montrer l’existence de re´solutions de type E et
N triadiques.
Lemme 2.12. (Lemme de de´saturation) Soit 0 → E → F → G → 0 une suite exacte
de faisceaux cohe´rents sur P3A. On suppose E localement libre, F dissocie´ et G plat sur
A. Il existe des faisceaux E ′ et F ′ tels que E ′ soit dual d’un faisceau triadique, que F ′ soit
dissocie´ et qu’on ait un diagramme commutatif de suites exactes, ou` f est dual d’un psi :
0 → E ′ → F ′ → G → 0yf y ‖
0 → E → F → G → 0.
De´monstration.
Notons d’abord que, comme E est localement libre, on a Ext iOP(G,OP) = 0 pour
i ≥ 1.
Soit G l’image de F = H0∗F dans H
0
∗G. On sait que pour n grand, on a Gn = H
0G(n).
Soit n0 un entier, tel que cette condition soit re´alise´e pour n ≥ n0, et tel que le foncteur
H0(G(n) ⊗A .) soit exact pour n ≥ n0 (un tel entier existe en vertu des the´ore`mes de
cohomologie et changement de base, cf. [AG] III 12.11). Posons G′ =
⊕
n≥n0
H0G(n). On
a donc G′ ⊂ G et G′ est obtenu a` partir de G par “de´saturation”. Soit F ′ → G′ le de´but
d’une re´solution libre minimale de G′. L’inclusion de G′ dans G se rele`ve en un morphisme
F ′ → F . Si E′ est le noyau de F ′ → G′ on obtient le diagramme annonce´ en passant aux
faisceaux associe´s.
Il reste a` montrer que E ′ est dual d’un faisceau triadique et que f est dual d’un psi.
On note que E ′ est plat sur A car G l’est et qu’on a Ext iOP(E
′,OP) = 0 pour i ≥ 1, ce qui
montre de´ja` que E ′ est localement libre.
On ve´rifie ensuite que f est dual d’un psi. Comme G est plat les suites exactes du
diagramme ci-dessus restent exactes en tensorisant par un A-module Q. Le diagramme
obtenu en de´roulant les suites de cohomologie donne la conclusion.
Montrons enfin que le foncteur H0∗(E
′⊗A .) est exact a` droite. Il suffit de le voir pour
les foncteurs H0(E ′(n)⊗A .) pour tout n. Comme G est plat sur A on a la suite exacte de
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foncteurs 0→ E ′(n)⊗A .→ F
′(n)⊗A .→ G(n)⊗A .→ 0. Pour n ≤ n0, comme F
′ est une
re´solution minimale de G′ on a F ′n = 0 et on en de´duit H
0(E ′(n)⊗A .) = 0. Pour n ≥ n0,
comme H0(G(n)⊗A .) commute au changement de base et comme F ′n → G
′
n est surjectif
on a la suite exacte de foncteurs
0→ H0(E ′(n)⊗A .)→ H
0(F ′(n)⊗A .)→ H
0(G(n)⊗A .)→ 0
et il en re´sulte que H0(E ′(n)⊗A .) est exact a` droite (car H0(F ′(n)⊗A .) l’est).
Corollaire 2.13.
1) Soit E un faisceau localement libre. Il existe un faisceau dual d’un faisceau triadique E ′
et un morphisme E ′ → E qui est dual d’un psi.
2) SoitN un faisceau localement libre. Il existe un faisceau triadiqueN ′ et un psi N → N ′.
En particulier, la classe de pseudo-isomorphisme d’un faisceau localement libre contient
un faisceau triadique.
De´monstration. Par dualite´ il suffit de prouver l’assertion avec E . En vertu de 2.12 il
suffit d’inse´rer E dans une suite exacte 0 → E → F → G → 0 avec F dissocie´ et G plat.
Pour cela on conside`re E∨, on prend le de´but d’une re´solution minimale de N = H0∗E
∨ :
0→ G∨ → F∨ → N → 0, avec F∨ libre, on passe aux faisceaux associe´s et on dualise.
Nous pouvons maintenant montrer le lemme de Verdier inverse 2.11. On commence
par prendre un faisceau localement libre N0 et des psi : N ′ ← N0 → N ′′ (cf. [HMDP1]
2.11). On en de´duit par dualite´ une fle`che N ′∨ ⊕ N ′′∨ → N∨0 . On rajoute un faisceau
dissocie´ P de sorte que la fle`che P ⊕N ′∨ ⊕N ′′∨ → N∨0 soit surjective. Soit E le noyau de
cette fle`che. C’est un faisceau localement libre et si on pose N = E∨ on a la suite exacte
de faisceaux localement libres :
(1) 0→ N0 → P
∨ ⊕N ′ ⊕N ′′
(u,π′,π′′)
−→ N → 0.
Nous allons montrer que π′ et π′′ sont des psi, ce qui, avec 2.13 e´tablira le the´ore`me.
La suite (1) reste exacte en tensorisant par un A-module Q, de sorte qu’elle donne
naissance a` une suite exacte de foncteurs :
· · · →H1(N0 ⊗A .)
t(j′,j′′)
−→ H1(N ′ ⊗A .)⊕H
1(N ′′ ⊗A .)
(p′,p′′)
−→ H1(N ⊗A .)
v
−→
H2(N0 ⊗A .)
t(k′,k′′)
−→ H2(N ′ ⊗A .)⊕H
2(N ′′ ⊗A .)
(q′,q′′)
−→ H2(N ⊗A .)→ · · ·
dans laquelle les fle`ches j′ et j′′ sont des isomorphismes et k′ et k′′ des monomorphismes.
On en de´duit d’abord qu’on a v = 0, puis que p′ et p′′ sont des isomorphismes et enfin que
q′ et q′′ sont des monomorphismes, donc que π′ et π′′ sont des psi.
Le corollaire suivant (qui va donner le the´ore`me de Rao, cf. 3.9) montre que la
correspondance entre triades majeures et faisceaux triadiques se comporte bien vis a` vis
de la relation de pseudo-isomorphisme, cf. remarque 2.8 :
Corollaire 2.14. Soient L
′
. et L
′′
. deux triades majeures et N
′ et N ′′ les faisceaux
triadiques associe´s. Alors, L
′
. et L
′′
. sont pseudo-isomorphes si et seulement si N
′ et N ′′
le sont.
De´monstration. Cela re´sulte de 2.7 et 2.11.
e) Le cas d’un anneau de valuation discre`te.
Dans ce paragraphe nous supposons que A est un anneau de valuation discre`te
d’uniformisante a. Rappelons, cf. [HMDP1] 2.6, qu’un faisceau localement libre N est
dit extraverti s’il ve´rifie H1∗N
∨ = 0.
Proposition 2.15. Soit A un anneau de valuation discre`te et soit N un faisceau
localement libre extraverti. Alors N est triadique. La classe de pseudo-isomorphisme
de tout faisceau localement libre contient un unique faisceau extraverti (donc triadique)
minimal, i.e. sans facteur direct dissocie´. Un tel faisceau sera dit e´le´mentaire. La triade
associe´e est e´le´mentaire.
De´monstration. Posons M = H0∗N
∨ et conside´rons une pre´sentation minimale de M :
0 → M2 → L1 → L0
p
−→M → 0 avec Li libre. Soit K le noyau de p. On a la suite exacte
des faisceaux associe´s : 0→M2 → L1 → L0 → N∨ → 0 et il s’agit de montrer queM2 est
dissocie´. Pour cela, en vertu de [H] 7.7, il suffit de montrer que les foncteurs Hi∗(M2⊗A .)
sont nuls pour i = 1, 2.
Par hypothe`se N ve´rifie H1∗N
∨ = 0. On a donc aussi, si K est le faisceau associe´ a` K,
H2∗K = 0, d’ou` la suite exacte 0→ H
3
∗M2 → H
3
∗L1 → H
3
∗K → 0. Comme L1 est dissocie´,
H3∗L1 est plat, donc sans torsion et il en re´sulte que H
3
∗M2 est sans torsion, donc plat,
puisque A est un anneau de valuation discre`te. En vertu de [AG] III 12.11, il en re´sulte
que H2∗ (M2 ⊗A .) est exact a` droite (c’est-a`-dire que H
2
∗M2 commute au changement de
base). Mais, par construction, la fle`che p est surjective, donc on a H1∗K = H
2
∗M2 = 0 et le
foncteur H2∗(M2⊗A .) est nul. Toujours par [AG] III 12.11, il en re´sulte que H
1
∗(M2⊗A .)
commute au changement de base. Mais, comme on a K = H0∗K, la surjectivite´ de la fle`che
L1 → K montre qu’on a H1∗M2 = 0, donc le foncteur correspondant est nul, cqfd.
Le faisceau N est donc a` la fois extraverti et triadique. Quitte a` lui retirer un e´ventuel
facteur dissocie´ on peut le supposer minimal et il est alors unique dans sa classe de pseudo-
isomorphisme, cf. [HMDP1] 2.14.
Remarque 2.16. On peut retrouver ce re´sultat avec les re´sultats du paragraphe 1. En
vertu de [HMDP1] 2.16, il suffit de montrer que toute classe de pseudo-isomorphisme
contient un faisceau triadique extraverti. En vertu de 2.13 elle contient un N triadique.
Soit L. la triade majeure associe´e. Il existe une triade e´le´mentaireM . avec un psiM . → L.
(cf. 1.32). Le faisceau triadique N0 associe´ a`M . est tel que H
2
∗N0 est de torsion (cf. 1.32.1
et 2.4.5), de sorte que N0 est extraverti et triadique.
3. Courbes et triades : les the´ore`mes de Rao.
a) Re´solutions de type E et N triadiques.
The´ore`me 3.1. Soit C une famille de courbes de P3A.
1) Il existe une re´solution de C de type E cotriadique, i.e. une suite exacte
0→ E → F → JC → 0
ou` F est dissocie´ et ou` E est dual d’un faisceau triadique.
2) Il existe une re´solution de C de type N triadique, i.e., une suite exacte
0→ P → N → JC → 0
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ou` P est un faisceau dissocie´ et N un faisceau triadique.
De´monstration. Commenc¸ons par le type E. On sait (cf. [HMDP1] 2.20) qu’il existe une
re´solution de type E. Pour obtenir une re´solution cotriadique il suffit d’appliquer le lemme
de de´saturation 2.12.
Passons au type N. Vu l’importance de ce cas, nous allons donner deux de´monstrations
de l’existence de la re´solution, la premie`re par liaison a` partir de l’existence de la re´solution
de type E, l’autre, plus directe, en tronquant le complexe de Cˇech.
Premie`re de´monstration
On effectue une liaison e´le´mentaire par une intersection comple`te globale D de degre´s
s et t qui transforme C en C′. On prend une re´solution de type E cotriadique de C′
obtenue par la me´thode du lemme de de´saturation. Pre´cise´ment, on choisit un entier n0
tel que pour n ≥ n0 le foncteur H1(E(n) ⊗A .) soit nul (cf. [AG] III 12.11), on pose
I =
⊕
n≥n0
H0JC′(n) et on prend un de´but de re´solution libre F de I qui conduit a` la
suite exacte : 0→ E → F
f
−→JC′ → 0. Soit
0→ OP(−s− t)→ OP(−s)⊕OP(−t)
g
−→JD → 0
la re´solution de D. L’inclusion JD ⊂ JC′ fournit une suite exacte
0→ E ′ → F ⊕OP(−s)⊕OP(−t)
f+g
−→JC′ → 0.
Montrons que le faisceau E ′ est dual d’un triadique, c’est-a`-dire que, pour tout n, le foncteur
H0(E ′(n)⊗A .) est exact a` droite. On a une suite exacte
0→ E → E ′ → OP(−s)⊕OP(−t)→ 0.
Pour n ≥ n0 on a H1(E(n)⊗A .) = 0 et il en re´sulte que H0(E ′(n)⊗A .) est exact a` droite
(car c’est vrai pour E et pour les dissocie´s).
Par ailleurs, on a une suite exacte
0→ OP(−s− t)→ E
′ → F → JC′/D → 0
et, pour n < n0 on a H
0(F(n)⊗A .) = 0, donc H
0(E ′(n)⊗A .) = H
0(OP(n−s− t)(n)⊗A .)
et ce dernier foncteur est exact a` droite.
Il re´sulte alors de [HMDP1] 2.25 que C admet une re´solution de type N dont le faisceau
N est E ′∨(−s− t)⊕OP(−s)⊕OP(−t) qui est triadique comme annonce´.
Deuxie`me de´monstration
On conside`re le complexe de Cˇech de JC :
RΓ∗JC = (0→M
0 δ
0
−→M1
δ1
−→M2
δ2
−→M3 → 0)
vu comme e´le´ment de la cate´gorie de´rive´e D+(RA). Les modules M i sont plats sur A.
On conside`re le complexe tronque´ σ≤2(RΓ∗JC), cf. [RD] p. 69. Il s’agit du complexe
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M
.
= (M0 → M1 → Ker δ2) et il calcule les groupes Hi∗JC pour i = 0, 1, 2. Comme
M3/Im δ2 = H3∗JC = H
3
∗OP est plat sur A il en est de meˆme de Ker δ
2. Il en re´sulte que
M
.
calcule aussi les foncteurs Hi∗(JC ⊗A .) pour i = 0, 1, 2.
On choisit ensuite un entier r assez petit pour que les foncteurs H0(JC(n) ⊗A .) =
H1(JC(n) ⊗A .) soient nuls pour n ≤ r (on dira que r est convenable) et on conside`re
le complexe M
.
>r tronque´ cette fois par rapport a` la graduation des RA-modules. Les
modules de cohomologie de ce complexe sont de type fini sur RA, de sorte qu’en vertu de
[AG] III 12.3 il existe un complexe S
.
r forme´ de modules libres de type fini tel que l’on ait
M
.
>r = S
.
r dans la cate´gorie de´rive´e. Ce complexe est forme´ de modules S
i
r avec i ≤ 2,
mais, attention, il contient a priori des termes Sir pour i < 0. La proposition suivante
donne alors la conclusion voulue :
Proposition 3.2. On reprend les notations ci-dessus : C est une famille de courbes,
M
.
= σ≤2(RΓ∗JC) le complexe de Cˇech tronque´, r un entier convenable et S
.
r un complexe
forme´ de modules libres de type fini tel que l’on ait M
.
>r = S
.
r dans la cate´gorie de´rive´e.
On pose L1 = S
0, L0 = S
1 et L−1 = S
2.
1) Le complexe L.r = (L1 → L0 → L−1) est une triade majeure.
2) Si r et r′ sont deux entiers convenables avec r′ < r on a un psi naturel ur,r′ : L.r → L.r′
de sorte que toutes les triades L.r sont pseudo-isomorphes. Si on a trois entiers convenables
avec r′′ < r′ < r on a ur,r′ur′,r′′ = ur,r′′ a` homotopie pre`s.
3) Soit N le noyau de L.r et soit N le faisceau associe´. Il existe une re´solution de type N
triadique de C : 0→ P → N → JC → 0.
De´monstration. Montrons 1). Comme le complexe L.r est forme´ de RA-modules libres
de type fini, il s’agit de voir que ses groupes d’homologie h0 et h−1 sont de type fini sur
A. Pour h0 c’est clair car les complexes conside´re´s calculent tous H
1
∗ (JC ⊗A .). Le groupe
h−1 n’est autre que (H
2
∗JC)>r, donc de type fini sur A.
Pour le point 2), si on a r′ < r on a une inclusion jr,r′ : M
.
>r ⊂ M
.
>r′ qui est un
qis et induit un qis fr,r′ : S
.
r → S
.
r′ puis, en se limitant aux termes S
0, S1, S2, le psi ur,r′
annonce´. Comme on a jr,r′jr′,r′′ = jr,r′′ on en de´duit la meˆme relation pour f et u, a`
homotopie pre`s.
Passons au point 3). Le complexe RΓ∗JC calcule la cohomologie de JC de sorte que
les complexes M
.
, M
.
>r et S
.
r calculent encore H
0
∗JC. En passant a` L., c’est-a`-dire en
supprimant les termes de degre´ < 0 de S
.
r , on a encore une surjection h1L. = N →
H0∗JC = IC . On en de´duit une suite exacte de faisceaux 0 → P → N → JC → 0.
Comme l’homologie de L. en degre´s 0 et −1 est de type fini sur A on a la suite exacte
0 → N → L1 → L0 → L−1 → 0 qui montre que les groupes d’homologie de L. ⊗A . sont
aussi les Hi(N ⊗A .). Il en re´sulte qu’on a Hi(P ⊗A .) = 0 pour i = 1, 2 ce qui prouve
que P est dissocie´ en vertu de [H] 7.9. On a donc bien construit une re´solution de type N
triadique de C.
Remarques 3.3.
1) La me´thode de construction de la re´solution de type E par de´saturation et la deuxie`me
me´thode de construction de la re´solution de type N sont voisines car toutes deux font
appel a` un proce´de´ de troncature. C’est d’ailleurs ce qui distingue les re´solutions obtenues
ainsi des re´solutions (triadiques) de type E et N ge´ne´rales. En effet, dans le cas ge´ne´ral
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on voit que H1∗E est un quotient (de type fini sur A) du RA-module H
0
∗JC et H
2
∗N un
sous-RA-module (de type fini sur A) de H
2
∗JC , tandis que dans les constructions ci-dessus
ce sont plus pre´cise´ment des modules tronque´s de la forme (H0∗JC)>r et (H
2
∗JC)≤r.
2) Il y a encore une autre me´thode pour montrer l’existence des re´solutions de type N
triadiques. Elle consiste a` faire le meˆme travail que dans 2.12 ci-dessus mais de manie`re
duale en de´saturant le module Ω0 = H
0
∗(PT , ωC/T ) au lieu de de´saturer IC.
Proposition 3.4. Soient r1 et r2 deux re´solutions de type E de C. Il existe une
re´solution r′ de type E cotriadique avec des morphismes r′ → r1 et r′ → r2.
De´monstration. Posons, pour k = 1, 2, (rk) = (0 → Ek → Fk → JC → 0) et soit Ik
l’image du module libre Fk dans H
0
∗JC de sorte que I1 et I2 sont contenus dans IC .
On applique encore la me´thode du lemme de de´saturation : on choisit un J =⊕
n≥n0
H0JC(n) avec n0 assez grand pour que le foncteur H1 soit nul et pour que J
soit contenu dans les Ik (il suffit que l’on ait H
1Ek(n) = 0 pour n ≥ n0), puis on
prend le de´but d’une re´solution minimale F ′ → J → 0 et la suite de faisceaux associe´e a`
0→ E′ → F ′ → J → 0 convient.
Proposition 3.5. Soient r1 et r2 deux re´solutions de type N de C. Il existe une
re´solution r′ de type N triadique avec des morphismes r1 → r′ et r2 → r′.
De´monstration. On effectue une liaison par une intersection comple`te D contenant C
qui donne une famille C′ de courbes (cf. [HMDP1] 1.4). Les re´solutions de type N de C
donnent des re´solutions de type E de C′ (cf. [HMDP1] 2.24). On applique alors 3.4 a` ces
re´solutions et on obtient une re´solution cotriadique de C′ qui domine les autres, puis, par
liaison (cf. [HMDP1] 2.25), la re´solution de type N triadique de C cherche´e.
b) Triade associe´e a` une famille de courbes.
La proposition suivante permet d’associer une triade a` une famille de courbes. On
notera, par rapport au cas d’un corps, que la triade en question n’est de´finie ici qu’a`
pseudo-isomorphisme pre`s.
Proposition-de´finition 3.6. Soit C une famille de courbes de P3A munie d’une
re´solution de type N triadique : 0→ P → N → JC → 0 et soit
(1) 0→ N → L1 → L0 → L−1 → 0
une suite exacte associe´e au faisceau N (cf. 2.1). Alors, si on pose Li = H0∗(Li) le complexe
L. = (L1 → L0 → L−1) de´duit de (1) est une triade majeure qui est appele´e une triade
de Rao de C. Elle est bien de´finie a` psi pre`s.
Le foncteur associe´ a` toute triade de Rao de C est le foncteur H1∗(JC ⊗A .) : il est appele´
foncteur de Rao de C.
On note T (C) la classe de triades (pour la relation de pseudo-isomorphisme) qui contient
les triades de Rao de C.
De´monstration. Il est clair que L. est une triade majeure. Le fait que deux triades de
Rao sont pseudo-isomorphes provient de [HMDP1] 2.18.3 et de 2.14 ci-dessus. L’assertion
sur le foncteur associe´ re´sulte de l’isomorphisme H1∗(N ⊗A .) ≃ H
1
∗(JC ⊗A .) et de 2.4.2.
On peut de´finir aussi par dualite´ une “cotriade” de Rao de C :
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Proposition-de´finition 3.7. Soit C une famille de courbes de P3A munie d’une
re´solution de type E cotriadique : 0→ E → F → JC → 0 et soit
(2) 0→M1 →M0 →M−1 → E → 0
une suite exacte associe´e au faisceau E (cf. 2.1). Alors, si on poseMi = H3∗Mi, le complexe
M . = (M1 → M0 → M−1) est appele´ une cotriade de Rao de C. Elle est bien de´finie au
dual d’un psi pre`s.
Le the´ore`me suivant explicite le lien entre triade et cotriade associe´es a` une famille de
courbes :
The´ore`me 3.8. Soit C une famille de courbes, L. (resp. M .) une triade (resp. une
cotriade) de Rao de C. Alors, il existe un psi fort (de complexes) ϕ : L. →M ..
De´monstration. On utilise les notations de § 0 d). On pose X = P3A. Conside´rons des
re´solutions de type E et N de C comme en 3.6 et 3.7 ci-dessus avec les suites exactes (1) et
(2). La suite (1) montre que le complexe L. = (L1 → L0 → L−1) (que nous conside´rerons
comme un complexe en degre´s −1, 0, 1 en inversant les indices) est e´gal a` N [1] dans la
cate´gorie de´rive´e D(X). Si N → I. est une re´solution injective on obtient un morphisme
L.[−1]→ I. qui est un qis. Cela fournit, par application du foncteur Γ∗ un morphisme
α : L.[−1] = Γ∗L.[−1]→ Γ∗I. = RΓ∗N
dans la cate´gorie de´rive´e D(RA).
Par ailleurs, il re´sulte de [HMDP1] 2.17.3 qu’il existe un faisceau dissocie´ L avec une
suite exacte 0 → E → L → N → 0. Le triangle associe´ a` cette suite exacte donne un
morphisme β0 : N → E [1] dans la cate´gorie de´rive´e D(X) puis, par application de Γ∗, un
morphisme dans D(RA) :
β : RΓ∗N → RΓ∗E [1]
qui induit, puisque L est dissocie´, un e´pimorphisme de foncteurs H0∗ (N⊗A .)→ H
1
∗ (E⊗A .),
un isomorphismeH1∗ (N⊗A.)→ H
2
∗ (E⊗A.), un monomorphismeH
2
∗ (N⊗A.)→ H
3
∗ (E⊗A.).
On a, ensuite, l’isomorphisme de dualite´ vu en 0.5 :
θ : RΓ∗E [1]→ RHomgrA(RΓ∗E
∨(−4), A)[−2].
De la meˆme fac¸on que ci-dessus, et avec les meˆmes conventions de degre´s, la suite
duale de (2) donne un morphisme
γ0 : Γ∗M
∨
. (−4)[−1]→ RΓ∗E
∨(−4),
ou encore, en tenant compte de la dualite´ de Serre : H0∗M
∨
i (−4) ≃ (H
3
∗Mi)
∗ :
γ0 :M
∗
. [−1]→ RΓ∗E
∨(−4),
et, par application de RHomgrA(., A), on obtient
γ : RHomgrA(RΓ∗E
∨(−4), A)[−2]→ RHomgrA(M
∗
. [−1], A)[−2] =M .[−1]
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la dernie`re e´galite´ provenant du fait que M
∗
. est forme´ de RA-modules libres, donc est
acyclique pour Homgr .
En de´finitive, en de´calant de 1, on a un morphisme ϕ = γθβα : L. →M . dans D(RA).
A priori, ce morphisme est dans la cate´gorie de´rive´e mais, comme L. est un complexe de
RA-modules libres de type fini, ϕ est repre´sente´ par un morphisme de complexes, unique a`
homotopie pre`s (cf. [RD] I 4.7 p. 46 en changeant injectif en projectif et en renversant le
sens des fle`ches). De plus, ce morphisme est un psi fort. En effet, cela re´sulte du fait que
θ est un isomorphisme, que α et γ induisent des isomorphismes sur les foncteurs h1, h0 et
h−1 et des proprie´te´s de β e´nonce´es ci-dessus.
c) Le the´ore`me de Rao pour les triades : fibres de ΨA.
Un anneau A e´tant donne´, les re´sultats du paragraphe pre´ce´dent permettent de de´finir
une application ΨA qui a` une famille de courbes C associe la classe de triades T (C). Les
the´ore`mes “de Rao” vont permettre de pre´ciser l’image et les fibres de ΨA lorsque l’anneau
A est local et son corps re´siduel infini.
Dans [HMDP1] 3.2 nous avons montre´ le the´ore`me suivant (ge´ne´ralisation aux familles
de courbes du the´ore`me de Rao, deuxie`me forme) :
The´ore`me de Rao pour les faisceaux. On suppose A local a` corps re´siduel infini.
Soient C et C′ deux familles plates de courbes parame´tre´es par A, munies de re´solutions
de type N, avec des faisceaux N , N ′. Alors, C et C′ sont dans la meˆme classe de biliaison
si et seulement si N et N ′ sont pseudo-isomorphes, a` de´calage pre`s.
En termes de triades, ce re´sultat permet de calculer les fibres de ΨA, ce qui ge´ne´ralise
la premie`re forme du the´ore`me de Rao :
The´ore`me 3.9. (The´ore`me de Rao pour les triades) On suppose A local a` corps
re´siduel infini. Soient C et C′ deux familles plates de courbes parame´tre´es par A et soient
L. et L
′
. des triades de Rao de C. Alors, C et C
′ sont dans la meˆme classe de biliaison si et
seulement si les triades L. et L
′
. sont pseudo-isomorphes, a` de´calage pre`s (i.e. s’il existe
un entier h tel que l’on ait T (C) = T (C′)(h)).
De´monstration. Cela re´sulte du the´ore`me de Rao rappele´ ci-dessus, de 3.6 et de 2.14.
d) Le the´ore`me de Rao pour les triades : image de ΨA.
Graˆce aux re´sultats de [HMDP2] exprime´s en termes de triades on peut montrer la
ge´ne´ralisation de l’assertion de surjectivite´ (toujours a` de´calage pre`s) du the´ore`me de Rao
(i.e. de l’application ΨA) :
The´ore`me 3.10. On suppose A local a` corps re´siduel infini. Soit L. une triade. Il
existe une famille de courbes C telle que la triade associe´e a` C soit pseudo-isomorphe a` L.,
a` de´calage pre`s.
De´monstration. On peut supposer que L. est une triade majeure. On prend le faisceau
triadique associe´ N (cf. 2.5). En vertu de [HMDP2] 2.7 il existe une courbe C avec une
re´solution de type N de la forme 0→ P → N → JC → 0 et cette courbe convient.
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Plus pre´cise´ment, le the´ore`me suivant donne exactement l’image de ΨA i.e. les
de´calages possibles :
The´ore`me 3.11. On suppose A local a` corps re´siduel infini. Soit L. une triade, T
sa classe de pseudo-isomorphisme, N un faisceau triadique associe´ et soit N0 le faisceau
extraverti minimal (unique) de la classe de pseudo-isomorphisme de N (cf. [HMDP1] 2.14).
Soit q = qN0 la fonction q de N0 (cf. [HMDP2] 2.4) et soit h0 =
∑
n∈Z nq(n) + degN0.
1) Il existe une famille de courbes C0 et une re´solution 0→ P0 → N0 → JC0(h0)→ 0 avec
P0 dissocie´. La classe de triade associe´e a` C0 est e´gale a` T (−h0).
2) Si C1 est une famille de courbes telle que T (C1) = T (−h), on a h ≥ h0. Si d et g (resp.
d0 et g0) sont respectivement le degre´ et le genre de C1 (resp. C0) on a d ≥ d0 et g ≥ g0.
3) Re´ciproquement, pour tout h ≥ h0 il existe une famille de courbes C1 avec T (C1) =
T (−h).
4) Si de plus on a h = h0, C1 et C0 sont jointes par une de´formation a` cohomologie uniforme
(cf. [HMDP2] 2.8) et triade constante.
On dit que C0 est une famille minimale de courbes.
Les autres familles de courbes de la classe de biliaison s’obtiennent a` partir de C0 par
des biliaisons e´le´mentaires suivies d’une de´formation a` cohomologie uniforme et triade
constante.
De´monstration. Cela re´sulte de [HMDP2] 2.9 et 2.10 (Th. de Lazarsfeld-Rao). Dans le
point 4), comme les familles C0 et C1 ont des re´solutions de type N avec les meˆmes faisceaux
P et N les triades associe´es sont les meˆmes a` psi pre`s.
Remarques 3.12.
1) Ce the´ore`me de´crit exactement les familles de courbes minimales associe´es aux triades.
Il ge´ne´ralise donc les re´sultats de [MDP1,3] qui traitaient ce proble`me pour les courbes
sur un corps, a` partir des modules de Rao. On notera que si deux triades sont pseudo-
isomorphes elles correspondent a` la meˆme classe de biliaison de familles de courbes et, en
particulier, ont meˆme famille minimale, a` de´formation pre`s.
2) Lorsque A est un anneau de valuation discre`te le faisceau N0 extraverti minimal est
triadique et on peut le calculer explicitement a` partir d’une triade donne´e (cf. 1.32 et
les exemples du §5). Il est caracte´rise´ par le fait que H2∗N est de torsion. Dans le cas
d’un anneau local quelconque la de´termination du faisceau extraverti minimal est plus
proble´matique.
e) Le cas de la liaison impaire.
On a, graˆce a` la dualite´, une caracte´risation de la liaison impaire :
The´ore`me 3.13. On suppose A local a` corps re´siduel infini. Soient C et C′ deux
familles plates de courbes parame´tre´es par A, et soient L. et L
′
. des triades de Rao de C et
C′. Alors, C et C′ sont lie´es par un nombre impair de liaisons e´le´mentaires si et seulement
si les triades L. et L
′
. sont duales a` psi pre`s et a` de´calage pre`s, i.e. s’il existe un entier h
tel que L.(h) soit pseudo-isomorphe a` une triade duale de L
′
..
De´monstration. Supposons C et C′ jointes par un nombre impair de liaisons et montrons
que les triades associe´es sont duales, a` de´calage pre`s. En vertu de 3.9 il suffit de traiter le
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cas d’une liaison par des surfaces de degre´s s et t. On conside`re des re´solutions de type N
et E de C et de type N de C′, avec les faisceaux respectifs N , E ,N ′. On sait, cf. [HMDP1]
2.24 qu’on peut prendre E = N ′∨(−s − t). On note L. et L
′
. les triades associe´es a` N et
N ′ et M . la cotriade associe´e a` E . En vertu de 0.2 on a M . = (L
′
.(s+ t− 4))
∗ au sens des
complexes. Le the´ore`me de comparaison 3.8 ci-dessus fournit un psi fort ϕ : L. → M . et
on conclut par 1.27.4.
Re´ciproquement, si les triades sont duales, on lie C a` une famille C1. Le sens direct
montre que les triades associe´es a` C1 et C′ sont pseudo-isomorphes et on conclut avec 3.9
applique´ a` C1 et C
′.
Remarque 3.14. Si le corps re´siduel k de A est fini les assertions d’existence 3.9, 3.10,
3.11 et 3.13 restent vraises a` condition de remplacer e´ventuellement A par un anneau local
B fini et e´tale sur A.
4. Courbes, faisceaux et triades : dictionnaire.
a) Proprie´te´s des triades et des foncteurs triadiques.
Les propositions suivantes caracte´risent deux types importants de triades :
Proposition 4.1. Soit L. = (L1
d1−→L0
d0−→L−1) une triade, H son cœur, C son conoyau
et V le foncteur associe´. Les proprie´te´s suivantes sont e´quivalentes :
1) V est exact a` droite,
2) on a un isomorphisme de foncteurs V ≃ H ⊗A .,
3) C est plat sur A,
4) L. est pseudo-isomorphe a` une triade de la forme L1
d1−→L0
d0−→0.
5) L. est pseudo-isomorphe a` une triade majeure (resp. mineure) de la forme L1
d1−→L0
d0−→0.
On dit alors que la triade est exacte a` droite ou modulaire.
De´monstration. 1) ⇒ 2). Soit Q un A-module quelconque, on le re´sout par des A-
modules libres : F1 → F0 → Q→ 0 et, comme V est exact a` droite, on en de´duit la suite
exacte V (F1)→ V (F0)→ V (Q)→ 0. Mais, comme V est additif on a V (Fi) = V (A)⊗AFi
d’ou` la conclusion puisque l’on a H = V (A).
2)⇐⇒ 3). La platitude de C est e´quivalente a` la nullite´ de Tor 1A(C,Q) pout tout Q
et la conclusion re´sulte du lemme 1.5.
3) ⇒ 4). En vertu de 1.30 et 1.16 on se rame`ne au cas ou` C est nul. Il suffit alors
de remplacer L. par L1
d1−→Ker d0 (on notera que, comme d0 : L0 → L−1 est surjective et
L−1 plat sur A, il en est de meˆme de Ker d0).
4)⇒ 5). Cela vient de 1.14 et 1.24.
5)⇒ 2) est clair et 2)⇒ 1) re´sulte de l’exactitude a` droite du produit tensoriel.
Proposition 4.2. Soit L. = (L1
d1−→L0
d0−→L−1) une triade, H son cœur et V le foncteur
associe´. Les proprie´te´s suivantes sont e´quivalentes :
1) V est exact a` gauche,
2) il existe un RA-module gradue´ D, de type fini sur A, tel que l’on ait un isomorphisme
de foncteurs V ≃ HomgrA(D, .),
3) E = Coker d1 est plat sur A,
3’) il existe une triade L
′
. = (L
′
1
d′
1−→L′0
d′
0−→L′−1) pseudo-isomorphe a` L. telle que E
′ =
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Coker d′1 soit plat sur A,
4) Ker d1 commute au changement de base, i.e., pour tout A-module de type fini Q, la
fle`che naturelle
(Ker d1)⊗A Q→ Ker (d1 ⊗A Q) est un isomorphisme,
5) L. est pseudo-isomorphe a` une triade de la forme 0
d1−→L0
d0−→L−1,
6)L. est pseudo-isomorphe a` une triade mineure P . de la forme 0
d1−→P0
d0−→P−1.
On dit alors que la triade est exacte a` gauche ou repre´sentable.
Si, de plus, A est un anneau principal on peut remplacer dans 3) la platitude de Coker d1
par celle de H = h0(L.).
De´monstration. 1) ⇒ 2). On conside`re une re´solution injective de Q : 0 → Q → I0 →
I1. Comme le foncteur V est exact a` gauche on obtient la suite exacte 0 → V (Q) →
V (I0)→ V (I1). Posons D = h0(L
∗
. ) et C
′ = h−1(L
∗
. ). On montre alors, comme pour 1.5,
mais en renversant le sens des fle`ches, qu’on a, pour tout A-module M , la suite exacte (cf.
aussi [H] 4.5)
0→ Ext 1A(C
′,M)→ V (M)→ HomgrA(D,M)→ Ext
2
A(C
′,M).
En appliquant cette suite a` M = Ik on voit que l’on a V (Ik) = HomgrA(D, Ik) (car Ik est
injectif de sorte que les Ext i sont nuls) et on en de´duit V (Q) = HomgrA(D,Q).
2)⇒ 1) est clair.
Soit L. un complexe de T . On a vu, cf. 1.4, que, si d : E → L−1 est la fle`che induite
par d0, on a V (Q) = Ker d⊗Q. Si on a une injection Q′ → Q de A-modules l’injectivite´
de V (Q′)→ V (Q) est alors e´quivalente a` celle de E ⊗A Q′ → E ⊗A Q, donc a` la platitude
de E. Ceci montre 1)⇒ 3) et 3′ ⇒ 1). Bien entendu 3)⇒ 3′) est clair.
Montrons l’e´quivalence de 3) et 4). Si on pose B = Im d1, la platitude de E implique
celle de B, donc e´quivaut aux relations Tor1A (E,Q) = Tor
1
A (B,Q) = 0 pour tout A-module
Q et l’application de .⊗A Q a` la suite exacte 0→ Ker d1 → L1 → B → 0 montre que ces
conditions e´quivalent aussi a` la commutation du noyau au produit tensoriel.
3) ⇒ 5) est clair (il suffit de prendre le complexe 0 → E
d
−→L−1 qui est ade´quat
puisque E est plat).
5)⇒ 6) se de´montre en tronquant les complexes comme en 1.24 et 6)⇒ 3′) est clair.
Pour l’assertion supple´mentaire, notons qu’on a la suite exacte 0 → H → E →
Im d0 → 0. Si l’anneau est principal, le module Im d0 qui est inclus dans L−1 est sans
torsion, donc plat, de sorte que la platitude de E et celle de H sont e´quivalentes.
De´finition 4.3. Une triade est dite exacte si elle est a` la fois exacte a` gauche et a`
droite. Une telle triade est modulaire et de´finie par un RA-module H plat sur A.
Remarques 4.4.
1) Comme les proprie´te´s 4.1 et 4.2 s’expriment en termes de foncteurs V , il est clair que si
une triade est pseudo-isomorphe a` une triade modulaire (resp. repre´sentable, resp. exacte)
elle est modulaire (resp. repre´sentable, resp. exacte). Si T est une classe de triades pour
la relation de pseudo-isomorphisme on dira que T est modulaire (resp. repre´sentable, resp.
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exacte) si l’une quelconque des triades de T l’est.
2) Si L. et M . sont deux triades duales, L. est modulaire si et seulement si M . est
repre´sentable (utiliser les caracte´risations 4) et 6) de 4.1 et 4.2).
La proposition suivante montre que, dans le cas des triades modulaires ou repre´senta-
bles, le foncteur de´termine la triade, si bien que la difficulte´ e´voque´e en 1.35.c ne se produit
pas.
Proposition 4.5. Soient L. et L
′
. deux triades modulaires (resp. repre´sentables) et
V et V ′ les foncteurs associe´s. On suppose V et V ′ isomorphes. Alors L. et L
′
. sont
pseudo-isomorphes.
De´monstration. Dans le cas modulaire, posons H = V (A) et H ′ = V ′(A). Ces modules
sont isomorphes et V et V ′ sont tous deux isomorphes au foncteur H ⊗A .. On peut
supposer que L. = (L1
d1−→L0 → 0) et L
′
. = (L
′
1
d′
1−→L′0 → 0) sont deux triades majeures.
Les fle`ches d1 et d
′
1 donnent des pre´sentations libres de H. On a alors une fle`che L. → L
′
.
qui est un pseudo-isomorphisme, d’ou` le re´sultat.
Le cas repre´sentable re´sulte du cas modulaire par dualite´ (cf. 4.4.2 et 1.27).
b) Le dictionnaire courbes-faisceaux-triades.
L’e´nonce´ suivant e´tablit le lien entre les proprie´te´s des familles de courbes (a` spe´cialite´
constante, etc.), pour lesquelles on renvoie a` [MDP1] VI, les proprie´te´s des triades associe´es
(exactitude a` droite, etc.), et celles des faisceaux E et N des re´solutions de type E et N.
Proposition 4.6. Soit C une famille de courbes, L. une triade associe´. Soient 0 →
E → F → JC → 0 une re´solution de type E et 0 → P → N → JC → 0 une re´solution de
type N triadique de JC. Les proprie´te´s suivantes sont e´quivalentes :
1) C est a` spe´cialite´ constante,
1’) H2∗JC est plat sur A,
1”) H1∗JC commute au changement de base,
2) L. est une triade exacte a` droite,
3) H2∗N est plat sur A,
3’) H1∗N commute au changement de base,
4) H2∗E commute au changement de base,
4’) H3∗E est plat sur A.
De plus, si A est un anneau de valuation discre`te et si le faisceau N est extraverti, la
condition 3) est e´quivalente a` H2∗N = 0.
De´monstration. L’e´quivalence de 1) et 1’) est claire par de´finition de la spe´cialite´ con-
stante.
Pour toute famille de courbes C, comme H3∗JC est plat (c’est H
3
∗OP) et commute au
changement de base, H2∗JC commute au changement de base de sorte qu’on a l’e´quivalence
de 1’) et 1”). Comme le foncteur V de la triade associe´e a` C n’est autre que H1∗ (JC ⊗A .)
(cf. 3.6), l’e´quivalence de 1”) et 2) est claire.
On a un isomorphisme de foncteurs H1∗ (N ⊗A .) ≃ H
1
∗(JC ⊗A .) d’ou` l’e´quivalence
de 3’) et 1”). Comme N est triadique, H2∗N commute au changement de base, et cette
proprie´te´ est encore e´quivalente a` 3).
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Enfin l’e´quivalence de 1”) et 4) est claire et 4’) en re´sulte aussitoˆt (car un H3 commute
toujours au changement de base).
Dans le cas extraverti, comme H2∗N est de torsion, il est plat si et seulement si il est
nul.
Proposition 4.7. Soit C une famille de courbes, L. une triade associe´e. Soient
0 → E → F → JC → 0 une re´solution de type E cotriadique et 0 → P → N → JC → 0
une re´solution de type N de JC. Les proprie´te´s suivantes sont e´quivalentes :
1) C est a` postulation constante
1’) H0∗JC commute au changement de base,
1”) le foncteur H1∗ (JC ⊗A .) est exact a` gauche,
2) L. est une triade exacte a` gauche,
3) H0∗N commute au changement de base,
4) H1∗E commute au changement de base.
De´monstration. L’e´quivalence de 1) et 1’) re´sulte de la de´finition de la postulation cons-
tante. On voit aussitoˆt en tensorisant une suite exacte 0→ Q′ → Q→ Q′′ → 0, que cette
condition e´quivaut a` 1”) et donc a` 2) par de´finition de la triade associe´e (cf. 3.6).
Pour 3) on a la suite exacte de foncteurs :
0→ H0∗ (P ⊗A .)→ H
0
∗ (N ⊗A .)→ H
0
∗ (JC ⊗A .)→ 0
et, comme H0∗(P ⊗A .) est exact, on voit facilement que 1’) et 3) sont e´quivalentes.
Pour 4) on a la suite exacte de foncteurs :
0→ H0∗(E ⊗A .)→ H
0
∗(F ⊗A .)→ H
0
∗(JC ⊗A .)
ϕ
−→H1∗ (E ⊗A .)→ 0
avec H0∗(E ⊗A .) exact (car F est dissocie´) et, comme E est dual d’un triadique, H
0
∗ (E ⊗A
.) exact a` droite et H1∗ (E ⊗A .) exact a` gauche. On coupe la suite exacte en deux en
introduisant F = Kerϕ. La premie`re suite exacte montre que F est exact a` droite et on
conclut a` l’e´quivalence de 1’) et de 4) graˆce a` la deuxie`me suite exacte.
Corollaire 4.8. Soit C une famille de courbes, L. une triade associe´e. Soient 0 →
E → F → JC → 0 une re´solution de type E cotriadique et 0 → P → N → JC → 0 une
re´solution de type N de JC. Les proprie´te´s suivantes sont e´quivalentes :
1) C est a` cohomologie constante
2) L. est une triade exacte,
3) H0∗N est plat et commute au changement de base,
4) H2∗E est plat et commute au changement de base.
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5. Construction de triades, application a` la construction de familles de courbes.
Ce paragraphe, qui est essentiellement constitue´ d’exemples, a pour objectif essentiel
de montrer comment on peut, en utilisant les triades, construire des familles de courbes
gauches, parame´tre´es par un anneau de valuation discre`te.(5)
Un bon fil conducteur pour le parcourir est l’exemple des courbes de degre´ 4 et genre
0 e´voque´ dans l’introduction. Dans ce cas, on sait, cf. [MDP4] ou [El], que le sche´ma
de Hilbert H4,0 est re´union de deux sous-sche´mas a` cohomologie constante H1 = Hγ1,ρ1
et H2 = Hγ2,ρ2 . Ces sous-sche´mas sont tous deux de dimension 16 et leurs adhe´rences
sont les composantes irre´ductibles de H4,0. La courbe ge´ne´rale C1 de H1 est une courbe
de bidegre´ (3, 1) sur une quadrique, de module de Rao k(−1). La courbe ge´ne´rale C2 de
H2 est la re´union disjointe d’une cubique plane et d’une droite, avec un module de Rao
du type de R/(X, Y, Z, T 3), de dimensions 1, 1, 1, en degre´s 0, 1, 2. Par semi-continuite´, il
est clair que H1 est ouvert et H2 ferme´ et la question est de savoir si H2 est faiblement
adhe´rent a` H1, i.e. si on a H1 ∩ H2 6= ∅, ou encore, s’il existe une famille de courbes C,
parame´tre´e par un anneau de valuation discre`te A dont le point ge´ne´rique est dans H1 et
le point spe´cial dans H2. Nous allons voir que c’est bien le cas (cf. 5.21).
On sait, en vertu de 3.6, qu’a` toute famille de courbes C est associe´e une triade, dont
le foncteur associe´ mesure la variation du module de Rao dans C et le the´ore`me de semi-
continuite´ affirme que les dimensions du module de Rao au point ge´ne´rique sont infe´rieures
a` celles du module de Rao au point spe´cial. La proposition 5.8 ci-dessous pre´cise la relation
entre ces modules en montrant que, pour toute triade sur un anneau de valuation discre`te,
la valeur du foncteur V associe´ au point ge´ne´rique est, a` de´formation pre`s, un sous-quotient
de la valeur de V au point ferme´.
Cette constatation e´tant faite, notre objectif est de parcourir le chemin en sens inverse.
Il s’agit d’abord, partant d’un sous-quotient, de construire une triade correspondant a`
ce sous-quotient. En ge´ne´ral la construction se fait en deux e´tapes : on de´termine le cœur
H et le conoyau C de la triade souhaite´e, puis on construit une extension u de longueur
2 de C par H. On reconstitue alors aise´ment la triade a` partir de ces e´le´ments, cf. §a).
Dans chaque e´tape il n’y a pas unicite´ des constructions et des choix vont devoir eˆtre faits,
avec des incidences sur les courbes obtenues.
Ensuite, avec l’algorithme de´veloppe´ dans [HMDP2], on construit les familles de
courbes associe´es a` cette triade, en commenc¸ant par les minimales et en effectuant des
biliaisons si ne´cessaire.
Nous donnons plusieurs exemples construits selon cette proce´dure et une premie`re
analyse, sommaire, montrant comment les diverses e´tapes doivent eˆtre re´alise´es pour
obtenir une famille de courbes de degre´ et genre donne´s et dont la variation de la co-
homologie est prescrite.
Notation. Dans ce qui suit on utilisera souvent la notation chiffre´e suivante : le module
(5) Une autre question fondamentale, que nous aborderons dans une e´tude ulte´rieure, est
de montrer, au contraire, l’inexistence de certaines familles de courbes.
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⊕r
i=1RA(−ni)
αi sera note´ nα11 , · · · , n
αr
r . Pour e´viter le risque de confusion avec le module
nul on notera 0 le module RA.
a) Construction d’une triade a` partir de son cœur, de son conoyau et d’une extension de
longueur 2 de ces modules.
Dans ce paragraphe A de´signe un anneau noethe´rien.
Si L. = L1
d1−→L0
d0−→L−1 est une triade, on lui associe son cœur H, son conoyau C et
l’extension de RA-modules
0→ H → E
d
−→L−1 → C → 0,
dont la classe est un e´le´ment u de Ext 2RA(C,H), cf. 1.1. Nous montrons ci-dessous
comment on peut, inversement, construire explicitement, a` partir de C,H, u, une triade
qui redonne ces e´le´ments. Dans le cas ou` A est un anneau de valuation discre`te et L. une
triade majeure e´le´mentaire la construction ci-dessous redonne la triade initiale a` psi pre`s.
On conside`re une re´solution libre gradue´e de C :
(1) · · · → P3
δ2−→P2
δ1−→P1
δ0−→P0 → C → 0
et une re´solution libre gradue´e de H :
(2) · · · → Q1
γ
−→Q0
p
−→H → 0.
On de´signe par P . et Q. les complexes obtenus a` partir de ces suites exactes en oubliant
les termes C et H. Un e´le´ment u de Ext 2RA(C,H) correspond a` un morphisme û : P2 → H
ve´rifiant ûδ2 = 0 (modulo ceux qui proviennent de P1). L’homomorphisme û induit un
morphisme de complexes u. : P .[2] → Q., avec des fle`ches u0 : P2 → Q0, u1 : P3 → Q1
etc. Soit K . le coˆne du morphisme u. et L. le complexe obtenu en tronquant K . en degre´s
−1, 0, 1. On a donc L−1 = P0, L0 = P1 ⊕ Q0, L1 = P2 ⊕ Q1 et les fle`ches d0 = (δ0 0) et
d1 =
(
δ1 0
u0 γ
)
, avec le re´sultat suivant :
Proposition 5.1.
1) Le complexe L. construit ci-dessus est une triade majeure qui a pour conoyau C, pour
cœur H et dont l’e´le´ment de Ext 2RA(C,H) associe´ est u. Cette triade est bien de´finie a` un
psi fort pre`s. On la note L.(C,H, u).
2) On suppose que est A un anneau de valuation discre`te. Soit L. une triade majeure
e´le´mentaire et soient C, H et u le conoyau, le cœur et l’extension associe´s a` L.. Alors, L.
et L.(C,H, u) sont pseudo-isomorphes.
De´monstration. 1) Par de´finition du coˆne on a la suite exacte de complexes : 0→ Q. →
K . → P . → 0 et la suite exacte d’homologie associe´e donne les isomorphismes cherche´s.
Des choix diffe´rents des re´solutions de C et H ainsi que des rele`vements ui de´finissent le
meˆme complexe K . a` qis pre`s, de sorte que L., qui est obtenu par troncature, est bien
de´fini a` un psi fort pre`s.
Le point 2) re´sulte de 1.34.2.
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Remarques 5.2.
1) On peut de´crire explicitement l’extension de C par H associe´e a` u. On conside`re le
module E, somme amalgame´e de H et P1 au-dessus de P2, c’est-a`-dire le module donne´
par la suite exacte :
(3) P2
(û,δ1)
−→H ⊕ P1 → E → 0.
L’extension de longueur 2 de´finie par u est alors :
0→ H → E → P0 → C → 0
et on obtient une triade pseudo-isomorphe a` L.(C,H, u) en juxtaposant L−1 = P0 et une
re´solution L1 → L0 → E → 0.
2) Au sens de la remarque pre´ce´dente, la construction de la triade au moyen du coˆne de
u. effectue´e ci-dessus consiste, pour re´soudre E, a` re´soudre H ⊕ P1 par Q0 ⊕ P1. Dans
certains cas cette construction n’est pas la plus e´conomique (en ce sens qu’elle donne des
modules Li de rangs inutilement grands). On a en particulier le re´sultat suivant :
Proposition 5.3. Avec les notations pre´ce´dentes, on suppose que u admet un
rele`vement û surjectif et on appelle u l’homomorphisme de Ker δ0 dans H induit par
û. On a alors une suite exacte 0 → Keru → P1 → E → 0. On obtient une re´solution
L1 → L0 → E → 0 en prenant L0 = P1 et pour L1 le premier module d’une re´solution de
Keru. La triade L1 → L0 → P0 obtenue est pseudo-isomorphe a` L.(C,H, u).
De´monstration. Cela re´sulte de la surjectivite´ de u et de la suite exacte (3) ci-dessus.
b) Le cas d’un anneau de valuation discre`te.
Dans ce paragraphe A de´signe un anneau de valuation discre`te d’uniformisante a et
de corps re´siduel k et on commence par montrer un re´sultat qui compare les groupes
d’extensions sur R et sur RA.
Proposition 5.4.
1) Soient M ′ et M ′′ deux RA-modules gradue´s annule´s par a (de sorte que ce sont aussi
des R-modules). On a une suite exacte :
· · · → Ext 1R(M
′′,M ′)
j1−→Ext 1RA(M
′′,M ′)
ψ1−→HomR(M
′′,M ′)
→ Ext 2R(M
′′,M ′)
j2−→Ext 2RA(M
′′,M ′)
ψ2−→Ext 1R(M
′′,M ′)→ · · ·
2) Si, de plus, A est une k-alge`bre, les fle`ches jk, pour k ≥ 1, admettent des re´tractions et
on a pour tout k ≥ 1 une suite exacte scinde´e :
0→ Ext kR(M
′′,M ′)
jk−→Ext kRA(M
′′,M ′)
ψk−→Ext k−1R (M
′′,M ′)→ 0.
De´monstration. 1) On conside`re une re´solution libre gradue´e de M ′′ sur RA :
· · · → L2
δ1−→L1
δ0−→L0
p
−→M ′′ → 0
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et on pose K = Im δ0. En tensorisant par k on obtient un complexe
· · · → L2
δ1−→L1
δ0−→L0
dont les seuls groupes d’homologie non nuls sont M ′′ ⊗A k en degre´ 0 et Tor
A
1 (M
′′, k) en
degre´ 1, qui sont tous deux isomorphes a` M ′′ puisque M ′′ est annule´ par a. Si on pose
K = K ⊗A k on a donc une suite exacte :
(4) 0→M ′′ → K → L0
p
−→M ′′ → 0.
On pose Z = Ker p et on note alors les faits suivants :
1) Pour i ≥ 1 on a un isomorphisme
Ext iRA(K,M
′) ≃ Ext i+1RA (M
′′,M ′).
2) Comme · · ·L2
δ1−→L1 → K → 0 est une re´solution de K et comme on a, pour i ≥ 1, un
isomorphisme
HomRA(Li,M
′) ≃ HomR(Li,M
′)
(car M ′ est annule´ par a), on en de´duit, pour i ≥ 0 des isomorphismes :
Ext iRA(K,M
′) ≃ Ext iR(K,M
′).
3) La partie droite de la suite exacte (4) donne pour i ≥ 1 les isomorphismes :
Ext i+1R (M
′′,M ′) ≃ Ext iR(Z,M
′).
La conclusion du point 1) s’obtient alors en e´crivant la suite d’homologie associe´e a` la
partie gauche de (4) (avec une variante pour k = 1 que nous laissons au lecteur).
2) La fle`che jk s’interpre`te en termes d’extensions : elle consiste simplement a` con-
side´rer un R-module M extension de M ′′ par M ′ comme un RA-module annule´ par a. Si
A est une k-alge`bre cette fle`che admet une re´traction e´vidente qui consiste a` conside´rer un
RA-module comme un R-module par restriction des scalaires, ce qui donne le point 2).
On reprend maintenant les notations du §a) dans le cas d’un anneau de valuation
discre`te.
Soit u ∈ Ext 2RA(C,H). La fonctorialite´ du foncteur Ext
2 applique´e aux morphismes
canoniques H → H ⊗A k et Tor
A
1 (C, k)→ C donne un homomorphisme
ϕ : Ext 2RA(C,H)→ Ext
2
RA
(TorA1 (C, k), H ⊗A k).
Comme les deux modules H⊗Ak et Tor
A
1 (C, k) sont annule´s par a on a aussi le morphisme
ψ2 : Ext
2
RA
(TorA1 (C, k), H ⊗A k)→ Ext
1
R(Tor
A
1 (C, k), H ⊗A k)
de´fini en 5.4 ci-dessus. Si on pose θ = ψ2 ϕ on ve´rifie aise´ment le re´sultat suivant :
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Proposition 5.5. Soient C,H des RA-modules, u ∈ Ext
2
RA(C,H) et L. = L.(C,H, u)
la triade de´finie en 5.1. On note V le foncteur associe´ a` L.. Alors, la classe de V (k) comme
extension de TorA1 (C, k) par H ⊗A k (cf. 1.5) est e´gale a` θ(u).
c) Sous-quotient associe´ a` une triade.
De´finition 5.6. Soit k un corps et soient M et M0 deux R-modules gradue´s. On dit
que M est un sous-quotient de M0 si M est un quotient d’un sous-module gradue´ de
M0 (ou, ce qui revient au meˆme, un sous-module d’un quotient de M0). On note alors
M ⊳M0.
Se donner M comme sous-quotient de M0 revient a` se donner un drapeau de sous-
modules : M1 ⊂ J ⊂ M0 avec M = J/M1 ou encore un diagramme commutatif de suites
exactes du type suivant :
(M ⊳M0)
0 0
↓ ↓
M1 = M1yl ↓
0 → J
i
−→ M0
p
−→ M−1 → 0yπ ↓ ‖
0 → M → M0/M1 → M−1 → 0
↓ ↓
0 0
Il revient encore au meˆme de se donner la suite exacte verticale 0 → M1 → J → M → 0
et le module M0 comme extension de J par M−1.
De´finition 5.7. Soit A un anneau de valuation discre`te de corps re´siduel k. On appelle
de´formation de sous-quotient la donne´e d’un R-module M0, d’un sous-quotient M de
M0 et d’un RA-module MA qui est une de´formation plate de M (i.e. un RA-module, plat
sur A tel que l’on ait MA ⊗A k =M). Une telle donne´e sera note´e MA ∼M ⊳M0.
Proposition 5.8. Soient A un anneau de valuation discre`te, K son corps des fractions
et k son corps re´siduel. Soit L. une triade sur A (resp. une triade modulaire, resp. une
triade repre´sentable), V le foncteur associe´, M0 = V (k). Soient H le cœur de L. et C
son conoyau. On note Hτ le sous-module de A-torsion de H. Alors, le RA-module gradue´
MA = H/Hτ est plat sur A et on a MA ⊗A K = V (K) et MA ⊗A k = M , ou` M est le
sous-quotient (resp. le quotient, resp. le sous-module) de M0 de´fini par le drapeau
M1 = Hτ ⊗A k ⊂ J = H ⊗A k ⊂M0
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avec comme quotient M−1 =M0/J = Tor
A
1 (C, k).
On note D(L.) la de´formation de sous-quotient ainsi obtenue et on dit que la triade joint
les modules M0 et M sur A.
De´monstration. Comme A est un anneau de valuation discre`te, MA est un RA-module
gradue´, plat sur A. Comme K est plat sur A on a bien MA⊗AK = H ⊗AK = V (K). On
a la suite exacte (cf. 1.5)
0→ H ⊗A k → V (k)→ Tor
1
A(C, k)→ 0
qui s’e´crit encore 0→ J →M0 →M−1 → 0.
Par ailleurs, la suite exacte 0 → Hτ → H → H/Hτ → 0 dont le quotient est plat
donne, en tensorisant par k, la suite 0→M1 → J →M → 0, d’ou` un diagramme du type
(M ⊳M0) qui donne les proprie´te´s annonce´es.
L’assertion sur les cas modulaire et repre´sentable re´sulte des e´quivalences L. modulaire
⇐⇒ C plat et L. repre´sentable ⇐⇒ H plat (cf. 4.1 et 4.2).
On obtient aussitoˆt, avec 5.8 le corollaire suivant, annonce´ dans l’introduction :
Corollaire 5.9. Soient A un anneau de valuation discre`te, K son corps des fractions
et k son corps re´siduel. Soit C une famille de courbes parame´tre´e par A. Alors, le module
de Rao H1∗JC⊗AK au point ge´ne´rique est le point ge´ne´rique d’une de´formation plate sur
A d’un sous-quotient du module de Rao H1∗JC⊗Ak au point ferme´.
d) Construction de triades a` partir de de´formations de sous-quotients : analyse des con-
ditions ne´cessaires.
A` partir de ce paragraphe l’anneau A est un anneau de valuation discre`te d’uniformi-
sante a et de corps re´siduel k.
On conside´re une de´formation de sous-quotientMA ∼M⊳M0, le sous-quotientM⊳M0
e´tant donne´ par un diagramme (M ⊳M0) comme ci-dessus et on cherche a` construire une
triade L. e´le´mentaire (i.e., dont le conoyau est de torsion) qui redonne cette de´formation
par 5.8. Si H et C de´signent le cœur et le conoyau de L. on a, par 5.8, des conditions
ne´cessaires sur C et H :
Conditions ne´cessaires 5.10. Avec les notations ci-dessus, on a les conditions :
MA ≃ H/Hτ , J = H ⊗A k, M−1 = Tor
A
1 (C, k).
On en de´duit M = H/Hτ ⊗A k et M1 = Hτ ⊗A k. Si C et H ve´rifient ces conditions on
dira qu’ils sont compatibles avec la de´formation de sous-quotient MA ∼M ⊳M0.
Remarques 5.11.
1) Il est essentiel de noter qu’en ge´ne´ral, les conditions 5.10 ne de´terminent pas entie`rement
C et H.
2) La condition sur C donne une indication sur la structure de A-module de C. Comme
C est de torsion on a, pour chaque degre´ n, Cn =
⊕rn
i=1A/(a
ni) avec ni > 0 et on a alors
TorA1 (Cn, k) ≃ Cn ⊗A k = k
rn =M−1,n qui donne rn (mais pas les ni). La de´termination
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des structures de RA-modules sur C compatibles avec la donne´e de la structure de R-
module de M−1 = Tor
A
1 (C, k) n’est pas e´vidente en ge´ne´ral.
3) Du coˆte´ de H, on a de´ja` H/Hτ = MA et, comme A-module, on a H = Hτ ⊕ H/Hτ .
Si on pose, pour un degre´ n, Hτ,n =
⊕rn
i=1A/(a
ni), la formule Hτ ⊗A k = M1 permet
de de´terminer rn. Du point de vue de la structure de RA-module on a la suite exacte
0→ Hτ → H → H/Hτ → 0 qui se re´duit modulo a en 0→M1 → J →M → 0, mais cela
ne de´termine pas comple`tement cette structure. Toutefois, lorsque Hτ est annule´ par a on
peut calculer H a` l’aide du lemme e´le´mentaire suivant :
Lemme 5.12. Soit H un RA-module gradue´. On a une suite exacte :
0→ aHτ → H → (H/Hτ )×(H/Hτ )⊗Ak (H ⊗A k)→ 0.
Examinons l’exemple (4, 0) e´voque´ dans l’introduction de ce chapitre. On con-
side`re M = k(−1) comme sous-quotient de M0 = R/(X, Y, Z, T 3) comme suit : M0
est engendre´ comme espace vectoriel par 1, t, t2, avec t3 = 0 et on prend J =< t >≃
R(−1)/(X, Y, Z, T 2), M−1 = k et M1 =< t2 >≃ k(−2). Dans ce cas, il n’y a pas le choix
pour la de´formation MA : on a MA = A(−1) avec une structure de RA-module triviale.
On peut alors de´terminer tous les modules C et H compatibles avec ces donne´es :
Proposition 5.13. Avec les notations ci-dessus, C et H sont compatibles avec la
de´formation de sous-quotient MA ∼M ⊳M0 si et seulement si on a C = A/(an) avec n > 0
et une structure de RA-module triviale et H ≃ RA(−1)/(X, Y, Z, amT, T 2) avec m > 0.
De´monstration. L’assertion sur C re´sulte de la formule TorA1 (C, k) = k. Pour H on a,
comme A-module, H = H1 ⊕H2 avec H1 ≃ H/Hτ ≃ A(−1) et H2 = Hτ ≃ (A/(am))(−2)
avec m > 0. Il reste a` pre´ciser la structure de RA-module de H. Soient e et f les
ge´ne´rateurs de H1 et H2. Vu la re´duction des multiplications dans J = H ⊗A k, et quitte
a` faire un changement de variables dans RA, on peut supposer Xe = Y e = Ze = 0 et
Te = f . On en de´duit le re´sultat.
Retournons au cas ge´ne´ral et supposons qu’on ait des modules C etH compatibles avec
la de´formation MA ∼M ⊳M0. Pour avoir une triade qui donne cette de´formation il reste,
comme on l’a vu au paragraphe a), a` trouver un e´le´ment convenable u de Ext 2RA(C,H).
Comme la donne´e de H et de C redonne de´ja` M−1, MA, ainsi que la suite exacte 0 →
M1 → J → M → 0, il reste a` choisir u pour que l’extension de M−1 par J associe´e a` la
triade soit bien M0. Avec 5.5 et 5.10 on obtient :
Proposition 5.14. Soient C et H des modules compatibles avec la de´formation de sous-
quotient MA ∼M ⊳M0, soit u ∈ Ext
2
RA
(C,H) et soit L. = L.(C,H, u) la triade associe´e.
Alors, la de´formation de sous-quotient D(L.) est e´gale a` MA ∼ M ⊳ M0 si et seulement
si l’e´le´ment θ(u) ∈ Ext 1R(Tor
A
1 (C, k), H ⊗A k) (cf. 5.5) est la classe de l’extension M0 de
M−1 par J .
Dans le cas de l’exemple (4, 0) nous verrons aux paragraphes e) et h) plusieurs cons-
tructions de triades associe´es au sous-quotient donne´ en 5.13.
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e) Construction de triades a` partir de sous-quotients : la construction triviale.
Soit A un anneau de valuation discre`te d’uniformisante a, de corps des fractions K et
de corps re´siduel k. On suppose de plus que A est une k-alge`bre. Nous allons construire
une triade sur A qui joint un moduleM0 et un de ses sous-quotientsM . Cette construction
est tre`s simple et valable dans tous les cas mais elle ne donnera pas, en ge´ne´ral, les courbes
de plus petit degre´, cf. 5.18.3 et §i)).
SoitM0 un R-module gradue´ de longueur finie etM un sous-quotient deM0 donne´ par
un diagramme commutatif (M ⊳M0) comme en 5.6. Avec les notations de ce diagramme
on pose j = il.
Proposition 5.15. Avec les notations ci-dessus, le complexe
M . =
(
M1 ⊗k A
j⊗a
−→M0 ⊗k A
p⊗a
−→M−1 ⊗k A
)
est une triade. Elle est forme´e de RA-modules gradue´s libres et de type fini sur A et le
foncteur associe´ V , ve´rifie V (K) =M ⊗k K et V (k) =M0.
Cette triade sera appele´e la triade triviale associe´e au sous-quotient M ⊳M0 (cf. 5.16).
Si M est un quotient (resp. un sous-module) de M0 la triade M . est modulaire (resp.
repre´sentable).
De´monstration. C’est une ve´rification imme´diate. Pour la dernie`re assertion, on a
M−1 = 0 (resp. M1 = 0) si M est un quotient (resp. un sous-module) de M0. En
vertu de 4.1 et 4.2 la triade est alors modulaire (resp. repre´sentable).
Remarques 5.16.
1) Expliquons l’appellation “triviale” pour la triade construite ci-dessus. On ve´rifie d’abord
les formules suivantes : C ≃ M−1 (conside´re´ comme RA-module annule´ par a), Hτ ≃ M1
(conside´re´ comme RA-module annule´ par a), ce qui correspond aux choix triviaux pour les
structures de A et de RA-modules de C et Hτ (cf. 5.11). On a ensuite MA ≃ M ⊗k A :
MA est une de´formation triviale du sous-quotient M de M0. On de´duit de ces formules la
structure de H comme produit fibre´ H ≃MA ×M J (cf. 5.12).
L’e´le´ment u ∈ Ext 2RA(C,H) correspond a` l’extension 0→ H → E →M−1⊗A k → C → 0,
cf. 1.1. On ve´rifie que l’on a Eτ ≃ Hτ ≃M1 et E⊗A k ≃M0, de sorte que, comme Eτ est
annule´ par a, E est un produit fibre´ en vertu de 5.12. On a aussi (E/Eτ)⊗A k ≃M0/M1,
donc E/Eτ est une de´formation plate de M0/M1 et on ve´rifie que cette de´formation est,
elle aussi, triviale : E/Eτ = (M0/M1)⊗k A.
On peut aussi comprendre l’e´le´ment u de la manie`re suivante. On part de l’extension
0 → J → M0 → M−1 → 0 (dont la classe doit eˆtre e´gale a` θ(u)) et l’on en de´duit
trivialement, en tensorisant par A sur k, une extension de RA-modules de M−1 ⊗k A par
J ⊗A k. En juxtaposant cette extension avec la pre´sentation e´vidente de C = M−1 :
0→M−1⊗kA
1⊗a
−→M−1⊗kA→ C → 0 on obtient une extension de C par J ⊗kA. Comme
H est le produit fibre´ (M ⊗k A) ×M J , on a une fle`che canonique de J ⊗k A dans H et
l’extension u s’en de´duit par fonctorialite´.
Le nom de triviale donne´e a` la triade de 5.15 correspond donc au fait que, pour tous
ses e´le´ments constitutifs pour qui un choix se pre´sente a` partir des conditions ne´cessaires
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5.10 et 5.14, ce choix est effectue´ de manie`re triviale.
2) L’existence de la construction triviale montre qu’il y a toujours une triade qui joint
un module a` un sous-quotient. Une question plus de´licate est l’existence d’une triade qui
corresponde a` une de´formation de sous-quotientMA ∼M⊳M0 donne´e (pas ne´cessairement
triviale). Nous montrerons dans un travail ulte´rieur qu’une telle triade n’existe que si une
certaine condition sur la de´formation (la nullite´ d’un e´le´ment de Ext 3R(M−1,M1)) est
ve´rifie´e.
3) La construction triviale n’est pas en ge´ne´ral la seule possible qui corresponde a` un sous-
quotient donne´. Nous verrons ci-dessous d’autres exemples de constructions, soit avec des
foncteurs triadiques diffe´rents de celui de la triade triviale (cf. 5.19), soit avec le meˆme
foncteur, mais des triades distinctes (cf. 5.20).
Exemples 5.17. Dans tous les exemples on travaille sur une k-alge`bre qui est un anneau
de valuation discre`te A d’uniformisante a, de corps des fractions K et de corps re´siduel k.
1) Soit m l’ide´al maximal (X, Y, Z, T ) de R. L’exemple le plus simple de triade
s’obtient en prenant pour M0 le R-module R/m = k et pour M le module nul, vu comme
quotient de M0. On a alors la triade modulaire de´finie par le module H = A/(a) conside´re´
comme RA-module (en degre´ 0 et avec des multiplications triviales par X, Y, Z, T ). Les
valeurs du foncteur V aux points ge´ne´rique et ferme´ de SpecA sont bien 0 et k.
Une re´solution majeure de cette triade est RA(−1)4 ⊕ RA
d1−→RA → 0 avec d1 =
(X Y Z T a).
2) Un deuxie`me exemple consiste a` prendre les meˆmes modules k et 0 mais en con-
side´rant cette fois 0 comme sous-module de k. La triade est alors donne´e par 0→ A
a
−→A
et on a encore les valeurs prescrites de V . On notera qu’on a V (A) = 0 de sorte que V ,
qui n’est pas nul, n’est pas de la forme (V (A)⊗A .).
La triade majeure associe´e s’e´crit, en notation condense´e :
14, 26
d1−→0, 14
d0−→0
avec d0 = (aX Y Z T ) et d1 =
(
U 0
−aI4 V
)
ou` I4 est la matrice identite´ d’ordre 4, U la matrice (X, Y, Z, T ) et ou` l’on a pose´
V =

Y Z T 0 0 0
−X 0 0 Z T 0
0 −X 0 −Y 0 T
0 0 −X 0 −Y −Z
 .
3) Dans cet exemple, qui part du sous-quotient correspondant a` une e´ventuelle famille
de courbes de H4,0, la triade obtenue n’est ni modulaire, ni repre´sentable.
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On conside`re le module M0 = R/(X, Y, Z, T
3) qui est de dimension 1 en degre´s 0, 1, 2
et son sous-quotient M = k(−1), concentre´ en degre´ 1. La me´thode de 5.15 ci-dessus
donne une triade mineure qui joint ces modules sur A :
RA(−2)/(X, Y, Z, T )
δ1−→RA/(X, Y, Z, T
3)
δ0−→RA/(X, Y, Z, T )
avec δ1(1) = at
2 et δ0(1) = a (ou` t de´signe l’image de T dans le quotient).
On obtient une re´solution majeure L. = (L1
d1−→L0
d0−→L−1) de la triade pre´ce´dente en
posant L1 = 1
3, 27, 3 ; L0 = 0, 1
4 ; L−1 = 0 avec les fle`ches
d1 =

X Y Z 0 0 0 0 0 0 aT 2 T 3
−a 0 0 Z T 0 0 0 Y 0 0
0 −a 0 0 0 Z T 0 −X 0 0
0 0 −a −X 0 −Y 0 T 0 0 0
0 0 0 0 −X 0 −Y −Z 0 −a2T −aT 2

et d0 = (a X Y Z T ).
Nous exhiberons plus loin une triade, joignant les meˆmes modules et de´finissant le
meˆme foncteur que L. mais qui ne lui sera pas pseudo-isomorphe.
f) Calcul des familles de courbes obtenues a` partir des triades triviales.
Exemples 5.18. Nous de´terminons ici les familles minimales de courbes associe´es (entre
autres) aux exemples de 5.17. Nous utilisons pour cela les re´sultats de [HMDP2] ou` nous
avons construit une fonction q qui ge´ne´ralise au cas des familles de courbes celle de [MDP1].
Dans tout ce qui suit c’est de cette nouvelle fonction q qu’il sera question.
1) On conside`re la triade modulaire de 5.17.1 qui joint le module k au module nul
(vu comme quotient de k). On voit aise´ment que le noyau N est l’image de la matrice
s : RA(−1)4 ⊕RA(−2)6 → RA ⊕RA(−1)4 avec
s =
(
U 0
a I4 V
)
ou` I4 est la matrice identite´ d’ordre 4, ou` U = (X Y Z T ) et ou` V est la matrice des
relations entre X, Y, Z, T de´ja` vue en 5.17.2.
Le calcul de la famille minimale associe´e a` cette triade a e´te´ effectue´ dans [HMDP2] 3.2.
Ces courbes sont de degre´ 6 et de genre 3, la famille est a` spe´cialite´ constante. La courbe
ge´ne´rique C de la famille C est une courbe ACM tandis que la courbe spe´ciale C0 est une
courbe de la classe de biliaison de deux droites disjointes qui a meˆme cohomologie qu’une
courbe de bidegre´ (2, 4) trace´e sur une quadrique lisse, en particulier son module de Rao
est concentre´ en degre´ 2. Cet exemple est le premier de ceux e´voque´s dans l’introduction.
1’) Cet exemple ge´ne´ralise le pre´ce´dent. On part d’un module M0 de Koszul (cf.
[MDP1] IV.6 ou [MDP3] V.2), M0 = R/(f1, f2, f3, f4), ou` les fi sont des polynoˆmes ho-
moge`nes de degre´s ni avec 0 < n1 ≤ n2 ≤ n3 ≤ n4 et forment une suite re´gulie`re de R.
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On conside`re le module H = RA/(a, f1, f2, f3, f4) et la triade modulaire de´finie par H. La
re´solution de H est donne´e par le complexe de Koszul
· · · →
4⊕
i=1
RA(−ni)⊕
⊕
1≤i<j≤4
RA(−ni − nj)
s
−→RA ⊕
4⊕
i=1
RA(−ni)
a⊕U
−→RA → H → 0
avec U = (f1 f2 f3 f4) et s la matrice par blocs comme en 5.17.2 mais ou`, dans V , les fi
remplacent X, Y, Z, T . Cette re´solution donne a` la fois la triade et la fle`che s qui permet le
calcul des invariants (cf. [HMDP2] 3.1). On ve´rifie d’abord qu’on a b0 = n1−1. Il est clair
qu’on a b0 ≥ n1−1 et il y a deux cas : si n1 < n2 on a αn1 = 1 et βn1 = 0, donc n1−1 ≥ b0
par [HMDP2] loc. cit. ; si n1 = n2 on a αn1 = βn1 = 1 mais le module engendre´ par les
colonnes de la matrice s1(t) n’est pas libre de rang 1 (car la suite est re´gulie`re).
L’analyse des valeurs de αn et βn se fait alors comme dans [MDP1] ou [MDP3] et
donne les valeurs de la fonction q ou plutoˆt celles de q♯ : on a, en posant comme dans loc.
cit., µ = sup(n1 + n4, n2 + n3),
q♯(n) =

0, si n < n1 + n2 ;
1, si n1 + n2 ≤ n < n1 + n3 ;
2, si n1 + n3 ≤ n < µ ;
3, si n ≥ µ.
En particulier on obtient une famille minimale de courbes parame´tre´e par A avec la
re´solution
0→ OPA(−n1 − n2)⊕OPA(−n1 − n3)⊕OPA(−µ)→ N → JC(h)→ 0
ou` N est de´fini par la suite 0 → N → OPA
⊕ ⊕4
i=1OPA(−ni)
(a,U)
−→OPA . Comme dans
l’exemple 1), la famille est a` spe´cialite´ constante, la courbe ge´ne´rique est ACM et la
courbe spe´ciale est dans la classe de biliaison du module de Koszul M0. On notera que
cette dernie`re courbe n’est jamais une courbe minimale.
2) On conside`re la triade vue en 5.17.2 qui joint encore le module nul et le module
k, mais avec 0 vu maintenant comme sous-module de k. Le calcul de la re´solution de N
donne la matrice s : 26, 36 → 14, 26 :
s =
(
V 0
aI4 V
′
)
ou` V et V ′ sont les matrices du complexe de Koszul associe´ a` la suite (X, Y, Z, T ). Le
calcul de la fonction q a e´te´ effectue´ dans [HMDP2] 3.3. La famille minimale de courbes
associe´e a` cette triade est encore une famille de courbes de degre´ 6 et genre 3 comme
dans l’exemple 1), mais, cette fois-ci, il s’agit d’une famille a` postulation constante dont la
courbe ge´ne´rique est ACM et dont la courbe spe´ciale est dans la classe de biliaison de deux
droites disjointes et a meˆme cohomologie que la re´union d’une quartique plane et de deux
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droites qui coupent chacune la quartique transversalement en un point. En particulier le
module de Rao a un unique terme non nul en degre´ 1 (et non plus en degre´ 2 comme dans
l’exemple 1). Cet exemple est le deuxie`me de ceux e´voque´s dans l’introduction. Pour une
e´tude plus approfondie du sche´ma de Hilbert H6,3 cf. [AA].
On notera que si on fait une biliaison (6,+2) a` partir de la famille 1) et une biliaison
(4,+3) a` partir de la famille 2), on obtient des familles de courbes lisses de degre´ 18 et
genre 39, dont les fibres spe´ciales ont pour modules k(−4), et qui sont limites de courbes
ACM de deux fac¸ons diffe´rentes. On a donc, dans le sche´ma de Hilbert des courbes lisses
H018,39, deux composantes irre´ductibles qui ont une intersection non vide. On retrouve
ainsi l’exemple de Sernesi, cf. [S] ou [MDP1], X 5.8 p. 193.
3) On reprend la triade L. de l’exemple 5.17.3 qui joint le moduleM0 = R/(X, Y, Z, T
3)
et son sous-quotient M = k(−1) et dont on espe`re qu’elle peut fournir une famille de H4,0.
On calcule (en utilisant Macaulay) une re´solution minimale du noyau N de la triade.
On obtient la matrice s : 23, 38, 43 → 13, 27, 3 avec
s =

−Z 0 −Y 0 0 0 0 0 aT 2 0 0 T 3 0 0
0 −Z X 0 0 0 0 0 0 aT 2 0 0 T 3 0
X Y 0 0 0 0 0 0 0 0 aT 2 0 0 T 3
a 0 0 T 0 0 −Y 0 0 0 0 0 0 0
0 0 0 −Z 0 −Y 0 0 −a2T 0 0 −aT 2 0 0
0 a 0 0 T 0 X 0 0 0 0 0 0 0
0 0 0 0 −Z X 0 0 0 −a2T 0 0 −aT 2 0
0 0 0 X Y 0 0 0 0 0 −a2T 0 0 −aT 2
0 0 a 0 0 T Z 0 0 0 0 0 0 0
0 0 0 0 0 0 0 T −X −Y −Z 0 0 0
0 0 0 0 0 0 0 −a 0 0 0 −X −Y −Z

On trouve dans ce cas α2 = β2 = 2 et b0 = 1, puis α3 = β3 = 6, donc la fonction q
est donne´e par q(2) = 1, q(3) = 4, q(4) = 1 et on obtient une famille minimale de courbes
de degre´ 12 et genre 16. On constate donc que la construction triviale effectue´e en 5.15 ne
donne pas la famille de courbes de degre´ 4 et genre 0 escompte´e.
g) Construction de triades modulaires : variation autour du module H.
Ce paragraphe reprend la proble´matique entame´e au §d). Rappelons (cf. [MDP1]
I 3.6) que deux modules gradue´s sont dits de meˆme type si on passe de l’un a` l’autre
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par un changement de variables line´aire dans R. Les exemples suivants, pourtant donne´s
dans le cas modulaire ou` le module H de´termine la triade a` psi pre`s (cf. 4.5), montrent
successivement :
– qu’e´tant donne´s un moduleM0 et deux quotientsM etM
′ de meˆme type, les triades
triviales joignant M0 et M (resp. M0 et M
′) ne sont pas, en ge´ne´ral, pseudo-isomorphes,
– que lorsque le quotient M est fixe´, il n’y a pas unicite´ (a` psi pre`s) de la triade
joignant M0 et M .
Exemples 5.19. Conside´rons le module M0 = R/(X, Y, Z
2, T 3) (de dimensions 1, 2, 2, 1
en degre´s 0, 1, 2, 3). Tout quotient M de M0 qui est un module monoge`ne de dimensions
1, 1 en degre´s 0, 1 est de la forme R/(X, Y, λZ + µT, Z2, ZT, T 2) et tous ces modules sont
de meˆme type.
Il y a deux cas, (µ 6= 0 et µ = 0) qui correspondent au fait que le noyau M1 de la
projection de M0 sur M est monoge`ne ou non. Dans le premier cas on peut prendre, par
exemple, M1 =<z + t> ⊂M0, donc M0/M1 = R/(X, Y, Z + T, Z2) =M . Dans le second
cas on a M ′1 =<z, t
2> ⊂M0, donc M0/M ′1 = R/(X, Y, Z, T
2) = M ′.
Les triades triviales associe´es a` ces quotients sont respectivement de´termine´es par les
modules
H = RA/(X, Y, a(Z + T ), Z
2, T 3) et H ′ = RA/(X, Y, aZ, Z
2, aT 2, T 3).
Il est facile de calculer les courbes minimales correspondantes (en de´terminant des
re´solutions de ces modules par Macaulay). Dans le cas de H on obtient une famille de
courbes de degre´ 7 et genre 4, dans le cas de H ′ une famille de courbes de degre´ 11 et
genre 13. On constate donc que la triade de´finie par H est meilleure que celle associe´e a`
H ′ en ce sens qu’elle donne des familles de courbes de plus bas degre´. Nous montrerons
dans un travail ulte´rieur que cela est lie´ au fait que le module Tor 1A(H, k) (ici isomor-
phe a` M1 = Hτ ⊗A k car Hτ est annule´ par a) est monoge`ne, ce qui n’est pas le cas de
Tor 1A(H
′, k) ≃M ′1.
Il y a toutefois un moyen d’obtenir, en partant de ce meˆme sous-moduleM ′1 =<z, t
2>
et du quotient M ′ =M0/M
′
1, une triade donnant elle aussi une famille de courbes de degre´
7 et genre 4, mais il faut utiliser cette fois une triade non triviale. Pre´cise´ment, on conside`re
le RA-module H
′′ = RA/(X, Y, aZ, Z
2 + aT 2, T 3) qui est, en quelque sorte, une variante
compacte´e de H. La triade de´finie par H ′′ joint M ′ =M0/M
′
1 et M0 comme celle donne´e
par H ′, mais ces triades sont distinctes car les foncteurs associe´s le sont (H ′ est un quotient
propre de H ′′). On ve´rifie facilement que la famille minimale associe´e a` H ′′ est encore de
degre´ 7 et genre 4. La diffe´rence entre ces deux triades se voit au niveau des sous-modules
de torsion H ′τ et H
′′
τ . Ces modules sont tous deux engendre´s par les images de Z et T
2,
mais H ′τ est annule´ par a tandis que H
′′
τ est annule´ seulement par a
2. Cela peut encore
se traduire, comme ci-dessus, par le fait que le module Tor 1A(H
′′, k) est monoge`ne, tandis
que Tor 1A(H
′, k) ne l’est pas.
h) Constructions de triades a` partir d’un sous-quotient : bis.
Ce paragraphe reprend la proble´matique du §d) au cran suivant : on suppose
qu’on a de´termine´ (a` partir d’un sous-quotient M de M0) deux RA-modules C et H
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compatibles. On suppose C de torsion et on cherche une triade majeure e´le´mentaire
L. = L1
d1−→L0
d0−→L−1 qui admette C et H comme conoyau et cœur. On a vu au para-
graphe a) qu’un e´le´ment u de Ext 2RA(C,H) fournit une telle triade, pourvu que l’image
θ(u) de cet e´le´ment dans Ext 1R(Tor
A
1 (C, k), H ⊗A k) (cf. 5.5) corresponde a` l’extension
M0 de M−1 par J .
Comme au paragraphe a) on conside`re une re´solution libre gradue´e de C :
(∗) · · · → P3
δ2−→P2
δ1−→P1
δ0−→P0 → C → 0
et l’e´le´ment u de Ext 2RA(C,H) correspond a` un morphisme û : P2 → H ve´rifiant ûδ2 = 0
(modulo ceux qui proviennent de P1).
Exemple 5.20. On reprend l’exemple 1.35.c. On a C = k, H = k(−2) et la re´solution de
C est donne´e par le complexe de Koszul. On a P2 = RA(−1)4⊕RA(−2)6, donc û : P2 → H
correspond a` un e´le´ment de k6. Comme les fle`ches de cette re´solution sont a` coefficients
dans l’ide´al (a,X, Y, Z, T ) = (a, U) la condition ûδ2 = 0 est automatique. Il y a deux cas
oppose´s (qui correspondent a` ceux envisage´s en 1.35.c) : û = 0 et û 6= 0, donc surjectif.
1) Dans le cas û = 0 on trouve la triade suivante (en notation chiffre´e) :
14, 26 ⊕ 2, 34
d1−→0, 14 ⊕ 2
d0−→0, avec d0 = (a, U, 0) et
d1 =

U 0 0 0
−aI4 V 0 0
0 0 a U

ou` U, V sont les matrices usuelles de Koszul. C’est la triade majeure associe´e a` la deuxie`me
triade de 1.35.c. Le noyau de cette triade est de rang 10.
La famille minimale de courbes associe´e a une re´solution :
22, 34, 43 → [14, 27, 34 → 0, 14, 2→ 0]
ou` la notation correspond a` une re´solution 0 → P → N → IC(h) → 0 avec P = 2
2, 34, 43
et pour N le noyau d’une triade 14, 27, 34 → 0, 14, 2→ 0. Le de´calage h est ici e´gal a` 4 et
la re´solution est e´quivalente, du point de vue de la caracte´ristique d’Euler, a` celle obtenue
en simplifiant tous les chiffres possibles, c’est a` dire (apre`s de´calage) 83 → 64. On obtient
une famille de courbes de degre´ 24 et genre 65.
2) Dans le cas surjectif on prend L0 = P1 et d0 = δ0 = (a, U), on appelle
e1, · · · , e4; ǫ1, · · · , ǫ6 la base de P2 et on choisit û : P2 → H qui envoie ǫ1 sur 1 et les
autres sur 0. On a alors la suite exacte
0→ Im δ2 → Ker û→ Ker u→ 0
et il est clair que Ker û est engendre´ par e1, · · · , e4, ǫ2, · · · , ǫ6, Xǫ1, Y ǫ1, Zǫ1, T ǫ1. Pour Keru
les deux derniers vecteurs sont inutiles car ils sont dans l’image de δ2 modulo ǫ2, · · · , ǫ6.
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On peut donc prendre L1 = 1
4, 25, 32 avec la fle`che d1 obtenue en composant l’injection
canonique de Keru dans P2 avec
δ1 =
(
U 0
−aI4 V
)
c’est-a`-dire en remplac¸ant dans δ1 la colonne de degre´ 2
t(0, Y,−X, 0, 0) par les deux
colonnes de degre´ 3 : t(0, XY,−X2, 0, 0) et t(0, Y 2,−XY, 0, 0). Cette triade est la triade
majeure associe´e a` la premie`re triade de 1.35.c. Le noyau de d1 est cette fois-ci de rang 7.
La famille minimale de courbes associe´e a pour chiffres
22, 32, 42 → [14, 25, 32 → 0, 14 → 0].
Le de´calage est 2 et en simplifiant et de´calant on obtient une re´solution du type 62 → 43
soit une courbe de degre´ 12 et genre 17.
Deux remarques s’imposent a` propos de cet exemple :
a) Le cas de l’extension non triviale est meilleur que l’autre (au sens ou` il donne un
plus petit de´calage).
b) La famille 12, 17 ainsi obtenue est la meilleure possible car la courbe minimale pour
le module k ⊕ k(−2) est une 12, 17 , cf. [MDP1] IV 6.10.
i) L’exemple des courbes de degre´ 4 et genre 0 : construction de la triade.
Nous reprenons ici l’exemple qui nous a servi de fil conducteur tout au long de ce
paragraphe. Si on part du module M0 = R/(X, Y, Z, T
3) et de son sous-quotient k(−1) on
a vu en 5.13 qu’une triade reliant ces modules a pour invariants C = RA/(a
p, X, Y, Z, T )
et H = RA(−1)/(X, Y, Z, anT, T 2). On prendra de´sormais p = n = 1. On a trouve´ en
5.17.3 une triade admettant ces e´le´ments, mais la courbe minimale e´tait de degre´ 12 et
genre 16. On cherche donc a` construire une autre triade dont la famille minimale soit de
plus petit degre´.
La re´solution de C est toujours donne´e par le complexe de Koszul, comme en 5.20.
On a donc, en particulier P2 = 1
4, 26 et on s’inte´resse aux û : P2 → H.
On note tout d’abord que la contrainte de la proposition 5.14 impose a` û d’eˆtre
surjectif. En effet, l’e´le´ment θ(u) de Ext 1RA(M−1, J) doit correspondre a` M0 et on ve´rifie
que cela implique que l’homomorphisme v : P2 ⊗A k → H ⊗A k induit par û est surjectif,
donc aussi û par Nakayama.
On reprend les notations de 5.20 pour la base de P2, e1, · · · , e4; ǫ1, · · · , ǫ6. Il est facile
de de´terminer les û : P2 → H surjectifs. On pose û(ei) = ai et û(ǫi) = bi. En e´crivant
ûδ2 = 0 et en travaillant dans H = k[a, T ]/(aT, T
2) on montre que, si û est surjectif, on
doit avoir a4 ∈ k∗. A` changement de base pre`s on peut supposer les autres ai nuls et il y
a alors deux cas que nous e´tudions ci-dessous :
1) le cas ou` tous les bi sont nuls,
2) le cas ou` l’un des bi est non nul et on peut alors supposer que c’est b1.
1) Le premier exemple va redonner la triade triviale, donc, cf. 5.18.3, une courbe
(12, 16). On de´finit û en envoyant e4 sur 1 dans H et les autres sur 0. On a bien ûδ2 = 0
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(car la ligne de δ2 qui correspond a` e4 est (0, 0,−X, 0,−Y,−Z, 0, 0, 0, 0) qui est nulle dans
H). Il est facile de calculer Ker û, qui est engendre´ par e1, e2, e3, ǫ1, · · · , ǫ6, Xe4, Y e4, Ze4,
aTe4, T
2e4. Dans Ker u (i.e. modulo Im δ2) les vecteurs Xe4, Y e4, Ze4 sont inutiles (car ils
sont dans Im δ2 modulo e1, e2, e3). On prend donc L1 = R1 = 1
3, 26, 2, 3 et on obtient d1
en composant l’injection Ker û ⊂ P2 avec δ1 ce qui donne exactement la matrice obtenue
en 5.17. On note que Keru est de rang 11 et le noyau N de rang 7.
2) Le deuxie`me exemple va donner une triade dont la courbe minimale sera la (4, 0)
tant convoite´e.
On prend ici û(e4) = 1, û(ǫ1) = −T et les autres nuls. On ve´rifie ûδ2 = 0. Pour le
ǫ1 la ligne correspondante de δ2 est (−a, 0, · · · , 0, T, Z) et aT, T
2, ZT sont bien nuls dans
H. On montre que le noyau de u est engendre´ par les images des ei (i = 1, 2, 3), des ǫj
(j = 2, ..., 6) et par Te4 + ǫ1. On en de´duit R1 = L1 = 1
3, 26, d’ou` la triade
L
′
. = (1
3, 26
d′
1−→0, 14
d′
0−→0) avec d′0 = d0 = (a,X, Y, Z, T ) et
d′1 =

X Y Z 0 0 0 0 0 T 2
−a 0 0 Z T 0 0 0 Y
0 −a 0 0 0 Z T 0 −X
0 0 −a −X 0 −Y 0 T 0
0 0 0 0 −X 0 −Y −Z −aT

On voit que Keru est de rang 9 et N de rang 5.
j) L’exemple des (4, 0) : construction de la famille de courbes.
On calcule (en utilisant Macaulay) une re´solution minimale du noyau N de la triade
L
′
. construite en i). On obtient ainsi la matrice s : 2
2, 36, 42 → 13, 26 avec
s =

−Z 0 0 0 0 −Y T −Y 2 aT 2−XY 0 T 3
0 −Z 0 0 0 −XT aT 2+XY X2 T 3 0
X Y 0 0 T 2 0 0 0 0 0
a 0 T 0 −Y 0 0 0 0 0
0 0 −Z 0 0 aY 0 −a2T −Y 2 −aT 2−XY
0 a 0 T X 0 0 0 0 0
0 0 0 −Z 0 −aX −a2T 0 −aT 2+XY X2
0 0 X Y −aT 0 0 0 0 0
0 0 0 0 −Z 0 −aY −aX −Y T −XT

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On trouve α2 = 2, β2 = 1 et b0 = 1, puis α3 = 5, β3 = 4, donc la fonction q est donne´e
par q(2) = 1 et q(3) = 3 et on obtient une famille de courbes C avec la re´solution :
0→ OP3
A
(−2)⊕OP3
A
(−3)3 → N → JC → 0
avec 0→ N → OP3
A
(−1)3 ⊕OP3
A
(−2)6 → OP3
A
⊕OP3
A
(−1)4 → OP3
A
→ 0.
Il s’agit d’une famille de courbes de degre´ 4 et genre 0, dont la courbe ge´ne´rique a la
cohomologie d’une courbe de bidegre´ (1, 3) sur une quadrique et la courbe spe´ciale celle de
la re´union disjointe d’une cubique plane et d’une droite. Une conse´quence de l’existence
de cette famille est le the´ore`me suivant (il s’agit du troisie`me exemple de l’introduction) :
The´ore`me 5.21. Le sche´ma de Hilbert H4,0 des courbes localement Cohen-Macaulay
de degre´ 4 et genre 0 de P3 est connexe.
De´monstration. On sait, cf. [MDP4] ou [El], que le sche´ma de Hilbert est re´union de
deux sous-sche´mas irre´ductibles H1 (ouvert) et H2 (ferme´), tous deux de dimension 16 avec
les cohomologies des deux types e´voque´s ci-dessus. L’existence de la famille de courbes
construite ci-dessus atteste qu’il y a un point t de H2 dans l’adhe´rence de H1. Alors, H4,0
est l’union des deux connexes H1 et H2 qui ont une intersection non vide. Il est donc
connexe. Bien entendu, comme les dimensions sont e´gales H2 est seulement sous-adhe´rent
a` H1 (i.e. H1 ∩H2 6= ∅ et non H1 ⊂ H2 ). Les courbes de H2 re´unions disjointes d’une
cubique plane et d’une droite ne sont pas dans l’adhe´rence de H1 (car ce sont des points
lisses du sche´ma de Hilbert). Les courbes de H2 qui sont dans l’adhe´rence de H1 sont non
re´duites, cf. [MDP4] 0.6 et 5.22 ci-dessous.
Remarque 5.22. On peut expliciter une famille du type ci-dessus : on prend la re´union
des courbes d’ide´aux
Ja = (X
2, XY, Y 2, X − aY ) et J = (X2, XZ, Z2, XY − ZT ).
Elle est de´finie par l’ide´al Ia de RA :
Ia = (X
2, XY Z, Y 2Z2, XY 3 − Y 2ZT,XZ2 − aY Z2,−XZT − aXY 2 + aY ZT )
et on ve´rifie qu’il s’agit bien d’une famille plate de courbes de degre´ 4 et genre 0 de la
forme annonce´e.
Remarque 5.23. Les deux triades conside´re´es ci-dessus (cf. f)) qui joignent toutes deux
les modules k(−1) et R/(X, Y, Z, T 3) ne sont pas pseudo-isomorphes car les courbes mini-
males associe´es ne sont pas les meˆmes (cf. 3.11). En revanche on peut montrer en utilisant
les me´thodes e´voque´es en 1.36 que les foncteurs associe´s sont les meˆmes ce qui fournit un
nouvel exemple du type de 1.35.c.
Remarque 5.24. Dans le cas ge´ne´ral on ignore si le sche´ma de Hilbert Hd,g est connexe.
C’est vrai pour d = 2 (il est irre´ductible) et Nollet l’a montre´ pour d = 3, cf. [N]. La notion
de triade peut eˆtre une voie d’acce`s a` ce proble`me. Ainsi, S. Aı¨t-Amrane a montre´ par
cette me´thode que le sche´ma de Hilbert des courbes de degre´ d et de genre (d−3)(d−4)/2
est connexe, ge´ne´ralisant le cas de H4,0, cf. [AA].
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