Introduction
Recently, much emphasis has been placed on new quantitative approaches to the study of complex, fundamental biological processes, typically requiring non-traditional collaboration across disciplinary lines. Our underlying goal here is to understand chromosome geometry at very large scales during cell-cycle interphase. Computer algorithms are developed for the action of ionizing radiation on chromatin.
Chromatin DNA is assembled with proteins to form chromatin, whose higher order structure determines large-scale chromosome geometry (Ostashevsky, 1998) . It is clear that chromatin has physical and scaling properties analogous to those of long polymer chains. In fact, its molecular weight exceeds that of the largest known synthetic polymers. This fact suggests the application of the methods of polymer physics (de Gennes, 1979; Doi, 1996; Binder, 1995) to study higher order chromatin structure. These methods include analytical approaches, such as scaling (de Gennes, 1979) , and numerical approaches, such as Monte Carlo algorithms that model polymer statics and dynamics (Binder, 1995; Sokal, 1995) .
During interphase each chromosome is predominantly localized in a part of cell nucleus and roughly can be described as a random coil. Several sources (e.g. Ostashevsky, 1998; reported approximately ideal chain statistics for at least parts of chromatin in chromosomes. Ideal chains obey the following equation:
where R g is the average gyroradius of the molecule, which determines the average size (in nm), M is the molecular weight (proportional to genomic content), and a is a proportionality constant.
In the present studies, no excluded volume condition, corresponding to the displacement of chromatin by chromatin, is enforced, i.e. in our lattice calculations a lattice site can be occupied by more than one chromatin locus. A self-avoiding walk (Sokal, 1995) is a more complex, and perhaps more realistic, model for chromatin. However, whether chromatin is better approximated with a simple random walk (ideal chain statistics) or a self-avoiding random walk is an open fundamental question, and these properties depend not only on the structure of chromatin itself, but also on the chemistry inside the cell nucleus c Oxford University Press 1999
Fig. 1. DSB clustering. (A)
A two-dimensional projection of an interphase chromosome, whose geometry was calculated as a threedimensional random walk on a lattice (see text), hit by an α-particle. When a track (arrow) intersects the chromatin in space (by striking one or more of the lattice sites the chromosome occupies), it creates DSBs. (B) A small segment of the chromosome is shown magnified and straightened out, to show details of the DSB cluster, which in this particular simulation contains 6 DSBs, by indicating the relative locations of the DSBs along the chromosome. (de Gennes, 1979; Marko and Siggia, 1997; Ostashevsky, 1998) .
Another approximation made is that the same scaling property (Eq. (1)) holds for the whole chromosome except sizes less than 10 kbp. At large sizes, of the order of the whole chromosome, the Gaussian chain statistics that lead to Eq. (1) can also break down as chromosomes are often localized inside nucleus (for instance, Chinese hamster V79 or human fibroblasts chromosomes). However, for smaller chromosomes (not studied here), such as for yeast (Frankenberg et al., 1999) , this approximation holds true.
Radiation and DNA fragment-size distributions
The specific problem studied here is irradiation of chromatin to produce DNA double strand breaks. Chromatin inside the nucleus of a Chinese hamster cell is irradiated, as shown schematically on Figure 1a , by α-particles. Each track can produce a tight cluster of DSBs (Figure 1b) . The total amount of absorbed radiation is 20-600 Gy (1 Gy = 1 J/kg). Such a dose can produce a significant number of DSBs on each chromosome. The empirical data (Newman et al., 1997) were obtained by means of pulsed field gel electrophoresis (Cedervall et al., 1995) . During the experiment a mass spectrum of DNA fragments is found. The observed distribution of DNA fragment sizes helps characterize chromatin and track configurations (Holley and Chatterjee, 1996; Rydberg, 1996; Sachs et al., 1998; Friedland et al., 1998) . Knowing the fragment size distributions is also important for the description of chromatin misrejoinings after irradiation, which can lead to chromosome aberrations and cellular malfunctions (Cornforth, 1998) .
Radiation tracks, and their interactions with chromatin at small scales, have been subjected to very intense theoretical investigation during the last half-century (e.g. Lea, 1946; Friedland et al., 1998) . Less is known about large scales, in the Mbp range. The current analytic theory that predicts the large-scale distributions of DSBs on chromosomes and measured DNA fragment size distributions is the randomly-located-clusters (RLC) formalism (Sachs et al., 1999) . The formalism uses a one-track fragment size distribution to deduce multi-track quantities: the average fragment size, the multi-track fragment-size distribution function and the 'remaining-size' distribution function (i.e. the probability of having an interval of size s free of DSBs). This formalism has been used with a simple, conjectured one-track fragment-size distribution function, namely, the Weibull distribution (Sachs et al., 1999) .
Preview
The random coil picture leads to a crude, but useful numerical model, in which chromatin is represented by a discrete random walk (RW) on a cubic lattice. The probabilistic and geometric properties of RWs are well understood (Chandrasekhar, 1943; Weiss, 1994) , and this provides the foundation for the DNAbreak package, based on Monte Carlo techniques. Radiation tracks will be simulated as straight lines hitting lattice points. The onetrack DNA fragment-size distribution functions of the RLC formalism are thereby replaced by mechanistically derived distributions. The question of how to map physical reality onto the formal model developed here will be considered, i.e. appropriate lattice rescalings will be suggested.
We will also compute multi-track fragment-size distributions. The resulting numerical data will be compared to both the RLC formalism and experiment. It will be shown that the simulated data are consistent with the RLC formalism; that spatial correlations between clusters, neglected in the RLC formalism, play no significant role; and that adequate correspondence to the experimental results is found.
Systems and algorithm
Code The code to model PNA double strand breaks and chromatin fragment size distribution functions was developed on UNIX and LINUX machines. The size of the package with the executable is 58 MB, and it is written in FOR-TRAN.
DNAbreak occupies a single directory that has the source code and help files. A Makefile allows compilation on any UNIX platform. More detailed instructions and directions are in the subdirectory called 'HOWTOs'.
Programming random walks
The simplest of the various polymer models for largescale chromatin geometry, motivated in the Introduction, is the random walk (RW) model. It consists of simple sampling of a large number of independent configurations and calculating statistical averages of physical parameters by a Monte Carlo technique.
RW models can be continuous or discrete (Weiss, 1994) , and in the limit of long chains (i.e. long walks) the two alternatives yield essentially the same results. We used a discrete model. Consider DNA loci ('monomers' in the terminology of polymer physics) along a chromosome, separated in size by some appropriate fixed amount. Successive monomers need to be spaced at least as close as the limit of resolution of the particular pulsed field gel electrophoresis experiments analyzed; yet they need to be spaced farther apart than the Kuhn length (Hahnfeldt et al., 1993; Ostashevsky and Lange, 1994; Marko and Siggia, 1997) of chromatin regarded as a wormlike coil. The Kuhn length may be comparable to, or somewhat larger than, nucleosome dimensions, i.e. it may have the order of magnitude 10 kbp (Ostashevsky, 1998) .
A genomic density ρ is determined by the number of monomers N in the whole chromosome (here we take N ≈ 60 000). The size of a 'typical' chromosome is about 280 Mbp (Chinese hamster cells). Thus a typical value of ρ was taken to be 280 Mbp/60 000 = 4.7 kbp/monomer. Chromosome geometry is approximated by using random walk rules to place the monomers at the points of a cubic lattice, (X, Y, Z ). Here X, Y , and Z are integers, and a length scale for one unit of the lattice is, very roughly, 50 nm. Note that the Kuhn segment length of chromatin is about 50 nm. Thus the chromatin is modeled on scales larger than the observed stiffness (persistence length) of chromatin. Monomers starting at one end of the chromosome are assigned integer labels, 0, 1, 2, etc. If a monomer has spatial coordinates (X, Y, Z ), the next monomer then has equal probability, 1/6, of being at one of the 6 nearest neighbors,
, with a random number generator determining in which of the six directions a RW grows. Each generated configuration represents chromatin at one instant. Corresponding constructions hold in one dimension or two dimensions, and are sometimes useful.
Radiation tracks
Radiation tracks were also modeled very simply. Initially it was assumed that a track goes in the Z direction and places one DSB on every monomer that occupies a corresponding lattice site (Figure 1 ). For example, a track might make DSBs on all monomers which have walked to (X 0 , Y 0 , Z ), where Z is any integer, and the integer coordinates (X 0 , Y 0 ) are the impact coordinates of the track. This construction means that, roughly speaking, the effective radius of an α-particle track is taken as the lattice spacing in the XY plane. We will discuss in the Implementation section a way to control the track size.
Following a standard PBC method (Binder, 1995) , we introduce a 'fundamental square' in the (X, Y ) plane of the lattice. The number of lattice sites in the fundamental square is taken as A 2 . For multi-track irradiation the intensity of radiation is controlled by the parameter , the average number of tracks that hit the fundamental square. Track locations are random. For example, the number of tracks hitting the fundamental square is a random variable obeying the Poisson distribution with average :
where P(n) is the probability of having n tracks. Similarly, the number of tracks hitting one site in the fundamental square is also Poisson, with average β = /A 2 .
Periodic boundary conditions
To avoid large for a given β, the box size A is chosen to be 100-200. Thus the chromatin can be larger than the box. The PBC method (Binder, 1995) allows one to simulate an infinite radiation field by translations of tracks in the fundamental square by l A lattice units in ±X, ±Y directions, l being an integer. As the tracks in the fundamental square are homogeneously distributed (probabilistically speaking), radiation is homogeneous everywhere. The size of the chain in lattice units is about the square root of the number of monomers (∼ √ 60 000). Thus the chain covers only slightly more than one PBC box, and possible effects due to the artificial spatial periodicity of radiation are negligible.
Correlations
Two different multi-track actions are considered and compared. In the first, all the tracks hit one RW configuration. In the second, a new RW is created after each hit. The latter construction corresponds to rapidly moving chromatin, which has enough time to randomize itself between tracks.
In such a regime the chromosome relaxation time τ R (Binder, 1995; Doi, 1996) should be less than the average time between hits. At least for small scales and some conditions (Selvin et al., 1990 ) the chromatin relaxation times may be in millisecond range. This would be short compared to the time between two hits by different tracks on the same chromosome which is about 1 track per s at a typical radiation dose-rate 0.9 Gy/s (Newman et al., 1997) .
Small fragments
In the lattice computation, two or more tracks can accidentally coincide (hitting the same lattice site). If this occurs the radiation damaged monomer is assumed to have several DSBs resulting in fragments less than 1 monomer in size. Algorithmically these fragments are taken to have size 0. This is a bookkeeping device allowing one to obtain a properly normalized fragment-size distribution function.
Telomeres
There is a difficulty that exists both in theoretical and numerical treatments of the problem. A chromosome is a very long object that can often be treated as an infinite chain. However, strictly speaking it has two ends (called telomeres) that can serve as 'virtual' DSBs to produce fragments (Radivoyevitch et al., 1998) . Such telomere effects are somewhat analogous to surface effects in solid state physics. The code allows either taking or not taking telomere effects into account. It can be shown that these effects are insignificant here: neglecting them leads to a systematic mistake much less than the uncertainty in the empirical data.
One-track action
The DNA fragment-size distributions for one-track action are needed for benchmark calculations (see the subsection on the benchmarks below) to check the output of the DNAbreak program. They are also used in our analysis of the RLC formalism. The fragment-size distribution for one track was determined as follows. A random walk is spatially homogeneous and has no memory, so without essential loss of generality we can suppose that one end of a fragment is monomer number 0, located spatially at the origin (0, 0, 0), with the (X, Y ) impact coordinates of the track therefore being (0, 0). With the model of track structure used here, and neglecting telomere effects, the next return of the RW to any lattice point of the form (0, 0, Z ) defines the fragment size. It is known (from detailed properties of two-dimensional RWs (Weiss, 1994) ) that, with probability 1, the RW will eventually return to the origin (0, 0) in the XY plane. Let g i be the probability that the first return occurs at the jth step. Then g j is zero unless j is even. For instance, g 1 = 1/3, etc; ∞ k=1 g k = 1. The probability g i was determined with a Monte Carlo simulation. A RW starting at (0, 0, 0) with monomer 0 was simulated until either it returned to (0, 0, Z ) or a large cutoff monomer, monomer J . Repeating m times one can approximate g i as
where m j is the number of the first time returns at step j, and m is the number of realizations. Of interest later is the probability f j that the first return is at size j, conditional on the return occurring on or before size J . The probability f j and the corresponding cumulative distribution F j are given by
It was found that for J ≥ 60 000, f j and F j are essentially independent of J .
Randomly-located-clusters (RLC) formalism
Dose-independent, one-track distributions can be extended to dose-dependent multi-track distributions whose clusters can overlap, complicating the fragment-size patterns. One method of extension is multi-track simulations, described above. Another one is the RLC formalism.
In the RLC formalism (Sachs et al., 1999 ) the onetrack cumulative fragment size distribution function F j of Eq. (4) is used to deduce multi-track functions, such as the 'remaining-size' function E j , the average fragment size and, most importantly, a cumulative multi-track fragmentsize distribution B j , where B j is the fraction of fragments which have size less than or equal to j monomers. B j can, but need not, take into account telomere effects.
Continuous vs discrete formalism
The RLC formalism actually uses a continuous variable s for the fragment size, and the key quantities are defined as functions of this continuous variable s : 
f (s), F(s), E(s), B(s)
etc
Implementation

Benchmarks
The Monte Carlo results for the one-track distribution f j , shown in Figure 2 , were subjected to an independent check. The analytic form of f j is well known in 1 dimension (Chandrasekhar, 1943) and can easily be found for Fig. 2 . Benchmarks. For software testing, the fragment-size distribution for the first return to the origin for a random walk in one dimension (diamonds) was calculated. In this case the simulations were compared to a known, simple analytic result ( f j ∼ j −3/2 for large j) (Chandrasekhar, 1943; Weiss, 1994) . The Monte Carlo results are consistent with the analytic result. In higher dimensions, by using fourier series and generating functions (Weiss, 1994) , the check can be done for small j. The tested program ultimately produces the one-track fragment-size distribution f j for a 3-dimensional chromatin configuration, shown here in the log-log plot (circles). The standard error of each computer-generated point is of the order of the fluctuations seen on the figure. Lines are drawn to guide the eyes.
Rescaling
To perform simulations properly and get the right interpretation of biological results, a more systematic relation between the model and the biological parameters needs to be established besides benchmarks that confirm scaling laws. For example, let us consider radiation of Chinese hamster chromosomes (V-79 cells) by α-particles (Newman et al., 1997; Sachs et al., 1998) . A chromosome has a certain genomic size measured in base pairs, e.g. 280 Mbp. Given radiation dose in Gy, the average number of tracks pet unit area (as well as the average energy per unit length deposited by each track) are well defined quantities. The most important model parameters are the genomic density ρ (Mbp per monomer) and the average number of tracks per lattice site β. These are input parameters. There are also calculated quantities, such as various distribution functions. The most significant is the multi-track cumulative fragment-size distribution function B j , that allows one to calculate the mass fraction of DNA in size bins (Newman et al., 1997; Sachs et al., 1998) . Size bins in the biological assays are genomic content intervals of DNA fragments measured in Mbp. Summing over molecular masses of fragments in these intervals yields the size fraction or mass spectrum of fragments φ: (5) where i is the number of a bin, and j i+1 − j i = ρ −1 i , i being the genomic content interval for this bin. The parameters of a biological assay are related to the input parameters of the model in a certain way, which need not be unique. For instance, the same chromosome can be represented either by N monomers or by 2N monomers. A choice of the number of monomers per chromosome introduces a genomic density parameter ρ and provides a distance scale (see above).
One notices, however, that doubling the number of monomers does not change the global geometric properties of the chromatin, the only difference occurs on the scale of a monomer. On such a small scale we disregard data, as the goal is to model global features of chromatin.
We now show what input parameters (or their combinations) control the parameters of the biological assay that we have modeled.
The three following rescalings do not change the simulated data.
1. The number of monomers per chromosome N can be arbitrary for fixed β and ρ. Changing N will not change the simulated data, as long as N is not too small (≥ 2000) . Note that the number of monomers N at a fixed ρ controls the genomic size of the chromosome in Mbp. The explanation of this fact is that the chromosome is essentially infinite in comparison with the average fragment size at high doses (equal or more than 100 Gy). The size of the chromosome defines how far apart telomeres are, and thus determines telomere effects. If the size of chromosome is effectively infinite, then telomere effects are negligible, which agrees with the numerical experiment for α-particles that showed no visible telomere effects.
2. We also found that if ρ = const and /A 2 = const, then the output is constant. More precisely, if A, the linear size of the fundamental square in lattice units, varies together with , the number of tracks in the fundamental square, in such a way that β = /A 2 is constant, the output parameters, namely φ i , do not change. This coincides with the understanding of how PBC, simulating an infinite radiation field, should work: the size of the fundamental square is irrelevant, as long as it is not very small. This effectively eliminates the arbitrariness in choosing the PBC fundamental square size A. 3. The parameter β can be shown to be related to a distance scale, as for a given sort of radiation The dot-dashed line is the best fit based on the standard randombreakage model , which disregards complex cluster structure.
(≈3.5 MeV α-particles in our case) Gy units can be converted into average distance between tracks (Goodhead, 1987) . Thus β defines a second scale, in addition to the size of a monomer, defined by ρ. These two scales are enough to express the biological assay parameters given by the genomic density in Mbp per monomer and the radiation density in Gy adequately in terms of the program input parameters ( , A and N ; or ρ and β) . If these two scales are changed proportionately the data (for instance, φ i ) should not significantly change. Numerical experiment confirmed this idea, apart from discrete-lattice size effects, relevant to small scales (discussed below). This condition can be formulated as
Track cross-section One can control the track structure, by a parameter p, the probability to create a DSB at a given monomer hit by a track. When p = 1 other parameters are chosen in such a way that the apparent track cross-section (about one lattice spacing squared) is too big. This can be done by increasing ρ, but keeping ( /A 2 )/ρ = const. Then decreasing ρ allows one to adjust the track cross-section in a least square parameter fit.
Comparison of the multi-track action to the empirical data
The least square fit based on two adjustable parameters, ( /A 2 )/ρ and p, results in Figure 3 . The former parameter can be varied by varying , for instance, and keeping A and ρ constant. The fit obtained is as good as the one based on the conjectured Weibull F j function considered earlier in the RLC formalism (Sachs et al., 1999) .
Comparison of the multi-track action to the one-track action
The cumulative distribution B(s), obtained with the help of the RLC formalism and the one-track quantities, turned out to be the same as its discrete analogue B j obtained via multi-track simulation, except for very small size bins. This confirms both the RLC formalism and the consistency of the DNAbreak package. The discrepancy on very small scales is due to the fact that the bins of small size correspond to monomer intervals 0 and 1. These small fragments were counted for bookkeeping. Lattice artifacts on this scale impose a limit on the validity of the algorithm. Another model artifact worth mentioning is that even for p = 1 the small size bins of the corresponding empirical data, given in Mbp, cannot be resolved in the model (i.e. these intervals can have 0 monomers).
Cluster correlation effects
The RLC formalism ignores correlations between different clusters along a chromosome. A numerical experiment allows one to find the significance of such spatial correlations. In the DNAbreak formalism chromatin can be allowed to move between hits. Every successive hit is then done on the randomized chromatin. Thus the location of clusters with respect to one another along the chromosome is absolutely random. When the chromatin does not move, all hits produce DSBs on one particular chromatin configuration, which leads to some unknown correlations among clusters. We found that these correlations are, indeed, present, but lead to only small effects. For example, let us introduce a measure of the relative deviation of B j for the moving and fixed chromatin:
For the parameters of Figure 3 , ν did not exceed 1% for any j, leading to the conclusion that the cluster correlation effects can be neglected for the problem studied, as the empirical data usually have at least a 10% uncertainty.
Conclusions
The package DNAbreak allows a coarse-grained approach to interphase chromatin structure and the effects of ionizing radiation. This is a subject in which very extensive work has been done on small scales (atomic scale, or base pair scale). In the coarse-grained approach the loss of detailed information on track and chromatin structure is compensated by more realistic overall features, on the scale of a whole chromosome. The goal of such a model is to simulate the fragment-size distribution function of larger fragments, on kbp and Mbp scales. It is understood that such a model does not reproduce correct data on small scales. The model gives a satisfactory two-parameter fit of the empirical data on large genomic scales, where polymer physics techniques and Monte Carlo techniques are applicable. For smaller scales, more detailed models, such as those of Friedland et al. (1998) are needed.
The model proved to be consistent with the RLC formalism. The model also replaced a conjectured Weibull distribution for the one-track fragment-size function by a more mechanistically justified simulated distribution. It was found that telomere effects and spatial correlations among clusters of DSBs are negligible. A detailed analysis on what input parameters of the model control the simulated biological endpoints was made, and it was found that model has two essential parameters that correspond respectively to the track cross-section and the ratio of scales given by the radiation field and genomic density.
The present approach has a number of limitations, and various extensions would supply greater realism. Mammalian chromatin on the largest scales should perhaps be represented by a self-avoiding walk, corresponding to chromatin-chromatin interactions (Doi, 1996) , and/or with loops on scales of somewhat less than 100 kbp (Friedland et al., 1997) , and/or with much larger loops Hahnfeldt et al., 1993; Ostashevsky, 1998) , and/or as a constrained polymer (Dernburg et al., 1996) . All these extensions are technically feasible using standard polymer methods (Binder, 1995) , provided enough detailed biological information becomes available. For yeast chromosomes, where relevant PFGE information has recently become available (e.g. Frankenberg et al., 1999) this higher order structure is largely absent, so that comparisons to yeast would be instructive. In addition, somewhat more realistic models of radiation tracks, with a track core and a penumbra (Chatterjee and Holley, 1991) are possible even within the framework of the present coarse-grained approach, by assigning appropriate probabilities for DSB production to the impact parameter lattice point of a track in the (X, Y ) plane and to neighboring lattice points.
