Abstract. The Second-Order Cone Complementarity Problem (SOCCP) is a wide class of problems containing the Nonlinear Complementarity Problem (NCP) and the Second-Order Cone Programming Problem (SOCP). Recently, Fukushima, Luo and Tseng extended some merit functions and their smoothing functions for NCP to SOCCP. Moreover, they derived computable formulas for the Jacobians of the smoothing functions and gave conditions for the Jacobians to be invertible. In this paper, we propose a globally and quadratically convergent algorithm, which is based on smoothing and regularization methods, for solving monotone SOCCP. In particular, we study strong semismoothness and Jacobian consistency, which play an important role in establishing quadratic convergence of the algorithm. Furthermore, we examine effectiveness of the algorithm by means of numerical experiments.
Introduction
In this paper, we consider the second-order cone complementarity problem (SOCCP) [11] :
Find (x, y, ζ) ∈ ℜ n × ℜ n × ℜ l such that x ∈ K, y ∈ K, x T y = 0, F (x, y, ζ) = 0, (1.1)
where F : ℜ n × ℜ n × ℜ l → ℜ n × ℜ l is a continuously differentiable mapping, and K ⊂ ℜ n is the Cartesian product of second-order cones, that is,
with n = n 1 + · · · + n m and K n i ⊂ ℜ n i being the n i -dimensional second-order cone defined by
Throughout this paper, · denotes the 2-norm defined by z := √ z T z for a vector z and M := max z∈ℜ n \{0} M z / z for a matrix M . We will often write z = (z 1 , z 2 ) for (z 1 , z T 2 ) T for simplicity of notation.
The SOCCP contains a wide class of problems such as the Nonlinear Complementarity Problem (NCP) and the Second-Order Cone Programming Problem (SOCP) [13] . To see this, consider the F (x, y, ζ) := µ − γ(z) ∇θ(z) − ∇γ(z)λ , the KKT conditions (1.3) can be rewritten as SOCCP (1.1). If θ is a convex function and {w ∈ ℜ n | γ(w) ∈ K} is a convex set, then a point z satisfying the KKT conditions (1.3) is a solution of SOCP (1.2) .
Recently, a number of methods for solving SOCCP have been proposed. For SOCP (1.2) with affine θ and γ, primal-dual interior-point methods [13, 15, 22] are shown to be effective. For SOCCP, Fukushima, Luo and Tseng [11] , Chen, Sun and Sun [5] , and Chen, Chen and Tseng [2] studied smoothing and nonsmooth approaches. Especially, Fukushima, Luo and Tseng [11] showed that the min function and the Fischer-Burmeister function for the NCP can be extended to the SOCCP by means of Jordan algebra. Furthermore, they constructed smoothing functions for those functions and analyzed the properties of their Jacobians.
In this paper, we introduce not only smoothing methods but also regularization methods for SOCCPs. Smoothing methods have effectively been adopted to deal with nondifferentiable reformulations of complementarity problems [1, 3, 4, 12, 19, 21, 23] . On the other hand, regularization methods have provided a fundamental tool to deal with ill-posed problems [8, 9] . By combining these methods, we develop a hybrid algorithm for solving monotone SOCCPs. Moreover, we show conditions for the algorithm to be globally and quadratically convergent. Particularly, we highlight the two properties called strong semismoothness and Jacobian consistency, which play a crucial role in establishing quadratic convergence of the algorithm. This paper is organized as follows. In Section 2, we review the spectral factorization associated with a second-order cone, which plays a key role in analyzing the properties of merit functions for the SOCCP. Moreover, we construct a merit function by means of the natural residual for the SOCCP. In Section 3, we propose a prototype algorithm for solving the SOCCP and show that it has global convergence when applied to monotone SOCCPs. In Section 4, by incorporating Newton's method in the algorithm proposed in Section 3, we construct a concrete algorithm and establish quadratic convergence. In Section 5, we present some numerical results with the latter algorithm. In Section 6, we conclude the paper with some remarks.
Preliminaries

Spectral Factorization
We briefly review some properties of the spectral factorization with respect to a second-order cone, which will be used in the subsequent analysis. Spectral factorization is one of the basic concepts in Jordan algebra. For more detail, see [10, 11] .
For any vector z = (z 1 , z 2 ) ∈ ℜ × ℜ n−1 (n ≥ 2), its spectral factorization with respect to the second-order cone K n is defined as
where λ 1 and λ 2 are the spectral values given by with w ∈ ℜ n−1 such that w = 1. The spectral values and vectors have the following properties. For any z ∈ ℜ n , the inequality λ 1 ≤ λ 2 holds, and
Moreover, for any z ∈ ℜ n , we have u i = 1/ √ 2 for i = 1, 2, and (u 1 ) T u 2 = 0. For any z ∈ ℜ n , let P K n (z) denote the projection of z onto the second-order cone K n , that is,
In particular, when n = 1,
for any α ∈ ℜ. For n ≥ 2, the projection function P K n can also be calculated easily as shown in the following proposition.
Proposition 2.1 [11, Proposition 3.3]
For any z ∈ ℜ n (n ≥ 2),
4)
where λ 1 and λ 2 are the spectral values of z defined by (2.1), and u 1 and u 2 are the spectral vectors of z defined by (2.2).
Merit Function
In this paper, we consider the unconstrained optimization reformulation of SOCCP (1.1) :
Minimize Ψ(x, y, ζ), where Ψ is a real-valued function on ℜ n × ℜ n × ℜ l . The objective function Ψ is called a merit function for SOCCP (1.1) . In order to construct a merit function for SOCCP (1.1), it is convenient to introduce a function Φ : ℜ n × ℜ n → ℜ n satisfying Φ(x, y) = 0 ⇐⇒ x ∈ K, y ∈ K, x T y = 0. (2.5)
By using such a function, we define H :
H(x, y, ζ) := Φ(x, y) F (x, y, ζ) .
It is obvious that SOCCP (1.1) is equivalent to the equation H(x, y, ζ) = 0. Moreover, we define the function Ψ : ℜ n × ℜ n × ℜ l → ℜ by Ψ(x, y, ζ) := 1 2 H(x, y, ζ)
Then, it is easy to see that Ψ(x, y, ζ) ≥ 0 for any (x, y, ζ) ∈ ℜ n × ℜ n × ℜ l , and that Ψ(x, y, ζ) = 0 if and only if (x, y, ζ) is a solution of SOCCP (1.1). Therefore, the function Ψ defined by (2.6) can serve as a merit function for SOCCP (1.1).
The following proposition shows that the complementarity condition on K = K n 1 × · · · × K nm can be decomposed into complementarity conditions on each K n i .
Then the following relation holds :
Proof. Since " if " part is evident, we only show " only if " part. Noticing that
for each i, where the last inequality follows from the Cauchy-Schwarz inequality. On the other hand, we have
This proposition naturally leads us to construct a function Φ satisfying (2.5) as
. . .
where
for each i = 1, . . . , m. Fukushima, Luo and Tseng [11] showed that (2.7) holds for the natural residual
Using this function, we define the function Φ NR :
Then, we can construct a merit function ΨNR :
In what follows, we write ϕ NR for ϕ i NR for simplicity of notation.
Globally convergent method
In the previous section, we have constructed the merit function ΨNR from the natural residual ϕ NR . We can solve SOCCP (1.1) by minimizing ΨNR by an appropriate descent algorithm. However, the function ΨNR is not differentiable, and hence, methods that use the gradient of the function, such as the steepest descent method and Newton's method, are not applicable. In order to get rid of this difficulty, we first introduce a smoothing method that solves a sequence of differentiable approximations to the original nondifferentiable problem. To ensure global convergence of a descent method, the level-boundedness of the objective function plays an important role. As shown later, if the function involved in the SOCCP is strongly monotone, then the merit function ΨNR is level-bounded. But the assumption of strong monotonicity is quite restrictive from a practical standpoint. To be amenable to a merely monotone problem, we propose to combine a regularization method with a smoothing method.
In the remainder of the paper, we restrict ourselves to the SOCCP in which (i) F is given by F (x, y, ζ) = f (x) − y with a continuously differentiable function f : ℜ n → ℜ n and (ii) K = K n . Then we can rewrite SOCCP (1.1) as follows : Find (x, y) ∈ ℜ n × ℜ n such that
Moreover, since the assumption (ii) and (2.9) imply Φ NR (x, y) = ϕ NR (x, y), the vector-valued function H NR defined by (2.10) is rewritten as
and the merit function ΨNR is rewritten as
Note that the assumption (i) implies F does not involve the additional variable ζ. This assumption may seem rather restrictive. However, the KKT conditions for SOCP (1.2) can be written in the form of the SOCCP with the assumption (i) ; for more detail, see Section 6. The assumption (ii) is only for simplicity of presentation. In view of Proposition 2.2, the results obtained in the following can be extended to the general K in a straightforward manner.
Smoothing functions
In this subsection, we introduce a class of smoothing functions of the merit function ΨNR . For a nondifferentiable function h : ℜ n → ℜ m , we consider a function h µ : ℜ n → ℜ m with a parameter µ > 0 that has the following properties :
Such a function h µ is called a smoothing function of h. Instead of handling the nonsmooth equation h(x) = 0 directly, the smoothing method solves a family of smoothed subproblems h µ (x) = 0 for µ > 0, and obtain a solution of the original problem by letting µ ↓ 0. Fukushima, Luo and Tseng [11] extended Chen and Mangasarian's class [1] of smoothing functions for NCP to SOCCP, which may be regarded as a smoothing function of the natural residual ϕ NR . First we define a smoothing function of the projection function P K n defined by (2.3) . To this end, we consider a continuously differentiable convex functionĝ : ℜ → ℜ such that
For example,ĝ 1 (α) = ( √ α 2 + 4 + α)/2 andĝ 2 (α) = ln(e α + 1) satisfy (3.4) . By usingĝ, we define the function P µ : ℜ n → ℜ n by
where λ 1 and λ 2 are the spectral values of z given by (2.1), and u 1 and u 2 are the spectral vectors of z given by (2.2). Fukushima, Luo and Tseng [11] showed that the function P µ defined by (3.5) is a smoothing function of P K n , by using the facts that lim µ↓0 µĝ(λ/µ) = max{0, λ} and that γ µ (λ) := µĝ(λ/µ) is differentiable for any µ > 0. Hence, from the definition (2.8) of ϕ NR , the function ϕ µ :
becomes a smoothing function of ϕ NR . In particular, by [11, Proposition 5.1] , there exists a positive constant ν such that
for any µ > 0 and (x, y) ∈ ℜ n × ℜ n . Likewise, the function Ψ µ : ℜ n × ℜ n → ℜ given by
serves as a smoothing function of the merit function ΨNR . In the following, we denote P 0 (z) := P K n (z), ϕ 0 (x, y) := ϕ NR (x, y) and Ψ 0 (x, y) := ΨNR (x, y).
Level-boundedness
Since Ψ µ is differentiable, we may apply an appropriate gradient-based descent method to obtain a minimum (x µ , y µ ) of the function Ψ µ for µ > 0. In order that a sequence generated by such a descent method has an accumulation point, it is desirable that Ψ µ is level-bounded, that is, the level sets We first recall the concepts of monotonicity and strong monotonicity of vector-valued functions.
(b) strongly monotone with modulus ε > 0 if, for any (x, y) ∈ ℜ n × ℜ n ,
It is obvious that a strongly monotone function is monotone. Moreover, if f is monotone, then the mapping f ε : ℜ n → ℜ n defined by f ε (x) := f (x) + εx is strongly monotone for any ε > 0. Now, let the functionΨNR : ℜ n → ℜ be defined bỹ
Then the following two lemmas hold.
Lemma 3.1 If f is strongly monotone, thenΨNR is level-bounded.
This result was proved for the variational inequality problem by Peng and Fukushima [17] . Recently, Yamashita and Fukushima [24] generalized this result by introducing a concept of strong coerciveness, which is weaker than the strong monotonicity. Let {x (k) } be an arbitrary sequence such that x (k) → ∞ and {y (k) } be the corresponding sequence such that
where the second equality follows from
and that (3.9) holds, we have lim k→∞Ψ NR (x (k) ) = +∞, that is,ΨNR is level-bounded. We next show the "only if" part. Suppose thatΨNR is level-bounded. ThenΨNR satisfies (3.7). Noticing 2 ξ 2 + 2 η 2 ≥ ξ + η for any ξ, η ∈ ℜ n , we have
where the second inequality follows from the triangle inequality, and the third inequality follows from the nonexpansiveness of the projection operator. Hence, ΨNR also satisfies (3.7) , that is, ΨNR is levelbounded.
We now give the main theorem of this subsection.
Theorem 3.1 If f is strongly monotone, then Ψ µ is level-bounded for any µ ≥ 0.
Proof. By (3.6), we have
From Lemmas 3.1 and 3.2, ΨNR is level-bounded if f is strongly monotone. This implies the levelboundedness of Ψ µ .
Regularization method
Theorem 3.1 implies that, if f is strongly monotone, any sequence generated by an appropriate descent method applied to Ψ µ has an accumulation point. However, the strong monotonicity is quite a severe condition. As a remedy for this inconvenience, we employ a regularization method. Let the function f ε : ℜ n → ℜ n be defined by f ε (x) := f (x) + εx with a positive parameter ε. The regularization method solves a sequence of SOCCPs involving f ε with ε > 0, so that a solution of the original SOCCP is obtained by taking the limit ε ↓ 0. Define the functions H µ,ε : ℜ n × ℜ n → ℜ 2n and Ψ µ,ε :
If f is monotone, then f ε is strongly monotone for any ε > 0, and hence, by Theorem 3.1, the function Ψ µ,ε is level-bounded for any µ ≥ 0 and ε > 0.
Prototype algorithm
As we have shown in the previous subsections, for any µ > 0 and ε > 0, the function Ψ µ,ε defined by (3.11) is differentiable and level-bounded, provided f is monotone. Therefore, by applying an appropriate descent method, we may obtain a minimum (x µ,ε , y µ,ε ) of the function Ψ µ,ε . Moreover, letting (µ, ε) converge to (0, 0), we can expect that (x µ,ε , y µ,ε ) converges to a solution of the original SOCCP. However, in practice, it is usually impossible to compute an exact minimum of Ψ µ,ε . So, we consider the following algorithm in which the function Ψ µ,ε is minimized only approximately at each iteration.
Algorithm 3.1
In this algorithm, {µ k }, {ε k } and {α k } are chosen so as to tend to 0 eventually. To obtain (
Step 2, we may use any suitable unconstrained minimization technique. These issues will be discussed in detail in Section 4.
In order for Algorithm 3.1 to be well-defined, there must exist a pair (x (k+1) , y (k+1) ) satisfying (3.12) for any α k+1 > 0. For this purpose, we first show that any stationary point of Ψ µ,ε is a global minimum of Ψ µ,ε by using the nonsingularity of ∇H µ,ε (x, y).
Remark 3.1 From the definition of H µ,ε , ϕ µ and f ε , ∇H µ,ε (x, y) can be written as
Proof.
. So we only consider the case where z 2 = 0. Noticing that ∇P µ (z) is given by (3.14) , in order to show ∇P µ (z) ≻ O, it is sufficient to show that b µ is positive and the Schur complement of ∇P µ (z) with respect to b µ is positive definite. Since Secondly, we show the nonsingularity of ∇H µ,ε (x, y) T instead of ∇H µ,ε (x, y). Let us denote P := ∇P µ (z) and F := ∇f (x) for convenience. Then ∇H µ,ε (x, y)
T can be written as
that is,
Multiplying the left-hand side of (3.16) by P −1 and combining with (3.17), we have
Since O ≺ P ≺ I implies P −1 ≻ I and monotonicity of f implies F O, P −1 − I + F + εI is positive definite. So we have ξ = 0, and then η = 0 from (3.17). Hence, ∇H µ,ε (x, y)
T is nonsingular, that is, ∇H µ,ε (x, y) is nonsingular.
n is monotone, then, for any µ > 0 and ε ≥ 0, every stationary point (x, y) of the function Ψ µ,ε satisfies Ψ µ,ε (x, y) = 0.
Proof.
Note that
We proceed to showing the global convergence property of Algorithm 3.1 by extending the result of [9] for NCP to SOCCP. To this end, we give two lemmas. The first lemma implies that Ψ µ,ε is uniformly continuous on a compact set not only in x and y but also in µ and ε.
Lemma 3.3 Let C ⊂ ℜ n × ℜ n be a compact set. Then, for any δ > 0, there exist ε ′ > 0 and µ ′ > 0 such that
Proof. Define the function Ω :
. Then, Ω is continuous and satisfies Ω(x, y, 0, 0) = ΨNR (x, y). Since any continuous function is uniformly continuous on a compact set, Ω is uniformly continuous on
The next lemma is known as the Mountain Pass Theorem, which is useful for our analysis. For more detail, see Theorem 9.2.7 in [16] .
Lemma 3.4 (Mountain Pass Theorem) Let θ : ℜ n → ℜ be a continuously differentiable and levelbounded function. Let C ⊂ ℜ n be a nonempty and compact set and let m be the minimum value of θ on the boundary of C, that is,
Assume that there exist points p ∈ C and q / ∈ C such that θ(p) < m and θ(q) < m. Then, there exists a point r ∈ ℜ n such that ∇θ(r) = 0 and θ(r) ≥ m.
Finally, by using the above lemmas, we establish the global convergence of Algorithm 3.1.
Theorem 3.2 Let f : ℜ
n → ℜ n be a monotone function. Assume that the solution set S of SOCCP (3.1) is nonempty and bounded. Let {(x (k) , y (k) )} be a sequence generated by Algorithm 3.1. Then, {(x (k) , y (k) )} is bounded, and every accumulation point is a solution of (3.1).
Proof.
From a simple continuity argument, we can easily show that every accumulation point of
Moreover, noticing that there exists a compact set C ⊂ ℜ n × ℜ n such that S ⊂ int C because of the boundedness of S, we have the following two facts :
Now, applying Lemma 3.3 with δ := m/4 > 0, we have
for any (x, y) ∈ C and k ∈ K sufficiently large. Let (x, y) ∈ S ⊂ C be a solution of SOCCP. Then, from (3.18), we have
for all k ∈ K sufficiently large. On the other hand, letting ( 21) where the first inequality follows from (3.19) and the second inequality follows from (b) and (
Step 2 of Algorithm 3.1, we have
for all k ∈ K sufficiently large. Now, let k ∈ K be a sufficiently large integer satisfying (a), (3.20) , (3.21) and (3.22) . Then, applying Lemma 3.4 to Ψ µk , εk with p := (x, y), q := (x (k) , y (k) ) and m := min (x,y)∈∂C Ψ µk, εk (x, y) ≥ (3/4)m, we obtain the existence of (
Quadratically convergent algorithm
In the previous section, we have presented a hybrid algorithm with smoothing and regularization methods. Moreover, we have shown that the algorithm is globally convergent under the monotonicity assumption. In this section, we consider how it can be equipped with a rapid convergence property. To this end, the properties called strong semismoothness and Jacobian consistency play an important role. We first show that the functions H NR and H µ,ε have those properties. Then, we demonstrate that the hybrid algorithm that incorporates Newton's method to solve subproblems has a quadratic rate of convergence.
Differential properties of the projection function
To start with, we study differential properties of the function P K n defined by (2.3). Specifically, we give an explicit representation of Clarke subdifferential of P K n . For the sake of convenience, we divide ℜ n into six subsets as follows :
where λ 1 and λ 2 are the spectral values of z given by (2.1), and bd and int denote the boundary and the interior, respectively. Note that
, and that S 1 , S 2 and S 3 are open sets. Define, moreover, the functions Π 1 :
Then (2.4) is rewritten as
The following proposition refers to the differential properties of Π 1 , Π 2 and Π 3 .
, Π 2 and Π 3 be the functions defined by (4.2), (4.3) and (4.4), respectively. Then, Π 1 and Π 3 are differentiable on ℜ n , and Π 2 is differentiable on D. Moreover, their Jacobians are given as
It is evident from Π 1 (z) = z and Π 3 (z) = 0 that ∇Π 1 (z) = I and ∇Π 3 (z) = O. By using the fact that
We have shown that the function P K n is composed of the differentiable functions Π 1 , Π 2 and Π 3 . These functions will be used to represent Clarke subdifferential of P K n explicitly.
Let H : ℜ n → ℜ m be a locally Lipschitzian function. Then H is differentiable almost everywhere by Rademacher's Theorem [6] . Let D H ⊆ ℜ n be the set of points where H is differentiable. Then the B(ouligand) subdifferential ∂ B H(x) of H at x is defined by
and Clarke subdifferential ∂H(x) of H at x is defined by
where co S denotes the convex hull of a set S [6, 18] . We note that ∂ B H(x) = ∂H(x) = {∇H (x)} if H is continuously differentiable at x. The next proposition gives an explicit representation of Clarke subdifferential of P K n .
Proposition 4.2 Clarke subdifferential of P K n is represented as
and S i (i = 1, . . . , 6) are defined by (4.1).
Proof.
It follows from (4.2) -(4.5) and Proposition 4.1 that P K n is continuously differentiable at any point z in the open sets S i (i = 1, 2, 3). So it suffices to consider the case where z ∈ S i (i = 4, 5, 6).
When z ∈ S 4 , from (4.1), we have z 1 = z 2 , namely r 1 = 1. Note that S 4 is adjacent to S 1 and S 2 but not to S 3 . Since 
Clarke subdifferential of P K n at z ∈ S 4 is given by
When z ∈ S 5 , from (4.1), we have z 1 = − z 2 , namely r 1 = −1. Note that S 5 is adjacent to S 2 and S 3 but not to S 1 . Since
Clarke subdifferential of P K n at z ∈ S 5 is given by
Let
We will show T = S, where
First we show T ⊆ S. Let {z (k) } ⊆ ℜ n be an arbitrary sequence such that z (k) → 0 and z (k) ∈ S 2 for all k, and denote (r
. Then we have
2 )} ⊆ ℜ × ℜ n−1 be defined by
,
This implies J ∈ T , that is, T ⊇ S. Thus, Clarke subdifferential of P K n at z = 0 is given by
This completes the proof.
Semismoothness and strong semismoothness
Semismoothness is a generalized concept of the smoothness, which was originally introduced by Mifflin [14] for functionals and extended to vector-valued functions by Qi and Sun [20] . Strong semismoothness is also a generalized concept of the smoothness, which is stronger than the semismoothness. These concepts play an important role in establishing fast local convergence of the algorithm presented later. In this section, we first show that the function P K n is strongly semismooth at an arbitrary point. Then, by using this result, we show the strong semismoothness of the function H NR defined by (3.2).
Definition 4.1 A directionally differentiable and locally Lipschitzian function H : ℜ n → ℜ m is said to be (a) semismooth at z if
for any d ∈ ℜ n \{0} sufficiently small and V ∈ ∂H(z + d) ;
(b) strongly semismooth at z if
for any d ∈ ℜ n \{0} sufficiently small and
To show the strong semismoothness of P K n , it will be helpful to study the strong semismoothness of the three functions Π 1 , Π 2 and Π 3 that constitute P K n , cf. (4.5).
Lemma 4.1 Let Π 1 , Π 2 and Π 3 be the functions defined by (4.2), (4.3) and (4.4), respectively. Then, Π 1 and Π 3 are strongly semismooth at any z ∈ ℜ n , and Π 2 is strongly semismooth at any z ∈ ℜ n such that z 2 = 0.
Proof. Obviously, Π 1 and Π 3 are strongly semismooth since their Jacobians are constants. So we only consider the function Π 2 . Let z = (z 1 , z 2 ) ∈ ℜ×ℜ n−1 be an arbitrary vector such that z 2 = 0, and
n−1 be an arbitrarily small and nonzero vector such that z 2 + d 2 = 0. Moreover, let V be an arbitrary element of ∂Π 2 (z + d). Note that Π 2 is twice differentiable at z 2 and z 2 + d 2 since z 2 = 0 and z 2 + d 2 = 0. Then we have
which proves the strong semismoothness of Π 2 .
By using this lemma, we show the strong semismoothness of P K n .
Theorem 4.1
The function P K n defined by (2.3) is strongly semismooth at any point z ∈ ℜ n .
Proof. Let S i (i = 1, . . ., 6) be defined by (4.1). Let Π 1 , Π 2 and Π 3 be defined by (4.2), (4.3) and (4.4), respectively. When z ∈ S 1 , for any d ∈ ℜ n sufficiently small, z + d is an element of S 1 , because S 1 is an open set. Hence, P K n is strongly semismooth at any z ∈ S 1 by (4.5) and Lemma 4.1. In a similar way, we can show the strong semismoothness of P K n at any z ∈ S 2 ∪ S 3 .
When z ∈ S 4 , for any d ∈ ℜ n sufficiently small, we have z
. Thus, P K n is strongly semismooth at z ∈ S 4 . In a similar way, we can show the strong semismoothness of P K n at z ∈ S 5 .
Finally, we consider the case where z ∈ S 6 , that is, z = 0. From (4.2), (4.3), (4.4) and (4.5), P K n is directionally differentiable at 0, and its directional derivative along the direction
(4.14)
When d ∈ S 1 , it follows from (4.5), (4.6) and (4.14) that
, it follows from (4.5), (4.7) and (4.14) that
When d ∈ S 3 , it follows from (4.5), (4.8) and (4.14) that (4.14) and (4.5). Hence, we have
Recently, Chen, Sun and Sun [5] also showed the strong semismoothness of P K n , and Chen, Chen and Tseng [2] gave more general results. We note, however, that their approaches are quite different from ours. Now, we are ready to prove the strong semismoothness of H NR .
Theorem 4.2
The function H NR defined by (3.2) is semismooth at every point (x, y) ∈ ℜ n × ℜ n . Moreover, if ∇f : ℜ n → ℜ n×n is locally Lipschitzian, then H NR is strongly semismooth at every point (x, y) ∈ ℜ n × ℜ n .
Proof. Let (ξ, η) ∈ ℜ n × ℜ n be a pair of vectors sufficiently small, and U be an arbitrary element of ∂H NR (x + ξ, y + η). Note that, from Theorem 4.1, P K n is strongly semismooth at x − y. Then, since
we have
where the last equality follows from ξ − η 2 ≤ 2 ξ 2 + 2 η 2 = 2 (ξ, η) 2 and ξ ≤ (ξ, η) . Hence, H NR is semismooth at (x, y). Furthermore, if ∇f is locally Lipschitzian, then the strong semismoothness of H NR at (x, y) readily follows since o( ξ ) in (4.15) can be replaced by O( ξ 2 ).
Jacobian consistency of the smoothing function
Jacobian consistency, which was first introduced by Chen, Qi and Sun [4] , is a concept relating the generalized Jacobian of a nonsmooth function with Jacobian of a smoothing function. Like the semismoothness and the strong semismoothness, the Jacobian consistency often plays an important role in establishing rapid convergence of smoothing methods. In this subsection, we show that the function H µ,ε defined by (3.10) enjoys the Jacobian consistency, and give some results that will be useful in constructing a rapidly convergent algorithm.
Definition 4.2 Let F : ℜ n → ℜ n be a continuous function. Let F µ,ε : ℜ n → ℜ n be a function such that F µ,ε is continuously differentiable for any µ > 0 and ε ≥ 0, and that lim (µ,ε)↓(0,0) F µ,ε (z) = F (z) for any z ∈ ℜ n . Then we say F µ,ε satisfies the Jacobian consistency if
We note that Chen, Qi and Sun [4] define the Jacobian consistency in terms of
instead of ∂F (z). Moreover, their definition contains only a smoothing parameter µ.
In the remainder of the paper, we use the following notation for convenience. Letĝ : ℜ → ℜ be a continuously differentiable convex function satisfying (3.4). Then we denote for any µ > 0 that
Note that, as µ ↓ 0, there exist limits of γ µ (α) and γ ′ µ (α) for any fixed α, which we denote γ 0 (α) := lim µ↓0 γ µ (α) = max{0, α}, (4.18) In order to show the Jacobian consistency of H µ,ε , we first investigate the limiting behavior of ∇P µ (z) as µ ↓ 0, where P µ denotes the smoothing function of P K n defined by (3.5). 20) where r 1 = z 1 / z 2 ∈ ℜ, r 2 = z 2 / z 2 ∈ ℜ n−1 , S i (i = 1, . . . , 6) are the sets defined by (4.1), and g : ℜ → ℜ is a function satisfying (3.4).
Proof.
Let λ 1 and λ 2 be the spectral values of z given by (2.1). Note that, if z 2 = 0, ∇P µ (z) is given by (3.14) with a µ , b µ and c µ defined by (3.15). First we suppose z 2 = 0 and consider the limiting behavior of a µ , b µ and c µ as µ ↓ 0. Since we have
(4.18) implies that the limit a 0 := lim µ↓0 a µ is given by
where the second case follows from λ 2 /(λ 2 − λ 1 ) = (z 1 + z 2 )/(2 z 2 ) = (1 + r 1 )/2. By (3.15) and (4.19), the limit b 0 := lim µ↓0 b µ is given by 22) and c 0 := lim µ↓0 c µ is given by
Next we describe the limit lim µ↓0 P µ (z). We first consider the case where z ∈ S 1 , that is, 0 < λ 1 ≤ λ 2 . When z 2 = 0, we have 0 < λ 1 = λ 2 = z 1 . Hence, by (3.14) and (4.19), we have we have a 0 = b 0 = 1 and c 0 = 0 by (4.21) -(4.23) . This, together with (3.14), yields
We thus have J o P (z) = I for any z ∈ S 1 . When z ∈ S 3 , that is, λ 1 ≤ λ 2 < 0, we can show that J o P (z) = O in a similar way. When z ∈ S 2 , that is, λ 1 < 0 < λ 2 and z 2 = 0, we have a 0 = (1 + r 1 )/2 and b 0 = c 0 = 1/2 from (4.21) -(4.23). It then follows from (3.14) that
We can argue the case of z ∈ S 4 ∪ S 5 in a similar way. When z ∈ S 6 , we have λ 1 = λ 2 = z 1 = 0 and z 2 = 0. Therefore, by (3.14) and (4.19), we have J o P (z) = g ′ (0)I . This completes the proof.
By using Propositions 4.2 and 4.3, we show the Jacobian consistency of H µ,ε .
Theorem 4.3 H µ,ε satisfies the Jacobian consistency.
from (3.13), and
We thus have J o H (x, y) ∈ ∂H NR (x, y) for any (x, y) ∈ ℜ n × ℜ n , which implies that H µ,ε satisfies the Jacobian consistency.
The Jacobian consistency of H µ,ε guarantees that, for any (x, y) ∈ ℜ n × ℜ n and δ ′ > 0, there exists µ > 0 and ε > 0 such that dist (∇H µ,ε (x, y), ∂H NR (x, y)) < δ ′ . To find such µ and ε for any δ ′ is an essential issue for constructing a rapidly convergent algorithm. By (3.13), (4.24) and the Jacobian consistency of H µ,ε , we can easily see that there exists M > 0 such that for any α ∈ ℜ, and
Since
We therefore have |γ
for each i = 1, 2. Now, we note that, for any β > 0,
where the inequality follows from γ ′ µ (β) =ĝ ′ (β/µ) and (3.4). Moreover, 1 − γ ′ µ (β) is monotonically nonincreasing since γ µ is convex. Hence, we have
Combining this inequality with (4.29), we have (4.28). Now, we define the functionλ :
where λ i (z) (i = 1, 2) are the spectral values of z, and I(z) ⊆ {1, 2} is the index set defined by I(z) := {i | λ i (z) = 0}. Then we can easily see from (4.28) that
From this fact, we have the following proposition. 
for any µ > 0 and z ∈ ℜ n .
Proof. Let λ 1 and λ 2 be the spectral values of z. When z 2 = 0, that is, z 1 = λ 1 = λ 2 , we have
where the first equality follows from (3.14), (4.20) and (4.19) , and the second equality follows from λ(z) = |z 1 |.
When z 2 = 0, that is, λ 1 < λ 2 , by (3.14) and (4.20) -(4.23), we have for some M ′′ > 0
Moreover, we have from (4.19), (4.21) and λ ∈ [λ 1 , λ 2 ] that
Hence, we obtain
Furthermore, by (3.15) and (4.22), we have
and, by (3.15) and (4.23), we have
Combining these inequalities, we have
where the last inequality follows from 0 ≤ λ 1 < λ 2 , λ ∈ [λ 1 , λ 2 ], (4.28) and (4.31). Hence, by (4.32), we have for some
we can obtain the desired result in a similar way.
Finally, we consider the case where λ 1 < 0 < λ 2 . First we assume 0
where the second equality follows from (4.27), the third equality follows from (4.18), the fourth equality follows from (4.19) , and the inequality follows from (
When |λ 1 | = λ 2 , we have |a µ − a 0 | = 0 from (4.33) and (4.27). In a way similar to the previous case, we have |b µ(α, δ) ). The following proposition gives an explicit expression of such µ(α, δ) whenĝ(α) is given byĝ(α) = (α + √ α 2 + 4)/2.
Proposition 4.5 Let the functionĝ be defined byĝ(α) = (α + √ α 2 + 4)/2, and γ µ and γ + 0 be defined by (4.17) and (4.19), respectively. Moreover, let µ(α, δ) be defined by
Then, for any α ∈ ℜ, δ > 0 and µ ∈ (0, µ(α, δ)), we have
Proof. Let µ be an arbitrary scalar in the interval (0, µ(α, δ)). By easy calculation, we have
Moreover, these equalities yield 
where the first inequality follows from µ < µ(α, δ) = (1/2)|α| √ δ, and the last inequality follows since the function f (δ) := (1/2)(1 − (1 + δ) −1/2 ) − δ satisfies f (0) = 0 and f ′ (δ) = (1/4)(1 + δ) −3/2 − 1 < 0 for any δ > 0. This completes the proof.
Quadratically convergent algorithm with Newton's method
In this subsection, based on Algorithm 3.1, we propose a more specific algorithm in which Newton's method is applied for solving subproblem (3.12) . Moreover, we show that the algorithm is quadratically convergent under appropriate assumptions including the strong semismoothness and the Jacobian consistency. We first state the algorithm. For convenience, we denote 
and go to Step 3. Otherwise, go to Step 2.3.
(Step 2.3) Find the smallest nonnegative integer m such that
then let w (k+1) := v (j+1) and go to Step 3. Otherwise, set j := j + 1 and go back to Step 2.1.
(Step 3) Update the parameters as follows :
Set k := k + 1. Go back to Step 1.
In
Step 3,λ is the function given by (4.30), and µ(α, δ) is determined so that |γ ′ µ (α) − γ + 0 (α)| < δ for any µ ∈ (0, µ(α, δ) ). An explicit formula of µ(α, δ) is given as in Proposition 4.5 whenĝ(α) = (α + √ α 2 + 4)/2. In the inner iterations Steps 2.0 -2.4, a damped Newton method seeks a point w (k+1) such that H µ k ,ε k (w (k+1) ) ≤ β k . Note that, by letting α k := β 2 k /2, the termination criterion (4.37) for the inner iterations becomes equivalent to (3.12) in Algorithm 3.1.
Step 3 specifies the update rule of the parameters. We note that {β k }, {µ k } and {ε k } converge to 0 since 0 < η ≤ η < 1.
The next proposition shows that Algorithm 4.1 is well-defined in the sense that the number of inner iterations Steps 2.0 -2.4 is finite for each k. 
Proof.
Fix k arbitrarily. Notice that we always have
Step 2. First we show the existence of a nonnegative integer m satisfying (4.36). Without loss of generality, we assume Ψ µ,ε (v (j) ) > 0. Noticing that
Since 1 − σ > 0 and Ψ µ k , ε k (v (j) ) > 0, the right-hand side of (4.39) is negative for all τ > 0 sufficiently small. Hence, (4.36) holds for some integer m ≥ 0.
Next, for the contradiction purpose, we assume that the inner iterations of Step 2 never terminate, that is,
for all j at Step 2.4. We consider two cases (i) lim inf j→∞ τ j > 0 and (ii) lim inf j→∞ τ j = 0. In case (i), there exists τ ∈ (0, (2σ)
The right-hand side of this inequality tends to 0 as j → ∞, which contradicts (4.40). In case (ii), there exists a subsequence such that {τ j } j∈J → 0. Note that Step 2.3 implies
for all j. Since ρ m j −1 = τ j ρ −1 , we then have
However, (4.41) cannot hold when j ∈ J is sufficiently large, since 1−σ > 0 and Ψ µ k , ε k (v (j) ) > β 2 k /2 > 0. Thus, we have a contradiction. This completes the proof.
Finally, we show that Algorithm 4.1 is quadratically convergent under appropriate assumptions. Note that there exists ν > 0 such that, for any w ∈ ℜ 2n , the following inequality holds :
where the first inequality follows from the triangle inequality, the second inequality follows from (3.6), and the third inequality follows from x ≤ (x, y) . By using the inequality (4.42) and the two properties shown in Subsections 4.2 and 4.3, we establish the main theorem of this subsection.
Theorem 4.4 Let f : ℜ n → ℜ n be a monotone function such that ∇f is locally Lipschitzian. Let {w (k) } be a sequence generated by Algorithm 4.1. Moreover, suppose that the following assumptions hold true :
(i) The solution set of SOCCP (3.1) is nonempty and bounded.
(ii) Every accumulation point of
Then we have the following two statements :
(a) For all k sufficiently large, the inequality in Step 2.2 of Algorithm 4.1 holds for j = 0 ;
(b) The sequence {w (k) } converges to a solution w * of SOCCP (3.1) quadratically.
By assumption (i) and Theorem 3.2, {w (k) } is bounded and an arbitrary accumulation point w * is a solution of SOCCP (3.1), that is, H NR (w * ) = 0. Let B be a positive number such that
Proposition 3.1 and assumption (ii), there exists C > 0 such that
. It then follows from (4.43) and H NR (w * ) = 0 that
where the second inequality follows from Step 2.4 of Algorithm 4.1 and (4.42), the third inequalitywhere the second inequality follows from (4.42), (4.49) and (4.53), the third inequality follows from
Step 3 of Algorithm 4.1, the fourth inequality follows from (4.48), and the equality follows from
Step 3 of Algorithm 4.1. Furthermore, since (νκ + (B + ΘΓη k )κ + θ)Γβ
, and hence, we have from (4.46) that w
. This shows (b).
Numerical experiments
In order to evaluate the efficiency of Algorithm 4.1, we have conducted some numerical experiments. In our experiments, we choseĝ(α) = ( √ α 2 + 4 + α)/2 as the function satisfying (3.4) and (4.26), and employed H NR (w (k) ) < 10 −8 as the termination criterion. Moreover, we adopted
Step 3 of the algorithm. Note that, whenλ(x (k) − y (k) ) defined by (4.30) is very small but positive while H NR (x (k) , y (k) ) is not small enough, µ k becomes almost as small asλ(
is not sufficiently close to a solution. Since this may diminish the effects of smoothing, we regard 
Linear case
We solved the following linear SOCCP :
where M ∈ ℜ n×n is a rank-deficient positive semidefinite matrix. We chose η = 0.01, η = 0.001, ρ = 0.5, σ = 0.4, κ = κ = 0.01 andκ = 1 in Algorithm 4.1.
In order to obtain a positive semidefinite matrix M with rank M = r < n, we let M := nBB T / BB T , where B ∈ ℜ n×r is a matrix of which every components are randomly chosen from the interval [−1, 1]. Furthermore, we let q := 10 α n 1/2 p − M e, where e = (1, 0, . . ., 0) T ∈ int K n , p is a vector such that p ∈ int K n and p = 1, and α is randomly chosen from the interval [−1, 1]. Then, SOCCP (5.1) has a solution since the assumption of Theorem 6.1 (to be shown in the next section) holds by letting x = e ∈ int K n and y = M e+q = 10 α n 1/2 p ∈ int K n . In the experiments, we determined p as follows : Let θ be randomly chosen from (0, π/2), let w be an (n−1) -dimensional vector whose components are randomly chosen from [−1, 1], and put p := 2 −1/2 cos θ(1, w/ w ) + 2 −1/2 sin θ(1, −w/ w ). It is not difficult to see that a vector p thus determined satisfies p = 1 and p ∈ int K n .
In our first experiments, we generated 100 problem instances for each of n = 100, 200, . . ., 1000, and solved each problem instance by using 100 randomly chosen initial points. We let the rank r of M be an integer randomly chosen from [0.9n, n − 1], and selected an initial point (x (0) , y (0) ) as (x (0) , y (0) ) := 10 β (a, b)/ (a, b) , where β is randomly chosen from [−3, 3] and each component of (a, b) ∈ ℜ n × ℜ n is randomly chosen from [−1, 1]. Table 1 shows the results of our experiments, in which n denotes the size of problems, ♯ Ite denotes the number of outer iterations, ♯ Newton denotes the total number of inner Newton iterations, and cpu(s) denotes the CPU time. The values of ♯ Ite, ♯ Newton and cpu(s) are the average of 100 runs for each n. Table 1 reveals that the problem size only slightly affects the number of iterations. In our second experiments, we fix the size of problems at 100 and varied the rank of M ∈ ℜ
100×100
as r = 10, 20, . . ., 90 and 99. We solved 1000 different problem instances for each r, where initial points are selected in a way similar to the previous experiments. Table 2 shows the results of the experiments. The numbers of iterations, ♯ Ite and ♯ Newton, are the average of 1000 runs for each r. Table 2 indicates that neither ♯ Ite nor ♯ Newton are affected by the rank of matrix M . 
Nonlinear case
In our third experiments, we solved the following nonlinear SOCCP :
Find (x, y) ∈ ℜ 5 × ℜ Since the objective function of this SOCP is convex, we can easily see that the function f is monotone.
In the experiments, we set the parameters as ρ = 0.5, σ = 0.4, κ = κ = 0.01 andκ = 1. We used nine different pairs of (η, η) and ran Algorithm 4.1 with 100 initial points (x (0) , y (0) ) for each (η, η) determined as (x (0) , y (0) ) := Γ(a, b)/ (a, b) , where Γ is randomly chosen from [0, 10] and each component of (a, b) ∈ ℜ n × ℜ n is randomly chosen from [−1, 1]. Table 3 shows the results of the experiments, in which ♯ Ite and ♯ Newton are the average of 100 runs for each (η, η). As Table 3 shows, the number of outer iterations decreases as η becomes smaller. On the other hand, the number of inner iterations decreases as η becomes smaller and η becomes larger. Since the computation time is largely dependent on the number of inner iterations, it would be recommended to choose η as large as possible and η as small as possible. However, it should be kept in mind that, when η is too small, µ and ε tend to 0 very rapidly, which may deteriorate the advantage of smoothing and regularization methods. 
Concluding Remarks
In this section, we make some comments that complement the results obtained in the paper. In Sections 3 and 4, the function F in SOCCP (1.1) is assumed to be of the form F (x, y, ζ) = f (x) − y. This assumption may seem rather restrictive. However, the KKT conditions for SOCP (1.2) can be written as the SOCCP with F (x, y, ζ) = f (x) − y as follows : In SOCP (1.2), let z = z ′ − z ′′ where z = (z 1 , . . ., z m ) ∈ ℜ n 1 × · · · × ℜ nm , λ i (z j ) (i = 1, 2) are the spectral values of z j , and I(z) ⊆ {1, 2} × {1, . . ., m} is the index set defined by I(z) := {(i, j) | λ i (z j ) = 0}. Then, we can also show that Theorems 3.2 and 4.4 hold for monotone f in a similar way.
In the numerical experiments of Section 5, we generated linear SOCCP (5.1) whose solution set is nonempty, based on the following theorem which shows a sufficient condition for a linear SOCCP to be solvable. This result is a natural extension of the well-known result [7, Theorem 3.1.2] for the linear complementarity problem.
Theorem 6.1 Let M ∈ ℜ n×n be a positive semidefinite matrix, and q ∈ ℜ n be a real-valued vector. If there exists a pair (x, y) such that x ∈ int K, y ∈ int K and y = M x + q, then the SOCCP x ∈ K, y ∈ K, x T y = 0, y = M x + q (6.5)
has at least one solution.
