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Naslov: Analiza infrardecˇih spektrov z globokimi nevronskimi mrezˇami
Avtor: Tina Avbelj
Z opazovanjem absorpcijskega spektra, ki ga dobivamo z obsevanjem dolocˇenega
vzorca, na primer tkiva, z infrardecˇo svetlobo, lahko dobimo informacijo o
kemijski sestavi vzorca. Pri analizi spektrov pogosto uporabljamo klasifika-
cijske metode, s katerimi lahko dolocˇamo sestavo celotnega vzorca ali njego-
vih delov. Eden od primernih algoritmov za ta namen so umetne nevronske
mrezˇe. V diplomskem delu smo ugotavljali, kako uspesˇne so umetne nevron-
ske mrezˇe za klasifikacijo infrardecˇih spektrov. Preizkusili smo jih na vecˇ
naborih podatkov ter jih primerjali z metodo podpornih vektorjev in mul-
tinomsko logisticˇno regresijo. Preverjali smo tudi uspesˇnost konvolucijskih
nevronskih mrezˇ. Umetne nevronske mrezˇe so dosegle primerno tocˇnost, ven-
dar niso veliko boljˇse od metode podpornih vektorjev, ki je, po drugi strani,
bistveno hitrejˇsa.
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Absorption spectra obtained from the sample irradiated by infrared radia-
tion represent a very useful method for observing the chemical composition
of different kinds of samples, from cell tissue to various materials. For spec-
trum analysis, we often use classification algorithms. A suitable algorithm
for this task is an artificial neural network. In the diploma thesis, we ex-
plored the usefulness of artificial neural networks for classification of infrared
spectra. We measured classification accuracies on different data sets and
compared them to the results of support vector machines and multinomial
logistic regression. We also examined the performance of convolutional neu-
ral networks. The results achieved by the artificial neural networks were
promising. However, they were not significantly better than those of the
support vector machines. On the other hand, the performance of the latter
was considerably faster.




Infrardecˇa spektroskopija je pogosto uporabljena metoda za razlicˇne razi-
skave s podrocˇja medicine, kemije, farmacije, forenzike, biologije, ekologije...
Infrardecˇi spekter je pomemben vir informacij o vzorcu, saj iz njega lahko
dolocˇimo sestavo vzorca. V tovrstnih raziskavah je velik potencial za resˇitev
marsikaterih problemov. Na podlagi spektrov se da napovedati, ali je neka
celica zdrava ali ne in diagnosticirati bolezen. Veliko raziskav te vrste poteka
na primer v povezavi z rakom, uporabljajo se za raziskovanje tkiv rastlin
in zˇivali, vsebnosti ogljikovega dioksida v toplih gredah, dolocˇanje lastnosti
materialov in sˇe marsikaj drugega. Probleme na podlagi infrardecˇe spektro-
skopije se pogosto resˇuje z algoritmi za kalsifikacijo.
V diplomskem delu smo se ukvarjali s klasifikacijo infrardecˇih spektrov,
ki so bili pridobljeni v sinhrotronih Elettra Sincrotrone Trieste v Trstu in
SOLEIL v Parizu. Za to smo uporabili umetne nevronske mrezˇe, ki so zelo
razsˇirjen algoritem strojnega ucˇenja. Umetne nevronske mrezˇe se velikokrat
izkazˇejo za zelo uspesˇen algoritem, saj dajejo visoko tocˇnost napovedi. Cilj
diplomskega dela je bil ugotoviti, kaksˇno klasifikacijsko tocˇnost dobimo z
umetnimi nevronskimi mrezˇami. Njihove rezultate smo primerjali z rezultati
multinomske logisticˇne regresije in metode podpornih vektorjev. Ugotavljali
smo, kaksˇna arhitektura umetne nevronske mrezˇe je primerna, in ali se na-
povedi da izboljˇsati z uporabo konvolucijske nevronske mrezˇe.
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V prvem delu smo predstavili problem klasifikacije in uporabljene algo-
ritme, s poudarkom na umetnih nevronskih mrezˇah. Sledi opis osnovnega
principa delovanja sinhrotrona in razlaga kaj je infrardecˇi spekter in kako
nastane. V naslednjem poglavju je opisan postopek poskusov z razlicˇnimi
algoritmi in rezultati, sledi pa sˇe zakljucˇek in sklepne ugotovitve.
Poglavje 2
Metode
Za dolocˇanje sestave vzorcev s pomocˇjo spektrov bomo uporabljali strojno
ucˇenje, zato v tem poglavju predstavljamo osnovno idejo strojnega ucˇenja
ter nekaj najpogostejˇsih algoritmov ucˇenja in z njimi povezanih postopkov.
V drugem delu poglavja bomo podrobneje opisali umetne nevronske mrezˇe.
2.1 Klasifikacija
Strojno ucˇenje je podrocˇje umetne inteligence, ki se ukvarja z analizo po-
datkov in podatkovnim rudarjenjem. Osnovni princip strojnega ucˇenja je
uporaba algoritma, ki na podlagi podatkov zgradi model, ki ga lahko upo-
rabimo za napovedovanje na novih primerih. Z algoritmi strojnega ucˇenja
lahko resˇujemo razlicˇne vrste problemov, kot je klasifikacija oz. uvrsˇcˇanje v
razrede, napovedovanje vrednosti, razvrsˇcˇanje v skupine itd.
Klasifikacija pomeni, da zgrajeni model za nek primer iz nabora podatkov
napove, kateremu izmed mozˇnih razredov pripada. Preprost primer podat-
kov je mnozˇica podatkov o razlicˇnih psih, kjer vsak pes pomeni en primer,
klasificiramo pa jih v dva razreda: primeren za zˇivljenje v stanovanju in ne-
primeren za zˇivljenje v stanovanju. Vsak primer je opisan z atributi (ang.
features). V prej omenjenem primeru so to velikost, tezˇa, ubogljivost, barva,
koliko gibanja potrebuje... Atributi so lahko zvezne (npr. tezˇa) ali diskretne
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(npr. barva) spremenljivke. Podatki so predstavljeni kot matrika in vek-
tor. Matrika X predstavlja primere in atribute brez pripadajocˇega razreda.














































Učna množica Klasif ikacijski algoritem   Model
Napovedani razredi
Slika 2.1: Shema klasifikacije
2.1.1 Ocenjevanje tocˇnosti in precˇno preverjanje
Mnozˇico podatkov razdelimo na ucˇno in testno mnozˇico. Ponavadi damo v
ucˇno mnozˇico vecˇ primerov, priblizˇno v razmerju 7:3. Na ucˇni mnozˇici gra-
dimo model. Za primere iz testne mnozˇice z zgrajenim modelom napovemo
razrede. Tocˇnost klasifikacije merimo s primerjavo pravih in napovedanih
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vrednosti razredov za testne primere. Obstaja veliko razlicˇnih mer. Ena od
njih je klasifikacijska tocˇnost (ang. classification accuracy) oz. CA, ki pred-
stavlja razmerje med sˇtevilom pravilno klasificiranih primerov in sˇtevilom
vseh primerov (n). Cˇe so primeri neenakomerno porazdeljeni v razrede, po-
tem CA ni dobra mera. Obstajajo tudi druge mere, kot so natancˇnost (ang.




i=1 |ynapovedan − ypravilen|
n
(2.3)
Vecˇina algoritmov strojnega ucˇenja ima parametre, ki vplivajo na tocˇnost
metode. Kaksˇni so optimalni parametri, ne vemo, obstajajo pa algoritmi s
katerimi jih lahko najdemo. Dober nacˇin za izbiro parametrov je k-kratno
interno precˇno preverjanje, pri katerem izmerimo tocˇnost za vse kombinacije
iz nabora parametrov in koncˇni model zgradimo s tisto, ki da najboljˇsi re-
zultat. Podatke razdelimo na ucˇno in testno mnozˇico. Testne mnozˇice pri
izbiri parametrov ne uporabljamo in na njej testiramo le koncˇni model. Ucˇno
mnozˇico razdelimo na k delov. Izvedemo k iteracij. V vsaki izberemo eno
od k mnozˇic za testno mnozˇico, ostalih k − 1 pa za ucˇno mnozˇico. Vsakicˇ
izberemo drugo izmed k mnozˇic, tako da je na koncu vsaka od njih natanko
enkrat testna mnozˇica. Na vsaki izmed k ucˇnih mnozˇic zgradimo model z
izbranimi parametri in ga testiramo na pripadajocˇi testni mnozˇici. Tako za
vsak parameter dobimo k tocˇnosti. Za tocˇnost, ki nam jo da posamezni pa-
rameter, vzamemo povprecˇje vseh k tocˇnosti. S tem zmanjˇsamo mozˇnost,
da bi parametri dali dober rezultat le zaradi nakljucˇne izbire mnozˇic. Teh
k iteracij izvedemo za vsako kombinacijo parametrov, tako da za vsako po-
znamo tocˇnost. Za gradnjo koncˇnega modela izberemo tiste parametre, ki
nam dajo najvecˇjo tocˇnost. Koncˇni model testiramo na testni mnozˇici, ki smo
jo na zacˇetku precˇnega preverjanja razdelili od ucˇne. Pricˇakujemo podoben
rezultat, kot ga pri precˇnem preverjanju dobimo za najboljˇso kombinacijo
parametrov.
Precˇno preverjanje je lahko za zahtevnejˇse algoritme prevecˇ dolgotrajno.
Hitrejˇsa mozˇnost za izbiro parametrov je validacijska mnozˇica. Mnozˇico po-
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datkov razdelimo na ucˇno, testno in validacijsko mnozˇico, na primer v raz-
merju 6:2:2. Na ucˇni mnozˇici zgradimo model, validacijsko mnozˇico upora-
bimo za izbiro najboljˇsih parametrov, na testni mnozˇici pa testiramo koncˇni
model.
Vsi podatki
Učna množica Testna množica
Testna množica













Slika 2.2: Shema internega precˇnega preverjanja.
2.1.2 Klasifikacijski algoritmi
Za klasifikacijo se uporabljajo razlicˇni algoritmi kot so nevronske mrezˇe, lo-
gisticˇna regresija, nakljucˇni gozdovi, metoda podpornih vektorjev itd. Ne-
vronske mrezˇe bomo natancˇneje opisali v naslednjem podpoglavju.
Logisticˇna regresija. Logisticˇna regresija je eden izmed preprostejˇsih kla-
sifikacijskih algoritmov. Navadna logisticˇna regresija deluje samo za primere
iz dveh razredov. Za primere iz vecˇ razredov pa lahko uporabimo multi-
nomsko logisticˇno regresijo. Algoritem iˇscˇe hiperravnino, ki primere locˇi v
razlicˇna razreda. Parametri algoritma so θ1, ..., θn. Hipotezo algoritma h
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dobimo tako, da izraz z vstavimo v sigmoidno funkcijo g.




1 + exp(−z) (2.5)
hθ(x) = g(z) = g(θ
Tx) =
1
1 + exp(−θTx) (2.6)
Izhodna vrednost hipoteze je na intervalu med 0 in 1. Pove nam verjetnost, s
katero primer x ob danih parametrih θ pripada pozitivnemu razredu. Cˇe torej
primer spada v pozitivni razred, zˇelimo, da je vrednost hipoteze cˇim blizˇje 1,
cˇe spada v negativni pa 0. Vrednost 0.7 na primer pomeni, da primer spada
v pozitivni razred s 70 % verjetnostjo. Algoritem mora izbrati optimalne
vrednosti parametrov θ. Za to lahko uporabimo metodo gradientnega spusta
(poglavje 2.2.2), ki minimizira kriterijsko funkcijo J(θ). y(i) lahko zavzame
vrednost 1, kar pomeni pozitivni razred, ali 0, kar je negativni razred (y(i) ∈
{0, 1}).






(i))) + (1− y(i)) log(1− hθ (x(i)))] (2.7)
Za preprecˇevanje prevelikega prilagajanja ucˇni mnozˇici lahko funkciji J(θ)
priˇstejemo sˇe regularizacijski cˇlen. Poznamo vecˇ vrst regularizacije, ki se
razlikujejo v uporabljeni normi in razlicˇno vplivajo na model. Najbolj pogosti






Multinomska logisticˇna regresija. Multinomska logisticˇna regresija (ang.
multinomial logistic regression oz. softmax regression) je generalizacija lo-
gisticˇne regresije, s katero lahko klasificiramo primere v vecˇ razredov. Cˇe
imamo k razredov, lahko y(i) zavzame cele vrednosti od 1 do k (y(i) ∈
{1, 2, ..., k}). Za testni primer x torej zˇelimo, da hipoteza oceni verjetnost
P (y = k|x), s katero x pripada razredu k, za vse mozˇne vrednosti k. Iz-
hodna vrednost algoritma je k-dimenzionalni vektor y, katerega elementi so
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verjetnosti za vsak razred, ki zavzamejo vrednosti med 0 in 1, vsota vseh
elementov pa je 1. Izracˇunamo jo s hipotezo h.
hθ(x) =

P (y = 1|x; θ)
P (y = 2|x; θ)
. . .
P (y = k|x; θ)











~θ(1) ~θ(2) . . . ~θ(k)
]
(2.10)











Z 1{a} je oznacˇena funkcija indikator. Lahko zavzame vrednost 1 ali 0. 1 je
v primeru, ko je izraz a pravilen, kar pomeni, da je vrednost napovedanega
razreda y(i) enaka k. Sicer ima funkcija vrednost 0. [11]
Metoda podpornih vektorjev. Metoda podpornih vektorjev oz. SVM
nam omogocˇa, da se model lahko naucˇi tudi nelinearne funkcije. V osnovi je
SVM binarni klasifikacijski algoritem, torej za primere iz dveh razredov. Za
klasifikacijo v vecˇ razredov se problem prevede na binarni z metodo eden proti
vsem. To pomeni, da za vsak razred vzamemo za pozitivne primere tiste, ki
pripadajo temu razredu, za negativne pa primere iz vseh ostalih razredov.
Metoda pri tem zgradi toliko modelov, kolikor je razredov. Pri napovedova-
nju razreda testnega primera uporabimo vse predhodno zgrajene modele, in
sicer tako, da vsak vrne verjetnost izbranega razreda za ta dolocˇen primer.
Na koncu izberemo tisti razred, ki je bil napovedan z najvecˇjo verjetnostjo.
Glavna ideja algoritma je, da locˇi primere iz razlicˇnih razredov s hiper-
ravnino, npr. v 2D prostoru s premico. Primeri oz. vektorji x z n atributi so
tocˇke v n dimenzionalnem prostoru. Primere iz razlicˇnih razredov algoritem
locˇi s tako hiperravnino h, da je razdalja med njo in najblizˇjim pozitivnim
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primerom ter najblizˇjim negativnim primerom maksimalna. h je hipoteza
algoritma, ki jo lahko zapiˇsemo z naslednjo enacˇbo.
hθ(x) = θ
Tx− b = 0 (2.12)
Cˇe so primeri linearno locˇljivi, lahko izberemo dve hiperravnini, ki locˇita
primere razlicˇnih razredov in sta maksimalno oddaljeni ena od druge, h pa
lezˇi na sredini med njima. Najvecˇjo razdaljo algoritem dolocˇi s pomocˇjo
podpornih vektorjev, ki so tisti ucˇni primeri, ki lezˇijo blizu ene oz. na eni
izmed hiperravnin. Na sliki 2.3 so to primeri, ki so obkrozˇeni s cˇrno.
Parameter algoritma je tudi jedro (ang. kernel). Za linearno locˇljive
primere lahko uporabimo linearno jedro. Vendar primeri niso vedno tako
razporejeni, da bi se jih dalo locˇiti s hiperravnino. V 2D prostoru bi na pri-
mer lahko potrebovali krivuljo. V takih primerih lahko uporabimo drugacˇno
jedro, ki preslika tocˇke v viˇsjedimenzionalni prostor, kjer jih je lazˇje razdeliti
s hiperravnino. Za jedro lahko uporabimo razlicˇne funkcije. Najbolj pogosta











Slika 2.3: SVM za dva atributa x1 in x2.
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2.2 Umetne nevronske mrezˇe
V diplomskem delu nas zanima predvsem, kako uporabne so za dolocˇanje
spektrov umetne nevronske mrezˇe.
2.2.1 Struktura umetne nevronske mrezˇe
Umetna nevronska mrezˇa je sestavljena iz nevronov. Nevron ima vhodne
in izhodne povezave. Preko vhodnih povezav prejme vrednosti, iz katerih
izracˇuna eno izhodno vrednost. Nevroni so povezani v nevronsko mrezˇo
tako, da je izhod enega nevrona vhod drugega nevrona. Umetna nevron-
ska mrezˇa ima vecˇ nivojev. Sˇtevilo nevronov na vhodnem nivoju je enako
sˇtevilu atributov. Sˇtevilo nevronov na izhodnem nivoju pa je enako sˇtevilu
razlicˇnih razredov, v katere klasificiramo primere. Ostali nivoji se imenujejo
skriti nivoji, ki imajo lahko poljubno sˇtevilo nevronov. Sˇtevilo nivojev in
nevronov na posameznih nivojih imenujemo arhitektura mrezˇe. Vsak nivo
ima tudi dodatni nevron t.i. prag (ang. bias), ki je na sliki 2.4 oznacˇen s
+1. Ta nevron nima vhodnih povezav, njegova izhodna vrednost pa je vedno
1. Nevroni na zaporednih nivojih so med sabo polno povezani, vhodi nekega
nevrona so torej izhodi vseh nevronov iz prejˇsnjega nivoja.
Parametra umetne nevronske mrezˇe sta W in b. W je vecˇdimenzionalna
matrika utezˇi, kjer W
(l)
ij pomeni utezˇ povezave med nevronom j na nivoju l
in nevronom i na nivoju l+ 1. Cˇe ima mrezˇa sj nevronov na nivoju l in sj+1
nevronov na nivoju j+ 1, je dimenzija W (j) enaka sj+1× (sj + 1). Parameter
b pa se navezuje na prag, kjer b
(l)
i pomeni utezˇ povezave med pragom na
nivoju l in nevronom i na nivoju l+ 1. Izhodno vrednost oziroma aktivacijo
posameznega nevrona oznacˇimo z a. a
(l)
i pomeni izhod nevrona i na nivoju l.
Aktivacijo posameznih nevronov izracˇunamo z aktivacijsko funkcijo. Lahko














Slika 2.4: Nevronska mrezˇa s tremi skritimi nivoji.




Za izracˇun aktivacije uporabimo sˇe oznako z
(l)
i , ki pomeni utezˇeno vsoto vseh
vhodov v nevron, vkljucˇno s pragom. Aktivacija nevrona i na nivoju l pa je


















Koncˇni izhod hW,b(x) je enak aktivaciji na zadnjem nivoju.
Ta postopek racˇunanja aktivacij nevronov in koncˇnega izhoda umetne
nevronske mrezˇe pri znanih parametrih (W , b) se imenuje usmerjeni algoritem
(ang. feedforward algorithm). [8, 2, 4, 10]


























































Slika 2.6: Nevronska mrezˇa z enim skritim nivojem.
Pomemben korak pri uporabi umetnih nevronskih mrezˇ je izbira arhitek-
ture mrezˇe. Problem pri tem je, da zanesljivo pravilo, ki bi okvirno opisovalo,
kaksˇno mrezˇo naj bi izbrali glede na lastnosti podatkov, ne obstaja. Bolj ko
je arhitektura mrezˇe kompleksna, vecˇja je zahtevnost racˇunanja in mozˇnost
prevelikega prilagajanja ucˇni mnozˇici. Zato v splosˇnem zˇelimo najti cˇim bolj
preprosto oziroma najmanjˇso mrezˇo, ki bi dobro klasificirala podatke. Za to
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obstajajo razlicˇni pristopi. Ena mozˇnost je preizkusˇanje razlicˇnih arhitektur,
kar je pravzaprav ugibanje. To je lahko zelo dolgotrajno in ni nujno, da sploh
preizkusimo arhitekturo, ki je dejansko najboljˇsa. Za nekatere probleme se
izkazˇe, da izbira arhitekture sploh ni tako bistvena in lahko dobimo zelo dobre
rezultate za veliko razlicˇnih mrezˇ, ki vsi presegajo mejo tocˇnosti, ki jo zˇelimo
dosecˇi. Obstajajo tudi algoritmicˇni pristopi za izbiro arhitekture. Eden je
vecˇanje mrezˇe (ang. growing neural network), kjer zacˇnemo z zelo majhnim
sˇtevilom nevronov, nato pa jih dodajamo. Pri rezanju mrezˇ (ang. pruning
neural network) pa dolocˇimo neko zelo veliko mrezˇo, iz katere odstranjujemo
nevrone. [14, 5, 6, 1]
2.2.2 Gradientni spust
Gradientni spust je optimizacijski algoritem, ki se uporablja za razlicˇne me-
tode strojnega ucˇenja, med drugim tudi za umetne nevronske mrezˇe. Pri
gradientnem spustu je cilj minimizirati kriterijsko funkcijo. Z gradientnim
spustom se sicer priblizˇujemo le lokalnemu minimumu te funkcije in ne glo-
balnemu, v praksi pa se izkazˇe, da je to dovolj. V splosˇnem je ideja algoritma
naslednja: izberemo kriterijsko funkcijo J(θ1, θ2, ..., θn), ki je odvisna od n
parametrov, zˇelimo pa najti minJ(θ1, θ2, ..., θn). Na zacˇetku izberemo na-
kljucˇne parametre θ1, θ2, ..., θn. V vsakem koraku izboljˇsamo parametre tako,
da zmanjˇsamo J(θ1, θ2, ..., θn). To ponavljamo, dokler ni vrednost funkcije J
dovolj majhna. Nove parametre izberemo glede na odvod oziroma gradient
kriterijske funkcije.
V primeru umetnih nevronskih mrezˇ lahko za kriterijsko funkcijo izberemo
naslednjo funkcijo.




















V vsaki iteraciji gradientnega spusta izracˇunamo odvod kriterijske funkcije,
s katerim popravimo utezˇi umetne nevronske mrezˇe (enacˇbi 2.22 in 2.23). In-
tuitivno to pomeni, da se premaknemo korak blizˇje proti minimumu funkcije
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J. Parameter α se imenuje stopnja ucˇenja (ang. learning rate) in pove, kako
velik je korak, s katerim se priblizˇujemo minimumu funkcije. Cˇe je α maj-
hen, se priblizˇujemo pocˇasi, cˇe je velik, pa hitro. Lahko se zgodi, da izberemo
prevelik α in nikoli ne pridemo dovolj blizu minimuma, ker ga zaradi preve-
likega koraka v sicer pravi smeri zgresˇimo. Pri premajhnem α pa je mozˇno,
da se minimumu priblizˇujemo prepocˇasi in se algoritem ustavi, sˇe preden ga
dosezˇemo. Drugi cˇlen kriterijske funkcije s parametrom λ je regularizacijski
cˇlen. Regularizacija preprecˇuje preveliko prilagajanje ucˇnim podatkom. Sto-
pnja regularizacije je dolocˇena z λ. Pri vecˇji stopnji je regularizacija vecˇja,





















Obstaja vecˇ oblik gradientnega spusta, ki se razlikujejo po sˇtevilu ucˇnih
primerov, ki jih uposˇtevamo v vsaki iteraciji gradientnega spusta.
• Paketni gradientni spust (ang. batch gradient descent). Gradient kri-
terijske funkcije izracˇunamo iz celotne ucˇne mnozˇice. Algoritem torej
za vsak popravek utezˇi uporabi vse primere, zato je lahko pocˇasen. Ob
pravilni izbiri stopnje ucˇenja vedno konvergira k lokalnemu minimumu.
• Stohasticˇni gradientni spust (ang. stochastic gradient descent). Za
vsak ucˇni primer algoritem naredi en popravek utezˇi. Ta algoritem je
hitrejˇsi kot paketni gradientni spust. V praksi se izkazˇe, da ta algoritem
dovolj dobro deluje in skoraj vedno konvergira k lokalnemu minimumu.
• Mini-paketni gradientni spust (ang. mini-batch gradient descent). To
je kombinacija obeh prejˇsnjih oblik. Za popravek utezˇi uporablja pod-
mnozˇice ucˇne mnozˇice z n primeri. Namesto da iteriramo cˇez vsak
primer, kot pri stohasticˇnem spustu, iteriramo cˇez podmnozˇice z n pri-
meri. Za ucˇenje umetnih nevronskih mrezˇ se ponavadi uporablja ta
algoritem. [8]
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Algoritem vzvratnega razsˇirjanja. Kljucˇni korak v gradientnem spustu
je izracˇun odvoda kriterijske funkcije J . Ucˇinkovit nacˇin za racˇunanje od-
voda je algoritem vzvratnega razsˇirjanja (ang. backpropagation algorithm).
Najprej z usmerjenim algoritmom izracˇunamo vse aktivacije. Na izhodnem
nivoju dobimo izracˇunane aktivacije, poznamo pa tudi pravilno vrednost,
zato lahko izracˇunamo napako. Napako z zadnjih nivojev posredujemo proti
prvim. Za vsak testni primer bi torej lahko rekli, da gremo enkrat od vhoda
do izhoda mrezˇe in potem enkrat od izhoda proti vhodu. Rezultat algoritma
so odvodi, ki jih potrebujemo za izracˇun gradientnega spusta, s katerim po-
pravljamo utezˇi W . [8]
1. Z usmerjenim algoritmom izracˇunamo vse aktivacije za vse nivoje L1,
L2, ..., Lnl (izhodni nivo).










‖y − hW,b(x)‖2 (2.24)
3. Vzvratno razsˇirjanje napake po mrezˇi nazaj, s postopnim pomikanjem
po nivojih. Za vsak nivo l = nl − 1, nl − 2, ..., 2 in vsak nevron i na































2.2.3 Dodatne lastnosti nevronskih mrezˇ
Ko uporabljamo umetno nevronsko mrezˇo, moramo torej dolocˇiti vecˇ nje-
nih lastnosti. Najprej izberemo arhitekturo. V primeru, da se odlocˇimo za
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mini-paketni gradientni spust, dolocˇimo velikost posameznega mini-paketa.
Obstajajo pa tudi druge dodatne mozˇnosti, ki jih lahko uporabimo za iz-
boljˇsanje delovanja mrezˇe.
Dropout. Pri gradnji modela pogosto pride do prevelikega ujemanja s te-
stnimi podatki (ang. overfitting). Eden od nacˇinov resˇevanja tega problema
v primeru umetnih nevronskih mrezˇ je dropout. S to tehniko izpustimo ne-
katere nevrone v mrezˇi na kateremkoli nivoju. To pomeni, da nevron med
ucˇenjem zacˇasno odstranimo iz mrezˇe, vkljucˇno z vsemi njegovimi vhodnimi
in izhodnimi povezavami. Izbira izpusˇcˇenih nevronov je nakljucˇna. Za vsak
nevron dolocˇimo verjetnost, s katero je odstranjen iz mrezˇe. Verjetnost je
najbolje izbrati z validacijsko mnozˇico ali precˇnim preverjanjem, kar pomeni,
da preverimo tocˇnost za razlicˇne verjetnosti in za gradnjo koncˇnega modela
uporabimo najboljˇso. [12]
ReLU. ReLU je kratica za anglesˇki izraz rectified linear unit. To je funk-
cija, ki je definirana z naslednjim izrazom.
f(x) = max(0, x) (2.28)
To funkcijo uporabimo kot aktivacijsko funkcijo. Z x je oznacˇen vhod v
nevron. Vse vrednosti, ki so manjˇse od 0, dobijo vrednost 0. [6]






Slika 2.7: Graf funkcije ReLU.
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2.2.4 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe so posebna oblika nevronskih mrezˇ, ki uposˇtevajo
tudi sosednje atribute. Uporabimo jih lahko, ko so atributi med sabo koreli-
rani. Tipicˇno se uporabljajo za slike.
Konvolucijske nevronske mrezˇe uporabljajo matematicˇno operacijo kon-
volucija. To je operacija med funkcijo f in jedrom oz. filtrom g, njen rezul-
tat pa je nova funkcija. Definirana je za zvezne (enacˇba 2.29) in diskretne
(enacˇba 2.30) funkcije. Oznacˇimo jo z znakom ∗.








Arhitektura konvolucijskih nevronskih mrezˇ je podobna arhitekturi nava-
dnih umetnih nevronskih mrezˇ, le da imajo poleg polno povezanih nivojev
tudi en ali vecˇ konvolucijskih nivojev. Konvolucijsko jedro si lahko predsta-
vljamo kot utezˇi. Vsak konvolucijski nivo lahko uporabi drugacˇno jedro.
Konvolucija je racˇunsko zahtevna, zato lahko uporabimo tehniko zdruzˇevanje
maksimalnih vrednosti (ang. max pooling), s katero zmanjˇsamo sˇtevilo pa-
rametrov oz. dimenzijo slike. Ponavadi se zdruzˇevanje uporabi po ali pred
vsakim konvolucijskim nivojem. Deluje tako, da dolocˇimo velikost okna, s
katerim postopno drsimo cˇez celoten vhodni primer. Pri vsakem koraku ohra-
nimo le najvecˇjo izmed vrednosti, ki se pojavijo v tem oknu. Celotna zgradba
konvolucijske nevronske mrezˇe je ponavadi taka, da najprej uporabimo konvo-
lucijske nivoje, med katerimi uporabimo zdruzˇevanje maksimalnih vrednosti,
nato pa enega ali vecˇ polnopovezanih nivojev, na katerih lahko uporabimo
ReLU in dropout. [3, 6, 1]
2.2.5 Knjizˇnice za nevronske mrezˇe
Umetnih nevronskih mrezˇ v praksi ponavadi ne programiramo sami, saj za













Slika 2.8: Zdruzˇevanje maksimalnih vrednosti za 4x4 matriko z oknom 2x2.
in so precej preproste za uporabo. Ena izmed bolj razsˇirjenih je Theano, ki
je napisana v programskem jeziku Python. Vedno bolj uporabljena je tudi
Googlova knjizˇnica za strojno ucˇenje TensorFlow, ki je prav tako napisana
v Pythonu. Obe sta tudi odprtokodni. Sˇe bolj preprosta je knjizˇnica Keras,
ki je namenjena izkljucˇno nevronskim mrezˇam. Uporabljamo jo kot dodatek




V tem poglavju smo se osredotocˇili na podatke, njihovo pridobivanje in
znacˇilnosti. Podatki so bili pridobljeni v sinhrotronu, ki je predstavljen v
nadaljevanju. Sledi opis infrardecˇih spektrov in oblike podatkov, nato pa so
predstavljeni sˇe uporabljeni nabori podatkov.
3.1 Sinhrotron
Podatki so bili pridobljeni v dveh raziskovalnih centrih Elettra Sincrotrone
Trieste v Trstu in SOLEIL v Parizu v sinhrotronu, ki je oblika pospesˇevalnika
delcev. Pospesˇevalnik je naprava za pospesˇevanje nabitih delcev na visoko
hitrost. Obstaja vecˇ vrst pospesˇevalnikov. V linearnih pospesˇevalnikih se
elektroni gibljejo v ravni cˇrti, v krozˇnih pa v krogu. Prednost krozˇnih je, da
lahko delce pospesˇujejo neskoncˇno dolgo, ker se gibljejo v krogu, medtem ko
je pot pospesˇevanja pri linearnih omejena z dolzˇino pospesˇevalnika. Krozˇni
pospesˇevalnik je tudi manjˇsi kot primerljiv linearni, v katerem lahko elektroni
dosezˇejo enako energijo.
Sinhrotron je oblika krozˇnega pospesˇevalnika. Pri gibanju z zelo visoko
hitrostjo elektroni oddajajo sevanje, imenovano sinhrotronska svetloba. Se-
vanje je mogocˇe v pospesˇevalniku dosecˇi umetno, do njega pa lahko pride
tudi naravno, npr. pri razlicˇnih astronomskih pojavih. Sinhrotroni sicer
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niso vedno namenjeni pridobivanju sinhrotronske svetlobe, vendar se bomo
v nadaljevanju osredotocˇili na te, ker so bili tako pridobljeni nasˇi podatki.
Glavni del sinhrotrona je krozˇna vakuumska cev. V resnici pot elektronov
ne poteka v krogu, saj je sinhrotron sestavljen iz ravnih in ukrivljenih de-
lov, ki skupaj tvorijo krozˇni cikel, ki od zunaj izgleda kot krog. Na ravnih
delih se elektroni gibljejo priblizˇno enakomerno in ne sevajo. Na ukrivljenih
delih pot elektronov usmerjajo z magnetnim poljem, saj bi sicer sˇli narav-
nost. Med zavijanjem v magnetnem polju se elektroni gibljejo pospesˇeno in
ob tem oddajo sevanje oz. sinhrotronsko svetlobo. Sevajo naravnost, kar
med zavijanjem pomeni v smeri tangente na ovinek. Na ovinkih grejo zato
iz pospesˇevalnika ravne zˇarkovne linije (ang. beamline) v smeri sevanja. Po
njih potuje izsevana sinhrotronska svetloba do eksperimentalnih postaj (ang.
endstation), kjer jo pretvorijo v podatke, s katerimi lahko izvajajo raziskave.
V sinhrotronu je tudi vecˇ enot, imenovanih resonancˇne votline, kjer delce
pospesˇujejo z elektricˇnim poljem. Pospesˇijo jih skoraj do svetlobne hitrosti.
Ko se hitrost elektronov vecˇa, se mora vecˇati tudi jakost magnetnega polja
na ovinkih, da lahko ukrivlja pot hitrejˇsih elektronov. V sinhrotron posˇljejo
vecˇ elektronov naenkrat, ki krozˇijo v skupinah. Imeti morajo neko zacˇetno
hitrost, zato jih je potrebno pred vstopom v glavni krozˇni pospesˇevalnik po-
spesˇiti. Ob sinhrotronu je ponavadi sˇe en pospesˇevalnik, ki je lahko linearen
ali manjˇsi krozˇen, kjer se zacˇne pot elektronov, v njem pa dosezˇejo neko hi-
trost, s katero jih posˇljejo v glavni krozˇni pospesˇevalnik. Na koncu elektrone
spustijo iz kroga.
Sinhrotronska svetloba ima veliko lastnosti, zaradi katerih je zelo upo-
rabna za raziskave. Spekter sinhrotronske svetlobe je zvezen in gladek, raz-
teza pa se od infrardecˇe prek vidne in ultravijolicˇne do rentgenske svetlobe.
To je koristno, saj lahko izberemo, kateri del spektra bomo preucˇevali. Naj-
pogosteje je to ultravijolicˇna ali rentgenska svetloba. Snop svetlobe, ki ga
odda elektron, je zelo ozek in mocˇen, kar omogocˇa vecˇjo natancˇnost. Elektron
ne seva konstantno, ampak oddaja sevanje na dolocˇene cˇasovne intervale ob
zavijanju in za zelo kratek cˇas. Tudi ta cˇasovna struktura sevanja je koristna
Diplomska naloga 21
lastnost.
Iz sinhrotronske svetlobe se da ugotoviti marsikaj o sestavi vzorca, zato
se uporablja za raziskave na razlicˇnih podrocˇjih, kot so farmacija, medicina,
kemija in biologija. Nekaj primerov raziskav, ki jih delajo s pomocˇjo spektrov
so odkrivanje zgradbe snovi, rentgenska spektrografija proteinov, preucˇevanje
lastnosi materialov, vezi v kemijskih spojinah, tkiv v zˇivih bitjih, raziskave
razlicˇnih bolezni itd. [7, 13]
3.2 Infrardecˇi spekter
Infrardecˇa spektroskopija se ukvarja z infrardecˇim delom spektra elektro-
magnetnega valovanja oz. svetlobe. Kljucˇni lastnosti svetlobe, na podlagi
katerih lahko dolocˇimo, kaksˇna je svetloba, sta valovna dolzˇina in frekvenca.
Frekvenca pomeni sˇtevilo valov na cˇasovno enoto. Med sabo sta lastnosti
odvisni, njuno povezavo pa predstavlja enacˇba 3.1, kjer je z ν oznacˇena fre-
kvenca, z λ valovna dolzˇina, s c pa hitrost svetlobe, ki je priblizˇno 3× 108m
s
.






1024       1022      1020       1018       1016      1014       1012       1010       108        106        104        102        100          
žarki gama rentgenski žarki
infrardeče
valovanje mikrovalovi







Slika 3.1: Elektromagnetno valovanje
Infrardecˇa spektroskopija temelji na tem, da vzorec absorbira dolocˇene
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frekvence infrardecˇe svetlobe glede na to, kaksˇne so lastnosti njene zgradbe.
Izracˇun teh frekvenc je precej zapleten; molekule namrecˇ absorbirajo fre-
kvence, ki so podobne oz. v resonanci s frekvencami vibracij molekulskih
vezi. Absorpcijski spekter pove, koliko energije (oz. fotonov) z dolocˇeno
frekvenco molekula absorbira. Infrardecˇi spekter vzorca je torej pridobljen
tako, da je vzorec izpostavljen infrardecˇemu sevanju, ki ga oddajo pospesˇeni
elektroni v sinhrotronu, ob tem absorbira svetlobo pri dolocˇenih frekvencah,
na podlagi tega pa dolocˇijo spekter vzorca, iz katerega je mozˇno razbrati,
katere molekule vsebuje.
Primer infrardecˇega spektra iz nasˇih podatkov je predstavljen na sliki 3.2.
Na x osi je valovno sˇtevilo (ang. wavenumber), ki ga oznacˇimo s k, enote
pa so cm−1. Valovno sˇtevilo je lastnost valovanja, ki je z valovno dolzˇino





Predstavlja sˇtevilo valov na enoto dolzˇine v smeri sˇirjenja valovanja. Na
y osi pa je absorpcija vzorca oz. koliksˇen del izsevane infrardecˇe svetlobe z
dolocˇenim valovnim sˇtevilom je vzorec absorbiral. Za absorpcijo se uporablja
vecˇ razlicˇnih enot, v nasˇem primeru pa ni pomembno, katere so. [9]
3.3 Nabori podatkov
V podatkih, ki smo jih uporabili, je zajet le infrardecˇi del spektra. Vsak
primer predstavlja spekter enega vzorca. Atributi ustrezajo frekvencam oz.
valovnim sˇtevilom, njihove vrednosti pa absorbirani energiji pri tej frekvenci.
Primeri so klasificirani v razrede, ki predstavljajo razlicˇne kemijske sestave
vzorca oz. razlicˇne koncentracije dolocˇenih molekul v vzorcu. Nabor z oznako
1 na primer klasificira primere v 4 razrede: glikogen, lipid, DNA in kola-
gen. Uporabili smo deset naborov podatkov, ki so predstavljeni v tabeli 3.1.
Vecˇina ima okrog 200 do 400 atributov in nekaj cˇez 1000 primerov. Izsto-
pajo podatki z oznako 1, ki imajo le 234 atributov in 731 primerov. Razreda
sta vecˇinoma dva, v enem naboru sˇtirje in v enem sˇest. Podatke lahko tudi
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Slika 3.2: Infrardecˇi spekter
predstavimo z grafom. Primer spektra kazˇe slika 3.2. Nabor podatkov z
oznako 1, kjer so primeri klasificirani v sˇtiri razrede, pa je na sliki 3.3. Na
grafu so spektri za vse primere obarvani glede na razred, v katerega spadajo.
V tem naboru podatkov imajo spektri posameznega razreda precej ocˇitne
znacˇilnosti, saj lahko na grafu vidimo, kje spektri dolocˇenega razreda izsto-
pajo. V vecˇini naborov podatkov to ni tako ocˇitno, saj se spektri razlicˇnih
razredov bolj prekrivajo.
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Slika 3.3: Nabor podatkov z oznako 1
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1 731 234 4 214:212:195:110
2 458 1133 6 96:94:73:69:65:61
3 479 1607 2 209:189
4 199 1099 2 100:99
5 178 1099 2 101:75
6 251 1099 2 150:101
7 207 1099 2 110:100
8 317 1099 2 206:111
9 200 1099 2 100:100




Za uporabo nevronskih mrezˇ pri analizi spektrov smo morali najprej poiskati
primerno arhitekturo mrezˇe. Ker se je izkazalo, da vecˇja globina ne prispeva
k tocˇnosti, oziroma jo celo poslabsˇa, smo v nadaljnjih poskusih uporabljali
nevronske mrezˇe z enim in dvema skritima nivojema. Primerjali smo jih s
SVM in multinomsko logisticˇno regresijo. Da bi preverili, ali umetne nevron-
ske mrezˇe dobro delujejo tudi na tezˇjih naborih podatkov, smo v zadnjem delu
poskusov iz spektrov odstranili najbolj informativni del in preverili uspesˇnost
razlicˇnih metod na preostalem delu.
4.1 Izbira arhitekture nevronskih mrezˇ
Izbire arhitekture umetne nevronske mrezˇe smo se lotili eksperimentalno. Ker
so za razlicˇne podatke uspesˇne razlicˇne arhitekture mrezˇ, smo zˇeleli ugotoviti,
ali v primeru teh spektrov obstajajo kaksˇne zakonitosti za izbiro arhitekture.
Te poskuse smo izvajali na treh naborih podatkov z oznako 1, 2 in 3.
Najprej smo zˇeleli ugotoviti, kako na tocˇnost vpliva sˇtevilo nevronov.
Spreminjali smo sˇtevilo nevronov na enem skritem nivoju. Sˇtevilo nevronov
smo dolocˇili v odvisnosti od sˇtevila atributov, ki jih ima dolocˇen nabor po-
datkov. Tocˇnost smo merili s CA, saj je distribucija razredov enakomerna.
Sˇtevilo nevronov smo spreminjali od cˇetrtine do sˇtirikratnika sˇtevila atri-
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Tabela 4.1: CA za razlicˇno globoke umetne nevronske mrezˇe
Sˇtevilo skritih nivojev
vzorec 1 2 3 4
1 1.0000 0.9955 0.9843 0.9955
2 0.8986 0.9058 0.9058 0.9058
3 0.9373 0.9028 0.9028 0.8611
butov za faktor 2. Optimalne parametre smo izbirali s 3-kratnim internim
precˇnim preverjanjem, nastavljali pa smo stopnjo ucˇenja, dropout in stopnjo
regularizacije. Izkazalo se je, da spreminjanje sˇtevila nevronov sicer vpliva
na tocˇnost, vendar ne bistveno, interval sˇtevil nevronov, na katerem dobimo
skoraj enako visoko in hkrati najviˇsjo tocˇnost, pa je precej velik. Iz rezultatov
ne bi mogli dolocˇiti splosˇne funkcije, kako se tocˇnost spreminja v odvisnosti
od sˇtevila nevronov, s povecˇevanjem sˇtevila nevronov pa ne dobimo nujno
vecˇje tocˇnosti.
Poleg sˇtevila nevronov nas je zanimalo tudi, kako na tocˇnost vpliva sˇtevilo
skritih nivojev. Zgradili smo modele z 1, 2, 3 in 4 skritimi nivoji (tabela 4.1).
Izkazalo se je, da vecˇje sˇtevilo skritih nivojev ne prinese vecˇje tocˇnosti, cˇas
gradnje modela pa je bistveno daljˇsi. Iz teh poskusov sicer ne moremo do-
koncˇno sklepati, da globlje nevronske mrezˇe niso smiselne, saj nam cˇasovne
in racˇunske omejitve niso omogocˇale preiskati celotnega prostora parametrov.
Opisani poskusi pa vseeno nakazujejo, da za nasˇe podatke zadosˇcˇajo mrezˇe z
enim samim skritim nivojem. Zato smo pri nadaljnjih napovedih uporabljali
mrezˇe z enim in dvema skritima nivojema.
Za pomembno pa se je izkazala izbira parametrov stopnja regulariza-
cije, dropout in stopnja ucˇenja, ki zelo vplivajo na tocˇnost. Nekaj primerov
dosezˇenih CA za razlicˇne izbire parametrov za vzorec 1 je predstavljenih v
tabeli 4.2. Zato smo v nadaljnjih poskusih s pomocˇjo internega precˇnega
preverjanja dolocˇali optimalni nabor parametrov, cˇeprav se je s tem bistveno
podaljˇsal cˇas gradnje modela.
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Tabela 4.2: CA za razlicˇne kombinacije parametrov za vzorec 1
λ δ α CA
1 0.5 0.1 0.2505
1 0.5 0.001 0.9746
1 0.5 0.0001 0.9354
1 0.8 0.001 0.9471
0.1 0.8 1 0.2525
0.1 0.8 0.1 0.4572
0.1 0.8 0.001 0.9804
0.1 0.8 0.0001 0.9569
0.001 0.5 0.1 0.2643
0.001 1 0.1 0.2662
0.001 1 0.001 0.9785
0.001 1 0.0001 0.9589
4.2 Uporaba razlicˇnih algoritmov
Zgradili smo modele za vseh 10 naborov podatkov z vecˇ algoritmi. Uporabili
smo dve umetni nevronski mrezˇi. Prva, ki je v tabeli z rezultati oznacˇena z
ANN 1, ima en skriti nivo, sˇtevilo nevronov pa je dolocˇeno v odvisnosti od
sˇtevila atributov, in sicer jih je sˇtevilo atributov
2
. Druga z oznako ANN 2





nevronov. Pri obeh smo za aktivacijsko funkcijo izbrali
ReLU. Parametre smo izbirali s 3-kratnim internim precˇnim preverjanjem,
pri katerem smo izbirali tri parametre. Stopnja regularizacije je oznacˇena
z λ, stopnja ucˇenja z α, dropout pa z δ. Preizkusili smo tocˇnost za nabor
parametrov, ki je predstavljen v tabeli 4.3.
Naslednji algoritem je konvolucijska nevronska mrezˇa, ki je za infrardecˇe
spektre smiselna, saj so sosednji atributi med sabo odvisni in si jih lahko
predstavljamo tudi kot enodimenzionalne slike. Ker ima algoritem veliko
cˇasovno zahtevnost, smo uporabili en konvolucijski nivo z jedrom velikosti
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Tabela 4.3: Parametri in vrednosti za interno precˇno preverjanje





1, 0.1, 0.01, 0.001, 0
0.5, 0.8, 1





1, 0.1, 0.01, 0.001, 0
0.5, 0.8, 1





1, 0.1, 0.01, 0.001, 0
0.5, 0.8, 1




100, 10, 5, 1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001
10, 5, 1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001
MLR λ 100, 10, 5, 1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001
1 × 5. Drugi nivo je polno povezan, aktivacijska funkcija pa je ReLU. S 3-
kratnim internim precˇnim preverjanjem smo izbirali med enakimi parametri
kot za umetne nevronske mrezˇe (tabela 4.3).
Za primerjavo nevronskim mrezˇam smo zgradili modele sˇe z dvema algo-
ritmoma. Prvi je SVM. Uporabili smo RBF jedro, saj je to bolj primerljivo
z nevronskimi mrezˇami kot linearno jedro. Parametra λ in γ regulirata sto-
pnjo prilagajanja ucˇni mnozˇici. Parametre smo izbrali s 3-kratnim internim
precˇnim preverjanjem (tabela 4.3).
Zadnji algoritem je multinomska logisticˇna regresija. Multinomsko smo
uporabili zato, ker imajo nekateri nabori podatkov vecˇ kot dva razreda. S
3-kratnim internim precˇnim preverjanjem smo izbrali stopnjo regularizacije
λ (tabela 4.3).
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Tabela 4.4: CA za vse algoritme




1 0.9909 0.9955 0.9955 0.9824 0.8545 29,27%
2 0.9348 0.9219 0.8913 0.9058 0.4710 20,96%
3 0.9444 0.9654 0.8125 0.9167 0.7292 43,63%
4 1.0000 1.0000 0.9500 0.9500 0.6500 50,25%
5 0.9623 0.9623 0.9000 0.9622 0.8867 56,74%
6 1.0000 0.9868 0.9605 0.9605 0.6447 59,76%
7 0.8571 0.8254 0.7687 0.7460 0.5238 53,14%
8 0.9688 0.9688 0.9688 0.9687 0.6875 64,98%
9 0.9833 0.9667 0.7500 0.9166 0.5666 50,00%
10 0.9167 0.9667 0.7167 0.8833 0.7000 50,00%
Iz tabele 4.4 lahko vidimo, da najviˇsje tocˇnosti dosegajo umetne nevron-
ske mrezˇe, vendar to sˇe ne pomeni, da je ta algoritem res najboljˇsi. S sta-
tisticˇnimi testi lahko ugotovimo, ali so opazˇene razlike med uspesˇnostjo al-
goritmov dovolj velike, da jih ne moremo pripisati nakljucˇju. Algoritme smo
primerjali s Friedmanovim testom. Izracˇunani povprecˇni rangi (tabela 4.6)
se med seboj statisticˇno znacˇilno razlikujejo (χ2 = 34.06, p < 0.001). Ker
primerjamo vecˇ algoritmov, smo uporabili Nemenyijev test. Rezultati testa
so prikazani na grafu. Kriticˇna razlika je oznacˇena s CD. Njena vrednost pri
α = 0.1 je 1.7388 (slika 4.1), pri α = 0.05 pa 1.9290 (slika 4.2). Algoritmi, ki
niso signifikantno razlicˇni, so povezani. To pomeni, da razlike med njihovimi
rangi niso dovolj velike, da bi bila primerjava med njimi statisticˇno pravilna
in zanje ne moremo dolocˇiti, kateri od njih je boljˇsi.
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Tabela 4.5: Najboljˇsi parametri za ANN 1, ANN 2 in CNN
ANN 1
vzorec λ δ α
1 0.1 0.8 0.001
2 0 0.5 0.001
3 0.001 1 0.001
4 0.001 0.8 0.001
5 0.001 0.5 0.001
6 0.001 0.8 0.001
7 0 0.5 0.001
8 0.001 1 0.001
9 0 1 0.001
10 0 0.8 0.001
ANN 2
vzorec λ δ α
1 1 0.8 0.001
2 0 0.5 0.001
3 0.1 0.5 0.001
4 0.001 0.8 0.001
5 0.001 0.5 0.0001
6 0 0.8 0.001
7 0 0.8 0.0001
8 0.01 1 0.0001
9 0.01 0.8 0.001
10 0 0.5 0.001
CNN
vzorec λ δ α
1 0.1 0.8 0.001
2 0.1 1 0.001
3 0.01 1 0.0001
4 0.001 1 0.001
5 0.001 1 0.001
6 0.1 1 0.001
7 0.01 1 0.001
8 0.01 1 0.001
10 0 1 0.0001
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Tabela 4.6: Povprecˇni rangi za Friedmanov test
ANN 1 ANN 2 CNN SVM MLR
1.4 1.55 3.45 3.4 5







Slika 4.1: Diagram Friedmanovega testa za α = 0.1
Pri manj strogem pragu α = 0.1 sta umetni nevronski mrezˇi statisticˇno
znacˇilno boljˇsi od ostalih metod, razlika med njima pa ni znacˇilna. Tudi
razlike med SVM, konvolucijsko nevronsko mrezˇo in multinomsko logisticˇno
regresijo so premajhne, da bi bilo pravilno trditi, kateri algoritem je boljˇsi.
Razlika med umetnima nevronskima mrezˇama in ostalimi algoritmi je stati-
sticˇno signifikantna, torej sta umetni nevronski mrezˇi boljˇsi od SVM, konvo-
lucijske nevronske mrezˇe in multinomske logisticˇne regresije. Pri strozˇji meji
α = 0.05 razlika med umetno nevronsko mrezˇo 2 ter SVM in konvolucijsko
nevronsko mrezˇo ni vecˇ statisticˇno znacˇilna. V tem primeru lahko trdimo,
da je umetna nevronska mrezˇa 1 boljˇsa od konvolucijske nevronske mrezˇe
in multinomske logisticˇne regresije, umetna nevronska mrezˇa 2 pa boljˇsa od
multinomske logisticˇne regresije. Ostalih algoritmov ne moremo primerjati.
Iz tabele 4.4 lahko vidimo, da so klasifikacijske tocˇnosti, ki jih dosegajo
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Slika 4.2: Diagram Friedmanovega testa za α = 0.05
umetne nevronske mrezˇe relativno visoke. Vse so viˇsje od 0.9, od tega za
6 naborov viˇsje od 0.95. Za konvolucijske nevronske mrezˇe smo pricˇakovali
boljˇse tocˇnosti. Za rezultate ne moremo dolocˇiti splosˇnih zakonitosti. V
nekaterih primerih je tocˇnost enaka kot za umetne nevronske mrezˇe, v dru-
gih pa bistveno nizˇja. Zato so se konvolucijske nevronske mrezˇe izkazale za
nezanesljiv algoritem za klasifikacijo infrardecˇih spektrov. Multinomska lo-
gisticˇna regresija je po pricˇakovanjih napovedovala z nizko tocˇnostjo. SVM
se je sicer s Friedmanovim testom v enem primeru izkazal za slabsˇega od
obeh umetnih nevronskih mrezˇ in v drugem le od umetne nevronske mrezˇe
1. Razlike so statisticˇno signifikantne, vendar v resnici niso tako velike, kot
prikazˇe Friedmanov test. Pri testu namrecˇ ni pomembno, kako velike so raz-
like v tocˇnosti, ampak le, kateri algoritem napove z vecˇjo tocˇnostjo. Zato
v primeru, ko je CA za SVM 0.9687 in za umetno nevronsko mrezˇo 0.9688,
za SVM dolocˇimo nizˇji rang kot za umetno nevronsko mrezˇo, enako pa bi se
zgodilo tudi, cˇe bi bila razlika v tocˇnostih na primer 0.05, kar je bistveno vecˇ.
Cˇe uposˇtevamo to pomanjkljivost, ne moremo recˇi, da je SVM veliko slabsˇi
od umetnih nevronskih mrezˇ, saj so njegove napovedi v nekaterih primerih
skoraj enako visoke kot napovedi umetnih nevronskih mrezˇ. Glede na to
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lahko sklepamo, da bomo z uporabo umetnih nevronskih mrezˇ dosegli vecˇjo
tocˇnost kot s SVM, ni pa nujno, da bo ta razlika zelo velika. V primerih,
ko potrebujemo hiter algoritem, je SVM verjetno boljˇsa izbira, saj je veliko
hitrejˇsi od umetnih nevronskih mrezˇ. Za SVM traja precˇno preverjanje in
gradnja modela le nekaj minut, za umetne nevronske mrezˇe pa priblizˇno tri
ure. Razmerje med porabljenim cˇasom in CA je torej za SVM boljˇse kot za
umetne nevronske mrezˇe.
V tebeli 4.5 so predstavljeni najboljˇsi parametri za umetne nevronske
mrezˇe, ki smo jih izbrali z internim precˇnim preverjanjem. Izkazalo se je,
da vseeno obstajajo neke znacˇilnosti za najboljˇse parametre. Za stopnjo
ucˇenja α je bila vedno izbrana 0.001 ali 0.0001. Za stopnjo regularizacije λ in
dropout δ pa so izbrane razlicˇne vrednosti, razen pri konvolucijski nevronski
mrezˇi, kjer je δ v vseh razen v enem primeru enaka 1.
Za umetne nevronske mrezˇe je mozˇnih sˇe veliko izboljˇsav, s katerimi bi
mogocˇe dosegli viˇsjo klasifikacijsko tocˇnost. Arhitekturo smo izbrali s po-
skusˇanjem, mozˇno pa je, da bi z drugacˇnimi pristopi nasˇli boljˇso. Lahko
bi se tega lotili rezanjem ali vecˇanjem mrezˇe. Tudi konvolucijsko nevronsko
mrezˇo bi lahko izboljˇsali, saj smo uporabili le en konvolucijski nivo. Morda
bi se tocˇnost povecˇala z drugacˇno arhitekturo, npr. z uporabo vecˇjega sˇtevila
konvolucijskih nivojev ali drugega jedra. Nismo imeli veliko mozˇnosti za is-
kanje primerne arhitekture, saj je bil pri konvolucijskih mrezˇah problem v
tem, da interno precˇno preverjanje in gradnja modela trajata dolgo. Cˇas
je sicer zelo odvisen od sˇtevila atributov, za vecˇino naborov podatkov pa
je to priblizˇno 20 ur. Cˇas bi se dalo zmanjˇsati tudi z uporabo zdruzˇevanja
maksimalnih vrednosti ali boljˇse opreme.
4.3 Izpusˇcˇanje dela infrardecˇih spektrov
Zanimalo nas je, kako bi se napovedi algoritmov spremenile, cˇe bi kljucˇni
del spektrov oz. najbolj informativne atribute odstranili iz podatkov. Cˇe
uposˇtevamo te atribute, je zˇe iz grafa razvidno, kateremu razredu pripada
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spekter. Zato smo ugotavljali, kateri algoritem je primeren, kadar cˇlovek
ne vidi razreda zˇe na prvi pogled. Umetne nevronske mrezˇe naj bi imele
sposobnost, da se uspesˇno ucˇijo tudi iz atributov, ki niso tako informativni,
zato smo pricˇakovali, da bomo s poskusom pokazali, da so nevronske mrezˇe
v tem primeru boljˇse.
Cˇe cel nabor podatkov predstavimo na grafu, se v idealnem primeru iz
grafa vidi, kateri atributi so domnevno kljucˇni za razlikovanje med razredi.
To so tisti, pri katerih se spektri razlicˇnih razredov najbolj razlikujejo. To
lahko v primeru podatkov z dvema razredoma vidimo tudi, cˇe pogledamo
vrednosti parametrov θ, ki jih dobimo z logisticˇno regresijo. Vsak parameter
pripada enemu atributu. Tisti parametri, ki so po absolutnih vrednostih
najvecˇji, so koeficienti pred atributi, ki so najbolj pomembni za razlikovanje
med razredi.
Uporabili smo nabore podatkov z oznako 1, 5 in 10. Te smo izbrali
zato, ker je iz njihovih grafov na pogled razvidno, kje so spektri razlicˇni,
v nekaterih drugih vzorcih pa je to manj ocˇitno. Najprej smo uporabili
nabor podatkov z oznako 1. Ker so podatki klasificirani v sˇtiri razrede,
smo jih morali prilagoditi. Uporabili smo tehniko eden proti vsem, kjer
smo logisticˇno regresijo ponovili sˇtirikrat, in vsakicˇ primere enega razreda
oznacˇili za pozitivne, vse ostale pa za negativne. Vsi spektri in parametri θ,
ki smo jih dobili na ta nacˇin, so predstavljeni na sliki 4.3. Vsak razred je ene
barve, cˇrta iste barve pa prestavlja vrednosti parametrov, ki smo jih dobili
z logisticˇno regresijo, ko smo za pozitiven razred oznacˇili spektre razreda,
oznacˇenega z isto barvo. Da so parametri po absolutni vrednosti vecˇji tam,
kjer se spektri razreda, ki je bil z logisticˇno regresijo oznacˇen kot pozitivni,
najbolj razlikujejo od ostalih razredov, je razvidno tudi iz grafa.
Na podlagi grafa smo odstranili tiste dele spektra, kjer so cˇrte, ki predsta-
vljajo parametre, zelo visoko ali zelo nizko, torej kjer imajo najviˇsje vrhove.
To sicer ni enako za vse razrede oz. za cˇrte razlicˇnih barv, izbrali pa smo
tisti del, kjer to priblizˇno velja za vse. Odstranili smo dva dela spektrov in
sicer atribute z vrednostmi med 1000-1200 in 1650-1780, kar je priblizˇno 40
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% atributov.
Razrede smo napovedali z enakimi algoritmi, kot so opisani v prejˇsnjem
podpoglavju. Rezultati so predstavljeni v tabeli 4.7. Tu ne moremo izvesti
statisticˇnega testa, saj je velikost vzorca manjˇsa od sˇtevila algoritmov, ki
jih primerjamo. Izkazalo se je, da vse umetne nevronske mrezˇe niso skoraj
nicˇ boljˇse od SVM. Vsi sˇtirje algoritmi so napovedali s tocˇnostjo priblizˇno
0.97. Pricˇakovali smo nekoliko viˇsji rezultat od konvolucijskih mrezˇ, saj imajo
mozˇnost, da uporabijo sˇe dodatno informacijo o sosednjih atributih, vendar
to ni prineslo izboljˇsave. Glede na veliko kolicˇino izpusˇcˇenih atributov tako
nevronske mrezˇe kot SVM napovedujejo dobro. Po pricˇakovanjih smo z mul-
tinomsko logisticˇno regresijo dobili bistveno slabsˇe rezultate in sicer 0.75.
Postopek smo izvedli tudi na naborih podatkov 5 in 10. Ker sta razreda
samo dva, smo primere razredov oznacˇili z modro in oranzˇno, vrednosti pa-
rametrov pa z rdecˇo barvo. Pri naboru 5 smo izpustili dele spektra od 1000-
1780 in 2800-3000, kar je priblizˇno 50 % atributov (slika 4.4). Najboljˇse se
je izkazala umetna nevronska mrezˇa 1 s tocˇnostjo 0.9811, kar je celo vecˇ kot
za celotni spekter, kjer je tocˇnost 0.9623. Tudi za konvolucijsko nevronsko
mrezˇo je tocˇnost precej visoka in sicer 0.9623. Umetna nevronska mrezˇa 2 in
SVM pa imata enako tocˇnost in sicer 0.9245. Multinomska logisticˇna regre-
sija pa je dosegla nizko tocˇnost 0.7358. V tem primeru lahko recˇemo, da sta
najboljˇsi mrezˇi dobro napovedali razrede.
Pri naboru 10 pa smo izpustili 30 % atributov, in sicer 1500-1750 in
2900-3000 (slika 4.5). Umetna nevronska mrezˇa 1 in SVM sta napovedala s
tocˇnostjo 0.9667 in 0.9666, umetna nevronska mrezˇa 2 pa je nekoliko slabsˇa,
in sicer je tocˇnost 0.95. S konvolucijsko mrezˇo smo dobili precej nizˇjo tocˇnost
0.8167, z multinomsko logisticˇno regresijo pa 0.65.
Na podlagi teh poskusov ne moremo narediti zakljucˇka, da so umetne
nevronske mrezˇe boljˇse od SVM za pomanjkljive podatke. Oba algoritma pa
dobro napovedujeta tudi, cˇe uposˇtevamo le manj informativne atribute, saj
je z njima mozˇno dosecˇi enako tocˇnost, kot cˇe bi uposˇtevali celotni spekter.
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Slika 4.3: Spektri in parametri logisticˇne regresije za vzorec 1
Tabela 4.7: Rezultati za vzorec 1 z manj atributi
algoritem parametri CA
ANN 1 λ=0.1, δ=0.5, α=0.001 0.9773
ANN 2 λ=0.01, δ=0.5, α=0.001 0.9765
CNN λ=0, δ=0.5, α=0.001 0.9785
SVM λ=50, γ=5 0.9727
MLR λ=1 0.7500
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Slika 4.4: Spektri in parametri logisticˇne regresije za vzorec 5
Tabela 4.8: Rezultati za vzorec 5 z manj atributi
algoritem parametri CA
ANN 1 λ=0, δ=1, α=0.001 0.9811
ANN 2 λ=0.1, δ=1, α=0.001 0.9245
CNN λ=0, δ=1, α=0.001 0.9623
SVM λ=100, γ=1 0.9245
MLR λ=1 0.7358
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Slika 4.5: Spektri in parametri logisticˇne regresije za vzorec 10
Tabela 4.9: Rezultati za vzorec 10 z manj atributi
algoritem parametri CA
ANN 1 λ=0, δ=1, α=0.001 0.9667
ANN 2 λ=0.1, δ=0.8, α=0.001 0.9500
CNN λ=0.01, δ=0.8, α=0.001 0.8167




V diplomskem delu smo preucˇevali, kako dobre so umetne nevronske mrezˇe
za klasifikacijo infrardecˇih spektrov. Izmerili smo tocˇnost za pet algoritmov,
in sicer dve umetni nevronski mrezˇi, konvolucijsko nevronsko mrezˇo, SVM
in logisticˇno regresijo. Izkazalo se je, da je napovedna tocˇnost umetnih ne-
vronskih mrezˇ z enim ali dvema skritima nivojema najviˇsja, dober pa je tudi
algoritem SVM, ki ni veliko slabsˇi od umetnih nevronskih mrezˇ. Zato je tudi
SVM primeren za klasifikacijo infrardecˇih spektrov, saj je cˇasovno precej
manj zahteven kot umetne nevronske mrezˇe. Konvolucijske nevronske mrezˇe
so za nekatere nabore podatkov sicer dosegale visoke klasifikacijske tocˇnosti,
za druge pa precej nizke. V splosˇnem so z njimi dobljene tocˇnosti lahko zelo
razlicˇne, zato taka arhitektura konvolucijske nevronske mrezˇe ni zanesljiva
za klasifikacijo infrardecˇih spektrov.
Nasˇe modele bi bilo mozˇno sˇe precej izboljˇsati. Viˇsjo tocˇnost bi verje-
tno lahko dosegli, cˇe bi izbrali bolj primerno arhitekturo umetne nevronske
mrezˇe. Tega bi se lahko lotili z uporabo umetnih nevronskih mrezˇ z vecˇ
skritimi nivoji in s tehniko rezanja ali vecˇanja mrezˇe. Veliko izboljˇsav je
mozˇnih tudi za konvolucijsko nevronsko mrezˇo. Z dodajanjem konvolucijskih
in polnopovezanih nivojev, z uporabo zdruzˇevanja maksimalnih vrednosti in
drugacˇnega jedra bi se morda izboljˇsala tocˇnost.
Rezultati nasˇe raziskave o uporabi umetnih nevronskih mrezˇ za klasifika-
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cijo infrardecˇih spektrov so torej spodbudni, njihova prakticˇna uporaba pa
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