Recently, an algebraic reconstruction method has been presented for generation of three-dimensional ͑3D͒ maps of the grain boundaries within polycrystals. The grains are mapped layer by layer in a nondestructive way by diffraction with hard x rays. We optimize the algorithm by means of simulations and discuss ways to automate the analysis. The use of generalized Kaiser-Bessel functions as basis functions is shown to be superior to a conventional discretization in terms of square pixels. The algorithm is reformulated as a block-iterative method in order to incorporate the instrumental point-spread function and, at the same time, to avoid the need to store the set of equations. The first reconstruction of a full layer and two neighboring 3D grains from experimental data are demonstrated.
Introduction
Mapping the grain structure is a vital part of most materials studies of polycrystals or powders. Until recently, for monophase materials, maps could be provided only by optical or electron microscopy on surfaces. The generation of three-dimensional ͑3D͒ maps required serial sectioning. Sectioning is a tedious procedure, which furthermore, and very importantly, also is incompatible with dynamic studies because of its destructive nature.
Recently, two synchrotron-based x-ray diffraction methods have been introduced as tools for 3D structural characterization of polycrystals. The first is a scanning approach where the sample is translated with respect to a polychromatic microbeam. 1 Submicron resolution can be obtained in this way, but the method is inherently slow due to the scanning procedure. The second method is ThreeDimensional X-Ray Diffraction ͑3DXRD͒ microscopy, [2] [3] [4] [5] where a monochromatic beam is used. With 3DXRD, the aim is to characterize a whole layer in the sample simultaneously, thereby increasing the data acquisition rate and enabling dynamic studies.
3DXRD is based on diffraction with very penetrating high-energetic ͑E ജ 50 keV͒ x-rays 6 such that the properties of the individual grains can be characterized within millimeter-to-centimeter thick specimens. Diffraction spots are acquired with a virtual 3D detector, while rotating the sample around one axis. The spots are sorted with respect to grain of origin by an indexing algorithm, GRAINDEX. 3 Simultaneously, the position, volume, elastic strain tensor, and crystallographic orientation are determined. 4 Under favorable conditions, the dynamics of several hundred embedded grains can be followed during in situ deformation 7, 8 or annealing experiments. 9, 10 The method has been implemented for a dedicated instrument-the 3DXRD microscope-at beamline ID11 at the European Synchrotron Radiation Facility ͑ESRF͒. 5 Notably, 3DXRD can also be used to generate 3D maps of the grain boundaries 2, 4, 5 and even to produce movies of the morphology changes of embedded grains during annealing events such as recrystallization. 11 To generate the grain maps, our group at Risø has suggested a number of numerical approaches, ranging from a simple back projection of diffraction spots 4 to transform methods 12 and algebraic methods. 2, 13 In the latter methods, the problem is cast in terms of an "inverse problem." Solutions to such problems-reconstructions-have been investigated in great detail, driven by applications in imaging such as computed tomography ͑CT͒. [14] [15] [16] More specifically, the 3DXRD-based transform and algebraic methods are deriva-tives of the well-known filtered back projection ͑FBP͒ [15] [16] [17] and algebraic reconstruction technique ͑ART͒ 14,15,18 routines, respectively.
Three conclusions emerge from the work on 3DXRD reconstructions. First, one can impose conditions that vastly simplify the geometry. Examples of such conditions are nonoverlapping diffraction spots-in which case, the grains can be reconstructed independently-and grains with a negligible mosaic spread. Second, CT and 3DXRD, reconstructions are inherently different. For instance, with 3DXRD, an additional symmetry is introduced by the crystallography of the material. This implies that the number of projections cannot be determined at will, as it can in CT. Third, in general, algebraic methods are superior. 19 Full use can be made of simplification in geometry or additional constraints. Furthermore, such algorithms can be extended to handle combined diffraction and absorption contrast tomography data.
In this paper, we concentrate on the simplest geometry: that of "perfect" grains ͑negligible mosaic spread͒ being illuminated by a line-focused beam while giving rise to mainly nonoverlapping diffraction spots. For a large fraction of materials, experiments can be tailored to fulfill this condition. We start by summarizing from our previous work 2 the ART variant relevant to this geometry-2D-ART. Next, four details of the analysis are discussed, and the algorithm is optimized by means of simulations. The suggested improvements are in part inspired by work on algebraic reconstruction methods in other fields. 20, 21 Last, the first reconstructed layer based on experimental data is presented.
Summary of 2D-ART
The geometry underlying the 3DXRD method is described in detail in our previous works. 2, 5 A sketch is provided in Fig. 1 . A beam of monochromatic hard x rays is focused in one direction to illuminate a layer in the sample. The sample is mounted on an rotation stage, with the rotation axis perpendicular to the beam. Some of the grains will give rise to diffracted beams, which are transmitted through the sample to be observed as spots by a flat twodimensional ͑2D͒ detector. The detector exhibits a high spatial resolution and is positioned at a small sampledetector distance L 1 . It is aligned perpendicular to the monochromatic beam. Acquisitions are made at a set of equiangular -settings in steps of ⌬. During each exposure, the sample is oscillated by ±⌬ / 2 in order to sample the diffracted intensity uniformly. As an option, the whole procedure may be repeated one or more times at larger sample-detector distances, L 2 , ... ,L n . The data obtained at the larger distances are used only for GRAINDEX, not for the reconstruction part.
We proceed to derive an algebraic approach to the reconstruction of the in-plane shape of a single grain. Based on the output from GRAINDEX, grains can be reconstructed separately, and layer by layer. Hence, it suffices to derive a formalism for the generation of the in-plane shape of one grain.
In the version of 2D-ART presented earlier, 2 the illuminated plane in the sample is tessellated into a set of squares ͑pixels͒ on a regular 2D grid. The aim of the reconstruction is to determine the density x j of these pixels. For pixels fully outside the grain, the density should be zero, and for pixels fully inside, it should be equal to a materials' constant 0 . Pixels at the boundary may be partly inside the grain and should therefore have intermediate values.
For each of the diffraction spots associated with the grain of interest, an area-of-interest ͑AOI͒ on the detector is identified. The AOI is centered on the projected center of mass ͑CMS͒ of the grain. The background-corrected pixel intensities within the AOI are normalized by the structure factor and the Lorentz factor 22 for the reflection. For each reflection r, the normalized intensities are saved in an array b r . It is essential that the complete integrated intensity of each diffraction spot is included in the analysis. Any overlapping spots or diffraction spots that are split over several -settings ͑due to a minor mosaic spread͒ therefore have to be excluded from the analysis.
Central to the method is the assumption of kinematical scattering. 22 This enables a formulation in terms of a set of linear equations. For each reflection r,
Here the unknown x comprises the pixel densities, and the information on the experimental setup and diffraction geometry is stored in A r . Next the A r s for the reflections are piled into a block matrix A, and the compound array b is defined:
.
͑2͒
With these definitions, the basic equation for the reconstruction of the shape of the grain is
The solution is constrained by the requirement stated here-namely, for all j, A full grain map can be obtained by superposing the solutions-the shapes-of the individual grains. However, such a map will not be space filling, as boundaries from neighboring grains may overlap or leave "voids" in the map. These so-called ambiguous areas are located as rims in the proximity of the grain boundaries. To avoid this problem and produce space-filling maps, there are two options. The straightforward approach is to allocate each pixel in the ambiguous area to a neighboring grain according to which single-grain reconstruction resulted in the largest density at that pixel. The better, but more time-demanding, method is to extend the ART method to simultaneous reconstruction of neighboring grains. 2 Let us start by two such grains, symbolized by 1 and 2. Let A 1 x 1 = b 1 and A 2 x 2 = b 2 be the one-grain equations as defined earlier, with x 1 and x 2 referring to the same pixels. Then we define the compound system
͑5͒
With these definitions, Eq. ͑3͒ applies again. In the vicinity of the boundary between the two grains, the constraint of Eq. ͑4͒ becomes
Generalization to more neighbors is straightforward. Four is sufficient, as a maximum of four grains can be adjacent to each other in one layer, cf. the four-color problem in mathematics. ͑This generalization of the algorithm to several grains is outside the scope of this paper.͒
The ART Algorithm
ART is a simple iterative routine, an adaptation of the Kaczmarz algorithm. 23 Solutions x k+1 are found by progressively projecting the previous solutions x k on the hyperplane represented by the i͑k͒'th equation ͓mathematically, i͑k͒ = k͑mod M͒ +1͔:
The bracketed term is a scalar, representing a normalized difference between the measured intensity in the pixel with index i͑k͒, b i͑k͒ , and the simulated intensity in that pixel given the estimate x k . This algorithm is known to converge to the minimum-norm solution for a consistent system of equations. 23, 24 In the case of an inconsistent system, the sequence of x k will oscillate around the least-squares solution.
As an important practical consideration, we note that for each iterative step in ART, only a single row, A i͑k͒j ; j =1, ... ,N, is needed. Thus, instead of evaluating the entire matrix prior to the iterative procedure, we can calculate each row as ART needs it. The memory requirement with respect to A in such an implementation of ART does not scale with the number of reflections, enabling the use of many, if available, reflections to ensure reconstruction quality. On the other hand, this saving is bought with processing time, since each row is now evaluated anew for k Ͼ M. Empirically, we find the cost of multiple evaluations of each row in A to be moderate, as the number of cycles through the data that are necessary to obtain good reconstructions is usually less than fifteen.
To improve the rate of convergence, the order of the rows i in Eq. ͑7͒ are permuted randomly so that consecutive hyperplanes are likely to be nearly orthogonal to each other. 2 The so-called relaxation parameter, 0 ϽϽ1, is introduced because it improves initial convergence. The starting estimate x 0 is set to an array of zeros. For the single-grain reconstruction, two restrictions are applied after each step:
Compact support: x j k = 0 if the projection of the j'th pixel is outside any of the AOIs.
The application of restriction 1 reduces the "salt-andpepper" noise substantially. 2 It is crucial when dealing with only a few reflections. 13 The ART step of Eq. ͑7͒ is repeated until convergence is obtained. To characterize convergence, the normalized 1-norm is used as a figure-of-merit function, FOM1:
Evidently, FOM1=1 for x 0 and FOM1 → 0 for ideal solutions.
Once a solution is found, it is "binarized" by using a threshold: a pixel with index j is defined as belonging to the grain if and only if x j Ͼ 0 / 2. For the simultaneous reconstruction of neighboring grains, the constraint on density and the binarization are implemented in similar ways.
Optimization
As noted, the number of projections with 3DXRD cannot be chosen arbitrarily, and therefore the resolution of reconstructions cannot be improved by simply decreasing ⌬. Also, to take full advantage of 3DXRD's potential for dynamic and/or in situ measurements, it is vital to shorten data acquisition times as well as computing times. Hence, it is important to optimize the 3DXRD ART algorithms, without sacrificing reconstruction quality. We show results along several lines of optimization, which presently have yet to be combined. First, two measures of reconstruction quality, figure-of-merit functions, are introduced, and thereafter, some optimization steps are discussed in more detail.
To measure the deviation between the original and the reconstructed images, the relative number of incorrectly assigned voxels is used. The resulting figure-of-merit functions are defined as
in terms of the binarized grain map, and
in terms of the "true" density map.
Choice of Reflections
As noted, diffraction spots are assumed to be distinct, facilitating independent reconstruction of each grain. Keeping this in mind, overlapping spots should be excluded from the reconstruction. GRAINDEX excludes overlapping spots to an extent, yet reconstruction attempts indicate that a further screening of diffraction spots is needed to achieve high-quality reconstructions by ART. Given the relatively small number ͑that is, when compared 14 to CT͒ of projections available to the algorithm, a single diffraction spot with a high degree of experimental error may substantially lower the reconstruction quality.
Several schemes for weeding out diffraction spots have been identified and implemented:
• Sort spots according to an intensity measure defined as the integrated intensity normalized by the Lorentz and structure factors. 22 Exclude those above an upper threshold ͑indicating a probable double spot͒ or below a lower threshold ͑indicating a not fully illuminated spot͒. Similar types of filtering are used routinely in single-crystal crystallography.
• Simulate spots and exclude spots deviating significantly from their simulated CMS coordinates.
• Evaluate the shape of the spots, removing spots that do not, after transform, conform to the mean shape.
Notice that a scheme of this type has the drawback that it scales badly with the number of reflections.
None of these schemes have proven sufficiently reliable on their own. Therefore, two or more should be used in conjunction. If after weeding a sufficient number of reflections remain ͑ജ5͒, reconstructions of reasonable quality are attainable. We mention that weeding out erroneous reflections further reduces the already limited number of usable reflections, rendering all the information contained in the bad spots unusable. It may be better to assign instead a relative weight to each reflection spot and, correspondingly, let the relaxation parameter in Eq. ͑7͒ be a function of the reflection number r. This procedure still requires a quantitative measure of spot quality, but it also requires an additional step to correlate the quality measure with the relaxation parameter.
Blobs
The choice of basis functions has been discussed in depth in the literature on inverse problems. Lewitt 20 lists the following set of desirable properties:
• The basis functions should be localized in space.
• The Fourier transforms ͑FT͒ of the basis functions should be effectively localized around the origin.
• The basis functions ͑and their FT͒ should have rotational symmetry in n dimensions.
• Convenient formulas should be available for the calculation in n dimensions of the FT, the k-plane Radon transform, and the gradient of the basis functions.
• The basis functions should be differentiable a desired number of times.
The full argumentation behind this set is beyond the scope of this article. However, two points should be emphasized. First, the rotational symmetry is important because it facilitates the use of a lookup table. Second, the fact that the basis functions are nearly band-limited automatically removes "salt-and-pepper" noise, which is otherwise typically removed in an ad hoc manner by smoothing ͑with a loss of resolution as result͒.
It is clear that the conventional square pixels ͑in 2D͒, or the cube-shaped voxels ͑in 3D͒, do not fulfill any of the requirements listed except the first one. As an alternative conforming to the list of requirements, Lewitt suggests the use of generalized ͑or modified͒ Kaiser-Bessel window functions, 20 generally known as "blobs." In this case, the image is represented by the superposition of overlapping blobs whose centers are arranged on a regular grid in the image space. Unlike a voxel, a blob has a bell-shaped profile that gives a smooth transition in the radial direction from a high value at the center of its supporting sphere to value zero at the surface of that sphere. 25 Blobs are defined by:
Here r is the radial distance from the blob center. The blob is defined by three parameters: the order m of the modified Bessel function I m , the radius a that determines the blob size, and the so-called taper-parameter ␣, which controls the blob shape.
Blobs have been demonstrated to be more efficacious than voxels in applications in electron microscopy ͑EM͒ 26 and positron emission tomography ͑PET͒. 27 Inspired by this success, the concept of blobs is introduced into 3DXRD reconstructions by 2D-ART.
First we discuss the selection of the three parameters: m ͑a non-negative integer͒ and a and ␣ ͑non-negative real numbers͒. The parameter m may in principle be chosen arbitrarily, but in practice, m must be at least 2 to get a "smooth" blob and is further limited by the undesirable consequences 28 of the extra smoothness provided by larger values of m. Therefore, in this paper, m is set to 2. As to the other parameters, researchers in PET selected the bodycentered cubic ͑BCC͒ grid, and ␣ was then optimized accordingly. 25 Since a different algorithm is developed based on the 3DXRD geometry, these parameters have been reevaluated in this paper. To compare the result with ART-pixel, in this paper, the grid type and grid size are fixed as that in ART-pixel. A few blob shapes as a function of the parameters discussed here are shown in Fig. 2 .
For the 3DXRD implementation of 2D-ART, blobs were placed on a square grid according to the estimated size of the grain, and each grid was subdivided into q ϫ q subpixels for varying q. The values of the Kaiser-Bessel functions were precalculated and were tabulated to avoid unnecessary computations. Each subpixel within each single blob was given a value by accessing the table. The contribution from this subpixel to a pixel on the detector was simulated in the same way as for a pixel-based implementation. Due to the specific geometry of 3DXRD, unlike the blob-based algorithm used in PET or EM reconstruction, 26, 27 no line integrals were calculated in the 3DXRD reconstruction. Once the weights assigned to each of the blobs have been obtained, a "blob-driven" approach performs the conversion from the blob domain to the pixel domain. In this approach, for every blob, a value for each pixel that intersects it is computed, and these values are accumulated in the pixel domain.
For comparison, 2D-ART simulations were performed with both pixels and blobs. Parameters were identical to those in our previous work 2 except for a grid size of 1.15 ϫ 1.15 m. In the following, we report on our initial results for a single grain section. For this grain, five reflections were available.
FOM2 is plotted in Fig. 3͑a͒ as a function of number of iterations for pixels and three different types of blobs. In all cases, a subdivision of each grid into 7 ϫ 7 subpixels was used. As can be seen in the figure, FOM2 initially drops when blobs are introduced, but there is no discernible difference between the three types of blob. Above five iterations, both the blob and the pixel version saturate, the pixel version at a slightly higher value. We add that the differences between pixel-and blob-based simulations are substantially bigger when the number of reflections is reduced. Similar results are obtained using FOM3 as the measure of convergence.
In terms of the density maps, it can be seen clearly in Figs. 4͑a͒-4͑d͒ that the reconstructed grain maps obtained by ART-blobs are more homogeneous than those obtained by ART-pixels.
As the degree of subdivision may have a significant impact on the efficiency of the procedure, it is an important parameter to evaluate. In Fig. 3͑b͒, FOM3 is plotted for blobs with subdivisions of 1 ϫ 1, 3 ϫ 3, 5 ϫ 5, and 7 ϫ 7. Evidently, a subdivision of 3 ϫ 3 is sufficient. Similar results were obtained using FOM2.
In summary, results from both Figs. 3 and 4 demonstrate that reconstruction using blobs is superior to that using pixels. Even if each grid is subdivided into only 3 ϫ 3, a reasonably good resolution can still be achieved without losing reconstruction speed. The results are seemingly robust with respect to the choice of the parameters characterizing the blob. Varying parameters of blob shape does not influence the resolution ͑FOM2 and FOM3͒ dramatically. This is in contrast to findings elsewhere that the optimization of blob parameters is very important. 
Block-Iteration and Point-Spread Function
An important alternative approach to ART as described in Sec. 2.1 is to use a block-iterative version of it. 21 In such a version, instead of considering the individual rows of Eq. ͑3͒ one by one, we consider each partial problem, A r x គ = b គ r , in turn, for each reflection r. Such an approach is sometimes preferable, mainly for instrumental, but also for numerical, reasons. 21 This concept enables us to correct for the point-spread function ͑psf͒ of the detector in use in experiments ͑Sec. 4͒ and for nonideal x-ray beam profiles, while keeping the problem numerically practical.
In practice, the x-ray beam has finite thickness and an anisotropic beam profile. This may be modeled by extending sample plane pixels to voxels mimicking the beam profile and projecting these voxels onto the detector plane. In combination with the psf, this associates a "footprint" with each sample plane pixel.
We incorporate these effects into ART as a correction matrix G, which is multiplied with the weight matrix before reconstruction. The elements in G are given by the psf convoluted with the projection of the voxel.
It may be noted that these corrections were included in our reconstructions on experimental data ͑Sec. 4͒, where reconstruction quality was found to be poor without correction.
Discretization
As noted, the construction of the A r matrices should reflect the geometry of the experimental setup as well as the diffraction geometry. This may be done by the following procedure. First, check whether the center of a given voxel, projected in the direction associated with reflection r, falls inside the associated detector AOI. If so, the voxel is subdivided into subvoxels, and then the element in A r is the ratio between the number of subvoxel centers that project into the AOI and the total number of subvoxels within the voxel.
A less expansive algorithm has been devised, weighing the voxel projection with the length of a line segment through the voxel in the diffraction direction. To investigate this further, we have reconstructed a grain from simulated data using the two weighing schemes. With all other parameters equal, the faster line approximation yields somewhat noisier reconstructions ͓Fig. 5͑b͔͒. After binarization, however, no significant difference in reconstruction quality is apparent ͓Fig. 5͑a͔͒, in which case, the faster algorithm may be used, for instance, for mapping purposes.
Experimental Data
The experimental verification was performed on a wellannealed aluminum polycrystal with an average 3D grain size of 150 m. A cylindrical specimen was used with a height of 3 mm and a radius of 0.4 mm. The experiment was performed at the 3DXRD microscope at ESRF. A monochromatic beam of 50 keV was focused to an elongated spot of 2 ϫ 1,000 m 2 . This spot illuminated a layer near the center of the specimen, which was mounted with the cylindrical axis parallel to the axis. Images were acquired over an range of 90 deg, in steps of ⌬ = 1 deg. The 2D detector was a 1,536-by-1,024-pixel CCD camera with a resolution of 2.3ϫ 2.3 m 2 . Three detector positions were used with distances of 4.2, 5.7, and 7.2 mm to the sample, respectively. Thirty-six layers in the sample with an interval of 5 m were measured. In total, ϳ10,000 images were recorded. Results for some layers near the center of the sample will be reported later.
Before inputting information regarding the spots into ART, a sequence of preprocessing steps were performed:
1. Correcting for the spatial distortion and flat-field effects of the data recorded on the detector for each sample layer of interest by FIT2D software. 29 The image background was also subtracted. 3. Deleting both overlapped and faint spots from the database. 4. Nonlinear least-squares fitting of experimental and geometric parameters to minimize system errors, followed by estimating position and orientation parameters by a global fit.
The result for the independent reconstruction of 27 grains based on five reflections and normally four diffraction families: ͕͑111͖, ͕200͖, ͕220͖, and ͕311͖͒ are shown in Fig. 6 . The standard deviation between simulated and observed spot positions varied between 0.9 and 2.4 m for these grains. With a reconstructed pixel size of 2.3 m, the matrix A was typically nearly square with a size around 2,500ϫ 2,500. The relaxation parameter was set to 0.1.
The FOM1s were in the range 0.15 to 0.24, with the scatter mainly reflecting the size of the AOI used. From the overlap between grains and voids in Fig. 6 , we estimated the spatial resolution to be ϳ5 m. The main limitation is identified to be the instrumental psf. A few grains are obviously missing from the map-for the particular geometry used, the number of independent reflections were too few to enable reconstruction.
Three-dimensional maps of selected grains are generated by stacking the layers serially with the interval of 5 m ͑Fig. 6͒. Interpolations such as nearest-neighbor interpolation are used to fill in the spacing between. The crystallographic axes of two neighboring grains are also shown in the Fig. 6͑b͒ . The grain seen to the left in Fig. 6͑b͒ is very large, and only the bottom section shares a grain boundary with the grain seen to the right. Therefore, only this bottom section of the big grain is shown in Fig. 6͑b͒ ͑and one gets the impression of looking inside the big grain͒.
In the present work, the resolution in the vertical direction ͑z axis͒ is in the range of 1 to 5 m. This resolution is determined by the height of the x-ray beam in the z direc- Eqs. ͑9͒ and ͑10͒, for reconstructions using two different weighting schemes. The subvoxel scheme, denoted by triangles, exhibits better convergence than the line-segment approximation scheme, densted by circles, for true density maps ͑b͒, but after binarization, the quality of reconstruction is almost equal in both cases ͑a͒. Eight simulated reflections were used for reconstruction. tion ͑here, 2 m was chosen͒, the intervals of the measure, and the algorithm for interpolation. Some algorithms based on the so-called shape-based interpolation 30 between the slices that is used in CT reconstruction are being investigated. The precise contour of both the top and bottom sections of the selected grains could not be fully reconstructed due to the lack of information. Measuring more layers could easily solve this problem. 31 
Discussion
Several computational "tricks" may be employed to increase the efficiency of the ART procedure. First, by identifying AOIs of minimal size and by restraining the reconstruction to include a minimum of zero elements surrounding the local representation of each grain, a significant reduction in running time may be achieved. Second, reorganizing matrix rows and/or reflections in a more elaborate but more efficient scheme is of comparatively low cost, which may reduce the number of iterations-yielding a net reduction in running time. Third, further optimization in evaluating the matrices A r is feasible, for example, by limiting the use of trigonometric functions to a minimum. Finally, one can take advantage of parallel computing, in conjunction with the block-iterative version 21 of Eq. ͑7͒; this will yield faster performance, particularly for large reconstructions.
Conclusions
The 2D-ART method is shown to be able to provide highquality maps of grain boundaries within polycrystals. The algorithm-related parameters have been optimized and the method automated, enabling a fast and robust data analysis.
It is believed that data acquired here by 3DXRD and ART image reconstruction may be of significant importance for research in materials science. The data contain full information about the crystallographic orientation and the morphology of each individual grain; they are 3D and nondestructive. Moreover, direct information is thus obtained about the crystallographic misorientation across grain boundaries, and the boundary plane is known for each point on the grain boundary, which could not be obtained by other techniques. These parameters are essential in understanding the motion of the grain boundary and many materials properties and phenomena in materials science.
