This paper introduces a control problem of regulation of energy flows in a two-site electricity and heat supply system, where two Combined Heat and Power (CHP) plants are interconnected via electricity and heat flows. The control problem is motivated by recent development of fast operation of CHP plants to provide ancillary services of power system on the order of tens of seconds to minutes. Due to the physical constraint that the responses of the heat subsystem are not necessary as fast as those of the electric subsystem, the target controlled state is not represented by any isolated equilibrium point, implying that stability of the system is lost in the long-term sense on the order of hours. In this paper, we first prove in the context of nonlinear control theory that the state-space model of the two-site system is non-minimum phase due to nonexistence of isolated equilibrium points of the associated zero dynamics. Instead, we locate a one-dimensional invariant manifold that represents the target controlled flows completely. Then, by utilizing a virtual output under which the state-space model becomes minimum phase, we synthesize a controller that achieves not only the regulation of energy flows in the short-term regime but also stabilization of an equilibrium point in the long-term regime. Effectiveness of the synthesized controller is established with numerical simulations with a practical set of model parameters.
Introduction
This paper introduces a control problem of electricity and heat supply that is expected to be a typical situation in the next-generation energy systems. It is indicated in various studies that design of the next-generation energy systems can not be looked as an isolated issue regarding individual energy infrastructures: see e.g. [1, 2] . For example, the so-called Combined Heat and Power (CHP) technology, which exploits waste heat as a by-product of conversion of fuel into electricity, has established an interaction between electric power systems and District Heating and Cooling (DHC) systems [3] . The above point of view is described as Energy Systems Integration (ESI) [2] and has recently attracted a lot of interest in engineering and science. The ESI aims to manage multiple type of energy such as electricity, heat, and natural gas consistently by utilizing interconnections between various energy systems.
In ESI, design of energy-management architecture is a central object for satisfying specifications of stability, reliability, and efficiency of energy supply. In general energy management systems, a high-level planner calculates optimal values of energy flows, and a low-level controller follows the plan while coping with disturbances. For a high-level planner, various systematic methods have been proposed for operational optimization: see e.g. [4, 5, 6, 3] . While the above studies successfully show the effectiveness of ESI in a steady state, design of a low-level controller is a challenging problem because of the complex physics of energy transfer and conversion in a wide range of scales in space and time [7] .
In this paper, we consider a minimal prototype of interconnected energy systems, which is termed as two-site system, to address a control problem motivated by recent developments of fast operation of CHP plants. Conventionally, a CHP plant has been operated on a slow time scale of heat supply (order of hours) and has not contributed to the fast control of power systems (order of tens of seconds to minutes). Recently, several novel operations of a CHP plant have been proposed to provide ancillary services [8] of power systems. For example, it is proposed in [9] to provide load frequency control using CHP plants and in [10, 11] to compensate variable outputs of renewable energy sources. For the purpose of controller synthesis, such an operation of CHP plant is naturally formulated as a stabilization problem of an equilibrium point with respect to the model of electric subsystem. However, due to the fact that the responses of the heat subsystem are not necessary as fast as those of the electric subsystem, the state of the heat subsystem is not stabilized to an equilibrium point in the time scale of interest. Thus, the desired state of the entire system is not represented by an equilibrium point, and the stability of the entire system is lost in long-term sense (order of hours). Instead, we locate a one-dimensional invariant manifold characterizing the target controlled flows of electricity and heat completely.
The contribution of this paper is twofold. First, we provide a structural analysis of the state-space model of the two-site system. The system consists of two CHP plants interconnected via electricity and heat flows and its dynamic characteristics are studied in our previous work [12, 13, 14, 15] . Here, we analyze the input-output property of the model in the context of nonlinear control theory [16, 17] and show that the multiscale property of the controlled system implies that the model is a non-minimum phase system due to nonexistence of isolated equilibrium point of the zero dynamics. Instead, a onedimensional invariant manifold is located to characterize the stability property of the zero dynamics. Namely, this paper shows that the dynamical analysis of the heat subsystem is naturally extended to the entire interconnected system in the framework of nonlinear control theory.
Second, a state-feedback controller is synthesized to regulate both electricity and heat flows in the two-site system. While the state-space model is a non-minimum phase system under the original output, as shown in our previous work [15] , the model can be dealt with as a minimum phase system under another output. Thus, by utilizing an output redefinition method, we propose a controller indirectly stabilizes the desired invariant manifold to regulated the original output. The above output redefinition is motivated by a recently proposed controller for a non-minimum phase model of hypersonic vehicle in [18] . The output redefinition method in [18] converts the original output into a state trajectory of the new zero dynamics and effectively works in the application in this paper. Due to the minimum phase property under the redefined output, stabilization of an equilibrium point is also achieved by the common control structure. The stabilization of the equilibrium point is necessary when the state of the heat subsystem deviates from an acceptable range due to the longterm dynamics along the invariant manifold. Effectiveness of the controller is established by numerical simulations with a practical setting of model parameters.
With the general purpose of designing the next-generation energy systems, various studies have formulated and solved control problems. In the context of smart grids, for example, an enhanced automatic generation control is proposed in [19] to address sensing, communication, and control architecture to manage temporal and spacial characteristics of power systems. In [20] , an averaging-based distributed control method is explored to offer the best combination of flexibility and performance without hierarchical decision making and time-scale separations. In [21] , a problem of maximizing the social welfare is studied while stabilizing both the physical power network as well as the market dynamics. As for heat supply systems, an output regulation problem is addressed in [22] for large-scale hydraulic networks found in DHC systems. These studies mainly focus on synthesis of distributed controllers, and the control problems addressed in these studies are naturally formulated as stabilization problems of equilibrium points. This paper is complementary to these and considers stabilization of an invariant manifold, thereby enabling direct regulation of energy flows in the interconnected energy system exhibiting multiscale dynamics.
The rest of this paper is organized as follows: In Sec. 2, we derive a state-space model of the two-site system and formulate the control problem to regulate electricity and heat flows. Sec. 3 conducts a structural analysis of the derived model. In Sec. 4, we present the controller synthesis based on redefinition of the output. In Sec. 5, the effectiveness of the controller is established with numerical simulation. Conclusions of this paper are provided in Sec. 6 with future work.
Modeling and problem formulation
This section introduces a two-site system for electricity and heat supply and formulates the output regulation problem studied in this paper. Figure 1 shows the schematic diagram of the two-site system. The concept of site stands for a unit of energy system that consists of CHP plant, electric load, and heat load [12] . The two sites are connected to a commercial power grid through a transmission (distribution) line and it is possible to sell excess electricity to the grid. The two sites are also interconnected by a steam pipe. The practical example of site is a commercial, civil, or large residential building with own CHP plant, and the entire system can be regarded as a minimal prototype of practical DHC systems with CHP plants as reported in e.g. [23, 3, 24] . In the context of electricity supply, the system can be regarded as an extension of the so-called three-node network, for which static and dynamic characteristics have been studied in e.g. [25, 26] . In terms of the heat supply, the system is minimal for considering the heat transfer between different sites in urban areas [24] . In this paper, we introduce two subsystems based on their physical characteristics: electric subsystem and heat subsystem. Figure 2 shows the diagram of energy flows in the two-site system. The CHP plant at each site comprises gas turbine, synchronous generator, and heat recovery boiler. At each site #i for i = 1, 2, the fuel flow P gi to the gas turbine can be controlled via a fuel valve. As a result of fuel combustion, the mechanical power P mi is produced and transmitted to the generator in each CHP plant. The generated power P ei is then supplied to the electric loads, as well as the commercial power grid. The grid is modeled by an infinite bus [27] , which is a voltage source with constant amplitude, frequency, and phase. The heat flow Q ai is absorbed by the heat recovery boiler, and Q bi is supplied to the heat loads. Here, the electric subsystem comprises the generators, electric loads, transmission line, and infinite bus in Fig. 2 . The heat subsystem comprises the heat recovery boilers, heat loads, and pipeline. The two subsystems are interconnected via the gas turbines in the CHP plants.
The state variable of the state-space model is given by x := (x g , x e , x h ) ∈ X ⊂ R 13 with the variable x g of the gas turbines, x e of the electric subsystem, and x h of the heat subsystem as follows:
x e = [x e1 , . . .
The physical meanings of the variables and their domains X, X g , X e , and X h are described in Appendix A. Then, the statespace model studied in this paper is given as follows:
whereẋ stands for the time derivative of x, and for the transpose of a vector or matrix. The functions f g , f e , f h , g g1 , and g g2 represent dynamic characteristics of the model and given in in Appendix A. The functions h e and h h are the outputs of the electric and heat subsystems, respectively. The control objective of this paper is to regulate the electric power P e∞ to the infinite bus and the heat flow rate Q 12 between the two sites to given reference values. In terms of the electricity supply, P e∞ is an important quantity for providing ancillary services [9] . The heat flow rate Q 12 is involved in the load sharing in the multi-boiler systems [28] and discussed in [29, 23] . Thus, the output regulation problem is formulated with respect to the following two outputs y 1 and y 2 :
(3b) 
Here we briefly reviews a preliminary result on physical and system theoretic properties of the controlled system. In particular, for the dynamics of the heat subsystem, the following lemma holds: Lemma 1. Consider the heat subsystem with constant inputs u * 1 and u * 2 :
where x * g stands for the steady state of the gas turbines under the inputs u * 1 and u
is invariant under the flow described by the system (5).
Proof. The proof of this lemma is straightforward from [13, 14] where modeling and analysis of heat supply are performed for the general n-site system. Thus it is omitted.
The lemma follows from the fact that the dynamics of the heat subsystem are independent of the variable x h3 standing for the (weighted) averaged pressure level of the two boilers as can be observed in Appendix A. As will be shown in Sec. 3, the above result is extended to the entire interconnected energy system, and a similar invariant manifold is identified in the zero dynamics of the model (2) . It will be shown that the regulation of the energy flows to arbitrary chosen Y ref 1 and Y ref 2 is not necessary achievable at a steady state, and the desired energy flows are not represented by any equilibrium point of the model (2).
Structural Analysis
This section performs a structural analysis of the state-space model (2) in the context of nonlinear control theory. We prove that the model is a non-minimum phase system [16, 17] under the output given in (3), and we locate a low-dimensional invariant manifold in the associated zero dynamics to exploit inherent structure of the controlled system.
Analysis of non-minimum phase property
Here, we analyze zero dynamics of the model (2) and investigate its non-minimum phase property. In general, zero dynamics are derived by considering the internal dynamics with the outputs kept to zero for all time. This is achieved by applying input-output linearization [16, 17] , and the result is summarized in the following lemma: Lemma 2. Consider the state-space model (2) with the outputs in (3). Then, there exists an open set D of the state space X such that the model has vector relative degree {5, 4} at x ∈ D, and the coordinate transformation given by
with ξ e = [ξ e1 , . . . ,
is a diffeomorphism on D, where L f h stands for the Lie derivative of h along f .
Proof. See Appendix B.
The zero dynamics of the model (2) 
With respect to the set-point error (9), the zero dynamics are described as follows:
where the vector-valued function q is given by
with
To investigate the non-minimum phase property, it is crucial that the variable η contains the averaged pressure level η 4 := x h3 . The following lemma, which states that the variable η 4 does not affect the internal dynamics, will be instrumental in identifying an invariant manifold in the zero dynamics:
Lemma 3. The function q(ξ e , ξ h , η) is independent of the variable η 4 .
Proof. See Appendix C.
Based on the above lemma, the following theorem identifies an invariant manifold characterizing the stability property of the zero dynamics: Theorem 1. Consider the zero dynamics of the model (2) with respect to the set-point error (9) . Suppose that the following set I given by
forms an embedded submanifold of the state space of the zero dynamics, where the functions F 1 to F 3 are the first three elements of the following vector-valued function:
Then, the manifold I is invariant with respect to the flow described by (10)- (12) .
Proof. The invariance of I under the zero dynamics is equivalent to F(p) ∈ T p I for all p ∈ I , where T p I stands for the tangent space of I at p ∈ I . Here, from Lemma 3, the tangent space T p I is given as follows:
where kerM stands for the kernel space of a linear mapping described by a finite matrix M. Furthermore, from the assumption, the vectorfield at p ∈ I is written as
While the above theorem locates an invariant manifold in the zero dynamics, this implies that the desired state to satisfy Problem 1 can be represented by the following invariant manifold:
In Sec. 4 we will synthesize a controller that indirectly stabilizes the above invariant manifold through a suitable output redefinition.
Remark 1.
This theorem implies that the model (2) is a non-minimum phase system because of no isolated asymptotically stable equilibrium point in the zero dynamics. This holds even if there exists an equilibrium point satisfying e s = 0. This is because any equilibrium point of the zero dynamics is not asymptotically stable as shown below. If there exists an equilibrium point η * of the zero dynamics, from Lemma 3, any point in the following set is also an equilibrium point:
Thus, no equilibrium point of the zero dynamics is isolated. This implies that no equilibrium point is asymptotically stable, and hence the model is a non-minimum phase system.
Numerical simulation of zero dynamics
This subsection provides numerical simulations of the zero dynamics to illustrate the existence of the invariant manifold. The setting of parameters is shown in Tab. Fig. 5 : Block diagram of the proposed controller for the two-site electricity and heat supply are projected to the (η 1 , η 2 , η 3 ) space, and it is observed that these variables converge to constants (see also the first to third rows of Fig. 3a) . In Fig. 3c , where trajectories are projected to the (η 2 , η 3 , η 4 ) space, the black line shows the set of equilibrium points that form the invariant manifold given by (13) . It is confirmed that all the trajectories converge to the invariant manifold. Furthermore, a similar invariant manifold can be identified when no equilibrium point exists. The invariant manifold is parallel to that in Fig. 3 consisting of equilibrium points. Figure 4 shows 
As in Fig. 3 , all the trajectories converge to an invariant manifold in the phase space of the zero dynamics. However, in the current case, the values of η 4 slowly increase after the convergence to the invariant manifold, implying that the stability of the system is lost in long-terms sense. The variable η 4 parametrizes the points on the invariant manifold and represents the slow dynamics along the manifold.
Controller synthesis
This section studies a controller synthesis for Problem 1 through a suitable redefinition of the outputs. We propose a common control scheme that achieves not only the regulation of energy flows in the short-term regime but also stabilization of an equilibrium point in the long-term regime.
Main idea
The controller synthesized in this paper indirectly stabilizes the desired invariant manifold while dealing with the model as a minimum phase system. Due to this, stabilization of an equilibrium point is also possible by the same control scheme when the averaged pressure level η 4 deviates from an acceptable range due to the dynamics along the invariant manifold. The controller is synthesized by a suitable redefinition of the output, which is motivated by the recently proposed output redefinition method for a non-minimum phase model of hypersonic vehicle in [18] . The method converts the original output into a state trajectory of the new zero dynamics. As will be reviewed in Sec. 4.2, it is shown in [15] that the model (2) can be treated as a minimum phase system by considering the following outputs:
In this paper, we show that the regulation of energy flows can be achieved with the outputs in (20) by considering an augmented system with the integral error. Figure 5 shows the block diagram of the proposed controller. For given references of the outputs y 1 and y 2 , the part of reference generation calculates the referenceŷ ref 2 (t) for the redefined outputŷ 2 .
Normal form under redefined output
Here, we derive the normal form of the model (2) with respect to the outputs in (20) . Towards the controller synthesis in the next subsection, it will be proven that the new internal dynamics are independent of the redefined outputŷ 2 . Note that this corresponds to Lemma 3 since the outputŷ 2 is equivalent to η 4 . First, the following lemma summarizes the result of input-output linearization:
Lemma 4 ( [15]
). Consider the model (2) with the outputs in (20) . Then, there exists an open subsetD of the state space X such that the model has vector relative degree {5, 3} at x ∈D, and the coordinate transformation given bŷ
is a diffeomorphism onD, where ξ e is given by (8a),
While the above lemma is proven in [15] , for self-consistency of the paper, we provide the proof in Appendix D. From Lemma 4, with the outputs in (20) , the model (2) has the following normal form:
. . .
where ξ ei andξ hi are given by ξ e = [ξ e1 , . . . , ξ e5 ] andξ h = [ξ h1 ,ξ h2 ,ξ h3 ] , and the functions b 1 , b 2 , a 11 , . . . a 22 are defined as follows: for i, j = 1, 2,
andq byq
withr
As well as in Sec. 3.1, the following lemma holds for the internal dynamics:
Lemma 5. The internal dynamics (23e) are independent of the variableξ h1 .
Proof. See Appendix E.
Thus, the minimum phase property under the outputs in (20) Lemma 4, and (ii) all the eigenvalues of the matrix Q given by
have negative real parts.
Proof. The proof follows directly from the definition of minimum phase system, Lemmas 4 and 5. The detail is omitted.
Synthesis of tracking controller
Here, we synthesize the controller in Fig. 5 . First, for the reference generation, we consider the following system described by σ 1 and σ 2 :σ
where K is a feedback gain, and the function h h stands for the heat transfer rate as given by (3) . Here, we abuse the notation of h h and regard it as a function of the variableη describing the internal dynamics of the system with respect to the (redefined) outputs given by (20) . This is consistent with the output redefinition method in [18] in that the regulated output is converted into a state trajectory of new zero dynamics. By using the system (28), the referenceŷ ref 2 is given aŝ
To track the references y ref  1 andŷ ref  2 for the virtual outputs, various design tools are applicable. Here, for simplicity, we utilize a standard tracking controller [17] by pole placement through input-output linearization:
withξ e andξ h given byξ
where the coefficients α ei and α hi are chosen so that the polynomials s 5 + α e5 s 4 + · · · + α e1 and s 3 + α h3 s 2 + · · · + α h1 are Hurwitz. Then, we obtain the following theorem as the main result, stating that the precision tracking is achieved for constant references of the outputs: 
Furthermore, suppose that for the open setD stated in Lemma 4, the following condition holds:
Then, there exists a trajectory of the closed-loop system satisfying
In addition to the existence of trajectory, for the trajectory starting from a point sufficiently close to (34), the following equation holds:
if all of the eigenvalues of the matrix given by
have negative real parts, whereQ, B 2 , B 3 , C are given bỹ
Proof. With the variablesξ e andξ h given by (31), the closed-loop system is written as follows:
where A e and A h are given by From (38), it is verified that there exists a trajectory satisfying (34) . Furthermore, from Lemma 5, the dynamics of σ 1 can be separated from the rest of the system because σ 1 affects the value of ξ h1 only (see Fig. 6 ). Thus, we havė
For the error system (40), the trajectory given by (34) is an equilibrium point. The stability of the equilibrium point is determined by the following matrix:
By the assumption, all of the eigenvalues of the above matrix have negative real parts, and the proof is thus completed. (33) and (36) in Theorem 3 can be evaluated in the original coordinate x to achieve the control objective in Problem 1. In addition to the primary control objective to regulate the energy flows, the proposed controller can be utilized for stabilizing an equilibrium point by setting K = 0 in (28). With K = 0, the references of y 1 andŷ 2 are given as y ref
, and the assumptions in Theorem 3 correspond to those of Theorem 2. Thus, the control law (30) is a standard stabilizing controller for a minimum phase system.
Numerical Simulation
This section demonstrates the effectiveness of the control law (30) via numerical simulation. The values of the parameters are based on [30, 31, 32, 28] , and are shown in Tab. 1.
To demonstrate the effectiveness of the controller in Theorem 3, we first confirm the assumptions of Theorem 2 characterizing the minimum phase property of the model (2) with the outputs in (20) . For this, Fig. 7 shows (a) singularity conditions forÂ(x) and DΦ(x) and (b) eigenvalues of the matrix Q. Based on Fig. 7a , the open setD stated in Lemma 4 can be considered. The solid lines show the condition detÂ(x) = 0 and the broken lines detDΦ(x) = 0. Since the conditions depend only on x e1 and x e3 , by defining a setD e ⊂ R 2 as the inside of these lines containing (x e1 , x e3 ) = (0, 0), the setD is given as follows:D
In (34), the eigenvalues of the matrix (36) can be directly checked as conducted above for Theorem 2. However, since the proposed controller is given by a simple augmentation with the integral error, here we discuss the eigenvalues of the matrix (36) through the matrixQ and the feedback gain K. Particularly, for K = 0, the eigenvalues of the matrix (36) are those ofQ (= Q) and 0. Thus, for K = 0, if all the eigenvalues ofQ have negative real parts, it is expected to choose a small value of K so that the eigenvalues of the matrix (36) have negative real parts. coefficients α e1 , . . . , α h3 of the control law (30) are chosen as follows:
Thus, the time constants of the closed-loop system are set to 1/2.5 s for y 1 and 1/0.25 s for y 2 . These constants were chosen by trial and error so that the inputs u 1 , u 2 and the variable x g were kept within their nominal range [0, 1]. The simulation result demonstrates that the controller asymptotically stabilizes the corresponding equilibrium point. Next, for K = 0, the control law (30) achieves the objective of regulation in Problem 1. Figure 9 shows the responses of the closed-loop system under
The initial conditions and the coefficients α e1 , . . . , α h3 are the same as in Fig. 8 . It is confirmed that the regulation of energy flows y 1 and y 2 is achieved by choosing a small value of K. This is consistent with the fact that the referenceŷ ref 2 slowly changes on the desired invariant manifold to be stabilized. 6 Conclusions This paper introduced a control problem to regulate energy flows in a two-site electricity and heat supply system as a typical and central situation in the next-generation interconnected energy systems. We performed a structural analysis of the state-space model of the two-site system through input-output linearization. When the outputs of the state-space model are given as the energy flows in order to regulate these values to given references, the system becomes a non-minimum phase system due to nonexistence of isolated asymptotically stable equilibrium point of the zero dynamics. Instead, we identified an invariant manifold characterizing the stability property of the zero dynamics. The existence of the manifold is due to physical property of heat supply and characterizes the multiscale property of the dynamics of the controlled system. Then, it was shown that by choosing a virtual output parameterizing the dynamics along the invariant manifold, the model became a minimum phase system. Based on this, we proposed a control scheme that achieves both regulation of the energy flows and stabilization of an equilibrium point without changing its structure. The effectiveness of the controller was established with numerical simulation under a practical setting of model parameters.
Finally, several future directions are summarized in the following. One is to provide a generalized framework of the analysis and control presented in this paper. Since the control problem in this paper is specialized to the minimal two-site system, it is significant to obtain a similar result for the general n-site system. For this, Lemma 1 can be extended to the general case as shown in [13, 14] . Another future direction is to introduce more practical considerations into the controller design for guaranteeing the robustness in the presence of anticipated uncertainty. The approaches introduced in [33, 34, 35] for nonlinear and robust control design will be considered and deployed. Furthermore, since the control objective in this paper is to have the electric power to the infinite bus and the heat flow rate being regulated, the references of the outputs y 1 and y 2 were constants. The problem formulation could be extended to have the outputs tracking time-varying reference trajectories for more complex system performance objectives such as compensation of variable outputs of renewable energy sources. 
