Abstract-Prevention of data loss from digital media includes processes such as backup. It can be done manually by copying data to external media or automatically on schedule using special software. There are also remote backup systems, when data are saved over the network to some remote repository. Such systems are multi-user and process large amounts of data. A shared storage can have files containing the same fragments. The elimination of repeated data is based on the mechanism of deduplication. It is a method of information compression, when the search for copies is carried out in the entire dataset rather than within a single file. The main advantage of using this technology is significant saving of disk space. However, the mechanism of eliminating repetitive data can significantly reduce the rate of saving and restoring information. This paper is devoted to the problem of implementing such a mechanism in the backup system with information storage in a relational database. In this work we consider an example of implementation of such a system working in two modes: with and without data deduplication. This paper illustrates a class diagram for the development of the client part of the application as well as the description of tables and their relationships in a database that belongs to the backend. The author proposes an algorithm for saving data with deduplication, and also provides results of comparative tests on the speed of the algorithms for saving and recovering information when working with relational database management systems from various manufacturers.
INTRODUCTION
One threat to data integrity at an automated workstation (AWS) is the failure of a digital, non-volatile data storage device. Examples of such devices are hard disks (HDDs), solid-state drives (SSDs), and solid-state hybrid devices (SSHDs), which represent a compromise between the cost of the former and productivity of the latter. Disturbance of data integrity on digital media can occur due to various reasons. The main factor limiting the duration of information storage on digital media is their service life. It can differ depending on the manufacturer, however even the highest -quality and most expensive devices have an average life of 5 years.
Prevention of data loss from digital media includes processes such as backup [2] . It can be done manually by simply copying data to external media or automatically on schedule using special software. There are also remote backup systems where data is saved over a network to remote storage. Such systems are multi-user and process large amounts of data. A shared storage can have files containing the same fragments. To eliminate repeating data, a deduplication mechanism is used [7, 8] . It is a method of compressing information when searching for copies is done across the entire data set rather than within a single file. The main advantage of using this technology is significant saving of disk space. However, this reduces the performance of the backup system. This article is devoted to the problem of implementing the mechanism for eliminating data duplication in a backup system with information storage in a database (DB). Within the framework of this paper, the use of relational database management systems (DBMSs) is considered, which is associated with their wide spread and built-in integrity control mechanisms [10] [11] [12] . In the course of this study, a scheme for implementing the client and server part of the system [9] and an algorithm for storing data with deduplication will be proposed. Also, the results of comparative performance tests of the system with the enabled and disabled mechanism for eliminating data duplication when working with DBMS of different manufacturers will be presented and analyzed.
1. IMPLEMENTATION OF THE BACKUP SYSTEM In paper [1] , an approach to implementing a backup system with database storage without deduplication is described. In this case, to store user data on the server, it is suggested to create two tables and in the database. The first contains information about the object of the file system and the second one contains data of this object divided into blocks of fixed length. The relationship between tables and is one to many, respectively. Thus, there is only one file for each data block. To exclude duplicate data in the table, its relation to must be many to many, when multiple files can refer to one data block. To organize such an association, it is suggested to create an additional The client part of the backup system is an application that must be able to read and write contents of user files, interact with the DBMS by executing -queries, as well as encrypt data when necessary. Let us highlight the main components of the client application:
1. A core. It contains the implementation of classes for representing user data in the form of a set of table entries, as well as the description of interfaces for interacting with the DBMS and the user's file system. 2. A controller for interaction with the DBMS. It implements the interface for interaction with the DBMS. There can be several such controllers, according to the number of supported DBMS of different manufacturers. The common part, which is the same for all DBMS, can be referred to as the base class.
3. A controller for working with file system [15] . It implements the interface for interaction with the user's file system, the implementation of saving algorithms (with and without deduplication), data recovery, and scanning the directory for changes.
4. A crypto-provider. It implements algorithms for data encryption and hashing. 5. A model of the directory being copied. It is a representation of a set of entries on the client side. Figure 1 shows an example of a class scheme for implementing a client application. The core of the system is represented by classes and . is required to represent data on the client side as an entry, and as an ordered set of entries. Classes and represent the implementation of controllers for interaction with DBMS MSSQL and Linter, respectively. If necessary, the list of supported DBMS can be expanded through implementation of similar classes by some common interface. Such an interface can include the functions of saving, updating, deleting, and reading table entries by the identifier, the function of deleting and creating tables, the function of retrieving entries by the value of fields, and others. The abstract class contains a description of the general interface of interaction with the DBMS and functions, whose implementation is the same for all supported systems. For example, the function of deleting a Class is a controller implementation for working with the user's file system. It contains the actual copy of in the form of an object of type , an instance of the controller class for interaction with the DBMS, and an instance of the crypto-provider class.
Saving and Recovering Data
The following recursive algorithm for storing data with deduplication is proposed: 1. For each file from the current directory: 1.1. Create an entry for and save it by an -query to the database. 3. Calculate the hash-code for the current directory and save it in field of the corresponding -table entry by an -query. As in the case without deduplication, let us deduce the dependence of the number of queries to the database on the block size with full preservation of all data. Let be the number of files in the current directory, is the number of folders in the current directory, and is the length of the block. The number of blocks of the file of length is:
where is the function of finding the nearest integer not exceeding . Then, the number of queries to the database when saving the contents of the current directory can be expressed by the following formula: , is the length of the ith file in the current directory, is the number of blocks of the ith file, and is the number of saved blocks. For each file, -queries are executed to determine if there is a block with a given hash in table  and as many  -queries to table  ,  -queries to write blocks to table  , one query  to write information about the file into table  , queries to write information about the folders to , and another query to update the entry in (saving the hash of the current directory). will be equal to zero if the directory contains only copies of already saved files, and will take a value of if there are no copies of the saved files in the directory.
The number of queries to the database when saving the contents of the directory and all its subfolders can be represented by the following formula:
where is the current directory identifier.
When saving data without deduplication, the formula looks like:
Thus, due to deduplication, the saving rate will decrease due to additional queries.
The algorithm for data recovery remains the same as in the case without deduplication [1] . The only change is the text of the query, which returns the contents of the file. Accordingly, deduplication has virtually no effect on the data recovery speed.
Testing
Let us see how it works in practice. The test stand consists in two networked personal computers (PCs). One of the PCs plays the role of a server with an installed DBMS (processor: Intel Core i5-2500K 3.3 GHz L3 6MB, 8 GB memory). The second PC is the client part of the system that contains user data (processor: Intel Celeron 2.8 GHz L2 256KB, memory: 3 GB). The hard drives of both PCs are formatted for the NTFS file system (3.15). The cluster size is 4 KB.
The system is tested using the DBMS Linter 6.0.18.9 Demo and MSSQL 2008 R2 with default settings [13, 14] .
The MSSQL DBMS contains a buffer management component consisting of two mechanisms: a buffer manager for accessing and updating database pages, and a buffer cache (known as a buffer pool) to reduce I/O operations for the database file. The following buffer cache settings are specified on the test stand: the amount of available physical memory (bpool_commit_target) is 530,358 KB and the amount of physical memory in the manager (bpool_committed) is 8945 KB.
The Linter DBMS employs so-called queues of tables, files, and columns of tables and users. The queue sizes are set by the number of elements, whose sizes in different queues range on average from 50 to 1500 bytes, according to documentation. Test data were obtained under the following settings: file cache, 20 elements; table cache, 100 elements; column cache, 500 elements; and channel cache, 100 elements.
On the client side, an application is launched that processes the user data and sends it to the server without prior encryption. After all the data are successfully saved, the client application queries them back and saves them on the client's side in another directory. As test data, files of different sizes were selected. For the first two tests, 76 files with a size of 0.6 MB and 3 MB were selected. In the other three tests, a single 22 MB, 162 MB, and 1.36 GB file is saved. For each test, all files are located in the same directory without subfolders.
Our task is to choose the optimal block size for files of different sizes when the mechanism for eliminating data duplication is enabled. The speed of processing data using different DBMSs is very different, but the nature of the effect of deduplication on the speed of saving in both cases is identical. The larger the block size, the less deduplication affects the speed of data saving. With deduplication, as the block size increases, the speed of the algorithm's saving grows faster to a certain point. The minimum block size, 4 KB, is equal to the size of the hard disk cluster formatted for the NTFS file system, and the maximum block size is 1 MB. The choice of the maximum block size is related to the fact that objects of 1 MB size are more efficiently stored in the file system than in the database, since NTFS better copes with the fragmentation of such objects. Neither the file system nor the database gives an obvious advantage for storing data of 256-1024 KB. Objects less than 256 KB are more efficiently stored in the database [5] .
Let us consider the results of the first test (Fig. 2) . For MSSQL, the data saving speed increases as the block length increases to 16 KB, and then it does not change. The speed of recovery begins to fall immediately from 4 KB. For Linter with a block length of more than 32 KB, the data saving speed increases more slowly, and the recovery speed begins to increase. Thus, the optimal block size is 32 KB for Linter and 16 KB for MSSQL. Thus, files are divided approximately into 19 and 38 parts, respectively.
Let us consider the results of the second test (Fig. 3) . For MSSQL, when increasing the block length more than 16 KB, the data saving speed increases more slowly, and the recovery speed, just like in the first test, starts to fall immediately from 4 KB. For Linter, increasing the size block more than 64 KB does not affect the recovery speed and the saving speed increases more slowly. Thus, the optimal block size can be 64 KB for Linter and 16 KB for MSSQL. In this case, files will be divided approximately into 47 and 187 parts, respectively.
For MSSQL, when saving a 22 MB file (Fig. 4) , the saving speed grows quickly, and the recovery speed does not change as the block length increases. For Linter, when the block is larger than 64 KB, the saving speed grows slowly, and the recovery speed does not change. Thus, the optimal block size can be 64 KB for Linter and 128 KB for MSSQL. In this case, the file will be divided into approximately 344 and 688 parts, respectively.
For MSSQL, when saving a file of size 162 MB (Fig. 5) , the saving and recovery speed grows quickly and evenly for blocks larger than 64 KB. For Linter, increasing the block length greater than 256 KB slightly affects the data saving speed, and increasing greater than 128 KB slightly affects the recovery speed. Thus, the optimal block size can be 256 KB for Linter and 1 MB for MSSQL. In this case, the file will be divided approximately into 633 and 158 parts, respectively.
In the last test (Fig. 6) for Linter, the nature of the dependence did not change. For MSSQL, increasing the block length greater than 1 MB slightly affects the data saving speed, and the recovery speed increases rapidly for blocks longer than 64 KB. However, for more efficient storage, the block length should be left at 1 MB. Thus, the optimal block size can be 256 KB for Linter and 1 MB for MSSQL. In this case, the file will be divided into approximately 5312 and 1328 parts, respectively. Thus, in order to achieve maximum efficiency of the backup system with deduplication, it is necessary to change the block size depending on the file size and the DBMS that is installed on the server (adaptive deduplication) [4] . The test results are shown in Table 1 . CONCLUSIONS This paper proposed an approach to implementing a deduplication mechanism in a backup system with information storage in a database. The architecture of such a system makes it possible to introduce this technology without a significant change in the program code. Depending on the network infrastructure in which this system is installed, the mechanism for eliminating data duplication can be disabled for maximum performance. If deduplication is necessary, to improve the efficiency of the system the fineness of partitioning of files should be changed depending on their size, as well as on the DBMS that processes data on the server side. The results of the corresponding tests were presented in this paper.
The direction of further study is to investigate the behavior of the client and server parts of the proposed system when changing files on the client, as well as the network load while doing so.
