Abstract-A truly distributed (as opposed to parallelized) support vector machine (SVM) algorithm is presented. Training data are assumed to come from the same distribution and are locally stored in a number of different locations with processing capabilities (nodes). In several examples, it has been found that a reasonably small amount of information is interchanged among nodes to obtain an SVM solution, which is better than that obtained when classifiers are trained only with the local data and comparable (although a little bit worse) to that of the centralized approach (obtained when all the training data are available at the same place). We propose and analyze two distributed schemes: a "naïve" distributed chunking approach, where raw data (support vectors) are communicated, and the more elaborated distributed semiparametric SVM, which aims at further reducing the total amount of information passed between nodes while providing a privacy-preserving mechanism for information sharing. We show the feasibility of our proposal by evaluating the performance of the algorithms in benchmarks with both synthetic and real-world datasets.
I. INTRODUCTION: THE DISTRIBUTED TRAINING PROBLEM
Networks of interconnected devices with storage and processing capabilities (hereafter "nodes") are widespread: Internet, intranets, computing grids, sensor networks, etc. In the Internet, we find an increasing number of databases (such as weather, oceanographic, remote sensing, financial, etc.) becoming online and distributed. Similar examples can easily be found in other networks. Distributed scenarios naturally emerge when data are captured in many places and their transport and storage to a unique location is unfeasible or suboptimal. Consider as an example image or video databases, very costly to move (astronomy telescope images are reaching the terabyte range, for instance), or other high-dimensional data, such as documents (when parameterized as a bag of words). In these cases, we have to resort to distributed processing solutions.
Another reason for proceeding in a distributed way is data privacy, where the goal is to train the best model with data from many parties without explicitly sharing the training information among them. For instance, the collaborative training of an antispam filter, where users would want to share their information about the spam/nonspam nature of every message but without directly providing the body text of their e-mails, or the development of a credit scoring or fraud detection system among different banks or companies, where confidential data should not be exchanged, but all of them would benefit from a model built upon cross-company information, in the line of "coopetitive" paradigms. 1 Many other distributed data mining tasks and scenarios could take advantage of distributed machine learning approaches, and the interested reader is referred to [6] for a more detailed and comprehensive discussion about the pros and cons of distributed data Manuscript received November 11, 2004 A rather straightforward procedure for achieving distribution in SVMs is a sort of distributed chunking technique (for more about chunking, see [3] and [12] ), where support vectors [(SVs), samples critical to determine the classifier architecture] local to each node are exchanged with the other nodes, the resulting optimization subtasks solved in every node, and the procedure repeated until convergence. However, the amount of information that needs to be transmitted (depending on the number of SVs involved in the solution and the input dimension) might rapidly make this approach unfeasible in real-world conditions (such as applications involving images, videos, texts, etc.). One of the main goals is, therefore, the reduction of the communication load among nodes (bandwidth is always a scarce resource). Another very good reason not to exchange SVs directly is information privacy, as mentioned before.
Summarizing, standard SVMs are batch in nature, and inapplicable in a distributed scenario. In what follows, we present a straightforward distributed version of the standard SVM (named distributed chunking), but it requires exchanging raw data, which does not preserve data privacy. Furthermore, it needs to communicate a large amount of data, usually larger than communicating the whole data set to all nodes. To preserve data privacy and reduce the amount of information being exchanged, we need to incorporate the semiparametric SVM formulation [we use a previously developed and benchmarked method known as growing support vector classifier (GSVC) [7] , whose formulation is revisited in Section II]. We have used GSVC to deploy the distributed semiparametric SVM (DSSVM) approach, presented in Section III, that demands less information to be transmitted and preserves data privacy, as illustrated in the experimental section (Section IV), where algorithms are benchmarked in both synthetic and real-world data sets. Conclusions and further research are presented in Section V.
II. SEMIPARAMETRIC SUPPORT VECTOR MACHINES FOR CLASSIFICATION REVISITED
Semiparametric support vector machines [4] , [7] are a means to control the size of the classifier by introducing a predefined model in the formulation of the SVM problem. Consider a binary classification problem defined by a set of labelled input patterns fxi;yig P i=1 with x i 2 R N and y i 2 f01; +1g. The SVM first projects the input data onto a high-dimensional space F by means of a nonlinear projection (1) in a way that inner products between projected vectors can be computed by means of a kernel function k(x i ; x j ) = (x i ) T (x j ) (i.e., the "kernel trick"). Then the SVM finds a maximal margin linear classifier in F (optimal hyperplane, defined by w and b), f (x) = sign (w T (x) + b), such that fw;bg is the solution to where i are positive slack variables introduced to deal with nonseparable problems and C is the penalty for patterns incorrectly classified or inside the margin. 
Additionally, as a result of the dual optimization, many of the Lagrange multipliers i usually become zero (sparse solution), the xi corresponding to the nonzero ones known as support vectors, and providing a more compact representation of w in terms of S support vectors (S < P): w = S i=1 y i i (x i ). Also, this representation of w as a function of support vectors can be further simplified if we admit some error in the approximation, which is the principle of reduced set approaches described in [2] (or analogous methods [5] , [11] , [13] ), which propose to obtainw, an approximation to w using R (R < S) terms such that the error kw 0 wk 2 is acceptably small:
i(ci). Therefore, this set f(ci);i = 1; . . . ; Rg of vectors in F that serves to approximate the solution w represents a reasonable base in F . We have intentionally named these datapoints as centroids ci. In this paper, we propose to select those centroids before training, by selecting an appropriate semiparametric machine, and not after, as in the case of the reduced set methods. Selecting them before has the benefit of reduced training cost and allows us to deal with very reduced machines during the training process, as shown in [4] and [7] .
Reduced set methods need to start from a standard SVM already trained, and in the distributed case such a machine is not available. 
Further detail about the derivation of (4) and (5) can be found in [4] and [7] , where it has also been shown that a two-step iterative procedure can be applied for minimizing (4) by first updating ai values using (5) and secondly minimizing (4) by solving a system of linear equations of the form (weighted least squares problem) 2
where ( T and D a = diagfa i g and repeating until convergence.
Let us define the following intermediate variables:
2 When solving (8) with fixed weighting values a = 1 (initial step), we obtain the solution known as least squares SVMs [14] that, unless additional provision is taken, does not lead either to the correct SVM solution nor to sparse models.
such that we can represent (6) more compactly
We will notate this iterated reweighted least squares (IRWLS) procedure for finding the optimal SVM weights given a predefined model structure as WLS-SVC from now on; its convergence has been proved in [8] and [10] . Furthermore, previous research works have produced a problem-oriented growing method for obtaining good and compact sets of centroids, GSVC, which is capable of achieving classification rates comparable (and sometimes superior) to those of SVM while reducing the size of the classifier by several orders of magnitude [7] . Analyzing (8), we observe that kernel matrices can be obtained as a function of local computations at every node, such that no cross-information between nodes is needed: we will take advantage of this characteristic to present in the next section the distributed semiparametric SVM implementation.
III. TWO APPROACHES TO DISTRIBUTED SUPPORT VECTOR MACHINE COMPUTATION
For our particular case of distributed training, it is of paramount importance that all data be generated from the same distribution; otherwise no benefit would be obtained by joining information from different parties. In what follows, we will always assume that this hypothesis holds. SVMs are flexible enough to deal with data generated by any distribution, i.e., no further assumption is needed about the particular form of such data distribution, provided it is always the same at all nodes. In the following sections, we will present two proposals for distributed SVM training.
A. The Naïve Approach: Distributed Chunking
Under this approach, standard SVM algorithms can be used, since the procedure is as follows.
1) Train local SVMs at every node.
2) Transmit the SVs to the other nodes.
3) Build a a new training set at every node by joining its own data to the SVs received from other nodes. Only SVs corresponding to its own data are selected for transmission in the following steps. 4) Go back to step 1) and repeat until convergence. Since it is not possible to stop the training by verifying that all KKT conditions are satisfied by all patterns in all nodes, we have decided to stop training when the SVs do not change in two consecutive iterations. After stopping, every node will have a final SVM model trained with relevant information from all other nodes. From now on, we will call this method distributed chunking (DCHUNK). This rather straightforward proposal has two main disadvantages. First, if training patterns are large and SVs are numerous, the amount of information to exchange might be intractable since in this naïve approach, in every iteration, every node must transmit a total of N 2 M (input dimension times number of SVs) reals. Second, since raw training data (SVs are training samples) are communicated, data privacy is lost. Therefore we aim at developing an improved distributed SVM method.
B. Distributed Semiparametric Support Vector Machine
We take now advantage of the semiparametric SVM formulation presented in the previous section, to propose a distributed semiparametric support vector machine (DSSVM) algorithm. As a first step, each node trains a local model using the GSVC algorithm, such that we have a set of semiparametric classifiers trained with local data. Nodes can then exchange their centroids 3 to communicate to other nodes their own perspective on the problem to be solved. Once every node knows the centroids of the rest of the nodes, a joint model can be built by simply aggregating all the centroids, but redundancies are bound to appear. We propose to reduce the number of centroids by first computing a reasonable estimate of the optimum size of the machine and then selecting the best ones. Following principles from sparse greedy techniques [13] , we compute the eigenvalues of the centroid centered kernel matrix K c and find the number N e of eigenvalues that retain 99% of the energy of the matrix, i.e., such that
i . Since the centroids do not form an orthonormal base, we increase such value by a conservative 50% to obtain the final machine size. The selection of the best Ne centroids is done sequentially using the sparse greedy approach.
Note that this procedure is executed locally at every node, but all nodes obtain the same solution since the procedure is deterministic. After the common semiparametric model has been established, every node has to process its local data and transmit a compact representation for the other nodes to update their solutions. We identify patterns belonging to node m by collecting their indexes in a set I m , and we define matrices The main advantage of DSSVM is that the size of R m and r m to be transmitted is proportional to R and, therefore, independent of the input dimension and number of training patterns. Consequently, the amount of information to be transmitted is usually moderate, as analyzed in the experimental section. Concerning the stopping criteria, since the machine architecture is fixed, we have decided to stop when the validation error does not decrease in two consecutive iterations. In DSSVM, the number of reals to be transmitted by every node during the initial centroid transmission [step 2)] is N 2 R (input dimension times 3 If data privacy is a major issue, we should avoid selecting centroids directly from the training set. We can generate alternatively a new set of centroid candidates by simply adding noise to the training set or directly generating them at random. Then, the most suitable will be selected as centroids by the GSVC algorithm. This privacy-preserving approach will also be evaluated in the experimental section. number of centroids), plus R 2(R+1)=2+R at every iteration, comprising the transmission of fR m ; r m g in step 4) (R m is symmetric).
We will not pay much attention to the computational cost incurred at every node, since we assume enough computational power. Nevertheless, WLS-SVC procedures have also proven to be computationally efficient [9] .
C. DSSVM Convergence
In what follows, we will prove that the DSSVM algorithm is always convergent, relying on the previous results about convergence of the iterated reweighted least squares procedure for training SVMs, proved to monotonically converge to the SVM solution [10] . Thus, this training method can be interpreted as a contractive mapping whose fixed point is the (global and unique) desired SVM solution. We aim here at extending these results to the distributed case, where this procedure is not applied simultaneously to all data (the centralized solution) but as a series of partial solutions computed at every node (the distributed approach). For ease of explanation, we will restrict ourselves here to the case of two nodes, although the same reasoning can be easily extended to the M -node case. From (4), let us write the functional to be solved with two nodes, given a predetermined semiparametric model 4 (11) such that 1 (respectively, 2) is the solution found by node 1 (respectively, node 2) and ai(1) (respectively, aj (2)) are the weighting values estimated by node 1 (respectively, node 2). The first term on the right-hand side of (11) represents the regularizing term, and the second and third terms represent the cost incurred by samples in node 1 and 2, respectively. Using this notation, the optimal global solution (denoted as 3 ) would be obtained (if all data were at the same place) by minimizing functional L WLS (; a i (); a j ()) using WLS-SVC. Note also that L WLS (; a i (); 0)) (respectively, L WLS (; 0; a j ())) is the functional to be minimized to obtain the local solutions at every node. DSSVM proceeds in alternating steps, communicating partial results between nodes, thereby using solutions found by node 1 to improve those of node 2, and vice-versa. Let us assume we have reached a situation at step k such that node 1 (respectively, node 2) has obtained values
and a i (
and a j (
2 )) as the result of minimizing functionals with information from node 2 (respectively, 1) at the previous step, k01 ( ; aj() : (13) Iterated WLS procedures in the centralized scenario have been shown in [10] to be contractive mappings of the form (k) f( (k01) ) that monotonically converge to the SVM solution, in which case we would reach the fixed point when (k) = (k01) . In that case, and because such solution is known to be unique, we can say we are at the optimal SVM solution (k) = (k01) = 3 . We aim here at extending these results to the distributed case. Therefore, we will assume that convergence has not been reached yet, and therefore 4 In this section, we will use instead of to not excessively complicate the notation 
i.e., the solution obtained by adopting new aj(
2 ) values provided by node 2, but still using old a i (
is a better or equal solution than
(monotonic local convergence in node 2 guarantees it [10] ), weighting values a j (
2 ) are also more or equally accurate as aj( (k01) 2 ). Therefore,
obtained in (14) is a better or equal solution than
A further decrease in L WLS can be achieved by allowing local weighting values ai() to change in the IRWLS recursion (again resorting to the monotonic convergence of WLS-SVC), thereby obtaining a new solution k+1) 1 ) is better than or equal to ai( (k) 1 ). By combining (15) and (17), we achieve the desired result about the convergence of the DSSVM approach, proving that L WLS at node 1 decreases in two consecutive steps of the distributed algorithm until the fixed point is reached, i.e., when equality in (18) holds
Analogous reasoning can be used for node 2, and in general for any other node in the M -node scenario. Concerning speed of convergence, we have not been able to provide a theoretical bound on the number of steps needed to reach the fixed point, but in the experimental section we show how convergence is usually achieved in few (five to ten) steps.
IV. EXPERIMENTS

A. Synthetic 2-D Problem
In order to illustrate the behavior of the DSSVM algorithm, we first apply it to a simple two-dimensional (2-D) synthetic problem, with easy visualization possibilities and with known minimum classification error (CE) of 4.83%. We have generated training and test sets according to a sum-of-Gaussians synthetic problem, such that patterns generated with the same Gaussian distribution are assigned the same label in f+1; 01g. In order to build a distributed scenario with interesting visualization properties, we have divided the training data set (the test set remains "global") according to the four main quadrants in the x 0 y plane. In Fig. 1 , we have depicted such partition of data, and also the resulting decision boundaries after step 1) of DSSVM, depicted in (a)-(d). It can be observed how the solutions found in the initial step adequately solve the local problems but do not provide a reasonable global solution (the error on the global test set is around 35%). Once the DSSVM algorithm is iterated, knowledge about other regions of the data space is shared among nodes and they can effectively build a global solution, achieving a CE of around 5%, very close to the theoretical one, with very good, similar decision boundaries, depicted in Fig. 1(e)-(h) . In the following section, we will benchmark the proposed distributed schemes in UCI data sets.
B. UCI Datasets
We have selected several data sets from the UCI Machine Learning Repository, 5 namely, Twonorm, Waveform, Hand Digit, Landsat, Ringnorm, Spam, and Add Internet, with a number of training patterns and input dimensions as shown in Table I . We have solved, at a first step, the batch (centralized) training problem, using both the SVMlight software [3] and the GSVC algorithm [7] , both with Gaussian kernels and where optimal hyperparameters (, C) have been estimated in every case by a cross-validation procedure, and will be further used in the distributed scenarios. We have decided not to unnecessarily complicate this paper by including a distributed approach for hyperparameter selection that would mainly consist in the deployment of an "n-fold" procedure relying on DSSVM. As a 5 http://www.ics.uci.edu/~mlearn/MLSummary.html result of the batch training, we have reference performance values for the data sets and algorithms involved. We have collected these results in Table I , where we highlight using boldface the best results with respect to CE or machine size.
Both approaches, classical SVM (SVMlight) and the semiparametric approach (GSVC), obtain analogous results in terms of CE, with GSVC even showing superior or comparable performance in five out of eight cases. What is most remarkable is the much smaller machine size obtained by GSVC (sometimes, almost two orders of magnitude smaller), which will guarantee the compactness of the information structures to be exchanged in the distributed framework (DSSVM). We have set up a scenario with four computing nodes and two different partitionings for the training set: "at random" partitioning and "IV-quadrant" partitioning, the latter analogous to the one in the synthetic case of Section IV-A. We have again partitioned the train set, with the test set remaining global. In Tables II and III , we collect the performance of both DCHUNK and DSSVM approaches, where we highlight using boldface the best results with respect to CE, machine size, and amount of transmitted information.
We have included two classification error measurements: the first column (CE local ) corresponds to the average test error obtained when only local information is used to train the classifiers and the second column (CE distr ) represents the error obtained in the distributed approach. In general, it can be observed that exchanging information is beneficial for the performance of the classifiers on the global test set, since in almost all cases CE distr < CE local , one of the goals of the distributed approach. The performance of the DSSVM algorithm is slightly worse than the batch GSVC case, but the distributed approach is expected to be used when the batch solution is not feasible. Since the parameter updating procedures are exactly the same, the unique reason for this worsening must lie in the fact that in the distributed mode, the centroid selection is suboptimal, since not all data are available to each node to estimate the optimal centroids. Regarding the information exchanged between nodes, we have represented the total amount of transmitted reals in every case, normalized by the total amount in the training set (i.e., a value of 100% would represent a solution equivalent to transmitting the whole training set). We observe that DCHUNK provides in some cases solutions that are more costly than moving the whole data set to a single place (percentage values greater than 100%). It is clear that the DSSVM approach is much more convenient in general, sometimes achieving solutions with 18 times less information to be transmitted than in the DCHUNK case. To illustrate how sensitive the DSSVM results are with respect to the number of centroids selected in every case, we have plotted in Fig. 2 the CE distr curves as a function of the number of centroids for all problems (final machine size marked as "o"). The method proposed for selecting the size of the machine is rather conservative: in most cases smaller machines could have been selected without affecting the final performance. On the other hand, in some of the cases (such as Hand Digit or Add Internet), we observe that the CE curves are always decreasing, which suggests that larger and larger machines are needed for optimal performance, and therefore a size-performance tradeoff exists: if we have to limit the amount of information transmitted (size of the machine), some penalty in performance is incurred. Alternatively, results from distributed clustering techniques could be used here to further improve the centroid selection, but that exceeds the scope of this paper and is left for further research.
C. Results With Privacy-Preserving DSSVM
We cover here experiments in the scenario with privacy constraints, where transmitted centroids can no longer be exact patterns from the training set. We have run the same experiments as in the previous section, but with centroids being defined now as training patterns (signal) plus noise, for a given signal-to-noise ratio (SNR) such that clean training patterns are never communicated. Several levels of noise are investigated, from SNR = 40 dB (little noise is added) to SNR = 0 dB (the same power for signal and noise). The SNR = 01 case represents centroids selected fully random from an N (0; 1) distribution, i.e., no signal is present, and the CE distr column corresponds to the "clean centroids" case. We have used machines of the same size as those used in the previous section, such that results summarized in Tables IV and V become directly comparable with those in Tables II  and III. In most cases, introducing noise in the centroids is not harmful for the final performance (we use boldface in those results comparable to the noise-free case CE distr ). In some cases, the introduction of noise in the centroids even leads to improved results with respect to the figures in the CE distr column; this could be interpreted as an extra regularization effect by noise injection, as also observed in some other signal-processing problems [1] . Most important, almost all figures are better than those provided by the solution found by solely using local information (last column, CE local ), thereby proving once more the benefits of using information from other nodes to improve the decision mechanism of every node, assuming, of course, that data come from the same distribution.
V. CONCLUSION AND FURTHER WORK
We have proposed two distributed support vector machine implementations ["naïve" (DCHUNK) and semiparametric (DSSVM)], and we have shown their validity for carrying out distributed classification tasks under the structural risk minimization principle (when data from different nodes follow the same distribution), yielding better performance levels than those obtained when only local information is used. When a centralized solution is not feasible, then both DCHUNK and DSSVM provide valid results, better than those obtained when only local information is used, but slightly worse than the (unattainable) centralized solution.
The DCHUNK approach is simple to implement and slightly better in performance than DSSVM, but in most cases the amount of information to be transmitted is excessively large. Furthermore, if data privacy is a must, then DCHUNK is no longer applicable, since SVs (which are training patterns themselves) have to be transmitted. The only valid approach is the DSSVM algorithm, where no raw data are interchanged. We have shown that by selecting centroids as training patterns plus noise (or even pure noise), privacy can be preserved; the maximum acceptable noise level depends on every problem, but we can always select one such that the performance levels do not deteriorate significantly-sometimes improving-with respect to the "clean centroids" solution.
This paper represents an initial step in the distributed SVM field, new to the best of our knowledge, and we aim to carry out future research to modify the algorithms to work in partially or sparsely connected networks (such as peer-to-peer networks, where every node is only aware of its direct neighbors), to further reduce the amount of information to communicate, and to devise methods for allowing an improved method for distributed centroid selection.
