Abstract Deep learning techniques have been paramount in the last years, mainly due to their outstanding results in a number of applications, that range from speech recognition to face-based user identification. Despite other techniques employed for such purposes, Deep Boltzmann Machines (DBMs) are among the most used ones, which are composed of layers of Restricted Boltzmann Machines stacked on top of each other. In this work, we evaluate the concept of temperature in DBMs, which play a key role in Boltzmann-related distributions, but it has never been considered in this context up to date. Therefore, the main contribution of this paper is to take into account this information, as well as the impact of replacing a standard Sigmoid function by another one and to evaluate their influence in DBMs considering the task of binary image reconstruction. We expect this work can foster future research considering the usage of different temperatures during learning in DBMs.
comprises a visible layer v with m units and a hidden layer h with n units. Additionally, a real-valued matrix W m×n models the weights between the visible and hidden neurons, where w i j stands for the weight between the visible unit v i and the hidden unit h j .
Let us assume both v and h as being binary-valued units. In other words, v ∈ {0, 1} m e h ∈ {0, 1} n . The energy function of a Restricted Boltzmann Machine is given by:
where a e b stand for the biases of visible and hidden units, respectively. The probability of a joint configuration (v, h) is computed as follows:
where Z stands for the so-called partition function, which is basically a normalization factor computed over all possible configurations involving the visible and hidden units. Similarly, the marginal probability of a visible (input) vector is given by:
Since the RBM is a bipartite graph, the activations of both visible and hidden units are mutually independent, thus leading to the following conditional probabilities:
and P(h|v) = n j=1 P(h j |v),
where
and
Note that φ(·) stands for the logistic-sigmoid function. Let θ = (W, a, b) be the set of parameters of an RBM, which can be learned through a training algorithm that aims at maximizing the product of probabilities given all the available training data V, as follows:
One can solve the aforementioned equation using the following derivatives over the matrix of weights W, and biases a and b at iteration t as follows:
where η stands for the learning rate and α denotes the momentum. Notice the terms P(h|ṽ) and v can be obtained by means of the Contrastive Divergence [10] technique 1 , which basically ends up performing Gibbs sampling using the training data as the visible units. Roughly speaking, Eqs. 9, 10 and 10 employ the well-known Gradient Descent as the optimization algorithm. The additional term in Eq. 9 is used to control the values of matrix W during the convergence process, and it is formulated as follows:
where λ stands for the weight decay.
Deep Boltzmann Machines
Learning more complex and internal representations of the data can be accomplished by using stacked RBMs, such as DBNs and DBMs. In this paper, we are interested in the DBM formulation, which is slightly different from DBN one. Suppose we have a DBM with two layers, where h 1 and h 2 stand for the hidden units at the first and second layer, respectively. The energy of a DBM can be computed as follows:
where m 1 and m 2 stand for the number of visible units in the first and second layers, respectively, and n 1 and n 2 stand for the number of hidden units in the first and second layers, respectively. In addition, we have the weight matrices W The marginal probability the model assigns to a given input vector v is given by:
Finally, the conditional probabilities over the visible and the two hidden units are given as follows:
After learning the first RBM using Contrastive Divergence, for instance, the generative model can be written as follows:
Further, we shall proceed with the learning process of the second RBM, which then replaces
. Roughly speaking, using such procedure, the conditional probabilities given by Eq. 15-16, and Contrastive Divergence, one can learn DBM parameters one layer at a time [26] .
Temperature-Based Deep Boltzmann Machines
Li et. al. [16] showed that a temperature parameter T controls the sharpness of the logisticsigmoid function. In order to incorporate the temperature effect into the RBM context, they introduced this parameter to the joint distribution of the vectors v and h in Eq. 2, which can be rewritten as follows:
As such, when T = 1 the aforementioned equation degenerates to Eq. 2. Therefore, the probability of a given sample v given by Eq. 14 can be rewritten considering now the temperature:
In addition, Eq. 6 can be rewritten in order to accommodate the temperature parameter as follows:
Notice the temperature parameter does not affect the conditional probability of the input units (Eq. 5).
In order to apply the very same idea to DBMs, the conditional probabilities over the two hidden layers given by Eqs. 16 and 16 can be derived and expressed using the following formulation, respectively:
and 
Gompertz Function
The Gompertz function is a generalization of the well-known logistic function, where its growth is slowest at the beginning and at the end, and it gradually increases according to a given parameter. Such behavior can not be observed in the standard logistic function, in which both sides are approached by the curve symmetrically. The Gompertz function can be formulated as follows:
where a controls the bounds of the function such that f (t) ∈ [0, a], b and c are positive numbers such that b sets the displacement along the x-axis (translates the graph to the left or right) and c sets the growth rate (y scaling). Finally, t stands for a time step. Figure 1 depicts the behavior of the function concerning its parameters.
Datasets
We propose to evaluate the behavior of DBMs under different temperatures in the context of binary image reconstruction using three public datasets, as described below:
-MNIST dataset 2 : it is composed of images of handwritten digits. The original version contains a training set with 60,000 images from digits '0'-'9', as well as a test set with 10,000 images. 3 Due to the high computational burden for DBM model selection, we decided to employ the original test set together with a reduced version of the training set. 4 -CalTech 101 Silhouettes Data Set 5 : it is based on the former Caltech 101 dataset, and it comprises silhouettes of images from 101 classes with resolution of 28 × 28. We have used only the training and test sets, since our optimization model aims at minimizing the MSE error over the training set. -Semeion Handwritten Digit Dataset 6 : it is formed by 1593 images from handwritten digits '0' -'9' written in two ways: the first time in a normal way (accurately) and the second time in a fast way (no accuracy). In the end, they were stretched with resolution of 16 × 16 in a grayscale of 256 values and then each pixel was binarized.
Experimental Setup
We employed a 3-layered architecture for all datasets as follows: i-500-500-2000, where i stands for the number of pixels used as input for each dataset, i.e. 196 (14 × 14 images), 784 (28 × 28 images) and 256 (16 × 16 images) considering MNIST, Caltech 101 Silhouettes and Semeion Handwritten Digit datasets, respectively. Therefore, we have a first and a second hidden layers with 500 neurons each, followed by a third hidden layer with 2000 neurons. 7 The remaining parameters used during the learning steps were fixed for each layer as follows: η = 0.1 (learning rate), λ = 0.1 (weight decay), α = 0.00001 (penalty parameter). In addition, we compared DBMs against DBNs using the very same configuration, i.e. architecture and parameters. 8 In order to provide a statistical analysis by means of the Wilcoxon signed-rank test with significance of 0.05 [35] , we conducted a cross-validation procedure with 20 runnings. In regard to the temperature, we considered a set of values within the range T ∈ {0.1, 0.2, 0.5, 0.8, 1.0, 1.2, 1.5, 2.0} for the sake of comparison purposes. Additionally, we employed the Gompertz curve for both regular (i.e., T = 1.0) DBN and DBM, being its parameters b and c fine-tuned by means of the well-known Particle Swarm Optimization (PSO) [13] . Since a controls the bounds of the function, and we are dealing with a binary reconstruction problem, we set a = 1.
Finally, we employed 10 epochs for DBM and DBN learning weights procedure with minibatches of size 20. In order to provide a more precise experimental validation, we trained both DBMs and DBNs with two different algorithms 9,10 : Contrastive Divergence (CD) [10] and Persistent Contrastive Divergence (PCD) [32] .
Experimental Results
In this section, we present the experimental results concerning the proposed temperaturebased Deep Boltzmann Machine over three public datasets aiming at the task of binary image reconstruction. One can observe the best results were obtained by DBM when using T ∈ {0.1, 0.2, 0.5}. Also, DBN-CD benefit from lower temperatures, thus confirming the results obtained by Lin et al. [16] , i.e. the lower the temperature the higher the entropy. In short, we can learn more information at low temperatures, thus obtaining better results (obviously, we are constrained to a minimum bound concerning the temperature). According to Ranzato et al. [22] , sparsity in the neuron's activity favors the power of generalization of a network, which is somehow related to dropping neurons out in order to avoid overfitting [31] .
We have observed the lower the temperature values, the higher the probability of turning "on" hidden units (Eq. 23), which forces DBM to push down the weights (W) looking at sparsity. When we push the weights down, we also decrease the probability of turning on the hidden units, i.e. we try to deactivate them, thus forcing the network to learn by other ways. We observed the process of pushing the weights down to be more "radical" at lower temperatures. Additionally, the Gompertz function did not achieve good results for DBMs, but close ones considering DBNs. Figure 2 displays the values of the connection weights between the input and the first hidden layer. Since we used an architecture with 500 hidden neurons in the first layer, we chose 225 neurons at random to display what sort of information they have learned. According to Table 1 , some of the better results were obtained using T = 0.5 (Fig. 2b) , with T = 1 (Fig. 2c) achieving close results either, which can be observed in the images either. Notice we can observe some digits at these images (e.g. highlighted regions in Fig. 2b ), while they are scarce in others. Additionally, DBNs seemed to benefit from lower temperatures, but their results were inferior to the ones obtained by DBMs. Once again, the Gompertz function did not obtain suitable results concerning DBMs (Fig. 3) . Table 2 displays the MSE results over MNIST dataset, where the best results were obtained with T = 0.2. Once again, the results confirmed the hypothesis that better results can be obtained at lower temperatures, probably due to the lower interaction between visible and hidden units, which may imply in a slower convergence, but avoiding local optima (learning in DBMs is essentially an optimization problem, where we aim at minimizing the energy of each training sample in order to increase its probability-Eqs. 13 and 14) . Figure 4 displays the connection weights between the input and the first hidden layer concerning DBM-PCD, where the highlighted region depicts some important information learned from the hidden neurons. Notice the neurons do not seem to contribute a lot with respect to different information learned from each other at higher temperatures (Fig. 4d) , since most of them have similar information encoded. Figure 5 depicts the evolution of two distinct measures to monitor the learning process of a DBM over the MNIST dataset at the first layer. The first one (Fig. 7a) is the logarithm of the pseudo-likelihood (PL) of Eq. 20, where the larger its value, the more similar the reconstructed data is concerning its original version. The second measure (Fig. 7b) concerns the mean squared error of the reconstruction data over the training set, where the lower values are the best ones. One can observe the lower temperatures obtained the largest PL values (e.g. T = 0.1 and T = 0.5) and the lowest errors (T = 0.1 and T = 0.2). Table 3 presents the MSE results obtained over Caltech 101 Silhouettes dataset, where the lower temperatures obtained the best results, but being statistically similar to other temperatures (except for T = 2.0). In this case, both DBM and DBN obtained similar results. Since this dataset comprises a number of different objects and classes, it is more complicated to figure out some shape with respect to the neurons' activity in Fig. 6 . Curiously, the neurons' response at the lower temperatures (Fig. 6a) led to a different behavior that has been observed in the previous datasets, since the more "active" neurons with respect to different information learned were the ones obtained with T = 2 at the training step. We believe such behavior is due to the number of iterations for learning used in this paper, which might not be enough for convergence purposes at lower temperatures, since this dataset poses a greater challenge than the others (it has a great intra-class variability).
We can also observe the best results were obtained by Gompertz function, which were much better than the standard Sigmoid ones (Fig. 7) . The Gompertz function is not symmetric, i.e., in the standard Logistic-Sigmoid function, we can obtain a probability equal or greater than 50% to activate a given neuron when the input to the function is a positive value, and a probability smaller then 50% when the input value is negative. However, such behavior can not be observed in the Gompertz function, where most of it coverage area (co-domain) is located above the 50% of probability of neuron activation, i.e., we can obtain values greater then 50% with negative input values (domain) as well. Therefore, this means that Gompertz function also forces the weights to be pushed down, similarly to lower temperature values.
Conclusions and Future Works
In this work, we dealt with the problem of different temperatures at the DBM learning step. Inspired by a very recent work that proposed the Temperature-based Restricted Boltzmann
Machines [16] , we decided to evaluate the influence of the temperature when learning with Deep Boltzmann Machines aiming at the task of binary image reconstruction. Our results confirm the hypothesis raised by Li et al. [16] , where the lower the temperature, the more generalized is the network for some applications. Thus, more accurate results can be obtained. We observed the network pushes the weights down at lower temperatures in order to favor the sparsity, since the probability of tuning on hidden units is greater at lower temperatures. Therefore, by using proper temperature values, one can obtain a learning algorithm that can converge faster, thus saving computational resources and learning more accurate features. On the other hand, there is a need to fine-tune this hyper-parameter, which is applicationdependent.
In regard to future works, we aim to propose an adaptive temperature, which can be linearly increased/decreased along the iterations in order to speed up the convergence process. Additionally, we will model the problem of learning proper temperature values by means of meta-heuristic-based optimization techniques.
