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THE PERIOD MAP FOR QUANTUM COHOMOLOGY OF P2
TODOR MILANOV
Abstract. We invert the period map defined by the second structure con-
nection of quantum cohomology of P2. For small quantum cohomology the
inverse is given explicitly in terms of the Eisenstein series E4 and E6, while for
big quantum cohomology the inverse is determined perturbatively as a Taylor
series expansion whose coefficients are quasi-modular forms.
1. Introduction
The results of this paper are in the settings of quantum cohomology of P2.
Nevertheless, the problems that we solve can be given in much more general
settings. Let us start by giving the general picture and providing some background
and motivation for our results.
1.1. The second structure connection. We assume that the reader is familiar
with the definition of a semi-simple Frobenius manifold (see [3] for some back-
ground). Let M be a complex semi-simple Frobenius manifold and let TM be
the sheaf of holomorphic vector fields on M . By definition the data of Frobenius
structure is given by the following list of objects
(1) A non-degenerate symmetric bi-linear pairing ( , ) on TM .
(2) A commutative associative multiplication • : TM ⊗ TM → TM .
(3) A flat vector field 1 ∈ Γ(M, TM ) that is a unity, i.e., 1 • v = v for all
v ∈ TM .
(4) An Euler vector field E ∈ Γ(M, TM ).
We are going to work only with Frobenius manifolds satisfying the following 4
additional conditions:
(i) The tangent bundle TM is trivial and it admits a trivialization given by
a frame of global flat vector fields.
(ii) Recall that the operator
adE : TM → TM , v 7→ [E, v]
preserves the space of flat vector fields. We require that the restriction
of adE to the space of flat vector fields is a diagonalizable operator with
rational eigenvalues.
(iii) The Frobenius manifold has a calibration (see Section 1.2).
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2 TODOR MILANOV
(iv) The Frobenius manifold has a direct product decomposition M = C × B
such that if we denote by t1 : M → C the projection along B, then dt1 is
a flat 1-form and 〈dt1,1〉 = 1.
Conditions (i)–(iv) are satisfied for all Frobenius manifolds constructed by quan-
tum cohomology or by the primitive forms in singularity theory.
Let us fix a base point t◦ ∈M and a basis {φi}Ni=1 of the reference tangent space
H := Tt◦M . Furthermore, let (t1, . . . , tN ) be a local flat coordinate system on an
open neighborhood of t◦ such that ∂/∂ti = φi in H. The flat vector fields ∂/∂ti
(1 ≤ i ≤ N) extend to global flat vector fields on M and provide a trivialization
of the tangent bundle TM ∼= M × H. This allows us to identify the Frobenius
multiplication • with a family of associative commutative multiplications •t :
H ⊗H → H depending analytically on t ∈ M . Modifying our choice of {φi}Ni=1
and {ti}Ni=1 if necessary we may arrange that
E =
N∑
i=1
((1− di)ti + ri)∂/∂ti,
where ∂/∂t1 coincides with the unit vector field 1 and the numbers
0 = d1 ≤ d2 ≤ · · · ≤ dN =: D
are symmetric with respect to the middle of the interval [0, D]. The number D is
known as the conformal dimension of M . The operator
θ : TM → TM , v 7→ [E, v]− 1
2
(2−D)v
preserves the subspace of flat vector fields. It induces a linear operator on H
which is known to be skew symmetric with respect to the Frobenius pairing ( , ).
Following Givental, we refer to θ as the Hodge grading operator.
There are two flat connections that one can associate with the Frobenius struc-
ture. The first one is usually called Dubrovin’s connection. It is a connection on
the H-trivial bundle on M × C∗ defined by
∇∂/∂ti =
∂
∂ti
− z−1φi •
∇∂/∂z =
∂
∂z
+ z−1θ − z−2E•
where z is the standard coordinate on C∗ = C − {0} and for v ∈ Γ(M, TM ) we
denote by v• : H → H the linear operator of Frobenius multiplication by v.
Our main interest is in the 2nd structure connection
∇(n)∂/∂ti =
∂
∂ti
+ (λ− E•t)−1(φi•t)(θ − n− 1/2)
∇(n)∂/∂λ =
∂
∂λ
− (λ− E•t)−1(θ − n− 1/2),
where n ∈ C is a complex parameter. This is a connection on the trivial bundle
(M × C)′ ×H → (M × C)′,
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where
(M × C)′ = {(t, λ) | det(λ− E•t) 6= 0}.
The hypersurface det(λ− E•t) = 0 in M × C is called the discriminant.
1.2. Period vectors. The definition of the period map depends on the choice of
a calibration S(t, z) of M . By definition (see [6]), the calibration is an operator
series S = 1+
∑∞
k=1 Sk(t)z
−k, Sk ∈ End(H), such that the Dubrovin’s connection
has a fundamental solution near z =∞ of the form
S(t, z)zθz−ρ,
where ρ ∈ End(H) is a nilpotent operator, [θ, ρ] = −ρ, and the following sym-
plectic condition holds
S(t, z)S(t,−z)T = 1,
where T denotes transposition with respect to the Frobenius pairing.
Let us fix a reference point (t◦, λ◦) ∈ (M×C)′ such that λ◦ is a sufficiently large
real number. It is easy to check that the following functions provide a fundamental
solution to the 2nd structure connection
I(n)(t, λ) =
∞∑
k=0
(−1)kSk(t)I˜(n+k)(λ),
where
I˜(m)(λ) = e−ρ∂λ∂m
( λθ−m− 12
Γ(θ −m+ 12)
)
.
The 2nd structure connection has a Fuchsian singularity at infinity, therefore
the series I(n)(t, λ) is convergent for all (t, λ) sufficiently close to (t◦, λ◦). Using
the differential equations we extend I(n) to a multi-valued analytic function on
(M × C)′. We define the following multi-valued functions taking values in H:
I(n)a (t, λ) := I
(n)(t, λ) a, a ∈ H, n ∈ Z.
These functions will be called period vectors. Using analytic continuation we get
a representation
(1) pi1((M × C)′, (t◦, λ◦))→ GL(H)
called the monodromy representation of the Frobenius manifold. The image W of
the monodromy representation is called the monodromy group.
Under the semi-simplicity assumption, we may choose a generic reference point
t◦ onM , such that the Frobenius multiplication •t◦ is semi-simple and the operator
E•t◦ has N pairwise different eigenvalues u◦i (1 ≤ i ≤ N). The fundamental group
pi1((M × C)′, (t◦, λ◦)) fits into the following exact sequence
(2) pi1(F
◦, λ◦)
i∗- pi1((M × C)′, (t◦, λ◦)) p∗- pi1(M, t◦) - 1,
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where p : (M ×C)′ →M is the projection on M , F ◦ = p−1(t◦) = C\{u◦1, . . . , u◦N}
is the fiber over t◦, and i : F ◦ → (M × C)′ is the natural inclusion. For a
proof we refer to [22], Proposition 5.6.4 or [18], Lemma 1.5 C. Using the exact
sequence (2) we get that the monodromy group W is generated by the monodromy
transformations representing the lifts of the generators of pi1(M, t
◦) in pi1((M ×
C)′, (t◦, λ◦)) and the generators of pi1(F ◦, λ◦).
The image of pi1(F
◦, λ◦) under the monodromy representation is a reflection
group that can be described as follows. Using the differential equations of the
2nd structure connection it is easy to prove that the pairing
(3) (a|b) := (I(0)a (t, λ), (λ− E•)I(0)b (t, λ))
is independent of t and λ. This pairing is known as the intersection pairing.
Suppose now that γ is a simple loop in F ◦, i.e., a loop that starts at λ◦, approaches
one of the punctures u◦i along a path γ
′ that ends at a point sufficiently close to
u◦i , goes around u
◦
i , and finally returns back to λ
◦ along γ′. By analyzing the
second structure connection near λ = ui it is easy to see that up to a sign there
exists a unique a ∈ H such that (a|a) = 2 and the monodromy transformation of
a along γ is −a. The monodromy transformation representing γ ∈ pi1(F ◦, λ◦) is
the reflection defined by the following formula:
wa(x) = x− (a|x)a.
Let us denote by R the set of all a ∈ H as above determined by all possible choices
of simple loops in F ◦. We refer to the elements of R as reflection vectors.
1.3. The ring of modular functions. Our main interest is in the period map
Z : ((M × C)′)∼ → H∗, (t, λ) 7→ Z(t, λ)
where ((M ×C)′)∼ is the universal cover of (M ×C)′ and Z(t, λ) ∈ H∗ is defined
by
〈Z(t, λ), α〉 := Zα(t, λ) = (I(−1)α (t, λ), 1).
Recall that we require that the Frobenius manifold M satisfies condition (iv) from
Section 1.1. Under this condition the flow of the unit vector field 1 defines a free
action of C on M = C×B
C×M →M, (x, t) 7→ t+ x1,
where for t = (t1,
′t) ∈ C×B we define t+ x1 := (t1 + x, ′t). The period map has
the following translation symmetry
(4) Z(t, λ) = Z(t− λ1, 0).
Therefore, we will restrict our analysis to the case t1 = 0, i.e., we will assume that
t ∈ B and that the period map is defined on the universal cover of
X := (B × C)′ = {(t, λ) ∈ B × C | det(λ− E•) 6= 0}.
Let us denote by Ω ⊂ H∗ the image of the period map Z. This is a W -invariant
subset which will be called the period domain. In general very little is known
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about such domains. For example it would be interesting to classify semi-simple
Frobenius manifolds such that the action of W on Ω is properly discontinuous
and the quotient [Ω/W ] is an orbifold whose coarse moduli space is isomorphic
to the Frobenius manifold M . Furthermore, we would like to introduce the ring
of modular functions
M(Ω,W ) := {f ∈ Γ(Ω,OH∗)W | f ◦ Z ∈ O(B × C)},
where Γ(Ω,OH∗)W is the ring of W -invariant holomorphic functions in Ω. Note
that in general if f ∈ Γ(Ω,OH∗)W is an arbitrary function, then the composition
f ◦ Z defines a holomorphic function on (B × C)′. The condition in the above
definition requires that f ◦ Z extends analytically across the discriminant.
1.4. Example. In general, one might try to investigate a more general period
map defined by (I(n)(t, λ), φi) for any n ∈ C and 1 ≤ i ≤ N . Since (I(n)(t, λ), φi) =
−∂ti(In−1(t, λ),1) the choice i = 1, which yields φ1 = 1, is quite natural. Let
us discuss the possibility of choosing different values of n ∈ C in the case of A1-
singularity. Since the periods defined by the second structure connection locally
near a generic point on the discriminat have the same leading order terms as the
periods of A1-singularity, one can get a good intuition of what values of n could
be interesting to investigate.
The period map takes the form
Z : (C \ {0})∼ - H∗ ∼= C, Z(λ) = λ
−n−12
Γ(−n+ 12)
.
The monodromy group is a cyclic group W = (w) and the action of w on C is
multiplication by e−pi
√−1(2n+1). If n is a complex non-rational number then the
quotient C/W might even fail to be a Hausdorf space. Let us assume that n ∈ Q,
so that the quotient is an orbifold. The quotient space C/W has the structure of
a smooth complex manifold isomorphic to C. The isomorphism is induced from
pi : C/W → C, λ 7→ λq,
where we write 2n+1 = 2pq with q > 0 and p relatively prime integers. The period
map induces a holomorphic map
C \ {0} - C/W = C, λ 7→= λ
−p
Γ(1− pq )
.
The above map extends holomorphically across the discriminant λ = 0 if and only
if p ≤ 0. Moreover it is an isomorphism if and only if p = −1, i.e., n = −12 − 1q .
The conclusion is that in general, there might be other period maps which would
allow us to identify the Frobenius manifold with the orbit space of the correspond-
ing monodromy group. Our choice n = −1 is motivated by the applications of
semi-simple Frobenius manifold to integrable hierarchies and representations of
lattice vertex algebras (see the Appendix for more details).
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1.5. Riemann–Hilbert problem for Gromov–Witten invariants. The no-
tion of a Frobenius manifold was invented by Dubrovin [3] in order to give a
geometric interpretation of the properties of quantum cohomology of a smooth
projective variety X. It was conjectured by Givental in [5] and proved by Teleman
in [23] that if the quantum cohomology is semi-simple as a Frobenius manifold
then the higher genus Gromov–Witten invariants are uniquely determined by
genus-0, i.e., by the underlying semi-simple Frobenius structure. On the other
hand, the entire semi-simple Frobenius structure is uniquely determined by the
second structure connection. The latter is a Fuchsian connection and hence can
be recovered uniquely as a solution to a classical Riemann–Hilbert problem (see
[4, 13]). The problem that we are interested in is how to express the higher genus
Gromov–Witten invariants of a manifold with semi-simple quantum cohomology
in terms of the monodromy data of the second structure connection. We refer to
such a problem as the Riemann–Hilbert problem for Gromov–Witten invariants.
By definition such a problem has a solution. Namely, by solving a classical Rie-
mann Hilbert problem we can recover the second structure connection from its
monodromy data, then we can recover the semi-simple Frobenius structure, and
finally it remains to recall Givental’s higher genus reconstruction. The solutions
to the Riemann–Hilbert problems are usually highly transcendental. Therefore, it
seems that the dependence of the Gromov–Witten invariants on the monodromy
data should also be quite complicated. However, in a series of examples (see
[1, 9, 16, 15]) the monodromy data leads to a highest weight representation of a
vertex algebra or to the Hirota bilinear equations of an integrable hierarchy which
allow us to uniquely determine the invariants. In other words, we are looking for
a representation of a Lie algebra or more generally a vertex algebra which will al-
low us to express all invariants via the monodromy data in a simple combinatorial
way. The main point is not that we will find a way to compute Gromov–Witten
invariants, but rather that we can understand a conceptual question. Namely is
there a strong relation between semi-simple Frobenius manifolds and Lie alge-
bras. Note that the set of reflection vectors can be used to generalize the notion
of root systems and to propose various constructions of Lie algebras. This was
actually done in the settings of singularity theory by several authors (e.g. see
[20, 21]). The problem is whether such Lie algebras have interesting applications.
The Riemann–Hilbert problem for Gromov–Witten invariants can be viewed as a
motivation to develop Lie algebra theory for semi-simple Frobenius manifolds.
All examples in which some interesting relation to Lie theory was established
have conformal dimension D ≤ 1 (D is the complex dimension of the manifold X
in the case of quantum cohomology). The case of quantum cohomology of P2 is
a very good candidate to make progress in conformal dimension > 1 because the
geometry of P2 relevant for studying quantum cohomology and mirror symmetry is
very well understood. The problem in the current paper comes from our attempt
to generalize the work in [1]. Namely, we would like to find differential operator
constraints for the total descendant potential of P2. This is still a very difficult
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problem. We will argue in the appendix that the genus-0 reduction of a differential
operator constraints yields a Hamilton–Jacobi equation given by a holomorphic
function in M(Ω,W ). This motivates to some extent our interest in the ring of
modular functions.
Definition 1.1. The period map Z is said to be invertible if there exists a set of
modular functions fi ∈ M(Ω,W ) (1 ≤ i ≤ N) such that the set of holomorphic
functions fi ◦ Z (1 ≤ i ≤ N) is a coordinate system on B × C. A set of such
modular functions {fi}Ni=1 is called the inverse of the period map.
There are two reasons why we are interested in finding the inverse of the period
map. The first one is related to the discussion above. We expect that if the
period map is invertible then the corresponding modular functions fi will give a
complete set of recursion relations, which would allow us to determine the genus-
0 total descendant potential in terms of the monodromy data of the Frobenius
manifold via an explicit recursion (see Appendix for more details).
The second reason is related to the problem of uniformizing a semi-simple
Frobenius manifold. We expect that semi-simple Frobenius manifolds relevant
in the study of mirror symmetry are quotients of a simply connected domain by
a discrete group. At this point we can only speculate, but we believe that the
problem of uniformizing the Frobenius manifold corresponding to the quantum
cohomology of some smooth projective variety X is related to the problem of
constructing the manifold of stability conditions of the bounded derived category
Db(Coh X).
Acknowledgements. I would like to thank M. Kapranov for pointing out to
me that if the solutions to some differential equations satisfy a quadratic relation,
then this is an indication that the differential equation itself might be a symmetric
square. I would like to thank the anonymous referee for the useful comments
and remarks that helped me to improve the exposition. This work is partially
supported by JSPS Grant-In-Aid (Kiban C) 17K05193 and by the World Premier
International Research Center Initiative (WPI Initiative), MEXT, Japan.
2. Quantum cohomology of P2
From now on we will work only in the settings of quantum cohomology of P2.
The goal of this section is to introduce the necessary notation and to state our
results.
2.1. Frobenius manifold structure. Let H = H∗(P2;C) and ti (1 ≤ i ≤ 3) be
the linear coordinates on H corresponding to the basis
φi := p
i−1, i = 1, 2, 3,
where p = c1(O(1)) is the hyperplane class. Quantum cohomology defines a
Frobenius manifold structure on the space
M = {(t1, Q, t3) ∈ C× C∗ × C | |t3Q1/3| < },
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where  is a sufficiently small positive real number and the coordinate Q := et2 is
identified with the Novikov variable. By definition, the linear coordinates ti are
flat, the Frobenius pairing is given by the Poincare pairing
(∂i, ∂j) = δi+j,4, 1 ≤ i, j ≤ 3,
where ∂i = ∂/∂ti, while the multiplication is given by the quantum cup product.
The latter is defined by
(∂i • ∂j , ∂k) := ∂
3F (t)
∂ti∂tj∂tk
,
where F (t) is the genus-0 potential
F (t) =
∞∑
l,d=0
1
l!
〈t, . . . , t〉0,l,d,
where t := t1 + t2p+ t3p
2. Following Kontsevich and Ruan–Tian we can derive an
explicit recursive formula for F as follows. Using the string equation, the divisor
equation, and the dimension formula of the virtual fundamental cycle we get that
F has the form
(5) F (t) =
1
2
(t21t3 + t1t
2
2) +
∞∑
d=1
Nd
(3d− 1)! Q
dt3d−13 ,
where the coefficient Nd can be interpreted as the number of rational curves in
P2 of degree d passing through 3d − 1 points in general position. The system of
WDVV equations contains a single non-trivial equation
F333 = F
2
233 − F222F233,
where the index i, i = 2, 3, denotes partial derivative with respect to ti. Compar-
ing the coefficients in front of Qd yields
Nd =
d−1∑
m=1
(( 3d− 4
3m− 2
)
m2(d−m)2 −
(
3d− 4
3m− 3
)
m(d−m)3
)
NmNd−m,
which together with N1 = 1 determines Nd for all d > 1. The first few values are
N1 = N2 = 1, N3 = 12, N4 = 620, N5 = 87304, N6 = 26312976, . . . .
Let us point out that the number  in the definition of the domain M is chosen
in such a way that the radius of convergence of the series (5) is |Q|−1/3.
Furthermore, the Euler vector field has the form
E = t1∂1 − t3∂3 + 3∂2
and the Hodge grading operator is
θ : H → H, θ = diag(1, 0,−1).
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2.2. The Γ-integral structure of Iritani. Let us recall the notation of Sec-
tion 1.2. Following Givental (see [6]), we equip the quantum cohomology with
calibration
S(t, z) = 1 + S1(t)z
−1 + S2(t)z−2 + · · · , Sk(t) ∈ End(H)
defined by
(S(t, z)φi, φj) = (φi, φj) +
∞∑
k=0
〈φiψk, φj〉0,2(t) z−k−1.
The fundamental solution corresponding to such calibration is S(t, z)zθz−ρ, where
the nilpotent operator ρ is given by classical cup product multiplication by c1(TP2) =
3p.
There is a very elegant way to describe the reflection lattice, i.e., the Z-
submodule of H spanned by all reflection vectors a ∈ R. Namely, using Iritani’s
Γ-class modification of the Chern character map, we will obtain an explicit de-
scription of all reflection vectors in terms of K0(P2) – the K-ring of topological
vector bundles on P2. Following Iritani’s construction in [11], let us introduce the
map
Ψ : K0(P2)→ H,
defined by
Ψ(E) =
1√
2pi
Γ(1 + p)3 (2pi
√−1)degch(E),
where deg : H → H is the degree operator deg(pi) = ipi and the Γ function should
be expanded as a Taylor series at p = 0, i.e.,
Γ(1 + p) = 1 + Γ′(1)p+
1
2
Γ′′(1)p2.
Recall that K0(P2) = Z[L]/(L− 1)3, where L = O(1). The above formula gives
Ψ(Lm) =
1√
2pi
Γ(1 + p)3 e2pi
√−1mp.
Slightly abusing the notation we identify Lm with its image Ψ(Lm).
Let us choose a reference point (t◦, λ◦) ∈ (M × C)′ such that t◦1 = t◦2 = t◦3 = 0
and λ◦ is a sufficiently large real number. Recall that for t3 = 0 the quantum cup
product •t turns H into the following algebra
(H, •t) = C[p]/(p3 −Q).
We get that the eigenvalues of E•t◦ are u◦i = 3ζ−i+1 (1 ≤ i ≤ 3), where ζ =
e2pi
√−1/3. Let us denote by [a, b] (a, b ∈ C) the straight segment in C from a to b.
Let γi (1 ≤ i ≤ 3) be the composition of the arc
λ(s) = λ◦e−2pi
√−1s/3, s ∈ [0, i− 1]
and the straight segment [ζ−i+1λ◦, u◦i ] (see Figure 1).
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u◦3 γ1
λ◦
γ2
λ◦ζ−1
λ◦ζ−2
γ3
u◦1u
◦
2
Figure 1. Reflection vectors
Proposition 2.1. Let γi (1 ≤ i ≤ 3) be the paths constructed above. Then Li−1
is the reflection vector corresponding to the path γi.
Corollary 2.2. The set of all reflection vectors is given by
R = W · 1 ∪W · L ∪W · L2.
The proof of Proposition 2.1 and Corollary 2.2 will be given in Section 3.
Since the intersection pairing (3) is independent of t, by setting t1 = t3 = 0
and passing to the limit Re(t2)→ −∞ (i.e. Q→ 0) we get the following formula
for the intersection pairing
(Lm|Ln) = (I˜(0)Lm(λ), (λ− ρ)I˜(0)Ln (λ)) = 2 + (m− n)2.
Recalling Corollary 2.2 we get that the lattice
Im(Ψ) := Z+ ZL+ ZL2 ⊂ H
coincides with the reflection lattice. Furthermore, recalling Proposition 2.1 we
get Dubrovin’s result (see [4]) that the monodromy group W ∼= PSL2(Z)×{±1}.
The construction of this isomorphism amounts to choosing an appropriate Q-basis
(E1, E2, E3) of the reflection lattice. In our notation this basis is given by
E1 = 1 + 2L− L2, E2 = −3 + 4L− L2, E3 = 1− 2L+ L2.
2.3. The period map for quantum cohomology of P2. Now we are in po-
sition to state our results. We identify H∗ ∼= C3 via the linear functions on H∗
corresponding to Ei, i = 1, 2, 3. The period map takes the form
Z(t, λ) = (Z1(t, λ), Z2(t, λ), Z3(t, λ)),
where Zi(t, λ) := ZEi(t, λ). As we have explained in the introduction, we may
restrict our analysis to parameters t ∈ B := {t ∈ M | t1 = 0}. Put Bsmall = {t ∈
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B | t3 = 0} = C∗ and
Xsmall := (M × C)′
∣∣
t1=t3=0
= {(Q,λ) ∈ C∗ × C | λ3 − 27Q 6= 0}.
Let us introduce the domain
Ωsmall := {z ∈ (C∗)3 | z22 = 4z1z3, Im(−z2/(2z3)) > 0}.
Let us point out that there is a natural isomorphism
Φsmall : H× C∗ → Ωsmall, (τ, y) 7→ (τ2y,−2τy, y)
under which the action of the monodromy group takes a very simple form (see
Lemma 4.4). We will prove later on (see Lemma 5.2) that Xsmall is a deformation
retract of X. Therefore, the universal cover X˜small is an analytic submanifold
of X˜ and we can introduce the restriction of the period map Zsmall := Z|X˜small .
Recall the Eisenstein series
E2(τ) = 1− 24
∞∑
m=1
mqm
1− qm ,
E4(τ) = 1 + 240
∞∑
m=1
m3qm
1− qm ,
E6(τ) = 1− 504
∞∑
m=1
m5qm
1− qm ,
where q = e2pi
√−1τ . Our first result can be stated as follows.
Theorem 2.3. a) The image of Zsmall is Ωsmall \ {E6(−z2/(2z3)) = 0}.
b) Let pismall : X˜small → Xsmall be the universal cover and
pismall : Ωsmall → C∗ × C, (τ, y) 7→ (Q(τ, y), λ(τ, y)),
be the map defined by
Q(τ, y) :=
8
27
(2pi/y)6(E34(τ)− E26(τ))
λ(τ, y) := 2(2pi/y)2E4(τ),
where (τ, y) is the coordinate system on Ωsmall introduced above. Then pismall ◦
Zsmall = pismall.
c) The fibers of the map pismall are the W -orbits in Ωsmall, i.e., the small quan-
tum cohomology Bsmall×C is the coarse moduli space for the orbifold [Ωsmall/W ].
Generalizing the results of Theorem 2.3 to big quantum cohomology is a very
challenging problem. We expect that Msmall := C×Bsmall is an analytic subvariety
in a larger Frobenius manifold N and that M is just a tubular neighborhood of
Msmall in N . We were able to prove an interesting result about the holomorphic
thickening of Zsmall, which might be viewed as the first step towards constructing
a global Frobenius manifold.
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The period map Z maps a small open neighborhood of X˜small in X˜ into a small
open neighborhood of Ωsmall in C3. Therefore we have an induced map of ringed
spaces
(X˜small, ι˜
−1O
X˜
)→ Ω := (Ωsmall, ι−1OC3),
where ι˜ : X˜small → X˜ and ι : Ωsmall → C3 are the natural inclusion maps. The
ring of regular functions on Ω is by definition Γ(Ωsmall,OC3), i.e., functions defined
and holomorphic in an open neighborhood of Ωsmall in C3. This ring is equipped
with the action of the monodromy group W . The pullback via the period map Z
defines a ring homomorphism
Γ(Ωsmall,OC3)W → Γ(Xsmall,OX), f 7→ f ◦ Z,
where Γ(Ωsmall,OC3)W is the subring of W -invariant functions. The coordinate
functions Q = et2 , t = t3, and λ of B × C are elements of Γ(Xsmall,OX). We
will prove that Q, t, and λ are pullbacks via the period map of W -invariant func-
tions. Moreover, the latter have some interesting property, which can be stated
as follows. Let us construct an open neighborhood of Ωsmall as the image of the
map
Φ : H2 × C∗ → C3, (τ1, τ2, y) 7→ (τ1τ2y,−(τ1 + τ2)y, y),
where H = {τ ∈ C | Im(τ) > 0} is the upper half-plane. The image of Φ is the
coarse moduli space for the orbifold quotient [H2×C∗/µ2], where µ2 is the cyclic
group of order 2 whose generator acts on H2 by permutation (τ1, τ2) 7→ (τ2, τ1).
Theorem 2.4. a) There are W -invariant functions in Γ(Ωsmall,OC3)W of the
form
Q(τ1, τ2, y) =
8
27
(2pi/y)6
∞∑
n=0
Qn(τ12)(τ1 − τ2)2n,
λ(τ1, τ2, y) = 2(2pi/y)
2
∞∑
n=0
λn(τ12)(τ1 − τ2)2n,
t(τ1, τ2, y) = − 1
32
(τ1 − τ2)2y2,
where τ12 := (τ1 + τ2)/2, such that their pullbacks via the period map coincide
with the coordinate functions Q,λ, and t.
b) The coefficients Qn(τ), λn(τ) (n ≥ 0) are quasi-modular forms, i.e., they are
polynomials in the Eisenstein series Ei(τ), i = 2, 4, 6.
Note that if τ1 = τ2 then we recover the formulas from Theorem 2.3. In
particular
Q0(τ) = E4(τ)
3 − E6(τ)2, λ0(τ) = E4(τ).
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We have computed the quasi-modular forms λn and Qn for n = 1, 2, 3. The answer
is the following
λ1(τ) =
1
40
∂2τE4,
λ2(τ) =
1
4480
∂4τE4 −
pi4
2016
∆,
λ3(τ) =
1
967680
∂6τE4 −
pi4
209664
∂2τ∆−
pi6
101088
E4∆,
and
Q1(τ) =
1
104
∂2τ∆ +
pi2
26
E4∆,
Q2(τ) =
1
24960
∂4τ∆ +
pi2
2704
E4∂
2
τ∆ +
pi2
1040
∆∂2τE4 +
17pi4
20280
E24∆,
Q3(τ) =
1
10183680
∂6τ∆ +
1611pi2
37856000
(E4∂
2
τE4)
2 +
3pi2
1514240
E4∂
4
τ∆
+
( 3pi2
116480
∆− 537pi
2
26499200
E34
)
∂4τE4 +
239pi4
2839200
E4∆∂
2
τE4
− 319pi
6
26732160
∆2 +
3977pi6
202718880
E34∆,
where ∆ := E34 − E26 .
3. Reflection vectors in quantum cohomology of P2
The main goal in this section is to prove Proposition 2.1.
3.1. Mirror symmetry for the calibration. In this section we recall an iden-
tity expressing the operator series S(t, z) in terms of an oscillatory integral. Let us
denote by S(Q, z) the restriction of S(t, z) to t1 = t3 = 0. Recall that a Givental’s
mirror model of P2 is given by the family of functions
f(x,Q) := x1 + x2 +
Q
x1x2
, x = (x1, x2) ∈ (C∗)2
depending on the parameter Q ∈ C∗ and the holomorphic form on (C∗)2 defined
by ω = dx1x1 ∧ dx2x2 .
Let us fix Q = e2pi
√−1sq, where q > 0 and s are real numbers and define the
semi-infinite cycle αQ := e
2pi
√−1s/3(R>0)2, i.e., αQ consists of all x ∈ (C∗)2 such
that xi = e
2pi
√−1s/3|xi| (i = 1, 2). The following result is due to Iritani (see [11],
Theorem 4.14).
Lemma 3.1. Suppose that z = e2pi
√−1s/3w where w < 0 is a real number. Then
the following formula holds
(6)
∫
αQ
ef(x,Q)/zω =
√
2pi(−w)(S(q, w)(−w)θ(−w)ρΨ(O),1)
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Proof. Note that the LHS is independent of s, because if we substitute xi =
e2pi
√−1s/3yi, then the form ω is invariant, the cycle αQ is transformed into αq,
and the function
f(x,Q)/z =
(
y1 + y2 +
q
y1y2
)
/w.
Therefore, we may assume that s = 0 and that Q = q > 0 and z = w < 0 are real
numbers.
Let us simplify the RHS of (6). Recalling the definition of S we get
S(q, w)T1 = 1 +
∞∑
k=0
3∑
i=1
〈φiψk,1〉0,2(t)φiw−k−1.
Using the divisor and the string equations the above formula can be transformed
into
S(q, w)T1 =
(
1 +
∞∑
k=0
∞∑
d=1
qd 〈φiψk〉0,1,d φiw−k−2
)
et/w,
where recall that t = t2p and q = e
t2 . The above formula is by definition Givental’s
J-function of P2. The J-functions of all projective spaces and certain classes of
complete intersections are computed explicitly in [8], Theorem 9.1. We get
S(q, w)T1 =
(
1 +
∞∑
d=1
qd
(p+ w)3 · · · (p+ dw)3
)
et/w.
Using the commutation relation (−w)−θp = (−w)p(−w)−θ and θ(1) = 1 we get
(−w)(−w)ρ(−w)−θS(q, w)T1 =
(
1 +
∞∑
d=1
e(t2−3 log(−w))d
(p− 1)3 · · · (p− d)3
)
e−(t2−3 log(−w))p.
Put τ := t2 − 3 log(−w). Then the RHS of (6) takes the form∫
[P2]
e−τpΓ(1 + p)3
(
1 +
∞∑
d=1
eτd
(p− 1)3 · · · (p− d)3
)
,
where [P2] is the fundamental class of P2 and we used the following formulas
Ψ(O) = 1√
2pi
Γ(1 + p)3, θT = −θ, ρT = ρ. The above integral can be written as a
residue. Namely if f(p) ∈ C[p] is a polynomial, then we have∫
[P2]
f(p) = Resp=0 f(p)
dp
p3
.
Using this fact and the identity Γ(1 + p) = p(p− 1) · · · (p− d)Γ(p− d) we get that
the RHS of formula (6) has the form
∞∑
d=0
Resp=−d
(
e−τp Γ(p)3
)
dp.
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Let us transform the LHS of (6). Note that the oscillatory integral in (6) can be
written as
I(τ) =
∫
Rn
exp
(
− ey1 − ey2 − eτ−y1−y2
)
dy1dy2,
where τ = t2 − 3 log(−w) and we used the substitution xi = −weyi (1 ≤ i ≤ 2).
If  > 0 is a fixed real number then I(, τ) := eτI(τ) ∈ L1(R). Recalling the
Fourier inversion formula we get
I(, τ) =
1
2pi
lim
a→+∞
∫ a
−a
∫
R
e
√−1(τ−s)ξI(, s) ds dξ.
Let us substitute in the above formula I(, τ) = eτI(τ), I(, s) = esI(s), and
make the substitution p = −√−1ξ. We get
I(τ) =
1
2pi
√−1
∫
+
√−1R
∫
R
e−p(τ−s)I(s) ds dp,
where the orientation of the contour +
√−1R is from −√−1∞ to +√−1∞.
The integral with respect to s can be computed explicitly as follows:∫
R
epsI(s)ds =
3∏
i=1
∫
R
e−e
yi+pyidyi = Γ(p)
3,
where the first equality is justified as follows. The function
exp
(
ps− ey1 − ey2 − es−y1−y2
)
with respect to (y1, y2, s) ∈ R3 is of class L1 for all p satisfying Re(p) > 0.
Therefore we can use the Fubini’s theorem to transform the iterated integral∫
R ds
∫
R2 dy1dy2 as a multiple integral. It remains only to change the integration
variables (y1, y2, s) into (y1, y2, y3) via the substitution s = y1 + y2 + y3.
The oscillatory integral takes the form
I(t) =
1
2pi
√−1
∫
+
√−1R
e−ptΓ(p)3dp.
The integrand has poles at p = −d for d = 0, 1, 2, . . . . Using the Cauchy residue
theorem and some standard estimates based on the Stirling formula for the Γ-
function we get
I(t) =
∞∑
d=0
Resp=−d
(
e−ptΓ(p)3
)
dp.
This completes the proof of (6). 
Remark 3.2. The proof of Lemma 3.1 is inspired by the work of K. Hori and
M. Romo (see [10]). The main idea is that the Laplace transform with respect
to the Novikov’s variables of the oscillatory integral is the integrand of a Mellin–
Barnes integral. Therefore, using the inverse Laplace transform we can identify
the oscillatory integral with a Mellin–Barnes integral. In fact, this method seems
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to be quite general and although there are technical difficulties it will be interesting
to investigate more complicated targets.
3.2. Twisted thimble integrals. Let us continue to work with Q = e2pi
√−1sq
and z = e2pi
√−1s/3w such that q > 0, w < 0, and s are real numbers. The key
object that would allow us to prove Proposition 2.1 is the following integral
I(−m)(Q,λ) =
∫
αQ,λ
(λ− f(x,Q))m−12
Γ(m+ 12)
ω,
where m ≥ 1 is an integer, the parameter λ = e2pi
√−1s/3r with r ≥ 3q1/3 a real
number, and αQ,λ ⊂ (C∗)2 is the submanifold with boundary defined by
{x ∈ αQ | |f(x,Q)| ≤ |λ|}.
The integrand is a multivalued analytic function. We fix an analytic branch as
follows. Note that
λ− f(x,Q) = e2pi
√−1s/3
(
r − |x1| − |x2| − q|x1x2|
)
and that the expression in the brackets is non-negative due to the mean arithmetic
and mean geometric inequality and our assumption that r ≥ 3q1/3. We define
(λ− f(x,Q))m−12 = epi
√−1s(2m−1)/3
(
r − |x1| − |x2| − q|x1x2|
)m−12
.
Let us point out that αQ,λ is a Lefschetz thimble, i.e., it is swept out by vanishing
cycles in the following sense. The function f(x,Q) induces a map
αQ,λ → [uQ, λ], x 7→ f(x,Q),
where uQ = 3Q
1/3 = 3e2pi
√−1s/3q1/3 is the critical value of f(x,Q) corresponding
to the critical point ξQ = (Q
1/3, Q1/3). The fiber over µ ∈ (uQ, λ] is diffeomorphic
to a circle, while the fiber over uQ is the critical point ξQ.
Lemma 3.3. Suppose that Q = e2pi
√−1s/3q and z = e2pi
√−1s/3w, where q > 0 and
w < 0 are real numbers. Then
(7)
∫ ∞
uQ
eλ/zI(−m)(Q,λ)dλ = (−z)m+ 12
∫
αQ
ef(x,Q)/zω,
where the integral on the LHS is along the ray λ = e2pi
√−1s/3r, r ∈ [3q1/3,+∞).
Proof. Using Fubini’s theorem we have
(8) I(−m)(Q,λ) =
∫ λ
uQ
(λ− µ)m−12
Γ(m+ 12)
∫
αQ,µ
ω
df
dµ.
Therefore, the LHS of (7) can be written as∫ ∞
uQ
∫ λ
uQ
(
eλ/z
(λ− µ)m−12
Γ(m+ 12)
∫
αQ,µ
ω
df
)
dµ dλ.
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Using eλ/z = e(λ−µ)/zeµ/z and changing the order of integration we get∫ ∞
uQ
eµ/z
(∫ ∞
µ
e(λ−µ)/z
(λ− µ)m−12
Γ(m+ 12)
dλ
) ∫
αQ,µ
ω
df
)
dµ.
Let us change the integration variable λ into t via the following substitution
λ − µ = −tz. Note that the integration range for t is [0,+∞) and that the
integral with respect to λ turns into (−z)m+ 12 . Therefore, the LHS of (7) is
(−z)m+ 12
∫ ∞
uQ
eµ/z
∫
αQ,µ
ω
df
dµ.
Recalling again the Fubini’s theorem we get that the above integral coincides with
the RHS of (7). 
3.3. Mirror symmetry for the second structure connection. We will prove
that the thimble integrals can be used to construct a solution to the second struc-
ture connection.
Lemma 3.4. Suppose that Q = e2pi
√−1sq and λ = e2pi
√−1s/3r, where q > 0
and r ≥ 3q1/3 are real numbers. Then there exists a constant vector E ∈ H
independent of Q and λ such that
(9)
(
I(−m−1)(Q,λ)E, φi
)
= (−Q∂Q)i−1I(−m−i+1)(Q,λ), 1 ≤ i ≤ 3
for all integers m ≥ 2.
Proof. Let us denote by L(Q,λ) the H-valued function on Q and λ defined
uniquely in such a way that (L(Q,λ), φi) coincides with the RHS of (9) for all
i = 1, 2, 3. Let us denote by A(Q) := p•t ∈ End(H) the linear operator of quan-
tum multiplication by t, where t = t2p and t2 = logQ =
2pi
√−1s
3 + log q. Since
I(−m−1)(t, λ) is a fundamental solution to the second structure connection, the
restriction of I(−m−1)(t, λ) to t1 = t3 = 0, t2 = logQ is a fundamental solution to
the following system of equations
Q∂Q I(Q,λ) = −A(Q) ∂λ I(Q,λ)(10)
(λ∂λ + 3Q∂Q) I(Q,λ) = (θ +m+
1
2) I(Q,λ).(11)
In order to prove formula (9), it is sufficient to prove that the vector valued
function L(Q,λ) is a solution to the above system of equations.
Recalling the definition of I(−m)(Q,λ) we get that it has the following scaling
symmetry
I(−m)(Qc3, λc) = cm−12I(−m)(Q,λ),
for every real number c > 0. Differentiating in c and setting c = 1 yields the
following differential equation
(λ∂λ + 3Q∂Q) I(−m)(Q,λ) =
(
m− 12
)
I(−m)(Q,λ).
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This implies that
(λ∂λ + 3Q∂Q) (L(Q,λ), φi) =
(
m+ i− 32
)
(L(Q,λ), φi).
On the other hand, since θ(φi) = (2− i)φi we have(
m+ i− 32
)
φi =
(
− θ +m+ 12
)
φi =
(
θ +m+ 12
)T
φi.
It follows that L(Q,λ) satisfies (11). Note that ∂λI(−m−1)(Q,λ) = I(−m)(Q,λ)
(see formula (8)). Recalling the definition of L(Q,λ) we get
−Q∂Q(L, φi) = ∂λ(L, φi+1) = ∂λ(L,A(Q)φi) = ∂λ(A(Q)L, φi)
for i = 1, 2, where we used that A(Q) is self-adjoint with respect to the Poincare
pairing. Since A(Q)φ3 = Qφ1 in order to prove that L(Q,λ) is a solution to (10)
it remains only to prove that
(12) (−Q∂Q)3 I(−m)(Q,λ) = Q∂3λ I(−m)(Q,λ), m ≥ 4.
Note that −Q∂QI(−m)(Q,λ) is equal to
∂λ
∫
αQ,λ
(λ− f(x,Q))m−12
Γ(m+ 12)
Q
x1x2
ω = ∂λ
∫
αQ,λ
(λ− f(x,Q))m−12
Γ(m+ 12)
x1 ω
where we used the identity
d(λ− f(x,Q)) ∧ dx2
x2
= −x1ω + Q
x1x2
ω
and integration by parts. Similarly,
(−Q∂Q)2I(−m)(Q,λ) = ∂2λ
∫
αQ,λ
(λ− f(x,Q))m−12
Γ(m+ 12)
x1x2 ω.
Differentiating the above formula with −Q∂Q yields (12). 
3.4. Proof of Proposition 2.1. Let us fix an analytic branch of S(Q, z) for all
Q sufficiently close to Q◦ := 1. Recall that λ◦ is a sufficiently large real number.
Let us fix also m to be a sufficiently large positive integer number (e.g. m ≥ 2
would work). If λ is sufficiently close to λ◦, then we fix a branch of I(−m−1)(Q◦, λ)
– for example pick the principal branch of log λ, then this would determine I˜(n)(λ)
for all λ close to λ◦ and hence I(−m−1)(Q◦, λ) is also uniquely determined.
Recalling Lemma 3.4 we get that there exist a vector E such that formula
(9) holds with Q = Q◦. Since the RHS of (9) is an integral over a Lefschetz
thimble, we get that it vanishes when λ approaches uQ◦ along the line segment
(uQ◦ , λ
◦]. Therefore, since uQ◦ = 3 = u◦1 and the line segment (u◦1, λ◦] is precisely
the path γ1, we get that E is proportional to the reflection vector corresponding
to the path γ1. We claim that E =
√
2piΨ(O). Since the intersection pairing
(Ψ(O)|Ψ(O)) = 2 this would prove that O is the reflection vector corresponding
to the path γ1 as claimed.
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Let us prove that E =
√
2piΨ(O). Let us apply to formula (9) the Laplace
transform
∫∞
uQ◦
dλeλ/z. Recalling (7) we get∫ ∞
uQ
eλ/z
(
I(−m−1)(Q,λ)E, φi
)
dλ = (−Q∂Q)i−1(−z)m+i−
1
2
∫
αQ
ef(x,Q)/zω,
where we allow Q to be a real deformation of Q◦. Recalling formula (6) with s = 0
and using the quantum differential equation −Q∂QS(Q, z) = (−z)−1p•S(Q, z) we
get that the RHS of the above identity is
√
2pi(−z)m+ 32
(
S(Q, z)(−z)θ(−z)ρΨ(O), φi
)
.
In other words we proved that
(13)
∫ ∞
uQ
eλ/zI(−m−1)(Q,λ)Edλ =
√
2pi(−z)m+ 32S(Q, z)(−z)θ(−z)ρΨ(O).
We would like to take the limit Q → 0. Although this limit does not exists, it
is not hard to characterize the singularities of both sides at Q = 0. Using the
divisor equation we have S(Q, z) = T (Q, z)eP logQ/z, where P := p∪ denotes the
operator of classical cup product multiplication by p, T (Q, z) is analytic at Q = 0
and T (0, z) = 1. Let us write T (Q, z) =
∑∞
k=0 Tk(Q)z
−k. We claim that
(14) I(−m−1)(Q,λ) =
∞∑
k=0
Tk(Q)(−1)kI˜(−m−1+k)(λ)e−P logQ.
Indeed, by definition
(15) I(−m−1)(Q,λ) =
∞∑
k,l=0
(−1)k+l
l!
Tk(Q)(logQ)
lP lI˜(−m−1+k+l)(λ).
On the other hand, using that Pθ = (θ + 1)P we get
P lI˜(−m−1+k+l)(λ) = eρ∂λ∂m
(
P l
λθ+m−k−l+
1
2
Γ(θ +m− k − l + 32)
)
= I˜(−m−1+k)(λ)P l.
Substituting this formula in (15) and summing over all l we get exactly (14).
Furthermore,
eP logQ/z(−z)θ(−z)ρ = (−z)θ(−z)− adθ(eP logQ/z)(−z)ρ = (−z)θ(−z)ρe−P logQ,
where we used that − adθ(P ) = P . Now it is clear that both sides are polyno-
mials in logQ of degree 2, whose coefficients take values in the ring of H-valued
convergent power series in Q. Comparing the coefficients in front of (logQ)0 and
passing to the limt Q→ 0 we get
(16)
∫ ∞
0
eλ/z I˜(−m−1)(λ)Edλ =
√
2pi(−z)m+ 32 (−z)θ(−z)ρΨ(O).
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The LHS of (16) is by definition∫ ∞
0
eλ/zeρ∂λ∂m
( λθ+m+ 12
Γ(θ +m+ 32)
)
Edλ =
∞∑
k=0
ρk(−z)−k∂km
k!
∫ ∞
0
eλ/z
λθ+m+
1
2
Γ(θ +m+ 32)
dλE.
Using the substitution λ = −tz, we get that the integral in the above formula is
(−z)θ+m+ 32 and hence the LHS of (16) takes the form
(−z)m+ 32−ρ/z(−z)θE = (−z)θ(−z)ρ+m+ 32E.
Comparing with the RHS of (16) we get E =
√
2piΨ(O).
The rest of the proposition is easy to complete. Let us look at formula (9)
for Q = e2pi
√−1sQ◦, λ = e2pi
√−1s/3λ◦ and decrease s continuously from s = 0
to s = −1. The vector E = √2piΨ(O) does not change, so according to for-
mula (14) the LHS will be transformed into (I(−m−1)(Q◦, λ◦ζ−1)e2pi
√−1pE, φi),
which is the same as the analytic continuation of (I(−m−1)(Q◦, λ◦)e2pi
√−1pE, φi)
along the arc λ = e2pi
√−1s/3λ◦, −1 ≤ s ≤ 0. On the other hand, on the
RHS of (9) the only change will be that in the corresponding thimble integrals
the cycle αQ◦,λ◦ will be transformed to the Lefschetz thimble αQ◦e−2pi
√−1,λ◦ζ−1 .
The conclusion is that (I(−m−1)(Q◦, λ)e2pi
√−1pE, φi) vanishes as λ approaches
uQ◦e−2pi
√−1 = uQ◦ζ
−1 = u◦2 first along the arc λ = e2pi
√−1s/3λ◦ (−1 ≤ s ≤ 0)
and then along the line segment [λ◦ζ−1, u◦2], i.e., as λ travels along the path
γ2. Therefore, e
2pi
√−1pE =
√
2pie2pi
√−1pΨ(O) = √2piΨ(O(1)) is proportional
to the reflection vector corresponding to the path γ2. The intersection pairing
(Ψ(O(1))|Ψ(O(1))) = 2, so Ψ(O(1)) is a reflection vector. The argument that
Ψ(O(2)) is the reflection vector corresponding to the path γ3 is similar – one just
has to decrease further s from −1 to −2. 
Let us sketch the proof of Corollary 2.2. First, let us point out that our proof
of Proposition 2.1 implies that Ln = O(n) is a reflection vector for all n ∈ Z.
Let `i ∈ pi1(F ◦, λ◦) be a simple loop around u◦i corresponding to the path γi
and Mi ∈W be the monodromy transformation representing `i. Let c ∈ pi1((M ×
C)′, (t◦, λ◦)) be the loop that under the projection (M×C)′ →M maps to the loop
in pi1(M, t
◦) ∼= pi1(C∗, Q◦) ∼= Z that goes once around Q = 0 in clockwise direction.
Formula (14) implies that the monodromy transformation K ∈ W representing
the loop c is multiplication by e2pi
√−1p which via Iritani’s map Ψ corresponds
to K-theoretic multiplication by O(1). By definition WR = 〈M1,M2,M3〉 and
W = 〈M1,M2,M3,K〉.
Every path γ ⊂ F ◦ from λ◦ to one of the punctures u◦j (1 ≤ j ≤ 3) determines
uniquely up to a sign a reflection vector E ∈ R. Since M2i = 1 we get that Mi(E)
is the reflection vector corresponding to the path γ ◦ `i. We may assume that
the paths γj and γ coincide in a sufficiently small neighborhood of the puncture
u◦j . The composition γ
−1
j ◦ γ = `i1 ◦ · · · ◦ `ir . Therefore, the reflection vector
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corresponding to the path γ = γj ◦ `i1 ◦ · · · ◦ `ir is Mir · · ·Mi1(Lj−1). Since the
path γ is arbitrary we get that R = WR · 1 ∪ WR · L ∪ WR · L2. Finally, in
order to complete the proof of Corollary 2.2 we need only to use that WR is a
normal subgroup of W , the monodromy transformation K and WR generate W ,
and K(Lj−1) = Lj ∈ R.
Remark 3.5. One can prove that R = {E ∈ K0(P2) | χ(E) = 1}. In particular,
the set of reflection vectors is bigger than the set formed by the K-theoretic classes
of the exceptional objects in the bounded derived category Db Coh(P2).
4. The period map for small quantum cohomology
The goal of this section is to prove Theorem 2.3. Let us assume that t3 = 0
and denote by Z(Q,λ) the value of the period map at the point (Q,λ) ∈ Xsmall.
We do not use an explicit notation, but we will always keep in mind that Z(Q,λ)
depends on the choice of a reference path.
4.1. The monodromy group of the second structure connection. Let us
sketch the main steps in computing the monodromy group W . The matrix of the
intersection form in the basis (over Q) E1, E2, E3 takes the form
(17)
0 0 40 −8 0
4 0 0

In other words the only non-vanishing pairings are (E1|E3) = 4 and (E2|E2) = −8.
Let us denote by Ri the monodromy transformation of the basis E = (E1, E2, E3)
corresponding to analytic continuation along the path γi (i.e. the path that turns
Li−1 into a reflection vector). We represent Ri by a matrix such that the mon-
odromy transformation of the row E is ERi. A direct computation yields
R1 =
 0 0 −10 1 0
−1 0 0
 , R2 =
−1 2 −1−2 3 −1
−4 4 −1
 , R3 =
 −4 4 −1−10 9 −2
−25 20 −4
 .
The matrices Ri (1 ≤ i ≤ 3) generate reflection group WR that can be embedded
as a finite index subgroup of the modular groups as follows. Let
(18) φ : C3 → Sym2(C2)
be the isomorphism identifying C3 with the space of symmetric quadratic forms
on C2. More precisely
φ(z)(u1, u2) = z1u
2
1 + z2u1u2 + z3u
2
2.
The modular group Γ := PSL2(Z) acts naturally on the space of quadratic forms
q(u1, u2) 7→ (q · g)(u1, u2) := q(au1 + bu2, cu1 + du2), g =
[
a b
c d
]
.
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Note that the above action is a right action: q · (g1g2) = (q · g1) · g2 . Let us define
a group homomorphism
ρ : PSL2(Z)→ SL3(Z)
such that φ(z) ·g = φ(zρ(g)), where z = (z1, z2, z3) is a row vector and the matrix
ρ(g) acts on z via matrix multiplication from the right. Explicitly
ρ(g) =
a2 2ab b2ac ad+ bc bd
c2 2cd d2
 , g = [a b
c d
]
Note that Ri = −ρ(gi), where
g1 =
[
0 1
−1 0
]
, g2 =
[
1 −1
2 −1
]
, g3 =
[
2 −1
5 −2
]
.
The monodromy group is generated by R1, R2, R3, and K, where K is the mon-
odromy transformation corresponding to the analytic continuation in the Q-plane
along a loop around Q = 0 in clockwise direction. Recall that K coincides with
the operator of K-theoretic multiplication by O(1) (see the discussion after the
proof of Proposition 2.1 in Section 3.3). Therefore E = (E1, E2, E3) transforms
into EK where
(19) K =
1 0 01 1 0
1 2 1
 = ρ(κ), κ = [1 0
1 1
]
.
The relation between WR, W , and the modular group can be described as follows.
The matrices g1κ and g1 have orders respectively 3 and 2 and we have PSL2(Z) =
〈g1κ〉∗〈g1〉. Using this presentation of the modular group we define the characters
χ2, χ3 : PSL2(Z)→ C∗,
such that
χ2(g1κ) = χ3(g1) = 1, χ2(g1) = −1, χ3(g1κ) = ζ.
Let us define a group homomorphism
(20) PSL2(Z)× {±1} → GL(C3), (g, σ) 7→ σ χ2(g) ρ(g).
Using that
R2 = KR1K
−1, R3 = K2R1K−2.
we get that the image of the map (20) is the monodromy group W . It is not very
difficult to check that the map is also injective, so it gives a group isomorphism
W ∼= PSL2(Z) × {±1}. Finally, using that the reflection group WR is generated
by R1, R2, R3 we get that the map
Ker(χ3)→WR, g 7→ χ2(g) ρ(g)
is a group isomorphism.
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4.2. Quadratic relation. The second structure connection for small quantum
cohomology takes the form
Q∂QI
(−1)(Q,λ) = −∂λ(P • I(−1)(Q,λ))
and
(λ∂λ + 3Q∂Q)I
(−1)(Q,λ) = (θ + 1/2)I(−1)(Q,λ).
Using these equations, we get that the period map satisfies the following differen-
tial equations (
(Q∂Q)
3 −Q∂3λ
)
Z(Q,λ) = 0
and
(λ∂λ + 3Q∂Q)Z(Q,λ) = −1
2
Z(Q,λ),
where we used that in small quantum cohomology P •P •P = Q and that θ(1) = 1.
The second equation implies that the period map has the form
Z(Q,λ) = Q−1/6z(x), x :=
λ3
27Q
while the first equation implies that the vector valued function z(x) is a solution
to the hypergeometric equation of type (3, 2) defined by the differential operator
(21) D(D − ρ1)(D − ρ2)− x(D + α1)(D + α2)(D + α3),
where D = x∂x, ρ1 =
1
3 , ρ2 =
2
3 , and α1 = α2 = α3 =
1
6 .
Lemma 4.1. The image of the period map Zsmall : X˜small → C3 is contained in
the quadratic cone Z22 = 4Z1Z3.
Proof. The equation of the quadratic cone coincides with
3∑
i,j=1
ηijZiZj = 0
where ηij are the entries of the matrix inverse to the matrix η whose entries are
the intersection numbers ηij := (Ei|Ej) (see formula (17)). Let us denote by I(n)
the matrix whose (i, j)-entry is given by (I
(n)
Ei
(t, λ), φj). Using the equations of
the second structure connection we get
I(0)(λ− E•) = I(−1)
(
− θ + 1
2
)
,
where
E• =
0 0 3Q3 0 0
0 3 0
 .
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On the other hand, the entries of the intersection pairing are
ηij = (I
(0)
Ei
, (λ− E•)I(0)Ej ) =
3∑
k,`=1
(I
(0)
Ei
, φk)g
k`(I
(0)
Ej
, (λ− E•)φ`),
where gk` are the entries of the matrix inverse to the matrix of the Poincare
pairing. Therefore
η = I(0)g−1(λ− E•)T (I(0))T .
Using that Z = (Z1, Z2, Z3) = (I
(−1)e1)T we get
Zη−1ZT = eT1 (I
(−1))T η−1I(−1)e1.
Recalling the formula for η from above we get
(I(−1))T η−1I(−1) = ((I(0))−1I(−1))T ((λ− E•)T )−1g(I(0))−1I(−1).
On the other hand
(I(0))−1I(−1) = (λ− E•)(−θ + 1/2)−1.
Therefore Zη−1ZT is the (1,1)-entry of the matrix
(−θ + 1/2)−1 g (λ− E•)(−θ + 1/2)−1 =
 0 12 −4λ/312 4λ 0
−4λ/3 0 −4Q/3
 . 
4.3. Connection Formula. The differential equation (21) has the following basis
of solutions near x =∞.
z∞1 (x) :=
∞∑
n=0
anx
−n− 1
6 ,
where the coefficients an are defined by
a0 = 1, an+1 =
(n+ 1/6)(n+ 3/6)(n+ 5/6)
(n+ 1)3
, n ≥ 0.
Note that z∞1 (x) coincides with the generalized hypergeometric function
3F2
[
1/6 3/6 5/6
1 1
;x−1
]
x−1/6.
The second solution is
z∞2 (x) =
∞∑
n=0
anx
−n− 1
6 (log x− bn) ,
where the constants bn (n ≥ 0) are defined by b0 = 0 and
bn+1 = bn +
1
n+ 16
+
1
n+ 36
+
1
n+ 56
− 3
n+ 1
.
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Finally, the third solution is given by
z∞3 (x) =
∞∑
n=0
anx
−n− 1
6
(
(log x− bn)2 + cn
)
,
where the constants cn (n ≥ 0) are defined by c0 = 0 and
cn+1 = cn +
3
(n+ 1)2
− 1(
n+ 36
) (
n+ 56
) − 1(
n+ 16
) (
n+ 56
) − 1(
n+ 16
) (
n+ 36
) .
Let us find the transition matrix C∞ defined by
(22) z(x) = z∞(x)C∞,
where
z(x) = (z1(x), z2(x), z3(x)), z
∞(x) = (z∞1 (x), z
∞
2 (x), z
∞
3 (x)).
To begin with, note that the analytic continuation of Z(Q,λ) along a clock-
wise loop around 0 in the Q-plane corresponds to analytic continuation of z(x)
along an anticlock-wise loop around 0 and 1 in the x-plane. Since the analytic
continuation transforms Z(Q,λ) into Z(Q,λ)K where K is the matrix (19) we
get that z(x) = Q1/6Z(Q,λ) transforms into
ζ−1/2 z(x)K.
On the other hand, the analytic continuation of z∞(x) is
ζ−1/2 z∞(x)K∞, K∞ :=
1 2pi√−1 (2pi√−1)20 1 4pi√−1
0 0 1
 .
Therefore we have the following relation
C∞K = K∞C∞.
Let us denote by C∞i the i-th column of C
∞. Then comparing the columns in the
above relation we get
C∞2 =
(
K∞ − 1− 1
2
(K∞ − 1)2
)
C∞1 =
0 2pi√−1 00 0 4pi√−1
0 0 0
 C∞1
and
C∞3 =
1
2
(K∞ − 1)2C∞1 =
0 0 (2pi√−1)20 0 0
0 0 0
 C∞1
Therefore, we need just to find the first column of C∞1 , i.e., the coefficients in the
relation
(23) z1(x) = C
∞
11z
∞
1 (x) + C
∞
21z
∞
2 (x) + C
∞
31z
∞
3 (x).
The leading order term in the expansion of the RHS of (23) at x =∞ is precisely
C∞11x
−1/6 + C∞21x
−1/6 log x+ C∞31x
−1/6(log x)2.
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By definition z1(x) = Q
1/6(I
(−1)
E1
(Q,λ),1), where E1 = 1 + 2L − L2. Recalling
formula (14) we get that the leading order term of the expansion of the LHS of
(23) coincides with the leading order term of
Q1/6
(
I˜(−1)(λ) e−p logQ Ψ(1 + 2L− L2),1
)
.
Recalling the definitions of the period I˜(−1)(λ) and the Iritani’s map Ψ we get
that the above expression is precisely
1√
6pi
(log x+ log 1728)2 x−1/6.
Therefore,
C∞11 =
(log 1728)2√
6pi
, C∞21 =
2 log 1728√
6pi
, C∞31 =
1√
6pi
and we get
C∞ =
1√
6pi
(log 1728)2 2(2pi√−1) log 1728 (2pi√−1)22 log 1728 4pi√−1 0
1 0 0
 .
4.4. Symmetric square of a hypergeometric equation. We are going to
prove that the solution space of the generalized hypergeometric equation (21) has
a basis of the form
(24) z1 =
u2
2
, z2 = uv, z3 =
v2
2
,
where u, and v is a basis of solutions for the differential equation defined by the
differential operator
(25) D2 − 2 + x
6(1− x) D −
x
144(1− x) , D := x∂x.
Note that the above operator defines a differential equation equivalent to the
classical hypergeometric equation defined by the differential operator
(1− x)x∂2x + (c− (a+ b+ 1)x)∂x − ab
with a = b = 112 and c =
2
3 .
In order to compute the symmetric square of (25) we have to find 3 functions
pi(x) (1 ≤ i ≤ 3) such that
D3zi = p2(x)D
2zi + p1(x)Dzi + p0(x)zi = 0, 1 ≤ i ≤ 3,
where zi are given by (24) with {u, v} a basis of solutions to (25). Using that
u and v are solutions to (25) we can express the equations of the above linear
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system for p0, p1, and p2 as differential polynomials in u and v. After a direct
computation we get
c1(Du)
2 + c2(uDu) + c3u
2 = 0,
2c1DuDv + c2(uDv + vDu) + 2c3uv = 0,
c1(Dv)
2 + c2(vDv) + c3v
2 = 0,
where
c1 = p2 − 3α
c2 = p1 + αp2 − 4β − α2 −Dα
c3 = p0/2− αβ −Dβ + p2β,
and
α :=
2 + x
6(1− x) , β :=
x
144(1− x) .
From here we get that c1 = c2 = c3 = 0, so
p2 = 3α =
2 + x
2(1− x) ,
p1 = 4β − 2α2 +Dα = − 8− 3x
36(1− x) ,
and
p0 = −4αβ + 2Dβ = x
216(1− x) .
Finally, it remains only to verify that the differential operator (1 − x)−1(D3 −
p2D
2 − p1D − p0) coincides with (21).
The classical hypergeometric equation (25) has a basis of solutions near x =∞
of the following form
v∞(x) =
∞∑
n=0
vnx
−n− 1
12
and
u∞(x) =
∞∑
n=0
vn (log x− un)x−n− 112 ,
where the constants un, vn (n ≥ 0) are defined by
v0 = 1, vn+1 =
(
n+ 112
) (
n+ 512
)
(n+ 1)2
vn,
and
u0 = 0, un+1 = un +
1
n+ 112
+
1
n+ 512
− 2
n+ 1
.
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Comparing the leading coefficients in the Laurent series expansion near x = ∞
we get
z∞1 (x) = (v
∞(x))2, z∞2 (x) = u
∞(x)v∞(x), z∞3 (x) = (u
∞(x))2.
Recalling the quadratic relation Z22 = 4Z1Z3, we get that the period map Zsmall
can be expressed in terms of the hypergeometric functions u∞ and v∞ as follows:
(26) Zsmall(Q,λ) = (τ(x)
2z3(x)Q
−1/6,−2τ(x)z3(x)Q−1/6, z3(x)Q−1/6),
where x = λ
3
27Q ,
(27) z3(x) =
1√
6pi
(2pi
√−1)2(v∞(x))2
and
(28) τ(x) := − z2(x)
2z3(x)
= − 1
2pi
√−1
(
log 1728 +
u∞(x)
v∞(x)
)
,
where (27) and the second equality in (28) are obtained by formula (22).
4.5. The Schwarz map. The map (28) is known as the Schwarz map for the
hypergeometric equation (25) (with a = b = 112 , c =
2
3). The exponents of
(25) at x = 0, 1, and ∞ are respectively |c − a − b| = 12 , |1 − c| = 13 , and
|a− b| = 0 = 1∞ . Therefore, the holomorphic branches of τ(x) define maps whose
images are hyperbolic triangles that define a triangulation of the upper-half plane.
Let us work out the precise structure of the triangulation.
Let us fix x◦ = (λ
◦)3
27 as a reference point and define the holomorphic branch
of τ(x) near x = x◦ to be the one for which log x◦ is a real number. If x is in a
neighborhood of 0, then the hypergeometric equation admits the basis of solutions
v0(x) = 2F1(
1
12 ,
1
12 ;
2
3 ;x)
u0(x) = x1/32F1(
5
12 ,
5
12 ;
4
3 ;x).
If x is in a neighborhood of x = 1, then a basis of solution is given by
v1(x) = 2F1(
1
12 ,
1
12 ;
1
2 ; 1− x)
u1(x) = (1− x)1/22F1( 712 , 712 ; 32 ; 1− x).
The values of the above functions are defined to be real for all real x ∈ (0, 1) while
for other x ∈ C \ {0, 1} the values are specified only after we choose a reference
path from x to the interval (0, 1).
The general theory of the Gauss hypergeometric equations provides explicit
formulas for the two linear transformations that relate the bases (u∞, v∞) and
(u0, v0) and the bases (u0, v0) and (u1, v1) (see [2]). The first linear transformation
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takes the form
v0(x) =
Γ(23)e
pi
√−1
12
Γ( 112)Γ(
7
12)
(
u∞(x) + v∞(x)
(
− pi√−1 + log(1728) + pi
√
3
))
u0(x) =
Γ(43)e
5pi
√−1
12
Γ( 512)Γ(
11
12)
(
u∞(x) + v∞(x)
(
− pi√−1 + log(1728)− pi
√
3
))
,
where u0(x) and v0(x) are analytically extended to a neighborhood of x = x◦
along a path consisting of the arc x = x◦epi
√−1s (0 ≤ s ≤ 1), an interval [−x◦,−]
such that 0 <  < 1, and the arc x = epi
√−1s (−1 ≤ s ≤ 0). The derivation of
the above formulas uses formulas (18) and (23) from Section 2.1.4 in [2] and the
following identities
un = ψ(n+
1
12) + ψ(
7
12 − n)− 2ψ(n+ 1)−
(
ψ( 112) + ψ(
7
12)− 2ψ(1)
)
,
un = ψ(n+
5
12) + ψ(
11
12 − n)− 2ψ(n+ 1)−
(
ψ( 512) + ψ(
11
12)− 2ψ(1)
)
,
ψ( 112) + ψ(
7
12)− 2ψ(1) = − log(1728)− pi
√
3,
ψ( 512) + ψ(
11
12)− 2ψ(1) = − log(1728) + pi
√
3,
where ψ(z) = ddz log Γ(z) is the logarithmic derivative of the Gamma function. For
the last two formulas we used a formula due to Gauss that expresses the rational
values ψ(p/q) in terms of elementary transcendental functions (see formula (29)
from Section 1.7.4 in [2]).
Similarly, using formula (1) from Section 2.10 and formulas (5) and (6) from
Section 2.9 in [2] we get
v0(x) =
Γ(12)Γ(
2
3)
Γ( 712)
2
v1(x) +
Γ(−12 )Γ(
2
3)
Γ( 112)
2
u1(x)
u0(x) =
Γ(12)Γ(
4
3)
Γ(1112)
2
v1(x) +
Γ(−12 )Γ(
4
3)
Γ( 512)
2
u1(x) ,
for all x in a contractible open neighborhood of the open interval (0, 1).
Put τ i(x) = u
i(x)
vi(x)
for i = 0, 1,∞. By definition τ∞(x)+log(1728) = −2pi√−1τ(x).
Therefore, using the linear relation between (u∞, v∞) and (u0, v0) we get
(29) τ0 = k
ρτ + 1
τ + ρ
, k :=
Γ(43)Γ(
1
12)Γ(
7
12)
Γ(23)Γ(
5
12)Γ(
11
12)
,
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where ρ := e
pi
√−1
3 = 12 +
√−3
2 . This formula allows us to determine the image of
the ray (−∞, 0) under the Schwarz map (28). Indeed, since
(30) − 2pi√−1 τ(x) = log(1728x)−
∑∞
n=1 unvnx
−n
1 +
∑∞
n=1 vnx
−n
we get that Re(τ(x)) = −12 and limx→−∞ τ(x) = −12 +∞
√−1. Using the relation
(29), we get limx→0 τ(x) = −ρ−1. In other words, the image of (−∞, 0) is the
geodesic line in H from −12 +∞
√−1 to −ρ−1.
Furthermore, let us determine the image of the interval (1,+∞) under the
Schwarz map (28). The linear relation between the bases (u0, v0) and (u1, v1)
yields
(31)
ρτ + 1
τ + ρ
= k−1τ0(x) =
α− 2α−1τ1
β − 2β−1τ1 ,
where α = Γ(5/12)Γ(11/12) and β =
Γ(1/12)
Γ(7/12) . If x → 1 with real values, then τ1(x) → 0,
so using relation (31) we find that the limit limx→1 τ(x) =
√−1. Using (30) we
get that if x ∈ (1,+∞), then Re(τ(x)) = 0 and limx→+∞ τ(x) = +∞
√−1. The
conclusion is that the image of the interval (1,∞) is the geodesic line in H from√−1 to +∞√−1.
Finally, the image of the interval (0, 1) under the Schwarz map (28) must be a
geodesic in H connecting −ρ−1 and √−1. Therefore it must be the arc on the unit
circle connecting −ρ−1 and √−1. Using again formula (30) we fined that the real
part of τ(
√−1x◦) is −14 . Therefore, the Schwarz map (28) maps the upper-half
plane Im(x) > 0 into the interior of the hyperbolic triangle ∆+ in H with vertices
∞, −ρ−1 and √−1.
The image of the lower half-plane Im(x) < 0 can be determined by monodromy
reasons. Namely, the values of the Schwarz map above and below the interval
(1,+∞) vary continuously as we cross the interval, while the values above and
below the intervals (0, 1) and (−∞, 0) make a jump that can be computed if
we new the monodromy of the Schwarz map around respectively the loop around
x = 1 and the loop around both x = 1 and x = 0. Let us compute the monodromy
of the Schwarz map around these two loops. Using formula (30) we get that
the analytic continuation of τ(x) along the circle x = x◦e−2pi
√−1s (0 ≤ s ≤ 1)
transforms τ(x◦) into τ(x◦)+1, i.e., changing the reference path by pre-composing
it with a big loop `∞ around x = 0 and x = 1 (with clock-wise orientation)
transforms the holomorphic branch τ 7→ τ+1. Similarly, the analytic continuation
along the loop `1 that starts at x
◦ approaches x = 1 along the real axes, goes
around x = 1 anti-clockwise along a small circle, and returns back to x◦ can
be determined by formula (31). Indeed, such analytic continuation transforms
τ1 7→ −τ1. Using formula (31) after a direct computation we find that τ 7→ −τ−1.
Let us summarize the conclusions of our computations.
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Proposition 4.2. a) The analytic continuation of the Schwarz map (28) defines
a representation
(32) pi1(C \ {0, 1}, x◦)→ Aut(H)
such that the generators `1 and `∞ are mapped respectively to the transformations
τ 7→ −τ−1 and τ 7→ τ + 1.
b) The image of the upper (resp. lower) half-plane Im(x) ≥ 0 (resp. Im(x) ≤ 0)
under the Schwarz map is the hyperbolic triangle ∆+ (resp. ∆−) with vertices ∞,
−ρ−1, √−1 (resp. ∞,√−1, ρ).
Note that the image of the monodromy representation (32) is the modular
group PSL2(Z) and that ∆+ ∪ ∆− is its fundamental domain. Therefore all
Schwarz triangles are obtained from ∆+ and ∆− by the action of PSL2(Z). The
vertices of the triangulation that are inside H are the two orbits PSL2(Z) ·
√−1 =
{τ ∈ H | E4(τ) = 0} and PSL2(Z) · ρ = {τ ∈ H | E6(τ) = 0}. The Schwarz map
allows us to factorize the universal covering map (C \ {0, 1})∼ → C \ {0, 1} as
follows
(C \ {0, 1})∼ τ- H \ {E4(τ) = 0} ∪ {E6(τ) = 0} J- C \ {0, 1},
where τ is the Schwarz map and J is the regular covering corresponding to the
kernel of the monodromy representation (32).
Lemma 4.3. a) The function J extends to a holomorphic function on H and it
coincides with the J-invariant, i.e., the unique PSL2(Z)-invariant holomorphic
function on H such that J(
√−1) = 1 and the Fourier series of J(τ) has a pole of
order 1 at q = 0, where q = e2pi
√−1τ .
b) The pullback of any holomorphic branch of (v∞(x))12 to H via the map
J extends to an analytic function on H and it coincides with the modular form
E4(τ)
3 − E6(τ)2.
Proof. a) Suppose that τ ∈ H is not a vertex of a Schwarz triangle and let us
put x = J(τ). Recall that the Schwarz triangles are biholomorphic to the upper
or the lower half-plane and define a triangulation of H. Therefore, there exists a
reference path C in C \ {0, 1} that defines a branch τC of the Schwarz map in a
neighborhood of x such that τC(x) := τ . The choice of such a path is not unique,
but the branch τC is independent of the choice of C. In other words, locally the
map J is defined by inverting the Schwarz map.
Let us prove that J is PSL2(Z)-invariant. Suppose that τ ′′ = g(τ ′) for some
g ∈ PSL2(Z). Pick a point x′ and a reference path C ′ such that τC′(x′) = τ ′.
Let C be a loop based at x◦ such that the monodromy representation (32) maps
the homotopy class of C to g. Then τC·C′(x′) = g(τC′(x′)) = τ ′′. In particular,
x′ = J(τ ′′). On the other hand, the identity τC′(x′) = τ ′ implies J(τ ′) = x′, so
J(τ ′) = J(τ ′′) = J(g(τ ′)).
Since J is PSL2(Z)-invariant, in order to prove that J extends to a holomor-
phic function on H, it is enough to prove that it extends holomorphically in a
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neighborhood of τ =
√−1 and τ = −ρ−1. Let us give the argument for τ = √−1.
The other case is similar. If x is sufficiently close to x = 1 then substituting
τ1(x) = (1−x)1/2(1 +O(1−x)) in (31) and solving for 1−x in terms of τ , we get
that 1−x = f(τ(x)) for some function f(τ) = c2(τ −
√−1)2 + c3(τ −
√−1)3 + · · ·
holomorphic near τ =
√−1. Since x = J(τ(x)) = 1− f(τ(x)) for all x in a neigh-
borhood of x = 1, we conclude that the holomorphic functions 1− f(τ) and J(τ)
agree on a dense subset of a neighborhood of τ =
√−1, so they must coincide
identically. This proves that J(τ) is holomorphic at τ =
√−1 and moreover that
J(
√−1) = 1.
It remains only to prove that the Fourier series of J(τ) has a pole of order 1.
If x is sufficiently close to ∞ in C \ {0, 1}, then let us exponentiate relation (30).
We get the following formula:
(33) q =
x−1
1728
exp
(∑∞
m=1 umvmx
−m∑∞
m=1 umx
−m
)
, q := e2pi
√−1τ .
Formula (33) can be solved for x−1 in terms of q. We get that x = 1728q−1 +O(1).
This completes the proof of part a).
b) Let us first check that the pullback of (v∞)12 is holomorphic on the com-
plement in H of the vertices of the Schwarz triangles. The pullback of v∞ to
the universal cover is an analytic function and the complement of the vertices
of the Schwarz triangles is a quotient of the universal cover by the kernel of the
monodromy representation (32). Therefore, we have to verify that (v∞(x))12 is
invariant under the analytic continuation of every loop C whose homotopy class is
in the kernel of the monodromy representation. On the other hand, according to
Proposition 4.2, a), the monodromy representation (32) maps the loops `1 and `∞
to the standard generators of the modular group PSL2(Z). The relations between
the standard generators are well known, namely the kernel of the monodromy
representation is the normal subgroup of pi1(C \ {0, 1}, x◦) generated by `21 and
(`1`∞)3.
Let us work out the analytic transformation of v∞(x) along the loops `1 and
`∞. The analytic continuation along `∞ acts on the vector column with entries
u∞ and v∞ as multiplication by the matrix
M∞ = e2pi
√−1/12
[
1 2pi
√−1
0 1
]
.
In particular, τ(x) 7→ τ(x)+1 and v∞(x) 7→ e2pi
√−1/12 v∞(x). The analytic contin-
uation along `1 requires a long but straightforward computation. Let us point out
the main steps leaving the details as an exercise. Using the linear transformation
formulas between the bases (u∞, v∞), (u0, v0), and (u1, v1) we find[
e5pi
√−1/12 Ae5pi
√−1/12
epi
√−1/12 Bepi
√−1/12
] [
u∞
v∞
]
=
[−2α−1 α
−2β−1 β
] [
Γ(1/2)u1
Γ(1/2)v1
]
,
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where A = −pi√−1+log(1728)−pi√3 and B = −pi√−1+log(1728)+pi√3. From
this formula, we find that the analytic continuation along `1 acts on the column
vector with entries u∞ and v∞ by multiplication by the matrix
M1 =
1
2pi
[− log(1728) − log2(1728) + 4pi2
1 log(1728)
]
.
Note that
1
2pi
(u∞(x) + log(1728)v∞(x)) =
1
2pi
(τ∞(x) + log(1728)) v∞(x) = −√−1 τ(x) v∞(x).
Therefore, the analytic continuation along `1 transforms
τ(x) 7→ −1/τ(x), v∞(x) 7→ −√−1 τ(x) v∞(x).
The above formula implies that v∞(x) is invariant under the analytic continuation
along `21. The analytic continuation along the path `1`∞ can be represented by
the following diagrams
v∞(x)
`1- −√−1 τ(x) v∞(x) `∞- e−
pi
√−1
3 (τ(x) + 1) v∞(x)
and
τ(x)
`1- −1/τ(x) `∞- −1/(τ(x) + 1).
Therefore, the analytic continuation along (`1`∞)3 transforms v∞(x) into−v∞(x).
We get that (v∞(x))2k for all integers k ≥ 0 is invariant under the analytic
continuation along `21 and (`1`∞)3.
Let us denote by V (τ) the pullback of (v∞(x))12, i.e., V is a holomorphic
function on H\{E4(τ) = 0} ∪ {E6(τ) = 0} such that V (τ(x)) = (v∞(x))12, where
the reference path defining the branch of the Schwarz map τ(x) is chosen to be the
same as the reference path specifying the branch of v∞(x). The transformation
formulas of τ(x) and v∞(x) under the analytic continuation along `1 and `∞ yield
the following symmetries
V (τ + 1) = V (τ), V (−1/τ) = τ12V (τ).
This implies that V transforms as a modular form of weight 12. Let us check
that V is analytic at the cusp τ = ∞. Suppose that τ belongs to a Schwarz
triangle ∆ with vertex at infinity. According to part a), the J-invariant defines
a map that is inverse to the analytic branch of the Schwarz map whose image
is the Schwarz triangle ∆. Then V (τ) = v∞(J(τ))12, so by substituting the
Fourier series of the J-invariant x = J(τ) = 11728(q
−1 + 744 + O(q)) in v∞(x)12
we get that V (τ) has a Fourier expansion in terms of q that has only positive
powers. The leading order term is V (τ) = 1728q + O(q2). Similar argument
shows that V (τ) extends analytically across the vertices of the Schwarz triangles.
Therefore, V (τ) is a modular form of weight 12. The space of modular forms
of weight 12 has dimension 2 and it is spanned by E4(τ)
3 and E6(τ)
2. We get
V (τ) = c1E4(τ)
3 + c2E6(τ)
2. Comparing the coefficients in the corresponding
Fourier series in front of q0 and q1 we get c1 = 1 and c2 = −1. 
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4.6. Proof of Theorem 2.3, a). Let us recall formula (26). If λ 6= 0, then
−Z2(Q,λ)/(2Z3(Q,λ)) = τ(x) is a point in the uper-half plane satisfying the
condition J(τ(x)) = x = λ
2
27Q 6= 1, i.e., Zsmall(Q,λ) ∈ Ωsmall. Since the period
map is locally analytic near λ = 0, its value Zsmall(Q, 0) = limn→∞ Zsmall(Q,λn)
can be computed by choosing any convergent sequence λn → 0. For example, let
us take λn to be real. The Schwarz map τ(λn) has a limit τ0 whose value depends
on the reference path, but in any case τ0 is a vertex of a Schwarz triangle and
J(τ0) = limn J(τ(λn)) = limλn = 0, i.e., τ0 belongs to the orbit PSL2(Z) ·ρ. This
completes the proof that Zsmall : X˜small → Ωsmall \{E6(−z2/(2z3)) = 0}. We have
to check that this map is surjective.
Let us define the analytic isomorphism
(34) Φsmall : H× C∗ → Ωsmall, (τ, y) 7→ (τ2 y,−2τ y, y).
Then we have to prove that the following map is surjective
X˜small → (H \ {E6(τ) = 0})× C∗, (Q,λ) 7→ (−Z2(Q,λ)/(2Z3(Q,λ)), Z3(Q,λ)).
Given a point (τ, y) ∈ H × C∗ we first pick (Q,λ) such that λ3/(27Q) = J(τ)
and then we fix Q in such a way that Q1/6z3(λ
3/27Q) = y. The surjectivity
follows. 
4.7. Proof of Theorem 2.3, b). Recall that the period map Zsmall(Q,λ) has
the form (26). According to Proposition 32 if we put τ = − Z2(Q,λ)2Z3(Q,λ) , then we have
QZ3(Q,λ)
6 = z3(x)
6 =
8
27
(2pi)6 (E4(τ)
3 − E6(τ)2),
where x := λ
3
27Q . Therefore,
Q =
8
27
(2pi)6 Z3(Q,λ)
−6 (E4(τ)3 − E6(τ)2).
The formula for λ follows from the relation
λ3
27Q
= x = J(τ) =
E4(τ)
3
E4(τ)3 − E6(τ)2 ,
which implies that
λ = 2 (2pi)2 Z3(Q,λ)
−2E4(τ) ξ,
where ξ3 = 1. On the other hand, Z3(Q,λ)
2λ = 8pi2 +O(λ−1), so ξ = 1.
4.8. Proof of Theorem 2.3, c). Let us first identify the period domain Ωsmall
with H × C∗ via the isomorphism (34). This identification will induce an action
of the monodromy group W of quantum cohomology on H×C∗. Let us work out
this action explicitly. Let us define a left action of PSL2(Z)×{±1} on H×C∗ by
(g, σ) · (τ, y) :=
(aτ + b
cτ + d
, σχ2(g)(cτ + d)
2y
)
, g =
[
a b
c d
]
∈ PSL2(Z).
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Lemma 4.4. Let w ∈ W ⊂ GL(C3) be the monodromy transformation corre-
sponding to an element (g, σ) ∈ PSL2(Z) × {±1} via the group homomorphism
(20). Then
Φsmall(τ, y) · w = Φsmall((sg−1s−1, σ) · (τ, y)).
where s =
[
0 1
1 0
]
and (τ, y) ∈ H× C∗.
Proof. Put z := Φsmall(τ, y), then by definition τ = τ(z) := −z2/(2z3) and
w = σχ2(g)
a2 2ab b2ac (ad+ bc) bd
c2 2cd d2
 .
After a straightforward computation we get
τ(z · w) = −2abz1 + (ad+ bc)z2 + 2cdz3
2(b2z1 + bdz2 + d2z3)
=
aτ(z)− c
−bτ(z) + d,
where we used that z1/z3 = z1z3/z
2
3 = τ
2. It remains only to use that[
a −c
−b d
]
= s
[
a b
c d
]−1
s−1
and χ2(sg
−1s−1) = χ2(g). 
The proof of part c) can be completed as follows. Suppose that pismall(τ, y) =
pismall(τ
′, y′). Since J(τ) = J(τ ′), there exists g ∈ PSL2(Z) such that τ ′ = g(τ).
There are 2 cases. First, if J(τ) 6= 0, then E4(τ) 6= 0 and we get
y−2E4(τ) = (y′)−2E4(τ ′) = (y′)−2(cτ + d)4E4(τ),
so
y′ = σ′(cτ + d)2y
for some σ′ ∈ {±1}. Defining σ = σ′χ2(g) we get (τ ′, y′) = (g, σ) · (τ, y).
The second case is the case when J(τ) = 0. Such a τ is a vertex in the
triangulation by Schwarz triangles and it is in the same PSL2(Z)-orbit as ζ =
e
2pi
√−1
3 . We may assume that τ = τ ′ = ζ, because the point (τ, y) (resp. (τ ′, y′))
is in the W -orbit of a point of the form (ζ, y˜) (resp. (ζ, y˜′)). Using that
y−6E6(τ)2 = (y′)−6E6(τ ′)2 = (y′)−6E6(τ)2
we get that y′ = ξy, for some ξ such that ξ6 = 1. Note that the stabilizer of
ζ ∈ H in the modular group is a cyclic group of order 3 generated by g1κ, where
the matrices g1, κ ∈ PSL2(Z) are defined in Section 4.1. We have
((g1κ)
i, σ) · (τ, y) = (τ, σiζ2iy),
where i is an integer. Since we can always choose σ ∈ {±1} and i such that
σiζ2i = ξ we get that (τ, y) and (τ, y′) are in the same W -orbit. 
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5. Holomorphic thickening
Let us return to the general case of the period map for the big quantum coho-
mology. Recall that
X = (B × C)′ ⊂ C∗ × C× C
and
Xsmall = {t3 = 0} ⊂ X.
Let us introduce coordinates (Q, t, λ) on X such that Q := et2 , t := t3. We fix
a base point y◦ = (Q◦, λ◦) in Xsmall, which will be used as a base point of X as
well. Given a point (Q,λ) ∈ Xsmall we will be interested in the Taylor’s series
expansion
Z(Q, t, λ) =
∞∑
n=0
Z(n)(Q,λ)
tn
n!
.
We are going to construct a covering of X such that the pullback of Z(n)(Q,λ) is
a quasi-modular form. This would allow us to find the inverse of the period map
and generalize to some extend the statement of Theorem 2.3.
5.1. Auxiliary covering. Let U ⊂ H× C∗ × C be an open subset and let
piaux : U → C∗ × C× C, (τ, x, s) 7→ (Q, t, λ)
be the holomorphic map defined by
Q =
8
27
(2pi/x)6(E4(τ)
3 − E6(τ)2),
λ = 2(2pi/x)2E4(τ),
t = sE6(τ)
2/x6.
Remark 5.1. So far the variable x was used to denote the coordinate on the
domain C \ {0, 1} of the Schwarz map. We will no longer deal with the Schwarz
map. From now on we will use x to denote the coordinate on the complex circle
C∗ ⊂ U , except for some local proofs where the demand for letters is hard to meet
without using x.
We choose U to be the trivial disk bundle
U = {(τ, x, s) | |s| < δ(τ, x)}
where
δ : H× C∗ → R>0
is a smooth function defined as follows. We choose δ in such a way that the
preimage under piaux of the discriminant is the analytic hypersurface E6(τ) = 0.
More precisely, the equation of the discriminant has the form
0 = det(λ− E•) = λ3 − 27Q+ t g(t, Q, λ),
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where g ∈ O(B) is some holomorphic function. If (t, Q, λ) = piaux(τ, x, s), then
the above equation becomes
E6(τ)
2
(
8(2pi)6 + sg ◦ piaux(τ, x, s)
)
x−6 = 0.
For fixed (τ, x) ∈ H × C∗ we choose δ(τ, x) such that piaux(τ, x, s) ∈ B and |s g ◦
piaux(τ, x, s)| < 8(2pi)6 for all |s| < δ(τ, x).
Lemma 5.2. If we choose the constant  in the definition of the domain B suffi-
ciently small, then the subvariety Xsmall is a deformation retract of X.
Proof. A deformation retraction
Ψ : X × [0, 1]→ X
can be taken in the form
(35) Ψ(Q, t, λ, s) := (Q,λ+
3∑
i=1
ρi(λQ
−1/3)(ui(Q, (1− s)t)− ui(Q, t)), (1− s)t)
where ui(Q, t) (1 ≤ i ≤ 3) are the eigenvalues of the quantum multiplication by
E•Q,t, i.e., the canonical coordinates. Note that ui(Q, t) = Q1/3ui(1, tQ1/3) and
ui(Q, 0) = 3ζ
iQ1/3, where ζ = e2pi
√−1/3. Given a real number δ > 0 we can
always choose  sufficiently small so that |ui(1, tQ1/3)−ui(1, 0)| < δ for all (Q, t),
s.t., |tQ1/3| < . We claim that if we choose δ < 316 |1− ζ| and ρi (1 ≤ i ≤ 3) to be
smooth functions such that ρi(x) = 1 for all |x − 3ζi| < 4δ and ρi(x) = 0 for all
|x − 3ζi| > 8δ, then formula (35) defines a deformation retract, i.e., a homotopy
between the identity map and a retraction X → Xsmall.
Clearly we have Ψ(x, 0) = x for all x ∈ X and Ψ(y, s) = y for all y ∈ Xsmall and
for all s. We have to verify that Ψ(Q, t, λ, s) is not a point on the discriminant.
There are two cases. First, if |λQ−1/3 − 3ζi| > 8δ for all i, then Ψ(Q, t, λ, s) =
(Q,λ, (1− s)t). We have
|λQ−1/3 − uj(1, (1− s)tQ1/3)| ≥
|λQ−1/3 − uj(1, 0)| − |uj(1, (1− s)tQ1/3)− uj(1, 0)| > 8δ − δ = 7δ > 0,
so λ 6= uj(Q, (1 − s)t) for all j, i.e., (Q,λ, (1 − s)t) ∈ X. The second case is if
|λQ−1/3 − 3ζi| ≤ 8δ for some i. Note that if j 6= i, then
|λQ−1/3 − 3ζj | ≥ |3ζi − 3ζj | − |λQ−1/3 − 3ζi| = 3|1− ζ| − |λQ−1/3 − 3ζi| > 8δ.
Therefore the second component of Ψ(Q, t, λ, s) is
λ+ ρi(λQ
−1/3)(ui(Q, (1− s)t)− ui(Q, t)).
We have to prove that the above number does not coincide with uj(Q, (1 − s)t)
for all j. Let us assume that this is not the case, i.e., the number coincides with
uj(Q, (1− s)t) for some j. Using the estimate
|λQ−1/3 − 3ζj | ≤ |uj(1, (1− s)tQ1/3)− 3ζj |+ |ui(1, (1− s)tQ1/3)− ui(1, tQ1/3)| < 3δ
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we get that we must have j = i and ρi(λQ
−1/3) = 1. Therefore our assumption
implies that
λ+ ui(Q, (1− s)t)− ui(Q, t) = ui(Q, (1− s)t) ⇒ λ = ui(Q, t).
This however contradicts the fact that (Q, t, λ) ∈ X. 
Proposition 5.3. a) Let pi′ : U ′ = (piaux)−1(X) → X be the map induced from
piaux. Then the period map admits a holomorphic lift Zaux : U ′ → C3.
b) The map Zaux extends holomorphically on the entire domain U .
Proof. a) Note that our definition of U implies that U ′ = U − {E6(τ) = 0}. Let
us define an action of the monodromy group W = PSL2(Z)× {±1} on U
(g, σ) · (τ, x, s) = (g(τ), σ χ2(g)x, s).
Note that the points with non-trivial stabilizers are given by the analytic hyper-
surfaces {E4(τ) = 0} and {E6(τ) = 0}. Let u◦ = (τ◦, x◦, 0) ∈ U ′ be a reference
point, such that E4(τ
◦) 6= 0 and piaux(u◦) = y◦.
Let us construct a lift Z ′ of the period map on U ′. If u = (τ, x, t) ∈ U ′, then
we pick a reference path γ ⊂ U ′ and define Z ′(u) = Z(piaux(u)) where the value
of Z(piaux(u)) is defined via the reference path piaux(γ). We claim that choosing a
different reference path γ′ ⊂ U ′ does not change the value of Z ′(u). In other words
we claim that if L ∈ pi1(U ′, u◦) is a loop based at u◦, then the image piaux(L) is
in the kernel of the monodromy representation per : pi1(X) → W . By making a
small perturbation (without changing the homotopy class) we can arrange that L
is a loop in U ′ − {E4 = 0}. Note that the projections r′ : (τ, x, s) 7→ (τ, x) and
r′′ : (Q, t, λ) 7→ (Q,λ) give rise to a commutative diagram
U ′ r′−−−−→ (H× C∗)′:=H× C∗ − {E6 = 0}
pi′
y ypi′′
X ′ r
′′−−−−→ Xsmall
where pi′ and pi′′ are the maps induced from piaux,
X ′ := {(Q, t, λ) ∈ X : λ3 − 27Q 6= 0},
and the horizontal arrows are deformation retractions. The map pi′′ induces a
covering
(36) H× C∗ − {E6 = 0} ∪ {E4 = 0} → X ′small := Xsmall − {λ = 0}.
According to Theorem 2.3, locally the inverse of the covering map (36) is given
explicitly by the following formulas
τ = −Z2(Q,λ)/(2Z3(Q,λ)), x = Z3(Q,λ).
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Therefore we have a commutative diagram
pi1(X
′
small, y
◦) - pi1(Xsmall, y◦)
W
ff
pe
rcov
-
in which the horizontal arrow is induced from the natural inclusion X ′small ⊂
Xsmall and the two diagonal arrows are given by the monodromy representations
respectively of the covering and the period maps. On the other hand the lift of
the loop r′′ ◦ pi′(L) is r′(L), which is a loop, so the corresponding monodromy
transformation
w := cov(r′′ ◦ pi′(L)) ∈W
fixes the reference point (τ◦, x◦) ∈ U ′. Therefore w = 1, because the stabilizer of
(τ◦, x◦) is trivial. We get that the homotopy class of r′′ ◦ pi′(L) in pi1(Xsmall, y◦)
is in the kernel of the monodromy representation of the period map. Using that
r′′ is a deformation retract, we get that pi′(L) is homotopic to r′′ ◦ pi′(L) in X ′.
Finally, since Xsmall is a deformation retract of X (see Lemma 5.2) we get that
the homotopy class of pi′(L) in pi1(X, y◦) must be in the kernel of the monodromy
representation of the period map.
b) It remains only to prove that Z ′ extends analytically to the entire domain U .
The complement of U ′ in U is an analytic hypersurface. Recalling the Riemann
extension theorem, we get that it is sufficient to prove that the values of Z ′(u)
are bounded in a neighborhood of an arbitrary point u0 ∈ U − U ′. Note that
piaux(u0) =: (Q0, t0, λ0) is a point on the discriminant. Then by definition the
periods I(−1)(Q, t, λ) ∼ (λ − u)1/2 where λ = u is the local equation of the
discriminant near the point (Q0, t0, λ0). Therefore, the map Z
′ is bounded. 
5.2. The Taylor’s coefficients Z(n). Recall the notation in the proof of Lemma
4.1. Let us denote by I(n) the matrix whose (i, j) entry is (I
(n)
Ei
, pj−1). We claim
that the matrix I(−1) can be expressed in terms of the Wronskian matrix
Wr =
Z1 Q∂QZ1 (Q∂Q)2Z1Z2 Q∂QZ2 (Q∂Q)2Z2
Z3 Q∂QZ3 (Q∂Q)
2Z3
 .
Indeed, put
A = A(Q, t, λ) = −(−θ + 1/2) (λ− E•)−1.
The differential equation of the second structure connection can be written us
∂λI
(−1) = −I(−1)A, Q∂QI(−1) = I(−1)AΩ2, ∂tI(−1) = I(−1)AΩ3,
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where Ωi = P
i−1• is the matrix of quantum multiplication by P i−1. We get
Q∂Q
Z1Z2
Z3
 = I(−1)AΩ2
10
0
 , (Q∂Q)2
Z1Z2
Z3
 = I(−1)(AΩ2A+Q∂QA) Ω2
10
0
 .
Therefore, Wr = I(−1)T , where T is the matrix with columns10
0
 , AΩ2
10
0
 , (AΩ2A+Q∂QA) Ω2
10
0
 .
The proves of the next two Lemmas involve some long computations. Although
they could be done by hand within acceptable amount of time, we recommend
the use of a computer software such as Mathematica or Maple.
Lemma 5.4. The matrix T can be expressed in terms of the genus 0 potential F
as follows
T =
1 1∆(F23λ+ 9F33/2) 1∆2 t130 1∆(−λ2/2− 3F33t/2) 1∆2 t23
0 1∆(−9λ/2 + 3F23t) 1∆2 t33
 ,
where ∆ = det(λ− E•),
t13 = 3F223λ
4/4 + (−3F22F223 + 2F222F23 + 9F233 − 3F33)λ3/4
+(−12F223F23 − 9F22F233 + 3F22F33 + 9F222F33 − 6F23F233t+ 9F223F33t)λ2/4
+(−54F23F233 + 27F223F33 − 4F223F 223t+ 6F22F23F233t− 9F22F223F33t
−9F 233t+ 6F23F33(6 + F222t))λ/4 + (81F 233 + 36F 223F233t− 72F223F23F33t
−12F 223F33t+ 9F22F 233t+ 27F222F 233t)/4,
t23 = −F222λ4/4− 3F223λ3 + (−27F233/4 + 2F223F23t− 3F222F33t/2)λ2 +
+(9F23F233t− 9F223F33t)λ+ (−3F 223F233 + 6F223F23F33 − 9F222F 233/4)t2,
and
t33 = 3λ
4/4− 3λ3(F22 + 3F222 − 3F223t)/4− 3(36F223 + 12F23 + 3F22F223t
−2F222F23t− 9F233t− 3F33t)λ2/4− 3(81F233 + 27F33 − 12F223F23t
−4F 223t+ 9F22F233t+ 3F22F33t+ 9F222F33t+ 6F23F233t2 − 9F223F33t2)λ/4
−3(−54F23F233t+ 81F223F33t+ 4F223F 223t2 − 6F22F23F233t2 + 9F22F223F33t2
−6F222F23F33t2)/4.
The homogeneous degree with respect to Q, t, λ of the ith row of T is 1− i.
Proof. Using that
Ω2 =
0 F223 F2331 F222 F223
0 1 0
 , Ω3 =
0 F233 F3330 F223 F233
1 0 0

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and that F is homogeneous of degree 1 we get
λ− E• = Ω2 =
 λ −2F23 −3F33−3 λ− F22 −2F23
t −3 λ
 .
We can express A in terms of the partial derivatives of F and after some long but
straightforward computation we get the formulas stated in the Lemma. 
Another long but straightforward computation yields that
det(T ) = − 3
8∆2
∆(1),
where
∆(1) = λ3 + 3F223tλ
2 + 3(3F233 + F33)tλ− 3(2F23F233 − 3F223F33)t2.
Lemma 5.5. a) There exists an operator
L(Q, t, λ; ∂Q) = L0(Q, t, λ) + L1(Q, t, λ) (Q∂Q) + L2(Q, t, λ) (Q∂Q)
2
whose coefficients are rational functions in λ depending analytically on (Q, t) ∈ B
such that
∂tZ(Q, t, λ) = L(Q, t, λ; ∂Q)Z(Q, t, λ).
b) The coefficients Li(Q, t, λ) have the form
Li(Q, t, λ) =
1
∆(1)
`i(Q, t, λ), 0 ≤ i ≤ 2,
where `i is a polynomial in λ of degree 2 + i whose coefficients are polynomials in
the partial derivatives of F . Moreover, the weigh of `i with respect to the variables
Q, t, λ is 4.
Proof. Let Z be the column with entries Z1, Z2, Z3 and {ei}3i=1 ⊂ C3 be the
standard basis. We have
∂tZ = ∂tI
(−1)e1 = I(−1)AΩ3e1 = WrT−1Ae3.
The 3rd column Ae3 of the matrix A can be expressed in terms of the partial
derivatives of F as explained above. Therefore the coefficients of the differential
operator are given byL0L1
L2
 = 1
∆
T−1
3F33λ/2 + (4F 223 − 3F22F33)−F23λ− 9F33/2
−3λ2/2 + 3F22λ/2 + 9F23
 .
The rest of the proof is a straightforward computation. 
Let us point out that at t = 0 we have
A =
1
λ3 − 27Q
 λ2/2 9Q/2 3λQ/2−3λ/2 −λ2/2 −9Q/2
−27/2 −9λ/2 −3λ2/2
 , Ω2 =
0 0 Q1 0 0
0 1 0
 , Ω3 = Ω22,
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and
(37) T =
1
λ3 − 27Q

1 9Q/2 3Q(2λ
3+27Q)
4(λ3−27Q)
0 −λ2/2 − 27Qλ2
4(λ3−27Q)
0 −9λ/2 3λ(λ3−108Q)
4(λ3−27Q)
 .
The differential operator takes the form
L(Q, 0, λ, ∂Q) = λ
−2
(9Q
2
+ 36Q(Q∂Q) + 2(27Q− λ3)(Q∂Q)2
)
.
Lemma 5.6. At t = 0 the period map satisfies the following differential equation
(Q∂Q)
3Z(Q,λ) =
3Q
8(λ3 − 27Q)
(
5 + 46(Q∂Q) + 108(Q∂Q)
2
)
Z(Q,λ).
Proof. We just need to check that the substitution Zi(Q,λ) = Q
−1/6zi(x), with
x = λ3/(27Q) transforms the above differential equation into the generalized
hypergeometric equation (21). This however is a straightforward computation.

We would like to change the coordinates (Q,λ) ∈ C∗ × C using the covering
map pi in Theorem 2.3, i.e.,
(38) λ = 2(2pi/x)2E4(τ), Q =
8
27
(2pi/x)6(E4(τ)
3 − E6(τ)2).
Recall the Ramanujan’s differential equations for the Eisenstein series
q∂qE2 =
1
12
(E22 − E4),
q∂qE4 =
1
3
(E2E4 − E6),
q∂qE6 =
1
2
(E2E6 − E24).
Lemma 5.7. Under the change of coordinates (38) we have
Q∂Q =
E4
E6
q∂q +
1
6E6
(E2E4 − E6)x∂x.
Proof. After a short computation we get
∂xλ = −4(2pi)2x−3E4(τ),
∂xQ = −16
9
(2pi)6x−7(E4(τ)3 − E6(τ)2)
q∂qλ =
2
3
(2pi/x)2(E2E4 − E6),
q∂qQ =
8
27
(2pi/x)6E2(E
3
4 − E26).
The formula for Q∂Q is easy to derive from here. 
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Proposition 5.8. Under the change of coordinates (38) we have
a) The Taylor coefficient Z
(0)
3 (Q,λ) = x and
Z
(n)
3 (Q,λ) ∈ x1−2nE−2n6 C[E2, E4, E6], n > 0.
b) We have Z
(0)
2 (Q,λ) = −2τx and
Z
(n)
2 + 2τZ
(n)
3 (Q,λ) ∈ x1−2nE−2n6 C[E2, E4, E6], n > 0.
Proof. Using Lemma 5.5 and 5.6 we get that
Z(n)(Q,λ) = M (n)(Q,λ; ∂Q)Z(Q,λ),
where M (n) is a second order differential operator of the form
M (n)(Q,λ; ∂Q) =
2∑
a=0
M (n)a (Q,λ) (Q∂Q)
a
whose coefficients are rational functions in Q and λ with poles only at λ = 0 and
λ3 − 27Q = 0. According to Theorem 2.3, under the change of coordinates (38)
we have
Z(0)(Q,λ) = Z(Q,λ) = (τ2x,−2τx, x).
Using Lemma 5.7 we also have
M (n) = M
(n)
0 +M
(n)
1 b+M
(n)
2 (b
2 + a(q∂qb)) +(
M
(n)
1 a+M
(n)
2 (a(q∂qa) + 2ab)
)
q∂q +M
(n)
2 a
2(q∂q)
2,
where
a := E4/E6, b :=
1
6
(E2E4/E6 − 1).
Note that in the above formula for M (n) we have replaced x∂x with 1, because
x∂x commutes with L and it acts on Z(Q,λ) by multiplication by 1. Hence
Z
(n)
3 = (M
(n)
0 +M
(n)
1 b+M
(n)
2 (b
2 + a(q∂qb)))x
and
Z
(n)
2 = −2Z(n)3 τ +
1
2pi
√−1
(
M
(n)
1 a+M
(n)
2 (a(q∂qa) + 2ab)
)
x
The statements of part a) and b), modulo the order of the poles at E4 = 0 and
E6 = 0, follows from the fact that Z
(n) is homogeneous of degree n − 12 , τ has
degree 0 and x has degree −12 . The statement that Z
(n)
3 and Z
(n)
2 + 2τZ
(n)
3 do
not have a pole at E4 = 0 and have a pole of order at most 2n at E6 = 0 follows
from Proposition 5.3. Indeed, according to the Proposition the series
∞∑
n=0
Z(n)(τ, x)
(E6(τ)
2x−6s)n
n!
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is convergent for all (τ, x, s) ∈ U , so in particular the coefficient in front of sn
must be holomorphic for all (τ, x) ∈ H× C∗ and for all n ≥ 0. 
The first component Z1(Q, t, λ) of the period map is determined from the re-
maining two via the following relation.
Lemma 5.9. We have
Z22 − 4Z1Z3 = −32t.
Proof. The argument is the same as in the proof of Lemma 4.1. Namely, we have
3∑
i,j=1
ηijZiZj = −1
8
(
Z22 − 4Z1Z3
)
and the same argument as in Lemma 4.1 proves that the LHS is the (1, 1)-entry
of the matrix
(39) (−θ + 1/2)−1g(λ− E•)(−θ + 1/2)−1.
The entries of λ− E• can be expressed in terms of the partial derivatives of the
genus zero potential F
λ− E• =
 λ −2F23 −3F33−3 λ− F22 −2F23
t −3 λ
 .
Note that the (1, 1)-entry of g(λ− E•) is t, so the (1, 1)-entry of (39) is 4t. 
5.3. Extension of the period domain. Recall that we have identified C3 with
the space of quadratic forms in two variables (see (18)). Let us define an open
neighborhood of Ωsmall in C3 as the image of the following map:
(40) Φ : H2 × C∗ → C3, (τ1, τ2, y) 7→ (z1, z2, z3) := φ−1(y(v − uτ1)(v − uτ2)).
Recalling the definition of φ we get that
z1 = τ1τ2 y, z2 = −(τ1 + τ2) y, z3 = y.
Let us equipH2×C∗ with a leftW -action. If w = (g, σ) ∈W = PSL2(Z)×{±1},
then we define
w · (τ1, τ2, y) :=
(
aτ1 + b
cτ1 + d
,
aτ2 + b
cτ1 + d
, σχ2(g)(cτ1 + d)(cτ2 + d)y
)
.
Lemma 5.10. Let w ∈ GL(C3) be the monodromy transformation corresponding
to an element (g, σ) ∈ PSL2(Z)× {±1} via the map (20). Then
Φ(τ1, τ2, y) · w = Φ((sg−1s−1, σ) · (τ1, τ2, y)).
where s =
[
0 1
1 0
]
and (τ1, τ2, y) ∈ H2 × C∗.
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Proof. We prove that the quadratic forms corresponding to the LHS and the RHS
(of the identity that we have to prove) coincide. The quadratic form corresponding
to the LHS is
(41) σχ2(g)y(cu+ dv − (au+ bv)τ1)(cu+ dv − (au+ bv)τ2),
where g =
[
a b
c d
]
. Note that[
a −c
−b d
]
= s
[
a b
c d
]−1
s−1
and χ2(sg
−1s−1) = χ2(g). Therefore, the quadratic form corresponding to the
RHS is
σχ2(g)(−bτ1 + d)(−bτ2 + d)y
(
v − u aτ1 − c−bτ1 + d
)(
v − u aτ2 − c−bτ2 + d
)
.
It remains only to verify that the above formula coincides with (41). 
5.4. Proof of Theorem 2.4. We would like to invert the period map
zi = Zi(Q, t, λ), 1 ≤ i ≤ 3,
i.e., express (Q, t, λ) in terms of (z1, z2, z3). Recall that
(Q, t, λ) = piaux(τ, x, t), (z1, z2, z3) = Φ(τ1, τ2, y).
Since the inverse of Φ is straightforward to find, it is sufficient to find the relation
between the coordinate systems (τ, x, t) and (τ1, τ2, y).
To begin with note that according to Lemma 5.9 we have
t = − 1
32
(τ1 − τ2)2y2.
According to Proposition 5.8 we have
y = z3 = x
(
1 +
∞∑
n=1
yn(E2, E4, E6)(tx
−2)n
)
and
τ12 :=
1
2
(τ1 + τ2) = − z2
2z3
= τ +
∞∑
n=1
τ˜12,n(E2, E4, E6)(tx
−2)n,
where yn, τ˜12,n ∈ C[E2, E4, E6]E−2n6 . Using the formula for y we can express x in
terms of y, t, and Ei (i = 2, 4, 6):
x = y
(
1 +
∞∑
n=1
xn(E2, E4, E6)(ty
−2)n
)
,
where xn ∈ C[E2, E4, E6]E−2n6 . Substituting this into the formula for τ12 we get
τ12 = τ +
∞∑
n=1
τ12,n(E2, E4, E6)(ty
−2)n,
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where τ12,n ∈ C[E2, E4, E6]E−2n6 . Using Taylor series expansion at τ12 = τ and
the Ramanujan’s differential equations. We get
Ei(τ12) = Ei(τ) +
∞∑
n=1
τ
(i)
12,n(E2, E4, E6)(ty
−2)n, i = 2, 4, 6.
Therefore, we can express Ei(τ) (i = 2, 4, 6) in terms of Ei(τ12) (i = 2, 4, 6)
Ei(τ) = Ei(τ12) +
∞∑
n=1
τ (i)n (E2(τ12), E4(τ12), E6(τ12))(ty
−2)n.
Since ty−2 = −(τ1 − τ2)2/32 we get inversion formulas of the following type
Q =
8
27
(2pi/y)6
∞∑
n=0
Qn(τ12)(τ1 − τ2)2n,
λ = 2(2pi/y)2
∞∑
n=0
λn(τ12)(τ1 − τ2)2n,
t = − 1
32
(τ1 − τ2)2y2,
where Qn and λn are polynomial expression in E2(τ12), E4(τ12), and E6(τ12)
±1.
We have to prove that Qn and λn depend polynomially on Ei, i.e., there is no
negative powers of E6. This follows from the fact that the period map for the
second structure connection is locally invertible.
Lemma 5.11. a) The value of the Jacobian determinant
D(Z1, Z2, Z3)
D(λ,Q, t)
=
 ∂λZ1 ∂λZ2 ∂λZ3Q∂QZ1 Q∂QZ2 Q∂QZ3
∂tZ1 ∂tZ2 ∂tZ3
 .
at t = 0 up to a non-zero constant coincides with (λ3 − 27Q)−1/2.
b) The value of the Jacobian determinant
D(λ,Q, t)
D(τ, x, s)
=
∂τλ ∂τQ ∂τ t∂xλ ∂xQ ∂xt
∂sλ ∂sQ ∂st

at s = 0 up to a non-zero constant coincides with E6(τ)
2x−6Q(λ3 − 27Q)1/2.
Proof. We will use the notation from section 5.2. Using the differential equations
of the second structure connection we get
∂λZi = (I
(0)
Ei
, 1), Q∂QZi = −(I(0)Ei , P ), ∂tZi = −(I
(0)
Ei
, P 2).
Therefore
det
D(Z1, Z2, Z3)
D(λ,Q, t)
= det I(0) = det (I(−1)(−θ + 1/2) (λ− E•)−1).
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The above expression should be evaluated at t = 0. We get
− 3
8(λ3 − 27Q) det I
(−1).
By definition Wr = I(−1)T and the T (Q, 0, λ) is given by (37). Therefore,
det I(−1) = −8
3
λ−3(λ3 − 27Q)2 det Wr .
The Jacobian determinant takes the form
det
D(Z1, Z2, Z3)
D(λ,Q, t)
= λ−3(λ3 − 27Q) det Wr .
Recall that Zi(Q,λ) = Q
−1/6zi(x), with x = λ3/(27Q). Therefore, the Wronskian
determinant takes the form
−Q−1/2 det
z1 (x∂x + 1/6)z1 (x∂x + 1/6)2z1z2 (x∂x + 1/6)z2 (x∂x + 1/6)2z2
z3 (x∂x + 1/6)z3 (x∂x + 1/6)
2z3
 ,
i.e.,
det Wr = −Q−1/2 det
z1 x∂xz1 (x∂x)2z1z2 x∂xz2 (x∂x)2z2
z3 x∂xz3 (x∂x)
2z3
 .
On the other hand, {zi}3i=1 form a basis of solutions of the hypergeometric equa-
tion (21). Therefore, the above determinant can be expressed easily in terms of
the Wronskian of the differential equation. After a short computation we get
det
z1 x∂xz1 (x∂x)2z1z2 x∂xz2 (x∂x)2z2
z3 x∂xz3 (x∂x)
2z3
 = C x(1− x)−3/2 = 3√3C√−1 Q1/2λ3
(λ3 − 27Q)3/2 ,
where C is a non-zero constant. The precise value of C is irrelevant, but for the
sake of completeness, let us compute it. Using the connection formulas in Section
4.3, we can compute the leading order term of the Wronskian near x =∞
det
z1 x∂xz1 (x∂x)2z1z2 x∂xz2 (x∂x)2z2
z3 x∂xz3 (x∂x)
2z3
 = − 16
3
√
6
√−1x−1/2 +O(x−3/2).
We get C = − 16
3
√
6
. Finally, for the Jacobian determinant we get
det
D(Z1, Z2, Z3)
D(λ,Q, t)
= 8
√−2 (λ3 − 27Q)−1/2.
b) This is an elementary consequence of Ramanujan’s differential equations. 
Proposition 5.12. The coefficients
Qn, λn ∈ C[E2(τ12), E4(τ12), E6(τ12)],
i.e., they are quasi-modular forms with respect to τ12 ∈ H.
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Proof. Using Proposition 5.3 and Lemma 5.11, b) we get that the map Zaux :
U → C3 induces an isomorphism between an open neighborhood in H×C∗×C of
(H× C∗)′ := {(τ, x) ∈ H× C∗ | E6(τ) 6= 0}
and an open neighborhood in C3 of
Ω′small = {z∗ ∈ Ωsmall | E6(−z∗2/(2z∗3)) 6= 0}.
In particular, the coordinates (τ, x, s) and (z1, z2, z3) of the two neighborhoods
are biholomorphic. Therefore
λ := 2(2pi/x)2E4(τ), Q :=
8
27
(2pi/x)6(E4(τ)
3 − E6(τ)2), t := − 1
32
(z22 − 4z1z3)
define functions that are holomorphic in an open neighborhood in C3 of Ω′small.
Note that by definition the functions (Q, t, λ) give an inversion of the period map.
More precisely, if (Q∗, t∗, λ∗) ∈ X with t∗ = 0 and z∗ = Z(Q∗, t∗, λ∗) ∈ Ωsmall is a
value of the period map (depending on the choice of a reference path), then in a
neighborhood of z∗ ∈ C3 the functions (Q, t, λ) coincide with the unique solution
to the equations
Zi(Q, t, λ) = zi, 1 ≤ i ≤ 3,
where the branch of Zi is fixed by Zi(Q
∗, t∗, λ∗) = z∗i .
Clearly t is a holomorphic function on C3. We claim that λ and Q extend to
holomorphic functions defined in a neighborhood of Ωsmall in C3. The statement
is local, so let (Q∗, t∗, λ∗) with t∗ = 0 be a point on the discriminant and let
z∗ = Z(Q∗, t∗, λ∗) ∈ Ωsmall be a value of the period map. Let λ = u(Q, t)
be the local equation of the discriminant at the point (Q∗, t∗, λ∗). Locally, the
components of the period map can be written as
Zi(Q, t, λ) =
1
2
(Ei|α)Zα(Q, t, λ) + Z invi (Q, t, λ)
where α ∈ H is a vector whose local monodromy around the discriminant is given
by α 7→ −α, Zα := 〈Z,α〉, and Z invi corresponds to the invariant part of Ei, i.e.,
Z invi = 〈Z,Ei − (Ei|α)α/2〉.
On the other hand
Zα(Q, t, λ) = (λ− u(Q, t))1/2Z˜α(Q, t, λ)
where Z˜α(Q, t, λ) is holomorphic in a neighborhood of (Q
∗, t∗, λ∗) and Z˜α(Q∗, t∗, λ∗) 6=
0. Let us choose i such that (Ei|α) 6= 0. Then we get
λ = u(Q, t) + µ2, µ :=
2
(Ei|α)(Zi − Z
inv
i )/Z˜α.
The above equation defines a branched double covering of a neighborhood of
(Q∗, t∗, λ∗) and (Q, t, µ) is a holomorphic coordinate system on the double cover.
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We claim that the local lift of the period map is an isomorphism. Indeed, the
local lift is a single valued analytic map, because
Zj =
1
2
(Ej |α)µ Z˜α + Z invj , 1 ≤ j ≤ 3.
We have to check that the corresponding Jacobian determinant does not vanish
at the point (Q∗, t∗, µ∗) = (Q∗, 0, 0). Using
D(Q, t, λ)
D(Q, t, µ)
= 2µ = 2(λ− u(Q, t))1/2,
the chain rule, and Lemma 5.11, a) we get
D(Z1, Z2, Z3)
D(Q, t, µ)
(Q∗, 0, 0) =
2C√
(1− ζ)(1− ζ2)
1
u(Q∗, 0)
6= 0,
where C is a non-zero constant, ζ = e2pi
√−1/3, and we used that
λ3 − 27Q∗ =
2∏
a=0
(λ− ζau(Q∗, 0)).
Therefore Q, t, and µ are holomorphic in a neighborhood of z∗ ∈ C3, which implies
that Q, t, and λ are also holomorphic.
To complete the proof of the proposition we note that
τ12 = − z2
2z3
, (τ1 − τ2)2 = (z2/z3)2 − 4(z1/z3), y = z3.
Therefore, Q, t, and λ must be holomorphic functions in y, τ12, (τ1 − τ2)2. In
particular Qn(τ12) and λn(τ12) must be holomorphic in τ12, so the corresponding
polynomial expressions in E2(τ12), E4(τ12), and E6(τ12)
±1 could not have negative
powers of E6(τ12). 
5.5. The ring of modular functions. Note that the ring Γ(Ωsmall,OC3) is
equipped with the action of the monodromy group W . Let Γ(Ωsmall,OC3)W be
the ring of W -invariant functions. We introduce a subring of W -invariant func-
tions as follows. Let C[Q,λ]{t} be the ring of power series in t whose coefficients
depend polynomially on Q and λ and such that for every (Q,λ) ∈ C∗ × C the
radius of convergence is non-zero. Then we define
M(Ω,W ) = {f ∈ Γ(Ωsmall,OC3)W | f ◦ Z ∈ C[Q,λ]{t}}.
Proposition 5.12 implies that the tautological map
M(Ω,W )→ C[Q,λ]{t}, f 7→ f ◦ Z
is an isomorphism. Although the invariant functions corresponding to Q and λ
can be find recursively, it will be nice to have a more intrinsic characterization.
Unfortunately we could not achieve this goal. On the other hand we have managed
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Table 1. Transformation rules
τ 7→ τ + 1 τ 7→ −1/τ
θ00(τ) θ01(τ) (−iτ)1/2θ00(τ)
θ01(τ) θ00(τ) (−iτ)1/2θ10(τ)
θ10(τ) e
2pii/8θ10(τ) (−iτ)1/2θ01(τ)
to find explicitly invariant functions E
(2)
4 ,∆
(2) that generate M(Ω,W ) in the
following sense. If f ∈M(Ω,W ) then
f =
∞∑
n=0
cn(E
(2)
4 ,∆
(2))tn,
where cn ∈ C[E(2)4 ,∆(2)] are some polynomials. The above equality should be
interpreted as equality between formal power series in t.
In order to find such functions E
(2)
4 and ∆
(2) it is enough to construct two
W × µ2-invariant holomorphic functions in H2 ×C∗ whose restrictions to H×C∗
coincide with
(42)
8
27
(2pi/z)6 (E4(τ)
3 − E6(τ)2) and 2 (2pi/z)2E4(τ).
This could be done easily using the Jacobi theta constants
θab(0, τ) =
∑
n∈Z
exp
(
pi
√−1 ((n+ a/2)2τ + (n+ a/2)b)) ), ab = 00, 01, 10.
For the reader’s convenience we have recorded in Table 1 the transformation rules
for the theta constants under the two modular transformations τ 7→ τ + 1 and
τ 7→ −1/τ . For more details we refer to [17]. It is easy to check that
E4(τ) =
1
2
(θ00(τ)
8 + θ10(τ)
8 + θ01(τ)
8)
E4(τ)
3 − E6(τ)2 = 27
4
(θ00(τ)θ10(τ)θ01(τ))
8.
Let us define
E
(2)
4 (τ1, τ2, x) := (2pi/x)
2
∑
ab∈{00,01,10}
θab(τ1)
4θab(τ2)
4
and
∆(2)(τ1, τ2, x) := 2(2pi/x)
6
∏
ab∈{00,01,10}
θab(τ1)
4θab(τ2)
4.
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It is straightforward to check that E
(2)
4 and ∆
(2) are W×µ2-invariant holomorphic
functions on H2×C∗, so they define W -invariant analytic functions on the domain
H2 × C∗/µ2. In particular E(2)4 ,∆(2) ∈M(Ω,W ).
Appendix A. Genus-0 constraints
Suppose that we are in the settings of Sections 1.1 and 1.2. Following [7] we will
assume in addition that the Frobenius structure arises from a set of gravitational
descendants. The latter are organized into a generating function F (0)(t), where
t = (tk,i)
i=1,2,...,N
k=0,1,2,... is a set of formal variables, satisfying the following 3 axioms.
(DE) Dilaton Equation:
∂F (0)
∂t1,1
=
∞∑
k=0
N∑
i=1
tk,i
∂F (0)
∂tk,i
− 2F (0).
(SE) String Equation:
∂F (0)
∂t0,1
=
1
2
(t0, t0) +
∞∑
k=0
N∑
i=1
tk+1,i
∂F (0)
∂tk,i
,
where t0 =
∑N
i=1 t0,iφi.
(TRR) Topological Recursion Relations:
∂3F (0)
∂tk1+1,i1∂tk2,i2∂tk3,i3
=
N∑
j1,j2=1
∂2F (0)
∂tk1,i1∂t0,j1
gj1j2
∂3F (0)
∂t0,j2∂tk2,i2∂tk3,i3
,
where gij = (φi, φj) is the matrix of the Frobenius pairing and g
ij are the
entries of the inverse matrix.
Finally, we are going to consider only the case when the intersection pairing is
non-degenerate.
A.1. The Heisenberg vertex operator algebra. In this section we recall the
main construction from [1]. Although the work in [1] is in the settings of simple
singularities the generalisation to an arbitrary semi-simple Frobenius manifold is
straightforward (see [14], Section 5). Let us equip the vector space H[s, s−1]⊕ C
with the structure of a Heisenberg Lie algebra such that
[αsm, βsn] = mδm,−n(α|β), [αsm, c] = 0, α, β ∈ H, m, n ∈ Z, c ∈ C.
Let F := Sym(H[s−1]s−1) be the corresponding Fock space, i.e., the unique irre-
ducible highest weight representation with highest weight vector 1 defined by
(αsn)1 = 0, n ≥ 0.
Following [1] we introduce the W-algebra W ⊂ F as the kernel of all screening
operators
W = {w ∈ F | eα(0)w = 0 ∀ reflection vectors α}
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where the linear operators eα(n) are defined as the Fourier coefficients of the fol-
lowing vertex operator:
Γα(ζ) := ζ−|α|
2/2e
∑
n>0(αs
−n) ζ
n
n e
∑
n<0(αs
−n) ζ
n
n =:
∑
n∈Z
eα(n)ζ
−n−1,
where |α|2 = (α|α). The vector space F is equipped with the structure of a Vertex
Operator Algebra (VOA) such that the state field correspondence
Y (a, ζ) =
∑
n∈Z
a(n)ζ
−n−1, a ∈ F, a(n) ∈ End(F)
is defined by
Y (αs−1, ζ) :=
∑
n∈Z
(αsn)ζ−n−1
and the following operator product expansion formula holds:
Y (a(n)b, ζ) = Resζ1=ζ dζ1(ζ1 − ζ)nY (a, ζ1)Y (b, ζ).
Let us fix a basis {φi}Ni=1 of H and define the following space of formal power
series
M = C~[[q0, q1 + 1, q2, . . . ]]
where C~ := C((~1/2)) and qk = (qk,1, . . . , qk,N ) is a sequence of formal vector
variables. The vector space M is equipped with the structure of a twisted VOA
module structure over the VOA F in the following way. Following Givental we
equip the vector space H[z, z−1] with a symplectic form
(43) Ω(f, g) = Resz=0 dz(f(−z), g(z)).
Let H[z, z−1]⊕ C be the Heisenberg Lie algebra with bracket
[f(z), g(z)] = Ω(f, g), f, g ∈ H[z, z−1].
We define a representation of this Heisenberg Lie algebra on M as follows
φiz
k 7→ (φizk)̂:= −√~ ∂
∂qk,i
, φi(−z)−k−1 7→ (φi(−z)−k−1)̂:= qk,i/√~,
where {φi}Ni=1 is a basis of H dual to {φi}Ni=1 with respect to the Frobenius pairing.
Put
YM(αs−1, λ) := (∂λf˜α(λ, z)) ,̂
where
f˜α(λ, z) :=
∑
n∈Z
I˜(n)α (λ)(−z)n.
We define YM(a, λ) for all a ∈ F in such a way that the following operator product
expansion formula holds
YM(a(n)b, λ) = Resλ1=λ dλ1(λ1 − λ)nYM(a, λ1)YM(b, λ).
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A.2. Genus-0 reduction. The total descendant potential of a semi-simple Frobe-
nius manifold M is a formal power series of the type
D(~,q) := exp
( ∞∑
g=0
F (g)(q)~g−1
)
where q = (q0, q1, . . . ) is the sequence of formal variables from above and F (g)(q)
(g ≥ 0) is the so called genus-g descendant potential. By definition
F (g)(q) ∈ OM (M −K)[[q1 + 1, q2, . . . ]],
where K ⊂M is the analytic hypersurface of all non-semisimple points and q0 =
(q0,1, . . . , q0,N ) should be identified with a flat coordinate system onM . For precise
definitions and more details we refer to [5, 6]. Let us fix a flat coordinate system
defined in a neighborhood of a semi-simple point t◦ ∈ M , s.t., all coordinates
t◦i = 0. Then by taking the Taylor series expansion at q0 = 0 we identify D(~,q)
with an element in the Fock space M
First of all note that if w ∈ F is monodromy invariant then YM(w, λ)D is a
formal power series in q whose coefficients are formal Laurent series in ~ whose
coefficients are Laurent series in λ−1. The proof of Theorem 1.1 in [1], Section
8 is straightforward to generalize to the current settings. We get that if w ∈
W, then YM(w, λ)D is a formal power series in q, formal Laurent series in ~
whose coefficients are polynomials in λ. For brevity in the latter case we say that
YM(w, λ)D is regular in λ. Note that the regularity is equivalent to a sequence
of differential operator constraints for D. Indeed expanding YM(w, λ) into a
Laurent series in λ−1 yields a sequence of differential operators acting on M. The
regularity means that the differential operators in front of negative powers of λ
annihilate D.
Let us compute the leading order term in the Laurent series expansion in ~ of
YM(w, λ)D/D. It is convenient to embed H → F via α 7→ αs−1. Let us fix a
basis α1, . . . , αN of H and denote by
∂kαi := (−∂s)k(αis−1) = k!αis−k−1.
Then the Fock space
F = C[∂kαi | 1 ≤ i ≤ N, k ≥ 0].
We will refer to ∂kαi for k > 0 as jet variables. For a given monomial
(∂k1α1)
l1 · · · (∂kNαN )lN , ki, li ∈ Z≥0,
we define its weight to be l1(k1 + 1) + · · · + lN (kN + 1) and its degree to be
l1 + · · · + lN . Let us introduce a grading of F such that the homogeneous piece
Fn is spanned by monomials of weight n. The W-algebra W is a graded subspace
of F, i.e., if w ∈ W and w = ∑∞n=0wn is a decomposition into homogeneous
components wn ∈ Fn then wn ∈ W.
Suppose now that w ∈ W is homogeneous, i.e., w ∈ Fn for some n. Note that
w = w(n) + w(n−1) + · · · + w(1), where w(i) is a linear combination of monomials
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of degree i. Moreover the term w(n) = f(α1, . . . , αN ) ∈ C[α1, . . . , αN ]. Recalling
the operator product expansion formula we get
YM(∂kα, λ) = ∂kλY
M(α, λ).
Therefore
YM(∂kα, λ)D(~,q) =
(
~−1/2∂kλφα(λ,q,p)
∣∣∣
p=∂qF(0)
+ · · ·
)
D(~,q),
where the dots stand for terms that involve higher powers of ~, p = (p0, p1, . . . ) is
a sequence of vector variables pk = (pk,1, . . . , pk,N ), the substitution p = ∂qF (0)
means pk,i =
∂F(0)
∂qk,i
, and
(44) φα(λ,q,p) :=
∞∑
k=0
(
(I˜(−k)α (λ), φi)qk,i + (−1)k+1(I˜(k+1)α (λ), φi)pk,i
)
.
Note that YM(w, λ)D/D is a Laurent series in ~1/2 whose leading order term is
(45) ~−n/2 f(φα1(λ,q,p), . . . , φαN (λ,q,p))|p=∂qF(0) .
We get that if w ∈ W is homogeneous of weight n then the expression (45) is
regular in λ, where f = w(n) is the degree n part of w. By definition the regularity
condition means that in the Laurent series expansion in λ−1 all coefficients in front
of negative powers of λ must vanish. On the other hand, every αi ∈ H is a linear
function on H∗. Therefore the polynomial f defines a holomorphic function on
H∗. The main result in this Appendix can be stated as follows.
Proposition A.1. If f ∈ C[α1, . . . , αN ] is a W -invariant polynomial, then f ∈
M(Ω,W ) and the expression (45) is regular.
Remark A.2. We expect that Proposition A.1 can be generalized in the following
way: if f ∈ OH∗(Ω) is a W -invariant holomorphic function then the expression
(45) makes sense and it is regular in λ if and only if f ∈M(Ω,W ).
Remark A.3. If the monodromy groupW is not finite (which is almost always the
case), then the ring of modular functionsM(Ω,W ) contains very few polynomials.
Therefore the W-algebra defined in [1] is not big enough to characterize the total
descendant potential. Nevertheless there is still some hope that the construction
from [1] can be generalized, because we can replace the Fock space F with a larger
one, such as
OH∗(Ω)[∂kαi : k > 0, 1 ≤ i ≤ N ].
It will be interesting to find out if the modular functions for P2 found in this
paper can be extended to W-constraints for the total descendant potential of P2.
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A.3. Givental’s symplectic space formalism. The proof of Proposition A.1
relies on the properties of a certain Lagrangian cone (see [7]). Let us recall the
necessary background.
Put H = H((z−1)) and let us define a symplectic structure on H via formula
(43). We have H = H+ ⊕ H−, where H+ := H[z] and H− := H[[z−1]]z−1 are
Lagrangian subspaces. The formal variables q are identified with coordinates on
H+ via
q 7→ q(z) :=
∞∑
k=0
N∑
i=1
qk,iφiz
k.
The linear structure on H+ gives a natural identification of each tangent space
TqH+ ∼= H+, ∂
∂qk,i
7→ φizk.
Using the symplectic form Ω we identify
H− ∼= (H+)∗, v 7→ Ω(v, ·).
Therefore the cotangent bundle T ∗H+ ∼= H. Note that under the identification
TqH+ ∼= H+ the 1-form dqk,i = Ω(φi(−z)−k−1, ·). The axioms of gravitational
descendants can be reformulated in the following geometric way. Let us identify
F (0)(t) with a function on H+ via the substitution t(z) = q(z) + z. This change
of variables is known as the dilaton shift. Let
J(q, z) := q(z) +
∞∑
k=0
N∑
i=1
∂F (0)
∂qk,i
(q)φi(−z)−k−1.
Intuitively as q varies in H+ the values of J(q, z) defines a subset L ⊂ H, which
under the isomorphism H ∼= T ∗H+ coincides with the graph of the differential
dqF (0). The 3 axioms DE, SE, and TRR are equivalent to the following properties
of L:
(1) L is a quadratic cone
(2) If f ∈ L is a smooth point then the tangent space L = TfL is Lagrangian,
zL = L ∩ L, and if g ∈ zL, then TgL = L.
Formally the properties of J(q, z) can be stated as follows. Let us recall that
if the Frobenius structure comes from gravitational descendants then there is a
natural choice of a calibration
(S(t, z)φi, φj) := (φi, φj) +
∞∑
k=0
z−k−1
∂2F (0)
∂tk,i∂t0,j
∣∣∣∣∣
t(z)=t
.
There exists
τ(t) ∈ H[[t]], v(t, z) ∈ H[[t, z]]z
such that
J(q, z) = S(τ(t), z)−1v(t, z).
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Note that J(q, z) = −z + J(t, z) and that S1(t)1 = t. Multiplying both sides
of the above identify by S(τ(t), z) and comparing the coefficients in front of z0
yields
t0 + S1(τ)t1 + S2(τ)t2 + · · · = τ.
This equation allows us to solve for τ in terms of t. Finally v(t, z) = [S(τ(t), z)(t(z)−
z)]+, where [·]+ : H → H+ is the projection. In other words, the formal series
J(q, z) is uniquely determined from the calibration S(t, z).
A.4. Proof of Proposition A.1. Recalling the definition (44) we get that
φα(λ,q,p)|p=∂qF(0) = ∂λΩ(f˜α(λ, z), J(q, z)).
There exists τ(q) and v(q, z) such that J(q, z) = S(τ(q), z)−1v(q, z) (see Section
A.3). The calibration S is a symplectic transformation. Therefore
φα(λ,q,p)|p=∂qF(0) = ∂λΩ(fα(τ(q), λ, z), v(q, z)) = Ω(fα(τ(q), λ, z), v(q, z)z−1),
where we used that
fα(t, λ, z) :=
∑
n∈Z
I(n)α (t, λ)(−z)n = S(t, z)f˜α(λ, z).
Let mk (k ≥ 1) be the ideal in OM (M)[[q1 + 1, q2, . . . , ]] generated by (qk +
1δk,1, qk+1, . . . ). Note that τ(q) ∈ q0 +m1 and
v(q, z)z−1 = −1 +
∞∑
k=0
vk(q)z
k, vk ∈ mk.
We have
φα(λ,q,p)|p=∂qF(0) =
(
− (I(−1)α (t, λ),1) +
∞∑
k=0
(I(−k−1)α (t, λ), vk)
)∣∣∣∣∣
t=τ(q)
Suppose now that f ∈ C[α1, . . . , αN ] is a homogeneous polynomial of degree n.
Note that the expression (45) is obtained from the polynomial f(α1, . . . , αN ) via
two substitutions: first
(46) αi 7→ −(I(−1)α (t, λ),1) +
∞∑
k=0
(I(−k−1)α (t, λ), vk), 1 ≤ i ≤ N,
and second t 7→ τ(q). We claim that the first substitution yields an expression
regular in λ. This would complete the proof of the proposition, because the sec-
ond substitution preserves the regularity property. Suppose that we make the
substitution (46) in f(α1, . . . , αN ). Let us fix t ∈ M . Then the resulting expres-
sion is a formal power series in q1 + 1, q2, . . . whose coefficients are polynomial
expressions in (I
(−k)
αi (t, λ), φj) with k > 0. Since f is a W -invariant polynomial,
each coefficient is a single-valued holomorphic function on C\{u1, . . . , uN}, where
ui are the eigenvalues of the operator E•t. Since the periods have finite order pole
at λ =∞ the regularity condition will be established if we manage to prove that
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the coefficients are holomorphic at λ = ui. This however follows from the Rie-
mann’s extension theorem, because the period vectors (I
(−k)
αi (t, λ), φj) for k > 0
are bounded in a neighborhood of λ = ui. Note that if vk = 0 for k ≥ 0 then this
argument proves that f ∈M(Ω,W ). 
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