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Condensed ionic systems are described in the framework of a combined approach that takes into account
both long-range and short-range interactions. Short-range interaction is expressed in terms of mean potentials
and long-range interaction is considered in terms of screening potentials. A system of integral equations for
these potentials is constructed based on the condition of the best agreement of the system of study with the
reference system. In contrast to the description of media with short-range interactions, in this text the reference
distribution includes not only the field of mean potentials but also Coulomb interaction between particles.
A one-component system made of ions in a neutralizing background of fixed counterions is considered. The
model can be used to describe solid ionic conductors. In order to study the movement of cations on the sites
of their sub-lattice, the lattice approximation of the theory is employed based on the calculation of the pair
distribution function. Using the collective variables approach, a technique improving the starting expression for
this function is proposed. Notably, the neglected terms in the expansion of this function are approximated by
single-particle terms ensuring that the normalization condition is satisfied. As a result, the applicability of the
theory is extended to a wide region of thermodynamic parameters. The chemical potential and the diffusion
coefficient are calculated showing the possibility of phase transitions characteristic of the system.
Key words: ceramic conductors, mean potentials, lattice approximation, collective variables method, pair
distribution function, chemical potential
PACS: 5.20.-y, 61.72jd, 64.30.-t, 65.40.-b, 66.10-x
1. Introduction
The problemof combined action of long-range electrostatic and short-range van derWaals interactions
has a long history. Its importance was demonstrated in the study of stability of colloids and disperse
systems [1–5]. In the last decades the interest for these interactions was renewed due to investigations
of complicated behavior of nanoscale and biological objects that can be described by the competing
interactions [6–13].
For simpler ionic systems, no more than short-range steric interactions were initially taken into
account in the theory of electric double layers [14–17]. Later the short-range hard-core repulsion was
included based on statistical-mechanical integral equation theories while electrostatic interactions were
accounted for in the framework of the mean field approximation [15, 18–23].
Recently, the interest for competition of short- and long-range interactions in ionic systems was
renewed due to an important role played by ionic liquids in industrial applications. Extremely high
ion concentrations in ionic liquids strongly increase the importance of short-range interactions and
correlations. It was shown that with accounting of the short-range interactions on the mean field level
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in addition to the Coulomb ones the voltage dependence of the differential capacitance becomes closer
to experimental findings [24, 25]. An important influence of a competition of short-range dispersion
(or van der Waals) and long-range Coulomb interactions on phase transitions in a lattice model of ionic
systems was demonstrated in [26]. The short-range dispersion interactions alongside with ionophobicity
or ionophilicity of electrodes can lead to a variety of voltage dependences of electrical double layer
capacitance in ionic liquid-solvent mixtures [27]. Short-range interactions and correlations up to the
third neighbors were taken into account in [28, 29] based on the method of collective variables [20, 21].
Significant influence of short-range interactions and interparticle correlations on the charge distribution
in the near electrode region and in the bulk was observed [29]. The variation of the host crystal field
in the vicinity of the electrode that is analogous to its ionophobicity or ionophilicity can lead to an
anomalous behavior of the electric double layer capacitance [28]. In fact, attractive short-range van der
Waals interactions being opposite to electrostatic repulsive ones make ionic systems similar to systems
with competing interactions [6–12] that have been widely studied in recent years.
Solid electrolytes represent a particular type of ionic systems that are widely used in electric current
sources, energy storage systems, etc. [30–33]. In many cases, they can be considered as one-component
mobile charges moving on the potential relief of the host system, which play the role of neutralizing
background as well [34–36].
In this article we present a statistical mechanical approach that allows us to account for the combined
action of short- and long-range interactions in the system. The free energy functional of a condensed
system [37] is generalized to include the presence of long-range interactions. Notably, the approach
proposed in [38, 39] and generalized to non-homogeneous systems in [40, 41] is improved by considering
the reference distribution that consists of not only single-particle cell potentials but also of the long-
range part of inter-molecular interactions. The latter can be calculated in the framework of the collective
variables method [20, 21]. As a result, a joint approach combining the method of mean potentials and
the collective variables formalism is developed. This approach makes it possible to take into account the
contributions from short-range as well as from long-range interactions, both of which are important in
the study of condensed states of matter. Among other things, this allows one to describe the emergence
of competing interactions, which have been widely employed in the study of inhomogeneous systems
[6–12, 26].
2. Distribution functions of the reference system
Our research employs lattice description, whereby the volume V of the system, occupied by N
particles, is divided into M cells ωi (i = 1 . . .M). In general, the cells are not identical in size and each
cell can be either vacant or occupied by one particle. We introduce αi ≡ i0 = 0 or i1 = 1 as the occupation
number of cell i. Accordingly, we can write
M∑
i=1
αi = N,
M∑
i=1
ωi = V, c =
N
M
, ω =
V
M
, (2.1)
where c is the average concentration of particles, ω is the average volume of a cell. The distribution
of concentrations is, therefore, determined by the quantities ci . It is convenient to view vacant cells as
“virtual” particles neither interacting with each other nor with the real particles. The position of each
particle is, therefore, given by a vector qαi , where q1i denotes the coordinate of a real particle and q0i
denotes that of a virtual particle. A particular configuration of a system is characterized by a set of
parameters αi and the respective coordinates qαi . The energy of the system corresponding to a particular
configuration can therefore be written as follows:
HM =
1
2
M∑
i=1
M∑
j=i
[
Φ(qαi qαj ) + V(qαi qαj )
]
, (2.2)
where Φ(qαi qαj ) is the short-range pair potential, V(qαi qαj ) is the long-range part of interaction, and
Φ(q0i qαj ) = 0 , V(q0i qαj ) = 0. (2.3)
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Thus, the configurational integral of the system is as follows:
QN =
1
ωM−N
1∑
α1=0
1∑
α2=0
. . .
1∑
αi=0
. . .
1∑
αM=0
∫
ω1
dqα1
∫
ω2
dqα2 . . .
∫
ωi
dqαi . . .
. . .
∫
ωM
dqαM exp
[−βHM ({qαi , αi})] . (2.4)
In what follows we consider the case where the volumes of all the cells are equal (ωi = ω).
In order to calculate the configurational integral, we expand expression (2.4) to the states of the
reference system, which, similar to [37], will include the long-range interaction energy in addition to the
mean potentials.
The Hamiltonian of the reference system is
H0 =
1
2
M∑
1
M∑
j(i)
V(qαi , qαj ) +
M∑
i=1
U(qαi ) , (2.5)
whereU(qαi ) is the energy of self-consistent field, which is expressed in terms of the mean potentials as
follows:
U(qαi ) =
M∑
j(i)
φ j(qαi ) , (2.6)
where φ j(qαi ) is the mean potential acting from a particle in cell j on a particle located at qαi . Due to the
definition of the quantity φ j(qαi ), we can write the singlet distribution function of the reference system
as follows:
F01 (qαi ) = cαi
exp
[
− β
M∑
j(i)
φ j(qαi )
]
Qαi
, (2.7)
where
Qαi =
∫
ωi
exp
[
− β
M∑
j(i)
φ j(qαi )
]
dqαi . (2.8)
In expressions (2.7)–(2.8) we account for the fact that the singlet distribution function should be
normalized to give the concentration of particles of the “sort” αi such that the quantities c1i = ci ,
c0i = 1 − ci denote the concentrations of particles and vacancies in cell i.
Similar to [37], when we expand (2.4) to the states of the reference system, we take into account only
the first two terms, for which it is sufficient to know the singlet function (2.7) and the pair distribution
function. According to [20, 21], the latter can be presented in the form
F02 (qαi , qαj ) = F01 (qαi )F01 (qαj ) exp
[−βσ(qαi , qαj )] (1 + . . .) , (2.9)
where σ(qαi , qαj ) is the screening potential.
The pair distribution function should satisfy the normalization condition
F01 (qαi ) =
1∑
αj=0
∫
ω j
F02 (qαi , qαj )dqαj . (2.10)
Taking into account only the terms (2.9) and presenting the contribution from the rest of the terms in
a factorized form, we can write the pair distribution function of the reference system herein as follows:
F02 (qαi , qαj ) = F01 (qαi )F01 (qαj )S−1j (qαi )S−1i (qαj ) exp
[−βσ(qαi , qαj )] . (2.11)
33501-3
G. Bokun et al.
The additional factors S−1j (qαi ) are introduced to satisfy the normalization condition. Replacing
expressions (2.7), (2.8), (2.11) into equation (2.10) and due to equation (2.6), we obtain
Sj(qαi ) =
1∑
αj=0
cαj
Qαj
∫
ω j
1
Si(qαj )
exp
[−βσ(qαi , qαj ) +U(qαj )] dqαi . (2.12)
The factors defined by expression (2.12) ensure the correct normalization and, hence, the correct
asymptotic behavior of the function (2.10). Relationships (2.11), (2.12) should be closed by a system of
equations that define mean potentials.
3. The single-particle cell potentials
The expression for the configurational integral does not contain mean potentials. By adding and
subtracting these potentials to and from the Hamiltonian of the reference system, we can present the
N-particle Gibbs function as the product of the Gibbs function of the reference system and the factor that
can be calculated using the perturbation theory. As a result, after the expansion on cumulants we obtain
the sum every term of which depends on the potentials φ j(qαi ) while the total sum remains invariant
with respect to the choice of these potentials. This fact allows us to develop a scheme of self-consistent
calculation of potentials [37]. Based on this scheme and due to equations (2.4) and (2.5), we can write
the Hamiltonian (2.2) as follows:
HM = H0 + ∆H, (3.1)
where
∆H =
1
2
M∑
i=1
M∑
j=1
∆Φ(qαi , qαj ) , (3.2)
∆Φ(qαi , qαj ) = Φ(qαi , qαj ) − φ j(qαi ) − φi(qαj ). (3.3)
Due to expressions (3.2), we can write the expression (2.4) in the form
QN = Sp
{
exp (−βH0)
∏
i< j
exp
[−β∆Φ(qαi , qαj )] }. (3.4)
In order to expand expression (3.4) to cumulants, we use modified Mayer functions as in [37]
f (qαi , qαj ) = exp
[−β∆Φ(qαi , qαj )] − 1. (3.5)
Expression (3.4) can then be presented as the average over the reference distribution
QN = QVN
〈∏
i< j
[
1 + f (qαi , qαj )
]〉
0
, (3.6)
where
〈. . .〉0 = Sp
[
exp(−βH0) . . .
]
, (3.7)
QVN = Sp
[
exp(−βH0)
]
. (3.8)
Since equations (2.6) and (2.10) make it possible to take the averages of quantities of singlet and
binary types, let us write expression (3.6) with the following terms of the expansion
QN = QVN
(
1 +
M∑
i< j
1∑
αi,αj=0
fαi,αj + . . .
)
, (3.9)
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where
fαi,αj =
∫
ωi
∫
ω j
f (qαi , qαj )F02 (qαi , qαj )dqαidqαj (3.10)
and F02 (qαi , qαj ) being the pair distribution function (2.11) of the reference system.
Expanding expression (3.9) to cumulants, we obtain the free energy in the form of a functional
F = F0 +
M∑
i=1
M∑
j(i)
1∑
αi,αj=0
fαi,αj + . . . , (3.11)
F = lnQN , F0 = lnQVN . (3.12)
The right-hand side of equation (3.11) can be considered in a diagram representation [42]. In order
to derive equations determining the mean potentials, we use the condition
1∑
αj=0
∫
ω j
dqαj f (qαi , qαj )F02 (qαi , qαj ) = 0 , (3.13)
which means that all the diagrams containing at least one free node are taken into account. In this case,
the free energy functionals for the initial and the reference systems, therefore, coincide for the same
distributions of the number of particles over the volume of the system.
We derive the equation for φ j(qαi ) by replacing equation (2.10) into equation (3.13) and due to
equation (2.9). As a result, we have
exp
[−βφ j(qαi )] sj(qαi ) = 1∑
αj=0
cαj
Qαj
∫
ω j
K(qαi , qαj )s−1i (qαj ) exp
[
− β
∑
k,i, j
φk(qαj )
]
dqαj , (3.14)
where
K(qαi , qαj ) = exp
[−βUSL(qαi , qαj )] , (3.15)
USL(qαi , qαj ) = Φ(qαi , qαj ) + σ(qαi , qαj ) . (3.16)
USL is the potential consisting of short-range and screening pair potentials. This potential, in principle,
can reproduce the short-range attractive and long-range repulsive (SALR) interaction, which is used to
describe systems with competing interactions.
The systems of equations (2.11), due to equations (2.5), (3.14), (2.9), allow one to find the potentials
φ j(qαi ) and the normalization functions Sj(qαi ), which can be used to find the singlet and the pair
distribution functions. This makes it possible to determine thermodynamic properties of the system and
calculate the free energy functional. As mentioned above, the latter can be found from the fact that in our
case F and F0 coincide.
Hence, in order to calculate the functional of the free energy of the initial system with the Hamil-
tonian (2.2), it is sufficient to know the free energy of the reference system with the Hamiltonian (2.5).
4. The free energy of the reference system
The configurational integralQVN can be found from the fact that the Hamiltonian (2.5) consists of pair
interactions, and therefore
−∂ lnQ
V
N
∂β
= 〈H0〉0 =
M∑
i=1
1∑
αi=0
〈
U(qαi )
〉
0 +
1
2
M∑
i=1
M∑
j(i)
1∑
αi,αj=0
〈
V(qαi , qαj )
〉
0 . (4.1)
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Expression (4.1) contains the averages of the quantities of the singlet and binary types, which can be
taken using the known functions (2.6), (2.7) and (2.10):
1∑
αi=0
〈
U(qαi )
〉
0 =
1∑
αi=0
∫
ωi
U(qαi )F01 (qαi )dqαi . (4.2)
Replacing expression (2.6) into equation (4.2), we have
1∑
αi=0
〈
U(qαi )
〉
0 =
1∑
αi=0
cαi
Qαi
∫
ωi
U(qαi ) exp
[−βU(qαi )] dqαi . (4.3)
Due to equation (2.7), we can rewrite this equation as follows:
1∑
αi=0
〈
U(qαi )
〉
0 = −
1∑
αi=0
cαi
∂ lnQαi
∂β
. (4.4)
Replacing equation (4.4) into equation (4.1) and due to equation (2.10) we can write
∂ lnQVN
∂β
=
∂
∂β
M∑
i=1
1∑
αi=0
lnQcαiαi −
1
2
M∑
i, j=1
∑
αi,αj
V(αi, αj) , (4.5)
where
V(αi, αj) =
∫
ωi
∫
ω j
V(qαi , qαj )F02 (qαi , qαj )dqαidqαj . (4.6)
Integrating (4.5) from 0 to β and due to the relationship
QVN

β=0
= ωM−N
M∏
i=1
1∏
αi=0
1
cαi
(4.7)
we find
lnQVN =
M∑
i=1
1∑
αi=0
[
cαi ln
Qαi
cαi
+ V (β)αi
]
, (4.8)
where
V (β)αi =
1
2
β∫
0
dβ
M∑
j(i)
1∑
αj=0
∫
ωi
∫
ω j
V(qαi qαj )F02 (qαi qαj )dqαidqαj . (4.9)
Due to equations (2.11) and (3.14), the relationships (4.8) and (4.9) make it possible to find the free
energy functional for a system with short-range and long-range interactions.
We will solve this problem for the case when the movement of molecules around lattice sites is
neglected, which corresponds to the description of the crystal state of matter in the framework of the
lattice approximation.
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5. Lattice approximation for the description of crystal and liquid states
If we take into consideration only the states with particles occupying the sites (centers of cells) of the
lattice, the kernels of equations (2.11) and (3.14) depend only on the distance between the sites of the
lattice and on the occupation numbers and become the functions of site variables αi and αj . Consequently,
the integral equations are reduced to algebraic equations. For instance, the equations of the system (2.11)
take on the form
sj,αi =
1∑
αj=0
s−1i,αj cαj Rαi,αj , (5.1)
where
Rαi,αj = exp
[ − βσ(q∗αi , q∗αj )], (5.2)
with q∗αi and q
∗
αi
denoting the coordinates of particles of the “sorts” αi and αj fixed in lattice sites i and j.
Also, for the normalization functions we now use lower case notation: Sj(qαi ) −→ sj,αi .
In contrast to the equations (2.11) and (3.14), which are expressed in terms of coupled functions, in
the case when the movement of particles near sites is neglected, the equation resulting from (2.11) turns
out to be closed. This allows us to find the solution without referring to equation (3.14). To this end, we
write eguation (5.1) in the form
sj,0i =
c0 j
si,0 j
+
c1 j
si,1 j
, (5.3)
sj,1i =
c0 j
si,0 j
+
c1 j
si,1 j
Ri j . (5.4)
Equations (5.3) and (5.4) take into account the absence of interaction between vacancies, i.e.,
R0i,0 j = R01,1 j = R1i,0 j = 1. (5.5)
We will consider the case of a homogeneous system. This means that c1 j = c1, c0 j = c0, and due to
equations (5.3) and (5.4), we have
sj,1i = si,1 j = s
(1)
i j , (5.6)
sj,0i = si,0 j = s
(0)
i j .
The system of equations (5.3) and (5.4) now takes on the form
s(0)i j =
c0
s(0)i j
+
c1
s(1)i j
, (5.7)
s(1)i j =
c0
s(0)i j
+
c1
s(1)i j
Ri j .
It is convenient to express the solution of equations (5.7) in terms of the variables
ηi j =
s(1)i j
s(0)i j
, Ki j = s
(0)
i j s
(1)
i j , (5.8)
which can be found from equation (5.7) as follows:
ηi j = −c1 − c02c0 +
√(
c1 − c0
2c0
)2
+
c1
c0
Ri j , (5.9)
Ki j = ηi jc0 + c1 = c0 +
c1
ηi j
Ri j , (5.10)
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and
s(1)i j =
√
Ki jηi j , s
(0)
i j =
√
Ki j
ηi j
. (5.11)
The relationships (5.9)–(5.11) determine the normalization of the constant of the function (2.10), for
which the following relationship holds true
F02 (1i, 1 j) = c21
Ri j
Ki jηi j
. (5.12)
Due to equations (5.9) and (5.10), the expression (5.12) becomes
F02 (1i, 1 j) =
2c21Ri j
(c0 − c1) + 2c1Ri j +
√
(c1 − c0)2 + 4c0c1Ri j
. (5.13)
Based on equation (5.13), it is possible to calculate the quantity (4.9), which determines the contribu-
tion of the long-range potential to the free energy. Equation (5.13) tells us that in the lattice approximation
this contribution does not depend on the short-range interaction. Mutual effect of short- and long-range
interactions in this approximation is realized via the mean potentials defined by the system of equa-
tions (3.14), which in the lattice approximation can be written as follows:
j,αi =
1∑
αj=0
−1i,αj cαj Lαi,αj , (5.14)
where
j,αi = χj,αi sj,αi , χj,αi = exp
[ − βφk(q∗αi )] , (5.15)
Lαi,αj = Rαi,αjWαi,αj , Wαi,αj = exp
[ − βΦ(q∗αi , q∗αj )] . (5.16)
Equations (5.14) have the same structure as equations (5.1) whichmeans that we canwrite the solution
in a form similar to the relationships (5.8)–(5.11). We denote the results of this solution with an asterisk:
η∗i j =

(1)
i j

(0)
i j
, K∗i j = 
(0)
i j 
(1)
i j , (5.17)
which can be found from equation (5.7) as follows:
η∗i j = −
c1 − c0
2c0
+
√(
c1 − c0
2c0
)2
+
c1
c0
Li j , (5.18)
K∗i j = ηi jc0 + c1 = c0 +
c1
η∗i j
Li j , (5.19)
and
s(1)i j =
√
K∗i jη
∗
i j , s
(0)
i j =
√
K∗i j
η∗i j
. (5.20)
The solution (5.14) makes it possible to find the part of the free energy (4.8) which is expressed in
terms of the mean potentials. From expressions (5.15) we have
Qαi = ω
∏
j(i)
χj,αi = ω
∏
j(i)
(
j,αi
sj,αi
)
. (5.21)
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Due to the relationships (5.20) and (5.11) we can write equation (5.21) in the form
Q1i =
∏
j(i)
(
K∗i, jη
∗
i, j
Ki, jηi, j
)1/2
, Q0i =
∏
j(i)
(
K∗i, jηi, j
Ki, jη∗i, j
)1/2
, (5.22)
which allows us to calculate the quantity (4.8).
In contrast to the previous results for systems with short-range interactions [42, 43], the free energy
is determined to be a sequential procedure. The long-range contribution is taken into account through
the normalization parameters si j , and then the short-range interactions are included through the mean
potentials although the constitutive equations (5.9), (5.18) have the same structure with different kernels
Ri j and Li j , correspondingly.
The lattice approximation, which has been considered here for the description of the crystal state,
can also be applied to the description of the liquid state of matter. In the former case, we considered
the states where the particles are located in the sites of the lattice. Now we should account for the fact
that for a homogeneous medium the singlet distribution function, given by equation (2.7), is constant,
and, therefore, the potentials φ j(qαi ) are also constant. Applying this condition to the equations (2.11)
and (3.14), we can once again reduce integral equations to algebraic ones. These algebraic equations
determine the quantities sj,αi and χj,αi from equations (5.1) and (5.14), but instead of the kernels Rαi,αj
and Lαi,αj we use the kernels Rlαi,αj and L
l
αi,αj
determined by the formulae
Rlαi,αj =
1
ω
∫
ω j
exp
[ − βσ(q∗α, qαj )]dqαj , (5.23)
Llαi,αj =
1
ω
∫
ω j
exp
[ − βσ(q∗α, qαj ) − βΦ(q∗α, qαj )]dqαj . (5.24)
In summary, the equations (5.9)–(5.11), (5.13), (5.17)–(5.20), (5.22), (5.23), (5.24) allow one to
calculate the functional of the free energy of a condensed system described by both short-range and
long-range interactions.
6. The free energy and the chemical potential of a homogeneous system
We first consider the contribution of the long-range interactions to the properties of the system. In
the homogeneous case, in order to calculate the contribution from the Coulomb interaction, due to the
electroneutrality condition one should consider the correlation function
h02(qαi , qαj ) = F02 (qαi , qαj ) − F01 (qαi )F01 (qαj ). (6.1)
Using equation (5.13), we can write equation (6.1) in the form
hi j =
2c2Ri j
2cRi j + (1 − 2c) +
√
(1 − 2c)2 + 4c(1 − c)Ri j
− c2, (6.2)
where c is the concentration of particles.
Since in the equation (4.9) there is integration by the inverse temperature, for subsequent calculations
it is convenient to introduce the reduced temperature Tb characteristic of the system. As a result, we can
introduce the ratio β∗ = Tb/T . In accordance with [28], in terms of these reduced units we can write
Ri j = exp
[
−β rb
ri j
exp
(
−
√
βνri j
)]
, (6.3)
where
rb =
e2
4piεε0kTbH
, (6.4)
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e is the ion charge, H is the lattice parameter, ε is the permittivity, ε0 is the dielectric constant, k is the
Boltzmann constant, ri j is the distance between the sites i and j in the units of the lattice parameter H,
ν =
2
H
√
pic(1 − c)rb . (6.5)
We denote Tb as the temperature, for which in H units the Bjerrum length rb = 1.
Since the system is homogeneous and due to the fact that the left-hand side of equation (6.2) depends
only on the distance between the sites of the lattice, the quantity of interest (4.9) can be written as the
sum
Vβ =
1
2
kmax∑
k=1
zkVk , (6.6)
where zk is the number of neighbors in the k-th coordination sphere, Vk is the value of the Coulomb
interaction potential averaged by the function (6.2) at a distance rk , which is the radius of the k-th
coordination sphere. Since
V(rk) = rbrk kTb , (6.7)
we have that in the equation (6.6) the term
Vk =
rb
rk
β∗∫
0
hkdβ∗, (6.8)
hk being the value of the function hi j at the distance ri j = rk .
Taking the derivative of equation (6.8) with respect to the concentration, we can find the excess
chemical potential due to the long-range interaction for each coordination sphere. In general, in accordance
with the equation (4.8), the chemical potential of the system consists of three terms
µ = µid + µsh + µlong , (6.9)
where
βµid = ln
( c
1 − c
)
, (6.10)
βµsh = −z1
(
∂
∂c
lnQ1i −
∂
∂c
lnQ0i
)
, (6.11)
βµlong =
kmax∑
k=1
zk
dνk
dc
, (6.12)
and zk is the number of neighbors in the k-th coordination sphere.
In the equation (6.11), it is usually sufficient to consider only the first neighbors, whereas in the
equation (6.12) one should take into account several coordination spheres.
7. The long- and short-range components of the chemical potential
According to the expression (6.12), one needs to add up the contributions (6.8) for a sufficient number
of coordination spheres kmax subject to the condition of k approaching asymptotically themaximumvalue.
We will, therefore, do the calculations for different values of kmax. As one can see from equations (6.8)
and (6.2), in order to find each term in the equation (6.12), one should integrate the function (6.2) over
β and differentiate it with respect to the concentration. We note that previously in [28] this function was
approximated by the expression (6.2), which did not contain the denominator. The integration of this
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expression over β led to the divergence at c→ 1 due to the dependence (6.5). This resulted in the loss of
thermodynamic stability even at small concentrations, and the symmetry of the chemical potential as a
function of the concentration was broken. Hence, the description considered in [28] is justified only for
the case when c  1. Due to this, we will analyse the dependence of the correlation function (6.2), which
we use instead of the expression (6.3). The numerical analysis of the expression (6.3) has shown that
imposing the normalization conditions on the correlation functions corrects the above mentioned flaw of
the previous approach. Notably, analytical expansion of equation (6.3) on the concentration shows that
at c→ 0 the function hk ∼ c2, while at c→ 1 we have hk ∼ (1 − c)2. In addition, for all k, the function
hk has the correct symmetry with respect to c = 0.5, which we can see on the left-hand panel of figure 1.
In order to find the contribution of the long-range interaction to the chemical potential, we swap the
operations of integration and differentiation in equations (6.8) and (6.12). As a result, for the case of a
simple cubic lattice, we obtain the chemical potential as a function of the concentration c, the inverse
temperature β, and the number of coordination spheres kmax taken into account. From the curves of the
chemical potential µlong(kmax, c, β) (right-hand panel of figure 1) as a function of the concentration at
β = 10 and kmax = 4 and 5, we can see that it is sufficient to take into account only five coordination
spheres.
The phase transition in the reference system determines the dependence of the chemical potential of
the reference system on the concentration
βµb = ln
c
1 − c + βµ
long. (7.1)
This dependence is shown in figure 2 (left-hand panel) for the temperatures above and below the
critical temperature (for β = 5 and β = 10, respectively). It shows the possibility of a phase transition,
the parameters of which are determined by the concentration such that µ = 0.
The contribution from the short-range interaction can be found from the formula (6.11). We take into
account only the interaction between the nearest neighbors, which is characterized by the parameter J.
In figure 2 (right-hand panel) we compare µsh(c, β) and µlong(c, β) and show the total chemical potential
as functions of the concentration.
The figures presented describe the contributions of short-range and long-range interactions to equi-
librium thermodynamic properties of high temperature conductors.
Based on the results for the correlation function F00 calculated from the formulae (2.11), (5.20) and
the compressibility, we can find the chemical diffusion coefficient as [43, 44]
D = WF00
(
∂βµb
∂c
)
, (7.2)
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Figure 1. (Colour online) Left-hand panel: the value of the pair correlation function as a function of the
concentration for different coordination spheres k. Right-hand panel: the long-range part of the chemical
potential as a function of the concentration for different numbers of coordination spheres taken into
account according to the equation (6.12). The curves correspond to the value of β = 10.
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Figure 2. (Colour online) Left-hand panel: the chemical potential as the sum of ideal and long-range
contributions given by the equation (7.1). Right-hand panel: short-range and long-range contributions to
the chemical potential and their sum as functions of the concentration for βJ = −1.
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Figure 3. (Colour online) The reduced diffusion coefficient as a function of the concentration given by
the equations (7.2) and (7.3).
whereW is the frequency of particle oscillations around the lattice site, µb is the chemical potential of the
reference system (7.1), and F00 is the probability that two neighbor sites are vacant. The latter quantity
can be found as follows:
F00 = F(0i, 0j) = 1[
s(0)i j
]2 = ηi jKi j (1 − c)2. (7.3)
In figure 3 we present the reduced transport characteristic D1 = D/W as a function of the concentra-
tion. The diffusion coefficient strongly decreases with increasing the concentration and temperature.
8. Conclusions
In this paper we have proposed a statistical description of properties of solid electrolytes, for which the
conductivity is caused by thermally activated ion mobility in the neutralizing background of immovable
counterions.We have employed a scheme of statistical lattice description of condensed systems in order to
model the migration of ions on the sites of their sub-lattices. In order to take into account both short-range
and long-range interactions in a one-component system of charged particles, we have developed a joint
approach combining the application of short-range mean potentials and the collective variables method
that describes long-range interactions.
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The approach is based on the expansion of the partition function on renormalized Mayer functions
using mean potentials. As opposed to previous methods, the reference system includes not only mean
potentials but also Coulomb interaction. In order to calculate the cumulants averaged over the reference
distribution, we use the expression for the pair distribution function found by the collective variables
method. The formula for the pair distribution function has been corrected to satisfy the normalization
condition for the first terms of the expansion. This allowed us to calculate thermodynamic and diffusion
properties of the considered materials in the entire region of thermodynamic parameters.
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Вклади вiд короткосяжних i далекосяжних взаємодiй у
рiвноважнi i транспортнi властивостi твердих електролiтiв
Г. Бокун1, I. Кравцiв2,М. Головко2, В. Вiхренко1, Д. дi Капрiо3
1 Бiлоруський державний технологiчний унiверситет, вул. Свєрдлова, 13a, 220006Мiнськ, Бiлорусь
2 Iнститут фiзики конденсованих систем НАН України, вул. Свєнцiцького, 1, 79011 Львiв, Україна
3 Дослiдницький унiверситет науки та лiтератури Парижу, ChimieParisTech— CNRS, Iнститут хiмiчних
дослiджень Парижу, Париж, Францiя
В рамках комбiнованої теорiї, яка враховує далекосяжнi та короткосяжнi взаємодiЇ, описуються конденсо-
ванi iоннi системи. Короткосяжна взаємодiя виражається через середнi потенцiали, а далекосяжна взає-
модiя розглядається у формi екранованих потенцiалiв. Виходячи з умови оптимальної узгодженостi роз-
глядуваної системи iз системою вiдлiку, для цих потенцiалiв отримано систему iнтегральних рiвнянь. На
вiдмiну вiд опису середовища iз короткосяжними взаємодiями, у данiй роботi система вiдлiку, окрiм поля
середнiх потенцiалiв, включає також кулонiвську взаємодiю мiж частинками. Розглядається односортна
система iонiв у компенсуючому полi нерухомих iонiв з протилежним зарядом. Модель може бути за-
стосовано для опису твердих iонних провiдникiв. Для вивчення руху катiонiв на вузлах пiдгратки, ви-
користовується граткове наближення теорiї для розрахунку парної функцiї розподiлу. На основi методу
колективних змiнних пропонується методика, яка покращує вихiдний вираз для цiєї функцiї. Зокрема, до-
данки, якi нехтуються при розвиненнi цiєї функцiї, апроксимуються одночастинковими доданками, якi
забезпечують умову нормування функцiй розподiлу. Таким чином, застосовнiсть теорiї узагальнено на
ширшу область термодинамiчних параметрiв. Розраховано хiмiчний потенцiал i коефiцiєнт дифузiї, якi
дозволяють описувати характернi для системи фазовi переходи.
Ключовi слова: керамiчнi провiдники, середнi потенцiали, граткове наближення, метод колективних
змiнних, парна функцiя розподiлу, хiмiчний потенцiал
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