ABSTRACT: Most of the existing algorithms for parameter estimation of damped sinusoidal signals are based only on the low-rank approximation of prediction matrix and ignore the Hankel property of the prediction matrix. In this article, we propose a modi ed KT (MKT) algorithm exploiting both rank-de cient and Hankel properties of the prediction matrix. Computer simulation results demonstrate that, compared with the original KT algorithm and the matrix pencil algorithm, the MKT algorithm has lower noise threshold and can estimate the parameters of signal with larger damping factors.
Introduction
The problem of parameter estimation of damped sinusoidal signals in the presence of additive noise is very important in spectral analysis and many applications, such as magnetic resonance spectroscopy and radioastronomy. The di culty of this problem stems from the fact that the damped sinusoidal signal is nonstationary and the correlation matrix can not be found. Hence, many e cient traditional approaches are not applicable. There are several model-based algorithms being devised to cope with this problem. The Prony method is one of the widely used algorithms, but it is sensitive to measurement noise. The backward linear prediction algorithm (or Kumaresan-Tufts (KT) algorithm) 6] can attain the Carmer-Rao bound if the peak signal-to-noise ratio (SNR) is high
The work was supported in part by the NIH grant 1R01GM49707 and the NSF grants MIP9309506 and MIP9457397. and the damping factors of signals are small. But for the signals with lower SNR or large damping factor, the KT algorithm is unable to estimate the signal parameters e ectively. Several algorithms have been proposed to improve the high noise threshold problem in the KT algorithm. Some of them are the total least square (TLS) algorithm 8], the maximum likelihood (ML) algorithm 1], and the matrix pencil algorithm 3]. A singular value decomposition (SVD)-based information theoretic criteria 9] have recently been presented to detect the number of damped/undamped sinusoids and parameter estimation.
The existing parameter estimation algorithms for damped sinusoidal signals use only the rankde cient property of the prediction matrix and ignore its Hankel property. Since the parameter estimation of sinusoidal signals from noisy data is equivalent to the low-rank Hankel matrix approximation of data matrix (or prediction matrix), the performance of parameter estimation will be improved signi cantly if both rank-de ciency and Hankel properties of the prediction matrix are exploited in matrix approximation. Based on this idea, a modi ed KT algorithm is proposed in this article, which use both the Hankel and the rank-de ciency properties of the prediction matrix.
This article is organized as follows. In Section II, the matrix approximation in the KT algorithm is analyzed. Then, a modi ed Kumaresan-Tufts (MKT) algorithm is developed in Section III. Finally, computer simulation results are presented in Section IV to demonstrate the performance of MKT algorithm.
Low-Rank Matrix Approximation
A sequence x(n) consists of K damped sinusoidal signals can be expressed as
c k e s k n ; (21) where c k 's are nonzero complex amplitudes, s k = ? k + |! k , and k 2 R + ; ! 2 ? ; ] for k = 1; 2; ; K. k is called the damping factor of the damped sinusoid with angle frequency ! k . The larger the damping factor, the faster the amplitude of the sinusoid decays. The observed sequence y(n) is obtained from x(n) corrupted by additive noise w(n) which is assumed to be complex white Gaussian process. Normally, we have to make sure that N(N > 2K). The observed data can be expressed as y(n) = x(n) + w(n) for n = 0; 1; 2; N ? 1:
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where \ " stands for the complex conjugate. 
Hence, the performance of an algorithm relys on how accurate the estimation of the prediction polynomial is.
To estimate c, the optimum rank K matrix approximation of A is rst made by From the above discussion, the KT algorithm uses the low-rank matrix approximation to reduce the noise e ect. When the signal to noise ratio (SNR) is high and enough data are available, the rank approximation in the KT algorithm will reduce the measurement noise signi cantly, hence KT algorithm in this case will almost attain the Cramer-Rao bound 6]. However, if the SNR is reduced to certain degree, the rank approximation in the KT algorithm is unable to reduce the noise e ect e ciently and moreover, it may introduce an extra perturbation. In that case, the noise threshold appears. Since the noise threshold of the KT algorithm is due to the low-rank matrix approximation, to reduce the noise threshold, the matrix approximation approach employed in the KT algorithm must be improved.
Modi ed Kumaresan-Tufts Algorithm
From (23), we can see that the prediction matrix of a data sequence is of Hankel form. Indeed, according to 4] there is a very interesting property which can be summarized as following.
Lemma: If a data sequence x(n) consists of K distinct sinusoids as in (21), then for any
i;j=0 is a singular Hankel matrix with rank K and full rank K K principle minor P K = x(i + j)] K?1 i;j=0 . Conversely, for any L L singular Hankel matrix P L = x(i + j)] L?1 i;j=0 with rank K, if its K K principle minor P K = x(i + j)] K?1 i;j=0 is full rank, then x(n) for n = 0; 1; ; (2L ? 2) can be uniquely expressed as the summation of K distinct sinusoids as given by (21).
The above lemma reveals a one-to-one correspondence between a data sequence consisting of damped sinusoidal signals and rank-de cient Hankel matrix. Therefore, parameter estimation of damped sinusoidal signals from noisy data is equivalent to performing the low-rank Hankel matrix approximation. More speci cally, let P L be an L L prediction matrix of noisy data y(n), property. If both the rank and Hankel properties of the matrix are used in the matrix approximation to reduce the noise e ect, the performance of the estimation will be improved signi cantly. The modi ed KT algorithm introduced here will exploit both properties.
To use the low-rank Hankel matrix approximation to reduce the measurement noise, we rst set up a square prediction matrix from the observed noisy data:
To make full use of the given data, let L = dN=2e here. Since there is no analytical low-rank Hankel matrix approximation approach available, an iterative approach for low-rank Hankel matrix approximation is used here. First, an optimum rank K matrix approximation to P L is made using the SDV. 
with N being the number of the elements in matrix P L satisfying n + m = i + j in (33). After this step the rank of b P L is not necessarily K. A low-rank approximation is used again. The procedures are repeated until a Hankel matrix with only K dominate singular values is obtained.
From the approximated Hankel matrix b P L , a better noise-reduced data b y(n) can be found. Then by using the KT algorithm, the parameters of the signal can be obtained from b y(n). The algorithm is summarized in Table 1 . The convergence of the above iteration can be proved using the theory of composite property mapping algorithm 2]. In 2], it has been shown that the exponential data satisfy the hypotheses of composite mapping theorem and therefore the composite mapping algorithm can be used to reduce the noise e ect from the measured exponential data. Since the damped sinusoidal signals form a subset of exponential signals, the same results extend to this kind of signals. Therefore Hankel approximation process applied to reduce the noise e ect in damped sinusoidal data will converge to a solution. In what follows, we will prove that the proposed low-rank Hankel approximation can indeed achieve better performance. Step 1 Form square prediction matrix P Lm
Step 2 Find P Lm by (33)
Step 3 Find b P Lm by (34) Step 4 Repeat Step 2 and 3 to get estimation of b y(n)
Step 5 Estimate parameters using the KT algorithm to b y(n) Theorem 3.1 Let P true = x(i + j)] i;j=0 be the true prediction matrix, then k b P L ? P true k F k P L ? P true k F : where N is the number of elements in matrix P L satisfying i + j = n.
Using the above inequality, a direct calculation yields that
The above theorem demonstrates that P L is always more accurate than b P L . If the SVD in the iteration procedures can reduce the noise e ect e cientely, a better estimation of P true can be obtained by preserving the Hankel form after each iteration. Hence, the performance of the modi ed KT algorithm should be better than that of the original KT algorithm. Even though we emphasize the modi ed KT algorithm in this article, similar procedures can also be used for the TLS algorithm.
It is worth to mention that the complexity of the MKT algorithm is in the same order as the KT algorithm. Extra computations in MKT algorithm comes from the Hankel approximation part, which requires several SVDs until the algorithm converges. But for most practical cases of interest the Hankel approximation typically converges within a few iterations. For the results we have reporetd in this paper we have used only 2 iterations of the algortihm and we still got very good results. Since the number of additional SVDs required in MKT is only two, the complexity of the MKT algorithm remains almost the same as that of the original KT 6] algorithm and the matrix pencil method 3].
Computer Simulation Examples
In this section, we will test the performance of the MKT algorithm and compare it with the KT algorithm and the matrix pencil algorithm 3] by two computer simulation examples.
In our examples, the damped sinusoids is corrupted by complex white Gaussian noise with zero-mean and variance 2 . The SNR used in the examples is the peak signal-to-noise ratio de ned as SNR = 10log( 1 2 2 ):
The performance of the algorithms is measured by the mean square error (MSE). For comparison, we also simulate the performance of Kumaresan-Tufts (KT) algorithm 6], the matrix pencil algorithm 3], and calculate the Cramer-Rao bound using the formula in 6]. In our simulation, N = 24, L = 18 for both KT algorithm and MKT algorithm.
The simulated data are given by x(n) = e sn + w(n):
where s = ? + |!, and w(n) is complex white Gaussian noise and with variance 2 . When we x s = ?0:20 + |2 (0:52) and change the SNR, the simulation results are shown in Figure 1 (a) and (b), for the MSE of damping factor and frequency !, respectively. From this gure, the MSE's of the matrix pencil algorithm, the KT algorithm, and the MKT algorithm are all near Cramer-Rao (CR) bound if SNR is high. We can see that the performance of MKT algorithm follows closely to the CR bound in estimating damping factor , and the noise threshold in estimating the frequency is about 3 ? 4 dB below those of the KT algorithm and the matrix pencil algorithm.
When we x SNR = 20dB, ! = 2 (0:52), and change the damping factor . The MSE's of and ! are shown in Figure 2 (a) and (b). From the gure, we can see that when the damping factor is less than 0.2, the performance of KT, MKT and the matrix pencil algorithms is near CR bound. If 0:55, the KT algorithm and the matrix pencil algorithm are unable to estimate the parameters while the MKT algorithm can still estimate the parameters e ectively. Example 2: The simulated data are generated by y(n) = e s 1 n + e s 2 n + w(n); 
Conclusions
The reduced-rank matrix approximation has been an e ective tool in many branches of signal processing. In this article, we demonstrate that if we can also preserve the matrix structure, such as the Hankel structure for the case of parameter estimation of damped sinusoidal signals, the performance can be further improved. Speci cally, we presented the MKT algorithm to estimate the parameters of damped sinusoidal signals. The MKT algorithm exploits both reduced rank and Hankel properties of the prediction matrix. Compared with the original KT algorithm and the matrix pencil algorithm, it has lower noise threshold and is able to estimate the parameters of signal with large damping factors. Hence, preserving the Hankel structure in reduced-rank matrix approximation does improve the performance signi cantly. The proposed approach and concept presented in this article can also be extended to the general area of reduced rank signal processing 10] where structural low-rank approximation can be very e ective in performance improvement. 
