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 
Abstract— In this paper we describe the benefits of a 
performance-based approach to modeling biological systems 
for use in robotics. Specifically, we describe the RatSLAM 
system, a computational model of the navigation processes 
thought to drive navigation in a part of the rodent brain called 
the hippocampus. Unlike typical computational modeling 
approaches, which focus on biological fidelity, RatSLAM’s 
development cycle has been driven primarily by performance 
evaluation on robots navigating in a wide variety of 
challenging, real world environments. We briefly describe three 
seminal results, two in robotics and one in biology. In addition, 
we present current research on brain-inspired learning 
algorithms with the aim of enabling a robot to autonomously 
learn how best to use its sensor suite to navigate, without 
requiring any specific knowledge of the robot, sensor types or 
environment characteristics. Our aim is to drive discussion on 
the merits of practical, performance-focused implementations 
of biological models in robotics. 
  
I. INTRODUCTION 
Interdisciplinary research often turns into a scenario 
where one discipline is “pillaged” of research concepts and 
data in order to make breakthroughs in the primary discipline. 
There is nothing wrong with this approach by itself, and it 
can lead to significant breakthroughs in one of the 
disciplines. However, ideally truly interdisciplinary research 
contributes significantly to all disciplines involved. Over the 
past ten years we have developed the RatSLAM system, a 
Simultaneous Localization And Mapping (SLAM) system 
based on computational models of spatially responsive 
neurons in the rodent hippocampus [1]. RatSLAM has 
achieved several significant outcomes in the robot SLAM 
field, including mapping the largest environment using only a 
visual sensor [2] and performing SLAM continuously over a 
period of two weeks in a delivery robot experiment [3]. 
These results showed for the first time that a biologically 
inspired mapping system could compete with or surpass the 
performance of conventional probabilistic robot mapping 
systems. Furthermore, RatSLAM inherited useful 
characteristics from the modeled animal, such as the ability to 
perform mapping and navigation using only low quality 
visual data [1, 2, 4]. 
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“Closing the loop” back to the neuroscience underpinning 
the RatSLAM system was challenging for several reasons. 
First and foremost, there is a vast disciplinary divide between 
neuroscientists, including molecular biologists, and robotics 
engineers. Secondly, engineering implementations of brain 
regions are typically significantly abstracted from the detailed 
neural machinery (which is of course impossible to simulate 
perfectly). The issue of whether engineers and modelers can 
actually contribute anything to biology without modeling 
every detail has been the subject of intensive debate [5]. In 
our research, we took a very pragmatic approach to modeling 
the neural mechanisms, and would engineer “better” 
solutions whenever the underlying biology did not appear to 
perform well enough [6]. The outcome was a new theory of 
the function of grid cells [7], which are one of the most 
significant recent discoveries in neuroscience [8]. Coupling a 
detailed understanding of the neuroscience with a willingness 
to be creative led to research outcomes in both robotics and 
neuroscience. 
In this paper we briefly highlight three key RatSLAM 
mapping outcomes – two in robotics, one in computational 
neuroscience. We also describe current work towards 
improving the flexibility and robustness of the RatSLAM 
system. 
II. RATSLAM OVERVIEW 
The RatSLAM system is a computational model of the 
neuronal processes thought to drive navigation in parts of the 
rodent brain called the hippocampus and entorhinal cortex. 
At its core is a neural network called the pose cells, which 
takes in and filters sensor input from both self-motion cues, 
such as wheel encoders or visual odometry, and place 
recognition. Place recognition is performed by the local view 
cell module. Finally, the output from the pose cells and the 
local view module is used to form a graphical map called the 
experience map, which takes the form of a semi-metric map 
made up of experience nodes representing places and links 
between these representing the transitions between these 
places. 
The RatSLAM system treats the mapping problem 
primarily as one of learning and recall – learning of places 
and how to get between them, and recall of routes traversed 
in order to perform navigation. This approach is in contrast to 
conventional SLAM systems, which typically treat the 
mapping problem as one of geometric optimization using 
high resolution “occupancy grid” maps of the environment, 
often obtained using a laser. Navigation, that is using the map 
to move purposefully between two places, is achieved in a 
conventional SLAM system by processing these high 
resolution occupancy grid maps to find optimal paths. 
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Navigation using RatSLAM is achieved by recalling path 
segments that have been previously traversed by the robot 
that result in reaching the goal location.  
 
Fig. 1: Pose cells, local view cells and experience map components of 
RatSLAM. 
III. MAPPING A SUBURB WITH A WEB CAMERA 
In the early days of vision-based robotics, algorithms 
processed low resolution images of a few dozen pixels. As 
cameras improved and costs plummeted, pixel counts 
exploded, as did in many cases the complexity of the 
associated algorithms. Animals such as rats have very poor 
vision, yet are able to perform quite impressive feats using 
this vision. That rats ignore their poor quality vision and only 
use other sensors such as smell and hearing is increasingly 
being shown to be a misconception [9]. 
In this work, we used simple image intensity profiles – 
column sums of a grayscale image – to perform SLAM over 
a 66 km journey of an entire city suburb [2]. Rather than use 
GPS or even car odometer information, we restricted sensory 
input to one cheap webcam mounted on the roof of the test 
vehicle. Using only the web camera operating at 10 Hz, 
RatSLAM generated a coherent map of the entire 
environment at real-time speed, correctly closing more than 
51 loops of up to 5 kilometers in length (Fig. 2). 
 
Fig. 2: (a) Aerial photo and (b) suburb map created by RatSLAM [2].  
IV. PERSISTENT ROBOT SLAM 
The challenge of persistent navigation and mapping is to 
develop an autonomous robot system that can simultaneously 
localize, map and navigate over the lifetime of the robot with 
little or no human intervention. Most solutions to the SLAM 
problem aim to produce highly accurate maps of areas that 
are assumed static. In contrast, solutions for persistent 
navigation and mapping must produce reliable goal-directed 
navigation outcomes in an environment that is assumed to be 
in constant flux. We investigated the persistent navigation 
and mapping problem in the context of an autonomous robot 
that performs mock deliveries in a working office 
environment over a two week period [3]. 
RatSLAM performed SLAM continuously over two 
office floors (Fig. 3a) while interacting with global and local 
navigation systems, and a task selection module that selected 
between exploration, delivery, and recharging modes [10]. 
The robot performed 1143 delivery tasks to 11 different 
locations (Fig. 3c) with only one delivery failure (from which 
it recovered), travelled a total distance of more than 40 
kilometers over 37 hours of active operation, and recharged 
autonomously a total of 23 times. The average time taken to 
navigate to each delivery location stayed constant (Fig. 3b). 
 
Fig. 3: (a) Robot navigating in the office environment, with (b) a 
constant time to navigate to delivery locations and (c) consistent 
delivery performance (grey crosses show location robot navigated to 
for each of the six delivery locations, plus recharging dock) [3]. 
V. SOLVING NAVIGATIONAL UNCERTAINTY USING GRID 
CELLS ON ROBOTS 
Navigating robots face similar challenges to wild rodents 
in creating useable maps of their environments. Both must 
learn about their environments through experience, and in 
doing so face similar problems dealing with ambiguous and 
noisy information from their sensory inputs. Navigation 
research using robots has determined that uncertainty can be 
effectively addressed by maintaining multiple probabilistic 
estimates of a robot’s pose. Neural recordings from 
navigating rats have revealed cells with grid-like spatial 
firing properties in the entorhinal cortex region of the rodent 
brain. We showed how a robot equipped with conjunctive 
grid-cell-like cells can maintain multiple estimates of pose 
  
and solve a navigation task in an environment with no 
uniquely identifying cues [7]. Grid cells in the entorhinal 
cortex  may provide a similar ability for rodents.  
 
Fig. 4: The performance of biological “grid cells” can be replicated 
using a slightly modified version of the RatSLAM system [7]. 
VI. AUTONOMOUS LEARNING OF RECOGNITION 
THRESHOLDS 
Due to the complexities of the neural networks upon 
which RatSLAM is based, there are a number of parameters 
whose values must be chosen appropriately for a particular 
environment. Furthermore, RatSLAM has been a single 
sensor-based system, with no ability to use multiple sensing 
modalities. We are currently performing research into brain-
based sensor fusion and autonomous threshold learning to 
overcome these limitations. 
The use of an initial set of calibration movements is not a 
novel concept in robotics and computer vision [11]. 
However, current techniques perform geometric 
optimizations to determine camera distortion or stereo 
baseline distance. Rat pups calibrate their sensors and 
navigational processes using a stereotypical sequence of 
repetitive warm up behaviors that increase in complexity [12-
14]. We have developed simple rat-inspired movement 
behaviors to provide robots with a means of learning sensor-
specific recognition thresholds when on the fly learning is 
infeasible or unsafe [15]. Automatic recognition threshold 
learning provides a key additional capability to the RatSLAM 
system which complements the recent addition of on the fly 
brain-based sensor fusion capabilities [15]. 
A. Learning Recognition Thresholds 
Autonomous learning of appropriate recognition 
thresholds is performed in conjunction with a set of simple 
robot movement behaviors directly inspired by the calibration 
movements of rodent pups. The three movement behaviors, 
show in Fig. 5 are pivoting, translating and “donnutting”, 
which is translating in a small circular motion.  
Templates for every sensor available are learnt at the 
maximum frame rate possible for that sensor. As templates 
are learnt for each sensor, the system tracks the minimum 
mean difference value between the current template and all 
past templates. All the calibration movements involve the 
robot returning to its approximate starting position, and this 
return is detected by looking for a negative slope in the mean 
minimum template difference value curve. Finally, an 
appropriate recognition threshold for each sensor modality is 
determined by calculating the mean of the minimum template 
difference scores over the entirety of the first lap. 
 
Fig. 5: Three types of simple movement behaviors are used during 
recognition threshold learning – (a) Pivoting, (b) Translating and (c) 
Donnutting. 
 
Fig. 6: Template recognition graphs for two laps of the lab 
environment with a static recognition threshold of 0.8. The x-axis 
shows progression by frame number through the two lap dataset, the y-
axis shows the index of the learnt or recognized template. 
 
Fig. 7: Template recognition graphs for two laps of the lab 
environment with the thresholds learnt from the translation movement 
calibration. 
To test the effectiveness of the learnt thresholds, we 
tested the system’s place recognition performance while 
moving around in a laboratory environment. Figure  6 shows 
the detrimental effect of having a static, unlearnt recognition 
threshold, resulting in a high rate of false positives. The order 
of sensors for the figures presented in this section of the 
results is as follows: Kinect, RGB camera, Sonar, SICK laser, 
Panoramic camera and combined Super template. With the 
threshold tuning procedure, the rate of false positives is 
significantly reduced (Fig. 7). We note that complete removal 
of false positives is not necessary, due to the ability of the 
RatSLAM system to filter out ambiguous sensor information. 
Combined with a brain-inspired approach to autonomous 
evaluation of sensor trustworthiness, which has provided 
promising initial results [15], we hope to enable complete 
autonomous operation without any knowledge of sensor type, 
robot platform or environment. 
VII. DISCUSSION 
The mammalian navigation system has yielded many 
dividends in robot navigation research leading to significant 
experimental landmarks. In addition, these robotics results 
  
have the ability to provide insights into the very theories the 
robot systems are modeled on. Through these examples and 
the described ongoing research, we hope to generate 
discussion about how best to continue research on 
unconventional approaches to robotics inspired by nature. 
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