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This paper presents a kinetic data structure (KDS) for maintenance of the Euclidean
minimum spanning tree (EMST) on a set of moving points in 2-dimensional space. For a
set of n points moving in the plane we build a KDS of size O (n) in O (n logn) preprocessing
time by which the EMST is maintained eﬃciently during the motion. This is done by
applying the required changes to the combinatorial structure of the EMST which is changed
in discrete timestamps. We assume that the motion of the points, i.e. x and y coordinates
of the points, are deﬁned by algebraic functions of constant maximum degree. In terms of
the KDS performance parameters, our KDS is responsive, local, and compact. The presented
KDS is based on monitoring changes of the Delaunay triangulation of the points and edge-
length changes of the edges of the current Delaunay triangulation.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Problem statement. For a weighted graph G(V , E), a minimum spanning tree of G is a connected sub-graph G ′(V , E ′) ⊂ G
having the minimum total edge weight. For a set P = {p1, p2, . . . , pn} of n points, there is a complete weighted graph
with P as its nodes and the Euclidean distance between each pair of points as the weight of their corresponding edges.
The minimum spanning tree of this graph is known as the Euclidean minimum spanning tree (EMST) of the underlying
points.
The EMST has many applications in solving geometric and graph problems [18,19]. Some of which are described below.
Investigating kinetic versions of geometric problems in which points move continuously has been studied in [1,3–5]. In
this paper, we study the kinetic version of the EMST problem in the plane. This problem was ﬁrst posed by Basch et al. [6]
and has been open since 1997. In this setting, the points are moving independently in the plane and the goal is to maintain
the combinatorial structure of their EMST during the motion. We assume that the position of a point pi at time t , denoted
by pi(t) = (xi(t), yi(t)), is deﬁned by two algebraic functions (for x and y coordinates) of constant maximum degree (in
terms of time). Moreover, we assume that the points move without collision, i.e. ∀i = j∀t∈Rpi(t) = p j(t). This assumption is
required by the kinetic Delaunay triangulation algorithm on which our solution is built.
Related work. The EMST problem is a special version of the minimum spanning tree problem. We can use any of the
classic minimum spanning tree algorithms to solve the EMST problem. Therefore, the EMST can be obtained in O (E+n logn)
time using the Prim’s algorithm [20] or in time O (E log E) using the Kruskal’s algorithm [17] where E = O (n2) is the number
of the edges in the complete graph over the n points. Based on the geometric properties of the EMST , this problem can be
solved in optimal O (n logn) time in the plane [11].
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of a planar set of n points has O (n) edges and can be computed in O (n logn) time [8,14]. Given DT , the EMST can be
constructed, using the Prim or Kruskal algorithms, in O (n logn) time.
The dynamic and kinetic versions of this problem have also been investigated where respectively, insertion and deletion
of points and their continuous movement are allowed. Eppstein [12] proposed an algorithm that maintains the EMST of a
set of points in the plane allowing point insertion and deletion (the dynamic version). This algorithm requires O (n
1
2 log2 n)
amortized time per update (point insertion/deletion). Chan [9] presented the ﬁrst polylogarithmic algorithm for dynamic
EMST in the plane. His method maintains the EMST in O (log10 n) expected amortized time per insertion/deletion. The ﬁrst
algorithm for considering the EMST on a set of n moving points was proposed by Fu and Lee [13]. Their algorithm requires
O (kn4 logn) preprocessing time and O (m) space where k is the maximum degree of the algebraic functions deﬁning the
points motion and m is the maximum number of the changes of the EMST during the motion. In their algorithm, the EMST
of the points at any given time can be constructed in O (n) query time. For a restricted version of the kinetic EMST in which
the distances between each pair of points are deﬁned by linear functions of time, Agarwal et al. [2] proposed an algorithm
that runs in time O (n
1
2 log
3
2 n) for each combinatorial change of the EMST . They proposed this algorithm for maintaining
the minimum spanning tree of a general graph where the edge weights are linear functions of time that supports edge
insertion and deletion as well.
While the proposed algorithms for maintaining the exact EMST was not eﬃcient, Basch et al. [6] presented an approxi-
mation algorithm for (1 + )-EMST which outputs a tree whose weight is at most (1 + ) times the weight of an optimal
EMST . In their method, a data structure of size O (
−(d−1)
2 n logd−1 n) is built in O (
−(d−1)
2 n logd−1 n) preprocessing time. The
(1 + )-EMST is maintained during the motion by processing O (−(d−1)n3) events each of which is processed in O (logd n)
time where d is the dimension of the points. Although this method does not maintain the exact EMST , it is responsive, local
and compact in terms of the kinetic data structure parameters to be described below.
The kinetic data structure framework. The kinetic data structure (KDS) framework was initially introduced by Basch et al. in
1999 [5]. In this framework, a set of certiﬁcates is deﬁned to maintain a special attribute of a set of moving objects. Validity
of these certiﬁcates implies the correctness of the target attribute. A certiﬁcate failure means that the computed value of
the attribute must be updated and the new set of certiﬁcates must be built. Therefore, it is enough to compute the failure
time of these certiﬁcates, called events, and put them in an event queue. During the motion, as soon as the time of the
next event in the queue arrives, a repair mechanism is invoked which updates the attribute value and replaces the failed
certiﬁcate(s) with new valid ones. The set of data structures and algorithms used to compute and maintain these certiﬁcates
and the update mechanism is called a KDS for that attribute. This framework has been used for solving kinetic versions of
many geometric problems.
The most important part of this framework is a set of criteria that determine the performance of a KDS, which are
deﬁned as follows:
• Responsiveness: The response time of a KDS is the time spent by the repair mechanism to process an event. If the
response time is a polylogarithmic function of the number of the moving objects, the KDS is responsive.
• Compactness: The size of a KDS is deﬁned by the space used by its data structures and certiﬁcates. A KDS is called
compact if its size is within a polylogarithmic factor of linear in the total number of the moving objects.
• Locality: The locality of a KDS is deﬁned by the maximum number of events associated with one particular object at any
ﬁxed time. A KDS is called local if this number is always a polylogarithmic function of the total number of the moving
objects.
• Eﬃciency: The eﬃciency of a KDS deals with the number of events processed during the motion. Not every event
(certiﬁcate failure) of a KDS necessarily implies a change in the attribute being maintained. Processing an event may
produce only internal changes to the data structures while the desired attribute is still valid. These events are called
internal events. An event that produces a change in the target attribute is called an external event. The eﬃciency of a
KDS is deﬁned as the ratio between the total number of the internal events and the total number of the external events
(enumerated from time t = 0 to t = ∞). A KDS is called eﬃcient if this ratio is polylogarithmic in the number of the
moving objects.
Our results. As discussed before, there is no algorithm for solving the exact EMST problem in the general kinetic setting
satisfying the KDS performance metrics. This was our motivation in considering this problem.
It is known that the edges of the EMST of a set of points P are a subset of the DT edges of P [19]. Using this fact, we
use the KDS proposed by Guibas et al. [15] for tracking changes of the DT . As soon as a DT change happens the necessary
updates are applied on the EMST . Moreover, if the ordering of the edge-lengths of two edges of the DT is changed, it may
result a change in the EMST . One can maintain the edges of the DT in a sorted list and whenever the ordering of two edges
in this list is changed, apply the required changes to the EMST . Our main contribution in this paper is to do this in such a
way that satisﬁes the performance criteria of the KDS framework.
Guibas et al. [15] presented an algorithm for maintenance of the DT on a set of n moving points. Their KDS uses linear
space and processes a nearly cubic event each in O (logn) time. In addition to one instance of this KDS, we build a set of data
structures of total size O (n) in O (n logn) preprocessing time by which a certiﬁcate failure (a swap in the ordering of the
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edge-lengths of the DT edges) is handled in O (log2 n) time. According to the KDS performance metrics, our KDS is respon-
sive, local in expectation and compact. To compute the eﬃciency of a KDS we must know the total number of the processed
events and the total number of the actual (external) events. Katoh et al. [16] proved an upper bound of O (n32α(n)) for the
number of combinatorial changes of the EMST which was then improved to O (λ2s+2(n)n2−1/(9.2
2s−3) log2/3) by Chan [10].
In our proposed KDS, we process O (n4) events and this means that our KDS is not eﬃcient in terms of KDS performance
metrics.
The rest of this paper is organized as follows: we describe the certiﬁcates and events of our KDS in Section 2; the KDS
and the event processing routines are described in Sections 3 and 4; the performance of the proposed method is analyzed
in Section 5.
2. Certiﬁcates and events
As mentioned in the introduction, our approach is based on the fact that the edges of the EMST of a set of points are
a subset of the edges of its Delaunay triangulation. On the other hand, minimum spanning tree of a graph depends on the
orderings of its edge weights. Therefore, we need to track two types of changes to correctly update and maintain the EMST
of a set of moving points:
(a) Changes in the order of each pair of consecutive edges in the sorted list (according to the edge’s length) of the Delaunay
triangulation edges of the points.
(b) Changes in the Delaunay triangulation of the points which cause an edge removal from or an edge insertion into the
set of potential edges of the EMST .
Let E(DT) and E(EMST) be respectively the set of edges of the Delaunay triangulation and the edges of the EMST of a
set of moving points P in the plane and let path(pi, p j) be the simple path between pi and p j in the EMST .
A type (a) change corresponds to a pair of edges e and e′ in E(DT) such that (for small enough value of )
• at time t −  the Euclidean length of e is smaller than that of e′ , and
• at time t +  the Euclidean length of e is greater than that of e′ .
Then, e may be replaced by e′ in E(EMST) at time t . Such a change is called an order event with parameters e, e′ and t .
It is simple to prove the following lemma about the order-events:
Lemma 1. An order-event of parameters e, e′ and t causes a change in the EMST if and only if at time t −  we have e ∈ E(EMST),
e′ /∈ E(EMST) and e ∈ path(pi, p j) where pi and p j are the end points of e′ .
We call such order-events effective order-events.
A type (b) change means that there is a pair of edges e and e′ such that (for small enough value of )
• at time t −  we have e ∈ E(DT) and e′ /∈ E(DT),
• at time t the four endpoints of e and e′ lie on a circle, and
• at time t +  we have e /∈ E(DT) and e′ ∈ E(DT).
Then, e′ may appear in E(EMST) at some time t′ > t . Such a change is called a DT-event with parameters e, e′ and t . If
we add the points of a suﬃciently large bounding box of the points to the set of input points, the convex hull of the points
is always this box and DT-events do not affect it. Having this bounding box, we prove that a DT-event does not directly
affect the EMST .
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at times t −  (resp. t + ).
Proof. We prove this lemma by showing that exactly at time t and before removing e from the Delaunay triangulation
e cannot belong to E(EMST) and exactly at time t and after adding e′ to the Delaunay triangulation e′ cannot belong to
E(EMST). Any DT-event has a conﬁguration shown in Fig. 1 where four points lie on a circle. In this ﬁgure e = p2p4 and
e′ = p1p3. Assume that p1 is the point on the opposite side of e relative to the center of this circle (if e is a diameter of
this circle then there is no distinction between the points p1 and p3 in this proof). Then, |p1p2| < |e| and |p1p4| < |e|. We
prove by contradiction that e /∈ E(EMST) at time t −  . If e ∈ E(EMST), at most one of the edges p1p2 and p1p4 can be a
member of E(EMST). Without loss of generality, assume that p1p2 /∈ E(EMST). Then, either e ∈ path(p1, p2) from which we
can obtain a smaller EMST by using p1p2 instead of e, or e /∈ path(p1, p2)—all edges in path(p1, p2) are EMST edges and
e ∈ E(EMST)—which means that p1p4 /∈ E(EMST) and e ∈ path(p1, p4) and therefore, we can obtain a smaller EMST by using
p1p4 instead of e. In both cases we have the contradiction that e /∈ E(EMST) at time t −  . A symmetric argument shows
that e′ does not exist in the EMST at time t +  . 
According to Lemmas 1 and 2, the actual set of certiﬁcates that may affect our goal attribute (the EMST) is the set of
O (n) certiﬁcates that deﬁnes the order of the weights of E(DT):
Theorem 1. The EMST of a set of moving points changes if and only if an effective order-event happens.
Using this theorem, we can maintain the sorted list of the edges of the Delaunay triangulation and whenever the ordering
of a pair of consecutive edges is changed we must check to see whether it deﬁnes an effective order-event. If so, the required
changes are applied to the EMST . Doing this naively, each event can be processed in O (n) time which is not responsive in
terms of the KDS metrics.
In the next sections, we describe how these certiﬁcates are handled to have a responsive, local, and compact KDS for the
EMST during the motion.
However, we need to track and process DT-events to have the correct value of E(DT) that is necessary to have the correct
set of the order-event certiﬁcates. We employ the method proposed by Guibas et al. [15] to detect the DT-events. In this
method, after preprocessing requiring O (n logn) time and O (n) space, the Voronoi diagram of a set of moving points can
be maintained and any event is processed in O (logn) time. In this method, the total number of processed events from t = 0
to t = ∞ is O (n2λs(n)) where λs(n) is the maximum length of a Davenport–Schinzel sequence of length n and order s.
Thereby, s = 4q where q is the maximum degree of the polynomial curves deﬁning the points motion.
3. Building the kinetic data structure
Besides the data structures and algorithms proposed by Guibas et al. [15] which triggers the DT-events, our KDS contains
three parts:
• The DT edges and certiﬁcates: We store E(DT), according to their Euclidean lengths, in a balanced binary search tree
(T (DT)) and for each pair of consecutive nodes of this tree we compute the closest time at which the order of these
nodes is changed. These times are put in a priority queue Q (DT). The root of Q (DT) contains the closest time at which
the order of the lengths of two edges of E(DT) is changed. Moreover, we make links between the Delaunay triangulation
edges and their length entries in T (DT) and Q (DT) for removal purposes.
• The EMST planar structure: Assume that SD is the subdivision produced from the overlay of the convex hull of the points
(which is the added bounding box) and their EMST . This part of our KDS is a variation of the DCEL data structure [7]
that maintains the status of SD and has three structures for vertices, edges and faces which are respectively denoted
by V , E and F . For each point pi ∈ P , there is an entry V(pi) pointing to the root of a search tree in which the edges
of SD that are adjacent to pi are sorted according to their radial order around pi . For each edge ei in SD there is an
entry in E pointing to the two directed half-edges of ei in its both sides. The direction of these half-edges are such that
their adjacent faces lie to their left. Moreover, each half-edge have a pointer to its occurrence in F to be deﬁned as
follows. For each face f i of SD there is an entry F( f i) that points to the root of a search tree in which the half-edges of
the boundary of f i are sorted according to their order on this boundary. To be precise, each F( f i) is a balanced binary
search tree that supports merge and split operations eﬃciently as well as search, insert and delete in O (logn) time [21].
We denote these trees by MS-BBST. For each face f i the maximum ordering value is assigned to the half-edge which
does not belong to the EMST (these half-edges belong to the convex hull). This convention makes our next discussions
easier. Fig. 2 sketches a typical conﬁguration of these structures.
• The relation between E(DT) and E(EMST): The last part of our KDS exhibits relations between edges of the current
EMST and its future potential edges which are those edges of DT that do not belong to the current EMST . In other
words, during the motion some edges of E(DT)−E(EMST) may be inserted into the EMST . We describe next, how these
updates are handled by our KDS. For each edge pi p j ∈ E(DT)−E(EMST) there is a simple path path(pi, p j) in the EMST
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Fig. 3. cut(p4p5) = {p4p7, p4p5, p3p5, p2p5, p2p6, p1p6, p1p7} and cut(p5p6) = {p5p6, p2p6, p1p6, p7p6}.
that connects pi and p j . Assume that ps pt has the maximum Euclidean length among edges of path(pi, p j). Then,
|pi p j | > |ps pt | and if |pi p j | gets to decrease while the points are moving it will be added to the EMST just after the
moment that its length reaches |ps pt | (we assume that ps pt has still the maximum Euclidean length among edges of
path(pi, p j)). For such situations we say that pi p j is a potential candidate for ps pt . In other words, it is possible to have
an effective order-event of parameters ps pt , pi p j and t for any potential candidate edge pi p j of ps pt . In this part of
our KDS, we store the set of all potential candidates of each edge ps pt ∈ E(EMST) and ps pt itself in a MS-BBST. In the
MS-BBST of an edge ps pt denoted by PK(ps pt), the ordering of the nodes is according to their distance from the edge
ps pt to be deﬁned later (step 3 of the procedure of ﬁnding PK edges to be described next in this section).
Now, we describe how these data structures are initially constructed and analyze their complexities.
Lemma 3. For a set of n points, their T (DT) and Q (DT) can be constructed in O (n logn) time and the size of these structures is O (n).
Proof. We can compute the Delaunay triangulation in O (n logn) time. We know that |E(DT)| = O (n). Then, the lengths of
these edges are computed in O (n) time and they are inserted in a balanced binary search tree T (DT) in O (n logn) time.
Finally, for each consecutive pair of nodes in T (DT) we compute the time at which this ordering changes and put this event
time into a priority queue Q (DT). The size of this queue is also O (n) and can be constructed in O (n logn) time. 
Lemma 4. For a set of n points, the data structures V , E and F can be constructed in O (n logn) time and their total size is O (n).
Proof. After computing the Delaunay triangulation, the EMST and the convex hull of the points, the overlay SD can be
constructed in O (n) time and the subdivision can be obtained as a standard DCEL data structure [7]. Having this DCEL,
the V , E and F data structures is constructed by a linear trace on this DCEL in O (n logn) time. The size of the subdivision
SD is O (n) which implies that the total size of these three data structures is also O (n). 
Before analyzing the PK structures we need to know more about them. Assume that ps pt ∈ E(EMST). Removing this edge
from the EMST will break this graph into two connected components C1(P1, E1) and C2(P2, E2). Only those edges pi p j of
E(DT) for which pi ∈ P1 and p j ∈ P2 can be used to reconnect C1 and C2 and obtain a spanning tree (not necessarily
minimum). Let denote this set of edges by cut(ps pt). Fig. 3 shows such cuts for edges p4p5 and p5p6. It is simple to argue
that each edge of PK(ps pt) exists in cut(ps pt), but the reverse is not necessarily true. For all edges ps pt ∈ path(pi, p j), pi p j
exists in cut(ps pt) but pi p j belongs only to PK(ps pt) where ps pt has the maximum length among the edges of the path
path(pi, p j).
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1. For each face fk of the SD subdivision we build a dual directed tree D( fk) as follows. Each triangle of DT that is inside
the face fk corresponds to a node in D( fk) and two nodes of D( fk) are connected by an edge if their corresponding
triangles have an edge in common. The face fk has exactly one boundary edge which is not in E(EMST) and is an edge
of the convex hull of the points. We add one extra node to D( fk) as its root that is connected to the node corresponding
to the triangle that is adjacent to this convex hull edge (see Fig. 4). The direction of the edges of D( fk) is set to be
from parent to child.
2. We assign a left label l(−−−→pi p j) and a right label r(−−−→pi p j) to each directed edge −−−→pi p j ∈ D( fk) as follows (in the following
items max(a,b) denotes the edge of maximum length among edges a and b):
2.1. If p j is a leaf node, two edges of its dual triangle lie on the EMST . Let pmpl and pmpr be these edges which pl lies
on the left of the directed chain −−−−−−→pi p j pm and pr lies on the right of this chain. We set l(−−−→pi p j) and r(−−−→pi p j) to be
pmpl and pmpr , respectively.
2.2. If p j has only one child pk , one of the edges of its dual triangle lies on the EMST . Let e be this edge. If e lies on the
left side of the chain −−−−−→pi p j pk , we set l(−−−→pi p j) and r(−−−→pi p j) to be max(l(−−−→p j pk), e) and r(−−−→p j pk), respectively. Similarly,
if e lies on the right side of the chain −−−−−→pi p j pk , we set l(−−−→pi p j) and r(−−−→pi p j) to be l(−−−→p j pk) and max(r(−−−→p j pk), e),
respectively.
2.3. Otherwise, p j has two children. Assume that pl is the left child (according to the direction of
−−−→pi p j) and pr is the
right one. If r(−−−→p j pl) = l(−−−→p j pr), we set l(−−−→pi p j) and r(−−−→pi p j) to be max(l(−−−→p j pl), l(−−−→p j pr)) and max(r(−−−→p j pl), r(−−−→p j pr)),
respectively. Otherwise, assume that e = r(−−−→p j pl) = l(−−−→p j pr) and pm and ps are the dual nodes of the triangles
adjacent to e and e lies to the left of a chain −−−−−−−−−→pm′ pmpm′′ and lies to the right of a chain −−−−−−−→ps′ ps ps′′ of D( fk). If
l(−−−−−→pmpm′′ ) = r(−−−−→ps ps′′ ), we use this value (l(−−−−−→pmpm′′ )) as the new value of e and ﬁnd the nodes pm and ps correspond-
ing to this value of e as deﬁned before. This is done until we obtain different values for l(−−−−−→pmpm′′ ) and r(−−−−→ps ps′′ ).
Then, we set l(−−−→pi p j) and r(−−−→pi p j) to be max(l(−−−→p j pl), l(−−−−−→pmpm′′ )) and max(r(−−−→p j pr), r(−−−−→ps ps′′ )), respectively. If pm is a
leaf node in D( fk), its dual triangle must have another edge in the EMST which is used instead of l(
−−−−−→pmpm′′ ) to
obtain l(−−−→pi p j). Similarly, if ps is a leaf node in D( fk), its dual triangle must have another edge in the EMST which
is used instead of r(−−−−→ps ps′′ ) to obtain r(−−−→pi p j).
For example, assuming that in Fig. 4 we have |p5p7| < |p4p5| < |p5p6| and |p2p3| < |p3p4| < |p1p2|. Then,
l(
−→
ba) = p4p5, r(−→ba) = p3p4;
l(
−→
cb) = p4p5, r(−→cb) = p3p4;
l(−→ec) = p5p6, r(−→ec) = p3p4;
l(
−→
f e) = p5p6, r(−→f e) = p1p2;
l(
−→
f h) = p5p7, r(−→f h) = p5p6;
l(
−→
g f ) = p4p5, r(−→g f ) = p1p2;
3. An edge e ∈ E(DT), which is not in E(EMST), is added to PK(e′) where e′ = max(l(−−−→pi p j), r(−−−→pi p j)) and −−−→pi p j is the dual
edge of e in a D( fk) tree. The distance of this entry in PK(e′) is set to be the height of the subtree of D( fk) with
root p j . There are two faces adjacent to e′ in its left and right sides. Therefore, we may have two edges in PK(e′) with
the same distance one for each side of e′. In order to obtain a well-deﬁned ordering and distinct values of distances,
we set the sign of distances of all edges of PK(e′) that come from one side of e′ to be positive and the other ones to be
negative.
4. For each edge e′ ∈ E(EMST), it will be added to PK(e′) with zero as its distance value.
We employed three simple observations inside the above steps which we ignore their proves.
1. D( fk) is a tree.
2. Each internal node of D( fk) has at most two children.
3. Exactly one of the boundary edges of each face fk belongs to the convex hull of the points.
Lemma 5. The above procedure correctly computes the edges of PK(e) of all edges e ∈ E(EMST).
Proof. According to our deﬁnition, an edge pi p j ∈ E(DT) − E(EMST) is added to PK(ps pt) if and only if ps pt exists in
path(pi, p j) and has the maximum length among edges of path(pi, p j).
Assume that after running the above procedure pi p j has been added to PK(ps pt). This implies that pi p j ∈ cut(ps pt) and
therefore, ps pt is a member of path(pi, p j). On the other hand, for each edge ps′ pt′ ∈ path(pi, p j) there is a path in D( fk)
along which the ps′ pt′ label can reach to either the left or the right label of the edge p′i p
′
j where fk is the face containing
edge pi p j and p′p′ is the dual edge of pi p j in D( fk). The only exception to this claim is due to the 2.3. step of the buildingi j
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procedure in which the labels l(−−−→p j pr) and r(−−−→p j pl) are omitted if they are equal. It is simple to prove that such labels do
not belong to path(pi, p j). For example, the label p5p6 cannot reach to the edge
−→
g f in Fig. 4 even if it has the maximum
length among all edges of the EMST and it is apparent that p5p6 /∈ path(p7, p1). Therefore, if ps pt is the left or right label
of the edge p′i p
′
j with the maximum length, |ps pt | must have the maximum among all edges of path(pi, p j) which proves
the only if part.
To prove the if part, assume that ps pt exists in path(pi, p j) and has the maximum length among edges of path(pi, p j)
where pi p j ∈ E(DT) − E(EMST). Trivially, pi p j ∈ cut(ps, pt) and lies inside the face fk where ps pt lies on its boundary. On
the other hand, any edge ps′ pt′ ∈ E(EMST) that can be the label of the dual edge p′i p′j of pi p j in D( fk) lies on the path
path(pi, p j). These implies that the label of the edge p′i p
′
j must be equal to ps pt which means that pi p j must be added to
PK(ps pt). 
Lemma 6. For a set of n points, the PK structures of all edges of the EMST can be constructed in O (n logn) time and their total size is
O (n).
Proof. The DCEL structure of the DT , EMST and SD of the points can be constructed in O (n logn) time. Having this DCEL,
the ﬁrst step can be done in O (n) time and the second step can also be done in O (n) time. Finally, the last steps insert
O (n) items into their corresponding MS-BBST in total O (n logn) time. The number of PK structures is O (n) but their total
size is still O (n). 
Summarizing the above discussions, we have the following theorem about the complexity of our KDS.
Theorem 2. The proposed KDS can be constructed in O (n logn) time and requires O (n) space.
4. Event handling
In this section we describe how the events are processed to correctly maintain the EMST as well as update our KDS
during the motion.
4.1. Processing DT-events
According to Lemma 2, when a DT-event with parameters pi p j , pkpl and t happens it does not have a direct effect on
the EMST and, therefore, it is enough to update our KDS with respect to this event.
First, we update the PK data structures. These data structures are affected because the edge pi p j must be removed from
the DT and pkpl must be inserted instead. pi p j belongs to PK(e) for some e ∈ E(EMST) and because we have a pointer from
pi p j to its position in PK(e) it can be removed in O (logn) time. Now, we should ﬁnd the edge e′ such that the new edge
pkpl must be inserted in PK(e′). We determine the edge e′ by checking the status of the four edges pi pk , pi pl , p j pk and
p j pl .
Assume that pi pk ∈ PK(e1), pi pl ∈ PK(e2), p j pk ∈ PK(e3) and p j pl ∈ PK(e4). It is simple to prove that it is impossible
to have four distinct values for e1, e2, e3 and e4. So assume that two of these four edges are the same. Without loss of
generality, assume that e1 is equal to one of the other edges. We continue with two cases where either e1 = e2 or e1 = e4.
The other case (e1 = e3) is the same as the case of e1 = e2.
For the ﬁrst case where e1 = e2, the edge pkpl must be added to the PK data structure of one the edges e3 or e4 that
has greater Euclidean length. Assuming that |e3| > |e4|, pkpl is added to PK(e3) and its position (ordering) is just before
(resp. after) the position of the edge p j pk if e3 lies before (resp. after) p j pk in the ordering of PK(e3).
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Doing the above updates, we obtain the correct values of PK for the time t +  just after the event.
The second part of our KDS, the V , E and F data structures only depend on the subdivision SD. This subdivision is the
overlay of the EMST and the convex hull of the points. DT-events does not change the EMST . Hence, a DT-event changes
these data structures if it affects the convex hull of the points. According to our bounding box assumption which deﬁnes
the convex hull, the DT-events do not affect the V , E and F data structures.
Finally, on processing a DT-event of parameters pi p j , pkpl and t , the T (DT) and Q (DT) data structures are updated as
follows. The edge pi p j is removed from T (DT) and its associated certiﬁcates (at most two certiﬁcates for its previous and
next edges in T (DT)) are removed from Q (DT). Then, the new DT edge, pkpl is inserted into T (DT) and the new certiﬁcates
(at most two) associated to this edge are determined and inserted into Q (DT).
4.2. Processing order events
For an order event of parameters pi p j , pkpl and t we should apply the necessary changes to the EMST as well as to our
KDS. These changes are applied as follows.
We ﬁrst update the order of the edges pi p j and pkpl in T (DT) by swapping their positions in T (DT). Then, the previous
certiﬁcates of these edges that are no longer valid are removed from Q (DT) and the new certiﬁcates, according to the new
adjacent edges of pi p j and pkpl in T (DT), are computed and inserted into Q (DT).
An order event changes the V , E and F data structures if it results a change in the EMST . Otherwise, these data
structures are not affected due to an order event.
In order to identify the effect of an order event with parameters pi p j , pkpl and t we distinguish between four different
cases:
(a) pi p j /∈ E(EMST) and pkpl /∈ E(EMST).
(b) pi p j ∈ E(EMST) and pkpl ∈ E(EMST).
(c) pi p j /∈ E(EMST) and pkpl ∈ E(EMST).
(d) pi p j ∈ E(EMST) and pkpl /∈ E(EMST).
In cases (a) and (c) none of the PK , V , E and F data structure is changed. Therefore, the EMST is not changed in these
cases.
In case (b) the order event does not change the EMST of the points and therefore, it does not change the V , E and F
data structures. However, it should be checked to see whether there is an edge e in both PK(pi p j) and cut(pkpl). If there
are such edges, they must be removed from PK(pi p j) and added to PK(pkpl). Trivially, if pi p j and pkpl do not lie on the
boundary of a single face of SD, there is no edge e in both PK(pi p j) and cut(pkpl).
Therefore, we ﬁrst check this condition using the E and F data structures: Each edge has two half-edges in E and each
half-edge points to its corresponding half-edge in F( f s) for some face f s of SD. If we obtain the same face for a half-edge
of pi p j and a half-edge of pkpl , a subset  of edges of PK(pi p j) must be removed and these edges must be inserted into
PK(pkpl). The subset  has the following properties:
• The subset  is a connected part of the sorted list of edges in PK(pi p j) i.e. if e1 ∈  has the minimum distance and
e2 ∈  has the maximum distance among edges of , there is no edge e′ ∈ PK(pi p j) −  that its distance is between
the distances of e1 and e2.
• For each ps pt ∈ , pl pk ∈ f where f is the face of SD that contains the edge ps pt . Moreover, f is adjacent to only one
of the half-edges of pkpl .
Using the above properties, we can ﬁnd the two extreme edges of  by navigating along two paths from the root of
PK(pi p j) to two leaves. At any node of these paths we check the second property using the F( f ) data structure to deter-
mine the direction of the next step downward.
After ﬁnding , it will be removed from PK(pi p j) and inserted into its appropriate position in PK(pkpl). Assume that
this appropriate position is between the edges ps pt and ps′ pt′ of PK(pkpl). We have the following property about these
edges:
• For each edge pmpn ∈ , we have path f (ps, pt) ⊂ path(pm, pn) and path f (pm, pn) ⊂ path(ps′ , pt′ ) where path f (pi, p j)
is the path between pi and p j on the boundary of f that uses only the half-edges of the edges of the EMST .
Using this property, we can ﬁnd the position of  in PK(pkpl) by navigating a path from the root of PK(pkpl) to a leaf.
It is notable that in some cases there is no edge ps pt or ps′ pt′ in PK(pkpl) and  must be added to the start or the end of
PK(pkpl).
In case (d) if pkpl /∈ PK(pi p j), none of the PK , V , E and F data structures and the EMST is changed. Otherwise, by
adding pkpl to the EMST and removing pi p j we obtain an EMST of smaller weight. Therefore, in such conditions the EMST
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and some parts of our KDS must be updated. To do this pkpl is added to the EMST and pi p j is removed from it. Whereas
pi p j no longer exists in the EMST and pkpl is a new edge of the EMST , PK(pi p j) is no longer required and we must build
the PK(pkpl) data structure. It is interesting to note that just after the event PK(pkpl) is equal to PK(pi p j) just before the
event and we can use the existing PK(pi p j) as the value of the required PK(pkpl). Moreover, pi p j is removed from E , V(pi)
and V(p j). Finally, F( f s) and F( ft) are updated accordingly where f s and ft are the two faces adjacent to pi p j . As shown
in Fig. 5, a set of half-edges of the boundary of f s is removed from F( f s) and this set is inserted into F( ft). Precisely,
the half-edge −−−→pi p j is removed from F( ft), the sequence of half-edges from pi to pk are removed from F( f s) and are
inserted into F( ft) just after the point pi , the half-edge −−−→pkpl is inserted into F( ft) just after the point pk , the sequence of
half-edges from pl to p j are removed from F( f s) and are inserted into F( ft) just after the point pl , the half-edge −−−→p j pi is
removed from F( f s), and the half-edge −−−→pl pk is inserted into F( f s) just after the point pl .
Except for the case (b) in processing an order-event, other processes required for a DT-event and an order-event includes
a constant number of logarithmic operations (search, insert, delete, merge, split) on data structures of linear size. The case
(b) of processing an order event can be done in O (log2 n) time using the PK and F MS-BBST data structures. Therefore,
Theorem 3. Each DT-event and order event can be handled in respectively O (logn) and O (log2 n) time.
5. Performance analysis of the KDS
In this section, we analyze the performance of the proposed KDS according to the KDS performance criteria.
Theorem 4. The proposed KDS for a set of n moving points has the following properties:
• It processes O (n4) events.
• Each event can be handled in O (log2 n) time.
• Each point participates in O (1) (in average) number of certiﬁcates.
• It uses O (n) space and requires O (n logn) preprocessing time.
Therefore, the proposed KDS is responsive, compact and local (in average).
Proof. Assume that x and y coordinates of moving points are deﬁned by algebraic functions of maximum degree s. There
are O (n2) items (lengths of edges) that can appear in T (DT). Although at any ﬁxed time only O (n) items exist in T (DT),
to obtain an upper bound we assume that all these items exist in T (DT). The total number of swaps in this sorted list is
O (n4) which dominates the number of the DT-events (the number of the Delaunay triangulation events is O (n2λs(n))). This
O (n4) bound is a consequence of our assumption about the motion of the points: x and y coordinates of the points change
according to some algebraic functions of constant maximum degree which means that s is constant. However, we do not
know how much this upper bound is tight.
The second property is concluded from Theorem 3. the Delaunay triangulation is a planar graph which means that the
average number of edges of its points is constant. This concludes the third property. The last property is concluded from
Theorem 2. 
Eﬃciency is somehow the main KDS performance evaluation metric. As discussed in Section 1, this metric depends on the
upper bound of the number of the internal events and the lower bound of the number of the external events. We proved
an upper bound of O (n4) for the number of internal events in Theorem 4. But, the number of external events is smaller (as
discussed in Section 1) which means that this KDS is not eﬃcient.
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In this paper, we maintained the EMST on a set of moving points in the plane. We proposed a KDS for the EMST that
can be used to track the combinatorial changes of the EMST . Our KDS is responsive, local and compact in terms of the KDS
framework performance metrics.
Proving the tight bounds of the number of the changes of the EMST is the immediate open problem in continuing this
research. Extending to higher dimensions is another research direction for future studies.
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