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Resumo – O objetivo deste trabalho foi propor modelos que considerem estrutura irregular dos dados e avaliá‑los 
em relação a modelos utilizados com tempos regulares. Foram considerados os modelos de crescimento 
Gompertz, Logístico e Von Bertalanffy com estruturas regular e irregular para os erros. A metodologia foi 
exemplificada com o uso de dados reais e simulados. Foram utilizados 16 pesos médios de 160 animais da 
raça Hereford, com pesagens do nascimento até aproximadamente 2 anos de idade. Para cada modelo, os 
parâmetros do melhor ajuste foram utilizados para simulação. O ajuste dos modelos melhora quando a estrutura 
original dos dados é levada em consideração, com redução na soma de quadrados dos resíduos e no valor do 
critério de Akaike.
Termos para indexação: autocorrelação, ganho de peso, Hereford, modelos não lineares.
Animal growth models for irregular times
Abstract – The objective of this work was to propose models that consider an irregular data structure and to 
evaluate them in relation to models used for regular times. The Gompertz, Logistic, and Von Bertalanffy growth 
models, with regular and irregular structures for the errors, were considered. The methodology was exemplified 
using real and simulated data. Sixteen average weights of 160 animals of the Hereford breed were used, with 
weighing performed from birth up to approximately 2 years of age. For each model, the parameters of the 
best adjustment were used for the simulation. The model adjustments improve when the original structure of 
the data is considered, reducing the sum of the squares of the residues and reducing the value of the Akaike 
criterion.
Index terms: autocorrelation, weight gain, Hereford, nonlinear models.
Introdução
A busca pelo conhecimento do padrão de 
crescimento animal, seja ele populacional ou 
individual, tem motivado a proposição de diversos 
modelos matemáticos. Do ponto de vista prático, esse 
conhecimento permite que sejam adotadas estratégias 
para potencializar ou amenizar determinadas 
características do objeto de estudo. Geralmente, os 
modelos matemáticos utilizados em trabalhos sobre 
crescimento animal consistem de funções não lineares, 
com número pequeno de parâmetros.
Diversos trabalhos utilizaram modelos não lineares 
(Mazzini et al., 2005; Costa et al., 2009; Gomiero 
et al., 2009; McManus et al., 2010; Souza et al., 2010; 
Gonçalves et al., 2011; Mazucheli et al., 2011; Silva 
et al., 2011; Mansano et al., 2012) para a modelagem 
do crescimento animal, e de plantas e de frutos (Pires 
& Calegario, 2007; Maia et al., 2009; Franco et al., 
2010; Prado et al., 2013; Fernandes et al., 2014).
Como o processo de modelagem é inevitavelmente 
acompanhado de erros, a intenção é que eles sejam 
mínimos. Dessa forma, a maneira como os erros são 
tratados no processo é fundamentalmente importante. 
As estruturas normalmente utilizadas para os resíduos 
são de heterocedasticidade ou homocedasticidade, com 
erros independentes ou autorregressivos. Conjuntos de 
dados, no entanto, consistem de observações ordenadas 
no tempo, o que os torna autocorrelacionados. Box & 
Jenkins (1976) propuseram uma metodologia para 
modelar essa correlação, a dos modelos da família 
ARIMA (modelos autorregressivos integrados de 
médias móveis). A ideia é descrever a observação em 
um determinado tempo como a combinação linear de 
valores passados da série e, também, de erros passados. 
Contudo, essa metodologia somente é apropriada para 
séries temporais estacionárias (Morettin & Toloi, 
2006).
Em grande parte dos experimentos, porém, a 
coleta de dados não é feita de forma regular; ou seja, 
as observações são feitas em intervalos de tempo 
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diferentes. Na maioria desses casos, a série irregular é 
transformada em regular por meio de algum processo 
de imputação (Erdogan et al., 2005; Eckner, 2012, 
2013). Esse procedimento, entretanto, pode prejudicar 
a qualidade do ajuste dos modelos aos dados, uma 
vez que fere a pressuposição da maioria das técnicas 
utilizadas, que consideram dados regularmente 
coletados.
O objetivo deste trabalho foi propor modelos que 
considerem estrutura irregular dos dados e avaliá‑los 
em relação a modelos utilizados com tempos regulares.
Material e Métodos
Utilizou-se como base teórica a ideia proposta por 
Erdogan et al. (2005), que propõe um modelo para 
analisar séries irregulares. Foram considerados dados 
reais e simulados. Os dados reais consistiram de 
informações relativas ao peso corporal de animais – 
machos não castrados – da raça Hereford, obtidos no 
trabalho de Emiliano (2013). Os pesos médios de 160 
animais, em 16 pesagens, estão descritos na Tabela 1.
Os dados da Tabela 1 constituem uma série temporal 
Yt = Tt + et, em que Tt é a componente de tendência, 
e et é a componente aleatória, estacionária, com 
média zero e variância constante, et  φ σ0 2, .  Assim, 
a componente de tendência foi representada pelos 
modelos Logístico, Gompertz e Von Bertalanffy, 
com as seguintes expressões, respectivamente: 
T Te ei
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em que o parâmetro β1 representa o peso adulto máximo 
ou assintótico do animal, e o parâmetro β3 representa 
a taxa de maturidade ou a velocidade do crescimento. 
De modo geral, não há uma interpretação prática para 
β2 (Silveira et al., 2010).
Inicialmente, os modelos Logístico, Gompertz e 
Von Bertalanffy foram ajustados aos dados por meio 
da função GNLS do programa R (R Development 
Core Team, Viena, Austria). Esse procedimento foi 
utilizado para a obtenção dos parâmetros dos modelos, 
que representam a componente de tendência da série 
temporal (

T ). Por se tratar de uma função que utiliza 
métodos iterativos, foi necessário o uso de valores 
iniciais para sua implementação. Esses valores iniciais 
são comumente chamados de “chutes iniciais”. 
No presente trabalho, foi utilizado um máximo de mil e 
novecentos valores iniciais, em cada ajuste, para se tentar 
a convergência do método. Para verificar a qualidade 
do ajuste, foram obtidos os resíduos et, e Y Tt t t= −

,  
além de consideradas as diferentes estruturas para 
os resíduos, ou seja, as estruturas regular e irregular. 
Os resíduos foram tratados como autorregressivos de 
primeira ordem, [AR(1)], em ambos os casos. Para o 
caso regular, o parâmetro autorregressivo foi estimado 
conjuntamente com os outros parâmetros. Em cada 
caso, os erros tiveram as seguintes expressões:
e e a e e a comt t t t t t i
i
i
i= + = + =− −ϕ λ δ
δ
1 1, , min( )
,   
∆
∆
em que j é o parâmetro autorregressivo para o caso 
regular; λ é o parâmetro autorregressivo para o caso 
irregular; δi é uma transformação linear das distâncias 
reais entre duas observações consecutivas (Δi); e min(Δi) 
refere‑se à menor distância entre duas observações 
consecutivas. Essa parametrização foi utilizada para 
otimizar os cálculos computacionais que, no modelo 
original de Erdogan et al. (2005), seriam de difícil 
realização por causa da incapacidade computacional. 
Essa proposta reduz o espaço paramétrico do j, que 
é de (-1,1) para o intervalo 0< λ<1. A minimização da 
soma de quadrados dos resíduos foi obtida por meio 
da construção de um gride para o espaço paramétrico, 
numa escala de 0,001, tendo-se obtido o conjunto 
Tabela 1. Valores médios dos pesos observados em diferentes 
idades, em 160 animais da raça Hereford, de acordo com 
Emiliano (2013).
Idade (dias) Peso (kg)
0 35,00
168 189,97
214 213,76
243 243,64
275 281,12
311 324,39
344 363,90
377 404,22
414 443,92
472 489,51
508 518,54
542 541,34
594 559,21
624 583,81
660 611,76
692 639,24
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{0,001; 0,002; ...; 0,999} como espaço paramétrico. 
Com o apoio computacional, percorreu-se este gride 
em busca do valor que minimiza a soma de quadrados, 
para estimar o do parâmetro λ. Este procedimento foi 
realizado inicialmente com dados reais de crescimento 
animal, obtidos em Mazzini et al. (2005) e Emiliano 
(2013).
Há vários métodos para se medir ou avaliar a qualidade 
de ajuste de um modelo. No presente trabalho, foram 
utilizados o critério de informação de Akaike (AIC) e 
a soma de quadrados dos resíduos (SQR), dados por:
AIC QME p n SQR y yi i
i
n
= + + = −
=
∑ln( ) ( ) , ( ) ,2 1 2
1
 
em que QME é o quadrado médio dos resíduos; p é o 
número de parâmetros do modelo; n é o tamanho da 
amostra; yi é o valor observado; e 
yi  é o valor ajustado.
Para os dados simulados, foram utilizados os 
valores paramétricos obtidos do ajuste dos modelos 
de crescimento com os dados reais. As estimativas 
dos parâmetros do modelo mais bem ajustado foram 
utilizadas na simulação de dados, para cada um dos 
modelos. Para cada um deles, foram simulados pesos de 
animais do 1º ao 730º dia após o nascimento (n=730). 
Em cada simulação, os erros foram gerados como 
autorregressivos de primeira ordem. O respectivo 
modelo foi ajustado a cada simulação; por exemplo: 
para a simulação feita com o modelo Logístico, a 
curva logística foi ajustada, com a consideração das 
diferentes estruturas de erros (regular e irregular). 
Em seguida, amostras aleatórias de tamanho 100 foram 
retiradas, sucessivamente, das simulações, e o modelo 
foi reajustado para as observações restantes. A cada 
retirada de uma amostra, os modelos foram novamente 
ajustados e comparados. Portanto, foram feitos ajustes 
com diferentes tamanhos amostrais, n=730, 630, 530, 
430, 330, 230, 130 e 30, para verificar a eficiência do 
método considerado no presente trabalho.
Resultados e Discussão
Os valores estimados dos parâmetros dos modelos 
Gompertz, Logístico e Von Bertalanffy, bem como o 
valor de AIC em cada caso, obtidos com o ajuste aos 
dados reais que minimizaram as somas de quadrados 
dos resíduos, quando consideradas as estruturas regular 
e irregular destes, estão descritos na Tabela 2.
Ao se considerar a estrutura irregular dos resíduos, o 
ajuste dos modelos melhorou; no caso do modelo Von 
Bertalanffy, a soma de quadrados de resíduos chegou 
a diminuir 18,5%. As estimativas dos parâmetros 
autorregressivos também mudaram, quando essa 
estrutura foi considerada; no caso do modelo Logístico, 
a estimativa chegou a mudar de sinal (Tabela 2). 
Em todos os ajustes, o valor de AIC foi menor para 
os modelos com erros irregulares, tendo seguido a 
mesma tendência das somas de quadrados e indicado 
que há melhoria no ajuste quando essa estrutura 
é considerada. Para cada um dos modelos, foram 
gerados 100 conjuntos de dados de crescimento com 
as estimativas obtidas para os parâmetros dos modelos 
que melhor se ajustaram aos dados.
Os valores médios dos parâmetros para os dados 
simulados estão apresentados nas Tabelas 3, 4 e 5. 
Os diferentes tamanhos amostrais nessas tabelas 
representam o grau de irregularidade presente 
em situações reais ou a maior disponibilidade de 
informação sobre o evento estudado. Verificou-se que 
as estimativas dos parâmetros foram mais precisas à 
medida que mais informação sobre o fenômeno estava 
disponível. Erdogan et al. (2005) também relataram 
decréscimo na precisão da estimativa do parâmetro 
conforme a amostra de dados diminuía. As estimativas 
médias dos parâmetros aproximaram-se bem das 
estimativas reais, o que também foi observado por 
Tabela 2. Valores estimados dos parâmetros e do critério 
de informação de Akaike (AIC) obtidos com o ajuste dos 
modelos aos dados reais, ao se considerar as estruturas regular 
e irregular dos dados, e as somas de quadrados dos resíduos 
em ambos os casos, para os diferentes modelos avaliados.
Parâmetro(1) Logístico Gompertz Von Bertalanffy
Regular Irregular Regular Irregular Regular Irregular
β1 660,786 660,854 746,165 745,448 827,891 819,245
β2 9,2077 9,2703 1,0686 1,0691 0,6615 0,6681
β3 0,0070 0,0070 0,0041 0,0041 0,0030 0,0030
φ -0,1446 ‑ 0,1428 ‑ 0,4179 ‑
SQR 2.339 ‑ 1.194 ‑ 1.322 ‑
λ ‑ 0,4477 ‑ 0,3632 ‑ 0,4695
SQIR ‑ 2.156 ‑ 1.090 ‑ 1.076
Valores de AIC
E. regulares 5,8956 5,2257 5,3276
E. irregulares 5,8163 5,1348 5,1215
(1)j, parâmetro autorregressivo para o caso regular; SQR, soma de mínimos 
quadrados dos resíduos para a estrutura regular; SQIR, soma de mínimos 
quadrados para a estrutura irregular; l, parâmetro autorregressivo para o 
caso irregular; e E., erros. 
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Erdogan et al. (2005). A maior diferença foi notada 
na estimativa média do parâmetro autorregressivo, 
quando a estrutura irregular foi considerada. À medida 
que as amostras são retiradas, as estimativas desse 
parâmetro distanciam-se da estimativa real; mas, em 
todos os casos, sua estimativa média é mais próxima 
da estimativa real do que quando a irregularidade nos 
dados não é considerada. 
Tabela 3. Valores médios estimados para os parâmetros do modelo Logístico, para os dados simulados(1).
n Estrutura regular  j Estrutura irregular λ
β1 β2 β3 β1 β2 β3
30 660,695 9,3066 7,03389E-03 -0,0791 660,657 9,3078 7,03482E-03 0,3191
130 660,943 9,2805 7,01980E-03 0,0957 660,932 9,2808 7,02003E-03 0,3923
230 660,875 9,2838 7,02365E-03 0,1905 660,871 9,2835 7,02362E-03 0,4323
330 658,000 9,1916 7,47298E-03 0,2731 660,894 9,2840 7,02471E-03 0,4390
430 657,773 9,1913 7,88200E-03 0,3244 660,724 9,2817 7,02626E-03 0,4397
530 660,593 9,2837 7,02819E-03 0,3610 660,589 9,2835 7,02817E-03 0,4384
630 657,741 9,1868 8,26801E-03 0,4091 660,729 9,2789 7,02492E-03 0,4406
730 651,488 9,0046 2,22270E-02 0,4611 660,741 9,2790 7,02442E-03 0,4439
(1)Valores reais utilizados na simulação: b1, 660,854; b2, 9,2703; b3, 7,02E-3; e l, 0,4477. j, parâmetro autorregressivo para o caso regular; e l, parâmetro 
autorregressivo para o caso irregular.
Tabela 4. Valores médios estimados(1) para os parâmetros do modelo Gompertz, para os dados simulados.
n Estrutura regular j Estrutura irregular λ
β1 β2 β3 β1 β2 β3
30 743,268 1,0705 4,09787E-03 -0,0952 743,351 1,0703 4,09669E-03 0,3294
130 745,144 1,0693 4,07554E-03 0,0603 745,122 1,0693 4,07570E-03 0,3247
230 744,646 1,0694 4,07875E-03 0,1301 744,651 1,0694 4,07876E-03 0,3306
330 744,637 1,0693 4,07800E-03 0,1854 744,650 1,0693 4,07793E-03 0,3339
430 744,785 1,0692 4,07680E-03 0,2415 744,796 1,0692 4,07673E-03 0,3461
530 744,524 1,0696 4,07944E-03 0,2829 744,538 1,0696 4,07936E-03 0,3488
630 744,610 1,0692 4,07755E-03 0,3194 744,619 1,0692 4,07751E-03 0,3511
730 744,761 1,0689 4,07580E-03 0,3520 744,772 1,0689 4,07574E-03 0,3520
(1)Valores reais utilizados na simulação: b1, 745,4478; b2, 1,0691; b3, 4,07E-3; e l, 0,3632. j, parâmetro autorregressivo para o caso regular; e l, parâmetro 
autorregressivo para o caso irregular.
Tabela 5. Valores médios estimados para os parâmetros do modelo Von Bertalanffy, para os dados simulados(1).
n Estrutura regular  j Estrutura irregular λ
β1 β2 β3 β1 β2 β3
30 819,738 0,6690 3,01043E-03 -0,0847 819,680 0,6690 3,01047E-03 0,3454
130 819,087 0,6762 3,01470E-03 0,1222 819,477 0,6683 3,00892E-03 0,4235
230 819,226 0,6686 3,01205E-03 0,1959 819,240 0,6686 3,01200E-03 0,4438
330 819,465 0,6684 3,00961E-03 0,2811 819,478 0,6684 3,00956E-03 0,4591
430 820,007 0,6682 3,00642E-03 0,3227 820,009 0,6682 3,00645E-03 0,4482
530 819,967 0,6682 3,00665E-03 0,3779 819,996 0,6682 3,00652E-03 0,4552
630 819,929 0,6683 3,00710E-03 0,4182 819,942 0,6683 3,00703E-03 0,4559
730 819,648 0,6685 3,00933E-03 0,4598 819,671 0,6685 3,00925E-03 0,4597
(1)Valores reais utilizados na simulação: b1, 819,245; b2, 0,6681; b3, 0,00301; e l, 0,4695. j, parâmetro autorregressivo para o caso regular; e l, parâmetro 
autorregressivo para o caso irregular.
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Eckner (2012, 2013) afirma que transformar séries 
irregulares em séries regulares pode causar inúmeros 
vieses, o que de fato ficou comprovado no resultado 
anterior, em que, ao se levar em consideração a 
estrutura original dos dados, foram obtidas melhores 
estimativas. No caso de n=30, a estimativa média 
do parâmetro autorregressivo regular, para todos os 
modelos, distanciou‑se a ponto de ter havido uma 
mudança de sinal, o que indica que, com menor 
disponibilidade de dados, a estrutura real ajuda a obter 
estimativas mais próximas do valor real.
A cada ajuste, os modelos regular e irregular foram 
comparados. A Tabela 6 apresenta o número de vezes 
em que o modelo irregular foi superior ao modelo 
regular, nas 100 simulações realizadas. A avaliação foi 
feita com base na soma de quadrados de resíduos e nos 
valores dos AIC’s.
Constatou-se que, em grande parte dos casos, a 
observância da irregularidade nos dados diminuiu os 
valores de AIC, o que gerou melhores ajustes (Tabela 6). 
Para os valores de n=30, em 92 das 100 simulações 
feitas para o modelo Logístico, a estrutura irregular 
proporcionou melhor ajuste; no caso dos modelos 
Gompertz e Von Bertalanffy, esse resultado foi 90. 
Quando n=130, para o modelo Logístico, 98 das 
100 simulações ficaram mais bem ajustadas quando 
se considerou a estrutura irregular; para o modelo 
Gompertz, 95, e, para o Von Bertalanffy, 99. Em todos 
os outros casos, a observância da irregularidade dos 
resíduos proporcionou melhor ajuste.
Segundo Erdogan et al. (2005), é comum que se 
ignore, na prática, as irregularidades, e que se trate as 
séries como regulares, como nos trabalhos de Mazzini 
et al. (2005), McManus et al. (2010), Mansano et al. 
(2012) e Silva et al. (2011). Portanto, se a estrutura 
original dos dados for considerada, melhores ajustes 
podem ser obtidos nestes trabalhos.
Conclusões
1. A estrutura irregular dos resíduos leva a menores 
valores do critério de informação de Akaike e a 
menores somas de quadrados dos resíduos.
2. O modelo Von Bertalanffy, para dados reais, é 
o que proporciona a menor soma de quadrados dos 
resíduos.
3. Independentemente do tamanho amostral, 
as estimativas médias evidenciam a eficiência do 
método proposto no presente trabalho, na presença de 
irregularidades, que apresentou valores mais próximos 
dos reais.
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