Multi-cellular organisms originate from a single cell, ultimately giving rise to mature organisms of 1 heterogeneous cell type composition in complex structures. Recent work in the areas of stem cell 2 biology and tissue engineering have laid major groundwork in the ability to convert certain types of 3 cells into other types, but there has been limited progress in the ability to control the morphology of 4 cellular masses as they grow. Contemporary approaches to this problem have included the use of 5 artificial scaffolds, 3D bioprinting, and complex media formulations, however, there are no existing 6 approaches to controlling this process purely through genetics and from a single-cell starting point.
containing the developmental tree, with each cell containing a code -−1 for no division, −2 for standard division, 163 and −3 for asymmetrical division -as well as the set of expressed proteins (surface binders and fluorescent proteins) 164 determined previously. The tree in this format can easily be read from right to left to pull out the information on tree 165 structure: the top layer is in the last spot, the second layer is in the second and third to last spots, and so on, with each 166 layer being read internally from left to right. 167 Finally, we perform one final optimization on this partially-complete developmental tree in attempt to maximize 168 similarity of ancestor cells in order to minimize asymmetrical division events. We take a list of sets containing protein 169 names where each set represents a cell and its expressed proteins, and we group cells based on the similarity of their 170 sets of proteins. We begin by calculating the ratio of shared proteins to total proteins between every pair of cells and 171 create an undirected graph where cells are nodes and the ratios are edge weights and then generate a hamiltonian path 172 through the graph, using a greedy approach -we the edge with the highest weight that does not violate the hamiltonian 173 requirements until the path is complete. To execute the genetic program of a given developmental tree, the cells must have a way in which to program specific 176 genes to become expressed at discrete cell divisions. We choose to control this process through the use of genetic (Figure 4a ). We report our designs for genetic counter constructs 180 that express specific recombinases in each cell cycle and genetic register constructs that manipulate which genes are 181 expressed as a function of which recombinase is present in the cell ( Figure 5 ). We describe three general options for 182 counter and register constructs. 
187
To solve this problem, we invented a circuit architecture to count recombination events in a binary manner. The binary 188 counter can count to 2 n with n recombinases. We reason that since a human body has approximately 37 trillion cells, 189 approximately 45 to 50 counts should be an adequate ceiling for counts required for a large hypothetical human structure 190 and therefore linear constructs would need 50 orthogonal recombinases to count that high, and binary constructs only 6.
191
For the linear inversion architecture, this algorithm puts the first recombinase in the forward orientation following 192 the promoter, and puts all subsequent ones in order in the reverse orientation, with facing recombinase sites radiating 193 outwards (so every count flips a larger piece of DNA, and flips the next recombinase into position after the promoter) 194 ( Figure 4c ). For the linear excision architecture, we have one promoter at the starting position and oriented forward into 195 a gene and terminator that will get excised upon production of the recombinase before the following count ( Figure 5b) . 196 For the binary counting architecture, we uses a pattern in which n recombinase/reverse-directionality-factor (a.k.a. RDF 197 or XIS) pairs [33] can be used to count 2 n genetic recombination events. If there is only one recombinase, then we put 198 the first recombinase after the cell cycle dependent promoter. Otherwise, we begin with a forward cycle dependent 199 promoter. Then for each recombinase in the recombinase sequence, we insert a forward attB site immediately after 200 the initial promoter. For the first two recombinases, we then add a reverse cell cycle dependent promoter. For all 201 recombinases, we then put the recombinase gene in the forward direction, then add a forward terminator, then, for all 202 but the first recombinase, we add a reverse terminator followed by the RDF of the previous recombinase in the reverse 203 direction. Finally, we add a reverse attP site for each recombinase (Figure 4d ). (Figure 4d ). An algorithm 207 designs a register circuit based on a developmental tree. This method can create a register compatible with a binary 208 counter architecture or a linear architecture. The code begins by reserving some recombinases for use in the counter, as 209 additional recombinases will generally be required for asymmetrical divisions in the registers. The register architecture 210 is divided into two kinds of sub-registers -'the final count register' and the 'frame register'. The final count register is 211 the same for the two architectures. Note that unlike the rest of the register, this final expression register is expressed on a 212 constitutive promoter as we need the surface proteins to be expressed despite the fact that we have halted the cell cycle.
213
For the linear registers we create a replica of the counter architecture without the recombinases and replace the 214 recombination sites with alternative, orthogonal recombination sites to complete the frame registers. For the binary 215 architecture, the algorithm takes the log 2 of the number of counts and rounds up to get the number of recombinases.
216
The frame register for the final count is then determined from the binary tree -an alternating-strand architecture is 217 employed: a central promoter that flips directions every other count with output slots fanning out on either side, counts 218 to be applied to the final size 2 combinations; since we are unable to calculate those immediately, it is necessary to 290 calculate a stand-in probability for each transition for use in the first round of thresholding. The probability is:
where c 1 and c 2 are combinations of site pairs, A is the case where all recombinases are active, which equates to 292 the probability of the first state multiplied by the probability of the second state, times 2 if the states are different 293 since there are then two unique ways to achieve that state pair. This assumes that the efficacy of each recombinase in 294 one daughter cell is independent from the efficacy of that same recombinase in the other daughter cell. The program 295 determine the probabilities of each state-transition option in the following way: the combinations are sorted by the 296 stand-in probabilities, then a binary search is used to determine the first combination whose stand-in probability is combinations, the program reassigns the probability intelligently using the previously generated lists of alternatives.
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The 3-tet shape example has >1000 states for both linear and binary format, so we do not show this example here. particle models and rigid body models like we use in this paper), and hybrid models that combine aspects of multiple
where r is the radius of each cell [44] . The optimal overlapping volume of two cells is defined as the shared volume of 381 cells that have an optimal distance d o of 11 microns between their cell centers:
When cells become compressed as defined by having overlapping spherical boundaries, we can take the difference of 383 the overlapping volume and the optimal overlapping volume to calculate a repulsive force that will push cells from their 384 current distance to an optimal distance apart (11 microns). The force due to the compression F c between two cells is 385 calculated as:
where k u is the spring constant for pushing cells apart, V f is the relative percent of volume overlapping of one cells (we Using the MLST algorithm, we can determine where linkages need to be placed to hold the shape together. d. A fully connected graph where all possible linkages between components are preserved. e. The MST algorithm starts with a fully connected graph and finds a random path of linkages to hold all of the nodes together. f. To reduce floppiness of an MST, we traverse the MST graph adding connections to nodes with only 2 connections. g. The MLST algorithm uses prioritized heuristics to traverse the graph and add linkages based on these heuristics. Figure 3 : Developmental trees are produced from lists of blocks and connections they must form. a. Each tet block is made from a single homodimer (protein A) and each quad block from three orthogonal heterodimer pairs (proteins A/A', B/B', and C/C'). b. Starting from the final cells that must exist in a shape, a binary tree can be created to determine how many divisions must happen to form all of the blocks and optimize where asymmetrical divisions must occur. Figure 4 : Genetic recombination for genetic circuits that count cell divisions. In this figure, all promoters are cell-cycle dependent promoters that initiate transcription for less time than it takes to produce a mature protein from the transcript it initiates. a. Serine integrases recognize pairs of recognition sites called attB/attP and attL/attR sites. attB/attP sites are converted to attL/attR upon recombination and upon use of an RDF they can be reverted to attB/P. When the recombinase sites are on the same strand the internal DNA is excised and discarded, when the recombinase sites are on opposing strands, the recombinase inverts the DNA in the middle. b. A linear excision counter and register. In the first count, a recombinase expression transcript is initiated and once it is fully mature, it excises regions from both the counter and register (pictured in maroon). In this example, we also show how using orthogonal recombination site pairs ('1' and '2') allow us to perform asymmetrical divisions -when the recombinase is expressed, it will perform excision 'i', but either 'ii' or 'iii', not both, since 'ii' makese 'iii' not possible and vice-versa. After recombination, the next recombinase is exposed for transcription. c. A linear inversion counter and linear excision register. These constructs are similar to linear excision devices, except DNA strands are inverted to advance counts. Asymmetrical division is illustrated with the blue recombinase as per in 'c', except that the recombinase will flip the counter DNA and excise the register DNA. d. A binary inversion counter and register. These constructs use inversion like the linear inversion circuits, but also use RDFs (a.k.a. XIS genes) to convert attL/attR sites back to attB/attP sites, again inverting the DNA in the process. Because it uses these RDFs to 'flip back' sections of DNA, it counts in binary and can accomplish 2 n operations per recombinase. Figure 5 : A genetic register is built recursively based on the developmental tree input. This register is built for the 3-tet shape using its developmental tree as input. After optimization to minimize asymmetrical divisions, final expression circuits are given to the final steps and built upwards using asymmetrical division conventions using multi-recombination. a. A linear excision register. built recursively from the 'leaves' b. A binary inversion register built recursively from the 'leaves'. The addition to this register that demonstrates the difference between this and the linear register is highlighted in yellow Figure 6 : State machines are used in the physical simulation to determine internal cellular conditions. a. An example state machine with 3 states -upon any event, the object has assigned probabilities of transitioning to other states or remaining in the same state. These probabilities all must add up to 1. b. A state machine for a toy recombinase circuit. Since each cell divides into two cell, each of which has a different recombination (state transition) event, state transitions are calculated for pairs of outcomes (i.e. one daughter cell undergoes recombination, the other remains unrecombined at that time). c. A state machine for a counter with five states. We can see that as we consider all of the off-target recombination activities that are possible, the number of edges expands exponentially. Simulation results for the number of cells present in 'a' with our model. e. Modeling and verification of a 2-tetrahedron shape. Upon applying the full modeling scheme to input shapes, the verification algorithm can compare simulated outcomes to the initial specification to determine frequency of success for this circuit. On the left is the desired shape and 3 simulated outcomes and their corresponding connectivity graph used to calculate verification score. f. Modeling and verification of the 3-tetrahedron shape. At the left is the specified shape and its corresponding connectivity graph. We show increasing scores (i.e. worse outcomes) of simulations from left to right. The scores are determined both for overall shape (left in brackets) and for individual tetrahedron formation (right in brackets).
