Abstract-Government intervention, industry cooperation, new vendors, and foreign competition are all factors that exert a powerful influence on the information technology, marketplace, and on the individual IS organization. When these influences need to change an organization, it is likely the culture or identity of the organization will be targeted for change. Because an organization is also composed of cognitive frameworks, there is an implication that the existing cognitive structures are in jeopardy. Thus, the cognitive component is important in how all members of organizations react and respond to change. This paper defines cognitive process and its related research history, introduces organizational change matters, tries to solve conflicts in organizational changes, and applies this topic to the information systems field.
I. INTRODUCTION
Government intervention, industry cooperation, new vendors, and foreign competition are all factors that exert a powerful influence on the information technology, marketplace, and on the individual IS organization. When these influences need to change an organization, it is likely the culture or identity of the organization will be targeted for change. Because an organization is also composed of cognitive frameworks, there is an implication that the existing cognitive structures are in jeopardy. Thus, the cognitive component is important in how all members of organizations react and respond to change. This paper defines cognitive process and its related research history, introduces organizational change matters, tries to solve conflicts in organizational changes, and applies this topic to the information systems (IS) field.
II. COGNITIVE PROCESS LITERATURE

A. What is Cognitive Process?
Information systems (IS) in organizations support human decisions by providing decision makers with relevant information. Hence, the human decision maker is the prime target of any information that is processed and displayed by Human information processing is achieved through a complex and not completely understood mechanism called the cognitive process. Lindsay and Norman (1977) examined cognitive process and found that a prerequisite to any human perception is paying attention. Being attentive enables us to detect and identify a stimulus so that we can transfer its message for further processing. The location of further processing is in the short-term memory (STM), in which the information is held no more than a few seconds. The majority of the analysis of the information is performed in the long-term memory (LTM), where it is classified, stored, and analyzed, perhaps triggering a decision to react. Miller (1956) discovered the capacity of STM is limited to about seven units of information plus or minus two.
Newell and Simon (1972) developed a formal model of human information processing for use in research on artificial intelligence. If we substitute some terms of Lindsay and Norman (1977) with some others of Newell and Simon (1972), we get a description of a computer system. Data enter into the system via input devices (receptors -identification); are processed by CPU (central processing unit -reaction); are stored in registers (STM), internal storage (LTM), and external storage devices (external memory -LTM); and are displayed via output devices (effectors -reaction).
Spence and Tsai (1997) viewed cognitive process as dynamic or the reflection of a state -the approaches used in sensing, concept formation, decision making, and problem solving.
B. How cognition is researched in the IS field?
In 1973, Mason and Mitroff proposed PPPOEM that "An information system consists of at least one PERSON of a certain PSYCHO-LOGICAL type who faces a PROBLEM within some ORGANIZATIONAL CONTEXT for which he needs EVIDENCE to arrive at a solution, and that the evidence is made available through some MODE of PRESENTATION."
With this framework, Mason and Mitroff (1973) helped set in motion the concept that the human component was an important and viable piece of the information system and was worthy of researching. Mason and Mitroff (1973) set a tentative principle that managers need information that is geared to THEIR PSYCHOLOGY not to that of their designer. Mason and Mitroff (1973) was not the first to suggest the importance of studying the human factor, specifically within an However, Mason and Mitroff's (1973) framework is considered to be the first real attempt towards a scientific approach to studying IS, and their emphasis on the human side of the equation should not be downplayed. Their measure of personality type was based on the Myers Briggs Type Indicator (MBTI) which is intended to measure the personality aspects of cognitive style.
Chervany, Dickson and Kozar (1972) presented a framework that also focused on the human component in their examination of various influences (e.g. the decision maker, the decision environment, and the characteristics of the information system) on the effectiveness or quality of a decision. Chervany et al. (1972) stated that due to differences in cognitive style, what is information to one person might not be information to another person.
Ives, Hamilton and Davis (1980) continued to support the notion of the importance of the human component as they, in their framework, included three IS environmental variables, the Information Subsystem (ISS), and three IS process variables related to the user. Environmental variables define resources and constraints that dictate the scope and form of each information subsystem: external, organizational, user, IS development, and IS operations. The Information Subsystem (ISS) is the output of the development process: ISS content, presentation form, and time of presentation. Process Variables are measures of the interactions between the IS and the environment: development process, operational process, and use process Nolan and Wetherbe (1980) added the concept of feedback in their framework, decidedly a requirement in the effective processing of information by humans. Nolan and Wetherbe (1980) proposed that systems theory can be applied to developing an MIS research framework by viewing MIS as an open system which transforms data, requests for information, and organized resources (inputs) into information (outputs) in the context of an organization (environment of MIS). Nolan and Wetherbe (1980) proposed that MIS research can be broadly defined as pertaining to the transformation process of MIS or to the environmental interaction of MIS. Thus, research into various cognitive style issues continued.
However, Huber (1983) examined the human component and the cognitive style research conducted to date and developed the opinion that this research focus was "Much Ado about Nothing" and strongly suggested discontinuing this fruitless area. Huber (1983) suggested that the IS cognitive style research is weak and inconclusive; where cognitive style has been shown to have an impact it only explains a small percentage of the variance. He suggested that past studies have not provided any operational guidelines for MIS/DSS design; in addition, future studies are not likely to provide meaningful guidelines for MIS/DSS design. He proposed that we lack effective measurement tools for measuring cognitive style. Thus IS researchers should focus on more fruitful domains and cognitive style is potentially useful for career counseling, personnel selection/placement, and coaching/training. Robey (1983) responded to Huber's criticisms and commented that continuing research into human factors could lead to insight into how to better develop systems. Robey (1983) commented that cognitive style may be useful for discovering a basis for MIS/DSS design, and neglecting cognitive style research will do nothing to improve MIS/DSS design. Robey and Taggert (1981, 1982) conducted research into the cognitive areas as well, specifically in regards to the effect of cerebral dominance. The specific findings gained from Robey and Taggert's (1981, 1982) work included the notion that to support right-brained (intuitive) thinking, graphics should be presented on the left side of the screen, and that to support left-brain (analytical) thinking, text should be presented on the right side of the screen. Thus, even with Huber's strong criticisms, research into cognitive style and the human component continued.
Then, Ramaprasad (1987) suggested that there is a mismatch between IS research and MIS/DSS design. Ramaprasad (1987) reexamined the work of Posner and McLeod's (1982) taxonomy of decisions & strategies to point out that IS researchers have been concentrating on macro level influence (cognitive style) while IS practitioners have been designing applications that support dynamic structures and processes (cognitive process). Ramaprasad (1987) discussed the difference between cognitive style and cognitive process, style being much more enduring (trait based) while process was much more transient (state based). Ideally, because research is supposed to support practice, Ramaprasad (1987) suggested that the focus should be on a more micro (process) level versus a macro (style) level. His conclusion -if the information systems field is to fulfill its mission of supporting decision making, it should focus its research on cognitive process issues. Benbasat (1987, 1991) , for example, performed research into various types of process tracing to help determine what actually went on in a person's mind as they were performing a task or making a decision. Spence and Tsai (1997) offered evidence suggesting that cognitive process may better explain differences in human performance across multiple tasks.
The research into the human component took another slight turn when Vessey (1991), Vessey and Galletta (1991) suggested the notion of cognitive fit -a favorable mental state of the problem solving process that occurs when the problem representation and the task match. Vessey and Galletta (1991) proposed that designers should concentrate on determining the characteristics of the tasks that problem solvers must address, and on supporting those tasks with the appropriate problem representations and support tools. The paradigm of cognitive fit is based on the use of consistent decision making processes both to act on the problem representation and to solve the problem. Vessey and Galletta (1991) addressed practitioners by suggesting that their work will help problem solvers to choose an appropriate problem representation to support the information acquisition task.
Research continues into all aspects of the human component. For example, Bostrom, Olfman and Sein (1990) examined the issue of learning style and end user training. Furthermore, there is some debate over exactly what makes up cognitive style. Many assume that it is an almost permanent aspect of an individual's behavior, whereas others consider it to be simply a propensity to choose one way or another, with the option of selecting a different style should the situation warrant. Rao, et al. (1992) presented a commentary on the paper of Robey and Taggert (1982) by contending that research focus should be on the psychological issues where cognitive functions are studied independently of their physical implications. Robey (1992) 
Griffith and Northcraft (1996) explored the major mechanisms that differences in cognitions among users, designers, and implementers can determine the success or failure of implementation. Compeau, Higgins, and Huff conducted a longitudinal study in 1999, and found that computer adoption and use is not just about convincing people of the benefits to be derived from the technology. It must also be about coaching, teaching, and encouraging individuals to acquire the skills necessary for them to be successful in their computer use.
Agarwal and Karahanna (2000) labeled a new construct, cognitive absorption, and defined as a state of deep involvement with software. Cognitive absorption is posited to be a proximal antecedent of two important beliefs about technology use, perceived usefulness and perceived ease of use. Another important research was conducted by Shaft and Vessey in 2006. They specified that cognitive fit exists when the software maintainer's dominant mental representation of the software and their mental representation of the modification task emphasize the same type of knowledge. When cognitive fit exists, greater improvements in comprehension are associated with higher levels of performance on a modification task. When cognitive fit does not exist, however, the software maintainer's mental representations of the software and of the modification task do not emphasize the same type of knowledge, which may mean that attention is devoted to comprehension at the expense of modification, resulting in lower performance on the modification task (Shaft and Vessey, 2006) .
Despite on-going criticisms regarding the appropriateness to IS research, work continues and gradually the field is gaining in understanding as to how best to meet the needs of the decision makers -the primary focus of an IS.
III. COGNITIVE PROCESS IN ORGANIZATIONAL CHANGE
A. General Concept of Organizational Change
Introduction of a new perspective usually leads to conflict among organizational members who have varying levels of agreement with it. Change agents typically imagine that despite initial resistance to their initiatives, the long-term result of the actions they take will be positive and consistent with their aspirations.
When change is needed in an organization, it is likely the culture or identity of the organization will be targeted for change. Because an organization is also composed of cognitive frameworks, there is an implication that the existing cognitive structures are in jeopardy.
Recipients of the intended change frequently view a new perspective differently from the ways the change agents do. Their reactions to the new perspective will depend in part on how much implementation corresponds to the rules they associate with the perspective. When expectations are not met, the likely outcome is some type of conflict.
Bartunek, Lacey and Wood (1992) insisted that certain cognitive processes are likely to be evoked in a group or organization when a new schema (perspective) is introduced and that conflicts are likely to arise because of these cognitive processes.
New schemas (e.g. information systems) are not installed in a vacuum. They are inserted into living organizations that maintain common practices, habits, and attitudes. Newly arrived systems might shake delicate equilibriums among various parties. They might encourage or interfere with personal or group ambitions. Consequently, they may be fostered or opposed because of the current psychological climate, not because of their "objective" technical quality (Ward, 1998) .
The psychological climate affects information systems at all stages of the life cycle. It may trigger an initiative to develop a new system, but it may also extinguish new ideas. It influences the level of user cooperation while systems are developed. It generates receptiveness or opposition during implementation. It regulates the frequency of use, and hence the success, of systems after they have been installed. Understanding and proper treatment of psychological climates are vital if information systems are to be useful.
It is likely that their primary response to the new system or new schema will be to "make sense" of the new understanding being introduced, especially if it is different from and threatening to their present way of understanding. Their sense making will include both construal and social categorization processes.
When a new schema is being introduced in an organization, organizational members are likely to construe the schema in some particular way, develop some prototype for the schema along with exemplars for it, and assess change agent's activities to determine if they correspond with these prototypes and exemplars (Schneider, 1991) . These cognitive processes affect responses to the attempted change (Bartunek, Lacey and Wood, 1992). Larkey (1996) developed a theory of communicative interactions. This theory is used to examine the conditions and situations that affect groups with racial, cultural, and gender diversity and to predict the sorts of interactions expected under those conditions. Larkey (1996) found 7 Propositions in culturally diverse workgroups, the type of cognitive processing influences communication networks, evaluations made about cultural differences, ideation, and understanding.
B. Organizational Change in Multiple Workgroups
Factors that influence cognitive processes are made salient by the theory and may be used as a teaching tool, so that individuals may watch for those conditions and assess their responses more critically as they anticipate them.
C. Resistance to Change
Resistance to change is a typical phenomenon in any kind of organization whenever an innovative process (schema) is introduced to a group of individuals. However, the fast advancement of computerized systems has increased the intensity of this problem.
Bakos and Treacy (1986) offered five possible explanations for the resistance of some senior managers to a more proactive role for the IS manager. One is ignorance of information technology and its potential uses and benefits. Another reason is poor communication between the IS department and the rest of business. A third reason is a general resistance to change, of any sort, common among both IS and other personnel. The fourth and fifth reasons offered by Bakos and Treacy (1986) are lack of focus on opportunities for competitive advantage and a lack of instruments for decisively measuring the benefits of information technology.
Sociological research indicated that the process of change in individuals, as well as in groups, consists of the following stages: unfreezing, moving, and refreezing (Schein 1961 ). Resistance to change reflects an incomplete or unsuccessful unfreezing. It means 1) Subjects are not motivated enough, or 2) They fear change more than they value probable benefits.
D. How organizational change conflicts are accomplished?
There are several approaches to overcome organizational change problems in social science researches.
Poole (1998) examined the cognitive process that is at work when members of an organization become aware that their organization is in a state of change or transformation. Poole (1998) proposed that transformation success is affected by the congruency between managerial words and deeds during the transformation period. Inconsistency of managerial words and deeds will create organizational dilemma and/or chaos which will seriously impede or destroy the transformation.
Hammersley, Kadous and Magro (1997) proposed that the explanation effect causes an event to seem more likely after the decision maker has explained it. Belief perseverance research suggests that the causal evaluation of evidence leads to cognitive changes that cause an event that is explained by the decision maker to be judged more likely to occur than an event that is not explained by the decision maker. This difference in perceived likelihood has been termed the explanation effect.
There are at least two distinct interpretations of the explanation effect. One interpretation is that the act of explaining an event causes a decision maker to think about instances of that event. A second cognitive interpretation is that when confronted with the task of explaining an event or outcome, a decision maker builds a causal mental representation of the scenario.
Most people tend to resist switching from an automatic to a conscious, reflective mode of thinking under conditions of ambiguity and threat. Friedman and Lipshitz (1992) suggested that resistance to switching cognitive gears is related to the extent of "reconceptualization", that is, to the degree to which learners must consciously change and reorganize their existing system of cognitive categories in order to make sense of their experience.
Some help to overcome resistance of senior managers was afforded by a model developed by Rockart and Crescenzi (1984) . This model consists of three phases.
Phase 1: Linking information systems to business management needs (introductory workshop, critical success factors interviews, focusing workshop).
Phase 2: Developing systems priorities and gaining confidence in recommended systems (critical measures evaluation workshop, development of systems priorities, observation of decision process and business flow, decision scenario workshop).
Phase 3: Rapid development of low-risk, managerially useful systems (creation of prototype design, systems development, evaluation and institutionalization).
The result of this three-phase process is that senior management becomes involved more quickly and in meaningful ways, and keeps its attention on the development process throughout.
IV. COGNITIVE PROCESS IN ORGANIZATIONAL CHANGE IN THE IS FIELD
A. What are the challenges in the IS organization?
Organizations have come to rely on technological innovation as a central component of their competitive strategy (Reddy, 1990) . While new technologies hold tremendous promise for enhancing organizations' efficiency and effectiveness, much of this potential is never realized. One study of 2,000 U.S. companies found that 40 percent had not achieved the intended benefits from implementing an office technology (Bikson and Gutek, 1984) . Significantly, less than 10 percent of these implementation failures appeared to stem from technical problems; most occurred for human and organizational reasons, such as poor technology management (Bikson and Gutek, 1984) , including users' misunderstanding of the meaning and/or uses of the technology.
The top 10 major organizational challenges facing the information systems managers were determined as a result of an extensive survey of IS managers reported by Brancheau and Wetherbe (1987) . Three of ten are considered important in this paper: Aiding organizational learning, Realigning information systems in the organization, and Dealing with enduser computing.
B. How these challenges are overthrown?
Four approaches to overcome conflicts in organizational change in above section may be the answers for overthrowing challenges: congruency between managerial words and deeds, explanation by the decision maker, reconceptualization, and three-phase model developed by Rockart and Crescenzi (1984) .
However, Griffith and Northcraft (1996) suggested a more significant approach. Griffith and Northcraft (1996) offered the fine-grained model to view how user and implementer understandings influence implementation success. For attitudes, users' perceptions of having enough time to adjust to the new technology produced a main effect; both satisfaction and feelings of expertise were positively related to users' perceptions of having enough time. Balanced information significantly affected performance; however, limited information (positive description bias) -combined with perceptions of enough time to work with the technology also yielded high performance.
Understanding cognitive process is essential to solve problems in organizational change. Davidson (2002) suggested that improving our understanding of socio-cognitive processes is also important in requirement determination during information system delivery. Zhuge (2003) defined a new notion of cognitive flow to reflect the dynamic cognition processes of a team. Knowledge management in networks is a cognitive process, too (Schamp et. al. 2004 ). Nevelli and Mohally (2004) indicated all of the participants should have a sense of ownership of the challenge to lessen employ resistance. They concluded that a stepped approach is necessary for the organization's employees to ensure that a dramatic change, such as customer relationship management (CRM), will be accepted at every level. Mukherjee and D'Souza (2003) proposed that phased implementation for organizational change, especially for data warehousing implementation process, can improve the chance of success. Ratnasingam (2005) examined the impact of technology trust within an inter-organizational dyad between Cisco and Compaq. He found that if organizations believe that the underlying technology infrastructure is capable of facilitating transactions according to their confident expectations, then this technology trust contributes and evolves into relationship trust.
The key is to anticipate problems --whether technological or organizational -and provide new users with costless ways to learn to solve them. (e.g., free training may need to address organizational issues as well as technological ones).
V. CONCLUSIONS AND FUTURE RESEARCH
Various studies have been collected and summarized regarding human component in IS research. However, it is not possible to suggest that only one certain idea as the ideal basis for solution in organizational change problems. Thus, a part of future research should focus on evaluating all approaches in this paper and/or on determining the best approach or combining multiple feasible approaches.
