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In numerical wave optics involving diffractive optical elements one is required, at some
point, to form a multiplicative matrix factorization. This paper is concerned with such
representations and related approximations of ideal diffractive optical systems. Various
simple diffractive optical elements are used. The basic factoring problem being highly
nonlinear, a minor parallelism in terms of beam splitters and beam combiners makes the
task computationally much more tractable and versatile. This gives rise to several matrix
nearness problems of geometric nature.
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1. Introduction
In geometrical optics, a theory which ignores the wave character of light, matrix analysis plays a fairly well understood
role in terms of symplectic matrices; see, e.g., [5,10]. Wave optics consists of theories taking into account the wave character
of light [4,5], and numerical wave optics is concerned with discretizing wave optical systems. To deal with the nonlinearities
arising in building diffractive optical systems with prescribed propertied from diffractive optical elements,2 less standard
tools from matrix analysis are required. In this paper, matrix theory is developed for representing and approximating ideal
diffractive optical systems with products of diffractive optical elements constructed by using beam splitters3 and beam
combiners.
Building on the linear algebraic framework for numerical wave optics proposed in [12], products of circulant and diag-
onal matrices are taken to model diffractive optical systems. As shown constructively in [12,14], diffractive optical systems
obtained in this manner yields the whole Cn×n . (See also the related paper [1].) This intriguing result means that matrices
can be viewed physically, as well as geometrically, in terms of their action on wavefronts of coherent light. Since the con-
struction requires a very large number of terms, this result appears not to be directly useful. In practice only a relatively
small number circulant and diagonal matrices can appear as the product. This leads to the problem of approximating a given
ideal diffractive optical system A ∈ Cn×n with products of few circulant and diagonal matrices. Because of its nonlinearity,
computationally the problem gets very challenging as soon as there are more than two factors. In [12] a substitution scheme
is proposed for ﬁnding the factors of A that is known to be an exact product of two circulants and a diagonal matrix. In [7]
an algorithm is devised to approximate with three factors an energy preserving diffractive optical system.
E-mail address:Marko.Huhtanen@hut.ﬁ.
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54 M. Huhtanen / J. Math. Anal. Appl. 345 (2008) 53–62Fig. 1.1. A schematic view of the ( j + 1)st and jth factors of the product (1.1). With each factor, the wavefront is split into two parts. Then the parts are
passed through the respective diffractive optical elements and rejoined.
To make the problem of diffractive computability more tractable, we allow parallel components. This means that we are
concerned with representations and approximations of the form(
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where M j,N j ∈ Cn×n are products of at most three matrices, each of which is either circulant or diagonal, for j = 1,2, . . . ,k.
Whenever both M j and N j are nonzero, the respective factor is realizable as a diffractive optical element with the help of a
beam splitter and a beam combiner; see Fig. 1.1. This minor parallelism is versatile enough to allow us to employ elementary
matrices I + xy∗ , with x, y ∈ Cn , by the fact that a rank-one matrix can be written as a DCD-matrix, i.e., as the product
of two diagonal matrices and a circulant matrix. Therefore we can have k  n in (1.1) for an exact representation for any
A ∈ Cn×n , to have a drastic drop in the number of terms compared with factoring into the product of diagonal and circulant
matrices. With these representations we can also construct approximations. Moreover, once this option is available, other
similar structures emerge. For instance, Toeplitz matrices, which are ubiquitous in imagining, ﬁt into this framework with
k = 1 by the fact that a Toeplitz matrix is the sum of a circulant and a skew-circulant matrix. Skew-circulant matrices are,
in turn, DCD-matrices [2, p. 85, Problem 9].
The paper is organized as follows. In Section 2 the problem of representing an ideal diffractive optical system in terms
of simple diffractive optical elements is considered. Parallel representations and approximations are studied by taking into
account the energy conservation. In factorizations of the form (1.1), bounds on k and the number of optical primitives are
given. In terms of these representations, various ways to approximate an ideal diffractive optical system with diffractive
optical systems are devised in Section 3. Approximations involving Toeplitz matrices are considered.
2. Representing ideal diffractive optical systems
The basic building block in the scalar theory of diffraction is the 2D Fourier transform performed by the so-called 2 f
system consisting of a lens and free space on both sides of the lens. This gives rise to a 4 f system once a diffractive optical
element is placed between two 2 f systems. After discretizations, a single 4 f system is represented in [12] by
H = FDF, (2.1)
where F ∈ Cn×n denotes the Fourier matrix [2, p. 32] performing the operation by a 2 f system, while D belongs to the set
of diagonal matrices D representing diffractive optical elements. (Hence n describes the accuracy of the discretization.) This
means that H is a circulant-Hankel matrix, i.e., a Hankel matrix with cyclically appearing antidiagonals.
A paraxial diffractive optical system is modelled in [12] with consecutive products of Fourier and diagonal matrices.
Since several Fourier matrices are allowed to appear in sequence, a diffractive optical system can be thought to consist of
products of circulant and diagonal matrices. Following [12], we call circulant and diagonal matrices optical primitives. Unless
strengthened, a wavefront gains no energy while passing through a diffractive optical primitive. Hence these optical primi-
tives should also be contractions. (A matrix A ∈ Cn×n is a contraction if ‖A‖2  1, where ‖ · ‖2 denotes the operator norm.)
As shown in [14], any matrix A ∈ Cn×n can be factored into the product of optical primitives. However, since the task of
factoring is a very challenging problem, we call a given matrix A merely an ideal diffractive optical system unless it has been
concretely factored. In the context of matrix analysis for diffractive optics, the other alternative is deﬁned as follows.
Deﬁnition 2.1. A ∈ Cn×n factored as the product (1.1) is called a diffractive optical system.
For practical manufacturing reasons the number of optical primitives should be moderate. This gives rise to the problem
of approximating an ideal diffractive optical system A ∈ Cn×n with the product of few circulant and diagonal matrices.
Certainly, with a single diagonal matrix the problem is simple, for instance, in the Frobenius norm ‖ · ‖F . Similarly, solving
min
C∈C
‖A − C‖ = min
D∈D
‖F ∗AF − D‖F
is straightforward by the unitary invariance of the Frobenius norm. Here C denotes the set of circulant matrices.
M. Huhtanen / J. Math. Anal. Appl. 345 (2008) 53–62 55For more optical primitives, the following matrices can be regarded as taking the role of rank-one matrices in matrix
analysis of numerical wave optics.
Deﬁnition 2.2. A ∈ Cn×n is a CD-matrix if A = CD for C ∈ C and D ∈D.
DC-matrices are deﬁned analogously through changing the order of factors.
Linear combinations of CD-matrices can be used in approximations. As shown in [7, p. 313], solving the matrix nearness
problem
min
C j∈C, D j∈D
∥∥∥∥∥A −
k∑
j=1
C j D j
∥∥∥∥∥
F
(2.2)
consist of ﬁnding the best rank-k approximation to an n-by-n matrix obtained by reshuﬄing the entries of A and then
reversing the operation. This reshuﬄing is accomplished by a linear operator on Cn×n deﬁned by the following Matlab
code.
function [M]=resuf(A)
% reshuffles the entries of a matrix such
% that a CD-matrix becomes a rank-1 matrix
n=size(A,1);
for j=1:n,
M(1,j)=A(j,j);
end
for j=2:n,
for k=1:n-j+1,
M(j,k)=A(j+k-1,k);
end
for k=n-j+2:n,
M(j,k)=A(k+j-n-1,k);
end
end
Consequently, the cost of solving (2.2) consists of ﬁnding the k largest singular values and respective singular vectors
of the reshuﬄing of A. In particular, if splitting wavefront in k parts is feasible with the help of beam splitters and beam
combiners, then the solution of the matrix nearness problem (2.2) yields a diffractive optical system to approximate A. The
process is well understood since the accuracy of the approximation is completely determined by the singular values of the
reshuﬄed A.
Regarding the norm (i.e. the energy) of a wavefront w ∈ Cn , assume k n is suﬃciently large for having exactly
A = 1
k
k∑
j=1
C j D j . (2.3)
In realizing this representation optically, each split part 1k w of the wavefront is operated by C j D j to have
1
k C j D jw , which
are then rejoined to have Aw . Hence, linear algebraically the representation (2.3) is a convex combination of CD-matrices.
The factor 1k results from the parallel operation of splitting the energy of wavefront. Therefore in the expansion (1.1) each
factor has 12 multiplying M j and N j .
Energy conserving diffractive optical elements are important, making convex combinations of unitary matrices a natural
tool.
Theorem 2.3. Let A ∈ Cn×n be a contraction with the smallest singular value σn. Then for any t with 12 (1−σn) t  12 (1+σn) there
exist unitary matrices U1,U2 ∈ Cn×n such that A = tU1 + (1− t)U2 .
Proof. Take the singular value decomposition A = UΣV ∗ of A with unitary U and V and Σ = diag(σ1, σ2, . . . , σn). With
each singular value σ j , consider the identities
tz j + (1− t)w j = σ j and |z j | = |w j | = 1. (2.4)
If these can be solved for any j, then we have a required splitting. From the Eqs. (2.4) we get Rew j = (1 + σ 2j − 2t)/
(2σ j(1− t)). As long as there holds |Rew j | 1, we have a solution to (2.4). For 0 < t < 1 the denominator is nonnegative,
giving us the constraint 1 (1− σ j) t  1 (1+ σ j) for the acceptable values of t .2 2
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As opposed to the singular value decomposition of A, in this representation the unitary matrices appear in parallel,
not consecutively. Hence, with a beam splitter and a beam combiner any ideal diffractive optical system can be given as
a convex combination of two energy conserving ideal diffractive optical systems such that
Aw = U1tw + U2(1− t)w.
In particular, if all the singular values of A are concentrated near 1, then there is a lot of freedom in choosing the portions t
and 1 − t how to split wavefronts with a beam splitter. In the other extreme, if A is not invertible, we are left with the
following choice.
Corollary 2.4. (See [16, p. 341].) A ∈ Cn×n is a contraction if and only if A = 12 (U1 + U2) with unitary matrices U1,U2 ∈ Cn×n.
Proof. Suﬃciency is clear. So assume A is contraction. The construction of the proof with the possibility of having σn = 0
forces t = 1/2. 
Associated with this, assume having k energy preserving, i.e., unitary diffractive optical systems U j ∈ Cn×n . If the task is
to approximate an ideal diffractive optical system A ∈ Cn×n , then the convex matrix nearness problem
min∑k
j=1 t j1, t j0
∥∥∥∥∥A −
k∑
j=1
t jU j
∥∥∥∥∥ (2.5)
aims at an approximant treating the energy correctly, i.e., the approximant is contractive, while maintaining the accuracy.
In the Frobenius norm∥∥∥∥∥A −
k∑
j=1
t jU j
∥∥∥∥∥
2
F
= tr
((
A −
k∑
j=1
t jU j
)∗(
A −
k∑
j=1
t jU j
))
making the problem computationally tractable through solving
min∑k
j=1 t j1, t j0
t∗Mt− t∗c,
which is a quadratic function subject to linear constraints. This can be done with the help of publicly available optimization
software.4 Here the ( j, l)-entry of the Hermitian matrix M is tr(U∗j Ul) and c j = 2Re tr(U∗j A) and t= (t1, . . . , tk).
Consider again (2.2). With k = 1 we have an optical element consisting of two consecutive optical primitives to ap-
proximate A. Since this CD-matrix can be found with the singular value decomposition of the reshuﬄed A, the ﬁrst
computationally challenging optical element consists of three consecutive optical primitives as follows.
Deﬁnition 2.5. A ∈ Cn×n is a DCD-matrix if A = DC D˜ for C ∈ C and D, D˜ ∈D.
CDC-matrices are deﬁned analogously. In [7] an alternating iteration was devised for approximating a unitary A ∈ Cn×n
in the Frobenius norm with unitary CDC-matrices.
Example 1. Any skew-circulant matrix is actually a DCD-matrix once we set D = D˜∗ = diag(1, eiπ/n, ei2π/n, . . . , ei(n−1)π/n).
Accepting a minor parallelism allows us to represent any A ∈ Cn×n with the help of DCD-matrices. For this, ob-
serve ﬁrst that any rank-one matrix uv∗ with u, v ∈ Cn can be rewritten as a DCD-matrix. This is seen by choosing a
circulant matrix whose every entry equals one. Let us denote this matrix by 1. Then set D = diag (u1,u2, . . . ,u2) and
D˜ = diag (v1, v2, . . . , v2) to have a representation
uv∗ = D1D˜. (2.6)
This formula we employ in what follows.
Theorem 2.6. Any A ∈ Cn×n can be represented as the product (1.1) with
kmin
α =0 rank(α I − A). (2.7)
4 See http://www.optimization-online.org/.
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A = α I − (α I − A) = X(α I − (α I − J ))X−1 = αX(I − (I − J/α))X−1
and factor it as
A = αX
⎛
⎝I −
⎡
⎣ I − J1/α 0 · · ·0 0
.
.
.
. . .
⎤
⎦
⎞
⎠ · · ·
⎛
⎜⎝I −
⎡
⎢⎣
. . .
.
.
.
0 0
· · · 0 I − Jl/α
⎤
⎥⎦
⎞
⎟⎠ X−1, (2.8)
where J1, . . . , Jl are the Jordan blocks of A. If for a Jordan block Jt the difference I − Jt/α = 0, then the respective factor in
this product reduces to the identity matrix I . Therefore it suﬃces to look at factoring of I − diag(0, . . . ,0, I − Jt/α,0, . . . ,0)
with I − Jt/α = 0. For notational simplicity, suppose t = 1 and J1 is of size l1-by-l1. Then we can write
I − Jt/α =
l1∑
j=1
e j v
T
j ,
where e j is the jth standard basis vector of Cn and vTj the jth row vector of I − Jt/α. Because of the zero structure of vTj ,
we can factor
I − diag(I − J1/α,0, . . . ,0) =
(
I − el1 vTl1
)(
I − el1−1vTl1−1
) · · · (I − e1vT1 )
such that last factor I − e1vT1 = I if and only if λ1 = α. Other factors differ from the identity matrix regardless the value
of α. Then repeating this with each factor in the product (2.8) gives us
A = αX(I + x1 y∗1) · · · (I + xl y∗l )X−1 = αX(I + x1 y∗1)X−1X · · · X−1X(I + xl y∗l )X−1
= (α I + αu1v∗1)(I + v2v∗2) · · · (I + ulv∗l ) (2.9)
with u j = Xx j and v∗j = y∗j X−1. By the construction, l = minα =0 rank(α I − A) can be achieved. To complete the proof, use
the identity (2.6) to rewrite the rank-one matrices as DCD-matrices. 
Clearly, α giving minα =0 rank(α I − A) need not be unique.
The Schur decomposition can be used to represent A ∈ Cn×n as the product of n elementary matrices [13, Theorem 4.1].
Although requiring more factors, on the positive side, the Schur decomposition can be found numerically reliably. Clearly,
the value of minα =0 rank(α I − A) can be found with the Schur decomposition.
Although of equal interest, it is not obvious how the following minimization problem can be solved.
Corollary 2.7. Denote by M = C1D1 + C2D2 , where C1,C2 ∈ C and D1, D2 ∈ D. Then A ∈ Cn×n can be represented as the prod-
uct (1.1) with
k min
detM =0
rank(M − A) + 1.
Proof. Factor A as A = M − (M − A) = M(I − M−1(M − A)) and then proceed analogously with the term I − M−1(M − A)
to represent it as the product of rank(M − A) elementary matrices as in (2.9) with α = 1. 
Building a diffractive optical system corresponding to these factorizations requires using consecutive beam splitters and
beam combiners with each factor in the product. As illustrated in Fig. 1.1, with each factor the wavefront is split into two
parts, passed through the respective optical elements and then brought together.
Consider a single factor which, after using the identity (2.6), reads I + D1D˜ (or, equivalently, 12 2I + 122D1D˜). If D and D˜
are invertible, then
I + D1D˜ = D(Dˆ + 1)D˜ with Dˆ = D−1 D˜−1.
If this can be done with each factor, then this approach requires at most k circulant and 2k + 1 diagonal matrices, i.e., in
all at most 3k + 1 optical primitives to represent A. This is of right order since there are at most (2n + 1)n = 2n2 + n free
complex parameters involved which is of the order of the dimension of Cn×n .
Physically it may not be quite acceptable to represent, nor approximate, a given ideal diffractive optical system A ∈ Cn×n
as the product (2.9), unless the appearing elementary matrices are contractions. (Certainly, α should be factored and dis-
tributed among the appearing elementary matrices to make them contractions, if possible.) Hence more ﬂexible matrix
structures are of interest. To this end, denote by Fk the set of matrices of rank k at most. Recall that a monoid is a
semi-group with an identity.
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SG +Fk =
{
A = sG + F ∈ Cn×n: with s ∈ S, G ∈ G and F ∈Fk
}
.
When S = {1}, we simply denote this set by G +Fk .
The following two examples are of interest for constructing diffractive optical systems.
Example 2. Let G = U , the group of unitary matrices in Cn×n and S = R+ . Then
min
M∈SG+Fk
‖A − M‖2
is solvable with a direct method consuming at most O (n3) ﬂoating point operations for any A ∈ Cn×n [8]. In fact, we are
guaranteed to have A ∈ SG +F n2  .
Example 3. Let T ∈ Cn×n be a Toeplitz matrix. By elementary algebra, T = C + S with a circulant C and a skew-circulant
matrix S . By Example 1, a skew-circulant matrix is also a DCD-matrix and therefore T = 12M1 + 12N1 in (1.1). Take now G
to be the set of polynomials in T and let p(λ) = α0∏kj=1(λ − α j) be a polynomial of degree k. Then p(T ) is a diffractive
optical system by being representable as the product (1.1) once we write
p(T ) = α0
k∏
j=1
((
C − (α j + β j)I
)+ (S + β j I)) (2.10)
by the fact that circulant and skew-circulant matrices are closed in translations and scalings. The scalars β j ∈ C can be
chosen freely.
Consider next factoring elements of a given G +Fk .
Theorem 2.9. Let G ⊂ Cn×n be a group. If G + F ∈ G +Fk is invertible, then
G + F = (G1 + u1v∗1)(G2 + u2v∗2) · · · (Gk + ukv∗k) (2.11)
with G j ∈ G and u j, v j ∈ Cn for j = 1,2, . . . ,k.
Proof. Take any G1 ∈ G . Then(
G1 + x1 y∗1
)
(G + F ) = G1G +
(
G1F (G + F )−1 + xy∗
)
(G + F ) = Gˆ + Fˆ (2.12)
after reorganizing the terms in the product. We have Gˆ ∈ G . Since the rank of G1F (G + F )−1 equals the rank of F , two
vectors x1, y1 ∈ Cn can be chosen such that
rank
(
G1F (G + F )−1 + x1 y∗1
)= rank(G1F (G + F )−1)− 1. (2.13)
Let us show that G1 + x1 y∗1 can be chosen to be invertible while (2.13) holds. For this, put G + F = (I + Fˆ )G with Fˆ = FG−1.
Then use the expansion (2.9) with I + Fˆ in place of A.
By induction, repeat this k times to have(
G1 + xk y∗k
) · · · (G1 + x1 y∗1)G = H ∈ G
and use the Shermann–Morrison–Woodbury formula with each term G j + x j y∗j to have the claim. 
The degrees of freedom in choosing the matrices G j and vectors x j, y j ∈ Cn in the computation of the expansion (2.11)
should be used to control the norms of G j + x j y∗j to treat the energy of passing wavefronts physically correctly. Hence this
computational process proceeds very differently from the computation of (2.9) since it is not based on any canonical forms
of A. Instead, it consists of k consecutive steps.
With these factorizations, let us now turn to the problem of approximating a given ideal diffractive optical system
A ∈ Cn×n with G + F ∈ G +Fk .
3. Approximating ideal diffractive optical systems
In this section approximation schemes are devised by employing of the expansions (2.9) and (2.11).
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Consider improving an existing diffractive optical system as follows.
Example 4. Suppose a diffractive optical system A0 ∈ Cn×n approximates an ideal diffractive optical system A ∈ Cn×n . To
improve this approximation, from the singular value decomposition of A − A0, generate an approximant Fk ∈Fk to A − A0.
Assuming A0 to be invertible, we have
A ≈ A0(I + Fˆk) with Fˆk = A−10 Fk ∈Fk.
With the latter factor, compute the expansion (2.9) and use (2.6) to have a diffractive optical system A0(I + Fˆk).
In a similar vain, regard two unitary matrices A, A0 ∈ Cn×n as energy preserving diffractive optical systems with A0
approximating the ideal one A. Their classical distance ‖A− A0‖2 is neither very informative nor provides a way to improve
the approximation with optical primitives. To retain unitarity, look at the difference measured in terms of
min
Fk∈Fk, eiθ I+Fk∈U
∥∥A − A0(eiθ I + Fk)∥∥2, (3.1)
for 1 k  n − 1. Hence, this forces the approximant A0(eiθ I + Fk) to be unitary as well. The solution is plane geometrical
in terms of cones
Cθ1,θ2 =
{
reiθ ∈ C: with r  0 and 0 θ1  θ  θ2
}
,
with θ1, θ2 ∈ R, as follows.
Theorem 3.1. Assume A, A0 ∈ Cn×n are unitary and σ(A∗0A) = {λ1, . . . , λn} is the spectrum of A∗0A, counting multiplicities.
Let 0 θ1  θ2 realize
min
σ(A∗0 A)\{μ1,...,μk}⊂Cθ1,θ2
θ2 − θ1. (3.2)
Then the value of (3.1) is 2sin( θ2−θ14 ) given by θ = θ1+θ22 and the best Fk ∈Fk approximating A∗0A − eθ I .
Proof. For any θ ∈ R the matrix A∗0A − eiθ I has its eigenvalues on a unit circle passing through the origin. The absolute
values of these eigenvalues equal the singular values of A∗0A − eiθ I . Denoting the singular values of a matrix M by σ j(M),
for any Fk ∈Fk we have
σk+1
(
A∗0A − eiθ I
)
 σ1
(
A∗0A − eiθ I − Fk
)= ∥∥A − A0(eiθ I + Fk)∥∥2
by the singular value inequality [6, Theorem 3.3.16]. The equality is achievable by choosing Fk to be the best rank-k ap-
proximation to A∗0A − eiθ I . This corresponds to relocating the k largest eigenvalues of A∗0A − eiθ I , counting multiplicity, to
the origin and having eiθ I + Fk unitary. To minimize the largest eigenvalue remaining through this construction, choose θ
according to (3.2).
The value of (3.1) is 2 sin( θ4 ) by the fact that the distance from the midpoint of the arc Cθ1,θ2 ∩ {z ∈ C: |z| = 1} to its
endpoints is 2 sin( θ2−θ14 ). 
The combinatorial aspect of this problem lies in how to remove the k eigenvalues to minimize the size of the cone Cθ1,θ2 .
This theorem can be used with the singular value decomposition A = UΣV ∗ of A. Clearly, Σ is already diagonal (and
hence an optical primitive) so that we need to approximate only the unitary matrices U and V with diffractive optical
systems. As initial approximations U0 and V0, use [7, Algorithm 2] to generate unitary CDC-matrices.
3.2. Approximations with alternating iterations
Consider the bound (2.7) of Theorem 2.6 and the respective expansion (2.9). Both from the numerical and practical point
of view, it is not the right problem to look at
min
α =0 rank(α I − A) (3.3)
by the fact that this value can be close to n even if A is well approximated by a translation of a low rank matrix. Also, tiny
perturbations of A may change the value of (3.3) dramatically.
Instead, let G = {I} and S = C and consider the associated matrix nearness problem
min ‖A − α I − Fk‖ (3.4)α∈C, Fk∈Fk
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system approximating A. For practical reasons, we are primarily interested in the case k  n.
As opposed to (3.1), the problem is not tractable in the operator norm even with k = 0, i.e., no formula for a solution is
known. (See also the comments in [17, p. 428].) A direct computation shows only that α must be in the ﬁeld of values
W (A) = {(Ax, x): ‖x‖2 = 1}
of A. This is also of interest since the numerical radius
w(A) =max{|λ|: λ ∈ W (A)}
is a norm on Cn×n satisfying 12 ||A‖2  w(A) ‖A‖2 [6]. In this norm the matrix nearness problem (3.4) is plane geometrical
and independent on α as follows.
Proposition 3.2. Suppose A ∈ Cn×n. Then
min
α∈C, Fk∈Fk
w(A − α I − Fk) = min
Fk∈Fk
diam
(
W (A − Fk)
)
.
Proof. Let l be a line in the complex plane whose intersection with W (A) has the maximum length. This length equals
the diameter of W (A) and the midpoint of the intersection solves minα∈C w(A − α I). Hence Fk should ﬁrst be chosen
in such a way that the diameter of W (A − Fk) has the smallest possible value. Then α remains to be chosen to solve
minα∈C w(A − Fk − α I). 
Solving minα∈C w(A − α I) is hence relatively straightforward, albeit expensive since ﬁnding W (A) is costly. However,
we do not know how to solve this elegant matrix nearness problem for k > 0.
Consider (3.4) in the Frobenius norm. For an approximate solution, an alternating iteration can be devised due to the
fact that it is straightforward to solve the problem when either α or Fk is kept ﬁxed.
Proposition 3.3. Let A, A0 ∈ Cn×n. Then
min
α∈C ‖A − αA0‖F (3.5)
is solved with α = trace(A∗0A)/‖A0‖2F .
If ‖A‖2  1, then this proposition with A0 = I gives α  1 by the fact that each eigenvalue of A is bounded by 1.
This and the singular value decomposition yield us hence the following method.
Algorithm 1. To approximate A ∈ Cn×n with α I + Fk in the Frobenius norm, where α ∈ C and Fk ∈Fk:
with an initial guess F (0)k for Fk and j = 0
repeat
j = j + 1
solve minα( j)∈C ‖A − F ( j−1)k − α( j) I‖F
solve min
F ( j)k ∈Fk
‖A − α( j) I − F ( j)k ‖F
We are not entirely satisﬁed with this algorithm due to its mere linear convergence making it costly. In case A is normal,
the problem in the operator norm is combinatorial as follows.
Theorem 3.4. Let A ∈ Cn×n be normal with the spectrum σ(A) = {λ1, . . . , λn} counting multiplicities. Then (3.4) equals
min
α∈C, λ1,...,λk∈σ(A)
dist
(
α,σ (A) \ {λ1, . . . , λk}
)
(3.6)
in the operator norm.
Proof. Since A is normal, we have A = UΛU∗ with a unitary matrix U ∈ Cn×n and a diagonal matrix Λ. Therefore in the
operator norm (3.4) is equivalent to solving
min
α∈C, Fˆk∈Fk
‖Λ − α I − Fˆk‖2
and then putting Fk = U FˆkU∗ . Use now the singular value inequality [6, Theorem 3.3.16] to have
σk+1(Λ − α I) σ1(Λ − α I − Fˆk) = ‖Λ − α I − Fˆk‖2
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choosing Fˆk to annihilate the k largest diagonal entries of Λ−α I in modulus. Hence the problem is equivalent to choosing α
in such a way that its distance to σ(A), with k points freely removed (counting multiplicities), is minimized. 
In other words, (3.4) is small if the eigenvalues of a normal matrix A ∈ Cn×n are clustered around a point, except possibly
k of them (counting multiplicities).
If A is a translation and a rotation of a Hermitian matrix, i.e., when the eigenvalues are located on a line, then solv-
ing (3.6) is easy. Therefore Theorems 3.1 and 3.4 can be used with the polar decomposition of A, once applied with the
factors of the decomposition (which are normal) separately. Recall that in the polar decomposition A = U P of A we have
a unitary U and Hermitian positive semideﬁnite P .
Consider Corollary 2.7. If the cost of using an alternating iteration is accepted, then it pays to replace the scalar α in the
matrix nearness problem (3.4) with the sum of two CD-matrices (or DC-matrices) and solve instead
min
C j∈C, D j∈D Fk∈Fk
‖A − C1D1 − C2D2 − Fk‖F (3.7)
by the fact that it is not much more expensive. For this it is crucial that an eﬃcient method to solve (2.2) with k = 2 is used
[7]. This allows us to replace α( j) with C ( j)1 D
( j)
1 + C ( j)2 D( j)2 in Algorithm 1. The resulting approximation C1D1 + C2D2 + Fk to
A, with an invertible C1D1 + C2D2, is a diffractive optical system once we factor
C1D1 + C2D2 + Fk = (C1D1 + C2D2)(I + Fˆk),
with Fˆk = (C1D1 + C2D2)−1Fk , and use the expansion (2.9) with the term I + Fˆk .
Example 5. With (3.7) the approximations can improve dramatically. For instance, consider the basic unitary DCD-matrix
1√
2
[
I I
I −I
]
= 1√
2
[
I 0
0 −i I
][
I i I
i I I
][
I 0
0 −i I
]
from [12, Section 6.] with the identity matrix I ∈ C n2× n2 assuming n to be even. We can represent this as a linear combina-
tion of two unitary CD-matrices as
1√
2
[
I I
I −I
]
= 1√
2
[
0 I
I 0
][
I 0
0 I
]
+ 1√
2
[−I 0
0 −I
][−I 0
0 I
]
without having to resort to complex entried matrices. In particular, Fk = 0 suﬃces for an exact representation.
3.3. Expansions (1.1) with two factors and respective approximations with Toeplitz matrices
Consider Example 5. We can alternatively write
1√
2
[
I I
I −I
]
= 1√
2
[−I I
−I −I
][−I 0
0 I
]
illustrating that we are actually dealing with the product of a Toeplitz and a diagonal matrix. Such matrices are diffractive
optical systems with k = 2 at most (see Example 3 for handling the Toeplitz matrix). Hence they yield a natural extension
of CD-matrices. In what follows we outline a numerically stable way to recover such matrix structures with the method
devised in [9].
For this, let V1, V2 and W be three matrix subspaces of Cn×n such that{
V−1: V ∈ GL(n,C) ∩ V2
}= GL(n,C) ∩W, (3.8)
where GL(n,C) denotes the group of invertible matrices in Cn×n . Suppose for A ∈ Cn×n it holds that A = V1V2 with some
V1 ∈ V1 and an invertible V2 ∈ V2. Under the assumption (3.8), the task of recovering this factorization can be converted
into computing the nullspace of a linear operator. Namely, denote by P1 the orthogonal projection on Cn×n onto V1 with
respect to the standard inner product
(M,N) = trace(N∗M) for M,N ∈ Cn×n (3.9)
and deﬁne a linear operator L :W → Cn×n as
W → (I − P1)AW . (3.10)
If W is in the nullspace of L, then AW = V1 ∈ V1. In particular, if W is invertible, then A = V1V2 with V2 = W−1, yielding
a required factorization. The success of this approach relies on the fact that there are numerically stable ways, such as using
algorithms for the singular value decomposition, to compute the nullspace.
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a diagonal matrix. To recover the factors, choose V1 and V2 to be the set of Toeplitz and diagonal matrices, respectively.
Then take W = V2.
If A ∈ Cn×n is only approximately the product of a Toeplitz and a diagonal matrix, then the nth singular value σn of
L is positive. We have ‖AW − P1AW ‖F = σn for some unit vector W ∈W (with respect to the Frobenius norm). If W is
invertible, this yields us the bound
∥∥(A − V1W−1)W ∥∥F  ∥∥(A − V1W−1)W ∥∥2  ‖A − V1W−1‖2‖W−1‖2 (3.11)
on the error corresponding to the approximate factors V1 = P1AW ∈ V1 and V2 = W−1 ∈ V2 in A ≈ V1V2.
Example 7. Another optically interesting alternative consists of taking V1 and V2 to be the set of Toeplitz and circulant
matrices. Then again W = V2.
In the last example involving Toeplitz matrices we use the fact that the inverse of an invertible Toeplitz matrix belongs
to the sum
V3V4 + V3V4, (3.12)
where V3 and V4 are the subspaces of circulant and skew-circulant matrices, respectively; see [3, Theorem 3.1]. Since a
skew-circulant matrix is a DCD-matrix, an element of (3.12) is readily realized as a diffractive optical system with a beam
splitter and a beam combiner. Take W = V1 to be the set of Toeplitz matrices in spite of the fact that (3.8) does not hold
for any matrix subspace V2. However,
‖AW − P1AW ‖F
can be minimized as just described and the bound (3.11) is analogously valid, as long as the Toeplitz matrix W is invertible.
What remains optically is to represent W−1 as (3.12) in the approximation A ≈ V1W−1 with V1 = P1AW ∈ V1. To sum up,
the ﬁrst factor is a Toeplitz matrix while the second factor belongs to the set (3.12).
4. Conclusions
The fact that any matrix A ∈ Cn×n can be represented as the product of circulant and diagonal matrices, i.e., optical
primitives, yields a framework for matrix analysis of numerical wave optics. With beam splitters and beam combiners
the problem of diffractive computability becomes more tractable and versatile, providing many alternatives to produce
diffractive optical systems with a reasonable number of optical primitives. Associated matrix factoring and approximation
problems have been addressed.
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