Absnacr-Sharecam is a robotic pan, tilt, and zoom webbased camera controlled by simultaneous frame requests fmm online users. Part I describes the system. This paper, Part ll, focuses on algorithms. The Sharecam problem is to fnd a camera frame that optimizes ,a measure of total user satisfaction. We present a grid-based approximation algorithm. given camera frame requests from n users, and approximation bound E , we analyze the tradeoff between solution quality and processing speed and prove that the algorithm runs in O(n/r3) time. The algorithm can be distributed to run in O(l/c3) time a i each client and in O(n + i / c 3 ) time at the server. Experiments suggest that performance of the distributed algorithm degrades gracefully as clients fail to complete their part of the computation. Sharecam can he found online at: http://www.tele-actor.neUsharecad.
I. INTRODUCTION
Consider a robotic webcam set up at a panoramic site such as the San Francisco Bay, Sydney harbor, etc. The camera frame (based on pan, tilt, and zoom) can be remotely adjusted by viewers via the Internet to observe details in the scene. Current control methods rely on queueing, where users have to wait patiently for their turn to operate the camera. "ShareCam" is a new system that eliminates the queue, allowing many users to share simultaneous control of the camera. The Sharecam problem is to End a camera frame that maximizes a measure of user satisfaction.
The "Sharecam" system is an example of Collaborative Telerobotics, where the telerobot is a camera with 3 degrees of freedom. the set of requested camera frames from R users. Problem output is a camera frame that maximizes user satisfaction as defned in Section 3.
RELATED W O R K
The Internet provides a low-cost and widely-available interface that can make physical resources accessible to a broad range of participants. Online robots, controllable over the Internet, are an active research area. In addition to the challenges associated with time delay, supervisory control, and stability, online robots must be designed to be operated by non-specialists through intuitive user interfaces and to be accessible 24 hours a day; see part I [I71 for examples of recent projects. Goldberg Similar to Sharecam, they formulate the frame selection for multiple simultaneous requests as an optimization problem based on position and area of overlap. To solve their version, they propose an approximation based on the bounding boxes of all combinations of user frames. This algorithm requires exponential time and does not provide formal bounds on approximation error.
In [SI, [4],
In [18] , Song, van der Stappen, and Goldherg gave the Erst algorithms for the Sharecam problem. We defned the Generalized Intersection Over Maximum (GIOM) metric for user "satisfaction" based on how the user's requested frame compares with a candidate camera frame and reported an O(n2m) exact algorithm for a continuous pan and tilt with discrete m levels of zoom. Har-Peled et al.
[ l l ] improved the exact algorithm to O(mn3/* log3 n) and proposed a near linear r-approximation algorithm. In the present paper, we relax the assumption that zoom has to be discrete and report approximation algorithms for continuous pan, tilt, and zoom, which runs in O(n/r3) time.
Sharecam Part I [17] , the companion paper presented in this conference, describes system interface, architecture, and implementation.
PROBLEM DEFINITION
In this section, we formulate the Sharecam problem as an optimization problem: fnding the camera frame that maximizes total user satisfaction.
Let c be a vector of parameters that users can control.
In the Sharecam system, frame c = [z, y, 4, where z? y specify the center point of the input rectangle, which is corresponding to pan and tilt, and z = Sire(c) specifes size of the rectangle, which can be used to control zoom. c defnes a rectangular camera frame (the camera has a fxed aspect ratio of 43). For frame c = [z, y: z ] , the width of the frame is 42, the height of the frame is 3z, and the area of the frame is 122'. User i requests a desired frame
. Given requests from n users, the system computes a single global frame c* that will best satisfy the set of requests.
Defne We want to fnd c*, the value of c that maximizes s(c).
Since c = [z, y, 21, we now have a maximization problem: m a c s(c). We next present two grid-based approximation algorithms to solve it.
IV. ALGORITHMS
We begin with a grid-based approximation algorithm and derive formal approximation bounds that characterize the tradeoff between speed and accuracy. We then describe a distributed version of the algorithm.
A. Appmximtion Algorithm
Since requested frames are drawn by hand by each user, an approximate solution may be acceptable. We propose an algorithm that searches a regular lattice for an approximate solution E.
Defne the lattice as the set of points with coordinates, is always greater than or equal to s(E) so the 0 5 e < 1.
As
We will establish theorems that give an upper bound e , such that E 5 E" for given d and d,. This characterizes the tradeoff between solution quality and computation speed. We frst prove lemmas based on 2 observations: As illustrated in Figure 2 , consider a set of user requested frames ~i , each with zoom level ti. Now consider two candidate frames for the camera, c., c b
With tar Zb such that for all 2, T i C C, C Cb and ti < t, < t b . This case provides a lower bound where S(Cb)/S(Ca) = t a / t b . h general cases, some user frames ~i will be included in cb but outside c,, which will only increase the ratio.
Now consider the smallest frame on the lattice that contains an optimal frame. Its size is a function of the size of the optimal frame t*, d, and d,, as derived in lemma 2.
We now prove these formally in the general case to -Sa =' {Zlri n c. # 0} be the set of users whose requested frames intersect with frame c,.
S b = {ilri n Cb # 0} be the set of users whose requested frames intersect with frame Cb. S. 2 s b S' be the set of users whose requested frames intersect with frame ca and are bigger than the c,,
€ S a n d z 2 r a } . Since frame c' is the smallest frame on the lattice that ensures c is within c', (z', y') has to be the closest neighboring lattice point of the (x,y) on the 8 plane, which implies that equation 6 have to be true. Let's defne frame S = [z',y',i] be the smallest frame containing frame c such that (z',y') E 8 and f E R ' .
In other words, the frame E is located at (z,y) lattice but with continuous zoom i . It is not diffcult to fnd the relationship between c' and i.: Since point F at (XF,YF) is the bottom-left comer of the frame E and point E at (zE,?/E) is the bottomleft comer of the frame c, the condition that the frame c is located inside the frame E is equivalent to following conditions, XF I = E and YF 5 YE.
(11)
Since the frames are iso-oriented rectangles and with same aspect ratio, their diagonal lines have to be parallel to each other: 
The aspect ration of the frame is 4 : 3 =+ cos /3 = 415
Similarly, we can get lml 5 1 m 1 + 5d/6 from case 2.
Combine two cases, we know, 1 -E = S ( E ) / S ( C * ) 2 s(e')/s(c') 2 -.
Apply equation 8 of lemma 2, we have
Using this result, we have,
On the other hand, we know z* 2 21, so points.
According to equation 2, each point will take O(n) time.
Removing constants, t approaches zero, so computation time approaches O(n/c3) m
B. Distributed algorithm
In the Sharecam system, n is the number of users online, which is also the number of computers connected to our server. The larger the value of n, the more computation power in the system. This suggests that a distributed algorithm, where each client shares in the computation, can reduce overall computation time. In particular, we propose an algorithm where each client searches a coarse lattice with appropriate offsets. The more clients that participate, the more lattice points that are searched. The algorithm described in the previous section can be divided into client and server components by dividing the lattice L into n sub lattices Li, i = 1, ..., n, where sub lattice L; will be searched by user i. We distribute computation to client computers under the risk that some clients may drop out the system in the middle of the computation. One can also see from the algorithm that the speed of computation is limited by the slowest client. We may not have the luxury to wait for the slowest client to send hisher result hack to server. Therefore, we are interested in the algorithm performance if one or more clients fail to submit their computation results before a time-out.
Theorem 4: I f one client fails to submit hidher result, the approximation bound E will gracefully increase .from lattice Li. Similar to the proof of Theorem 1, we have It is good to see that the approximation'hound does not change dramatically after one client drops out of the system. In fact, the proof of theorem 4 shows that the approximation hound change is very small. We can also extend the proof to cases where more than one user drop out.
C. Numerical Experiment 3d
Hence, E I a r -------i 
v. CONCLUSIONS A N D FUTURE WORK
We present new algorithms for the Sharecam Problem: controlling a single robotic pan, tilt, zoom camera based on simultaneous frame requests from n online users. We formalize the problem with continuous pan, tilt, and zoom. With approximation bound E , the algorithm runs in 0 (n/e3) time.
We also show that the algorithm can be distributed to In future work, we will explore bow these algorithms can be further improved with Brand and Bound techniques and dynamic data structures. The Sharecam system was moved to an outdoor location on the UC Berkeley campus in June 2003, and is available online at http://teleactor.net/sharecam.
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