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In this work we show that the composite fermion construction for the torus geometry is modular
covariant. We show that this is the case both before and after projection, and that modular co-
variance properties are preserved under both exact projection and under JK projection which was
recently introduced by Pu, Wu, and Jain (PRB 96, 195302 (2017)). It is crucial for the modular
properties to hold that the CF state is a proper state, i.e. that there are no holes in the occupied
Λ-levels.
I. INTRODUCTION
In the study of the fractional quantum hall effect,
a prominent role has been played by the construction
of trial wave functions, dating back to Laughlin’s wave
functionLau83 more than three decades ago. The first
formulation, which was for a finite quantum liquid on
an infinite plane, was subsequently generalized to both a
sphereHal83 and torusHR85. In the following years other
trial wave functions where also constructed on the three
geometries, such as the PfaffianMR91,Mor98,RH00. These
three geometries: plane, sphere and torus, have since
then been the canonical playground for fractional quan-
tum hall trial wave functions.
In this work, we build upon and extend recent
developmentsPWJ17 in constructing Jain-Kamilla pro-
jected wave functions for composite fermions on the torus
geometry. Composite fermions (CF), are straight for-
ward to write down in unprojected formJai89,DJ92,Her13
on all the three above mentioned geometries. To ob-
tain physical wave functions, i.e. that reside in the low-
est Landau level (LLL), the CF wave functions how-
ever need to be projected onto that LLL. This can be
achieved either analyticallyGJ84 or via the Jain-Kamilla
(JK) projectionJK97. The former is exact, but numeri-
cally inefficient, and the latter is an uncontrolled approx-
imation, but numerically fast. It was early understood
how to perform both of these projections on the plane
and sphere, but the torus geometry proved more difficult,
mainly due to technical difficulties with the non-trivial in-
terplay of boundary conditions and the action of deriva-
tives on quasi-periodic wave functions. The first success-
ful attempts in this direction was taken by Ref. Her13 for
the analytical projection.
In a parallel development, trial wave functions on
the torus was also developed for the Jain series with
the help of CFTHSB
+08,FHS14,HHSV17 techniques. Re-
cently DMRG methods have also been extended to
the cylinder geometry for the Laughlin stateZM12, it’s
quasi-particlesKAD
+18, and states higher up in the
HierarchyZMPR15. See also the construction of quasi-
particles for the Laughlin state on the TorusGST16.
Recently however, Pu, Wu and JainPWJ17 (PWJ) man-
aged to extend the JK projection-scheme to also encom-
pass the torus. The same techniques where later used in
Ref. PFJ18 to study the composite fermion Fermi liquid,
which had previously been examined by other numerical
techniquesRH00,WGRH17,FMSS18,GWRH18.
In comparison to the other two geometries, the torus
comes with an extra parameter τ , which controls its ge-
ometry. The parameter τ is important since multiple val-
ues of τ may correspond to the same physical geometry.
This redundancy poses additional physical constraints on
the trial wave functions that are not present on the plane
and sphere, where it’s sufficient to respect the bound-
ary conditions. It is therefore of great importance that
wave functions defined on the torus, not only have correct
boundary conditions, but also that wave functions at dif-
ferent (but physically equivalent) τ span the same space
of wave functions. The mapping from one value of τ to a
physically equivalent value is a modular transformation
and comes in two flavors; the T -transform which sends
τ → τ+1 and the S-transform which sends τ → − 1
τ
. The
former is a remapping of the torus lattice vectors, and the
latter is a rotation that interchanges the order of the vec-
tors. Sets of wave functions that span the same physical
space before and after a the above mentioned modular
transformations have the property of modular covariance.
The modular covariance property was of great impor-
tance to compute e.g Hall viscosityRea09,Rea08,RR11,FHS14.
The property of modular covariance is not guaranteed
simply because appropriate boundary conditions are im-
posed. This was made clear in Ref. FHS14, where it
was shown that the primary CFT correlation functions
used to construct hierarchy wave functions have the cor-
rect modular properties, but that the naive introduction
of a regularized derivative (as was previously done in
Ref. HSB+08) broke modular covariance. The authors
could find another regularization which restored the mod-
ular covariance and as a positive side effect also signif-
icantly improved the overlap with the coulomb ground
state.
The property of modular covariance has never been
proven for the composite fermion states, neither before
nor after projection, and that is what we will do in this
paper. On the route there we will also present some
(hopefully) useful reformulations and results of the PWJ
approach. The paper is organized as follows: In Section
(II) we introduce the torus geometry and the single parti-
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Figure 1. The relationship between the Cartesian coordinates
(x˜, y˜) and the dimensionless coordinates (x, y). In the figure
one can also see that τ1 is interpreted as the skewness, and τ2
as the aspect ratio, of the torus. Note how the τ -gauge vector
potential ~˜A is perpendicular to the vector ~τ = (τ1, τ2). The
area of the torus is fixed to be L2τ2 = 2πNφℓB .
cle wave functions. In Section III we discuss the Girvin-
Jach rule in τ -gauge. In Section IV we briefly discuss
the CF construction on the torus and in Section (V) we
discuss the modification of the Grivin-Jach rule that is
necessary to obtain periodic boundary conditions for the
Jain-Kamilla projection. In section (VI) we derive the
covariance properties for unprotected as well as exactly
projected and PWJ projected CF:s and show that they
all satisfy modular covariance. We end with a discus-
sion and outlook in Section (VII). Detailed derivations
are deferred to the Appendices.
II. THE TORUS AND ITS WAVE FUNCTIONS
In this section we give a short recapitulation regarding
the torus. This also serves to define the notation that is
used later in the paper. The torus is defined by two axes
L1, L2 on the plane and we will adopt the conventions
that in complex coordinates the axes are L1 = L and
L2 = τL, where τ = τ1 + ıτ2. For coordinates we use
the (unusual) convention that z = x˜ + ıy˜ = L (x+ τy)
where x˜, y˜ are the physical euclidean (dimensional) coor-
dinates and x, y are the reduced (dimensionless) coordi-
nates. The reduced coordinates x, y ∈ [0, 1], defined on
the unit square are convenient since x = 1 (y = 1) corre-
sponds to z = L1 (z = L2). The two torus axes span an
area |L1 ×L2| = τ2L2 = 2πNφℓ2 where ℓ =
√
~e
B
is the
magnetic length and Nφ is the number of magnetic fluxes
that penetrate it’s surface. See Fig. 1 for an illustration
of the coordinates and gauge choice.
The single particle Hamiltonian is
H =
∑
i=x˜,y˜
1
2m
(
pj − eA˜j
)2
, (1)
where pj = ı~∂j and
~˜A =
∑
i=x˜,y˜ A˜i iˆ is a vector potential
satisfying ∇ × ~˜A = Bzˆ. We will choose to work in the
τ -gauge, where the vector potential is ~˜A = y˜B
τ2
(τ2,−τ1),
which is perpendicular to the vector ~τ . In reduced coordi-
nates the vector potential simplifies to ~A = (2πNφyB, 0)
which is explicitly τ -independent. In this work we will
work exclusively in τ -gauge, as it is especially convenient
to handle modular transformations and boundary condi-
tions at arbitrary τ . The Hamiltonian in (1) can be di-
agonalized by introducing ladder operators, yielding the
form H = ~ωB
(
a†a+ 12
)
, where ωB =
eB
m
. The ladder
operators in τ -gauge are
aτ =
√
2
(
τ
2
L
ℓ
y + ℓ∂z¯
)
a†τ =
√
2
(
τ¯
2
L
ℓ
y − ℓ∂z
)
, (2)
and satisfy
[
a†τ , aτ
]
= 1. Physical wave functions ψ (z),
are quasi-periodic and obey the boundary conditions
ψ (z + Lj) = e
λj(z,z¯)ψ (z) (3)
where λj (z, z¯) depends on the gauge choice ~A. For τ -
gauge this is λj = δj,22πNφx.
In τ–gauge, the shift operator and magnetic transla-
tion operators are
t˜ (αL + βτL) = eα∂x+β∂y (4)
t (αL + βτL) = eα∂x+β∂y+ı2piβNφx
where it is the latter that defines periodic boundary
conditions t (Lj)ψ = e
ıφjψ. Note how we differenti-
ate between the shift operator t˜ (τL) and the full mag-
netic translation operator t (τL) such that t (τL) =
eı2piNφxt˜ (τL). General LLL wave functions in τ -gauge
take the form ψ(A) (z) = eı2piAy
2
f (z) where f (z) is
a holomorphic function and A counts the number of
magnetic fluxes through the torus. The above formula
is particularity useful since if ψ(A) and ψ(B)are wave
functions with boundary conditions φA and φB then
ψ(A+B) = ψ(A) · ψ(B) is automatically a wave function
with boundary conditions φA + φB.
The operator t
(
L
Nφ
)
commutes with the operator
t (τL), and consequently can be used to defined a ba-
sis of Nφ linearly independent states. The single particle
orbitals in the lowest Landau level – in a basis that di-
agonalizes t
(
L
Nφ
)
– can be written as
φ
(Nφ)
i =
1√
ℓL
√
π
eıpiτNφy
2
ϑ i
Nφ
,0
(
Nφz
L
∣∣∣∣Nφτ
)
=
1√
ℓL
√
π
∑
k∈Z+ i
Nφ
eıpiNφτ(y+k)
2
eı2piNφkx. (5)
The function ϑa,b (z|τ) =
∑
k∈Z+a e
ıpiτk2eı2pik(z+b) is a
generalized Jacobi theta function. The orbitals for the
3higher landau levels are obtained by application of the
raising operators as φj,n =
(a†)n√
n!
φj . The explicit expres-
sion for the n:th Landau level orbitals, also as eigenstates
of t
(
L
Nφ
)
, are
φ
(Nφ)
i,n = Nn
∑
k∈Z+ i
Nφ
eıpiNφτ(y+k)
2
eı2piNφkxHn
(
τ2L
ℓ2
(y + k)
)
= NneıpiNφτy2
∑
k∈Z+ i
Nφ
eıpiNφτk
2
eı2piNφk
z
LHn (y˜ + τ2Lk) , (6)
where Hn is a Hermite polynomial and Nn = 1√
2nn!L
√
pi
.
Note the appearance of the physical y˜ = Lτy in the argu-
ment of the Hermite polynomial. We will refer to f
(Nφ)
i,n
as the holomorphic polynomial in φ
(Nφ)
i,n = e
ıpiNφτy
2
f
(Nφ)
i,n ,
and we will often drop the momentum index i for brevity.
In recent papersWGRH17,GWRH18,Hal18a,Hal18b, Haldane
has been advocating the use of Weierstrass σ-functions
over the traditionally used ϑ-functions. In this paper
we follow in that tradition and define a generalized σ-
function in τ -gauge as
σ
(n)
a,b (z) = e
ıpiτny2ϑa,b
(nz
L
∣∣∣nτ) . (7)
Comparing with (5) we have e.g. that σ
(Nφ)
i
Nφ
,0
=√
ℓL
√
πφ
(Nφ)
i . The Weierstrass functions builds in the
quasi-period boundary conditions and thus transform un-
der coordinate changes as
σ
(n)
a,b (z + L) = e
ı2pianσ
(n)
a,b (z)
σ
(n)
a,b (z + Lτ) = e
−ı2pi(nx+b)σ(n)a,b (z) ,
in accordance with (3). With this definition, one may
also rewrite the q-fold degenerate Laughlin’s state on the
torus, which is ϑ-form is
ψ 1
q
= N (τ)eıpiτNφ
∑
i y
2
i ϑ0,0
(
q
∑
zi
L
∣∣∣∣qτ
)
×
∏
i<j
ϑ 1
2 ,
1
2
(
zi − zj
L
∣∣∣∣τ
)q
.
In Weierstrass form this is the more compact
ψ 1
q
= N (τ)σ(q)0,0
(∑
i
zi
)∏
i<j
σ
(1)
1
2 ,
1
2
(zi − zj)q . (8)
The normalization factor is here chosen to be N (τ) =
[
√
τ2η
2(τ)]
qNe
2
η(τ) qNe(Ne−1)2 +1
as suggested in Ref. Rea09. This normal-
ization ensures that the Laughlin state transforms under
S-transformations as ψ 1
q
→
(
τ
|τ |
)Neq
2
ψ 1
q
. This normal-
ization is the correct one (up to τ -independent scale fac-
tors) as along as the torus is large enoughFre16.
III. GIRVIN-JACH PROJECTION IN τ -GAUGE
In their work in Ref.GJ84, Girvin and Jach introduced
the classic rule for LLL projection, namely that z¯ → 2∂z.
What might not be obvious is that this is a gauge depen-
dent rule, and is only guaranteed to hold in symmetric
gauge. In this section we review the Girvin-Jach projec-
tion trickGJ84 and then extend it to τ -gauge. We begin
by reminding ourselves of the argument goes in symmet-
ric gauge, before we turn to the τ -gauge. The ladder
operators in symmetric gauge are
as =
√
2
(z
4
+ ∂z¯
)
a†s =
√
2
( z¯
4
− ∂z
)
. (9)
where the s denotes the symmetric gauge choice. The
equation for a† can be rewritten as z¯ = 4a
†
s√
2
+4∂z, which
allows us to write
z¯e−
zz¯
4 f (z) =
(
4a†s√
2
+ 4∂z
)
e−
zz¯
4 f (z)
=
4a†s√
2
e−
zz¯
4 f (z) + e−
zz¯
4 (4∂z − z¯) f (z) ,
or equivalently
z¯e−
zz¯
4 f (z) =
√
2a†se
− zz¯4 f (z) + 2e−
zz¯
4 ∂zf (z) .
Applying the LLL projection kills the a† term and we
have PLLLz¯e
− zz¯4 f (z) = 2e−
zz¯
4 ∂zf (z) which amounts to
the famous ruleGJ84 z¯ → 2∂z, where it is understood
that the derivative does not act on the exponential e−
zz¯
4 .
Here, since
[
a†s, z¯
]
= 0 the argument can also be iterated
to higher powers of z¯ as z¯n → (2∂z)n. In τ -gauge, due
to (2), the same equations reads τ¯2Ly =
a†τ√
2
+ ∂z, which
becomes the equation
τ¯
2
LyGτf (z) =
a†τ√
2
Gτf (z) +Gτ
(
∂z +
Lτy
2
)
f (z) .
after acting on Gτ = e
ıpiτNφy
2
. The above equation may
be rewritten as
τ2LyGτf (z) =
a†τ ı√
2
Gτf (z) +Gτ (ı∂z) f (z) .
After projection (and the a†τ term is killed) this becomes
y˜ = τ2Ly → ı∂z, with the understanding that ∂z does not
act on the Gaussian factor eıpiτNφy
2
. The rule for y˜ can
however not be extended directly to higher powers of y˜
since
[
y˜, a†τ
] 6= 0. Instead due to this noncommutativity
the projection rule reads
y˜n → 1
(−2ı)nHn (∂z) (10)
4where Hn is a Hermite polynomial. A proof and an ex-
tended discussion can be found in Appendix A. We wish
to stress that since the PLLL operator only involves a
and a† operators, that act between LL:s, it trivially com-
mutes with the operators within any LLL. This has the
important consequence that if a wave function satisfies
the boundary conditions before projection, it will auto-
matically do so also after projection.
A. LLL projection as an operator
Here we develop a formalism where we view the LLL
projection as an operator action on holomorphic LLL
wave functions. To be concrete, we consider a general
state (e.g. basis state) φ
(M)
n in the n:th LL defined for
M fluxes, that is multiplied with an arbitrary LLL wave
function ψ(Nφ−M) defined for Nφ−M fluxes. The power
of the τ -gauge formalism and reduced coordinates is that
the product of φ
(M)
n ψ(Nφ−M) (when expressed in reduced
coordinates) is automatically a proper wave function at
Nφ fluxes, since the different magnetic lengths ℓ of the
two wave functions are automatically renormalized.
The product φ
(M)
n ψ(Nφ−M) can now be written as
φ(M)n ψ
(Nφ−M) = eıpiτNφy
2
f (M)n f
(Nφ−M)
where ψ(Nφ−M) = eıpiτ(Nφ−M)y
2
f (Nφ−M) is separated
into its Gaussian and holomorphic factor, and the same
for φ
(M)
n = eıpiτMy
2
f
(M)
n . When applying PLLL on this
combined wave function we can use the fact that only
φ
(M)
n is non-holomorphic and promote f
(M)
n to a differ-
ential operator acting on f (Nφ−M) as
PLLLφ
(M)
n ψ
(Nφ−M) = eıpiτNφy
2
fˆ (M)n f
(Nφ−M).
The operator fˆ
(M)
n can after some transformations (see
Appendix B) be rewritten as
fˆ (M)n =
n∑
k=0
(
n
k
)
(M∂z)
n−k
[
(−Nφ∂z)k f0
]
, (11)
where f0 = e
−ıpiMy2 an√
n!
φn is the LLL version of fn,
and where an scale factor of (2ı)
n Nn
N0Mn has been
suppressedNot. The derivative within square brackets
acts only on f0.
We may symbolically write the operator in (11) as
fˆ (M)n =
(
M∂z −Nφ∂˜z
)n
f0, (12)
where the operator ∂˜z is understood to act only on f0
and thus has the property ∂˜zf0f = f ∂˜zf0. We may also
introduce the derivative operator ∂ˆz which does not act
on f0 at all and can be defined as ∂ˆzf0f = f0∂ˆzf . Using
that these two operators have the identity ∂z = ∂˜z + ∂ˆz
and that the three operators ∂z , ∂˜z, ∂ˆz all commute, we
may rewrite (12) as
fˆn =
(
Nφ∂ˆz − (Nφ −M)∂z
)n
f0, (13)
and
fˆn =
(
M∂ˆz − (Nφ −M) ∂˜z
)n
f0, (14)
where especially (14) will be useful later. This is also the
form that was found by PWJ. For brevity we will also
introduce the operator Dˆ = M∂ˆz − (Nφ −M) ∂˜z such
that (14) can be written in shorthand as fˆn = Dˆ
nf0.
B. Periodic boundary conditions of fˆn
To set the stage for the discussion of the PWJ projec-
tion in the later sections we now prove that fˆn indeed pro-
vides for periodic boundary conditions. We know that an
A flux wave function ψ(A) = eıpiτAy
2
f (A) should obey the
relation t (τL)ψ(A) = ψ(A) (assuming p.b.c). Removing
the factor eıpiτAy
2
and the gauge factor eı2piAx we see that
this implies that t˜ (τL) f (A) = e−ı2piA(z+
τ
2 )f (A)t˜ (τL).
This means that the relation(
t˜ (τL) fˆn
)
e−ı2pi(Nφ−M)(z+
τ
2 ) = e−ı2piNφ(z+
τ
2 )fˆn (15)
should hold for fˆn. Note here that
[
t˜ (τL) , Dˆ
]
= 0,
but that t˜ (τL) f0 = e
−ı2piM(z+ τ2 )f0t˜ (τL). This means
that when t˜ (τL) acts on f0 is will produce the factor
e−ı2piM(z+
τ
2 ). This factor will the be acted upon by ∂˜z in
eqn. (14), effectively causing the shift ∂˜z → ∂˜z − ı2πM .
Likewise when t˜ (τL) acts on f (Nφ−M) it produces the
factor e−ı2pi(Nφ−M)(z+
τ
2 ), which when pulled through ∂ˆz
causes the shift ∂ˆz → ∂ˆz − ı2π (Nφ −M). Since the two
shifts are simple constant they commute and we have
Dˆ = M∂ˆz − (Nφ −M) ∂˜z
→M
(
∂ˆz − ı2π (Nφ −M)
)
− (Nφ −M)
(
∂˜z − ı2πM
)
= Dˆ, (16)
when the exponentials are pulled through Dˆ. This shows
that Dˆ is invariant and proves (15).
We mention in passing that we may define φˆ
(M)
n =
eıpiτNφy
2
fˆ
(M)
n e−ıpiτ(Nφ−M)y
2
which is an operator that
has proper operator boundary conditions. This opera-
tor may be expressed as
φˆn =
⌈n2 ⌉∑
k=0
T (n, k)χkDn−2kφ0 (17)
5where T (k, n) is the triangle of Bessel numbersInc18 and
χ = M(N−M)τ4ıτ2 . This has been confirmed by Mathematica
up to n = 8, and we assume it holds for general n. See
Appendix (C) for details.
IV. COMPOSITE FERMIONS ON THE TORUS
In this section we briefly introduce the CF construction
on the torus at filling fraction ν = n2np+1 and discuss how
the expected degeneracy of q = 2pn+ 1 comes about. A
generic CF wave functions may be written on the form
ψCF = PLLLχnψν= 12p (18)
where χn is a Slater-determinant of occupied CF-orbitals
given by (6), where the CF-flux isM . If ψCF represents a
ground state at filing fraction ν = n2pn+1 , then nM = Ne
and Nφ = M + 2pNe, meaning that the n lowest CF
Λ-levels are filled. As ψν= 12p contains a center of mass
piece and a Jastrow factor (see eqn. (8)) we may pull the
Jastrow factor into the determinant and write
ψCF = PLLLσ
(2p)
a (Z) · A


∏
j
φj (zj) · Jpj (z)

 .
Here, A is an antisymmetrizer of the coordinates that
plays the same role as the determinant, and Jj (z) =∏
k 6=j σ
(1)
1
2 ,
1
2
(zjk). The subscript a on σ
(2p)
a (Z) is labeling
one of the 2p states of ψν= 12p and the subscript j on φj
contains for brevity both the LL-index and the orbital
index. We will later see that it is crucial for the PWJ
projection recipe that the CF state is a proper state. A
proper CF state has the property that there are no holes
in the filling of the Λ-levels, in the sense that if the orbital
φj,n is occupied (with n > 0), then also the orbital φj,n−1
is occupied.
A. Notes on the multiplicity of the wave functions
Here we mention for completeness how the correct de-
generacy of the CF states is counted. It is well known
that for a LL with partial filling ν = p
q
(p, q being rela-
tively prime) every state is at least q-fold degenerate on
the torusHal85 (with higher degeneracy for non-abelian
states). To show this degeneracy explicitly for the CF
states, we make use of the many-body translation opera-
tor commutations relations T (A) (ατL) t(A) (L) = eı2piAα,
where the (A) denotes that the wave functions act on A-
flux wave functions. The many body operators are
T (A) (γ) =
Ne∏
j=1
t
(A)
j (γ) ,
where t
(A)
j (γ) is the magnetic translation operator in (4)
acting on coordinate j. We next define the translated
state ψ
(α)
CF = T
(Nφ) (ατL)ψCF . If we assume that ψCF
has periodic boundary conditions then ψ
(α)
CF will also have
periodic boundary conditions when eı2piNφα = 1, which
happens first when α = 1
Nφ
= n
Ne(2pn+1)
. Naively one
might expect that there should be 1
α
= Nφ degenerate
states from this argument, which is clearly wrong. To
get the correct counting, one has to also take into account
that the trivial cycle (i.e. the cycle that sends ψ
(α)
CF =
ψ
(0)
CF ) is not α = 1, but is determined by the trivial cycles
of ψ2pν=1 and χn. The trivial cycle for ψν=1 is α
′ = 1
Ne
since that cycles the states φ
(Ne)
j,0 → φ(Ne)j+1,0 leaving the
ψν=1 invariant. In a similar manner, the trivial cycle for
χn is α
′′ = 1
M
= n
Ne
since it sends φ
(M)
j,k → φ(M)j+1,k in
the determinant. We thus see that (2pn+ 1)α = nα′ =
α′′ which shows that 2pn + 1 = q applications of α are
needed to obtain trivial cycles for the two sub-factors.
This shows that the degeneracy of ψCF is q = 2pn+1 as
expected.
V. MODIFIED JK PROJECTION
We now discuss the modification to (14) that is neces-
sary to obtain JK projected wave functions that respect
the periodic boundary conditions. In a naive implemen-
tation of the JK projection we would move the projector
into the determinant and perform the LLL projection on
each term of the determinant. On the plane and sphere
this is an uncomplicated procedure, but of the torus this
is highly nontrivial since the boundary conditions of the
factor Jj (z) depends on the other k 6= j coordinates.
Nevertheless we may be bold and stipulate that we can
still use (13), and then hope for the best. In that case
we first extract the Gaussian factors and write
ψJK = σ
(2p)
a (Z) e
ıpiτ(Nφ
∑
j y
2
j−2pY 2)
×A


∏
j
fˆj · F pj (z)

 , (19)
where now fˆj only acts on the function
F pj (z) = J
p
j e
−ıpiτp∑k 6=j(yj−yk)2 . (20)
Here, and below, we use the abbreviations Y =
∑
j yj ,
X =
∑
j xj and Yj = Y − yj =
∑
k 6=j yk, Xj = X −
xj =
∑
k 6=j xk. Here the number of fluxes in fˆj · F pj (z)
is Nφ = M + p (Ne − 1) instead of Nφ = M + 2pNe.
To see why this does not work, and also determine what
does, we follow the reasoning of PWJ and introduce a
modification of fˆj that is f˜n = D˜
nf0, where
D˜ = αM∂ˆz − (Nφ −M) ∂˜z = αM∂ˆz − 2pNe∂˜z. (21)
6For α = 1 then D˜ = Dˆ and fˆj = f˜j , but we will soon
see that the choice α = 2 will be necessary. We be-
gin with reviewing the relevant transformations. Acting
with t˜j (τL) on Fl produces (after we have dropped some
constant factors)
t˜j (τL)Fj (z) ∝ e−ı2pi
∏
k 6=j(zj−zk)
∏
k 6=j
ϑ1 (zj − zk|τ) t˜j (τL)
= e−ı2pi[(Ne−1)zj−Zj ]Fj t˜j (τL) (22)
and
t˜j (τL)Fl 6=j (z) ∝ e−ı2pi(zl−zj)
∏
k 6=l
ϑ1 (zl − zk|τ) t˜j (τL)
(23)
= e−ı2pi(zl−zj)Fl 6=j t˜j (τL) .
depending on if j = l or not. We now apply the trans-
lation operator t˜j (τL) on f˜jFj . For brevity we suppress
the factors of e−ı2pi[(Ne−1)zj−Zj ] and e−ı2pi(zl−zj) coming
from (22) and (23) as well as the phase eı2pizjM coming
from f
(M)
0 . We obtain, by an analogs calculation to the
one in (16) that
fˆ (M)n F
p
j →
(
−2Nep
(
∂˜zj − ı2πM
)
+ αM
(
∂ˆzj − ı2πp (Ne − 1)
))n
f0F
p
j
=
(
D˜ + ı2πpM [2Ne − α (Ne − 1)]
)n
f0F
p
j .
for j = l. For j 6= l we instead have
fˆ (M)n Fl 6=j →
(
−2Nep∂˜zj + αM
(
∂ˆzj + ı2πp
))n
f0F
p
l
=
(
D˜ + αpMı2π
)n
f0F
p
l .
The important observation here is that both αpMı2π
and ı2πpM [2Ne − α (Ne − 1)] are constants, but they
are only equal when α = 2. It is crucial that the trans-
formation D˜n →
(
D˜ + const
)n
is the same for all coor-
dinates, since the shift ıπ4pM can then be removed by
row addition if the CF state is a proper state. Otherwise
the cancellation will not work.
As a minimal example lets consider the simple case of
a determinant consisting of only Ne = 2 particles; one in
the n = 0 LL and one in the n = 1 LL. The entries in
(19) are then DfF and fF , which gives determinant
∣∣∣∣ D1f1F1 D2f2F2f1F1 f2F2
∣∣∣∣ ,
where the subscripts labels the coordinates of the two
particles. If we assume that D1 → D1 + α and D2 →
D2 + β under the action of t1 (τL), we then have
∣∣∣∣ D1f1F1 D2f2F2f1F1 f2F2
∣∣∣∣→
∣∣∣∣ (D1 + α) f1F1 (D2 + β) f2F2f1F1 f2F2
∣∣∣∣
=
∣∣∣∣ D1f1F1 (D2 + (β − α)) f2F2f1F1 f2F2
∣∣∣∣ .
It is evident that the determinant is only invariant under
the transformation if α = β.
VI. MODULAR COVARIANCE
We are now in a positions to study the modular co-
variance properties of the PWJ wave functions. For this
purpose (and to simplify the discussion somewhat) we
assume that we are considering one of the CF ground
states at filling fraction ν = n2pn+1 . That is, we assume
that we have a state with n filled Λ-levels, and everything
above unoccupied. In this work we will focus on the S-
transform, τ → − 1
τ
since that is the more complicated of
the two.
Before we deal with the many-body state, let us re-
view how single particle orbitals transform under the S-
transform. An S-transform sends τ → − 1
τ
and affects
the LLL single particle orbitals from (5) as
φ
(M)
i,0
(
x, y,− 1
τ
)
= e−ı2piMyx
√
τ
|τ |
1√
M
∑
k
eı2pi
ki
M φ
(M)
k,0 (−y, x, τ) . (24)
The higher order higher LL orbitals in (6) similarly transform as
φ
(M)
i,n
(
x, y,− 1
τ
)
= e−ı2piMyx
(
τ
|τ |
)n+ 12 1√
M
∑
k
eı2pi
ki
M φ
(M)
k,n (−y, x, τ) . (25)
7In the above equations we note that τ → − 1
τ
effec-
tively sends y → x → −y and maps φ(M)i,n into a Fourier
sum
∑
k e
ı2pi ki
M φ
(M)
k,n . We may also identify the factor
e−ı2piMyx as the gauge transformation related with the
coordinate change and
(
τ
|τ |
)n+ 12
can be interpreted as
the conformal weight of the orbital. The extra factors
of τ|τ | for n > 0 can be understood by noting that the
derivative operator ∂
(x,y,τ)
z transforms as
∂
(x,y,− 1τ )
z =
|τ |
τ¯L2ıτ2
(τ¯∂y + ∂x)
=
(
τ
|τ |
)
∂(−y,x,τ)z .
In this calculation we used that τ2 → τ2|τ |2 , L =
√
2piNφ
τ2
→
|τ |
√
2piNφ
τ2
= |τ |L and that τ¯ → − 1
τ¯
= −τ|τ |2 . Thus,
the ladder operator a†τ (x, y, τ) = −
√
2
(
∂z − τ¯2Ly
)
trans-
forms as
a†τ (x, y,−τ) = −
√
2
(
τ
|τ |
)(
∂(−y,x,τ)z +
1
2
Ly
)
= e−ı2piMyx
(
τ
|τ |
)
a†τ (−y, x, τ) eı2piMyx. (26)
By applying (26) and (24) to φj,n = a
†n
τ φj,0 then (25) is
directly obtained. From this also follows that Jpj , which
is used in the CF construction will transform trivially
under τ → − 1
τ
since they contain a product of σ
(1)
1
2 ,
1
2
(zij)
which are an M = 1 representation.
A. A modular invariant CF wave function
To make the discussion in the following subsection a
little bit cleaner, we spend some time in this section defin-
ing a CF wave function that transforms trivially under
S-transforms in its unprojected form. We do this, since if
we can find one wave function ψ that transforms trivially
under S we can then build the family of q-fold degener-
ate wave functions from this template, as eigenstates of
either T1 = T
(
L
Nφ
)
or T2 = T
(
τL
Nφ
)
.
In practice, if we assume that ψ is a wave function
that is modular invariant, we may define the states ψj =
T j2P1,0ψ and ϕl = T
−l
1 P2,0ψ. Here
Pm,l =
1
q
∑
j
eı2pi
−lj
q T jm,
is a projector onto the basis defined by Tm and it satisfies∑q
l=1 Pm,l = 1 and Pm,lPm,k = Pm,lδl,k. Since T1T2 =
T2T1e
ı2pi p
q we have that
ψl ∝ 1√
q
∑
j
eı2pi
−plj
q ϕj
ϕj ∝ 1√
q
∑
j
eı2pi
plj
q ψj
where the ∝ is inserted since ψl and ϕj might not be
properly normalized with respect to each other. Now, by
applying the S-transform, which transforms T1 → T2 →
T−12 , we find that
ψl = T
j
2P1,0ψ
→ T−j1 P2,0ψ
= ϕl ∝ 1√
q
∑
j
eı2pi
plj
q ψj
which shows that the set of q wave functions ψl is closed
under S. It thus remains to be seen that ψ transforms
trivially under S.
B. Unprojected CF
According to the argument of the previous section, it
is sufficient to show modular covariance if we can find
one CF-wave function that is invariant under the S-
transform. For this purpose we note that if we choose
ψ2pν=1 instead of ψν= 12p in (18) then the center of mass
part and the Jastrow factors σ 1
2 ,
1
2
(zij) are all manifestly
invariant under these transformations (up to constant
factors and phases). The determinant χn can be made
invariant in two different but equivalent ways. The first
is is argue that if one fills a Λ-levels completely, it will
also be filled after the S-transform, thus ensuring the
invariance. The second, which will make the later dis-
cussion of the PWJ projection much cleaner, is to build
χn from orbitals that themselves are invariant under the
S-transform.
By choosing the χn orbitals from the Lattice coherent
states
ρn,m (z) = σ 1
2 ,
1
2
(
z − 1
M
(n+ τm)
)M
, (27)
one can ensure that each orbital is invariant under S.
These states where introduced by Haldane in Ref. HR85
as a possible way to construct maximally localized wave
functions and where later studied in detail in Ref. Fre13.
They have the property that they have all their zeroes
at the same position z = L (n+ τm), and transform as
ρn,m → ρm,−n under modular transformations. By con-
structing the states ρ˜n,m = ρn,m + ρm,−n + ρ−n,−m +
ρ−m,n we ensure that all the orbitals transform trivially
under the S-transform. These are examples of eigenstates
for certain finite rotations. The LCS forms an over com-
plete M ×M lattice of states and there are thus roughly
8M2/4 acceptable choices for ρ˜n,m. Since M
2/4 > M
these states are enough to fill the lowest of the Λ-levels
and thus all also of the higher Λ-levels by the action of
raising operators.
C. Exactly projected CF
To prove that the exactly projected states have good
modular properties, it is sufficient to show that the mod-
ular transformation commutes with the projector PLLL.
This is straight forward due to equations (24) and (25).
These equations namely show that the modular trans-
formation never mixes states between landau levels, and
thus trivially commutes with the Landau level projection.
A more formal proof of the same is to note that PLLL
can formally we written as PLLL =
∏∞
n=1
(
1− a†a
n
)
where a†,a are the operators in (2). Using the result from
(26) we see that a†τaτ → e−ı2piMyxa†τaτeı2piMyx only con-
tains the overall gauge transformation eı2piMyx, and so
PLLL → e−ı2piMyxPLLLeı2piMyx under the S transform.
This shows that PLLL commutes with S up to the ever
present gauge transformation.
D. PWJ projected CF
We now turn our attention to the PWJ projected CF
state, where we are especially interested in the transfor-
mation properties of f˜n and F
p
j as defined in (20) and
(21). We here assume, following the discussion in (VIA)
and (VIB) that f0 is chosen from the set of Lattice co-
herent states (27). For fj ≡ f0 (zj) and Fj we have the
respective transformations (again with constant faces re-
moved)
f
(M)
j → eıpiτMz
2
j f
(M)
j
and
Fj → eıτpi
∑
l(zj−zl)2Fj = eıτpi(Nez
2
j−2zjZ+
∑
l z
2
l )Fj
= eıτpi((Ne−1)z
2
j−2zjZj+
∑
l 6=j z
2
l )Fj .
The combined transformation is thus
D˜nj fjF
p
j → D˜nj
(
eıpiτMz
2
j fj
)
×
(
eıτpip((Ne−1)z
2
j−2zjZj+
∑
l 6=j z
2
l )F pj
)
.
Let us first consider the simplest case of n = 1 where we
define γ = eıpiτMz
2
j eıτpip((Ne−1)z
2
j−2zjZj+
∑
l 6=j z
2
l ). This
yields
DjfjF
p
j → γ−1
(
−2pNe∂˜zj + 2M∂ˆzj
)(
eıpiτMz
2
j fj
)
×
(
eıτpip((Ne−1)z
2
j−2zjZj+
∑
l 6=j z
2
l )F pj
)
= −2pNe
(
∂˜zj + ı2πτMzj
)
fjF
p
j
+ 2M
(
∂ˆzj + ıτπ2p ((Ne − 1) zj − Zj)
)
fjF
p
j
= DjfjF
p
j − ı4πτMpZfjF pj ,
where we see an extra term −ıτπ4MpZfjF pj appearing.
This term can then be removed under row addiction of
the determinant. This is since it is proportional to ZfjF
p
j
and Z is independent of the j index.
For general n we cannot use the trick employed
above since
[
∂z,
[
∂z, z
2
]]
= 2 6= 0, which means that
the factors ∂˜zj → ∂˜zj + ı2πτMzj and ∂ˆzj → ∂ˆzj +
ıτπ2p ((Ne − 1) zj − Zj) can only in the n = 1 case be
direly combined to D˜ → D˜ − ıτπ4MpZ. For the n = 2
case, one may after some algebra conclude that
D˜2 → D˜2
+ ıπτ8MpZD˜
− 16 (πτMp)2 Z2
− 8ıπτMp (M (Ne − 1) +N2e p) .
Here we see that we still only get terms that depend on
Z and D˜, and they can all be removed by row addition.
By Mathematica calculations we have confirm up to n =
10, and we belie it holds in general, that the general
transformation that takes place is
Dn →
n∑
k=0
⌊k2 ⌋∑
l=0
Ak,lZ
k−2lDn−kαkβl.
The constants in the expression are α = ıπτ4Mp, β =
M(Ne−1)+N2ep
ıpiτ2Mp and Ak,l is defined as
Ak,0 =
(
n
k
)
Ak,l = −A2l,l−1
l
(
n− 2l
k − 2l
)
.
Again, since the extra terms that are generated are all
proportional to powers of Z and D˜, they can all be re-
moved by row-addition in the determinant is the CF state
is proper. This proves that the PWJ wave functions
transform nicely under modular transformations.
VII. DISCUSSION
In this paper we have shown explicitly that the CF
wave functions have proper modular properties on the
9torus. As part of this work we have also reformulated the
PWJ method in τ -tau gauge, which is the natural gauge
choice for the tours. We have along the way exposed
a series of analytical expressions for the projected states
that we hope will be useful for future studies of composite
fermions on the torus. One limitation of the original
PWJ formulation is that it is not applicable for reverse
flux states, and we especially hope that this is a step
in extending the PWJ method to this class of CF wave
functions.
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Appendix A: The LLL projection of y˜
We know form the work of Grivin and JachGJ84 that
we may write the LLL projection as
PLLLz¯Gsfs (z) = Gs (2∂z) fs (z) , (A1)
where Gs = e
− zz¯4 and fs (z) is a polynomial in z. Any
wave function in symmetric gauge can be transformed
into τ -gauge with the action of the unitary operator
Us→τ = e−ıpiNφxy in such a way that
Us→τGsfs (z) = Gτfτ (z) ,
where Gτ = e
ıpiτNφy
2
and fτ (z) = e
− z24 fs (z) is also a
holomorphic polynomial. Technically, also PLLL is gauge
dependent but we suppress that in the analysis below.
Applying Us→τ to the left and right hand sides of eqn.
(A1) now gives
PLLLz¯Gτfτ (z) = Gτe
− z24 (2∂z) e
z2
4 fτ (z) , (A2)
which after pulling the ∂z through the e
z2
4 gives
PLLLz¯Gτfτ (z) = Gτ (2∂z + z) fτ (z). Finally after mov-
ing Gτzfτ (z) to the left hand side and using that
PLLLGτzfτ (z) = Gτzfτ (z) while identifying z¯ − z =
−2ıy˜, we have
PLLLy˜Gτfτ (z) = Gτ (ı∂z) fτ (z) , (A3)
just as in the main text. The generalization to higher
powers of y˜ is straight forward since we can write
PLLLy˜
nGτfτ (z) =
1
(−2ı)nPLLL (z¯ − z)
n
Gτfτ (z)
=
1
(−2ı)nPLLL
n∑
k=0
(
n
k
)
z¯k (−z)n−kGτfτ (z)
=
1
(−2ı)nGτ
n∑
k=0
(
n
k
)
e−
z2
4 (2∂z)
k
e
z2
4 (−z)n−k fτ (z)
=
1
(−2ı)nGτ
n∑
k=0
(
n
k
)
(2∂z + z)
k
(−z)n−k fτ (z) . (A4)
For the second row we expanded (z¯ − z)n, for the third
we used the rule z¯k → (2∂z)k and for the last row that
e−
z2
4 (2∂z)
k
e
z2
4 = (2∂z + z)
k
. We will now prove that
eqn. A4 can be rewritten as the more elegant
PLLLy˜
nGτfτ (z) =
1
(−2ı)nGτHn (∂z) fτ (z)
where Hn (x) is a Hermite polynomial. The proof
uses that the Hermite polynomial satisfies the relation
Hn+1 (x) = 2xHn (x) −H ′n (x). Since Hn has an opera-
tor ∂z as argument, we can implement the derivative with
respect to ∂z as
∂
∂∂z
Hn (∂z) = [Hn (∂z) , z]. We then get
the equation
Hn+1 (∂z) = 2∂zHn (∂z)− [Hn (∂z) , z] (A5)
where we propose that
Hn (∂z)
?
=
n∑
k=0
(
n
k
)
(2∂z + z)
k (−z)n−k (A6)
is a solution. We construct a proof by induction. First we
show that H1 (∂z) = (−z) + (2∂z + z) = 2∂z is trivially
true. After some algebra we can show that (A4) satisfies
the recursion relation (A5). This is since
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2∂zHn (∂z)− [Hn (∂z) , z]
=
n∑
k=0
(
n
k
)[
2∂z (2∂z + z)
k
(−z)n−k + (2∂z + z)k (−z)n+1−k + z (2∂z + z)k (−z)n−k
]
=
n∑
k=0
(
n
k
)
(2∂z + z)
k+1
(−z)n−k +
n∑
k=0
(
n
k
)
(2∂z + z)
k
(−z)n+1−k
=
{
n+1∑
k=1
(
n
k − 1
)
+
n∑
k=0
(
n
k
)}
(2∂z + z)
k
(−z)n+1−k
=
n+1∑
k=0
(
n+ 1
k
)
(2∂z + z)
k (−z)n+1−k = Hn+1 (∂z) ,
where on line four we used that
(
n
n+1
)
=
(
n
−1
)
= 0. This
concludes the proof.
Appendix B: The projection operator
In this section we investigate the effect of the GJ trick
on the n:th LL wave function φ
(M)
j,n as defined in (6),
where it is also understood that this is always multiplied
with a Nφ − M flux wave function. If we strip of the
leading Gaussian we have the wave function
f
(M)
j,n = Nn
∑
k∈Z+ j
Nφ
eıpiMτk
2
Hn (y˜ + τ2Lk) e
ı2piMk z
L .(B1)
As mentioned in the previous section, we cannot sim-
ply replace y˜ → ı∂z, but the rule is rather that y˜n →
1
(−2ı)nHn (∂z). By expanding the Hermite polynomial in
powers of y˜ + τ2Lk we have
Hn (y˜ + τ2Lk) =
⌊n2 ⌋∑
m=0
gn,m (y˜ + τ2Lk)
n−2m
=
⌊n2 ⌋∑
m=0
gn,m
n−2m∑
r=0
(
n− 2m
r
)
y˜n−2m−r (τ2Lk)
r ,
where we used the expansionHn (x) =
∑⌊n2 ⌋
m=0 gn,mx
n−2m
and gn,m =
n!(−1)m2n−2m
m!(n−2m)! . We note that we can write
(τ2Lk)
r
eı2piMk
z
L ·1 =
(
−ı∂z NφM
)r
eı2piMk
z
L ·1. This allows
us to write (B1) as
fˆ
(M)
j,n =
Nn
N0
⌊n2 ⌋∑
m=0
gn,m
n−2m∑
r=0
(
n− 2m
r
)
×
×y˜n−2m−r
[(
−ı∂zNφ
M
)r
fj,0
]
,
where the [. . .] signifies that the derivative does not act
outside of the square bracket box. After the projection
step this becomes
fˆ
(M)
j,n =
Nn
N0
⌊n2 ⌋∑
m=0
gn,m
n−2m∑
r=0
(
n− 2m
r
)
×
×Hn−2m−r (∂z)
(−2ı)n−2m−r
[(
−∂zNφ
M
)r
fj,0
]
.
However, due to a clever re-summation of Hermite poly-
nomials (which we will not demonstrate) we have the
much cleaner result
fˆ
(M)
j,n =
n∑
k=0
(
n
k
)
Mn−k∂n−kz
[
(−Nφ)k ∂kz fj,0
]
, (B2)
where we have once again dropped (2ı)
n
Mn
Nn
N0 just as in the
main text.
Appendix C: Operators with periodic boundary
conditions
Similarly to the relation eıpiτMy
2
f
(M)
j,n = φ
(M)
j,n in the
main text, we may now define an operator equivalent of
the LLL projector eıpiτNφy
2
fˆ
(M)
j,n = φˆ
(M)
j,n e
ıpiτ(Nφ−M)y2 for
a general n:th Landau level. We may express φˆ
(M)
j,n as a
series expansion in
gˆn = fˆ
(M)
n
∣∣∣
f0→φ0
=
(
M∂z − ∂˜zNφ
)n
φ0, (C1)
where we simply replace the f0 in fˆ
(M)
j,n by φ0. It is
straight forward to show that the operator gˆn satisfies
the desired periodicity boundary boundary conditions
eı2piNφxt˜ (τL) gˆn = gˆnt˜ (τL) e
ı2pi(Nφ−M)x
12
by repeating the arguments that where used in conjunc-
tion with eqn. (16). The only difference is that now its
an exponential of x and not z that is considered. How-
ever, since [∂z, [∂z , x]] = 0 = [∂z, [∂z , z]] the calculation
is identical.
Considering now the function
φˆ(M)n = e
ıpiτNφy
2
fˆ (M)n e
−ıpiτ(Nφ−M)y2 ,
we can use (C1) to argue that φˆ
(M)
n 6= gˆn but that
there will also will be sub leading terms proportional to
gˆn−2, gˆn−4, . . . , gˆ0. Unlike the arguments that where used
in conjunction with eqn. (16) we are now pulling expo-
nentials of y2 through Dˆ, and since
[
∂z,
[
∂z , y
2
]] 6= 0
the shifts of ∂z and ∂˜z cannot be applied independently.
This is what leads to the sub leading terms. If we define
χ = M (N −M)Nφ piτ2ıτ22L2 =
M(N−M)τ
4ıτ2
then we may ex-
plicitly show that
φˆ1 = gˆ1
φˆ2 = gˆ2 + 1χgˆ0
φˆ3 = gˆ3 + 3χgˆ1
φˆ4 = gˆ4 + 6χgˆ2 + 3χ
2gˆ0
φˆ5 = gˆ5 + 10χgˆ3 + 15χgˆ1
φˆ6 = gˆ6 + 15χgˆ4 + 45χ
2gˆ2 + 15χ
3gˆ0
φˆ7 = gˆ7 + 21χgˆ5 + 105χ
2gˆ3 + 105χ
3gˆ1
φˆ8 = gˆ8 + 28χgˆ6 + 210χ
2gˆ4 + 420χ
3gˆ2 + 105χ
4gˆ0.
This may be summarized as
φˆn =
⌈n2 ⌉∑
k=0
T (n, k)χkgˆn−2k, (C2)
where T (n, k) is the triangle of Bessel numbers (OEIS
series A100861)Inc18.
