I. Introduction
Flows grazing over shallow cavities often generate strong self-sustained pressure oscillations whose understanding and control has long been an area of interest to engineers and physicists because of their significance in various military and commercial applications. Examples include flow over aircraft weapons bays, landing gear openings and optical ports, while extensions of this phenomenon can be drawn to internal piping systems and automotive applications. Controlling these self-sustained oscillations can benefit stealth characteristics, structural fatigue, store electronics, and mean drag of aircraft.
Open shallow cavity flows (Rockwell and Naudascher, 1978) , the subject of this work, induce self-sustained oscillations by shear layer and acoustic wave interaction. The shear layer originates as the incoming flow separates at the cavity leading edge and lends itself to the creation of large spanwise vortices that grow as they advect over the cavity length. The impingement of these vortices on the downstream cavity edge creates an acoustic disturbance that travels upstream and excites the formation of new shear layer vortices at frequencies determined by a phase relationship around the feedback loop. As a result, the shear layer vortices become self sustained by undergoing a process of selective amplification. Rossiter (1964) first developed an empirical formula for predicting the cavity flow resonance frequencies, today referred to as Rossiter frequencies or modes. This was later modified by Heller and Bliss (1975) who assumed the temperature in the cavity is the same as the freestream stagnation temperature thus increasing the acoustic propagation speed in the recess. In this modified form, the Rossiter's equation has shown considerable success in predicting the possible frequencies or modes that are likely to appear at different flow velocities despite making no prediction of preferential mode excitation. Rossiter also investigated the concept of a dominant mode of oscillation that later Rockwell and Naudascher (1978) observed to occur when Rossiter modes coincide with longitudinal acoustic modes associated with the cavity length. Williams et al., (2000) better quantified the conditions that cause these dominant resonant tones in shallow cavity flows by experimentally confirming Rockwell's findings and suggesting that multi-mode resonance occurs for conditions in which there is no intersection between Rossiter and acoustic modes. Joint time frequency analysis (short-time Fourier transform, wavelet analysis and bispectral analysis) revealed that multi-mode resonance is associated with rapid mode switching between Rossiter and acoustic modes (Cattafesta et The best means of controlling the cavity-flow resonance remains a source of extensive work. Various methods of oscillation control in cavity flows include passive (geometrical) modifications using meshes, spoilers and ramps (Heller and Bliss, 1975 Attempts at active closed-loop (feedback) control methods for resonance suppression are being made by various groups using both adaptive logic (Williams and Morrow, 2001 , Ziada et al., 2003 and model based approaches (Cabell et al., 2002 , 2006 . In addition, attempts at using various controller designs have shown encouraging results for cavity flows For an in depth review of the developments in active control of cavity flow the reader is referred to Cattafesta et al., (2003) .
If available, accurate numerical simulations of the cavity flows would provide nearly unlimited data on the flow structure and the behavior of the system under various unforced and forced conditions. Unfortunately, study cases of computational fluid dynamics applied to low speed cavity flows (M<0.6) at high Reynolds numbers are scarce and have proven ineffective in reproducing the flow characteristics (Caraballo et al. 2004, Colonius and Lele, 2004) . It is widely assumed that this lack of success is due to the inability to capture the complex dynamics associated with the nonlinear flow acoustic coupling mechanism. To some extent, the computational challenges associated with this problem are related to the lack of a thorough understanding of the quantitative aspects of this behavior in the literature.
This work aims to partially fill gaps in the physical understanding of cavity flow and its control by using both qualitative and quantitative flow diagnostics. Results include the analysis of dynamic pressure and pointwise and planar velocity data. Focus is placed on the subsonic regime with an emphasis on Mach 0.30 flow and various openloop methods for its active control. It is hoped that this work will aid in progressing the understanding of this type of flow and of its response to actuation at discrete frequencies while building an extensive database for use in verifying numerical simulations.
II. The experimental facility
The experimental facility used in this study is a small blow-down wind tunnel located at the Gas Dynamics and Turbulence Laboratory (GDTL) of The Ohio State University (OSU). Filtered, dried air is supplied by two fourstage compressors that allow continuous operation in the subsonic to transonic range. The air is stored in two large tanks at approximately 16 MPa and passes through a stagnation chamber with various screens designed to minimize freestream turbulence. For current subsonic studies, flow is directed to the 50.8 mm (2 in) by 50.8 mm (2 in) test section, Fig. 1 , through a smoothly contoured converging nozzle before exhausting to the atmosphere. Typical freestream conditions studied in this facility are in the Mach number range 0.20 to 0.70. A 50.8 mm (2 in) long, variable depth cavity is recessed in the floor of the wind tunnel. This cavity spans the entire width of the test section. In this study we focus on a cavity depth of 12.7 mm (0.5 in) corresponding to an aspect ratio, L/D, of 4. For Mach 0.30 flow this translates to Reynolds number based on the cavity step height of approximately 10
5 . Optical quality windows surround the test section and provide an entrance and viewing area for laser diagnostic studies from 15 mm upstream to 25 mm downstream of the cavity. These windows are constructed of a high-purity amorphous silicon dioxide that allows transmission from the ultraviolet to visible wavelengths. For current studies, these windows bound the top and one side of the test section while the other two boundaries are made of nylon blocks. Additional details on the facility characteristics can be found in .
The cavity shear layer is gently forced by a 2-D synthetic-jet type actuator issuing from a high-aspect-ratio converging nozzle embedded in the cavity leading edge and exhausting at an angle of 30 o with respect to the main flow through a slot height, h, of 1 mm spanning the entire cavity width, Fig. 1 . Actuation in the frequency range 1-20 kHz is provided by the titanium diaphragm of a Selenium D3300Ti compression driver. This assembly has a mean actuator to main flow momentum ratio C µ = h u rms 2 / H U ∞ 2 in the range 10 -4 to 10 -6 , where u rms is the root mean square value of forcing velocity at the actuator exit slot and U ∞ is the velocity of the freestream in the test section above the cavity. The control flow is produced by mechanical oscillation of the titanium diaphragm. Openloop actuation signals are provided by a BK Precision 3011A function generator and amplified by a Crown D-150A amplifier. The synthetic jet by nature provides no net mass addition to the flow implying that control is accomplished through a non-zero net momentum addition. 
where w(t) is the window function (in the present analysis the Hanning window). The STFT power spectra were computed by splitting the signal into segments with about 95% overlap, applying the window function, calculating a 8192-point fast Fourier transform (which provided a spectral resolution of about 24 Hz), and converting them to sound pressure level (SPL) values. An important consequence of the uncertainty principle is that the time-bandwidth product is never less then 1/2:
Thus, a compromise is required between time and frequency resolutions. The values of sampling frequency and of the spectral resolution utilized in the present work guarantee a time resolution, ∆t, of no less that 3.3 ms. The corresponding spectrograms are visualized as contour plots and provide a representation of the time-dependent SPL values of the data series. Time-averaging of the SPL values obtained as described above produced the SPL spectra (accurate within ±1 dB) presented in this study.
Velocity time traces were also acquired using a TSI 1276-10A subminiature hot-film probe connected to a TSI 1750 constant-temperature anemometer. The 25-µm thick and 0.25-mm long sensor has a flat frequency response up to about 40 kHz. Similar to the pressure case 262,144 samples of the signal from the anemometer were acquired at 200 kHz using the National Instruments board mentioned earlier, STFT was utilized to provide information on the time evolution of the frequency content of the unsteady velocity signals, and spectra were obtained by averaging the corresponding spectrograms.
The instantaneous features of the flow in a streamwise plane at the test section centerline were visualized by the scattering of a laser light sheet entering the test section from the optical window on the top wall of the tunnel. The light was from a Continuum Powerlite 8010 Nd:YAG pulsed laser operating at the 2 nd harmonic (532 nm) with 9 ns pulse duration at 10 Hz. For all flow cases, laser power was held at approximately 80 mJ per pulse. Smoke entering the cavity from a 3 mm streamwise slot in the cavity floor was used for flow visualizations. The laser sheet illuminated the flow on the streamwise plane of the cavity and exhausted through the floor slot. A Princeton Instruments (PI) 14 bit Intensified Charge Coupled Device (ICCD) camera system with a pixel resolution of 576 by 384 was used to obtain flow images that were phase-locked to a reference signal provided by a timing card (National Instruments PC-T10-10). For every flow condition explored, 8 sets of phase-locked images were obtained, each corresponding to an incremental phase shift of 1/8 of the resonant or forced period. Ensemble averages of 50 images were obtained from the individual images of each set and short movies were created showing the propagation of the structures during the eight phases of one period.
Two dimensional particle image velocimetry (PIV) was used to obtain quantitative measurements of the velocity field. Images were acquired and processed using a LaVision Inc. PIV system. The main flow was seeded with DiEthyl-Hexyl-Sebacat (DEHS) particles by using a 4-jet atomizer upstream of the stagnation chamber. This location allowed homogenous dispersion of the particles throughout the test section. A dual-head Spectra Physics PIV-400 Nd:YAG laser operating at the 2 nd harmonic (532 nm) at approximately 100 mJ per pulse was used in conjunction with spherical and cylindrical lenses to form a thin (~1mm), vertical sheet spanning the streamwise direction of the cavity at the middle of test section width. In order to minimize beam reflections, a small slot cut into the cavity floor allowed the laser sheet to exhaust and diffuse in a sealed light-trap. The time separation between laser pulses used to illuminate the DEHS particles can be tuned according to the flow velocity, camera magnification and correlation window size. For Mach 0.30 flow, this value was 1.8 microseconds. Two images corresponding to the pulses from each laser head were acquired by a 2000 by 2000 pixel Redlake CCD camera equipped with a 90mm macro lens with a narrow band-pass optical filter. The camera viewed the streamwise laser sheet orthogonally over the entire test section length as in the flow visualization case. Other essential hardware and software was housed in a dedicated computer with dual Intel Xeon processors. The acquired images were divided into 32 by 32 pixel interrogation windows which contained 6-10 DEHS particles each. For each image, subregions were cross-correlated by using multi-pass processing with 50% overlap. The resulting vector fields were post-processed to remove any remaining spurious vectors. This setup gave a velocity vector grid of 128 by 128 over the approximate measurement domain of 50.8 mm (2 in) by 50.8 mm (2 in) which translated to each velocity vector being separated by approximately 0.4 mm. A comparison between ensemble average streamwise velocity profiles measured with the PIV system and pitot probe for Mach 0.30 flow (not shown) confirmed that the two devices agree within 1 % in the freestream. Phaselocked PIV was accomplished by synchronizing the image acquisition process to a timing card signal as in the flow visualization case. This resulted in movies of velocity vector fields and derived scalar quantities that depict the quantitative behavior of the cavity shear layer for eight phases of one resonant or forced period.
III. Experimental Results
We explored the characteristics of flow resonance for a cavity with aspect ratio L/D = 4 between Mach 0.20 and 0.70 using Mach number increments of 0.01. For each of these baseline flows we obtained a SPL spectrum as detailed in Section II by using a Kulite XTL-190-25A transducer flush-mounted at the center of the cavity floor. 2000) all examined cavity flows for which the vertical direction was significantly greater than the longitudinal direction (cavity length). In their cases, had transversal acoustic modes been excited, their frequency would have been significantly less than the frequency at which vortices were shed from the cavity leading edge creating no chance for flow and transversal acoustic mode coupling.
Based on these observations, we decided to utilize the Mach 0.30 flow as our reference baseline case because it shows a single tone at about 2900 Hz clearly coincident with the 3 rd Rossiter mode, while also close to the 1 st transversal acoustic mode, Fig. 2 . Furthermore, due to its lower freestream velocity, this flow is more receptive to forcing at relatively low power levels. In the current study we have explored the flow field of this baseline flow and of the same flow forced at a frequency (1830 Hz) corresponding to the 2 nd Rossiter mode, and at a frequency (3920 Hz) near the 4 th Rossiter mode. The latter forcing produces a significant decrease of the spectral peaks . Figure 3 presents the instantaneous (left) and phase-locked average (right) laser light scattering images of these three flow cases. The reference signal for phase-locking was the actuation voltage in the forced cases and the voltage generated by the vibrating actuator diaphragm/voice-coil assembly picking up the cavity flow resonance in the baseline case. Conveniently, the actuator produced a smooth feedback signal retaining only the main pressure fluctuations while naturally filtering out other noise components in the unforced resonant baseline case. In all images the flow is from let to right. Figure 3 Inspection of ensemble-averaged images obtained at various phases of the forcing cycle do not appear to reveal strong indications of mode switching since four structures remain visible albeit less distinct than previous cases. Had strong mode-switching existed, we would expect to see smeared realizations with no distinct structure pattern. These slightly smeared phase-averaged images in the 3920 Hz control case suggest that perhaps slight mode switching or superposition of two and four structures has occurred.
In order to better clarify the flow field in and over the cavity, quantitative flow measurements (PIV) were obtained for the same flows. For the baseline case, Fig. 4 presents the ensemble-averaged streamlines and vorticity fields calculated based on samples consisting of 400 time-uncorrelated instantaneous images. A strong recirculation region dominates the ensemble-averaged behavior of the velocity field Fig. 4 (a) . This flow field is in agreement with the published results for other time averaged shallow cavity flows (Ashcroft and Zhang, 2005, Ukeiley and Murray, 2005.) Flow in the bottom most portion of the cavity is directed back toward the leading edge. Flow near the trailing edge wall moves vertically downward whereas the flow near the leading edge wall moves vertically upward creating the recirculation effect observed. As expected, the shear layer expands from minimum thickness at the cavity leading edge to a maximum at the cavity trailing edge and vorticity values decrease as the shear layer spreads downstream. The vorticity field is non-dimensionalized by
The time-average streamlines and vorticity fields of the forced cases were found to be very similar and are not presented here. As an indication of the similarities between the time-averaged baseline and forced flows, Figure 5 shows the profiles of the time-averaged streamwise velocity and spanwise vorticity for the three cases at x/D = 1, 2 and 3. The various locations have been shifted in the figure to allow easier comparison. It was expected, from the experimental observations of Rowley and Williams (2003) , that some variation in the shear layer thickness would be evident indicating that forced flows are inherently different than the unforced case over time. However, our data does not agree with their findings as a slight difference is recognizable only in the cavity recirculation region.
Due to the similar mean flow characteristics between baseline and controlled cases, we focused on the analysis of the fluctuating and phase averaged components of the cavity flow field using techniques suggested by Adrian et al. (2000) . As in the flow visualization case, 50 instantaneous phase-locked PIV acquisitions were averaged to reveal the evolution of the cavity flow field at one phase of the resonant period. Using Reynolds decomposition (Pope, 2000) , the time-averaged velocity field was subtracted from phase-averaged velocity fields resulting in the phaseaveraged fluctuating velocity field shown in Figure 6 (a) for the baseline case. As expected from Figs. 3 (a) and (b) , the flow is clearly characterized by the advection of three vortices from the leading to the trailing edge. By breaking down the absolute velocity fluctuations into its u' and v' components, the organization of the field becomes quite evident. Figure 6 To more clearly identify the structures in the cavity shear layer, a Galilean decomposition (Adrian et al. 2000) was also performed on the phase-averaged velocity fields. This gives the advantage of viewing the velocity field in a moving reference frame and it assists in the identification of vortices that may not be so evident when viewing the flow in a stationary frame. Since the most significant structures in cavity flow are those that exist in the shear layer, we have chosen to view the data moving with a reference frame equal to the convective velocity of these structures. Using the theoretical convective velocity of 60% of the freestream (~60 m/s), we obtained the Galilean streamlines of flow field, Fig. 6 (c) . Velocities associated with the Galilean streamlines have also been normalized by the freestream velocity. Based on the argument by Kline and Robinson (1989) , a structure moving at the velocity of the reference frame should exhibit closed streamlines. This is in fact the case for much of the data shown which suggests that the theoretical convective velocity is reasonably accurate. Note that the closed streamlines are mostly contained in the middle of the cavity span while those upstream and downstream seem to exhibit slightly higher and lower velocities respectively based on this argument. This behavior is consistent with the observations of Hussain and Zaman (1985) for a turbulent plane mixing layer. Although only one phase of the period is shown, all phases highlight the occurrence of three discrete vortices at any given time over the cavity, consistent with resonance at the 3 rd Rossiter mode. The PIV data were also complemented by hot-wire measurements taken at x/D~ 1.6 both in the freestream and traversing the shear layer in the vertical directions with increments of 1 mm from 2 mm above the cavity floor (y/D ~ -0.84) to 23mm above it (y/D ~ 1). Figures 7 (a) and (c) show the hot-wire spectrogram and the corresponding spectrum obtained with the probe tip positioned 5 mm above the cavity leading edge, i.e. in the upper half of the cavity shear layer (y/D ~ 0.4). Based on analysis of vertically traversed hot-wire spectra (not shown here) this position was consistently found to give a good description of the frequency of structure passage. The hot-wire results show strong agreement with the acoustic spectrogram, Fig. 7 (b) , and the spectrum, Fig. 7 (d) , measured at the test section side wall at the center of the cavity floor. Both the acoustic and the hot-wire measurements confirm that, as expected, the strong flow-acoustic coupling is time invariant.
Similar analyses were performed also for the forced cases. For actuation at 1830 Hz (2 nd Rossiter mode), the phase-averaged fluctuating velocity, Galilean streamlines, and u' and v' velocity components from PIV are shown in Fig. 8 whereas the spectral data from hot-wire and acoustic measurements are shown in Fig. 9 . This forcing disrupted the natural resonance and artificially induced structures in the shear layer that are consistent with the 2 nd Rossiter mode as evidenced in Fig. 8 by the presence of the two eddies also visualized in Figs. 3 (c) and (d) . The hot-wire spectrogram and spectrum in Figs. 9 (a) and (c) exhibit a strong time-invariant peak at the control frequency accompanied by a similar but weaker peak at its first harmonic near the 4 th Rossiter mode. The latter is not evident in the pressure data, Figs. 9 (b) and (d) since the flow acoustic coupling mechanism has been excited at the lower of the two frequencies of oscillation. The flow visualization in Figs. 3 (c) and (d) and the PIV data in Fig.  8 also support these observations by exhibiting patterns of two structures rather than the four that would be expected had coupling occurred at the 1 st harmonic of the forcing frequency. The clear observance of two structures suggests that only a very slight, if any, mode-switching or superposition effect occurs in this case. Figures 10 and 11 show the PIV, hot-wire, and acoustic data for actuation at 3920 Hz (near 4 th Rossiter mode), which show the maximum spectral peak decreased by approximately 15 dB compared to the baseline case. This is similar to the optimal forcing frequency actuation presented in except that in this case the geometry of the test section is slightly different due to the introduction of the laser exhaust slot in the cavity floor which required that dynamic surface pressure measurements be taken on the test section wall. The presence of the slot in the floor also required a somewhat higher actuation voltage to suppress the spectral tones compared to our previous study. Nevertheless, the majority of baseline flow characteristics remain the same.
The forcing frequency of 3920 Hz, which is time independent as evidenced in the spectrograms of Fig. 11 , is close to the 4 th Rossiter mode for this Mach number, Fig. 2 . As a result, parts of four structures are expected in the shear layer as seen in Figs. 3 (e) and (f) and Figs. 10 (a) and (c). These are smaller and more difficult to resolve than those observed in the previous cases since more structures span the same cavity length. Figures 10 (b) and (d) reveal also that the u' and v' components of these structures are less intense and that the flow field is much less organized, especially toward the cavity trailing edge. The same feature is also observed in Fig. 10 (c) where a braid of Galilean streamlines stretches between the 3 rd and the 4 th structure which has already exited the cavity length. The observance of four less discrete structures suggests that some stronger mode-switching or structure superposition effects have occurred.
The first sub-harmonic of the forcing tone is relatively close to the 2 nd Rossiter mode. This facilitates the creation of a peak at the sub-harmonic frequency that competes with the natural 3 rd Rossiter mode establishing the time varying spectral frequencies visible in the acoustic spectrogram, Fig. 11 (b) . The hot-wire spectrogram, Fig. 11 (a) , also reveals that this peak varies in time and moreover the corresponding spectrum, Fig. 11 (c) , shows that it exhibits some peak splitting. Different from the acoustic counterparts, these figures do not reveal any activity at the frequency of baseline resonance. In this case, the extent of the flow-acoustic coupling mechanism has been significantly obstructed by the applied actuation.
IV. Discussion
Some fundamental conclusions can be drawn from the analysis of the experimental results presented for the Mach 0.30 flow in the previous section. The phase-locked flow visualization, Fig. 3 , and the PIV results clearly indicate that the number of coherent structures and their characteristics are generally consistent with the frequency of forcing at the shear layer receptivity region. Three structures are always observed in the baseline flow resonating at the 3 rd Rossiter mode. Similarly two structures are always present when forcing the shear layer at the receptivity region at the 2 nd Rossiter mode, whereas four less coherent structures are seen at a frequency close to the 4 th Rossiter mode. Spectrograms of hot-wire measurements in the shear layer reveal that the corresponding frequency associated with resonance in the baseline case and forcing in the control cases is time-invariant.
In the baseline case, the coherent structures passage frequency obviously coincides with that of the acoustic waves. With forcing at a frequency coincident with the 2 nd Rossiter mode, the natural feedback loop is disrupted and replaced by an artificially sustained loop. For this case the spectrogram and spectrum of hot-wire measurements in the shear layer, Figs. 9 (a) and (c) , reveal the presence of two dominant peaks (at the forcing frequency and its first harmonic), but only the former couples with the acoustics around the loop. Forcing at a frequency near the 4 th Rossiter mode with sub-harmonic close to the 2 nd Rossiter mode also produces two dominant peaks in the hot-wire spectrogram and spectrum, Figs. 11 (a) and (c). The forcing frequency appears as a smaller peak in the acoustic measurements which we interpret as a result of the acoustic contamination of the spectrum by the actuator. However, the peak close to the 2 nd Rossiter mode, which is smaller in the hot-wire measurements, produces the dominant acoustic peak. Furthermore, this peak varies in time and competes with the natural 3 rd Rossiter mode thus establishing a mode switching in the acoustic spectrogram, Fig. 11 (b) . As a result, the acoustic energy extracted from the mean flow spreads and dissipates in the switching process, which produces a less efficient resonant system where no single-mode locks-in to dominate the spectrum.
In brief, the observations above confirm that self-sustained flow-acoustic coupling occurs only at frequencies supporting an integer phase relationship around the flow-acoustic loop. From our findings we also speculate that only when the flow-acoustic components at these frequencies are time-invariant can the corresponding coupling produces strong acoustic resonance. Otherwise, the corresponding flow-acoustic couplings or lack thereof produce tones that switch and compete for the energy that can be extracted from the mean flow. This behavior occurs irrespectively of the number of structures observed in the cavity shear layer.
V. Conclusions
This work uses phase-locked flow imaging, PIV, hot-wire, and acoustic measurements to study the flow and acoustic characteristics of the shear layer over a shallow cavity with aspect ratio L/D = 4 in Mach 0.30 flow. Phaselocked flow visualization and PIV indicate that the number of large scale structures and their characteristics are generally consistent with the frequency of forcing at the shear layer receptivity region. Spectrograms of hot-wire measurements in the shear layer reveal that the frequencies of structure passage that correspond to resonance in baseline or open-loop control cases are time-invariant. Our experiments confirm that self-sustained flow-acoustic coupling occurs only at frequencies supporting an integer phase relationship around the flow-acoustic loop. For our setup, this occurs at frequencies close to the 2 nd and 3 rd Rossiter mode. Forcing at a frequency coincident with the 2 nd Rossiter mode disrupts the natural feedback loop and replaces it with an artificially sustained loop. Forcing at a frequency close but not exactly matching the 4 th Rossiter and with sub-harmonic close to the 2 nd Rossiter induces a state similar to multi-mode resonance where rapid switching occurs between acoustic modes. The competition between these modes for the available energy that can be extracted from the mean flow produces a less efficient resonant system where no single-mode locks-in to dominate the spectrum. From the results obtained we conclude that only when the flow-acoustic components at frequencies supporting resonance are time-invariant can the corresponding coupling produces strong acoustic tones. Otherwise the corresponding flow-acoustic couplings produce multi-mode like resonance with tonal switching. This behavior is irrespective of the number of shear layer structures observed over the cavity. 
