





2.1 Software Defined Network 
Software Defined Network (SDN) adalah sebuah konsep paradigma baru 
yang dimana memberikan kemudahan dalam membangun, mendesain dan 
mengelola jaringan komputer. Software Defined Network (SDN) yang dimana 
merupakan sebuah teknologi yang mengubah model arsitektur yang begitu 
kompleks menjadi sederhana. Konsep dasar dari SDN ini adalah dengan membagi 
control plane dan forwarding plane yang dimana control plane diletakkan secara 
terpusat di dalam controller SDN, sehingga proses routing akan dilakukan di 
dalam controller SDN tersebut [1]. Controller disini lebih fleksibel untuk 
dikonfigurasikan serta mekanisme jaringan (forwarder) lebih mudah untuk 
dikontrol dikarenakan controller jaringan lebih bersifat software. 
Terdapat 3 layer pada arsitektur SDN yaitu, application layer, control layer 
dan infrastruktur/data layer. Application layer merupakan interface terhadap 
seorang admin atau peneliti dalam  mengelola  atau  mengembangkan jaringan  
SDN. Application layer ini merupakan layer yang berisi aplikasi-aplikasi seperti 
mail server, web server dan lainnya. Control  layer  berisi  suatu  controller 
bersifat  terpusat  dan  based  on  software. Control layer ini memiliki peranan 
penting dalam mengendalikan sistem, pada layer ini merupakan bagian saat 
controller dipisahkan dari data plane. Data plane merupakan sekumpulan dari 
perangkat networking yang akan dikendalikan oleh control plane. Subordinate  
hardware dikontrol sepenuhnya oleh controlling plane atau controller dalam 
melakukan forwarding decission. Semua subordinate terhubung ke controller [5]. 
















Gambar 2.1 Arsitektur SDN [6] 
Terdapat perbedaan antara jaringan tradisional dengan jaringan SDN yakni 
dalam penempatan fungsi control dengan forward. Pada jaringan tradisional 
fungsi control dan forward ditempatkan pada alat yang sama yaitu router. 
Sedangkan pada jaringan SDN fungsi control ditempatkan pada software terpusat 
(controller) dan fungsi forward ditempatkan pada suatu perangkat kosong berupa 
switch (forwarding decive). 
2.2 OpenFlow  
OpenFlow adalah sebuah control interface yang memungkinkan untuk 
mengkonfigurasi switch pada data plane. Fungsi  dari  protokol  OpenFlow  
adalah  menjembatani  komunikasi  antara control  plane  dengan  data  plane  
pada  aristektur  SDN.  OpenFlow  memperbolehkan  akses langsung  dan  
manipulasi  data  plane  (router,  OpenFlow switch).  OpenFlow  menerapkan  
konsep  flow  dalam mengidentifikasi trafik jaringan. OpenFlow merupakan kunci 
pada  SDN  dalam  memanipulasi  langsung data  plane pada perangkat jaringan 
[mininet].  OpenFlow mendefinisikan infrasuktur flow-based forwarding dan 
Application programmatic interface (API) standar yang memungkinkan controler 
















Gambar 2.2 Protokol Openflow sebagai Secure Channel. [8] 
Pada Gambar 2.2 dapat dilihat bahwa controller yang telah diprogram 
sesuai dengan konfigurasi jaringan yang diinginkan dapat terhubung dengan 
forward plane. Dimana secure channel ini merupakan perantara bagi controller 
untuk mengontrol jaringan pada forward plane. 
2.3 Emulator Mininet 
Pada penelitian ini emulator yang digunakan adalah emulator Mininet. 
Mininet adalah perangkat lunak yang memungkinkan kita untuk melakukan 
prototyping pada jaringan yang luas dengan hanya menggunakan satu mesin [7]. 
Mininet ini bersifat opensource sehingga banyak peneliti yang telah melakukan 
proyek, dikarenakan bersifat opensource ini membuat source code, scripts dan 
dokumentasi dapat dikembangkan oleh siapapun ataupun memperbaiki jika 
ditemukan kelemahan-kelemahan pada software tersebut. Pada mininet ini bisa 
dilakukan perancangan jaringan dengan topologi yang diinginkan. Secara 
sederhana mininet ini berfungsi untuk emulasi pada bagian data path untuk 
mengetes konfigurasi jaringan pada jaringan SDN. Sedangkan untuk melakukan 




command ini mininet akan mengemulasikan konfigurasi jaringan SDN yang 
terdiri dari 1 controller, 1 switch  dan 2 host. 
2.4 OpenvSwitch 
OpenvSwitch adalah sebuah switch virtual berbasis linux. OpenvSwitch 
sendiri merupakan perangkat lunak open source yang berada pada lisensi Apache 
2.0. OpenvSwitch mendukung pengontrolan secara otomatis dengan protokol 
openflow. Ini  dirancang  untuk  memungkinkan  otomatisasi  jaringan  besar  
melalui  ekstensi  terprogram,  sambil  tetap  mendukung antarmuka  dan  protokol  
manajemen  standar  (misalnya  NetFlow,  sFlow,  IPFIX, RSPAN, CLI, LACP, 
802.1ag). Selain itu, ia dirancang untuk mendukung distribusi di beberapa server 
fisik yang serupa dengan VMware  vNetwork  yang didistribusikan vswitch atau 
Cisco Nexus 1000V[8]. 
 
Gambar 2.3 OpenvSwitch [7] 
2.5 Ryu Controller 
Controller SDN adalah sebuah aplikasi dalam SDN yang mengelola 
control flow untuk memungkinkan jaringan yang cerdas. Controller SDN 
berfungsi sebagai suatu sistem operasi (OS) untuk jaringan. Ryu  Controller  




yang jelas (API), yang memudahkan pengembang untuk membuat aplikasi 
manajemen dan kontrol jaringan baru. Pendekatan komponen ini membantu 
organisasi menyesuaikan penyebaran untuk memenuhi kebutuhan spesifik mereka 
pengembang dapat dengan cepat dan mudah memodifikasi komponen yang ada 
atau mengimplementasikannya  sendiri  untuk  memastikan  jaringan  yang 
mendasarinya dapat memenuhi tuntutan perubahan aplikasi mereka. 
2.6 Virtualisasi Jaringan 
Vitualisasi jaringan adalah platform untuk mensimulasikan perangkat 
keras seperti server, media penyimpan maupun perangkat jaringan di dalam 
perangkat lunak. Virtualisasi jaringan didefinisikan sebagai kemampuan untuk 
menciptakan sebuah jaringan virtual yang dapat diintegrasikan dengan lebih 
mudah dan mendukung tumbuhnya lingkungan virtual dijaringan itu sendiri. 
Virtualisasi jaringan memecahkan banyak persoalan jaringan data center pada 
jaman sekarang menolong perusahaan dalam sentralisasi program dan network 
provision secara ondemand tanpa harus menyentuh infrastruktur dasar secara 
fisik. Dengan virtualisasi jaringan perusahaan dapat mempermudah deploy 
services, skalabilitas, mengatur workload dan sumber daya untuk memenuhi 
kebutuhan komputasi yang terus berkembang. 
2.7 Algoritma Dijkstra 
Algoritma Dijkstra merupakan algoritma routing shortest path problem 
yang dimana dipakai untuk memecahkan permasalahan jarak terpendek untuk 
sebuah graf berarah dengan bobot-bobot sisi (edge weights). Algoritma ini 
mencari lintasan terpendek dalam sejumlah langkah. Algoritma ini menggunakan 
strategi algoritma greedy. Pada setiap langkahnya diambil bobot yang lebih kecil 
dari node yang sudah terpilih menuju node yang belum terpilih. Lintasan dari 
node asal menuju node yang baru merupakan lintasan terpendek diantara semua 
lintasan ke node-node yang belum dipilih. Algoritma Dijkstra membutuhkan 




Parameter tersebut berisi rute berbentuk sisi (vertex) atau vertice dalam 
bentuk jamak untuk diperbandingkan. Setiap sisi dari rute ini di pasang 
vertices(u,v) yang melambangkan hubungan dari vertex u ke vertex v [9]. 
Himpunan semua tepi kita sebut sebagai E. Bobot (weights) dari semua sisi 
dihitung dengan fungsi : 
w : E → [0,∞] 
Jadi,  w(u,v)  adalah  jarak  tak-negatif  dari vertex u ke vertex v.  Ongkos  
(cost)  dari  sebuah  sisi dapat dianggap sebagai jarak antara dua vertices, yaitu 
jumlah jarak semua sisi dalam jalur tersebut. Untuk sepasang vertexs dan t dalam 
V, algoritma ini menghitung jarak terpendek dari s ke t. 
Algoritma routing dijkstra melakukan pertukaran data lengkap tabel 
rutenya ketika inisialisasi berlangsung. Selanjutnya pertukaran update rutenya 
dilakukan secara multicast dan hanya pada saat terjadi perubahan. Dengan kondisi 
ini memungkinkan hanya perubahan saja yang dikirim ke router lain, bukan 
seluruh tabel routing-nya. Di dalam algoritma dijkstra, setiap router akan 
mempunyai informasi mengenai tetangga, seperti ID tetangga, tipe hubungan dan 
bandwith. Dengan begitu, setiap router dapat mengetahui setiap jalur yang berada 
dalam jaringan [10]. Contoh pergerakan algoritma Dijkstra seperti gambar 
dibawah ini. 
 




Terlihat pada Gambar 2.4 apabila kita ingin mengirim data dari V1 
menuju V7 maka lintasan yang terpendek yang akan dilalui oleh paket adalah 16 
cost, yakni V1 – V2 – V3 – V5 – V6 – V7. 
2.8 Algoritma Depth-first Search (DFS) 
Algoritma Depth-first Search ini merupakan metode pencarian secara 
mendalam dan bagian dari pencarian buta (blind search) yang dimana tidak 
memiliki titik awal seperti Dijkstra. Pencarian dimulai dari node yang paling 
pertama, kemudian dilanjutkan ke anak yang paling kiri pada level berikutnya. 
Demikian seterusnya sampai tidak ada lagi node yang paling dalam. Jika 
pencarian belum mendapat solusi, maka dilakukan proses backtracking yakni 
kembali ke node sebelumnya dan dilanjutkan ke node tetangga. Proses ini 
dilakukan terus hingga menemui solusi [10]. Proses diatas dapat dilihat seperti 
gambar dibawah ini 
 
Gambar 2.5 Contoh Algoritma Depth-first Search 
Pada Gambar 2.5 pencarian akan dimulai dari atas hingga kebawah 
adapun proses penelusurannya adalah A – B – D – H – E – I – C – F – G – J – K – 




2.9 Topologi Mesh 
Topologi Mesh atau biasa disebut dengan topologi jala adalah bentuk 
hubungan yang semua perangkat atau node saling terhubung satu sama lain. 
Topologi ini menerapkan hubungan antar sentral secara penuh, jadi setiap 
perangkat bisa berkomunikasi secara langsung dengan perangkat yang dituju. 
Jumlah saluran harus disediakan untuk membentuk jaringan Mesh adalah sentral 
dikurangi 1 (n-1, n = jumlah sentral). Tingkat kerumitan jaringan sebanding 
dengan meningkatnya sentral yang terpasang. Dengan begitu selain kurang 
ekonomis juga relatif mahal dalam pengoperasiannya. Beberapa kelebihan 
topologi ini adalah terjaminnya kapasitas channel komunikasi, karena memiliki 
hubungan yang berlebih dan relative lebih mudah menanganinya jika terjadi 
troubleshooting[8]. 
2.10 Parameter – Parameter Pada Quality Of Service 
QoS biasanya didefinisikan dengan kemampuan sebuah jaringan dalam 
menyediakan layanan yang dibutuhkan dalam lalu-lintas jaringan yang dipilih. 
Parameter-parameter QOS diperoleh pada  hasil perbandingan data input dan 
output pada sisi client atau pengguna. Dalam pengukuran QoS ini akan digunakan 
standar dari ITU-T G.1010 tentang batas nilai dalam menjamin kualitas QoS yang 
baik sehingga dapat diterima oleh client atau pengguna, dapat dilihat pada Tabel 
2.1  berikut: 
Tabel 2.1 Standar QoS ITU-T G.1010 [8] 
Parameter Data 
VoIP 
(Voice over IP) 
Video 
Latency < 200 ms 
< 150 ms preferred 
< 400 ms limit 
< 150 ms preferred 
< 400 ms limit 
Jitter NA < 1 ms < 1 ms 
Packet Loss 
(PLR/BER) 
< 10-6 (BER) / 
0%  (PLR) 




Throughput > 10 Kbps 16 - 384 Kbps 4 - 64 Kbps 
 
Quality of Service memiliki parameter diantaranya : 
a. Throughput 
Throughput merupakan jumlah bit per detik yang dapat diterima 
dengan sukses dengan melalui transmisi sebuah media komunikasi jaringan 
yang diamati dengan  menghitung jumlah paket yang diterima selama 
interval waktu tertentu dan dibagi dengan lama waktu pengamatan tersebut 
[QoS]⁠. Kategori throughput dapat dilihat pada tabel dibawah ini : 
Tabel 2.2 Kategori Throughput [8] 
Kategori throughput Throughput (bps) Indeks 
Sangat bagus 100 4 
Bagus 75 3 
Sedang 50 2 
Jelek < 25 1 
 
b. Delay (Latency) 
Delay adalah waktu tunda suatu paket yang diakibatkan oleh proses 
transmisi (jarak, media fisik, dan congestion) dari suatu node ke node lain 
dari tujuan paket tersebut. Kategori Delay dapat dilihat pada tabel di bawah 
ini : 
Tabel 2.3 Kategori Delay [8] 
Kategori Latensi Besar Delay (ms) Indeks 
Sangat baik < 150 ms 4 
Baik 150 ms s/d 300 ms 3 
Sedang 300 ms s/d 450 ms 2 
Buruk > 450 ms 1 
 
c. Jitter atau Variasi Kedatangan Paket 
 Jitter diakibatkan oleh variasi keterlambatan paket dalam panjang 




penghimpunan kembali paket – paket diakhir perjalanan jitter. Yang 
menunjukkan banyaknya variasi delay pada transmisi data di jaringan 
dapat dilihat pada tabel di bawah ini . 
Tabel 2.4 Kategori Jitter [8] 
Kategori Jitter Jitter (ms) Indeks 
Sangat Bagus 0 ms 4 
Bagus 0 ms s/d 75 ms 3 
Sedang 75 ms s/d 125 ms 2 
Jelek 125 ms s/d 225 ms 1 
 
d. CPU Usage 
CPU dan Memory usage adalah penggunaan CPU dan Memory 
pada saat suatu program berjalan pada saat itu. Tujuan dari CPU dan 
memory usage adalah untuk melihat pengaruh dari protokol saat 
pengiriman data dan tidak pada node router. Biasanya untuk melihat 
nilai CPU Usage adalah dengan ps.log. 
