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ABSTRACT
Using the cumulative catalog of planets detected by the NASA Kepler mission, we reconstruct the
intrinsic occurrence of Earth- to Neptune-size (1 – 4R⊕) planets and their distributions with radius
and orbital period. We analyze 76,711 solar-type (0.8 < R∗/R⊙ < 1.2) stars with 430 planets on
20–200 d orbits, excluding close-in planets that may have been affected by the proximity to the host
star. Our analysis considers errors in planet radii and includes an “iterative simulation” technique
that does not bin the data. We find a radius distribution that peaks at 2–2.8 Earth radii, with lower
numbers of smaller and larger planets. These planets are uniformly distributed with logarithmic
period, and the mean number of such planets per star is 0.46±0.03. The occurrence is ∼ 0.66 if planets
interior to 20 d are included. We estimate the occurrence of Earth-size planets in the “habitable zone”
(defined as 1–2R⊕, 0.99–1.7 AU for solar-like stars) as 6.4
+3.4
−1.1%. Our results largely agree with those
of Petigura et al. (2013), although we find a higher occurrence of 2.8–4 Earth-radii planets. The
reasons for this excess are the inclusion of errors in planet radius, updated Huber et al. (2014) stellar
parameters, and also the exclusion of planets which may have been affected by proximity to the host
star.
1. INTRODUCTION
Anaximander of Miletus proposed that there were
many Earth-like worlds 1. In the twenty five centuries
since the Ionian philosopher’s speculation, we have seen
an accelerating convergence towards an answer: many
if not most stars have planets, Earth-sized (and presum-
ably rocky) bodies are more common than Jupiter-sized
gaseous bodies, and some Earth-sized planets are on
orbits in the so-called “habitable zones” of their stars
(Schneider et al. 2011). The most recent advances in
this field have come from data collected by the Ke-
pler transiting-planet mission (Borucki et al. 2010). Four
years of observations of a ∼ 100 sq. deg. field have
led to the identification thus far of 4234 confirmed
or candidate transiting planets, about 84% of the can-
didates appear to be smaller than Neptune (3.88R⊕)
(Nasa Exoplanet Archive 2014).
Beyond simple human curiosity about the prevalence
of Earth-like planets and possibility of life elsewhere,
planet statistics provide an important test of planet for-
mation models (e.g. Benz et al. 2014). For example, the
distribution of planets with respect to orbital period and
mean motion resonances test models of planet forma-
tion and early migration (e.g., Hansen & Murray 2013;
Baruteau et al. 2013). Planet radius and period distri-
butions can be combined to reconstruct the distribution
of solid mass in disks (e.g., Chiang & Laughlin 2013;
Raymond & Cossou 2014).
There have been many previous studies that use
the Kepler data to infer the intrinsic population of
planets around Kepler target stars, or subsets of
those stars (e.g. Catanzarite & Shao 2011; Youdin
2011; Traub 2012; Howard et al. 2012; Fressin et al.
1 Dissertation on the Philosophy of Aristotle, in which his Principal
Physical and Metaphysical Dogmas are Unfolded, transl. by T. Taylor,
London, 1812
2013; Dressing & Charbonneau 2013; Gaidos 2013;
Dong & Zhu 2013; Kopparapu 2013; Petigura et al.
2013). These works differ in their samples and meth-
ods, but are broadly consistent in estimating that the oc-
currence of planets per star on orbits of days to months
to be of order unity. Some of these works have esti-
mated η⊕, the occurence of Earth-size planets in a cir-
cumstellar “habitable zone” (where stellar irradiation is
similar to the solar constant), and find that η⊕ is of or-
der tens of percent. Of particular interest to us is the
work of Petigura et al. (2013, hereafter PHM13) who
performed an independent analysis of the Kepler pho-
tometric lightcurves, both identifying candidate planet
transits and determining the detection efficiency by in-
jecting synthetic transit signals into Kepler lightcurves
and recovering them. Among the salient conclusions
from PHM13 are that the distribution of planets peaks
at a radius of 2–2.8R⊕ and that, η⊕ is about 22% (using
a liberal definition of the habitable zone).
We identify two reasons to revisit the derivation of the
Kepler planet population. Firstly, we want to more fully
account for the uncertainties and biases in the Kepler
data and related observations of the target stars. Sec-
ondly, we wish to consider a “primordial” planet popula-
tion, and restrict our analysis to planets far enough from
their host stars such that their properties have not been
altered by proximity since their formation.
Precise statements on the occurrence of planets re-
quires rigorous statistical methods, full accounting of er-
rors, and adequate assessment of potential biases. First,
while the overall rate of “false positives” among Kepler
candidate planets appears to be low (Morton & Johnson
2011; Fressin et al. 2013), it is not uniform across all
periods and all sizes (Santerne et al. 2013). Second,
determination of planet occurrence from transit surveys
requires accurate estimates of detection efficiency (also
known as “completeness”), which depends on the pa-
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rameters (i.e. density and/or radius) of not only the
planet host stars but of the entire target catalog. The
parameters of Kepler stars were first determined by com-
bining multi-wavelength photometry, stellar models, and
Bayesian inferrence (Brown et al. 2011). Colors of solar-
type stars depend only weakly on gravity and metallicity,
and parameter values based on photometry have large
random and systematic errors in both effective temper-
ature (Pinsonneault et al. 2012), gravity and luminosity
class (Mann et al. 2012). Spectroscopy, asteroseismol-
ogy, and improved stellar models have yielded more reli-
able parameters (Huber et al. 2014), especially for Ke-
pler planet-hosting stars (Kepler Objects of Interest or
KOIs). Nevertheless, 70% of all stars in the Huber et al.
(2014) catalog have assigned parameters based on KIC
photometry; the median upper and lower fractional er-
rors in stellar radius among these solar-type stars is 40%
and 10%, respectively. Because the estimated radius of a
planet detected by transit depends on the stellar radius,
and the probability of transit depends on stellar density,
these errors need to be taken into account when com-
puting occurrence rates. Errors in luminosity also affect
the certainty with which a planet can be assigned to a
habitable zone described by a range of stellar irradiance
(Gaidos 2013; Mann et al. 2013).
Third, biases, if uncorrected or unaccounted for,
will distort our perspective on planet populations.
Mann et al. (2012) found that up to 96% of the reddest
Kepler target stars are giants, even though virtually all
red KOI hosts are dwarfs for the simple reason that it is
extremely difficult to detect a transiting planet around a
giant star. They showed that dilution of the target cat-
alog by giants had led to an underestimate of the oc-
currence rate and an incorrect claim that M dwarf hosts
of detected planets are redder and thus more metal-rich
than those without detected planets.
Gaidos & Mann (2013) showed that because the Ke-
pler target catalog is essentially magnitude-limited,
Malmquist bias combined with uncertainties in stellar
parameters means that stellar distances are underes-
timated and many stars are likely to be more lumi-
nous, evolved, and larger than their nominal values.
Follow-up observations and analysis thus far seem to
confirm this (e.g. Bastien et al. 2014; Everett et al. 2013;
Verner et al. 2011). Because transiting planet radius
scales with increasing stellar radius, this means that
planet radii are underestimated. Moreover, the rate of
planet detection decreases with increasing stellar radius
or density, thus for a given planet radius, the detection
rate is overestimated and thus the occurrence is underes-
timated. Detection bias again means that any estimate of
this effect based on the host stars of transiting planets is
an underestimate: the effect will be greater among stars
in the overall target catalog. Another bias is Eddington
bias: scatter by error frommore populated regions of pa-
rameter space into less populated regions will produces
the opposite effect, i.e. occurrence will be overestimated
(Gaidos & Mann 2013).
Previous analyses of the Kepler planet population have
sometimes not taken these errors or biases into account,
and instead have considered only Poisson (counting)
statistics (e.g. Petigura et al. 2013; Howard et al. 2012).
Finally, many analyses were performed by binning the
data into discrete bins of planet radius Rp and orbital
period P . While simple and readily explicable, the bin-
ning method runs the risk of masking details of a distri-
bution, especially that of radius, which may be important
for testing theoretical models.
In this work consider a “primordial” population of
planets, as opposed to one that has evolved under the
influence of the host star. Effects of the latter, including
tidal heating (Jackson et al. 2008), atmospheric escape
(Tian et al. 2005), ohmic heating (Batygin et al. 2011),
and impact erosion (Marcus et al. 2009), act with an
efficiency that is inversely proportional to the distance
to the host star. In particular, Owen & Wu (2013) pro-
posed that photoevaporation by stellar X-ray and ultravi-
olet irradiation have effectively removed the hydrogen
envelopes of close-in planets (P ≤ 10 d), leading to
the observed paucity of super-Earth sized planets in that
neighbourhood. This process was also investigated for a
few Kepler systems by Lopez et al. (2012). Regardless of
the mechanism, the distinctiveness of the P < 20 d and
P > 20 d populations (see, e.g. Youdin 2011) suggests
that any analysis treat these separately. In this study, we
focus exclusively on the latter population as we believe
it is more likely to represent the “primordial” state. On
the other hand, because of Kepler’s low efficiency at de-
tecting long-period planets (see §3.1), we are forced to
limit our consideration to planets with P < 200d.
Practical reasons also limit the range of planet radius
Rp considered. Although Kepler can readily detect a
transiting giant planet, the occurrence of these objects
is indubitably much lower than that of smaller plan-
ets. The distribution with planet radius falls to a very
low level beyond Neptune-size objects: only 8% of Ke-
pler candidate planets have nominal radii > 8R⊕, and
the false-positive rate increases as well (Santerne et al.
2012; Colo´n et al. 2012). Conversely, Kepler can detect
planets smaller than 1R⊕ for only a tiny fraction of stars,
mostly M dwarfs. For these reasons we restrict our anal-
ysis to a radius range of 1–4R⊕ over which statistically
rigorous analyses can be performed.
In this contribution, we infer the intrinsic distribution
of planets with 20 < P < 200 d (equivalent to 0.16–
0.67 AU) and 1R⊕ < Rp < 4R⊕ around solar-type stars
as observed by Kepler over its entire mission (Quarters
1–16). This analysis includes the effects of errors in stel-
lar and planet radius, and takes into account some of the
biases that may affect previous works. We introduce a
method of iterative simulation to determine the radius
distribution of planets without resorting to binning. We
compare our results with those of PHM13 and also carry
out a detailed comparison of the two methods to under-
stand the source of any discrepancies. Finally, we use
our simulations to assess the effect of systematic bias,
namely an overall underestimate of stellar radius, on in-
ferences of a planet population from the Kepler catalog.
2. METHODS
2.1. Catalogs of Stars and Planets
We construct a stellar sample from the Huber et al.
(2014) catalog of 196,468 stars observed during the Ke-
pler mission (Quarters 1–16), selecting “Sun-like” stars
with radii 0.8R⊙ < R∗ < 1.2R⊙. We restrict the sample
to stars with a Kepler magnitudeKp < 15.5 to avoid faint
stars with uncertain properties and noisy lightcurves.
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This leaves a sample of 76,711 solar-type stars, here-
after known as the “Solar76k” sample. Our planet sam-
ple is constructed from the 26 February 2014 version of
the KOI catalog (Ramirez et al. 2014). Planet and stel-
lar parameters are updated with values from Huber et al.
(2014) where available. In addition to the cuts made
on our stellar sample we also require 20 < P < 200
d, 0.5R⊕ < Rp < 6R⊕ and SNR>12. Although we
are only interested in the occurrence of planets 1R⊕ <
Rp < 4R⊕, we use a larger radius range for our analysis
since these planets have a non-zero probability of being
in our region of interest after accounting for radius errors
(§2.3). This leaves us with 430 candidate planets, here-
after known as the “430KOI” sample. The full 430KOI
dataset is published in the electronic edition of the As-
trophysical Journal. We include a partial table (Table 4)
at the end of this paper for guidance regarding its form
and content.
We also construct a second planet sample (used only
in §3.2) using the same cuts above except relaxing the
period restriction to 5 < P < 200. This leaves us with
1052 KOIs, hereafter known as the “1052KOI” sample.
To ease comparison with PHM13, we retrieve their
vetted sample of 603 planet candidates that fall within
5 < P < 100 d. We update the stellar parameters where
possible, using Huber et al. (2014). We hereafter refer
to this planet sample as the “603PHM” sample.
2.2. Simulated Planet Detections
Our simulator synthesizes single planet-star pairs2,
drawing stars from one of the catalogs described above,
and planet parameters from a large “master” popula-
tion as we describe in §2.3. We calculate whether each
planet transits its host star in a probabilistic manner, and
then determine whether Kepler could have detected it.
We compare the properties of these simulated detections
with the observed candidate Kepler planets, and modify
the master population using two different techniques:
iterative Monte Carlo Markov Chain (MCMC) and Iter-
ative Simulation (IS). In implementing our simulations
we make two critical assumptions. First, that the orbital
periods and radii of Kepler planets (as well as orbital ec-
centricities), are independently distributed, i.e. the oc-
currence is a separable function of period and radius:
d2N
d logP d logR
= p(P )r(R) , (1)
where p and r are some yet-to-be-determined functions,
and N is the total number of planets. Second, we as-
sume that these distributions do not vary over the range
of stellar parameters considered. We discuss these as-
sumptions in §5.1. In this study, we further specify that
the period distribution is a power-law:
dN
dlogP
= CPα , (2)
where C is a normalization constant.
The geometric probability that a planet transits its host
2 We ignore the occurrence of multiple systems and assume that
each planet has an independent occurrence.
star is (Winn 2010),
p =
R∗
a
1 + e sinω
1− e2
, (3)
where a is the semimajor axis, e the orbital eccentric-
ity, and ω the argument of periastron. While a can be
calculated from P and the estimated mass of the host
star, the orbital eccentricity of Kepler planets are un-
known and must be estimated statistically. Assuming a
Rayleigh distribution with dispersion σe, Moorhead et al.
(2011) estimated σe = 0.2 by studying the distribu-
tion of transit durations. This is likely affected by un-
certain stellar radii and may be an overestimate. TTV
studies have led to much smaller eccentricity dispersion
(σe ∼ a few percent), at least in multiple planet systems
(Wu & Lithwick 2013; Hadden & Lithwick 2014). Here,
we choose σe = 0.18 and show that our results are not
sensitive to the exact value of σe (§5.1). The underlying
distribution of ω can be safely assumed to be uniform
over [0,2pi]. Integrating p over the distributions of e and
ω, Eq.(3) becomes p = p0R∗/a, with p0 = 1.073. As
in previous works, we require that at least three transits
have been observed. We scale every transit probability by
(1/p0)(a/R∗)max, the inverse of the max transit probabil-
ity. Since transiting planets occur only for < 5 degrees
of inclination, this scaling is used to speed up the rate
of transiting planets. Otherwise, we would have to wait
long periods of time in order acquire the large numbers
of transiting planets we require to conduct this analysis.
We now proceed to assign a transit duration, T , to
a given transiting planet. We follow the procedure of
Gaidos (2013) by setting
T = τ2/3P 1/3∆ , (4)
where τ = 2
√
R3∗/(piGM∗) is the stellar free-fall time, G
the gravitational constant,M∗ the stellar mass, and
∆ =
√
(1− e2)(1− b2)
1 + e cosω
, (5)
with b being the impact parameter. For a ≫ R∗,
the impact parameter b is uniformly distributed in the
range [0,1]. We then calculate dN/d∆, the likelihood
of drawing a given ∆, or rather, its cumulative distri-
bution, N(∆) ≡
∫
∆
0
dN
d∆′ d∆
′, with the overbar indicating
marginalization over e and ω. Using the chain rule, we
find
dN
d∆
d∆ =
dN
db
db
d∆
d∆ =
db
d∆
d∆, (6)
where we have used the fact that dN/db = 1 (i.e. b is
uniformly distributed) for transiting systems. As a result,
N(∆) = b =
∫∆
0
db
d∆′d∆
′. Inverting Eqn. (5) then yields:
N(∆) =
∫ 1
0
η(e)de
∫ 2pi
0
√
1−
∆2 (1 + e cosω)
2
(1− e2)
dω, (7)
where η(e) is the assumed eccentricity distribution.
We also need to assign a radius to each trial planet:
this process differs between our MCMC and IS methods
and is described in their respective sections. Moreover,
in comparing the radius distribution of trial planets to
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the observations, we must take into account significant
uncertanties in the radius of KOIs. We describe how we
do this in the next section.
Our detection criterion is based on a comparison be-
tween the transit signal, (Rp/R∗)
2, and the effective
noise over the transit duration. Fressin et al. (2013)
established that at signal-to-noise SNR > 12 the false-
positive rate among Kepler KOIs is very low. PHM13
used this criterion for their analysis and we follow suit.
Noise in Kepler lightcurves is derived from photon (shot)
noise, measurement error (e.g. pointing error and in-
strument noise) and stellar variability (Koch et al. 2010).
The Kepler team encapsulates the total noise of each star
into quarterly transit durations of 3-hr, 6-hr and 12-hr,
known as “CDPP” (Combined Differential Photometric
Precision, Christiansen et al. 2012) values. For a given
star in a given quarter, we generate the appropriate noise
for transit duration T , by interpolating among the vari-
ous CDPP values using a power-law relation. Because
sources of noise (e.g., stellar variability) are not necce-
sarily “white”, the power-law index can and often does
depart from -0.5, the white noise value.
We then calculate the total SNR of a model star-planet
pair as
SNR =
(
Rp
R∗
)2  16∑
j=1
nj
(CDPPj)
2


1/2
, (8)
where nj is the number of transits in quarter j, and
CDPPj is the interpolated CDPP value for that quarter.
nj is found by first assigning a randomly drawn phase for
each planet, and then counting the number of transits in
each quarter. The system is proclaimed detectable if SNR
> 12. The SNR threshold does not account for noise that
is non-Gaussian or non-stationary on a timescale shorter
than one observing quarter (90 d). However, the conser-
vative requirement that SNR > 12 for detection partially
addresses this limitation and we consider the possible
impact of this simplification in §4 when we compare our
analysis to PHM13. Other non-stationary effects unac-
counted for in Eq. 8 include thermal settling events, sud-
den pixel sensitivity drop offs, and cosmic rays. Eq. 8
also does not account for gaps in the data.
2.3. Uncertainties in Planet Radii
As described in §1, there are significant uncertainties
in the radii of most KOIs (median uncertainty = 33%),
primarily due to our limited knowledge of the host star.
For example, this means that there is a non-negligible
chance that a planet with a cataloged radius value of
Rp = 2.5R⊕ is actually Earth-sized or Neptune-sized.
To clarify, we are not addressing the issue that some
dwarf stars are actually giants (which is addressed in
Section 3.3 when we consider that all stars are 25%
larger). Instead, we are assuming that all claimed dwarf
stars are truly dwarfs, and are accounting for the fact
that the exact radii of these stars are still uncertain (on
average) to ∼ 30%.
It is important that uncertainties of such magnitude be
considered, and we do this by replacing each nominal
radius by a distribution of radii governed by Bayesian
statistics. The probability that a planet with a re-
ported radius R actually has a true radius R′ is given
by p(R′|R) = q(R|R′)r(R′), where r(R′) is a normal-
ized prior and is the probability that a planet of radius
R′ (with same period P ) would be detected by Kepler
around a given star. Put another way, r(R′) is essentially
the survey completeness (§3.1) of planet R′ (having pe-
riod P ) with respect to the entire Solar76k catalog.
In our treatment, we assume that errors in R∗ and
hence Rp are normally distributed. This means that
q(R|R′) = q(R′|R) because the Gaussian only depends
on the square of the difference R − R′. We also assume
that errors in stellar radius are uncorrelated. This lat-
ter assumption means that a planet with a radius that
has been over/underestimated would, on average, pro-
duce a weaker/stronger transit signal among the ensem-
ble of target stars and that such a planet would become
less/more detectable. If errors in R∗ were exactly corre-
lated, then errors in Rp would be unaffected by consid-
erations of detection; if all stars are smaller then their
planets will also be smaller but by the same proportion,
and thus produce transit signals of the same depth.
Provided these assumptions hold, a planet cannot be
arbitrarily small, even if the errors in radius are large,
because it would never have been detected in the first
place. The r(R′) factor accounts for this fact. Our pre-
scription for handling radius errors also accounts for the
fact that the cataloged radius is more likely to be an un-
derestimate, rather than an overestimate, of the true ra-
dius. This effect becomes most pronounced among KOIs
with small cataloged radii and large uncertainty. For
these cases the result is an error distribution that is no
longer a Gaussian but is strongly asymmetric, with a cut-
off just below the cataloged radius and an extended tail
to larger radii. An example probability distribution in ra-
dius for KOI-1338.01 (solid) and KOI-1925.01 (dotted)
are shown in Figure 1. The vertical red lines represents
the catalogued radius values. As seen in Figure 1, the
most likely radius differs from the catalog value.
FIG. 1.— Example probability distributions in radius for KOI-1338.01
(solid) and KOI-1925.01 (dotted). The probability distributions are
shown in black, while the vertical red lines represents the quoted ra-
dius values. As seen in the figure, the most likely radius value can
differ from the catalogue value, and sometimes significantly so.
We implement radius errors into our analysis by re-
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placing each KOI with a probability distribution function
(PDF) that is the product of a Gaussian times a prior
detection function which is the fraction of stars around
which the planet would be detected (i.e. completeness).
We represent the PDF by a large number of Monte Carlo
planets drawn from a Gaussian distribution with mean
equal to the nominal value of RP and standard deviation
equal to the cataloged error. We calculate the fraction of
stars F around which each Monte Carlo planet could be
detected.
We then compute a normalized CDF of F with Rp for
each Monte Carlo set. We can then draw a radius value
from each corrected error distribution by comparing the
CDF to a unit random deviate. We create a “master” ra-
dius distribution by randomly drawing 2 million values
from all of these distributions according to their CDFs.
We use this distribution to represent the inferred radius
distribution of observed candidate planets after errors
have been accounted for.
2.4. Monte Carlo Markov Chain
We implement the Monte Carlo Markov Chain accord-
ing to the algorithm by Gelman & Rubin (1992). We
discretize the radius-period plane into 16 bins, 4 pe-
riod bins equally spaced in logP (P = [20–40, 40–80,
80–160, 160–200] d) and 4 radius bins equally spaced
in logR (1–1.4R⊕, 1.4–2R⊕, 2-2-.8R⊕, 2.8–4R⊕). We
parametrize the planet population by a set of 4 parame-
ters: α (from Eq.2), and κ1, κ2, κ3, where the latter 3 pa-
rameters are the relative numbers of planets in the first
3 radius bins to the last bin. For each set of parameters,
we generate a mock catalog by simulating 105 transiting
pairs around a given stellar sample (§2.2) while properly
taking into account errors in planet radius (§2.3). We
then compare our mock population against the 430KOI
sample by first binning the KOIs in the same manner
and then removing a portion from each bin to account
for false positives (Table 1 from Fressin et al. 2013). We
then scale our mock catalog down from 105 to match the
total number of remaining KOIs. The goodness of fit is
measured by comparing the simulated number of plan-
ets in each of the 16 bins, Si, versus that of the observed,
Di,
χ2 =
16∑
i=1
(Di − Si)
2
Si
, (9)
Here, we have assumed that the error in each bin is dom-
inated by Poisson error. Our Markov chain is run for
4000 iterations, with a “burn in” of 200 steps that are
excluded from subsequent statistical analysis. A new set
of parameters are accepted if χ2n < χ
2
n−1 (also known as
Gibbs sampling), where the index refers to the Markov
step. If χ2n > χ
2
n−1, the algorithm accepts the new pa-
rameter set with probability e−(χ
2
n
−χ2
n−1
)/2. We adopt
the medians of the accepted steps as the best-fit set, and
we calculate both upper and lower standard errors us-
ing the 16th and 84th percentile values. The error of the
2.8 < Rp < 4 bin is calculated from the standard devia-
tion of 1/κ3, i.e. the relative occurrence of the 2.8-4R⊕
bin with respect to the 2-2.8R⊕ bin.
2.5. Iterative Simulation (IS)
We use the method of sequential Monte Carlo with
bootstrap filter described in Olivier et al. (2007), which
we hereafter refer to as Iterative Simulation (IS), to infer
the intrinsic planet radius distribution without resorting
to binning. In this technique we first generate a trial pop-
ulation of planets by simulating detections (§2.2). The
radii of these simulated detections are then replaced by
actual KOIs, and the process repeats until the simulated
detections converge on the observations. Convergence is
established when the radius distribution of our simulated
detected planets (see dotted line in Figure 2) matches
the observed 430KOI distribution. The radius distribu-
tion of the trial population then reflects that of the in-
trinsic population of planets. With a sufficiently large
trial population, the resolution of the radius distribution
is limited only by the amount of information in the ob-
servations (i.e. KOIs). In principle the periods can also
be replaced by actual KOI values, but we instead choose
to fix the distribution of period values using Eq. 2 and
α, determined from our MCMC analysis. Since we find
an excellent α fit to the period distribution (§3.2) over
20 < P < 200, applying this distribution instead reduces
additional noise in our measurement.
Our IS simulates 106 transiting planet-star pairs, draw-
ing stars from the selected catalog with replacement
(§2.2). Eccentricities and arguments of periastron of
trial planets are drawn from Rayleigh and uniform dis-
tributions, respectively, and periods are drawn from a
power-law with the index of the best-fit MCMC model
(§2.4), α = −0.04. Planet radii are initially drawn from
a uniform distirbution over 0.5–6R⊕. Detections are
simulated as described in §2.2. We randomly replace
the radii of all simulated detected planets with values
drawn from the “master” radius distribution (§2.3), af-
ter correcting for false positives using the rates in Table
1 of Fressin et al. (2013). For a discussion of our false
positive treatment, see §5.1. We then redraw new val-
ues for all the other planet parameters besides radius
and period, and reshuffle the planets among the stars.
We repeat this process until acceptable convergence is
achieved, usually within 100 iterations. At this point,
the trial population is used to calculate the intrinsic ra-
dius distribution.
Errors are calculated by constructing 50 bootstrapped
samples of the detected planet catalog. The size of each
sample is a random Poisson deviate with expectation
equal to the size of the actual sample. The bootstrapped
samples are drawn with replacement from the actual KOI
sample. Planets are randomly removed according to the
false positive probabilities of Fressin et al. (2013) and
then intrinsic radius distributions are calculated as in
§2.3. For our bootstrapped samples we make the false
positive correction before constructing the much larger
intrinsic distribution to capture the contribution of false
positives to the “noisiness” of each bootstrapped sam-
ple. We analyze each sample using the IS technique and
compute standard deviations of the ensemble of boot-
strapped planet populations to represent 1σ uncertain-
ties.
Figure 2 shows the results of an artificial test case of
the reconstruction of a planet radius distribution using
the IS technique. The intrinsic distribution (dashed line)
is the sum of a Gaussian plus a rising slope. The dot-
ted line is the distribution of 364 simulated observations,
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which is similar in scale to our 430KOI sample. We ap-
ply the IS technique on these simulated observations to
recover the actual distribution: the result is plotted as
the solid line, with error bars determined from 25 boot-
strapped runs. The ability of IS to reconstruct an intrinsic
distribution is limited by the information available in any
region of a distribution, i.e. it will fail where the number
of planets or rate of detection is too low. In Fig. 2, er-
rors or large uncertainties appear in the reconstructed at
Rp ∼ 1R⊕ where the detection efficiency is low. Also, in
this simple demonstration we ignore the effect of planet
radius errors. Adding planet errors tends to broaden and
smooth features.
FIG. 2.— A test case demonstating the recovery of a known, artificial
radius distribution (dashed line) using the method of iterative simu-
lation. The dotted line represents the simulated observations, which
consist of 364 detections, and the solid line is the reconstructed distri-
bution (here binned for display). Error bars are determined from 25
bootstrapped simulations.
2.6. Calculation of Occurrence
After obtaining best-fit distributions from our MCMC
and IS analyses, we calculate the rate of planet occur-
rence as a function of P and Rp. We generate 10
6 mock
star-planet pairs and the corresponding simulated detec-
tions (§2.2). These planets are binned in a logarithmic
grid of P (index i) and Rp (index j). The occurrence
f(i, j) in the bin (i, j) is then
f(i, j) =
Kij
N∗
N∗,S
S
, (10)
where Kij is the false positive-corrected (Table 1,
Fressin et al. 2013) number of KOIs falling into the bin
(i, j), N∗ (=76,711) is the total number of Kepler target
stars in the Solar76k sample, N∗,S(= 10
6) is the total
number of mock pairs, and S is the number of simulated
detections. The ratio S/N∗,S , the fraction of mock pairs
that should be detected, and is the product of the geo-
metric factor R∗/a as well as the detection completeness
in bin (i, j), hereafter known as C(i, j) (see §3.1). We
then sum over all bins to obtain the total occurrence, f .
To demonstrate the importance of accounting for ra-
dius errors (§2.3) when calculating occurrence, we also
FIG. 3.— Completeness values for Kepler planet detection around
stars in the Solar76k catalog. The numbers within each grid cell in-
dicate the completeness percentage, and each grid has been colour
coded from low (blue) to high (white) completeness.
conduct a separate analysis which excludes radius errors.
Observed planets are binned as above and we calculate
the occurrence of each bin, f according to:
f(Pi, Ri) =
1
N∗
np(i,j)∑
k
(
ak
R∗,k
1
C(i, j)
)
(11)
Where C(i, j) is the average completeness of the bin (see
§3.1), np(i, j) is the number of planets in bin (i, j), N∗
(=76,711) is the total number of stars in the sample and
ak/R∗,k is the geometric correction factor for planet k.
3. THE PRIMORDIAL POPULATION OF Kepler PLANETS
3.1. Completeness
For a transit survey, completeness is the fraction of
transiting planets of a given P and Rp that are actually
detected, i.e. not including the geometric transit proba-
bility. Accurately capturing the dependence of complete-
ness on Rp and P is crucial to a robust determination of
planet occurrence.
We emphasize that survey completeness depends not
only on the properties of the planet host stars, but also
on the stellar and noise properties of the entire cata-
log. We calculate the completeness C(i, j) of bin (i, j)
by inserting 2×104 planets randomly distributed around
the Solar76k sample of stars. The fraction of “detected”
planets, modulo the transit probability factor, yields the
completeness in this bin. The results are displayed in
Figure 3.
Figure 3 shows that Kepler completeness is nearly
100% for planets larger than Neptune (3.8R⊕) and for
nearly the full range of periods shown here. This falls
rapidly beyond P ∼ 500 d (not shown) since some sys-
tems no longer have the required three transits during
the four-year Kepler mission. The completeness drops
rapidly with decreasing radius where R < 2R⊕: Earth-
sized planets are readily detected by Kepler only if they
have orbital periods of a few days, and beyond P =
200 d, even the completeness of 2R⊕ planets falls be-
low 50%. For these reasons we restrict our analysis
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to P < 200d. As true of any completeness study, we
also note that our completeness calculations are based
on the SNR criterion as stated. For example, if the Ke-
pler pipeline was uniformly missing 25% of all transiting
planets (regardless of the SNR), our completeness calcu-
lations would not account for these missing planets.
3.2. Period Distribution
Our MCMC study yields a best-fit distribution for the
430KOI sample of α = −0.04 ± 0.09 (see Eq. 2), with
a reduced chi-squared χ2ν of 1.07. Our value of α
is consistent with zero (a flat logarithmic distribution)
within errors, confirming previous determinations (e.g.,
Youdin 2011; Howard et al. 2012; Petigura et al. 2013;
Fressin et al. 2013).
Figure 4 compares this best-fit period distribution with
the observed sample, using the 4 period bins from Sec-
tion 2.4 as well as an additional 2 bins to include to in-
clude planets inward of 20 d, i.e., the 1052KOI sample
(§2.1). Inside of P = 20 d, Kepler planets deviate from
a simple power-law distribution (also see Youdin 2011;
Howard et al. 2012).
FIG. 4.— Period distribution of Kepler small planets. The observed
distribution (solid line) includes planets inward of 20 d (i.e. the
1052KOI sample), while the simulated distribution from the MCMC
best fit (α = −0.04, see Eq. 2) is plotted as a dashed-dotted curve.
This best fit is obtained for planets in the 20 < P < 200 d range, but
is extended here to shorter periods to demonstrate that the observed
population deviates significantly from a single power-law shortward of
20 d. The location of each data point corresponds to the lowest period
value in the bin, e.g. the first data point is 5 < P < 10 d. Slight
horizontal offsets have been applied to each curve for clarity.
3.3. Radius Distribution
Figure 5 displays our best-fit radius distributions for
both the MCMC (solid, black) and IS (dotted, red) tech-
niques, where we have binned the IS result for ease
of comparison. Both the IS and MCMC distributions
peak at 2–2.8R⊕ and decrease towards smaller radii.
We have also plotted two additional distributions in Fig-
ure 5, a “No Error” case (dashed, green) constructed
from Eq.(11) and a “25% Larger” IS case (dashed-dotted,
blue) where it is assumed that both planet and stellar
radii are 25% larger than their catalog values.
FIG. 5.— Size distribution of planets between 1 and 4R⊕, obtained
using the MCMC (solid black line) and the IS (dotted red line) tech-
niques. Both show that planet occurrence peaks in the bin 2–2.8R⊕.
Earth-sized planets are less common, though the statistical significance
of this result is still low. If we assume that the currently determined
planet radii carry no uncertainty, or that all stars (and hence planets)
have 25% larger radii than their cataloged values, we obtain rather
different radius distributions. The error bars for the “No Error” case
account for poisson error only, while for the IS and 25% Larger cases,
error bars are calculated from 50 bootstrapped simulations of the data
(see §2.3). The MCMC error bars are calculated in the standard man-
ner. Planet occurrence at each logarithmic radius bin is obtained by
summing over all period bins. Slight horizontal offsets have been ap-
plied to each curve for clarity.
As we discuss in §2.3, errors in the radius of candidate
Kepler planets, primarily due to uncertainties in stellar
radius, are large and detection bias against small planets
means that a planet’s cataloged radius is likely an under-
estimate. Comparing our IS and MCMC results (which
include radius errors) with our “No Error” case (which
doesn’t include radius errors) we see that the latter ex-
hibits a significant excess of 1–1.4R⊕ planets. This is
as expected. Correcting for radius error in a Bayesian
way (§2.3) tends to promote small planets to larger size
bins, and de-populates the smallest radius bin. However,
planet occurrence of the two largest bins does not in-
crease significantly since the survey completeness is sub-
stantially higher in these bins compared to the 1–1.4R⊕
bin. We conclude that not accounting for this detection
bias on radius leads to an erroneously high (by a factor
of ∼ 2) value of occurrence for the 1–1.4R⊕ bin.
If we assume the extreme scenario that the true radii
of all stars (and therefore their planets) are 25% larger
than the KOI values (“25% Larger” case in Fig. 5), as is
shown to be the case for at least a subset of the Kepler
stars (§5.1), we observe that the 2–2.8R⊕ peak is now
shifted to 2.8–4R⊕. However, we do not see a significant
change in the bin 1–1.4R⊕ because the depopulation of
this region (due to increased planet radii) is roughly bal-
anced by a decrease in completeness as the stars have
also become larger. See §5.1 for a more detailed discus-
sion.
Our treatment for the radius error is far from perfect.
Some genuinely small planets may, under our procedure,
be wrongly inferred to have larger radii. A better treat-
ment will require improved errors in stellar/planet ra-
dius (see, e.g. §5.3).
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FIG. 6.— Investigating the effect of binning on the MCMC results.
The IS result from Figure 5 is shown as a dotted, black line, while our
MCMC results using various bin sizes are the coloured curves. Using
Equation 12, we vary Kr from 0.09 to 0.19, keeping Kp fixed. As can
be seen, the results can change noticeably depending on the binning
choice. This illustrates the usefulness of the IS method, which does not
require any binning. To clarify, we do not change the number of free
parameters in our MCMC analysis (i.e. κ1, κ2, κ3, α), merely the size
of the bins used to calculate χ2 values. Slight horizontal offsets have
been added for clarity.
There is a small and statistically insignificant discrep-
ancy between the MCMC and IS results at the smallest
bin (1 < Rp < 1.4R⊕). Since the two methods use
identical input catalogs (§2.1) and detection algorithms
(§2.2), the difference could be due to the intrinsic bin-
ning in the MCMC method.
We test the effect of different bin sizes on our MCMC
results by varying the bin sizes in both radius and period
space. Using the logarithmic binning scheme to describe
the width, w, of each bin:
w(n) = 10Kn (12)
where n is the bin number and K is a constant, we in-
vestigate the effect of varying K (and thus bin size) on
occurrence. When varying period bin size,Kp, and keep-
ing the radius bin size, Kr, constant we find no effect
on occurrence, even when Kp is varied by a factor of 2.
However, when Kp is kept constant and Kr is varied,
we do find an affect on occurrence rates shown in Fig-
ure 6 (where our IS result from Figure 5 is plotted as a
dotted black line). As K is increased (larger bins), we
see that the occurrence of 2 < Rp < 2.8R⊕ planets in-
creases while the occurrence of 2.8 < Rp < 4R⊕ planets
decreases, becoming significantly different from our IS
result for extreme cases. In contrast, there is no statis-
tically significant difference in the smallest bin. We find
that the error bars increase with more extreme bin sizes,
indicating that the MCMC algorithm has a harder time
converging. The default bin sizes for the MCMC result in
Fig. 5 are Kp=0.301 and Kr=0.150515.
Lastly, we display the IS radius distribution for a
smaller logarithmic bin size in Figure 7. As explained
in §2.5, since the IS technique requires no binning, the
resolution of the result is limited only by the data and
its errors. This improved resolution can reveal finer
detail about the intrinsic radius distribution. We ob-
FIG. 7.— Our IS distribution displayed for a smaller logarithmic bin
size. This finer resolution reveals more information about the intrinsic
distribution, and specifically we see a potential rise in the number of
1–1.15R⊕ planets. This bin has large error however, and thus more
statistics are required to confirm this conclusion.
serve a slight excess of planets in the now smallest bin
(1–1.15R⊕), over that in larger bins, though improved
statistics are required to confirm this upward turn. We
expect that, with its independence on binning, the IS
technique will become central to future analysis.
3.4. Total Occurrence of Small Planets
In Table 1 we report our estimates for the total planet
occurrence within 20 < P < 200 d and 1 < RP < 4R⊕,
for the four curves in Figure 5. There is excellent agree-
ment between the MCMC and the IS results. Even cases
with different assumption about the radius error yield
statistically consistent occurrence rates.
The total occurrence rate we calculate here is defined
to be the average number of planets per star (Youdin
2011; Fressin et al. 2013; Petigura et al. 2013). Such
a definition ignores the complication that many of the
Kepler systems are multiple systems (e.g. Lissauer et al.
2011). A quantity perhaps more relevant for studies of
planet formation is the occurrence rate of planetary sys-
tems, or the average number of planetary systems a star
has. However, this requires knowledge of the system ar-
chitecture, a task not yet attempted.
Lastly, if we include small planets on orbits interior to
20 d, the total occurrence rate is raised to ∼ 66%. It will
rise by another ∼ 15% if we include planets larger than
4R⊕.
TABLE 1
PLANET OCCURRENCE FOR 20 < P < 200 D, 1 < Rp < 4R⊕ .
Technique Planet Occurrence (%)
MCMC 43± 3
IS 46± 3
No Error 56± 10
25% Larger Stars 46± 3
3.4.1. Eta-Earth
We estimate η⊕, the occurrence of Earth-like planets
in the “habitable zone” of solar-type stars. By Earth-like,
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we are referring to planets between 1–2R⊕. We adopt
the inner and outer boundaries of the habitable zone to
be those calculated by 1-D, cloud-free, climate models
(Kasting et al. 1993; Kopparapu et al. 2013). For a Sun-
like star, these boundaries lie at 0.99 and 1.70 AU respec-
tively (or orbital periods of 350 and 810 days); for other
stellar spectral types, the boundaries are as tabulated in
Kopparapu et al. (2013).
Such a habitable zone, however, lies outside the 200 d
limit of our study. At these very long periods, the low
detection efficiency of Kepler engenders inaccuracies in
estimating η⊕. So instead, we have opted to calculate
η⊕ by extrapolation, according to:
η⊕ =
f
N∗
N∗∑
i=1
hi (13)
where N∗ (=76,711) is the number of stars in the So-
lar76k sample and hi is the relative occurrence of plan-
ets (per star) within the habitable zone to some refer-
ence zone having absolute occurrence f . We choose
this reference zone to be our standard 20 < P < 200d,
1 < Rp < 4R⊕ bound, with f = 0.46 ± 0.03 (IS value).
We calculate hi for each star by adopting the IS radius
distribution (Figure 5) and integrating the MCMC best-
fit power-law (Eq. 2 with α = −0.04) over each star’s
habitable limits (Kopparapu et al. 2013). Finally, we ob-
tain
η⊕ = 6.4
+3.4
−1.1% (14)
The error is calculated from error propagation of the
IS radius distribution, occurrence of our reference zone,
habitable zone limits (based on R∗, M∗, and T∗) and α.
This value is consistent within errors with the analysis
done by PHM13 for the same Kopparapu et al. (2013)
limits, 8.6%. The reader is reminded that our calculation
of η⊕ is an extrapolation, and depends crucially on the
assumptions made.
4. COMPARISON WITH PHM13
We now compare our work to PHM13 – an analysis
which is similar to ours in terms of scope but which ob-
tains their results of the Kepler data using the TERRA
pipeline (Petigura et al. 2013). The TERRA pipeline is an
analysis tool independent of the Kepler project pipeline
and its products on which our work relies.
We first compare our estimates of detection complete-
ness C with that of PHM13. For this completeness com-
parison, we re-compute C using the Best42k stars from
PHM13 and compare these results to the values in Figure
S11 from PHM13. We calculate the fractional difference
(2(T−P )/(T+P ), where T=This Work and P=PHM13)
and display as percentages in Figure 8. With the excep-
tion of a single cell all values of C in the range P =
20–200 d, and Rp= 1–4R⊕ are within 20% of PHM13
values. This shows that even a comparatively simple de-
scription of Kepler planet detection can account for most
of the statistics. The single exception is for the 1–1.4R⊕
and 71–100 d bin where our estimate of C is 32% lower
than that of PHM13. This bin includes the 90 d roll-
period of Kepler. Large systematics appear in raw Kepler
lightcurves at this period because the stars change posi-
tions on the detector array. It might be expected that the
FIG. 8.— Comparison of completeness values computed with our
methods to those reported by PHM13 in Figure S11, expressed as a
fractional difference (i.e. in percentages). Our values are generated
using the “Best42k” catalog from PHM13 and our detection criteria.
Bins where both our completeness and those of PHM13 are zero have
been blacked out.
planets with P near 90 d would be more difficult to de-
tect than our naive criteria and that actual completeness
would be lower. If the PHM13 values are more realis-
tic, then the opposite appears to be the case. Elsewhere
in P -Rp space our completeness values are slightly and
systematically higher than those of PHM13, and the dis-
crepancy increases with increasing P and decreasing Rp.
This is to be expected because PHM13 determine detec-
tion efficiency using actual lightcurves rather than rep-
resentations of noise a la CDPP values. At P > 200 d
our values of C become significantly higher than PHM13
for nearly all values of Rp. This discrepancy motivates
our restriction to P < 200 d. One possible explanation
for this difference is that detection of signals by phase-
folding in the Kepler detection pipeline becomes ineffi-
cient at long periods.
We note that PHM13 calculates completeness based on
a finite number (4 × 104) of systems of which very few
detections are in the Earth-sized bins, leading to large
counting (Poisson) error in completeness values. Since
we use a different approach, simulating large numbers
(2 × 106 total, 2 × 104 per bin) of test planets and giv-
ing high drawing probability to Earth-sized planets, we
are able to simulate a much larger number of detections
for each bin and thus have a more precise (although not
necessarily more accurate) value of completeness.
We next compute the impact of these differences in
completeness on occurrence over P=5–100 d, shown in
Figure 9 (note that the radius errors of § 2.3 have been
omitted here). We first calculated occurrence using the
“603PHM” dataset (§2.1), Eqn. 11 along with our own
detection criteria (§2.2) and completeness values (calcu-
lated from the Best42k sample), shown as the solid black
curve in Figure 9. We then re-calculated planet occur-
rence using the 603PHM dataset, Eqn. 11 along with our
own detection criteria but substituting in the complete-
ness values from Figure S11 of PHM13 for ours, shown
as the dashed green line in Fig. 9. Lastly, the direct re-
sults of PHM13 are shown as a dotted, red line. The
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FIG. 9.— A summary of our comparison to PHM13, plotted in percent-
ages along the y-axis. All curves are constructed using the “603PHM”
dataset and “Best42k” sample. The results of PHM13 are plotted as the
dotted curve in red with squares, “This work” uses our own complete-
ness values, and is the black solid curve in black with stars, “This work,
PHM13 Completeness” uses PHM13’s Figure S11 completeness values
and is the green dashed curve with diamonds. Slight horizontal offsets
have been applied to each curve for clarity.
differences between all curves in Figure 9 are small and,
within errors, agree with each other. The residual dif-
ferences in completeness seen in Fig. 8 do not appear to
play a significant role in the comparative occurrence of
our work and that of PHM13 but could be responsible
for some of the minor (and statistically insignificant) dif-
ferences that we find. We conclude that simple detection
criteria and noise model can be used in planet occurrence
studies to achieve accurate and precise results.
Comparing PHM13’s intrinsic radius distribution (red
curve in Figure 9) to our own (black curve in Figure 5),
we notice a difference in the occurrence of large (2 <
Rp < 4) planets. Specifically, PHM13 calculated an oc-
currence of 18.5 ± 1.5% and 6 ± 0.5% for 2 < Rp < 2.8
and 2.8 < Rp < 4 planets, respectively, while we find
an occurrence of 13.0 ± 1.1% and 10.5 ± 1.0% for the
same bins. This results in a statistical difference of about
2% and 3% between works for the 2 < Rp < 2.8 and
2.8 < Rp < 4 bins, respectively. We see a few possible
reasons for this. Table 2 displays the major differences in
raw samples between our work and PHM13, displaying
the raw occurrence of large (2 < Rp < 4R⊕) planets for
their nominal period ranges, P > 20 d and P < 20 d.
The bottom two rows of “This Work” are empty in Ta-
ble 2 since all of the planets in our sample are P > 20,
and thus all the relevant information is present in the
first row.
To summarize Table 2, of the 394 KOIs in our raw
planet sample between 1 < Rp < 4, 166 (42%) and 120
(30%) are between 2 < Rp < 2.8R⊕ and 2.8 < Rp <
4R⊕, respectively, while for PHM13, of the 495 KOIs be-
tween 1 < Rp < 4R⊕ only 191 (39%) only 87 (18%)
fall into the same limits, respectively. This is a signifi-
cantly lower fraction, and it appears that our sample and
PHM13’s sample are markedly different. There are only
a couple options available to explain this difference – ei-
ther a disproportionate number of large (2 < Rp < 4R⊕)
TABLE 2
DIFFERENCES IN RAW COUNTS BETWEEN OUR WORK AND PHM13
Range This Work PHM13
Nominal P range:
1 < Rp < 4R⊕ (Total) 394 495
2 < Rp < 2.8R⊕ 166 (42%) 191 (39%)
2.8 < Rp < 4R⊕ 120 (30%) 87 (18%)
P > 20 d:
1 < Rp < 4R⊕ (Total) – 201
2 < Rp < 2.8R⊕ – 89 (44%)
2.8 < Rp < 4R⊕ – 45 (22%)
P < 20 d:
1 < Rp < 4R⊕ (Total) – 294
2 < Rp < 2.8R⊕ – 102 (35%)
2.8 < Rp < 4R⊕ – 42 (14%)
planets in our sample are false positives, or the two
datasets are not subsamples from the overall same pop-
ulation.
If the two samples are from different populations,
this difference we claim is due to the photoevaporation
(Owen & Wu 2013) of PHM13’s close-in planets, which
acts to convert large (2 < Rp < 4R⊕) planets into
smaller ones. Splitting the PHM13 dataset into P > 20 d
and P < 20 d subsets adds support to this theory, since
as we move from small to large periods raw occurrence
drops proportionally by (44% − 35%)/44% ∼ 20% and
(22% − 14%)/22% ∼ 40% for 2 < Rp < 2.8R⊕ and
2.8 < Rp < 4R⊕ planets, respectively.
In explaining the difference between the occurrence of
large planets between this work and PHM13, one must
also consider the improved treatment of radius errors
and updated Huber et al. (2014) stellar parameters used
in this work. Both tend to increase planet size, pushing
smaller planets into larger bins. Comparing the “No er-
ror” case to the “IS” case in Fig. 5, we can see that the for-
mer effect increases the occurrence of 2 < Rp < 2.8R⊕
and 2.8 < Rp < 4R⊕ planets by about 2% and 1.5%,
respectively. Thus, it appears that the discrepancy of our
results with the PHM13 in the 2 < Rp < 2.8R⊕ bin can
be explained by our incorporation of radius errors. How-
ever this does not account for the total discrepancy in the
2.8 < Rp < 4R⊕ bin, leaving about 1.5% of discrepancy
between our work and PHM13.
A final source of discrepancy in the 2.8 < Rp < 4R⊕
bin between works may come from the different stel-
lar populations used between our work and PHM13.
Mulders et al. (2014) found that the occurrence of plan-
ets is correlated with stellar type, and a quick analysis of
the Best42k sample shows that∼ 30% of the stars used in
the PHM13 analysis are outside the 0.8 < R∗/R⊕ < 1.2
range. However, it should be noted that Mulders et al.
(2014) does not predict a significant change in occur-
rence across stellar types for 2.8 < Rp < 4R⊕ planets.
To conclude this comparison, PHM13 reported an oc-
currence of 37 ± 3.4% for planets with 25 < P < 200 d
and 1 < Rp < 4R⊕. Including planets from 20 < P <
25 d raises this value to 42± 3.6%. So the overall occur-
rence rates are consistent among studies that are based
on different detection criteria and different model as-
sumptions.
5. DISCUSSION
5.1. Sensitivities and Systematics
To investigate sensitivities to some of the assumptions
and parameters in our analysis, we repeat our IS simu-
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lations varying σe and α. First, we varied the Rayleigh
distribution of orbital eccentricities between 0.1 and 0.3,
and second varied the value of α between -0.15 and
0.15. In all cases we found no significant difference in
the radius distributions. We also investigate our sep-
arability assumption (Eqn. 1) by splitting our 430KOI
dataset into two equal sized subsets corresponding to
20 < P < 50 and 50 < P < 200 d planets, and perform-
ing an MCMC analysis on each. The resulting distribu-
tions are consistent with each other as well as with our
main IS and MCMC results, indicating that there is no
significant correlation between planet radius and period
in our sample, and that Eqn. 1 is a reasonable assump-
tion.
In this analysis, we address the fact that many Kepler
planets have large errors in radius, driven primarily by
uncertainties in the radii of their host stars. But we have
not addressed the issue of systematic errors in stellar
radii. For example, stellar effective temperatures based
on photometry from KIC (Brown et al. 2011) are sys-
tematically ∼200 K hotter than more reliable estimates
based on the infrared flux method (Pinsonneault et al.
2012) or spectroscopy (Gaidos 2013). The combination
of uncertainties in stellar parameters and Malmquist bias
in the magnitude-limited Kepler target catalog means
that the sample is biased towards the most luminous,
hottest, and largest stars (Gaidos & Mann 2013). There
is increasing evidence that many Kepler target stars, in-
cluding planet hosts, are subgiants (e.g., Verner et al.
2011; Everett et al. 2013; Bastien et al. 2014). For fixed
values ofRp/R∗, systematically larger stellar radii means
the planets are also systematically larger and that the
geometric transit probability is higher than presumed
(transit probability depends inversely on stellar density
and hotter, more evolved stars are less dense). The de-
tection completeness of small planets is also smaller than
presumed and thus, for fixed number of detections, the
occurrence is higher.
We have explored the possible impact of these effects
by assuming that all stellar radii in our Solar76k cata-
log, as well as all the planet radii in the corresponding
450KOI catalog, are 25% larger than their nominal val-
ues (dashed-dotted blue curve, Fig.5). The distribution
differs markedly from our IS and MCMC distributions.
The peak in the distribution at 2–2.8R⊕ has shifted to-
wards larger radii. Surprisingly, the occurrence of plan-
ets with Rp = 1–1.4R⊕ has not changed. This is under-
stood. As stellar radii increase, completeness of small
planets decrease leading to an increase in planet occur-
rence. However, the number of 1–1.4R⊕ planets in our
sample also decreases (from 25 to 8 after a 25% ra-
dius increase), reducing the raw planet occurrence in
this radius bin. It appears that these two competing ef-
fects roughly cancel, resulting in no significant change in
planet occurrence of the smallest radius bin.
We now comment on our treatment of false positives
in this analysis. Our work makes use of the Fressin et al.
(2013) false positive rates based on the Q1–Q6 Kepler
data, while other works (e.g. PHM13) use custom meth-
ods to detect false positives. However since we use the
latest disposition of the Kepler catalog in this analysis,
the occurrence of false positives in our Solar76k sam-
ple could be significantly different. We calculate the
ratio of false positives (“FP”) vetted by the Kepler sci-
ence team to planet candidates (“CAN”) for the Q1–
12, Q1–16 and cumulative Kepler catalogs according
to FP/(FP+CAN). In addition, we organize these false
positive ratios by radius, using the same radius bins
as our analysis. These false positive ratios are shown
in Table 3, as well as the Fressin et al. (2013) values
for reference. It should be noted that the fraction of
planets yet to be dispositioned (calculated according to
DISP/(DISP+CAND+FP), where DISP is the number of
planets yet to be dispositioned) in the Q1–12 and Q1–16
datasets are quite high (over 50 %), and may reflect the
significant difference between their false positive rates
and the cumulative KOI dataset rates.
TABLE 3
FALSE POSITIVE RATIOS, CALCULATED ACCORDING TO FP/(FP+CAND)
Dataset FP→[1-1.4, 1.4-2, 2-2.8, 2.8-4]R⊕
Fressin et al. (2013) 0.088, 0.088, 0.067, 0.067
Q1–12 0.37, 0.39, 0.27, 0.24
Q1–16 0.28, 0.31, 0.36, 0.53
Cumulative 0.22, 0.24, 0.16, 0.19
We use the false positive fractions in table 3 to esti-
mate the uncertainty of using Fressin et al. (2013) false
positive rates in our analysis. For Q1–12, Q1–16 and the
cumulative list, we carry out separate MCMC analyses
substituting in the false positive rates from Table 3. Only
the cumulative list remains consistent with our main IS
and MCMC results, with overall occurrence rates of the
Q1–12, Q1–16 and cumulative datasets being 0.30± 3%,
0.32 ± 3% and 0.38 ± 3%, respectively, i.e. much lower
occurrence values. Taking the standard deviation of each
radius bin for our main IS result (Fig. 5) plus these three
new analyses (i.e. using Q1–12, Q1–16 and cumula-
tive false positive rates) we estimate the uncertainty in
our false positive rates on the occurrence of planets for
1 < Rp < 1.4, 1.4 < Rp < 2, 2 < Rp < 2.8, and
2.8 < Rp < 4R⊕ to be 2.1%, 1.6%, 1.8% and 2.4%,
respectively.
5.2. Astrophysical and Astrobiological Implications
The period distribution of Kepler small planets con-
tains two distinct parts. The first is a rise from ∼ 5–
10 d (e.g. Youdin 2011; Howard et al. 2012), the sec-
ond is a logarithmically flat distribution extending from
∼ 10 d out to at least 200 d (Fig. 4 here, Petigura et al.
2013; Fressin et al. 2013). The origin of both features
are unclear. But we speculate on one origin for the
logarithmically flat feature. Imagine a set of plane-
tary systems comprised of closely-packed, equal-mass
planets. Dynamical stability requires that neighbouring
planets be spaced apart by more than a few Hill radii
(Chambers et al. 1996; Smith & Lissauer 2009). Since
the Hill radius scales linearly with orbital semi-major
axis, this means the separation between neighbouring
planets grows linearly with their orbital span. This
would then translate into a period distribution that is
flat in logarithmic period. In other words, it is possible
that most or all of our planets are actually in multiple
systems, and that the flat feature is a result of the stabil-
ity requirement. Although Fang & Margot (2012) have
quoted that 75 − 80% of planetary systems have one or
two planets with orbital periods less than 200 d (suggest-
ing that most systems are not close to the Hill stability
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limit), this result is based on the occurrence of observed
systems. Most Earth-sized planets (or smaller) around
Sun-like stars are undetectable by Kepler, and it is possi-
ble that the multiplicity of such systems are much higher
than we currently believe due to these unseen planets.
Alternatively, the flat feature can arise from the pri-
mordial mass distribution in the disk. Assuming that
all planets have comparable masses, are in multiple sys-
tems, and are formed where they are found today, a log-
arithmically flat spacing would suggest that the disk sur-
face density Σ scales with the orbital separation a as,
Σ ∝ a−2 . (15)
This is not vastly different from the theoretical MMSN
profile: Σ ∝ a−3/2 (Hayashi 1981; Weidenschilling
1977), a useful benchmark to study proto-planetary
disks.
The radius distribution is equally intriguing. The ra-
dius of a Earth- to Neptune-sized planet mostly reflects
the expanse of its hydrogen envelope (Wolfgang & Lopez
2014). By focusing on planets outward of 20 d, we dis-
card candidates that may have had their atmospheres
eroded by stellar irradiation Owen & Wu (2013). The
distribution shown in Fig.5 is therefore likely “primor-
dial”. Compared to planets inward of 10 d that have
radii ≤ 1.5R⊕, this “primordial” population appears to
prefer a size of ∼ 2.5R⊕. Such a size corresponds to a
fractional mass in the hydrogen envelope of ∼ 1% (as-
suming a rocky core roughly in the 10M⊕ range, see,
e.g. Wu & Lithwick 2013). What is the reason behind
this preferrence for 1%? A planet embedded in a proto-
planetary disk can accrete a hydro-static atmosphere.
Rafikov (2006) calculated that this atmosphere has a
mass of a few M⊕ for a 10M⊕ planet at 0.1 AU in a
MMSN disk. This lies much above the 1% value but it
depends on disk parameters and its evolution history. In
future works, the observed radius distribution should be
used to decipher formation history.
Moreover, the gradual decline toward smaller sizes in
logarithmic space has implication for the formation of
bare-core planets, the norm in the inner Solar system.
Our terrestrial planets are thought to have formed in a
gas-free environment by conglomeration of solid materi-
als. The relative shortage of bare-core planets may sug-
gest that the observed Kepler planets may have followed
different formation path than that of the terrestrial plan-
ets.
Lastly, we turn to the issue of η⊕. We calculate η⊕
more out of respect for tradition than with any convic-
tion that there is additional accuracy to be assigned to
our calculation. The limits of the habitable zone de-
pend on important assumptions regarding the climate
state of Earth-like planets (Kopparapu et al. 2013), mass
(Kopparapu et al. 2014), and the composition of the at-
mosphere (Pierrehumbert & Gaidos 2011). Neverthe-
less, the search for life elsewhere can take heart in the
fact that multiple investigations point to an occurrence
of Earth-size planets in habitable zones of O(0.1) or
more. Indeed, studies of M dwarfs suggest that η⊕ ∼ 0.5
(Bonfils et al. 2013; Kopparapu 2013; Gaidos 2013). M
dwarfs comprise about 70% of all stars and hence weigh
heavily in the census for Earth-like planets.
5.3. Improvements in Occurrence will Happen
The errors associated with most Kepler planets are
dominated by the uncertainty in the parameters of their
host stars. Thus, in order to improve planet occurrence
calculations for the future we must first understand Ke-
pler stars better. The Gaia (Global Astrometric Interfer-
ometer for Astrophysics) mission, launched in Decem-
ber 2013, will measure the parallaxes of 1 billion stars
in the local group with accuracies approaching 10 µas,
as well as obtain multi-band photometry measurements
(de Bruijne 2012). Liu et al. (2012) estimate that for
stars in the KIC, Gaia will be able to estimate Teff to 1%,
log g to within 0.1-0.2 dex, and [Fe/H] to within 0.1-0.2
dex. The combinations of these data should dramatically
improve our knowledge of the properties of Kepler target
stars and hence reconstructions of the Kepler planet pop-
ulation.
Other advances include improved maps of interstellar
reddening in the Kepler field based on the colors of os-
cillating red giants with established properties, as well
as WISE infrared photometry (Huber et al. 2014). The
advent of multiplexed, multi-object spectrographs ca-
pable of simultaneously measuring thousands of stars
(Hill et al. 2010) should, combined with Gaia paral-
laxes, allow stellar parameter estimation with unprece-
dented scale and precision. In addition, measurement of
photometric noise due to stellar granulation (“flicker”)
is a promising technique for estimating the log g and
hence radius of bright Kepler stars to within 0.1-0.2 dex
(Bastien et al. 2014), although its calibration and appli-
cability to fainter Kepler stars – the majority of targets,
with lower photometric precision – remains to be seen.
6. CONCLUSIONS
In this work we have developed a population simulator
to extract the underlying period and radius distributions
of Earth- to Neptune-sized planets detected by Kepler.
We focus on a “primordial” population of planets outside
20 d to exclude the impact of, e.g. photoevaporation. We
find that the adoption of a simple model of photometric
noise and transit signal detection allow us to accurately
estimate the survey completeness of Kepler. We have ac-
counted for radius errors in our analysis, and have found
that doing so is important for reconstructing the intrin-
sic radius disitribution. We apply the iterative simulation
technique to reconstruct the planet distribution with ra-
dius. This does not require binning and allows radius
errors to be readily accounted for. Lastly, we are the first
to use the updated Huber et al. 2014 parameters along
with all 16 quarters of Kepler data, representing the most
up to date analysis. The main results are as follows:
1. The distribution of planets with 20 < P < 200 days
is roughly uniformwith logarithmic period (power-
law index α = −0.04± 0.09).
2. The (likely primordial) radius distribution for Ke-
pler planets with 20 < P < 200d peaks in the ra-
dius bin 2–2.8R⊕.
3. The overall occurrence of planets within 20 < P <
200 d and 1 < Rp < 4R⊕ is 46%± 3%. This repre-
sents the average number of planets per solar-type
star in the Kepler field.
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4. Extrapolating our radius and period distributions
out to the habitable zone for solar-type stars, we
find η⊕ = 6.4
+3.4
−1.1%.
5. While our results confirm those from earlier stud-
ies, there is a discrepancy in the occurrence of plan-
ets for 2.8 < Rp < 4R⊕ planets between our work
(10.5± 1.0%) and PHM13 (6.0± 0.5%). Our incor-
poration of radius errors and updated Huber et al.
(2014) stellar parameters account for about half
of this discrepancy, while the difference in raw
samples account for the remainder. PHM13 in-
cludes P < 20 d planets into their analysis which
likely contains photoevaporated planets (see Ta-
ble 2), decreasing the overall occurrence in the
2.8 < Rp < 4R⊕ bin. We claim that the increase in
the occurrence of 2.8 < Rp < 4R⊕ planets in our
analysis is due to the exclusion of planets altered
by proximity to their host stars.
6. In a detailed comparison with PHM13 we find that
using CDPP values can effectively reproduce the
detection completeness found by the more sophis-
ticated analysis of PHM13.
7. Large radius errors are present in the Kepler data,
and failing to account for these properly can lead
to a different radius distribution. Specifically, this
tends to result in a large excess of earth-sized plan-
ets. Increasing the size of Kepler stars by 25% in-
creases the frequency of large planets while keep-
ing the occurrence of small planets roughly con-
stant. Many stellar radii in the Kepler catalog are
suspected to be underestimated, and GAIA will im-
prove these stellar radius errors and resolve this
issue.
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TABLE 4
SAMPLE LIST OF 430KOIS AND PARAMETERS
KOI P Rp/R∗ R∗ σR∗ (+) σR∗ (-) Rp σRp (+) σRp (-) SNR
(d) (R⊙) (R⊙) (R⊙) (R⊕) (R⊕) (R⊕)
K00435.05 62.3026 0.0272600 0.832156 0.349945 0.0623970 2.47640 0.834870 1.32175 31.7800
K02289.02 20.0984 0.0117000 1.13947 0.705986 0.133112 1.45539 1.62602 1.85152 16.8800
K00880.01 26.4429 0.0404000 0.928228 0.382174 0.0842040 4.09379 0.374281 1.68616 73.3000
K00880.02 51.5300 0.0540400 0.928228 0.382174 0.0842040 5.47595 0.497559 2.25476 153.100
K04150.01 31.3352 0.0152000 1.17072 0.559907 0.145652 1.94262 3.05132 3.18046 14.0000
NOTE. — The radii of these planets have been updated with Huber et al., (2014) parameters where applicable. Table 4 is published in its entirety
in the electronic edition of the Astrophysical Journal. A portion is shown here for guidance regarding its form and content.
