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Resumen  Abstract 
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Contenido 
Ante el incremento de los niveles de violencia 
ciudadana, resulta relevante adaptar instrumentos 
para identificar factores de riesgo en población 
juvenil. Por ello, el objetivo fue analizar las 
propiedades psicométricas de la Escala de Riesgo 
de Violencia de Plutchik (ERVP). Se realizó una 
adaptación lingüística de la versión española de la 
ERVP, ajustándola a la terminología local. Dicha 
adaptación fue examinada por ocho jueces. Se 
administró a 1052 universitarios limeños, entre los 
16 y 37 años de edad. La unidimensionalidad 
permitió aplicar un modelo Rasch de Escala de 
Valoración de Andrich, considerando el 
funcionamiento diferencial de tres ítems en función 
al sexo. La confiabilidad se obtuvo a través del 
coeficiente omega, cuyo valor es de .70, 95% IC 
[.63, .77]. La ERVP cuenta con adecuadas 
propiedades psicométricas y es una buena 




Factorial Structure of Plutchik’s Violence Risk Scale 
(PVRS): Psychometric properties and differences 
based on socio-demographic variables in university 
students of Lima. Based on the current increase in 
levels of citizen violence, it is relevant to standardize 
instruments for identifying crime-related risk factors in 
youth population. Therefore, this work aims to analyze the 
psychometric properties of Plutchik’s Violence Risk Scale 
(PVRS). The PVRS Spanish version was linguistically 
adapted to local terminology, and subsequently examined 
by eight judges. It was administered to 1052 university 
students from Lima, who ranged from 16 to 37 years old. 
The exploratory factor analysis showed a single-factor 
structure, which differs from the three-factor Spanish 
version. It was applied the Rasch model of Andrich’s 
Rating Scale because of its unidimensionality, identifying 
sex differential functioning of three items. Reliability was 
obtained through coefficient omega, whose value was 
.70; 95% CI [.63, .77]. In conclusion, the PVRS has 
suitable psychometric properties and appears to be a 
good alternative to screen the risk of violence in 
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Introducción
La presencia de conductas violentas a nivel 
mundial es cada vez más elevada (World Health 
Organization [WHO], 2014) y específicamente en 
Perú la violencia juvenil es uno de los principales 
problemas sociales que enfrenta el país y una de 
las formas más visibles de inseguridad ciudadana 
en la sociedad. Se está incrementando el 
pandillaje en adolescentes y los homicidios 
juveniles (Secretaría Nacional de la Juventud, 
Ministerio de Justicia y Derechos Humanos, & 
Universidad Privada del Norte, 2013) llegando 
hasta el feminicidio (Instituto Nacional de 
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Estadística e Informática [INEI], 2018). Este 
fenómeno no excluye a los ambientes 
universitarios, donde además existe la presencia 
de conductas violentas con diferentes 
manifestaciones: física, burlas, insultos, 
marginaciones o denigraciones (Bernier & Males, 
2017; Mc Evoy & Hideg, 2017; United Nations 
Children’s Fund, 2017). 
Las conductas violentas tienden a presentarse 
de manera sistemática más que aleatoria, es 
decir, se produce una escala en su proceso de 
desarrollo desde la adolescencia hasta la edad 
adulta (Loeber, Ahonen, Stallings, & Farrington, 
2017). Además, estudios de meta-meta-análisis 
muestran que el riesgo de violencia se relaciona 
con impulsividad, agresión y sobre todo se han 
hallado diferencias de sexo en su expresión 
(Duke, Smith, Oberleitner, Westphal, & McKee, 
2018). Respecto a ello, ocurren con mayor 
prevalencia en varones adolescentes (Alcázar-
Córcoles, 2007) y en varones en prisión (Warren, 
Wellbeloved-Stone, Dietz, & Millspaugh, 2018). 
La evaluación del riesgo de violencia se basa 
en el axioma de que éste puede ser diagnosticado 
y medido con suficiente precisión, buscándose así 
promover la toma de mejores decisiones y cumplir 
con diversos objetivos ya sean psicológicos, 
sociales y/o legales (Sowden & Olver, 2017). Los 
instrumentos que se diseñen para su evaluación 
deben servir, según Glover, Churcher, Gray, Mills 
y Nicholson (2017) a los siguientes propósitos: 
primero, tener la capacidad de identificar los 
principales factores de riesgo, segundo, estimar el 
nivel del mismo producto de esa evaluación, 
tercero, proponer estrategias para reducir o 
manejar dicho riesgo y, finalmente, dichos 
resultados deben ser posibles de comunicarse de 
manera efectiva. 
A la fecha, se requiere de una actualización 
de los instrumentos que evalúen el riesgo de 
violencia ya que los existentes están basados en 
necesidades provenientes de contextos 
específicos (Mills, 2017; Penney, Lee, & Moretti, 
2010), están conceptualizados jurídicamente 
(Muñoz Vicente & López-Ossorio, 2016), y si bien 
reportan propiedades psicométricas adecuadas, 
se requieren análisis más específicos (Alcázar-
Córcoles, Verdejo-García, & Bouso-Sáiz, 2016). 
Si bien es evidente que durante las últimas 
décadas se ha intentado mejorar la precisión de 
las evaluaciones a nivel de prevención, los 
recursos para manejar el riesgo de violencia son 
limitados y hasta escasos, existiendo la 
preocupación de que los profesionales realicen 
interpretaciones de esos resultados de una 
manera para la cual no fueron creados (Evans & 
Salekin, 2016). Así, se plantea la necesidad de 
contar con instrumentos que permitan la 
predicción del riesgo a cometer conductas 
violentas (Muñoz Vicente & López-Ossorio, 2016), 
las formas de recidiva (Sowden & Olver, 2017) y 
con ello lograr tomar decisiones oportunas 
(Rosenfeld et al., 2017). 
Aún más, después de realizar una revisión de 
la literatura donde se ponen en evidencia las 
diversas consecuencias por el incremento de 
situaciones violentas entre las personas, se 
plantea la necesidad de evaluar la predicción de la 
conducta violenta. Con este fin, resulta 
imprescindible contar con instrumentos que 
posean fundamentación psicológica y propiedades 
psicométricas actualizadas. Es importante recalcar 
que existen pocos instrumentos en el medio que 
consideren estas características desde un 
enfoque psicológico y por ende constituye un reto 
con fines de contribución a la comunidad. 
Uno de los instrumentos que presenta estas 
propiedades psicométricas es la Escala de Riesgo 
de Violencia de Plutchik (ERVP). Se han realizado 
estudios empíricos con este instrumento (Alcazar-
Córcoles, 2007; Álvarez Latorre et al., 2012), 
demostrándose su capacidad en la identificación 
de tendencias a la conducta violenta en 
adolescentes y jóvenes en países 
latinoamericanos y en España, mas no en Perú. 
Además, los autores de la prueba original, Plutchik 
y Van Praag (1990), no proveen suficiente 
evidencia empírica acerca de la 
unidimensionalidad del constructo por más que 
interpretan los resultados en base a un puntaje 
total obtenido a través de la suma simple de los 
puntajes de los ítems. 
Ante ello, se plantea la necesidad de realizar 
un análisis técnico de dicha escala en población 
juvenil peruana, teniendo en cuenta que en Perú 
hay escasez de instrumentos validados para medir 
conductas violentas o el riesgo de presentarlas y 
conociendo que, en la realidad universitaria local, 
se han visto manifestaciones frecuentes de 
jóvenes con reacciones violentas. Por ejemplo, en 
Espinoza, M. C. et al. / RACC, 2020, Vol. 12, N°2, 59-68 
61 
 
el 2014, el 17.1% de mujeres entre 20 a 24 años y 
el 15% de mujeres de 25 a 29 años han sufrido de 
violencia física y/o sexual de parte de sus parejas 
en los últimos doce meses de realizado el estudio. 
Se observa, dentro de los responsables de dichos 
actos violentos que el 43% son personas de 29 
años a menos, y en su mayoría hombres 
(Secretaría Nacional de la Juventud, 2015). 
Por ello, el objetivo del presente estudio es 
analizar la estructura factorial, el ajuste a un 
modelo Rasch de escala de valoración, el 
funcionamiento diferencial de los ítems en relación 
al sexo y obtener la confiabilidad de las 
puntuaciones de la ERVP aportando con ello 




El propósito de este estudio es realizar un 
análisis psicométrico de la Escala de Riesgo de 
Violencia de Plutchik (ERVP) por lo cual se está 
empleando el diseño instrumental (Ato, López, & 
Benavente, 2013; Montero & León, 2002) que 
implica el diseño de pruebas psicológicas o la 
adaptación de las mismas. 
Participantes 
La muestra fue no probabilística accidental y 
estuvo conformada por 1052 participantes de 
diferentes carreras universitarias. El 46.2% fueron 
varones y el 53.8% mujeres, con edades 
comprendidas entre los 16 y 37 años (M = 20.56, 
DE = 2.38).  La selección de los participantes se 
hizo teniendo en cuenta el tipo de gestión 
educativa en la que estuvieran cursando estudios 
siendo los tipos de gestión privada (50.8%) o 
pública (49.2%). De acuerdo a los estudios de 
simulación de Pearson y Mundform (2010), este 
tamaño de muestra es suficiente para 
instrumentos que se ajustan a un modelo de dos 
factores con cinco ítems por factor. 
La participación de los estudiantes fue 
voluntaria, conservándose el anonimato de la 
información y obteniéndose el consentimiento 
informado previo a la aplicación del instrumento. 
Los cuestionarios fueron administrados en grupos 
medianos de 15 a 30 universitarios durante un 
período de diez meses. 
Instrumento 
La versión original Escala de Riesgo de 
Violencia de Plutchik (ERVP) data de 1976 
cuando Plutchik, Climent y Ervin investigaron 
acerca de la violencia humana (como se citó en 
Plutchik & Van Praag, 1990). Para dicho estudio 
construyeron Feelings and Acts of Violence Scale-
Short Form (PFAV) el cual contenía 12 ítems 
relacionados al sentimiento de violencia y 
agresividad en varias formas. En una muestra de 
100 pacientes psiquiátricos, el coeficiente de 
consistencia interna derivado de las puntuaciones 
de esas aplicaciones fue de .77. Los estudios de 
validez reportados con una muestra de 157 
pacientes psiquiátricos presentan una sensibilidad 
de 74% y especificidad del 70% para un punto de 
corte en 3. Todos los ítems del instrumento 
discriminan entre individuos violentos y no 
violentos. 
En la versión española adaptada por Rubio et 
al. (1998), el instrumento consta de 12 ítems. Los 
primeros 11 ítems tienen una escala de respuesta 
de 0 a 3. El último ítem se puntúa entre 0 a 1. Se 
puede obtener entonces una puntuación entre 0 a 
34. En cuanto a las propiedades psicométricas, se 
obtuvo un coeficiente de consistencia interna Alfa 
de Cronbach de .87 y un coeficiente de estabilidad 
a través del método test-retest de .90. Estos 
mismos autores plantean como punto de corte 4. 
Posteriormente, con muestras también 
españolas y además latinoamericanas, se obtuvo 
información acerca de las cualidades 
psicométricas del instrumento (coeficiente de 
consistencia interna a través del Alfa de Cronbach 
de .782, evidencias de validez de estructura 
interna por medio del análisis de tres 
componentes principales con rotación varimax y 
baremos en función al sexo y continente) en 1035 
participantes adolescentes de El Salvador, México 
y España (Alcázar-Córcoles et al., 2016). 
Consideraciones Éticas  
La ERVP es un instrumento de uso libre para 
profesionales en diferentes ámbitos relacionados 
a la salud y está puesta a disposición para su 
aplicación e interpretación tanto en atención 
primaria como atención especializada (Conselleria 
de Sanitat, 2006). 
                 Resultados 
Evidencias de validez vinculadas al contenido 
mediante criterio de jueces 
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En primer lugar, se inició con la adaptación 
lingüística de la versión española de la Escala de 
Riesgo de Violencia de Plutchik (Rubio et al., 
1998; Conselleria de Sanitat, 2006; Alcázar-
Córcoles et al., 2016). Se modificaron vocablos 
ajustándolos a la terminología local los cuales 
fueron revisados por un grupo de ocho jueces. 
Estos fueron psicólogos clínicos, educativos, 
sociales y especialistas en construcción de 
pruebas. A cada uno de ellos se le entregó una 
tabla de especificaciones que incluía la definición 
teórica y operacional del constructo y una matriz 
donde debían opinar en base a criterios de 
representatividad, relevancia y redacción de los 
ítems. 
A partir de sus observaciones se estimó el 
coeficiente V de Aiken (Aiken, 1985). Los 
resultados sugirieron que el ítem 4 (Cuando se 
enfada, ¿coge un arma?) y el ítem 12 (¿Guarda o 
colecciona armas en su casa y sabe cómo 
utilizarlas?) no eran representativos para el 
contexto de la juventud universitaria peruana, por 
lo cual se tuvieron que retirar. Así también se 
hicieron modificaciones de redacción para la mejor 
comprensión de los enunciados. Los valores de la 
V de Aiken fueron estadísticamente significativos 
(p < .05) en los demás ítems (ver Tabla 1). 
Tabla 1. 
Coeficiente V de Aiken para los ítems de la Escala de 














 * p < .05 
Evidencias de validez vinculadas a la 
estructura interna mediante el Análisis 
Factorial Exploratorio (AFE) 
El análisis factorial exploratorio se realizó con 
los 10 ítems que fueron aceptados según el 
criterio de jueces señalado en el punto anterior. 
Considerando que las respuestas a los ítems 
constituyen una escala ordinal, resulta más 
adecuado factorizar una matriz de correlaciones 
policóricas (Burga, 2006). Esta matriz contiene 
relaciones lo suficientemente fuertes entre los 
ítems para intentar aplicarles el análisis factorial, 
tal y como lo muestra el test de esfericidad de 
Bartlett con X2(45) = 1565.3, p < .001 y el índice 
Kaiser-Mayer-Olkin, cuyo valor fue de .75. Como 
método de extracción se aplicó el Mínimum Rank 
Factor Analysis (MRFA), el cual resulta útil porque 
permite estimar la cantidad de varianza común 
compartida extraída, produce estimaciones 
precisas de las cargas factoriales (Socan, 2003) y 
además permite aplicar una optimización del 
análisis paralelo para definir el número de factores 
(Timmerman & Lorenzo-Seva, 2011). Dicho 
método sugirió una solución unidimensional, la 
cual explica el 54.2% de la varianza común 
compartida. En la tabla 2, se observan las cargas 
factoriales obtenidas en el modelo unidimensional 
de la prueba. 
Tabla 2. 
Ítems y cargas factoriales de la Escala de Riesgo de 




1 ¿Se molesta con facilidad? .46 
2 
 ¿Se enoja frecuentemente con los 
demás? 
.59 
3 ¿Se enfurece sin motivo aparente? .55 
5 




¿Se ha ido a las manos alguna vez 
con algún familiar? 
.50 
7 
¿Se ha ido a las manos alguna vez 
con alguien que no sea familiar suyo? 
.64 
8 
¿Ha usado alguna vez un objeto para 
agredir a alguien? 
.70 
9 




¿Cuántas veces ha sido usted 
detenido por actos no violentos, como 
por ejemplo irse de una tienda sin 
pagar o falsificar documentos?  
.59 
11 
¿Cuántas veces ha sido usted 
detenido por actos violentos, como 
por ejemplo robo utilizando armas o 
agresión física a otros? 
.69 
Confiabilidad 
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Se calculó a través del método de 
consistencia interna, utilizando el coeficiente 
omega asumiendo datos categóricos (Dunn, 
Baguley, & Brunsden, 2014). El valor del 
coeficiente omega fue estimado en .70; IC 95% 
[.63, .77]. 
Ajuste a un modelo Rasch de escala de 
valoración 
Se ajustó un modelo Rasch de escala de 
valoración de Andrich, que asume que todos los 
ítems tienen la misma escala de valoración y la 
misma estructura de umbrales que separan cada 
una de las categorías de respuesta (Bond & Fox, 
2015). El análisis fue realizado mediante el 
método de estimación conjunta de los parámetros 
de los ítems y personas denominado Joint 
Maximum Likelihood Estimation (JMLE), que tiene 
como ventaja no asumir ninguna forma específica 
sobre la distribución del rasgo latente medido en 
las personas evaluadas (Baker & Kim, 2004). 
Como producto de dicho análisis se pudo 
observar que los ítems 8 y 9 no mostraron un 
buen ajuste del modelo, pues sus valores infit u 
outfit escapan al rango recomendado de 0.6 a 1.4 
(Wright & Linacre, 1995), por lo cual no fueron 
usados en análisis posteriores. Los demás ítems 
mostraron un adecuado ajuste al modelo, con 
valores infit y outfit dentro del rango deseado. 
El siguiente paso implicó analizar el 
funcionamiento diferencial de los ítems según 
sexo, considerando p < .01. Los resultados de 
dichos análisis aparecen en la tabla 3. 
Tabla 3. 




e.e. t p 
1 0.420 0.105 4.01 < .001 
2 0.068 0.110 0.62 .534 
3 0.644 0.126 5.12 < .001 
5 -0.270 0.120 -2.26 .024 
6 0.323 0.136 2.37 .018 
7 -1.556 0.140 -11.10 < .001 
10 0.125 0.163 0.76 .446 
11 -0.356 0.400 -0.89 .374 
Los ítems 1, 3 y 7 presentan funcionamiento 
diferencial según sexo, por lo cual fueron 
calibrados de forma independiente para ambos 
grupos, obteniendo finalmente las siguientes 
medidas de los ítems e indicadores de ajuste (ver 
Tabla 4). 
Tabla 4. 
Ajuste de los ítems al modelo de Andrich según el 
funcionamiento diferencial de los ítems 
Ítem Sexo Medida Error Infit Outfit 
1.1 Varones 0.942 0.077 0.93 0.92 
1.2 Mujeres 0.539 0.072 0.82 0.79 
2 General 1.419 0.055 0.72 0.71 
3.1 Varones 3.116 0.094 1.22 1.11 
3.2 Mujeres 2.492 0.085 1.08 0.97 
5 General 2.401 0.060 1.14 1.09 
6 General 3.364 0.069 1.18 1.23 
7.1 Varones 2.432 0.087 1.00 0.97 
7.2 Mujeres 4.041 0.111 1.16 1.16 
10 General 4.269 0.082 1.13 1.01 
11 General 6.924 0.194 1.05 0.94 
Estos ítems mostraron una estructura 
ordenada de los umbrales Rasch-Andrich, lo cual 
implica que todas las categorías de respuesta han 
sido modales para alguna cantidad del rasgo 
latente que busca medirse (Adams, Wu, & Wilson, 
2012). Concretamente, los valores obtenidos para 
los umbrales de la escala de valoración fueron:     
-2.60, 0.63 y 1.97. Finalmente se estimó la 
confiabilidad de las medidas mediante el índice de 
confiabilidad de separación de las personas (Bond 
& Fox, 2015), el cual mostró un valor igual a .65. 
 Discusión 
El objetivo principal de la presente 
investigación fue analizar las propiedades 
psicométricas de las medidas derivadas de aplicar 
la Escala de Riesgo de Violencia de Plutchik. Ello 
es necesario ya que se trata de una población en 
la cual no ha sido utilizado con anterioridad el 
instrumento y por ende no se pueden asumir las 
propiedades psicométricas reportadas en estudios 
antecedentes. Al respecto, autores como Traub y 
Rowley (1991) y Haertel (2006) proponen que la 
confiabilidad no es una característica del test, sino 
que depende de las condiciones de administración 
y del grupo de personas evaluadas. Una situación 
similar ocurre con las evidencias de validez, que 
deben ser recolectadas cada vez que se utilicen 
los resultados de un test de una forma distinta o 
en una población diferente (American Educational 
Research Association [AERA], American 
Psychological Association [APA], & National 
Council of Measurement in Education [NCME], 
2014). 
Si bien en la investigación original en la cual 
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se elabora este instrumento, desarrollada por 
Plutchik y Van Praag (1990), se utiliza el puntaje 
total, como si se tratara de una medida 
unidimensional, los autores no proveen ninguna 
evidencia empírica de ello. Por eso, esta 
investigación viene a cubrir una carencia 
encontrada en el estudio original. Esta búsqueda 
de evidencias de validez vinculadas a la estructura 
interna ya ha sido realizada en investigaciones 
anteriores. Por ejemplo, Alcázar-Córcoles (2007) 
postula una estructura de tres dimensiones a las 
que denomina Detenciones y Uso de Armas de 
Fuego, Peleas y Enfado. Una estructura similar de 
tres factores aparece en el estudio de Alcázar-
Córcoles et al. (2016). 
En la presente investigación, los resultados 
del análisis factorial exploratorio no apuntan hacia 
una solución satisfactoria de tres factores por lo 
cual es importante señalar que hay algunos 
elementos que podrían explicar dicha diferencia. 
En primer lugar, las investigaciones antecedentes 
no han utilizado el análisis factorial propiamente, 
sino el análisis de componentes principales, el 
cual constituye una técnica distinta que no supone 
la existencia de un factor común subyacente a las 
variables. Su objetivo es la reducción de los datos 
mediante el uso de las combinaciones lineales de 
las variables originales que expliquen la mayor 
parte de la variación total (Bandalos & Boehm-
Kaufman, 2009; Costello & Osborne, 2005; Park, 
Dailey, & Lemus, 2002). 
Lo mencionado no necesariamente tiene un 
efecto importante en el número de dimensiones, 
pero es necesario señalar que el análisis de 
componentes principales resulta incompatible con 
los modelos de variables latentes que asumen un 
rol causal desde la variable latente hacia los 
indicadores (ítems) que constituyen un 
instrumento de medición (Bollen & Bauldry, 2011). 
Por ello se postula que el modelo de análisis aquí 
asumido es pertinente. 
Por otro lado, en los trabajos antecedentes se 
utilizó como criterio para definir el número de 
factores, el tener componentes con autovalores 
superiores a 1. Al respecto, existen algunos 
trabajos empíricos en los cuales se critica 
ampliamente este criterio, pues tiende a 
sobreestimar el número de factores (Costello & 
Osborne, 2005; Timmerman & Lorenzo-Seva, 
2011), motivo por el cual han aparecido técnicas, 
que han demostrado un mejor funcionamiento 
para establecer la cantidad de factores a retener. 
Entre esas técnicas se puede destacar el análisis 
paralelo, aplicado con el método de 
implementación óptima desarrollado por 
Timmerman y Lorenzo-Seva (2011), el cual ha 
sido utilizado en la presente investigación. 
Finalmente, debe considerarse que en las 
investigaciones antecedentes no se señala el tipo 
de matriz de correlaciones que ha sido analizada. 
Es posible que se haya seguido la práctica regular 
de utilizar una matriz de correlaciones de Pearson. 
El problema con ello, es que ese tipo de 
correlaciones asume un nivel de medición de 
intervalo o razón, además de una relación lineal 
entre variables (Chen & Popovich, 2002). Al 
factorizarse una matriz de correlaciones entre 
respuestas a ítems, estos supuestos usualmente 
no se cumplen, pues se tratan de escalas 
ordinales, con relaciones no lineales. Por ello, 
considerando que las respuestas a los ítems 
constituyen una escala ordinal, resulta más 
adecuado, tal y como se hizo en la presente 
investigación, factorizar una matriz de 
correlaciones policóricas (Burga, 2006). De este 
modo se evita ajustar un modelo lineal que no 
estima correctamente los parámetros 
poblacionales, atenuando muchas veces las 
cargas factoriales (Stucky, Gottfredson, & Panter, 
2012). 
Por otro lado, debe resaltarse la importancia 
de la solución unidimensional hallada en la 
presente investigación. Si bien no existe una 
unidimensionalidad absoluta, en general, un 
conjunto de ítems puede ser considerado 
unidimensional si las correlaciones entre ellos 
pueden ser explicadas por un factor común 
(Netemeyer, Bearden, & Sharma, 2003). Es decir, 
se la define en términos de la dependencia 
estadística entre los ítems, la cual puede ser 
explicada sobre la base de un rasgo latente 
dominante (Crocker & Algina, 2008). 
De forma típica, el puntaje de un test se 
calcula sumando las puntuaciones obtenidas en 
los ítems individuales la cual es interpretada como 
la cantidad del constructo latente que caracteriza 
a la persona evaluada (Furr & Bacharach, 2013). 
Si un investigador usa un puntaje compuesto, 
desde un punto de vista conceptual, es deseable 
que esa suma de los puntajes de los ítems sea 
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unidimensional (Netemeyer et al., 2003). La razón 
es claramente ilustrada por Wu, Tam y Jen (2016), 
quienes señalan que un puntaje compuesto sólo 
cobra sentido si los ítems que lo componen están 
midiendo lo mismo. Siguiendo con el ejemplo de 
dichos autores, ellos señalan que, si un puntaje 
compuesto tiene diferentes dimensiones, dos 
puntuaciones iguales obtenidas por diferentes 
personas no son directamente comparables, pues 
en un caso podría implicar que puntúa alto en el 
rasgo latente A y bajo en B, y en el otro caso que 
puntúa bajo en A y alto en B. En ese sentido, tal y 
como lo señala Zumbo (2007), la 
unidimensionalidad es importante porque permite 
interpretar un puntaje compuesto como un 
continuo. Por ello se puede interpretar las 
puntuaciones derivadas de este instrumento como 
un continuo, en el que valores mayores implican 
mayores cantidades del rasgo o atributo latente 
que es el objeto de medición. Además, la solución 
unidimensional aquí encontrada explica un 
porcentaje de varianza similar (alrededor del 55%) 
al encontrado en las investigaciones antecedentes 
de Alcázar-Córcoles (2007) y Alcázar-Córcoles et 
al. (2016). 
Otro argumento a favor de la 
unidimensionalidad de una medida tiene que ver 
con que muchos índices de confiabilidad 
tradicionalmente utilizados sólo tienen sentido 
cuando son aplicados a datos unidimensionales 
(Viladrich, Angulo-Brunet, & Doval, 2017; Zumbo, 
2007). Por ejemplo, en las investigaciones 
antecedentes se utilizó el Alpha de Cronbach, que 
además del supuesto de unidimensionalidad, 
asume que la medida es esencialmente tau-
equivalente, lo cual no se cumple en la práctica 
cuando los ítems tienen varianzas distintas (Dunn 
et al., 2014). Este supuesto también es incumplido 
cuando las cargas factoriales de los ítems son 
diferentes, por lo cual se prefiere utilizar otros 
coeficientes como el omega (Viladrich et al., 
2017), el cual fue utilizado en la presente 
investigación, hallándose un valor de .70 (IC 95% 
[.63, .77]). 
En cuanto al uso del modelo Rasch de escala 
de valoración, tal y como señalan Bond y Fox 
(2015), éste asume la unidimensionalidad, 
supuesto que se cumple en los datos analizados. 
Como resultado, se observó un buen ajuste en 
ocho ítems considerándose además el 
funcionamiento diferencial según sexo en tres de 
ellos. Estos ítems han sido calibrados con 
medidas separadas lo cual lleva a una 
comparación más justa cuando se contrastan 
mujeres con varones. 
Una gran ventaja en cuanto al uso de modelos 
Rasch es que, si bien los puntajes directos 
derivados de aplicar un test son esenciales para 
construir medidas, no son medidas por sí mismos 
(Wright & Linacre, 1989). Este modelo logra 
construir una escala de intervalo gracias a sus 
distintas propiedades matemáticas (Wright & 
Linacre, 1987) lo cual constituye una gran ventaja 
pues muchas técnicas estadísticas paramétricas 
asumen que, los datos tienen un nivel de medición 
por lo menos de intervalo. Es decir, utilizar una 
medida de intervalo, como la derivada de un 
modelo Rasch, implica que las técnicas 
estadísticas realmente se están aplicando a datos 
métricos, estando en concordancia con los 
supuestos en cuanto al nivel de medición, lo cual 
lleva a una correcta interpretación de los 
resultados obtenidos. 
Finalmente, respecto a las diferencias de 
sexo, éstas se han identificado en patrones 
emocionales (ítems 1 y 3) y conductuales (ítem 7) 
del riesgo de violencia. Se observa que los 
hombres tienden a manifestar mayor cólera y 
malestar emocional a comparación de las 
mujeres, resultados obtenidos en otras 
investigaciones (Alcázar-Córcoles, 2007). Sin 
embargo, se propone que las mujeres manifiestan 
mayor predisposición a reaccionar violentamente 
con personas externas a su círculo familiar.  
En conclusión, se recomienda utilizar las 
puntuaciones derivadas de aplicar este 
instrumento de medición desde un modelo 
unidimensional, lo cual facilita la comparabilidad 
entre las personas evaluadas. En especial se 
recomienda el uso del modelo Rasch, dadas las 
ventajas en términos del modelo de medición que 
presenta. 
Como limitación, debe tenerse en cuenta que 
no necesariamente se van a replicar los 
resultados obtenidos en esta investigación si el 
instrumento es aplicado en una población 
diferente. Tal y como se señaló con anterioridad, 
no existen las propiedades psicométricas de un 
test, sino que éstas deben estar referidas a las 
interpretaciones que se hacen a partir de dichos 
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resultados, lo cual implica que obedecen a las 
características particulares de la población en la 
cual han sido obtenidas. 
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