We propose a sampling approach to bandwidth estimation for a nonparametric regression model with continuous and discrete types of regressors and unknown error density.
Introduction
Nonparametric regression is an important tool for exploring the unknown relationship between a response variable and a set of explanatory variables also known as regressors. A simple and commonly used estimator of the regression function is the Nadaraya-Watson (NW) estimator proposed by Nadaraya (1964) and Watson (1964) . In many empirical applications of nonparametric regression models, regressors are often of mixed types such as continuous and categorical,
etc. In such a situation, Li and Racine (2003) proposed estimating the regression function by the NW-type estimator with different types of regressors being assigned different kernel functions.
Since their work, there have been many subsequent theoretical and methodological investigations on nonparametric regression with mixed types of regressors (see for example, Racine and Li, 2004; Hall, Li, and Racine, 2007; Li and Racine, 2007; Maasoumi, Racine, and Stengos, 2007;  Hayfield and Racine, 2008; Li, Ouyang, and Racine, 2009; Su, Chen, and Ullah, 2009; Ma and Racine, 2013) . It has been generally accepted that the performance of the NW estimator is mainly determined by its bandwidths. In the current literature, the cross-validation (CV) technique is often used for choosing bandwidths. This paper aims to investigate a Bayesian sampling approach to bandwidth estimation for the NW estimator involving mixed types of regressors.
The popularity of CV is accredited to its simplicity and reasonably good performance. However, this bandwidth selection method has some limitations. First, the CV technique might fail to produce meaningful bandwidths in some empirical studies. As discussed by Li and Zhou (2005) , there are necessary and sufficient conditions to ensure the optimality of CV for bandwidth selection in nonparametric regression models. It may not be possible to examine whether these conditions hold in applications. Second, even though the CV method does not require an assumption about the error density, it provides no direct solutions to error density estimation.
However, error density estimation is important for assessing the goodness of fit of a specified error distribution (see for example, Loynes, 1980; Akritas and Van Keilegom, 2001; Cheng and Sun, 2008) ; for testing symmetry, skewness and kurtosis of the residual distribution (Ahmad and Li, 1997; Dette et al., 2002; Neumeyer and Dette, 2007) ; for statistical inference, prediction and model validation (Efromovich, 2005; Muhsal and Neumeyer, 2010) ; and for estimating the density of the response variable (Samb, 2011; Escanciano and Jacho-Chávez, 2012) . Therefore, being able to estimate the error density is as important as being able to estimate the regression function.
We present a Bayesian sampling approach to bandwidth estimation for the NW estimator involving mixed types of regressors, where the independent identically distributed (iid) errors follow a kernel-form error density studied previously by for GARCH models and Zhang, King, and Shang (2011) for nonparametric regression models with continuous regressors. We develop a sampling algorithm, which we position as an extension to the algorithm proposed by in the sense that the regressors are of mixed types.
The contribution of our investigation is that our sampling algorithm leads to a posterior estimate of the response density, where the response variable is modeled as an unknown function of continuous and discrete explanatory variables. The importance of such models can be explained through an example.
Suppose we are interested in the distribution of daily returns of the All Ordinaries index of the Australian stock market. Many market analysts believe that since the beginning of the global financial crisis, the Australian stock market generally follows the overnight performance of the U.S. and several European markets. As the U.S. stock market is believed to have a leading effect on other markets worldwide, we may choose the daily return of the S&P 500 index as a regressor, and a binary variable indicating the sign of the daily return of FTSE index as another regressor.
With our proposed sampling algorithm, we are able to not only estimate bandwidths for the NW estimator and the kernel-form error density, but also derive a posterior estimate of the response density. None of the existing bandwidth selection methods can achieve this purpose in 3 a simultaneous manner. When CV is used to choose bandwidths for the NW estimator, one might have to apply the likelihood cross-validation to the residuals so as to derive a kernel density estimator of residuals. This would result in a two-stage procedure for choosing bandwidths in the regression and error-density estimators, and we show that it is inferior to our sampling procedure.
We conduct Monte Carlo simulation studies to compare the in-sample and out-of-sample performances between Bayesian sampling and CV in choosing bandwidths for the regression estimator and error density estimator. The proposed Bayesian sampling approach to bandwidth estimation leads to more accurate estimators than the CV approach in most situations, while the latter performs as good as the former in only a few occasions.
Our proposed sampling algorithm is empirically validated through an application to bandwidth estimation in the nonparametric regression of the Aord daily return on the overnight S&P 500 daily return and a binary variable showing the sign of overnight FTSE daily return. An important and very useful output from this sampling algorithm is the one-day-ahead forecasted density of the Aord daily return, which we use to calculate value-at-risk. We also modify the sampling algorithm for the purpose of choosing bandwidths in kernel condition density estimation of GDP growth rate of a country given its OECD status and the year value of growth-rate observations. The rest of the paper is organized as follows. Section 2 presents a brief description of the NW estimator when regressors contain continuous and discrete variables. In Section 3, we derive the likelihood and the posterior for bandwidth parameters. A sampling algorithm is also presented.
Section 4 presents Monte Carlo simulation studies that aim to examine the performance of the proposed sampling method for bandwidth estimation. In Section 5, we use the sampling method to estimate bandwidths for a nonparametric regression model of stock returns. We modify the poposed sampling algorithm to estimate bandwidths in kernel conditional density estimation of 4 a country's GDP growth rate in Section 6. Section 7 concludes the paper.
Nadaraya-Watson estimator with discrete regressors
We present a brief description of the NW estimator of the unknown regression function that contains continuous and discrete explanatory variables. More details can be found in the textbook by Li and Racine (2007) . We consider the nonparametric regression model given by
where y i is an observation of a scalar response,
being a vector of p continuous variables and x
a vector of q discrete variables, and ε 1 , ε 2 , · · · , ε n are iid errors with an unknown probability density function denoted as f (ε). The discrete variables can be either ordered or unordered, which in turn affects the choice of kernel functions.
The flexibility of model (1) stems from the fact that the unknown regression function m(·)
does not need to have a specific functional form. With some smoothness properties, m(·) is estimated by the NW estimator of the form given by
where
is a generalized product kernel that admits continuous and discrete regressors. The kernel function for continuous regressors is a product of p identical Gaussian kernel functions expressed as
are respectively, the j th elements of x (c) and
vector of bandwidths associated with the p continuous regressors, and φ(·) is the standard Gaussian density being used as the kernel function for a continuous variable throughout this paper.
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If the j th element of x (d ) is binary, the kernel function is Aitchison and Aitken's (1976) kernel given by
are respectively, the j th elements of x (d ) and x
, and λ j ∈ (0, 0.5) is the bandwidth, for j = 1, 2, · · · , q. If the j th element of x (d ) is categorical, its kernel is Li and Racine's (2007) kernel expressed as
for j = 1, 2, · · · , q, and i = 1, 2, · · · , n, where λ = (λ 1 , λ 2 , · · · , λ q ) is a vector of bandwidths assigned to the corresponding q discrete regressors. These bandwidths are restricted to be within (0, 1).
When discrete explanatory variables are included in a nonparametric regression model, there exists a conventional frequency estimator of the regression function in the literature. This frequency approach involves splitting data into cells based on different values of the discrete variables and using the data in each cell to derive an estimator of the regression function. Li and Racine (2007) found that the NW estimator given by (2) is strongly supported against the frequency estimator for both theoretical and practical reasons.
It is noteworthy that if
becomes an indicator function taking values 1 and 0, corresponding to the classical frequency estimator. When λ j = 1,
is "smoothed out" and becomes an irrelevant variable (Hall, Li, and Racine, 2007) . Similarly, if h j is very large in the kernel function given by (2), it indicates that x (c) j is smoothed out and has no explanatory effect on the response variable. As a by-product, the ability of distinguishing irrelevant variables from relevant variables makes the resulting NW estimator very attractive, in comparison to the frequency estimator.
The performance of the NW estimator is mainly determined by its bandwidths, and in the 6 current literature, bandwidths are often chosen through CV with the CV function defined as
where m (−i ) (x i ; h,λ) is the leave-one-out NW estimator given by 
where I(·) is an indicator function, and x i and s i are the sample mean and standard deviation of the i th explanatory variable, for i = 1, 2, · · · , p + q.
In some empirical studies, the CV might fail to produce meaningful results of the bandwidths, and one possible reason is described as follows. Li and Zhou (2005) argued that there are some conditions to ensure the optimality of the CV function. However, it is impossible to check whether all these conditions hold due to the unknown regression function. This problem has motivated us to investigate an alternative approach to bandwidth estimation, namely a Bayesian sampling approach. Note that our sampling approach does not require the weighting function given by (5) as required by the CV.
Bayesian estimation of bandwidths
We now consider the nonparametric regression model given by (1) and assume that the iid errors follow an unknown distribution with its density approximated by
where φ(·) is the standard Gaussian probability density function. Being previously introduced by into GARCH models, this density function of errors is a mixture of n identical standard Gaussian densities with different means located at individual errors and a common standard deviation b. Moreover, from the view of kernel smoothing, this error density can be regarded as a kernel density based on independent errors, where b plays the role of bandwidth or smoothing parameter. Note that the error density given by (6) is different from the one proposed by Yuan and de Gooijer (2007) , who proposed using residuals as proxies of errors and employed the kernel density estimator of residuals to approximate the true error density.
In this paper, we investigate bandwidth estimation in the NW estimator of the regression function, which is an unknown function of continuous and discrete regressors, as well as the bandwidth in the kernel-form error density given by (6). Prior to our proposed investigation, introduced the error density given by (6) into the nonparametric regression model with continuous regressors, where the unknown regression function was estimated by the NW estimator. They presented a sampling algorithm that is able to simultaneously sample the bandwidths in the NW estimator and the kernel-form error density. Consequently, our investigation represents an extension of the sampling algorithm proposed by by considering a wider group of regressors than theirs.
In order to conduct Bayesian sampling for the purpose of estimating bandwidths, we treat the bandwidths in the NW estimator of the regression function and the kernel-form error density as parameters. Even though chosen bandwidths depend on sample size as revealed by existing asymptotic results, such a treatment will not cause problems for a fixed-size sample.
Let (y i , x i ), for i = 1, 2, · · · , n, denote the observations of (y, x). Under the error density given by (6), we have
is unknown, we replace it with its leave-one-out NW estimator. Thus, the density of y i is approximated by
for i = 1, 2, · · · , n.
An approximate likelihood
The vector of all bandwidths denoted as (h , λ , b) are treated as parameters, given which we wish to derive an approximate likelihood of y = (y 1 , y 2 , · · · , y n ) . For this purpose, we cannot use the approximate density of y i given by (7) directly because it contains an undesirable term
The existence of this term will make the likelihood function arbitrarily large by letting b be arbitrarily small. Following the suggestion of Zhang et al. (2011), we exclude the j th term
, from the summation given in (7). Let
and n i the number of terms excluded from the summation in (7). Therefore, the density of y i is approximated by
Let h 2 denote a row vector whose elements are the squared elements of h. Thus, given
Priors
We follow As the Gaussian kernel is used for each variate in this situation, each bandwidth is also considered as the standard deviation of the corresponding Gaussian density. Therefore, the prior of each squared bandwidth is chosen to be an inverse Gamma density. Thus, the prior of h
and the prior of b 2 is
where the hyperparameters are chosen as α h = α b = 1 and β h = β b = 0.05 (see for example,
Let π(λ j ) denote the prior of λ j , the bandwidth assigned to the j th discrete regressor, for 
An approximate posterior
An approximate posterior of h 2 , λ , b 2 is obtained as the product of the approximate likelihood given by (8) and the joint prior, and is expressed as (up to a normalizing constant)
We use the adaptive random-walk Metropolis algorithm proposed by Garthwaite, Fan, and Sisson (2010) to sample (h 2 , λ , b
2 ) . The sampling procedure is described as follows.
Step 1: Specify a Gaussian proposal distribution, and start the sampling iteration process by choosing an arbitrary value of (h 2 , λ , b 2 ) and denoting it as (h Step 2: At the kth iteration, the current state h
is updated as h
where u is drawn from the proposal density which is the p dimensional standard Gaussian density, and γ (k−1) is an adaptive tuning parameter with an arbitrary initial value γ (0) . The
is accepted with a probability given by
Step 3: The tuning parameter for the next iteration is set to
is accepted
is rejected ,
is a constant, and ξ is the optimal target acceptance probability, which is 0.234 for multivariate updating and 0.44 for univariate updating (see for example, Roberts and Rosenthal, 2009; Garthwaite et al., 2010) .
Step 4: Update λ (k−1) and b
In the following analyses, the burn-in period is taken as 1, 000 iterations and the number of recorded iterations after the burn-in period is 10, 000. The number of batches is 200, and there are 50 draws within each batch.
Monte Carlo simulation study
The purpose of this Monte Carlo simulation study is two-fold. First, we demonstrate the merit of the proposed Bayesian sampling approach to bandwidth estimation in comparison to the CV method for bandwidth selection discussed by Racine and Li (2004) . Second, we show that the bandwidth for the kernel-form error density estimated through Bayesian sampling leads to a more accurate error-density estimator than its competitor, a two-stage procedure in which bandwidth for the kernel estimator of residuals is selected by likelihood cross-validation.
Accuracy of regression estimator
The first data generating process (DGP) includes binary and continuous explanatory variables and is given by
takes values of 0 and 1 with an equal probability of 0.5, j = 1, 2, · · · , 4,
, and u i is drawn from N (0, 1).
Let x
(d ) denote a vector of the four discrete regressors, and the relationship between the response and the five regressors is modeled as
where u i , for i = 1, 2, · · · , n, are assumed to be independent. We consider two approaches to the estimation of m(·). The first approach is the NW estimator, whose bandwidths are estimated by the proposed sampling method under the assumption that independent errors have the kernel-form error density given by (6). For comparison purposes, we also use CV to choose bandwidths for this approach. The second approach is the conventional frequency estimator, which is equivalent to the situation of setting zero bandwidths for all discrete regressors in the NW estimator Racine, 2003, 2007, Chapter 3) . To measure the performance of each approach, we generate 2n observations denoted as
and 500, respectively. We use the first n observations for estimation and in-sample evaluation, and the last n observations for out-of-sample evaluation (see also Su et al., 2009 ). We consider the average squared error (ASE) as an evaluation measure for both in-sample and out-of-sample evaluation:
where m x
; h,λ,b is the NW estimator of m (·, ·) based on the sample of the first n observations with bandwidths selected through Bayesian sampling, and w(x i ) is the weight function given by (5) for the out-of-sample evaluation. The purpose of the weight function is to trim those out-of-sample observations that lie outside the data range of the in-sample observations. When bandwidths of the NW estimator are selected through CV, the bandwidth parameter b should be removed from the expression of m; and when the frequency estimator is considered, both λ and b should be removed from the expression of m. We report the mean, median, standard deviation (SD) and interquartile range (IQR) of ASE averaged over the 1,000
Monte Carlo replications. These results are presented in Table 1 . Table 1 shows that the NW estimator with bandwidths estimated through Bayesian sampling outperforms the same estimator with bandwidths selected through CV, and that the NW estimator, no matter which bandwidth selection method is used, outperforms the conventional frequency estimator. As the sample size n increases, the differences in estimation and forecast accuracy among the three methods become smaller.
A conclusion drawn from this Monte Carlo simulation result is that generally speaking, Bayesian sampling slightly outperforms CV for the purpose of bandwidth estimation in the NW estimator.
The second DGP includes ordered categorical and continuous variables and is expressed by
takes values from {0, 1, · · · , 5} with an equal probability of 1/6, for j = 1 and 2, and the error term u i is drawn from N (0, 1), for i = 1, 2, · · · , n. According to the in-sample and out-of-sample ASE measures of the regression estimator, Bayesian sampling for bandwidth estimation performs better than CV, and the choice of ordered discrete kernel outperforms its unordered counterpart. We also find that the conventional frequency estimator performs worse than the NW-type estimator regardless the kernel types for discrete regressors, bandwidth selection methods and sample sizes considered. Moreover, as the sample size increases, the advantage of Bayesian sampling for bandwidth estimation against CV for the same purpose becomes less evident.
A conclusion drawn from this Monte Carlo simulation results is that ordered kernel should be used for ordered categorical variables, and Bayesian sampling performs better than CV for the purpose of bandwidth estimation.
The third DGP includes ordered categorical and continuous regressors and is given by
is drawn from {0, 1, · · · , 4} with an equal probability of 1/5, x
is drawn from N (0, 1), and the error term u i is drawn from N (0, 1). As the response variable is affected by the discrete regressor through its square root, the actual distance between categories 0 and 1 is 1, between categories 1 and 2 is 2 − 1 ≈ 0.41, between categories 2 and 3 is 3 − 2 ≈ 0.32, and between categories 3 and 4 is 4 − 3 ≈ 0.27 (see also Racine and Li, 2004) .
The purpose of this simulation example is to assess whether the investigated approaches perform adequately in a situation where the distance between any pair of successive observations is not a fixed constant. To estimate the unknown relationship between the response and the two regressors, we employed four NW-type estimators and the conventional frequency estimator, which were used for estimating the regression function in the second DGP. We tabulate the results derived from the third DGP in Table 3 , where we present the in-sample and out-of-sample ASEs averaged over the 1,000 Monte Carlo replications for each estimator.
From Table 3 , we find that the conventional frequency estimator performs worse than the kernel estimator with bandwidths selected by the Bayesian method, but does better than the kernel estimator with bandwidths selected by CV. Table 3 shows that the NW estimator with bandwidths estimated through Bayesian sampling outperforms the same estimator with bandwidths selected through CV, regardless which discrete kernel is used, ordered or unordered. Moreover, no matter which bandwidth estimation method is used, Bayesian or CV, the unordered discrete kernel leads to a better performance than its ordered counterpart. However, when Bayesian sampling is used for bandwidth estimation, the result is a little bit surprising, because the unordered discrete kernel outperforms its ordered counterpart by small margins, which become even smaller as the sample size increases. In contrast, when CV is used for bandwidth selection, the unordered discrete kernel clearly outperform the ordered one.
Once again, the conventional frequency estimator performs worse than the NW-type estimators. It is not surprising that as sample size increases, all the ASE values, as well as the difference between one ASE value and its competing counterpart, becomes smaller.
To conclude this simulation study, we found that the proposed Bayesian sampling outperforms its counterpart, CV, in choosing bandwidths for the NW estimator, and that when the actual distance between any pair of successive observations is not a fixed constant for a categorical regressor, the unordered kernel should be used.
The fourth and fifth DGPs include binary and continuous regressors and are given by
+ u i , and To estimate the regression functions for the two DGPs, we employed the NW estimator with bandwidths estimated/selected through Bayesian sampling and CV, as well as the conventional frequency estimator. The in-sample and out-of-sample average ASE values for both DGPs were tabulated in Table 4 .
For the fourth DGP, Bayesian sampling leads to a slightly better NW estimator than the CV, although the difference between any pair of competing ASE values is marginal. However, for the fifth DGP, Bayesian sampling clearly outperforms its competing counterpart. As the sample size increases, the difference between any pair of competing ASE values becomes smaller. Furthermore, no matter which bandwidth estimation/selection method is used, the NW estimator outperforms the conventional frequency estimator.
Accuracy of the error density estimator
The proposed Bayesian sampling algorithm is based on the assumption of kernel-form error density given by (6), whose bandwidth is sampled at the same time when bandwidths of the NW estimator are sampled. Upon completion of the sampling algorithm, we also obtain a kernel density estimator of the error density. However, when CV is used for selecting bandwidths for the NW estimator, one may obtain the kernel density estimator of residuals, but its bandwidth has to be selected based on residuals through an existing bandwidth selector such as the likelihood cross-validation. Thus, it requires two stages of using the cross-validation method to select bandwidths for the NW estimator and the kernel density estimator of residuals, and we call it two-stage CV.
The performance of a kernel estimator of the error density denoted as f (·), is examined by its integrated squared errors (ISE). In our Monte Carlo simulation studies, the ISE was numerically With all the bandwidths chosen based on in-sample observations for each DGP, we calculated the out-of-sample MISE of the kernel estimator of the error density. All the out-of-sample MISE values were tabulated in Table 6 . We found that for the second and fifth DGPs, Bayesian sampling To conclude the Monte Carlo simulation study presented in this section, we have found that for all five DGPs considered, the proposed Bayesian sampling approach outperforms its counterpart, two-stage CV, in choosing bandwidths for the NW estimator of the regression function and the kernel estimator of error density .
An application to modeling stock returns
The purpose of this empirical study is to demonstrate the motivation for our study, as well as the benefit of the proposed sampling algorithm for bandwidth estimation in comparison with the existing bandwidth selection method. We are interested in modeling the daily return of the All Ordinaries (Aord) index in the Australian stock market, where one explanatory variable is the overnight daily return of the S&P 500 index because from the beginning of 2007 onwards, the U.S. has had a leading effect on other markets worldwide. Such a nonparametric regression model was previously studied by to demonstrate their sampling algorithm for bandwidth estimation.
Although many market analysts observed the phenomenon that the Australian stock market generally followed the overnight market movement in the U.S., there were some exceptions that the Australian market moved along an opposite direction. This motivated us to look for another explanatory variable, and one such variable is an indicator of a major stock market in the European zone. The indicator was expected to suggest the market movement in Australia because the U.S. stock market was also supposed to have a leading effect on European stock 
Data
We downloaded daily closing index values of the Aord, S&P 500 and FTSE between the 3rd January 2007 and the 1st October 2012 from Yahoo.com. Each value of the Aord index was matched to the corresponding overnight values of the S&P 500 and FTSE indices. Whenever one market experienced a non-trading day, the trading data collected from all three markets on that day were excluded. The sample contains n = 1, 373 observations of daily continuously compounded return of each index.
We fitted the nonparametric regression model given by
22 to the sample data, where y i is the Aord daily return, x i ,1 is the S&P 500 daily return, x i ,2 is a binary regressor taking the value of one if the FTSE daily return is positive and zero otherwise, and ε 1 , ε 2 , · · · , ε n are assumed to be iid and follow a distribution with its density given by (6).
Results
The proposed Bayesian sampling algorithm was employed to estimate bandwidths in the NW estimator and the kernel-form error density. The first row panel of Table 7 The second row panel of Table 7 presents the bandwidths selected through two-stage CV.
The bandwidths for the continuous regressor and the kernel-form error density derived through two-stage CV are clearly different from those derived through Bayesian sampling.
For comparison purpose, we also estimated bandwidths for the nonparametric regression model given by (11) with its binary regressor replaced by the FTSE daily return using the sampling algorithm provided by . The estimates of bandwidths and their associated 95% Bayesian credible intervals and SIFs are presented in the third row panel of Table 7 .
With the first pair of out-of-sample observations of S&P 500 and FTSE returns, we are able to make the one-day-ahead forecast of the Aord return before the Australian stock market opened its trading. In our sample, we collected a pair of observations of the S&P 500 and FTSE returns on the 1st October 2012 (local time), and then used the nonparametric regression model given in (11) to make a point forecast of the Aord return on the 2nd October 2012. Such a point forecast was made at each iteration of the MCMC sampling procedure. Upon completing the sampling, we derived a posterior point forecast of the Aord return by averaging those forecasts made during all iterations. The 95% Bayesian credible interval of the forecasted Aord return was also obtained.
These results are presented in the first two rows of Apart from the one-day-ahead point forecast of the Aord return, we are able to make the one-day-ahead density forecast of the Aord return by plugging-in the sampled bandwidth into the kernel-form error density at each iteration during the sampling procedure. The forecasted density function was calculated at 25,000 grid points and saved in a row of a matrix with 25,000
columns. Upon finishing the sampling procedure, we computed the average of these density functions forecasted at all iterations. Figures 1 and 2 shows the forecasted cumulative density function (CDF) of the Aord daily return.
At the 95% and 99% confidence levels, the one-day-ahead value-at-risks (VaRs) were also computed through the above-derived CDF. According to the nonparametric regression model given by (11) with bandwidths estimated through Bayesian sampling, the VaRs for a $100 invest-ment on the Aord index are respectively, $1.4861 and $2.5176 at the 95% and 99% confidence levels.
With bandwidths selected through the two-stage CV for the nonparametric regression model given by (11), we also derived the one-day-ahead point forecast of the Aord return shown in the second column of Table 8 , as well as the one-day-ahead density forecast of the Aord return with its CDF graph shown in Figure 2 . According to the nonparametric regression model given by (11) with bandwidths selected through the two-stage CV, the 95% and 99% VaRs for every $100 investment on the Aord index are respectively, $1.6048 and $2.5523, which are larger than the corresponding VaRs derived through Bayesian sampling.
Under the alternative nonparametric regression model with its second regressor being the FTSE return, we derived the one-day-ahead point forecast of the Aord return shown in the second last column of Table 8 , the one-day-ahead density forecast of the Aord return with its CDF plotted in Figure 2 . The 95% and 99% VaRs for every $100 investment on the Aord index are respectively, $1.2672 and $2.2173, which are smaller than the corresponding VaRs derived through Bayesian sampling, but slightly larger than those derived through the two-stage CV.
It seems that when the second regressor is continuous, the resulting VaR is over-estimated in comparison to the VaRs derived when the second regressor is binary. Moreover, even if the binary rather than the continuous regressor is included in the nonparametric regression model, the two-stage CV leads to a clearly under-estimated VaR in comparison to its counterpart, the Bayesian sampling method for bandwidth estimation. However, the above results were derived based on forecasted densities of one day's Aord return only. To further justify the empirical importance of our method, we checked the relative frequency of exceedance through rolling samples.
Relative frequency of exceedance
As In order to calculate the relative frequency of exceedance, the samples have a fixed size of 1,000. During the whole sample period, the first sample contains the first 1,000 observed vectors of the Aord, S&P 500 and FTSE returns, based on which we estimated bandwidths through Bayesian sampling and computed the VaRs at the 95% and 99% confidence levels. The second sample was derived by rolling the first sample forward for one day. Based on the second sample, we did the same thing as we did for the previous sample. This procedure continued until the second last observation was included in the sample for estimating bandwidths. There are a total of 373 samples for forecasting the one-day-ahead VaRs.
With the daily VaRs forecasted through rolling samples, we calculated the relative frequency of exceedance at different α values with bandwidths chosen through Bayesian sampling and the two-stage CV. With Bayesian sampling, the resulted relative frequencies are respectively, 0.80% and 4.81% at the 99% and 95% confidence levels. However, with two-stage CV method, the corresponding relative frequencies of exceedance are 1.07% and 6.95%, respectively. It shows that two-stage CV for bandwidth selection leads to under-estimated VaRs in comparison to our 26 proposed sampling method.
Conditional density estimation of GDP growth rates
The sampling algorithm proposed in Section 3 can be modified for the purpose of choosing bandwidths in kernel density estimation of continuous and discrete variables. Maasoumi, Racine, and Stengos (2007) investigated kernel density estimation of the gross domestic product (GDP) growth rate among OECD and non-OECD countries across different years, where the OECD status of the country and the year of the observed growth rate are included in the data matrix.
Consequently, they aimed to estimate the trivariate density of growth rates (denoted as x (c) ),
OECD status and year (denoted as x (d ) ), where the last two variables are respectively, binary and ordered categorical. Their primary purpose was to explore the dynamic evolution of OECD and non-OECD countries' distributions of GDP growth rates across different years. Maasoumi et al. (2007) proposed using the kernel estimator with unordered and ordered discrete kernels assigned to the discrete variable to estimate such trivariate densities, where bandwidths were selected through the likelihood cross-validation (LCV) (see also Hall, 1987; Maasoumi et al., 2007) .
We are interested in choosing bandwidths for the kernel estimator of
, for i = 1, 2, · · · , n, are observations of x (c) and x (d ) , respectively. The kernel function for GDP growth rates is the Gaussian kernel, while the OECD status is assigned with a kernel function given by (3), and the kernel for years is given by (4).
where f (−i ) is the leave-one-out version of f (see for example, Zhang, King, and Hyndman, 2006) .
The priors of bandwidth parameters are the same as those discussed in Section 3.2. The posterior of (h, λ) is proportional to the product of x h, λ and the priors of bandwidths. The random-walk Metropolis algorithm was used to implement the posterior simulation, where the proposal density is the standard trivariate Gaussian, and the tuning parameter was chosen to make the acceptance rate around 0.234. The posterior mean of each simulated chain is used as an estimate of the corresponding bandwidth.
With the estimated bandwidths, we derived the joint density of GDP growth rate, OECD status and years. The conditional density of GDP growth rates for given values of OECD status and year is the joint density estimator divided by the marginal density estimator of OECD status and year. Note that bandwidths estimated for the joint trivariate kernel density estimator can be used for the kernel conditional density estimator.
Given different values of OECD status and year, we calculated the conditional densities and
CDFs of GDP growth rates with their graphs presented in Figures 3 and 4 . It shows that Bayesian sampling and LCV lead to clearly different density functions of growth rates. The growth-rate distributions of an OECD country and a non-OECD country are very different from 1965 to 1995. Second, the growth-rate density of an OECD country is almost symmetrical and less dispersed than that of a non-OECD country, and this phenomenon becomes obvious over time.
The growth-rate density of a non-OECD country is asymmetrical and has larger variation than that of an OECD country. It appears to manifest bimodality and indicate "polarization" within non-OECD countries. The results re-confirm the findings of Maasoumi et al. (2007) . Figure 5 presents the stacked plots of OECD and non-OECD density and distribution functions of growth rates for all years, where bandwidths were estimated through Bayesian sampling.
We found the following empirical evidence. 
Conclusion
We have presented a Bayesian sampling approach to the estimation of bandwidths in a nonparametric regression model with continuous and discrete regressors, where the regression function is estimated by the NW estimator and the unknown error density is approximated a kernel-form error density. Monte Carlo simulation results show that the proposed Bayesian sampling method performs better than, or at least on par in only a small proportion of occasions with, the cross-validation for choosing bandwidths for the NW estimator. The advantage of the proposed Bayesian approach over the cross-validation is its ability to estimate the error density.
As measured by the MISE, the Bayesian method outperforms the two-stage CV approach for estimating the bandwidth in the kernel-form error density. Thus, the proposed sampling method is recommended for estimating bandwidths in the regression-function and kernel-form error density estimators.
The proposed Bayesian sampling algorithm is used to estimate bandwidths for the nonparametric regression of All Ordinaries (Aord) daily return on the overnight S&P 500 return and an indicator of the FTSE return. In comparison to the cross-validation for bandwidth selection, the proposed sampling method leads to a different one-step-ahead forecasted density of the Aord return. Consequently, the resulting value-at-risk measure, as well as the relative frequency of exceedance, is different from the one derived with bandwidths selected through cross-validation.
In this example, Bayesian sampling for bandwidth estimation in the nonparametric regression of mixed regressors leads to better results than cross-validation. In an application that involves of kernel density estimation of a country's GDP growth rate conditional on its OECD status and the year of observations, Bayesian sampling for bandwidth estimation leads to different density estimates from those with bandwidths selected through likelihood cross-validation. 
