Abslracl-We present first and secund order necessary cunditions of optimalily for a general class of nonlinear measure driven dynamic control systems subject to both equality and inequality endpoint state constraints. An imporlant feature of our result is that the conditions remain informative even for abnormal control processes. Our result is obtained by decoding the necessary conditions of optimality for an abstract minimization problem uith equality and inequality type constraints and constraints given by convex cone.
I. INTRODUCTION
In this article, we present first and second order necessary conditions for a general nonlinear impulsive optimal control problem which are also informative for abnormal control processes and whose derivation does not require a priori normality assumptions. These can be regarded as an extension of the result obtained in 121 since, now, the function defining the impulsive dynamics also depends on the state variable. The proof of our result consists in applying a certain a nonlinear transformation, [SI, to the initial problem, so that the new one is such that the impulsive dynamics do not depend on x, in applying the first and second order necessary conditions of optimality derived in 121, and, then, in decoding these in terms of the data of the original problem.
Dynamic optimization problems arising in a variety of application areas such as finance, mechanics, resources management, and space navigation, (see [SI, [9] , [IO] , [ll] , 1121, 1131, [16] , jnst to mention a small but representative sample of references) whose solutions might involve discontinuous trajectories have been considered over the years, motivating a significant research effort on the so-called impulsive control problem.
Although the theory of higher order necessary conditions of optimality for conventional optimal control problems is well developed (see, for example, [I] , [14] , [27] ), only a few publications on such conditions are available for impulsive control systems, [191, [21, [25] , [261, in spite of vast amount of literature addressing optimal impulsive control problems, [41, [51, 161, 171, 1171, [IS] , [201, 1211, 1221, 1231, 1241. We note that, while the conditions in 1191, 1251 become trivial, i.e. degenerate, for abnormal problems, ours remain informative. Also, our result differs substantially from these conditions as it can be seen from the fact that these follow directly from the Maximum Principle in the case the optimal trajectory is absolutely continnous, i.e., no impulses.
In 171, Legendre-Jacobi-Morse-type second order necessary conditions of optimality for time-optimal control are derived by using in an essential way an extrema1 principle and the notion of index of quasiextremality provided in [28] .
However, the approach followed here differs substantially from all the ones in the references cited above as we regard this problem as a specific instance of a general abstract problem for which powerful second-order optimality conditions are derived.
This article is organized as follows: In the next section, we formulate the considered impulsive optimal control problem, including the hypotheses assumed on its data as well as some key definitions and preliminary concepts. In particular,
we detail the adopted notion of solution to the measure differential equation. The statement of the first and second order necessary conditions of optimality for the dynamic optimization problem described in the third section, together with some critical definitions. Issues concerning abnormality, geometric interpretation and computation are also included.
Also in this section we make several remarks, including a brief outline of the approach to the proof. Finally, in the fourth section, we present one example illustrating the application of these conditions. This example shows that the first and the second order optimality conditions remain informative even for abnormal points.
OPTIMAL CONTROL PROBLEM FORMULATION
We consider the following impulsive optimal control prob- 
i.e.,
where G' is i f h column of G.
We denote by dw the I;-dimensional Bore1 measure associated with the function of bounded variation w ( t ) right continuous on (to,tl] , and define the cone K by
B
Here K is a given convex, closed, pointed cone from Rk, and KO is its dual. Notice that, given ( H 2 ) , the uniqueness is guaranteed by the Frobenius condition, (H4). This ensures the robustness of the dynamic system (2) with respect to the approximation [SI) , and it implies that the solution (6) belongs to the closure of the set of absolutely continnous solutions of equation (2) corresponding to
An admissible control process is a triple (20 
Notice that the defined type of local minima is finite dimensional in U and weak in dui.
For the sake of simplicity of the arguments, we assume that admissible process and corresponding trajectory investigated for minimum of problem ( P ) satisfies:
(HS) The Moreover, since (x;, U*, w') is investigated for local minimum only, i.e., in the sense of definition 2, then we can assume, without any loss of generality, that all endpoint inequality constraints are active at the optimal trajectory x*, 
NECESSARY CONDITIONS OF OPTlMALlTY
In order to state the necessary conditions of optimality for problem ( P ) , we need to introduce the following fundamental auxiliary concepts: local maximum principle, critical cone, and quadratic form.
Local maximum principle. Let 
(H,(t),w*(t))
where u*(t) = & ! ! W is the Radon Nicodym derivative of the measure dw' with respect to its total variation measure.
Remark that any adjoint trajectov $(t) and the function H ( t ) depend on X due to the transversality condition (12).
The notation above needs some explanation. When some arguments of a given function are missing, i.e., H ( t ) , H ( t , U,), or H,,(t), this means that the function is considered being evaluated along the examined (reference) process. This notation is also adopted for other functions in similar contexts. The ' over the function label means the total derivative with respect to time. An argument variable appearing in sub index means that a partial derivative is being considered, e.g., However, we shall prove here that it is also necessary for the local minimum in the sense of definition 2. Remark that the local maximum principle holds without the assumption (H5).
Critical cone. In order to ensure a compact statement of the second order conditions, we shall use the total derivative w.r.t. time along the solution to the following ordinary 'i.e.,
N t ) = -I& (a*) +J:' Hor(B)dB+ht' H,, (8)dw,'(8)

+ c , , , ,~~~s i~-9~o s i , c~~~ t E Ito,t,),
i 3(tl) = -I& ( a * ) .
Here, functions q'(7) = q'(7; 8 ; ;~' ) are solutions to the adjoint limiting system 
vs E s* 
& = FZ(t)6z + FU(t)6u -(kU):(t)6w, t 6 S' (19)
where 6q(.r; s,c) := 6qs(.r) is a solution to the system 
-6 z T ( s -)~~( s -) 6 x ( s -) ] .
Here bx(.) is the corresponding solution to (ZO), (Zl), (ZZ), & ( t i ) = 6s0, w ( t i ) = 0, and the t dependence in QA is omitted.
E SVnxn(S.) in formula (26) is given by
The n x n matrix (27) 
Q'"(t) = -ZT(1;t)Jd z -' T ( 7 , t ) H l z z ( T ; t )
Z -I ( r ; t ) d r Z ( l ; t).
where f f l S z ( 7 ; t ) denotes Hl,,(t, z*(~;t), q'(7; t ) , ~' ( t ) ) and the n x n matrix Z(7; t ) satisfies the linear differential equation dZ dr ZHl$,(t,z*(7:t),w*(t)), Z ( 0 ; t ) = I _ _ = Here, z * ( 7 ; t ) , q'(7;t) are the solutions to the limiting
(t,z*,q*,w8(t)), q * ( l ; t ) . = $~( t ) .
Notice that * ( t i ) = 0 from the fact that w(t<) = 0.
Main mult. Consider the following modified variational equation:
6 ; = F,(t)dx + Fu(t)6u -(Ifu)~(t)7i6~, t 6 s* (28) with jump conditions (21) and (22), with
where 7r is the matrix of the orthogonal projection from R' onto the linear subspace N defined by N = IC n ( -K ) 3 . 
IC.
R" x L z x Lk x Rk such that the corresponding solution of (28) with (21), (22) . satisfies corresponding solution to (28), (29) . (21), (22) 
La(a*)6a + L , , ( a * ) G ( t i )~h
Consider the subset A,(s*,u',w*) (or Aa for short) of vectors X E A(x*,u*,uI*) such that the index of the form Cl : on the subspace K w is not greater then d. We recall that the index of a quadratic form q on a given subspace V is the maximum dimension of any subspace of V where the quadratic form is negative definite. Note that, by definition of A,, the cone A, 2 A, and, therefore, theorem 6 is stronger than well known conditions for which cone A, in (30) is replaced by A, [25] , [26] .
The proof of this result is organized into several steps as follows. First, we transform ( P ) into an equivalent problem whose impulsive dynamics do not depend on the state variable. Then, we apply the optimality conditions proved in [3] .
Finally, the local maximum principle and the second order conditions are decoded in order to be expressed in terms of data of the original problem.
Remark 7. Second order necessary conditions of optimality are also considerable for the abnormal case (see [l] , (21, [3] ). For problem ( P ) , the abnormality of admissible control process (bzo,u(.),w(.)) means that the convex hull of the A(~Q,U(.),W(.)) contains 0. Notice that, for the abnormal 'It can be easily shown that d is equal to the dimension of the kernel of and, then, solve the matrix differential equation
This gives us the function Z ( r , t-). After this, we compute @"t-) by formula (27) . So, for our purpose, we need to solve two Cauchy problems (for each atom). Let us investigate the admissible control process (0,O; 0) and prove that it is not a locally optimal control process. is not optimal. Also notice that this process is abnormal and V 6w (because of x, 1 E A) and the last inequality is not informative.
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