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GLOBAL WELL-POSEDNESS AND LARGE TIME ASYMPTOTIC
BEHAVIOR OF STRONG SOLUTIONS TO THE CAUCHY PROBLEM OF
THE 2-D MHD EQUATION
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Abstract. This paper is concerned with the Cauchy problem of the two-dimensional MHD
system with magnetic diffusion. It was proved that the MHD equations have a unique global
strong solution around the equilibrium state (0, e1). Furthermore, the L
2 decay rate of the
velocity and magnetic field is obtained.
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1. Introduction
In this paper, we consider the following two-dimensional magneto-hydrodynamical system:
(1.1)


∂tu−∆u+ u · ∇u+∇p = B · ∇B,
∂tB −∆B + u · ∇B = B · ∇u,
div u = div B = 0,
u(0, x) = u0(x), B(0, x) = B0(x).
Here t ≥ 0, x ∈ R2, u = (u1(t, x), u2(t, x)) and B = (B1(t, x), B2(t, x)) are vector fields
representing the velocity and the magnetic field, respectively; the scalar function p = p(t, x)
denotes the usual pressure. Recall that ∆ := (∂21+∂
2
2), ∇ := (∂1, ∂2). This MHD system (1.1)
with zero diffusivity in the equation for magnetic field can be applied to model plasmas when
the plasmas are strongly collisional, or the resistivity due to these collisions are extremely
small. We refer to [2] for some detailed discussions on the relevant physical background of
this system.
Recently, there are many works developed to the study of the MHD system. When the
magnetic diffusion is included, G. Duvaut and J-L. Lions [6] established the local existence
and uniqueness of a solution in the Sobolev space Hs(Rd), s > d, and proved global existence
of the solution for small initial data. Moreover, M. Sermange and R. Temam [17] examined
some properties of these solutions. In particular, the 2-D local strong solution has been proved
to be global and unique. There are also important progress in the case without magnetic
diffusion. For instance, Cao, Regmi, Wu and Yuan [3, 4, 5] where the authors studied the
global regularity of the 2-D MHD equations with partial dissipation and additional magnetic
diffusion for any data in Hs(R2), s ≥ 2.
For the 2-D system (1.1) around the equilibrium state (0, e1). Lin, Xu and Zhang [10]
proved the global well-posedness which is close to some non-trivial steady state. In [13], the
authors further established the global existence and time decay rate of smooth solutions for
general perturbations, which confirms the numerical observation that the energy of the MHD
equations is disspated at a rate independent of the ohmic resistivity. In a recent remarkable
paper [14], Ren, Xiang and Zhang proved the unique global strong solution for both the
non-slip boundary condition and Navier slip boundary condition on the velocity. For the 3-D
system, [15] proved the global existence and decay estimate of smooth solution , and a similar
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global existence result as [10] has been established by Xu and Zhang [16]. In [9], Lei proved
the global regularity of axially symmetric solutions to the MHD system.
Motivated by [10, 13, 16], we will investigate small perturbations of the system (1.1) around
the equilibrium state (0, e1). Thus, we can set b = B − e1 and reformulate our first problem
as follows:
(1.2)


∂tu−∆u− ∂1b+∇p+ u · ∇u = b · ∇b,
∂tb−∆b− ∂1u+ u · ∇b = b · ∇u,
div u = div b = 0,
u(0, x) = u0(x), b(0, x) = b0(x).
Our main result is stated as follows.
Theorem 1.1. Let s > 2, and (u0, b0) ∈ H
s(R2) with div u0 = div b0 = 0. Then the MHD
system (1.2) has a unique global solution (u, b) on [0,+∞) such that
(u, b) ∈ C([0,∞);Hs(R2)) ∩ L2([0,∞);Hs+1(R2)).
Moreover, motivated by [19] the L2 decay rate of the velocity and magnetic field is obtained.
Theorem 1.2. Under the assumptions of Theorem 1.1, if in addition (u0, b0) ∈ H˙
−ε for
some ε ∈ (0, 1). Then the solution (u, b) obtained in Theorem 1.1 has the following decay
estimates
(1.3) ‖(u, b)‖L2 ≤ C(e+ t)
−κ,
with κ = min(ε, 12).
The rest of this paper is organized as follows. In section 2, we collect some elementary facts
and inequalities which will be used later. Section 3 is devoted to the local well-posedness of
the MHD system (1.2). In section 4, we will give the proof of Theorem 1.1. Finally, we will
show the proof of Theorem 1.2 in section 5.
Let us complete this section with the notations we are going to use in this context.
Notations: Let A,B be two operators, we denote [A,B] = AB − BA, the commutator
between A and B. By a . b, we mean that there is a uniform constant C, which may be
different on different lines, such that a ≤ Cb .We shall denote by (a, b) (or (a, b)L2) the L
2(R2)
inner product of a and b, and
∫
·dx ,
∫
R2
·dx. We always denote the Fourier transform of a
function u by uˆ or F(u). For s ∈ R, we denote the pseudo-differential operator Λs := (1−∆)
s
2
with the Fourier symbol (1 + |ξ|2)
s
2 .
For X a Banach space and I an interval of R, we denote by C(I; X) the set of continuous
functions on I with values in X, and by Cb(I; X) the subset of bounded functions of C(I; X).
For q ∈ [1,+∞], the notation Lq(I; X) stands for the set of measurable functions on I with
values in X, such that t 7−→ ‖f(t)‖X belongs to L
q(I). For a vector v = (v1, v2) ∈ X, we
mean that all the components vi (i = 1, 2) of v belong to the space X.
2. Preliminaries
In this section, we will give some elementary facts and useful lemmas which will be used
in the next section.
Let us first recall some basic facts about the regularizing operator called a mollifier, see
[11] for more details. Given any radial function
ρ(|x|) ∈ C∞0 (R
N ), ρ ≥ 0,
∫
RN
ρdx = 1.
define the mollification Jεu of u ∈ L
p(RN ), 1 ≤ p ≤ ∞, by
(Jεu)(x) = ε
−N
∫
RN
ρ(
x− y
ε
)u(y)dy, ε > 0(2.1)
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Mollifiers have several well-known properties: (i). Jεu is a C
∞ function; (ii). for all u ∈
C0(RN ), Jεu → u uniformly on any compact set Ω in R
N and ‖Jεu‖L∞ ≤ ‖u‖L∞ ; (iii).
mollifiers commute with distribution derivatives, DαJεu = JεD
αu; (iv). for all u ∈ Hm(RN ),
Jεu converges to u in H
m and the rate of convergence in the Hm−1 norm is linear in ε:
limε→0 ‖Jεu−u‖Hm = 0, ‖Jεu−u‖Hm−1 ≤ Cε‖u‖Hm ; (v). for all u ∈ H
m(RN ), k ∈ Z+∪0,
and ε > 0, ‖Jεu‖Hm+k ≤
C(m,k)
εk
‖u‖Hm , ‖Jεu‖L∞ ≤
C(k)
ε
N
2
+k
‖u‖L2 .
Next we recall the Leray projection operator P.
Lemma 2.1. ([11]) The Leray projection P is defined by P(u) := u−∇∆−1(∇ · u), Then
(i)P commutes with the distribution derivatives, PDαu = DαPu, ∀ u ∈ Hm, ‖α| ≤ m.
(ii)P commutes with mollifiers Jε, P(Jεu) = Jε(Pu), ∀ ε > 0.
(iii)P is symmetric, (Pu, v)Hσ = (u,Pv)Hσ ∀σ ∈ R.
Lemma 2.2 (Aubin-Lions’s lemma, [18]). Assume X ⊂ E ⊂ Y are Banach spaces and
X →֒→֒ E. Then the following embeddings are compact:
(i)
{
ϕ : ϕ ∈ Lq([0, T ];X),
∂ϕ
∂t
∈ L1([0, T ];Y )
}
→֒→֒ Lq([0, T ];E) if 1 ≤ q ≤ ∞;
(ii)
{
ϕ : ϕ ∈ L∞([0, T ];X),
∂ϕ
∂t
∈ Lr([0, T ];Y )
}
→֒→֒ C([0, T ];E) if 1 ≤ r ≤ ∞.
Lemma 2.3 (Calculus inequalities, [8]). Let s > 0. Then the following two estimates are true:
(i) ‖uv‖Hs ≤ C{‖u‖L∞‖v‖Hs + ‖u‖Hs‖v‖L∞};
(ii) ‖uv‖Hs ≤ C‖u‖Hs‖v‖Hs for all s >
N
2 ;
(iii) ‖[Λs, u]v‖L2(R) ≤ C(‖u‖Hs‖v‖L∞(R) + ‖∇u‖L∞(R)‖v‖Hs−1(R));
where all the constants Cs are independent of u and v.
Lemma 2.4 (Logarithmic Sobolev interpolation inequality, [1]). For any f ∈ H1(R2) with
∇f ∈ Lp(R2) for some 2 < p <∞, there holds
(2.2)
2∑
i,j=1
‖∆−1∂i∂jf‖L∞ ≤ C(‖f‖L2 + ‖f‖L∞ log(e+ ‖∇f‖Lp)).
Lemma 2.5 (Gagliardo-Nirenberg inequality, [12]). For q ∈ [2,∞), r ∈ (2,∞) and s ∈
(1,∞), there exists some generic constant C > 0 which may depend on q, r, and s such that
for f ∈ H1(R2) and g ∈ Ls(R2) ∩W 1,r(R2), there hold
‖f‖q
Lq(R2)
≤ C‖f‖2L2(R2)‖∇f‖
q−2
L2(R2)
,
‖g‖
C(R2)
≤ C‖g‖
s(r−2)/(2r+s(r−2))
Ls(R2)
‖∇g‖
2r/(2r+s(r−2)
Lr(R2)
.
3. Local well-posedness
This section is devoted to the proof of the local well-posedness of the system (1.2).
Theorem 3.1. Let s > 2, and (u0, b0) ∈ H
s(R2) with div u0 = div b0 = 0. Then there exist
T > 0 and a unique solution (u, b) on [0, T ) of the MHD system (1.2) such that
(u, b) ∈ C([0, T ];Hs(R2)) ∩ L2([0, T ];Hs+1(R2)).
Proof of Theorem 3.1. In order to proof the existence of solutions for the system (1.2), we
firstly solve an approximate problem, next we perform the uniform estimates for the ap-
proximate solutions, and then by a compactness argument, we obtain the existence part of
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Theorem 3.1. With the existence of the solution to (1.2) in hand, we apply Gronwall’s in-
equality to prove the uniqueness part of Theorem 3.1. The approach of proof is then divided
the following four steps.
Step 1: Construction of smooth approximate solution
We introduce the following approximate system of (1.2):
(3.1)


∂tu
ε = PJε[(Jεb
ε) · ∇(Jεb
ε)]− PJε[(Jεu
ε) · ∇(Jεu
ε)] + PJε(∂1b
ε) + PJε(∆u
ε),
∂tb
ε = PJε[(Jεb
ε) · ∇(Jεu
ε)]− PJε[(Jεu
ε) · ∇(Jεb
ε)] + PJε(∂1u
ε) + PJε(∆b
ε),
uε(0, x) = uε0(x), b
ε(0, x) = bε0(x),
where Jε denotes mollifier operator and P denotes Leray’s projection operator. The regular-
ized equation (3.1) reduces to an ordinary differential system:

d
dt
(
uε
bε
)
=
(
PJε[(Jεb
ε) · ∇(Jεb
ε)]− PJε[(Jεu
ε) · ∇(Jεu
ε)] + PJε(∂1b
ε) + PJε(∆u
ε)
PJε[(Jεb
ε) · ∇(Jεu
ε)]− PJε[(Jεu
ε) · ∇(Jεb
ε)] + PJε(∂1u
ε) + PJε(∆b
ε)
)
,
uε(0, x) = uε0(x), b
ε(0, x) = bε0(x).
The classical Picard Theorem ensures that the (3.1) has a unique smooth solution (uε, bε) ∈
C([0, Tε);H
s(R2)) for some Tε > 0.
Step 2: Uniform estimates to the approximate solutions
Applying the operator Λs to the system (3.1) and then taking the L2 inner product, we
get
1
2
d
dt
(‖Λsuε‖2L2 + ‖Λ
sbε‖2L2) =
∫
ΛsJε[(Jεb
ε) · ∇(Jεb
ε)] · Λsuεdx
−
∫
ΛsJε[(Jεu
ε) · ∇(Jεu
ε)] · Λsuεdx+
∫
ΛsJε(∆u
ε) · Λsuεdx
+
∫
ΛsJε[(Jεb
ε) · ∇(Jεu
ε)] · Λsbεdx−
∫
ΛsJε[(Jεu
ε) · ∇(Jεb
ε)] · Λsbεdx
+
∫
ΛsJε(∆b
ε) · Λsbεdx
:=
6∑
n=1
In.
(3.2)
Thanks to div u = div b = 0, we may get from a standard commutator’s process that
I1 =
∫
[(Jεb
ε) · ∇(ΛsJεb
ε)] · ΛsJεu
ε dx
+
∫ [
Λs[(Jεb
ε) · ∇(Jεb
ε)]− (Jεb
ε) · ∇(ΛsJεb
ε)
]
· ΛsJεu
ε dx,
which follows from Lemma 2.3 and Ho¨lder’s inequality that
|I1| ≤
1
2
‖Jε∇b
ε‖L∞‖Λ
sJεu
ε‖L2‖Λ
sJεb
ε‖L2
+ C{‖∇Jεb
ε‖L∞‖Λ
s−1∇(Jεb
ε)‖L2 + ‖Λ
s(Jεb
ε)‖L2‖∇(Jεb
ε)‖L∞}‖Λ
sJεu
ε‖L2
≤ C‖∇Jεb
ε‖L∞‖Λ
sJεb
ε‖L2‖Λ
sJεu
ε‖L2 ≤ C‖∇Jεb
ε‖L∞(‖Jεb
ε‖2Hs + ‖Jεu
ε‖2Hs).
(3.3)
Similarly, we have
|I2| ≤ C‖∇Jεu
ε‖L∞‖Jεu
ε‖2Hs ,(3.4)
|I4| ≤
1
2
‖∇Jεb
ε‖L∞‖Λ
sJεu
ε‖L2‖Λ
sJεb
ε‖L2
+ C{‖∇Jεu
ε‖L∞‖Λ
s−1∇(Jεb
ε)‖L2 + ‖Λ
s(Jεu
ε)‖L2‖∇(Jεb
ε)‖L∞}‖Λ
sJεb
ε‖L2
≤ C(‖∇Jεu
ε‖L∞ + ‖∇Jεb
ε‖L∞)(‖Jεb
ε‖2Hs + ‖Jεu
ε‖2Hs),
(3.5)
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and
|I5| ≤ C(‖∇Jεu
ε‖L∞ + ‖∇Jεb
ε‖L∞)(‖Jεb
ε‖2Hs + ‖Jεu
ε‖2Hs).(3.6)
Thanks to integrating by parts, we obtain
|I3| =
∫
ΛsJε(∆u
ε) · Λsuεdx = −
∫
|ΛsJε(∇u
ε)|2dx = −‖Jε∇u
ε‖2Hs .(3.7)
Similarly, we have
|I6| =
∫
ΛsJε(∆b
ε)Λsbεdx = −
∫
|ΛsJε(∇b
ε)|2dx = −‖Jε∇b
ε‖2Hs .(3.8)
Substituting (3.3)-(3.8) into (3.2) leads to
d
dt
‖(uε, bε)‖2Hs + ‖(Jε∇u
ε,Jε∇b
ε)‖2Hs
≤ C‖(Jε∇u
ε,Jε∇b
ε)‖L∞‖(u
ε, bε)‖2Hs
≤ C‖(uε, bε)‖3Hs .
(3.9)
Therefore, by the bootstrap argument, we may get that, there is a positive time T =
T (u0, θ0) (≤ Tε) independent of ε such that for all ε,
sup
0≤t≤T
‖(uε, bε)‖Hs ≤ C‖(u0, b0)‖Hs ,(3.10)
which along with (3.9) implies that
(3.11) {(uε, bε)}ε>0 is uniformly bounded in C([0, T ];H
s(R2)),
and
(3.12) {∇uε,∇bε}ε>0 is uniformly bounded in L
2([0, T ];Hs(R2)).
Furthermore, there holds
(3.13) {(
duε
dt
,
dbε
dt
)}ε>0 is uniformly bounded in C([0, T ];H
s−2(R2)).
Step 3: Convergence
With (3.10), (3.11), (3.12), and (3.13), The Aubin-Lions’s compactness lemma ensures that
there exist a subsequence of {(uε, bε)}ε>0 (still denoted by {(u
ε, bε)}ε>0) converges to some
limit (u, b) on [0, T ], which solves (1.2). Moreover, there hold
(3.14) (u, b) ∈ C([0, T ];Hs(R2)) ∩ L2([0, T ];Hs+1(R2)).
Step 4: Uniqueness of the solution
Let (u1, b1) and (u2, b2) be two solutions of (1.2) with the same initial data and satisfy
(3.14). We denote u1,2 := u1 − u2, b1,2 := b1 − b2, and p1,2 := p1 − p2. Then (u1,2, p1,2)
satisfies

∂tu
1,2 −∆u1,2 − ∂1b
1,2 + u1 · ∇u1,2 + u1,2 · ∇u2 +∇p1,2 = b1 · ∇b1,2 + b1,2 · ∇b2,
∂tb
1,2 −∆b1,2 − ∂1u
1,2 + u1 · ∇b1,2 + u1,2 · ∇b2 = b1 · ∇u1,2 + b1,2 · ∇u2,
div u1,2 = div b1,2 = 0,
with (u1,2, b1,2)|t=0 = (0, 0).
Taking L2(R2) energy estimate, we have
1
2
d
dt
(‖u1,2‖2L2 + ‖b
1,2‖2L2) + (u
1 · ∇u1,2, u1,2) + (u1,2 · ∇u2, u1,2)
+ (u1 · ∇b1,2, b1,2) + (u1,2 · ∇b2, b1,2)
= (b1 · ∇b1,2, u1,2) + (b1,2 · ∇b2, u1,2) + (b1 · ∇u1,2, b1,2) + (b1,2 · ∇u2, b1,2)
+ (∆u1,2, u1,2) + (∆b1,2, b1,2).
(3.15)
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Thanks to integration by parts and the divergence theorem, we get
(u1 · ∇u1,2, u1,2) =
∫
(u1 · ∇)u1,2 · u1,2 dx =
∫
u1 ·
1
2
∇|u1,2|2 dx
= −
∫
1
2
|u1,2|2 div u1 dx = 0.
(3.16)
Similarly, we have
(u1 · ∇b1,2, b1,2) = 0.(3.17)
On the other hand, we get from Ho¨lder’s inequality and Sobolev embedding theorem that
(3.18) |(u1,2 · ∇u2, u1,2)| ≤ ‖u1,2‖2L2‖∇u
2‖L∞ ≤ C‖u
2‖Hs‖u
1,2‖2L2 ,
and we have
(3.19) |(u1,2 · ∇b2, b1,2)| ≤ ‖u1,2‖L2‖b
1,2‖L2‖∇b
2‖L∞ ≤ C‖b
2‖Hs(‖u
1,2‖2L2 + ‖b
1,2‖2L2).
Similarly, we have
(3.20) |(b1,2 · ∇b2, u1,2)| ≤ C‖b2‖Hs(‖u
1,2‖2L2 + ‖b
1,2‖2L2),
(3.21) |(b1,2 · ∇u2, b1,2)| ≤ C‖u2‖Hs‖b
1,2‖2L2 ,
(3.22) |(b1 · ∇b1,2, u1,2)| ≤ ‖∇b1,2‖L2‖u
1,2‖L2‖b
1‖L∞ ≤ C‖b
1‖Hs(η‖∇b
1,2‖2L2 + Cη‖u
1,2‖2L2),
and
(3.23) |(b1 · ∇u1,2, b1,2)| ≤ C‖b1‖Hs(η‖∇u
1,2‖2L2 + Cη‖b
1,2‖2L2).
Using the integration of parts, we get
(3.24) |(∆u1,2, u1,2)| =
∫
∆u1,2 · u1,2dx = −‖∇u1,2‖2L2 ,
and
(3.25) |(∆b1,2, b1,2)| =
∫
∆b1,2 · b1,2dx = −‖∇b1,2‖2L2 .
Thus, Inserting (3.16)-(3.25) into (3.15) leads to
d
dt
(‖u1,2‖2L2 + ‖b
1,2‖2L2) + ‖∇u
1,2‖2L2 + ‖∇b
1,2‖2L2 ≤ C(‖u
1,2‖2L2 + ‖b
1,2‖2L2),
where we took η sufficiently small.
Therefore, it follows from Gronwall’s inequality that u1,2(t) = 0 and b1,2(t) = 0 for all
t ∈ [0, T ].
The proof of Theorem 3.1 is completed. 
4. Proof of Theorem 1.1
In the section, we prove the global well-posedness of the MHD system (1.2).
Proof of Theorem 1.1. First of all, Theorem 3.1 provides us a local strong solution (u, b) ∈
C([0, T ];Hs(R2))∩L2([0, T ];Hs+1(R2)). Let T ∗ be the maximal existence time of the solution.
It suffices to prove T ∗ = +∞, we will argue contradiction argument. Hence, assume T ∗ ≤ +∞
in what follows.
Taking L2 energy estimate to the system (1.2), it is easy to find that
(4.1) ‖(u, b)‖L∞(0,T ∗;L2) + ‖(∇u,∇b)‖L2(0,T ∗;L2) = ‖(u0, b0)‖L2 ,
which implies that (u, b) is bounded in L4(0, T ∗;L4(R2)) by Gagliardo-Nirenberg inequality.
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Next, Multiplying the first equation in (1.2) by ∆u and the second equation in (1.2) by
∆b, adding the results and integrating by parts, we obtain
d
dt
(‖∇u‖2L2 + ‖∇b‖
2
L2) + 2(‖∆u‖
2
L2 + ‖∆u‖
2
L2) = (−u · ∇u,∆u)
+ (−u · ∇b,∆b) ≤ ‖u · ∇u‖L2‖∆u‖L2 + ‖u · ∇b‖L2‖∆b‖L2 .
(4.2)
By Gagliardo-Nirenberg’s inequality, we have
‖u · ∇u‖L2 ≤ C‖u‖L4‖∇u‖L4 ≤ C‖u‖
1
2
L2
‖∇u‖L2‖∆u‖
1
2
L2
,(4.3)
and
‖u · ∇b‖L2 ≤ C‖u‖L4‖∇b‖L4 ≤ C‖u‖
1
2
L2
‖∇u‖
1
2
L2
‖∇b‖
1
2
L2
‖∆b‖
1
2
L2
.(4.4)
Then we get by Young’s inequality that
d
dt
(‖∇u‖2L2 + ‖∇b‖
2
L2) + 2(‖∆u‖
2
L2 + ‖∆u‖
2
L2)
≤ C(‖u‖2L2‖∇u‖
4
L2 + ‖u‖
2
L2‖∇u‖
2
L2‖∇b‖
2
L2)
≤ C‖∇u‖2L2(‖∇u‖
2
L2 + ‖∇b‖
2
L2),
(4.5)
which along with Gronwall’s inequality ensures that (u, b) is bounded in L2(0, T ∗;H2(R2)).
On the other hand, applying the operator Λs to the system (1.2), we obtain:
(4.6)


∂tΛ
su−∆Λsu− ∂1Λ
sb+∇Λsp+ Λs(u · ∇u) = Λs(b · ∇b),
∂tΛ
sb−∆Λsb− ∂1Λ
su+ Λs(u · ∇b) = Λs(b · ∇u),
div u = div b = 0,
u(0, x) = u0(x), b(0, x) = b0(x).
Taking the L2 inner product, we may obtain
1
2
d
dt
(‖Λsu‖2L2 + ‖Λ
sb‖2L2) =
∫
Λs(b · ∇b) · Λsudx
−
∫
Λs(u · ∇u) · Λsudx+
∫
Λs∆u · Λsudx
+
∫
Λs(b · ∇u) · Λsbdx−
∫
Λs(u · ∇b) · Λsbdx
+
∫
Λs∆b · Λsbdx
:=
6∑
n=1
In.
(4.7)
Thanks to div u = div b = 0, we may get from a standard commutator’s process that
I1 =
∫
(b · ∇Λsb) · Λsu dx
+
∫ (
Λs(b · ∇b)− b · ∇(Λsb)
)
· Λsu dx,
which follows from Lemma 2.3 and Ho¨lder’s inequality that
|I1| ≤
1
2
‖∇b‖L∞‖Λ
su‖L2‖Λ
sb‖L2
+ C{‖∇b‖L∞‖Λ
s−1∇b‖L2 + ‖Λ
sb‖L2‖∇b‖L∞}‖Λ
su‖L2
≤ C‖∇b‖L∞‖Λ
sb‖L2‖Λ
su‖L2 ≤ C‖∇b‖L∞(‖b‖
2
Hs + ‖u‖
2
Hs).
(4.8)
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Similarly, we have
|I2| ≤ C‖∇u‖L∞‖u‖
2
Hs ,(4.9)
|I4| ≤
1
2
‖∇b‖L∞‖Λ
su‖L2‖Λ
sb‖L2
+ C{‖∇u‖L∞‖Λ
s−1∇b‖L2 + ‖Λ
su‖L2‖∇b‖L∞}‖Λ
sb‖L2
≤ C(‖∇u‖L∞ + ‖∇b‖L∞)(‖b‖
2
Hs + ‖u‖
2
Hs),
(4.10)
and
|I5| ≤ C(‖∇u‖L∞ + ‖∇b‖L∞)(‖b‖
2
Hs + ‖u‖
2
Hs).(4.11)
Thanks to integrating by parts, we obtain
|I3| =
∫
Λs∆u · Λsudx = −
∫
|Λs∇u|2dx = −‖∇u‖2Hs .(4.12)
Similarly, we have
|I6| =
∫
Λs∆b · Λsbdx = −
∫
|Λs∇b|2dx = −‖∇b‖2Hs .(4.13)
Inserting (4.8)-(4.13) into (4.7), we obtain
d
dt
(‖u‖2Hs + ‖b‖
2
Hs) + ‖∇u‖
2
Hs + ‖∇b‖
2
Hs ≤ C(‖∇u‖L∞ + ‖∇b‖L∞)(‖u‖
2
Hs + ‖b‖
2
Hs).
Hence, we obtain from Gronwall’s inequality
‖u(t)‖2Hs + ‖b(t)‖
2
Hs ≤ Ce
∫ t
0
(‖∇u‖L∞+‖∇b‖L∞ )dτ (‖u‖2Hs + ‖b‖
2
Hs).(4.14)
Now by the above arguments and Lemma 2.4, we know that∫ t
0
(‖∇u‖L∞ + ‖∇b‖L∞)dτ
≤ C
(∫ t
0
(1 + log(e + ‖u(τ)‖2Hs + ‖b(τ)‖
2
Hs)dτ
)
,
(4.15)
for any t ∈ [0, T ∗].
Thus, we have
‖u(t)‖2Hs + ‖b(t)‖
2
Hs
≤ (‖u0‖
2
Hs + ‖b0‖
2
Hs)e
C(
∫ t
0
(1+log(e+‖u(τ)‖2
Hs
+‖b(τ)‖2
Hs
)dτ),
(4.16)
which implies that
log(e+ ‖u(t)‖2Hs + ‖b(t)‖
2
Hs) ≤ C(T
∗, u0, b0)
+ C
(∫ t
0
log(e+ ‖u(τ)‖2Hs + ‖b(τ)‖
2
Hs)dτ
)
.
(4.17)
Since (u, b) is bounded in L2(0, T ∗;H2(R2)), Gronwall’s inequality ensures that (u, b) is also
bounded in L∞(0, T ∗;Hs(R2)). Thus, the solution can be extended after t = T ∗, Which
contradicts with the definition of T ∗. Hence T ∗ = +∞. 
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5. Proof of Theorem 1.2
The main goal of this subsection is to prove (1.3). Motivated by [19].
Proof of Theorem 1.2. Firstly, thanks to (4.1), one has
(5.1) ‖u(t)‖2L2 + ‖b(t)‖
2
L2 +
∫ t
0
(‖∇u‖2L2 + ‖∇b‖
2
L2)dτ = ‖u0‖
2
L2 + ‖b0‖
2
L2 .
Applying Schonbek’s strategy, by splitting the phase-space R2 into two time-dependent
parts, we get
‖(∇u,∇b)‖2L2 =
∫
S(t)
|ξ|2(|û(t, ξ)|2 + |̂b(t, ξ)|2)dξ +
∫
S(t)c
|ξ|2(|û(t, ξ)|2 + |̂b(t, ξ)|2)dξ,
where S(t) := {ξ ∈ R2 : |ξ| ≤ C
− 1
2
1 g(t)} and g(t) satisfies g(t) ≤ C(1 + t)
− 1
2 , which will be
chosen later on. Then we obtain
d
dt
(‖u(t)‖2L2 + ‖b(t)‖
2
L2) + g
2(t)(‖u(t)‖2L2 + ‖b(t)‖
2
L2)
≤ g2(t)
∫
S(t)
(|û(t, ξ)|2 + |̂b(t, ξ)|2)dξ.
(5.2)
To deal with the low frequency part of u and b on the right-hand side of (5.2), we rewrite
the equations u and b in (1.2) as
(5.3)


∂tu−∆u+∇p = b · ∇b− u · ∇u+ ∂1b,
∂tb−∆b = b · ∇u− u · ∇b+ ∂1u,
div u = div b = 0,
u(0, x) = u0(x), b(0, x) = b0(x).
The system (5.3) is equivalent to the system
(5.4)


∂tu−∆u = P(div (b⊗ b) + div (−u⊗ u) + ∂1b),
∂tb−∆b = div (b⊗ u) + div (−u⊗ b) + ∂1u,
div u = div b = 0,
u(0, x) = u0(x), b(0, x) = b0(x),
where P is the Leray projection operator.
First, Consider the first equation in (5.4), by using Duhamel’s principle, we get
u = et∆u0 +
∫ t
0
e(t−t
′)∆
P(div (b⊗ b) + div (−u⊗ u) + ∂1b)dt
′.
Taking Fourier transform with respect to x variables gives rise to
|û(t, ξ)| . e−t|ξ|
2
|û0(ξ)|
+
∫ t
0
e−(t−t
′)|ξ|2 [|ξ|(|Fx(b⊗ b)|+ |Fx(u⊗ u)|) + |Fx(∂1b|)] dt
′,
so that ∫
S(t)
|û(t, ξ)|2dξ .
∫
S(t)
e−2t|ξ|
2
|û0(ξ)|
2dξ
+ g4(t)[
∫ t
0
‖Fx(b⊗ b)‖L∞ + ‖Fx(u⊗ u)‖L∞dt
′]2
+ g2(t)[
∫ t
0
‖Fx(∂1b)‖L∞dt
′]2.
(5.5)
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Applying (5.1) gives(∫ t
0
‖Fx(b⊗ b)‖L∞dt
′
)2
≤
(∫ t
0
‖b⊗ b‖L1dt
′
)2
=
(∫ t
0
‖b(t′)‖2L2dt
′
)2
,(5.6)
(∫ t
0
‖Fx(u⊗ u)‖L∞dt
′
)2
≤
(∫ t
0
‖u⊗ u‖L1dt
′
)2
=
(∫ t
0
‖u(t′)‖2L2dt
′
)2
,(5.7)
and by using Ho¨lder’s inequality, we have(∫ t
0
‖Fx(∂1b)‖L∞dt
′
)2
≤
(∫ t
0
‖∇b‖L1dt
′
)2
≤ C.(5.8)
Similarly, we consider the second equation in (5.4), by using Duhamel’s principle and
taking Fourier transform with respect to x variables gives rise to
|̂b(t, ξ)| . e−t|ξ|
2
|̂b0(ξ)|
+
∫ t
0
e−(t−t
′)|ξ|2 [|ξ|(|Fx(b⊗ u) + |Fx(u⊗ b)|) + |Fx(∂1u)|] dt
′,
so that ∫
S(t)
|̂b(t, ξ)|2dξ .
∫
S(t)
e−2t|ξ|
2
|̂b0(ξ)|
2dξ
+ g4(t)[
∫ t
0
(‖Fx(b⊗ u)‖L∞ + ‖Fx(u⊗ b)‖L∞dt
′]2
+ g2(t)[
∫ t
0
‖Fx(∂1u)‖L∞dt
′]2.
(5.9)
Applying (5.1) gives(∫ t
0
‖Fx(b⊗ u)‖L∞ + ‖Fx(u⊗ b)‖L∞dt
′
)2
.
(∫ t
0
‖u‖2L2 + ‖∇u‖
2
L2 + ‖b‖
2
L2dt
′
)2
.
(∫ t
0
(‖u‖2L2 + ‖b‖
2
L2dt
′)
)2
,
(5.10)
and by using Ho¨lder’s inequality, we have(∫ t
0
‖Fx(∂1u)‖L∞dt
′
)2
≤
(∫ t
0
‖∇u‖L1dt
′
)2
≤ C.(5.11)
Noticing the fact (u0, b0) ∈ H˙
−ε, one has∫
S(t)
e−2t|ξ|
2
|û0(ξ)|
2dξ =
∫
S(t)
e−2t|ξ|
2
(1 + |ξ|2)−
ε
2
(1 + |ξ|2)−
ε
2 |û0(ξ)|
2dξ . (1 + t)−2ε,(5.12)
similarly, we have ∫
S(t)
e−2t|ξ|
2
|̂b0(ξ)|
2dξ . (1 + t)−2ε.(5.13)
Then as g(t) . (1 + t)−
1
2 , we deduce from (5.5)-(5.13) that∫
S(t)
(|û(t, ξ)|2 + |̂b(t, ξ)|2)dξ
. (1 + t)−2κ + g4(t)[
∫ t
0
(‖u(t′)‖2L2 + ‖b(t
′)‖2L2)dt
′]2,
(5.14)
with κ := min{12 , ε}.
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Substituting (5.14) to (5.2) results in
d
dt
‖(u, b)(t)‖2L2 + g
2(t)‖(u, b)(t)‖2L2
. g2(t)(1 + t)−2κ + g6(t)[
∫ t
0
‖(u, b)‖2L2dt
′]2.
(5.15)
Therefore, we get
e
∫ t
0
g2(t′)dt′‖(u, b)(t)‖2L2 . ‖(u0, b0)‖
2
L2
+
∫ t
0
e
∫ t′
0
g2(r)dr(g2(t′)(1 + t′)−2κ + g6(t′)(
∫ t′
0
‖(u, b)(τ)‖2L2dτ)
2)dt′.
(5.16)
Now taking g2(t) = 3(e+t) ln(e+t) in (5.16), we deduce from (5.1) that
‖(u, b)(t)‖2L2 ln
3(e+ t)
. 1 +
∫ t
0
(
ln2(e+ t′)
(e+ t′)1+2κ
+
1
(e+ t′)3
(
∫ t′
0
‖(u, b)(τ)‖2L2)dτ)
2)dt′
. 1 +
∫ t
0
1
(e+ t′)
dt′ . ln(e+ t),
(5.17)
which implies
‖(u, b)(t)‖L2 . ln
−1(e+ t),(5.18)
and ∫ t
0
‖(u, b)(t′)‖2L2dt
′ . (e+ t) ln−2(e+ t).(5.19)
Thanks to (5.16), (5.18)and (5.19), we may get by all standard iteration argument as [19]
for the classical 2-D Navier-Stokes system (see also [7]) that
‖(u, b)(t)‖L2 . (e+ t)
−κ.
The proof of Theorem 1.2 is completed.

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