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В условиях активного развития цифрови-
зации общества и формирования цифровой 
экономики явно наблюдается недостаточность 
и неэффективность традиционных правовых 
механизмов регулирования использования 
современных цифровых технологий1. Сегодня 
не только и не столько право влияет на разви-
тие отношений в сфере использования цифро-
вых технологий, сколько последние вынуж-
дают право трансформироваться и взаимодей-
ствовать с другими регуляторами, использо-
вать цифровые технологии для собственных 
целей саморазвития на различных уровнях 
«жизни». Одной из таких технологий является 
искусственный интеллект. Сегодня практиче-
ски все экономически развитые страны мира 
рассматривают развитие искусственного ин-
теллекта как важнейшую стратегию повыше-
                                                          
1 Исследование выполнено при финансовой под-
держке РФФИ в рамках научного проекта № 18-
29-16014 «Место и роль правового регулирования 
в развитии цифровых технологий, правовое регу-
лирование и саморегулирование, в том числе с 
учетом особенностей отраслей права». 
ния национальной конкурентоспособности в 
мире и обеспечения национальной безопасно-
сти. Искусственный интеллект широко ис-
пользуется в сфере образования, медицинско-
го обслуживания, пенсий, охраны окружаю-
щей среды, осуществления государственного 
управления и в правоприменительной дея-
тельности. Технология искусственного интел-
лекта может точно воспринимать, прогнози-
ровать и предупреждать основные тенденции 
в инфраструктуре и операциях социального 
обеспечения. Использование искусственного 
интеллекта становится важнейшим фактором 
развития цифровой экономики любого госу-
дарства. Однако неопределенность в развитии 
искусственного интеллекта, возможные угро-
зы от его использования порождают вопросы 
и требуют правовых гарантий безопасного 
функционирования систем искусственного 
интеллекта. 
Искусственный интеллект – это и разру-
шительная технология с весьма широким 
спектром воздействий, которая может вызвать 
такие проблемы, как: изменение структуры 
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занятости, роль правового и этического регу-
лирования, неприкосновенность частной жиз-
ни и т.п. Развитие искусственного интеллекта 
будет иметь далеко идущие последствия для 
государственного управления, экономической 
безопасности и социальной стабильности, а 
также для глобального управления во всем 
мире. При стремительном развитии искусст-
венного интеллекта необходимо придавать 
большее значение возможным рискам и угро-
зам безопасности, разработать перспективные 
рекомендации по их предотвращению и огра-
ничению, минимизировать риски и обеспе-
чить безопасную, надежную и контролируе-
мую разработку искусственного интеллекта. 
Активное использование искусственного 
интеллекта и робототехники привело к необ-
ходимости правового осмысления данных 
технологий. «Роботовызовы» и «роботоугро-
зы» ставят вопрос о необходимости правового 
регулирования ряда отношений возникающих 
в связи с использованием искусственного ин-
теллекта и робототехники.  
В 2008 г. одним из первых в мире в Юж-
ной Кореи был принят Закон «О развитии и 
распространении умных роботов». Анализ 
мирового опыта свидетельствует, что пока 
проявляются тенденции «точечного», кон-
кретного регулирования вопросов, связанных 
с использованием роботов. Так в 2017 году в 
Эстонии были приняты нормы об использова-
нии роботов-курьеров, которые в пределах 
определенного пространства доставляют раз-
личную корреспонденцию и покупки.  
В Германии 12 мая 2017 году Бундеста-
гом внесены изменения в Закон о дорожном 
движении Германии (Strassenverkehrsgesetz), 
согласно которым с 21 июня 2017 г. офици-
ально допускается эксплуатация автомобиля 
посредством значительно или полностью ав-
томатизированной функции вождения, если 
эта функция используется по назначению. 
Под такими автомобилями в п. 1 ст. 1 Восьмо-
го закона о внесении изменений в Закон о до-
рожном движении от 16 июня 2017 г. немец-
кий законодатель понимает «имеющие техни-
ческое оснащение, которое: 1) после актива-
ции может управлять автомобилем для вы-
полнения задачи вождения, включая продоль-
ное и боковое управление; 2) при значительно 
или полностью автоматизированном управле-
нии автомобилем способно соблюдать прави-
ла дорожного движения, относящиеся к вож-
дению; 3) может быть в любое время вручную 
перехвачено или деактивировано водителем 
автомобиля; 4) способно распознавать ситуа-
ции, когда управление автомобилем должно 
осуществляться самим водителем; 5) может 
визуально, акустически, тактильно или иным 
образом уведомлять водителя о необходимо-
сти взять на себя управление автомобилем с 
достаточным запасом времени до момента 
передачи управления; 6) сигнализирует об 
использовании, противоречащем справочному 
руководству» [1]. Водитель, в соответствии с 
новыми правилами, может отвлекаться и пе-
реходить на автоматизированное управление 
транспортом, но при этом он должен сохра-
нять достаточную внимательность и перейти 
к управлению транспортным средством, если 
«значительно или полностью автоматизиро-
ванная система предлагает ему сделать это, 
или если он признает или должен признать на 
основании очевидных обстоятельств, что ус-
ловия целевого применения значительно или 
полностью автоматизированных функций во-
ждения больше не существуют» [1]. С пяти до 
десяти миллионов евро увеличена предельная 
сумма возмещения вреда, которая может быть 
потребована, если вред, при наличии смерти 
или травмирования одного или нескольких 
людей, причинен в результате ДТП с участи-
ем автомобиля посредством значительно или 
полностью автоматизированной функции во-
ждения.  
Регулирование аналогичных транспорт-
ных средств имеется в Дании, где с 1 июля 
2017 года вступили в силу изменения в Закон 
о дорожном движении и разрешены испыта-
ния беспилотного автотранспорта на дорогах 
общего пользования. При этом во время само-
го испытания внутри салона автомобиля обя-
зательно присутствие человека, который дол-
жен иметь возможность во время испытания 
взять контроль над управлением автотранс-
портного средства [2]. Согласно пояснитель-
ной записке к данному закону, его основная 
цель – разрешить испытания беспилотных 
(самоходных) транспортных средств в Дании, 
когда это безопасно по соображениям безо-
пасности дорожного движения. При этом соз-
дана экспериментальная схема, которая ста-
нет основой для различных испытаний с са-
моходными двигателями. Процедуры испыта-
ний не ограничивают возможности определе-
ния в законодательстве в области дорожного 
движения того, какие транспортные средства 
или дороги могут быть охвачены. Однако в 
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разрешении на проведение испытаний беспи-
лотных транспортных средств будет опреде-
лено, какие средства будут одобрены для по-
добных испытаний в соответствии с требова-
ниями ЕС и национально одобренным переч-
нем транспортных средств, а также конкрет-
ные участки дорог и, при необходимости, 
время, когда подобные испытания разрешены. 
В Канаде принят ряд общих документов, 
рекомендующих национальному законодате-
лю ряд позиций, которые необходимо учиты-
вать при регулировании автоматизированных 
транспортных средств; на уровне провинций и 
регионов разрабатываются и принимаются 
регламентные положения об испытании бес-
пилотных транспортных средств, в частности 
в провинции Онтарио (Регламент № 306/15 от 
16 сентября 2015 г. «Пилотный проект – Ав-
томатизированные транспортные средства», 
принятый в соответствии с Законом о дорож-
ном движении, который вступил в силу 
13 октября 2015 года [5]. 
В Российской Федерации также готовится 
ряд проектов по регулированию использова-
ния беспилотных транспортных средств, раз-
работаны проекты внесения изменения в 
транспортные кодексы и Правила дорожного 
движения Российской Федерации. В Мини-
стерстве промышленности и торговли разра-
батываются правила для проведения испыта-
ний в России беспилотных автомобилей, со-
гласно которым тестирование беспилотных 
автомобилей предполагается проводить на 
дорогах общего пользования в Татарстане и 
Москве с 1 марта 2019 г. по 1 марта 2022 г. 
Также предполагается создание и введение 
специального реестра беспилотных транс-
портных средств.  
Как и в Российской Федерации, в ряде го-
сударств были приняты концептуальные го-
сударственные документы, заложившие осно-
ву для регулирования отношений в сфере ис-
пользования искусственного интеллекта и ро-
бототехники, а также принятия ряда специ-
альных законов. Например, Государственный 
совет КНР 8 июля 2017 года принял План раз-
вития технологий искусственного интеллекта 
нового поколения. Данный План содержит 
три основных этапа развития технологий ис-
кусственного интеллекта. На первом этапе к 
2020 году общая технология и применение 
искусственного интеллекта должны прийти к 
мировым стандартам. Индустрия искусствен-
ного интеллекта станет новой важной точкой 
экономического роста. Применение техноло-
гий искусственного интеллекта станет новым 
способом улучшения средств к существова-
нию людей и эффективной поддержки вступ-
ления и внедрения инновационных стран. 
Второй шаг – добиться крупного прорыва в 
основной теории искусственного интеллекта к 
2025 году. Искусственный интеллект должен 
стать главной движущей силой для модерни-
зации промышленности и экономических 
преобразований в Китае. Новое поколение 
искусственного интеллекта должно широко 
использоваться в таких областях, как интел-
лектуальное производство, интеллектуальная 
медицинская помощь, умные города, умное 
сельское хозяйство и национальное оборон-
ное строительство. Должно быть обеспечено 
внедрение законов и положений об искусст-
венном интеллекте, этических норм и систем 
формирования оценки и контроля безопасно-
сти искусственного интеллекта. Третий шаг – 
к 2030 году теория искусственного интеллек-
та, технологии и приложения должны стать 
ведущими в мире, а Китай должен стать ин-
новационным центром искусственного интел-
лекта, умной экономикой, умным обществом. 
Должна быть создана целая промышленная 
цепочка и высококлассный кластер промыш-
ленности, охватывающий основные техноло-
гии, ключевые системы, поддерживающие 
платформы и интеллектуальные приложения. 
Должен быть сформирован реестр ведущих 
мировых инновационных технологий в облас-
ти искусственного интеллекта, а также созда-
ны более полные законы, нормы, этические 
нормы и системы обеспечения безопасности 
искусственного интеллекта [4].  
Таким образом, Китай нацелен на плано-
мерное развитие искусственного интеллекта и 
основные правовые, этические и технические 
нормы, направленные на регулирование ис-
пользования систем искусственного интел-
лекта и обеспечения их безопасного функ-
ционирования, предполагается принять толь-
ко к 2025 году. Сегодня в Китае происходит 
активное развитие отдельных технологий ис-
кусственного интеллекта, появляются первые 
законопроекты об использовании беспилотно-
го транспорта и автоматизации процессов 
управления транспортной системой в стране. 
Многие страны сегодня вполне оправдан-
но осознают, что правовое регулирование 
вряд ли можно рассматривать в качестве 
единственного или основного механизма ре-
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гулирования данной сферы. В мире наблюда-
ется также тенденция на отраслевое регули-
рование отношений в сфере робототехники. 
Так, 16 февраля 2017 г. Парламентом Евро-
пейского Союза принята резолюция 
№ 2015/2103(INL) «Нормы гражданского пра-
ва о робототехнике». Несмотря на отражение 
в названии данного документа гражданско-
правового характера регулирования отноше-
ний, резолюция содержит в себе достаточно 
большое количество положений, регулирую-
щих и иные отношения, что характеризует 
данный документ как комплексный. В нем 
рассматриваются «в том числе: общие прин-
ципы робототехники со ссылкой на законы 
А. Азимова, а также основные предпосылки и 
положения, которые предшествовали и спо-
собствовали принятию Резолюции; уточнен-
ное определение роботов; подходы к пробле-
ме ответственности за причиненный роботами 
вред; предложение о создании Европейского 
агентства по робототехнике и искусственного 
интеллекта; предложение о создании единых 
критериев для создания тестовых зон; базовые 
правила регулирования по категориям робо-
тов; предложение о системе регистрации ум-
ных роботов; Устав роботов и Этические ко-
дексы производителей; предложение поду-
мать над особым статусом «электронных лич-
ностей» [3].  
Среди основных тенденций в регулирова-
нии использования искусственного интеллек-
та можно выявить следующие: 
– сочетание различных механизмов соци-
ального регулирования использования искус-
ственного интеллекта (правового, этического, 
технического, локального и иных механизмов 
регулирования, саморегулирования и сорегу-
лирования, а также их синтез; создание прин-
ципиально новых синтезированных механиз-
мов регулирования, основанных на много-
уровневой командной системе действия 
норм); 
– обязательность обеспечения безопасно-
сти человека и его прав при использовании 
искусственного интеллекта, исключение рис-
ков уничтожения человечества;  
– сочетание концептуального регулиро-
вания всестороннего использования искусст-
венного интеллекта и регулирование наиболее 
острых, требующих немедленного решения 
проблем по отдельным технологиям искусст-
венного интеллекта (беспилотный транспорт, 
использование роботов в сфере услуг, телеме-
дицина, обработка больших данных, навига-
ция и др.); 
– неоднозначность восприятия систем ис-
кусственного интеллекта и роботов с позиции 
права (начиная от использования режима «ра-
бов человека» и до приравнивания прав робо-
тов к правам человека и созданию электрон-
ных лиц как субъектов права). Как рассматри-
вать робота – в качестве субъекта или объекта 
права? Использование приема юридической 
фикции позволяет рассматривать его как 
субъекта права, наделяемого специальной 
правосубъектностью. Зарубежный опыт сви-
детельствует о возможности наделения робота 
статусом гражданина (подданного), например, 
человекоподобный робот-женщина (гиноид) 
София, который был разработан гонконгской 
компанией Hanson Robotics и получивший в 
октябре 2017 года подданство Саудовской 
Аравии. Резолюция Европейского Союза № 
2015/2103(INL) «Нормы гражданского права о 
робототехнике» свидетельствует о возможно-
сти наделения роботов статусом электронных 
личностей по аналогии с юридическими ли-
цами. Такой подход активно поддерживается 
многими корпорациями в мире, которые 
стремятся избежать юридической ответствен-
ности за действия роботов, используемых в 
процессе осуществления предприниматель-
ской деятельности. Роботы также рассматри-
ваются и как объект права, поскольку пред-
ставляют собой сложные объекты интеллек-
туальной собственности, включающие в себя 
программы для ЭВМ, базы данных, иные объ-
екты авторского и смежных прав, объекты 
патентного права, секреты производства (ноу-
хау). Неопределенность правовой природы 
роботов, их сложная организационная струк-
тура обуславливают проблему выработки 
единых правовых понятий в сфере правового 
регулирования искусственного интеллекта и 
решения этических проблем использования 
искусственного интеллекта и робототехники. 
Таким образом анализ законодательных 
инициатив Российской Федерации и других 
стран мира, свидетельствует о постановке за-
дач государствами как по решению отдель-
ных, наиболее актуальных вопросов, связан-
ных с применением искусственного интеллек-
та и робототехники, так и по глобальному оп-
ределению перспектив системного анализа и 
регулирования использования искусственного 
интеллекта в различных сферах общественной 
жизни, а также необходимости обеспечения 
Проблемы и вопросы теории государства и права, 
конституционного и административного права 
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системы безопасности личности, общества и 
государства от возможных угроз выхода ис-
кусственного интеллекта из под контроля че-
ловека. 
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PROBLEMS OF REGULATING ARTIFICIAL INTELLIGENCE 
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 The use of artificial intelligence is becoming the most important factor in the devel-
opment of the digital economy of any state. However, the uncertainty in the development
of artificial intelligence, the possible threats from its use raise questions and require legal 
guarantees for the safe functioning of artificial intelligence systems. 
The article analyzes individual legislative initiatives in the Russian Federation and
abroad on the regulation of artificial intelligence. The author comes to the conclusion that 
the analysis of legislative initiatives of various countries of the world testifies to the for-
mulation of tasks by states both on resolving individual, most pressing issues related to
the use of artificial intelligence and robotics, and on the global definition of the prospects
for system analysis and regulation of the use of artificial intelligence in various fields. 
public life, as well as ensuring the security system of the individual, society and the state
from possible threats of artificial intelligence EKTA of human control. 
The article presents the main problems of the legal regulation of artificial intelli-
gence, which require their own understanding and legislative solutions. 
Keywords: artificial intelligence, robotics, unmanned vehicles, digital economy. 
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