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THE PARTIAL TRANSPOSE AND ASYMPTOTIC FREE
INDEPENDENCE FOR WISHART RANDOM MATRICES:
PART II
JAMES A. MINGO(∗) AND MIHAI POPA(∗∗)
Abstract. Using new combinatorial techniques, we significantly improve the
previous results on asymptotic distributions and asymptotic free independence
relations of partial transposes of Wishart random matrices. In particular, we
give a necessary and sufficient condition for the asymptotic free independence
of partial transposes of Wishart matrices with difference block sizes.
1. Introduction and Statement of Results
Since their introduction in the first half of the 19th century (probably in [16]),
Wishart matrices have been heavily used and studied in high dimensional statistics,
in connection to problems arising from multivariate analysis of variance (see [13],
[6]). In recent years, Wishart random matrices and their partial transposes ap-
peared in the literature on quantum information theory (see [2], [3]) in connection
with entanglement properties. This motivated the study of the asymptotic behavior
of partial transposes, a subject that was not addressed much by the existing work.
An intuitive definition of partial transposes is as follows. A bd×bd matrix, X can
be seen as b × b block matrix, each entry being a d × d matrix. The (b, d)-partial
transpose of X , here denoted by XΓ(b,d), is obtained by transposing each d × d
block, without modifying the position of the blocks. For example(
A11 A12
A21 A22
)Γ(2,d)
=
(
AT11 A
T
12
AT21 A
T
22
)
.
In [2] it is shown that, for W a Wishart random matrix, the asymptotic dis-
tribution of WΓ(N,N) is shifted semicircular. When b is fixed and d → ∞, the
asymptotic distribution of WΓ(b,d) was computed in [4] (see also [1] and [7]). In
this case the limit distribution is the rescaled free difference of two Marchenko-
Pastur distributions. In part I of this series, [11], we computed the asymptotic
distribution of WΓ(b,d) for general b and d and described the asymptotic relations
between W , WΓ(b,d) and their transposes. In particular, it is shown that W and
WΓ(b,d) are asymptotically free if and only if d → ∞, while W and W Γ(b,d), the
matrix transpose of WΓ(b,d), are asymptotically free if and only if b→∞.
The present paper uses new combinatorial techniques, inspired by [15], to signif-
icantly improve the results from Part I. Among other (more technical) questions,
we address the asymptotic freeness relations between different partial transposes of
(∗)Research supported by a Discovery Grant from the Natural Sciences and Engineering
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(∗∗) Research supported by the Simons Foundation grant No. 360242.
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the same Wishart random matrix. More precisely, the necessary and sufficient con-
dition below is a particular case of the main result (see Theorem 4.8 and Corollary
4.15).
Theorem. Suppose that (bN )N , (dN )N (b
′
N )N and (d
′
N )N are four non-decreasing
sequences of positive integers such that bN · dN = b′N · d′N = MN for each N , and
that lim
N→∞
bN · dN =∞. Suppose also that each of the permutations γ(bN , dN ) and
γ(b′N , d
′
N ) is either the partial transpose Γ(bN , dN ), respectively Γ(b
′
N , d
′
N ) or its
matrix transpose Γ(bN , dN ), respectively Γ(b
′
N , d
′
N ).
Then W γ(bN ,dN ) and W γ(b
′
N ,d
′
N ) are asymptotically free if and only if the entry
permutation γ(bN , dN )
−1 ◦ γ(b′N , d′N ) has o(M2N ) fixed points.
Besides the Introduction, the paper is organized into 3 more sections. Section 2
presents the notations and several technical results concerning symmetric (i.e. pre-
serving self-adjointness) entry permutations on Wishart matrices. The techniques
in this section are inspired from the results in [15] on Gaussian random matri-
ces. Section 3 presents a combinatorial inequality satisfied by partial transposes.
Section 4 presents the main results, giving necessary and sufficient conditions for
the asymptotic freeness of different partial transposes and left partial transposes of
Wishart random matrices. Finally, Section 5 presents a result on the boundedness
of covariance of traces of products of various partial transposes of Wishart matri-
ces; using standard procedures from probability, it follows that the results from the
previous Section hold true almost surely.
2. Some results on symmetric entry permutations of Wishart Random
Matrices
For a positive integer N , we will denote by [N ] the ordered set {1, 2, . . . , N} and
by S([N ]2) the set of permutations on {(i, j) : 1 ≤ i, j ≤ N}, i.e.
S([N ]2) = {σ : [N ]× [N ]→ [N ]× [N ], bijection}.
If A is a N×N square matrix and σ ∈ S([N ]2), we denote by Aσ the matrix defined
by
[
Aσ
]
i,j
=
[
A
]
σ(i,j)
. A permutation σ ∈ S([N ]2) will be called symmetric if it
commutes with the transpose, i.e.
σ ◦ t(a, b) = t ◦ σ(a, b)
where t(a, b) = (b, a). Note that if σ is symmetric, then σ(a, b) = (c, c) is equivalent
to a = b. Moreover, if A and σ are symmetric, then so is Aσ.
In this paper, we will define a Wishart random matrix with shape parameters
(M,P ) as follows. First let G =
[
gi,j
]
(i,j)∈[M ]×[P ]
to be a Ginibre rectangular
M × P random matrix, i.e. the its entries form a family {gi,j : i ∈ [M ], j ∈ [P ]} of
independent, identically distributed complex Gaussian random variables with mean
0 and complex variance
1√
M
and then we set W = GG∗.
In this paper, we shall suppose that
{
MN
}
N
and
{
PN
}
N
are two strictly in-
creasing sequences of positive integers such that lim
N→∞
PN
MN
= c for some (fixed)
c > 0 and WN will denote the Wishart matrix with these shape parameters.
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In the next paragraphs we will introduce some notations concerning the expres-
sion
E ◦ tr(W σ1 ·W σ2 · · ·W σm)
where σk is a symmetric permutation from S([M ]2) for each k = 1, 2, . . . ,m.
First, with the convention im+1 = i1, denote by I(m) the set
{~u = (i1, j1, j−1, i−1, i2, j2, . . . , im, jm, j−m,i−m) : i±k ∈ [M ], j±k ∈ [P ]
and i−k = ik+1 and jk = j−k for k ∈ [m]}.
With this notation, we have then:
E ◦ tr(W σ1 · · ·W σm) = ∑
tk∈[M ]
1≤k≤m
1
M
E
(
[W σ1 ]t1t2 [W
σ2 ]t2t3 · · · [W σm ]tmt1
)
(1)
=
∑
~u∈I(m)
1
M
E
(
gπ1◦σ1(i1,i−1),j1gπ2◦σ1(i1,i−1),j1 · · ·
· · · gπ1◦σm(im,i−m),jmgπ2◦σm(im,i−m),jm
)
=
∑
~u∈I(m)
1
M
E
(
gl1,j1gl−1,j−1 · · · glm,jmgl−m,l−m
)
where π1 and π2 are the canonical projections (i.e. π1(i, j) = i and π2(i, j) = j)
and
lk = π1 ◦ σk(ik, i−k)
l−k = π2 ◦ σk(ik, i−k).
Equation (1) can be further refined using Wick’s formula (see [9] or [12, §1.5]).
More precisely, denote by P2(2m, 2) the set of pair partitions on [2m] such that
k + π(k) is odd for each k. Here we are thinking of π as the permutation of [2m]
where each block of the partition becomes an cycle of the permutation. Wick’s
formula gives then
E ◦ tr
(
W σ1 ·W σ2 · · ·W σm
)
=
∑
π∈P2(2m,2)
1
M
∑
~u∈I(m)
∏
(2t−1,2s)∈π
E
(
glt,jtgl−s,j−s
)
Therefore, denoting
v(π,−→σ , ~u) =
∏
(2t−1,2s)∈π
E
(
glt,jtgl−s,j−s
)
and
V(π,−→σ ) = 1
M
∑
~u∈I(m)
v(π, ~σ, ~u).
we have that
(2) E ◦ tr(W σ1 ·W σ2 · · ·W σm) = ∑
π∈P2(2m,2)
V(π, ~σ).
Moreover, denoting
A(π, ~σ) = {~u ∈ I(m) : v(π, ~σ, ~u) 6= 0},
4 MINGO AND POPA
we have that
(3) V(π, ~σ) =M−m−1 ·#(A(π, ~σ)).
To simplify the writing in the next lemma, we need more notation. First, let
D = {d1, d2, . . . , dr} be a subset of [2m] such that d1 < d2 < · · · < dr. For−→w = (w1, w2, . . . , w4m), denote
−→w [D] = (w2d1−1, w2d1 , w2d2−1, w2d2 , . . . , w2dr−1, w2dr).
Next, for ~u = (i1, j1, j−1, i−1, . . . , j−m, i−m) ∈ I(m), denote
~σ(~u) =(l1, j1, j−1, l−1, . . . , lm, jm, j−m, lm)(4)
=
(
π1 ◦ σ1(i1, i−1), j1, j−1, π2 ◦ σ1(i1, i−1), . . . , j−m, π2 ◦ σm(im, i−m)
)
,
and define
Aπ,~σ(D) =
{
~σ(~u)[D] | ~u ∈ A(π, ~σ)}.
Lemma 2.1. Let B be a subset of [2m] which is closed with respect to π ∈
P2(2m, 2), i.e. if l ∈ B, then π(l) ∈ B. Suppose that
{
2k + 1, 2k + 2
} ⊆ B
and let
B1 = B ∪
{
2k − 1, 2k} ∪ {π(2k − 1), π(2k)} and
B2 = B ∪
{
2k + 3, 2k + 4
} ∪ {π(2k + 3), π(2k + 4)}.
Then, for j = 1, 2, we have that
#(Aπ,~σ(Bj)) ≤ #(Aπ,~σ(B)) · (max{M,P})
1
2#
(
Bj\B
)
.
Proof. We will give the details for j = 1; the case j = 2 is similar.
Fix −→α ∈ Aπ,~σ(B) and suppose that ~u ∈ A(π, ~σ) and ~β ∈ Aπ,~σ(B1) are such that
~σ(~u)[B] = ~α and ~σ(~u)[B1] = ~β.
We shall distinguish three cases, if none, both or only one elements of the set
{2k − 1, 2k} are in B1 \B.
If {2k − 1, 2k} ⊆ B, then B1 = B and the conclusion follows trivially.
Next, suppose that
{
2k − 1, 2k} ⊆ B1 \ B. Again, we distinguish two cases,
depending on the equality between π(2k − 1) and 2k.
If π(2k − 1) = 2k, then, by construction, B1 =
{
2k − 1, 2k} ∪B.
Writing
~u = (i1, j1, j−1, i−1, . . . , im, jm, j−m, i−m) and
~σ(~u) = (l1, j1, j−1, l−1, . . . , lm, jm, j−m, l−m)
we have that the only components of ~σ(~u) that are components of ~β but not of ~α
are lk, jk, j−k, l−k.
Since ~u ∈ A(π, ~σ), we have that E(glk,jkgl−k,j−k) 6= 0. Hence jk = j−k and
lk = l−k. The last equality means that
π1 ◦ σk(ik, i−k) = π2 ◦ σk(ik, i−k),
which, since σk is symmetric, is equivalent to ik = i−k.
On the other hand, {2k+1, 2k+2} ∈ B, so lk+1 and l−(k+1) are components of
~α. But
i−k = ik+1 = π1 ◦ σ−1k+1(lk+1, l−(k+1)),
that is, i−k is uniquely determined by ~α.
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If follows that all the components of ~β are uniquely determined by ~α and by
jk = j−k. So
#(Aπ,~σ(B1)) ≤ P ·#(Aπ,~σ(B)) = P 12#(B1\B) ·#(Aπ,~σ(B)).
If π(2k − 1) 6= 2k, then π(2k − 1) 6= 2k and {2k − 1, 2k, π(2k − 1), π(2k)} are
distinct and they are not elements of B. More precisely,
B1 \B = {2k − 1, 2k, π(2k − 1), π(2k)}.
Since π ∈ P2(2m, 2), it follows that π(2k − 1) = 2t and π(2k) = 2s − 1 for some
t, s ∈ [m]. The components of ~β which are not components of ~α are in this case
lk, jk, j−k, l−k, ls, js, l−t, j−t.
Since ~u ∈ A(π, ~σ), we have that
E
(
glk,jkgl−t,j−t
) 6= 0 6= E(gls,jsgl−k,j−k)
therefore l−t = lk, ls = l−k, j−t = jk, js = j−k.
On the other hand, (lk, l−k) = σk(ik, i−k) and
i−k = ik+1 = π1 ◦ σ−1k+1(lk+1, l−(k+1)).
Since lk+1 and l−(k+1) are components of ~α, we have that i−k is uniquely determined
by ~α.
It follows that ~β is uniquely determined by ik, jk and the components of ~α.
Therefore
#(Aπ,~σ(B1)) ≤M · P ·#(Aπ,~σ(B)) ≤ #(Aπ,~σ(B)) · (max{M,P})
1
2#
(
Bk\B
)
.
Finally, suppose that 2k ∈ B and 2k− 1 /∈ B. Then B1 \B = {2k− 1, π(2k− 1)}
and the components of ~β which are not components of ~α are lk, jk, l−s, j−s where
π(2k − 1) = 2s.
As above, ~u ∈ A(π, ~σ) gives that lk = l−s and jk = j−s. Moreover, the definition
of I(m) gives that jk = j−k which is a component of ~α. Therefore ~β is uniquely
determined by lk and ~α, and the conclusion follows.
The case 2k /∈ B and 2k − 1 ∈ B is similar. 
The results below concern Equations (2) and (3) when WN is a MN × MN
Wishart random matrix, that is WN = GN · G∗N with GN a MN × PN Ginibre
random matrix, moreover we assume that limN→∞ PN/MN → c.
An immediate consequence of Lemma 2.1 is the following.
Corollary 2.2. Suppose that there exists some D ⊆ [2m] such that:
(i) if l ∈ D, then π(l) ∈ D;
(ii) there exists some k ∈ [m] such that {2k − 1, 2k} ⊆ D;
(iii) #(Aπ,~σ(D)) = o
(
M
1+ 12#(D)
N
)
.
Then
lim
N→∞
V(π, ~σ) = 0.
Proof. Let D1 = D and, inductively define (by convention, 2m+ q = q ):
Dp+1 = Dp ∪
{
2k + 2p− 1, 2k + 2p} ∪ {π(2k + 2p− 1), π(2k + 2p)}.
Then Dm = [2m] and #(Aπ,~σ(Dm)) = #(A(π, ~σ)).
According to Lemma 2.1, we have that
#(Aπ,~σ(Dp+1)) ≤ #(Aπ,~σ(Dp)) · (max{MN , PN}) 12#(Dp+1\Dp).
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· · · glk jk gl−k j−k glk+1 jk+1 gl−(k+1) j−(k+1) · · ·
2k − 1 2k 2k + 1 2k + 2
Figure 1. The pairs (2k− 1, 2k+2) and (2k, 2k+1) from π are
representing by solid lines.
Hence
#A(π, ~σ) = #Aπ,~σ(D2m) ≤ #Aπ,~σ(D)(max{MN , PN}) 12#([2m]\D) = o(M1+mN ),
and the conclusion follows from equation (3). 
Corollary 2.2 shall be used to prove the next lemma, needed for the main results
of the next section.
Lemma 2.3. Suppose that π ∈ P2(2m, 2) and π(2k) = 2k+1 and π(2k−1) = 2k+2.
If σk and σk+1 are such that
(c.1) lim
N→∞
#
{
(i, j, l) ∈ [N ]3 : σk(i, j) = σk+1(i, l)
}
M2N
= 0
then
lim
N→∞
V(π, ~σ) = 0.
Proof. Let D = {2k − 1, 2k, 2k+ 1, 2k + 2}. Then, for ~u ∈ A(π, ~σ) with
~u = (i1, j1, j−1, i−1, . . . , im, jm, j−m, i−m)
~σ(~u) = (l1, j1, j−1, l−1, . . . , lm, jm, j−m, l−m)
we have that ~σ(~u)[D] = (lk, jk, j−k, l−k, lk+1, jk+1, j−(k+1), l−(k+1)).
The condition ~u ∈ I(m) gives that jk = j−k, jk+1 = j−(k+1) (see the dashed
lines in Figure 1.) and that i−k = ik+1. So ~σ(~u)[D] is uniquely determined by
(ik, jk, ik+1, jk+1, i−(k+1)). On the other hand, the condition ~u ∈ A(π, ~σ) gives that
E
(
glk,jk) · gl−(k+1),jk+1
) 6= 0 6= E(gl−k,jk · glk+1,jk+1),
that is jk = jk+1 and (lk, l−k) = (l−(k+1), lk+1) (see the dotted lines from Figure
1.). Therefore
#(Aπ,~σ(D)) ≤#
{
(jk, ik, ik+1, i−(k+1)) : (lk, l−k) = (l−(k+1), lk+1)
}
=
{
(jk, ik, ik+1, i−(k+1)) : σk(ik, ik+1) = σk+1(ik+1, i−(k+1))
}
= o(M3N ) = o(M
1+ 12#(D)
N )
and the conclusion follows from Corollary 2.2. 
Lemma 2.4. For k ∈ [m] and π ∈ P2(2m, 2), with the convention 2m+ q = q, we
have that:
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(i) If π(2k) = 2k + 1 but π(2k − 1) 6= 2k + 2 and
(c.2) lim
N→∞
#
{
(i, j, l) ∈ [N ]3 : π2 ◦ σk(i, j) = π1 ◦ σk+1(j, l)
}
M3N
= 0
then lim
N→∞
V(π, ~σ) = 0.
· · · glk jk gl−k j−k glk+1 jk+1 gl−(k+1) j−(k+1) · · ·
2k − 1 2k 2k + 1 2k + 2
Figure 2. The pairing π is represented by solid lines.
(ii) If π(2k − 1) = 2k + 2 but π(2k) 6= 2k + 1 and
(c.3) lim
N→∞
#
{
(i, j, l) ∈ [N ]3 : π1 ◦ σk(i, j) = π2 ◦ σk+1(j, l)
}
M3N
= 0
then lim
N→∞
V(π, ~σ) = 0.
· · · glk jk gl−k j−k glk+1 jk+1 gl−(k+1) j−(k+1) · · ·
2k − 1 2k 2k + 1 2k + 2
Figure 3
Proof. For part (i), define
D = {2k − 1, 2k, 2k + 1, 2k + 2} ∪ {π(2k − 1), π(2k + 2)}.
Then #D = 6 and π(l) ∈ D whenever l ∈ D. Therefore, according to Corollary
2.2, it suffices to show that #Aπ,~σ(D) = o(M
4
N ).
But, for ~u ∈ A(π, ~σ), with the notations from above, ~σ(~u)[D] is uniquely de-
termined by (lk, jk, j−k, l−k, lk+1, jk+1, j−(k+1), l−(k+1)). On the other hand, since
~u ∈ I(m), we have jp = j−p for each p ∈ [m] (see the dashed lines in Figure 2.)
and (lk, l−k, lk+1, l−(k+1)) is uniquely determined by (ik, ik+1, ik+2). So ~u ∈ A(π, ~σ)
gives that (see the dotted lines in Figure 2.):
#Aπ,~σ(D) ≤ #
{
(jk, jk+1, ik, ik+1, ik+2) : E
(
gl−k,jk · glk+1,jk+1
) 6= 0}
=
{
(jk, jk+1, ik, ik+1, ik+2) : (l−k, jk) = (lk+1, jk+1)
}
=
{
(jk, ik, ik+1, ik+2) : π2 ◦ σk(ik, ik+1) = π1 ◦ σk+1(ik+1, ik+2)
}
= PN · o(M3N ) = o(M4N ).
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The proof for part (ii) is similar (see Figure 3, with the same conventions as above).

Lemma 2.5. Suppose that π ∈ P2(2m, 2), k < p < t, and that a, b, c, d are elements
of [2m] such that π(a) = c, π(b) = d and a ∈ {2k − 1, 2k}, b ∈ {2p − 1, 2p},
c ∈ {2t− 1, 2t}, and d > 2t or d < 2k − 1. Then
lim
N→∞
V(π, ~σ) = 0.
Proof. Let ~u = (i1, j1, j−1, i−1, . . . , im, jm, j−m, i−m) be an element from A(π, ~σ)
and ~σ(~u) = (l1, j1, j−1, l−1, . . . , j−m, l−m).
Put D1 = {2k−1, 2k}∪{π(2k−1), π(2k)}. Then #D1 = 4, since a is an element
of {2k− 1, 2k} and π(a) = c > 2k. Moreover, by construction, ~σ(~u)[D1] is uniquely
determined by (lk, jk, j−k, l−k). But, since ~u ∈ I(m), we also have that jk = j−k.
So
(5) #Aπ,~σ(D1) ≤ #
{
(lk, jk, l−k) : l±k ∈ [MN ], jk ∈ [PN ]
}
=M2N · PN
For 1 ≤ s ≤ p− k − 1, define
Ds+1 = Ds ∪ {2(k + s)− 1, 2(k + s)} ∪ {π(2(k + s)− 1), π(2(k + s))}.
Note that {2k − 1, 2k, . . . , 2p − 3, 2p− 2} ⊆ Dp−k but {2p− 1, 2p} * Dp−k, since
b ∈ {2p− 1, 2p} and π(b) /∈ Dp−k.
Applying again Lemma 2.1, we obtain
#(Aπ,~σ(Dp−k)) ≤#(Aπ,~σ(D1)) · (max{MN , PN}) 12#(Dp−k\D1)(6)
= O(M
1+ 12#(Dp−k)
N ).
Next, put
F1 = Dp−k ∪ {2t− 1, 2t} ∪ {π(2t− 1), π(2t)}
and remark that
(7) #(Aπ,~σ(F1)) = O
(
M
1+ 12#(F1)
N
)
.
To justify (7), note that if {2t− 1, 2t} ⊂ Dp−k, then F1 = Dp−k and Equation (7)
is just Equation (6). Suppose that {2t− 1, 2t} * Dp−k. Since c ∈ {2t− 1, 2t} and
c = π(a) ∈ Dp−k, we have that #F1 = #Dp−k + 2, so it suffices to show that
(8) #(Aπ,~σ(F1)) ≤MN ·#(Aπ,~σ(Dp−k)).
But ~σ(~u)[F1] is uniquely determined by ~u(~u)[Dp−k] and by (lt, jt, j−t, l−t). Since
~u ∈ I(m), we have that jt = j−t. If c = 2t − 1, then lt and jt are components of
~σ(~u)[Dp−k] so ~σ(~u)[F1] is uniquely determined by l−k and ~σ(~u)[Dp−k]. Similarly,
if c = 2t, then ~σ(~u)[F1] is uniquely determined by lk and ~σ(~u)[Dp−k]. So (8) is
proved.
Finally, for 1 ≤ s ≤ t− p− 1, put
Fs + 1 = Fs ∪ {2(t− s)− 1, 2(t− s)} ∪ {π(2(t− s)− 1), π(2(t− s))}.
Lemma 2.1 and Equation (7) give that
#(Aπ,~σ(Ft−p)) ≤#(Aπ,~σ(Dp−s)) · (max{MN , PN}) 12#(Ft−p\Dp−k)(9)
= O
(
M
1+ 12#(Ft−p)
N
)
.
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Let B = Ft−p ∪ {2p− 1, 2p} ∪ {π(2p− 1), π(2p)}. It suffices to show that
#(Aπ,~σ(B)) = O(M
1
2#B
N )
and the conclusion follows from Corollary 2.2.
· · · 2k − 2 2k − 1 2k 2k + 1 · · · 2p − 1 2p · · · 2t − 1 2t · · ·
D1
Dj
Fl
Since b ∈ {2p − 1, 2p} and π(b) = d /∈ Ft−p we have that {2p − 1, 2p} * Ft−p.
Also, note that, by construction, {2(p−1)−1, 2(p−1)} and {2(p+1)−1, 2(p+1)} are
subsets of Ft−p. Hence (lp−1, l−(p−1)) = σp−1(ip−1, i−(p−1)) and (lp+1, l−(p+1)) =
σp+1(ip+1, i−(p+1)) are uniquely determined by ~σ(~u)[Ft−p]. Since ip = i−(p−1)
and i−p = ip+1 it follows that (lp, l−p) = σp(ip, i−p) is uniquely determined by
~σ(~u)[Dp−k]. Therefore ~σ(~u)[B] is uniquely determined by ~σ(~u)[Ft−p] and by jk,
hence
(10) #(Aπ,~σ(B)) ≤ PN ·#(Aπ,~σ(Ft−p))
Note also that π(b) = d /∈ {2p − 1, 2p}, hence if {2p − 1, 2p} ∩ Ft−p = ∅, then
#(B \ Ft−p) = 4 and Equations (9) and (10) give that
#(Aπ(B)) = O
(
N2+
1
2
#(Ft−p)) = O(N
1
2
#(B)
)
.
Suppose that {2p− 1, 2p} ∪ Ft−p 6= ∅. Since b ∈ {2p− 1, 2p} but b, π(b) /∈ Ft−p, it
follows that #(B) = #(Ft−p)+ 2. If b = 2p− 1, then 2p ∈ Ft−p, therefore j−k = jk
equals a component of ~σ(~u)[Ft−p]. The case b = 2p is similar. So, in these two
cases, we have that
#(Aπ,~σ(B)) = #(Aπ,~σ(Ft−p)) = O
(
M
1
2#(B)
N
)
,
and Corollary 2.2 gives the conclusion. 
An immediate consequence of Lemma 2.5 above is the following.
Corollary 2.6. Let π ∈ P2(2m, 2) and let δ be the pair partition given by δ(2k −
1) = 2k. If π ∨ δ is crossing, then
lim
N→∞
V(π, ~σ) = 0.
Let τ be a partition of [n]. A block B of τ will be called a segment if its elements
are consecutive numbers. If τ is non-crossing, it is shown in [14, Remark 9.2 (2)]
that it contains at least one segment.
Corollary 2.7. Suppose that π ∈ P2(m, 2) is such that lim
N→∞
V(π, ~σ) 6= 0. Suppose
also that S = (2k− 1, 2k, . . . , 2p− 1, 2p) is a segment of π ∨ δ. Then the restriction
of π to S is one of the following:
(i) π(2k − 1) = 2p and π(2t) = 2t+ 1 for each t = k, k + 1, . . . , p− 1.
(ii) π(2k) = 2p− 1 and π(2t− 1) = 2(t+ 1) for each t = k, k + 1, . . . , p− 1.
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2k − 1 2k 2k + 1 2k + 2 2k + 3 · · · · · · 2p − 2 2p − 1 2p
2k − 1 2k 2k + 1 2k + 2 2k + 3 2k + 4 · · · · · · 2p − 3 2p − 2 2p − 1 2p
Figure 4
Proof. The result is trivial for #S = 2. If #S > 2, it suffices to show that each
two consecutive blocks of δ that are contained in S have elements connected by π.
Suppose q, r ∈ [m] are such that r − q > 1 and there exists a ∈ {2q − 1, 2q} and
b ∈ {2r − 1, 2r} such that π(a) = b. In other words we have two non-consecutive
blocks of δ that are connected by π.
Since π ∈ P2(m, 2), we have that a and b have different parities. Suppose first
that a = 2q − 1 and b = 2r. If the set S1 = {2q + 1, 2q + 2, . . . , 2p − 3, 2p − 2}
is invariant under π, then S is not a segment of π ∨ δ. Since π connects only
numbers of different parity, there are at least 2 elements of S1, one even and one
odd, whose image under π is outside S1. From Lemma 2.5, they can only be
connected to elements of {2q− 1, 2q, 2r− 1, 2r}. But π(2q− 1) = 2r, so there exist
some 2t − 1, 2s ∈ S1 such that π(2t − 1) = 2q and π(2s) = 2r − 1. In particular,
S0 = {2q − 1, 2q, 2q + 1, . . . , 2r} is a block of π ∨ δ. So q = k and r = p.
If s < t, then π(2t− 1) = 2q < 2s− 1 and π(2s) = 2r− 1 > 2t. Lemma 2.5 gives
then that lim
N→∞
V(π, ~σ) = 0. Hence t ≤ s.
If t 6= q+1, then S2 = {2(q+1)−1, 2(q+1), . . . , 2(t−1)−1, 2(t−1)} is non-void.
Lemma 2.5 gives that
π(S2) ⊆ S1 ∪ {2q − 1, 2q, 2t− 1, 2t}
But S2 6= S, so π(S2) 6= S2. Also, π({2q− 1, 2q}) = {2t− 1, 2r}, therefore π(S2) =
S2 \ {π(2t)}, which contradicts the bijectivity of π. Same argument gives also that
s+ 1 = r.
The argument for the case a = 2q and b = 2r − 1 is identical. 
3. A result on partial transposes of self-adjoint matrices
Following [11], we will define partial transposes as follows. Suppose that X is a
bd×bd matrix with entries in some algebraA. We can see X as a b×b block-matrix,
X = [Xi,j ]
b
i,j=1, with the entries Xi,j being d × d matrices over A. We denote by
XΓ(b,d) the (b, d)-partial transpose of X , that is the matrix obtained by transposing
each block of X , but keeping the positions of the blocks:
XΓ(b,d) =
[
Xti,j
]b
i,j=1
.
Equivalently, if bd =M , for each (i, j) ∈ [M ]2 there exist some unique α1, α2 ∈ [b]
and β1, β2 ∈ [d] such that
(i, j) =
(
(α1 − 1)d+ β1, (α2 − 1)d+ β2
)
,
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i.e. the (i, j) entry of X is the (β1, β2) entry of the (α1, α2) block of size d × d of
X . Then
Γ(b, d)(i, j) = Γ(b, d)
(
(α1 − 1)d+ β1, (α2 − 1)d+ β2
)
(11)
=
(
(α1 − 1)d+ β2, (α2 − 1)d+ β1
)
.
Definition 3.1. For σ, τ ∈ S([M ]2) denote
c(σ, τ) = #
{
(i, j) ∈ [M ]2 : σ(i, j) = τ(i, j)}
j(σ, τ) = #
{
(i, j, l) ∈ [M ]3 : σ(i, j) = τ(i, l)}
With the notations above, we have the following.
Theorem 3.2. Let M be a positive integer and b, d, B,D be such that
bd = BD =M.
Suppose that d ≤ D and let Q = dL = Dl be the least common multiple of d and
D. Then
M2
L2
≤ c(Γ(b, d),Γ(B,D)) = j(Γ(b, d),Γ(B,D)) ≤ M2
L
.
Proof. Let X be a M ×M matrix. Since both d and D divide M , so does their
least common multiple Q. So we can see X as a M/Q× M/Q block matrix, with
each block entry a Q×Q matrix.
Fix m1,m2 ∈ [M/Q] and let
K(m1,m2) =
{(
(m1 − 1)Q+ µ1, (m2 − 1)Q+ µ2
)
: µ1, µ2 ∈ [Q]
}
(i.e. K(m1,m2) is he set of indices of entries from the (m1,m2) block of size Q×Q
of X), and let
Kc(m1,m2) = K(m1,m2) ∩
{
(i, j) ∈ [M ]2 : Γ(b, d)(i, j) = Γ(B,D)(i, j)}
Kj(m1,m2) = K(m1,m2) ∩
{
(i, j) ∈ [M ]2 : Γ(b, d)(i, j) = Γ(B,D)(k, j)
for some k ∈ [M ]}.
Since Γ(b, d)
(
K(m1,m2)
)
= Γ(B,D)
(
K(m1,m2)
)
= K(m1,m2), it suffices to show
that
(12)
Q2
L2
= d2 ≤ #Kc(m1,m2) = #Kj(m1,m2) ≤ d2L = Q
2
L
.
For the first inequality in (12), note that, for µ1, µ2 ∈ [d] ⊆ [D], we have that(
(m1 − 1)Q+ µ1, (m1 − 1)Q+ µ2
)
=
(
(m1 − 1)L · d+ µ1, (m1 − 1)L · d+ µ2
)
and equation (11) gives that
Γ(b, d)(i, j) =
(
(m1 − 1)L · d+ µ2, (m2 − 1)L · d+ µ1
)
= Γ(M/Q,Q)(i, j).
Similarly, since d ≤ D, we have that
Γ(B,D)(i, j) =Γ(B,D)
(
(m1 − 1)l ·D + µ1, (m1 − 1)l ·D + µ2
)
=
(
(m1 − 1)l ·D + µ2, (m1 − 1)l ·D + µ1
)
= Γ(M/Q,Q)(i, j)
therefore {(
(m1 − 1)Q+ µ1, (m2 − 1)Q+ µ2
)
: µ1, µ2 ∈ [d]
} ⊆ Kc,
which gives the first inequality in (12).
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We shall prove the equality #Kc(m1,m2) = #Kj(m1,m2) in two steps. First,
for m1 = 1 and m2 = 1, let
(i, j) =
(
(α1 − 1)d+ β1, (α2 − 1)d+ β2
)
(k, j) =
(
(γ1 − 1)D + δ1, (γ2 − 1)D + δ2
)
with α1, α2 ∈ [L], β1, β2 ∈ [d], γ1, γ2 ∈ [l] and δ1, δ2 ∈ [D].
Then Γ(b, d)(i, j) =
(
(α1−1)d+β2), (α2−1)d+β1)
)
which is point on the vertical
line passing through
(
(α1 − 1)d+ β2), (α2 − 1)d+ β2)
)
. Similarly, Γ(B,D)(k, j) is
a point on the vertical line passing through
(
(γ1 − 1)D + δ2, (γ2 − 1)D + δ2
)
. But
(α2 − 1)d+ β2 = j = (γ2 − 1)D + δ2,
so the equality Γ(b, d)(i, j) = Γ(B,D)(k, j) gives that
(α1 − 1)d+ β2 = (γ1 − 1)D + δ2.
Hence (α1 − α2)d = (γ1 − γ2)D, which, since α1, α2 ∈ [L] and γ1, γ2 ∈ [l], gives
that α1 = α2 and γ1 = γ2. So Γ(b, d)(i, j) = (j, i) and Γ(B,D)(k, j) = (j, k), which
gives i = k.
Furthermore, since α1 = α2, note that we have also obtained
(13) Kc(1, 1) ⊆
{(
(α− 1)d+ β1, (α− 1)d+ β2
)
: α ∈ [L], β1, β2 ∈ [d]
}
Next, for arbitrary m1,m2 ∈ [N/Q] and (i, j), (k, j) ∈ K(m1,m2), we have that
i = (m1 − 1)Q+ i′, j = (m2 − 1)Q+ j′ and k = (m1 − 1)Q+ k′ with i′, j′, k′ ∈ [Q],
that is (i′, j′), (k′, j′) ∈ K(1, 1). Moreover,
Γ(b, d)(i, j) = ((m1 − 1)Q, (m2 − 1)Q) + Γ(b, d)(i′, j′)
Γ(B,D)(k, j) = ((m1 − 1)Q, (m2 − 1)Q) + Γ(B,D)(k′, j′)
and the conclusion follows from the case m1 = m2 = 1.
For the third part of (12), let (i, j) ∈ Kc(m1,m2). The argument above gives
that
(i, j) =
(
(m1 − 1)Q, (m2 − 1)Q
)
+ (i′, j′)
for some (i′, j′) ∈ Kc(1, 1). Therefore, according to (13),
#Kc(m1,m2) ≤ #
{
(α, β1, β2) : α in[L], β1, β2 ∈ [d]
}
=
Q2
L
which gives the conclusion. 
Theorem 3.3. Suppose that
{
bN
}
N
,
{
dN
}
N
,
{
BN
}
N
,
{
DN
}
N
and
{
MN
}
N
are
sequences of positive integers such that
{
MN
}
N
is strictly increasing and
MN = bN · dN = BN ·DN .
Denote σN = Γ(bN , dN ) and τN = Γ(BN , DN ).
(i) If lim
N→∞
DN =∞, then
#
{
(i, j, k) ∈ [MN ]3 : π2 ◦ σ(i, j) = π2 ◦ τ(k, j)
}
= o(M3N ).
(ii) If lim
N→∞
BN =∞, then
#
{
(i, j, k) ∈ [MN ]3 : π1 ◦ σ(i, j) = π1 ◦ τ(k, j)
}
= o(M3N ).
PARTIAL TRANSPOSE AND ASYMPTOTIC FREENESS 13
Proof. Let α1, α2 ∈ [bN ], β1, β2 ∈ [dN ], γ1, γ2 ∈ [BN ] and δ1, δ2 ∈ [DN ] be such
that
i = (α1 − 1)dN + β1
j = (α2 − 1)dN + β2 = (γ2 − 1)DN + δ2
k = (γ1 − 1)DN + δ1.
In particular, the couple (γ2, δ2) is uniquely determined by (α1, α2, β1, β2).
First, suppose that π2 ◦ σ(i, j) = π2 ◦ τ(k, j). The condition is equivalent to
(α2 − 1)dN + β1 = (γ2 − 1)DN + δ1,
hence δ1 is uniquely determined by (α1, α2, β1, β2). So
#
{
(i, j, k) ∈ [MN ]3 : π2 ◦ σ(i, j) = π2 ◦ τ(k, j)
}
≤{(α1, α2, β1, β2, γ1) : α1, α2 ∈ [bN ], β1, β2 ∈ [dN ], γ1 ∈ [BN ]}
=b2Nd
2
NBN =
M3N
DN
.
But
M3N
DN
= o(M3N ) if lim
N→∞
DN =∞ and part (i) follows.
Next, suppose that π1 ◦ σ(i, j) = π1 ◦ τ(k, j). The condition is equivalent to
(α1 − 1)dN + β1 = (γ1 − 1)DN + δ2,
hence γ1 is now uniquely determined by (α1, α2, β1, β2). Therefore
#
{
(i, j, k) ∈ [MN ]3 : π1 ◦ σ(i, j) = π1 ◦ τ(k, j)
}
≤#{(α1, α2, β1, β2, δ1) : α1, α2 ∈ [bN ], β1, β2 ∈ [dN ], δ1 ∈ [DN ]}
=b2Nd
2
NDN =
M3N
BN
,
and
M3N
BN
= o(M3N ) if lim
N→∞
BN =∞ hence part (ii) follows. 
4. Main results on asymptotic freeness
4.1. Partial transposes.
Lemma 4.1. Suppose that
{
MN
}
N
is a strictly increasing sequence of positive
integers and that WN is a MN ×MN Wishart random matrix for each N .
If σN and τN are symmetric permutations from S([MN ]2) such that
lim inf
N→∞
#
{
(i, j) ∈ [MN ]2 : σN (i, j) = τN (i, j)
}
N2
> 0
then W σNN and W
τN
N are not asymptotically (as N →∞) free.
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Proof. We have that
κ2(W
σN
N ,W
τN
N ) = E ◦ tr
(
W σNN ·W τNN
)− E ◦ tr(W σNN ) · E ◦ tr(W τNN )
=
∑
i1,i2∈[MN ],
j2,j2∈[PN ]
1
N
E
(
gl1,j1gl−2,j2
) ·E(gl−1,j1gl2,j2)
=
∑
i1,i2∈[MN ],
j2,j2∈[PN ]
1
N3
δ
(l−2,l2)
(l1,l−1)
δj2j1
where (l1, l−1) = σN (i1, i2) and (l2, l−2) = τN (i2, i1). Using that σN and τN are
symmetric, we obtain
κ2
(
W σNN ·W τNN
)
=
PN
MN
· #{(i1, i2) : σN (i1, i2) = τN (i1, i2)}
M2N
So lim
N→∞
κ2(W
σ ·W τ ) 6= 0. 
An immediate consequence of Lemma 4.1 and Theorem 3.2 is the following.
Corollary 4.2. Suppose that
{
bN
}
N
,
{
dN
}
N
,
{
BN
}
N
, and
{
DN
}
N
, are sequences
of positive integers such that dN ≤ DN , that bN · dN = BN · DN = MN and the
sequence
{
MN
}
N
is strictly increasing.
Define QN = dN · LN to be the least common multiple of dN and DN .
Suppose also that WN is a MN×MN Wishart matrix for each N . If the sequence{
LN
}
N
is bounded, then W
Γ(bN ,dN )
N and W
Γ(BN ,DN )
N are not asymptotically free.
Proof. Theorem 3.2 gives that
lim inf
N→∞
#
{
(i, j) : Γ(bN , dN )(i, j) = Γ(BN , DN )(j, i)
}
M2N
≥ lim inf
N→∞
1
L2N
> 0,
and Lemma 4.1 implies the conclusion. 
A particular case of Corollary 4.2 is given below.
Corollary 4.3. With the notations from Corollary 4.2, if either both sequences{
bN
}
N
and
{
BN
}
N
or both sequences
{
dN
}
N
and
{
DN
}
N
are bounded, then
W
Γ(bN ,dN )
N and W
Γ(BN ,DN )
N are not asymptotically free.
Proof. If condition (i) holds true, then
{
LN
}
N
is bounded above by lim
N→∞
DN ,
which is finite. If condition (ii) holds true, then
{
LN
}
N
is bounded above by
lim
N→∞
BN which is finite. 
To prove the main result of this Section, Theorem 4.8, we will utilize Lemmata
4.4 and 4.5 below. To simply the notations in their statements and proofs, we will
introduce some new notations.
First, identifying 2m+ q to q, let ν1 ∈ P2(2m, 2) be given by ν1(2k) = 2k+1 for
k ∈ [m], i.e.
ν1 =
(
(1, 2m), (2, 3), (4, 5), . . . , (2m− 2, 2m− 1)).
For m ≥ 3, let ν2 ∈ P2(2m, 2) be given by ν2(2k − 1) = 2k + 2 for k ∈ [m], i.e.
ν2 =
(
(1, 4), (3, 6), . . . , (2m− 3, 2m), (2m− 1, 2)).
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Next, denote by J(m) the set
J(m) = {(j1, j2, i2, i3, j3, j4, i4, i5, . . . , i2m−1, j2m−1,j2m) : jl ∈ [PN ], ik ∈ [MN ]
and j2s−1 = j2s, i2s = i2s+1}
(i.e. the elements of J(m) are elements of I(m) without the first and last compo-
nent).
Finally, if ~u = (j1, j−1, i−1, i2, j2, j−2, i−2, . . . , i2m−1, j2m−1, j2m) is an element
from J(m) and a, b ∈ [N ], denote
(a, ~u, b) = (a, j1, j2, i2, i3, j3, . . . , i2m−1, j2m−1, j2m, b) ∈ I(m).
With the notations from Section 2 and from above we have then the following
results.
Lemma 4.4. Suppose that σ = Γ(b, d) and ~σ = (σ, σ, . . . , σ) ∈ S([M ]2)m, with
M = bd. For a, b ∈ [M ] we have that
(i) If a 6= b then, for every ~u ∈ J(m),
v(ν1, ~σ, (a, ~u, b)) = v(ν2, ~σ, (a, ~u, b)) = 0
(ii) If m is odd, then∑
~u∈J(m)
v(ν1, ~σ, (a, ~u, a)) =
P
M
· d1−m
∑
~u∈J(m)
v(ν2, ~σ, (a, ~u, a)) =
P
M
· b1−m
(iii) If m is even, then∑
~u∈J(m)
v(ν1, ~σ, (a, ~u, a)) =
P
M
· d2−m
∑
~u∈J(m)
v(ν2, ~σ, (a, ~u, a)) =
P
M
· b2−m
(iv) lim
N→∞
∑
π∈{ν1,ν2}
∑
~u∈J(m)
v(π, ~σ, (a, ~u, a)) = lim
N→∞
κm(W
σ,W σ, . . . ,W σ)
Proof. Let ~u ∈ J(m), given by ~u = (j1, j2, i2, i3, j3, j4, i4, i5, . . . , i2m−1, j2m−1, j2m).
As before, we can identify each ik to a pair (αk, βk) ∈ [b]× [d] via
ik = (αk − 1)d+ βk.
Also, put
a = (α1 − 1)d+ β1
b = (α2m − 1)d+ β2m.
Denote
~j = (j1, j2, . . . , j2m)
~α = (α1, α2, . . . , α2m−1, α2m)
~β = (β1, β2, . . . , β2m−1, β2m).
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The condition ~u ∈ J(m) is equivalent to
(14)


~j is constant on the cycles of
θ =
(
(1, 2), (3, 4), . . . , (2m− 1, 2m))
~α and ~β are constant on the cycles of
ν0 =
(
(1), (2, 3), (4, 5), . . . , (2m− 2, 2m− 1), (2m)).
The condition v(ν1, ~u, (a, ~u, b)) 6= 0 is equivalent to
(15)
{
~j and ~α are constant on the cycles of ν1
~β is constant on the cycles of ν2.
Hence, a set of necessary and sufficient condition for both ~u ∈ J(m) and v(ν1, ~u, (a, ~u, b)) 6=
0 is
(16)


~j is constant on the cycles of ν1 ∨ θ
~α is constant on the cycles of ν1 ∨ ν0
~β is constant on the cycles of ν2 ∨ ν0.
But ν1 ∨ θ = 12m and ν1 ∨ ν0 = ν1. Moreover, if m is odd, then ν2 ∨ ν0 = 12m; if
m is even, then ν2 ∨ ν0 has 2 cycles, one containing {4k, 4k+ 1 : k ∈ [m2 ]} and one
containing {4k + 2, 4k + 3 : k ∈ [m2 ]}.
If m is even, (16) is therefore equivalent to
(17)


~j is constant, i.e. j1 = j2 = · · · = j2m
α1 = α2m and α2p = α2p+1 for p ∈ [m− 1]
β1 = β4k+1 = β4k and β2 = β4k+2 = β4k+3 for k ∈ [m2 ].
In particular, since 2m = 4 · m2 , the relations from (17) give that α1 = α2m and
β1 = β2m, i. e. a = b. Moreover,∑
~u∈J(m)
v(ν1, ~σ, (a, ~u, a)) =
1
Mm
#
{
~u : ~usatisfies (17)
}
=
1
Mm
#
{
(j, β2, α2, α4, . . . , α2m−2) : j ∈ [P ], β2 ∈ [d], α2t ∈ [b], t ∈ [m− 1]
}
=
1
Mm
· Pbm−1d = P
M
d2−m
If m is odd, (16) is therefore equivalent to
(18)


~j is constant
α1 = α2m and α2p = α2p+1 for p ∈ [m− 1]
~β is constant, i.e. β1 = β2 = · · · = β2m.
As above, (18) implies that α1 = α2m and β1 = β2m, i.e. a = b. Also,∑
~u∈J(m)
v(ν1, σ, (a, ~u, a)) =
1
Mm
#
{
~u : ~u satisfies (18)
}
=
1
Mm
#
{
(j, α2, α4, . . . , α2m−2) : j ∈ [P ], α2t ∈ [b], t ∈ [m− 1]
}
=
1
Mm
· Pbm−1 = P
M
· d1−m.
On the other hand, the condition v(ν2, ~u, (a, ~u, b)) 6= 0 is equivalent to
(19)
{
~j and ~β are constant on the cycles of ν1
~α is constant on the cycles of ν2.
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Hence the argument from above gives that v(ν1, ~u, (a, ~u, b)) = 0 unless a = b and
∑
~u∈J(N,m)
v(ν2, σ, (a, ~u, a)) =


P
M
· b2−m if m is even
P
M
· b1−m if m is odd .

Lemma 4.5. Suppose that
{
bN
}
N
,
{
dN
}
N
and
{
MN
}
N
are sequences of positive
integers such that MN = bN ·DN and
{
MN
}
N
is an increasing sequence of positive
integers. Let WN be a MN ×MN Wishart random matrix and σN = Γ(bN , dN ).
Then, for any a ∈ [MN ], we have that
(c.4) lim
N→∞
κm(W
σN
N ,W
σN
N , . . . ,W
σN
N ) = lim
N→∞
∑
π∈{ν1,ν2}
∑
~u∈J(m)
v(π, ~σN , (a, ~u, a))
where ~σN = (σN , σN , . . . , σN ).
In particular, W
Γ(bN ,dN)
N has limit distribution if and only if both lim
N→∞
bN and
lim
N→∞
dN exist.
Proof. For the first part, note first that the definition of free cumulants give that
lim
N→∞
κm(W
σN
N , . . . ,W
σN
N ) = lim
N→∞
∑
π∈P2(m,2)
π∨δ=12m
∑
~u∈I(m)
1
MN
v(π, ~σ, ~u).
From Corollary 2.7 , we have that{
π ∈ P2(m, 2) : π ∨ δ = 12m and lim
N→∞
V(π, ~σ) 6= 0} = {ν1, ν2}.
So the definition of J(m) gives that
lim
N→∞
κm(W
σN
N , . . . ,W
σN
N ) = lim
N→∞
∑
π∈{ν1,ν2}
1
MN
∑
a∈[N ]
∑
~u∈J(m)
v(π, ~σ, (a, ~u, a))
and the conclusion follows since Lemma 4.4 gives that, for π ∈ {ν1, ν2}, the value
of
∑
~u∈J(N,m)
v(π, ~σ, (a, ~u, a)) does not depend on a.
The second part is an immediate consequence of the first part and of the results
(ii) and (iii) in Lemma 4.4. 
Remark 4.6. For every a ∈ [N ], with the notations from Lemmata 4.4 and 4.5, if
π ∈ P2(2m, 2) and π ∨ δ = 12m, then∑
~u∈J(m)
v(π, ~σ, (a, ~u, a)) = V(π, ~σ).
Proof. Since I(m) = {(a, ~u, a) : a ∈ [MN ], ~u ∈ J(m)}, we have that
V(π, ~σ) = 1
MN
∑
a∈[MN ]
∑
~u∈J(m)
v(π, ~σ, (a, ~u, a)).
But
∑
~u∈J(m)
v(π, ~σ, (a, ~u, a)) does not depend on a, so the conclusion follows. 
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The main result of this Section is Theorem 4.8. For convenience, its proof is
split into two parts. The first part, Lemma 4.7 below, will be also used in the next
Section.
Lemma 4.7. Suppose that
{
MN
}
is a strictly increasing sequence of positive in-
tegers and that for each N , WN is a MN × MN Wishart random matrix and{
τk,N : k = 1, 2, . . . , n
}
is a family of symmetric permutations from S([MN ]2)
such that
(i) the limit distribution of W
τk,N
N exists for every k ∈ [n].
(ii) the families
{
τk,N}N satisfy the conditions (c.1), (c.2), (c.3), (c.4) and the
property from Lemma 4.4(i).
Then the family
{
W
τk,N
N : k = 1, 2, . . . , n
}
is asymptotically free.
Proof. We shall show that all mixed free cumulants in
{
W
τk,N
N : k = 1, 2, . . . , n
}
do vanish asymptotically. As before, to simplify the notations, without danger of
confusion, we shall omit the index N .
Let m be a positive integer. For γ ∈ NC(m), define γ̂ ∈ NC(2m) as follows.
If (t1, t2, . . . , tq) is a block of γ, then (2t1 − 1, 2t1, 2t2 − 1, 2t2, . . . , 2tq − 1, 2tq) is
a block of γ̂. Note that, by construction, γ 7→ γ̂ is a bijection from NC(m) to
{ρ ∈ NC(2m) : ρ ∨ δ = ρ}.
Let ~σ = (σ1, σ2, . . . , σm) with σ1, . . . , σm ∈
{
τk : k = 1, 2, . . . , n
}
. As seen in
Section 2,
E ◦ tr(W σ1 ·W σ2 · · ·W σm) = ∑
π∈P2(2m,2)
V(π, ~σ).
Since each Γ(bi, di) is symmetric, Corollary 2.6 gives that lim
N→∞
V(π, ~σ) = 0 unless
π ∨ δ is non-crossing. Therefore
(20) lim
N→∞
E ◦ tr(W σ1 ·W σ2 · · ·W σm) = ∑
γ∈NC(m)
lim
N→∞
∑
π∈P2(2m,2)
π∨δ=γ̂
V(π, ~σ).
It suffices though to prove the following results:
(a.1) If π ∈ P2(2m, 2) is such that lim
N→∞
V(π, ~σ) 6= 0 and B = (l1, l2, . . . , lq) is a
block of γ, where γ̂ = π ∨ δ, then σl1 = σl2 = · · · = σlq .
(a.2) For every γ ∈ NC(m), we have that
lim
N→∞
∑
π∈P2(2m,2)
π∨δ=γ̂
V(π, ~σ) =
∏
B=block of γ
B=(l1,l2...,lq)
lim
N→∞
κq
(
W σl1 ,W σl1 , . . . ,W σl1
)
.
If γ has a single block, then γ̂ = 12m. If m = 1, then (a.1) is trivial. If m = 2,
then π = {(1, 4), (2, 3)}. If σ1 6= σ2, then Lemma 2.3 imply that lim
N→∞
V(π, ~σ) = 0.
If m ≥ 3, then Corollary 2.7, gives that lim
N→∞
V(π, ~σ) = 0. unless π ∈ {ν1, ν2}.
Suppose first that π = ν1. In particular, for any two consecutive blocks (2t− 1, 2t)
and (2t + 1, 2t + 2) of δ, we have that π(2t) = 2t + 1 and π(2t − 1) 6= 2t + 2. If
σt 6= σt+1, Lemma 2.4(i) give that lim
N→∞
V(π, ~σ) = 0. Similarly, if π = ν2, then
π(2t − 1) = 2t + 2 and π(2t) 6= 2t + 1. In this case, Lemma 2.4(ii) give that
lim
N→∞
V(π, ~σ) = 0.
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So if γ = 12m., (a.1) is proved. To show (a.2), note that, from Corollary 2.7,
lim
N→∞
∑
π∈P2(2m,2)
π∨δ=12m
V(π, ~σ) =
∑
π∈{ν1,ν2}
lim
N→∞
V(π, ~σ)
= lim
N→∞
∑
π∈{ν1,ν2}
1
MN
∑
~u∈I(m)
v(π, ~σ, ~u)
=
∑
π∈{ν1,ν2}
lim
N→∞
1
MN
∑
a∈[MN ]
∑
~u∈J(m)
v(π, ~σ, (a, ~u, a))
and the result follows since the family {τk : k = 1, 2, . . . , n} satisfies property (c.4).
For the induction step, fix γ ∈ NC(m). As shown in [14], γ has at least one block
which is a segment. Without restricting the generality (via a circular permutation)
we can suppose that B = (1, 2, . . . , q) is a block in γ, that is γ = 1q ⊕ ω. Then
γ̂ = 12q ⊕ ω̂ and if π ∈ P2(2m, 2) is such that
π ∨ δ = γ̂ = 12q ⊕ ω̂,
then π = ν⊕ρ for some ν ∈ P2(2q, 2) and ρ ∈ P2(2(m− q), 2) such that ν∨δ = 12q
and ρ ∨ δ = ω̂.
As shown above, ν ∨ δ = 12q implies that σt = σt+1 for t = 1, 2, . . . , q − 1, and
property (a.1) follows from the induction hypothesis.
To show (a.2), note that, by construction, for each ~u ∈ I(m) there are some
unique a, b ∈ [N ], ~v ∈ J(q) and ~w ∈ J(m − q) such that ~u = (a,~v, b, b, ~w, a).
Moreover, denoting ~σ′ = (σ1, σ2, . . . , σq) and ~σ
′′ = (σq+1, σq+2, . . . , σm) we have
that
v(π, ~σ, ~u) =v(ν ⊕ ρ, ~σ′ ⊕ ~σ′′, (a,~v, b, b, ~w, a)
=v(ν, ~σ′, (a,~v, b)) · v(ρ, ~σ′′, (b, ~w, a)).
Hence, if ~u ∈ I(m) is such that v(π, ~σ, ~u) 6= 0, then Lemma 4.4(i) gives that a = b.
Denoting m− q = r, we have then:
V(π, ~σ) = V(ν ⊕ ρ, ~σ′ ⊕ ~σ′′)
=
1
MN
∑
a∈[MN ]
∑
~v∈J(q)
∑
~w∈J(r)
v(ν, ~σ′, (a,~v, a)) · v(ρ, ~σ′′, (a, ~w, a))
=
1
MN
∑
(a, ~w,a)∈I(r)
v(ρ, ~σ′′, (a, ~w, a)) ·
∑
~v∈J(q)
v(ν, ~σ′, (a,~v, a)).
Therefore∑
π∈P2(2m,2)
π∨δ=γ̂
V(π, ~σ) =
∑
ρ∈P2(2r,2)
ρ∨δ=ω̂
∑
ν∈P2(2q,2)
π∨δ=12q
V(ν ⊕ ρ, ~σ′ ⊕ ~σ′′)
=
∑
ρ∈P2(2r,2)
ρ∨δ=ω̂
1
MN
∑
(a, ~w,a)∈I(r)
v(ρ, ~σ′′, (a, ~w, a))
· [ ∑
ν∈P2(2q,2)
π∨δ=12q
∑
~v∈J(q)
v(ν, ~σ′, (a,~v, a))
]
.
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But
1
MN
∑
(a, ~w,a)∈I(r)
v(ρ, ~σ′′, (a, ~w, a)) = V(ρ, ~σ′′)
hence, from Remark 4.6,∑
π∈P2(2m,2)
π∨δ=γ̂
V(π, ~σ) = [ ∑
ν∈P2(2q,2)
π∨δ=12q
V(ν, ~σ′)] · [ ∑
ρ∈P2(2r,2)
ρ∨δ=ω̂
V(ρ, ~σ′′)]
and property (a.2) follows by induction. 
Theorem 4.8. Suppose that {MN}N is a strictly increasing sequence of positive
integers and that for each i = 1, 2, . . . , n there exist two sequences {bi,N}N and
{di,N}N such that:
(i) b1,N ≤ b2,N ≤ · · · ≤ bn,N
(ii) for each i = 1, 2, . . . , n, we have that bi,N · di,N =MN
(iii) for each i = 1, 2, . . . , n, the limits lim
N→∞
bi,N , lim
N→∞
di,N exist.
Then the family
{
W
Γ(bi,N ,di,N )
N : i = 1, 2, . . . , n
}
is almost surely asymptotically
free if and only if the following condition is satisfied:
(w.1) If k < l and Qk,l,N = dk,N ·Lk,l,N is the least common multiple of dk,N and
dl,N , then lim
N→∞
Lk,l,N =∞.
Proof. The proof of the almost sure part of this Theorem depends on Theorem 5.2.
For the reader’s convenience we defer the proof of Theorem 5.2 to Section 5.
Suppose the family
{
W
Γ(bi,N ,di,N )
N : i = 1, 2, . . . , n
}
is almost surely asymptot-
ically free then the family
{
W
Γ(bi,N ,di,N )
N : i = 1, 2, . . . , n
}
is asymptotically free
and Corollary 4.2 shows that (w.1) holds.
Suppose now that condition (w.1) holds true. Since all partial transposes are
symmetric and since, according to Lemmata 4.4 and 4.5, conditions (c.3) and (c.4)
are satisfied by partial transposes, we only need to show that (w.1) implies that
the family
{
W
Γ(bi,N ,di,N )
N : i = 1, 2, . . . , n
}
satisfies the conditions (c.1), (c.2) and
(c.3).
Let k < l. Theorem 3.2 and (w.1) give that
j
(
Γ(bk,N , dk,N ),Γ(bl,N , dl,N )
) ≤ M2N
Lk,l,N
= o(M2N ),
i.e. the condition ( c.1) is satisfied.
On the other hand, note that (w.1) implies that lim
N→∞
dl,N =∞. Indeed, if
lim
N→∞
dk,N ≤ lim
N→∞
dl,N <∞
then lim
N→∞
Ql,k,N is the least common multiple of lim
N→∞
dk,N and lim
N→∞
dl,N , which
is finite, hence so is lim
N→∞
Lk,l,N . Condition (w.1) also implies that lim
N→∞
bk,N =∞,
since
bk,N · Lk,l,N ≤MN = bk,N · dk,N
so lim
N→∞
Lk,l,N ≤ lim
N→∞
bk,N . Theorem 3.3 gives then
#
{
(a, b, c) : π2 ◦ Γ(bk,N , dk,N )(a, b) = π2 ◦ Γ(bl,N , dl,N )(c, b)
}
= o(M3N )
#
{
(a, b, c) : π1 ◦ Γ(bk,N , dk,N )(a, b) = π1 ◦ Γ(bl,N , dl,N )(c, b)
}
= o(M3N ),
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i.e. the family
{
Γ(bi,N , di,N ) : i = 1, 2, . . . , n
}
also satisfy conditions (c.2) and (c.3).
So by Lemma 4.7 the family
{
W
Γ(bi,N ,di,N )
N : i = 1, 2, . . . , n
}
is asymptotically free.
In Theorem 5.2 we will show that for all i1, . . . , im the mixed moments
tr
(
WN (ω)
Γ(bi1,N ,di1,N )WN (ω)
Γ(bi2,N ,di2,N ) · · ·WN (ω)Γ(bim,N ,dim,N )
)
converge almost surely as N → ∞. By what we have shown above the limit to
which they converge is the mixed moment of some free random variables. Thus the
family
{
W
Γ(bi,N ,di,N )
N : i = 1, 2, . . . , n
}
is almost surely asymptotically free. 
Utilizing Theorem 3.2, we can reformulate Theorem 4.8 in a more intuitive fash-
ion, as shown below.
Corollary 4.9. Suppose that {MN}N is a increasing sequence of positive integers
and that for each i = 1, 2, . . . , n there exist two sequences {bi,N}N and {di,N}N
such that:
(i) bi,N · di,N =MN
(ii) the limits lim
N→∞
bi,N , and lim
N→∞
di,N exist.
Then the family
{
W
Γ(bi,N ,di,N )
N : i = 1, 2, . . . , n
}
is almost surely asymptotically
free if and only if whenever k 6= l, we have that
lim
N→∞
1
M2N
#
{
(i, j) : Γ(bk,N , dk,N )(i, j) = Γ(bl,N , dl,N )(i, j)
}
= 0.
We conclude this Section with the statements of two particular cases of Theorem
4.8.
Corollary 4.10. Suppose that the sequences {bi,N}N and {di,N}N satisfy the fol-
lowing conditions:
(i) bi,N · di,N = MN for every i = 1, 2, . . . , n and the sequence {MN}N is
strictly increasing.
(ii) lim
N→∞
b1,N does exist and lim
N→∞
bi,N
bi+1,N
=∞ for every i = 1, 2, . . . , n− 1.
Then the family
{
W
Γ(bi,N ,di,N)
N : i = 1, 2, . . . , n
}
is almost surely asymptotically
free.
Corollary 4.11. Suppose that, for i = 1, 2, 3, the sequences {bi,N}N and {di,N}N
satisfy the following conditions:
(i) bi,N · di,N = MN for every i = 1, 2, 3 and the sequence {MN}N is strictly
increasing.
(ii) the limits lim
N→∞
b1,N and lim
N→∞
d3,N exist and are finite, while
lim
N→∞
b2,N = lim
N→∞
d2,N =∞.
Then the family
{
W
Γ(b1,N ,d1,N )
N ,W
Γ(b2,N ,d2,N )
N ,W
Γ(b3,N ,d3,N )
N
}
is almost surely asymp-
totically free.
An example of a family a permutations non-related to partial transposes that is
satisfying Lemma 4.7 is given in Remark 4.12 below. In the next Section, we shall
discuss the framework of “left-partial transposes”, and improve the results from
[11].
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Remark 4.12. Suppose that for each positive integer N , θN is a permutation from
S(N) such that
(21) lim
N→∞
#
{
j ∈ [N ] : θN (j) = j
}
N
= 0.
Define σN ∈ S([N ]2) via σN (i, j) =
(
θN (i), θN (j)
)
.
If WN is a N ×N Wishart matrix, then WN and W σNN are almost surely asymp-
totically free.
Proof. Note first that
{
W σNN
}
N
is an Wishart ensemble, since, with the notations
from Section 2,
W σNN = G
σN
N · (GσNN )∗.
So condition (c.4) and the property from Lemma 4.4(i) are satisfied, hence it suffices
to show that the family
{
WN ,W
σN
N
}
satisfies the conditions (c.1), (c.2) and (c.3).
First, note that σN (i, j) = (i, j) is equivalent to θN (i) = i and θN (j) = j. So
condition (21) gives
#
{
(i, j) ∈ [N ]2 : σN (i, j) = (i, j)
}
= #
{
i ∈ [N ] : θN(i) = i
}2
= o(N2).
Similarly,
(22) #
{
(i, j, l) ∈ [N ]3 : π2 ◦ σN (i, j) = π1(j, l)
}
= #
{
(i, j, l) ∈ [N ]3 : θN (j) = j
}
= o(N3).
Finally,
#
{
(i, j, l) ∈ [N ]3 : π1 ◦ σN (i, j) = π2(j, l)
}
=
{
(i, j, l) ∈ [N ]3 : θN(i) = l
}
= N2
and the conclusion follows from Lemma 4.7 and Theorem 5.2. 
4.2. Relation to left partial transposes. For b · d = M , we define the left
partial transpose Γ(b, d)(X) of a M ×M matrix X as the transpose of Γ(b, d)(X).
I.e. we see X as a b× b block matrix X = [Xi,j]bi,j=1 with entries Xi,j being d× d
matrices; the matrix Γ(b, d)(X) is obtained then by changing each Xi,j with Xj,i
without transposing the entries inside the blocks.
Theorem 4.13. Suppose that the sequences {MN}N {bN}N , {dN}N , {BN}N and
{DN}N satisfy the following conditions:
(i) {MN}N is strictly increasing;
(ii) bN · dN = BN ·DN =MN
(ii) the limits lim
N→∞
bN , lim
N→∞
dN , respectively lim
N→∞
BN , and lim
N→∞
DN do exist.
Suppose also thatWN is aMN×MN Wishart matrix. Then the following statements
are equivalent:
(1) lim
N→∞
dN · BN = lim
N→∞
bN ·DN =∞
(2) W
Γ(bN ,dN)
N and W
Γ(BN ,DN )
N are almost surely asymptotically free
(3) lim
N→∞
#
{
(i, j) ∈ [MN ]2 : Γ(bN , dN )(i, j) = Γ(BN , DN )(i, j)
}
M2N
= 0.
Proof. By Theorem 5.2, W
Γ(bN ,dN )
N and W
Γ(BN ,DN )
N are almost surely asymptoti-
cally free if and only if they are are asymptotically free. So to prove the theorem
we shall just work with asymptotic freeness.
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Suppose that lim
N→∞
dN · BN = lim
N→∞
bN · DN = ∞. Since W Γ(BN ,DN )N is the
transpose of W
Γ(bN ,dN )
N , it does satisfy the condition (c.4) as well as the property
from Lemma 4.4(i). So, to show that property (2) holds true, it suffices then to
show that Γ(bN , dN ) and Γ(BN , DN) satisfy the conditions (c.1), (c.2), (c.3).
As seen before, for each (i, j, l) ∈ [MN ]3 there some are unique α1, α2 ∈ [bN ],
β1, β2 ∈ [dN ], γ1, γ2 ∈ [BN ] and δ1, δ2 ∈ [DN ] such that
i = (α1 − 1)dN + β1
j = (α2 − 1)dN + β2 = (γ2 − 1)DN + δ2
l = (γ1 − 1)DN + δ1.
The condition Γ(bN , dN )(i, j) = Γ(BN , DN)(l, j) gives then

(α1 − 1)dN + β2 = (γ2 − 1)DN + δ1
(α2 − 1)dN + β1 = (γ1 − 1)DN + δ2
(α2 − 1)dN + β2 = (γ2 − 1)DN + δ2
which is equivalent to
(23)


(α1 − α2)dN = δ1 − δ2
β1 − β2 = (γ1 − γ2)DN
(α2 − 1)dN + β2 = (γ2 − 1)DN + δ2.
If lim
N→∞
dN ≥ lim
N→∞
DN , then δ1 − δ2 ∈ (−DN + 1, DN − 1) so the first equation
in (23) gives that α1 = α2 and δ1 = δ2. Moreover, the second equation from (23)
gives that γ1 is uniquely determined by (β1, β2, γ2), and the third equation gives
that (γ2, δ2) is uniquely determined by (α2, β2). Therefore
#
{
(i, j, l) ∈ [MN ]3 : Γ(bN , dN )(i, j) = Γ(BN , DN )(l, j)
}
(24)
≤ #{(α1, β1, β2) : α1 ∈ [bN ], β1, β2 ∈ [dN ]}
= bN · d2N =
M2N
bN
.
On the other hand, the second equation from (23) also gives that β1 is uniquely
determined by (β2, γ1, γ2) while the third equation gives that (α2, β2) is uniquely
determined by (γ2, δ2). Therefore
#
{
(i, j, l) ∈ [MN ]3 : Γ(bN , dN )(i, j) = Γ(BN , DN)(l, j)
}
(25)
≤ #{(γ1, γ2, δ2) : γ1, γ2 ∈ [BN ], δ2 ∈ [DN ]}
= B2N ·DN =
M2N
DN
.
Since lim
N→∞
bN ·DN =∞, equations (24) and (25) imply that the condition (c.1) is
satisfied.
If lim
N→∞
DN ≥ lim
N→∞
dN , then β1−β2 ∈ (−dN +1, dN −1) so the second equation
from (23) gives that β1 = β2 and γ1 = γ2. Similar to the argument above, the
first equation from (23) gives that δ1 is uniquely determined by (α1, α2, δ2), and
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the third equation gives that (α2, β2) uniquely determines (γ2, δ2). Therefore
#
{
(i, j, l) ∈ [MN ]3 : Γ(bN , dN )(i, j) = Γ(BN , DN )(l, j)
}
(26)
≤ #{(α1, α2, β1) : α1, α2 ∈ [bN ], β1 ∈ [dN ]}
= b2N · dN =
M2N
dN
.
On the other hand, the first equation from (23) also gives that (γ1, γ2, β2) uniquely
determines β1, and, again, from the third equation (α2, β2) are uniquely determined
by (γ2, δ2). Therefore
#
{
(i, j, l) ∈ [MN ]3 : Γ(bN , dN )(i, j) = Γ(BN , DN)(l, j)
}
(27)
≤ #{(γ1, δ1, δ2) : γ1 ∈ [BN ], δ1, δ2 ∈ [DN ]}
= BN ·D2N =
M2N
BN
.
Using now that lim
N→∞
BN ·dN =∞, equations (26) and (27) imply that the condition
from (c.1) is satisfied.
For the condition (c.3), we have that the equality
π1 ◦ Γ(bN , dN )(i, j) = π1 ◦ Γ(BN , DN )(l, j)
is equivalent to
(28)
{
(α1 − 1)dN + β2 = (γ2 − 1)DN + δ1
(α2 − 1)dN + β2 = (γ2 − 1)DN + δ2.
Note that the triple (i, j, l) ∈ [MN ]3 is then uniquely determined by the 5-
tuple (α1, α2, β1, β2, γ1) since first equation of (28) gives that (α1, β2, γ2) uniquely
determines δ1 and the second equation gives that (α2, β2) uniquely determines
(γ2, δ2). Therefore
#
{
(i, j, l) ∈[MN ]3 : π1 ◦ Γ(bN , dN )(i, j) = π1 ◦ Γ(BN , DN )(l, j)
}
(29)
≤#{(α1, α2, β1, β2, γ1) : α1, α2 ∈ [bN ], β1, β2 ∈ [dN ], γ1 ∈ [BN ]}
=b2N · d2N · BN =
M3N
DN
.
On the other hand, the triple (i, j, l) is also uniquely determined by the 5-tuple
(β1, γ1, γ2, δ1, δ2) since the first equation of (28) gives that (β2, γ2, δ1) uniquely de-
termines α1 and the second equation gives that (γ2, δ2) uniquely determines (α2, β2).
Therefore
#
{
(i, j, l) ∈[MN ]3 : π1 ◦ Γ(bN , dN )(i, j) = π1 ◦ Γ(BN , DN)(l, j)
}
(30)
≤#{(β1, γ1, γ2, δ1, δ2) : β1 ∈ [dN ], γ1, γ2 ∈ [BN ], δ1, δ2 ∈ [DN ]}
=dN ·B2N ·D2N =
M3N
bN
.
So condition (c.3) follows from relations (29), (30) and from lim
N→∞
bN ·DN =∞.
Finally, to show that Γ(bN , dN ) and Γ(BN , DN ) satisfy condition (c.2), we use
that the equality
π2 ◦ Γ(bN , dN )(i, j) = π2 ◦ Γ(BN , DN )(l, j)
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is equivalent to
(31)
{
(α2 − 1)dN + β1 = (γ1 − 1)DN + δ2
(α2 − 1)dN + β2 = (γ2 − 1)DN + δ2.
In this case, the first equation of (31) gives that the couples (α2, β1) and (γ1, δ2)
uniquely determine each other; the second equation gives that so do the couples
(α2, β2) and (γ2, δ2), hence the triple (i, j, l) is now uniquely determined by either
of the 5-tuples (α1, α2, β1, β2, δ1) and (α1, γ1, γ2, δ1, δ2). Therefore
#
{
(i, j, l) ∈[MN ]3 : π2 ◦ Γ(bN , dN )(i, j) = π2 ◦ Γ(BN , DN )(l, j)
}
(32)
≤#{(α1, α2, β1, β2, δ1) : α1, α2 ∈ [bN ], β1, β2 ∈ [dN ], δ1 ∈ [DN ]}
=b2N · d2N ·DN =
M3N
BN
,
respectively
#
{
(i, j, l) ∈[MN ]3 : π2 ◦ Γ(bN , dN )(i, j) = π2 ◦ Γ(BN , DN )(l, j)
}
(33)
≤#{(α1, γ1, γ2, δ1, δ2) : α1 ∈ [bN ], γ1, γ2 ∈ [dN ], δ1, δ2 ∈ [DN ]}
=bN ·B2N ·D2N =
M3N
dN
,
So condition (c.2) relations (32), (33) and from the condition lim
N→∞
dN · BN =∞.
If property (2) holds true, then (3) follows from Lemma 4.1.
Finally, to show that property (3) implies (1), suppose that lim
N→∞
dN · BN <∞
(the case lim
N→∞
DN · bN <∞ will follow by taking transposes).
Let {eN}N be a sequence of positive integers such that
1
2
DN ≤ dN · eN ≤ DN .
In particular, lim
N→∞
eN =∞, and
(dN · eN )2 ≥ M
2
N
4B2N
.
Consider the set
F =
{
(α1 · dN + β, α2 · dN + β) : α1, α2 = 0, 1, . . . , eN − 1, β ∈ [dN ]
}
.
Note that, if (i, j) ∈ F then Γ(bN , dN )(i, j) = Γ(BN , DN )(i, j) = (i, j), hence
#
{
(i, j) ∈ [MN ]2 : Γ(bN , dN )(i, j) = Γ(BN , DN )(i, j)
} ≥ #F,
but
#F = dN · e2N ≥
M2N
4B2NdN
and the conclusion follows. 
An immediate consequence of Theorem 4.13 is the following result.
Corollary 4.14. For any two sequences {bN}N and {dN}N such that bN ·dN =MN
and the limits lim
N→∞
bN , and lim
N→∞
dN , exist, we have thatW
Γ(bN ,dN)
N andW
Γ(bN ,dN)
N
are almost surely asymptotically free.
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Moreover, in the proof of Theorem 4.13 it is in fact shown that properties (1)
and (3) are equivalent to the permutations Γ(bN , dN ) and Γ(BN , DN) satisfying
the conditions (c.1), (c.2), (c.3). Hence we have the following.
Corollary 4.15. Let {MN}N be a strictly increasing sequence of positive integers.
Suppose that for each N , WN is a MN ×MN Wishart matrix.
Suppose also that for each i = 1, 2, . . . ,m+ n there exist two sequences {bi,N}N
and {di,N}N such that:
(i) bi,N · di,N =MN
(ii) the limits lim
N→∞
bi,N , and lim
N→∞
di,N exist.
(iii) d1,N ≤ d2,N ≤ · · · ≤ dm,M
For i ≤ m, denote σi,N = Γ(bi,N , di,N ) and for m + 1 ≤ i ≤ m + n, denote
σi,N = Γ(bi−m,N , di−m,N ). The following statements are then equivalent:
(1) The family
{
W
σi,N
N : i = 1, 2, . . . ,m + n
}
is almost surely asymptotically
free
(2) If k < l, then {dk,N}N and {dl,N}N satisfy condition (w.1) if either l ≤ m
or m < k, respectively satisfy the property
lim
N→∞
dk,N · bl,N = lim
N→∞
bk,N · dl,N =∞
if k ≤ m < l.
(3) Whenever a 6= b, we have that
lim
N→∞
1
M2N
#
{
(i, j) : σa,N (i, j) = σb,N (i, j)
}
= 0.
5. Second order fluctuations and almost sure convergence
In this section we show that the covariances
Cov
(
Tr(W
σ1,N
N W
σ2,N
N · · ·W σm,NN ),Tr(W σm+1,NN · · ·W σm+r,NN )
)
are bounded independently of N . This will be used to prove Theorem 5.2, which
shows that convergence in moments will imply almost the sure convergence that we
claimed in Section 4.
Lemma 5.1. Suppose that m, r are two positive integers and that, for every s ∈
[m+ r], {σs,N}N is a sequence of symmetric permutations with each σs,N being an
element of S([MN ]2). Then there exist some positive C(m, r) such that for each N
we have that
Cov
(
Tr(W
σ1,N
N W
σ2,N
N · · ·W σm,NN ),Tr(W σm+1,NN · · ·W σm+r,NN )
)
< C(m, r).
Proof. For a and b two positive integers, we shall denote by Pa,b2 (a + b, 2) the set
of all pair partitions π on [a+ b] such that for k and π(k) have different parities for
each k ∈ [a+ b] and there exists some s ≤ a such that π(s) > a. In other words,
Pa,b2 (b + b, 2) = {π ∈ P2(a+ b, 2) : π 6= π1 ⊕ π2 for any π1 ∈ P2(a, 2)
and any π2 ∈ P2(b, 2)}.
(Here by ⊕ we shall understand the concatenation of two multi-indices or of two
pairings).
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Since, with the notations from Section 2, we have
E
(
Tr(W
σ1,N
N W
σ2,N
N · · ·W σm,NN ) · Tr(W σm+1,NN · · ·W σm+r,NN )
)
=
∑
π∈P2(2m+2r,2)
∑
~u1∈I(m)
~u2∈I(r)
v(π, ~σ, ~u1 ⊕ ~u2),
it follows that
Cov
(
Tr(W
σ1,N
N W
σ2,N
N · · ·W σm,NN ),Tr(W σm+1,NN · · ·W σm+r,NN )
)
=
∑
π∈P2m,2r2 (2m+2r,2)
∑
~u1∈I(m)
~u2∈I(r)
v(π, ~σ, ~u1 ⊕ ~u2)
=M
−(m+r)
N
∑
π∈P2m,2r2 (2m+2r,2)
#Am,r(π, ~σ),
where
Am,r(π, ~σ) = { ~u1 ⊕ ~u2 : ~u1 ∈ I(m), ~u2 ∈ I(r) and v(π, ~σ, ~u1 ⊕ ~u2) 6= 0}
So it suffices to show that for any ~σ and any π ∈ P2m,2r2 (2m+ 2r, 2),
#Am,r(π, ~σ) ≤ (max{MN , PN})m+r.(34)
To show (34), fix π ∈ P2m,2r2 (2m+ 2r, 2). Since 2m is even and p connects only
elements of different parities, there exists some even s < 2m such that π(s) > 2m.
Therefore, without loss of generality, via circular permutations of the sets [2m] and
[2m+ 2r] \ [2m], it suffices to show (34) for pairings π such that π(2m) = 2m+ 1.
For each k ∈ [m+ r], denote
B~σ(k) = #{(is, js, j−s, i−s)1≤s≤k : there exists some (il, jl, i−l, j−l)k<l≤m+r
such that (i1, j1, i−1, j−1, . . . , im+r, jm+r, j−m−r, i−m−r) ∈ Am,r(π, ~σ)},
and remark that,
B~σ(k) ≤ B~σ(k − 1) ·
(
max{MN , PN}
)2−#(π({2k−1,2k})∩[2k])
.(35)
To prove (35), we fix (is, js, j−s, i−s)s≤k−1 and, using a similar argument to the
proof of Lemma 2.1, we shall show that the number of tuples (ik, jk, i−k, j−k) such
that (is, js, j−s, i−s)s≤k can be completed to an element from Am,r(π, ~σ) is at most(
max{MN , PN}
)2−#(π({2k−1,2k})∩[2k])
.
Since ik = i−(k−1) and jk = j−k, we have that (ik, jk, i−k, i−k) is uniquely
determined by i−(k−1) and by (jk, i−k), so B~σ(k) ≤ B~σ(k − 1) ·MNPN .
If π(2k−1), π(2k) ≤ 2k−2, then besides the conditions above, we have that lk =
l−π(2k−1), jk = jπ(2k−1) and l−k = lπ(2k). So (lk, jk, l−k), hence (ik, jk, j−k, i−k) is
uniquely determined by (is, js, j−s, i−s)s≤k−1. Then B~σ(k) = B~σ(k − 1).
If π(2k − 1) = 2k, then lk = l−k. Since σk,N is symmetric, we obtain that ik =
i−k, so (ik, jk, j−k, i−k) is uniquely determined by jk and by (is, js, j−s, i−s)s≤k−1.
Therefore B~σ(k) ≤ B~σ(k − 1) · PN .
If π(2k − 1) = q ≤ 2k − 2 and π(2k) > 2k, then lk = lq and jk = jq, so
(ik, jk, j−k, i−k) is uniquely determined by l−k and by (is, js, j−s, i−s)s≤k−1; hence
B~σ(k) ≤ B~σ(k − 1) ·MN . The case π(2k − 1) > 2k and π(2k) ≤ 2k − 2 is similar,
so the proof for (35) is complete.
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Clearly
B~σ(1) ≤ #{(i1, j1, j−1, i−1) : j1 = j−1} =M2NPN
so applying (35) gives
B~σ(m− 1) ≤ (MN + PN )2m−1−#{s≤2(m−1): π(s)≤2(m−1)}.(36)
On the other hand, note that
B~σ(m) ≤ B~σ(m− 1) · (MN + PN )1−#(π({2m−1,2m})∩[2m])(37)
so (35) gives
B~σ(m) ≤ (MN + PN )2m−#{s≤2m: π(s)≤2m}.
To show (37), we use that i−m−1 = im and i−m = i1. So if both π(2m − 1)
and π(2m) are greater than 2m, then (im, jm, j−m, i−m) is uniquely determined by
jm and (is, js, j−s, i−s)s≤k−1. Hence, in this case, B~σ(m) ≤ B~σ(m − 1) · PN . If
π(2m−1) = q ≤ 2m−2 then we also have that jm = jq therefore (im, jm, j−m, i−m)
is uniquely determined by (is, js, j−s, i−s)s≤k−1, and B~σ(m) ≤ B~σ(m− 1).
Next, notice that
B~σ(m+ 1) ≤ (MN + PN )2(m+1)−#{s≤2(m+1):π(s)≤2(m+1)}(38)
To prove the inequality above it suffices to show that (35) holds true also for k =
m+1. To show it, note first that, since we are under the assumption π(2m) = 2m+1,
we have l−m = lm+1 and j−m = jm+1. Hence, if π(2m + 2) > 2m + 2, the tuple
(im, jm, j−m, i−m) is uniquely determined by l−(m+1) and by (is, js, j−s, i−s)s≤m, so
B~σ(m+1) ≤ B~σ(m)·MN . If π(2m+2) ≤ 2m then we also have l−(m+1) = lπ(2m+2).
In this case (im, jm, j−m, i−m) is uniquely determined by (is, js, j−s, i−s)s≤m, so
B~σ(m+ 1) ≤ B~σ(m), which completes the proof of (38).
Finally, inequality (38) and another application of (35) give
B~σ(m+ r) ≤ (MN + PN )2m+2r−#{s∈[2m+2r]:π(s)≤2m+2r} = (MN + PN )m+r.
But B~σ(m+ r) = #Am,r(π, ~σ), so the proof is complete. 
Assume now that for each positive integer N , the entries of theMN×PN Ginibre
matrix GN are independent identically distributed Gaussian random variables of
variance
1√
MN
from the same probability space (Ω, P ). In particular, for each
ω ∈ Ω and each positive integer N , the product WN (ω) = GN (ω)GN (ω)∗ is a
MN ×MN positive complex matrix.
Standard techniques in probability (see, for example, [5], or Chapter 4 of [12])
give the following consequence of Lemma 5.1.
Theorem 5.2. If for each s ∈ [m] and N ∈ N σs,N is a permutation from S([MN ]2)
and L is a complex number such that
lim
N→∞
E ◦ tr(W σ1,NN W σ2,NN · · ·W σm,NN ) = L
then, almost surely on (Ω, P ), we have that
lim
N→∞
tr
(
WN (ω)
σ1,NWN (ω)
σ2,N · · ·WN (ω)σm,N
)
= L.
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Proof. For each positive integer N , consider fN : Ω→ C given by
fN(ω) = tr
(
WN (ω)
σ1,NWN (ω)
σ2,N · · ·WN (ω)σm,N
)
.
For Lemma 5.1, there is some positive C such that Var(fN ) <
C
N2
so, for any ε > 0,
Chebyshev’s inequality gives
P
({ω ∈ Ω : |fN(ω)− E(fN )| ≥ ε}) ≤ C
ε2N2
,
hence ∑
N≥1
P
({ω ∈ Ω : |fN(ω)− E(fN )| ≥ ε}) <∞
and the almost sure convergence for fN follows from the Borel-Cantelli Lemma. 
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