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A B S T R A C T 
Simulation Study of an Estimator of Bivariate Survivor 
Function and Estimator of its Variance 
by Yu Lan Jin 
Bivariate survival data arises when we have either a pair of observation times for each in-
dividual or times on two related individuals, such as infection times for the two kidneys of 
a person or death times of twins. Such data are also often subject to censoring - bivariate 
censoring - i.e., exact observations may not be available on one or both of components 
because of drop-out or other reasons. Hence it is important to have an efficient, nonpara-
metric bivariate survivor function estimator under censoring, i.e., a bivariate Kaplan-Meier 
estimator. In this thesis we carry out an extensive simulation study of an estimator pro-
posed by Sen and Stute(2007), which involves solving for an eigenvector of a certain matrix. 
A comparison of the estimator with two other existing but unsatisfactory ones is also given 
using a small data-set. Moreover, variance of the former is computed using a bivariate 
analogue of Greenwood's formula, which involves solving a matrix equation of the form 
A X B = C 
m 
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1.1 How did the problem arise? 
For univariate survival data analysis, we have many efficient estimators and inference pro-
ceeding. 
Correlated failure time data arise in diverse application areas such as disease occurrence 
studies between pairs of family members in genetic epidemiology. Such data are often sub-
ject to (bi-variate) censoring. For the purpose of inference without parametric models, or 
for 
Model checking (for a parametric model), we need an efficient, computationally convenient 
nonparametric bivariate survivor function estimator. In other words, it is desirable to have 
an analogue of the Kaplan-Meier estimator for bivariate failure time data. 
1.2 Notation 
Some notations are involved in my thesis as below. 
Survival data 
Survival data is a term used for describing data that measure the time to some event. The 
event is a transition from one state to another. 
For example, death is a transition from the state alive to the state dead. Occurrence of 
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disease is a transition from a state of being healthy to a state of presence of disease. In 
the economic example, it is a transition from a state unemployed to a state employed to a 
state unemployed. 
Univariate survival data 
This term means that all time variables describing the time to the same type of event 
and individuals are assumed to be independent. The event considered will be called death 
for theoretical evaluations, event though it also can be other events. Therefore, the data 
consist of n independent times, T\,..., Tn, with corresponding death indicators 
£>!,..., Dn. Thus, in the case of death,D — 1, T is time to death; in the case of censoring 
D — 0, and T is the observation time. A subscript i is used to denote the individuals. 
Univariate censoring 
The survival variables Y\, Y%, Y3,... ,Yn are right-censored by fixed constants i1; i2) h, • • •, *n> 
if the observed sample consists of the ordered pairs (Zi, 5i), for i = 1,2,..., n, where for 
each Zi = min{Yi, ij}, 
1 ifYi < tt (uncensored) 
Oi — 
0 ifYi > U (censored) 
whereij is the fixed censor time and 8i the censor indicator for Yt, 
Survival random variable 
A random variable X is a survival random variable if an observed outcome x of X lies in 
the interval [0, oo). 
Suppose that X has probability density function f and cumulative distribution function F. 
Then F(x) = P(X < xy) = ft f{u)du. 
Survivor function 
The survival function,F, is defined for all values of x by F(x) = 1 — F{x). 
i.e. F(x) = P(X >x) = /x°° f(u)du 
2 
Empirical survivor function 
Given n observations Xi,X2,X$,... ,Xn independently and identically distributed (i.i.d.) 
with the same distribution as Y, the empirical survivor function Fn is defined for all values 
of y by 
- . . number of observation > x 1 v—>,
 T ,.,,. 
Fn(x) = = - > I(x,oo)(Xi) 
n n *—' 
and is an estimate of the survival function F. 
Hazard function 
A survival random variable Y has hazard function, or hazard rate or force of mortality, 
defined for y > 0 by 
, , ,
 r P(y < y < y + Ay) f(y) 
h
^ = l™o AyP(Y>y) =W) 
Greenwood's Formula 
In terms of notation for jth interval Ij = [aj_i, Oj), Nj as the number at risk in /,•; we write: 
Pj — P(Surviving through Ij\ Alive at the start of Ij) 
= P(X > a,j\X > aj_i) 
where pj as the actuarial estimate of pj and qj — 1 — pj, F(aj) is lifetable estimator. 
We will concentrate on the derivation which approximates S(a.j) by a product of indepen-
dent binomial proportions for the intof the lifetable prior to aj. This will require positive 
sample sizes (effective numbers at risk) in each of the intervals concerned. If we condition 
on this, then the result is exact rather than an approximation; unconditionally, the stan-
dard error result is an approximation. 
We begin by noting that if N'j > 0, the effective number at risk,Nj, for j > r depends 
on past effective numbers at risk, N[ with / < r only through the value of N'r. Of course, 
if Nj = 0, then we cannot tell at a previous interval identified by I < j whether N( = 0 
or whether N[ > 0. The discussion begins by showing that the lifetable estimate F(a,j) is 
'approximately' unbiased for S(a,j). 
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Theoreml 
E[F(a,j)] & P1P2P3 • • • Pj = F(a,).j = 1 ,2 ,3 , . . . ,k + 1. 
Theorem2 (Greenwood's Formula) 
The standard error of the lifetable estimate if given by 
Var[#(aj)] «F(a,-)2 J ] - ^ 7 7 , j = 1,2,3,... ,fc + l. 
i = l PiI i 
The Kaplan-Meier Estimator 
The most commonly used for survival data is the Kaplan- Meier (1958) product limit 
estimate . The Kaplan-Meier estimator is aimed at estimation of the survival function 
from censored life-time data. The value of the survival function between successive distinct 
uncensored observations is taken as constant, and the graph of the Kaplan-Meier estimate 
of the survival function is a series of horizontal steps of declining magnitude. 
If TTJ is the probability of having an event until then, that is, on surviving to that time, 
the likelihood function is L(ir) = IT;=i7 r /( l ~~ ^j)nj~dj where rij is the number having 
survived and still under observation, and hence still known to be at risk just prior to tj, 
called the risk set, dj, is the number having the event at time tj, and TTJ is the hazard 
or intensity at tj. This is a special application of binomial distribution, with maximum 
likelihood estimates,^- = dj/rij. Then, the product limit estimate of survivor function is 
just the product of the estimated probabilities of not having the event at all time points 
up to the one of interest: 
>w= n V-nfi-aW 
where Hn(x) = \ YH=I Hzi > x)-
Bivariate survival times, Survival function, Hazard function 
X means X = {X\, X2) G R+2 and if we write <, >, > and <, then this should hold com-
ponentwise: for example, if x,y e R+2, then x < y <*=^ - x\ < y\,x2 < y-z- We will write 
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Xi, i = 1 , . . . , n, as notation for n i.i.d. bivariate survival times with the same distribution 
as T, while we write X\ and X2 for survival times with the same distribution as X, while 
we write X\ and X2 for the components of X. 
Bivariate right randomly censored data can be modeled as follows: T is a positive bivariate 
lifetime vector with bivariate distribution FQ and survival function Fo : F0(t) = Pr(X < x) 
and Fo(t) = Pr(X > x). Let C be a positive bivariate censoring vector with bivariate 
distribution Go and survivor function bivariate censoring vector with bivariate distribution 
Go and survivor function H0 : G0(Y) = PriY < y) and G0(Y) = Pr(Y > y). 
Handling probabilities is more complicated in the bivariate case than in the univariate. 
In the univariate case, the probability of an interval (a, b), that is, Pr(T(a, &)), is found as 
F(b) — F(a), but in bivariate case, the corresponding formula is 
Pr(Xi(a1,b1),X2(a2,b2)) = F(bx, b2) - F{au b2) - F(bh a2) + F(aua2). 
We may define a bivariate hazard function as 
h{tut2)
 ~ WM 
which describes the probability that both coordinates will experience an event given that 
- m they are both alive. This naturally extends the univariate expression h(t) = jtt, which 
d2F(tr,t2) 
alternatively can be written as h(t) = -rf'°^f(f). Thus h{tut2) = ^ ^ , but it cannot be 
simply formulated by means of the derivative of logF(ti,t2). In fact, the relation is 
——logFituh) - Kh,t2) - {•^logF{t1,t2)}{—logF(tl,t2)}. 
ati,at2 ati d*2 
Observations are described in the standard parallel way, as (Xi,X2) with corresponding 
death indicators (Yi,Y2). There are three types of observations - the double deaths, that 
is, known times; single deaths, where one individual is observed to die and the other is 
censored; and double censoring. 
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Uncensored 
If Di — (1,1), then the observation Yt is called uncensored. 
Singly censored 
If Di = (0,1) or Di = (1, 0), then the observation Yi is called singly censored. 
Doubly censored 
If Di — (0,0), then the observation Vj is called doubly censored. 
The uncensored observations are the complete observations and singly censored and doubly 
censored are incomplete observations. 
1.3 History of non-parametric bivariate survivor func-
tion estimator 
For univariate survival function estimator, we have Kaplan-Meier eatimator and Nelson-
Aalen estimator. Especially, Kaplan-Meier Estimator is successfully to express the masses 
of survival function. We use the graphs of the Kaplan-Meier estimator to compare different 
group of survival data. 
It is a long history to find an efficient bivariate survival estimator. Many proposals for 
estimation of the bivariate survival function have been made in bivariate censored data . 
There are some main remarkable estimators. 
Hanley and parnes (1983) estimator is a maximum likelihood estimate. They suggested 
this estimate and made an explicit evaluation under homogeneous censoring and described 
an iterative solution in the general case. 
Their estimation method for homogeneous case has an interpretation like the multi-state 
model, because they split the problem into the distribution of minimum, the distribution 
of which component(s) fails at the minimum given the minimum, and then an arbitrary 
distribution for the second event given the first. When the censoring pattern is not homoge-
neous, this simple derivation is not possible, therefore, the two cases are treated separately. 
This method is limited to solve some cases. 
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Pruitt(1991) proposed an interesting implicitly defined estimator which is the solution 
of an ad hoc modification of the self-consistency equation. The Pruitt method instead 
distributes the mass according to a Kaplan-Meier method applied to the observed events 
in a neighborhood of the observation. 
Dabrowska(1988) and Van der Laan (1995) found the notable estimators. Dabrowska's 
multivariate product-limit estimator, based on a very clever representation of a multivari-
ate survival function in terms of its conditional multivariate hazard measure. 
The Dabrowska method has the problem that it assigns negative probability masses to some 
points. As demonstrated in the example, this happens at a very large number of points and 
the mass is non-ignorable. A further problem that makes us insure about the approach is 
that it supplies an estimate for full bivariate distribution,even when this distribution does 
not make sense, e.g., for bivariate data for different events with one of events being death. 
Note that the former can assign negative values to some events whereas the latter is in-
explicit, although asymptotically efficient under some strong conditions such as complete 
observation of the censoring variables. 
The Dabrowska estimate 
An interesting estimate of the bivariate survivor function was suggested by Dabrowska 
(1988). It was derived by a consideration of bivatiate hazard functions. The estimate is as 
follows. First find the bivariate risk set 
R(ti,t2) = ^ { T a > * i , T i 2 > i 2 } . 
i 
Then we need the number of bivariate events at each time 
i 
and the number of events for coordinate 1, among those where 
the second component is alive at time t2 
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Kw(tut2) = 5 ]Ai l{2 i i - h,Ti2>t2} 
The quantities are seen relative to the risk set 
Ln(h,t2) = Kn(tx,t2)/R{tut2) 
Lw(ti,t2) = Kw(h,t2)lR{tiM) 
L0i{h,t2) = KQl{tut2)IR[tx,t2) 
The marginal survivor functions are found as 
Si{h) = ]J{1 - L10(u,0)} 
U<tl 
S2(h) = H{1 - L01(u,0)}. 
In fact, they are just Kaplan-Meier estimates based on each coordinate separately. At all 
times without events, the factor is 1 and can be neglected. At times with event, there is a 
term below 1, which contributes to the estimate. Then the estimate is 
S(h,t2) = 5i(ti)52(t2) I I {l-H(u,v)} (2.1) 
0<u <ti,0<u <t2 
where H is given by 




 ~ { l - L i o ( t i , t 2 ) } { l - I o i ( t i , t 2 ) } 
It can be seen that Equation(2.1) has a strong interpretation as the product of the marginal 
survivor functions, modified by the product of H terms, which then describe the depen-
dence. If we want to assume symmetry, R should be substituted by R(tx,t2) + R(t2, tx) and 
similarly K\\ should be substituted by Kn(ti,t2) + -Kii(£2>*i)- Furthermore, .K01 should 
be substituted by i^oi(ii)*2) +-^oi(*2)*i), and -ft'io^ij^) should be the transpose of sum. 
Prentice and Cai (1992) suggested an estimator based on representation of the sur-
vivor function by Peano series which is a nice estimator. 
Prentice et al (2004) obtained one estimator of survival function with the empirical ma-
trix eigenvector, but it has incorrect solution. 
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Sen and Stute (2007) derived a bi-variate (or, multivariate) survivor function estima-
tor with a general solution to the empirical version of the eigenfunction equation by using 
a simple matrix eigenvector calculation. The estimator is linearized by the functional A— 
method. 
In brief, the Dabrowska method gives negative mass in some points. The Prentice et al 
(1992) method has the incorrect solution which is shown by Sen and Stute (2007). 
Generally, expressions for the variance are not available. Variance estimate has been derived 
only for the Hanley and Parnes approach, using Greenwood's formula. 
1.4 Content 
The aim of my thesis is to carry out a simulation study of Sen. and Stute's(2007) estimator 
as well as the associated variance estimator formula. 
In Chapter 2, computation and simulation of the estimator of Sen and Stute (2007) under 
different survival joint distributions and censored joint distributions, are given. We also 
checked the estimator with the real data (twins, kidney), and compared with Dabrowska's 
and Hanley and Parnes's methods. 
Chapter 3 gives the estimator of variance of bivariate survival function and the simulation 
results. 
Chapter 4 shows the conclusion of the simulation study. 
Further study is in Chapter 5. 
9 
Chapter 2 
Calculation and Simulation of the 
Estimator of Sen and Stute(2007) 
2.1 The estimator of Sen and Stute (2007) 
Simulation studies are presented to assess the moderate sample performance of a bi-variate 
Kaplan-Meier estimator, denoted Fe, derived by Sen and Stute. We present the mean 
squared-error (MSE) of Fe under different degrees censoring, with failure times and random 
censoring times generated from several joint distributions F(x\,X2) and £(2/1,2/2) respec-
tively. A comparison with Dabrowska and Hanley-Parnes estimators are also provided in 
a small, real-life data-set. 
The bivariate Kaplan-Meier estimator derived by Sen and Stute (2007) 
Let (Xn,Xi2), 1 < i < n, be independent and identically distributed (i.i.d) nonnega-
tive random vectors, each having a bi-variate distribution function (d.f.) F(x\,x2) and 
representing a bi-variate failure or survival time, such as those for 'twins', or pairs of 
kidney. Suppose further that these vectors are subject to random censoring from the 
right by another, independent set of i.i.d random vectors (Yn;Yi2),l < i < n, each 
having d.f. G(yi,y2), so that we can only observe (5n;5i2;Zn;Zi2);l < i < n; where 
5ij = I{Xij < Yij, Zij - min(Xij; Yij); j = 1,2; 1 < i < n. 
Let F(xi,... ,xm) = P{X\ > xi,...,Xm > xm} be the survivor function of an m-
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dimensional random vector X — (Xi,..., Xm), m > 1. Then F(-, . . . , •) satisfies the integral 
equation 
F ( x 1 - . . . , x m - ) = / F f a - , . . . , ^ - ) d f ^ ' - - - ' U (2.1) 
Let us look at m — 2 only. Now for censored data, we have 
dF(h,t2) _ Gjh-^-WFfatj) 
F(h~>h-) G ( t i - ) t 2 - ) F ( t i - , t 2 - ) ' 
where G(-, •) is the censoring distribution. Thus Eq.(2.1) becomes 
F ( t i - , * 2 - ) 7 v 7 
[ K 1 , 0 0 ) X [ X 2 , 0 0 ) 
and F(-, •) can be estimated as a solution to the empirical version of Eq.(2.2): 
F(xi-,*2-)= [ ^-^iT^V (2-2) 
Fn(xi-tX2-)= f Fn(tl-,t2-)£^^- (2.3) 
where as usual, Hjt1(ti,t2) = n"1 YH=I SiiSi2l{Zn < h,Zi2 < t2}, and Hn(ti,t2) = 
n-
1Eti1{Zil>t1,Zi2>t2}. 
Equations (2.1) and (2.3) obviously represent eigenvalue problems, i.e., F(x\ —,x2—) and 
Fn(xi — ,X2—) are eigenvectors corresponding to the eigenvalue 1 for the integral operators 
J [ , o o ) x [ , o o ) W ^ 2 ) W i - , i 2 - ) ) and / [ . i 0o )x [ . i 0o )(d^1(*i,*2)/^n(ti-,*2-)), respectively. 
To solve Eq.(2.3), we may assume that the estimator gives mass pt > 0 to the observation 
(Zj\, Zi2), 1 < i < n, so that 
n 
Fi := Fn(Zn — , Zi2—) = 2_^ aijPji 
where 
!
1 if Zji > Zn, Zj2 > Zi2 
0 otherwise; 
Further, let k := A t f * 1 ^ , Z i 2) / t f„(Za-, Zi2-) = n - 1 5 i i ^ 2 / / f n (Z a - , Z j 2 - ) . Then Eq.(2.3), 
with X\ = Zn, x2 = Zi2, 1 < i < n, may be rewritten in matrix notation as, 
n 
A p = A B A p , X)p i = l, (2.4) 
where A = ((ay)), p = (p 1 ; . . . ,p„), B = diag (6 l 5 . . . , bn). Now order (Z a , Zi2), 1 < i < n, 
in the increasing order of the first coordinate, i.e., as (Z[i:ni], Z[i:n2]), 1 < i < n, where 
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Z\:ni < ••• < Zn-.ni a n d [^i:n2]> 1 < ^ < «> are the corresponding concomitant. Then, 
with any suitable convention for breaking ties, A becomes a non-singular, upper-triangular 
0 if j < i 
aij = < 1 if j = i 
1 or 0 if j > i 
Note that for univariate ordered data, ay = 1 for all j > i. Thus A now becomes invertible, 
and Eq.(2.4) becomes 
n 
p=BAp, J^Pi = L (2-5) 
i= l 
Finally, we have Fei — Y^j=i aijPj o r m matrix notation 
F e = Ap (2.6) 
The results of the estimation F(xi,x2) or equivalently, its survivor function F(xi,x2) = 
P{Xi > Xi,X2 > x2} based on the observed data, i.e., the bi-variate version of the Kaplan-
Meier estimator, is as follows. 
1) Observation bivariate data (Xi, X2) has the density of f{xi,x2). 
To estimate F(x\, x2) — P{XX > x\,X2 > x2} based on a sample (Xn,Xi2),i — 1,2,..., n 
we use 
i 1 n 
F(xi,x2) = - ^2 JiXil > xuXa > xi}-
n
 i= l 
2) Censoring data (Yi, Y2) has the density g{y\,y2), where (Yi, Y2), (Xi, X2) are indepen-
dent. 
3) For (Yji,Yi2), i = 1,2,... ,n, data matrix : (5ii,6i2,Zii,zi2), i = l,2,...,n, 
where 
ZJI = Xn A YiX, 5n = I(Xn < Yn) 
Zi2 — Xi2 A Yi2, 5i2 = I{Xi2 < Yi2) 
Let 
Xx = {Xtl, 1 < i < n), X2 = (Xi2) 1 < t < n), 
Y~i = (y«, 1 < i < n), Y2 = (Yi2, 1 < t < n), 
12 
<*i - (Xj < Yi) + 0, 52 = (X2 < Y2) + 0. 
Arrange matrix (Sn, Si2, za, za,i = 1, 2 , . . . , n) according to increasing order of (zn, 1 < i < 
n), then the matrix change to (<%i], S[i2], Z[a], Z[i2], i = 1,2,..., n). 
We define A = ((a^)) , where ay = { ^ " T ^ . ~U ' J >1 < * < n, 1 < j < n. 1 if 2j-l > i>,lj Zj2 > -^i2 
0 otherwise; 
B - diag (6 1 ( . . . , 6„), where bt = *&*-
We may assume that the estimator gives pi > 0 to the observation (Zn,Zi2), 1 < i < n, 
so that Fn(Zn-, Zi2-) = YTj=\ OyPj.where p = (pi , . . . ,p„) 
So we solve the following eigenvector problem in p: 
B A p = p (1.1) 
Rewrite (1.1) as: 
(I - BA)p = 0 
l T p = l, where 1T = ( 1 , 1 , . . . , 1) 
so, matrix equation as below: 




l l x l 
(1.2) 
Case(l. l): Unique solution if 6* = 1 for only one i, 6j < 1 for all other i. 
In this case 1 is an eigenvalue of B A of multiplicity one. Hence the matrix equation Eq.(1.2) 
gives a unique solution p. 
Case (1.2): Multiple solution if bi = 1 for more than one i, i.e. b^ = • • • = bik — 1. 
In this case 1 is an eigenvalue of BA of multiplicity k > 1. Hence the matrix equation 
Eq.(1.2) gives k linearly independent solutions. We enforce a unique solution by letting 
Pi! = • • • = Pik in the matrix equation (1.2), then solve out p. 
Case (1.3): No solution if 6, < 1 for every i. 
In this case 1 is not an eigenvalue of BA. However, we obtain a pseudo-solution as follows. 
Add a dummy variable p„+i, with 6„+1 = 1. ignore pn+i, X ^ i P * < •'" 
13 
i.e. 
Oi(n+l) = 1. 1 < ^ < n 
ffl(„+i)j = 0, 1 < j < n 
, 0(n+l)(n+l) = 1 
Then, we change the matrix equation (1.2) to : 
We switch to 
(dij) lj(n+l) A' = 
0(n+l)j l(n+l)(n+l) 
B' = diag (6i,. . . ,6„, l(„+i)) 
, where 6, = # " - , 1 < i < n 
P ' = ( P l . - - - . P n , P n + l ) 




l l x l 
• (1-2)' 
We solve the adjusted matrix equation to get the solution of p'. 
Based on the above three cases, we have p. Then we can calculate Fe(x\, x2) — YJi=i VdC^u ^ 
xi, Z2i > x2), where pt + p2 H h pn = 1 
2) Mean squared error MSE = E(Fe - F)2 
For N repetitions, MSE = ± E i = i ( ^ - F)2» w h e r e F(au 02) = P(XX > auX2 > o2) 
Two method to calculate F(01,02) — P(X\ > a\,X2 > a2): 
(2.1) Exact method of calculation survivor function: 
F(ai,a2) = P(Xi > ax,x2 > a2) = / / (f(xi,x2)dxidx2 
J ai J a? 
or 




F(ai, a2) = - y~] I(Xa > ai,Xi2 > 
2.2 Simulation results from the following distributions 
Simulation (3.1) Let observation (Xi,X2) has the distribution / (xi ,x 2 ) , and censoring 
data has the distribution g(yi,y2). 
/ 6 ( 1 - x 2 ) 0 < x i < x 2 < l /(xx ,x2) = < ( 3 - 1 - 1 ) I 0 elsewhere 
, . / 1 0 < s/i < 1, 2ite < 2/a 
5(1/1.^2)=
 n , , ( 3 - 1 - 2 ) 
0 elsewhere 
From (3-1-1), 
/ (xi) = / 6(1 - x2)cb2 = < 
3 ( 1 - x x ) 2 0 < x i < x 2 < l 
0 elsewhere 
f(r Ir 1 = fiXl>X2) = 6{1~X2) = / ^ 0 < X! < x2 < 1 J{ 2 | 1J
 /(xx) 3 ( 1 - x i ) 2 \ 0 e / s e^e re 
Step 1) Generate pairs of (U\,U2): U\ and C/2 are i.i.d. and uniform(0,l). 
Step 2) Generate X\: 
F{Xi) = f X 3(1 - tfdt = 1 - (1 - Xx)3 
Jo 
Let F(XX) = Ux so, 
Xi = 1 - [1 - f/1]1/3 
Sept 3) Generate X2: 
, , x f fv2 T T 1 1 ^ ^ 0 < Xi < X2 < 1 (X2- l )2 
F(X2 |Xi) = J * d -* ) 8 - 1 - 2 - = 1 - 2 2, 0 < X ! < 1 
^ 0 elsewhere (-M — 1; 
Let F(X2 |Xi) = C/2, so 
n - l ^ 2 - ! ) 2 
^ "
 X
 ~ (Xi - l)^ 
X2 = l - ( l - t / 2 ) 1 / 2 ( l - X i ) 
15 
Prom (3-1-2), 
' 1/23/x 0 < Vx < 2 
0 elsewhere 
/•i/22/i f 
5(yi) = / dy2 = < 
G(y i) - / l/2ydy = l/4y? 
Jo 
Let U3 = G(yi),soY1 = 2U, 
5(2/2 |yi) = 
1/2 
g{yi,V2) J £ 0 < y i < l , 2 y 2 < y i 
— ) VI 
g(yi) 1 0 elsewhere 
ry2 2 
G(y2|yi) = / —c?2/ 
Let U4 = G(y2\yx), so F2 = | t /4^i 
Simulation result(3.1): n is sample size, N is repetition times. Test Results(N=200 
samples, each of size n=100) 
Table 2.1: Estimation results (3.1): F(x\,x2) 
(oi,a2) Fe F mseFe 6(1,1) 6(1,0) 6(0,1) 6(0,0) 
(0.1,0.3) 0.395 0.6358 0.0436 0.307 0.6686 
(0.1,0.3) 0.395 0.6358 0.0436 0.307 0.6686 
(0.1,0.2) 0.5250 0.7001 0.0314 0.2993 0.69695 
(0.2,0.1) 0.3315 0.5101 0.0614 0.2949 0.67925 
(0.3,0.1) 0.1652 0.3461 0.1393 0.2962 0.67885 
(0.5,0.2) 0.0265 0.1277 0.2373 0.2978 0.67675 
Simulation (3.2): 
Observation data has distribution as 
J 8xxx2 0 < x i < x 2 < l f(xi,x2)= < (3 -2-1) I U elsewhere 
Censoring data distribuion is 

















So U> 2 2/2 yi' 
J 4 x i ( l - s f ) 0 < z i < 1 
0 elsewhere 
Ux = F(Xl) = 2x\ ~ x\ 
X1 = \Jl-^/l- Ux 
J\x\) 0 elsewhere 
1 
^(z2 |z i) = ^ - 2 ( ^ 2 - x\) = U2 
X2 = (X12 + C/2(l-X12))1/2 
ff(j/i) = / 3yidy2 = < n * , * 
Jo I 0 elsewhere 
G(yi) = / 3t2dt = y? = t/i 
Vo 
( I )
 = 5(51,2/2) = f 2/1* 0 < xy2 < yi < 1 
5(j/i) [ 0 elsewhere 
c t o w - r - ( s °<!,2<!',<i 
Jo 0 elsewhere 
Y2 = YXU2 = U\'*U2 
17 
Simulation result(3.2):(N=200 samples, each of size n=100) 


























































(Xi,X2) is survival data. (Y\,Y2) is censoring data. 
COPULA MODEL: F(x1,x2) = C{Fx{xx),F2(x2)} 
CLAYTON'S COPULA MODEL: For X: 
F(xi,x2)= P{X1>x1,X2>x2} 
= 1 . (2.1) 
_[F1(xl)]'> ^ [F2(x2)]e \ 
8 > 0, F\,F2 are survival marginal function 
(3-3-4): Take 6 = 4, 
F1{xl) = e-X\ F2(x2) = e-X> 
foci 
Fi(xx) = / e-*dt = 1 - e'Xl 
Jo 






 + e4x2 _ l ] l /4 
d ,=., „ 5e4xieiX2 
dx2dXly K" "J] [e4x! + e4x2 _ !]9/4 
h(xi) = - e - X l 
/ i(zi) [e4£l + e4^ - l ]9 /4 
fX2 5 e5xig4t 
F(x2\Xl) = Jo [g4xi+e4t_1]9/4^ 
= l _ e 5 J f l [ e « 1 + e 4 X a _ 1 ] - 5 / 4 
Let F(x2|a;1) = U2, 
Then 
£/2 = l - e 5 X l [ e 4 X l + e 4 X a - l ] - 5 / 4 
X2 = 1 ln[l - e4*1 + [(1 - f/2)e-Ml]-4/5] 
Randomly generate: U\ and £/2 is uniform distribution (0,1) 
Fi{x1)= e~x\ F2(x2) = e~ 
X1 = - l n ( l - t / 1 ) 
X2 = i ln[l - e4Xl + [(1 - C/2)e-5Xl] 
19 
(3-3-4-a-i) Y:Yi~ EXP'(200), Y2 = oo 








































































































































































































(3-3-4-a-ii): Y : Yx ~ EXP(200), Y2 = Yx 
Table 2.4: Estimation results 3-3-4-a-ii : F(x\,x%) 










































































































































































































(3-3-4-a-iii): Y : Yx ~ £XP(200), yx, Y"2 are i.i.d. 
Table 2.5: Estimation results 3-3-4-a-iii : F(x\,xi) 



































































































































































































































Test Result 3-3-4-b: 
The distribution of (Xi,X2: COPULA MODEL theta = 4 
(3-3-4-b-i) The distribution: 5(2/1,3/2) 
Yx = 2exp(-2yi) 
Y2 = oo 
Test Results(N=200 samples, each of size n=100) 
Table 2.6: Estimation results 3-3-4-b-i : F(xi,x2) 
(aua2) Fe F mseFe 6(1,1) 6{1,0) 5(0,1) 5(0,0) 
(0.1,02) 0.7794 0.5209 0.0293 0.3273 
(0.1,03) 0.7187 0.4225 0.0366 0.3308 
(0.2,0.1) 0.7803 0.4834 0.0325 0.3364 
(0.3,0.1) 0.7102 0.3544 0.0480 0.3394 
(0.5,0.2) 0.5794 0.1899 0.1192 0.3371 
(3-3-4-b-ii): 
The distribution of XI, X2: COPULA MODEL theta = 4 
The distribution: 5(51,1/2): Y\ = 2exp(—2yi), Y\ — Y2 
















Table 2.7: Estimation results 3-3-4-b-ii : F(xi,x2) 
(aua2) Fe F mseFe 5(1,1) 5(1,0) 5(0,1) 5(0,0) 
(0.1,0.2) 0.78155 0.399234 0.036083 0.27 0.0662 0.066 0.5975 
(0.1,03) 0.71755 0.3212684 0.058701 0.26875 0.0662 0.065 0.60005 
(0.2,0.1) 0.782 0.4138579 0.037208 0.2676 0.0663 0.0666 0.5995 
(0.3,0.1) 0.71465 0.3169887 0.059355 0.2661 0.066 0.0666 0.6013 
(0.5,0.2) 0.5859 0.1552863 0.137779 0.2628 0.06795 0.0671 0.60215 
23 
(3-3-4-b-iii)The distribution: 5(2/1,1/2) 
Yi,Y2 are i.i.d. Y\ = 2exp(—2yi) and Y2 = 2exp(—2y2) 
Test Results(N=200 samples, each of size n=100) 
Table 2.8: Estimation results 3-3-4-b-iii : F{x\,X2) 
(ai,o2) Fe F mseFe 6(1,1) 5(1,0) 6(0,1) 5(0,0) 
(0.1,0.3) 0.7114 0.2065745 0.132304 0.17955 0.1604 0.15385 0.5062 
(0.1,0.2) 0.77865 0.2886584 0.098576 0.17625 0.1534 0.15525 0.5151 
(0.2,0.1) 0.77805 0.2983941 0.098035 0.1807 0.1534 0.1557 0.5102 
(0.3,0.1) 0.71645 0.217031 0.124461 0.1826 0.15225 0.15195 0.5132 
(0.5,0.2) 0.58505 0.07306155 0.202845 0.1797 0.1535 0.1531 0.5137 
Test Results 3-3-4-c: 
The distribution of XI, X2: COPULA MODEL 0 = 4 
(i) The distribution: g(yi,y2) 
Y\ ~ exp(2) : 0.bexp(—0.by\) 
Y2 — infinite 
Test Results(N=200 samples, each of size n=100) 
Table 2.9: Estimation results 3-3-4-c-i : F(x\,x<j) 
(ax,a2) Fe F mseFe 6(1,1) 6(1,0) 6(0,1) 6(0,0) 
(0.1,0.3) 0.7141 0.5362535 0.017474 0.4996 0 0.5004 0 
(0.1,0.2) 0.77905 0.6194021 0.024148 0.4949 0 0.5051 0 
(0.2,0.1) 0.7795 0.6132116 0.022747 0.5008 0 0.4992 0 
(0.3,0.1) 0.7149 0.5271148 0.013131 0.49915 0 0.50085 0 
(0.5,0.2) 0.5819 0.3468149 0.040801 0.4972 0 0.5028 0 
(ii) The distribution: g(yi,y2) 
Yl ~ exp(2) : 0.5exp(-0.5yi) 
24 
Test Results(N=200 samples, each of size n=100) 

























































(iii) The distribution 5(2/1,2/2) : 
Yi,y2 is i.i.d., and exp(2) ; 0.5exp(-0.5yi) 

















































(3-3-6): Take 0 = 6, 
Let Fi(xi) = Ui, then Xx 
F(x1,x2) [e6xi _|_ e6x2 _ Ijl/6 
d - 5e5 x ie4 x 2 
dx2dXly K U "> [e6^i + e6^2 _ l]13/6 
h(xi) = - e " 
/ ( ^ k ' l ) - /l(Xi) [e6zi+e6s2_l]13/6 
./O 
7e7xie dt 
0 [ e6^+e 6*-l] 1 3 /6 
l_ e7*l[ e6* 1 + e6X 2_ 1]-7/6 
Let F(a;2|xi) = £/2. 
Then U2 = l - e7Xl[e6Xl + e6*2 - 1]~7/6 
X8 = J ln[l - c W l + [(1 - £ ^ ) e - w r 6 / 7 ] 6 
Randomly generate: U\ and l^ a r e uniform distribution (0,1) 
Fx(xi) = e~*\ F2(z2) = e~*2 
X^-HI-U,) 
X2 = ± m[l - e6*1 + [(1 - C/2)e-7Xl]-f ] 
26 
(3-3-6-i) Y : Yx ~ EXP(200), Y2 = oo 
Table 2.12: Estimation results 3-3-6-i : F(x\,xi) 



































































































































































































































(3-3-6-ii) Y: Yi~ EXP(200), Y2 = Yx 
Table 2.13: Estimation results 3-3-6-ii : F{xi,X2j 



































































































































































































































(3-3-6-iii) Y: Y1^EXP(200), Ylt Y2 are i.i.d. n = 1000, N = 25, 
(ax 02 
Table 2.14: Estimation results 3-3-6-iii : F(xi,x2) 



































































































































































































































2.3 Calculation for the real data 
3-4) The real data simulation results: 
1. twins 
Table 2.15: 3-4 Estimates of distributions for Twins, based on Hanley and Parnes, 
Dabrowska and Sen-Stute method. In multiples of 1/60 













































Figure 2.2: 3-4-2 Twins-contour 
32 
Comment for comparison of different estimator: 
Table 3-4 shows the estimated non-zero probabilities under the Hanley and Parnes method, 
the Dabrowska method and A. Sen's method of Figure 3-4. They agree for the point(3.4) 
and the set (7+,7+). The Dabrowska method requires the marginal data, and therefore it, 
compared to ths Hanley and Parness estimate, moves mass from (1,4) and (1,5) and gives 
it to (1,8). As (1,4) and (1,5) have zero mass initially, their mass under the Dabrowska 
method becomes negative. For the single cesoring (6+,5), Hanley and Parnes just gives the 
mass to this interval, but the Dabrowska method has no mass in the marginal distribution 
for the interval from 6 to 7 and therefore lesds to the same mass's being concentrated on 
the smaller univariate interval, as such, is not assigned a probability mass. But, we can, as 
the sets are nested,calculate that Dabrowska's method gives a total mass of 16/60 in the 
interval (6+, 5) and Hanley and Parnes method has a probability between 0 and 16/60 for 
the interval (7+, 5). But for A. Sen method, all the mass points are nonnegative. 
33 
3-5-1) Pairs of Kidney 
Table 2.16: 3-5-1. Estimation of survivor function for infection in kidney catheters. Data 
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Figure 2.5: 3-5-1-3.Kidney-scater 
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3-5-2) Estimation of survivor function of male's kidney 
Table 2.17: 3-5-2. Estimation of survivor function for infection in kidney catheters of male. 
Data of McGilchrist and Aisbett (1991) 
Observation Estimation of Survivor function 






(2 , 25) 
(15 ,154) 
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Figure 2.7: 3-5-2-2.Kidney-male-contour 
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3-5-3) Estimation of survivor function of female's kidney 
Table 2.18: 3-5-3. Estimation of survivor function for infection in kidney catheters of 






(185 , 177) 
(22+ , 159+) 
(13 , 66) 
(132 , 156) 
(27 , 58) 
( 152 , 30) 
( H9 , 8) 
( 6+ , 78) 
(23 , 13+) 
(447, 318) 
( 24 , 245) 
(511 , 30) 
(141 , 8+) 
(149+, 70+) 
( 292, 114) 























(15 , 108+) 
(402, 24+) 
( 39 , 46+) 
(113+, 201) 
(34 , 30) 
(130 , 26) 
(5+ , 43) 
(190 , 5+) 
(54+ , 16+) 


































Figure 2.9: 3-5-3-2.Kidney-female-contour 
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Chapter 3 
Estimation of Variance of the 
Sen-Stute Estimator 
3.1 Definition: Influence function 
For a given distribution F in Ed and an e > 0, the version of F contaminated by an e amount 
of an arbitrary distribution G is denoted by F(e, G) — (1 — e)F + eG. The maximum bias 
of a given location functional T under an e amount of contamination at F is defined as 
[Hampel, Ronchetti, Rousseeuw and Stahel (1986)] 
B(e;T,F) = supG\\T(F(s,G))-T(F)\\ 
, where (and hereafter) |.|| stands for Euclidean norm. 
1. The influence function (IF) of T at a given point x G M.d R for a given F is defined 
as 
IF(x;T,F) = limc^0+(T(F(e,Sx))-T(F))/e 
, where Sx is the point-mass probability measure at x G M.d. 
Influence function of the estimator 
Note that Equations (2.3)-(2.6) and their solutions are completely dimension-free, i.e., is 
valid for A» := (6n,...,6mi), Zi = {Zu,...,Zmi) for m > 1, with the definitions <5j = 
46 
FIj=i $ji a n ( i aik = l{^fe > ^i} where the inequality is denned in the coordinate-wise sense. 
Hence in this section we shall use scalar notation also for vector variables, with the above 
interpretation. 
Now to derive the influence functions for the estimators Fn{x) and J ipdFn for a given </>(•), 
let P denote the distribution of (6, Z) and Pn the empirical distribution of (<5,, Z*), 1 < i < 
n. Also, let TX(P) := F(x-)t T9{P) := / ipdF, and let ^ (Pn) , ^ ( P n ) be their estimators, 
respectively, obtained via Eq.(2.5)-(2.6). Thus we rewrite Eq. (2.2) and (2.3) as the 
eigenvalue problems 
TX(P) = J1{t>x}Tt{P)S!£&, 
Tx(Pn) = Jl{t>x}Tt(Pn)iS^, (3.1) 
with the initial conditions To(P) = 1, To(P„) = 1. 
Note also that, for a function ip(-) satisfying ip(x) = 0 if x $ [0, r] for some r with H{T) > 0, 
T,(P) = / ^ ) W ) f ^ , 
TV(PB) = J Vm{Pn)d-§^y (3-2) 
3.2 The estimator of variance of bivariate survivor 
function estimator 
The influence function Lx(Pn) of Tx(Pn) = Fn(x—) derived by Sen and Stute(2007) as 
below, where H^{t), G(t) is as defined in Chapter 2: 
/ 
Lx(Pn) - f f {t > x}Lt(Pn) dF(t) F(t-) 
l{t > x} 
i i ^ , P „ M (3-3) dHJ\t) _ - dF(t) 
LG(i - ) Hn{t >H{t-)\ 
p = BAp 
47 
= (Pl,---,Pn), ^Pi = 1) 
i= l 
Fn(x1,X2) = ^Pil(zu > XUZ2i > X2) 
t = l 
1) Fn(xi-,x2-) —» F ( x i - , x 2 - ) = P{XX > xi,X2 > x2) 
(2.5) 
(Fn - F) ~ AM 0, 
v(xi,x2) 
n 
v (x i , z 2 ) _ r r 2 
n 
= E[L*(Pn)], £[LX(P„)] = 0, x = (xl5 x2) 
where Lx(Pn) is given by 
^ ( P n ) = 0*(Pn) - F(x)a0(Pn) 
and 
ai(^n) = 3n0*0 + ^ 2 ••• Iix <yi< •••< yn)u(yr) 
r = l ^ "' 
a0 
(Pn) = 2n(0) + f^J ..Jl(0<yi<...<yr)in(yr)j^.. 
F(yr) 
I = I(t>x)F{t) dH?(t) _ ^ (f)dHn(t) H(t) n[) s*(t) 
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Thus 
Lx(pn) = ln{x) - F{x)in(0) 
+ J2J'••• J"[Hx<vi<---<yr F(x)I(0 <yi<...<yr 
»=i 
(3.4) 
IniVr) dF(yi) dF{yr F(yi) F(yr) 
and 
ix(x) - F(x)in(0) = / [I(t > x) - F(x)] F(x) dHl\t) jjn{t)dH
n(ty 
H(t) W(t) J 
Hn(t) = E(H\\t)) = P(zu < h, z2i < t2, 5U = 1, 52i = 1) 
= P(Xu < h, X2i < t2, X\i < ] 
= / G(wi, w2)dF(wi, w2) 
Jo Jo 
li *1> %2i h, u Yu, X2i < Y2i) 
1 ™ 
Hn(t) = -J^1^ > *i> ** > *a ) 
n
 i= l 
(3.5) 
(3.6) 
H(t) = E(Hn(t)) = P((zu > h, z2i > t2 ) 
— P{Xu > ti, X2i > t2, Yu > ti, Y2i > t2) 
= F(h, t2)G(t1, t2) 
Also, for any function (p(wi, w2) , 
/ <p(ivi, w2) dHn(wi, w2) = / <p(wi, w2) G(wx, w2)dF(wi, w2) 
(3.7) 
f 1 " 
/ <p(wi, w2) dHl1(w1, w2) = -^2SiiS2iip(zii, z2i) 
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Hence 
$„{x)= JI{t>x)F(t) dH"{t) - Hn{t)dHll{t) H(t) H*(t) J 
njrt H(zu, za) (3 
One-dimension case: 
Data: 
(6» Zi),l< i <n, Si = I(Xi < Yi),
 Zi = XiA Yt 
Lx(Pn) = -F(x) / I(t < x) 
> / • 
dH?(t)
 &u,dH"(t) 
L #(*) - f f ( * ) - tf(t) J 
-F(x) 1 ."^ 1 f 








Sjljzj < x) 
. H{Zi) 





v(x) is estimated by "Greenwoods's Formula" 






1) To estimate var(Fn(X)) = E(L2x(Pn)) 
2) Lx(Pn) = ax{Pn) - F(x)a0(Pn) 
E{Lx(Pn)) = different, except in 1-dimension 
1-dimension: 
Lx(Pn) = -F(x)Jl(t<x) 
= -F{x)JI{t<x) 
dHJ\t) - dF(t) 
H(t)F(t)\ 
l H(t) - * w £ 1 ( t ) H\t) 
-F(x) 
F\x) 
-^SuHzi < x)J— - / l-itnzi > x)) I(t < x) H
n(t) 
t = l 
Sjljzj < x) 
H{zi) I I(Zi > t, X>t) 
dHn(t) 
H2(t) 
Let <p(Su Zi) = 6-^ff^ - flte >t,x> t)d-^ 
E(L2x(Pn)) 2 ' D ^ " **{X)E&Si, «) 










3 = 1 
n[)U (n-j + iy 
2(1) < 2(2) < •••< Z(n) 
5m 5[2] S[n\ 
Sj= i [(]n-J+i)2 is Greenwood's Formula 
3) In general (2-dimension or more), by Eq. (17)+(18) 
f Lx(Pn) - JI(t>x)Lt(Pn)§§ = in(x), 
\ L0(Pn) = 0 
(3.11) 
Lx{Pn)Ly(Pn) - J I(t>x)Ly(Pn)Lt(Pn)y^- - Jl(s>y)Lx(Pn)Ls(Pn) dF(t) F(s) 




Let M(x,y) = E[Lx(Pn)Ly(Pn)}, so that M(x,x) = E[L2x{Pn)] 
Thus we have, 
dF(s) 
M(x,y)- Jl(t>x)M(y,t)yfj±- J I(s>y)M(x,s) 




Lx(Pn) - fl(t>x)Lt(Pn)§& = 3n(x), L0(Pn) = 0 
Lv(Pn) - fl(t'>y)Lt,(Pn)f$- = in(y), L0(Pn) = 0 
(3.12) 
(3.13) 
Letv(x.y) - E(Lx(Pn)Ly(Pn)), v(x,x) = E(L2x(Pn)) 
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' v(x,y) - fl(t>x)v(t,y)f§ - JI(t' > y)v(x,t>)d-§$ 
+ ffl(t>x)I(t'>y)v(t,t')di§§§} - EbnWUv)), 
k v(0,y) = v(x,0) = O. 
(2) Sample Version: 









v(0,y) = 0 
<£> 
fv(t,y)^ F(t) 
+ ffl(t'>y)v(t,t')d-md-m = E[5n(0)U(y))} 
v(x,0) = 0 (-Jv(x,tr-m 
\ + ffl(t>x)v(t,t>)d-£§di$ - E[in(x)2n(0))} 
Sample version of initial conditions: 
Zi = 0 =*- vu = 0, aik = 1 : 
_
 YH^kVkj + Y^k=iTd=ibkajibtvki = ioj, l<j<n 
Zj = 0 =» Vkj = 0, a,/ — 1 : 
-Y^=ibivu + Y?k=iYn=iaikhhvki + ho, l<3<n 
3OJ = put aik = 1 in Eq.(4) 
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3JO = put ajk = 1, dp = 1 in Eq.(4) 
n n 
% - ^21(zk > Zi)vkjbk - Y^ Kzi > zj)vuh 
k=l 1=1 
n n 
+ ^2 ^2 I(zk > Zi)I{zi > Zj)vkibkbi 
k=l 1=1 
= E{in{zi)in(zj)) 
Recall ciij = I(ZJ > Zi), 
n n n n n 
Vij ~ 22 aikhvkj - Vij - ] P aikbkvkj - ] P a,jMi; + ^ ^ aikbkajXbiVki 






Let V = ((%))„*„, z = ((3y))nXn- Then 
V - ABV - VBA T + ABVBA T = z -> ( ** 
where A = ((ay)), B = diag{bi,..., bn) = ((fytfy)), 
<5y = 1 if i = j , Jy = 0 if i 7^  j : "Kronecker Delta" 
(3) 
zn(x) = Jl(t >x) 
zn(y) = fl(t' >y) 
G(t) 
dHkHt') 
Hn{t) dF{t) H(t) 
dF(t') "n V ) _ TT I±I\ ar \v 
G(t') nn\<< )
 H(t, 
M-kt-SJSj'^'l-ktf'l***™ > X dF(t) 
M = lt^>- y) - \±jn«>w >v)d{$ dF{t'l ) 
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1 / S1 
E{ln{x)ln{y)) = -[Ey-frfi—Hzitx, Zi>y) 
IE(m I(zi>t, zi>y))l(t>x)^) H{t) 
+ JJE(I(zi>t, Zi>t'))I(t>x)I(t'>y)€^^} (3.17) 
- JF{x vtV{t>>y)d-^p 




H(t) H(t') J 
Where iVy = (tut2) V (yhy2) = (*i V j/i,*2 Vj/2) 
Hence 
E{ln{x)in{y)) = ^{j' I(t > x)I(t > y) dF(t) 
+ [ [ I(t$ t')I{t' $ t)H(t V t')I(t > x)I(t' >y)^l 
dF{t) dF(t') 
H(t) H(t>) J 
=
 l
-[Jl{t > x)I(t > y)F-\t)d-^- (3.18) 
+ j f I(t$ t')I(t' £ t)H(t V t')F(t V t')F(t)F(t')I(t > x)I(t' > y) 
dHn{t)dHn{t'). 
H2(t) H\t') ' 
(4) Sample Version of E{in{x)in(y)) : 
lij = E' (ln{Zi)ln{Zj)) 
.. n g n n 
-\n^I{zk > Zi)I{zk > Zj)Fl{zk)t^ * ^2+n2J2J2 i1 ~ a'^X - a^ 
5k Si 
»• s <Zr*»r ti£;„ ' "<3-1!» 
H„(zk V zi)Fn(zk)Fn(zi)I(zk > Zi)I(zi > z,)] 
(J2rakrf (Y,sals) 2 
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Where 
3li a>ik = I(zk > zt), ajk = I(zk > Zj), aik = I(zk > zt), ajt = I(zx > Zj) 
F„(ai,a2) = ^Pil{zn > ai,zi2 > a2), 
Fn{Zk) = Y^PiJ{zH > Zkl,Zi2 > Zk2), 
1 
Hniax, a2) = - Y] I(zn > ai,zi2 > a2), 
i 
zkV zt = (zkl V zn, zk2 V zX2) = (ai,a2). 
(5) To solve (*), write V = ((%)) 
in vector form, ie., V = (vn,v12,..., vnn)n2xl 
( (I - AB)V(I - BAT) = z 
{ 1TBV(I - BAT) = £ 
where 30 = ajx, v = V(I - BAT)x, 3 = zx, 1 = ( 1 , 1 , . . . , l)Li> 
Take x € { (1 ,0 , . . . , 0 ) , . . . , (0 ,0 , . . . , 1 )} , B = diag(h,... ,bn), I B = {h,... ,bn)T 
L e t P = ( I - A B ) , P T - ( I - B A r ) 
Then, 
PVP" = z 
bTVPT = tf 
Q p Zn = 
(n+l)xn (n+l)xn 
Q V P T = z0 
- l A - D - l If Q, Pwere non-singular,then V = Q ZQP 
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But B,P are singular because P F = (I - AB)F = 0. 
Hence use G-inverse: 
V = Q-z0P~ 
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3.3 Simulation for the variance estimator of the bi-
variate survivor function 
1) The real data simulation results: 
(1). twins 
Table 3.1: 3-4 Estimation result of variance of survivor function of Twins, based on Sen 
method. _____^^^^____ : ^^ 























(2). kidney of male 
Table 3.2: 3-4 Estimation result of variance of survivor function of pairs of kidney of male 
Observation Estimation of Survivor function variance 































(3). kidney of female 































































































(4).The distribution of XI , X2: COPULA MODEL 6 = 4 (ii) Y : YltY2 
EXP(200), YX = Y2 




















































































































































(5).The distribution of XI , X2: COPULA MODEL 0 = 4 (3-3-4-a-iii): Y : Yx 
£XP(200), Yu y2arei.i.d. 






















































































































































My thesis work simulated the bi-variate Kaplan Meier estimator derived by Sen and Stute 
(2007) by using different joint distribution of (Xi,X2) and real data. 
From all simulation results, the estimator of bivariate survivor function (Sen and Stute(2007)) 
is efficient to estimate the survivor function. It gives nonnegative masses. Using this es-
timator is easily graph the trend of the survivor function which is very useful in applied 
field. Comparing with the other estimators, we have the best estimator. 





1. Confidence interval. In the variance estimator, we have some negative variance which 
needs to be corrected. We then plan to use the corrected variance estimator to compute 
confidence intervals for survival as well as interval probabilities, i.e., 
PriXi e (ai,61),X2 € (a2)62)) = F(bub2) - F(ai,62) - F(bua2) + F(aua2). 
2. Model selection. The bivariate survivor function estimator Fe(-) could be used for 
goodness-of-fit tests and other model-checks by comparing it to a given parameterized 
family of survivor functions {Fe(-), 8 e 9 } , such as a copula model. However, we need to 
develop appropriate methods. 
3. Regression. The bivariate point-masses (pi,... ,pn) obtained in Chapter 2 could be used 
for regression estimation. For instance, to estimate a linear regression model of the form 
E(X2\Xi) = PQ + PIXI, we will have to solve min^^ Y^H=\Vi[Z2% — bo~biZu}2. Performance 
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