Abstract-In this paper, the design of an event-driven middleware for general purpose services in smart grid (SG) is presented. The main purpose is to provide a peer-to-peer distributed software infrastructure to allow the access of new multiple and authorized actors to SGs information in order to provide new services. To achieve this, the proposed middleware has been designed to be: 1) event-based; 2) reliable; 3) secure from malicious information and communication technology attacks; and 4) to enable hardware independent interoperability between heterogeneous technologies. To demonstrate practical deployment, a numerical case study applied to the whole U.K. distribution network is presented, and the capabilities of the proposed infrastructure are discussed.
I. INTRODUCTION
T HE CONCEPT of the smart grid (SG) is pervading all levels of the power system chain with the aim of facilitating the pathway toward more sustainable, economical, and reliable networks by deploying low carbon technologies and advanced information and communication technology (ICT) options. However, this requires rethinking the entire control approach to power systems, particularly in distribution networks, where many of the major changes are likely to happen and many renewable energy sources, electric vehicles, storage, and so forth, will be connected. Also, new commercial structures will be needed to enable new actors such as aggregators, virtual power plants, energy service companies, etc., to participate in a fast-evolving distributed marketplace. In this context, research is needed to develop optimal ICT infrastructures that could facilitate interactions among all the relevant actors and different controllable network devices and technologies for provision of different services. In particular, while recent development of ubiquitous computing (UbiComp) [1] and Internet of Things (IoTs) [2] concepts and relevant technologies could help address this challenge by providing means to seamlessly interact with distributed sensors and actuators, a key open point remains as to how to achieve true interoperability between heterogeneous devices and facilitate access to data and in case controls to multiple parties. Middleware technologies and service-oriented architectures seem to be promising options along this direction.
On these premises, the aim of this paper is to introduce a comprehensive framework for the development of a distributed real-time event-based software infrastructure that could involve different actors in a SG context. More specifically, a novel design of an event-driven service-oriented middleware is proposed, whose main objectives are to: 1) provide easy integration of heterogeneous technologies, both wireless and wired; 2) enable hardware-independent interoperability across these technologies; 3) facilitate the access of multiple actors to both control technologies and relevant data to foster competition in the (distributed) marketplace to provide various power systems services; and 4) enable interoperability with also third-party software exploiting a web services approach which could facilitate further general purpose services and business cases. At the same time, the proposed solution intrinsically features secure and trusted communication between different actors. Also, scalability is guaranteed thanks to a publish/subscribe approach [3] so that different actors can access the same information coming from the middleware for different purposes without affecting others.
Exploiting this paradigm, and to illustrate an application of the proposed concepts, demand response (DR) could be put forward as an example of interaction between end-users, system operators, retailers, and so forth. In fact, DR could be utility driven, for instance contributing to distribution network capacity support, reducing operational costs, and improving system reliability [4] ; or customer/market-driven [5] , [6] , where customers may adapt their load level in response to realtime pricing. Altogether, DR could be a useful controllable product for wholesale market and transmission/distribution system operators (DSOs) [7] , including for minimization of the spinning reserve from partially loaded generators [8] , real-time balancing [9] , and corrective control [10] . In this context, different DR providers in different or similar geographical areas may interact with different market actors for provision of different services. On the other hand, different parties may need access to data from the same DR provider for different applications (for instance, aggregation of reserve services and consumption measurements). Additionally, DR dispatch notices could vary from minutes (balancing services) to day ahead (preventive constraint management), depending on the service it is called to provide [11] , and these notice times need to be properly considered in the design of the supporting ICT infrastructure. It is in the attempt to manage all this complexity of multiple parties and services that the benefits of the proposed middleware platform can fully emerge.
The rest of this paper is organized as follows. Section II reviews relevant background literature. Section III introduces the proposed middleware for general purpose services. Section IV presents an example of deployment in distribution networks. Section V discusses the capabilities of the ICT infrastructure that supports the service provided, quantifying the appropriate number of actors, and middleware subsystems involved. Section VI provides the concluding remarks.
II. RELATED WORK
Recent development of UbiComp [1] and IoT [2] technologies can help address the challenge of moving toward a fully operated SG by providing means to seamlessly interact with distributed sensors and actuators. In this context, a key challenge that remains is achieve true interoperability across heterogeneous devices and between different applications. Service-oriented architectures (SOA) seem to be promising along this direction [12] , [13] . In addition middleware can be useful for developing SG solutions and services that exploit new data sources [14] , [15] .
At the building level, middleware solutions have been developed in order to achieve the interoperability across heterogeneous technologies [16] , [17] also exploiting event-driven and user-centric approaches [18] . They also provide to authorized entities a set of application programming interfaces (API) in order to integrate buildings in the SG system and enable the communication between them.
Kim et al. [19] presented a data-centric middleware to allow decentralized monitoring and control, exploiting a publish/subscribe model [3] , which is appropriate for delivering information but is not yet sufficient to have data access that is independent of this model. Indeed, other communication approaches, like SOA, are needed in order to provide new SG services that can easily retrieve information without having to wait for new events.
CoSGrid [20] is a middleware for measuring and controlling the electrical power of heterogeneous SG infrastructures. The communication across the entities in the grid is enabled by exploiting a remote method invocation and an event notification approach. However, the communication flows are not protected from malicious threats. Indeed CoSGrid does not implement any feature to make secure the communication channel.
GridStat [21] - [23] is another example of middleware for SGs. Like the proposed solution, it exploits the event-subscribe approach. Moreover, it provides support to its application for quality of service (QoS), which is the ability to provide, in the communication, different priority to the data flows. However, the middleware works with its own closed and dedicated network infrastructure [24] , which is incompatible with the existing IP-based infrastructures (internet), so new routers and devices must be deployed.
Finally, Salvadori et al. [25] proposed an ICT infrastructure for SG, which integrates a set of smart sensors and communication systems for different applications. It consists of a hardware platform that receives data from the sensors via wireless network or through physical network and then forward them to a control systems through Ethernet or RS232. However, following the vision of UbiComp and IoT, in large SG applications this is not sufficient because it must be open to any kind of commercial technologies both wireless and wired.
With respect to the presented solutions, the proposed middleware enables true interoperability between heterogeneous protocols and devices, both wireless and wired, providing real-hardware abstraction. Moreover, exploiting the existing IP networks, it enables a peer-to-peer (P2P) [26] software infrastructure based on both publish/subscribe model and SOA. Furthermore, it provides features to enable secure and trusted communication between the peers. Finally, it provides a rule framework to easily develop control policies.
III. MIDDLEWARE FOR GENERAL PURPOSE SERVICES IN SG
In the world of UbiComp [1] and IoTs [2] , one of the main issues concerns the coexistence of several heterogeneous technologies and consequently their interoperability. Future SG systems will be UbiComp and IoT environments that have to deal with multiple and different actors (such as devices, applications, and technologies) to provide services. To cope with these issues and to be open to future developments, we employ a middleware approach. Starting from the open source LinkSmart middleware [27] , which is a generic serviceoriented middleware for UbiComp, we propose here the design of a middleware for general purpose services in SG. As shown in Fig. 1 , it consists of a three-layered architecture with: 1) an integration layer; 2) a services layer; and 3) an application layer. The middleware provides developers with a set of components, called managers. They are designed exploiting a SOA approach, and each manager exposes its functionalities as web services. Hence, the proposed middleware is a serviceoriented distributed infrastructure consisting of a collection of software components which aims to: 1) allow interoperability across heterogeneous technologies; and 2) provide tools, web services, and APIs for the development of distributed applications. It stands between the user application and the heterogeneous devices and technologies. The rest of this section describes each layer of the proposed infrastructure in more detail.
A. Integration Layer
The proposed infrastructure leverages upon an ICT infrastructure made of heterogeneous monitoring and actuation devices, both wireless and wired, which exploit different communication protocols and standards, such as ZigBee, EnOcean, or BACnet. The integration layer exploits the concept of integration proxy to enable interoperability across heterogeneous technologies. This is the milestone to develop systems which are suitable for SG. More specifically, the integration proxy is a middleware-based software component that acts as a bridge between the middleware network and the underlying technologies, devices, or subsystems. Each technology needs its own integration proxy to export its functionalities as web services. Hence, the integration proxy is the key to ensure communication between heterogeneous devices and allows us to use each low-level technology transparently inside the middleware network. Specifically, the integration proxy is a software component that runs on a PC and communicates directly with the heterogeneous networks receiving real-time information from various devices, regardless of the adopted communication protocols, hardware, or network topology. Once the information is received and interpreted by the integration proxy, this is immediately sent to the middleware network exploiting the publish/subscribe approach provided by the event manager (see Section III-B3).
In a nutshell, the integration layer of the proposed middleware consists of several Integration Proxies, one for each technology. We developed integration proxies to manage wireless sensor and actuator networks (WSAN) which exploit the following protocol stacks: 1) IEEE 802.15.4; 2) ZigBee; and 3) EnOcean. In addition, we developed an integration proxy to allow the interoperability with the OPC Unified Architecture [28] , which incorporates all the functionalities provided by different standards, such as BACnet. Hence, the backwards compatibility with wired technologies is enabled and integrated into our middleware.
B. Services Layer
The services layer provides components specifically designed for general purpose services in SG, which should support the management of reoccurring tasks.
1) Network Manager:
The middleware, through the LinkSmart network manager, allows direct communication between all the applications inside its network, even if they are behind a firewall or network address translator. web service calls are routed through the network manager, which creates a simple object access protocol (SOAP) tunnel to the requested service endpoint [29] .
2) Trust and Crypto Managers: Ardito et al. [30] emphasize how ICT in SG is "a decentralized network, where intelligence is distributed across several devices" and/or actors. It also introduces relevant issues related to security, which must not be neglected. The proposed middleware already comes with features to enable a secure and trusted communication between different actors [31] . The trust manager controls whether a device or service in the P2P LinkSmart network can be trusted or not. Therefore, it enables mutual authentication between actors by providing the means to create a public key infrastructure. Hence, malicious peers cannot call services in the middleware network and cannot receive any kind of data. The crypto manager allows cryptographic operations used for message protection exploiting symmetric and asymmetric encryption in order to guarantee the confidentiality between the parties. In addition, it can sign each message with digital certificates providing integrity of data.
3) Event Manager: In an event-based communication approach, the event manager provides a data centric model based on the publish/subscribe service [3] for the middleware web services. This allows the development of loosely-coupled event-based systems. This approach decouples the production and consumption of the information by removing all the explicit dependencies between the interacting entities, which increases scalability. In SGs, where we deal a lot with events coming from both devices and distributed software, this mechanism is a key requirement to develop systems and applications.
The event manager provides us with the functionality of a topic-based publish/subscribe mechanism [3] for LinkSmart web services. Hence, each event contains both measurement and timestamp and it is published under a certain topic. The event topic has a hierarchical format, which also provides some basic semantic information about the type of event. An event topic for publishing a simple power consumption measurement would look like this
MEASUREMENT/SENSOR/1234/PowerConsumption
where MEASUREMENT/SENSOR is an identifier for the type of event, 1234 is the sensor ID and PowerConsumption is the type of measurement. It is worth noting that, following this approach also other middleware software components, and not only sensors, can publish events just by changing the event topic.
Using this kind of event topic format, software components interested in certain events can subscribe for them. Moreover, wildcards can be used for subscription to groups of events. For example, an application that would be interested in all sensor events (like a central persistence application) could subscribe for the topic MEASUREMENT/SENSOR/.* 4) Semantics Framework: It enables semantic interoperability across heterogeneous devices and technologies. The middleware provides managers to store, access, and update semantic knowledge about an application domain (or even across different domains) and the implemented system. In our case, we modeled knowledge and meta-data about sensors and actuators as well as their relation to domain model objects such as appliances, grid substations or buildings. These data are modeled and managed by well-known semantic web technologies, adhering to existing standards, namely web ontology language (OWL). Knowledge is made available to application developers, allowing them to query any kind of information from a rich domain model. This could be the location or capabilities of a sensor but also, for instance, a list of all sensors in a specific grid substation, or an actuator with a certain control capability.
5) Discovery Manager: It is responsible for discovering locally available devices that are connected via an integration proxy using WS-discovery protocol. Once an integration proxy is discovered, semantic information is extracted and used by the discovery manager to update its knowledge base, which contains the global knowledge about devices in the network (utilizing the aforementioned semantics framework). When several discovery managers are available in the P2P middleware network they synchronize their knowledge about devices so that all of them have the same knowledge about the available devices connected to the same middleware network.
6) Rule Framework: Typical power system management functions can be expressed in rules: the system listens to certain events, processes them based on given knowledge and algorithms and performs a resulting action. Hence, a specific control strategy can be developed by putting together different basic rules. The rule framework allows a fully flexible implementation of any kind of rule-based system. The framework provides standard interfaces as a basis for specific rule implementations. These rule implementations can be combined in a rule engine that executes the rules on incoming events. Rule logic and contextual information needed to execute a rule are kept separately, following the principle of the separation of concerns. This allows designers to reuse rule implementations in different contexts, e.g., to apply the same energy control policy in different subsystem, but with different settings, depending on the peculiarities of the subsystem itself.
C. Application Layer
The application layer represents the highest layer of the proposed infrastructure. It provides a set of API to develop distributed event-based applications in order to manage the grid and post process data coming from the lower layers. At that level, interoperability is enabled between different devices as well as, thanks to the web Service approach, between third party software. Hence, different applications for several actors (such as aggregators, energy suppliers, and system operators) can be developed to provide general purpose services down to the single appliance in a house. Furthermore, in order to avoid huge ICT network overheads due to transmission of such fine grained information, data aggregation applications can also be developed to aggregate information about some subsystems [8] . Similarly, exploiting the functionalities provided by the rule framework, control policies could be designed and deployed across the SG in order to optimize the DR process. Finally, each component of the proposed solution can be duplicated in the middleware network providing reliability from the software side. Hence, these properties, jointly with the ICT security features described in Section III-B2, allow the development of robust applications for monitoring and management in a SG context.
IV. EXAMPLE OF P2P COMMUNICATION PARADIGM IN DISTRIBUTION NETWORKS
Existing distribution networks (DNs) could be characterized by their strict hierarchical infrastructure, with a centralized control system and mainly one-way communication. In order to move forward to the SG vision, a distributed control approach is needed. Moreover, ICT technologies must be taken into account to enable two-way communication not only between DN entities but also between various entities or actors (e.g., energy suppliers, aggregators, etc.) that can be involved to provide new services. Fig. 2 shows a distributed approach for moving toward a fully operated SG. It shows the DN, operated by the DSO, and the other components involved, from the substation and the transformer level, down to the customer's meters at building or home level. In order to exchange information across the SG, a P2P [26] communication network topology shall be available. The P2P communication paradigm is a "self-organizing of equal, autonomous entities (peers) which aims to shared usage of distributed resources in a networked environment avoiding central services" [26] . Hence, each peer acts simultaneously as supplier and consumer of resources enabling the communication directly with another peer. We propose to exploit the middleware introduced in Section III to enable a P2P communication network across different entities and actors that are the peers for the proposed infrastructure. Moreover, the proposed solution enables a distributed management of the grid taking into account also other factors, such as renewable or other distributed energy resources.
Following this approach, the integration proxy and the event manager become the two main middleware components. In fact, they ensure interoperability across heterogeneous devices and enable data centric communication between different actors, respectively. In addition, two P2P middleware-enabled applications can be developed and deployed to manage each subsystem.
1) The Data Aggregator: It provides an aggregation of real-time consumption information coming from heterogeneous sources both hardware, thanks to the integration proxy and software (e.g., other data aggregators in the infrastructure). 2) The Control Policy Manager: It implements the control strategies to manage its subsystems. It receives and process real-time information from heterogeneous devices, data aggregators and/or other applications before taking decisions and sending the corresponding actuation commands. Furthermore, it can also receive or send action commands from/to other control policy managers, again exploiting the event manager. As shown in Fig. 2 , we propose to introduce these new components at each level of the DN also including buildings and homes. At DSO-, substation-, and transformer-level, a data aggregator and a control policy manager will be deployed in addition to an integration proxy and an event manager. Thanks to them, the DN can be divided in various P2P interconnected subsystems, which will be able to exchange information with other distributed services or entities managed by different actors (see Fig. 3 ). Moreover, thanks also to the integration of protocols for building management systems [18] and heterogeneous commercial off-the-shelf devices, as depicted in Section III-A, fine grained monitoring and actuation up to building-, home-, or appliance-level can be reached by replicating at the customer's meter-level the described software components. Hence at home-or building-level, data aggregator, control policy manager, integration proxy and event manager should be deployed. In addition, scalability is guaranteed thanks to the publish/subscribe approach [3] adopted by the event manager, as described in Section III-B.
It is worth noting that the proposed infrastructure provides a system to enable communication also between different actors. So it does not matter who owns a certain subsystem or a certain application, because by exploiting the proposed solution the information can be easily sent to the middleware network and can be easily consumed by other actors, if authorized, to provide services.
A. P2P Communication Reliability in the Proposed Middleware Solution
Our middleware enables the set-up of a P2P network where each peer is an actor and/or an entity of the SG. In this scenario, the event manager can be considered as a bottleneck for the whole information flow, as it is in charge of forwarding the data from publishers to subscribers. Indeed, if the EM crashes for any reason the information flow is interrupted. However, in our middleware network, more event managers can coexist together and each of them can handle different information flows. So, the EM is not a unique entity in the whole network topology. Moreover, the network manager (see Section III-B1) also provides features to make each middleware component reliable; so it can be duplicated and deployed in different servers. Therefore, multiple entities of the same EM that manages a specific information flow can be deployed in the network. Thus, as shown in Fig. 4 , if an EM fails for any reason, another duplicated entity will be automatically and transparently selected to ensure the communication without breaking the information flow between actors.
Another possible bottleneck could be the physical link to connect the EM to the Internet backbone. Indeed, depending on the bandwidth of the adopted technology, the amount of data that it can manage in terms of bytes changes. As shown in Table I , for each link technology we calculated the number of maximum allowed theoretical peers dividing its bandwidth for our middleware event message size, which is almost 800 bytes (6400 bits). We also assumed that each peer can send/receive a message per second. Moreover, each technology exploits two different channels for download and upload. So, publishers (pubs) exploit the download channel and subscribers (subs) the upload one. On the contrary, WiFi and satellite technologies use a single channel for both download and upload.
In the wide area network (WAN) the prevailing wired technologies are optical-fiber and digital subscriber line (DSL), while the wireless are WiMAX, 3G/4G and satellite. So, if the event manager is connected to the internet backbone via fiber optics, theoretically the link can manage from about 1.5-156 k peers in download and from about 1.5-156 k peers in upload. With DSL, it handles from almost 1.2 k up to 31.2 k publishers and from almost 203-31.2 k subscribers. The WiMAX link manages from about 20 k to 156 k peers in download and from about 4.3 k to 156 k in upload. With a 3G/4G link, the EM can handle from almost 2.2-156 k pubs and from almost 868 up to 78 k subs. Finally, exploiting the communication based on satellite technologies, the Event Manager can manage from almost 4-70 peers both publishers and subscribers. Moreover, for wireless WAN technologies the number of sent/received events can decrease due to weather conditions that influence the performance of the link itself [32] , [33] .
If publishers and subscribers are in the same local area network, the prevailing technologies are ethernet and WiFi. Ethernet can manage from almost 1.5 k up to 156 k peers in download and from almost 1.5 k up to 156 k peers in upload. Finally, WiFi can handle in the same channel from almost 8.5-93.5 k peers both pubs and subs.
V. CASE STUDY APPLICATION: THE MIDDLEWARE AS PLATFORM FOR DR SERVICES
In order to illustrate the above concepts with a case study example, the middleware platform described in the previous sections will be used as the ICT support to provide realtime DR services. First, the case study will be presented and subsequently the feasibility of the proposed platform and the prerequisites for an extensive deployment throughout the U.K. will be studied. More specifically, this will be done by quantifying the features of the ICT support which could affect negatively the P2P communication reliability. However, it is worth noting that the proposed solution exploits the already existing Internet backbone and its deployment does not affect its correct functioning. In addition, it does not require major changes to the distribution network, except for the deployment of the middleware software components.
A. Description of the Case Study: DR for Corrective Control
In the following U.K. based case study, DR provides corrective control actions to DSOs when they would need to manage the network constraints following a fault. Depending on the type of DR programme and the size of the responsive load, DR could be activated directly by the DSO, or via a DR aggregator (upon receipt of a load control request). In this context, it is expected that all U.K. customers are equipped either with a smart meter, providing information about load consumption and available amount of DR, or a building management system, interfacing with a group of responsive appliances. Without loss of generality, hereinafter it will be assumed that for residential and commercial customers the service is provided through DR aggregators, whereas for industrial customers the service is provided directly to the DSO. Moreover, DR aggregators activate DR within three minutes upon request of the DSO, in order to contribute to corrective control in case of a system disturbance. For the residential customers participating in the scheme, the smart meter and the smart appliances are integrated in the middleware through specific integration proxies (as described in Section III-A). This makes it possible to control specific appliances at the home level independently, and to aggregate the measurements of all the controlled appliances. For each participating building a unique message is sent through the smart meter to the interested actor. This message includes the total load consumption of the customer, as well as available DR, which is the actual flexible load. The information flow is bidirectional: 1) between smart meters and DR aggregators that send the control commands; and 2) between DR aggregators and a DSO that requests the service. The nature of the DR service implies that the information exchange between smart meters and DR aggregators should have perminute frequency in order to respond efficiently to the system operators' instructions and have an accurate perception of the actual DR. All these interactions are depicted in Fig. 5 .
B. Dealing With the Bottleneck of the Physical Link
The key factor that affects the middleware's efficiency is the capability of the physical link to send/receive data to/from the internet backbone. Under the above assumptions, a DR aggregator may have to manage thousands of customers belonging to a DSO area. The same also applies to a DSO, which may have to interact with various aggregators as well as industrial customers. As a consequence, the bottleneck would appear when a DR aggregator or a DSO would like to receive data coming from the smart meters. For that reason in the rest of the section, we will identify the maximum number of customers that can be managed by an actor without violating the download bandwidth of the physical link. We will also identify the number of subsystems an actor should build when it has to manage a large number of customers or large amount of information. Since the DR service is provided to each DSO, U.K. is divided in 14 regions corresponding to the 14 U.K. DSO areas. Then, the appropriate number of actors operating in a specific region will be calculated. These actors could be the DR aggregators, but also any other actor providing a different service Table I will be discussed, with the exclusion of satellites as their small bandwidth is not adequate for the case study application.
1) Calculating the Maximum Number of Customers Per Actor:
To estimate the number of customers in each region, it is assumed that the house density in the U.K. is 109 houses per Km 2 . Furthermore, the data packet sent from each house is about 800 bytes per minute, as mentioned previously. The maximum number of customers that an actor can subscribe to receive data from also depends on the technology the actor deploys to connect to the internet backbone. This maximum number can be calculated as the ratio of the technology bandwidth to the data packet size sent by each customer. The results are shown in Table II , which shows the amount of contracted industrial customers that a DSO can control directly through the event manager. The same applies for any other actor who wants to deploy P2P communication with customers, which could be either distributed around the U.K. or located in a specific region.
2) Calculating the Required Number of Subsystems, As the Intermediate Layer Between the Customers and Actor: In those circumstances when an actor would like to interconnect with a number of customers higher than the one in Table II , or when DR aggregators would need to manage a large amount of information coming from millions of smart meters, an appropriate number of P2P interconnected subsystems needs to be calculated. These P2P subsystems aim to support the information exchange and service provision on behalf of the DR aggregators. These subsystems act as an intermediate layer between the customer and the actor. Therefore, the so-called subsystems are also actors/customers of the DR services under study. They could be subsystems owned by the DR aggregators, but they could also be owned by other companies playing in the market and providing a service to the DR aggregators. Each subsystem manages its specific area, receiving signals from the DR aggregators and controlling buildings under its supervision. The above can be facilitated by the middleware-based application as follows. 1) The data aggregator application is used to aggregate data coming from the area, and then send the aggregated packet to the DR aggregator.
2) The control policy manager facilitates each subsystem to act independently, sending control commands to the customers it manages. Assuming that all U.K. customers participate in the services presented, the appropriate number of subsystems is calculated for each DSO region (for the case that local independent services need to be provided), and for the whole U.K. area. The number of subsystems is calculated as the ratio of the data packet size of the area to the bandwidth of the technology. All the above is summarized in Table III , providing the required number of subsystems (as the average number calculated for the bandwidth of each different WAN technology) that an actor needs to deploy in order to manage and receive the data coming from a specific region. For instance, if North West England wished to contract DR aggregators to manage the customers in the region.
1) Four DR aggregators should be contracted 2) A DR aggregator should deploy four subsystems. In the second case, the subsystems control all loads under their supervisory area and report to the DR aggregator, who in turn receives load request signals from the DSO. Needless to say, for a different number of houses/customers involved, the number of subsystems changes since it depends on the data size sent by the area.
C. Further Discussion
Besides the presented services provided by the existing actors (DSO, DR aggregators), at any time a new actor could appear and subscribe to the information sent by the smart meters. Each new actor receives the events through the event manager, utilizing its own physical link, without any conflict with the other actors and without even knowing of their existence. For instance, energy suppliers in every region could exploit their own subsystems, using the data aggregator application, to aggregate electricity meter readings for billing purposes. As a second example, DSOs could subscribe to receive load consumption data from the DR aggregators throughout the year for quality of supply and network security purposes. Meanwhile, for actors interested in homelevel services, they could subscribe to receive the original data published by the smart meters and also control heterogeneous home devices thanks to the middleware's integration layer.
VI. CONCLUSION
In this paper, a distributed software infrastructure for developing general purpose services in SG has been introduced. It aims to enable hardware-independent interoperability across heterogeneous devices. Moreover, it exploits a P2P communication paradigm to facilitate the access of multiple actors to the SG, thus allowing provision of services and information exchange between them.
The various middleware layers and its components have been introduced. Moreover, an example of deployment in distribution networks has been presented where it was shown that different buildings could be associated to different aggregators that provide different services to different actors, which is indeed the main strength of the proposed middleware concept. The actors could receive data directly from specific customers or aggregated data coming from subsystems, exploited throughout the network, interacting independently. In addition, the capabilities of the proposed distributed infrastructure in terms of maximum number of customers an actor can manage and relevant number of subsystems that are required were calculated for the DR service presented. The same method could be applied to any other service provided by another actor, ensuring scalability and reliability for all the reoccurring services and therefore truly enabling the development of a distributed market place in a SG context.
