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Abstract
An approach for factoring general boolean functions was described in Golumbic andMintz [Factoring logic functions using graph
partitioning, in: Proceedings of IEEE/ACM International Conference on Computer Aided Design, November 1999, pp. 195–198]
and Mintz and Golumbic [Factoring Boolean functions using graph partitioning, Discrete Appl. Math. 149 (2005) 131–153] which
is based on graph partitioning algorithms. In this paper, we present a very fast algorithm for recognizing and factoring read-once
functions which is needed as a dedicated factoring subroutine to handle the lower levels of that factoring process. The algorithm is
based on algorithms for cograph recognition and on checking normality.
For non-read-once functions, we investigate their factoring based on their corresponding graph classes. In particular, we show
that if a function F is normal and its corresponding graph is a partial k-tree, then F is a read 2k function and a read 2k formula for
F can be obtained in polynomial time.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A boolean function F is called a read-once function if it has a (logically equivalent) factored form F′(≡ F) in
which each variable appears exactly once. The factored form F′ is called a read-once formula for F . For example,
the function F ≡ F1 = aq + acp + ace is a read-once function since it can be factored into the read-once formula
F ≡ F2 = a(q + c(p + e)). Read-once functions were ﬁrst introduced by Hayes [20] and were called fanout-free
functions and are also known as non-repeatable tree functions since the parse tree of a read-once formula has no variable
repeated. Read-once functions have interesting special properties [6,7,15,18,22,25] and according to [26] account for a
large percentage of functions which arise in real circuit applications. They have also gained recent interest in the ﬁeld
of computational learning theory [1,9,14].
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Hayes described an algorithm for identifying and factoring fanout-free functions based on adjacency of the function
variables [20], however its algorithm suffers from high complexity.
Peer and Pinter described in [26] a factoring algorithm for read-once functions. They have proved that their algorithm
gets the optimal results but the main drawback of the algorithm was its non-polynomial complexity. The main reason
for this non-polynomial complexity is due to the need for repeated calls to a routine that converts sum-of-products
boolean function representation to a product-of-sums boolean function representation, or viceversa.
In [16,23] a factoring algorithm for general boolean functions was described which builds the factored form from
top to bottom using graph partitioning, and where read-once functions are handled specially as they appear at the
lower levels of the factoring process. It was noted there, that this algorithm incorporates read-once recognition and
factoring with a newmethod having polynomial complexity.As an integral component of general factoring using graph
partitioning, the polynomial algorithm for read-once functions is presented in this paper. The input to the algorithm
is assumed to be a unique irredundant DNF representation of the function, denoted shortly as SOP, which is a sum of
products such that no product contains another product. For a function with N variables and K products given in the
SOP representation the time complexity of the algorithm is O(K ×N2). The method works equally well if the function
is given in an irredundant CNF representation, by solving the problem on the dual function. If the function is not given
in the above two forms then the computational complexity of our method depends upon the cost of transforming the
input into the irredundant DNF or CNF form. In the worst case, this transformation will take exponential time. Note
that for a function with N variables given in a DNF (CNF) representation having K products, the cost of transforming
it to an irredundant DNF (CNF) form is O(N × K2) time.
Algorithms based on algebraic factoring (quick factor, good factor) [8,28] can also be used in order to factor read-once
functions. These general factoring algorithms have polynomial complexity and from our experiments they produce the
read-once tree for read-once functions. No formal proof has been given (nor any counter example) showing that they
correctly recognize read-once functions, but even in the case that such a proof can be given, the algorithms will spend
redundant time (they are likely to have to run to completion) before they identify that a function is not read-once. We
will refer to these algorithms according to their factoring engine (eg. QF and GF) and compare their performance with
our method.
Suppose a given function F is not a read-once function. In this case our read-once recognition algorithm exists,
indicating that F is not a read-once function. However, we may still want to obtain a formula which is logically
equivalent to F and which has a small number of repetitions of the variables. We call a formula F read m if each
variable appears at most m times in F. A function F is deﬁned to be a read m function if it has an equivalent read m
formula F(≡ F). The readability of a function F is the smallest number m such that F is a read m function. In general,
determining the readability of a function might be quite difﬁcult since to the best of our knowledge it is not known
whether there is a polynomial time algorithm which given a function F in an irredundant DNF or CNF representation
decides whether F is a read m function or not, for some ﬁxed m2. Therefore, we propose investigating restrictions of
the general problem to special cases identiﬁed by the structure of the graph F (see deﬁnition below) corresponding to
the function F. As a ﬁrst step in this direction, we show in Section 5 that if F is normal (see deﬁnition below) and F
is a partial k-tree, then F is a read 2k function and a read 2k representation for F can be obtained in polynomial time.
The paper is organized as follows: in Sections 2 and 3, we introduce the notation and background on read-once
functions and P4-free graphs, respectively. In Section 4, we present our read-once recognition algorithm (called IROF)
and prove its correctness. In Section 5, we study a special case of read 2k functions. Finally, in Section 6, we draw
conclusions and suggest open questions for further research.
A preliminary version of the ﬁrst half of the paper was presented in [17].
2. Background on read-once functions and their representations
A literal is an occurrence of a variable in one of its two speciﬁc forms, either negated or non-negated. Thus, x and x
are different literals, but the same variable. A unate function is a boolean function represented by a formula such that
each variable appears either in the positive or in the negative form throughout the formula. Read-once functions are
unate, but F = ab + ac + bc is an example of a unate function which is not a read-once function.
Any unate function has the property that its simpliﬁed sum of products (shortly SOP) representation include only
prime implicants [20,24], where a prime implicant is a minimal product of literals whose truth implies the truth of the
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function and whose removal from the formula would change the function. We assume that all the boolean functions
considered in this paper are unate functions. For a function F, we denote by SOP(F ) its simpliﬁed sum of products
representation which includes only its prime implicants. Clearly, for every function F SOP(F ) is unique. The support
of a function F is the set of literals occurring in F.
Let F be a boolean function. We deﬁne the dual function F ∗ of F by the following: F ∗ = F ∗(a1, . . . , ar ) =
F ′(a′1, . . . , a′r ), where a′ and F ′ denotes the negation of a and F, resp. For example, let F = ab + cd, according to the
deﬁnition of the dual function we will have F ∗ = (a′b′ + c′d ′)′ which is equal to (a + b)(c + d). Here, we note the
well known property that the dual function replaces each * operator with + operator and vice verse.
The dual operation* has several properties including
• F ∗∗ = F ,
• (F ′)∗ = (F ∗)′,
• (F1 + F2)∗ = F ∗1 ∗ F ∗2 ,• (F1 ∗ F2)∗ = F ∗1 + F ∗2 ,
where the last two are De Morgan laws.
The graphs we consider in this paper are undirected and loop-free. For a graph G, we denote by V (G) (resp., E(G))
the set of vertices (resp., edges) of G. For a set of vertices X ⊆ V (G), we denote by G[X] the subgraph of G induced
by X. The graph P4 denotes a chordless path containing only 3 edges and 4 vertices. A graph is P4-free if it contains no
copy of P4 as an induced subgraph. A complement of a graph G, denoted G is deﬁned as follows: V (G) = V (G) and
an edge (u, v) for u = v belongs to E(G) if and only (u, v) does not belong to E(G). For every graph G, we denote
by C(G) the set of all maximal cliques in G.
With every boolean function F we associate a graph F deﬁned as follows: The set of vertices V (F ) of F is equal
to the set of literals occurring in F (i.e., the support of F). The set of edges E(F ) of F is deﬁned such that an edge
(ai, aj ) belongs to E(F ) if and only if both literals ai and aj occur in a product (i.e., a prime implicant) in SOP(F ).
Thus, each product in SOP(F ) induces a clique in F .
The mapping of F to F is not one to one, there can be more than one function mapped to the same graph. As an
example, the functions F1 = abc and F2 = ab + bc + ac are mapped to the same graph, i.e., F1 = F2 .
Similar to the mapping of F to F we deﬁne a mapping of a graph  to formula () which is the SOP formula
whose products are all the maximal cliques in .
We say that a function F is normal if mapping it to the graph F and vice versa will yield the original function, i.e.,
SOP(F ) = (F ). As an example, the function F1 = abc is normal while the function F2 = ab + ac + bc is not.
The following is the main theorem for read-once functions stated by [18]:
Theorem 1. Let F be a unate function and F ∗ be its dual function. Then all the following statements are equivalent:
• F (F ∗) are read-once functions.
• F (F ∗) is normal and its graph F (F ∗ ) is P4-free.
• The graphs F and F ∗ have no edges in common.
• The union of the graphs F and F ∗ forms a complete graph on the support of F.
• F ∗ = F .
From this theorem one can sketch a procedure to recognize a read-once function. Given a formulaF (usually assumed
to be in its SOP form), generate the graph F , check if the graph F is a P4-free graph and then check if the function
F is normal. Other approaches which use the generation of the dual function suffer from an exponential complexity
caused by the process of extracting the dual function [13].
Using the results of [21] it is possible to check normality for a given formula F in an SOP form with K products
and N variables in O(K × N3) time. For a read-once F, we know that the graph F is P4-free. Using this fact
we show that if F is P4-free then it is possible to check normality for F in O(K × N2) time. Thus, the total time
complexity of the algorithm suggested below for checking whether a given function F is read-once or not is O(K×N2),
where N is the number of variables in F and K is the number of products in the SOP representation of F given as an
input.
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3. Background on cographs and cotrees
All graphs considered in this paper are undirected and simple. A P4 is a simple path of length three. A P4-free graph
is a graph with no induced P4’s. In this section, we introduce the notation and the properties of P4-free graphs that will
be used in the following sections. P4-free graphs are known also by the name of cographs—complement reducible
graphs and are discussed in [10]. We mention the following properties of cographs:
• Any induced subgraph of a cograph is also a cograph.
• The complement of a cograph is also a cograph.
• A complement of a connected cograph is disconnected.
Let G1, . . . ,Gr be r disjoint graphs, r2. The join of G1, . . . ,Gr is the graph G constructed by taking the union of
G1, . . . ,Gr and connecting all the vertices of Gi to all the vertices of Gj for 1 i, jr , i = j , i.e., V (G)=V (G1)∪
· · · ∪ V (Gr) and
E(G) = E(G1) ∪ · · · ∪ E(Gr) ∪ {(u, v)|u ∈ V (Gi), v ∈ V (Gj ), i = j}.
The co-join of G1, . . . ,Gr is the graph G constructed by taking the union of G1, . . . ,Gr i.e., V (G) = V (G1) ∪ · · · ∪
V (Gr) and E(G) = E(G1) ∪ · · · ∪ E(Gr).
We denote the join (resp., co-join) of G1, . . . ,Gr by G1 × · · · × Gr (resp., G1 ∪ · · · ∪ Gr ).
It was shown in [11] that a graph G is a cograph if and only if G can be obtained by a sequence of join and co-join
operations starting from single nodes. This sequence of operations is represented by a tree called a cotree denoted by
TG which is deﬁned as follows: the leaves of TG are the vertices of G and each of the internal nodes of TG has more
than one child and is labeled either with 0 or 1 corresponding to a co-join or a join operation, respectively. Two nodes
x and y of the cograph G are adjacent if and only if the unique path from x to the root of the cotree TG meets the unique
path from y to the root of the cotree TG at a 1-node.
For example, let F be the function acd + aef + ag + bcd + bef + bg. Fig. 1 illustrates the cograph F and its
related cotree. We can see that the nodes of the cograph are the literals of F and that each product in F is represented
by a clique in the cograph. Furthermore, nodes a and c in the cograph are adjacent and their paths in the cotree meets
at the root which is a 1-node, while nodes c and e are not adjacent in the cograph and their paths in the cotree meets at
a 0-node.
For a node h of a tree T we let Th denote the subtree of T rooted at h. Let T be a cotree of a graph G and let h be a
node of T. Clearly, Th is a cotree of the subgraph of G induced by the vertices of G occurring at the leaves of Th. We
denote byGh the subgraph of G deﬁned by the cotree Th. The following lemma follows from the deﬁnitions of cotrees.
Lemma 1. Let G be a P4-free graph and let T be the cotree of G. Let h be an internal node of T and let h1, . . . , hr be
the children of h in T. Let Gh,Gh1 , . . . ,Ghr be the cographs deﬁned by the cotrees Th, Th1 , . . . , Thr , respectively.
• If h is labeled with 0 then Gh = Gh1 ∪ · · · ∪ Ghr .
• If h is labeled with 1 then Gh = Gh1 × · · · × Ghr .
d
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Fig. 1. Cograph and cotree example.
M.C. Golumbic et al. /Discrete Applied Mathematics 154 (2006) 1465–1477 1469
In [11,19], linear time algorithms are presented for checking whether a given graph G is a cograph or not. In case
that the input graph G is a cograph these algorithms provide also the cotree corresponding to G.
4. Proposed read-once algorithm
In this section, we present the is-read-once-function algorithm (shortly, the IROF algorithm) which given a function
F in its SOP form checks whether F is a read-once function or not. If the answer is positive the IROF algorithm produces
a read-once formula which is logically equivalent to F.
The following are the main steps of the IROF algorithm:
1. Construct the graph F .
2. Use the algorithms of [11] to determine whether F is a cograph or not. If F is not a cograph then stop and claim
that F is not a read-once function. Otherwise, continue to step 3.
3. Call the CheckNormality procedure (see details below) to check whether the function F is normal or not. If F is not
normal stop and claim that F is not read-once. If F is normal use the cotree T corresponding to the cograph F to
obtain a read-once formula f (T ) (see details below) which is logically equivalent to F, stop and claim that F is a
read-once function and f (T ) is a read-once formula which is logically equivalent to F.
Clearly, steps 1 and 2 of the IROF algorithm can be done in polynomial time. We now give more details on step 3.
First, we introduce more notation and deﬁnitions. Let X1, X2, . . . , Xr be disjoint sets and let Si be a set of subsets of
Xi (1 ir). We deﬁne the join (also known as the Cartesian sum) of sets S1, . . . , Sr , as the set S whose elements are
unions of elements from the sets Si (one element from each set). In other words, the join of sets S1, . . . , Sr denoted by
S1 ⊗ · · · ⊗ Sr is deﬁned by the following formula:
S = S1 ⊗ · · · ⊗ Sr = {s1 ∪ · · · ∪ sr | si ∈ Si, 1 ir}.
For a cotree T we denote by C(T ) the set of all maximal cliques in the cograph corresponding to T. Recall that for a
node a of T we denote by Ta the subtree of T rooted at a. The following lemma follows from Lemma 1.
Lemma 2. Let G be a P4-free graph and let T be the cotree of G. Let h be an internal node of T and let h1, . . . , hr be
the children of h in T.
• If h is labeled with 0 then C(Th) = C(Th1) ∪ · · · ∪ C(Thr ).
• If h is labeled with 1 then C(Th) = C(Th1) ⊗ · · · ⊗ C(Thr ).
The following CheckNormality algorithm determines whether a given function F in its SOP form and whose graph
F is assumed to be P4-free, is normal or not. It is assumed that the input to this algorithm includes the cotree
T corresponding to F . The algorithm calculates at each node a of the tree the set C(Ta) of all the maximal cliques
in the cograph deﬁned by Ta . The algorithm also keeps at each node a reached the size of the set C(Ta) in a variable
denoted s(Ta). The steps of the algorithm are as follows:
1. Initialization step: SetK to the number of products in the SOP presentation of F. For every leaf a of T setC(Ta)={a}
and set s(Ta) = 1.
2. Scan T from bottom to top, at each internal node h reached, let h1, . . . , hr be the sons of h and do:
(a) If h is labeled with 0:
• set s(Th) = s(Th1) + · · · + s(Thr );
• if s(Th)>K stop and claim that F is not normal;
• otherwise set
C(Th) = C(Th1) ∪ · · · ∪ C(Thr ).
(b) If h is labeled with 1:
• set s(Th) = s(Th1) · · · s(Thr );
• if s(Th)>K stop and claim that F is not normal;
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• otherwise, set
C(Th) = C(Th1) ⊗ · · · ⊗ C(Thr ).
3. Let y be the root of T, and let C(Ty) be the set of maximal cliques of F obtained by the previous step.
• If s(Ty) = K stop and claim that F is not normal.
• Otherwise, compare the set C(Ty) with the set of products in the SOP presentation of F. In order to make
the comparison faster, sort both sets before doing the comparison. If the sets are equal claim that F is normal.
Otherwise, claim that F is not normal.
Lemma 3. Algorithm CheckNormality correctly determines whether a given function F in its SOP form and whose
graph F is a cograph, is normal or not. Its running time given the cotree for F is O(K ×N2), where K is the number
of products in the SOP form of F and N is the size of the support of F.
Proof. By Lemma 2, the set C(Ty) calculated by the algorithm is equal to the set of all maximal cliques in the cograph
deﬁned by Ty which is F (since Ty = T ). Thus, the algorithm correctly checks whether F is normal or not. We now
show that its running time is O(K × N2). Let h be an internal node of T and let h1, . . . , hr be the sons of h. When the
algorithm scans h in step 2, it calculates C(Th) from the sets C(Th1), . . . , C(Thr ). If the size of C(Th) is greater than
K the algorithm stops and claims that F is not normal. Thus, we may assume that the size of C(Th) is at most K. If h is
labeled with 0, each element of C(Th) is an element of C(Thi ) for some i, 1 ir . If h is labeled with 1, each element
ofC(Th) is obtained as a union of r (rN ) disjoint elements ofC(Th1), . . . , C(Thr )where the size of the each element
of C(Th) is at most N. Thus, each element of C(Th) can be obtained in at most N time. Since the number of such
elements is at most K, the calculation ofC(Th) takes at mostK ×N time. Since the number of internal nodes in the tree
T is at most N we obtain that step 2 can be done in O(K × N2) time. Sorting the two K length vectors in step 3 takes
O(N × K logK)time since the operation of comparing two elements of these vectors takes O(N) time. Now, since
logK <N we get that step 3 can be done in O(K × N2) time. Thus, the total time complexity of the CheckNormality
algorithm is O(K × N2). 
For every cotree T we deﬁne a function f (T ) which is obtained by replacing each 0 (resp., 1) node in T with a +
(resp., a ∗) operation. In other words f (T ) is deﬁned inductively as follows:
• If T is a single node a then f (T ) = a.
• If T is a tree with root h whose children are h1, . . . , hr then:
◦ if h is labeled with 0:
f (T ) = f (Th1) + · · · + f (Thr ).
◦ if h is labeled with 1:
f (T ) = f (Th1) ∗ · · · ∗ f (Thr ).
It is easy to see that f (T ) is a read-once function. Recall that for a graph G, we denote by C(G) the set of all maximal
cliques in G. We deﬁne (G) as the SOP formula whose products are the maximal cliques in G.
Lemma 4. Let G be a cograph and let T be the cotree corresponding to G. Then the function f (T ) is logically
equivalent to the function (G).
Proof. We prove the claim by induction on the height of the tree T. The claim trivially holds for a tree of height 0
(which is a single node). Suppose the claim holds for all trees of height at most l − 1. Let T be a tree of height l and
let h be the root of T. Let h1, . . . , hr be the children of T and let Gh1 , . . . ,Ghr be the cographs deﬁned by the cotrees
Th1 , . . . , Thr , respectively. We consider the following two cases.
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Case 1: Suppose h is labeled with 0. By Lemma 2
C(G) = C(Gh1) ∪ · · · ∪ C(Ghr ),
where C(G),C(Gh1), . . . , C(Ghr ) denote the set of all maximal cliques in the graphs G,Gh1 , . . . ,Ghr , respectively.
It follows that:
(G) = (Gh1) + · · · + (Ghr ). (1)
By deﬁnition of f (T ), we have that f (T )=f (Th1)+· · ·+f (Thr ). Since the height of Thi for 1 ir is at most l−1,
we obtain by the induction hypothesis that f (Thi ) is logically equivalent to (Ghi ). Thus, f (T ) is logically equivalent
to (Gh1) + · · · + (Ghr ) which is equal to (G) by (1).
Case 2: Suppose h is labeled with 1. By Lemma 2
C(G) = C(Gh1) ⊗ · · · ⊗ C(Ghr ).
It follows that:
(G) = {c1 ∗ · · · ∗ cr | ci is a product in (Ghi ), 1 ir}. (2)
By deﬁnition: f (T )=f (Th1)∗ · · · ∗f (Thr ). As in case 1 we obtain by the induction hypothesis that f (Thi ) is logically
equivalent to (Ghi ) for 1 ir . Thus, f (T ) is logically equivalent to (Gh1) ∗ · · · ∗ (Ghr ) which is logically
equivalent to (G) as follows from (2). 
We are now ready to prove the main theorem of this section.
Theorem 2. Algorithm IROF correctly determines whether a given function F in its SOP form is read-once or not. If
F is a read-once function, the algorithm also provides a read-once formula which is logically equivalent to F. The time
complexity of the IROF algorithm is O(K ×N2), where K is the number of products in the SOP form of F and N is the
size of the support of F.
Proof. Let F be the given function. By Theorem 1, F is read-once if and only F is normal and F is a cograph. Clearly,
the IROF algorithm correctly checks whetherF is a cograph in step 2. By Lemma 3, the IROF algorithm also correctly
checks whether F is normal in step 3. If both checks are positive, i.e., F is normal and F is a cograph, then by Lemma
4 the read-once formula f (T ) provided by the algorithm is logically equivalent to F. As for the complexity, clearly step
1 can be done in O(N2 × K) time. The cograph recognition algorithms used in step 2 take O(E(F ) + V (F )) time
which is at most O(N2). By Lemma 3, the CheckNormality procedure takes O(N2 ×K) time. Clearly, calculating the
formula f (T ) takes O(N) time. Thus, the total time complexity of the IROF algorithm is O(N2 × K). 
5. Read 2k functions for partial k-trees
We ﬁrst deﬁne the notions of k-trees and partial k-trees. We denote by Kk the clique with k vertices. For a vertex
v and a set of vertices S we say that v is universal to S if v is adjacent to all the vertices in S. A graph G is a k-tree if
G is either a Kk or is formed from a k-tree G′, by adding a new vertex that is universal to a Kk in G′. Note that 1-trees
are precisely trees. G is a partial k-tree if G is a partial subgraph of a k-tree. Partial k-trees (or equivalently graphs of
treewidth at most k) have been studied intensively in recent years, since many NP-hard problems on general graphs
have linear time solutions when restricted to partial k-trees (e.g., [3,4,12]). Although ﬁnding the treewidth of a given
graph G is NP-hard [2], there is a linear time algorithm for checking whether a given graph G has treewidth at most k,
for ﬁxed k, [5].
Suppose, we are given a function F (in its SOP form). If F is a read-once function then the algorithm of the previous
section can be used to obtain an optimal read-once formula f (F ) which is logically equivalent to F. However, if F is
not a read-once function we may still want to obtain a formula with small readability which is logically equivalent to
F. In this section, we study the special case when F is a partial k-tree. We show that if F is normal and F is a partial
k-tree, then F is a read 2k function and a read 2k formula for F can be obtained in polynomial time. Since the size of
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each maximal clique in a partial k-tree is at most k + 1, it can be checked whether F is normal or not in polynomial
(O(nk+3)) time.
Recall that for each graph G we denote by (G) the SOP formula whose set of products correspond to the set of all
maximal cliques in G. In the rest of this section, we denote by G the graph F . Since we assume that the function F
is normal the formula (G) is logically equivalent to F. Thus, we focus on ﬁnding a formula, denoted f (G) with low
readability which is equivalent to (G). The formula f (G) that we construct can be used for any graph G (i.e., not
just for partial k-trees). Thus, the construction of the formula f (G) is important in itself, since it can be used to obtain
a formula with low readability which is equivalent to any normal function F. For the special case when the graph G is
a partial k-tree we show that the formula f (G) is a read 2k formula. This implies that every normal function F whose
corresponding graph F is a partial k-tree, is a read 2k function.
In the rest of this section we proceed in two phases. First, we indicate how to construct the formula f (G) and prove
that this formula is logically equivalent to(G). For constructing f (G)we shall use an (arbitrarily chosen) order of the
vertices of G, i.e., for each order of the vertices of G there is a unique formula f (G) corresponding to it. At the second
phase, we show that if G is a partial k-tree then there exists an order of the vertices of G, such that the corresponding
formula f (G) is a read 2k formula.
Before going to the ﬁrst phase we discuss now the simple case when G is a tree (i.e., a 1-tree). In this case, the
function F is normal since there are no products of size greater than two in (G). Suppose, we choose an arbitrary
vertex as the root of the tree G. For every vertex a ∈ V (G), we denote by a the formula b1 + b2 + · · · + bl , where
b1, b2, . . . , bl are the children of a in the tree. If a is a leaf (i.e., has no children) we set a to False. Now, the formula
F =∑a∈V (G) aa is a read twice formula for F since every vertex a appears one time in the expression aa and just
one more time in the expression pp, where p is the unique parent of a in the tree. Clearly, two is the best upper bound
for the class of trees, since any tree which contains a P4 cannot be represented by a read-once formula.
We now assume that G is a partial k-tree, for k1, and present the construction of the formula f (G). As indicated
above, this formula depends on an order of the vertices of G. For convenience, we order the vertices of G (arbitrarily)
and rename them by integers according to this order, i.e., we rename the vertices of G by 1, 2, . . . , n. We use ‘i(’ as a
short notation for ‘i ∗ (’. For example, the formula 2 ∗ (4 + 5 ∗ (6 + 7)) is written shortly as 2(4 + 5(6 + 7)). We ﬁrst
illustrate the construction of the formula f (G) by the following example.
Example 1. A 2-tree G is presented in Fig. 2. For this graph, and for the order 1, 2, . . . , 11 of its vertices the formula
f (G) is deﬁned as follows:
f (G) = 1(2(3 + 4 + 5) + 3(9 + 10) + 4 ∗ 11) + 2(3 ∗ 7 + 5 ∗ 6) + 3 ∗ 7 ∗ 8.
The ﬁrst term 1(2(3+ 4+ 5)+ 3(9+ 10)+ 4 ∗ 11) of f (G) constructs all the products having 1 in (G). The second
term 2(3 ∗ 7 + 5 ∗ 6) constructs all the products having 2, not having 1 and are not included in products occurring in
1
3
2
4 5
6
7
8
9
10
11
Fig. 2. A 2-tree G.
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the previous term. For example, the second term does not include the product 2 ∗ 4 since it is a sub-product of 1 ∗ 2 ∗ 4
which occurs in the ﬁrst term. The third term 3 ∗ 7 ∗ 8 constructs all the products having 3, not having 1 and 2 and are
not included in products occurring in the previous terms.
In general, the ith term of the formula f (G) constructs all the products having i, not having 1, 2, . . . , i − 1 and are
not included in products occurring in the previous terms.
We now explain how each of the terms is constructed. The ﬁrst term 1(2(3 + 4 + 5) + 3(9 + 10) + 4 ∗ 11) is of the
form 1(. . .), where the terms inside the parenthesis are constructed as follows. The ﬁrst term 2(3 + 4 + 5) constructs
all the products having 1 and 2. The second term 3(9+ 10) constructs all the products having 1,3, not having 2 and are
not included in previous terms. The third term 4 ∗ 11 constructs all the products having 1,4, not having 2, 3 and are not
included in previous terms.
In general, the ith termof the formulaf (G) is of the form i(. . .), where the terms inside the parenthesis are constructed
as follows. The ﬁrst term constructs all the products having i, i + 1 and not having 1, . . . , i − 1. The second term
constructs all the products having i, i +2, not having 1, . . . , i −1, i +1 and are not included in previous terms. The jth
term constructs all the products having i, j , not having 1, . . . , i − 1, i + 1, . . . , j − 1 and are not included in previous
terms.
The above rules are applied recursively to construct the terms inside the parenthesis. For example, ﬁrst term 3 inside
the parenthesis of 1 and 2 in 1(2(. . .) . . .) constructs all the products having 1, 2 and 3; the second term 4 inside these
parenthesis constructs all the products having 1, 2, 4 and do not have 3.
We now set the notation necessary for the formal deﬁnition of the formula f (G). In the following text, we denote by
Q any subset of {1, 2, . . . , n− 1}, and we denote by q the largest number in Q. For each such Q, we deﬁne the formula
f (Q) recursively as follows:
1. If n − 1 ∈ Q then
f (Q) =
{
n | Q ∪ {n} is a maximal clique in G
T rue | Q is a maximal clique in G
False | otherwise
}
.
2. Suppose now that n − 1 /∈Q.
(a) If Q is not a clique in G then f (Q) = False.
(b) If Q is a maximal clique in G, then f (Q) = True.
(c) Otherwise, f (Q) is deﬁned recursively as follows:
f (Q) = (q + 1)f (Q ∪ {q + 1}) + · · · + (n − 1)f (Q ∪ {n − 1})
=
i=n−1∑
i=q+1
i(f (Q ∪ {i})). (3)
Note that some terms in (3) may be redundant. For example, if Q ∪ {q + 1} is not a clique in G then f (Q ∪ {q + 1})
is equal to False and the term (q + 1)f (Q ∪ {q + 1}) is logically equivalent to False. Thus, this term can be omitted
from the above formula (unless all the other terms in the above formula are logically equivalent to False which implies
that f (Q) is logically equivalent to False). Thus, we assume that in the process of building the formula f (Q) using
the above recursive deﬁnition we omit all the redundant terms (i.e., we omit terms which are logically equivalent to
False).
The formula f (G) is deﬁned by
f (G) = 1(f ({1})) + 2(f ({2})) + · · · + (n − 1)(f ({n − 1})). (4)
Note that the formulas f ({1}), f ({2}), . . . , f ({n−1}) corresponds to the formula f (Q) deﬁned above whenQ is equal
to {1}, {2}, . . . , {n − 1}, respectively.
Example 2. We now explain the construction of the formula f (G) corresponding to the 2-tree G of Fig. 2.
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First, using (4) we obtain that:
f (G) = 1(f ({1})) + · · · + 10(f ({10})) = 1(f ({1})) + 2(f ({2})) + 3(f ({3})).
Note that all the terms i(f ({i})) for 4 i10 can be omitted since they are equal to False. Now using (3) recursively
we obtain that f ({3})= 7 ∗ 8, f ({2})= 3 ∗ 7 + 5 ∗ 6, f ({1})= 2(3 + 4 + 5)+ 3(9 + 10)+ 4 ∗ 11 which implies that:
f (G) = 1(2(3 + 4 + 5) + 3(9 + 10) + 4 ∗ 11) + 2(3 ∗ 7 + 5 ∗ 6) + 3 ∗ 7 ∗ 8.
To complete the description we now show how the formula f ({2}) is obtained (the formulas f ({1}) and f ({3}) are
obtained similarly). Using (3) we get that:
f ({2}) = 3(f ({2, 3})) + 4(f ({2, 4}) + · · · + 10(f ({2, 10})).
In the above formula all terms besides 3(f ({2, 3})) and 5(f ({2, 5})) should be omitted since they are equal to False.
For example, f ({2, 4}) is equal to False since using (3) we get that:
f ({2, 4}) = 5(f ({2, 4, 5})) + 6(f ({2, 4, 6})) + · · · + 10(f ({2, 4, 10})) = False.
Note that all the terms f ({2, 4, x}), for 5x10, in the above formula are equal to False since {2, 4, x} is not a clique
in G. Thus,
f ({2}) = 3(f ({2, 3})) + 5(f ({2, 5})).
Now, using (3) once more we obtain that:
f ({2, 3}) = 4(f ({2, 3, 4})) + 5(f ({2, 3, 5})) + · · · + 10(f ({2, 3, 10})).
Now all the terms in the above formula are equal to False except the term 7(f ({2, 3, 7})) which is equal to 7 since
f ({2, 3, 7}) is equal to True. Thus, we obtain that f ({2, 3})= 7. By a similar argument we get that f ({2, 5})= 6. Now,
substituting these results in the above formula we get that f ({2}) = 3 ∗ 7 + 5 ∗ 6.
For each Q ⊆ {1, 2, . . . , n − 1}, we deﬁne the SOP formula S(Q) as follows:
1. If Q is a maximal clique in G then S(Q) = T rue.
2. If Q is not a clique in G then S(Q) = False.
3. Otherwise,
S(Q) =
∑
{X | X ⊆ {q + 1, . . . , n} and Q ∪ X is a maximal clique in G}. (5)
Recall that for every formula F we denote by SOP(F ) the SOP formula which is logically equivalent to F.
Lemma 5. For every Q ⊆ {1, . . . , n − 1}, f (Q) is logically equivalent to S(Q).
Proof. We prove the claim by reverse induction on q, the largest number inQ. The claim trivially holds when q=n−1,
since either both f (Q) and S(Q) are equal to True or False or both are equal to n. Suppose the claim is true for all sets
Q ⊆ {1, . . . , n − 1}, such that q > i. Let Q be a set such that q = i. If Q is a maximal clique (resp., is not a clique)
in G then by deﬁnition both f (Q) and S(Q) are equal to True (resp., False). Otherwise, by (3) and by the inductive
hypothesis we get that:
f (Q) ≡ (i + 1)S(Q ∪ {i + 1}) + · · · + (n − 1)S(Q ∪ {n − 1}). (6)
Let C be any product in S(Q). Then C ⊆ {i + 1, . . . , n} and C ∪Q is a maximal clique in G. Let c1 be the smallest
vertex in C. Since (C − {c1}) ∪ Q ∪ {c1} is a maximal clique in G we get that C − {c1} is a product in S(Q ∪ {c1}).
Now by the term c1 ∗ S(Q ∪ {c1}) in (6), we get that C is a product in SOP(f (Q)).
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Conversely, let X be a product in SOP(f (Q)) and let x1 be the smallest vertex in X. By (6), the product X in
SOP(f (Q)) is obtained from the term x1 ∗ S(Q∪ {x1}). Thus, X−{x1} is a product in S(Q∪ {x1}) which implies that
(X − {x1}) ∪ Q ∪ {x1} = X ∪ Q is a maximal clique in G. Now by deﬁnition, X is a product of S(Q). Thus, we have
shown that S(Q) is equal to SOP(f (Q)) which implies that f (Q) is logically equivalent to S(Q), and the claim now
follows by induction. 
Lemma 6. For every graph G, f (G) is logically equivalent to (G).
Proof. By Lemma 5 and by (4) we get that:
f (G) ≡ 1(S({1})) + 2(S({2})) + · · · + (n − 1)(S({n − 1})). (7)
Let X be a product in (G), i.e., X is a maximal clique in G. Let x1 be the smallest vertex in X. By deﬁnition, X − {x1}
is a product in S({x1}). By (7), X is a product of SOP(f (G)) which is obtained from the term x1 ∗ S({x1}).
Conversely, let X be a product in SOP(f (G)) and let x1 be the smallest vertex in X. By (7), X is obtained from the
term x1 ∗ S({x1}). By deﬁnition, X − {x1} ∪ {x1} = X is a maximal clique in G which implies that X is a product
in (G). Thus, we have shown that (G) is equal to SOP(f (G)) which implies that f (G) is logically equivalent to
(G). 
For every vertex x of G we denote by lx the number of vertices which are smaller than x and are adjacent to x in G.
For each Q ⊆ {1, . . . , n − 1}, we denote by lx(Q) the number of vertices in {q + 1, . . . , n} which are smaller than x
and are adjacent to x in G.
Lemma 7. For every Q ⊆ {1, . . . , n− 1} and for every vertex x in {q + 1, . . . , n} x occurs at most 2lx (Q) times in the
formula f (Q).
Proof. We prove the claim by reverse induction on q, the largest number inQ. The claim trivially holds when q=n−1,
since for every Q that contains n − 1, the vertex n occurs at most 1 time in f (Q). Suppose the claim is true for all
sets Q ⊆ {1, . . . , n − 1}, such that q > i. Let Q be a set such that q = i and let x be any vertex in {q + 1, . . . , n}.
Suppose lx(Q)=p and let x1, . . . , xp be the neighbors of x in {q +1, . . . , n} which are smaller than x. We assume that
x1, . . . , xp are ordered by the same order of the vertices of G, i.e., xs < xt whenever s < t . By (3) and by the inductive
hypothesis, the total number of occurrences of x in f (Q) can be calculated as follows:
• at most 1 time in the term x(f (Q ∪ {x})),
• at most 1 time in the term xp(f (Q ∪ {xp})),
• at most 2 times in the term xp−1(f (Q ∪ {xp−1})),
• ...
• at most 2p−1 times in the term x1(f (Q ∪ {x1})).
Thus, the total occurrences of x in f (Q) is at most 2p = 2lx (Q). 
Lemma 8. For every vertex x in G, x occurs at most 2lx times in f (G).
Proof. Let x be any vertex in G and suppose lx = p. Let x1, . . . , xp be the neighbors of x in G which are smaller than
x. By (4) and by Lemma 7, the total number of occurrences of x in f (G) can be calculated as follows:
• at most 1 time in the term x(f ({x})),
• at most 1 time in the term xp(f ({xp})),
• at most 2 times in the term xp−1(f ({xp−1})),
• ...
• at most 2p−1 times in the term x1(f ({x1})).
Thus, the total occurrences of x in f (G) is at most 2p = 2lx . 
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We are now ready to prove the main result of this section.
Theorem 3. Let F be a normal function such that F is a partial k-tree, then F is a read 2k function and a read 2k
formula which is logically equivalent to F can be obtained in polynomial (O(nk+1)) time.
Proof. Let G = F . Since G is a partial k-tree, G is a subgraph of a k-tree G′ such that V (G) = V (G′). By deﬁnition
of k-trees, G′ can be constructed by starting from a Kk (i.e., a clique of k vertices) and at each step adding a new
vertex x and connecting it to a Kk in the current graph. Thus, we can order the vertices of G′ such that each vertex x
it adjacent to at most k vertices which are smaller than x. Since G′ is a supergraph of G this property also holds for
G. We have shown that there is an order of the vertices of G such that for every vertex x in G, lxk. Let f (G) be the
formula corresponding to this order of the vertices of G. By Lemma 8, f (G) is a read 2k formula. By Lemma 6, f (G)
is logically equivalent to (G). Since F is normal, F is logically equivalent to (G) which implies that F is logically
equivalent to f (G).
As for the complexity, we now show that the formula f (G) can be obtained in polynomial time. By (4), f (G) can
be obtained immediately from the formulas f (Q) for all Q ⊆ {1, . . . , n − 1}. For general graphs the number of such
formulas may be exponential. However, when G is a partial k-tree many of these formulas are logically equivalent to
False. In particular, for every Q ⊆ {1, . . . , n− 1} such that |Q|>k, f (Q) is logically equivalent to False (each clique
in G is of size at most k which implies that Q is not a clique).
Thus, the total number of subsets of {1, . . . , n− 1} that we need to consider is at most nk . For each Q, f (Q) can be
obtained in one step (which takes at most O(n) time) using (3), based on the formulas corresponding to the subsets of
{1, . . . , n − 1} whose largest element is greater than q. It follows that we can calculate all the formulas f (Q) for all
Q ⊆ {1, . . . , n− 1} such that |Q|k in polynomial O(nk+1) time. Thus, using (4) we can obtain the formula f (G) in
polynomial O(nk+1) time. 
We now show that Theorem 3 can be extended to a class of graphs which contains the class of partial k-trees. We
say that a graph G is k-orderable if its vertices can be ordered such that each vertex is adjacent to at most k vertices
preceding it in the order. Clearly, the class of partial k-trees is contained in the class of k-orderable graphs.
It can be checked in polynomial time whether a graph G is k-orderable or not as follows: repeatedly take a vertex
having at most k neighbors inG, and omit it fromG. If no such vertex exists, stop and conclude thatG is not k-orderable.
Otherwise, continue until all the vertices are removed from G. The order in which the vertices are removed from G is
the reverse of the required order. Since the only property of partial k-trees that is used in the proof of Theorem 3 is that
they are k-orderable we conclude that:
Corollary 1. Let F be a normal function such that F is k-orderable, then F is a read 2k function and a read 2k
formula which is logically equivalent to F can be obtained in polynomial (O(nk+1)) time.
6. Conclusions and open questions
We have presented a very fast algorithm for recognizing and factoring read-once functions. This algorithm appears in
the general factoring algorithm [16,23] as an essential subroutine for factoring the read-once functions which appear at
the lower level of the general factoring process. Ourmethod is based on cograph recognition and on normality checking.
We discussed the algorithm complexity and in [17] empirical results were presented, of running the algorithm in the
SIS environment [27] in comparison to other methods.
We also suggested to study special cases of non-read-once functions based on the structure of the graphs associated
with these functions. In particular, we have shown that every normal function F whose corresponding graph F
is a partial k-tree is a read 2k function. This naturally suggest the question of studying other graph classes. For
example, is it true that for the classes of P4-sparse and distance hereditary graphs (both are natural extensions of
cographs) the readability of the corresponding formulas are unbounded? In other words, is it true that there is no ﬁxed
k such that every normal function F is a read k function, even if F is a P4-sparse graph (resp., a distance hereditary
graph)?
Another important question is whether there is a polynomial time algorithm which given a normal function F checks
whether F is a read k function, for ﬁxed k.
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