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1. Introduction
There are quite a few algorithms available to compute certain types of factor groups of ﬁnitely
presented groups, e.g. an abelian quotient algorithm, various soluble quotient algorithms. The package
QUOTPIC, cf. [HoR 93], uses various of these algorithms and an algorithm ﬁnding small simple factor
groups of ﬁnitely presented groups. This paper describes an algorithm to ﬁnd the factor groups of
L2-type of a ﬁnitely presented group, that is factor groups isomorphic to PSL(2,q) or to PGL(2,q) for
some prime power q. More precisely it decides whether there are ﬁnitely many quotient groups of
this type and enumerates the epimorphisms in that case or proves that there are inﬁnitely many such
factor groups and computes at least one epimorphism. Whereas all the other algorithms listed above
rely mainly on linear methods, the present algorithm uses Groebner basis techniques, more precisely
the Janet algorithm, cf. [BGY 01], [BCG 03] for practical background and [PlR 05] for theoretical back-
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already in [PlR 06]. Earlier attempts to deal with the present question used either resultants instead
of Groebner bases, cf. [HoP 92] or Groebner bases and p-adic lifting methods, cf. [PlS 97].
The main progress in this paper with respect to [PlR 06] is that one works with traces rather
than with matrix entries. In Section 2 we demonstrate how the traces of words in 2 × 2-matrices of
determinant 1 can be expressed in terms of the traces of these matrices and certain of their products
by generalising the concept of Chebyshev polynomials in this context. Throughout the paper we shall
concentrate on the 2-generator case for the ﬁnitely presented groups. The case of more generators
will be treated elsewhere.
In the case that one has only ﬁnitely many L2-type factor groups of a ﬁnitely presented group on
two generators our algorithm will come up with deﬁnite answers. In the other case it will produce
ﬁnitely many inﬁnite families and give certain information about each one of them, e.g. on the ap-
proximate growth of the number of normal subgroups with L2-type factor groups in terms of certain
parameters. But the output of the algorithm in these cases can also be made the starting point for
a more detailed enumeration of all L2-type factor groups as demonstrated by some examples. For
instance we extend some results in [Hal 36] by Philip Hall, who counted the normal subgroups of
the free group on two generators with PSL(2, p) as factor group for all prime numbers p. We in-
clude PSL(2, pn) and PGL(2, pn) for all n ∈ N as well, cf. Theorem 5.3. We introduce the concept of
L2-deﬁciency for words in the free group on two generators with the aim to develop some intuition
of how well a presentation can be judged from its L2-quotients and use this concept as a guideline
for the examples which we present in the last three sections. We should like to thank the referees
and the editor for their thoroughness and commitment.
2. Generalised Chebyshev polynomials
For a 2 × 2-matrix X of determinant 1 and trace x let Tn(x) be the trace of Xn . Viewing x as an
indeterminate yields Tn(x) as a polynomial of degree n in x called the n-th Chebyshev polynomial.
Obviously one has T0(x) = 2, T1(x) = x and the recursion Tn+1(x) = xTn(x) − Tn−1(x). (Note, if Cn(x)
is the usual n-th Chebyshev polynomial of the ﬁrst kind, then Tn(x) = 2Cn(x/2).) For our present
purposes we need a generalisation.
Lemma 2.1. Let Fn := F (g1, g2, . . . , gn) be the free group on n generators gi . Let
Φn :=
{
ϕ : {1, . . . ,k} → {1, . . . ,n} ∣∣ 1 k n, ϕ injective, ϕ(1) < ϕ(i) for i = 2, . . . ,k}
be the set of all normalised injective sequences. Grade Z[xϕ | ϕ ∈ Φn] by deﬁning the degree of xϕ to be the
length |ϕ| of the sequence ϕ . For any w ∈ Fn there is a pw ∈ Z[xϕ | ϕ ∈ Φn] of degree at most the reduced
length of w such that for any integral domain R and any representation
 : Fn → SL(2, R) : gi → Xi
the trace tr((w)) is obtained from pw by substituting the trace of the product Xϕ := Xϕ(1) · · · Xϕ(|ϕ|) for xϕ
for each ϕ ∈ Φn.
Proof. For 2× 2-matrices A, B of determinant 1 over the same domain R one checks:
tr(AB) = tr(B A),
tr(AAB) = tr(A) tr(AB) − tr(B),
tr
(
A−1
)= tr(A).
Using these rules, we prove the claim by induction on the length |w| of the words w ∈ Fn . The claim
is obvious for |w| = 1. Assume it to be true for all words w ∈ Fn with |w| < k, that is there is a
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w contains a subword x2 for some x ∈ Fn − {1}, one may assume because of the ﬁrst rule w = xxv
for some v ∈ Fn and deﬁne pxxv := pxpxv − pv . Because of the second rule and by induction on the
length of the words, this pxxv satisﬁes the trace insertion property and has the right degree. If w has
a subword of the form xyx for some x, y ∈ Fn − {1}, one may assume w = xyxv because of the ﬁrst
rule and rewrite w = (xy)(xy)y−1v . In this case we deﬁne pw := pxy pxv − py−1v and obtain the trace
insertion property from the second rule and the right degree from the induction hypothesis. If w has a
subword of the form xyx−1 for some x, y ∈ Fn −{1}, one may assume w = xyx−1v because of the ﬁrst
rule and rewrite w = (xy)(xy)y−1x−1x−1v to deﬁne pw := pxy px−1v − px−1 px−1vy−1 + pvy−1 . Because
of the ﬁrst two rules and the induction hypothesis the trace insertion property follows, as well as the
degree inequality. Finally one is left with the case that word w contains some x−1 as subword with
x ∈ {g1, . . . , gn} exactly once and no other occurrence of this particular x. Because of the ﬁrst rule one
may assume w = x−1v and rewrite w = x−1x−1xv . Here we deﬁne pw := px−1 pv − pxv = pxpv − pxv
because of the second and third rule. After at most n such steps the claimed form is attained. 
These polynomials pw we call the generalised Chebyshev polynomials. Note, pxxv = pxpxv − pv and
pxy = pyx as most important rules. The case n = 1 is classical, the case n = 2 is most important for
us.
Theorem 2.2. Let F2 := F (g1, g2) be the free group on {g1, g2}. For each word w = w(g1, g2) ∈ F2 there is
a unique polynomial pw(x1, x2, x12) ∈ Z[x1, x2, x12] satisfying the following property: For any representation
 : F2 → SL(2, R) : gi → Xi for i = 1,2 and for any integral domain R:
tr
(
(w)
)= pw(tr(X1), tr(X2), tr(X1X2)).
Proof. Because of Lemma 2.1 only the uniqueness has to be proved. To this end choose the represen-
tation
g1 →
(
α β
0 α−1
)
, g2 →
(
0 −1
1 γ
)
over the rational function ﬁeld Q(α,β,γ ) and the claim follows easily, since α + α−1, γ , β + α−1γ
are clearly algebraically independent. 
The case of three generators is slightly more complicated.
Theorem 2.3. Let F3 := F (g1, g2, g3) be the free group on {g1, g2, g3}. For each word w = w(g1, g2, g3) ∈
F3 there is a unique polynomial
pw(x1, x2, x3, x12, x13, x23, x123) ∈ Z[x1, x2, x12, x13, x23, x123]
of degree  2 in x123 deﬁned by the following property: For any representation  : F3 → SL(2, R) : gi → Xi
for i = 1,2,3 and for any integral domain R:
tr
(
(w)
)= pw(tr(X1), tr(X2), tr(X3), tr(X1X2), tr(X1X3), tr(X2X3), tr(X1X2X3)).
Proof. By Lemma 2.1 pw is a polynomial in x1, x2, x3, x12, x13, x23, x123, x132. However, one easily ver-
iﬁes by actual trace inspections, that the following two relations hold:
x1x2x3 − x3x12 − x2x13 − x1x23 + x123 + x132 = 0
and
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2 + (x1x2x3 − x3x12 − x2x13 − x1x23)x123 + x12 + x22 + x32 + x122 + x132 + x232
− x1x2x12 − x1x3x13 − x2x3x23 + x12x13x23 − 4 = 0.
(The ﬁrst holds for any 2 × 2-matrices and the second for ones of determinant 1.) Applying
these two relations reduces pw to the desired form. The proof of algebraic independence of
x1, x2, x3, x12, x13, x23 is similar as in the proof of Theorem 2.2. 
As a general consequence of Lemma 2.1 one obtains:
Remark 2.4. In the notation of Lemma 2.1 assume R to be a ﬁeld and denote the minimal subﬁeld
of R containing the traces of all (g) with g ∈ Fn by the (minimal) character ﬁeld of . Lemma 2.1
then implies that the character ﬁeld of  is generated by ﬁnitely many, namely |Φn| (speciﬁed) traces
tr((g)). Theorems 2.2 and 2.3 give improvements for the cases of n = 2 and n = 3 generators. If
moreover  is irreducible and R is ﬁnite, the character ﬁeld of  is also the minimal splitting ﬁeld
of  by Wedderburn’s Theorem.
So Theorem 2.2 implies that for the treatment of 2-generator groups one has only one kind of
relations for the relevant traces, namely the ones coming from the relators of the group itself, cf.
Section 3, whereas Theorem 2.3 says that for 3-generator groups there is one additional algebraic
relation between the relevant traces which is independent of the group relators, namely the second
relation in the proof of Theorem 2.3. Indeed, if one ignores this relator in the computations, one gets
a ring which is too big and usually has some maximal ideals not leading to a group representation.
Example 2.5.
pg51
= x15 + 5x1 − 5x13,
pg−11 g
−1
2 g1g2
= x122 − x1x2x12 + x12 − 2+ x22,
p
(g−11 g
−1
2 g1g2)
5 = pg51 (pg−11 g−12 g1g2).
For our applications the elements w ∈ Fn are often relators. These get translated into relations
for the xϕ by passing over to pw − 2 or pw + 2 depending on whether the insertion of matrices
Xi yield w(X1, . . . , Xn) = I2 or −I2, because we will study representations into PSL(2, R) rather than
SL(2, R). In particular, for power relations, the one variable Chebyshev polynomials subtracted by 2 are
relevant. Their irreducible factors are closely related to cyclotomic polynomials. One has the following
elementary, but useful, factorisation into irreducibles.
Proposition 2.6.
(1) pgn1 − 2 =
∏
i2, i|n
Ψi(x1)
∏
2<i|n
Ψi(x1)
2
with Ψi(x1) the minimal polynomial of x+ xi−1 in Q[x]/〈Φi(x)〉, where Φi(x) denotes the i-th cyclotomic
polynomial.
(2) For w ∈ F2 := F (g1, g2) one has
pwn − 2 =
∏
i2, i|n
Ψi(pw)
∏
2<i|n
Ψi(pw)
2,
pwn + 2 = pw2n − 2
pwn − 2 .
918 W. Plesken, A. Fabian´ska / Journal of Algebra 322 (2009) 914–935Proof. (1) pgn1 − 2 = tr(
( 0 −1
1 x1
)n − I2) = tr(Diag(s, s−1)n − I2) with x1 = s + s−1. Hence
pgn1 − 2 =
(
sn − 1)+ (s−n − 1)
= s−n(s2n − 2sn + 1)
= s−n(sn − 1)2
= (sn − 1)(1− s−n).
By expanding into linear factors using n-th roots of unity ζ in , one obtains
pgn1 − 2 =
n−1∏
i=0
(
x1 −
(
ζ in + ζ−in
))
and (1) easily follows.
(2) The ﬁrst equation follows from (1) directly, the second via tr(A2) = tr(A)2 − 2 for
det(A) = 1. 
Example 2.7. (1) Ψi(λ) for i = 1, . . . ,10 are given by λ − 2, λ + 2, λ + 1, λ,λ2 − 1 + λ and λ − 1,
λ3 − 1− 2λ + λ2, λ2 − 2, λ3 + 1− 3λ,λ2 − 1− λ.
(2) For the commutator one has p[g1,g2] = x12 − x1x2x12 + x22 + x122 − 2. So for instance the group
relator [g1, g2]4 yields the trace relation Ψ1(p[g1,g2])Ψ2(p[g1,g2])Ψ4(p[g1,g2])2 when one has the matrix
equation [X1, X2]4 = I2 in mind and into Ψ8(p[g1,g2])2 when one thinks of [X1, X2]4 = −I2.
3. Representations
Proposition 3.1. Let K be a ﬁeld and c1, c2, c12 ∈ K . Let Ks be the splitting ﬁeld of x2 − c1x+1 ∈ K [x]. Deﬁne
the reducibility indicator
ρ := Ψ1(p[g1,g2]) = −4+ x22 + x122 + x12 − x1x2x12.
(1) There exists a representation  : F2 → SL(2, Ks) such that tr((gi)) = ci for i = 1,2 and
tr((g1g2)) = c12 .
(2)  is absolutely irreducible if and only if ρ(c1, c2, c12) = 0.
In case ρ(c1, c2, c12) = 0, the following hold:
(3)  is unique up to Ks-equivalence.
(4)  can be realized over K if and only if ρ(c1, c2, c12) is a norm from Ks over K .
(5) If K is ﬁnite, then  can be realized over K .
Proof. (1) Deﬁne
(g1) := X1 :=
(
a c2(a − c1) + c12
0 c1 − a
)
, (g2) := X2 :=
(
0 −1
1 c2
)
with a a root of x2 − c1x+ 1.
(2) Clearly,  is absolutely irreducible if and only if (I2, X1, X2, X1X2) forms a Ks-basis of
K 2×2s or equivalently is linearly independent. But this is the case if and only if ρ(c1, c2, c12) =
det(I2, X1, X2, X1X2) = 0, where X denotes the 4-column obtained from the columns of the 2 × 2-
matrix X by putting the second below the ﬁrst.
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standard basis vector B1 of K 2×1s with an eigenvector of (g1) for the eigenvalue a. Because of irre-
ducibility the second standard basis vector can be chosen to be (g2)B1. Then  is necessarily of the
form given above. If one chooses c1 − a as eigenvalue, one gets similarly a unique representation ′ .
The Ks-matrix T conjugating ′ into  has determinant ρ(c1, c2, c12).
(4) If a ∈ K , that is Ks = K , there is nothing to prove. Otherwise ′ is the algebraic conjugate
of . Let the Galois group of Ks over K be generated by σ . Then σ(T )T turns out to be equal to
ρ(c1, c2, c12)I2. Hence the Galois descent is possible if and only if ρ(c1, c2, c12) is in the image of the
norm map from Ks to K .
(5) This follows from Wedderburn’s Theorem that ﬁnite division algebras are commutative and the
proof of (4). Instead of the proof of (4) one can also use the results of the previous section that all
traces lie in K since they are polynomials in c1, c2, c12. 
So equivalence classes of SL(2, K )-valued absolutely irreducible representations of F2 can be
parametrised by their trace triples. Let K denote the algebraic closure of the ﬁeld K .
Corollary 3.2. Let HomKirr(F2,SL(2, K )) denote the set of SL(2, K )-valued absolutely irreducible representa-
tions of F2 taking character values in K and V (ρ, K ) := {c ∈ K 3 | ρ(c) = 0}. Then the trace triple map
T : HomKirr
(
F2,SL(2, K )
)→ V (ρ, K ) :  → (tr((g1)), tr((g2)), tr((g1g2)))
has the following properties:
(1) T is surjective.
(2) Its ﬁbres are the GL(2, K )-classes in HomKirr(F2,SL(2, K )); the minimal character ﬁeld of
 ∈ HomKirr(F2,SL(2, K )) is generated by the three components of T () over the prime ﬁeld of K .
(3) If K is ﬁnite T induces a bijection of Homirr(F2,SL(2, K ))/GL(2, K ) onto V (ρ, K ).
To achieve our goal, we need to tackle two items: Passage from F2 to factor groups and pas-
sage from SL(2, K ) to PSL(2, K ). The ﬁrst is based on the generalised Chebyshev polynomials of the
last section and the nondegeneracy of the trace bilinear form of K 2×2, the latter is elementary and
described by an action of C22 via sign changes. We start with the ﬁrst point. Let
G := 〈g1, g2 | wi, i = 1, . . . ,k〉.
and HomKirr(G,SL(2, K )) denote the subset of representations in Hom
K
irr(F2,SL(2, K )) factoring over G .
Proposition 3.3. Let the trace presentation ideal be deﬁned by
I(G) := 〈prwi − pr ∣∣ r ∈ {1, g1, g2, g1g2}, i = 1, . . . ,k〉 Z[x1, x2, x12].
Then
T
(
HomKirr
(
G,SL(2, K )
))= V (ρ,G, K ) := {c ∈ V (ρ, K ) ∣∣ p(c) = 0 for all p ∈ I(G)}.
In case K is ﬁnite a bijection from Homirr(G,SL(2, K ))/GL(2, K ) onto V (ρ,G, K ) is induced.
Proof. Since B := (I2,(g1),(g2),(g1g2)) is a basis of K 2×2 and the trace bilinear form is non-
degenerate, two elements X, Y ∈ K 2×2 are equal if and only if tr(Bi X) = tr(BiY ) for i = 1, . . . ,4. The
claim now follows easily from the results of the last section. 
Note, instead of working with wi(X1, X2) = I2, one gets generators of smaller degree for I(G),
if one works with ai(X1, X2) = ei(X1, X2) where wi = aie−1i , that is one replaces the generators
prwi − pr by prai − prei . We now come to the second point, the passage from SL to PSL.
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(1) Any representation  : G → PSL(2, R) for some integral domain R is induced from a represen-
tation  : F2 → SL(2, R) satisfying (wi) = i I2 for some i ∈ {1,−1} and vice versa. The tuple
 ∈ {1,−1}k is called the sign system for .
(2) If  : F2 → SL(2, R) induces  : G → PSL(2, R) then all the other i : F2 → SL(2, R) inducing the
same  form an orbit under the group {±1}2 of sign changes for the generators.
(3) The action of {±1}2 in (2) induces an action on the set {±1}k of all possible sign systems for G .
Putting the last two points together one ﬁnally has a complete description of the homomorphisms
of G onto irreducible subgroups of PSL(2, K )
Proposition 3.5. Let K be a ﬁeld. Then the set HomKirr(G,PSL(2, K )) of absolutely irreducible representation
 : G → PSL(2, K ) with K -valued characters can be identiﬁed with the set of orbits
( ⋃
∈{±1}k
HomKirr
(
G, ,SL(2, K )
))
/{±1}2
where HomKirr(G, ,SL(2, K )) consists of those  ∈ HomKirr(G,SL(2, K )) with (wi) = i for i = 1, . . . ,k.
For a sign system  ∈ {±1}k deﬁne the -trace presentation ideal:
I(G, ) := 〈prwi − i pr ∣∣ r ∈ {1, g1, g2, g1g2}, i = 1, . . . ,k〉 Z[x1, x2, x12].
Then the trace triple map T of Corollary 3.2 yields
T
(
HomKirr
(
G, ,SL(2, K )
))= V (ρ,G, , K ) := {c ∈ V (ρ, K ) ∣∣ p(c) = 0 for all p ∈ I(G, )}.
In case K is ﬁnite a bijection from Homirr(G, ,SL(2, K ))/GL(2, K ) onto V (ρ,G, , K ) is induced.
Clearly the action of {±1}2 also acts on K 3 in such a way that T is equivariant. For computational
purposes we give explicit formulas for both actions of {±1}2 on the set {±1}k of sign systems and on
the set K 3 of trace triples:
{±1}2 × {±1}k → {±1}k : (σ , ) → (i · wi(σ1g1,σ2g2)wi(g1, g2)−1)i=1,...,k
{±1}2 × K 3 → K 3 : (σ , c) → (σ1c1,σ2c2,σ1σ2c12).
We want to exclude as images groups not isomorphic to PSL(2,q) or PGL(2,q); descriptions of
these can be found, e.g. in [Suz 82] or [Hup 67]. For our purposes this result, due to Dickson, is
best quoted as follows: A subgroup of PSL(2, K ) for ﬁnite ﬁelds K is either not absolutely irreducible
(we have excluded those already), dihedral, isomorphic to one of A4, S4, A5 or PSL(2, F ) or PGL(2, F )
for certain subﬁelds F of K . If a dihedral group is generated by two elements a,b, obviously two
of a,b,ab are outside the cyclic normal subgroup of index 2 and are therefore of order 2. Clearly
elements of order 2 in PSL(2, K ) are represented by determinant-one-matrices squaring to −I2. This
proves the following.
Lemma 3.6. Let  : F2 → SL(2, K ) be a representation and ν : SL(2, K ) → PSL(2, K ) be the natural epimor-
phism such that ρ(T ()) = 0, that is  absolutely irreducible. Then ν((F2)) is a dihedral group if and only
if two of the entries of T () are zero.
Note, in characteristic 2 we do not need an A4- or S4-test, since these groups are already excluded
by the absolute irreducibility test.
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the alternating group A4 if and only if either one entry of T () is zero and the other two are ±1 (twelve
possibilities) or all three of them are ±1 with an even number of −1’s (four possibilities).
Proof. Note A4 ∼= PSL(2,3) and there are 33 elements in F33, of which 10 lead to reducible groups,
since they are zeroes for ρ , leaving 17 possibilities. Exactly one of them, namely (0,0,0) gets removed
by the dihedral condition of Lemma 3.6, leaving 16 possibilities. The rest is straightforward. Note by
the way, (−1,−1,−1) leads to a 2-dimensional crystallographic space group Z3 : C3 for K = Q. 
The A5-test can be established rather similarly.
Lemma 3.8. Let ,ν be as in Lemma 3.6. Then ν((F2)) is isomorphic to the alternating group A5 if and only
if T () is a zero of one of 76 ideals ofZ[x1, x2, x12]with residue class rings all isomorphic toZ[x]/〈x2−x−1〉.
Proof. Note A5 ∼= PSL(2,5) and there are 53 elements in F35, of which 26 lead to reducible groups,
since they are zeroes for ρ , leaving 99 possibilities. Removing seven dihedral triples and 16 A4-
triples leaves 76 triples for surjective maps. The rest is elementary, for instance by computing
a group presentation on each of the 76 two-generator tuples, for instance by using Magma, cf.
[BCP 97] and computing the corresponding ideal in Z[x1, x2, x12]. A simpler recipe is this: For
each of the above 76 triples (c1, c2, c12) ∈ F35 the vanishing ideal in Z[x1, x2, x12] is generated by
λ(x1, c1), λ(x2, c2), λ(x12, c12) and those xi ± x j for which ci ± c j are zero, where λ(x,a) ∈ F5[x] is the
unique polynomial in {x, x−1, x+1, x2 − x−1, x2 + x−1} ⊆ Z[x] for which a ∈ F5 is a root mod 5. 
Finally the S4-test is similar. Its proof is left to the reader.
Lemma 3.9. Let ,ν be as in Lemma 3.6. Then ν((F2)) is isomorphic to the symmetric group S4 if and only
if T () is a zero of one of 18 ideals of Z[x1, x2, x12] with residue class rings all isomorphic to Z[x]/〈x2 − 2〉.
The last three tests could also be performed with QUOTPIC, cf. [HoR 93], which however would
force one to leave the present environment of trace presentation ideals. These three lemmata will
be used in two ways: To recognize minimal associated primes giving rise to a representation onto
one of these three groups (already in characteristic zero) or—more seriously—inside other minimal
associated prime ideals of the trace presentation ideal to single out representations with these three
isomorphism types for their images. The ﬁnal issue to recognise the isomorphism type of the image
group concerns the distinction between PSL(2, p2n) and PGL(2, pn).
Deﬁnition 3.10. Let p be a prime and n ∈ N. A ﬁnite group H is called of L2(pn)-type, if it is isomor-
phic to PSL(2, pn) or to PGL(2, pn/2).
So, for p = 2 or arbitrary p and odd n a group of type L2(pn)-type is necessarily isomorphic to
PSL(2, pn), whereas in the remaining cases one has two possible isomorphism types. Here is a way to
distinguish them.
Lemma 3.11. Let ,ν be as in Lemma 3.6 and K of characteristic p > 2. Let T () =: (c1, c2, c12) ∈
V (ρ, F2,Fpn ) with even n such that Fp[c1, c2, c12] = Fpn and (c1, c2, c12) is not a zero of the dihedral, A4-,
S4-, or A5-ideals just described. Then ν((F2)) is isomorphic to PSL(2, pn) or to PGL(2, pn/2). The ﬁrst case
occurs if and only if the following three equalities hold: Fp[c1, c22, c212, c2c12] = Fpn , Fp[c2, c21, c212, c1c12] =
Fpn , and Fp[c12, c21, c22, c1c2] = Fpn .
Proof. Under the general hypothesis for c there are exactly two possibilities for ν((F2)): Either it is
isomorphic to PSL(2, pn) or to PGL(2, pn/2). In the ﬁrst case all three subgroups of F2 of index 2 also
map onto PSL(2, pn), in the second two of them map onto PGL(2, pn/2) and one onto PSL(2, pn/2).
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g1, g2g1g2, g22 or on g12, g2g1, g22. Using Theorem 2.3 and the generalised Chebyshev polynomials,
one can see which traces are needed to generate the character ﬁeld of the subgroup. With some
obvious simpliﬁcations one arrives at the above criterion. 
We mention that there is an alternative approach to the decision procedure of Lemma 3.11 by
constructing a three-dimensional orthogonal representation and looking at the spinor norms of the
elements as described in [Zas 62].
Theorem 3.12. Let
R := Z[x1, x2, x12,u]/
〈
i,uρ − 1 ∣∣ i ∈ I(G, )〉
with  being a sign system for G and deﬁneM(G) to be the set of all maximal ideals M of one of the R
such that the residue classes of any two of x1, x2, x12 are not simultaneously contained in M. Then there is a
bijection between the {±1}2-orbits on those M ∈M(G) with R/M ∼= Fpn , which do not contain one of the
110 exceptional ideals listed in Lemmas 3.7, 3.9, 3.8, and the normal subgroups N  G with G/N of type
L2(pn). In case n > 2 the three tests are automatically satisﬁed.
Proof. Let M ∈ M(G). By Corollary 3.2 and Proposition 3.5 we get a homomorphism into
PSL(2, R/M) for a suitable sign system  (which is uniquely determined in case 2 /∈ M), where
R/M is the minimal character ﬁeld. Because of the tests the image is of type L2(|R/M|) and the
kernel is the desired normal subgroup of G .
Conversely let N  G with G/N of type L2(pn). Hence we get a homomorphism of G to PSL(2, pn)
with Fpn as minimal character ﬁeld and kernel N . Choose a sign system  for this homomorphism
to obtain an associated trace triple (c1, c2, c12) ∈ Fpn . The kernel of the epimorphism Z[x1, x2, x12] →
Fpn : x1 → c1, x2 → c2, x12 → c12 contains clearly I(G, ) and since the image of the group homomor-
phism is absolutely irreducible, it extends to an ideal M also containing ρu− 1. It is clear now that it
also passes the A4, S4, A5-tests. We still have to prove that the various choices along the construction
do not lead to a maximal ideal not in the {±1}2-orbit of M . The choice of sign systems is unique up
to {±1}2-action by Remark 3.4. For the actual homomorphism G → PSL(2, pn) two cases arise: Either
it is surjective or the image is isomorphic to PGL(2, pn/2). In the ﬁrst case the chosen epimorphism
can be composed with any automorphism of PSL(2, pn). These are either induced by conjugating with
an element of GL(2, pn), which has no effect on the trace triple, or by a Galois automorphism of Fpn
over Fp which has an effect on the trace triple, but not on the maximal ideal. In the second case the
argument is similarly based on the various embeddings of PGL(2, pn/2) in PSL(2, pn).
Finally, note that the ideals corresponding to the images A4, S4, A5 deﬁne residue class rings which
are at most quadratic extensions of Z. Such a ring of course cannot have an Fpn with n > 2 as
epimorphic image, thus proving the last claim. 
The ﬁnal aim of this section is to give an approximate picture of the passage from characteristic
zero to positive characteristics.
Deﬁnition 3.13. For k,n ∈ N and prime numbers p let
ιk(p,n) :=
∣∣{I  Fp[x1, . . . , xk] ∣∣ Fp[x1, . . . , xk]/I ∼= Fpn}∣∣.
This number ιk(p,n) of maximal ideals can be easily computed for any speciﬁc value of n ∈ N and
all primes p as follows. Count the orbits of the Galois group of Fpn over Fp on Fkpn via the numbers
of ﬁxed points of the subgroups of the Galois group using the table of marks of the cyclic group of
order n. Then ιk(p,n) is the number of regular orbits. I.e. ιk(p,1) = pk or
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∑
r|n
μ
(
n
r
)
pkr
for general n ∈ N, where μ denotes the Möbius μ-function.
Proposition 3.14.
(1) Let R be an integral domain ﬁnitely generated over Fp of Krull dimension t. Then there exists a number
d ∈ N such that the following two estimates hold for
κ(R,n) := ∣∣{I  R ∣∣ R/I ∼= Fpn}∣∣ :
κ(R,n) 
∑
i|n,1id
ιt
(
p,
n
i
)
,
ιt(p,n) 
d∑
i=1
κ(R,ni)
for any n ∈ N.
(2) Let R be a ﬁnitely generated integral domain of characteristic zero and let t be the transcendence degree
of the ﬁeld of fractions of R over Q.
(a) In case t = 0 there exist a natural number d and a ﬁnite set S of primes such that for each prime p /∈ S
the number of prime ideals of R/pR is between 1 and d.
(b) In case t > 0 there exist a natural number d and a ﬁnite set S of primes such that the estimates for
κ(R/pR) of part (1) hold with this d for all primes p /∈ S.
Proof. (1) By Noether normalisation one has as polynomial subring R0 = Fp[x1, . . . , xt] of R such that
R is ﬁnitely generated as R0-module, say with d generators. With this particular d the claim follows
easily. Note, by [Rob 09] the argument also carries through, if R is not an integral domain, but has
only Krull dimension t .
(2) Case (a) is well known from algebraic number theory. As for case (b) apply Noether normal-
isation to Q ⊗Z R to obtain Q ⊗Z R ∼= Q[y1, . . . , yn]/ J such that the residues of y1, . . . , yt remain
algebraically independent and Q ⊗Z R is a ﬁnitely generated module over Q[y1, . . . , yt] with d gen-
erators. We may assume that J is a Janet basis with leading coeﬃcients equal to 1, cf. [PlR 05]. Now
deﬁne the set S of critical primes to consist of all primes dividing any of the coeﬃcients of J so that
we can interpret J as deﬁning relations for the localised ring T−1R where T consists of all products
of the elements of S . The passage from R via T−1R to R/pR ∼= T−1R/pT−1R clearly yields J (mod p)
as Janet basis and also takes the generators for the polynomial subring to corresponding generators.
(In particular the hypothesis of (1) that one has an integral domain is not necessary, as pointed out
in the proof there already.) So the claim follows with the uniform d. 
Of course, instead of the second inequality in Proposition 3.14 (1) one would have preferred a
lower bound for the individual κ(R,n) instead of for a sum of a collection of them. This, however, is
not possible as the example R := Fp[x, y]/〈q(x)〉 with q(x) ∈ Fp[x] irreducible of degree d > 1 shows.
In view of Proposition 3.14 we call the transcendence degree t and the number d of generators growth
parameters. Whereas t is a well deﬁned invariant, d is slightly less accessible and even depends on
the choice of the polynomial subring. Since the smallest possible d is not easily accessible and would
still not give sharp information, we shall compute just one such d in the later examples. The general
philosophy of these growth parameters is that of a rough estimate in the sense of Proposition 3.14.
To get from here to explicit counting formulas might still be work for t > 0, cf. e.g. Section 5 for t = 3
or Example 8.1 for t = 1.
924 W. Plesken, A. Fabian´ska / Journal of Algebra 322 (2009) 914–9354. The algorithm
We formulate the algorithm for two generators and leave the general case to further investigation.
Algorithm 4.1.
Input: A presentation G := 〈g1, g2 | wi, i = 1, . . . ,k〉.
Output: Number of normal subgroups of G with factor groups isomorphic to some PSL(2,q) or
PGL(2,q).
(a) In case this number is ﬁnite, a list of the {±1}2-orbits on the corresponding trace triples together
with the isomorphism types of the associated factor groups.
(b) In the inﬁnite case, a list of the {±1}2-orbits on the minimal associated prime ideals describing
the corresponding trace triples. For each such ideal the set of primes p yielding factor groups of
type L2(pn) for some n and their growth parameters t(p),d(p).
Algorithm:
Step 0: Compute a set E of representatives of the {±1}2-orbits on the set of sign systems for G .
Step 1: Find Janet bases of the trace presentation ideals I(G, ) in R := Z[x1, x2, x12] for the presenta-
tion and all  ∈ E obtained in Step 0.
Step 2: Find the minimal associated prime ideals P1, . . . , Pn  Z[x1, x2, x12] of the I(G, ) obtained in
Step 1. Remove those Pi which are contained in at least one of the other P j (which can only happen,
if the characteristic of R/P j is two) and call the resulting set of prime ideals m(G).
Step 3: Remove those P from m(G) which give rise only to special proper subgroups of PSL(2,q), that
is to reducible groups, dihedral groups, A4, S4, A5.
Step 4: If all P ∈ m(G) are maximal ideals, one has a ﬁnite number of relevant normal subgroups.
Using Algorithm 4.2 decide for each P ∈ m(G) whether the resulting group is a PSL(2, R/P ) or iso-
morphic to PGL(2,k) where k is the unique subﬁeld of R/P with [R/P : k] = 2, in case it exists.
Step 5: If there exists a P ∈ m(G), which is not maximal, one obtains inﬁnitely many PSL(2,q)’s or
PGL(2,q)’s. For each such P localise the residue class ring by adding ρu − 1 to the relators of P
and add u to the list of variables to compute a Janet Basis for the new prime ideal Pu of R[u] :=
Z[x1, x2, x12,u]. More precisely use a Noether normalisation for Q ⊗ R[u]/Pu to determine the set
S of exceptional primes (cf. Proposition 3.14), the transcendence degree t , and the universal growth
parameter d, as well as the growth parameters t(p), d(p) for R[u]/Pu mod p for every p ∈ S .
Algorithm 4.2 (The PSL−PGL-decision routine).
Input: c := (c1, c2, c12) ∈ K 3 for some ﬁnite ﬁeld K of characteristic p > 2 with ρ(c1, c2, c12) = 0 and
c not a zero of any of the ideals from Lemmas 3.6 to 3.9.
Output: n and the isomorphism type, that is whether c is the trace triple of an epimorphism onto
PSL(2, pn) or of an epimorphism onto PGL(2, pn/2).
Algorithm:
Step 1: Compute the degree n of the subﬁeld Fp[c1, c2, c12] of K over Fp .
Step 2: If n is odd, the answer is PSL(2, pn).
Step 3: If n is even, check for the epimorphisms τ : G → C2 whether the character ﬁeld of kerτ is a
proper subﬁeld of Fp[c1, c2, c12]. If this is the case for at least one such epimorphism the answer is
PGL(2, pn/2) otherwise it is PSL(2, pn). More concretely, these subﬁeld are:
Fp
[
c1, c
2
2, c
2
12, c2c12
]
, if τ (g1) = 1, τ (g2) = −1,
or
Fp
[
c2, c
2
1, c
2
12, c1c12
]
, if τ (g1) = −1, τ (g2) = 1,
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Fp
[
c12, c
2
1, c
2
2, c1c2
]
, if τ (g1) = −1, τ (g2) = −1.
Here is a useful way to look at Algorithm 4.2 via the operation of {±1}2 on the set of maximal
ideals.
Remark 4.3. Let M be such a maximal ideal, which is not exceptional, that is ρ /∈ M and M not of
dihedral, A4-, S4-, or A5-type; then M gives rise to a PGL(2, R/M) if and only if the stabilizer of M
in {±1}2 is of order 2. In this case the stabilizer acts nontrivially on R/M by ﬁeld automorphisms.
As for the actual performance and feasibility of the main Algorithm 4.1, the bottle neck seems
to be a primary decomposition program over the integers, which does not seem to be available.
We have used an implementation by Markus Lange–Hegermann, cf. [Lan 08], whom we thank for
his cooperation, which computes a primary decomposition over the rationals and keeps track of the
denominators, so that we can afterwards look at the critical primes once more. For the primary
decomposition over ﬁnite ﬁelds, we found Magma very reliable, cf. [BCP 97]. Actually we do not need
a full primary decomposition but rather a list of the minimal associated primes. For presentations
involving powers of relators this task can be considerably simpliﬁed by a preprocessing using the
Ψ of Proposition 2.6. There are certain other improvements one could mention, e.g. certain obvious
reductions for the values of sign systems on even-power relators. The ﬁnal thing to mention is the
Noether normalisation to determine the second growth parameter, for which we use the algorithm
developed in [Rob 09]; this has the useful feature that—where possible—the coordinate change is
performed over the integers, thus avoiding disturbing the relations unduly.
5. Free group on two generators: Krull dimension 4
Let G := F2 be the free group on two generators g1, g2. Since there are no relations, there are no
sign systems to consider and the trace presentation ideal in Z[x1, x2, x12] is zero. So Algorithm 4.1
proceeds immediately to Step 5. We have to compute a Noether normalisation for
〈uρ − 1〉Q[x1, x2, x12,u]
which is easily achieved by the substitution
x1 = x′1, x2 = x′2 − x′1, x12 = x′12 − x′1, u = u′ − x′1,
which results in a monic polynomial in x′1 of degree 4 over Z[x′2, x′12,u′]. Hence the set S of excep-
tional primes is empty, and the growth parameters are t = 3, d = 4 and the algorithm terminates.
Naturally, in this important case one would like to know more details. We start with the reducible
representations.
Lemma 5.1. For the reducibility indicator polynomial ρ , cf. Proposition 3.1, deﬁne
N(p,n) := {(a1,a2,a12) ∈ F3pn ∣∣ ρ(a1,a2,a12) = 0}.
Then
∣∣N(p,n)∣∣= p3n − (p2n + 1).
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give a partition of the solution set of ρ = 0. (The general method is called Thomas decomposition, cf.
[Ple 09].) Firstly
x21 − 4 = 0, 2x12 − x1x2 = 0.
To see this observe ρ(±2, x2, x12) = −(x2 ± x12)2. In particular we get 2pn(pn − 1) solutions in this
case. Secondly
x21 − 4 = 0, x22 − 4 = 0, 2x12 − x1x2 = 0
with (pn − 2)2(pn − 1) solutions. And ﬁnally
x21 − 4 = 0, x22 − 4 = 0, ρ = 0.
Note ρ is quadratic in x12 and its discriminant with respect to x12 is equal to  := (x21 − 4)(x22 − 4),
which is not zero. Each pair of values for the xi determining a square  yields pn − 2 possibilities
for x12, the others pn possibilities. Hence we have to count for how many values a1,a2 ∈ Fpn this
discriminant  becomes a (nonzero) square. We ﬁrst count Q := {a ∈ Fpn | a2 − 4 = r2 for some 0 =
r ∈ F pn }. This gets rewritten as (a − r)(a + r) = 4 or as a system
a + r = s,
a − r = t,
st = 4.
After eliminating r this clearly leads via a = s+t2 to the parametrisation a = 2t + t2 , yielding pn − 3
possibilities for t ∈ Fpn −{0,2,−2} and therefore (pn −3)/2 different solutions for a. The complement
of Q in Fpn − {±2} has (pn − 1)/2 elements. Since products of nonsquares are squares in Fpn it is
clear that ((pn − 3)/2)2 + ((pn − 1)/2)2 pairs (a1,a2) ∈ F2pn turn  into a nonzero square in Fpn
contributing 1/2(q − 2)(q2 − 4q + 5) elements to the third set. There are 2((pn − 3)/2)((pn − 1)/2)
pairs turning  into a nonzero nonsquare contributing 1/2q3 − 2q2 + 3/2q elements to the third set.
Hence the third system has exactly q3 − 5q2 + 8q − 5 solutions.
Adding all three contributions together gives the desired result.
Now let p = 2 and set q := 2n . We deal with ρ = 0 instead of the inequality ρ = 0. It is easy to
count the solutions with one of x1, x2, x12 zero: The number is 3(q − 1) + 1. Now assume each of x1,
x2, x12 is not zero. Dividing by x1x2x12 one obtains
s + t + u = 1 with s := x1
x2x12
, t := x2
x1x12
, u := x12
x1x2
or
s + t + u = 1 with x212 =
1
st
, x22 =
1
su
, x21 =
1
tu
which is easily counted to (q − 2)2 + (q − 1) because squaring is bijective on Fq . Both contributions
add up to q2 + 1 as claimed. 
What is actually needed rather than N(p,n) is the subset
Ne(p,n) :=
{
(a1,a2,a12) ∈ N(p,n)
∣∣ Fp[a1,a2,a12] = Fpn}
W. Plesken, A. Fabian´ska / Journal of Algebra 322 (2009) 914–935 927modulo the action of the Galois group of Fpn over Fp , because, in the notation of Proposition 3.14
with R := Z[x1, x2, x12,u]/〈uρ − 1〉 one has κ(R/pR,n) = |Ne(p,n)|/n. Denote this number analo-
gously to ιt(p,n) cf. Deﬁnition 3.13, by ι
ρ
3 (p,n), e.g. ι
ρ
3 (p,1) = p3 − (p2 + 1). For any speciﬁc n ∈ N a
formula for ιρ3 (p,n) can be worked out exactly in the same way as for the ιt(p,n), e.g. for n prime
ι
ρ
3 (p,n) =
(
p3n − (p2n + 1)− (p3 − (p2 + 1)))/n.
We need to consider the action of {±1}2 with stabilizer of order 2, say 〈(1,−1)〉 {±1}2.
Lemma 5.2. Let p > 2 be a prime, ϕ : F3
p2n
→ F3
p2n
: (c1, c2, c12) → (c1,−c2,−c12), and τ : Fp2n →
Fp2n :a → apn the Galois automorphism with ﬁxed ﬁeld F pn ,
N ′(p,n) := {(c1, c2, c12) ∈ N(p,2n) ∣∣ ϕ induced by τ on Fp[c1, c2, c12]}.
Then
∣∣N ′(p,n)∣∣= (pn − 1)(p2n − 3).
Proof. Let (c1, c2, c12) ∈ F3p2n . Then (c1, c2, c12) ∈ N ′(p,n) if and only if one of the following cases is
given:
(1) (c1, c2, c12) = (a,0,
√
b) with a ∈ Fpn ,b ∈ F∗pn nonsquare,
(2) (c1, c2, c12) = (a,
√
b,0) with a ∈ Fpn ,b ∈ F∗pn nonsquare,
(3) (c1, c2, c12) = (0,√a,
√
b) with a,b ∈ F∗pn nonsquare,
and ρ(c1, c2, c12) = 0. Because of the one zero in (c1, c2, c12), ρ yields a quadratic condition for the
other two entries. The counting can be done using the representation numbers of binary quadratic
forms over Fpn as given in [Kit 93] Lemma 1.3.2. The result follows. (Note, in the ﬁrst two cases a = 0
automatically, so that later on we need not bother about dihedral groups.) 
Again, what we actually need rather than N ′(p,n), is the subset
N ′e(p,n) :=
{
(a1,a2,a12) ∈ N ′(p,n)
∣∣ Fp[a1,a2,a12] = Fp2n}
modulo the action of the Galois group of Fp2n over Fp . This is because—in the notation of Proposi-
tion 3.14 with R := Z[x1, x2, x12,u]/〈uρ − 1〉—one now is interested in the number of ideals I  R
with R/I ∼= F p2n ﬁxed under the element (1,−1) ∈ {±1}2, which is |N ′e(p,n)|/(2n). (The numbers
for the other two nontrivial elements (−1,1), (−1,−1) are the same.) But since all three nontrivial
elements of {±1}2 have to be considered, we need
ι
ρ
3,2(p,n) := 3
∣∣N ′e(p,n)∣∣/(2n).
It is convenient to extend the deﬁnition by ιρ3,2(p,n/2) := 0 for odd n ∈ N. Note, for speciﬁc n ∈ N one
can easily obtain a formula for ιρ3,2(p,n) as in the case of ιk for speciﬁc n ∈ N and all odd primes p,
e.g. ιρ3,2(p,1) = 3(p − 1)(p2 − 3)/2 or ιρ3,2(p,2) = 3(p2 − 1)(p4 − 3)/4.
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(1) For p = 2 and n  2 the number of normal subgroups N of the free group F2 on two generators with
F/N ∼= PSL(2, pn) is equal to ιρ3 (2,n) − 3ι1(2,n).1
(2) For p > 2 and odd n 3 the number of normal subgroups N of the free group F2 on two generators with
F/N ∼= PSL(2, pn) is equal to (ιρ3 (p,n) − 3ι1(p,n))/4.
(3) (Cf. [Hal 36].) For p > 2 and n = 1 the number of normal subgroups N of the free group F2 on two
generators with F/N ∼= PSL(2, pn) is equal to
1
4
(
ι
ρ
3 (p,1) −
(
3 (p − 3)︸ ︷︷ ︸
ι1(p,1)−3
+1)− 16− 2δ2(p) · 18− 2δ5(p) · 76)
where for r ∈ N the indicator δr is deﬁned by δr(p) := 1 if and only if p | r and r is a square mod p, and
δr(p) := 0 otherwise.
(4) For p > 2 and n = 2 the number of normal subgroups N of the free group F2 on two generators with F/N
isomorphic to PSL(2, pn) is
1
4
(
ι
ρ
3 (p,2) − ιρ3,2(p,1) − 3ι1(p,2) − δ2(p) · 6− δ5(p) · 76
)
and in case p > 3 isomorphic to PGL(2, p) the number is equal to
1
2
(
ι
ρ
3,2(p,1) − δ2(p) · 12
)
where δr(p) is zero when x2 − r ∈ Fp[x] is reducible, otherwise it is one. (Note δr(p) + δr(p) = 1 unless
p divides r.)
(5) For p > 2 and n > 2 even the number of normal subgroups N of the free group F2 on two generators with
F/N isomorphic to PSL(2, pn) is
(
ι
ρ
3 (p,n) − ιρ3,2(p,n/2) − 3ι1(p,n)
)
/4
and isomorphic to PGL(2, pn/2) is
ι
ρ
3,2(p,n/2)/2.
Proof. (1) Since ιρ3 (2,n) counts the kernels of the absolutely irreducible representations with charac-
ter ﬁeld F2n , only the number of kernels of irreducible representations with dihedral image have to be
subtracted, which is 3ι1(2,n), because two of x1, x2, x12 are zero. Note PSL(2,4) ∼= A5 is automatically
taken care of, in both cases n = 2 and n > 2.
(2) Since the character ﬁeld is of degree > 2 the special subgroups A4, S4, A5 need not be consid-
ered. Again we have to subtract the dihedral part. Also the PGL-issue does not come up, since n is
odd. But we have to divide by 4, because we are not counting the kernels of the epimorphisms onto
SL(2, pn) but onto PSL(2, pn), that is take the {±1}2-action into account, cf. Proposition 3.5.
(3) Again the ﬁrst term is clear, the second refers to the dihedral images. Here one has to remove
the possibilities that the nonzero xi is ±2, because the resulting dihedral group would be reducible
and has been taken care of by the ﬁrst term. Also the case of (c1, c2, c12) = (0,0,0) must be counted
once instead of three times, so that the second term is clear. The fourth term 16 accounts for the
A4’s, cf. Lemma 3.7. The ﬁfth term, which involves the 18 of Lemma 3.9, must be zero in case 2 is
not a square in Fp , that is if the ring Z[
√
2 ] of Lemma 3.9 does not have Fp as residue class ﬁeld.
1 The values for n = 2,3,4,5 are 19,142,939,6330.
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Lemma 3.8 in very much the same way with S4 replaced by A5 and
√
2 by
√
5. Note, however, the
special role of p = 5 in this case.
(4) This time the dihedral case simpliﬁes, the A4-term vanishes, only the ideal contribution from
the S4’s and A5’s have to be taken into account. Clearly all the A5-part goes into the PSL-part, since
the quadratic equations there are never pure. If S4 occurs, namely if x2 + 2 is irreducible mod p, one
has 12 ideals going into the PGL-part and the remaining six into the PSL-part.
(5) Clear with the above explanations. Note, in this case the orbit lengths under {±1}2 is 2, that is
why one has to divide by 2 rather than 4. 
6. Examples of Krull dimension 3
For the free group F2 in the last section the list m(F2) of prime ideals, as deﬁned in Algorithm 4.1,
just consists of the zero ideal in Z[x1, x2, x12]. Here we discuss some examples of factor groups G
of F2 where m(G) consists of ideals of Krull dimension 3. One would expect one-relator groups here.
However, not every one-relator factor group of F2 has this property.
Deﬁnition 6.1. The L2-defect of w ∈ F2 is deﬁned as 4 − d, where d is the maximum of the Krull
dimensions of the Z[x1, x2, x12]/P with P ∈m(F2/〈w〉). In case m(F2/〈w〉) is empty, its L2-defect is
deﬁned to be 5. A word w ∈ F2 of L2-defect one is called homogeneous if all P ∈ m(F2/〈w〉) have
Krull dimension 3.
So 1 ∈ F2 is the only word of L2-defect zero. At the other extreme, any w ∈ F2(g1, g2) in the orbit
of g1 under the automorphism group Aut(F2) has L2-defect 5, meaning that it is not a relator for
any pair of generators of PSL(2,q) or PGL(2,q) for any prime power q. For the following examples of
L2-defect-one words w we go through the various steps of Algorithm 4.1 for G := 〈g1, g2 | w〉.
Example 6.2. (1) w = g21 .
Step 0 of Algorithm 4.1 yields two sign system  , namely w → 1 and w → −1.
Step 1:  = 1 leads to
J1 :=
{
x1x12 − 2x2,2x22 − 2x122, x1x2 − 2x12, x12 − 4
}
as Janet basis for the -trace presentation ideal and for  = −1 to
J−1 :=
{
2x1, x1x12, x1x2, x1
2}.
Step 2 leads to the following list of minimal associated prime ideals for 〈 J1〉 Z[x1, x2, x12]:
〈x12 + x2, x1 + 2〉, 〈−x12 + x2, x1 − 2〉, 〈2, x1〉,
and for 〈 J−1〉 Z[x1, x2, x12] just to
〈x1〉.
Since the last of the ﬁrst list is contained in this ideal, it is removed.
Step 3: Of the three prime ideals of Step 2, two get removed because they give rise to proper
subgroups only. One is left with m(G) = {〈x1〉}. Note x1 = Ψ4(x1). In particular g21 is of L2-defect one.
Step 4 becomes obsolete and Step 5 just yields via 〈x1,ρu − 1〉 one ideal with growth parame-
ters t = 2 and d = 3 for all primes, the latter being obtained after Noether normalisation with help
of [Rob 09].
Similarly, but much easier than in the last section one can explicitly count the number of normal
subgroups with factor group isomorphic to PSL(2, pn) or PGL(2, pn) as functions of n and p.
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This works similarly, however with only one sign system. One gets m(G) = {〈x1+1〉} demonstrating
that g31 is of L2-defect one. In the end one has growth parameters t = 2 and d = 3.
(3) w = g41.
Similarly. Excluding the ideals coming from the stronger relator g21 one gets just one ideal gener-
ated by x21 − 2 = Ψ8(x1). Its growth parameters are t = 2, d = 10.
Hence one might expect, that the relations given by a proper power of an element in the orbit of
g1 under Aut(F2) are all of L2-defect one and even homogeneous.
We now consider another class of such candidates: The proper powers of the commutators of the
generators. Note, ρ = p[g1,g2] − 2 = Ψ1(p[g1,g2]).
Example 6.3. (1) w = [g1, g2]2.
In Step 1 one has two sign systems  , but no ideal for  = 1 survives the tests, whereas  = −1
yields one ideal, so that m(G) = {〈ρ + 2 = Ψ4(p[g1,g2])〉}. In particular the commutator square is of
L2-defect one. In Step 5 one gets a simpliﬁcation, because ρ = 0 becomes now obvious, except for
characteristic two, where it cannot be satisﬁed. Hence one ends up with t = 2, d = 2.
(2) w = [g1, g2]3.
There are two sign systems with one minimal prime ideal passing the subgroup tests for each one
of them so that m(G) = {〈Ψ3(p[g1,g2]) = ρ + 3〉, 〈Ψ6(p[g1,g2]) = ρ + 1〉}. Hence w is of L2-defect one.
For the ﬁrst ideal the set S of critical primes is obviously S = {3}, for which there are no maximal
ideals. The universal growth parameters in this case are t = 2, d = 2. For the second ideal the set of
critical primes is empty and the universal growth parameters are also t = 2, d = 2.
(3) w = [[g1, g2], g2]2.
One has two sign systems  . The ﬁrst one,  = 1, yields the ideal for [[g1, g2], g2], which will be
treated in Example 7.1 and has Krull dimension two only, and a second ideal containing 2. However,
 = −1 yields the principal ideal generated by p[[g1,g2],g2] = Ψ4(p[[g1,g2],g2]), which makes the second
ideal for  = 1 obsolete, because it contains it. Hence w is still of L2-defect one. The exceptional set
of primes is easily computed to be S = {2} with t = 2, d = 8 as universal growth parameters, and
t = 2, d = 11 as growth parameters for p = 2.
Sometimes, when a relator w1 is implied by a relator w2, the unexpected happens and all minimal
prime ideals of the trace presentation ideal for w1 are already minimal prime ideals of the trace
presentation ideal for w2. This occurs for instance for w1 = [w2, g2] with w2 = g21. Also with w :=
[g21, g22] one still has no new prime ideals showing up, but ﬁnally for w := [g21, g22]2 a new one of
Krull dimension 3 appears.
7. Examples of Krull dimension 2
One would expect two types of examples here: two-relator groups on two generators, where the
two relators both have L2-defect one, or one-relator factor groups of F2, where the relator has L2-
defect two.
Example 7.1. (1) w := [[g1, g2], g2].
One has two sign systems,  := 1 and  := −1. None of the two minimal associated prime ideals
for  = 1, namely 〈ρ〉, 〈x1, x12〉, pass the subgroup tests. For  = −1 one has three minimal associated
prime ideals, but only 〈x2, x12 + x122 − 2〉 passes the subgroup test. In particular w is of L2-defect
two. Note, ρ reduces to −2 modulo this ideal. Therefore one sees that the set S = {2} is the set of
exceptional primes and that outside of S the universal growth parameters are t = 1 and d = 2. For
p = 2 there are no maximal ideals. The relator [[g1, g2], g1] leads to the same results with x1 and x2
exchanged.
(2) w := [[[g1, g2], g2], g2].
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test for  = 1 occurred already for the weaker relation [[g1, g2], g2] above. For  = −1 one gets
three minimal associated primes, but only one, namely 〈x2, x14 + 2x12x122 + x124 − 4x12 − 4x122 + 2〉
passes the subgroups test. In particular w is of L2-defect two. Adding the relation uρ − 1, to avoid
reducibility, leads to the ideal
〈
x2,2u
2 + 4u + 1, x12 + x122 + 2u
〉
 Z[x1, x2, x12,u],
Hence, S = {2} is the set of exceptional primes and outside of S the universal growth parameters are
t = 1 and d = 4. For p = 2 there are no maximal ideals.
(3) w := [[[g1, g2], g2], g1].
Here for the ﬁrst time it makes a difference which deﬁnition of commutator one takes.
(a) Let [a,b] := a−1b−1ab. Then one has two sign systems,  := 1 and  := −1. For  = 1 one gets
ﬁve minimal associated prime ideals, only two of which pass the subgroup tests. One of these comes
from the weaker relation [[g1, g2], g2] above, and the other one is J1 := 〈x12, x12 − 3 + x22〉 which
reduces ρ to −1. Therefore its growth parameters are t = 1,d = 2 without exceptional primes. For
 = −1 one gets just nine minimal associated prime ideals, only one of which passes the subgroup
tests, however it contains the ideal J1 above.
(b) Let [a,b] := aba−1b−1. Then one has two sign systems,  := 1 and  := −1. For  = 1 one gets
four minimal associated prime ideals, only one of which passes the subgroup tests, namely the one
coming from the weaker relation [[g1, g2], g2] above. For  := −1, one gets three minimal associ-
ated prime ideals, only one of which passes the subgroup tests, namely J2 := 〈x1, x22x122 + x124 −
4x122 + 2〉, which reduces ρ to −4 + x122 + x22 and has growth parameters t = 1,d = 6 without
exceptional primes.
Sometimes the two types of examples mentioned at the beginning of this section cannot be clearly
separated, as the next example shows.
Example 7.2. The free product C2 ∗ C3 = 〈g1, g2 | g21, g32〉 and the one-relator group 〈g1, g2 | g21 g32〉
cannot be distinguished by their L2-type images.
Proof. Let G1 := 〈g1, g2 | g21, g32〉 and G2 := 〈g1, g2 | g21 g32〉. Then one has to study just one sign system
for G1, namely  with ((g21), (g
3
2) = (−1,1) because of the action of {±1}2 and the earlier results
on g21 as relator. One ends up with m(G1) = {〈x1, x2 + 1〉}.
For G2 one also has to study just one sign system, e.g. g21 g
3
2 → 1. It then turns out that m(G2) ={〈x1, x2 − 1〉}.
However the two ideals are in the same orbit under {±1}2. The claim follows.
One also sees that the set of exceptional primes is empty and that the growth parameters are
t = 1, d = 3. 
Since the generation of PSL(2, p) for primes p by two elements of order two and three has been
treated by P. Hall in [Hal 36], we take the opportunity to extend his results to prime powers, by
going into somewhat more detail with the free product C2 ∗ C3. This will also demonstrate that the
PSL-PGL-distinction can sometimes also easily be handled for inﬁnite families. Since this additional
diﬃculty does not occur for C3 ∗ C3 we treat this case ﬁrst.
Example 7.3. The number of normal subgroups N of the free product G := C3 ∗ C3 (as well as for
G := 〈g1, g2 | g31 g32〉) with G/N ∼= PSL(2, pn) is equal to 0,2,1,1 for the cases for pn = 2,3,4,5, and
in all remaining cases:
ι1(p,n) − χ1(n)
(
2+ 2+ 2δ5(p)
)− χ2(n)δ5(p)
with δ, δ deﬁned as in Theorem 5.3 and χi(n) = 1 if and only if i = n ∈ N and zero otherwise.
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orem 3.12 we basically have to determine κ(Z[x1, x2, x12]/〈p, J 〉,n) = κ(Z[x12]/pZ[x12],n) in the
terminology of Proposition 3.14, for which Deﬁnition 3.13 gives the answer ι1(p,n). We have to take
care of various types of subgroups: Inserting x1 = x2 = −1 in ρ yields (x12 +1)(x12 −2), which shows
that the group becomes reducible only for these values of x12 and explains the ﬁrst 2 in the brackets
after χ1(n). Since x1, x2 are nonzero, no dihedral group can show up. Since S4 cannot be generated
by two elements of order three, we only have to check, when the image is isomorphic to A4, which
occurs if and only if x12 ∈ {0,1} accounting for the second 2 in the brackets after χ1(n), or to A5,
which is slightly more complicated. We have to enumerate all ideals generated by J and one of the
76 ideals describing A5, cf. Lemma 3.8. Only Z[x1, x2, x12] (72 times), 〈 J , x212−x12−1,2〉 (three times)
and 〈 J , x212 − x12 − 1〉 (once) occur. Since the discriminant of x212 − x12 − 1 is 5, their contributions to
κ(Z[x1, x2, x12]/〈p, J 〉,n) is 1 for (p,n) = (2,2) and 2 for n = 1 and 5 a square (mod p), accounting
for the 2δ5(p) in the brackets after χ1(n), and 1 for n = 2 and 5 a nonsquare (mod p) accounting
for the δ5(p) in the brackets after χ2(n). The small cases pn ∈ {2,3,4,5} are also clear. Since any
PGL(2, p2) has C2 as factor group and can therefore not be generated by two elements of order three,
we have counted the normal subgroups yielding PSL(2, pn) as factor group and not just the ones
yielding a group of type L2(pn). Finally, comparing with Theorem 5.3, one might ask, why the result
is not to be divided by 4. This is because we have considered only one ideal in each orbit under the
action of {±1}2 to begin with. 
To deal with C2 ∗ C3 the issue of distinguishing the two isomorphism types of groups of type
L2(pn) comes up. For this we need a variation of ι1, cf. Deﬁnition 3.13.
Deﬁnition 7.4. For m ∈ N and prime numbers p > 2 let
ι1,2(p,m) :=
∣∣{I  Fp[x] ∣∣ Fp[x]/I ∼= Fp2m and Fp[x2]/(I ∩ Fp[x2])∼= Fpm}∣∣.
For odd n ∈ N deﬁne ι1,2(p,n/2) := 0.
As in the case of ιk one gets one formula for ι1,2(p,m) for each speciﬁc m, by counting the
regular orbits of C2m on {a ∈ Fp2m | a2 ∈ Fpm }, e.g. ι1,2(p,1) = (p − 1)/2, ι1,2(p,2) = (p2 − 1)/4 or
ι1,2(p,m) = (pm − p)/(2m) for m > 2 prime.
Example 7.5. Let G be the free product G := C2 ∗ C3. The number of normal subgroups N of G with
G/N ∼= PSL(2, pn) is 1 for pn = 2,3,4,5, and in all remaining cases:
ι1(p,n) for p = 2
and for p > 2,
1
2
(
ι1(p,n) − ι1,2(p,n/2) − χ1(n)
(
2δ3(p) + 1+ 2+ 2δ2(p) + 4δ5(p)
)− χ2(n)2δ5(p)).
If p > 2, then the number of normal subgroups of G with G/N ∼= PGL(2, pm) is
ι1,2(p,m) − χ1(m)
(
δ3(p) + δ2(p) − χ3(p)
)
with δ, δ deﬁned as in Theorem 5.3 and χi(n) = 1 if and only if i = n ∈ N and zero otherwise.
Proof. We may assume the sign system to be  = (−1,1), and get m(G) = { J := 〈x1, x2 + 1〉}. Note, J
is mapped onto itself by (−1,1) ∈ {±1}2 and the orbit of J under {±1}2 is of length 2.
We ﬁrst go for PGL(2, pm), p > 2. The number of ideals yielding this group is exactly equal to
ι1,2(p,m) as deﬁned above, except for the various subgroups that could occur: substituting x1 = 0,
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Dihedral groups cannot occur, because x12 = 0 is the only such possibility, which however does not
deﬁne a proper extension of Fp . Similarly A4 is out, and also A5 does not give rise to pure quadratic
equations. However, for S4 there is one possibility: x212 − 2, which forces us to subtract δ2(p) in case
m = 1, unless p = 3 because S4 ∼= PGL(2,3). The result must not be divided by 2 or 4, because we
initially counted one ideal in each orbit.
The count for groups isomorphic to PSL(2, pn) for pn > 5, p > 2 is analogous to that of Exam-
ple 7.3: Instead of all of ι1(p) we start with ι1(p,n) − ι1,2(p,n/2) ideals with residue class ﬁeld Fpn .
Reducible groups are out, because x212 − 3 was taken care of in the PGL-section in case x212 − 3 is
irreducible mod p and contributes −2 for n = 1 otherwise. There is just one dihedral group, namely
where x12 = 0, hence we subtract 1 for n = 1 and p > 2. For A4 one ﬁnds two relevant ideals: sub-
tract 2 for n = 1, p > 2. Factor groups S4 are taken care of in PGL-section for x2 −2 irreducible mod p
and yield here −χ1(n)2δ2(p). Finally A5 gives rise to two ideals in case p > 2. These are maximal if
and only if 5 is a nonsquare mod p, contributing −2 for n = 2 or give rise to 4 maximal ideals in
case 5 is a square mod p, contributing −4 for n = 1.
The case PSL(2,2n),n > 2 is easy. 
As a consequence we obtain the well-known result that each PSL(2,q) for q = 9 is generated
by two elements of orders 2 and 3 resp.. Also all PGL(2,q) are generated in this way. The group
C2 ∗ C3 is known to be isomorphic to PSL(2,Z). The corresponding trace triples lie in the orbit of
(c1, c2, c12) = (0,−1,2) under {±1}2, resp. the corresponding ideal of Z[x1, x2, x12] lie in the orbit
of 〈x1, x2 + 1, x12 − 2〉, which is a prime ideal containing the ideal J = 〈x1, x2 + 1〉 of the last proof
properly, showing that the above choice of the ci is not generic and hide the factor groups PSL(2, pn)
for n > 1.
8. Examples of Krull dimension 1
The example is chosen to demonstrate how decomposition laws for number ﬁelds can produce the
relevant information. Of course there is an abundance of examples. What characterizes Krull dimen-
sion one is this: One has inﬁnitely many normal subgroups with factor groups of type L2, but there is
a universal bound for the number of normal subgroups yielding isomorphic factor groups of type L2.
Example 8.1. G := 〈g1, g2 | g21, g32, [g1, g2]5〉 has normal subgroups with factor groups PSL(2, p1) and
PSL(2, p22) for inﬁnitely many primes p1, p2, with factor groups PGL(2, p1) and PGL(2, p
2
2) also for
inﬁnitely many primes p1, p2. Factor groups isomorphic to PSL(2, pn) or PGL(2, pn) for n  3 do not
occur. PSL(2,5n) is factor group if and only if n = 1. In all cases the number of normal subgroups
with the same factor group as listed above is bounded (by 4).
Proof. In Step 1 of the algorithm one ﬁnds two choices for the sign system  , namely (−1,1,1),
(−1,1,−1). None of the four minimal associated prime ideals for the second choice survives the
subgroup test, except that one of them yields A5, that is we get PSL(2,5) and PSL(2,4). Of the three
minimal associated prime ideals for  = (−1,1,1) only
J := 〈x2 + 1, x1, x124 − x122 − 1〉 Z[x1, x2, x12]
gives rise to groups of type L2. Concerning reducible images, note that J reduces ρ to x212 − 3, which
implies that we have only irreducible images in characteristic different from 5. Note further that the
stabiliser of J in {±1}2 is 〈(−1,1)〉 and the Galois group of f := x124 − x122 − 1 over the rationals is
D8 and its resultant is −400. By Frobenius’ Theorem or its sharpening by Chebotarev, cf. [StL 96] for a
historical account and references, the following degrees for the factors of f modulo primes = 2,5 are
possible: (4), (2,2), (1,1,2), (1,1,1,1), each of which occurring for inﬁnitely many primes. In the
ﬁrst case the stabilisers of the maximal ideals in {±1}2 are still 〈(−1,1)〉, which lead to PGL(2, p2).
For the decomposition scheme (1,1,2) we get PSL(2, p) once, because the two ideals with residue
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to PSL(2, p) twice. Finally the case (2,2) leaves two possibilities for x2 − x − 1: It either splits (case
(2,2)s) or stays irreducible mod p (case (2,2)n). Case (2,2)s means that the two factors of f mod p
are polynomials in x122 implying that 〈(−1,1)〉 still stabilizes the two maximal ideals and therefore by
Remark 4.3 one gets two normal subgroups with factor group isomorphic to PGL(2, p). In case (2,2)n
none of the two factors of f mod p are polynomials in x122, that is the two factors are interchanged
by (−1,1) ∈ {±1}2. Therefore again by Remark 4.3 one gets one normal subgroup with factor group
PSL(2, p2). (Statistics of the ﬁrst 1000 primes suggests that in the sense of Chebotarev the case (2,2)n
corresponds to the central element in the Galois group D8 of cycle type (2,2), because (2,2)s occurs
twice as often as (2,2)n .) That one gets PSL(2,4) at the ramiﬁed prime 2 is obvious. Together with the
PSL(2,4) from the other sign system one has two normal subgroups with factor groups isomorphic to
PSL(2,4). 
9. Examples of Krull dimension 0
From the point of view of deciding whether or not a ﬁnitely presented group is inﬁnite, the exam-
ples of Krull dimension zero are the most interesting ones, because in this case the question cannot
be decided by just looking at the L2-quotients, since there are only ﬁnitely many. The relators for
the example, which we have chosen, were communicated to us by E. O’Brien, cf. [COS 08], where the
group is identiﬁed as one of the two unresolved cases of generalised Fibonacci groups. (The group
also maps onto C19.)
Example 9.1.
G := 〈g1, g2 ∣∣ g−22 g−21 g−12 g21 g2g1g−12 g1, g−12 g−11 g−22 g−11 g−12 g1g−22 g−11 g2g−11 〉
has only PSL(2,8) as L2-quotient.
Proof. There is just one sign system to be considered, e.g.  = (1,1). Two of the three minimal asso-
ciated prime ideals are rejected by the subgroup tests and only
〈
2, x12 + x2, x1 + x12, x123 + x12 + 1
〉
 Z[x1, x2, x12]
remains, which proves the claim. Note, all three of g1, g1, g1g2 are mapped onto elements of the
same order, namely order 9. It might be interesting to note that the ﬁrst relation above has L2-defect
3 as well as the second. 
Relators w ∈ F2 of L2-defect 4, that is relators satisﬁed by some generators of a ﬁnite nonnegative
number of groups of type L2(p,n) do not seem to be too easy to ﬁnd, but relators w ∈ F2, where the
defect is no longer deﬁned, that is where no group of type L2(p,n) for any prime p and any n ∈ N as
epimorphic image of 〈g1, g2 | w〉 are easily found, e.g. w := g1 or w := g21 g22, where in both cases the
L2-defect of w2 is one.
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