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Abstract
In their GECCO’12 paper, Doerr and Doerr proved that the k-ary un-
biased black-box complexity of OneMax on n bits is O(n/k) for 2 ≤ k ≤
O(log n). We propose an alternative strategy for achieving this unbiased
black-box complexity when 3 ≤ k ≤ log2 n. While it is based on the same
idea of block-wise optimization, it uses k-ary unbiased operators in a differ-
ent way.
For each block of size 2k−1 − 1 we set up, in O(k) queries, a virtual
coordinate system, which enables us to use an arbitrary unrestricted al-
gorithm to optimize this block. This is possible because this coordinate
system introduces a bijection between unrestricted queries and a subset of
k-ary unbiased operators. We note that this technique does not depend on
OneMax being solved and can be used in more general contexts.
This together constitutes an algorithm which is conceptually simpler
than the one by Doerr and Doerr, and at the same time achieves better
constant factors in the asymptotic notation. Our algorithm works in (2 +
o(1)) · n/(k − 1), where o(1) relates to k. Our experimental evaluation of
this algorithm shows its efficiency already for 3 ≤ k ≤ 6.
1 Introduction
Unbiased black-box complexity of a problem is one of the measures for how complex
this problem is for solving it by evolutionary algorithms and other randomized
∗An extended abstract of this work will appear in proceedings of Genetic and Evolutionary
Computation Conference 2018. The paper is accompanied with the source code, which is available
on GitHub: https://github.com/mbuzdalov/unbiased-bbc.
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heuristics. Often, complexities of rather simple problems are studied, such as the
famous OneMax problem, defined on bit strings of length n as follows:
OneMaxz : {0, 1}n → R;x 7→ |{i ∈ [1..n] | xi = zi}|.
The notion of unbiased black-box complexity was introduced in [16] for pseudo-
Boolean problems (see also the journal version [17]) partially as a response to un-
realistically low black-box complexities of various NP-hard problems [13]. Since
evolutionary algorithms and other randomized search heuristics are designed as
general-purpose solvers, they shall not prefer one instance of a problem over an-
other one. This means that unbiased black-box algorithms are a better model
of randomized search heuristics, since the unbiased model does not allow certain
ways of being “too fast”. Unfortunately, the ways were found to perform most
of the work without making queries in the unbiased model too [5, 8]. In fact, it
was shown that, with a proper notion of unbiasedness for the given type of indi-
viduals, the unbiased black-box complexity coincides to the unrestricted one [18].
Several alternative restricted models of black-box algorithms were subsequently
introduced as a reaction, namely ranking-based algorithms [11], limited-memory
algorithms [10], and elitist algorithms [12].
One of possible restrictions to the unbiased black-box search model is the use
of unbiased operators with restricted arity. The original paper [16] studied mostly
unary unbiased black-box complexity, e.g. the class of algorithms allowing only
unbiased operators taking one individual and producing another one, or mutation-
based algorithms. This model appeared to be quite restrictive, e.g. the unary
unbiased black-box complexity of OneMax was proven to be Θ(n log n) [6, 16].
Together with the rather old question, whether crossover is useful in evolutionary
algorithms (which was previously positively, but only in artificial settings [15]),
this inspired a number of works on higher-arity unbiased algorithms, since many
crossovers are binary unbiased operators.
The theorem that for k ≥ 2 the k-ary unbiased black-box complexity of One-
Max is O(n/ log k), which was proven in [7], was the first signal that higher arities
are useful. Among others, an elegant crossover-based algorithm with the expected
running time of 2n − O(1) was presented, which works for all linear functions.
Several particular properties of this algorithm inspired the researchers to look
deeper for faster general-purpose algorithms that use crossover. The first reported
progress of algorithms using crossover on simple problems like OneMax was made
in [20,21], where an algorithm was presented with the same O(n log n) asymptotic
but with a better constant factor. An algorithm, called the (1 + (λ, λ)) genetic
algorithm, was presented in [3] along with the proof of the O(n
√
log n) runtime
on OneMax, which was faster than any evolutionary algorithm before, and im-
proved performance on some other problems. With the use of self-adaptation for
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its parameter λ, the O(n) bound was proven for the runtime on OneMax [2], and
similar improvements were shown later on a more realistic problem, MAX-SAT [1].
Experiments show that the constant in O(n) is rather small.
After such a great success already for binary unbiased operators, what can
we expect from higher arity algorithms? Some of the existing algorithms already
feature as much as quaternary (k = 4) operators, the notable example of which is
differential evolution [19]. The O(n/ log k) result on OneMax does not look very
inspiring in this aspect, since it suggests that the arity should grow exponentially
to get noticeable runtime improvements. However, soon a better result appeared
in [9], which shows that the k-ary unbiased black-box complexity of OneMax is
O(n/k) for 2 ≤ k ≤ O(log n). While there are still no matching lower bounds for
arities greater than one, this result suggests that higher arities generally pay off.
The result presented in [9] is rather complicated and non-trivial to use for two
reasons. First, it has to use, as a building block, a derandomized unrestricted
algorithm to solve OneMax, proposed in [14], which runs in (1 + δ) log2(9) ·
n/ log2 n for δ decreasing with n. The corresponding sequence is only proven to
exist, but no way to construct it has ever been proposed. Second, this algorithm
needs 4` bits to optimize a piece of ` bits and encodes the fitness values of several
queried strings into some of these bits to make the final choice. This not only
complicates the algorithm but also increases the arity needed to find the optimum
within the given number of fitness queries.
In this paper we aim to improve this situation. We propose an algorithm
which, like the one from [9], optimizes OneMax by blocks of ` bits but does
it in a simpler and more explicit manner and performs fewer queries. For k-ary
operators, k ≥ 3, we set ` = 2k−1 − 1 and initialize a “virtual coordinate system”
in k queries very similar to “storage initialization” in [9]. However, subsequently
we use the opportunities offered by this coordinate system in a different manner.
We notice that it introduces a bijection between bit strings of length ` and 2`
different k-ary unbiased operators. We use this fact to optimize these ` bits by
simulating an arbitrary algorithm for solving OneMax of length `, regardless of
unbiasedness or arity of this algorithm.
Note that this algorithm operates not on the individuals of the enclosing k-ary
unbiased algorithm, and even not on their parts, but in fact on the subset of k-ary
unbiased operators, where each operator is unambiguously defined by a bit string of
length `. This subset is isomorphic to a set of bit strings of length `, and the above-
mentioned bijection effectively introduces an instance of the OneMax problem
defined on this subset. In simple words, each such k-ary unbiased operator has an
associated “fitness value”. It is computed by applying this operator to a predefined
sequence of already queried strings, computing the fitness of the resulting string
and translating it back using a simple linear transformation which is detailed later.
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While the k-ary unbiased algorithm cannot access the particular bits of the bit
string, the definition of a k-ary unbiased algorithm does not prevent it from setting
the parameters of the k-ary unbiased operators, which it uses, in an arbitrary way
depending on the preceding query history. Our algorithm is thus able to run an
arbitrary optimizer on its k-ary unbiased operators, while the fitness values of
these operators are computed in a completely unbiased way with the use of at
most k-ary unbiased operators.
In particular, we can use the random sampling algorithm from [14] which works
in expected (2 + o(1)) · `/ log ` time. Thus, the overall number of queries needed
by the proposed algorithm to solve the OneMax problem sums up from expected
(2 + o(1)) · n/(k − 1) queries from solving each block and O(n · k/2k) additional
work coming from the initialization of coordinate systems and the aggregation of
answers found for each block. Note that the second addend is negligibly small in
k compared to the first one, so it hides entirely in o(1) inside the first addend.
The rest of the paper is structured as follows. Section 2 introduces the general
form of unbiased operators, which is used afterwards to describe the used operators
in the concise way without the need to prove their unbiasedness. Section 3 gives a
short overview of the existing O(n/k) algorithm from [9] so that one can clearly see
the differences between this algorithm and the proposed one. Section 4 describes
the “virtual coordinate system” that we use to optimize blocks. In Section 5 the
proposed algorithm is described in the general form, along with a faster custom
version for k = 3. Section 6 presents the empirical study of the proposed algorithms
for 3 ≤ k ≤ 6, which shows that the improvements from higher arities are clearly
seen already for these values of k. This empirical study also suggests that a simple
modification to the (2+o(1)) ·n/ log n random sampling algorithm from [14] might
reduce its running time, which seems to be interesting on its own. Section 7
concludes.
2 Unbiased Operators: General Form
In this section we give the formal definition of k-ary unbiased operators, and then
we show how to define every possible k-ary unbiased operator in a concise form,
which additionally enables to implement this operator in a constructive way. We
also introduce a convenient notation for k-ary unbiased operators, which we will
use in subsequent sections. In what follows we consider only operators which take
and produce bit strings of length n.
Note that most of this section seems to belong to a common sense in theory
of evolutionary computation. However, no literature seems to cover this fact.
In particular, the paper [9] still uses the explicit distribution notation, and the
authors still have to prove that certain distributions are unbiased.
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Definition 1. A k-ary operator X , which produces a search point y from the given
k search points x(1), . . . , x(k) with probability PX (y | x(1), . . . , x(k)), is unbiased if
the following relations hold for all search points x(1), . . . , x(k), y, z and all permu-
tations pi over [1..n]:
PX (y | x(1), . . . , x(k)) = PX (y ⊕ z | x(1) ⊕ z, . . . , x(k) ⊕ z), (1)
PX (y | x(1), . . . , x(k)) = PX (pi(y) | pi(x(1)), . . . , pi(x(k))), (2)
where a⊕ b is the bitwise exclusive-or operation applied to a and b, and pi(a) is an
application of permutation pi to a.
This definition is equivalent to Definition 1 in [9]. In simple words, (1) declares
that X is invariant under flipping the i-th bits, for any i, in every argument and
in the result simultaneously, and (2) declares that X is invariant under permuting
bits in the same way in arguments and the result.
It is clear that the only 0-ary unbiased operator is the operator that produces
a bit string with every bit set with probability 0.5. The standard bit mutation is
an example of the 1-ary, or unary, unbiased operator, while the uniform crossover
operator, as well as the crossover operator from the (1 + (λ, λ)) algorithm [3]1 are
2-ary, or binary, unbiased operators.
We are going to characterize all unbiased operators for k ≥ 1. To do this, we
note that the set of bit indices, {1, 2, . . . , n}, can be split into 2k−1 disjoint sets
according to whether the i-th bit is same in the first argument x(1) and each of
other arguments, x(2) to x(k). More formally, we introduce sets S0, S1, . . . , S2k−1−1,
such that Si ∩ Sj = ∅ if i 6= j and
⋃
Si = {1, 2, . . . , n}. It is easier to construct
these sets by defining the index of the set, to which a particular bit index i belongs,
as follows:
i ∈ Sj ↔ j =
k∑
t=2
2t−2 ·
[
x
(1)
i 6= x(t)i
]
,
where [P ] is the Iverson bracket, which yields 1 if P is true and 0 otherwise. For
instance, S0 is the set of bit indices at which bits are equal in all arguments, while
S2k−1−1 contains indices at which x(1) differs from all other arguments.
Note that the sets Si do not change if all arguments x
(i) are replaced with x(i)⊕z
for an arbitrary bit string z same to all arguments. In the same time, it holds for
an arbitrary permutation pi that whenever i ∈ Sj, then pi(i) ∈ S∗j , where the set S∗j
is built from pi(x(1)), pi(x(2)), . . . , pi(x(k)). We may define pi(Sj) = {pi(i) | i ∈ Sj},
which is the same as S∗j . Note also that |Sj| = |pi(Sj)| for an arbitrary pi.
1This crossover is called “biased” in that paper, which can cause confusion. In fact, the
“biasedness” of this crossover is about choosing the bits from the parent with much greater
probability than from the child. However, in the terms of the current paper, this crossover is
unbiased.
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The following lemma states that a certain kind of k-ary operator is unbiased.
We will show later that every k-ary unbiased operator can be described as an
operator of this kind.
Lemma 1. Consider a k-ary operator X on bit strings of length n which, given k
arguments x(1), . . . , x(k):
1. Computes sets of bit indices S0, . . . , S2k−1−1 as above.
2. Computes sizes of these sets nj = |Sj|.
3. Based only on the values of nj, chooses values d0, . . . , d2k−1−1 such that 0 ≤
dj ≤ nj. These values can heavily depend on the nj values and need not be
random.
4. Chooses uniformly at random subsets Fj ⊆ Sj, such that |Fj| = dj, for all
0 ≤ j < 2k−1, and computes F = ⋃Fj.
5. Returns a bit string y which differs from x(1) exactly at indices from the set
F .
The operator X is unbiased.
Proof. To prove unbiasedness of X , one needs to show that (1) and (2) hold. The
first holds trivially since, as shown above, applying the (z ⊕ ·) operation, for an
arbitrary bit string z, to all arguments does not change the sets Si, which, in turn,
leaves intact the distribution of the indices which are going to be flipped.
To prove the second property, consider PX (y | x(1), . . . , x(k)). This is exactly
the probability that F = {i | x(1)i 6= yi} is chosen at step 4, given the arguments
x(1), . . . , x(k). This event is equivalent to the event that Fj ⊆ Sj for all j are
chosen. The probability of this event depends only on nj and dj, since every
possible subset of Sj of size dj is chosen with the same probability. We also note
that Fj = {i | yi 6= x(1)i } ∩ Sj.
Now consider PX (pi(y) | pi(x(1)), . . . , pi(x(k))). As shown above, the sizes of
the index sets do not change, that is, |pi(Sj)| = |Sj| = nj. One can see that
|pi(Fj)| = |Fj| = dj as well. This means that this new probability is exactly the
same as the probability in the previous case, which proves the second property
and the entire lemma.
We prove now that every k-ary unbiased operator can be represented in the
way described in Lemma 1. We do not need this fact in the subsequent sections,
since both the algorithm from [9] and the proposed algorithm use only operators
which can be explicitly represented as Lemma 1 requires. However, we feel that
this fact deserves a proof.
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Lemma 2. Assume X is a k-ary unbiased operator which operates on bit strings
of length n. Then for any y, x(1), . . . , x(k), y˜, x˜(1), . . . , x˜(k) such that, for all j ∈
{0, . . . , 2k−1 − 1}:
1. The index sets Sj generated from x
(1), . . . , x(k) and the index sets S˜j generated
from x˜(1), . . . , x˜(k) satisfy |Sj| = |S˜j|.
2. |{i | yi 6= x(1)} ∩ Sj| = |{i | y˜i 6= x˜(1)} ∩ S˜j|;
it holds that PX (y | x(1), . . . , x(k)) = PX (y˜ | x˜(1), . . . , x˜(k)).
Proof. Let U = {1, . . . , n}, F = {i | yi 6= x(1)i } and F˜ = {i | y˜i 6= x˜(1)i }. We define
S0j = Sj ∩ (U \ F ), S1j = Sj ∩ F , S˜0j = S˜j ∩ (U \ F˜ ), S˜1j = S˜j ∩ F˜ .
By part 2 of the lemma statement, |S0j | = |S˜0j | and |S1j | = |S˜1j |. This means that
there exists a bijection between each such pair. Since
⋃
Sj = U and
⋃
S˜j = U ,
there exists a permutation pi such that pi(S0j ) = S˜
0
j and pi(S
1
j ) = S˜
1
j for all j
simultaneously.
Define z = pi(y) ⊕ y˜. Since bits in every S0j coincide in x(1) and y, bits in
pi(S0j ) = S˜
0
j will also coincide in pi(x
(1)) and pi(y), so they will also coincide in
pi(x(1)) ⊕ z and pi(y) ⊕ z = y˜. This means that x˜(1) coincides with pi(x(1)) ⊕ z in
bits S˜0j for every j. The same logic shows that x˜
(1) coincides with pi(x(1)) ⊕ z in
bits S˜1j for every j, so x˜
(1) = pi(x(1))⊕ z.
By construction of sets Sj and S˜j, it also holds that x˜
(i) = pi(x(i)) ⊕ z for all
1 ≤ i ≤ k. This means that, in the statement to be proven, the arguments of
PX (y | x(1), . . . , x(k)) are translated into the arguments of PX (y˜ | x˜(1), . . . , x˜(k))
by applying the permutation pi first, and then (z ⊕ ·). Since the operator X is
unbiased, these two probabilities are equal.
To represent an arbitrary k-ary unbiased operator in the form which Lemma 1
specifies, it is enough to iterate over all possible values of nj, to generate an
arbitrary set of arguments such that |Sj| = nj, and to measure, for every possible
combination of values dj, the probability of sampling an arbitrarily chosen bit
string which matches these values of dj. By Lemma 2, the probabilities for all the
remaining cases will be automatically determined.
The only part of the unbiased operator, which is done at will, is the stage 3 of
the form required by Lemma 1. This, together with Lemma 2, proves the following
theorem.
Theorem 1. Every k-ary unbiased operator defined on its arguments x(1), . . . , x(k)
is uniquely described by the following, possibly non-deterministic, mapping:
〈n0, n1, . . . , n2k−1−1〉 → 〈d0, d1, . . . , d2k−1−1〉,
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where nj is the size of the subset of bit indices Sj such that:
Sj =
{
i
∣∣∣∣∣ j =
k∑
t=2
2t−2 ·
[
x
(1)
i 6= x(t)i
]}
,
and dj indicates how many bits, chosen uniformly at random from Sj, to flip in
x(1) to achieve the result.
We give a few examples of the notation introduced in this theorem.
• Single bit mutation: 〈n〉 → 〈1〉.
• Unary inversion operator: 〈n〉 → 〈n〉.
• Standard bit mutation: 〈n〉 → 〈Bin(n, 1/n)〉.
• Uniform crossover: 〈n0, n1〉 → 〈Bin(n0, 1/2),Bin(n1, 1/2)〉.
• Crossover from [7] for the binary case: 〈n0, n1〉 → 〈0, 1〉.
The result presented in this section essentially means that a k-ary unbiased
operator can distinguish at most 2k−1 groups of bits, determined by which argu-
ments have a certain bit different to that of the first argument, and it is able to
choose different numbers of bits to flip in each of these groups.
3 The Existing Algorithm: Overview
In this section we cover the k-ary unbiased algorithm for solving OneMax on bit
strings of length n, which was proposed in [9].
This algorithm uses operators with arity at most k ≥ 7. For convenience,
denote κ = k− 7. The algorithm maintains two strings x and y, which coincide in
precisely those bits that are guessed right and differ in all other bits. Initially x
is random, and y is the inverse of x. Unless x = y, the algorithm wants to choose
at most ` = 2κ bit indices among those which differ in x and y at random and
optimizes bits at these indices.
To optimize these bits, the algorithm uses the “derandomized random sam-
pling” technique: before it starts its work, it precomputes a string-distinguishing
sequence r1, . . . , rt for t = (1 + o(1)) log2(9) · `/ log2 `. However, since the algo-
rithm is unbiased, it cannot directly place the strings from this sequence into the
` chosen bits. What is more, the algorithm requires some additional space to store
the fitness values, received from the “bigger” OneMax of length n and recoded to
be understood by a solver of the “smaller” OneMax of length `. Since a fitness
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in the latter cannot be greater than `, it cannot occupy more than κ + 1 bits.
All fitness values corresponding to the queries from the sequence r1, . . . , rt cannot
occupy more than 4` bits in total.
To accomodate them, the algorithm initializes the so-called storage of length
4`, of which `′ bits (`′ ≤ `, where the inequality can be strict in the last run)
are those which it intends to optimize. First, a string y0 is queried by a binary
operator 〈n0, n1〉 → 〈4`− `′ − q, `′ + q〉, where max(0, 4`− `′ − n0) ≤ q ≤ n1 − `′
and
P (q = q0) =
(
n0
4`−`′−q0
)(
n1−`′
q0
)(
n0+n1−`′
4`−`′
)
in order to distribute 4`− `′ bits of storage uniformly at random, applied to x and
y. In this way, the bits in which it differs from x define the bits allocated for the
storage, and the ` bits to optimize are among them.
In order to address the individual bits of the storage, the strings yi are gen-
erated, the i-th one by an (i + 2)-ary unbiased operator 〈0, n1, . . . , nj, . . .〉 →
〈0, 0, . . . , [j mod 2 = 0] · nj/2, . . .〉 applied to x, y, y0, . . . , yi−1. The only exception
is the string y1, where it is additionally ensured that y1 coincides with x in the `
′
bits which are to be optimized. Our construction, described in detail in Section 4,
is very similar to this one, so we will discuss its working principles later. Now we
only state that the strings x, y, y0, . . . , yκ+2 introduce a bijection between all bit
strings of length 4` and all bit strings which are different from x only in those 4`
bits in which x and y0 differ. What is more, this bijection can be expressed as a
composition of some permutation and an application of the operation ⊕ with some
bit string. Note that this bijection, which is Hamming-preserving, is not explicitly
mentioned in [9], where one of its directions is called the write procedure. The
bijection σ, which was mentioned in this paper, is a bijection between the indices
of these strings.
The algorithm proceeds with morphing the strings r1 to rt by the above men-
tioned bijection (using (κ+5)-ary operators applied each to x, y, yi), and querying
them. To morph these fitnesses back, another string, yB, must be queried before-
hand by the 4-ary operator 〈n0, n1, n2, . . . , n7〉 → 〈0, n1, 0, . . . , 0〉 applied to strings
x, y0, y1, y2.These morphed fitnesses, each of κ + 1 bits, are then written to the
storage using (κ + 6)-ary operators with the help of the same bijection. Finally,
a (κ + 7)-ary operator chooses the bits consistent with the stored fitness values
and the pre-computed values r1, . . . , rt and writes them to the `
′ bits which they
should occupy.
Since every ` bits, chosen in this way, are optimized in O(`/ log `) queries, the
entire running time of the algorithm is O(n/ log `) = O(n/κ) = O(n/k).
In our opinion, all the major complications in this algorithm arise solely from
the fact that the authors of [9] accidentally missed the fact that the system of
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strings x, y, y0, . . . , y
κ+2 actually introduced a Hamming-preserving bijection be-
tween the 24` bit strings which are the candidates for an optimum in 4` bits and
the same number of (κ+5)-ary unbiased operators which take all uninteresting bits
from the first argument but can change every single bit among the 4` interesting
bits, compared to its value in the first argument, in arbitrary way independently
of all other 4`− 1 bits. With this weapon in hand, we can run an arbitrary unre-
stricted algorithm for solving OneMax through the prism of this bijection, since
the unbiased setting does not restrict us which k-ary unbiased operators to apply.
We develop this idea in next two sections.
4 The Virtual Coordinate System
In this section, we assume that we have two strings x and y0, such that they differ
in ` bits. We need to establish a way to set each of these bits in either the same
value as in x, or in a different value than in x, independently of other bits, in a
single query, while leaving all other n− ` bits in the same state as in x. Since for
` = 1 this problem is trivial, we consider ` ≥ 2. We show a way to do this with
the help of k-ary unbiased operators such that 2k−1 − 1 ≥ `.
Recall that a k-ary unbiased operator can distinguish 2k−1 groups of bits. One
of these groups has to be dedicated to “unrelated” bits, i.e. the n−` bits outside of
the interesting region. For simplicity, we allocate the 0-th group for this purpose,
that is, the group of bits which are equal throughout all arguments. Our aim is to
design auxiliary queries in such a way that each of the remaining 2k−1 − 1 groups
consists of at most a single bit, which enables subsequent fine manipulations with
them.
We illustrate this technique on ` = 2k−1− 1. It will also work with only minor
changes for any 2k−2 ≤ ` < 2k−1, whereas smaller ` will only require a smaller k.
It can also be modified to work slightly better in the case of 2k−1 ≥ n, in which
we do not need to care about the unrelated bits since there are none of them.
To create the next k − 1 bit strings y1, . . . , yk−1, we use a set of very similar
unbiased operators of arity 2, . . . , k correspondingly, which can be described by a
single phrase: in each bit group except the 0-th one, flip half of the bits rounded
up. The formal notation for these operators is as follows:
〈n0, n1, . . . , nj, . . .〉 → 〈0, dn1/2e, . . . , dnj/2e, . . .〉.
Each time such an operator is applied, a new string is created which, if used
together with the previous ones, divides every bit group with the size greater than
one (except the 0-th one) into two parts of (almost) equal size. When yk−1 is
created, every group of 2k−1 − 1 such groups contains a single element (at most
one element if ` < 2k−1 − 1). The algorithm for constructing strings y1, . . . , yk−1
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Algorithm 1 Construction of the virtual coordinate system
function BuildCoordinates(x, y0; k)
– x and y0 are strings which differ in ` bits, 2
k−2 ≤ ` < 2k−1
– k is the maximum allowed arity
FlipUpperHalf := 〈n0, . . . , nj, . . .〉 → 〈0, . . . , dnj/2e, . . .〉
for i ∈ [1; k − 1] do
yi ← FlipUpperHalf(x, y0, . . . , yi−1); Query(yi)
end for
return (y1, . . . , yk−1)
end function
0. . . 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 y4
0. . . 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 y3
0. . . 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 y2
0. . . 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 y1
0. . . 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 y0
0. . . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x
0 8 4 12 2 10 6 14 1 9 5 13 3 11 7 15 Group No.
Figure 1: Example of the virtual coordinate system for k = 5 and ` = 15. The
bit value 0 means that this value is the same as the value of x at this position, 1
means this value negated. Group numbers are given for subsequent calls of k-ary
unbiased operators on strings x, y1, y2, y3, y4. A group number is formed by reading
the column top to bottom from y4 to y1 as a binary number. The example for
11 = 10112 is highlighted.
from x and y0 is outlined as Algorithm 1. Figure 1 illustrates it for k = 5 and
` = 15.
Rounding up, in the case of odd size of a group, ensures2 that in no such group
bits in x, y1, . . . , yk−1 coincide (note the absence of y0). This means that, in the
subsequent queries, we can exclude y0 from the arguments, which means that we
can still use operators of arity k to query arbitrary strings.
Now we establish a Hamming-preserving bijection between arbitrary strings of
length ` and k-ary unbiased operators called on x, y1, . . . , yk−1. There are exactly
` groups among 1 ≤ j < 2k−1 for which nj = 1. Based on this, we define an
2Strictly speaking, rounding up is necessary only in the group 1, since this ensures that this
group will have the size one already when querying yk−1. This means that the group 1 will be
empty if a (k + 1)-ary operator is called on x, y0, y1, . . . , yk−1, from which it follows that the
group 0 on x, y1, . . . , yk−1 consists only of “unrelated” bits. In all other groups rounding can be
arbitrary: either up or down.
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Algorithm 2 The way to query arbitrary strings
function QueryVirtual(x, y1, . . . , yk−1;w)
– x, y1, . . . , yk−1 are the virtual coordinate system
– w is a bit string of length `
Op := 〈n0, n1, . . .〉 → 〈0,MakeOperator(n1, . . . ;w)〉
z ← Op(x, y1, . . . , yk−1); Query(z)
return z
end function
function MakeOperator(n1, . . . , nz;w)
d← []; t← 1
for i ∈ [1; z] do
if ni = 1 then
d← Append(d, wt); t← t+ 1
else
d← Append(d, 0)
end if
end for
return d
end function
arbitrary injection g : {1, . . . , `} → {1, . . . , 2k−1 − 1} such that ngi = 1 for all
1 ≤ i ≤ `. Since g is an injection, h = g−1 exists. We additionally define h(i) = 0
in the case ni = 0. An arbitrary bit string r = r1 . . . r` of length ` is mapped to
the following k-ary unbiased operator:
〈n0, n1, . . . , ni, . . . , n2k−1−1〉 → 〈0, rh(1), . . . , rh(i), . . . , rh(2k−1−1)〉,
where we additionally define r0 = 0 for convenience. On the other hand, when
we are given an operator of this sort, we can remove the identity zero positions at
index 0 and at indices where h(i) = 0 and unambiguously restore the original string
r using the injection g and the remaining positions. This means that this mapping
is actually a bijection. Finally, it is Hamming-preserving, since it can be achieved
by applying a permutation (which is a composition of g and the permutation of
the chosen ` indices which appeared as a result of querying strings yi) and then an
(x⊕ ·) operation. The algorithm to query arbitrary strings through this bijection
is outlined in Algorithm 2.
A k-ary unbiased algorithm cannot access or manipulate the particular bits of
the bit strings from the optimization domain, neither can it access or set their
particular values. However, it is free to apply arbitrary k-ary unbiased operators.
Through the prism of the just introduced bijection, our algorithm is also able
to manipulate individual bits by deciding which exactly k-ary unbiased operators
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to use. At the first sight, this looks like a violation of the definition of a k-ary
unbiased algorithm, however, all these operations are still all performed using only
k-ary unbiased operators without any access to representations of individuals. In
particular, the following statements hold.
• Our algorithm never accesses a bit at the specified index, since the identity of
a particular bit is determined by the k bit strings created earlier by unbiased
operators, so the bit in question is never fixed in advance and can be any
particular bit in different runs of the algorithm.
• Our algorithm also does not know whether the bit value is 1 or 0. In each
query made through the bijection described above, the algorithm defines
whether this bit (whose position, as said above, is also defined by where
exactly and how exactly the k arguments of the corresponding k-ary unbiased
operator differ from each other) will have the same or the opposite value as
in a certain existing query x.
5 The Proposed Algorithm
In this section we outline the proposed k-ary unbiased algorithm for solving One-
Max in (2 + o(1)) · n/(k − 1) = O(n/k) queries. We explain the general scheme
first (Section 5.1), then give a number of ideas for how to further speed up the
algorithm (Section 5.2), and finally give somewhat faster algorithms specialized
for k = 3 and 4 (Section 5.3).
In the text below, as well as in algorithm listings, we make a difference between
the query procedure Query and the call to fitness function Fitness. We always
assume that Query must immediately follow the creation of the individual, which
associates the fitness value with this individual. The subsequent calls to Fitness
return this computed value and do not count towards the number of queries. We
also assume that whenever Query is called on a bit string which is the optimum,
the algorithm immediately terminates, so we do not have to check this condition.
5.1 The General Form
Similarly to the algorithm from [9], we maintain two bit strings, x and y, to encode
which bits are already guessed right. The only difference is that we change the
meaning to the opposite one: the bits that differ between x and y are guessed right
in x. Initially, x is generated uniformly at random and y = x.
We optimize bits in blocks of size at most ` = 2k−1−1, where all blocks except
for possibly the last one have the maximum possible size `. For every block, we
first determine which bits to optimize by querying y0 = FlipEllSame(x, y), where
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FlipEllSame = 〈n0, n1〉 → 〈min(`, n0), 0〉 is a binary unbiased operator. Then
we build the virtual coordinate system as explained in Section 4 and Algorithm 1:
(y1, . . . , yk−1) = BuildCoordinates(x, y0; k).
After that we use this coordinate system to forward queries of an unrestricted
algorithm solving OneMax of length ` to the ` bits of the original OneMax
problem of length n using only k-ary unbiased operators.
More formally, we generate random bit strings wi, i ≥ 1, of length ` and
compute their fitness values fi as follows:
fi = Fitness(QueryVirtual(x, y1, . . . , yk−1;wi))−∆,
where ∆ = (Fitness(x)+Fitness(y0)−`)/2 is the term that captures how many
ones the bits unrelated to the ` chosen bits contribute to the raw fitness value. We
repeat this until, for some i = i0, there remains only one string wopt of length `
which, according to (w1, f1), (w2, f2), . . . , (wi0 , fi0), can be the optimum. Note that
this is essentially the same random sampling technique used to solve OneMax in
an unrestricted manner, however, this particular version does not perform restarts
and terminates once the optimum is unambiguously determined.
We should explicitly note here that the random bit strings wi are not the
bit strings in the search space of the original OneMax problem, but rather the
descriptions of the k-ary unbiased operators.
Yet another concern is that the wi strings need to be stored somewhere between
the queries, which is not explicitly allowed by a definition of a k-ary unbiased black-
box algorithm. However, since any randomized algorithm can be thought of as a
deterministic algorithm which uses a long enough precomputed sequence of random
numbers as a source of its randomized decisions, the choice of these strings is in
fact deterministic, and all these strings can be recomputed from scratch at any
convenient moment from the number of already performed queries only. It is also
possible to prove a more general version of this idea to allow an arbitrarily large
auxiliary storage, accessible in an arbitrary way, available to any k-ary unbiased
algorithm, while the only information used to populate this storage is the list of
fitness values.
When the optimum string wopt is found, we use the same mechanism to set the
` bits to their optimal values while other bits preserve their values. This will be
the new value for x, and we update y accordingly:
xnew = QueryVirtual(x, y1, . . . , yk−1;wopt),
ynew = Xor3(y, x, xnew),
where Xor3 = 〈n0, n1, n2, n3〉 → 〈0, n1, n2, 0〉 is a ternary unbiased operator essen-
tially performing an exclusive-or operation over its three arguments, also known
in the literature as selectBits [4].
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We outline the entire algorithm as Algorithm 3. For every block of length `,
it spends one query to determine which ` bits to optimize, k − 1 queries to build
the virtual coordinate system, (2 + o(1)) · `/ log2 ` queries in expectation to find
the optimum and two queries to set the next x and y. Since k + 2 = O(log2 `) =
o(`/ log2 `), the entire expected number of queries made by the algorithm is (2 +
o(1)) · n/ log2 ` = (2 + o(1)) · n/(k − 1), where o(1) is taken relative to k.
We note that the functions CountConsistent and GetConsistent in Al-
gorithm 3, operate not on the bit strings in the domain of the original problem,
but on the bit strings of length ` which define the k-ary unbiased operators (which
are stored in W ) and on their effective fitness values (which are stored in F ).
Since their first arguments are lists not of the original bit strings, but rather of the
parameters of the k-ary unbiased operators, these functions are free to manipulate
with their arguments in an arbitrary, unrestricted way.
5.2 Performance Improvements
There are two main sources for performance improvement of the general algorithm.
The first of them is especially significant when k is relatively small. While this
issue seems to be not so important when talking about the unbiased black-box
complexity questions “in the large”, we shall note, however, that the majority of
evolutionary algorithms used in practice feature small arities of their operators.
For instance, differential evolution [19] typically samples one individual as a linear
combination of three different individuals, however it does not sample this indi-
vidual directly but crosses it over with another individual and only then queries
its fitness. This constitutes an operator of arity k = 4. Finding efficient unbi-
ased algorithms even with small constant arities may still shed some light on how
powerful such operators are compared to mutations and crossovers.
What we note first is that we can use the fitness values of individuals y1, . . . , yk−1,
which constitute the virtual coordinate system, to seed the unrestricted algorithm
for solving OneMax. Although these individuals are not sampled independently,
they still limit the number of consistent optima. This effect is expected to, and
indeed does, reduce the number of subsequent queries for small constant k. Even
one such individual reduces the number of potential optima from 2` to O(2`/
√
`),
and more individuals perform an even better reduction. In fact, for very small k
even the chance of hitting the optimum inside Algorithm 1, or immediately after
it, is quite noticeable, so in a practical implementation we should check whether
a currently sampled string corresponds to the optimum in ` bits.
Our second potential improvement comes from an unexpected side, and its
impact is experimentally measured but not yet proven for arbitrary n and k. This
is a modification in the random sampling unrestricted algorithm to solveOneMax,
which samples a new bit string to test not uniformly at random among all possible
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Algorithm 3 The generic k-ary unbiased algorithm for OneMax
procedure SolveOneMax(n, k)
x← UniformRandomBitStringOfLength(n)
Query(x)
y ← x . Bits different in x and y are guessed right
b← 0 . The number of bits guessed right
while true do
if b = 1 then
FlipOneWhereSame := 〈n0, n1〉 → 〈1, 0〉
FlipOneWhereSame(x, y) . Will terminate there
else
`← min(b, 2k−1 − 1)
k ← 1 + dlog2(`+ 1)e . Can change at the end
FlipEllSame := 〈n0, n1〉 → 〈`, 0〉
y0 ← FlipEllSame(x, y)
(y1, . . . , yk−1)← BuildCoordinates(x, y0; k)
∆← (Fitness(x) + Fitness(y0)− `)/2
W = [];F = []
while CountConsistent(W,F ) > 1 do
w ← UniformRandomBitStringOfLength(`)
q ← QueryVirtual(x, y1, . . . , yk−1;w)
f ← Fitness(q)−∆
W ← Append(W,w); F ← Append(F, f)
end while
wopt ← GetConsistent(W,F )
xnew ← QueryVirtual(x, y1, . . . , yk−1;wopt)
Xor3 := 〈n0, n1, n2, n3〉 → 〈0, n1, n2, 0〉
y ← Xor3(y, x, xnew)
x← xnew; b← b− `
end if
end while
end procedure
bit strings, but uniformly at random among all potential optima, that is, among
strings consistent with the previous samples and measurements.
From now on, we call the original algorithm the pure, and this modification
the hack. Currently we have no proof for the runtime of the hack, hence the
name. In particular, we do not known whether it is O(n/ log n) and whether it
is better or worse than the pure algorithm. However, experimental measurements
for 2 ≤ n ≤ 32 suggest that the hack performs generally better than the pure
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Figure 2: Experiment results for unrestricted algorithms. 104 independent runs
were performed for each n. Means and standard deviations are plotted.
algorithm for these values (see Figure 2). In subsequent experiments with the
unbiased algorithms, we will evaluate both versions.
5.3 Algorithms for k = 3 and 4
In this section, we describe a custom implementation of the block-wise optimization
of OneMax using ternary unbiased operators (k = 3). However, since the block
size ` = 3, we simply perform the fitness-dependent case analysis instead of explicit
construction of the virtual coordinate system and subsequent random sampling.
The algorithm is presented in Algorithm 5, and the operators it uses are given
in Algorithm 4. By following its branches and computing the probabilities of their
execution, one can prove the expected running time of 9n/8±O(1). Note that this
is faster than the best known binary unbiased algorithm, whose expected running
time is 2n± O(1) [7]. In a similar way, we designed an algorithm with k = 4 and
` = 7, whose expected running time is 765/896n±O(1).
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Algorithm 4 The operators for Algorithm 5
SameX := 〈n0, n1〉 → 〈x, 0〉
OneWhereEqual := 〈n0, n1, n2, n3〉 → 〈1, 0, 0, 0〉
OneWhere2ndDiffers := 〈n0, n1, n2, n3〉 → 〈0, 1, 0, 0〉
OneWhere3rdDiffers := 〈n0, n1, n2, n3〉 → 〈0, 0, 1, 0〉
TwoWhere3rdDiffers := 〈n0, n1, n2, n3〉 → 〈0, 0, 2, 0〉
Complicated := 〈n0, n1, n2, n3〉 → 〈0, n1, 0, 1〉
Xor3 := 〈n0, n1, n2, n3〉 → 〈0, n1, n2, 0〉
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Figure 3: Experiment results for k-ary unbiased algorithms on OneMax. 100
independent runs were made for each point.
6 Experiments
We have implemented a small programming platform for experimenting with un-
biased algorithms of fixed arity. In this platform, the bit strings of individuals are
encapsulated in a so-called “unbiased processor”, and the individuals are accessed
through handles, which reveal only their fitness. Unbiased operators are naturally
encoded as functions which map one integer array, 〈n0, n1, . . .〉, to another one,
〈d0, d1, . . .〉. With these precautions, the platform ensures that one implements
only unbiased algorithms. The source code is available on GitHub.3
By the means of this platform, we have implemented the well-known binary
algorithm, Algorithm 5 for k = 3 and 4, as well as the pure and hack flavors
3https://github.com/mbuzdalov/unbiased-bbc
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Algorithm 5 The custom unbiased algorithm for k = 3
procedure SolveOneMax3(n)
x← UniformRandomBitStringOfLength(n); y ← x
b← n . How many bits left to be optimized
while true do
if b = 1 then
o← Same1(x, y); Query(o) . Optimum
else if b = 2 then
if Fitness(x) = n− 2 then
o← Same2(x, y); Query(o) . Optimum
else
z ← Same1(x, y); Query(z)
if Fitness(z) = n− 2 then
o← OneWhereEqual(x, y, z); Query(o)
end if . Either z or o was the optimum
end if
else
m← Same3(x, y); Query(m)
if Fitness(m) = Fitness(x) + 3 then
x← m . y is already OK
else if Fitness(m) = Fitness(x)− 3 then
y ← Xor3(x, y,m); Query(y) . x is already OK
else if Fitness(m) = Fitness(x) + 1 then
p← TwoWhere3rdDiffers(x, y,m); Query(p)
if Fitness(p) = Fitness(x) + 2 then
x← p
else
r ← Complicated(x,m, p); Query(r)
if Fitness(r) = Fitness(x) + 2 then
x← r
else
x← Xor3(x, p, r); Query(x)
end if
end if
y ← Xor3(x, y,m); Query(y)
else
p← OneWhere3rdDiffers(x, y,m); Query(p)
if Fitness(p) = Fitness(x) + 1 then
x← p
else
r ← OneWhere2ndDiffers(x,m, p)
Query(r)
if Fitness(r) = Fitness(x) + 1 then
x← r
else
x← Xor3(m, p, r); Query(x)
end if
end if
y ← Xor3(x, y,m); Query(y)
end if
b← b− 3
end if
end while
end procedure
of the generic algorithm for arbitrary fixed arities. We could handle only arities
3 ≤ k ≤ 6, since with k = 7 the block size becomes ` = 63, the size which currently
cannot be solved by neither pure nor hack random sampling in reasonable time.
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The experimental results are presented in Figure 3.
For k = 3, both generic algorithms showed the performance of 1.29n, which
is somewhat greater than 9n/8 = 1.125n by the custom algorithm. However, for
k = 4 the runtimes of ≈ 0.958n was shown by the pure algorithm, and ≈ 0.934n
by the hack, both smaller than n. The custom algorithm for k = 4 is still slightly
faster with 765/896n ≈ 0.854n. For k = 5 the pure and hack versions were
≈ 0.694n and ≈ 0.653n correspondingly. Finally, for k = 6 the results were close
to half the size, with the pure algorithm being slightly above, ≈ 0.505n, while the
hack is slightly below, ≈ 0.476n.
7 Conclusion
We presented a cleaner and more efficient way to prove that the k-ary unbiased
black-box complexity of OneMax is O(n/k). Our approach enabled to define the
explicit constants: the running time is shown to be (2+o(1)) ·n/(k−1), where o(1)
relates to k. We also showed that unbiased operators are powerful enough to enable
solving exponentially large parts of the original problem by arbitrary unrestricted
algorithms. Finally, this approach is efficient enough even for the smallest arities
k ≥ 3. We hope that this paper will accelerate and simplify the research on
higher-arity operators and their impact on the performance of randomized search
heuristics.
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