In 1855 H. J. S. Smith [2] proved Fermat's Two Squares using the notion of palindromic continuants. In his paper Smith constructed a proper representation as a sum of two squares of a prime number p, given a solution of z 2 + 1 ≡ 0 (mod p), and vice versa. In this paper we extend Smith's approach to proper representations by sums of two squares in rings of polynomials on fields of characteristic different from 2. Our approach will also work for other representations of integers, such as sums of four squares.
Introduction
Fermat's Two Squares Theorem, that is A prime number p is representable by the form x 2 + y 2 iff −1 is a quadratic residue modulo p.
has always captivated the mathematical community. Equally captivating are the known proofs of such a theorem; see, for instance, [1, 2, 7, 11, 13] . Among these proofs we were enchanted by Smith's elementary approach [2] , which is well within the reach of undergraduates. We remark Smith's proof is very similar to Hermite's [7] , Serret's [11] , and Brillhart's [1] .
Two main ingredients of Smith's proof are the notion of continuant (Definition 2 for arbitrary rings) and the famous Euclidean algorithm (stated for arbitrary Euclidean rings in Table 1 ).
Let us recall here, for convenience, a definition taken from [8, p.148] Definition 1 Euclidean rings are rings R with no zero divisors which are endowed with a Euclidean function N from R to the nonnegative integers such that for all τ 1 , τ 2 ∈ R with τ 1 = 0, there exists q, r ∈ R such that τ 2 = qτ 1 + r and N(r) < N(τ 1 ).
Among well-known examples, we are going to use the integers with N(u) = |u|, polynoms over a field with N(P ) = 2 degree(P ) and N(0) = 0.
The sequence (q 1 , q 2 , . . . , q n ) given by the Euclidean algorithm (Table 1 ) on τ 1 and τ 2 , with τ 1 and τ 2 in R, is called the continuant representation of (τ 1 , τ 2 ) as we have the equalities τ 1 = [q 1 , q 2 , . . . , q n ]h (this notation is defined in next paragraph) and τ 2 = [q 2 , . . . , q n ]h unless τ 2 = 0. If τ 2 = 0, then h is a gcd of (τ 1 , τ 2 ), else h = τ 1 ; in other words Rτ 1 + Rτ 2 = Rh, where Rτ denotes the left ideal generated by τ .
Definition 2 (Continuants in arbitrary rings) Let Q be a sequence of elements (q 1 , q 2 , . . . , q n ) of a ring R. We associate to Q an element of a Euclidean ring R with its Euclidean function N. output: a gcd of τ 1, τ 2 followed by a sequence (q 1 , q 2 , . . . , q n ), possibly empty, of elements of R n ← 1 while τ 2 = 0 find q n , t such that
Let p be a prime number of the form 4k + 1. Smith's approach [2] Brillhart's optimisation [1] on Smith's construction took full advantage of the palindromic structure of the sequence (q 1 , . . . , q s−1 , q s , q s , q s−1 , . . . , q 1 ) given by the Euclidean algorithm on p and z. He noted that the Euclidean algorithm gives the remainders r i = [q i+2 , . . . , q s−1 , q s , q s , q s−1 , . . . , q 1 ] (i = 1, . . . , 2s − 1), and r 2s = 0 so, in virtue of Smith's construction, rather than computing the whole sequence we need to obtain
In this case, we have y < x < √ p, Brillhart's stopping criterium.
In this paper we study proper representations x 2 + y 2 (that is, with x, y coprime) in some Euclidean rings via continuants. In Section 2 we study some properties of continuants in arbitrary rings. Section 3 is devoted to study proper representations x 2 + y 2 in some Euclidean rings. We examine later some representations xx + yy using rings with an anti-automorphism (Sections 4 and 5), keeping the palindromic (or quasi-palindromic) nature, up to multiplication by units, of the continuant. While the results presented here are not likely new, we believe our presentation is new.
Continuants
In this section we derive some properties of continuants from Definition 2, which we will refer to as Continuant Properties. 
To obtain this equality, it suffices to divide the products of subsequences of Q = (q 1 , q 2 , . . . , q n ) obtained by removing disjoint pairs of consecutive elements of Q into two groups, depending on whether the pair q i q i+1 (1 ≤ i < n) has been removed or not.
P-4 From the previous points follows
. . , q n ] and [q 1 , . . . , q n−1 ] are coprime. Note that from the previous points P-3 and P-4 we have more precisely
Continuants in commutative rings
If the ring R is commutative, then we have some additional properties.
P-7 The continuant [q 1 , . . . , q n ] is the determinant of the tridiagonal n × n matrix A = (a ij ) with a i,i = q i for 1 ≤ i ≤ n, a i,i+1 = 1 and a i+1,i = −1 for 1 ≤ i < n.
The following identity due to Lewis Carroll (alias Charles Lutwidge Dodgson) plays an important role in our study of continuants.
Lemma 1 (Lewis Carroll Identity) Let C be an n × n matrix in a commutative ring. Let C i 1 ,...,is;j 1 ,...,js denote the matrix obtained from C by omitting the rows i 1 , . . . , i s and the columns j 1 , . . . , j s . Then
where the determinant of the 0×0 matrix is 1 for convenience.
The use of Lewis Carroll Identity and property P-7 provides more properties.
n (when n ≥ 2). P-9 In the case of even n with q i = q n+1−i for 1 ≤ i ≤ n, in other words if the sequence is palindromic, we see
More properties and proof techniques valid in the commutative case are given in [6, ch. 6.7] 
Quasi-palindromic sequences
Here again the rings are not necessarly commutative.
Definition 3 An anti-automorphism of a ring R is an involution τ → τ such that τ + σ = τ + σ and τ σ = σ τ for all elements τ , σ of R.
Definition 4 Let R be a ring endowed with an anti-automorphism τ → τ .
A quasi-palindromic sequence of length n satisfies q i = q n+1−i for 1 ≤ i ≤ n; in particular, if n is odd the element q (n+1)/2 satisfies q (n+1)/2 = q (n+1)/2 .
We have an obvious relation,
and counterparts of the properties P-8 and P-9.
Lemma 2 (Noncommutative Lewis-Carroll-like Identity) Let τ → τ be an anti-automorphism in a ring R, satisfying moreover the conditions τ τ = τ τ if τ = τ then τ belongs to the centre of R.
(1)
Let (q 1 , . . . q n ) be a quasi-palindromic sequence of length n ≥ 2 in R. The following relation holds
Proof. We proceed by induction on n. Our basic cases are n = 2, 3. The result is clearly true for n = 2.
For n = 3, since q 2 is in the centre of R and q 1 commutes with q 3 , from
For larger n, write E = [q 2 , . . . , q n−1 ] and F = [q 3 , . . . , q n−2 ]. Thus, E and F belong to the centre of R, and the following results come from the definition of continuant and Property P-3
Since E commutes with the whole R, we have
It only remains to check
n but these equalities follows from the inductive hypothesis. ✷ Remark 1 For a quasi-palindromic sequence Q of length n ≥ 3, we have
Proper representations in Euclidean rings
As Smith's approach heavily depends on the existence of a Euclidean-like division algorithm, one may try to extend it to other Euclidean rings R. However, the uniqueness of the continuant representation may be lost. Basically, the uniqueness of the continuant representation boils down to the uniqueness of the quotients and the remainders in the division algorithm. This uniqueness is achieved only when R is a field or R = F[T ], polynomial algebra over a field F [9] (considering the degree as the Euclidean function).
Note that in Z we guarantee uniqueness by requiring the remainder to be nonnegative.
Non-commutative Euclidean rings
We first use continuants to obtain a multiple zz + 1 of an element m of the form xx + yy, with x, y satisfying Rx + Ry = R and τ → τ an antiautomorphism in the ring under consideration.
Theorem 1 Let R be an Euclidean ring, and let τ → τ be an anti-automorphism of R satisfying relations (1) . If m ∈ R admits a proper representation m = xx + yy (that is, with Rx + Ry = R), then the equation zz + 1 ∈ Rm admits solutions.
Furthermore, one of these solutions is equal to [q s , . . . , q 1 , q 1 , . . . , q s−1 ], where (q 1 , q 2 , . . . , q s ) is the sequence provided by the Euclidean algorithm on x and y.
Proof. Let (x, y) (with N(x) ≥ N(y)) be a proper representation of m.
If y = 0 then x is a unit, so m must be a unit and the ideal Rτ is the whole ring R. Otherwise, the Euclidean algorithm on x and y gives a unit u and a sequence (q 1 , q 2 
+ 1 and back
In this section we deal with the problem of going from a representation x 2 +y 2 of an element m to a multiple z 2 + 1 of m and back. We begin with a very general remark valid in every commutative ring.
Corollary 1 In a commutative ring R, if Rx + Ry = R then there exists some z ∈ R such that x 2 + y 2 divides z 2 + 1.
If R is Euclidean, we can explicit z and (z 2 +1)/(x 2 +y 2 ) with continuants.
This relation can be interpreted using Lewis-Carroll Identity. The determinant of the tridiagonal matrix A associated to the palindromic sequence (q n , . . . , q 1 , q 1 , . . . , q n ) (see property P-7 of continuants) is x 2 + y 2 with x = [q 1 , . . . , q n ] and y = [q 2 , . . . , q n ] if n ≥ 1.
where z is the determinant of matrix formed by the 2n − 1 first rows and columns of A (see properties P-8 and P-6).
A natural question is then: if m divides z 2 + 1 does there exist x, y such that m = x 2 + y 2 ? But this question is much harder! We now give examples showing that no simple answer is to be expected.
In general we cannot construct a representation x 2 + y 2 of an element m from a solution of z 2 + 1 ≡ 0 (mod m).
As an illustration, consider the Euclidean domain F 2 [X] of polynomials on the field F 2 , where z 2 + 1 is a multiple of m = z + 1 for any polynomial z, square or not. Recall that in F 2 [X] the squares, and therefore the sums of squares, are exactly the even polynomials (i.e. the coefficient of X t is null if t is odd). Thus, the converse of Corollary 1 is false in
Other examples are the ring Z[i] of Gaussian integers and its quotients by an even integer, since the squares and the sum of squares have an even imaginary part. Thus, no Gaussian integer with an odd imaginary part is a sum of squares, although it obviously divides 0 = i 2 + 1.
However, there are cases where the answer is positive If m divides z 2 + t 2 with z, t coprime, then m is an associate of some x 2 + y 2 with x, y coprime.
Proof. We introduce the extension G of F by a square root ω of −1. The ring G[X] is principal and z 2 + t 2 factorises as (z − ωt)(z + ωt). The two factors are coprime, since their sum and difference are respectively 2z and 2ωt, and 2 and ω are units. Introduce gcd(m, z + ωt) = x + ωy, then x − ωy is a gcd of m and z − ωt owing to the natural automorphism of G. The polynomials x − ωy and x + ωy are coprime and both divide m. Thus, m is divisible by (x − ωy)(x + ωy) = x 2 + y 2 . On the other hand, m divides (z − ωt)(z + ωt). Consequently, (x − ωy)(x + ωy) is an associate of m. Since x − ωy and x + ωy are coprime, we have x, y are coprime. ✷ This gives some cases where a reciprocal of the first assertion in Corollary 1 holds.
Proposition 3 Let m be a non-unit of F[X] and a divisor of z
If F is a field of characteristic different from 2, where −1 is a non-square, then continuants provide a method for representing m as a sum of squares. Proof. Having a divisor m of z 2 + 1, we already now from Proposition 2 that the degree of m is even. We may assume that degree(z) < degree(m) as we may divide z by m.
As m = (x 2 + y 2 )u, the Euclidean algorithm on some x and y will give the unit 1 and a sequence (q 1 , . . . , q s ) such that x = [q 1 , . . . q s ] and y = [q 2 , . . . , q s ]. We may also assume degree(x) > degree(y), otherwise, if x = λy + z with λ a unit and z of degree smaller than the degree of x and y, then m = (
As a result we consider only the case where all q i 's have degree at least 1.
We then apply the Euclidean algorithm (Table 1) to m and z, and obtain, by virtue of the uniqueness of division in polynomials, a sequence whose last non-null remainder is u. Consequently, m/u = x 2 + y 2 (see Property P-2 of continuants). ✷ Below we illustrate this proposition through some examples.
Since 2 is also a sum of two squares, we obtain m = (x + y)
We find other examples among the cyclotomic polynomials. The cyclotomic polynomial Φ 4n ∈ Q[X] divides X 2n +1. Thus Φ 4n is, up to a constant, a sum of two squares. Since Φ 4n (0) = 1, the constant can be chosen equal to 1. For an odd prime p, it is easy to check
For the small composite odd number 15, the computation gives
At this stage the following remark is important.
Remark 2 If a polynomial with integer coefficients is the sum of squares of two polynomials with rational coefficients, it is also the sum of squares of two polynomials with integer coefficients
For example, we see that 50X 2 + 14X + 1 = (5X + 3/5) 2 + (5X + 4/5) 2 , but it is also X 2 + (7X + 1) 2 .
A proof was given by Gjergji Zaimi [12] . Another proof can be seen in [4, Sec. 5] .
Remark 3 (Algorithmic considerations) To accelerate the computation in Proposition 3, we can resort to Brillhart's [1] optimisation and stop when we first encounter a remainder r s−1 with degree at most degree(m)/2. This will be the (s − 1)-th remainder. In this context 
Four squares theorem
We slightly generalise the formula for products of sums of four squares; see [10, p.135] (this was already known to Euler, see [5, p. 277] ).
Lemma 3 (Product formula) Let R be a commutative ring endowed with an anti-automorphism. Let x, y, z, u be elements of R. Then (xx + yy)(zz + uu) = (xz − yu)(xz − yu) + (xu + yz)(xu + yz)
Proof. This can be seen by looking at the determinants in the equality
The four squares product formula is the application of the lemma 3 to the case where R is the ring of Gaussian integers, with its conjugation.
This product formula allows to reduce the proof of the four squares theorem to the case of primes.
We recall that in Z/pZ the element −1 is either a square or a sum of two squares; see [10, p.133] (this also was known to Euler [5, p. 279] ). Thus, it suffices to prove that if a positive number m divides zz + 1 with z being a Gaussian integer, then m is also xx + yy with x, y both being Gaussian integers.
By reducing z modulo m, we may assume |z| ≤ m/ √ 2, and thus zz + 1 < m 2 (if m = 2, a parity argument shows the inequality remains valid). Here |z| denotes the complex norm of z. 
Hence Q = (q 1 , q 2 , q 3 ) = (8 + i, −1 + i, i) and
Some forms representing integers
Using the techniques of Section 4 we may build other forms representing all positive integers. One such form is
Proposition 4 Each positive integer has the form x 2 −xy + y 2 + z 2 −zu + u 2 with x, y, z, u integers.
Proof. We note that v 2 − vw + w 2 is the norm of v + wj in the ring of Eisenstein integers where j = exp(2iπ/3). The same arguments as in Section 4 reduce the task to primes and prove that each prime is either of the form zz or divides some zz + 1. Now, if an integer m divides zz + 1, the division process provides an deterministic algorithm to find a representation m = xx + yy. Here again we reduce z modulo m and assume zz ≤ 3m 2 /4. Thus, we only have to be careful if m s−1 = 2 to avoid the trap 2 · 2 = (1 − j)(1 − j) + 1 by choosing a convenient quotient q s−1 . ✷ Consider the following example where we try to represent m 0 = 40. We note 80 = 40 · 2 = (7 − 3j)(7 − 3j) + 1. With the quotient q 1 = 3 − j we would get 2 · 2 = (1 − j)(1 − j) + 1. However, with the quotient q 1 = 3 − 2j, we get 2 · 1 = (1 + j)(1 + j) + 1 and q 2 = 1 + j. Corollary 2 Every positive integer has the form x 2 + 3y 2 + z 2 + 3u 2 .
Proof. By Proposition 4 we only need to prove that x 2 − xy + y 2 has the form 3p 2 + q 2 . Indeed,
• If x is even, say x = 2t, then x 2 −xy +y 2 = 4t 2 −2ty +y 2 = 3t 2 +(y −t)
2
• If y is even, say y = 2t, then x 2 − xy + y 2 = 3t 2 + (x − t) 
