This study considers the theory of a general three-dimensional (space and time) statistical prediction/extrapolation algorithm. The predictor is in the form of a linear data lter. The prediction kernel is based on the minimization of prediction error and its construction requires the covariance statistics of a predictand eld. The algorithm is formulated in terms of the spatio-temporal EOFs of the predictand eld. This EOF representation facilitates the selection of useful physical modes for prediction. Limited tests have been conducted concerning the sensitivity of the prediction algorithm with respect to its construction parameters and the record length of available data for constructing covariance matrix. Tests reveal that the performance of the predictor is fairly insensitive to a wide range of the construction parameters. The accuracy of the lter, however, depends strongly on the accuracy of the covariance matrix which critically depends on the length of available data. This inaccuracy implies sub-optimal performance of the prediction lter. Simple examples demonstrate the utility of the new algorithm.
Introduction
An important class of linear estimation problems is the extrapolation (prediction) of a eld outside the data domain. Needs for reliable predictions arise from many di erent areas of climate studies, El Niño being a prototypical example. The importance of reliable prediction cannot be overemphasized because any signi cant changes in climatic variables typically have large impacts on climatic, environmental, and economic variables. Considered here is a general three-dimensional statistical predictor.
Prediction schemes may be classi ed into one of the three categories|statistical, dynamical, and statistical/dynamical. In El Niño predictions, examples of statistical schemes include Barnett et al. (1988) , Xu and von Storch (1990) among others. Examples of dynamical schemes include Cane et al. (1986) and Latif et al. (1991) . Inoue and O'Brien (1984) used a combination of the two called the statistical-dynamical scheme. This study presents a statistical prediction algorithm based on space-time empirical orthogonal functions (EOFs) of the predictand eld.
The present method, in essence, is similar to purely statistical predictors such as AR predictors discussed in many time series textbooks (e.g., Newton 1988) . In the latter covariance matrix is used to construct the best unbiased predictor for a given time series. The so-called prediction normal equation is solved to make predictions. The predictor is \best" in the sense of minimum error variance. Also, the predictor eld is always a subset of the predictand eld. In this study, a similar predictor is developed in terms of EOFs.
EOFs naturally come into play because the covariance function (or matrix) is decomposed into a series of EOFs. One of important motivations for this EOF representation is that it facilitates a space-time generalization of the method. Spatial information is decomposed into \independent" modes that can be predicted separately. Further, the algorithm can easilty be carried over to other basis functions including complex EOFs or cyclostationary EOFs (Kim et al. 1996; Kim and North 1997) . A certain set of basis functions may have better representation of true physical modes and using it can improve the per-formance of predictors. This is an important aspect of the present prediction algorithm. Finally, some EOF modes may be more bene cial for prediction than others. The EOF representation allows the selection of particular (physical) modes for prediction thereby improving the predictability.
Section 2 of this article describes the linear prediction algorithm and the prediction error variance. The algorithm is constructed so that the prediction error variance is minimized. Section 3 shows how to compute nite-domain EOFs which are an essential ingredient in the formulation of the prediction algorithm. The section discusses the actual implementation of the predictor from a continuum representation in the previous section. In section 4, the performance and properties of the predictor are illustrated in terms of two arti cial Markov processes. Actual applications of the predictor require extensive cross validations and have been postponed to a later study. It is followed by sensitivity tests in section 5. In this section sensitivity of the predictor is examined in terms of its construction parameters and the accuracy of covariance statistics. Concluding remarks follow in section 6.
Method a. Formulation of optimal lter
Because of the simplicity derivation here assumes continuum forms. In the next section, actual implementation of the predictor using discrete variables in space and time will be discussed.
We have a space-time domain R in which a eld T(x), x = (r; t), is de ned. Throughout we will deal with the anomaly eld such that hT(x)i = 0, where h i denotes ensemble average. We wish to predict T(x) for a particular realization at a point x 2 R (Fig. 1) .
The prediction is to be based upon measurements of T(x) taken from that same realization in a subset D of R, namely, D R. We will call D data domain and R prediction domain.
The prediction is to be optimal in the least MSE sense. LetT(x) be the prediction value at point x. Then, our predictor can be de ned aŝ
where
and ?(x; x 0 ) is a lter which we tailor to our needs. The lter provides a weighting over the data that leads to the prediction.
The error made in predicting T(x), x 2 R, for a particular realization is
so that the MSE is given by
Our goal is to minimize h 2 (x)i by adjusting the shape of the lter ?(x; x 0 ). Inserting (2) into (4), we obtain 
In order to nd the optimum lter we take the variation of h 2 i with respect to the lter function and set it to zero. Then, we nd 
is the space-time lagged covariance of the random eld to be predicted. Substituting the above integral equation into (6), we obtain the minimum MSE 
The major problem remaining in practical applications of this procedure is to solve the appropriate integral equation (8) using a known covariance function. Note that di culties arise due to the presence of (x) under the integral sign. The expression (8) constitutes an integral equation for ?(x; x 0 ), which is the desired lter. To solve the integral equation, we introduce a set of basis functions n (x) de ned on R, i.e., Z R C(x; x 0 ) n (x 0 ) dx 0 = R n n (x);
where R n are eigenvalues. They are orthonormal since C(x; x 0 ) is symmetric:
where we have introduced an inner product notation in (12) with subscript denoting the domain of integration and Kronecker delta in (13). The basis set is also complete:
Because of the completeness, the covariance function and the lter can be expressed in terms of basis functions as C(x; x 0 ) = X n R n n (x) n (x 0 ); x; x 0 2 R;
?(x; x 0 ) = X n ? R n (x) n (x 0 ); x 0 2 R;
where ? R n (x) are the expansion coe cients of the lter kernel. The superscript signi es that the expansion is with respect to the R-domain EOFs. The function n (x) are the EOFs de ned on the space-time domain R. Note that these eigenfunctions are de ned on the whole domain R, but the integral in (8) only runs over the subdomain D because of the factor (x).
Realizations of the random eld T(x) can be expressed as
where the coe cients T R n are random numbers which have zero mean and are uncorrelated with each other:
hT R n T R m i = R n nm :
In addition it is convenient to introduce the orthogonal basis set, f n (x)g de ned on the subregion D, i.e., 
Note that m (x) is de ned for values of x outside of D, which allows ? opt (x; x 0 ) to be de ned for x throughout R. The above suggests that the optimal linear lter is easily found if the functions m (x), n (x) and the eigenvalues R m , D n , n; m = 0; 1; 2; : : : are found in advance. The nal formula for the predictor iŝ
b. Prediction error
The error (x) for a particular realization from (1) and (4) is
From (29) ?
and from (18) and (24) 
Then, we can derive
Since hT R m i = 0, the estimate is unbiased. If x happens to lie inside D, we can make replacements:
Finally,
where we used the completeness of n (x), x 2 D, in the last step. Hence, we can say that the error vanishes identically for x 2 D, realization by realization and term by term in the sum over EOF index. By a similar reasoning it can be shown that if x 2 D, ?(x; x 0 ) = (x ? x 0 ).
It is also useful to think of (36) as a random number which consists of a weighted sum of uncorrelated random numbers, T R m . The ensemble average of the square of (x) can now be conveniently written as
Note that if x 2 D, each factor in curly braces vanishes for every value of m in the sum.
Hence, (x) as well as 2 (x) vanish at any truncation level so long as x 2 D. This is true only in a continuum sense.
Finite-Domain EOFs
In the actual implementation of (31), (32), and (39) it should be interpreted that D and R in the derived equations are subsets of the data and prediction domains, respectively. Namely, you do not have to use all the available data for prediction. In practice, D may well be much smaller than the full data domain for computational e ciency. As will be seen in the sensitivity tests the performance of the predictor is fairly insensitive to the domain sizes as long as the domain is large enough to include important periodicities in the data.
It is also stressed that covariance function depends only on lag under the stationarity assumption. This implies that R-domain EOFs can be estimated based on data elsewhere.
Without the assumption of stationarity or cyclostationarity it is impossible to estimate R-domain EOFs reasonably. Thus, for a nonstationary process the present algorithm cannot be implemented. To obtain reasonable EOFs it is important to compute covariance function as accurately as possible. The accuracy of covariance function depends strongly on the length of data. For short record, covariance function may be contaminated by sampling errors. For this reason, one may utilize all the available data unless there is a compelling reason to exclude any part of the data. Preparatory to a presentation of some elementary examples of the predictor algorithm, we need a few results pertaining to stationary time series restricted to a nite interval. We seek the eigenfunction n (x) such that Z R C(x; x 0 ) n (x 0 ) dx 0 = R n n (x);
where C(x; x 0 ) is the covariance kernel for a stationary process, R n is the eigenvalue corresponding to n (x). For stationary processes, we can conveniently factor the space and time dependence of the eigenfunctions
This is an approximation and is true only when the domain size approaches in nity. For simplicity, let us consider a univariate time series problem, i.e., x = t. The equation (40) is reduced to
We may represent C( ), = t ? t 0 , by its Fourier integral in terms of the spectral density,
Since the spectral density is symmetric about f = 0, C( ) is a real function. For a discrete time series the eigenfunctions n (t) can be approximated on the interval (0; L) as solutions of a matrix equation
where C mm 0 = C(t = m; t 0 = m 0 ); m; m 0 = 0; 1; : : :; L: (45) Note that this de nes a general problem of nding empirical orthogonal vectors for a stationary process restricted to a nite segment of length L with a known discrete covariance kernel. The eigenvectors converge to exact eigenfunctions (sine and cosine functions) as L ! 1. 
where F(t) is assumed to be a white noise process and satis es hF(t)i = 0;
Complete solution of (46) is obtained in the form T(t) = e ?t= 0 A + Z t e p 0 F(p) dp = e ?t= 0 Z t ?1 e p 0 F(p) dp;
where we let T(t) be zero as t ! ?1. 
Eigenvectors and eigenvalues were respectively computed from (50) and (51) Indeed, the representation of prediction error improves as the number of retained modes is increased. The improvement is shown in the gure by the error curves approaching a theoretical one 1 ? (1 ? 1= 0 ) h , h being the prediction horizon (Newton 1988) , with the diminution of ripples as more modes are retained. By retaining more modes, however, prediction error may not be reduced beyond a certain limit because it is the property of the particular process involved not of the number of modes retained. The prediction error quickly reaches the plateau implying that there is no prediction beyond that point (100% prediction error variance = total variance).
The optimal prediction kernel of the rst-order Markov process as derived in (31) is shown in Fig. 4 . The crest of sharp peaks approaches the Dirac delta function (t ? t 0 )
(actually Dirac delta sequence). This is the consequence of the fact that for a minimum 
where F(t) is a white noise with constant spectral density 2 F . Using the in uence function (one-sided Green's function) technique complete solution of (52) sin (p ? t)F(p) dp: 
where ! = 2 f. Figure 5 shows the prediction error squared, (39), as a function of the number of modes retained. As the number of EOF modes is increased, prediction error is better resolved. As in the case of the rst-order Markov process, the prediction error quickly reaches the plateau of no predictability (100% prediction error).
The optimal prediction kernel of the second-order Markov process is shown in Fig. 6 .
The crest of sharp peaks represent the Dirac delta function (t ? t 0 ). The shape of the peaks of the kernel in the prediction domain R?D is much di erent from that in Fig. 4 for a rst-order Markov process. The functions again decays exponentially both in the postive t and the negative t 0 directions but some undulation is obvious re ecting the oscillatory nature of the second-order Markov process. Information useful for prediction is limited to the region close to the D boundary. Predictability quickly decays away from the D domain boundary into the future.
c. Deterministic plus AR-1 process
Let us now consider a time series consisting of a deterministic signal and a stochastic noise (see Fig. 7 ). The time series of length 150 was constructed by adding a cosine function and an AR-1 (order-1 autoregressive) process given by
T(t + 1) ? T(t) = (t);
(56) where = 0:78 and (t) is a white noise process with variance 0.11. In statistical predictions it is often advised that known deterministic signals be removed from data prior to prediction. This is because some statistical predictors such as AR cannot handle deterministic components correctly. The process of removing deterministic components, however, is not necessarily easy in practice. Since deterministic processes have unrestricted predictability it is important for a predictor to handle them accurately. As shown in Fig. 7 , the developed predictor does a good job in predicting the deterministic component outside the domain D. This is because the data domain is large enough to capture signi cant portion of the deterministic component and as a consequence it was well resolved in EOFs. As expected, the AR-1 predictor cannot properly handle the deterministic part. One has to either remove the deterministic component (using di erencing) or use a higher-order AR model to resolve the deterministic signal.
While the deterministic part was predicted accurately the stochastic part was predicted reasonably for only a few points. The latter part, of course, sets an inherent prediction limit. The prediction error variance is almost comparable to that of an AR-1 prediction for the stochastic part only (see Fig. 8 ). This is reasonable because both are best unbiased linear predictors. The error variance of an AR-1 predictor is described in Newton (1988) . Similarly, for processes other than AR processes one can nd best linear unbiased predictors that would perform comparably to the present predictor. Of course, an important motivation for the present study is to develop a predictor that is convenient and easy to understand and that can easily be generalized into three dimensions.
Sensitivity Tests
There are four parameters regarding the construction of a prediction lter. They are the size of data domain D and prediction domain R, and EOF truncation mode numbers n and m in the two domains see (31)]. Another important practical consideration is the accuracy of the covariance matrix which is essentially governed by the total record length. A general and exhaustive sensitivity test employing many di erent types of datasets is di cult to conduct and is not included here. Instead, sensitivity tests here are limited to an AR-1 process that we discussed earlier in (56).
a. Sensitivity to retained mode numbers
To simplify the problem let us rst set n = m. In other words, we use an equal number of EOFs in the data and prediction domains in constructing the prediction lter (31). Note that the variance explained by an equal number of EOFs is approximately the same in the data and prediction domains, respectively. Figure 8 shows the prediction error variance versus the number of retained EOF modes. The variance was normalized with respect to the total variance of the retained modes in the D domain. The error variance of an AR-1 predictor was also plotted for a comparison. As shown in the gure the prediction error variance (39) approaches its theoretical limit as the number of retained modes increases (see also Fig. 3) . The prediction error variance asymptotically approaches less than 100% because we choose to set n = m. As a result percent variance explained by the retained EOF modes in the prediction domain is slightly less than that in the data domain. This, in turn, causes a slight underestimation of the prediction variance. In the case of n = m = 10, prediction error variance is incorrect because the covariability of the data is insu ciently resolved by 10 modes which explain about 60% of the total variability. This test indicates that 30 EOF modes (80% of the total variance) should su ce to design a reasonably accurate lter. This accuracy implies near-optimal performance of the lter. The insensitivity of the performance of the lter to the number of retained modes also implies that the simpli cation n = m is acceptable for all practical purposes.
b. Sensitivity to domain sizes Figure 9 shows the error variance versus the size of the data domain D. As shown in the gure, the performance of the predictor is fairly insensitive to the data domain size for this speci c test case. This is an expected result since Figs. 4 and 6 show that predictability comes mainly from the data domain boundary. If there is a deterministic component, however, the data domain may preferably be large enough to include meaningful portion of this deterministic component. A crude test with a cosine function plus AR-1 noise indicates that the data domain should be at least the half the cycle of the cosine function for accurate lter function (Fig. 10) .
The performance of the predictor is also insensitive to the relative size of the prediction domain R to the data domain. As shown in Fig. 11 , prediction error variance is essentially the same for prediction domains of di erent size.
c. Sensitivity to the total length of data
The most important ingredient in constructing the prediction lter is a set of EOFs which is derived from a sample covariance matrix. The accuracy of covariance matrix determines the accuracy of EOFs, which in turn determines the accuracy of the prediction lter. The length of available data is an important factor governing the accuracy of covariance matrix. The shorter the record length the larger the e ect of sampling error is in computing covariance matrix. Figure 12 shows the prediction error variance versus the record length. The loss of precision of the prediction lter is obvious with the decreased record length. The degradation of the performance is more severe for larger domains for the same record length as should be expected. The limited test indicates that the record length should be at least 10 times the size of the prediction domain for a reasonably accurate prediction lter. Inaccurate prediction lter may imply that prediction error variance will not be minimal in the ensemble sense. Thus, the predictor will be sub-optimal.
Summary and Concluding Remarks
Developed in this study is a general statistical predictor based on EOFs. It is the best linear unbiased predictor and minimizes the prediction error variance. The predictor conceptually is an extrapolator based on the past covariance structures and hence the accuracy of this covariance structure is an important limiting factor for the performance of the predictor. It is obtained in the form of a lter kernel which is applied to a space-time stream of data for prediction. The developed predictor was applied to one-dimensional examples for testing the validity and performance.
As any other statistical predictors the developed predictor cannot perform better than the prediction limit inherent in the data. If the covariance statistics are accurate the performance of the predictor in this study should approach the prediction limit because its formulation is based on the minimum prediction error. All the examples demonstrate that the developed predictor performs as should be expected.
Four parameters concerning the construction of a predictor are the sizes of data domain D and prediction domain R, and the numbers of EOF modes retained in the data and prediction domains, respectively. The sensitivity tests reveal that the performance of the predictor is fairly insensitive to a wide range of these construction parameters. Another important factor governing the performance of the predictor is the length of available data. It turns out that the accuracy of the predictor depends crucially on the accuracy of covariance function which in turn depends on the avilable record length. Inaccuracy of the lter implies sub-optimal performance of the lter. A limited test indicates that the record length should be at least 10 times the prediction domain size for near-optimal performance of the predictor. There is also a further improvement to be made. In some prediction studies, it may be bene cial to include the phase information. For one thing, statistics of data may not be stationary. Statistics of surface temperature eld, for example, exhibits signi cant seasonal dependency (Kim et al. 1996; Kim and North 1997) . Also some phenomena such as El Niño may be strongly phase locked with the seasonal cycle (Jin et al. 1994; Tziperman et al. 1994; Chang et al. 1994 Chang et al. , 1995 . This phasic dependency of the predictor can be incorporated easily by using cyclostationary EOFs (Kim and North 1997) . The algorithm was so constructed that such improvement can be incorporated easily. 
