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This thesis covers computational work on matters related to neutrino oscillations, with
two main areas of focus. This first was the extraction of θ13, the last neutrino oscillation
parameter to be measured, from published reactor anti-neutrino data. The second covered
the matter effect, where the presence of matter that couples to neutrinos modifies the
oscillation patterns. The work on θ13 extraction sought to replicate the results of the Daya
Bay and RENO collaborations from the published data; to determine the significance of
pullfactors to the final result and, to address published concerns about the replicability
of the Daya Bay results. The results were successfully replicated, the pullfactors were
found to not be of much significance and a novel method of performing the extraction
was developed. The work on the matter effect looked at the effects of varying matter
distributions and the size of coherent effects from dark matter, which in turn looked at two
different interaction types: weak-like interactions and scotogenic interactions. It was found
that the standard formalism for treating matter effects is blind to matter inhomogeneities
while the inclusion of coherence for the dark matter effect does not improve the range of
detectability enough to justify efforts to resolve coherent effects. In addition to describing
the work done, there is a short overview of the current state of the field of searches for
neutrino-dark matter interactions.
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The work that will be described below, as the title suggests, involves exploring neutrino
oscillations using computational methods. This followed two main themes: a search for
evidence of neutrino-dark matter interactions and a focus on numerical calculations.
The investigation into potential connections between neutrinos and dark matter was
initiated as a simple case of, “wouldn’t it be interesting if...?” There wasn’t much of a
motivation to investigate this avenue other than simple curiosity and the main reason for
suspecting that there might be some fruit from such a search was the observation that
neutrinos and dark matter have a number of qualities in common1. In particular, there is
the lack of participation in the electro-magnetic interaction, rendering neutrinos “dark”.
Indeed, this led to neutrinos at one point being a dark matter candidate, called Hot Dark
Matter due to the relatively large kinetic energy of cosmogenic neutrinos [1].
The focus of this exploration was an attempt to identify novel signals of an interac-
tion. Two areas in this field stood out, one theoretical and one phenomenological. The
theoretical area was the Scotogenic models, which posit that neutrinos gain their mass
through virtual couplings with dark matter candidates. These models were attractive as
1This is presumptive in the case of dark matter in as much as the actual properties of that substance
are entirely speculative at this stage.
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they can explain the smallness of the neutrino mass, as well as other features that depend
on the model. The downside is that there are a very large number of models. Despite that
being the case, there are features shared between the models so they were considered in
all explorations.
The phenomenological area was a potential modulation of neutrino mixing patterns
induced by interactions with dark matter. When this phenomenon occurs in normal
matter, it is called (unsurprisingly) the matter effect. It is also called the Mikheyev-
Smirnov-Wolfenstein (MSW) effect, after the original proposers [2]. Suggestions of the
observability of such an effect on astrophysical neutrinos were quite new when this project
was initiated and therefore there was a focus on this area. Additionally, the previous work
focused solely on decoherent neutrinos, so this work focused on coherent effects as these
are computationally straightforward.
The work on mixing modulation led to a side project that investigated the possibility
of using neutrinos and mixing modulation to detect exoplanets (planets outside of our
solar system). It was determined that it can’t be done due to a combination of the sheer
difficulty of isolating neutrinos from another star, which would be at the same energy as
solar neutrinos with the same spectrum. It was also found that the problem of including
inhomogeneities in calculations is decidedly non-trivial. That latter point is considered
the main takeaway from this sub-project.
An additional investigation conducted was into the extraction of the mixing angle
θ13. In particular, it attempted to replicate the given value in the RENO and Daya Bay
publications. It also explored the functions used to do so and the effects from changing the
number of parameters used. Additionally, a novel method of performing the extraction was
developed. The significance of this parameter is that it was the last mixing parameter to
be measured, the determination of which is necessary for any other calculations involving
neutrino oscillations to be performed.
In summary, the research consists of three components with two main thrusts. The
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two thrusts are the θ13 extraction and mixing modulation, with the later being further
divided into the work on exoplanets and the dark matter effect. This is accompanied by a
short review of the literature on neutrino-dark matter interactions. The chapter order is
as follows: Chapter 1 (this chapter) is the Introduction; Chapter 2 presents an overview
of neutrinos; Chapter 3 presents an overview of dark matter; Chapter 4 is the θ13 analysis;
Chapter 5 is the work on mixing modulation and, Chapter 6 is the conclusion/summary.
The following two sections (of this chapter) give a very brief overview of the Standard
Model of both Particle Physics and Cosmology.
1.1 The Standard Model of Particle Physics
In the Standard Model of Particle Physics, fundamental particles are first divided into two
categories: fermions and bosons, which are classified by their spin-values and therefore the
statistics they obey.
Classically, the behaviour of ensembles of non-interacting particles (Ideal Gases) is
described by the Maxwell-Boltzman distribution. This distribution gives the fractional
number of particles at a particular energy, f(E), at a given temperature, T , and is:
f(E) = g(T )e
− E
kbT , (1.1)
where g(T ) is the degrees of freedom and kb is Boltzman’s constant. In Quantum Me-
chanics, this distribution is changed by the introduction of spin, which is a fundamental
property possessed by particles that functions as an intrinsic angular momentum and
comes in either integer or half-integer multiples of a constant.
When spin is introduced, this requires corrections at low temperatures and/or high
densities. The resulting distribution for integer-spin particles is called the Bose-Einstein
distribution and the distribution for half-integer particles is called the Fermi-Dirac distri-
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where the terms are as in the Maxwell-Boltzmann distribution. From these distributions,
integer-spin particles are called bosons and half-integer spin particles are called fermions.
In terms of fundamental particles (which have no internal structure) the bosons are
the mediators for interactions and the fermions make up matter. When bosons have mass,
they are short-lived and mediate short range interactions. Low mass fermions are stable
on cosmological timescales and thus comprise the (visible) matter of the universe. Most
of the following discussion is taken from [3], in particular the equations.
There are four interactions in the standard model: gravity, the weak interaction, the
electro-magnetic interaction and, the strong interaction. The gravitational force is de-
scribed by General Relativity and does not have a (full) particle physics description2.
The weak interaction is mediated by the neutral Z and charged W bosons. These in-
teractions are called neutral-current and charged-current interactions, respectively. The
electro-magnetic interaction is mediated by massless photons, which were the first bosons
to be discovered and were the motivation for the Bose-Einstein distribution. The strong
interaction is mediated by gluons, which are massless like photons but possess a colour
charge3 and are thus self interacting.
The fermions are divided into two categories: quarks and leptons. The primary dis-
tinction is that the quarks participate in the strong interaction and the leptons do not.
2A boson mediator for gravity, the graviton, has been proposed but has never been observed. However,
gravitational waves have been observed which makes the existence of gravitons more than a mere possibility
[4].
3Colour is the name given to the charge associated with the strong interaction. This is why the
description of the strong interaction is called Quantum Chromodynamics.
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Table 1.1: The Fermions
The Quarks













Mass 5MeV 101MeV 4.19GeV
The Leptons
e µ τ
Charge −1e −1e −1e
Mass 0.511MeV 106MeV 1777MeV
νe νµ ντ
Charge 0 0 0
Mass N/A N/A N/A
Because of their participation in the strong interaction, quarks have never been observed
in a free state4. The quarks are further divided into two classes, positively charged quarks
(with a charge magnitude two-thirds that of the electron) and negatively charged quarks
(with a charge magnitude one-third that of the electron). The leptons are also divided into
two classes, the charged leptons (with the charge of the electron) and uncharged leptons
(the neutrinos)5.
As stated before, gravity is described by Einstein’s General Relativity, where gravity
4Due to the fact that free quarks have never been observed, their masses are speculative and the values
obtained are calculation method dependent.
5The listed neutrino flavour eigenstates, properly speaking, do not have mass values as each is a super-
position of the three mass eigenstates. Simply put, a flavoured neutrino simultaneously has three different
values for its mass. This is explained more fully in the chapter on neutrinos.
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Table 1.2: The Bosons
Particle γ g W± Z0 H
Electric Charge 0 0∗ ±1e 0 0
Mass 0 0∗ 80GeV 91GeV 127GeV
is a distortion of the geometry of space-time caused by the presence of mass-energy. The








where Rµν is the Ricci tensor, R = g
µνRµν is the Ricci curvature, gµν is the metric tensor
(which is defined as the Minkowski metric with a distortion caused by the presence of
mass-energy), Λ is the cosmological constant, G is the gravitational constant, c is the
speed of light and, Tµν is the energy distribution tensor. The Ricci tensor is:
Rµν(g) = ∂αΓ
α




µν − ΓβανΓαµβ, (1.5)




gλσ(∂µgνσ + ∂νgµσ − ∂σgµν). (1.6)
Solving equation 1.4 is extremely difficult and exact solutions are possible only under
special circumstances.
The interactions of particle physics are described by Lagrangians, with the electro-
magnetic and weak interactions being combined into a single Lagrangian. The motivation
for this is that there is a close relationship between the two interactions, particularly
between photons and the neutral weak Z bosons. The Electro-Weak Lagrangian (which
governs the evolution of a fermion field ψi, with left-handed component Ψi while ignoring
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where the first line is the standard propagator (which includes the Higgs field, H); the
second line is the flavour changing charged-current weak interaction (with the charged
boson fields, W±); the third line is the electro-magnetic interaction (with the photon field
A and positron charge e) and, the fourth line is the flavour-conserving neutral-current
Weak Interaction (with neutral boson field Z). The γµ, γ5 terms are the Dirac γ matrices.
Electro-Weak Theory posits that there exists gauge bosons B and W i, i = 1, 2, 3 with




e = g sin θW ,
A = B cos θW +W
3 sin θW ,







giV = t3L(i)− 2qi sin2(θW ),
giA = t3L(i)
(1.9)
are the vector and axial-vector couplings, with t3L(i) being the weak isospin of fermion i
and qi being the electric charge.
The Lagrangian for QCD, which describes the strong interaction between coloured











where the first part produces the quark-gluon interactions and the second encodes the
gluon self-interactions, using the field tensor:
FAµν = ∂µAAν − ∂νAAµ − gsfABCABµACν . (1.11)
The colour shifting matrices, tXab, which generate the colour charge exchanges, are related
to the symmetry group form factors by the commutation relation:
[tA, tB] = ifABCt
C . (1.12)
The self interacting gluon term makes performing calculations extremely difficult.
1.2 The Standard Model of Cosmology
In the Standard Model of Cosmology, the universe begins with a singularity where space is
condensed to a point (although the universe is still infinite) before undergoing an expansion
[5]. The early universe (up to 300k years old) was filled with a plasma that cooled as
it expanded (a classical adiabatic expansion). At certain points, this plasma would cool
to the point where a particular species (of particle) would cease to interact with the rest
of the plasma, effectively “dropping out” (a phenomena known as decoupling) [5]. This
was because the average energy of the plasma was no longer sufficient to support the
interaction. One of the first (known) species to decouple was neutrinos, as they only
interact weakly. This resulted in a “sea” of freely moving neutrinos, referred to as the
Cosmic Neutrino Background (CNB). Unfortunately, these neutrinos are today of fairly
low energy, so detecting them would be extremely difficult, although there are efforts being
made [6].
The plasma ceased to exist (as a plasma) when the universe was approximately 300k
years old. This event is called Recombination and was marked by the decoupling of
photons from baryons, the last major decoupling event [7]. It is called Recombination
because temperatures (and densities) became low enough for electrons to bind to protons,
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forming primordial hydrogen, along with a few other light elements. This produced a sea
of photons (analogous to the CNB) called the Cosmic Microwave Background (CMB) due
to the fact that today these photons are in the microwave range. Study of the CMB is a
very important tool in cosmology [7]. Most of the utility comes from examination of the
anisotropies (deviations from the mean) of the CMB.
After Recombination came a period known as the Dark Ages, where there was no
photon production. This period ended with the formation of the first galaxies. These
galaxies were seeded by gravitational fluctuations caused by Dark Matter, a name given
to matter that does not couple to photons. Because this matter does not couple to photons,
it decoupled prior to recombination. (When the Dark Matter species decoupled depends on
what interactions they do participate in.) This gave it more time to develop anisotropies,
which is why it seeded galaxy formation.
The scale of the Dark Matter structures depended on the kinetic energy of the Dark
Matter particles, which in turn depended on a combination of the time of decoupling
and the mass of the Dark Matter particles relative to baryonic matter. The earlier the
decoupling and the heavier the particles, the lower the kinetic energy. Kinetic energy is, in
turn, directly correlated to structure size: higher kinetic energy means larger Dark Matter
structures, which in turn means that the formation of the current baryonic structures starts
at large scales and goes downward. Conversely, lower kinetic energy means that structure
formation is bottom up: starting at small scale and leading to larger scale structures.
Observations have found that smaller structures are older than larger ones, leading
to the paradigm of Cold Dark Matter (CDM). As previously stated, this means that
either Dark Matter particles are very heavy (e. g. WIMPs) or they decoupled very early
(e. g. axions). This rules out neutrinos as comprising the bulk of the Dark Matter in the
universe. Some of the possible candidates are discussed in Chapter 3.
Recent observations have also found that the rate of expansion of the universe is
increasing, which suggests that there is a positive value for the cosmological constant (the
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parameter Λ in eq. 1.4). The cause of this is given the name Dark Energy, the nature of
which is entirely unknown. The name itself comes from the fact that a non-zero Λ (or the
functional equivalent thereof) can be generated by including vacuum energy in the energy
tensor.
In addition to CDM and a non-zero Λ, observations of the CMB have found that (in
general) regions of the universe that should have never been in contact with each other
(i. e. are outside of each other’s light cones) are in thermal equilibrium with each other.
The main hypothesis to explain this is that these regions were, at one point, in contact
with each other and that there was a period of rapid inflation of the universe that has
since ceased. This hypothesis is called (strangely enough) Inflation. Thus, the official title




Neutrinos are a type of fundamental particle with no electric charge. They are fermions
(with a spin of one-half) in the lepton family (meaning they participate in the Weak In-
teraction but not the Strong Interaction). They are the lightest known particle possessing
a non-zero rest mass. Their mass is so small that it has yet to be measured, but it is
presumed to be sub-eV. As it is, there are a number of properties of neutrinos that remain
unknown due to the great difficulties in working with them.
2.1 History
Wolfgang Pauli first proposed the idea of the neutrino in a letter to the Tübingen con-
ference in 1930 (in which he called it the neutron) [8]. The reason for the proposal was
to solve two problems: the beta decay energy spectrum and atomic spin. The problem
with the first was that the energy of electrons emitted in beta decay has a continuous
energy spectrum, which conflicted with the quantization of atomic energy levels. Two
explanations for the source of the spectrum were proposed, one was that the electrons
were emitted with continuous energy; the other was that other factors caused a previ-
ously discrete spectrum to spread into a continuous one. The two theories were favored
by Charles Ellis and Lise Meitner, respectively. In 1930, Meitner proved Ellis’ hypothesis
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[8]. Unfortunately, this created something of a problem: as part of Meitner’s discovery it
was found that the energy of the emitted electron and photon together were, in general,
not sufficient to account for the energy of the decay. This raised the possibility that the
conservation of energy is not valid at the subatomic level, a hypothesis favored by Niels
Bohr. The problem with atomic spin was that certain atomic nuclei with an odd number
of protons were found to obey Bose-Einstein statistics, which correspond to particles of
integer spin, as opposed to the prediction that they would obey Fermi-Dirac statistics,
which correspond to particles of half-integer spin. This raised the possibility that the
interpretation of the applicability of the statistics was in fact wrong. Pauli found that
both of these problems could be solved by the simple postulation of a neutrally charged
particle [9]. He predicted that the new particle would be about the mass of an electron
(or at most one tenth the mass of a proton), have a tiny magnetic moment, would have
half-integer spin like an electron or proton and would be emitted in beta decay along with
the electron.
As it turned out, Pauli was both right and wrong. He was right in that both of
these problems were the result of undetected particles. He was wrong in that it was
two different particles involved. In 1932, James Chadwick1 discovered the neutron, a
half-integer spin particle contained in the nucleus that solved the nuclear spin problem.
However, Chadwick’s neutron was found to have approximately the mass of a proton (the
neutron is slightly more massive) and was thus disqualified as the other particle in beta
decay. It was also found that neutrons are quite unstable, which was why no free neutrons
had ever been discovered. (Indeed, beta decay is the decay of an unstable neutron into a
proton and electron.) Unfortunately, this created yet another problem with beta decay.
Since the neutron possessed half-integer spin it could not simply be a bound state of a
proton and an electron (which was the original proposal by Ernest Rutherford [9]) as each
of those particles have half-integer spin. Therefore, not only did it seem that energy was
1Interestingly, it was Chadwick who had discovered the curious behavior of beta emission [9].
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not conserved, but angular momentum was apparently not conserved as well.
These developments encouraged Pauli to present his idea more formally at the Solvay
conference in 1933 [8]. In that conference, Pauli rigorously defended his idea against Bohr,
who favored violation of the conservation laws. Pauli argued that it was nonsensical for one
conservation law to be obeyed (conservation of charge) but for two others to be broken [8].
One attendee who was quite impressed with Pauli’s idea was Enrico Fermi, who decided
to develop a full theory of beta decay, which was eventually called the weak interaction
[9]. In 1934, Fermi proposed his theory, which included Pauli’s neutron, dubbed by Fermi
the neutrino (Italian for little neutron). In Fermi’s theory, a neutron would decay into
an electron, a proton and, a neutrino, now called the anti-neutrino [8]. Conservation of
charge was due to the electron-proton pair and the neutrino allowed both energy and
angular momentum to be conserved.
One of the first results after Fermi’s theory was published was that, also in 1934,
Bethe and Peierls used Fermi’s theory to calculated the probability of inverse beta decay2
occurring [10], which would raise the possibility of direct detection. They found that
the probability was dismally small and concluded that neutrinos are, for all intents and
purposes, undetectable [9, 10]. At the same time, researchers were beginning to probe the
depths of the nucleus and were discovering a number of interesting phenomena, including
artificial radioactivity. In particular, Fermi’s team in Rome was working on the use of
neutrons to induce radioactivity and accidentally discovered that slow neutrons are much
more likely to interact with a nucleus and thus had the potential to release previously
unheard-of amounts of energy3. All of this, combined with the global political situation
at the time, meant that there was no progress in neutrino physics for twelve years.
2Inverse beta decay is where a neutrino or anti-neutrino is captured by a neutron or proton respectively,
with the nucleon becoming a proton or neutron and emitting an electron or a positron, respectively. These
reactions, in particular the neutron generating ones, require high-energy neutrinos.
3The fact that this discovery had major implications was not lost on Fermi’s team as they patented the
process of slowing neutrons almost immediately after discovering it [12].
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The next development in neutrino physics came in 1946 when Bruno Pontecorvo4
reassessed the probability of inverse beta decay and concluded that, even though the
probability of a single neutrino interacting with a nucleon was very low, if one had a
very large number of high energy neutrinos being fired at a very large number of targets
over a long period of time, then it was possible that there would be some interactions
which could be detected if the right target was used [10]. Pontecorvo recommended the
use of chlorine as it was readily available in the form of cleaning fluid and the reaction
ν+37Cl→ 37Ar+e− would produce an isotope of argon that has a half-life of about 35 days.
He also recommended the use of nuclear reactors as they produced very large quantities of
neutrinos. This method was adopted by Ray Davis, a chemist turned physicist, who at the
time was looking for a field where no-one else was working [9]. Therefore, Davis in 1955 set
up a large tank near the Brookhaven reactor but discovered that the background noise from
cosmic radiation was so large that it obscured any possible signal from neutrinos. Because
of that, Davis relocated to the Savannah River reactor, where he could place his detector
sufficiently deep underground that cosmic radiation would be reduced to an acceptable
level. Unfortunately, the neutrinos produced by nuclear reactors are anti-neutrinos, which
meant that the setup used by Davis was incapable of actually demonstrating the existence
of neutrinos [5].
Since this result was prior to the discovery of parity violation, it was taken as proof
that neutrinos are Dirac particles [11]. Prior to this, there was debate as to whether
neutrinos are Dirac fermions with distinct particle and anti-particle states or Majorana
fermions where each particle is its own anti-particle, as happens with the uncharged bosons.
Majorana developed his theory in 1938 with the motivation of eliminating the negative
energy solutions of the Dirac equation and the applicability of his equation was considered
for both neutrons and neutrinos [11].
4Pontecorvo had been part of Fermi’s team in Rome and was one of the two members, the other being
Edoardo Amaldi, who first noticed the effects of slow neutrons [12].
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As it was, the detection of (anti)neutrinos was made by a team led by Cowan and Reines
in 1953 which was also located at the Hanson reactor with the result being confirmed in
1956 (ironically at Savannah River) [5]. Cowan and Reines used the reaction ν̄e+p→ e++n
which they detected by looking for the signature of positron annihilation followed by that
of neutron capture 5 microseconds later. Aside from being able to detect anti-neutrinos
produced by reactors, this method had the advantage of providing real-time data, while
in the method used by Davis data collection occurred on a monthly basis. The process
used by Cowan and Reines, which earned them Nobel Prizes and a crate of champagne
from Pauli [8], is used in today’s reactor anti-neutrino oscillation experiments.
In 1956, T. D. Lee and C. S. Yang proposed that parity symmetry5 is violated in weak
interactions, meaning that weak interactions are not symmetric with respect to spatial
reflection. This earned them the Nobel Prize in 1957 after it was confirmed by C. S. Wu
[9, 10, 5]. In fact, parity was found to be maximally violated. In brief, this means that in
beta decay, the (anti)neutrinos are always emitted with (right)left-handed parity, which is
determined by measuring the parity of the corresponding beta particle. This implied that
neutrinos are massless (see below) [8, 9, 10], which was consistent with the experimental
data of the time and, indeed, had been the general view since the 1930s. An interesting
speculation that resulted from this development was the proposal of “sterile” neutrinos
which are non-interacting, hence sterile. In this theory, (anti)neutrinos with the parity
that is never observed do exist, but are incapable of interaction, which is why they are
never observed. Prior to this discovery, it was believed that parity was a fundamental
symmetry of the universe. Afterwards, it was proposed that the preserved symmetry is
the combination of charge conjugation with parity reversal6. However, it has been found
through the decay of different neutral mesons such as kaons that this second symmetry is
also violated in quarks, albeit to a small degree. Violation in neutrinos will be discussed
5This is also called P-symmetry. The violation is called P-violation.
6This is called CP-symmetry and its violation is CP-violation.
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below.
In 1962, at Brookhaven, it was demonstrated that muon-neutrinos and electron neutri-
nos are different, which was accomplished by using a particle accelerator to produce large
numbers of muons which were fired at a target to produce a large number of neutrinos
[5]. The detector (which was shielded by 13.5 meters of steel) was set to detect both
muon and electron neutrinos. This was accomplished by using the reaction νl + n→ p+ l
(where l = e−, µ) and recording the type of lepton produced. In the experiment, 29 muons
were detected versus six electrons, which demonstrated that muon-neutrinos and electron-
neutrinos are different [5]. (Experiments of this type are still conducted and are referred
to as accelerator neutrino experiments.)
In 1958, Pontecorvo proposed the existence of neutrino oscillations [13, 14]. Pon-
tecorvo’s original theory involved oscillations between neutrino and anti-neutrino, which
was inspired by a false positive recorded by Davis. Later versions included flavor mixing
and even mixing between “active” and “sterile” neutrinos [13, 14, 15]. By the 70s, Pon-
tecorvo had settled on mixing between flavors. However, since Pontecorvo had defected to
the Soviet Union from Britain in 1950 [9, 12], his work largely went unnoticed in the West,
where most of the neutrino experiments were being carried out. As it was, the theory of
neutrino oscillations was independently developed by Maki, Nakagawa and, Sakata who
first published their work in 1962 and were the first to publish results on flavor oscillations
[15].
After Cowan and Reines beat him to the first detection of neutrinos, Davis modified
his experiment to detect solar neutrinos. To do this he greatly increased the size of
his apparatus and relocated it to a deep mine, where most noise would be eliminated.
He also enlisted the aid of astrophysicist John Bahcall, who performed the calculations
that predicted the expected neutrino flux and what the energies of those neutrinos would
be, which in turned predicted the number of measurements Davis would make [9]. In
1968, Davis did indeed detect solar neutrinos. However, the measured number was only a
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fraction of the number predicted by Bahcall. Over the next decade, Bahcall improved his
calculations and Davis improved his detector but the result remained the same: there was
a big discrepancy between the two. This was labeled “the solar neutrino problem” [16] and
was a source of embarrassment for the physics community, partly due to the high-profile
nature of Davis’ experiment (Davis had gotten the funding for his experiment largely
because his proposal had been featured by Time magazine in 1964) [9]. Initially, there was
speculation that there was something wrong with Davis’ apparatus or method. However,
after a few years Davis demonstrated that his apparatus and method were not to blame7 [9].
Many, such as Davis’ immediate supervisor at Brookhaven, thought that the calculations
were wrong. But every attempt to determine where proved unsuccessful. Finally, physicists
concluded that the reason for the discrepancy was that certain fundamental assumptions
were wrong [16].
Throughout the history of physics, there have been a number of theoretical propositions
that have produced a certain level of excitement in the physics community. One such the-
ory was proton decay, which was a hot topic in the seventies and eighties. To detect proton
decay (the details of which are irrelevant here), two experiments were set up in the early
80s, one in the US called IMB (which stands for Irvine-Michigan-Brookhaven) [17] which
was located in the Morton-Thiokol mine in Ohio and one in Japan called Kamiokande
(Kamioka Nucleon Decay Experiment), which was located deep in the Kamioka mine ap-
proximately 300km west of Tokyo, outside the city of Toyama [18]. These experiments
consisted of gigantic tanks (several hundred thousand liters) of ultra-pure water (zero
contaminants), lined with thousands of photomultiplier tubes, located deep underground
in order to reduce background radiation [17, 18]. As it was, they never detected proton
decay. However, while they were able to eliminate most of the background, they still
received noise in the form of neutrinos [17, 18]. In particular, the neutrino noise detected
7For example, after being challenged by another scientist over his ability to extract argon from the
apparatus, Davis introduced 400 atoms of argon into his tank and recovered every single one.
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was in the form of scattering.
When a neutrino encounters an electron, there is a chance that the neutrino will
interact with the electron and transfer its energy to the electron [5]. If the neutrino is of
sufficiently high energy, the electron will be accelerated to a speed greater than that of light
in the medium in which the electron is located (provided the medium is not the vacuum).
This will produce Cherenkov light, which is the optical equivalent of a sonic boom. This
light will be in the form of a ring, with the center of the ring being the direction of travel
for the electron. In addition, if the neutrino is a muon-neutrino and of sufficiently high
energy, then the electron might be converted into a muon, which will produce a Cherenkov
ring that is shaped differently from that of an electron (the ring for an electron is more
diffuse than that of a muon). Thus, it is possible, with these interactions, to determine
not only the total flux of neutrinos, but their flavor and direction of travel, with the latter
giving the source. In order to detect these events, one would need a very large tank of
ultra-pure water lined with photomultiplier tubes that is located deep underground. In
other words, one would need precisely the same setup used to look for proton decay. As
it was, since the proton-decay teams didn’t have anything better to do, they studied the
neutrino background.
The first important discovery came in 1987 when both teams recorded a 15 second spike
in their data [19, 20]. This was the result of neutrinos produced by supernova SN1987A,
which was a major milestone as it was the first time neutrinos had been detected from
a source outside the Solar System. After that, the Kamiokande team optimized their
apparatus for neutrino detection, a decision that was helped by improved calculations
on the likelihood of proton decay that suggested that the probability of them making a
detection of its occurrence incredibly small [9].
While the detection of extra-Solar neutrinos was a milestone, observations primarily
consisted of more mundane solar and atmospheric neutrinos. (Atmospheric neutrinos
are produced by cosmic ray collisions.) However, they found that the total number of
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atmospheric neutrinos detected was less than predicted [21], a result that became known
as the ”Atmospheric neutrino anomaly” [9]. It was the combination of this result with the
one for Solar neutrinos that caused the theory of neutrino oscillations to gain acceptance.
The first result in favor of neutrino oscillations that was not based on any theoretical
calculations of production came in 1998 [22, 23]. That year, after months of data collec-
tion, it was found that there was a discrepancy between the flux measured by “Super-
Kamiokande”, an updated version of Kamiokande that included equipment and personnel
from both the original Kamiokande and IMB [24], and the flux measured by the Sud-
bury Neutrino Observatory (SNO) located in Sudbury, Ontario, Canada [16], which used
large quantities of heavy water in the detector and measured interactions of the form
νe + d→ p+ p+ e−. The solar neutrino flux measured by SNO was found to be substan-
tially less than the flux measured by Super-Kamiokande. This was because SNO was only
detecting electron neutrinos while Super-Kamiokande was detecting all neutrino flavors.
This meant that the total flux was comprised of substantial quantities of the other two
flavors, which meant that neutrino oscillations were occurring, which was the first failure
of the Standard Model of Physics, which was why the two collaborations were awarded
the Nobel Prize [25].
2.2 Oscillations
Neutrinos are always created via weak processes, so far as we know. Hence, they are always
produced as coherent flavour eigenstates. Each flavour eigenstate is a super-position of
three mass eigenstates and it is as a super-position of the mass eigenstates that neutrinos
propagate, as mass eigenstates are the eigenstates of propagation8. Since the mass eigen-
states are not degenerate (i.e. there are different neutrino species with different masses),
these eigenstates will propagate at different velocities. As long as the wavepackets associ-
8The mass eigenstates are the states with a temporal existence. Pontecorvo also called them the
stationary states.
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ated with the mass eigenstates overlap, there will be interference between the eigenstates,
which will produce periodic fluctuations in the detection probability of each of the flavour
states. These are called neutrino oscillations and the phenomenon as a whole is called
neutrino mixing or flavour mixing [13].
As per usual, the mass and flavour eigenstates are related by a transformation matrix.
This matrix is analogous to the quark mixing matrix, which served as the motivation for the
suggestion of neutrino mixing. Given that there are three neutrino flavour eigenstates and
(as far as is currently known) these mix with three mass eigenstates, the transformation
matrix is a 3 by 3 matrix. Usually called the PMNS matrix (for Pontecorvo, Maki,
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where cij = cos(θij), sij = sin(θij), θij , i, j = {1, 2, 3} is a mixing angle, δ is the Dirac
charge+parity violating term, and α and β are the two Majorana charge+parity violating
terms which are guaranteed to be zero if neutrinos are actually Dirac particles.
The probability for neutrino flavour n being detected given an initial state, m, is then:
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3m cos (∆23t) ,
(2.2)
where t is time since production and ∆ij is the energy difference between mass eigenstates
i and j, which is usually approximated as
∆m2ij
2E , with ∆m
2
ij being the difference of the
squared masses, i and j, and E being the production energy; this is the ultra-relativistic
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when mi << pi ≈ E. Currently, there are two known mass-squared differences which
come from observations of solar and atmospheric neutrinos respectively.
The three mixing angles, θ12, θ23, θ13, are measured by different types of experiments.
The first two are measured by solar and atmospheric neutrino measurements and were
measured soon after the confirmation of neutrino oscillations. The solar parameters are
θ12 and δm
2
12 which were measured by the SNO and Super-Kamiokande collaborations
around 2002 by analyzing the difference between Neutral Current and Charged Current
interactions and by performing global fits across all solar neutrino measurements, com-
paring measured fluxes with prediction [26, 27, 28]. The atmospheric neutrino parameters
θ23 and |δm223| were also measured at Super-Kamiokande, along with long baseline accel-
erator experiments like K2K, MINOS and, T2K9. These experiments looked at neutrinos
(primarily muon neutrinos) with an energy on the order of 1 GeV and baselines of a few
hundred km.
The smallest mixing angle, θ13, was the last to be measured. The type of experiment for
measuring that angle is a short-baseline reactor anti-neutrino experiment utilising multiple
detectors. In the most basic setup, there is a reactor core and two identical detectors.
One detector called the near detector is located at a distance of approximately 100m from
the reactor while the second detector (called the far detector) is located approximately
1km from the reactor. The experiment then consists of measuring the deviation from the
inverse-square law between the two detectors. Naturally, this experiment can be conducted
with more detectors and reactors. The first experiment to measure this value was Daya
Bay in 2012. The initial setup consisted of six detectors and six reactors (later expanded
to eight each). It was soon followed up by RENO with six reactors and two detectors
9The K2K and T2K experiments both used the Super-Kamiokande detector as the target.
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and Double Chooz with two reactors and two detectors. This was significant as θ13 was
one of the last Standard Model parameters to be measured. (The details are expanded in
Chapter 4.)
In the PMNS matrix, the only parameters left to be measured are the CP-violating
phase factors. The Dirac factor δCP is currently being measured in the T2K experiment,
which uses muon neutrinos (and anti-neutrinos) produced by the J-PARC accelerator in
Tokyo with a dual detector setup combining near and far detectors, much like the reactor
experiments. The near detector is located at a distance of 280m from the production target
while the far detector is the Super-Kamiokande detector 295km away. The latest result
has found the 3σ interval to be [−3.41,−0.03] for the Normal Hierarchy (see below) and
[−2.54,−0.32] for the Inverted Hierarchy [29], with the fits favouring maximal violation
of CP-symmetry at −π2 .
In addition, the ordering of the neutrino masses has yet to be determined. As it stands,
there are two possibilities due to the fact that the sign of the atmospheric mass-squared
difference is unknown. These are called the Normal Hierarchy (NH) where
m1 < m2 < m3 (2.4)
and the Inverted Hierarchy (IH) where
m3 < m1 < m2. (2.5)
The ordering can be determined by intermediate baseline (≈ 60km) reactor anti-neutrino
experiments. The main upcoming experiment of this type is the proposed Jiangmen Un-
derground Neutrino Observatory (JUNO), located in Kaiping, Jiangmen, China, approxi-
mately 53 km from the Yangjiang and Taishan nuclear power plants [30]. It was expected
to begin data taking in 2020 [31].
Finally, the neutrino absolute mass scale needs to be determined. The main labora-
tory method for doing this is precision measurements of the β-decay energy spectrum of
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tritium [11, 5], with the most advanced experiment being the KArlsruhe TRItium Neu-
trino (KATRIN) experiment, located in Karlsruhe Germany, which is expected to have
a constraint on the smallest neutrino mass of 0.2 eV. To date, the experiment has only
had one run which has produced a constraint of 6 eV, which is still above the constraint
of 2 eV produced by the Troitsk and Mainz experiments [32]. There are also constraints
from cosmological observations [33], such as CMB anisotropy studies, which will be dis-
cussed further below. These produce a constraint on the sum of the neutrino masses to
be Σmν < 0.13 eV [34].
2.2.1 Matter Effect
The matter effect, commonly known as the Mikheyev-Smirnov-Wolfenstein (MSW) effect
[2], is a modulation of the neutrino mixing spectrum resulting from passage through a
weakly interacting medium [35, 36]. In the case of normal matter, this is the result of
coherent forward-scattering by charged-current interactions. If the medium discriminates
between flavours (e.g. the medium contains electrons that couple to the electron neutrino
state more strongly than the other two flavours), then the states will propagate differently
from the vacuum propagation and this produces the shift.
The Hamiltonian for neutrinos propagating through regular matter (matter that par-
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ticipates in the standard Weak Interaction) is
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where Ei is the energy of mass-eigenstate i, Nj is the number density of lepton species
j with coupling
√
2gj and, U is the PMNS matrix. The modified form of the survival
probabilities can be obtained by diagonalizing the Hamiltonian and using the eigenvalues
as effective mass-squared differences, with the eigen conjugates serving as a new transfor-
mation matrix [36].
Finding the eigenvalues is a straightforward, but tedious, affair. The characteristic
polynomial is:
det(Htot − λI3) = λ3 + aλ2 + bλ+ c, (2.7)
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· · ·+ terms independent of absolute mass.
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This assumed the normal hierarchy is used; the inverted hierarchy will produce similar
results.
The solution to the characteristic equation, which is found by converting to a depressed























and k = 0, 1, 2.
A computation of p and q will reveal that they are independent of absolute mass,





where λ∗k is independent of absolute mass.
Thus, each eigenvalue is an effective mass-squared term, meaning that the probability
equation will have the same form as in vacuum oscillations (Eq. 2.2) but with the mass-
squared differences replaced with effective mass-squared differences and the mixing matrix
terms replaced by modified mixing terms, which are modified by the eigenvectors of the
modified mass matrix. Fortunately, establishing the independence of the eigenvectors is
simple once the eigenvalues have been calculated.
















where H∗ is independent of absolute mass. Combining (2.9) with (2.10) and rearranging
gives:
H∗v = λ∗kv, (2.11)
meaning that v is also an eigenvector of H∗ with eigenvalue λ∗k. Since H∗ is independent of
absolute mass and λ∗k is independent of absolute mass, it follows that v is also independent
of absolute mass. This means that calculations can be performed without regard for the














where fα is the emission flavour vector (i.e. a normalized vector containing the three
flavour fractions), fβ is the flavour vector at the detector and U is the matrix translating
between the flavour basis and the effective mass basis.
























where ∆Eij is the difference between energies i and j, t is the time since neutrino creation
and Ul,k is the (l, k) term in the PMNS matrix, Eq. 2.1. In the presence of a medium
(some non-zero Vij) and taking the ultra-relativistic limit (Ei ≈
m2i
2E and t is replaced with
L, the baseline), this is modified to:



































where ∆M2ij is the effective mass-squared difference (which is energy dependent) and Wl,k
is the (l,k) term in the effective mixing matrix, which is also energy dependent. These
terms are derived from the diagonalization of Htot to produce Heff = W †HtotW , the
effective Hamiltonian, which was done numerically10.
An important aspect to remember is that the distribution of the matter through which
the neutrinos pass is irrelevant to these calculations and that the number densities cited are
the average densities along the baseline. The size of the effect is determined by the total
number of opportunities for interaction the neutrinos have had along their flight-path, but
not when those opportunities occurred.
2.2.2 Coherence
The formulas given above are valid so long as the wavepackets associated with the different
mass states overlap (a condition known as coherence). The separation of the wavepackets
occurs due to small differences in the relative velocities. If the wave-packet separation
exceeds the wavepacket size, then de-coherence (a loss of coherence) occurs. Another form
of de-coherence occurs when an experiment is incapable of resolving coherent effects.
Since time is related to distance traveled, this translates to a requirement that the
baseline (distance traveled), L, be much less than the coherence length (the length beyond
which decoherence is guaranteed), Lcoh [37], which is given by:







where σX is the wavepacket size, VG is the group velocity, ∆V is the difference in























have been used11. An important feature to remember is that the wavepacket size is an
effective size. This is, in general, the larger of the source’s physical size and the inverse
of the detector’s energy resolution (presuming that the two differ greatly). Practically
speaking, it is whichever makes observations the most difficult.
The limitation on the wavepacket size is that it be smaller than the oscillation wave-
length, i.e:




where p is the momentum of the wavepacket, which is generally substituted for energy,
due to the ultra-relativistic nature of the neutrinos. Since, the wavepacket size will at
least be as large as the source object, this puts a limit on the maximum size of the source.





which for E ≥ 1 TeV12 is satisfied by all baselines within the observable universe by several
orders of magnitude.
In order to determine the relationship with the energy resolution, it helps to employ















This puts a significant limit on the energy uncertainty for large L. At 1 PeV and with a
baseline of 1 kpc13, the requirement on energy resolution is σEE  10
−6, which is much
11∆m2 is the larger of the two mass-squared differences, as that is the dominant factor. Also, the
convention h̄ = c = 1 has been used.
12This choice of energy is motivated by ultra-high astrophysical neutrino studies, as those were the
motivation for considering coherence effects (see Chapter 5).
13These values are again motivated by ultra-high energy neutrinos, with the choice of baseline being the
distance to the nearest known black hole, A0620-00.
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smaller than currently available.
It should also be noted that there is a minimum limit on the wavepacket size. Essen-
tially, the smaller the wave-packets the easier it is for them to separate. The most likely
way this could occur is through magnetic squeezing (where magnetic fields constrain the
parent particles, reducing the size of the wavepackets) which is predicted to occur in
virtually all extra-galactic sources [39].
2.3 Mass Generation
There are two problems with massive neutrinos. One is the size of that mass; neutrinos
are at least six orders of magnitude lighter than electrons (and are probably much lighter
than that). Another is the fact that, as already stated, neutrinos have only ever been
observed with one helicity state. Thus, they require a mass generation mechanism that
can accommodate both features. The masses of other particles are generated via the Higgs
mechanism, whereby they become massive after coupling to the Higgs field14 [40]. This can
work with the absolute neutrino mass scale, but only because the coupling constants in the
Higgs interaction are undefined for anything other than the Weak bosons which leaves all
other particle masses undefined. However, it requires the existence of four helicity states;
this means that neutrinos would need some sort of right-handed state, in addition to the
left-handed one, in order to work with the Higgs mechanism. One proposed solution is to
have right-handed states which do not participate in the Weak interaction and are thus
undetectable; these states are called “Sterile Neutrinos”. Other solutions involve novel
methods for neutrino mass generation. Some of these are discussed later.
A commonly proposed connection between neutrinos and DM is virtual mixing mass
models, where the neutrino gains its very small mass through virtual mixing with DM.
Virtual mixing models come in two basic varieties: the See-Saw models, which have mixing
14Technically, only the weak bosons gain mass via the Higgs mechanism; other particles gain their mass
via Yukawa interactions which involve the Higgs field.
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at tree-level, and the Radiative models, which occur at higher orders.
2.3.1 See-Saw Models
The see-saw model comes in three basic types: Type I, Type II, and Type III.
In the TI see-saw model, the “normal” neutrinos get their mass via the Higgs interac-
tion, in which they alternate between left and right-handed states (with the right-handed
states being newly added sterile states) [41, 42]. The right-handed states are presumed to
be much more massive than the left-handed states. Additionally, the unique interactions
of the right-handed states can involve new scalar fields, which themselves are capable of
producing a dark matter candidate (a majoron), given global symmetry breaking induced
by quantum-gravity [43]. In this model, the dominant neutrino mass term is the Majorana
term.
In the TII see-saw model, the left-handed states couple to a triplet Higgs [44]. This
induces both Dirac and Majorana mass terms in the left-handed state with the Dirac terms
being the much more massive ones (making the TII see-saw structure the opposite of TI).
TIII is a different type which does not produce a DM candidate as the heavy partners
have zero hypercharge and are thus unstable [45].
2.3.2 Radiative Mass Generation
A Radiative Mass Generation (RMG) model involves the neutrino virtually splitting into
a boson and fermion with the fermion coupling to the Higgs field before the particles
reassemble into a neutrino [46, 47, 48]. There can also be any number of splittings after
the first, with models being categorized by the number of such splittings (e.g. the basic
version is called a one-loop model while a two-loop model has the fermion, after coupling to
the Higgs, splitting into another boson-fermion pair with the second fermion also coupling
to the Higgs and the second boson combining with the first to make a third, before the
second fermion and third boson recombine into the neutrino). Such models can also involve
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alternative Higgs models [48]. Additionally, most of the models studied in the literature
have Majorana neutrinos/DM (e.g. [49, 50, 51, 52, 53, 54, 55, 56, 57]), although a few
employ Dirac neutrinos (e.g. [58]). These models usually produce DM candidates in the
form of the introduced fermions (occasionally the boson is the DM candidate), which
are kept stable by some additional symmetry (usually Z2 but can be higher order). The
additional symmetry is usually added in explicitly [47, 59, 60, 61, 54], although some
models called “minimal dark matter” models have the symmetry arise accidentally [62].
The advantage that RMG models have over basic see-saw models is that they can
produce DM candidates at more reasonable masses and still have the neutrino masses
remain sufficiently low [48]. The disadvantage, relative to the basic see-saw models, is
that they introduce even more free-parameters and are more complex [63, 64].
The phenomenological implications of these theories tend to involve the properties of
the DM candidates and the mediating bosons. Thus, the theoretically optimum way to
distinguish between different theories would be to study the properties of DM particles.
Unfortunately, this approach has a number of practical limitations, with the primary
one being the fact that DM particles have never actually been observed [65]. Since DM
particles have never been observed, distinguishing between different models needs to also
be done using indirect observations (i.e. by looking for corollaries to the theories). That
being said, the production of DM particles at particle accelerators should be possible
[66, 67]. Most DM theories, particularly the RMG theories, have the DM gaining mass via
the normal Higgs mechanism. This means that, assuming that there are no issues with
quantum numbers, a Higgs boson produced with enough energy should be able to decay
into a DM particle-antiparicle pair due to the fact that the DM couples to the Higgs field.
One indirect distinction that has been made is the one between Majorana and Dirac
neutrinos. As noted above, most models assume Majorana neutrinos, partly because the
implications of Majorana neutrinos were of greater interest [68]. However, the lack of
any concrete evidence for Majorana neutrinos [69], despite years of searching (mostly in
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the form of neutrinoless double beta decay searches), has spurred recent interest in Dirac
neutrinos [70, 71]. Therefore, another potential avenue of research would be to try and
identify the implications unique to Dirac theories.
Another way to glean information regarding interactions of this type would be to
measure the absolute neutrinos mass scale which would give information regarding the
strength of the interaction. This, naturally, carries with it all of the difficulties with
making this measurement. At the moment, the most advanced laboratory experiments
involve measuring the tail of the tritium beta-decay energy spectrum [72, 73, 74, 75,
76, 77]. This would reveal the mass of the lightest neutrino, which would reveal the
masses of all the neutrinos as the mass-squared differences are known. The most sensitive
measurements of the neutrino mass scale come from cosmological constraints [115], such as
Cosmic Microwave Background anisotropy observations. However these contain a degree
of model dependence and should be complimented by other types of measurement.
That being said, there are other ways to constrain models (e.g. [78, 79, 80, 81]), and all
experimental avenues need to be pursued due to multiple free parameters (at least three








Dark matter is the historical name for any form of matter that is not luminous. In the past
the term was generally applied to non-stellar baryonic matter such as gases and debris.
In the past few decades, the term has come to describe a currently unknown form of non-
baryonic matter that is presumed to comprise most of the matter in the universe. Dark
matter is relevant because at one point neutrinos were the leading candidate and because
dark matter is related to some of the work.
3.1 History
Searches for non-luminous matter that can only be detected gravitationally date back to
the 19th century [1]. The early searches were too imprecise to measure any deviations, in
part because they only investigated the near vicinity of the solar system (where effects due
to dark matter are minimal) and also because galaxies (the scale at which dark matter
effects become apparent) had yet to be discovered. That changed in the 1930s with
measurements of galactic cluster velocity dispersions [1].
These measurements were bolstered by galactic rotation curve observations in the
1950s, which consistently found that the matter in the outer regions of most galaxies was
moving too fast for the gravitational pull of the luminous matter in the galaxies to hold
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it in, indicating some form of non-luminous matter [1]. In particular, it indicated some
form of non-luminous matter in the outer reaches of galaxies. Further measurements over
the ensuing decades showed that this non-luminous matter contributed the majority of
the mass in most galaxies [1].
It was eventually determined that the only way this matter could be non-luminous
(and undetected) but baryonic was if it consisted of MAssive Compact Halo Objects,
(MACHOS) [1]. These are presumed to be objects such as rogue planets or small black
holes floating around the outer reaches of galaxies. The reason baryonic matter would
need to take this form is simply that if it was diffuse and there was enough of it to explain
the rotation curves, then it would absorb some of the light emitted by the host galaxy
and we would see it. This naturally leads to a solution where the matter is clumped into
dense objects that do not block or diffuse light, hence MACHOS.
The method developed for detecting MACHOS was gravitational micro-lensing searches
[82, 83]. These search for fluctuations in the light emitted by distant objects caused by
gravitational distortion. While some fluctuations were detected, the event rate was far too
low to provide the missing matter [84, 85]. That meant that the missing matter must be
non-baryonic.
The first candidate for this non-baryonic form of matter was neutrinos, as neutrinos
were (and are) the only known stable particle with the property of not coupling to photons
[86, 1]. This has since been ruled out. Cosmological models have consistently shown that
a neutrino dominated universe will have what is known as top-down structure formation,
where the largest structures (galactic super-clusters) form first, followed by smaller struc-
tures such as galaxies [86, 1]. However, the structure of the observable universe is most
consistent with bottom-up structure formation, where smaller structures form first. This
has led to the current paradigm of Cold Dark Matter [86, 1].
Cold Dark Matter (CDM) is non-baryonic matter that decoupled from the rest of the
universe at an early stage and is presumed to have very low kinetic energy [1]. Most CDM
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proposals are of rather massive particles (GeV and above), although lower masses have
also been suggested. These lower mass proposals are restricted in their possible coupling
strengths.
An additional historical motivation for dark matter proposals was closure of the uni-
verse. Simply put, the general curvature of the universe is determined by the total energy
content of the universe and there isn’t enough luminous matter in the universe to make it
flat, i.e. keep geometry Euclidian. (In fact, even at the largest scales our universe seems
to be perfectly Euclidian, a feature that very much requires explanation.) Naturally, dark
matter was at one time the prime candidate for providing closure [1].
3.2 Candidates
The lower limit on the size of the dark matter particle comes from the requirement that
the De Broglie wavelength be (roughly) smaller than the size of a galaxy. The upper limit
was established by a requirement that it was once in thermal equilibrium. In between
these two limits there is a very large range for which a large number of suggestions. The
ones discussed here are the ones most relevant to this research (i.e. neutrinos). This list
is far from exhaustive.
It should also be mentioned that most of the discussion so far has presumed a single
species of dark matter. Technically, is is possible the dark matter is actually multi-partite
[87], which could potentially manifest itself as discrepancies between interaction specific
searches (if not all species participate in a particular interaction) and the gravitational
measurements.
3.2.1 Unparticle Dark Matter
Most discussions of dark matter generally assumed that dark matter comes in the form
of particles, like all other known matter. However, there exists the possibility that DM is
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something else entirely. One such possibility is Unparticle Dark Matter.
The distinguishing feature of Unparticle Matter is that it consists of scale invariant
fields (in the Quantum Field Theory sense) with non-zero mass [88, 89]. By contrast,
all scale invariant particle fields have zero mass. It has been suggested that these fields
would appear to be collections of a non-integer number of particles [88]; variable mass
particles [90] and/or, continuous mass distributions [91]. These fields have never been
observed, which indicates that these particles cannot interact with the vast majority of
SM particles. However, the possibility exists that these fields can interact with neutrinos.
These interactions may be of any Type, but they cannot be used in RMG models, and
defining number density (as is explicitly required in Types B & C) is quite difficult. The
main implication of neutrino-unparticle interactions is that, since unparticle fields can
take on an arbitrarily small mass (i.e. less than the mass of neutrinos), neutrinos can
experience decay [92]; specifically, the heavier neutrino states will decay to the lightest
one. This means (observationally speaking) that neutrinos with a sufficiently long baseline
will be observed with a fixed flavour spectrum corresponding to the flavour composition
of the lightest neutrino state, which, given current knowledge, can be one of two states.
Calculations were performed to see if neutrino decay could explain the postulated ICE-
CUBE anomaly. It cannot as the postulated ICECUBE anomaly consists of a flavour ratio
of (fe, fµ, fτ ) ≈ (0, 0.2, 0.8)1, while both neutrino decay scenarios predict larger electron
components and smaller tauon components [93]. That does not exclude the existence
of unparticle-neutrino interactions; testing for that will require observations of very long
base-line neutrinos produced with a known flavour spectrum.
Determining whether neutrino decay (if found) is due to the existence of unparticles is
a potential subject of research. Of course, the confirmation of the Higgs mechanism have
caused unparticle fields to fall out of favor as the mechanism does not allow for arbitrary
mass, although there is still some consideration [94, 95]. That does not mean that the
1It is important to note that this anomaly has not been confirmed as the
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existence of unparticle matter is impossible, just highly improbable.
3.2.2 WIMPs
WIMPs (Weakly Interacting Massive Particles) are presumed to be massive particles (sev-
eral GeV or more) that only participate in the Weak Interaction [96] or in an interaction
that has the same energy dependency as the Weak Interaction. This essentially makes
them like neutrinos, only much more massive. The main motivation for suggesting these
particles is Super Symmetry, a theory originating in string theory that postulates that ev-
ery SM particle as a partner that is a boson/fermion if the SM particle is a fermion/boson.
These new particles are protected by at least one unbroken symmetry and so there is at
least one new, stable neutral particle. The heaviness is invoked to (at least in part) explain
why no such particles have been found at particle accelerators. (There are also certain
masses which are preferred from a cosmological standpoint.)
WIMPs are considered because, if they existed, they would be guaranteed to interact
with neutrinos. The downside to WIMPs is their high mass, which results in a very low
number density. Given how small the Weak Interaction cross-section is, that means that
actually observing neutrino-WIMP interactions would be rather difficult. The Weak In-
teraction has been used as a model for how interactions can occur, specifically interactions
that scale in the same way as the Weak Interaction. Mainly, that means the cross-section
scales with the square of the energy at low energies, with the degree decreasing as energy
increases [97].
3.2.3 Axions
Axions are a proposed type of particle most notable for its extremely low mass (less than
10−5 eV). The proposal for their existence comes from the Strong CP problem, where CP
is violated in the Strong interaction without (arbitrary) fine tuning or unless a new global
symmetry is introduced which is spontaneously broken, producing a new particle [98].
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Due to their very light mass, axions would be plentiful in number. Thus, they are
considered a sort of “best-case scenario” for interactions with neutrinos. The downside is
that it is unknown whether they would interact with neutrinos if they existed. As it is,
there is no compelling reason to believe that they would. It is also unknown whether such
an interaction would be strong enough, as axions are expected to participate in interactions
with smaller cross-sections than the Weak-Interaction. Thus, the axions considered in this
research are not particularly realistic.
3.2.4 Scotons
Other types of dark matter with more “neutrino-centric” motivations have been consid-
ered. The most notable of these is the “Scoton”, which is motivated by the radiative
mass generation models that were discussed in the chapter on neutrinos. As stated before,
some of the predicted new particles are potentially stable across cosmological timescales,
making them dark matter candidates [99].
These particles are generally presumed to have masses ranging from keV to MeV. This
is theoretically attractive as this, potentially, fills the mass gap between electrons and
neutrinos, which is by far the largest in the Standard Model. Moreover, it is phenomeno-
logically attractive as there are additional ways to search for interactions if the mass is in
this range which will be discussed later.
Another characteristic of these interactions is how the interaction strength scales with
energy, namely that it doesn’t. A constant interaction cross-section gives interactions of
this type certain distinctive signatures differing from the other proposed interaction types
which are energy dependent. This is particularly relevant to the anisotropy measures
which will be mentioned below as those are most sensitive to constant cross-sections.
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3.3 Previously Proposed ways to Detect Interactions with Neutrinos
An area of focus in this research was neutrino-dark matter interactions and the likely
observational signatures of those. This primarily consisted of calculations involving a
possible matter effect involving dark matter. The other proposed ways to detect a neutrino
dark matter interaction which did not receive any new work are briefly discussed here.
A common way of parameterising interaction strengths is the potential, which is a
product of the interaction cross-section and the number density [100]. That is because most
observables are dependent on both quantities. This work has continued the practice of
using potentials, although the dark matter and interaction types implied by the potentials
will, of course, be stated for clarity.
3.3.1 Dark Matter Anihilation and Decay
Dark matter annihilation is, as the name suggests, the annihilation of scoton, anti-scoton
pairs. Most searches for dark matter annihilation have focused on photon production
[101, 102, 103, 104]; some have looked at neutrinos [105]. Additionally, there are searches
for dark matter decay, which, naturally enough, is the conjectured decay of dark matter
particles. Such events could manifest as spikes in energy spectra [106].
The main spectra considered for such searches are high energy astrophysical neutrinos
as dark matter particles are generally presumed to have high mass [105, 107]. Also inves-
tigated is the solar neutrino spectra, as dark matter is presumed to collect in areas of high
gravitational potential [108, 109].
The main utility in searching for such occurrences is that it doesn’t require any dedi-
cated equipment, only standard neutrino observatories. Thus, these experiments are cost
effective.
The disadvantage is that this experiments are very much dependent on the cooper-
ation of the universe. The discovery of annihilations of course depends on dark matter
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consisting of scotons and anti-scotons, with the mix being sufficiently even so that there
is a detectable event rate. It also depends on the scotons being massive enough that the
produced neutrinos are at detectable energies.
3.3.2 Cosmological Anisotropies
As stated before, in the Standard Model of Cosmology, the universe begins with a singu-
larity where space is condensed to a point (although the universe is still infinite) before
undergoing an expansion [5]. The early universe (up to 300k years old) was filled with
a plasma that cooled as it expanded (a classical adiabatic expansion). At certain points,
this plasma would cool to the point where a particular species (of particle) would cease to
interact with the rest of the plasma, effectively “dropping out” (a phenomena known as
decoupling) [5]. This was because the average energy of the plasma was no longer sufficient
to support the interaction. One of the first (known) species to decouple was neutrinos, as
they only interact weakly. This resulted in a “sea” of freely moving neutrinos, referred
to as the Cosmic Neutrino Background (CNB). Unfortunately, these neutrinos are today
of fairly low energy, so detecting them would be extremely difficult, although there are
efforts being made [6].
The plasma ceased to exist (as a plasma) when the universe was approximately 300k
years old. This event is called Recombination and was marked by the decoupling of pho-
tons from baryons, the last major decoupling event [7]. This produced a sea of photons
(analogous to the CNB) called the Cosmic Microwave Background (CMB) due to the fact
that today these photons are in the microwave range. Study of the CMB is a very impor-
tant tool in cosmology [7]. Most of the utility comes from examination of the anisotropies
(deviations from the mean) of the CMB.
When the photons decoupled to produce the CMB, the spectrum should have been
a classic black-body spectrum [7]. Indeed, the CMB is the most perfect example of a
black-body spectrum currently known. In addition, the CMB should be (and is) very
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homogeneous [7]. However, it is not perfectly homogeneous; there are some variations in
it. This is interesting because the variations in the CMB are due to inhomogeneities in the
universe. Once the effects of the Earth’s motion and gravitatonal lensing are accounted
for, the inhomogeneities are primarily due to inhomogeneities in the primordial plasma.
This is of interest as these inhomogeneities were the seeds of the structure of the universe
and, their nature can provide some insight into that structure. Thus, CMB anisotropies
are important in the development of cosmological models [110].
If there was a coupling between neutrinos and dark matter, then there would be a delay
in the decoupling of dark matter. This would result in Dark Matter becoming more diffuse
which would suppress smaller scale fluctuations [111]. This in turn would manifest in the
CMB with a suppression of smaller scale anisotropies [112, 113, 114]. Thus, measuring
CMB anisotropies constrains the effective strength of interactions between neutrinos and
dark matter2.
Similar to the CMB anisotropy measurements are measurements of the Lyman-α forest
[114]. The Lyman-α forest is named, appropriately enough, from the Lyman-α line in the
hydrogen spectrum. By searching for this line and its red-shifted incarnations throughout
the universe, it is possible to map the distribution of hydrogen throughout the universe
and thus matter in general. Since the matter distribution of the universe was seeded
by dark matter, this potentially provides a map of the distribution of dark matter in
the universe. Thus, the Lyman-α forest provides another way to constrain neutrino-dark
matter interactions, which is actually more sensitive than CMB spectral measurements.
The downside is the enhanced model dependency of the Lyman-α forest, which renders
results more controversial.
Overall, anisotropy measurements are fairly inexpensive to conduct as they utilise
public data. Additionally, they are relatively sensitive to the strength of the neutrino
dark matter interactions, compared to other measures. On the other hand, they are
2These results were used in the chapter on mixing modulation as a comparison point.
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not particularly sensitive to energy dependent interactions; their sensitivity is to energy
independent interactions [114].
The CMB anisotropies together with Large-Scale Structure observations are also used
to provide constraints on the net mass of neutrinos and the effective number of neutrino
species [115]. As stated before, these produce a constraint on the sum of the neutrino
masses to be Σmν < 0.13 [34]. The effective number of neutrino species is the relativistic
degrees of freedom in the early universe and includes exotic phenomena such as axions
[116]. The expected value from the three SM neutrinos is Neff = 3.046.
3.3.3 Resonant Absorption
One of the older proposals for detecting neutrino-dark matter interactions is Resonant
Absorption [118]. The first work on the topic came in 1982 and proposed resonant ab-
sorption of high energy neutrinos by relic neutrinos [118]. Essentially, when the energy of
the incident neutrinos matches that of a possible interaction product (namely, Z bosons),
the probability of inelastic scattering is maximised and the neutrinos are selected out.
The original proposal focused on high energy neutrinos and the Weak Interaction
as that is still the only interaction (other than gravity) that neutrinos are known to
participate in and the high energy regime is where resonant absorption will occur with
those interactions. The development of scotogenic models prompted proposals at lower
energies. Specifically, this has prompted proposals for resonant absorption in supernova
neutrino energy spectra, which has been done for both the diffuse supernova background
[119] and galactic supernovae [31].
Performing such calculations includes a certain degree of model dependence (though
certain parameters are constrained by the anisotropy data fits mentioned above). Since
there are a very large number of models, this means that there is room to perform addi-
tional research in this field.
46
Chapter 4
Analysis of θ13 Determination Methods.
As stated in the chapter on neutrinos, the last parameter in the PMNS matrix angle is the
smallest mixing angle, θ13. While the previous two mixing angles (θ12 and θ23) were pri-
marily measured using naturally occuring neutrinos (solar and atmospheric, respectively),
measuring θ13 used artificially sourced neutrinos.
The first experiment to produce a non-zero measurement of this parameter was the
Daya Bay experiment (located at Daya Bay in Guangdong province, China) which reported
a value in 2012. This was soon followed by RENO in South Korea, that same year. Both
were short-baseline (less than 1km) reactor anti-neutrino experiments that used multiple,
identical detectors situated at different distances from the source reactors. The goal was to
measure the difference between detectors close to the reactors (the “near” detectors) and
detectors farther away (the “far” detectors). Deviations from the inverse-square law were
presumed to be due to oscillations and since the θ13 term is significant at these baselines,
this enabled measurements.
Work was conducted to refine prior research into the data analysis of the 2013 Daya
Bay results [120]. In brief, the research addressed claims that the Daya Bay result could
not be replicated using the information provided [121]. It also addressed claims that
the result was overly sensitive to un-physical parameters. The data analysis performed
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by the collaborations used the χ2 with pulls method. The method is a variation of the
χ2 goodness-of-fit test with the general idea being to find the range of values of some
parameter of interest that produce a hypothesis which passes the test. Potential extraneous
factors are included in the form of ”pull-factors”, which are associated with each source
of uncertainty. These allow fine-tuning of the hypothesis, with spurious results avoided
by having increases in the pull-factors result in increases in the value of χ2, hence ”pull”.
This method is related to the covariant approach, which deals with uncertainties using
a covariant matrix. (It is worth noting that Daya Bay used the covariant method in
later publications due to issues regarding the anti-neutrino energy spectrum [122, 123].)
The source of the complaint was the pull-factors, the acquired values of which were not
published.
It was found that the information provided, including papers cited, was sufficient
to replicate the result and that the primary contribution was the parameter of interest.
Portions of this were published in [124].
4.1 The Goodness-of-Fit.
The goodness-of-fit test uses a parameter, χ2, to measure the agreement between a pre-
diction and a measurement. Traditionally, first a prediction is made and then there is an
experiment, with the goodness-of-fit being used afterwards to determine if the result of
the experiment agrees (or not) with the prediction. An alternative (and very common) use
involves first conducting the experiment and then using the goodness-of-fit to determine
which theory (or which region of the parameter space under consideration) agrees with the
result. However, in order to use a goodness-of-fit in the later way, the various potential
sources of error and the various uncertainties need to be accounted for. The covariant and
pull methods are two different ways to do that [125].
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where N is the number of observations, Rexpi is the ith observation, R
the
i is the corre-
sponding “prediction” and, σ2mn is a covariant matrix containing the squares of all of the
uncertainties [125]. The size of the matrix is N ×N and is given by






where K is the number of sources of uncertainties, ui is the uncorrelated uncertainty vector
and, cij is the correlated uncertainty matrix.

















≡ χ2obs + χ2sys,
(4.3)
where each ξi is a pull-factor associated with uncertainty i and all other parameters are as
before [125]. Traditionally, the minimizations are performed separately for χ2obs and χ
2
sys,
with the later being performed first.
The two approaches are equivalent, with the covariant approach being better suited to
cases where N < K (as computation time scales with N) while the pull approach is better
suited to cases where N > K (as the computation time scales with K). Additionally, the
pull approach allows for the easy identification of problematic components as they will
have over-sized pulls associated with them.
4.2 The Daya Bay Experiment
The Daya Bay experiment, located in Guangdong province, China, consisted of (at the
time) six identical detectors with 20t (tonnes) Gd doped liquid scintillator targets [120] (it
has since been increased to 8 [123]). Detectors of this design work by coincidental observa-
tion of positron annihilation immediately followed by neutron capture by the gadolinium.
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The target was surrounded by 20t of un-doped liquid scintillator that detected the gamma
rays produced by the neutron capture. Both the target and the gamma catcher were
contained in acrylic vessels with the outer vessel having reflectors on the top and bottom.
This assembly was submersed in 37t of mineral oil, which served as a radiation shield. The
total assembly was contained in a stainless steel cylinder that had 192 photo-multiplier
tubes placed around the circumference [126].
The antineutrinos came from six reactors rated at a maximum thermal output of 2.9
GWth each that were divided into three pairs. The detectors were distributed among
three underground experimental halls, two near, one far. The data acquisition time was
127.546 days for experimental hall 1 (the near hall with two detectors), 127.379 days for
experimental hall 2 (the near hall with one detector) and, 126.271 for experimental hall 3
(the far hall), with data acquisition starting in December 2011 and ending in May 2012
[120].
4.2.1 The Data Analysis
































where Md is the number of anti-neutrinos detected by detector d, Td is the predicted num-
ber, Bd is the background, ε is a normalization factor, αr is the pull factor associated with
reactor r, ρd is the pull factor associated with detector d, ηd is the pullfactor associated
with the background of detector d, σr is the uncertainty from reactor r, σd is the uncer-
tainty from with detector d, and σdb is the uncertainty from the background of detector
d.
The prediction, Td, is the estimated value for oscillationless anti-neutrino detection
multiplied by the survival probability and integrated over the effective energy distribution
(which is the product of the emission energy spectrum [127] and the absorption energy
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spectrum [128]). The version of 2.2 relevant to reactor anti-neutrino experiments is:
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where the terms are as previously defined. Since the experiment had a short-baseline,
≈ 1km, Daya Bay used a simplified version [120]:













which removes the mass hierarchy dependency. The two mass-squared differences are the
experimentally measured mass-squared differences.







nν(E) = Sν(E)σIBD(E) (4.8)
i. e. the product of the emission and absorption energy spectra. These spectra are
Sν(E) = ΣkαkSk(E) (4.9)
σIBD(E) = σ1 + σ2 (4.10)
σ1 = σ0α1Eepe (4.11)

















(1 + ∆Rinner) (4.14)
α1 = f
2 + 3g2 (4.15)
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β1 = −2(f + f2)g − 2f2 − 8g2 (4.16)
γ1 = −4(f + f2)g − 2f2 − 10g2 (4.17)









where the βpk’s are coefficients determined experimentally, GF is the Fermi constant, θC
is the Cabibbo angle, Mn is the neutron rest mass, Mp is the proton rest mass, me is the
electron rest mass and, ∆Rinner, f , g &, f2 are additional parameters.
The actual data analysis was performed using two methods: one method involved
creating a grid on the θ13 - ε plane and minimizing χ
2 with respect to the 18 pull factors,
using the expected value (zero) as the starting point for each. This then created a contour
which was scanned to find the absolute minimum. The process also made the measurement
of the uncertainty of θ13 and ε fairly straight-forward.
The second method treated all 20 unknown parameters on an equal footing: it mini-
mized all parameters simultaneously using inputs produced by a pseudo-random number
generator in a range determined to be conducive to the production of reasonable results
with the results then filtered according to theoretical and practical criteria. Namely, only
results with a χ2 within one theoretical standard deviation of the expected value and with
a positive value for θ13 were allowed. This would be done multiple times with the results
then averaged.
A consideration of the two methods will reveal that they are equivalent, in as much as
each attempts to find the global minimum. The random input method is more efficient
in the sense that it doesn’t waste time producing data points in regions that do not
contain the minimum. Another advantage the random input method has over the more
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traditional contour scan method is that it provides more information about all of the
parameters whereas the contour scan method only provides detailed information about
the parameters of the contour. Since multiple minimizations are performed using random
inputs, statistics can be calculated for each of the parameters which provides information
about the importance of the parameter in the fit. Specifically, a large variance in the set
of values of the parameter (relative to the magnitude of the parameter) which provide a
valid fit indicates that it is unimportant to the fit.
4.2.2 Random Fit Details
The program used to perform the minimization was a purpose written program in MAT-
LAB that consisted of six layers for each function. The first layer constructed 4.7 and
the second implemented the energy portion of 4.6 as a function of E, L and, δm2MINOS
(the mass-squared difference measured by the MINOS experiment) so that the same en-
ergy spectrum could be used by all four functions. The third layer constructed the actual
function, using the parameters contained in the respective papers, while the fourth layer
converted the function into a form that could be used by the minimization process. (The
reason the function was not constructed explicitly for the minimization process was to
preserve generality.)
The fifth layer consisted of a function that actually performed the minimization. The
minimization method was the MATLAB command ”fminsearch” which performs a mini-
mization using the Nelder-Mead algorithm. (See [129] for details on this algorithm.) Since
the algorithm requires a set of initial conditions and no estimates of values for the pull-
factors could be found in either research paper, psuedo-random numbers were used. These
numbers were produced using the MATLAB command “rand” which generates psuedo-
random numbers using a Mersenne Twister (see [130] for details on this algorithm). This
is an algorithm that uniformly generates numbers across the interval [0,1] given some ini-
tial seed value, with the seed in this instance being system time. These numbers were
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then scaled by a factor called “q”. Since the initial conditions for the minimization were
“random”, multiple minimizations would be performed and then averaged in order to
counteract any instability in the algorithm, as there are, in general, fluctuations (mostly
slight, sometimes severe) in the minimum produced from different initial conditions. In
order to reduce outliers (the severe fluctuations), a selection criterion was implemented
whereby only results where the χ value was below a certain point (the accuracy level, or
“acc”) would be included in the average (although outliers were not completely eliminated,
see Discussion). The results produced would be the average values of all the parameters,
the average χ value, the value of sin2(2θ13) and, the standard deviations of all of the above.
The sixth and final layer contained the input parameters that would be used in the
minimization: the dm13, the number of iterations to be averaged, the ”q” value and, the
accuracy level. It also recorded the time for the program to run. This was an important
feature as runtime was the primary measure of efficiency. The programs for all fitting
functions followed this structure with the only differences being in the program that con-
structed the χ functions and in the size of the parameter vectors used in the layers above
the function layer.
4.2.3 Reduced Functions
In addition to trying to reproduce the Daya Bay result, fits were performed for a simplified
version of equation 4.4 which treated the detectors as identical and combined the pull
factors for the detectors into a single parameter. This was motivated by a claim that
there were too many pull factors [121] which lead to a desire to see if the same result could
be obtained with fewer pull factors. The decision to reduce the detector pull factors was
because the entire experiment was based on the detectors being identical.
Additional reductions assuming degeneracy between reactors were made. These were
less justified given the uniqueness of individual nuclear reactors, but were performed to
further analyse the relationship between the pullfactors and the final result. The first
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of these (referred to as the second reduced function) assumed degeneracy within reactor
pairs, as the reactors utilised by the Daya Bay experiment were constructed and operated
in pairs. This reduced the total number of fitted parameters to 12. The third reduced
function assumed total degeneracy between the reactors, reducing the parameter total to
10. This is not a very good approximation and was only implemented to investigate the
relationship between the pullfactors and the parameters of interest.






























where ρ is the reduced detector pull factor and all of the other terms are the same. This
function was manipulated in the same ways as the full function.




































where βr is a new pullfactor corresponding to the reactor pairs to replace αr. All other
parameters have remained unchanged from 4.22. This function was only manipulated
using the random input method.


















where α is the fully reduced reactor pullfactor. All of the other parameters remain the
same as in the previous reduced functions and the evaluation was conducted by the random
input method only.
4.2.4 Results
The results of the random input fits are given in tables 4.1 to 4.4 while the results of
the contour scan fits are given in figures 4.1 and 4.2. The confidence intervals quoted
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Table 4.1: Results of a random input fit for Eq. (4.4).
Parameter χ2 sin2(2θ13) ε(×10−4)
Mean 3.9 0.088 −2.3
90%CI 0.073 0.00025 2.7
Parameter ρ1 ρ2 ρ3 ρ4 ρ5 ρ6
Mean (×10−4) 4.9 −6.4 1.4 4.6 −0.24 −4.3
90%CI (×10−4) 0.35 0.07 0.42 0.039 0.14 0.031
Parameter α1 α2 α3 α4 α5 α6
Mean (×10−4) −6.7 −8.0 7.8 4.0 8.4 4.7
90%CI (×10−4) 4.9 0.54 4.6 0.88 5.5 0.73
Parameter η1 η2 η3 η4 η5 η6
Mean (×10−1) 2.0 −1.2 1.8 4.2 1.5 4.5
90%CI (×10−1) 1.5 2.4 2.6 1.6 3.8 2.1
refer to the uncertainty from having multiple results and are not related to the total
uncertainty. The full and reduced function contour scans gave values for sin2(θ13) of
0.088+0.009−0.008 and0.089
+0.008
−0.009 respectively, compared to 0.089± 0.010 obtained by Daya Bay
[120]. As can be seen by a comparison with the two tables, the contour results agree with
the random input results.
The results obtained here are in agreement with the result obtained by Daya Bay. Since
these results were obtained using information from Daya Bay’s publication and sources
quoted therein, it contradicts the claim that Daya Bay’s result is not reproducible; it
clearly is. Also, the pull factors are not entirely unphysical and do not have an undue
influence on the result. Indeed, if the χ2 function is broken into two parts, χ2obs which
contains terms in the summation with the parameter of interest and χ2sys which contains




Table 4.2: Results of a random input fit for Eq. (4.22).
Parameter χ2 sin2(2θ13)(×10−2) ε(×10−5) ρ(×10−7)
Mean 4.1 8.9 −1.9 1.3
90%CI 0.0086 0.0013 0.61 2.5
Parameter α1 α2 α3 α4 α5 α6
Mean (×10−4) −10 −9.5 5.5 4.5 4.2 5.4
90%CI (×10−4) 0.12 0.078 0.041 0.048 0.061 0.04
Parameter η1 η2 η3 η4 η5 η6
Mean (×10−1) 1.8 2.6 2.8 4.1 0.1 2.3
90%CI (×10−1) 1.1 1.5 3.9 2.7 2.1 1.4
Table 4.3: Results of a random input fit for Eq. (4.23).
Parameter χ2 sin2(2θ13)(×10−2) ε(×10−5) ρ(×10−7)
Mean 4.1 8.9 −3.3 4.1
90%CI 0.014 0.0058 1.8 3.9
Parameter η1 η2 η3 η4 η5 η6
Mean (×10−1) 0.57 −0.63 1.4 3.0 0.97 5.6
90%CI (×10−1) 1.9 3.1 0.86 1.8 5.4 6.4
Parameter β1 β2 β3
Mean (×10−4) −9.7 5.0 5.0
90%CI (×10−4) 0.12 0.023 0.39
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Table 4.4: Results of a random input fit for Eq. (4.24).
Parameter χ2 sin2(2θ13)(×10−2) ε(×10−4) ρ(×10−7) α(×10−6)
Mean 4.2 8.8 −4.9 −1.3 0.64
90%CI 0.0031 0.0011 0.030 6.9 2.3
Parameter η1 η2 η3 η4 η5 η6
Mean (×10−1) 1.2 0.94 1.9 0.89 2.0 1.8
90%CI (×10−1) 0.91 0.39 0.84 0.58 0.80 1.0
Contour minimization of χ
2

















Figure 4.1: Contour plot of the sin2(2θ13), ε plane for Eq. (4.4). Each contour line repre-
sents 1σ. The red x is the minimum.
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Contour minimization of χ
2




), ǫ  plane for the reduced function
















Figure 4.2: Contour plot of the sin2(2θ13), ε plane for Eq. (4.22). Each contour line
represents 1σ. The red x is the minimum.
χ2obs = 3.47 > χ
2
sys = 0.31 for the full function and χ
2
obs = 4.06 >> χ
2
sys = 0.05 for
the reduced function. Also, the pull factors themselves are fairly small and have large
uncertainties, which shows that a great deal of variation for each pull factor is allowed.
Together, these results show that the influence of the pull factors is quite small. This is
in keeping with the probable purpose of the pull factors, to show if there is an issue with
part of the experimental setup.
4.3 RENO
RENO (Reactor Experiment for Neutrino Oscillation), located in Yonggwang, South Ko-
rea, consisted of two identical 16t Gd doped liquid scintillator detectors, one near and
one far, detecting anti-neutrinos from six reactors [131]. The six reactors consisted of
two Combustion Engineering System 80 type reactors and four Korean Standard Nuclear
Power Plant type reactors, rated at a maximum thermal output of 2.66 and 2.8 GWth
respectively. The data acquisition time was 192.42 days for the near detector and 222.06
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days for the far detector, starting in 2011 and ending in 2012. (For more details see [132]
and [131].)
The data was analysed using the same χ2 with pulls method used by Daya Bay. The





Ndobs + bd − (1 + a+ εd)
∑6





















where Ndobs is the number of observed antineutrinos, bd is the pull factor associated with
the background of detector d, a is the normalization factor, εd is the pull factor associated
with detector d, fr is the pull factor associated with reactor r, N
d,r
exp is the expected number
of antineutrinos from reactor r detected by detector d, σr is the uncorrelated uncertainty
associated with reactorr, σd is the uncorrelated uncertainty of detector d and, σdb is the
uncorrelated uncertainty of the background of detector d.
An additional reduced function was produced for RENO. This function assumed de-
























where ε and f are the new, reduced pull-factors for the detectors and reactors respectively
and all other parameters remain unchanged. The fitting for both functions was performed
by the random input method described above only.
4.3.1 Results
The overall patterns in the parameters are largely the same as the ones for Daya Bay. The
uncertainties in the pull-factors are of the same order as for the means and there is little
difference between the full and reduced functions in terms of the final outcome.
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Table 4.5: Results of a random input fit for Eq. (4.25).
Parameter χ2(×10−3) sin2(2θ13) a(×10−4)
Mean 2.5 0.11 5.1
90%CI 4.1 0.00017 0.10
Parameter f1 f2 f3 f4 f5 f6
Mean (×10−5) 1.1 1.7 −2.6 5.8 3.0 2.6
90%CI (×10−5) 1.7 3.1 4.1 9.9 5.7 4.7
Parameter b1 b2 ε1(×10−6) ε2(×10−6)
Mean 0.34 0.92 −3.8 0.35
90%CI 0.32 0.51 5.1 2.4
Table 4.6: Results of a random input fit for Eq. (4.26).
Parameter χ2(×10−5) sin2(2θ13) a(×10−4) f(×10−6)
Mean 2.5 0.11 5.1 3.4
90%CI 0.66 0.000014 0.046 4.0
Parameter ε(×10−8) b1 b2
Mean 6.8 0.11 0.15
90%CI 109 0.060 0.15
61
4.4 Discussion
Overall, the issues raised regarding the Daya Bay data analysis by Khan et. al. were not
problems after all. The result was reproducible and was not dependent on unphysical
parameters. However, this does not completely exonerate the Daya Bay collaboration. In
particular, there were certain features of the method (primarily related to the pull factors)
that were not properly explained in the Daya Bay publications and lacked references to
sources that did explain. As it is, the collaboration eventually found that there were dis-
crepancies in the energy spectrum [122], so they switched to the covariant matrix method
[123].
A slightly more interesting result came from the use of different methods for handling
the minimization. The random fit method proved to be much quicker than the region
search method and possibly a little more precise. While it was only explicitly demon-
strated for the Daya Bay results, the RENO results showed similar behaviour and would
presumably show similar effects if it was given the same treatment.
If an analysis of this nature were to be conducted again, it would utilise the random
fit method with an evolutionary algorithm to set the fitting parameters. More explicitly,
it would perform series of random fit sets where the results from the previous fit would be






A significant area of computational investigation was on the effect of matter on the neutrino
mixing pattern (i.e. the matter effect). The primary focus was on a possible effect arising
from interactions with dark matter while additional work was conducted on the effects of
variable matter distributions. Most of the computations consisted of producing plots of
the effects.
5.1 Spatial Density Distribution Calculations
Calculations on spatial density effects were motivated by the idea of using the matter
effect to detect exoplanets. The theory was that the passage of an exoplanet between
a star and a detector would cause a shift in the pattern of neutrinos observed by the
detector. The calculations were conducted with full understanding that the likelihood
of an exoplanet passing directly between a star and the Earth is extremely small. Ad-
ditionally, there is the essentially insurmountable problem of isolating neutrinos from a
distant star. The main problem is that the signal to noise ratio is exceptionally poor.
Assuming that the background consists entirely of solar neutrinos (which will be at the




φsun≈10−12φsun. This is ignoring the contribution from every other star in
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the universe, which would (presumably) be at a similar energy.
In spite of the sheer impracticality of any actual measurements being feasible, prelimi-
nary calculations were performed in order to explore the nature of the results. These were
naively conducted by dividing the baseline into segments of differing potentials and then
performing a (coherent) calculation of the flavour fractions at the end of each segment
which would be used as the starting fraction for the next segment. It was found that
the resulting patterns were independent of the actual potentials used and that deviation
from the “vacuum” result (i.e. where there was a single calculation across the entire base-
line) was due to the manner in which the calculations were performed. Essentially, these
calculations simulated the situation where a neutrino is emitted and then captured and
re-emitted a number of times before being detected, which is a far cry from the situation
of interest (or indeed, one that is likely to physically exist).
After some additional thought on the matter, it was realized that the standard formal-
ism for describing the matter effect is incapable of describing effects due to inhomogeneous
matter distributions. The standard method for describing neutrino propagation is a tra-
ditional Quantum Hamiltonian, which predicts a final state given an initial state and the
state of the system. In order for this to work, the analysis needs to be blind to the actions
of the neutrinos along the flight-path (a Cat Problem, if you will).
That being said, there is a possibility that there will be a effect if the scale of the density
fluctuations is comparable to the oscillation wavelength. The idea for this is that if the
fluctuations are synchronized with the oscillations, then there will be an enhancement of
the MSW effect while it will be suppressed if they are anti-synchronized. Additionally,
there might be a slight mass-state distinction, given that the Weak-Interaction is energy-
dependent. What the effect might be and whether it could ever be measured are matters
of further study.
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5.2 Mixing Modulation by Dark Matter
If there is an interaction between neutrinos and dark matter, then there could be a mod-
ulation of the mixing patterns of astrophysical neutrinos. This would result from forward
coherent scattering in a manner identical to the MSW effect and thus can be treated in a
similar way (in the case of WIMPs, it is precisely the MSW effect). This section contains
calculations on the size of the effect with very high energy neutrinos traveling astronomical
distances through very small potentials. This work is largely contained in [133].
5.2.1 Decoherent Effects
Research on this modulation has been done in recent years, specifically looking at ultra-
high energy neutrinos [100]. Since these neutrinos have been produced at extremely long
distances, past work has only considered the effect on decoherent neutrinos. Below is a
partial replication of the past work.










It is obvious at a glance that this is simply the time independent terms from the coherent
flavour fraction formula.
The matter interaction Hamiltonian was parameterised as:













where U is the PMNS matrix. The setting of the (3, 3) entry in Hint to zero is justified
by the fact that only interaction differences can produce an effect, which means that the
addition or subtraction of scalar multiples of the identity matrix will not change the result
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which means that one of the values along the main diagonal can always be set to zero.
The setting of the non-diagonal terms to zero is justified as this is the Hamiltonian for
WIMPs only. It needs to be noted that the V terms are potentials, which are a product
of the number density and the interaction cross-section.
This formula was investigated by simply plotting the difference between the vacuum
result and the result in the presence of a potential across both free parameters. The range
on V11 and V22 was chosen to be 10
−33 eV to 10−13 eV in order to coincide with the
potentials allowed by cosmological considerations [112, 113, 114]. Additionally, only the
positive ranges were considered for reasons of convenience and as it suffices to describe the
result (the results would be symmetric about the two axes [100]). As in [100], the starting
flavour fraction composition was (e, µ, τ) = (1, 0, 0). Two different energies were used,
1 TeV and 1 PeV, in order to show the relationship with energy. The metric to measure
the effect was:
Dβ = fβ − fβ,0, β = e, µ, τ. (5.3)
which is simply the difference between the fractions with and without a potential.
At 1 PeV, the minimum discernible potential is approximately 10−19 eV. Taking the
average mass density to be 0.4 GeV cm−3 which is approximately the local density [134],
this corresponds a scoton with a mass of 10−10 eV (essentially an axion) with a cross-
section on the order of of 10−33cm2, which at 1 PeV is approximately at the weak scale.
While not strictly outside the realm of possibility, this combination of interaction strength
and scoton mass seems rather unlikely.
At 1 TeV, the minimum discernible potential has been moved up by approximately
three orders of magnitude, showing that the size of the effect is proportional to the energy
of the neutrinos.
67



































Figure 5.1: This shows De across flavour potentials at 1 PeV using the decoherent formula,
Eq. 5.1. The regions of substantial shift are clearly visible at the top and on the right-hand
side while the region of little effect is in the lower left-hand corner. The difference in colour
on either side of the null-line is due to a sign change across that line. This is the same for
all other plots.

































Figure 5.2: This shows Dµ across flavour potentials at 1 PeV using the decoherent formula,
Eq. 5.1. The overall pattern is nearly identical to the pattern for electron neutrinos, which
is expected due to the equivalence of the functions.
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Figure 5.3: This shows Dτ across flavour potentials at 1 PeV using the decoherent formula,
Eq. 5.1. The behaviour is still largely the same as for the other two flavours.



































Figure 5.4: This shows De across flavour potentials at 1 TeV using the decoherent formula,
Eq. 5.1. A comparison with figure 5.1 will quickly reveal that the effect drops off at a
higher potential than for the 1 PeV case.
69

































Figure 5.5: This shows Dµ across flavour potentials at 1 TeV using the decoherent formula,
Eq. 5.1.






























Figure 5.6: This shows Dτ across flavour potentials at 1 TeV using the decoherent formula,
Eq. 5.1.
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Figure 5.7: This shows De across flavour potentials at 1 PeV and 100 pc using the coherent
formula, Eq. 2.12. The high potential effects are qualitatively the same as for the deco-
herent plots, as are the low potentials. The main difference is in intermediate potentials.
Between 10−19 and 10−25 eV, there is a region of high variance where coherence effects
produce fluctuations in the survival probability. These features are shared by all of the
coherent plots.
5.2.2 Coherent Effects
This was also motivated by a desire to see if improvements could be made in the minimum
detectable potential, due to a potential being high enough to be detected from decoherent
effects being highly unlikely. The potentials were plotted across the same range as for the
decoherent case. Plots were made across two energies and three baselines. The energies
are the same as before while the baselines are 100 pc, 1 kpc and 10 kpc. This was to show
the behaviour against both factors.
The results for the decoherent function (Eq. 5.1), shown in figs. 5.1 to 5.6, for De, Dµ
and, Dτ , agree with the results reported in [100]. The results for the coherent function
(Eq. 2.12) are shown in figs. 5.7 to 5.24, again for De, Dµ and, Dτ . Comparing with the
results from using the decoherent function, one can find that the results from the coherent
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Figure 5.8: This shows Dµ across flavour potentials at 1 PeV and 100 pc using the coherent
formula, Eq. 2.12..



































Figure 5.9: This shows Dτ across flavour potentials at 1 PeV and 100 pc using the coherent
formula, Eq. 2.12.
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Figure 5.10: This showsDe across flavour potentials at 1 TeV and 100 pc using the coherent
formula, Eq. 2.12. The high potential region has been shifted as with the decoherent plots.
However, the highly variable region has not been shifted as coherent effects do not scale
with energy. Again, these features are shared with the other flavours.
Figure 5.11: This shows Dµ across flavour potentials at 1 TeV and 100 pc using the
coherent formula, Eq. 2.12.
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Figure 5.12: This shows Dτ across flavour potentials at 1 TeV and 100 pc using the
coherent formula, Eq. 2.12.
Figure 5.13: This shows De across flavour potentials at 1 PeV and 1 kpc using the coherent
formula, Eq. 2.12. In this case, the high potential regions are the same as in the other
1 PeV plots while the variable region has now been extended downward as the coherent
effects scale with baseline.
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Figure 5.14: This shows Dµ across flavour potentials at 1 PeV and 1 kpc using the coherent
formula, Eq. 2.12.































Figure 5.15: This shows Dτ across flavour potentials at 1 PeV and 1 kpc using the coherent
formula, Eq. 2.12.
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Figure 5.16: This shows De across flavour potentials at 1 TeV and 1 kpc using the coherent
formula, Eq. 2.12. Here, both effects are now apparent.
Figure 5.17: This shows Dµ across flavour potentials at 1 TeV and 1 kpc using the coherent
formula, Eq. 2.12.
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Figure 5.18: This shows Dτ across flavour potentials at 1 TeV and 1 kpc using the coherent
formula, Eq. 2.12.
Figure 5.19: This shows De across flavour potentials at 1 PeV and 10 kpc using the
coherent formula, Eq. 2.12. Here, the extension of the variable region is even greater due
to the increase in baseline.
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Figure 5.20: This shows Dµ across flavour potentials at 1 PeV and 10 kpc using the
coherent formula, Eq. 2.12.
Figure 5.21: This shows Dτ across flavour potentials at 1 PeV and 10 kpc using the
coherent formula, Eq. 2.12.
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Figure 5.22: This shows De across flavour potentials at 1 TeV and 10 kpc using the
coherent formula, Eq. 2.12.
Figure 5.23: This shows Dµ across flavour potentials at 1 TeV and 10 kpc using the
coherent formula, Eq. 2.12.
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Figure 5.24: This shows Dτ across flavour potentials at 1 TeV and 10 kpc using the
coherent formula, Eq. 2.12.
function have two distinguishing features. In the high potential region (V11 > 10
−18 eV),
the coherent results for Dβ have a similar structure to decoherent results, albeit with
different values for Dβ as the coherent results are still baseline dependent, even at high
potentials. That is actually because of the definition of Dβ as the difference between
the flavour fraction with a potential and the fraction without. In both cases, very high
potentials cause the flavours to remain fixed values. However, for the coherent case the
vacuum potential is still oscillatory, causing fluctuations in Dβ.
At lower potentials where the decoherent function produces very small values of Dβ,
the coherent function yielded highly variable values. This suggests that, even for poten-
tials as low as 10−25 eV, a neutrino-Dark Matter interaction could produce a significant
shift in the neutrino oscillation spectrum for coherent wavepackets. This is an improve-
ment in interaction sensitivity over the decoherent result by approximately six orders of
magnitude1. This effect scales with baseline, meaning that longer baselines produce bigger
1This seemingly coincidental convergence with the amount of improvement in energy resolution required
in order to make this measurement is not particularly surprising given that both quantities scale with




The same procedure was repeated for mass-state interactions, which is predicted (as stated
before) by scotogenic models.
The mass state interaction Hamiltonian used was:













which, naturally, is the same as used for flavour state interactions save for the exclusion of
the PMNS matrix, U2. The parameters used were the same as in the flavour interaction
case in order to enable cross comparisons. The calculations were identical to those for the
flavour case. Due to the nature of the mass state interaction Hamiltonian, the coefficients
in the equation for fβ are unchanged from the vacuum, which means that the decoherent
formula will remain unchanged (i.e. will always produce a null result). However, the terms
inside the cosines will be changed, meaning that there will be coherence effects.
The results are shown in figs. 5.25-5.42. The patterns produced for the region of
10−26 eV < V11 < 10
−19eV are similar to the patterns shown for the same region in the
flavour case, including the occurrence of significant shifts at potentials lower than can be
seen with the decoherent formula. The mass state results also show more variation in Dβ
for the region V11 > 10
−19 eV than the flavour state results. This shows that the mass state
effects consist entirely of the variable small scale coherence effects, as expected. Another
difference between the two cases is that the massive results appear to be entirely symmetric
improvement in both energy resolution and distance measurement, separately, with the benefit of a one
order of magnitude improvement in interaction sensitivity.
2Both Hamiltonians are presented in the mass basis representation, which is the canonical basis for the
propagation Hamiltonian.
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Figure 5.25: This shows De at 1 PeV and 100 pc for mass-eigenstate interactions. It
clearly shows the lack of decoherent effects at any potential.
Figure 5.26: This shows Dµ at 1 PeV and 100 pc for mass-eigenstate interactions.
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Figure 5.27: This shows Dτ at 1 PeV and 100 pc for mass-eigenstate interactions.
Figure 5.28: This shows De at 1 TeV and 100 pc for mass-eigenstate interactions. A
comparison with the 1 PeV plot will show that it is identical to this plot. That is not a
general feature but a fluke result unigue to this baseline.
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Figure 5.29: This shows Dµ at 1 TeV and 100 pc for mass-eigenstate interactions.
Figure 5.30: This shows Dτ at 1 TeV and 100 pc for mass-eigenstate interactions.
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Figure 5.31: This shows De at 1 PeV and 1 kpc for mass-eigenstate interactions. As can
clearly be seen, the is a significant extention of the region of the effect, demonstrating the
baseline dependence.
Figure 5.32: This shows Dµ at 1 PeV and 1 kpc for mass-eigenstate interactions.
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Figure 5.33: This shows Dτ at 1 PeV and 1 kpc for mass-eigenstate interactions.
Figure 5.34: This shows De at 1 TeV and 1 kpc for mass-eigenstate interactions.
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Figure 5.35: This shows Dµ at 1 TeV and 1 kpc for mass-eigenstate interactions.
Figure 5.36: This shows Dτ at 1 TeV and 1 kpc for mass-eigenstate interactions.
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Figure 5.37: This shows De at 1 PeV and 10 kpc for mass-eigenstate interactions.
Figure 5.38: This shows Dµ at 1 PeV and 10 kpc for mass-eigenstate interactions.
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Figure 5.39: This shows Dτ at 1 PeV and 10 kpc for mass-eigenstate interactions.
Figure 5.40: This shows De at 1 TeV and 10 kpc for mass-eigenstate interactions.
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Figure 5.41: This shows Dµ at 1 TeV and 10 kpc for mass-eigenstate interactions.
Figure 5.42: This shows Dτ at 1 TeV and 10 kpc for mass-eigenstate interactions.
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about V11 and V22. Unfortunately, the minimum cutoff in this spectrum exceeds the limits
specified by Lyman-α forest measurements for fixed cross-sections, which is ≈ 10−38 eV
[114]3.
5.2.4 Oscillation Patterns
In neutrino oscillations, there are two different length scales involved which are related
to the two mass-squared differences4. The ratio of the two is generally fixed while the
total scale is determined by the energy. In the case of 1 PeV neutrinos the small scale
oscillations are ≈ 7 AU while the large-scale oscillations are ≈ 220 AU. The presence
of an interaction introduces a shift in the oscillations. The shift is, first and foremost,
in frequency, which causes the oscillations in the presence of an interaction to be out of
phase with the oscillations in the absence of the interaction. The shift can also be more
subtle, which seems to occur with the mass state interaction as the maximum differences
are not as large as those for flavour (see fig. 5.43).
An interesting difference between the two interactions is the effect on the different
flavours (see fig. 5.44). In the flavour case the biggest effect is on the electron neutrinos
while in the mass case the effect on electron neutrinos is quite small. Another interesting
effect is how the long range pattern for the flavour case shows a slight shift in the shape
of each peak, which shows up most clearly for muon neutrinos. Due to the unphysical
nature of the combination of baseline and potential (potential is related to dark matter
concentration) any discussion of the long range effects are purely academic, yet this is still
3In [114], the cosmological constraints are given as cross-sections. However, a close examination will
reveal that the mass of the speculative dark matter particle is included as a parameter. The potentials
are thus a product of the mass-dependent cross-section and the average energy density of DM in the
appropriate environment (the galaxy for astronomical neutrinos, the universe for blazar neutrinos).




L, which is the
standard approximation used in neutrino oscillation experiments. The term E is held common to all three
species, so the relevant term (since only differences remain) is the difference of the squared masses.
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Figure 5.43: This shows the difference patterns for all three flavours in both potentials after
a displacement of 16.2 kpc from the source with the baseline in AU. The two potentials




A very exciting recent developement in neutrino physics was the first identification of a
point source of astrophysical neutrinos. The IceCube Collaboration identified blazar TXS
0506+056 as the source for a number of high-energy (290 TeV) neutrinos observed by
the group over a period of 9.5 years. In this section we present the results for Dβ in the
scenario where only electron neutrinos are produced at TXS 0506+056.
Blazar TXS 0506+056 has a redshift of z = 0.3365 ± 0.0010, which corresponds to a
baseline of (4.384 ± 0.013) × 1025 m [135]). The energy was set to be 290 TeV as that
was the energy reported by [136]. The potential range was changed to be in the range
10−40 eV ∼ 10−13 eV in order to accommodate the new results.
The results for the flavour basis are given in figs. 5.45-5.47 while the results for the
mass basis are given in figs. 5.48-5.50. The overall patterns in each of the figures produced
92
Figure 5.44: This shows the long range difference patterns for all three flavours with both
potentials. The small amplitude oscillations are for the mass case and the large amplitude
oscillations are for the flavour case. The potentials are the same as before. This result is
of strictly academic interest as the potentials are considered unphysical at these distances.
Figure 5.45: This shows De in the flavour basis at 290 TeV using the coherent formula.
The baseline was L = 4.384×1025 m. The two kinds of effects are both still visible. The
biggest difference from previously is that the region of high variability extends farther.
This is due to the longer baseline.
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Figure 5.46: This shows Dµ in the flavour basis at 290 TeV using the full formula. The
baseline was L = 4.384×1025 m. The pattern is largely the same as for the same case with
electron neutrinos, as expected.
Figure 5.47: This shows Dτ in the flavour basis at 290 TeV using the full formula. The
baseline was L = 4.384×1025 m
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Figure 5.48: This shows De in the mass basis at 290 TeV using the full formula. The
baseline was L = 4.384×1025 m.
Figure 5.49: This shows Dµ in the mass basis at 290 TeV using the full formula. The
baseline was L = 4.384×1025 m.
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Figure 5.50: This shows Dτ in the mass basis at 290 TeV using the full formula. The
baseline was L = 4.384×1025m.
for blazar neutrinos are the same as for the corresponding galactic cases. This means that
the overall pattern of the field is primarily due to the function used to generate it, an
unsurprising result.
The main effect was from the baseline increase, which dramatically extends the range
of observability. The observable cutoff has now been lowered to V11 ≈ V22 ≈ 10−33
eV.This is understandable as a longer baseline means that there is more Dark Matter
for the neutrinos to scatter off of. Unfortunately, given the issues associated with such a
large baseline, namely the energy resolution and the magnetic fields inside blazars, coupled
with the near impossibility of determining the production point with sufficient accuracy,
this is a mere thought experiment. Additionally, the potentials are proportional to the
average number density along the line of flight. Given the low density of Dark Matter in
inter-galactic space, the cross-section required for a potential to produce an effect is much
higher than for intra-galactic baselines, meaning that a very long baseline will become
counter-productive, ignoring coherence effects.
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5.2.6 Conclusion
Attempting to observe a neutrino-Dark Matter interaction via modulation of the neutrino
mixing patterns is highly impractical. The potentials required to observe decoherent effects
are too high to be likely to exist while the observation of coherent effects would require
a massive effort that is not justified by the likelihood of an observation. Other avenues
would be far more practical.
That being said, it is not impossible for technology to develop enough to enable such
measurements. Additionally, there is a possibility that these results might find some un-
foreseen application. Finally, there is no harm in contemplating the potential consequences








The preceding work computationally explored matters related to neutrino oscillations.
These explorations included an investigation into θ13 extraction methods, an investigation
into how the matter effect depends on the distribution of matter along the neutrino flight-
path and an investigation into the inclusion of coherent effects for a very long baseline
and high-energy but low potential matter effect (with the addition of investigating non-
standard interactions).
6.1 θ13 Extraction Conclusion
The investigation into θ13 extraction methods was motivated by a desire, initially, to try
and replicate the Daya Bay result from published data due to the discovery of a claim
that it could not be. This claim from [121] was based on the fact that the values of the
pull-factors were not reported by Daya Bay. It was argued that the pull-factors being
unreported rendered the results un-replicable and that this was significant as spurious
values could potentially influence the final result. It was also argued that the number of
pull-factors was unnecessary. The research described in Chapter 4 sought to address these
claims.
The claims made by [121] were based on the main publication [120]. This publication
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alone did not contain all of the relevant information, it was merely the publication of
results. Most of the information needed for replication was contained in the references.
With the total information provided, it was possible to replicate the result, including the
statistical uncertainty but not the systemic uncertainty.
The random input fit was developed during the replication process, as a summary of
the exact process for the fit was never given. The random input fit was also tested on the
RENO results as those are of the same experiment type as Daya Bay and used a nearly
identical data analysis method. This fitting was used to test the significance of the pull-
factors as it was more efficient than the standard grid-scanning fit, with the reduction in
parameters dramatically decreasing the time taken for fits. These fits demonstrated that
the pull-factors did not exert an undue influence on the final result. The random input
fit was also more precise than the grid scanning fit, which can be explained by the fact
that with the grid scan there is a contribution to the statistical uncertainty from the grid
spacing. As the random fit is free-floating, it has no such issue.
The main downside to the random input fit is the amount of optimization that needs
to be performed in order for the improvements to be actualized. If similar work was to be
conducted in the future, this strongly suggests the development of an evolutionary algo-
rithm to perform this process. The further development of this approach has the potential
to noticeably improve precision and dramatically increase the efficiency of computational
resource usage. Therefore, it should be pursued.
6.2 Mixing Modulation Conclusions
The investigation into how the matter effect depends on the distribution of matter along
the flight-path started as a project to determine if neutrino oscillations can be used to
detect exoplanets. This was conducted in spite of the near impossibility of isolating a
detectable signal. The calculations were performed naively by dividing the baseline into
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sections and performing survival probability calculations along each section. It was found
that this approach doesn’t work as this approach cannot replicate the vacuum result.
Attempts to integrate along the baseline merely resulted in an averaging of the potential.
It was concluded from all of this that the current formalism for describing neutrino
oscillations cannot accommodate a non-uniform matter distribution as it only describes the
neutrinos at the start and end of flight. That is not to say that such effects cannot exist, but
that they cannot be described with the standard formulas. The physical interpretation was
that the MSW effect is determined by the number of opportunities for forward-coherent
scattering, not when they occur. This result was included because, even though it is
probably not original, previous references to it have not been found.
The investigation into mixing modulation by dark matter was conducted because this
research was originally meant to search for connections between neutrinos and dark matter.
The primary focus of that search was to try and find novel phenomenological consequences
of neutrino dark matter interactions. However, it quickly turned out that this was a well
explored field, without many practical possibilities that had yet to be explored.
The avenue that was explored was the possibility of a dark matter effect. In particular,
it focused on coherent effects as those had yet to be included and the inclusion thereof was
computationally straightforward. This was also motivated by the cutoff for an observable
decoherent effect being rather high, to the point where a potential that high existing being
quite unlikely. Additionally, it was noted that decoherent effects are strictly non-existent
if the neutrino mass is scotogenic in nature, so that only a coherent effect could exist if
any.
It was found that including coherent effects did improve the cutoff, with the lowering
of the cut-off being proportional to baseline. Additionally, it was found that the cutoff
for mass-eigenstate interactions with even remotely feasible dark matter particle mass was




For the θ13 extraction, it was that a Monte Carlo approach to performing minimisations
could be more efficient and possibly improve the final result. For the matter effect, it
was found that the standard formalism is blind to differences in matter distribution so
long as the total amount of matter is the same, which wouldn’t have been noticed if it
wasn’t for the use of coherent calculations. This implies that there is value in simply
running calculations and that the act of attempting to make those calculations work can
yield insight into processes. Also, the possibility of a MSW-like effect was excluded for
scotogenic neutrinos.
In terms of possible extensions of this work, there are a few. The success of the random
fits in θ13 extraction recommends the use of evolutionary algorithms in performing future
fits. In terms of neutrino-dark matter interactions, the resonant absorption calculations
seem promising. There is also the issue of actually confirming that the matter effect is
independent of the matter distribution. It was considered but not determined one way or
the other that there may be a more sophisticated way to handle neutrino propogation which
can accomodate matter inhomogeneities. Additionally, it was considered that there may
be an effect if the size of the inhomogeneities is comparable to the oscillation wavelength.
This calls for more work.
Ultimately, the purpose of this work was, like all scientific work, to ask questions and
then try to answer them. The first question was on whether the Daya Bay result from
2013 could be replicated from publications. This was answered in the affirmative. In the
process, the RENO results were also replicated, the significance of certain parameters was
ascertained and an improved method for χ2 with pulls function evaluation was developed.
The second question was whether neutrinos can be used to detect exoplanets. This
was answered, unsurprisingly, in the negative. In the process, it was determined that the
standard method for calculating the MSW effect is incapable of accommodating matter
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inhomogeneities. Whether more sophisticated methods can produce results is a matter of
further study.
The third question, which received the most attention, was about the existence of a
connection between neutrinos and dark matter. This turned into a question of whether
there is an interaction between neutrinos and dark matter and whether it is detectable,
with the main focus being on the latter. After an extensive review of the literature
was conducted, it was determined that the possibility of a dark MSW effect was under-
explored, with only one published work on the topic that only considered de-coherent
effects. This work replicated the previous work on the subject and extended it to include
coherent effects and scotogenic interactions, all with full consideration of the potential
issues involved. Therefore, this work may be considered the most thorough exploration of






The following appendix contains the code used to perform the θ13 extraction calculations.
Note that, in general, lines are ended by semi-colons (;). Many were split to fit the page.
A.1 Daya Bay Code




%This function gives the energy spectrum for emitted reactor
%anti-neutrinos. The only independent variable is the energy.
%%










%This portion produces the capture spectrum for inverse beta decay,




















%This combines the two.
nnu=SE.*sigmaIBD;
function [NNu]=nuespece(E,dm2,L)
%This function produces the argument that includes baseline




A.1.2 The Full Unreduced Function.
function [CHI]=DBChi(dm13,dm12,theta13,a,et1,et2,et3,et4,et5,et6,...
...al1,al2,al3,al4,al5,al6,ep1,ep2,ep3,ep4,ep5,ep6)
%This builds the chi-squared function for Daya Bay. The free
%variables are the mass-differences squared, the mixing angle and,
%the pull terms.
%%
%This section inputs the various parameters. omij is the fractional
%contribution to detector i from reactor j while Lij is the baseline.
%N0x is the expected number of anti-neutrinos detected at detector x
%assuming no oscillations while Mx is the number of anti-neutrinos


















































































































%This section builds the energy dependence. The lower limit was
%determined to be approximately the lowest value at which a real
%valued result would be produced for all of the numbers while the
%upper limit is beyond the point at which the energy spectrum





















































































































%This section constructs the theoretical prediction for each
%detector. Daya Bay combines all of the reactor contributions into
















































































%This function performs the minimization of the Daya Bay function
%given the mass-squared differences (dm13 and dm12); the number of
%minimizations to be collected (N); the scale factor of the random
%inputs (q) and, the accuracy level required for a minimization to












if Chi <= acc















A.1.3 First Reduced Function Coding
function [CHI]=DBChid1(dm13,dm12,theta13,a,et,...
...al1,al2,al3,al4,al5,al6,ep1,ep2,ep3,ep4,ep5,ep6)


















































































































































































































































































































if Chi <= acc
















A.1.4 Second Reduced Function Coding
function [CHI]=DBChid2(dm13,dm12,theta13,a,et,...
...al1,al2,al3,ep1,ep2,ep3,ep4,ep5,ep6)















































































































































































































































































































if Chi <= acc
























































































































































































































































































































if Chi <= acc

















A.2.1 Full Function Coding
function [Chi]=renochi(theta13,dm13,a,e1,e2,b1,b2,f1,f2,f3,f4,f5,f6)
%This builds the chi squared function for RENO. The independent variables
%are the mixing angle, the mass difference squared and, the pull terms.
%%
%This section contains the parameters relating to the experimental results.
%The Nxe0 values are the prediction for detector x assuming no
%oscillations. Ne0ij is the contribution of this amount to detector j from
%reactor i. Lij is the distance from reactor i to detector j. sigmad is
%the uncorrelated uncertainty for each detector, sigma r is the
%uncorrelated uncertainty for each reactor and, sigmabx is the uncorrelated



































%This section builds the energy dependence. Nnu is the normalization
%factor. NNuij is the energy weighting for the flux from reactor i to
















%This section constructs the probability weighting for the total neutrino
%flux, which is the portion that includes the mixing angle. Pdrij is the















%This section weights the expected flux with the probability, each for























%This function converts the function renochi into one with a vector





%This function actually performs the minimisation using as inputs the
%mass difference squared from MINOS, the number of minimisations to be
%performed, the scale factor for the random inputs (see below) and, the
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while s < N
rng(’shuffle’);
ter=q*rand(12,1);
%Random inputs are used because an initial guess is required for the
%fminsearch algorithm.
[X,Chi]=fminsearch(bannana,ter,option);
if Chi <= acc
















A.2.2 Reduced Function Coding
function [Chi]=renochiden(theta13,dm13,a,e,b1,b2,f)
%This builds the simplified chi squared function for RENO. The independent
%variables are the mixing angle, the mass difference squared and, the
%averaged pull terms. This code is identical to the code for the full














































































Mixing Modulation by Dark Matter Code
This appendix contains the programming related to the matter effect calculations. Note
that, in general, lines are ended by semi-colons (;). Many were split to fit the page.
B.1 Matter Effect Functions

















Note: The preceding matrix is edited from the version used for clarity.
PMNST=PMNS’;
H1=1.267*sqrt(2)*10^6*Pot;




































Note: The preceding matrix is edited from the version used for clarity.
PMNST=PMNS’;
H1=1.267*sqrt(2).*10.^6*Pot;

















































B.1.3 Coherent Mass State Function
function [Pe,Pu,Pt]=menunhsurprobtoteVpot...
...(L,E,dm12,dm13,fe,fu,ft,V11,V12,V13,V21,V22,V23,V31,V32,V33)
%Note that E is in MeV and L is in m.
Pot=[V11,V12,V13;V21,V22,V23;V31,V32,V33];
H1=1.267*sqrt(2)*10\^6.*Pot;
































































This section contains the programs that used the previously mentioned functions to pro-
duce the plots.

























































































































%title(’D_{\tau} with E=10 EeV’,’FontSize’,24)
colorbar
%surf(Dt)
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