Abstract. In this paper, we first construct a three-layer (one hidden layer) multilayer back propagation neural network (BPNN) model to forecast daily closing prices of stocks, but there are considerable errors between the actual values and predicted values. Then, to get better prediction results with higher accuracy, we fit the tendency of the errors by modeling a generalized autoregressive conditional heteroscedasticity (GARCH) model. Since it can better deal with the non-linearity and other characteristics of financial data, so the predictive effect of our method is better than that of the hybrid approach of BPNN and autoregressive integrated moving average (ARIMA) model. Finally, we verify this assertion through experimental results.
Introduction
Stock price prediction attracts the attention of many scholars, and a lot of stock price forecasting methods have been put forward. Stock price forecasting methods mainly contain the following two kinds, one is statistical analysis method, and the other is machine learning approach.
In all statistical analysis methods, the prediction method with more frequency is autoregressive integrated moving average (ARIMA) model used in [1] . It is worth mentioning that ARIMA model is suitable for data modeling of stationary and linear time series. However, literature [2] points out that the time series consisting of the stock market data are highly nonlinear and complex. This means that ARIMA model likely prevents jailbreaking to show changing properties of the time series in this case. Thus, machine learning approaches have been widely used to deal with chaotic nature of financial time series, such as back propagation neural network (BPNN) [3] , support vector machines (SVMs) [4] , and so on. Moreover, literature [4] not only indicates that BPNN and SVMs can be well applied to make the financial time series prediction, but also explores the applicability of BP neural network and SVMs to the problem of financial prediction. Additionally, literature [5] reveals that the stock price prediction effect of BPNN model is better than that of ARIMA model through experimental results.
We consider using the BPNN model to forecast stock price in this paper. However, BPNN is easy to trap in local minimum, which seriously affects prediction performance of the network. For improving the prediction accuracy, scholars have thought of combining statistical analysis with machine learning. For instance, a hybrid approach of BPNN and ARIMA is proposed to forecast stock trend in [6, 7] , and a hybrid approach of BPNN and GARCH model is proposed to forecast price volatility [8, 9] , Meanwhile, they also verify the validity of the hybrid approach through experimental results in [6, 7, 8, 9] . Furthermore, literature [6] shows that compared with using the ARIMA model to predict the stock price first and then the BPNN to model the prediction error, using the neural network to forecast the stock price first and building ARIMA model of the prediction error can obtain better prediction effect. Literature [7] uses BPNN, ARIMA model and exponential smoothing model to make stock price prediction simultaneously, and it takes the weighted average of the three model predictions as the final predicted values. Literature [8] and [9] use the GARCH model to forecast the stock price first and then the BPNN to model the output of the GARCH model and other indexes.
In this paper, we first construct a three-layer (one hidden layer) multilayer neural network model trained with back propagational algorithm to forecast the closing prices of stocks, but there are considerable errors between the actual values and predicted values. Then, to getter better prediction accuracy, we next consider to fit the tendency of the errors by modeling affective GARCH model, this is different from the ARIMA model used in [6] . Moreover, differing from the price volatility forecasting [8, 9] , we consider predicting stock price. Finally, we make a comparative analysis between our method and the method proposed in [6] through experimental results. The content of this paper can be listed as follows. In section 2, we describe the methodology used in this paper. In section 3, we give the experimental results. In section 4, we present some concluding remarks.
Methodology

Back Propagation Neural Network (BPNN).
The typical three-layer multilayer BPNN successively is composed of the input layer, one hidden layer and the output layer [3] . Each layer is comprised of multiple nodes, and the number of nodes can be chosen according to design needs. Let us assume that input nodes are x i , i{1,2,,m}, hidden nodes are h j , j{1,2,,s}, and output nodes are y k , k{1,2,,n}. Then, when the actual outputs are z k , k{1,2,,n}, the BP algorithm can be formulated as the output of j th node in the hidden layer:
(1) the output of k th node in the output layer:
(2) the mean square errors: (3) weights updating: (4) (5) where the arguments t+1 and t are on behalf of the next and the current training step,  ij and  jk are connection weights, a j and b k are the threshold values for i{1,2,,m}, j{1,2,,s}, k{1,2,,n}, and  is the learning rate, which is a constant. In this paper, we adopt Sigmoid function as the activation function f(·).
Autoregressive Integrated Moving Average (ARIMA) Model
The ARIMA (p, d, q) model can be effectively built by determining the autoregressive (p), the difference (d) and moving average (q) parameters [7] , where the difference (d) is determined by the order of difference needed for time series stabilization, the autoregressive (p) and moving average (q) are respectively determined truncated orders of partial autocorrelation coefficient and autocorrelation coefficient of stationary time series. Let {e t } denote stationary time series, the ARIMA (p, 0, q) has the following form: (6) where  i ,  j and  are parameters to be evaluated for i{0,1,2,,p}, j{0,1,2,,q}, and { t } are independent identically distributed random errors with the mean equaling to zero. We determine a better model by choosing relatively small Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC), relatively high adjusted R square ( 2 ).
Generalized Autoregressive Conditional Heteroscedasticity (GARCH) Model
Let {e t } denote the time series with ARCH effect. As shown in [8] and [9] , the GARCH (p, q) model has been widely used to model financial time series, and it has the following form:
where q, p, ,  0 ,  I and  j are parameters to be evaluated for i{0,1,2,,q}, j{0,1,2,,p}. Generally,  i ,  j >0 and are needed to ensure the stability in the GARCH model.
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Experimental Results
The daily trading data (from September 2, 2016 to September 26, 2018) of Kweichow Moutai (600519) and Shanghai Stock Price Index (999999) are obtained by using Tushare, which is a Python package specially providing financial data. The training dataset consists of data from September 2, 2016 to September 4, 2018, and the test dataset consists of data from September 5, 2018 to September 26, 2018. In our model, we use the trading data as the input vector, consisting of the opening price, highest price, lowest price, closing price and trading volume of each stock, and the closing price of following day is taken as the output.
We firstly take the logarithm of the ratio of two adjacent days (eg. r t =ln(p t /p t-1 )) to eliminate the impact of units of measurement and trends embedded in the data. Then, the training parameters were set as follows: =0.16 and epoch size=4000. Meanwhile, the numbers of nodes in the hidden layer are 12 and 9 for Kweichow Moutai (600519) and Shanghai Stock Price Index (999999) after many experiments, respectively. Finally, the network was tested with the data set to estimate its prediction performance by using mean absolute error (i.e. MAE= k=1 n |z k -y k |/n), and the predicted results are shown in the Fig. 1. (a) Kweichow Moutai (600519) (b) Shanghai Stock Price Index (999999) Fig. 1 The comparison between actual values and predicted values of BPNN As shown in Fig. 1 , we can see that there exists a certain error between actual values and predicted values. Then, we respectively adopt ARIMA model and GARCH model to fit the trend of forecasting errors for improving the accuracy of closing prices prediction, and the corresponding models are named as BPNN-ARIMA and BPNN-GARCH. After many experiments, we construct both the ARIMA (0, 2, 2) model and GRACH (1, 1) model for the error data of Kweichow Moutai (600519) and Shanghai Stock Price Index (999999), respectively. Moreover, the predicted results of BPNN-ARIMA and BPNN-GARCH are respectively shown in the Fig. 2 and Fig. 3 . By comparing Fig. 2 and Fig. 3 , we can find that the prediction effect of BPNN-GARCH is better than that of BPNN-ARIMA. In order to compare the prediction performance of these three models, we show the experimental results in Table 1 and Fig. 4 . Fig. 4 The comparison between actual values and predicted values of these three models From the empirical results presented in Table 1 and Fig. 4 , all three models can achieve good forecasting effect by judging from the prediction error of these models, but we can observe that the forecasting accuracy level of the BPNN-GARCH model compared with that of both BPNN model and BPNN-ARIMA model is more effective. Meanwhile, the performance of BPNN-GARCH model is better than both BPNN model and BPNN-ARIMA model in terms of forecasting accuracy on many occasions from the test data.
Conclusions
In this paper, we construct a BPNN-GARCH model for predicting the daily closing prices of Kweichow Moutai (600519) and Shanghai Stock Price Index (999999). The BPNN-GARCH model is first constructing a three-layer (one hidden layer) multilayer neural network model trained with back propagational algorithm and then building a generalized autoregressive conditional heteroscedasticity (GARCH) model to fit the tendency of the forecasting error between the actual values and predicted values. Trough experimental results, we find that the predictive effect of our hybrid model is superior to that of the typical BP neural network. Meanwhile, compared with using the ARIMA model to fit the forecasting error [6] , our hybrid model has better predictive effect. The reason is that the GARCH model can better deal with the non-linearity and other characteristics of financial data, and we verify this assertion by using experimental results.
