An algorithm for the identification of nonlinear systems which can be described by a model consisting of a linear system in cascade with a non-linear element followed by another linear system in a unity negative feedback loop is presented. Cross-correlation techniques are employed to identify the system in terms of the individual linear and non-linear subsystems. Parameterisation of both the linear and nonlinear elements is discussed and the results of a simulation study are included to demonstrate the validity of the algorithm.
Introduction
Although a large class of non-linear systems can be characterized by the functional Volterra ~e r i e s~,~.~, identification techniques based on this representation provide a black-box description which gives very little insight regarding the structure of the process under investigation. For systems which are composed of linear subsystems and memoryless non-linearities the Volterra kernels can often be factored and related to the components of the original system. Ideally, identification should be in terms of these individual elements of the system such that the structure of the process is preserved and the error which results when a system is characterized by a truncated Volterra series is avoided. 4, 5, 6, 7, 8, 9, 10, 11 have studied the identification of non-linear open-loop systems consisting of cascade connections of linear dynamic and static non-linear elements but the identification of such systems under unity feedback appears to have been largely neglected. Characterization of non-linear feedback systems using Wiener G-functionals can of course be readily achieved using the technique of Lee and Schetzen12 but a truncation error will be incurred and the structure of the original system is lost. In the present study an identification algorithm which provides estimates of the component subsystems for a class of non-linear feedback systems and which preserves the structure of the original process is presented. The class of systems considered includes systems which can be described by a general model, consisting of a linear system in cascade S. Y. Fakhouri Department of Control Engineering University of Sheffield Mappin Street Sheffield S1 3JD England with a static non-linearity and a second linear element, under unity feedback. The algorithm represents an extension of previous researchl09l3 which showed that when the input belongs to the class of separable processes identification of the linear and non-linear elements in the general model can be decoupled using correlation analysis.
Several authors
A brief review of the theory of separable processes is presented in the next session and the identification of open loop systems which can be described by a general model is summarised in section 3.
In section 4 the Volterra series representation of non-linear unity feedback systems is derived and the Volterra kernels are related to the component subsystems of the original process. An algorithm for the identification of the component subsystems is presented in section 5 using the results derived in previous illustrate the validity of the algorithm.
sections. Simulated examples are included to
Separable Random Processes
The statistical properties of a stationary random process after transmission through an instantaneous non-linear device has been studied by several authors. Bussgang14 has shown that for two Gaussian signals the cross-correlation function taken after one of them has undergone non-linear amplitude distortion is proportional to the cross-correlation function taken before the distortion. This result was extended by Luce15 and later generalised by Nuttall16 to include all inputs which belong to the separable class of random processes.
Let p(a,B;T) be the joint probability density function for the two stationary random processes a(t) and B(t), and define m g(5,r) = j p(a,B;r)da
If the g-function separates as
then a(t) is separable with respect to B(t) .
Contrary to Nuttall's original definition, equation (2) includes both the a.c. and d.c. components of the signal13; this definition simplifies the analysis in later sections.
F o r t u n a t e l y , t h e s e p a r a b l e c l a s s of random processes i s f a i r l y wide and includes the Gaussian process , s i n e wave process, phase or frequency modulated process, squared Gaussian process etc.
Previous research13 has
s h m t h a t N u t t a l l ' s r e s u l t s c a n n o t i n g e n e r a l be extended to include s e p a r a b i l i t y u n d e r l i n e a r t r a n s f o r m a t i o n .
HOWe v e r , i f a ( t )
is Gaussian and separable with respect to B(t) i t i s also separable with respect to the output of any l i n e a r f i l t e r w i t h B ( t ) a s i n p u t .
By a n a l y s i n g t h e s y s t e m i l l u s t r a t e d i n F i g . 1 , where F[.] i s t h e t r a n s f e r c h a r a c t e r i s t i c of an instantaneous non-linear element, Nuttall16 proved . . a * ....
t h a t t h e s e p a r a b i l i t y of x l ( t ) w i t h r e s p e c t t o x 2 ( t ) i s a n e c e s s a r y a n d s u f f i c i e n t c o n d i t i o n f o r the invariance property to hold where CF i s a constant. When x l ( t ) = x 2 ( t ) = x ( t ) which i s a separable process equation ( 3 ) relates the input-output crossc o r r e l a t i o n f u n c t i o n t o t h e i n p u t a u t o c o r r e l a t i o n function where CFx i s given by Provided x ( t ) i s s e p a r a b l e w i t h r e s p e c t t o x l ( t ) = x 2 ( t ) = x ( t ) t h i s r e s u l t can be extended13 t o i nclude the case when the top lead in Fig.1 contains a square l a w device,
Before non-linear feedback systems can be considered i t i s n e c e s s a r y t o e s t a b l i s h a n i d e n t ification procedure1°*13 for the open-loop system i l l u s t r a t e d i n F i g . 2 . T h i s s y s t e m w i l l b e r e f e rr e d t o a s t h e g e n e r a l model and c o n s i s t s of a linear system h (t) in cascade with a zero-memory non-linear element 1
and another linear system h ( t ) . 2
From the Convolution theorem and where Q ( t , r ) i s a f u n c t i o n of t and T~ only and i s defined13 as
Combining equations (9) and (10) 
The v a l i d i t y of t h e i n v a r i a n c e p r o p e r t y f o r the non-linear element in Fig.2 can be established u s i n g t h e r e s u l t s of t h e p r e v i o u s s e c t i o n . Thus p r o v i d i n g u l ( t ) i s s e p a r a b l e b o t h w i t h r e s p e c t t o u ( t ) and u n d e r l i n e a r t r a n s f o m~a t i o n l~. (14) , (15) and (16) , 0, , (E) can be expressed as 1 2 d8drl (17) For the special case when u l ( t ) = u ( t ) , u z ( t ) = u ( t ) + b , p r a c t i c a l r e a l i z a t i o n o f a zero mean Gaussian white process with a s p e c t r a l d e n s i t y of 1 w a t t / c y c l e {/+,,(t)dt = 1 ) and b, i s a non-zero mean l e v e l , equation (17) Providing the linear subsystem h ( t ) i s s t a b l e , bounded i n p u t s bounded o u t p u t s , &FG i s a f i n i t e constant and equation (18) i s v a l i d .
F o l l o w i n g t h e d e r i v a t i o n o f t h e f i r s t o r d e r c r o s s -c o
r r e l a t i o n f u n c t i o n , a n e x p r e s s i o n f o r t h e second order correlation function can be obtained using the invariance property of
i s separable with r e s p e c t t o u , ( t ) . F o r t h e s p e c i a l c a s e when u,(t) = u ( t ) , 9 ( t ) = u(t)+b where u(t) i s t h e p r a c t i c a l r e a l i z a t i o n of a zero mean white Gaussian process, it c a n r e a d i l y b e s h m 1 3 t h a t
The constant CbG can be evaluated by expanding
Inspection of equations (18) and ( A least squares algorithm which decomposes equations (18) and (21) to provide unbiased estimates of the pulse transfer f u n c t i o n s a s s o c i a t e d w i t h t h e i n d i v i d u a l l i n e a r subsystem impulse res onse has been derived in a previous publicationlg.
Once t h e l i n e a r s y s t e m s h a v e b e e n i d e n t i f i e d e s t i m a t e s o f t h e c o e f f i c i e n t s in the polynomial representation of the nonl i n e a r i t y can be r e a d i l y computed.
Analysis of Non-linear Feedback Systems
The i d e n t i f i c a t i o n p r o c e d u r e d e v e l o p e d i n t h e previous section can be applied to unity feedback non-linear systems i f t h e form of the Volterra k e r n e l s c a n b e r e l a t e d t o t h e component subsystems of the original process. This can be achieved by ap lying the operator calculus developed by GeorgeP7. Consider the u n i t y f e e d b a c k n o n -l i n e a r s y s t e m i l l u s t r a t e d i n Fig.3 and the equivalent open loop system where -A i s a non-linear system with a k n m f u n c t i o n a l * # -L C expansion. Using the notation of George 17
equation (23) can be expressed as
Since +, and a r e t h e sunm of homogeneous f u n c t i o n a l o p e r a t o r s , e q u a t i o n (26) can be rew r i t t e n as where the sumnation i s taken over a l l t h e i n t e g e r s il, i2...i:Q such that i +i +. . .i = 1 and lci <a . 
From equations (24) and (30) the second and t h i r d o r d e r k e r n e l s a r e e v a l u a t e d a s
When the non-linear system

A h a s t h e s t r u c t u r e of the general model a s i l l u s t r a t e d i n F i g . 4 where B(t) and C(t) are stable bounded-inputs bounded
George17 has shown that the input-output r e l a t i o n i s unique f o r t h i s c l a s s o f f e e d b a c k system.
. I d e n t i f i c a t i o n o f t h e L i n e a r E l e m e n t s
The V o l t e r r a s e r i e s e x p a n s i o n of t h e g e n e r a l model under unity feedback, equations (36) and (37), can be represented as shown i n F i g . 5 .
L . . .
/ ' ."
Although the series i s an i n f i n i t e o p e r a t o r s e r i e s t h e known s t r u c t u r a l form of t h e f i r s t two kernels can be exploited to develop an i d e n t i f i c a t i o n algorithm which i d e n t i f i e s t h e s y s t e m i n t e r m s o f the individual subsystems, C(t), B(t)
and F , and thus avoids the truncation error associated with a f i n i t e V o l t e r r a s e r i e s r e p r e s e n t a t i o n .
I f t h e V o l t e r r a e x p a n s i o n i n F i g . 5 i s truncated to 'n' terms the output z2(t) can be expressed as n where w j ( t ) i s t h e c o n t r i b u t i o n o f t h e j ' t h k e r n e l t o t h e o u t p u t Define the output cross-correlation function n
Inspection of equations (381, (39) and (40) shows t h a t f o r a given functional form of u2(t) the form of the term$ Consider the situation when u l ( t ) = u ( t ) , uz(t) = ( u ( t ) + b ) , where u ( t ) i s t h e p r a c t i c a l r e a l i z a t i o n of a zero mean white Gaussian process and b is a non-zero mean l e v e l .
From equations (12), (40) and (42)
G (a) t h e f l r s t o r d e r V o l t e r r a k e r n e l g i v e n by e q u a t i o n ( 3 7 ) .
S i n c e t h e i d e n t i f i c a t i o n w i l l normally be performed with the aid of a d i g i t a l computer equation (37) can be expressed as
t h e p a r a m e t e r s i n Ng (2-l) and Dgl(z-l) equation
Using a least s q u a r e s r o u t i n e t o e s t i m a t e (44) can be rearrang4d t o p r o v i d e estimates of the numerator and denominator By f i l t e r i n g t h e o u t p u t d a t a za , j = 1,2..n, w i t h t h e estimate {l+ylC(z )B(z ) I t h e k e r n e l s in equation (36) where t h e s u b s c r i p t r i s used t o s i g n i f y t h e r e d uced kernels. The second order cross-correlation functions $I ( a ) , j = 1,2..n, can then be u w ' . r1 evaluated using the prgcedure of equation (42), where w ' ( t ) = w (t)-w ( t ) . r j rj r j Inspection of Fig.5 shows that the reduced second order Volterra kernel has the structure of t h e g e n e r a l mode110*13 where F{-) = y2(.)2.
Defining €I1 = ?*E1 = E* [L-cl] , and using the r e s u l t s f o r t h e g e n e r a l model equation (21), t h e second order cross-correlation function of the output of the second kernel i s
where C ' -FFG - ' 2 If equation (49) i s e v a l u a t e d i n d i s c r e t e time estimates o f t h e p a r a m e t e r s i n t h e p u l s e t r a n s f e r f u n c t i o n (49) can be obtained using least squares.
An estimate of the pulse transfer functions of the component l i n e a r s u b s y s t e m !~1 B ( z -l ) and !J~C(Z-') can be obtained by decomposing t h e r e s u l t s of equations (45) and (50) using a m u l t i s t a g e least squares algorithm derived previously", where p1 and u2 a r e c o n s t a n t s .
Thus by computing t h e f i r s t o r d e r c o r r e l a t i o n f u n c t i o n f o r t h e f i r s t V o l t e r r a k e r n e l and t h e second order correlation function for the second V o l t e r r a k e r n e l and e x p l o i t i n g t h e s t r u c t u r a l f e a t u r e s o f t h e s e e s t i m a t e s t h e i n d i v i d u a l l i n e a r subsystems in Fig.4 can be estimated to within c o n s t a n t s c a l e f a c t o r s . N o t i c e t h a t i f t h e o u tput of the feedback system Fig.4 i s corrupted by a n a d d i t i v e n o i s e p r o c e s s n ( t ) , p r o v i d i n g t h i s i s s t a t i s t i c a l l y i n d e n d e n t o f v ( t )
, then E[u(t-a)v(t)l = E$'(t-ah(t) = 0 V u and t h e r e s u l t s o f e q u a t l o n s ( 4 1 The second order Volterra kernel can b e s y n t h e s i s e d u s i n g t h e e s t i m a t e s o f t h e l i n e a r subsystems where
and W2(t) = y 2 ' g2,"[u2(t)]
By d e f i n i t i o n
where $ (a) has been estimated using equation ( 4 2 ) . I n t r o d u c i n g a n e s t i m a t i o n e r r o r e ( 0 ) and considering N points of the sampled crossc o r r e l a t i o n f u n c t i o n s i n e q u a t i o n ( 5 3 ) uw2 -w2
and a least squares estimate of y 2 ' can be computed as
Following the same u r o c e d u r e f o r t h e t h i r d
Zadeh. L.D., "A c o n t r i b u t i o n t o t h e t h e o r y o f
Simulation Results
The identification procedure outlined above was used t o i d e n t i f y a general model consisting of a linear system B(z-1) = 0 . 2 z -1 / ( 1 -0 . 8 8~-~) i n cascade with a non-linear element y(t) = x ( t ) + 0 . 4~2 ( t ) + 0 . 2~3 t ) and another linear system ~(~-1 ) = 0.3z-f(1-0.7~-1) in a u n i t y n e g a t i v e feedback loop.
The system response was recorded f o r e i g h t l e v e l s of i n p u t , a i u 2 ( t ) , 
Conclusions
An a l g o r i t h m f o r t h e i d e n t i f i c a t i o n of nonlinear unity negative feedback systems in terms of t h e i n d i v i d u a l component subsystems has been presented.
When t h e i n p u t i s separable and comp r i s e s t h e summation of a m u l t i l e v e l white Gaussian process and a non-zero mean t h e i d e n t if i c a t i o n of t h e l i n e a r and non-linear elements can be decoupled using correlation analysis. Estimates of the linear subsystem pulse transfer functions can then be obtained using a m u l t i s t a g e l e a s t s q u a r e s a l g o r i t h m and t h e c b e f f i c i e n t s i n the polynomial representation of the non-linear element can be readily computed.
A l t h o u g h t h e a l g o r i t h m u t i l i z e s t h e s t r u c t u r a l p r o p e r t i e s o f t h e f i r s t two k e r n e l s i n t h e V o l t e r r a series expansion for this class of system, charact e r i z a t i o n i n t e r m s of t h e s e k e r n e l s i s avoided and t r u n c a t i o n e r r o r s a r e n o t i n c u r r e d . I d e n t if i c a t i o n i n t e r m s of the individual elements of the original system permits the components t o be s y n t h e s i s e d i n a manner which preserves the system e t r u c t u r e and provides valuable information for control. This approach overcomes many of the disadvantages associated with black-box identification techniques and provides a very concise desc r i p t i o n of the process.
