We introduce the completely positive rank, a notion of covering dimension for nuclear C
Introduction
The theory of C * -algebras is often regarded as noncommutative topology, mainly because any abelian C * -algebra is completely determined by its spectrum, a locally compact space. So C * -algebras might be thought of as noncommutative topological spaces and this point of view has been very fruitful, especially since the introduction of methods from algebraic topology (such as Ext or K-theory) to C * -algebra theory.
It is thus natural to look for invariants of topological spaces which can be defined analogously for C * -algebras. A good candidate for such an invariant
INTRODUCTION
certainly is topological covering dimension and there have been several successful approaches in this direction, especially the stable and the real rank, introduced by Rieffel and by Brown and Pedersen, respectively . It is the aim of these notes to introduce another version of covering dimension, this time for nuclear C * -algebras.
It is well-known that a C * -algebra A is nuclear if and only if it has the completely positive approximation property, i.e. the identity map on A can be approximated by completely positive contractions of the form A An important step towards a better understanding of such systems of c.p. approximations certainly is the notion of generalized inductive limits and (strong) N F algebras introduced by Blackadar and Kirchberg. The present paper might also be viewed as a step in that direction, for we use special structural properties of c.p. approximations to obtain a topological invariant.
The triples (F k , ψ k , ϕ k ) may be thought of as analogues of open coverings of spaces and, imposing a certain condition on the ϕ k , can be used to define the completely positive rank of A, cpr A, our notion of noncommutative covering dimension.
As one would expect from a generalized dimension theory, for commutative C * -algebras C 0 (X) we have cpr (C 0 (X)) = dim X, where dim X denotes ordinary covering dimension of the spectrum. The completely positive rank behaves nicely with respect to direct sums, quotients, ideals and inductive limits, i.e. cpr (A ⊕ B) = max(cpr A, cpr B), cpr (A/J) ≤ cpr A, cpr J ≤ cpr A and cpr (lim → A k ) ≤ lim cpr A k .
AF algebras, which are inductive limits of finite-dimensional (in the vector space sense) C * -algebras, are easily seen to have completely positive rank zero, but it turns out that conversely cpr A = 0 implies that A is AF .
It is not hard to see that AT algebras have completely positive rank smaller than one. In particular Bunce-Deddens algebras and irrational rotation algebras are on-dimensional, just as Blackadar's simple unital projectionless C * -algebra.
As we pointed out before, the completely positive rank of a commutative C * -algebra is equal to the covering dimension of its spectrum. One might ask if this also is the case in more general situations, e.g. for continuous trace algebras. It turns out that in fact cpr A ≤ dimÂ for any continuous trace algebra A. If the dimensions of the irreducible representations of A are (at least locally) bounded, then for the strong completely positive rank we even have equality.
We also compare the completely positive rank to other concepts of noncommutative covering dimension such as stable, real, analytic and tracial rank. Although we do not have general results, our examples show that the completely positive rank does not coincide with any of these other concepts; it might well be that it dominates the real and the stable rank.
The paper is organized as follows. First we give a brief survey of completely positive maps and nuclear C * -algebras. In Section 1.3 we have collected a number of technical results on positive elements and projections which will be needed later.
Section 2 recalls the notion of topological covering dimension and some several well-known results. We slightly modify the notion of the order of an open covering and give another characterization of covering dimension, which motivates the introduction of the completely positive rank in Section 3.
There we note some basic features of the theory and show that, for commutative C * -algebras, it coincides with covering dimension of the spectrum.
Section 4 is concerned with the zero-dimensional case; 4.1 contains an explicit description of maps of strict order zero and in 4.2 we prove that a C * -algebra has completely positive rank zero if and only if it is AF .
Next we recall some facts on continuous trace algebras and show that cpr A ≤ dimÂ for such C * -algebras.
The completely positive rank is compared to other concepts of non-commutative covering dimension in Section 6.
Finally, in Section 8 we note some open questions related to the completely positive rank and very roughly outline possible variations of the concept.
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1. C * -algebra preliminaries
Completely positive maps
For the convenience of the reader we give a brief survey of completely positive maps. A good general reference is [Pa] .
1.1.1 A linear map ϕ : A → B between C * -algebras is called positive, if ϕ(A + ) ⊂ B + ; it is then automatically * -preserving. ϕ is n-positive, if the induced map
is positive, and completely positive (c.p.), if it is npositive for all n ∈ N. If A and B are unital and ϕ(1 A ) = 1 B , we say ϕ is unital completely positive (u.c.p.).
C * -ALGEBRA PRELIMINARIES
It makes sense (and will be useful) to allow also completely positive maps between operator systems, i.e. unital self-adjoint linear subspaces of unital C * -algebras (or even between operator spaces, i.e. linear subspaces of C * -algebras).
Clearly, all * -homomorphisms are completely positive. If ϕ : A → B is c.p. and h ∈ B, then the map ϕ h ( . ) := h * ϕ( . ) h is c.p. as well. One has ϕ = ϕ (n) = lim λ ϕ(u λ ) , where (u λ ) Λ is some positive approximate unit for A with u λ ≤ 1 ∀λ ∈ Λ. We will deal almost exclusively with contractive (i.e. norm-decreasing) c.p. maps. 
The importance of completely positive maps largely comes from their characterization as compressions of * -homomorphisms given by Stinespring. We state Lance's version of this theorem ([La1] , Theorem 4.1), which does not assume A to be unital. The proof is a generalization of the GNS-construction. 
Remark: If ϕ is unital, V is an isometry and H may be regarded as a subspace of H ′ . With this identification we have ϕ(a) = p H π(a)p H , so indeed ϕ is a compression of a * -homomorphism.
1.1.5 Corollary: (cf. [BK1] , Corollary 4.1.3) Let A, B be C * -algebras and
1.1.6 Proposition: Let A, B be C * -algebras, ϕ : A → B completely positive contractive, x ∈ A with x ≤ 1 and such that ϕ(
Proof: This is a variation of [BK1] , Corollary 4.1.5. We may assume A and ϕ to be unital and B = B(H). By Stinespring's theorem we have that ϕ(a) = pπ(a)p ∀ a ∈ A, where π : A → B(H ′ ) is a * -representation and p ∈ B(H ′ ) is the
Note that the condition of the preceding proposition is fulfilled, if
1.1.7 We will also need Arveson's extension theorem, which says that, for any Hilbert space H, B(H) is injective in the category of operator systems with completely positive maps.
Theorem: Let Y ⊂ X be operator systems in some C * -algebra, ϕ : Y → B(H) a completely positive map. Then ϕ extends to a completely positive mapφ : X → B(H).
Nuclear C * -algebras
We recall the notion of nuclear C * -algebras and some structure results. For more information and for attributions see [La2] or [Wa] .
1.2.1
In general there are many C * -norms on the algebraic tensor product A⊙B of two C * -algebras but there is always a maximal and a minimal one. A is called nuclear, if for any B there is only one C * -norm on A ⊙ B, i.e. · max = · min .
Many of our stock-in-trade C * -algebras are nuclear:
• finite-dimensional C * -algebras
• abelian C * -algebras
• inductive limits of nuclear C * -algebras, in particular AF algebras
• continuous trace C * -algebras
• extensions of nuclear by nuclear C * -algebras
• ideals and quotients of nuclear C * -algebras
• tensor products of nuclear C * -algebras are all nuclear.
Definition:
We say that a C * -algebra A has the completely positive approximation property, if the following holds:
1. C * -ALGEBRA PRELIMINARIES For a 1 , . . . , a k ∈ A and ε > 0 there are a finite-dimensional C * -algebra F and completely positive contractions ψ : A → F and ϕ : F → A such that
We call the triple (F, ψ, ϕ) a c.p. approximation within ε for {a 1 , . . . , a k }. A system of c.p. approximations for A is a net ((F λ , ψ λ , ϕ λ )) Λ of c.p. approximations such that ϕ λ ψ λ → id A pointwise.
We will almost exclusively deal with separable C * -algebras, thus it will always suffice to consider systems with index set Λ = N.
1.2.3 Remarks: (i) This definition will be crucial for our notion of noncommutative covering dimension: In Definition 3.3 we will replace open coverings of order n (cf. Definition 2.1) by c.p. approximations (F, ψ, ϕ) together with an extra condition on ϕ.
(ii) Instead of studying a nuclear C * -algebra it is as good to analyze the properties of its systems of c.p. approximations. One approach in this direction is the notion of generalized inductive limits (and that of (strong) N F algebras) introduced by Blackadar and Kirchberg in [BK1] . The present paper should also be viewed as an attempt to study the fine structure of nuclear C * -algebras in terms of systems of c.p. approximations.
1.2.4
We then have the following characterization of nuclearity (cf. [Wa] , Propositions 2.1 and 2.2):
Theorem: A C * -algebra A is nuclear if and only if it has the completely positive approximation property. 
In this case we also write h
1.3.2 Recall that elements x, y in a C * -algebra A are said to be orthogonal,
Any ideal in A automatically is hereditary. If B has a strictly positive element h (or, equivalently, if B is σ-unital), then B = hBh = hAh. On the other hand, if h ∈ A + is any positive element, then hAh ⊂ her A and h is strictly positive for hAh. We write A h for hAh; note that, if h happens to be a projection, then hAh = hAh. If a, b ∈ A + , then a ⊥ b if and only if A a ⊥ A b .
Proposition
2 one has p − c < 4ε. Proof: This is an argument used frequently in K-theory, cf. e.g. [We] , Lemma 5.
is continuous on σ(h) and p := g 1 2 (h) is a projection satisfying
and one has
Then there is a projectionp ∈ A withp ⊥ q and p − p ≤ 14δ.
Furthermore we have
and by Proposition 1.3.5 there exists a projectionp ∈ C * (h) ⊂ A satisfying p − h ≤ 12δ, thus p − p ≤ 14δ. Obviouslyp ⊥ q. P 1.3.7 Proposition: Let p, q be projections in a C * -algebra A with p − q < η ≤ 1 4 . Then there is a partial isometry s ∈ A such that s * s = p, ss * = q and s − p < 4η.
Proof: This basically is [Cu3] , Lemma 2.2. If necessary, we adjoin a unit to A. Define symmetries x := 2p − 1 and y := 2q − 1, then there is h ∈ A sa with σ(h) ⊂ (−π, π) such that xy = e ih . Also, one readily checks that 1 − xy < 4η. Set u := e − ih 2 , then it is not hard to see that u − 1 < 4η as well. As in [Cu3] , Lemma 2.2, one checks that uxu * = y, thus upu * = q and u * qu = p. Set s := up ∈ A, then s * s = p, ss * = q and
P
We close with some simple technical observations which will be useful in Section 3. By U (M r ) we denote the unitary group of M r .
1.3.8 Lemma: (i) Let e 1 , . . . , e r ∈ M r be minimal projections such that the corresponding unit vectors ξ i ∈ C r are linearly independent. Then e 1 + . . . + e r is (positive and) 
, then there are unitaries u 1 , . . . , u r ∈ U such that u Proof: (i) If e 1 + . . . + e r is not invertible, then there is some η ∈ C r such that (in bra|-|ket notation), 0 = η|e 1 + . . . + e r |η = η|e 1 |η + . . . + η|e r |η .
But then η|e i |η = 0 ∀ i; in particular η is orthogonal to all the ξ i . We would thus have r + 1 linearly independent vectors in C r , a contradiction. (ii) follows from (i), for, since U is open, one can choose unitaries u 1 , . . . , u r in U such that u 1 ξ, . . . , u r ξ are linearly independent (where ξ denotes a unit vector corresponding to p). P 1.3.9 Remark: We shall use Lemma 1.3.8 frequently in the following context:
Let A, F be C * -algebras, F finite-dimensional and ϕ : F → A be c.p.c. Suppose M r sits in F as a hereditary subalgebra and
Consider minimal projections e,ē ∈ F such that e ∈ M r andē ⊥ M r . Then the lemma implies that there are unitaries u 1 , . . . , u r ∈ U such that h := u *
Topological covering dimension
In this section we recall the notion of topological covering dimension, describe some of the most important properties and give an equivalent characterization. See [Pe] and [En] for further information.
2.1
Recall the definition of the covering dimension of a topological space:
has an open refinement of order not exceeding n. We say dim X = n, if n is the least integer such that dim X ≤ n.
2.2
One of the original motivations for dimension theory was to find a distinguishing invariant for the Euclidean spaces R n ; in fact one has dim R n = n.
2.3
We shall also need the following result, often referred to as the countable sum theorem:
TOPOLOGICAL COVERING DIMENSION
Then X is compact and dim X ≤ n.
2.5
There is a nice characterization of zero-dimensional locally compact spaces (cf. [En] , Theorem 1.4.5):
Proposition: For a locally compact space X, the following are equivalent: (i) dim X = 0, (ii) X is totally disconnected, i.e. it has no connected subspace consisting of more than one point.
Example:
A typical example of a zero-dimensional space is the Cantor set C, which may be obtained by the classical middle thirds construction or as the cartesian product {0, 1}
N . It is typical in the sense that it is a universal space for all zero-dimensional second countable locally compact spaces, i.e. every such space can be embedded into C (cf. [En] , Theorem 1.3.15).
2.7
Our goal is to define an analogue of covering dimension for nuclear C * -algebras, using c.p. approximations. We could do this along the lines of Definition 2.1, but the resulting condition on the approximations would be somewhat unnatural. We therefore introduce another characterization of covering dimension, which is certainly well-known to topologists, although we could not find it in the literature. [Pe], Proposition 3.1.2) we may assume Λ to be finite and set k := |Λ|. Take a partition of unity (h λ ) Λ subordinate to (U ′ λ ) Λ and set
Definition: The strict order of a family
, 2.6 for an introduction to simplicial complexes). Let u λ be the vertices of ∆ k−1 and A λ be the open stars around u λ , λ ∈ Λ. Then U λ = h −1 (A λ ); as (U λ ) Λ has order less than or equal to n, we have dim K ≤ n (note that dim K = dimK, where dimK is the (combinatorial) dimension of the (abstract) simplicial complexK, the geometric realization of which is |K| ≈ K).
Let now Sd K be the barycentric subdivision of K with vertices v γ and open stars B γ , γ ∈ Γ (cf. [ES] 2.6).
Γ is a refinement of (U λ ) Λ ; (V γ ) Γ is of order less than or equal to n, as dim(Sd K) = dim K ≤ n. Note that (V γ ) Γ is of strict order not exceeding n if the following condition on Sd K holds: ( * ) for any distinct vertices v γ0 , . . . , v γn+1 of Sd K there exist indices i, j ∈ {0, . . . , n + 1} such that v γi and v γj do not sit in one and the same face of Sd K, i.e. v γi and v γj are not connected by an edge of Sd K.
The vertices v γ of Sd K are exactly the barycenters of simplexes s γ of K. But then v γ0 , . . . , v γq span a simplex in Sd K, if s γi is a face of s γi+1 in K for i = 0, . . . , q − 1, and every simplex in Sd K is of this form (cf. [ES] 2.6).
Let now v γ0 , . . . , v γq be distinct vertices of Sd K, such that v γi is connected to v γj by an edge in Sd K if i = j. But then dim s γi = dim s γj , because s γi is a proper face of s γj or vice versa. As 0 ≤ dim s γ ≤ n ∀γ, we have q ≤ n. Thus ( * ) holds and we are done. P
Completely positive rank
In this section we define the completely positive rank and deduce some basic properties. In particular we show that, for commutative C * -algebras, our theory coincides with covering dimension of the spectrum.
3.1 As we already pointed out, we regard a c.p. approximation (F, ψ, ϕ) for a nuclear C * -algebra A as an analogue of an open covering. The strict order of such a c.p. approximation is then expressed as a condition on ϕ:
We say a set {e 0 , . . . , e n } ⊂ F is elementary, if the e i are mutually orthogonal minimal projections. b) A completely positive map ϕ : F → A is of strict order not exceeding n, ord ϕ ≤ n, if the following holds: For every elementary set {e 0 , . . . , e n+1 } ⊂ F there exist i, j ∈ {0, . . . , n + 1} such that ϕ(e i ) ⊥ ϕ(e j ).
3.2 Remarks: Let F be finite-dimensional, A = C 0 (X) for some locally compact space X and ϕ : F → A a c.p. contraction. (i) If F = C k for some k, then we have ord ϕ ≤ n if and only if the family of open sets
is of strict order n in the sense of Definition 2.7.
(ii) If ord ϕ ≤ n, then for every set {p 0 , . . . , p n+1 } ⊂ F of mutually orthogonal projections, we have ϕ(p 0 ) . . . ϕ(p n+1 ) = 0; this is equivalent to saying that
3. 3 We are now ready to define our notion of noncommutative covering dimension:
Definition: Let A be a C * -algebra. The completely positive rank of A is less than or equal to n, cpr A ≤ n, if the following holds: For a 1 , . . . , a k ∈ A and ε > 0 there exists a c.p. approximation (F, ψ, ϕ) for {a 1 , . . . , a k } within ε such that the strict order of ϕ does not exceed n. We say cpr A = n, if n is the least integer such that cpr A ≤ n.
3.4 Remark: cpr A < ∞ in particular implies the existence of c.p. approximations, thus A must be nuclear.
3.5
The next result says that, for a commutative C * -algebra, the completely positive rank is less than or equal to the covering dimension of the spectrum. We will see later that in fact they are equal.
Proposition:
Let X be a second countable locally compact space. Then
Proof: Let n := dim X and a 1 , . . . , a k ∈ C 0 (X) and ε > 0 be given. Choose a compact subset K ⊂ X such that |a i (x)| < ε 3 for x ∈ X\K and 1 ≤ i ≤ k. Then there is an open covering U 0 , . . . , U r of X with U 0 = X\K and such that |a i (x) − a i (y)| < 2 3 ε for x, y ∈ U j , ∀i, j (here we used that K is compact). Because dim X = n, there is a refinement (V l ) {1,... ,s} with the following properties:
.. ,s} has strict order no greater that n.
Take a partition of unity (h
.. ,s} has strict order less than or equal to n. Also,
We are now prepared to define
For x ∈ X we obtain for every i:
Therefore, cpr (C 0 (X)) ≤ n and the proof is complete. P 3.6 Remarks: (i) It follows from the proof that, if A is commutative, the approximating algebra F may be chosen to be C s for some s ∈ N. (ii) At the end of this section we will prove that in fact cpr (C 0 (X)) = dim X (Proposition 3.18).
3.7 Proposition: Let X be a second countable locally compact space and
Proof: It obviously suffices to approximate elements of the form a j ⊗ b j for a j ∈ C 0 (X), b j ∈ M r , j = 1, . . . , k. By Proposition 3.5 and Remark 3.6(i) there is a c.p. approximation (F, ψ, ϕ) within ε for {a 1 , . . . , a k } ⊂ C 0 (X) with n := ord ϕ ≤ dim X and F ∼ = C s for some s.
. . , e n+1 } ⊂ F be elementary, then each e i lives in a summand M r , because it is minimal. This means e i = p ei ⊗ q i , where p ei is a generator of C s and q i is a minimal projection in M r . If there are i, j ∈ {0, . . . , n + 1} such that p ei = p ej , then q i ⊥ q j because e i ⊥ e j , but then also (ϕ ⊗ id)(e i ) ⊥ (ϕ ⊗ id)(e j ). If the p ei are pairwise orthogonal, then, because ord ϕ ≤ n, there must be i, j ∈ {0, . . . , n + 1} such that ϕ(p ei ) ⊥ ϕ(p ej ), thus (ϕ ⊗ id)(e i ) ⊥ (ϕ ⊗ id)(e j ). Therefore ord (ϕ ⊗ id) ≤ ord ϕ and we are done. P 3.8 Remark: Proposition 3.7 will be generalized to continuous trace algebras in [Wi] . There we will also show that in fact cpr (C 0 (X) ⊗ M r ) = dim X.
3.9
It follows immediately from the definition of covering dimension that, for a closed subset K of some space X, dim K ≤ dim X. This carries over to the completely positive rank (note that quotients of unital C * -algebras correspond to closed subsets of compact spaces):
Proof: By the Choi-Effros lifting theorem 1.2.5, π has a completely positive contractive lift σ : B → A. Let b 1 , . . . , b k ∈ B and ε > 0 be given. Choose a c.p. approximation (F, ψ, ϕ) for {σ(b 1 ), . . . , σ(b k )} within ε with ord ϕ ≤ cpr A. Then (F, ψσ, πϕ) is a c.p. approximation of {b 1 , . . . , b k } within ε. ord (πϕ) ≤ ord ϕ, because π is a * -homomorphism, thus preserves orthogonality. Proof: Given (a 1 , b 1 ) , . . . , (a k , b k ) ∈ A ⊕ B, ε > 0, choose c.p. approximations (F A , ψ A , ϕ A ) and (F B , ψ B , ϕ B ) within ε for {a 1 , . . . , a k } and for {b 1 , . . . , b k }, respectively, such that ord (ϕ A ) ≤ cpr A and ord (ϕ B ) ≤ cpr B.
As a consequence, (F
. Equality follows from Proposition 3.9. P
3.11
The next result is an analogue of Proposition 2.4: 
where the X n,i are second countable locally compact spaces. Then cpr A ≤ lim n max i=1,... ,kn dim(X n,i ).
Proof: Let ρ n be the map from A n to A. It follows from Propositions 3.9, 3.7 and 3.10 that cpr (ρ n (A n )) ≤ max i=1,... ,kn (dim(X n,i )). But now A = N ρ n (A n ), where the ρ n (A n ) are nested, so by Proposition 3.11 we have cpr A ≤ lim cpr (ρ n (A n )) and the assertion follows. P 3.13 Examples: (i) Clearly, finite-dimensional C * -algebras have completely positive rank zero. By Proposition 3.11 the same holds for AF algebras. We will see that in fact cpr A = 0 iff A is AF (Theorem 4.2.3).
(ii) From Proposition 3.12 it follows that AT algebras (i.e. inductive limits of direct sums of matrix algebras over S 1 ) have completely positive rank less than or equal to one. In particular, if A is a Bunce-Deddens algebra (cf. [BD] ) or an irrational rotation algebra (cf. [Ri2] and [EE] ), cpr A = 1, since these are AT but not AF . (iii) In [Bl1] Blackadar constructed a simple, unital, projectionless C * -algebra, which is easily seen to have completely positive rank one, although it is not AT .
The rest of this section is devoted to the proof of the fact that in Proposition 3.5 we even have equality (Proposition 3.18). However, this turns out to be not so easy, because we have to construct refinements of open coverings from c.p. approximations (F, ψ, ϕ) with not necessarily commutative algebras F (if F ∼ = C k , this yields an open covering of X by associating to each generator of C k an open subset of X). If F is the direct sum of matrix algebras, it is not clear how to obtain the right open covering of X from (F, ψ, ϕ) (an arbitrary copy of C k in F will not be good enough, neither will be the copy generated by the central projections of F ). The key observation is the next lemma. It implies that the size of the matrix algebras in F cannot be too large.
3.14 Lemma: Let A be a C * -algebra and ϕ : M r → A be a c.p. contraction. Then either ord ϕ = 0 or ord ϕ = r − 1.
Proof: If r = 1, then ord ϕ = 0 and there is nothing to show, so we assume r > 1. Let n := ord ϕ and suppose n = 0. We (inductively) construct an elementary set E r ⊂ M r , |E r | = r, such that ϕ(e) ϕ(e) = 0 for e, e ∈ E r . This will imply n > r − 2; we obviously have n < r − 1, so n = r − 1 if n = 0. There are orthogonal minimal projections e 1 , e 2 ∈ M r such that ϕ(e 1 ) ϕ(e 2 ) = 0; set E 2 := {e 1 , e 2 }. Next suppose that for some k ∈ {2, . . . , r − 1} we have constructed an elementary set E k = {e
Choose a minimal projection e ′ k+1 ∈ M r orthogonal to E k ; this is possible since k < r. Take e ′ k ∈ E k and identify M 2 with (e
Note that {e
i=1 F i , then the F i and F are closed in U. If U\F was empty, this would mean
but then by Lemma 1.3.8 and Remark 1.3.9 we would have ϕ(e
So let V 1 := U\F 1 ; just as above we obtain that V 2 := V 1 \F 2 must be nonempty. Inductively we get that V := U\F = ∅. V is open in U (M 2 ) and we have
Choose someū ∈ V and set e ′′ j :=ū * e ′ jū , j = k, k + 1. It might still happen that ϕ(e ′′ k ) ⊥ ϕ(e ′′ k+1 ). To fix this, identify M 2 with (e
for otherwise again by Lemma 1.3.8 und Remark 1.3.9 we would have ϕ(e ′ k−1 ) ⊥ ϕ(e ′′ k+1 ), contradicting our construction. Choose somev ∈ V ′ and define
then E k+1 is elementary by construction, |E k+1 | = k + 1 and we have ϕ(e) ϕ(ē) = 0 ∀e,ē ∈ E k+1 .
Induction then yields an elementary set E r with the desired properties. P 3.15 Remarks: (i) The lemma might also be read as follows: Let ϕ : M r → A be c.p.c. with ord ϕ ≤ n. Then ord ϕ = 0 or r ≤ n + 1.
(ii) If A is commutative, then we always have r ≤ n + 1, since ord ϕ = 0 if and only if r = 1.
3.16 Lemma: Let a 1 , . . . , a k ∈ M n be positive elements with a i ≤ 1 and
, so k < n + 1. P 3.17 Lemma: Let K be a natural number and β > 0. Then there is α > 1, such that the following holds:
then the q i already are pairwise orthogonal themselves.
Proof: For any α ≥ 1 and for i ∈ {1, . . . , k} we have 
First define p 1 := q 1 , δ 1 := 0. Next suppose p l , δ l , l = 1, . . . , i − 1 already are constructed. We then have
Corollary 1.3.6 now yields a projection p i ⊥ i−1 1 p l with
Obviously δ i ≤ β for i = 1, . . . , k, if α has been chosen small enough. P 3.18 Proposition: Let X be locally compact and second countable. Then dim X = cpr (C 0 (X)).
Proof: cpr (C 0 (X)) ≤ dim X by Proposition 3.5, so we have to show dim X ≤ cpr (C 0 (X)). Unfortunately, the proof is a little technical, so we briefly sketch the strategy: Given an open covering (U γ ) Γ of X, choose a refinement (V λ ) Λ , where the V λ are suffiently small. Take a partition of unity (h λ ) Λ subordinate to (V λ ) Λ and a c.p. approximation (F, ψ, ϕ) with ord ϕ ≤ cpr (C(X)) for the h λ . By Lemma 3.14, F must be a direct sum of matrices of rank no larger than cpr (C(X)) + 1. On suitable subsets of Λ one now can introduce equivalence relations to combine the V λ to a new open covering (Ṽ (i) j ), which still refines (U γ ) Γ . One can use Lemma 3.17 and the special properties of (F, ψ, ϕ) to produce a refinement (W
, the order of which is less than or equal to ord ϕ. Then (W (i) j ) will be the desired refinement of (U γ ) Γ .
X is second countable, thus X = N A m for compact subsets A m ⊂ X. By Proposition 3.9 we have cpr (C(A m )) ≤ cpr (C 0 (X)) ∀m. Now if we can show that dim A m ≤ cpr (C(A m )) we are done, for the countable sum theorem 2.3 then yields dim X ≤ lim dim(A m ) ≤ cpr (C 0 (X)). Therefore we may assume X to be compact (and second countable); in particular we may choose a metric d on X. Set n := cpr (C(X)).
Choose a partition of unity (f γ ) Γ subordinate to the given (finite) open covering (U γ ) Γ of X. Set ε := 1 |Γ| , then there exists a δ > 0, such that |f γ (x)−f γ (y)| < ε ∀γ ∈ Γ and x, y ∈ X with d(x, y) < δ. Again because X is compact, there exists a finite open covering (V λ ) Λ with diam(V λ ) < δ 3(n + 1) ∀λ ∈ Λ; let (h λ ) Λ be a partition of unity subordinate to (V λ ) Λ .
We have to define some constants: First set C := 
, and by Lemma 3.14 we have r j ≤ n + 1, j = 1, . . . , m. Let 1 j be the unit of F j and ψ j be the j'th component of ψ. Now define
Denote by ∼ j the equivalence relation on Λ j generated by the relation
⊂ Λ j be the equivalence classes with respect to ∼ j , then
j is a projection and for x ∈Ṽ (i) j we obtain:
We have
so by Lemma 3.17 (and by the choice of α) there are pairwise orthogonal projections p
we will show that (W
is an open covering that refines (U γ ) Γ . Clearly,
are open. By Remark 3.2 (ii), the order of (W (i) j ) is less than or equal to n, because ord ϕ ≤ n.
(W (i) j ) covers X: Let x be in X. 1 F can be decomposed into sums of orthogonal projections:
since ord ϕ ≤ n, for at most n + 1 projections of the form p
can be nonzero (again we used Remark 3.2 (ii)). Now for all i, j we have ϕ(1 j − i p
for some i ′ , but then ( * ) yields
We also have |ϕ(1 F )(x) − 1| < η, thus for at least one p 
i ⊂ Λ is an equivalence class with respect to ∼ j . This means there are λ 1 , . . . , λ t ∈ Λ (i)
.
But x k ∈ A j , therefore ϕ(1 j )(x k ) > C; altogether we obtain:
. . , n + 1, and r j ≤ n + 1, so n+1 n+2 ≥ rj rj +1 . Now we can apply Lemma 3.16 to obtain n + 2 ≤ r j . On the other hand, ord ϕ ≤ n, so in particular ord (ϕ| Mr j ) ≤ n. Then by Remark 3.15 we have r j ≤ n + 1, a contradiction. Therefore d(x, y) < δ.
Finally it turns out thatṼ
Thus we have shown that (W
covers X, is of order less than or equal to n and refines (U γ ) Γ . Therefore, dim X ≤ n. P
The zero-dimensional case 4.1 Maps of strict order zero
Of course it is an important question what it means for a map to be of strict order n. Below we explicitly describe maps of strict order zero. 
Proposition: Let
we could also write
where h i denotes the identity map on X i .
) and we may assume F = M r for some r ∈ N. Further we may assume that A = C * (ϕ(M r )) and that A ⊂ B(H) acts nondegenerately on some Hilbert space H. Then in particular the support projection of h := ϕ(1 Mr ) is 1 H . (If ϕ is the zero map, then the closed subspace X of (0, 1] will just be the empty set and there is nothing to show.)
(ii) [h, ϕ(x)] = 0 ∀x ∈ M r : It suffices to consider x ≥ 0. But then x = λ 1 · e 1 + . . .+λ r ·e r for some elementary set {e 1 , . . . , e r } ⊂ M r and 0 ≤ λ 1 , . . . , λ r ≤ x . Now h = ϕ(1 Mr ) = r 1 ϕ(e i ), and since ϕ(e i )ϕ(e j ) = 0 for i = j, we see that
2 .
(iii) Lemma 1.1.3 says that ϕ( . ) = h 1 2 σ( . )h 1 2 for some u.c.p. map σ : M r → B(H), but a glance at the proof tells us that in fact
We obviously have [h, σ(x)] = 0 ∀x ∈ M r . Note that ord σ = 0: Take rank-one projections e ⊥ f ∈ M r . Since supp h = 1 H , we see that
Using the universal property of the maximal tensor product and the fact that C * (h) and C * (σ(M r )) commute, it is straightforward to check that 1]) , the universal C * -algebra generated by a positive element of norm ≤ 1; so C * (h) ∼ = C 0 (X) for some closed X ⊂ (0, 1], and the isomorphism is given by sending h to id X .
(iv) The only thing left to show is that σ is a * -homomorphism, for then C * (σ(M r )) = σ(M r ) ∼ = M r and with all these identifications ϕ is given by
For any rank-one projection e ∈ M r we have σ(e) ⊥ σ(1 Mr − e) because ord σ = 0; now since σ(1 Mr ) = 1 H is a projection, so is σ(e). But then by Proposition 1.1.6, σ(ex) = σ(e)σ(x) ∀x ∈ M r ; since e was arbitrary and M r is spanned by its minimal projections, σ is multiplicative on all of M r . b) If ϕ(1 F ) is a projection, then so is ϕ(1 Mr i ) for each i (the ϕ(1M ri ) are mutually orthogonal and add up to ϕ(1 F )). But then we have for each t i ∈ X i
which implies that t i = 1 and X i = {1} for all i for which X i = ∅, and this in turn means that ϕ is a * -homomorphism. c) We will obtain ϕ ′ from ϕ by setting ϕ ′ ( . ) := cϕ( . )c for a suitable element
) is the i-th component of c. We may therefore again assume F = M r for some r ∈ N.
2 < γ (it will soon become clear how small γ has to be). By Proposition 1.3.5 there exists a projection p ∈ C
Thus, if only γ is small enough, we have ϕ ′ − ϕ < δ.
Let {e 1 , . . . , e r } ⊂ M r be some elementary set, then e i = 1 Mr and ϕ(e i ) ⊥ ϕ(e j ), i = j, and for every positive continuous function f one has f (ϕ(e i )) ⊥ f (ϕ(e j )) , i = j and f (ϕ(1 Mr )) = f (ϕ(e i )).
Using ( * ) one obtains 
is a projection, and that ϕ
The e j were arbitrary, therefore ord ϕ
′ is a * -homomorphism by b). P
Completely positive rank zero
In this section we will be concerned with the case where the completely positive rank is zero. As it turns out, cpr A = 0 if and only if A is an AF algebra, i.e. a direct limit of finite-dimensional C * -algebras.
4.2.1 Recall Bratelli's local characterization of AF algebras, which is independent of a special sequence of subalgebras (cf. [Br] or [Da] , Theorem 3.3.4):
Theorem: A separable C * -algebra A is AF if and only if it satisfies the following condition: ( * ) for all ε > 0 and a 1 , . . . , a n ∈ A there is a finite-dimensional C * -subalgebra F ⊂ A such that dist(a i , F ) < ε for i = 1, . . . , n.
4.2.2
It is well-known that a commutative C * -algebra A is AF precisely when dimÂ = 0. In Theorem 4.2.3 we show that this remains true in the noncommutative case if one replaces the covering dimension of the spectrum by the completely positive rank of the algebra.
That only AF algebras are zero-dimensional seems to be a very special feature of the completely positive rank (in comparison, for example, to the real rank or stable rank, cf. Section 5).
However, one would expect from any dimension theory generalizing covering dimension to noncommutative C * -algebras that it is zero on AF algebras: This is because, topologically, a full matrix algebra might be viewed as a point (or, more sophisticated, as n equivalent points); so an AF algebra is something like a limit of finite discrete (noncommutative) spaces. Thus if a dimension theory has sufficiently nice properties, it should be zero on AF algebras.
Theorem: For a nonzero separable C
* -algebra A the following are equivalent: a) A is AF b) cpr A = 0.
Proof: a) ⇒ b): cpr F = 0 for every finite-dimensional C * -algebra F . By Proposition 3.11 cpr A = 0 for an AF algebra A.
The idea of the proof is simple: We have just seen that a unital c.p. map ϕ : F → A of strict order zero in fact is a * -homomorphism. If it is almost unital, it is close to a * -homomorphism. Problems only arise when A has no unit. But in this case F may be chosen to contain a sufficiently large hereditary subalgebra on which ϕ is close to a * -homomorphism. Thus we can find enough finite-dimensional subalgebras of A; using the local characterization of AF algebras (Theorem 4.2.1) this implies that A in fact is AF .
Take a 1 , . . . , a k ∈ A + , δ > 0, ε > 0, (u λ ) Λ a positive approximate unit for A with a i , u λ ≤ 1. By making ε smaller if necessary, we may assume ε 1/4 < γ, where we obtain γ from δ by Proposition 4.1.1 c).
If we choose u λ0 , u λ1 with u λ0 u λ1 − u λ1 and u λj a i − a i , j = 0, 1, sufficiently small, there is a c.p. approximation (F, ψ, ϕ) , with ord ϕ = 0 and the following properties:
For (i), (ii), (iii) we approximate the a i and u λj sufficiently well by (F, ψ, ϕ), for (iv) and (v) in addition we use Proposition 1.3.4; (vi) follows from the fact, that ord ϕ = 0.
We have ψ(u λ1 ) = r 1 µ k e k , where 0 ≤ µ k ≤ 1 and {e 1 , . . . , e r } ⊂ F is elementary. Set q :
Here, 1 denotes the unit of A + . Then
We now have
Now define F ′ := qF q; then q = 1 F ′ and by Proposition 4.1.1 b) there is a * -homomorphism ϕ ′ :
It remains to be shown that a i is close to ϕ ′ (F ′ ) for i = 1, . . . , k. We have
Using ϕ(q) − ϕ(q) 2 < ε 1 4 and Proposition 1.1.6 we obtain
But then by Theorem 4.2.1, A is an AF algebra. P
Other concepts of noncommutative covering dimension
There are several other concepts of noncommutative covering dimension, among which the stable and the real rank (introduced by Rieffel and by Brown and Pedersen, respectively) are of special interest. Below we describe these notions and some of their properties; furthermore we briefly comment on Lin's tracial rank and on Murphy's analytic rank. All these (definitely different) concepts of covering dimension in some sense illustrate various points of view on noncommutative topology, which are very closely related in the commutative case. ( * ) For each (n + 1)-tuple (x 0 , . . . , x n ) ∈ A n+1 and every ε > 0 there is an (n + 1)-tuple (y 0 , . . . , y n ) ∈ A n+1 such that y * k y k is invertible and
OTHER CONCEPTS
(ii) The real rank of A is less than or equal to n, rr A ≤ n, if ( * ) 
The stable rank does not directly generalize covering dimension. However, one of Rieffel's original motivations for introducing this notion was to obtain stability results for C * -algebra K-theory analogous to those of topological Ktheory. These classical results often involve terms of the form [(dim X)/2] + 1. So, from this point of view, the stable rank is an appropriate analogue of covering dimension.
5.1.3
Stable rank behaves nicely with respect to ideals, quotients and inductive limits, whereas the behavior under taking matrix algebras is rather surprising (cf. [Ri1] , Theorems 5.2 and 5.4): For any r ∈ N we have sr (M r (A)) = {(sr A − 1)/r} + 1 , where {s} denotes the least integer greater than s. Furthermore we have sr (A ⊗ K) = 1 if sr A = 1; otherwise sr (A ⊗ K) = 2. Also, it turns out that rr A ≤ 2 · sr A − 1.
5.1.4 Examples: (cf. [Ri1] and [BP] ) All AF algebras have stable rank one and real rank zero; von Neumann algebras have real rank zero. The irrational rotation algebras and the Bunce-Deddens algebras have real rank zero and so do the Cuntz algebras O n and, more generally, all simple purely infinite C * -algebras (cf. [Cu1] ). In contrast, every unital C * -algebra containing two isometries with orthogonal range projections (in particular each simple unital purely infinite C * -algebra) has infinite stable rank. In view of this it might be a little surprising that the Toeplitz algebra has stable rank two. If α is an automorphism of the C * -algebra A, then sr (A ⋊ α Z) ≤ sr A + 1.
5.1.5
It is natural to ask how the (strong) completely positive rank is related to the stable and real rank.
So far, in all our examples the real rank is less than or equal to the completely positive rank.
We have also seen that stable and real rank both break down under taking matrix algebras. The completely positive rank behaves very different in this respect, since, as we shall see in [Wi] , cpr (M r ⊗ C(X)) = cpr (C(X))(= dim X). These observations suggest the following Conjecture: For any C * -algebra A, rr A ≤ cpr A.
Tracial rank
For recent development in classification of nuclear C * -algebras tracially AF and tracially AI algebras (introduced by Lin in [Li1] ) have been of certain interest. In [Li2] , Lin has given a notion of covering dimension closely related to these concepts.
Denote by I
(k) the class of all unital C * -algebras which are hereditary subalgebras of C * -algebras of the form C(X) ⊗ M r , where X is a k-dimensional finite CW -complex. A unital C * -algebra A is said to have tracial rank less than or equal to k, tr A ≤ k, if for any ε > 0 and any finite subset G ⊂ A there is a C * -subalgebra
The exact formulation of (3) uses comparison theory and is a little technical.
5.2.2
For a compact space X, tr (C(X)) = dim X. Furthermore, if J ¡ A is an ideal, then tr (A/J) ≤ tr A; if B ⊂ her A is a hereditary C * -subalgebra with unit, then tr B ≤ tr A.
5.2.3
It turns out that irrational rotation algebras and Bunce-Deddens algebras have tracial rank zero. On the other hand, Blackadar's unital projectionless C * -algebra has infinite tracial rank. These examples in particular show that neither the tracial rank nor the completely positive rank dominates the other and at the present stage we do not know how these concepts might be related to each other.
Analytic rank
In [Mu2] Murphy introduced the analytic rank, another notion of covering dimension for C * -algebras, the topological analogue of which is defined directly in terms of the continuous functions on a space. Below we give the definition and some sample results (see [Mu2] for details). 
5.3.3
If (A λ ) Λ is a family of unital subalgebras of A such that Λ A λ generates A, then rk A ≤ Λ rk (A λ ). As a consequence, rk (A 1 ⊗ A 2 ) ≤ rk (A 1 ) + rk (A 2 ). Similar results for the other notions of noncommutative covering dimension, it seems, would be hard to obtain.
If (A, G, α) is a C * -dynamical system with G a countable discrete abelian group, then rk (A ⋊ α G) ≤ rk A + dimĜ.
For any unital C * -algebra and any r > 1, rk (M r (A)) = 0; in particular, analytic rank zero does not pass to hereditary subalgebras, whereas it is preserved under inductive limits.
If rr A = 0, then rk A = 0. If A is generated by n (partial) isometries, then rk A ≤ n, so for the Toeplitz algebra T we have rk T = 1 (the rank cannot be zero since T has a one-dimensional quotient). For the full group C * -algebra C * (F n ) we obtain rk (C * (F n )) = n.
Note that, despite its rather strange behavior in some respects, e.g. under taking matrix algebras, the analytic rank can have reasonable values also for non-nuclear C * -algebras, like C * (F n ).
Although for all our examples the analytic rank is smaller than the completely positive rank, we do not at all have a general result.
Some open questions
6.1 For locally compact spaces X and Y , we have cpr (C 0 (X × Y )) ≤ cpr (C 0 (X)) + cpr (C 0 (Y )).
One might expect a similar behavior for more general C * -algebras. However, it seems a little daring to write down a formula like cpr (A ⊗ B) ≤ cpr A + cpr B, for at the present stage the almost only body of evidence is the lack of counterexamples. We do not even have a satisfactory answer in the cases where one of the factors is commutative or just a matrix algebra, although it seems likely to be true that cpr (M r (A)) ≤ cpr A; this indeed is the case if cpr A ≤ 1 or if A is simple, as we will show in [Wi] . But then still the question remains in which cases we even have equality.
6.2 Using the countable sum theorem 2.3 it is not hard to see that, for an open subset U of a second countable locally compact space X, we have dim U ≤ dim X. This provokes the following question: If A is a C * -algebra and B ⊂ her A, do we have cpr B ≤ cpr A? In [Wi] we show that this is true at least if B is an ideal of A.
6.3 So far all examples for which we were able to determine the completely positive rank, were (stably) finite. It is natural to ask wether infinite C * -algebras can have finite completely positive rank. In particular, what values do we obtain for the Toeplitz algebra and for the Cuntz algebras? One can describe concrete systems of c.p. approximations for the O n and for T , however, we did not succeed in finding one where the order of the ϕ's is bounded.
6.4
If G is an amenable group, then the natural surjection C * (G) → C * r (G) is an isomorphism and the group C * -algebra is nuclear. Unfortunately, it is not clear how to obtain c.p. approximations for C * (G) systematically (depending, for example, on a left invariant mean on G), so we do not have general results on the completely positive rank of group C * -algebras. Of course, if G is abelian, then C * (G) = C 0 (Ĝ), so cpr (C * (G)) = dimĜ.
6.5 If (A, G, α) is a C * -dynamical system with A nuclear and G amenable, then the crossed product A ⋊ α G is nuclear, but again we do not know how to obtain c.p. approximations in a systematic way. If G is abelian, then A ⋊ α G is often regarded as a generalized "skew" tensor product of A and C * (G) = C 0 (Ĝ). One might ask if there is a formula like cpr (A ⋊ α G) ≤ cpr A + dimĜ. This is not true, for Blackadar in [Bl2] has given an example of a crossed product of an AF algebra with a Z 2 -action, which is not an AF algebra. Note that, because of a different counterexample, the above estimate also fails for the real rank (cf. [BP] ). In the case of the irrational rotation algebras we know the completely positive rank because A θ can be written as a limit of circle algebras. More generally, consider C(M )⋊ α Z for some smooth manifold M and a minimal diffeomorphism α of M . Using a characterization of crossed products of this form recently given by Q. Lin and N. C. Phillips it seems to be possible to show that cpr (C(M ) ⋊ α Z) ≤ dim M .
6.6 Covering dimension is a topological invariant which is defined via intersections of the members of open coverings, and in this respect it is related toČech (co)homology (cf. [ES] ). One of the original reasons for introducing yet another notion of noncommutative covering dimension was it, to find out how something like aČech cohomology for nuclear C * -algebras (based on c.p. approximations) could possibly be constructed. Of course one should not expect such a theory to be too well-behaved. In [Cu2] ,
