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отображения алгоритмов на параллельные вычислительные системы заданной размерности и размера. Разработан 
формализованный метод параметризованного двухуровневого тайлинга. Получены формулы для определения 
векторов глобальных зависимостей между тайлами первого и второго уровней, а также формальное представление 
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нове разработанного метода двухуровневого тайлинга и локально параллельной глобально последовательной cтра-
тегии отображения предложен формализованный метод решения задачи пространственно-временного отображения 
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Введение. Эффективность параллельных программ зависит от ряда факторов. Очевидно, что 
прежде всего она зависит от выбора алгоритма решения задачи и его распараллеливания. Но не 
меньшее значение имеет и то, насколько при разработке и программной реализации параллель-
ного алгоритма учитываются особенности архитектуры суперкомпьютера. 
На практике при разработке программных продуктов широко используется тайлинг, который 
является одним из наиболее результативных средств оптимизации программ. Тайлинг позволяет 
значительно рациональнее использовать многоуровневую память компьютера и, кроме этого, по-
могает оптимизировать операции обмена данными в параллельных приложениях для вычисли-
тельных систем с распределенной памятью. 
© Соболевский П. И., Баханович С. В., 2016.
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Высокая эффективность тайлинга привела к его интенсивному исследованию и появлению 
большого числа работ, посвященных его различным теоретическим и прикладным аспектам [1–6]. 
В настоящее время существует ряд методов тайлинга, дающих возможность оптимизировать как 
последовательные, так и параллельные программы. Тем не менее тема тайлинга продолжает ак-
тивно развиваться, и одним из перспективных направлений является идея многоуровневого тай-
линга [7]. Многоуровневый тайлинг в сравнении с одноуровневым тайлингом в большей степе-
ни может увеличить эффективность использования многоуровневой памяти компьютера. Кроме 
того, тайлинг такого типа может быть использован для решения и других задач.
В данной работе предлагается идея использования двухуровневого тайлинга для решения за-
дачи пространственно-временного отображения алгоритмов на параллельные вычислительные 
системы заданной размерности и фиксированного размера. Суть идеи заключается в интегра-
ции локально параллельной глобально последовательной стратегии отображения алгоритмов [8] 
и техники двухуровневого тайлинга с целью комплексного решения задач пространственно-вре-
менного отображения и тайлинга. 
Изначально суть тайлинга состоит в увеличении зернистости алгоритма, множество опера-
ций которого разбивается на группы-тайлы, каждый тайл рассматривается как зерно вычисле-
ний или макрооперация. Поскольку тайл является атомарным, то при распределении операций 
алгоритма между процессорами суперкомпьютера операции, принадлежащие одному и тому же 
тайлу, отображаются на один и тот же процессор. Зависимости между операциями алгоритма 
порождают глобальные зависимости между тайлами, которые, в свою очередь, определяют за-
висимости между процессорами при отображении тайлов на параллельные архитектуры. 
Для реализации идеи отображения алгоритмов в интеграции с двухуровневым тайлингом 
в работе предложен необходимый математический аппарат: дано формальное определение тай-
лов первого и второго уровней, исследована задача построения векторов глобальных зависимо-
стей между тайлами фиксированного уровня, получены формулы, определяющие зависимости 
между тайлами. Кроме этого построены формулы, которые позволяют определить зависимости 
между процессорами при отображении тайлов на параллельную архитектуру. Предложенный 
математический аппарат является развитием формализованной методики тайлинга, представ-
ленной в работе [6]. На основе разработанного метода двухуровневого тайлинга и локально па-
раллельной глобально последовательной стратегии отображения (LPGS-стратегии) построен 
формализованный метод решения задачи пространственно-временного отображения алгоритмов 
в интеграции с тайлингом.
Тайлинг. Тайлинг (tiling) – это преобразование вычислительного алгоритма с целью укруп-
нения зернистости путем объединения определенного числа мелких операций алгоритма в круп-
ные зерна вычислений – тайлы. При тайлинге укрупнение зернистости осуществляется покрыти-
ем области вычислений однотипными n-мерными параллелепипедами (тайлами) [1–6]. 
Будем предполагать, что область вычислений алгоритма (индексное множество) – это n-мерный 
выпуклый многогранник, описание которого в декартовой системе координат в арифметическом 
пространстве nZ  имеет вид 
 
{ }|nV J Z LJ I= ∈ ≥ , (1)
где целочисленная матрица  m nL Z ×∈  и целочисленный вектор 
mI Z∈  являются параметрами, 
определяющими область вычислений. Каждой точке области вычислений V соответствует огра-
ниченный набор операций алгоритма. В данной работе все векторные равенства и неравенства 
понимаются в обычном смысле (выполняются для каждой координаты). 
Кроме области вычислений алгоритмы характеризуются множеством векторов зависимо-
стей Φ . Данное множество отражает информационные зависимости между операциями алгоритма. 
Наличие вектора φ∈Φ  означает, что в области вычислений V существуют точки J и φJ +  такие, 
что операции, приписанные точке φ,J +  информационно зависят от результатов операций, 
приписанных точке J.
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Разбиение арифметического пространства nZ  и, следовательно, области вычислений алгоритма 
на тайлы осуществляется нелинейным отображением fn nZ Z→ :
 
( ) 1 0( ) , .gl nJ f J R H J J J Z- = = - ∈ 

 (2)
Отображение f определяется тремя параметрами ,n nH Z ×∈  
n nR Z ×∈ , 0 nJ Z∈

 и позво-
ляет идентифицировать тайлы вектором .gl nJ Z∈  Параметры тайлинга R, H и 0J

 имеют 
геометрический смысл и определены следующим образом.
1. H – нижняя треугольная матрица с единицами на главной диагонали; составлена построчно из 
координат нормальных векторов ( )1 1,0, ,0 ,h =   ( )1 2 1, , , ,1,0, ,0 ,nk k k kkh h h h Z-= ∈    2,3, , ,k n=   
гиперплоскостей, проходящих через точки пространства .nZ  Векторы ,kh  1,2, , ,k n=   определяют 
параллелепипеидальную форму тайла.
2. ( )1 2diag , , , nR r r r=   – диагональная матрица, определяющая размеры тайла, где kr  – количе-
ство различных параллельных гиперплоскостей с нормальными векторами kh , 1,2, , ,k n=   
которые проходят через все целочисленные точки одного тайла. Обозначим дополнительно 
( )1 2, , , nR r r r=

 , ( )1 1,1, ,1=

 . 
3. Точку тайла ,glJ  в которой достигается наименьшее значение функции HJ , будем 
называть начальной точкой тайла и обозначать 0, .glJ

 В формуле (2) целочисленный  вектор 
0 nJ Z∈

 определяет начальную точку нулевого тайла 0.glJ =

 Если точка 0J

 определена, то 
начальная точка 0,glJ

 любого тайла gl nJ Z∈  определяется условием 0, 0( )gl glRJ H J J= -
 
 и рав-
на 0, 0 1 .gl glJ J H RJ-= +
 
 







∏  точек с целочис-
ленными координатами. Обозначим множество этих точек ( )glT J ,
 




а множество точек из области V, принадлежащих тайлу gl nJ Z∈ , обозначим ( )loc glV J ,
 






О п р е д е л е н и е  1 [6]. Тайл glJ  будем называть пустым, если ( )loc glV J =∅ , неполным, 
если ( ) ( ) ,loc gl glV J T J≠  и будем называть полным, если ( ) ( )loc gl glV J T J= .
Из приведенных определений следует, что множество тайлов, имеющих с областью V непус-
тое пересечение (множество тайлов, покрывающих область вычислений), которое будем обозна-
чать glV , можно представить в виде
 
( ){ } { }1 0| | ( ) , .gl gl n gl gl n glV J Z T J V J Z J R H J J J V- = ∈ ≠ ∅ = ∈ = - ∈ 

  (5)
Согласно концепции тайлинга, непустой тайл рассматривается как новое укрупненное зерно 
вычислений или макрооперация, которое обладает свойством атомарности. В результате 
применения тайлинга алгоритм преобразуется к блочному виду (блок - макрооперация) 
и выполняется как последовательность макроопераций по двухуровневой схеме: внешний уро-
вень – это уровень макроопераций, внутренний – уровень операций в пределах тайла. При 
параллельной реализации алгоритма операции тайла, в силу его атомарности, отображаются на 
один и тот же процессор, при этом все необходимые обмены данными выполняются либо до вы-
полнения макрооперации (прием начальных данных), либо после нее (передача результатов).
88
Информационные зависимости между операциями алгоритма порождают глобальные 
зависимости между тайлами. Поскольку тайлы являются атомарными, глобальные зависимости 
между тайлами не должны быть взаимообратными. Данное требование формализуется в виде 
условия на матрицу H [1]:
 φ 0, φ .H ≥ ∈Φ

  (6)
Условие (6) является условием корректности тайлинга, которое необходимо учитывать при 
выборе параметра H.
Двухуровневый тайлинг. Метод двухуровневого тайлинга, представленный в данной ра-
боте, предназначен для алгоритмов с однородными зависимостями. Решение задачи поиска 
глобальных зависимостей между тайлами и определения множеств информационно зависимых 
операций, ассоциированных с глобальными зависимостями, выполнено только для алгоритмов 
такого типа. Кроме этого, метод предполагает разбиение области вычислений алгоритма только 
на полные тайлы, что накладывает некоторые ограничения на форму и размеры области вы-
числений. В случае невырожденного тайлинга область вычислений должна представлять собой 
n-мерный параллелепипед.
 Пусть область вычислений – n-мерный параллелепипед вида
 
{ } { }| | , 1,2, , ,n n k k kV J m HJ M J m h J M k n= ∈ ≤ ≤ = ∈ ≤ ⋅ ≤ = Z Z   (7)
где матрица H удовлетворяет условию корректности тайлинга (6). Матрицу H будем использо-
вать в качестве параметра, определяющего форму тайла, а параметры тайлинга R и 0J

 выбирать 
исходя из условия целочисленности векторов ( )1 0R m HJ- -

 и 1( 1)R M m- - +

, а также условия 
max ,R R≤
 
 max 1,k kkr M m= - +  1,2, , .k n= 
Для областей вида (7) в работе [6] получено явное представление множества тайлов 
 
{ }1 0 1 0| ( ) ( )gl gl n glV J Z R m HJ J R M HJ- -   = ∈ - ≤ ≤ -   
 
,
которое с учетом целочисленности векторов ( )1 0R m HJ- -










и состоит только из полных тайлов, т. е. ( ) ( ) ,loc gl gl gl glV J T J J V= ∈ . 
Условие целочисленности векторов
 
( )1 0R m HJ- -

 и 1( 1)R M m- - +

 может быть удовлетво-
рено, например, если положить 0 1J H m-=

 и выбрать в качестве диагональных элементов матри-
цы R делители соответствующих координат вектора max 1R M m= - +

. В этом случае 
 
{ }1 max| 0 1gl gl n glV J Z J R R-= ∈ ≤ ≤ -  .  (9)
Далее мы будем предполагать именно такой выбор параметров тайлинга. 
Тайлы, полученные при разбиении области вычислений, будем называть тайлами первого 
уровня. Каждый тайл первого уровня представляет собой n-мерный параллелепипед, который 
может быть представлен по аналогии с определением области вычислений (7) в виде 
 
( ) ( ){ } { }0,| 0 1 | ,
, 1.
gl n gl n
gl gl
T J J Z H J J R J Z m HJ M
m m RJ M m RJ R
= ∈ ≤ - ≤ - = ∈ ≤ ≤










В соответствии с идеей многоуровневого тайлинга, каждый тайл первого уровня разбивается 
на множество тайлов следующего, второго, уровня. При определенном выборе параметров тай-
линга второго уровня, которые будем обозначать H , R  и 0J

 , можно осуществить покрытие каж-
дого тайла первого уровня glJ  полными тайлами второго уровня. Для этого достаточно опреде-




а в качестве диагональных элементов kr , 1,2, , ,k n=   матрицы R , определяющей размеры тайла 
второго уровня, взять делители соответствующих координат maxkr  вектора 





При таком выборе параметров тайлинга получим множество тайлов второго уровня, состоящее 
только из полных тайлов. 
Тайл второго уровня будем идентифицировать вектором glJ  в привязке к тайлу перво-
го уровня glJ , которому этот тайл принадлежит, или, что то же самое, 2n-мерным вектором 
( ) 2, .gl gl nJ J Z∈  Множество точек, принадлежащих тайлу второго уровня, имеет вид
    
( ) ( ){ }
{ } ( )
0,
0, 1
, | 0 1
| 1 , .
gl gl n gl
n gl gl gl gl gl gl gl
T J J J Z H J J R
J Z RJ RJ m HJ RJ RJ m R J H RJ RJ m-
= ∈ ≤ - ≤ - =












С учетом сделанных предположений о параметрах тайлинга, множество тайлов второго уров-
ня, принадлежащих тайлу ,gl glJ V∈  может быть представлено в виде
 
( ) ( ){ }2 1, | 0 1 .gl gl gl gl n glV J J J Z J R R-= ∈ ≤ ≤ -      (12)
Значения векторов glJ  в определении множества ( )gl glV J  зависят только от размеров тай-
лов первого и второго уровней. Это является следствием принятого выше выбора параметров 
тайлинга. Формально тайлинг второго уровня выполняется независимо для каждого тайла в от-
дельности, поэтому в общем случае значения векторов glJ  могут зависеть от идентификатора 
glJ  соответствующего тайла первого уровня и от ассоциированных с ним параметров тайлинга 
второго уровня, в частности от выбора начальной точки 0J

 .
Глобальные зависимости между тайлами. Наличие вектора φ∈Φ  для алгоритма с одно-
родными зависимостями означает, что для любой пары точек , φJ J V+ ∈  операции, приписан-
ные точке φJ +  , информационно зависят от операций, приписанных точке J. При разбиении об-
ласти вычислений на тайлы точки с информационно зависимыми операциями могут оказаться 
в двух разных тайлах - в таком случае между этими тайлами возникает информационная зави-
симость. Таким образом, существование информационной зависимости между операциями алго-
ритма обусловливает появление глобальной зависимости между тайлами. 
Глобальные зависимости фактически определяют порядок выполнения операций алгоритма 
на уровне макроопераций. Кроме этого, при отображении макроопераций алгоритма на процес-
соры параллельной архитектуры глобальные зависимости естественным образом определяют 
коммуникации между процессорами. С практической точки зрения важно не только установить 
глобальные зависимости между тайлами, но и определить подмножества точек тайлов, которые 
обусловливают наличие этих зависимостей. Эти множества необходимы для определения кон-
кретных данных, участвующих в коммуникации между процессорами, и определения их коли-
чества (коммуникационного объема). 
Зависимости между тайлами можно характеризовать векторами глобальных зависимостей 
соответствующего уровня. Каждый вектор φ∈Φ  может порождать некоторое количество век-
торов глобальных  зависимостей разных уровней. 
О п р е д е л е н и е  2. Вектор φ gl nZ∈  будем называть вектором глобальной зависимости 
первого уровня, порожденным вектором φ ,∈Φ   если существуют точки , φJ J V+ ∈  и тайлы 
, φgl gl gl glJ J V+ ∈   такие, что ( ) ,glJ T J∈  ( )φ φgl glJ T J+ ∈ +  . 
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Приведенное определение векторов глобальных зависимостей формально включает в себя 
случай, когда точки с информационно зависимыми операциями принадлежат одному и тому же 
тайлу и, как следствие, порождается нулевой вектор глобальной зависимости. Нулевой вектор 
зависимостей не имеет значения при организации взаимодействия между тайлами текущего 
первого уровня, но имеет существенное значение с точки зрения определения зависимостей 
между тайлами следующего, второго, уровня.
Множество векторов глобальных зависимостей первого уровня, порождаемых вектором 
φ∈Φ  , будем обозначать φ
glΦ  . Очевидно, что имеется непосредственная связь между значениями 
векторов φ∈Φ  и значениями векторов φ .gl  В следующем ниже утверждении сформулировано 
точное определение координат векторов глобальных зависимостей, а также соответствующих 
им множеств точек области вычислений, которые обусловливают наличие этих зависимостей. 
Утверждение фактически является компиляцией результатов, полученных ранее авторами дан-
ной работы. Результаты представлены вместе с доказательствами в работе [6]. 
Перед формулировкой утверждения необходимо ввести ряд обозначений и определений. 
Обозначим x+  ( x- ) вектор, полученный из вектора nx Z∈  заменой всех его отрицательных 
(положительных) координат нулями. В соответствии с этим множество точек J V∈  n-мерного 
параллелепипеда (7), для которых выполняется условие α ,J V+ ∈   α ,
nZ∈  можно определить как 
( ) ( ){ }| α α .nV J m H HJ M Hα - += ∈ - ≤ ≤ -Z  
Для каждого тайла ,gl glJ V∈  вектора φ∈Φ   и порождаемого им вектора φφ
gl gl∈Φ  опреде-
лим следующие множества: 
( ) ( ) ( ){ }, ,gl
inloc gl gl gl glV J J V J T J J T J-ϕ
ϕ ϕ
= ∈ ∈ - ϕ∈ - ϕ  – множество точек тайла ,glJ  
принадлежащих области вычислений алгоритма и информационно зависимых от точек области 
вычислений, принадлежащих тайлу gl glJ - ϕ  ;
( ) ( ) ( ){ }, ,gl
outloc gl gl gl glV J J V J T J J T Jϕ
ϕ ϕ
= ∈ ∈ + ϕ∈ + ϕ   – множество точек области вычис-
лений, принадлежащих тайлу ,
glJ  операции которых непосредственно влияют на результат вы-
полнения операций, приписанных точкам тайла .gl glJ + ϕ  
У т в е р ж д е н и е  1. Пусть область вычислений алгоритма с однородными зависимостями 
представлена в виде (7), а параметры тайлинга H, R и 
0J

 удовлетворяют условиям 0 1J H m-=

, 
1 max nR R Z- ∈

. Тогда векторы глобальных зависимостей первого уровня ,gl glϕϕ ∈Φ  порожден-
ные вектором ,ϕ∈Φ   принимают значения, удовлетворяющие неравенству 
 
( )1 1 1 maxmin , 1 .glR H R H R R- - -   ϕ ≤ ϕ ≤ ϕ -   

 
Глобальная зависимость между тайлами glglJ V∈  и ,
glgl glJ V+ ϕ ∈   порожденная вектором φ, 
обусловлена информационной зависимостью операций, которые приписаны точкам множеств 
 
( ) ( ) ( ) ( ){ }0,, 1 ,gl
outloc gl gl gl glV J J V R H H J J R R Hϕ
ϕ ϕ + -





( ) ( ) ( ) ( ){ }0,, 1 ,gl
inloc gl gl gl gl glV J J V R H H J J R R H-ϕ
ϕ ϕ + -






 – начальная точка тайла .glJ  Количество точек области вычислений, принадлежащих 
этим множествам, определяется формулой
 
( ) ( ) ( )
, , 1
.gl gl
nout in glloc gl loc gl gl
i i ii
i
V J V J r r h
ϕ ϕ ϕ ϕ =
= + ϕ = - ϕ - ϕ∏  
Очевидно, что векторы зависимостей ϕ∈Φ  порождают зависимости не только между тайла-
ми первого, но и второго уровня.
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О п р е д е л е н и е  3. Пусть вектор ϕ∈Φ  - фиксированный вектор зависимостей, а gl glϕϕ ∈Φ   - 
порождаемый им вектор глобальной зависимости первого уровня. Вектор ( ) 2,gl gl gl nZψ = ϕ ϕ ∈  
будем называть вектором глобальной зависимости второго уровня, порожденным векторами φ и 
,glϕ   если существуют точки J и J + ϕ   области вычислений V, принадлежащие соответственно 
тайлам ( ) ( ),gl gl gl glJ J V J∈   и ( ) ( ), .gl gl gl gl gl gl glJ J V J+ ϕ + ϕ ∈ + ϕ   
Множество векторов глобальных зависимостей второго уровня, порождаемых парой векторов 




Ψ  . 






ψ ∈Ψ  а также явно определены множества точек области вычислений, которые обуслов-
ливают наличие глобальных зависимостей второго уровня. Предварительно введем обозначения 
и определения, необходимые для формулировки утверждения. 
Для каждого тайла второго уровня ( ) ( ), , ,gl gl gl gl gl glJ J V J J V∈ ∈   вектора ϕ∈Φ   и порож-




ψ ∈Ψ  
 
определим следующие множества: 
( ) ( ) ( ){ },, , , ,gl
inloc gl gl gl gl gl gl gl glV J J J V J T J J J T J J-ϕ
ϕ ψ
= ∈ ∈ - ϕ∈ - ϕ - ϕ     – множество 
точек тайла ( ), ,gl glJ J  принадлежащих области вычислений алгоритма и информационно за-
висимых от точек области вычислений, принадлежащих тайлу ( ),gl gl gl glJ J- ϕ - ϕ   ;
( ) ( ) ( ){ },, , , ,gl
outloc gl gl gl gl gl gl gl glV J J J V J T J J J T J Jϕ
ϕ ψ
= ∈ ∈ + ϕ∈ + ϕ + ϕ      – множество то-
чек области вычислений, принадлежащих тайлу ( ), ,gl glJ J  операции которых непосредственно 
влияют на результат выполнения операций, приписанным точкам  тайла ( ), .gl gl gl glJ J+ ϕ + ϕ   
У т в е р ж д е н и е  2. Пусть область вычислений алгоритма с однородными зависимостями 
представлена в виде (7), а параметры тайлинга первого и второго уровня удовлетворяют ус-
ловиям 0 1 ,J H m-=

 1 max ,nR R Z- ∈

 ( )0 1 ,glJ H m RJ-= +

  1 nR R Z- ∈

 . Тогда векторы глобальных 





ψ ∈Ψ  порожденные парой векторов ϕ∈Φ   и ,
gl gl
ϕϕ ∈Φ   
принимают значения, удовлетворяющие неравенству 
 
( ) ( )1 1 1 1 1 1max , 1 min , 1 .gl gl glR H R R R R R H R R R R- - - - - -   ϕ - ϕ - + ≤ ϕ ≤ ϕ - ϕ -   
  
     
  
Глобальная зависимость между тайлами ( ) ( ),gl gl gl glJ J V J∈   и ( ) ( ), ,glgl gl gl gl gl glJ J V J+ ϕ + ϕ ∈ + ϕ    
( ) ( ), ,glgl gl gl gl gl glJ J V J+ ϕ + ϕ ∈ + ϕ   
 
порожденная вектором φ, обусловлена информационной зависимо-
стью операций, соответствующих точкам множеств ( )
,
, gl
outout loc gl glV V J J
ϕ ψ
=   и ( )loc
,
, :gl
inin gl gl gl glV V J J
ϕ ψ




inin loc gl gl gl glV V J J
ϕ ψ
= + ϕ + ϕ   
 
 
( ) ( ) ( ){ }0, 1 ,out gl gl gl gl glV J V R R H H J J R R R Hϕ + -= ∈ ϕ + ϕ - ϕ ≤ - ≤ - + ϕ + ϕ - ϕ
 

   
   
 
( ) ( ) ( ){ }0, 1 ,in gl gl gl gl glV J V R R H H J J R R R H-ϕ + -= ∈ ϕ + ϕ - ϕ ≤ - ϕ - ≤ - + ϕ + ϕ - ϕ
 

   
   
где 0,glJ

  – начальная точка тайла ( ), .gl glJ J  Количество точек области вычислений, принад-
лежащих этим множествам, определяется формулой
 
( ) ( ) ( )
, , 1
, , .gl gl
nout in gl glloc gl gl loc gl gl gl gl
i i i ii i
i
V J J V J J r r r h
ϕ ψ ϕ ψ =
= + ϕ + ϕ = - ϕ + ϕ - ϕ∏      
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ψ ∈Ψ  - вектор глобальной зависимости второго 
уровня, порожденный парой векторов ϕ∈Φ   и .
gl gl
ϕϕ ∈Φ  В соответствии с определением 3 
векторов зависимостей второго уровня, это означает, что в области вычислений алгоритма 
существуют точки J и J + ϕ , принадлежащие соответственно тайлам ( ) ( ),gl gl gl glJ J V J∈   
и ( ) ( ), ,gl gl gl gl gl gl glJ J V J+ ϕ + ϕ ∈ + ϕ    , ,gl gl gl glJ J V+ ϕ ∈  что в силу предположений о пара-










gl gl gl gl gl
H J J R
R R H H J J R R R H
≤ - ≤ -















 - начальная точка тайла ( ), .gl glJ J  Одновременное выполнение этих неравенств экви-
валентно  неравенству
 
( ) ( ) ( )0,max 0, min 1, 1 ,gl gl gl gl glR R H H J J R R R R Hϕ + ϕ - ϕ ≤ - ≤ - - + ϕ + ϕ - ϕ
  
  
    
   
или, что то же самое, неравенству
 
( ) ( ) ( )0, 1 .gl gl gl gl glR R H H J J R R R H+ -ϕ + ϕ - ϕ ≤ - ≤ - + ϕ + ϕ - ϕ
 

   
   
Из последнего неравенства следует оценка для модулей координат вектора :gl glR R Hϕ + ϕ - ϕ   
 
( ) 1, 1 .gl gl k
k
R R H r k nϕ + ϕ - ϕ ≤ - ≤ ≤    
Раскрывая модуль в виде двойного неравенства и выражая координаты вектора ,glRϕ    получаем
 1 1.





Умножая полученное неравенство на обратную матрицу 1,R -  с учетом целочисленности вектора 
1 ,R R-

  получаем соотношение, которому удовлетворяют компоненты вектора :glψ  
 
1 1 1 1 .gl gl glR H R R R H R R- - - -   ϕ - ϕ ≤ ϕ ≤ ϕ - ϕ   
   
  
С учетом определения множества ( )gl glV J  в виде (12) имеем неравенство 1 11 1,glR R R R- -- + ≤ ϕ ≤ -      
что в сочетании с предыдущим неравенством приводит к получению сформулированного в ут-
верждении соотношения, связывающего компоненты вектора glψ  с вектором φ.
Множество точек тайла ( ), ,gl glJ J  операции которых непосредственно влияют на результат 
выполнения операций, приписанных точкам тайла ( ), ,gl gl gl glJ J+ ϕ + ϕ   т. е. множество ,outV  
определяется как совокупность целочисленных решений системы, составленной из неравенств (13). 
Из этих же соотношений, с учетом унимодулярности матрицы H, следует оценка мощности мно-
жества .outV  Аналогичным образом, с помощью формулы (11), определяется вид и оценка мощ-
ности множества .inV  Утверждение доказано.
Отображение алгоритма на параллельную архитектуру. Для параллельной реализации 
алгоритма необходимо решить задачу его пространственно-временного отображения на много-
процессорную вычислительную систему заданной конфигурации. Пространственное отображе-
ние заключается в распределении операций алгоритма и данных по процессорам (вычислитель-
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ным процессам). Временное отображение состоит в определении порядка выполнения операций, 
отображенных на каждый из процессоров, и в согласовании параллельных вычислительных про-
цессов между собой в случае необходимости взаимодействия между ними. 
На практике параллельная реализация алгоритма проходит, как правило, в условиях ограни-
ченности системных ресурсов. В первую очередь это ограничения на размер и размерность топо-
логии параллельной архитектуры. В этом случае для организации параллельных вычислитель-
ных процессов применяются различные стратегии отображения алгоритма. Одной из известных 
и используемых стратегий является локально параллельная глобально последовательная страте-
гия отображения алгоритмов [8]. 
LPGS-стратегия определяет общий подход к отображению алгоритма на параллельную ар-
хитектуру и заключается в следующем: множество всех точек области вычислений алгоритма и, 
соответственно, его операций разбивается на непересекающиеся подмножества; каждое из полу-
ченных подмножеств точек области вычисления последовательно и в общем случае независимо 
отображается на всю параллельную архитектуру. С точки зрения временного отображения вы-
полнение алгоритма происходит по двухуровневой схеме, включающей в себя глобальный уро-
вень или уровень подмножеств операций алгоритма, полученных при разбиении области вычис-
лений, и локальный уровень – уровень операций фиксированного подмножества. На глобальном 
уровне подмножества операций алгоритма последовательно выполняются на процессорах парал-
лельной архитектуры. На локальном уровне в пределах одного подмножества операции алгорит-
ма выполняются параллельно. Очевидно, что порядок выполнения алгоритма на обоих уровнях 
должен определяться в соответствии с зависимостями между операциями и их распределением 
по процессорам. Необходимо также отметить, что выбор разбиения области вычислений суще-
ственным образом влияет на решение задачи пространственно-временного отображения алго-
ритма и на потенциал к параллельной обработке в целом. Например, задача временного отобра-
жения на глобальном уровне существенно упрощается в случае, когда между подмножествами 
операций отсутствуют обратные связи. 
 Двухуровневый тайлинг по своей идее близок к LPGS-стратегии. Тайлинг первого уров-
ня фактически соответствует разбиению области вычислений на глобальном уровне стратегии. 
Тайлинг второго уровня можно поставить в соответствие локальному уровню стратегии с учетом 
отображения операций алгоритма на процессоры. Такое соответствие дает возможность решения 
задачи пространственно-временного отображения в интеграции с тайлингом - общий принцип 
отображения алгоритма можно сформулировать следующим образом: на глобальном уровне па-
раллельная вычислительная система последовательно выполняет тайлы первого уровня; на локаль-
ном уровне стратегии фиксированный тайл первого уровня разбивается на тайлы второго уровня, 
которые в свою очередь, как атомарные макрооперации, отображаются на процессоры и выполня-
ются параллельно с учетом информационных зависимостей между ними. Такой интегрированный 
подход позволяет использовать математический аппарат двухуровневого тайлинга для решения за-
дачи пространственно-временного отображения алгоритмов в рамках LPGS-стратегии и получать 
при этом ряд преимуществ, которые дает тайлинг как средство оптимизации программ. 
Далее в разделе представлен формализованный метод решения задачи пространственно-вре-
менного отображения алгоритмов на параллельные архитектуры заданного размера и размерно-
сти. Метод разработан в рамках интегрированного подхода, предложенного выше, и предназначен 
для алгоритмов, область вычислений которых имеет форму n-мерного параллелепипеда вида (7). 
Пусть целевая параллельная архитектура имеет размерность p и состоит из 1 2 pl l l× × ×  про-
цессорных элементов ( )1 2ПЭ , , , ,pj j j  координаты которых, как вектор, принадлежат множеству
 
( ){ }1 2, , , 0 1, 1,2, , .pp p k kV j j j Z j l k p= ∈ ≤ ≤ - =  
Определим параметры тайлинга первого уровня, положив 0 1J H m-=

 и выбрав в каче-
стве диагональных элементов матрицы R делители соответствующих координат вектора 
max 1R M m= - +

. В качестве матрицы, задающей форму тайлов, используем матрицу H из опре-
деления области вычислений алгоритма (7).
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Зафиксируем p-элементную упорядоченную выборку попарно различных элементов из 
множества целочисленных значений { }1,2, ,n  и обозначим ее как множество { }1 2, , , .pk k k  
В соответствии с этой выборкой определим параметры тайлинга второго уровня, исходя из ус-
ловий ,H H=  ( )0 1 ,glJ H m RJ-= +

  1 nR R Z- ∈

  и дополнительного условия на размеры тайлов 
,i ik k ir r l=  1,2, , .i p=   Такой выбор параметров тайлинга приводит к получению множества 
тайлов второго уровня ( )gl glV J  в виде
 
( ) ( ) { }{ }2 1 2, | 0 1, 1,2, , , 0 1, , , , .igl glgl gl gl gl n i k k pkkV J J J Z J l i p J r r k k k k= ∈ ≤ ≤ - = ≤ ≤ - ∉     
Для пространственного отображения алгоритма необходимо определить функцию разме-
щения, которая устанавливает соответствие между операциями алгоритма и процессорами, на 
которых они должны выполняться. Реализуемый в рамках метода принцип отображения алго-
ритмов и свойство атомарности тайлов позволяют задавать пространственное отображение не 
на множестве исходных операций алгоритма, а на множестве макроопераций второго уровня, 
что является более рациональным с точки зрения организации параллельных вычислительных 
процессов. Таким образом, пространственное отображение алгоритма будем задавать функцией 
размещения 2: n pg Z Z→  следующего вида:
  
( ) ( ) ( ) ( )1 2, , , , , , , .pgl gl glgl gl gl gl gl gl gl glk k kg J J J J J J J V J J V= ∈ ∈       (14)
Функция g ставит в соответствие каждому тайлу второго уровня процессор, на котором он 
должен выполняться как макрооперация. Данная функция реализует так называемый «коорди-
натный» способ отображения элементов 2n-мерного пространства в пространство меньшей раз-
мерности p. Координаты, по которым осуществляется отображение, непосредственно определя-
ются выборкой { }1 2, , , .pk k k  Отображение вида (14) многовариантно; количество вариантов 
равно количеству различных выборок { }1 2, , , ,pk k k  которое, в свою очередь, равно числу раз-
мещений из n по p.
В результате пространственного отображения тайлы второго уровня распределяются между 
процессорами параллельной архитектуры. Каждый процессор выполняет свой набор макроопе-
раций второго уровня, последовательность которых в рамках одного процессора составляет один 
из параллельных процессов. Существование глобальных зависимостей между тайлами второго 
уровня в зависимости от выбранного варианта пространственного отображения может привести 
к необходимости организации обмена данными между параллельными процессами, протекаю-
щими на разных процессорах. Необходимость передачи данных возникает в том случае, когда 
информационно зависимые тайлы отображаются на разные процессоры. Таким образом, гло-
бальные зависимости второго уровня порождают зависимости между процессорами. Очевидно, 
что для организации взаимодействия между параллельными процессами необходимо определить 
все зависимости между процессорами. 
Рассматривая пары информационно зависимых тайлов второго уровня и их пространствен-
ное отображение в соответствии с функцией размещения вида (14), нетрудно показать, что зави-
симости между процессорами, по аналогии с зависимостями между операциями, определяются 
ненулевыми p-мерными векторами вида
 
( )1 2 ,, , , , ( , ) , , .gl glpgl gl gl glgl gl gl gl glk k kd ϕψ ϕ ϕ= ϕ ϕ ϕ ψ = ϕ ϕ ∈Ψ ϕ ∈Φ ϕ∈Φ      
 
 (15)
Векторы gldψ   
 фактически являются образами соответствующих векторов глобальных  зави-
симостей второго уровня glψ    при их отображении функцией g в p-мерное пространство. Каждый 
вектор ,glψ    у которого существует хотя бы одна ненулевая координата с номером из набора 
{ }1 2, , , ,pk k k  порождает  вектор зависимостей на уровне процессоров. Необходимо заметить, 
что при применении предлагаемого метода отображения для однородных алгоритмов, с учетом 
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разбиения только на полные тайлы, свойство однородности зависимостей сохраняется не только 
на уровне тайлов, но и на уровне процессоров.
Временное отображение алгоритма будем осуществлять на множестве макроопераций в со-
ответствии с LPGS-стратегией по предложенной выше двухуровневой схеме. Для реализации 
такого способа отображения на глобальном уровне необходимо установить порядок выполнения 
на параллельной вычислительной системе тайлов первого уровня. На локальном уровне требу-
ется для каждого из процессоров определить порядок выполнения тайлов второго уровня, ото-
браженных на него функцией размещения g и являющихся в совокупности фрагментом зафик-
сированного глобально тайла первого уровня. Таким образом, каждый процессор параллельной 
системы последовательно выполняет фрагменты тайлов первого уровня, которые представляют 
собой подмножества тайлов второго уровня, полученные при разбиении и отображении тайлов 
первого уровня на параллельную архитектуру. Кроме этого, для синхронизации параллельных 
процессов необходимо реализовать на уровне тайлов второго уровня передачу данных между 
процессорами в соответствии с векторами зависимостей .gldψ  
Зафиксируем на множестве целых чисел { }1,2, ,n  перестановку и обозначим ее { }1 2, , , .ni i i  
На множестве чисел { }{ }1 21 , , , , pt Z t n t k k k∈ ≤ ≤ ∉   определим перестановку { }1 2, , , .n pt t t -
В силу условия корректности тайлинга (6), которому удовлетворяет параметр H, векторы 
глобальных зависимостей первого уровня имеют неотрицательные координаты. Это следует 
непосредственно из формулы, определяющей значения координат векторов, приведенной в ут-
верждении 1. Данный факт позволяет установить на множестве макроопераций первого уровня 
лексикографический порядок их выполнения в соответствии со значениями координат векторов 
,glJ  упорядоченных в соответствии с перестановкой { }1 2, , , :ni i i  тайл ,1glJ  выполняется рань-




1,2, , 1,k z= -  и ,1 ,2.
z z
gl gl
i iJ J<  
Глобальные зависимости между тайлами второго уровня в пределах фиксированного тайла 
первого уровня в соответствии с утверждением 2 также имеют неотрицательные координаты. 
Это позволяет установить лексикографический порядок выполнения макроопераций второго 
уровня на каждом процессоре по аналогии с глобальным уровнем отображения в соответствии 
с перестановкой { }1 2, , , .n pt t t -  Тогда процесс выполнения алгоритма на произвольном процес-
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Первые n циклов псевдокода реализуют лексикографический порядок выполнения тайлов 
первого уровня в соответствии с заданной перестановкой { }1 2, , , ,ni i i  фиксируя при конкрет-
ных значениях счетчиков , 1,2, , ,
k
gl
iJ k n=   тайл первого уровня .
glJ  Следующие за ними n – p 
циклов описывают очередность выполнения тайлов второго уровня ( ), ,gl glJ J  принадлежащих 
фиксированному тайлу первого уровня glJ  и отображенных на процессор ( )1 2ПЭ , , , .pj j j  
В теле полученного гнезда циклов фиксированные значения счетчиков ,
k
gl
iJ  1,2, , ,k n=   и ,k
gl
tJ  
1,2, , ,k n p= −  а также условие , 1,2, , ,
i
gl
ikJ j i p= =   однозначным образом определяют для 
выполнения на процессоре ( )1 2ПЭ , , , pj j j  соответствующий тайл ( ), .gl glJ J  
В силу атомарности тайлов второго уровня все обмены данными, необходимые для выполне-
ния тайла ( ), ,gl glJ J  осуществляются либо до, либо после выполнения макрооперации. Перед 
выполнением тайла необходимо осуществить ряд операций приема данных от процессоров по 
всем возможным направлениям, определяемым векторами ,gldψ  где ,( , ) ,gl
glgl gl gl
ϕ ϕ
ψ = ϕ ϕ ∈Ψ  
,gl glϕϕ ∈Φ   .ϕ∈Φ  Аналогичным образом после выполнения макрооперации процессор осу-
ществляет по направлениям gldψ  передачу ее результатов. В случае приема данных по на-
правлению gldψ  процессор получает данные от процессора ( )1 21 2ПЭ , , , .pgl gl glpk k kj j j− ϕ −ϕ −ϕ    
В случае передачи результатов по направлению gldψ  процессор посылает данные процессору 
( )1 21 2ПЭ , , , .pgl gl glpk k kj j j+ ϕ + ϕ + ϕ     
Операции приема-передачи данных по своей актуальности и содержанию определяют-
ся в соответствии с векторами глобальных зависимостей второго уровня glψ  и их проекциями 
gldψ   на множество процессоров. В общем случае каждому вектору ,
glψ  для которого 0,gldψ ≠

 
соответствует отдельная операция обмена данными. Конкретные данные, которые участвуют 
в операциях приема и передачи, определяются соответственно множествами ( ) ,, gl
inloc gl glV J J
ϕ ψ
  
и ( ) ,, .gl
outloc gl glV J J
ϕ ψ
  Мощность этих множеств обусловливает количество таких данных. 
В предложенном подходе к решению задачи отображения алгоритм рассматривается на уров-
не макроопераций. Представленный псевдокод реализует исходный алгоритм также на уровне 
макроопераций. Для параллельной реализации алгоритма на уровне исходных операций необ-
ходимо дополнительно установить и программно реализовать порядок выполнения операций 
внутри тайла. 
Матрица H, по определению тайлинга, должна удовлетворять условию (6). Это озна- 
чает, что на множестве точек ( ),gl glJ T J J∈   можно установить лексикографический поря-
док выполнения приписанных им операций в соответствии со значением вектора HJ. Реа-
лизация порядка выполнения операций в программном коде представляет собой отдель- 
ную задачу. 
В соответствии с формализованным подходом к тайлингу, представленным в данной работе, 
множество точек тайла образует параллелепипед вида (11). В случае, когда матрица тайлинга H 
является нижней треугольной с единицами на главной диагонали, параллелепипед имеет пред-
ставление с явным определением зависимости граничных значений координат своих точек от 
параметров тайлинга, параметров, определяющих область вычислений и координат соответству-
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Такое представление множества точек тайла позволяет реализовать лексикографический поря-
док выполнения операций тайла в виде гнезда циклов
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где S(J) - операция алгоритма, ассоциированная с точкой J области вычислений V. 
В общем случае формализацию порядка выполнения операций тайла можно выполнить 
за счет аффинного преобразования тайла матрицей H к n-мерному многограннику и применения 
метода исключения Фурье – Моцкина для генерации программного кода.
В заключение необходимо отметить, что вариативность порядка выполнения макроопе-
раций первого и второго уровней не ограничивается вариантами перестановок { }1 2, , , ni i i  
и { }1 2, , , .n pt t t -  Корректным будет любой порядок, сохраняющий зависимости между макро-
операциями. В качестве альтернативного подхода к упорядочиванию макроопераций, а также 
операций внутри тайла второго уровня, можно использовать аппарат векторных функций тай-
мирования [9].
Работа выполнена в рамках подпрограммы «Математические методы» Государственной 
программы научных исследований «Конвергенция».
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