INTRODUCTION
This paper describes a region based approach to computing dense estimates of 2-D motion fields in image sequences. By dense we mean that we would like to have an estimate of the motion at each pixel location at any point in the sequence. In comparison with alternatives, such as optical flow methods, region based approaches to this problem have a number of advantages. Since they involve correlating regions of pixels, they tend to be more robust in the presence of noise and, if the region window is chosen carefully, they can overcome aperture problems. However, previously these advantages have been limited by the simplicity of the underlying model assumed, i.e. typically a single translational motion. Since in general the latter is only valid within small regions, the gains in robustness can be significantly reduced.
For example, if adaptive region selection is employed using a multiresolution process such as that described by Dufaux and Moscheni (1) , then in areas containing non-translational motion or motion boundaries the process forces the use of small regions. This is unfortunate since it is precisely in these areas that improved robustness would be desirable. Improved performance can be obtained by adopting a higher order motion model, as demonstrated by Krüger and Calway (2)(3), although this only addresses the problem within areas of homogeneous motion. The difficulty of dealing with regions containing more than one motion, and in particular a motion boundary, remains. The work described here aims to address this problem.
We adopt a two-component model of local motion -the change between corresponding regions in adjacent frames is assumed to be caused by the presence of either a single motion or two separate motions. The latter case would typically correspond to a motion boundary caused by a difference in depth, i.e. the region can be considered to consist of two sub-regions corresponding to each motion. In addition, we assume that the global motion field can be described by a set of such regions selected from a quadtree tessellation, i.e. blocks at different spatial resolutions (2). The estimation scheme for the model therefore consists of two components: a local estimator to determine the single or two-component motion field; and a global component to determine the set of regions. This paper concentrates on how to do the former; the latter can be tackled using a hierarchical selection process such as that used in (2)(3).
The local estimator employs partial correlation, as described by Calway et al (4) and similar to that proposed by Lan et al (5) , in combination with a Markov random field (MRF) segmentation algorithm incorporating both motion and colour information. Colour variation within each sub-region is accounted for by either a single or two colour model, depending on a simple cluster variance criterion. The classification of each pixel is determined using the iterated conditional modes (ICM) algorithm developed by Besag (6) .
The motion model adopted is described in the next two sections. Following sections give details of the estimation algorithm and the paper concludes with results of experiments performed on frames from two real sequences.
TWO-COMPONENT MOTION MODEL
The model adopted follows the multiresolution modelling approach previously used for boundary extraction by Wilson et al (7) and for the earlier work on motion estimation (2)(3). These models assume that the underlying image or motion field can be described by a set of contiguous blocks of different size selected from a quadtree tessellation in which the image or motion variation within a given block can be described by a simple local model. For example, a linear feature segment in the case of boundaries or an affine transformation in the case of motion. The advantage of such models is that the associated estimation algorithms turn out to be computationally efficient and result in compact descriptions of the underlying data, i.e. in terms of a relatively small number of blocks (7) .
In the present work we assume that each block contains either a single motion or two separate motions, where the motions are simple translations. The two component case typically corresponds to the occlusion of one surface by another moving with different motion. Let x 1 and x 2 denote adjacent colour frames in an image sequence, where is the spatial coordinate vector. Within corresponding blocks, 1 and 2 say, the frames are assumed to have the following form:
x i = y i1 +h i y i2 ,y i1 8 2 i (1) where the functions y ij represent the projection onto the image plane of two surfaces S j moving in the scene with projected motions v j . Surface S 2 is assumed to be closer to the image plane and in general occluding part or all of S 1 as illustrated in Fig. 1 . The functions h i are the 'z buffers' defining the projected occlusion, i.e. 
where e j is a zero mean noise process with covariance j . The relationship between the z buffers is then:
The model therefore consists of single or two-component motion blocks, with the latter straddling motion boundaries as S 2 occludes S 1 and the former corresponding to regions covering the projection of a single surface.
COLOUR AND SPATIAL CONTINUITY
Of course, we do not expect the z buffer functions h i in the above model to be totally arbitrary. Since they correspond to the projected area of surfaces in the scene, we may assume that they will exhibit a degree of spatial continuity and also that the colour characteristics of the two sub-regions defined by the buffers will be different. These two factors in conjunction with our assumptions about the effect of motion on the projected frames as expressed by eqn (2) are incorporated into our model by adopting a Markov random field (MRF) approach (6) . Let x i k x i k denote a discrete (YUV) version of x i and let sk denote a segmentation of the pixels within the reference region, 1 say, into the two motion sub-regions. We use a 2-means model for the colour variation within each sub-region and hence sk can take on one of four possible values, i.e. sk = s 1 k; s 2 k = j; m means that the pixel at location k belongs to motion region j and colour class m within that region, where j = 1 ; 2 and m = 1 ; 2. We then define the a posteriori density function for the segmentation given the data as:
where Mk and Uk are constraints that express our prior assumptions about the effects of the motion and the variation of colour within each region respectively. The second component in the density imposes the spatial continuity by favouring adjacent pixels being in the same region and colour class. This is defined by the clique potentials V C s for the pixels belonging to the two-point cliques C in sk (see Pappas (8) ):
where is positive.
The motion constraint Mk promotes pixel classification to minimise the overall motion compensated error (MCE) within the region. Defining the MCE for pixel k given motion j as
then from eqn (2) Mk = m s1k k T ,1 s1k km s1k k (7) where j k is the covariance of the MCE for motion j at location k . We allow this covariance to be a function of spatial position to account for local colour variation and the consequent effect on the expected MCE.
The colour variation within each motion region is modelled using two colour classes. For motion j these are assumed to be N j;m ; j;m and the colour term in eqn (4) is then:
We have found that this two colour approach gives a reasonable trade-off between the rigidity of a single class model and the increased complexity and danger of over segmentation resulting from a larger number of classes. This is discussed further later in the paper.
The task of the estimation algorithm is therefore to determine whether there are one or two motions present and to estimate the associated motion(s), the form of the z buffers and the corresponding colour statistics. How we do this is described in the following sections.
ESTIMATION ALGORITHM
The structure of the estimation algorithm is shown in Fig.  2 . There are two main components: partial correlation, which enables the estimation of two component motions; and the ICM algorithm for determining the segmentation of the two motion regions and the associated colour parameters. The scheme is an iterative process in which current estimates of the z buffersĥ i k ĥ i k are used to estimate the two motions, which are then used to generate a new segmentation, colour statistics and hence updated estimates of the buffers (note that the buffers are defined implicitly by the segmentation sk). The process continues until stability is reached. Details of the two main components and the initialisation procedure are given below. 
Partial Correlation
Partial correlation was described in (4) as a means of retaining the benefits of a region based estimation scheme when dealing with two component motions. Although full correlation of corresponding regions in such cases may give distinct peaks in the correlation field indicating the presence of two motions, this is unlikely to be the case in general. A more likely scenario, particularly when dealing with complex natural scenes, is that the correlation field is ambiguous, containing several local peaks which may or may not correspond to distinct motions (4). In effect, interference amongst the motions makes identification of the true motions difficult. Partial correlation was designed to avoid such interference.
The principle is to use current estimates of the z buffers to null pixel values prior to correlating, i.e. we generate nulled regions given by z i k = h i kx i k 8 k 2 i i = 1 ; 2 (9) and then correlate the luminance components of the z i k to determine an estimate for the motion v 2 , i.e. the peak position gives the motion and its value an indication of the reliability of the estimate. This can be done efficiently using the local frequency domain approach described by Calway et al (9) . We then obtain an estimate for v 1 by nulling the regions with 1 ,h i k and correlating again.
Iterated Conditional Modes (ICM)
To obtain a maximum a posteriori (MAP) estimate of the segmentation sk we need to maximise the rhs of eqn (4) . Finding the global maximum is computationally restrictive and so we use the ICM algorithm to provide an approximation (6) . An iteration of ICM involves visiting each pixel in turn and minimising the exponent in eqn (4) given the current model parameters, the MCE for each motion, the pixel colour and the classification of all other pixels. Iterations continue until the number of changes drops below some threshold (we used 1/1000 of the number of pixels in the region and convergence was reached typically within 5 iterations). The model parameters defining the density are estimated after each iteration as described in the next section.
On completion of the ICM iterations the final segmentation is used to generate updated z buffers and then a further stage of partial correlation is carried out. This gives two new motion estimates and MCEs which are used in a further round of ICM starting from the previous segmentation. This continues until the motions do not change significantly or they have no significant effect on the segmentation. This takes around 3 to 4 cycles.
Estimation of Model Parameters
The model parameters are estimated after each ICM iteration using the current segmentation and the data. In the case of the colour parameters, intra-class weighted means and covariances are used as estimates for j;m and j;m , with boundary pixels being given lower weight than interior pixels on the premise that their colours will be less representative of the class.
At each stage we also check the validity on the 2-mean model in comparison to using a single mean. This is done using a simple variance test on the luminance component -the variance for a single mean is compared with the minimum sum of variances over all '2 partitions' of the luminance range. If it is less, then a single colour mean is adopted, otherwise the 2-mean model is used, with the partition colour means as the initial values. Further partitions could be considered, although this would lead to increased complexity and a danger of over segmentation. Moreover, we have found that the 2-mean model is often sufficient given that we are dealing with local regions.
We experimented with using the intra-class MCE covariances as an estimate for the motion covariance. However these fail to reflect the dependence of the MCE on the underlying colour variation -in regions with high colour variance we would expect greater variation in the MCE for a given motion than we would for regions with low variance. We obtained better results by using the sum of covariances about corresponding points in the two frames under the action of the motion. In the experiments the MCE was based only on the luminance component and the covariance for motion j at pixel k was taken as:
where i k is the covariance of the luminance computed within a small neighbourhood of k in frame i.
Initialisation, Cluster Swapping and Occlusions
We initialise the algorithm by setting h i k = 1 prior to the first correlation. This yields the first estimate for v 2 and the corresponding MCE is then thresholded to give an initial segmentation for the ICM. During this round of ICM the motion term in eqn (4) for the unavailable motion v 1 is set to a constant depending on the variance of that for v 2 over all pixels (in the experiments it was set to one and a half standard deviations). The resulting segmentation is then used in the partial correlation to derive two new motion estimates and the algorithm proceeds as described above. In a multiresolution implementation subsequent levels corresponding to smaller block sizes are initialised by simply propagating down the classification from the previous level.
At the end of each ICM round and following propagation to a lower level we also test swapping colour classes between the motion classes. If moving pixels in a given colour class into the other motion class results in an increase in the posteriori density after recomputing the colour statistics then the swap is implemented. The test is computationally inexpensive and proves useful in clearing up small clusters of mis-classified pixels, particularly when propagating between levels.
Finally, we have also implemented a simple occlusion detection algorithm in order to identify regions coming out or moving into occlusion. This involves identifying those pixels which are mapped to by two other different pixels under the action of the two motions. Of the pixels being mapped the one which gives the largest MCE is then classified as occluded. The motion contributing the most occluded pixels then identifies the motion region being occluded and hence a local depth ordering. Figure 3 shows results of applying the algorithm to adjacent frames from the Table Tennis and Foreman sequences over three different block sizes. We used the frequency domain method described in (9) to compute the partial correlations, based on 50% overlapping blocks in order to minimise wraparound error. The luminance components were pre-filtered using a highpass filter to minimise any low frequency bias in the correlation field.
EXPERIMENTS
The grey levels in each block indicate the separate colour classes for each motion -the lighter greys correspond to one motion and the darker greys to the other. Motion estimates are indicated by white and black arrows (or crosses in the case of zero motion) directed from the centroid of the respective motion region. The white regions indicate pixels that have been classified as occluded.
In the majority of two component motion regions the algorithm has successfully identified the segmentation and the motion estimates correspond well to the apparent motion. The occlusion regions have also been successfully identified, notably in the Table Tennis frames. Note also the refinement in the colour representation within each region as the classification is propagated to smaller block sizes. Nevertheless, as the results for the Foreman frames illustrate, there are some shortcomings in the algorithm as it currently stands. It has failed to distinguish the background motion from that of the left side of the face and parts of the hat. On closer examination the motion and colour variation in these areas is complex and the algorithm needs refinement to deal with such cases.
CONCLUSIONS
We have presented a novel approach to estimating two component motions and the associated spatio-temporal segmentation using a region based approach. The central motivating factor for the work is to give more flexibility in the local models that can be adopted when applying an adaptive multiresolution scheme such as that described previously in (2) and (3). This work has shown that two component motions can be dealt with within such a framework and if incorporated should improve robustness and give a more concise description of the global motion field. We are currently looking to extend the algorithm to deal with the complex motion and colour variation mentioned above and to develop robust methods for optimally combining and linking local estimates across the different levels.
