We demonstrate that it is feasible to carry out a real time simulation of a quantum field theory in one spacial dimension using current quantum computers. We use the transverse Ising model in one spatial dimension with 4 sites as an example on two of IBM's quantum computers, Poughkeepsie and Boeblingen, but this methodology is easily extendable to other field theories such as the Schwinger model and the Thirring model. We demonstrate that a Richardson extrapolation can allow us to mitigate the machine noise and to look at the time evolution with enough Trotter steps corresponding to the characteristic time scale of the model. We show that for sufficiently small time frames, algorithmic errors from the Suzuki-Trotter approximation can also be reduced on current machines.
I. INTRODUCTION
In recent years, lattice gauge theory has produced increasingly accurate results for problems involving the strong interactions of quarks and gluons. Reliable results with errors of a few percent uncertainties are common for problems involving the static properties of hadrons [1] or the matrix elements involved in flavor physics [2] . It is also used to study nuclei [3] , structure functions [4] , propose hypothetical models beyond the standard model [5] or to study high-temperature superconductivity [6] . To a great extent these successes are related to static properties that can be tackled with importance sampling at imaginary time where the action is real. On the other hand, real-time evolution of quantum systems is problematic due to the large Hilbert space and that Monte-Carlo sampling techniques prove ineffective in tackling. Quantum computing offers a solution to this problem for high energy and nuclear physics and much work is already done in developing this [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . While doing ab initio calculations for jet physics in QCD is a long term goal; there are many intermediate steps which must be taken toward tackling this problem with the limited resources that are currently available, such as showing that real-time evolution of small systems is achievable. The transverse Ising model is an excellent first place to begin examination of real time evolution of quantum mechanical systems on today's quantum computers. The methods used in this paper are an extension of the work previously done in Ref. [25] , where the simulation of the transverse Ising model was carried out on an emulation of different quantum computers. In addition this work done here is easily extended to other models such as the Gross-Neveu model, the Schwinger model [26] [27] [28] [29] [30] , and the Thirring model [28, 31] . The transverse Ising model has connections to both solid state physics and quantum field theories [32] . In addition the transverse Ising model is a local theory (it only has nearest neighbor interactions), which is a nice property when we want to examine this model for today's quantum computers, because there is no need for the inclusion of swap gates in the quantum circuit. Multiple cases of the transverse Ising model have been examined [12, [33] [34] [35] . The transition from running a quantum circuit on a simulated quantum computer to running on an actual quantum computer brings a new set of challenges. The two most notable of these challenges are the efficacy of the qubit operations can vary day to day and the connectivity of the qubits. It is important to note that these two challeges are interdependent. If two qubits need to communicate with each other that are not directly connected "swap" gates need to be implemented to move the qubits around; "swap" gates are an expensive two qubit procedure in NISQ era quantum computing because these gates introduce more two qubit errors into the quantum circuit. The end result is the quantum systems that can currently be tested are limited by connectivity and the size and time evolution of these systems which we can easily implement are limited by the noisiness of the gates on a given day.
In this paper we will examine the 1 dimensional transverse Ising model with four sites and open boundary conditions (OBC), in the context of these challenges and the best steps forward in the noisy intermediate scale quantum computer (NISQ) era. It is important gauge how accurately a quantum system, which can be trivially implemented on a quantum computer [36] , can be simulated using current quantum computers across different days. We examine the consistency of two of IBM's quantum computers, Poughkeepsie and Boeblingen in Sec. III. This procedure provides an effective gauge on how many Trotter steps or the depth of a circuit that can be used on a given machine. Second, we need to examine how readout errors can effect the simulations we have run and how they can be rectified. The third step is to use a Richardson extrapolation scheme, arXiv:1910.09478v1 [hep-lat] 21 Oct 2019 as carried out in [11, 25, 37, 38] to gauge whether we can effectively reach a noiseless limit on the current superconducting qubit quantum computers produced by IBM. Both of these steps are discussed in Sec. IV. We finally attempt to use a method of algorithmic error mitigation to reduce the errors coming from the Trotter approximation in Sec. V.
II. METHODOLOGY FOR REAL-TIME CALCULATIONS
The formulation of the transverse Ising model that we examined uses 4 sites and has OBC; this model can be explicitly written aŝ
where J is the nearest neighbor coupling (hopping) and h T is the on-site energy. In this model we chose J = 0.02 and h T = 1.0. The characteristic time scale for this theory corresponds to Jt1 which is corresponds to t1. The justifications for the number of sites and the boundary condition that we chose for the model are explained in Sec. III. The system can be evolved in time using the complex exponential of theÛ
Exponentiating the Hamiltonian in this manner is problematized because the nearest-neighbor coupling terms do not commute with the onsite field strength terms. The solution to this problem is using the Suzuki-Trotter (ST) approximation. This leads to the following expression for the time evolution operation,
where N is the number of Trotter steps we want to implement. It is worth noting that the algorithmic error term in Eq. 3 overestimates the error for the odd particle sector. A more rigorous bound for the error in the operation is O((Jt) 3 /N 2 ). This can be seen by observing that the movement of the particle from site to site is largely determined by the nearest-neighbor coupling J, so every appearance of 
III. MACHINE PERFORMANCE
The connectivity of the qubits on the IBM quantum computers Poughkeepsie and Boeblingen [39] do not allow for a trivial implementation of the 4 site transverse Ising model with periodic boundary con-ditions such as the model implemented in [25] . For this reason, open boundary conditions were used instead. Simulations on the Boeblingen and Poughkeepsie machines ( Fig. 1 ) were run across the 4 different dates with fixed parameters to gauge how the performace of the machine changes from day to day. The Boeblingen quantum computer is able to implement between 4 and 5 Trotter steps before significant gate errors start to accumulate and distort the wavefunction. The Poughkeepsie machine is able to implement between 2 and 3 Trotter steps before gate errors become a noticeable problem.
IV. ERROR MITIGATION
The readout errors (misidentifying a |1 for |0 or vice-versa) for current superconducting qubit quantum computers can be quite high. For this reason it is important to identify the best method for correcting these readout errors. The robust readout error mitigation scheme for the Pauli Z operator used in proposed in Ref. [40] , which accounts for the probability of misidentifying a 1 as a 0 is not the same as misidentifying a 0 as 1,
can be approximated naively assuming that the readout errors are identical, which drastically simplifies the formula in Eq. 4:
A comparison of how these two different methods work is demonstrated in Fig. 2 ; the accuracy of the readout correction from the robust version is slightly, but still noticably, better than either the uncorrected or naively corrected occupations.
In order to minimize the errors introduced by noisy quantum gates, the primary method used by many, e.g. Refs. [37, 38, 41] , is the algorithm known as the Richardson extrapolation originally proposed in Ref. [42] . This involves increasing the noise in the system by fixed amounts and then extrapolating backwards to a noiseless value. Instead of the exponential extrapolation scheme proposed in Ref. [37] , we stick to a polynomial ansätze due to computational constraints. We tested two different ansatze to fit the noisy data: a quadratic ansatz in r,
and linear ansatz in r, In addition when we use the fitting algorithm we put a bound on the constant term so that its value must be fixed between 0 and 1. The different extrapolations are shown in Fig. 3 . For the time being we will use a linear approximation (a table of χ 2 values for the various fits is listed in the appendix in Tab. I), as it is the least likely to over fit the data.
We examine further, the time evolution and efficacy of the Richardson extrapolation. In Fig. 4 we can see an accurate Richardson extrapolation for this circuit is possible using current quantum computers. It is immediately clear that not much significant information is gleaned by increasing the noise rate from r = 7 to r = 9 for t ≥ 15. This suggests that r = 7 is for the most part an acceptable maximum limit for the error rate. It appears that for site 1 non trivial noise effects are causing an over estimation of the occupation probability. We expect that after using the Richardson extrapolation to mitigate the machine errors, we are left with a term that is dependent upon the modification of the standard Trotter error mentioned in Sec. II. The method we use to eliminate the algorithmic error due to the Trotter extrapolation is similar to the Richardson extrapolation used in Sec. IV. We fit the expression to the linear ansatz,
The uncertainties used in the fit include the statistical errors from the Richardson extrapolation and two systematic errors, the Trotter error and a machine error weighting to account for the less value that should be placed onto evolutions with more trotter steps due to the increased prevalence in machine errors. The Trotter error is given by
and the assumed systematic noise error is given by,
where is the fractional chance that an error will occur in the given circuit per a given for t = 20 and t = 40 are shown in Fig. 5 and Fig. 6 respectively. What is immediately noticeable is that the smaller Trotter step δt = 20/3 has a significant effect on the extrapolation for two interconnected reasons. This smaller Trotter step is more error burdened, due to gate error and thermal relaxation effects, than the larger Trotter step simulations so the observable tends toward the an asymptotic value of 0.5, even after the Richardson extrapolation. But the algorithmic Trotter error for these steps is smaller so these data points end up having more statistical weight and drastically throw off this continuous time extrapolation.
We show in Fig. 7 the time evolution of the occupation value for the transverse Ising model after both machine noise and algorithmic Trotter error mitigation methods have been applied. It is immediately obvious how sensitive the algorithmic error mitigation is to the thermal relaxation and de-coherence effects of the quantum computer. In all the cases, the t = 20 data point is an accurate extrapolation and only the n 3 and n 4 are even close to accurate for t = 40. This key take away is the size of the chosen Trotter step must be balanced against the decoherence, gate error, and thermal relaxation effects, in order to successfully apply the algorithmic error mitigation strategies we have carried out here. sites to be accurately simulated for short time periods on IBM's quantum computer Boeblingen. In addition we have shown that current methods of machine noise reduction are effective and allow the examination of time evolution beyond one or two Trotter steps. However the success of the Richardson extrapolation to today's quantum computers is undercut by the previously mentioned difficulty of the algorithmic error mitigation strategies. This difficulty posed by the algorithmic mitigation is not hopeless as it is clear that there is some efficacy in the algorithmic mitigation and that its success is dependent upon slight improvements in the two qubit gate fidelities and intelligent choices of Trotter steps.
The developments from the results of these simulation can naturally be extended to the Thirring and Schwinger models as both of these models have Hamiltonians which can be written in terms of local tensor products of Pauli-matrices [11, 21, 31] . Specifically the tensor products are ofσ xσx ,σ yσy , andσ zσz which can be easily implemented using current quantum computing technology. The issue of increasing the value of J should not be noticeably more difficult than the current simulations. The Trotter step time δt will naturally need to be reduced because of the how the Trotter error scales as is discussed in II. The second consideration is that at larger J "pair creation" effects will be come significant and therefore being able to disentangle these different "particle sectors" will be important. work for quantum computing," (2019).
Appendix: Justification for reduced trotter error
The traditional Suzuki-Trotter approximation can be written as in Eq. 3. The next order approximation can be written aŝ
It is clear that with the exception of the end and beginning terms this effectively reduces to the equation in Eq. 3, therefore this first power reduction is justifiable. The second thing to note is that the hopping between sites is entirely governed by the coupling constant J so any appearance of t should be multiplied by a factor of J. 
