Possibilistic logic offers a natural qualitative framework for handling uncertain information. This paper discusses its extension to dealing with partially ordered knowledge. We show that there are two different ways to define possibilistic logic machinery which both extend the standard one.
Introduction
In many applications, the reliability relation associated with available information is only partially defined, while most of existing uncertainty frameworks deal with totally ordered knowledge. Partial orders offer more flexibility than total pre-orders to represent incomplete knowledge. Moreover, they avoid to compare unrelated pieces of information.
The need of extension of uncertainty frameworks to partial orders is even crucial if we consider the dynamic of knowledge. Namely, even if the available information is totally ordered, then it may happen, when using updating operators [1] , that incorporating a new piece of information leads to a partially ordered knowledge.
Another situation is when we merge multiple sources information. Indeed the application of some merging technique, like the one based on preferred sub-theories [2] , can also result in a set of partially ordered pieces of information.
This paper proposes an extension of basic notions of possibilistic logic [3] , when pieces of information are only partially ordered. Namely, instead of associating with formulas or interpretations numbers in [0, 1], we will associate elements in some partially ordered set.
Two definitions of possibilistic inference, which both extend the one used in possibilistic logic, are presented.
The paper is organised as follows. Section 2 gives some definitions on partial pre-orders. Section 3 proposes an extension of the semantic of possibilistic logic. Section 4 provides two different methods to compactly encode a partial pre-order on interpretations by means of a partial pre-order on formulas. We then propose a syntactic inference, which extends the possibilistic one.
Partial pre-orders: definitions and notations
A partial pre-order on a set A is a reflexive (a a) and a transitive binary relation (if a b and b c then a c).
In this paper, a b means that a is preferred to b.
We define the corresponding strict partial order as a ≺ b iff a b holds and b a does not hold. The equality = is defined by a = b iff a b and b a.
We lastly define incomparability ∼ as a ∼ b if and only if neither a b nor b a holds. a ∼ b means that neither a is preferred to b, nor the converse.
The set of minimal elements of A, denoted by M in(A, )), is defined as follows:
From a partial pre-order on elements to a partial pre-order on subsets of elements Given a partial pre-order on a set A, we need to define, for the purpose of this paper, a partial pre-order between subsets of A. Roughly speaking, a subset X is preferred to another subset Y , if the preferred elements in X (represented by M in(X, )) is better than the preferred elements of Y (represented by M in(Y, )).
Following Halpern [5] [6] , there are two meaningful ways to compare subsets of A.
Definition 1 Let
be a partial pre-order on A and X, Y ∈ A. X 1 Y iff ∀y ∈ Y , ∃x ∈ X such that x y.
This definition means that a subset X is preferred to another subset Y if for each element y in Y , there exists at least one element in X, which is preferred to y.
The following gives a stronger definition.
Definition 2 Let a partial pre-order on A and X, Y ∈ A. X 2 Y iff ∃x ∈ X such that ∀y ∈ Y : x y.
With this definition, we consider that a subset X is preferred to another subset Y when there exists at least one element in X which is preferred to all elements in Y .
The definition of 2 implies the definition of 1 , more formally:
The converse of this proposition does not hold, as it is shown by the following counterexample.
Counterexample 1 Let
A = {x 1 , x 2 , y 1 , y 2 } and the partial pre-order on A defined by:
Let X and Y be two subsets of A such that X = {x 1 , x 2 } and Y = {y 1 , y 2 }. We have X 1 Y , indeed x 1 is preferred to y 1 and x 2 is preferred to y 2 . But X 2 Y does not hold: there exists no element in X which is preferred to all elements in Y .
The following proposition shows that, in the case where is a total pre-order then the two definitions of 1 and 2 are equivalent.
Proposition 2 Let
be a total pre-order.
A semantic extension for possibilistic logic
This section provides an extension of the semantics of the possibilistic logic [3] to partial pre-orders.
Let L be a propositional language. We denote by W the set of interpretations of L. Let ϕ be a formula, M od(ϕ) denotes the set of classical models of ϕ.
We recall that the basic element of the semantics of possibilistic logic is the notion of possibility distribution [4] , denoted by π, which is a function from
evaluates to what extent ω is compatible, or consistent, with our available knowledge.
π(ω) = 0 means that ω is impossible, while π(ω) = 1 means that ω is totally possible. If there exists an interpretation ω such that π(ω) = 1, π is said to be normalized, or consistent.
The counterpart of a possibility distribution is a partial pre-order W on W. ω W ω means that ω is preferred (or more plausible) than ω .
Note that contrary to possibility distribution, we can not represent totally possible interpretations and totally impossible interpretations. We can only represent the most preferred interpretations and the least preferred interpretations. Moreover, like in Spohn Ordinal function (OCF) [7] , all interpretations are considered as somewhat possible.
We now define an extension of the possibilistic semantic inference. A formula ϕ is a plausible conclusion, given the available knowledge encoded by W , if it is satisfied by all preferred interpretations for W . More formally:
Let us illustrate this definition by the following example.
Example 1 Let a and b be two propositional variables. Let W = {ω 0 , ω 1 , ω 2 , ω 3 } be the set of interpretations such that ω 0 = {¬a, ¬b}, ω 1 = {¬a, b}, ω 2 = {a, ¬b} and ω 3 = {a, b}. Let W be a partial pre-order on W such that:
We are interested to know if a ∨ b can be inferred from (W, W ).
This inference is an extension of the one used in possibilistic logic. Namely, let π be a normalized possibility distribution. Recall that a formula ϕ is inferred from π, denoted by π |= ϕ, if each interpretation ω such that π(ω) = 1 satisfies ϕ.
Let ≤ π be a partial pre-order associated with a possibility distribution π in the following way:
It can be checked that:
A syntactic extension for possibilistic logic
This section provides two syntactic counterparts to the semantic inference introduced in the above section. We first show how to compactly encode a partial pre-order on interpretations with a partial pre-order, denoted by K , on a set of propositional formulas, denoted by K. We then build a set of consistent subsets of K, which will be used to define a syntactic inference.
From partial pre-orders on formulas to partial pre-orders on interpretations
In possibilistic logic, uncertain information are represented by means of a possibilistic knowledge base, which is a set of weighted formulas of the form Σ = {(ϕ i , a i ) : i = 1, . . . , n} where ϕ i is a propositional formula, and a i ∈ [0, 1]. The real number a i represents a lower bound of certainty degree of the formula ϕ i .
We propose to represent compactly partially ordered information by a couple (K, K ), where K represents a set of formulas and K a partial pre-order on this set. (K, K ) will be called partially ordered knowledge base.
Given two formulas ϕ and ϕ ∈ K, ϕ K ϕ means that ϕ is preferred to ϕ . Note that, in general, K is neither deductively closed, nor required to be consistent.
From (K, K ), we can generate two possible pre-orders on interpretations, depending if we use Definition 1 or Definition 2.
Let us denote by ω, K the set of formulas in K falsified by ω. We have:
Definition 4 Let (K, K ) be a partially ordered knowledge base, then for i=1,2 we have ω W,i ω if ω , K i ω, K , where i is given in Definition 1 for i = 1, and in Definition 2 if i = 2.
Roughly speaking, ω is preferred to ω if the preferred elements in (K, K ) falsified by ω are better than preferred formulas falsified by ω.
Example 2 Let be K = {a, ¬b, b} the set of formulas and K such that:
Note that K is inconsistent. Moreover, we have b ∼ ¬b. We recall that ω 0 = {¬a, ¬b}, ω 1 = {¬a, b}, ω 2 = {a, ¬b} and ω 3 = {a, b}.
Using the definition of 1 , we can show that ω 2 W,1 ω 0 . Indeed ω 2 , K = {b} and ω 0 , K = {a, b}.
Moreover we have: b K b and a K b, hence {a, b} 1 {b}, which implies ω 2 W,1 ω 0 .
With similar computations, we obtain:
Note that this leads to the same than the partial pre-order of Example 1.
In this particular case, we can check that
The following shows that the pre-order induced on interpretations from a partially ordered knowledge base is an extension of the one use in possibilistic logic. More precisely, let Σ = {(ϕ i , a i ) : i = 1 . . . n} be a possibilistic knowledge base. Recall that in possibilistic logic the possibility distribution associated with Σ is defined by [3] :
Let (K, K ) be the ordered base associated with Σ. K = {ϕ i : (ϕ i , a i ) ∈ Σ} and ϕ i ≤ K ϕ j iff a j ≤ a i , where a i and a j are the weights associated with ϕ i and ϕ j respectively.
we can check that:
Syntactic inference
This section provides syntactic inference from (K, K ). We first need to define from (K, K ) a preference relation, C , between consistent subsets of K, denoted by C. C C C means that the consistent subset C is preferred to the consistent set C .
As it is said in section 2, in case of partial pre-orders, there are two possible ways to define C , depending if we use Definition 1 or Definition 2.
Intuitively, C 1 is preferred to C 2 if the preferred element outside C 1 is less preferred than the preferred element outside C 2 .
We denote CON S i the set of preferred consistent subset of K, with respect to i . More formally:
Example 3 Let us consider again Example 2. C is composed by six consistent subsets, which are given by Table 1 . Table 1 : Set of consistent subsets of K.
{a, b} {¬b} C 5 {a, ¬b} {b} C 0 is the particular case where no formulas are considered from K.
According to the definition of C,1 , we obtain:
For instance, let us show the inequality C 4 C,1 C 1 . Indeed the only formula which does not belong to C 4 ,¬b, does not belong to C 1 . We have then, by reflexivity of K , ¬b K ¬b.
Let us also show the inequality C 1 C,1 C 2 . Two formulas are not in C 1 , b and ¬b. For each of these formulas, we can find a preferred element, which do not belong to C 2 , namely a. Hence C 1 C,1 C 2 .
From C,1 we get:
In this particular case, we have
The following gives the definition of syntactic inference.
Example 4 Let ϕ = a ∨ b. We have ¬ϕ = ¬a ∧ ¬b.
Recall that CON S i = {{a, b}, {a¬b}}. We have {a, b} and {a, ¬b} both inconsistent with ¬ϕ. Hence (K, K ) i ϕ.
Note that this result is the same than the one found in Example 2, using the semantic inference.
Again the syntactic inference extends the syntactic inference of possibilistic logic, when we only deal with totally ordered knowledge. Namely, let Σ be a possibilistic knowledge base. Recall that the syntactic possibilistic inference, denoted by π , is obtained by only considering the most certain and consistent formulas with ϕ. See [3] for more details.
Then if we define (K, K ) from Σ as in section 4, we can check:
Moreover, note that when K is a total preorder then CON S 1 = CON S 2 . Moreover, there exists an element A in CON S i , such that for each B ∈ CON S 1 , we have A ⊆ B.
Hence, for a total pre-order, the inference can be only based on one consistent subset of K, obtained by taking intersection of all elements in CON S i .
These syntactic inferences are equivalent to the semantic inferences. Namely, if we transform the partial pre-order on formulas K to a partial pre-order on interpretations, then applying the semantic inference using Definition 3 leads to the same result than applying syntactic inference using Definition 7. More formally:
Theorem 1 Let (K, K ) be a partially ordered knowledge. Let W,i be a partial preorder on interpretations obtained using Definition 4. Then:
This paper has proposed an extension of possibilistic logic when dealing with partially pre-ordered knowledge.
Two definitions of semantic and syntactic inferences are provided. Both of them extends the one used in possibilistic logic. Moreover, the syntactic inference is sound and complete with respect to the proposed semantics.
A future work will be to develop algorithms for the two syntactic inferences. These algorithms will be applied in geographical information system where available knowledge are often partially ordered.
