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I. INTRODUCTION
Today's complex systems, like high-performance aircraft require sophisticated control techniques to support all aspects of operation: from flight controls through mission management to environmental controls, just to give a few examples. Any real-life system is prone to failures: either physical (hardware) or logical (software). When a high degree of reliability and safety is desired the effects of these failures must be mitigated and control must be maintained under all fault scenarios. In order to manage fault scenarios, we need to make a series of decisions and control actions: (I) the fault has to be detected, (2) the fault source has to be identified and the magnitude of failure estimated (e.g., a partial degradation versus a total failure), (3) depending on the nature of failure, a new control algorithm has to be selected that compensates for the partial or complete failure, (4) the plant has to be reconfigured, and ( 5 ) the new control algorithm has to be chosen. All these decisions must be made by a control system that incorporates not only simple regulatory loops and the supervisory control logic, but also a set of components that detect, isolate, and manage faults, in coordination with the control functions.
In this paper, a systematic model-based approach is presented that can create control systems capable of accommodating faults. We call this approach Fault-Adaptive Control Technology (FACT). Developing fault-adaptive control gives rise to a number of technical challenges that go beyond the capabilities of traditional control approaches. Faults must be detected while the system is in operation, followed by quick fault isolation and estimation of the fault magnitude. The next step is on line decision-making on how to reconfigure the control system to accommodate the fault. Many altematives may have to be evaluated, and metrics will have to be defined that select the optimal or the best reconfiguration. Finally, the reconfiguration must be executed, which means that set points and control parameters may have to be changed, or a different controller may have to be deployed to continue system operation. The challenge is to build an integrated online approach that combines fault diagnostics, control theory, signal processing, software engineering, and systems engineering. The different components of the system require different kinds of models with different granularity and abstraction levels. Some of these models are specified by the system designer, while the computational models for on-line analysis can be automatically generated using model transformation tools.
This paper introduces the modeling paradigms, and the main building blocks of a model-based FACT architecture for complex dynamic systems. Section I1 presents FACT architecture. In Section Ill the modeling paradigms and the different models used are discussed. Section IV illustrates the operation of the system through an example: a fault-adaptive fuel control system.
FACT ARCHITECTLRE
The overall FACT approach, illustrated in Fig. 1 , is centered on model-based approaches for fault detection, fault isolation and estimation, and controller selection for hybrid systems. The plant is assumed to be a hybrid system, i.e. it combines continuous dynamic behavior in individual modes with discrete modes changes [I] . The mode changes can be autonomous (e.g.: water level in a tank reaching the level of a drain pipe), or they can be attributed to control commands (con-0-7803-7705-2/03/$17.00 02003 IEEE trolled mode change, e.g.: open or close a valve). The Reconfigurable Control Unit for the plant control operates in two layers: (i) the regulatory layer interfaces with the physical plant through sensors and actuators, and (ii) the supervisory layer, which is responsible for the high-level control strategy.
The heart of the Fault Adapfive Control Unit is the Hybrid Observer that tracks the behavior of the plant under nominal conditions. When the Fault Detector detects a discrepancy between the measured and the expected behavior, the diagnosis units are triggered. The Discrete Diagnosis and the Hybrid Diagnosis units use qualitative reasoning approaches, but they are based on models of different accuracy and resolution. The Discrete Diagnosis unit uses Temporal Fault Propagation Graphs describing the effects of faults to the system at a high level, while the Hybrid Diagnosis unit uses detailed models of the plant in the form of the Temporal Causal Graphs that captures the transient dynamics after fault occurrence. The possible fault candidates provided by the diagnosis units are merged and ranked in the Fusion Unit The best candidates are then passed to the quantitative Parameter Esfimation Unit that reduces the candidate set to a single fault candidate by computing the degree of degradation, and retaining that candidate that has the least prediction error. The results of the fault diagnosis are used to select the optimal controller. In the current system, we assume a library of controllers indexed by sets of characteristics is available. The controllers are parameterized by the current mode of operation, the system state vector, and the failed and degraded states of components and subsystems. The selection function is set up so'that the new controller best meets the current and long-term performance objectives.
The Reconfigurable Controller's task is addressed at two levels. At the supervisory (discrete) level, reconfiguration implies modification of high-level control actions. At the lower (continuous) level of control, the system relies on regulators. Reconfiguration at this level can take on three different forms: (i) set point changes, (ii) controller tuning, and (iii) structural changes. The Reconfiguration Manager is responsible for identifying the necessary reconfiguration tasks and initiating the reconfiguration process. Since the reconfiguration may lead to the.introduction of large switching transients into the system, the Transient Manager performs the actual reconfiguration in a way that undesired transient effects are reduced [2] . Based on the result of the parameter estimation the Plant Model is also modified so that the observer can again track the behavior of plant properly, and the system can continue operation in a degraded, but satisfactory level.
MODELING PARADIGMS
The FACT approach is model-based, so the designer's focus is on building models that correspond to their understanding of the system, rather than on executable program code. The Reconfigurable Controller and the Fault Adaptive Control Units are automatically generated from these models of the plant, controllers, the reconfiguration procedures, and the plant interface. Different tasks require different models, but some tasks may use models at different levels of abstraction achieving results at different granularity levels and with different computational complexity. In this section, the modeling paradigms currently used in the system are presented.
A. Hybrid Bond Graphs-Plant Models
We use bond graphs as the modeling paradigm in the continuous domain [3]. Bond graphs represent energy-based models of the system in terms of the effort and flow variables of the system. Bonds represent interconnections between elements that exchange energy, and they are described by two generic variables, effort andflow whose product defines the rate of flow of energy (power). Bond graphs represent a generic modeling language that can be applied to a multitude of physical system domains, such as electrical, fluid, mechanical, and thermal systems. An example is shown in Fig. 2 .
State-space equations used in the Hybrid Observer and Parameter Estimation Units can be systematically derived from the bond graph model of the system. In addition, temporal causal graphs (TCGs) can also he systematically derived from bond graphs, and they are used in the Hybrid Diagnosis Unit. 
E. Hybrid Automata-Hybrid Observer
Our system model for the plant is a hybrid automaton that combines finite state machines with continuous representa-
, [I] . We have derived a transformation scheme for building hybrid automata models from the HBG models created by the modeler. The FSM, whose states correspond to the modes of operation of the system, captures the possible mode transitions in the system. A continuous system model that govems behavior evolution in that state augments each FSM state. In a system containing N binary switching elements (i.e., N controlled junctions in the HBG) the total number of modes is 2N, which may be large enough to make it infeasible to exhaustively generate the complete hybrid automaton. We avoid this computational problem by enumerating states of the hybrid automaton (modes of system operation) dynamically as system behavior evolves. The actual dynamical model of the system is generated in the form of state-space equations from the Bond-graph model in a particular mode of the system (Fig. 3) . The Active State Space Equations are regenerated at every mode-change, but the computational complexity is reduced by caching previously generated mode-equation pairs. The State Space Equations represent linear systems, however, in the system the parameters can be recomputed at every time-step, so a piecewise linear approximation of a nonlinear system is straightforward. Typical nonlinear elements in our system are pipes and valves whose resistance parameters are dependent on the actual flow.
C. Models used by the Fault Detector
The Fault Detector employs simple models of the system and signals for robust detection of discrepancies between expected and measured behavior of the plant. The discrepancies are defined by residuals, i.e. differences between the measured and predicted signals. The variance of each signal is estimated in a large moving window (preceding the fault occurrence). This is used in the z-test to determine whether the mean value of a signal calculated in a small moving window significantly differs from zero. The confidence level and the window sizes used in the estimations are parameters provided by the system designer.
D. Temporal Causal Graphs-Hybrid Diagnosis
Our method for hybrid diagnosis is based on a qualitative approach for analyzing the transients that correspond to an abrupt change in the parameter value of a component. We briefly outline our method for analyzing transients in the continuous time domain, and then discuss its extension to the hybrid domain, where discrete mode changes cause the model of the system to switch.
Fault isolation from transients is based on the Temporal Causal Graph (TCG) that is derived from the Bond graph model of the system. The TCG captures causal relations between the system variables, in the form of a directed graph. The vertices of the graph represent the effort and flow variables in the system, whereas the links represent the causeeffect relations among the variables. The labels assigned to the TCG links capture algebraic and temporal relations. Furr l Fig. 3 . The Hybrid Observei thermore, the labels also explicitly include information about the system parameters, i.e., the dissipative (resistance), proportional (transformer and gyrator coefficients), and energy storage (capacitor and gyrator) elements that govern the relations between system variables. Mosterman and Biswas [7] describe in detail the algorithms used to generate fault candidates, their temporal signatures, and progressive monitoring for tracking the transient after fault occurrence to establish the tlue fault candidate. Sometimes the fault isolation scheme may not succeed in reducing the set of hypothesized fault candidates to a unique one, hut we have shown that the combination of a parameter estimation scheme with our qualitative approach can be successfully employed to generate unique fault candidates [SI.
The fault isolation scheme, extended to hybrid diagnosis, involves two additional steps: (i) qualitative roll-back, and (ii) qualitative roll-forward. The roll-back algorithm considers possible delays in fault detection, and because the fault may have occurred in previous modes, it goes back in the mode trajectory and creates hypotheses in previous modes using the observer estimated mode trajectory. During the crossover from a mode to a previous mode, the symbols are propagated back across the mode change. The hybrid hypotheses generation algorithm returns a hypotheses set, which includes the mode in which the fault is hypothesized to have occurred. Once a fault is hypothesized in a previous mode, a quick roll-forward method is implemented to enable progressive monitoring in the current mode. However, fault occurrences may change the parameters of the functions that determine autonomous transitions, therefore, the observer mode predictions are no longer correct. Mode transitions are also hypothesized, and this causes branching behaviours in the progressive monitoring scheme. Details of the hybrid diagnosis algorithm are presented in 191. silent, and depending on the way it is triggered by the incoming signals it is further classified as either "AND" or " O R discrepancy. Attributed edges between nodes in the graph represent causality, and the attributes specify the temporality of causation given by an upper and lower time constraints on the propagation of failure between nodes.
An extended version of TFPG model, referred to as hybrid failure propagation graph [ll] , was implemented. The hybrid failure propagation graph allows the representation of failure propagation in multi-mode (switching) systems in which the failure propagation depends on the current mode of the system. To this end, edges in the graph model can be constrained to a subset of the set of possible operation modes of the system. An example of a hybrid failure propagation graph is shown in the above figure.
The diagnostic system operates on the TFPG model and characterizes the fault status (actual current state) of the system by hypothesizing about the faults in components and sensors based on the signals received from the sensors and the current mode of the system. The diagnoser uses the TFPG model and the timed sensor/mode-switching signals to generate a set of logically valid hypotheses of the current state of the system. The hypotheses are then ranked according to certain criterion based on the number of supporting alarms versus the number of inconsistent one. The set of hypotheses with the highest rank are selected as the most plausible estimations of the current state of the system.
F. Controller Models
In the FACT architecture, the control component represents all the traditional control functions in an application.
Although this component is implemented mainly in software, some components might utilize dedicated hardware compo-
nents. This component is also "reconfigurable": its sibcomponents, their parameters, and their interconnection can E. Timed Failure Propagation Graphs-Discrete Diagnosis Timed failure propagation graphs (TFPG) [lo] are causal models that describe the system behavior in the presence of faults. The timed failure propagation graph is a labeled directed graph where the nodes represent either failure modeswhich are fault causes -or discrepancies -which are offnominal conditions that are the effects of failure modes. Discrepancies can either be monitored (attached to alarms) or . CML represents controllers on two levels: regulatory and supervisory levels. The designer supplies two models describing the structure and behavior of the controller: Structural Model: The input and output ports of the controller entity are defined. Behavioral Model: The controller behavior is described in two levels. In the supervisory level a segment of a parallel state machine is defined in each controller entity, the states of which represent the modes of operations (thus the 'Supervisory Controller' is distributed among the controller entities). The state transitions are governed by events and guards are generated from intemal events and external (input) signals. Each state is associated with actions that are executed on entry, exit, or continuously while the state is active. Transitions can also have actions. Each action is associated with one or more scripts that describe the regulatory-level behavior of the controller.
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G. Reconfiguration Models
The Reconfiguration Model gives the description of different controller configurations and their associated transitions. Each Reconfiguration Model contains a state machine and a set of input ports, output ports, controller blocks, and connections. The structural reconfiguration on the modeling level is specified by associating states with the U 0 ports, controllers and connections that have to be active in the particular state. The state machine may also modify parameters and state variables, thus providing a means for non-structural reconfigurations as well.
H. Plan-Controller Interface Models
The Plant-Controller Ioterface model is a structural model that defines the connections between the controllers and the plant. It also contains some runtime environment specific details (e.g. clock rates, etc).
IV. EXAMPLE
We describe the application of the FACT technology to a real world example. We designed a fault-adaptive controller for the fuel system of an aircraft, whose schematic appears in Figure 2 . The fuel system must provide an unintermpted supply of fuel for the engines while maintaining the center of gravity of the aircraft.
The control system was developed using model-integrated computing tools [12]. The toolset developed was based on GME and a set of run-time components. Plant and c4ntraller models were built in this modeling environment, from which the implementation code was synthesized. When integrated with the generic FACT run-time components, the architecture for a specific application domain was instantiated. Model. Note that only the active components corresponding to the selected state are shown, the others are dimmed.
The operation of the system is illustrated in Figure 8 and 
V. CONCLUSIONS
Model-based fault adaptive control architecture was proposed for complex dynamic systems. The FACT architecture is able to detect, isolate and identify faulty elements and modify the control strategy so that the operation is maintained. The proposed solution utilizes several aspects of system models, from which the FACT architecture can be synthesized, using Model-Integrated Computing Techniques. The modeling paradigms and the basic building blocks were presented, and the operation of the system was illustrated through a real world application example. 
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