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Für maßgeschneiderte Bauteile mit definierten Eigenschaften ist ein detailliertes
Verständnis der Mikrostrukturentwicklung notwendig. Phasenfeldsimulationen
erlauben es, gezielt den Einfluss von verschiedenen physikalischen Parametern
sowie von Prozessparametern auf die Mikrostrukturentwicklung zu untersuchen.
Im ersten Teil wird die Mikrostrukturentwicklung bei der ternären eutektischen
gerichteten Erstarrung untersucht. Hierzu wird die hoch optimierte Umsetzung
des Phasenfeldmodells auf Basis des Großkanonischen Potentialansatzes im
massiv-parallelen waLBerla-Framework gezeigt. In Messungen wird damit auf
einem Rechenkern eine Peak Performance von 27,1% sowie ein nahezu ideales
Skalierungsverhalten mit bis zu 1 048 576 Prozessen erreicht. Ausgehend von
Simulationsstudien in 2D zu gekipptemWachstum wird das in Experimenten
vermutete und räumlich komplexe Wachstum von Spiralen in großskaligen
3D-Simulationen nachgewiesen. Die Musterbildung vor und nach der Löslich-
keitsänderung während der Erstarrung im System Al-Ag-Cu sowie der Einfluss
von verschiedenen Geschwindigkeitswechseln auf die Musterbildung wird quali-
tativ wie auch quantitativ untersucht. Hierbei wird eine gute Übereinstimmung
mit Experimenten gefunden. Im zweiten Teil wird dieMikrostrukturentwicklung
unter dem Einfluss von Poren an Korngrenzen während des Endstadiums des
Sinterprozesses analysiert. Der Druck in den Poren wird hierzu über das ideale
Gasgesetz im Phasenfeldmodell modelliert. Zur Beschreibung der Poren-Poren-
Interaktion wird im Pace3D-Löser ein effizienter und paralleler Algorithmus zur
Beschreibung von Topologieänderungen auf Basis von Zusammenhangskompo-
nenten umgesetzt. Für die Untersuchung des Ablöseverhaltens der Poren von
Korngrenzen werden idealisierte sowie realistische Mikrostrukturen mit analyti-
schen Gleichungen verglichen. Zudem wird eine Separationskarte abhängig von
der durchschnittlichen Korngröße und dem Porenabstand erstellt.

Abstract
For the development of applications with defined properties, a detailed understan-
ding of the underlying microstructure evolution is needed. Phase-field simulati-
ons specifically allow to investigate the effects of the various physical and process
parameters on the microstructure evolution. The first part investigates the mi-
crostructure evolution in ternary eutectic alloys during directional solidification.
Therefor, a highly optimized phase-field model, based on the Grand potential
approach, is implemented in the massive parallel waLBerla-framework. In
measurements, a peak performance of 27,1% on a single core and a nearly ideal
scaling behavior on up to 1 048 576 processes is reached. Based on 2D simulations
of tilted growth, the experimentally assumed and spatial complex phenomena of
spiral growth is shown in large-scale simulations. In the system Al-Ag-Cu, the
pattern formation before and after the solubility shift is studied and the influence
of velocity variations on the microstructure evolution is investigated. The arising
patterns are quantitatively and qualitatively compared with different statistical
methods, showing a good accordance between the simulations and the experi-
ments. In the second part, the microstructure evolution under the influence of
pores at the grain boundaries in the finale sintering stage is analyzed. Therefore,
the phase-field model is extended by a pressure part based on the ideal gas law,
to describe the pores. To model the pore pore interaction, a efficient and parallel
algorithm, based on a connected component algorithm, is implemented to ma-
nage the topology changes. In the studies for the pore detachment behavior from
grain boundaries, idealized and real microstructures are used and compared
with analytic solutions. Based on this, a separation map using the average grain
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In den letzten Jahrzehnten wurden Simulationen neben Experimenten und
Theorien ein immer wichtigeres Werkzeug in der Industrie sowie in der Wis-
senschaft zur Untersuchung von komplexen dreidimensionalen Phänomenen.
Simulationen ermöglichen es reale Prozesse mit Hilfe eines theoretischen Mo-
dells abzubilden, das über Parameter verändert werden kann. Durch Fortschritte
in verschiedenen Disziplinen wurden die Modelle für die Simulationen immer
genauer und damit auch zunehmend rechenintensiver [1]. Durch den kontinuier-
lichen exponentiellen Anstieg der Rechenleistung, wie auf Basis des Mooreschen
Gesetzes [2] vorhergesagt, ist es möglich, diese immer komplexeren Modelle zu
berechnen und damit neue Erkenntnisse zu gewinnen.
Die Simulationen zur Mikrostrukturentwicklung erlauben es, gezielt den Ein-
fluss verschiedener Material- und Prozessparameter zu untersuchen, welche in
Experimenten zum Teil gar nicht, nur aufwendig oder abhängig von anderen
Parametern verändert werden können. Die Mikrostruktur ist von großer Bedeu-
tung, da diese neben den chemischen Elementen die späteren Eigenschaften des
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Bauteils direkt mitbestimmt. Daher ist ein detailliertes Wissen über die Mikro-
strukturentwicklung zur Herstellung maßgeschneiderter Bauteile von großem
wirtschaftlichen und wissenschaftlichen Interesse.
Phasenfeldmodelle erlauben es, gezielt den Einfluss von Parametern auf die
Mikrostrukturentwicklung zu untersuchen. Dabei schlägt die Phasenfeldme-
thode die Brücke zwischen der atomistischen und der makroskopischen Skala.
Die Grundlage aller Phasenfeldmodelle ist dabei die Minimierung der Energie
im System unter weiteren physikalischen Nebenbedingungen. Hierzu kann die
Phasenfeldmethode mit weiteren physikalischen Prozessen wie Temperatur, Kon-
zentration, Strömung, mechanischen Kräften, Magnetismus und Gravitation
gekoppelt werden [1].
Zur Untersuchung von statistisch repräsentativen dreidimensionalen Simulati-
onsgebieten mit ausreichender Gitterauflösung, die mit Experimenten vergleich-
bar sind, müssen meist großskalige Gebiete mit rechenintensiven Gleichungen
gelöst werden [3, 4]. Um solche Simulationen effizient und in vertretbarer Zeit
durchzuführen, ist es notwendig, die Modelle in den Lösern zu parallelisieren
und zu optimieren. Vor allem durch das Ende der steigenden Taktrate der Re-
cheneinheiten ist es notwendig geworden, die Berechnungen auf verschieden
Ebenen zu parallelisieren, um heutige Rechenkerne ausnutzen zu können [5].
Weiterhin können große Gebiete oft nicht im Arbeitsspeicher eines einzelnen
Rechners gehalten werden, weshalb sie in Teilgebiete zerlegt werden, die auf
unterschiedlichen Rechnern parallel berechnet werden. Aufgrund der Daten-
abhängigkeit aus der Diskretisierung der Phasenfeldmethode und der hieraus
resultierenden regelmäßigen Kommunikation zwischen den Rändern der Teil-
gebiete ist der Einsatz von Hochleistungsrechnern mit schnellen Netzwerken
notwendig.
DasZusammenspiel verschiedenerDisziplinen erlaubt es, großskalige undmassiv-
parallele Phasenfeldsimulationen durchzuführen, welche es ermöglichen neue
Erkenntnisse der komplexen dreidimensionalen Mikrostrukturentwicklung zu
erhalten. Daneben sind experimentelle und theoretische Arbeiten zum Vergleich
sowie zur Validierung der verschiedenen Modelle notwendig.
2
Gliederung
Diese Doktorarbeit beschäftigt sich mit der Anwendung massiv-paralleler und
großskaliger Phasenfeldsimulationen zur Untersuchung der Mikrostrukturent-
wicklung. Hierzu wird in Kapitel 3 die Phasenfeldmethode eingeführt sowie
genauer auf das Phasenfeldmodell auf Basis des Großkanoischen Potentialan-
satzes zur Simulation ternärer Legierungen eingegangen. Das Simulieren der
Mikrostrukturentwicklung in großskaligen Gebieten erfordert einen hohen Re-
chenaufwand. Um diesen Rechenaufwand in vertretbarer Zeit zu bewältigen
sind hoch optimierte und parallele Löser zur effizienten Simulation der Mikro-
strukturentwicklung notwendig. Hierzu wird in Kapitel 4 die Umsetzung und
Optimierung des Phasenfeldmodells aus dem vorherigen Abschnitt beschrieben
sowie die Performance und das Skalierungsverhalten untersucht. Zudem wird
ein paralleler Algorithmus zur Bestimmung von Zusammenhangskomponenten
in 3D vorgestellt, welcher zur Verfolgung der Mikrostrukturänderung verwendet
wird. In Kapitel 5 wird ein Überblick der experimentellen und simulativen Ar-
beiten zur Erstarrung von dendritischen, eutektischen und zellulären Strukturen
gegeben. Basierend auf dem optimierten und massiv-parallelen Löser aus Kapi-
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tel 4 werden in Kapitel 6 verschiedene Muster bei der ternäreren eutektischen
gerichteten Erstarrung untersucht, die nur in großskaligen dreidimensionalen
Gebieten beobachtet werden können. Zuerst wird der Frage von Spiralwachs-
tum, wie es in Experimenten vermutet wird, nachgegangen. Hierzu wird das
Spiralwachstum in 3D auf Basis des gekippten Wachstums von Lamellen in 2D
untersucht. Anschließend wird die Mikrostrukturentwicklung in Al-Ag-Cu und
der Einfluss von Geschwindigkeitswechsel auf die Musterbildung untersucht.
Kapitel 7 behandelt den Einfluss von Poren an Korngrenzen von idealisierten und
realistischen Mikrostrukturen während des Endstadiums des Sinterprozesses.
3
Die Phasenfeldmethode
Zur Simulation der Mikrostrukturevolution hat sich in den letzten Jahrzehn-
ten die Phasenfeldmethode (PFM) etabliert. Die PFM beschreibt mathematisch
die Grenze zwischen zwei oder mehreren Phasen als einen stetigen Übergang.
Dies erlaubt es, die Mikrostrukturentwicklung ohne das zusätzliche Verfolgen
der Grenzflächen, auch interface tracking genannt, zu simulieren, wie es im Ge-
gensatz in der klassischen Finite-Elemente-Methode (FEM) zur Simulation der
Strukturmechanik notwendig ist. Verglichen mit first principle methods, wie der
Monte-Carlo-Methode oder der Dichtefunktionaltheorie, erlaubt es die PFM,
physikalisch größere Gebiete zu berechnen. Daher schließt die PFM die Lücke
zwischen der atomistischen Skala und der makroskopischen Skala, wie in Abbil-
dung 3.1 dargestellt. Eine Übersicht der Vor- und Nachteile der PFM ist von Qin
und Bhadeshia in [6] zusammengestellt.
Dieses Kapitel gibt basierend auf den Ergebnissen aus [1, 8, 9] zuerst einen histori-
schen Überblick über die Entwicklungen der Phasenfeldmethode. Anschließend
wird auf die Herleitung der Phasenfeldmethode und auf den Zusammenhang der
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Abbildung 3.1: Übersicht der typisch verwendeten Simulationsmethode für die unterschiedli-
chen Längenskalen, basierend auf [1]. Die Schliffbilder stammen aus [7].
3.1 Entstehung der Phasenfeldmethode
Die Phasenfeldmethode erlaubt es allgemein, die zeitliche Entwicklung derGrenz-
flächen zwischen Phasen auf der mesoskopischen Skala unter verschiedenen
physikalischen Einflüssen numerisch zu simulieren. Durch die Kopplung an
verschiedene physikalische Einflüsse, wie die Konzentration, Temperatur, Strö-
mung, mechanische Kräfte und Magnetismus, hat sich die Phasenfeldmethode
zur Simulation der Mikrostrukturentwicklung etabliert [1].
Im Folgenden wird basierend auf [1] die Entwicklung der Phasenfeldmethode
beschrieben. Das grundlegende Konzept zur Beschreibung von Grenzflächen
Gleichungsteile eingegangen. Danach wird das Phasenfeldmodell basierend auf
dem Großkanonischen Potentialansatz und dessen Kopplung an die Calphad-
Datenbank, welche zur Beschreibung thermodynamischer Datensätze genutzt
wird, vorgestellt.
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zwischen zwei Phasen als eine diffuse Grenzschicht wurde in den 1870er Jah-
ren von van der Waals in [10] vorgeschlagen. Dieses Konzept wurde in den
1950er Jahren durch das Einführen eines Ordnungsparameters mit der Ginzburg-
Landau-Funktionaltheorie [11, 12] für die phänomenologische Beschreibung
der Supraleitung erweitert. Der Ordnungsparameter gibt dabei an, in wie weit
sich eine Phase in einem bestimmten Zustand befindet. Auf Basis von Energie-
funktionalen des Ginzburg-Landau-Typs beschreiben Cahn und Hilliard [13–
16] sowie Allen und Cahn [17] die Phasenumwandlung bei der Erstarrung von
Legierungen auf der makroskopischen Skala. Diese wandeln sie durch eine Va-
riationsableitung in partielle Differenzialgleichungen um, die die Evolution der
Ordnungsparameter beschreiben. Die Evolution des Ordnungsparameters und
die daraus folgende Umwandlung von einer Phase in eine andere wird dabei
durch die Minimierung der gesamten Energie im System getrieben. In [18, 19]
beschreiben Allen und Cahn den Zusammenhang zwischen der gesamten Ener-
gie im System und der Mikrostruktur.
Die Vorläufer der Phasenfeldmethode bilden nach [1] die Modelle von Halperin
et al. [20] aus dem Jahr 1974. In ihrer Arbeit werden verschiedene Ginzburg-
Landau-Modelle diskutiert, welche die zeitliche Entwicklung von erhaltenden
und nicht erhaltenden Ordnungsparametern beschreiben. Ihr Fall C, case C, der
auch alsmodel C beschrieben wird [20, 21], bildet dabei die Grundlage heutiger
Phasenfeldmodelle. Ein weiterer Vorläufer der PFM ist das Modell von Langer
und Sekerka [22] aus dem Jahr 1975, in dem die Konzentration als diffuses Feld
beschrieben ist, das durch die Minimierung der freien Energie angetrieben wird,
aber hierfür keinen Ordnungsparameter verwendet.
Die Kopplung eines Ordnungsparameters und eines Temperaturfelds für die
Simulation von Kristallwachstum wurde 1985 von Collins und Levine [23] be-
schrieben, jedoch noch nicht als Phasenfeldmethode bezeichnet. Ein Jahr später,
1986, wurden die Modelle von Caginalp und Fife [24, 25] sowie von Langer
[26] als Phasenfeldmodelle eingeführt. Basierend auf demModell von Collins
und Levine [23] wurde im Jahr 1991 von Kobayashi [27] die erste großskalige
zweidimensionale Phasenfeldsimulation mit einer Netzgröße von 300 × 300
Gitterpunkten zur Untersuchung von dendritischen Strukturen durchgeführt.
Nach der Etablierung der PFM für reine Metalle wurden diese von Wheeler
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et al. in [28] zur zweidimensionalen Simulation der spinodalen Entmischung
sowie in [29] für das Wachstum von thermischen Dendriten genutzt. Im Jahr
1993 vergrößerten Wheeler et al. [29] die Netzgröße auf 900 × 450 Gitterpunkte.
Im Jahr 1994 erweiterten Karma et al. [30] ihr Modell für binäre Systeme zur
Simulation der gerichteten Erstarrung am eutektischen Punkt. Warren und Boet-
tinger [31] schlugen eine Methode zur Kopplung der thermisch getriebenen und
konzentrations getriebenen Erstarrung vor, bei gleichzeitiger Vernachlässigung
des Wärmeflusses, aufgrund des hohen Rechenaufwands. Loginova et al. [32]
und Emmerich et al. [33] nutzten das Modell aus [31] für ihre Untersuchungen.
Loginova et al. fanden mit dem Phasenfeldmodell heraus, dass für kleine Unter-
kühlungen und viele Keime ein isotroper Ansatz ausreichend ist. Jedoch muss
die Entwicklung der Konzentration und der Temperatur für größere Unterküh-
lungen mit weniger Keimen gelöst werden [32].
Das Wachstum von konzentrationsgetriebenen Dendriten wurde intensiv in
den 2000er Jahren untersucht [1, 34–51]. Quantitative Phasenfeldsimulationen
zur Mikrostrukturentwicklung von konzentrationsgetriebenen Dendriten bei
der Erstarrung von Legierungen wurden 2001 von Karma [34] gezeigt. Mit dem
Modell wird eine gute Übereinstimmung zwischen der Grenzflächenbewegung
und dem Löslichkeitsprofil in den Festphasen gefunden. Im Jahr 2002 nutzten
George undWarren [36] das Modell aus Warren und Boettinger [31] für die erste
großskalige dreidimensionale Simulation eines konzentrationsgetriebenen Den-
driten. Durch Ausnutzen der Symmetrie konnte der 10003 Zellen große Dendrit
in einem Achtel des Gebiets mit 5003 Zellen auf 32 CPUs berechnet werden. Zur
Berechnung nutzenGeorge undWarren einenmit demMessage Passing Interface
(MPI) parallelisierten Löser. Zudem werden verschiedene Skalierungsdiagram-
me für unterschiedliche Cluster sowie verschiedene Problemgrößen gezeigt. Zur
simulativen Untersuchung des Zusammenspiels verschiedener Dendritenarme
sind große Simulationsgebiete notwendig. Eiken [52] zeigte im Jahr 2008 das
konkurrierende Wachstum von mehreren zueinander verkippten Dendriten bei
der gerichteten Erstarrung. Hierbei kann neben demWachstum der primären
Dendritenarme auch das Wachstum von sekundären und tertiären Dendritenar-
me beobachtet werden. Die Simulation des 714×714×990 Zellen großen Gebiets
wurde mit einem hoch optimierten Löser in 390 Stunden auf einem Prozessor
berechnet. Die Gordon-Bell-Preisgewinner aus dem Jahr 2011, Shimokawabe
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et al. [47], nutzen das Phasenfeldmodell für binäre Legierungen aus [53, 54]
für großskalige Simulationen zur Untersuchung des konkurrierenden dendriti-
schen Wachstums. Basierend auf dem hoch optimierten und parallelen Löser
für Graphikkarten (GPUs) wurde auf dem TSUBAME2.0 Supercomputer mit
4 000 GPUs und 16 000 Rechenkernen erstmals eine Peak Performance von 1,017
PFlops (1015 Gleitkommaberechnungen pro Sekunde) in Phasenfeldsimulationen
erreicht. Neben der Umsetzung, Optimierung und dem Skalierungsverhalten
des Modells wird das konkurrierende Wachstum verschieden orientierter Den-
driten in einem 768× 1 632× 3 264 Volumenzellen großen Gebiet gezeigt, das mit
1 156 Graphikkarten (GPUs) auf dem TSUBAME2.0 Supercomputer berechnet
wurde. Die Arbeit wurde zwei Jahre später von Takaki et al. [50] fortgesetzt.
Hierfür wurden Gebiete mit 4 096 × 4 104 × 4096 Volumenzellen genutzt, die
jeweils auf 768 GPUs und CPUs in einer Durchschnittszeit von 2 Stunden und
59 Minuten berechnet wurden. Aufgrund der Größe kann zum ersten Mal die
komplexe Interaktion der Dendriten sowie das Wachstum von unerwarteten
Orientierungen beobachtet werden. In [55] untersuchen Takaki et al. das kon-
kurrierende Wachstum von dendritischen sowie von zellulären Strukturen mit
der Phasenfeldmethode in 2D. In Gebieten mit 6 700 × 6 700 × 6 700 Zellen, die
auf 10 235 160 Recheneinheiten des Sunway TaihuLight Supercomputers berech-
net werden, zeigen Zhang et al. [56] Phasenfeldsimulationen zur Untersuchung
der Kornwachstumsdynamik auf Basis der Cahn-Hilliard-Gleichung. Der Löser
erreichte dabei 50,579 PFlops, was einer maximalen Performance von 41,3% der
Gesamtperformance des Sunway TaihuLight Supercomputers entspricht.
Zur Untersuchung der Mikrostrukturentwicklung von realen mehrkomponenti-
genMaterialsystemen auf Basis von thermodynamischenDaten wurden verschie-
dene Multiphasen- und Multikomponenten-Phasenfeldmodelle entwickelt [1].
Thermodynamisch konsistenteModellewerden in [57–60] hergeleitet.Wheeler et
al. stellen in [59] zweiModelle zur Beschreibung der eutektischen Erstarrung von
Legierungen vor. Das erste Modell basiert auf den vorherigen Arbeiten aus [28,
29] und nutzt die reguläre Lösungstheorie. Zur Behebung der Schwächen des ers-
tenModells entwickelnWheeler et al. ein thermodynamisch konsistentes Modell
auf Basis einer idealen Lösungstheorie. Für dieses Modell zeigen sie die Überein-
stimmung mit der scharfen Grenzflächenlösung (engl. sharp interface). Hierzu
untersuchen sie die Grenzfläche zwischen der Schmelze und den Festphasen
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und vergleichen die Winkel nahe des Dreiphasenpunkts mit den theoretischen
Gleichgewichtswinkeln. Tiaden1 et al. entwickeln in [54] ein Multiphasenmodell
für N Phasen mit unterschiedlichen Löslichkeiten und Diffusionskonstanten
zur Modellierung der Festphasendiffusion. Ihr Modell vergleichen sie für einen
vereinfachten Fall mit zwei Phasen mit dem Modell von Wheeler et al. [28].
Zudem wird mit demModell auf Basis thermodynamischer Daten zu Fe-C die
peritektische Erstarrung untersucht. Weitere Multiphasenmodelle zur Simulati-
on von mehr als zwei Phasen werden von Steinbach et al. [61], Garcke et al. [62]
sowie von Nestler et al. [63] vorgestellt. Zur Interpolation der treibenden Kräfte
bei mehr als zwei Phasen hat Moelans in [64] eine verbesserte Interpolations-
funktion vorgeschlagen.
Zur Simulation des Erstarrungsprozesse von immer komplexeren Legierun-
gen mit mehr als zwei Komponenten wurden die Multiphasenmodelle um Be-
schreibung für Multikomponenten [42, 65–68] erweitert, wie in beschrieben
[1]. Multiphasen-Multikomponentenmodelle erlauben es, die Mikrostrukturent-
wicklung einer Vielzahl von technisch relevanten Legierungen zu untersuchen,
die heute in vielen Bauteilen Anwendung finden. Garcke et al. stellen in [65] ein
Multiphasen-Multikomponentenmodell zur Untersuchung der Erstarrung mit
beliebigen Phasendiagrammen vor. Dabei setzen sie das Modell in Beziehung
mit den Modellen von Penrose und Fife [57] sowie Caginalp und Hele [69] und
zeigen deren Übereinstimmung in bestimmten Fällen. Nestler et al. [66] stellen
ein thermodynamisch konsistentes Multiphasen-Multikomponentenmodell mit
anisotroper Oberflächenenergie sowie anisotroper Kinetik vor. Auf Basis eines
mit MPI und OpenMP parallelisierten Lösers werden mit diesem Modell ver-
schiedene zweidimensionale und dreidimensionale Simulationen zur Erstarrung
einer ternär eutektischen Legierung gezeigt. Die Kopplung von Multiphasen-
Multikomponenten-Phasenfeldmodellen mit thermodynamischen Datenbanken
wie Calphad wird von Eiken1 et al. [68] mit Hilfe eines linearen Extrapolations-
schemas vorgestellt. Hiermit wird die Diffusionsgleichung von [70] und [42] in
bestimmten Fällen reproduziert, ohne die Einschränkung der Festphasendiffusi-
on aus ihrer früheren Arbeit [54].
1 Geburtsname J. Tiaden, Familienname J. Eiken
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Die immer komplexeren Modelle und der Anstieg an zu lösenden Gleichungen
zur Simulation von Mulitphasen-Multikomponentenmodellen in repräsentati-
ven Gebieten führt zu einem immer größeren Rechenaufwand. Um diesen zu
senken sowie genauere und größere Simulationen durchzuführen, wurde eine
Vielzahl an modellseitigen Optimierungen auf verschiedenen Ebenen vorgestellt.
Karma et al. [71, 72] stellen eine mathematische Optimierung vor, um den Re-
chenaufwand zu reduzieren, indem sie ein kleineres Verhältnis der Kapillarlänge
und der Grenzflächenbreite nutzen. Zur Reduzierung der zu lösenden Evolutions-
gleichungen in Multiphasenmodellen mit vielen Ordnungsparametern schlagen
Kim et al. [73] einen Ansatz vor, um die Gleichungen auf eine konstante Anzahl
zu reduzieren. Hierzu nutzen sie lokal die maximale Anzahl an sich berührenden
Körnern an einem Punkt aus. Dies erlaubt es, den benötigten Arbeitsspeicher
als auch die Anzahl an Evolutionsgleichungen für die Ordnungsparameter auf
eine konstante Anzahl von fünf in 2D bzw. sechs in 3D zu senken. Dieser Ansatz
wird in abgewandelter Form in [74–77] verwendet. Der Einfluss der diffusen
Grenzflächenbreite und deren Gitterauflösung wird in [34, 78, 79] untersucht.
Neben der Erweiterung derModelle wurde die Verknüpfung zuDatenbankenmit
realen Parametern [53, 80] verbessert. Durch Kopplung der Phasenfeldmethode
mit thermodynamischen Calphad-Datenbanken [39, 81–89] konnte die Mi-
krostrukturevolution von verschiedenen realen Legierungen untersucht werden
[8, 90–92]. Verschiedene thermodynamische Datenbanken mit Gibbs-Energien
für Mehrkomponentenlegierungen wurden in den letzten Jahren vorgestellt [93–
106]. Diffusionskonstanten sind in Mobilitätsdatenbanken, wie zum Beispiel in
[107–109], zusammengestellt. Die Kopplung von Datenbanken mit thermodyna-
mischen Daten wie auch Mobilitätsdaten für die Phasenfeldmethode wird von
[110, 111] gezeigt.
Ein Überblick über weitereModelle ist von Caginalp und Xie [112], Almgren [113]
und Sekerka [114] zusammengestellt. Der aktuelle Stand der Forschung im Be-
reich der Phasenfeldmethode ist in den Überblicksarbeiten [115–129] aufgezeigt.
Eine detaillierte Beschreibung der Phasenfeldmethode ist in [130] verfasst und
die physikalischen Hintergründe sind unter anderem in den Büchern [131–135]
erläutert. In Toth et al. [136] wird ein ausführlicher Vergleich der verschiedenen
Modellstämme sowie deren Anwendbarkeitsbereiche gezeigt.
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3.2 Der Ordnungsparameter ϕ
Zur Beschreibung der einzelnen thermodynamischen Phasen im Simulations-
gebiet und deren Eigenschaften werden in der Phasenfeldmethode Ordnungs-
parameter verwendet. Basierend auf [8, 66, 137–139] wird im Folgenden der
Ordnungsparameter genauer beschrieben. Hierzu wird das Gebiet Ω ⊂ d mit
derAnzahl an d ∈ {1,2,3}Dimensionen betrachtet. Die Indexmenge ist definiert
als ∶= (︀1, . . . ,N⌋︀, mit den Indizes α, β ∈ . Die thermodynamischen Phasen,
ihre unterschiedlichen physikalischen Eingenschaften, ihre lokalen Volumenan-
teile und ihre Orientierung werden über einzelne Phasenfelder ϕα , allgemein
Ordnungsparameter genannt, beschrieben. Der Phasenfeldvektor ϕ(x , t) besteht
aus N Einträgen, welche die jeweiligen Phasenfelder ϕα repräsentieren. Das Pha-
senfeld ϕ ∶ Ω × + → (︀0,1⌋︀ beschreibt eine Funktion von lokalen Phasenanteilen
im Gebiet Ω an der Stelle x ∈ Ω und in der Zeit t ∈ . Die Funktion ϕ(x , t) ist
stetig und zweifach ableitbar. Der Übergang zwischen zwei Phasenfeldern ist
in Abbildung 3.2 dargestellt. Der räumliche Phasenfeldvektor ϕ ∶ Ω → ∆N−1 ist
über dem Simplex
∆N−1 = �ϕ1e1 +⋯+ ϕN eN ⋃︀ ϕα ≥ 0 ∧ N∑
α=1 ϕα = 1(︀ (3.1)
mit den Basisvektoren eα des kartesischen Koordinatensystems definiert.
Das Gebiet Ω kann in verschiedene Regionen unterteilt werden, wie in Ab-
bildung 3.2 schematisch dargestellt. Die Region, in der nur ein Phasenfeld eins
ist, wird als Bulk bezeichnet und wird definiert als Bα ∶= {x ∈ Ω ⋃︀ ϕα(x , t) = 1}.
Die diffuse Grenzfläche zwischen den thermodynamischen Phasen wird Inter-
face genannt und ist definiert als IΩ ∶= Ω ∖ ⊍α∈N Bα . Das Interface zwischen
genau zwei Phasen α und β wird durch Iαβ ∶= {x ∈ IΩ ⋃︀ ϕα(x , t)+ ϕβ(x , t) = 1}
beschrieben. Das gesamte Teilgebiet, in dem eine Phase vorhanden ist, wird
durch Ωα = {x ∈ Ω ⋃︀ ϕα > 0} definiert. Entsprechend ist die Region, in der ϕα
nicht vorhanden ist, mit Ωα = Ω ∖Ωα beschrieben.


























Regionen Bα , in denen nur ein Phasenfeld vorhanden ist. In Blau ist die Region Ω1 , in der ϕ1 > 0
ist, gekennzeichnet. Die rote Linie zeigt einen senkrechten Schnitt durch die diffuse Grenzfläche
sowie den Verlauf der Phasenfelder ϕ1 und ϕ2 . Die Interface-Region I12 mit der BreiteW ist in
Rot eingezeichnet.
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3.3 Die Phasenfeldmethode für zwei Phasen
In diesem Abschnitt wird die Herleitung des Phasenfeldmodells für zwei Phasen
nach [9] gezeigt. Hierfür wird das Entropiefunktional von Nestler et al. [66]
ohne treibende Kräfte verwendet. Das Entropiefunktional ist formuliert als
𝒮𝒮(ϕ,∇ϕ) = ∫Ω єã(ϕ,∇ϕ) + 1є ω̃(ϕ) dx . (3.2)
Das Entropiefunktional beschreibt die gesamte Grenzflächenentropie im System,
basierend auf dem Term der Gradientenentropiedichte ã(ϕ,∇ϕ) und dem Term
der Potentialentropiedichte ω̃(ϕ). Das Zusammenspiel dieser beiden Terme
sorgt für eine definierte diffuse Grenzschicht zwischen den Phasen, wie in Ab-
schnitt 3.2 beschrieben.
Die Evolutionsgleichungen für die einzelnen Phasenfelder ϕα können unab-
hängig von der expliziten Form des gewählten Funktionals durch eine Variati-
onsableitung bestimmt werden. Basierend auf dem Ansatz von Allen und Cahn









∂∇ϕα − λ, ∀α . (3.4)
Der Lagrange-Multiplikator λ ∶= −1⇑N∑Nβ=1 δ𝒮𝒮(ϕ ,∇ϕ)⇑δϕβ stellt sicher, dass die
Nebenbedingung∑Nα=1 ∂ϕα⇑∂t = 0 erfüllt ist. Der Parameter τ ist der kinetische
Koeffizient und є > 0 skaliert die Grenzflächenbreite. Die Evolutionsgleichungen
werden dann, wie später in Abschnitt 4.1 gezeigt, räumlich und zeitlich diskutiert.
Das Ziel der numerischen Lösung ist dabei, die Gleichgewichtsbedingungen
zwischen den Phasen durch die Entropiemaximierung zu finden.
Für N = 2 Phasenfelder und ein eindimensionales Gebiet Ω ⊂ 1 kann (3.4)
analytisch gelöst werden. Hierdurch kann entweder das Potential oder die Gra-
dientenentropiedichte über das Interfaceprofil hergeleitet werden. Im Folgenden
wird dies für das Potential gezeigt. Durch Ausnutzen der Bedingung, dass ϕ auf
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einem Eins-Simplex definiert ist, kann im Zweiphasenfall ϕ2 = 1−ϕ1 geschrieben
werden, wodurch es genügt, nur eine Phase zu betrachten.
Die Gradientenentropiedichte für zwei Phasen ist gegeben als
ã(∇ϕα) = σαβ (∂ϕα∂x )
2
(3.5)
mit dem räumlichen Gradienten ∂xϕα von ϕα und der Oberflächenentropiedich-
te σαβ . Die beiden Evolutionsgleichungen für ϕ1 und ϕ2 sind verrechnet mit dem
Lagrange Multiplikator
τє∂tϕ1 = − 12⎛⎝δ𝒮𝒮(ϕ,∇ϕ)δϕ1 − δ𝒮𝒮(ϕ,∇ϕ)δϕ2
⎞⎠ = −τє∂tϕ2 . (3.6)
In diesem Fall heben sich die beiden Evolutionsgleichungen gegenseitig auf.
Hierdurch müssen auch die beiden Variationen des Potentials ω̃′(ϕ1) sowie die
Variationen der Gradientenentropiedichte (3.5) gleich sein
1
2є2
ω̃′(ϕ1) = σαβ∂2xϕ1 . (3.7)
Daher ist es ausreichend, ϕ1 im weiteren Verlauf als unabhängige Variable zu
betrachten.
Für den definierten Übergang zwischen zwei Phasen wird eine punktsymmetri-
sche Funktion auf Basis eines Sinus gewählt mit der Form
ϕ1(x) = 12 − 12 sin( 4πє x) . (3.8)





16 Kapitel 3 Die Phasenfeldmethode
Durch Einsetzen von (3.8) in (3.7) und durch Integration nach dem Phasenfeld-
parameter ϕ1 mit sin(4x⇑πє) = (1 − 2ϕ1) ergibt sich das Potential
ω̃(ϕ1) = 16π2 σαβϕ1(1 − ϕ1) . (3.10)
Durch Nutzung des Zusammenhangs ϕ2 = 1 − ϕ1 erhält das Potential, welches





σαβϕ1ϕ2 , ϕ ∈ ∆1
∞, ansonsten . (3.11)
Damit die Minima des Potentials ω̃(ϕ) an den Kanten des Simplex ∆1 = (︀0,1⌋︀
sind, wird der Wert für das Potential in den Bulk-Bereichen Bα als unendlich
definiert. Die Generalisierung des Obstacle-Potentials für Multiphasen, wie es
im Folgenden verwendet wird, findet durch die Bildung einer Summe über alle
paarweisen Oberflächen statt.
Abbildung 3.3 zeigt den hergeleiteten Zusammenhang zwischen der im Gebiets-
raum x definierten Gradientenentropiedichte, dem gewählten Profil und dem
Potential sowie den Einfluss von zusätzlicher Krümmung und unterschiedlichen
Oberflächenentropiedichten grafisch. Durch Nutzen eines Tangens Profils in
(3.8) für das Interface anstatt des Sinus ergibt sich für dasselbe Vorgehen das
bekannte Muldenpotential (engl. multiwell potential) [65, 66]. Durch die defi-
nierte Breite des Obstacle-Potentials ist es rechentechnisch günstiger als das
Muldenpotential mit unendlicher Interfacebreite.
3.4 Vom Entropiefunktional zum
Großkanonischen Funktional
Als Basis für die Phasenfeldmethode können verschiedene thermodynamische
Potentiale genutzt werden, um die gesamte Energie im System zu beschreiben
und daraus die treibende Kraft für die Phasenumwandlung herzuleiten.
3.4 Vom Entropiefunktional zum Großkanonischen Funktional 17









0 0,1 0,2 0,3 0,4 0,5 0,6
w, σαβ = 1









a(ϕ,∇ϕ), σαβ = 1
a(ϕ,∇ϕ), σαβ = 1, 5
x
ϕα
Abbildung 3.3: Zusammenhang zwischen Gradientenentropiedichte, Potential und dem Profil
zwischen zwei Phasenfeldern.
Ein Ansatz ist die Nutzung eines Entropiefunktionals
S(ϕ, c, e) = ∫Ω −(єã(ϕ,∇ϕ) +
1
є
ω̃(ϕ)) + s(ϕ, c, e)dΩ , (3.12)
wie im vorherigen Abschnitt nach Nestler et al.[66] hergeleitet. Es ist vom Pha-
senfeldvektor ϕ, dem K-Elemente großen Konzentrationsvektor c und der in-
neren Energie e abhängig. Die treibende Kraft zur Phasenumwandlung ist über
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die Entropie s(ϕ, c, e)modelliert. Die Nutzung eines Entropiefunktionals zur
Beschreibung der Phasenumwandlung wurde von Penrose und Fife [57] vorge-
schlagen und wird beispielsweise in [57, 66, 140, 141] verwendet.
Zur Änderung der abhängigen Variablen des Systems kann das Entropiefunktio-
nal (3.12) durch Nutzung des Zusammenhangs f = e − Ts zwischen der freien
Energie f und der Entropie s sowie der Annahme von konstanter innerer Energie
e in ein freies Energiefunktional der Form
ℱ(ϕ, c, T) = ∫Ω (єa(ϕ,∇ϕ) + 1є ω(ϕ)) + f (ϕ, c, T)dΩ (3.13)
umgeschrieben werden, mit der Temperatur T . Dies führt dazu, dass ã und ω̃
nicht mehr von der Oberflächenentropiedichte, sondern von der Oberflächen-
energiedichte abhängen, was durch Weglassen der ·̃ gekennzeichnet ist. Der
Ansatz zur Minimierung der Helmholtz freien Energie wird in den Modellen
von [24, 25, 27, 28, 61, 112, 142–144] verwendet.
Während der Umwandlung nahe den Gleichgewichtsbedingungen sind die che-
mischen Potentiale der Phasen gleich [70]. Hierdurch kann die treibende Kraft
zur Phasenumwandlung durch die Minimierung des Großkanonischen Poten-
tials hergeleitet werden [3, 8, 145, 146]. Zudem erlaubt es dieser Ansatz, die
Abhängigkeit der Grenzflächenbreite von der treibenden Kraft zu reduzieren, für
die ansonsten eine sehr feine Gitterauflösung und damit ein hoher Rechenauf-
wand notwendig wäre [145, 146]. Der Ansatz verhindert zudem das Freiwerden
zusätzlicher Energie in der Grenzfläche bei der Verwendung des Phasenfeld-
modells aus [66], wie in [146] beschrieben. Das Großkanonische Funktional
kann unter der Annahme von konstantem Volumen, konstantem Druck und
konstanter Teilchenanzahl aus (3.12) mit dem K-Elemente großen Vektor µ des
chemischen Potentials als
Ψ(ϕ, µ, T) = ∫Ω (єa(ϕ,∇ϕ) + 1є ω(ϕ)) + ψ(ϕ, µ, T)dΩ (3.14)
hergeleitet werden [145, 146].
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3.5 Das Phasenfeldmodell auf Basis des
Großkanonischen Potentialansatzes
Für die Modellierung der Erstarrung hat sich das Funktional aus (3.14) auf Basis
des Großkanonischen Potentials Ψ etabliert. Eine detaillierte Herleitung des
Modells für Multikomponenten ist in [66, 146] und eine Zusammenfassung für
ternäre Legierungen in [8] gegeben. Es besteht aus der Gradientenenergiedichte
a(ϕ,∇ϕ), dem Obstacle-Potential ω(ϕ) und der treibenden Kraft ψ(ϕ, µ, T),
die im Folgenden genauer beschrieben werden.
DieGradientenenergiedichte für isotopeOberflächenenergien γαβ hat die Form
a(ϕ,∇ϕ) = N ,N∑
α ,β=1(α<β)
γαβ ⋃︀qαβ ⋃︀2 , (3.15)
mit dem generalisierten antisymmetrischen Gradientenvektor
qαβ = ϕα∇ϕβ − ϕβ∇ϕα = −qβα . (3.16)
Das generalisierte Obstacle-Potential, wie es in Abschnitt 3.3 für zwei Phasenfel-







γαβϕαϕβ + N ,N ,N∑
α ,β ,δ=1(α<β<δ)
γαβδϕαϕβϕδ , ϕ ∈ ∆N−1 ,
∞, ϕ ∉ ∆N−1 .
(3.17)
Der Term höherer Ordnung mit dem Parameter γαβδ dient der Unterdrückung
von unphysikalischen Phasen in Zwei-Phasen-Grenzflächen und wird in Hötzer
et al. [9] untersucht.
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Die treibende Kraft ψ(ϕ, µ, T) zwischen den Phasen wird berechnet als
ψ(ϕ, µ, T) = N∑
α=1ψα(µ, T)hα(ϕ) (3.18)
mit dem Großkanonischen Potential
ψα(µ, T) = fα(cα(µ, T), T) − K∑
i=1 µ i c
α
i (µ, T) (3.19)






Die Differenzen zwischen den Großkanonischen Potentialen beschreibt dabei
die Energie für die Phasenumwandlung. Für ternäre Legierungen lassen sich
die parabolischen freien Energien fα durch das Fitten der Gibbs-Energien an
den Arbeitspunkten aus Calphad-Datenbanken bestimmen [89]. Da für die
Berechnungen der treibenden Kraft nur der Unterschied in den Großkanoni-
schen Potentialen sowie die chemischen Potentiale benötigt werden, können
unter der Annahme von konstantem Volumen und konstantem Druck sowohl
die Gibbs-Energien aus den Calphad-Datenbanken als auch die freien Energien
wie imModell genutzt werden, da diese nur um einen konstanten Energiebeitrag
verschoben sind. Eine ausführliche Herleitung im Kontext mit der Phasenfeld-
methode ist für binäre und ternäre Systeme in [147] gegeben.
Die parabolischen freien Energien fα mit den temperaturabhängigenVorfaktoren
A(T) bisG(T)werden allgemein für die jeweilige Phase wie folgt geschrieben:
fα(c, T) = Aα(T)c12 + Bα(T)c22 + Cα(T)c32+ Dα(T)c1 + Eα(T)c2 + Fα(T)c3 +Gα(T) . (3.21)
In Abbildung 3.4 sind die gefitteten parabolischen freien Energien für ein bi-
näres und ternäres System gezeigt. Abbildung 3.4(a) zeigt den Zusammenhang
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zwischen den freien Energien fα , dem chemischen Potential µα , dem Großka-
nonischen Potential ψα und der treibenden Kraft für ein binäres System. Die
freien Energien auf Basis des parabolischen Ansatzes von (3.21) für das ternäre
System Al-Ag-Cu, wie es in Abschnitt 6.4.3 verwendet wird, ist zur besseren Über-
sichtlichkeit in Abbildung 3.4(b) nur für die Schmelze (gelb) und 2 (grün)
dargestellt. Die Paraboloide sind mit den Werten aus den Tabellen 6.6 und 6.7
für den Datensatz EXP berechnet. In Grau sind die Gleichgewichtsebenen der
chemischen Potentiale und das daraus resultierende Großkanonische Potential
bei einer Temperatur unterhalb der eutektischen Temperatur eingezeichnet. Auf
dem Simplex sind zudem die Gleichgewichtskonzentrationen analog zu Abbil-
dung 3.4(a) eingezeichnet.
Durch die Annahme von nur kleinen Temperaturunterschieden können die
Vorfaktoren Aα(T) bis Gα(T) linear in der Temperatur gewählt werden, mit
der Form Aα(T) = aαT + Aα und den entsprechenden Steigungen aα bis gα
und Aα bis Gα . Durch Ausnutzen der Massenerhaltung kann die Anzahl der
K-Elemente im Konzentrationsvektor c ∈ ∆K−1 um eins reduziert werden, indem
cα3 als cα3 = (1 − cα1 − cα2 ) dargestellt wird. Diese Umformulierung vereinfacht
die weiteren mathematischen Formulierungen und reduziert den benötigten
Rechenaufwand und den Arbeitsspeicher.
Somit lässt sich (3.21) umformen in
fα(c, T) = Ãα(T)c12 + B̃α(T)c22 + C̃α(T)c1c2+ D̃α(T)c1 + Ẽα(T)c2 + F̃α(T) (3.22)
mit
Ãα(T) = Aα(T) + Cα(T) ,
B̃α(T) = Bα(T) + Cα(T) ,
C̃α(T) = 2Cα(T) ,
D̃α(T) = Dα(T) − 2Cα(T) − Fα(T) ,
Ẽα(T) = Eα(T) − 2Cα(T) − Fα(T) ,
F̃α(T) = Cα(T) + Fα(T) +Gα(T) .
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(a) Zusammenhang zwischen den freien Energien fα , dem chemischen Potential µα und dem Groß-
kanonischen Potential ψα für die Phasen α ∈ {1,2}.
(b) Reduzierte Darstellung der freien Energien für das ter-
näre System Al-Ag-Cu auf Basis des Datensatzes EXP aus Ab-
schnitt 6.4.3.
Abbildung 3.4: Schematische Darstellung des Zusammenhangs der freien Energien in einem
binären und ternären System.
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Die parabolischen freien Energien (3.21) lassen sich nach Hötzer et al. [8] kom-
pakt mit dem Skalarprodukt ∐︀ · , · ̃︀ schreiben als
fα(c, T) = ∐︀c,Ξα(T)c̃︀ + ∐︀c, ξα(T)̃︀ + Xα(T) , (3.23)
mit der Matrix Ξα(T), dem Vektor ξα(T) und dem Skalar Xα(T):
Ξα(T) = ⌊︀ Ãα(T) 12 C̃α(T)1
2 C̃α(T) B̃α(T) }︀ , (3.24)
ξα(T) = � D̃α(T)Ẽα(T) � , (3.25)
Xα(T) = F̃α(T) . (3.26)
Hiermit lassen sich die K-spezifischen chemischen Potentiale µα(c, T) = (µα1 ,
. . . , µαK)T für das Phasenfeld ϕα schreiben als
µα(c, T) = ∂ fα(c, T)
∂c
= 2Ξα(T)c + ξα(T) . (3.27)
Aufgrund von Diffusion passen sich unterschiedliche chemische Potentiale von
gleichzeitig vorhandenen Phasen instantan an, weshalb die spezifischen che-
mischen Potentiale zu einem chemischen Potential reduziert werden können,
µ(c, T) = µα(c, T) ∀ α ∈ , unabhängig von den jeweiligen Phasen [135, 145].
Die spezifische Konzentration cα für die Phase α lässt sich damit als




Ξ−1α (T) (µ − ξα(T)) (3.28)






Ξ−1α (T) . (3.29)
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Die Konzentrationen c für ein gegebenes chemisches Potential lassen sich mit
(3.28) berechnen als










α(µ, T)hα(ϕ) . (3.32)
Die Gleichung für das Großkanonische Potential (3.19) lässt sich mit (3.23) und
(3.26) in eine kompakte Schreibweise umformen zu
ψα(µ, T) = ∐︀µ,Υα(T)µ̃︀ + ∐︀µ, υα(T)̃︀ + Yα(T)= ∐︀µ,Υα(T)µ + υα(T)̃︀ + Yα(T) (3.33)
mit
Υα(T) = − 14Ξ−1α (T) , (3.34)
υα(T) = 12Ξ−1α (T)ξα(T) , (3.35)
Yα(T) = − 14 ∐︁Ξ−1α (T)ξα(T), ξα(T)̃︁ + Xα
= − 1
2
∐︀υα(T), ξα(T)̃︀ + Xα(T) . (3.36)
3.6 Phasenfeldevolutionsgleichung
Die Phasenfeldevolutionsgleichung wird mit Hilfe des Allen-Cahn-Ansatzes, der
besagt, dass die zeitliche Entwicklung des Ordnungsparameters proportional
zur Variationsableitung des Funktionals nach dem Ordnungsparameter ist, aus





















wird über die reziproke Mobilität ταβ zwischen zwei Phasenfeldern berechnet.
Für die Variationsableitungen aus dem Allen-Cahn-Ansatz folgen die Ableitun-
gen für die einzelnen Funktionen des Modells. Die Ableitungen der Gradienten-
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Die treibende Kraft des Großkanonischen Potentials (3.18) hängt nur über die
Interpolationsfunktion (3.20) vom Ordnungsparameter ab, weshalb nur die In-
terpolationsfunktion differenziert wird. Durch die Summe über alle Ordnungs-

























2 ⋃︀ δ ≠ α . (3.43)
3.7 Modell zur Beschreibung der Evolution des
chemischen Potentials
Das chemische Potential, auch Potential eines Stoffes genannt, wurde von J. W.
Gibbs eingeführt. Es beschreibt die Möglichkeit, die Zustandsform in einer ther-
modynamischen Phase zu ändern. Die Evolution des chemischen Potentials
kann direkt aus der Evolution der Konzentrationen hergeleitet werden. Eine
detaillierte Herleitung des Modells für Multikomponenten ist in [145, 146] und
eine Zusammenfassung für ternäre Legierungen in [8] gegeben.
Die Evolution der Konzentrationen in Abhängigkeit des chemischen Potentials,





















= ∇ · (M(ϕ, T)∇µ) . (3.44)
Die Berechnung der Evolution des chemischen Potentials erlaubt es, die treiben-
den Kräfte (3.18) in der Phasenfeldgleichung direkt miteinander zu koppeln.
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Die Mobilität der chemischen Potentiale





wird mit der Diffusionsmatrix Dα berechnet.





















Durch die künstliche Verbreiterung der Grenzfläche zwischen zwei Phasen mit
unterschiedlichen Diffusionskonstanten kommt es zu einem Stoffüberfüllungs-
effekt, solute trapping effect, der Konzentrationen in der Grenzfläche. Dieser
Effekt wird in [29, 148–151] untersucht. Um diesen unphysikalischen Effekt aus-
zugleichen, werden sogenannte anti-trapping-currents vorgeschlagen [34, 145,
146, 152–154]. Diese führen durch ihre Komplexität jedoch zu einem deutlich hö-
heren Rechenaufwand. Aufgrund dieses Stoffüberfüllungseffekts ist in (3.46) ein








�̂︂ ∇ϕα⋃︀∇ϕα ⋃︀ , ∇ϕℓ⋃︀∇ϕℓ ⋃︀ ]︁�
��cℓ(µ, T) − cα(µ, T)�⊗ ∇ϕα⋃︀∇ϕα ⋃︀ � (3.47)
und ist in [145, 146] hergeleitet. Der Phasenfeldindex ℓ beschreibt die flüssige
Phase im System.




















Der erste Teil in (6.2) kann als Löslichkeit interpretiert werden. Der zweite Teil
beschreibt den Fluss des chemischen Potentials µ in Abhängigkeit der Mobi-
lität und des anti-trapping-current. Die beiden letzten Terme beschreiben die
Änderung des chemischen Potentials aufgrund der Phasenumwandlung und der
Temperaturänderung. Der Beitrag durch die Änderung der Phasenumwandlung
kann über den Gradienten in der Zeit zwischen dem alten und neuen Zeitschritt
in den Phasenfeldern bestimmt werden. Der Beitrag der Temperaturänderung
für die jeweilige spezifische Konzentration cαi ergibt sich durch das Ableiten von
(3.32) nach T zu
∂cα(µ, T)
∂T
= �kα(T) ⌊︀ B̃α(T) − 12 C̃α(T)− 12 C̃α(T) Ãα(T) }︀
+ 1
2Kα(T) ⌊︀ b̃α −
1
2 c̃α− 12 c̃α ãα }︀� (µ − ξα)
+ 1
2kα(T) � −d̃α B̃α(T) + ẽα
1
2 C̃α(T)
d̃α 12 C̃α(T) + ẽα Ãα(T) � , (3.49)
Mit der Gleichung (3.47) für den anti-trapping-current und durch Einsetzen
der Berechnung für die Konzentration aus (3.32) in (3.46) ergibt die Evolutions-
gleichung für das chemische Potential
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mit den temperaturabhängigen Faktoren
Kα(T) = Ãα(T)B̃α(T) − 14 (C̃α(T))2 , (3.50)
kα(T) = ∂∂T 1Kα(T) = − 12Kα 2






DasHochleistungsrechnen, im EnglischenHigh Performance Computing (HPC)
genannt, umfasst alle Aktivitäten, die zur Bewältigung von speicher- und rechen-
intensiven Aufgaben notwendig sind. Hierzu zählen auch die rechenintensiven
numerischen Simulationen mit der Phasenfeldmethode in der Materialwissen-
schaft.
Moderne Hochleistungsrechner bestehen aus vielen Rechenknoten, die über ein
Netzwerk verbunden sind. Diese setzen sichwiederum aus einzelnen Prozessoren
mit mehreren Rechenkernen zusammen. Innerhalb dieser Rechensysteme gibt
es unterschiedliche Ebenen der Parallelität sowie Flaschenhälse, auf die die
Software zur effizienten Nutzung der Hochleistungsrechner angepasst werden
muss. Flaschenhälse bilden dabei die Anbindung des Arbeitsspeichers an die
Rechenkerne, die maximal mögliche Rechenleistung, die Netzwerkverbindung
zwischen den Knoten und die Ein-/Ausgabe der Simulationsdaten.
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Ein einzelner Rechenkern besteht heute meist aus mehreren Ports, in denen
die jeweiligen Instruktionen des Programms ausgeführt werden. Instruktionen
können zudem vektorisiert durchgeführt werden, indem diese gleichzeitig auf
mehrere Datentupel angewendet werden. Dies wird generell als single instruction,
multiple data (SIMD) bezeichnet. Hierzu wurden in den letzten Jahren verschie-
dene SIMD-Instruktionserweiterungen in die Rechenkerne eingebaut. Mit der
Streaming SIMD Extensions-Erweiterung (SSE) für x86 Mikroprozessoren von
Intel und AMD können vier Werte mit einfacher Genauigkeit, single precision
(SP), bzw. zwei Werte mit doppelter Genauigkeit, double precision (DP) in einer
Operation verarbeitet werden. Die nachfolgenden Erweiterungen Advanced Vec-
tor Extensions (AVX), sowie das neuere AVX2 erlauben es, im Vergleich zu SSE,
die doppelte Anzahl an Werten zu verarbeiten. Für IBM PowerPC-Rechenkerne
gibt es - ähnlich zu AVX - die SIMD-Erweiterung Quad Processing eXtension
(QPX), bei der ebenfalls vier DP-Werte in einer Operation verarbeitet werden
können.
Seit der Intel Haswell-Rechnerarchitektur ist es zudem möglich, eine Addition
undMultiplikation als eine Operation durchzuführen, fused multiply-add (FMA)
genannt. Zusätzlich erlauben die Rechenkerne oft Simultaneous Multithreading
(SMT) zu nutzen, bei Intel auchHyperthreading (HT) genannt, bei dem sichmeh-
rere Ausführungswarteschlangen eine Recheneinheit teilen. Hierdurch können
die Latenzen in der Abarbeitung der Instruktionen überlagert werden.
Die maximal mögliche Anzahl an Gleitkommaberechnungen pro Sekunde, auch
Floating Point Operations per Second (FLOP⇑s) genannt, berechnet sich daher
aus der Taktrate, der Anzahl an Rechenkernen sowie den Faktoren aus den
Erweiterungen
PeakPer f ormance = Takt · Rechenkerne · SIMD breite · FMA · Ports .
(4.1)
Zur vollen Ausnutzung eines Rechnersystems ist es daher notwendig, alle Erwei-
terungen der Prozessoren zu nutzen. Abhängig von der erreichten Performance
werden die Präfixe G, T und P der Einheit FLOP⇑s zur besseren Unterscheidung
der Werte vorangestellt, wobei Giga denWert mit 106 multipliziert, Tera mit 1012
und Peta mit 1015.
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Abhängig von dem zu lösenden Problem können innerhalb eines Prozessors
allgemein zwei Flaschenhälse für ein Programm unterschieden werden: die An-
bindung der Rechenkerne an den Arbeitsspeicher sowie die maximal möglichen
Instruktionen im Rechenkern. Hierdurch kann die Performance des Programms
durch die Bandbreite des Arbeitsspeichers an die Rechenkerne,memory bound,
oder durch die maximal ausführbaren Instruktionen, compute bound, limitiert
sein. Zur Untersuchung dieser Flaschenhälse können verschiedene Modelle
verwendet bzw. Messungen durchgeführt werden. Ein häufiger Ansatz ist die
Verwendung eines Roofline-Modells [155], welches Hinweise auf die möglichen
Flaschenhälse sowie die Performance des Programms gibt. Hierzu wird zum
einen die Arbeitsspeicheranbindung an die Rechenkerne mit dem STREAM
Benchmark [156] gemessen und zum anderen die verrichtete Arbeit über die
Anzahl an FLOP⇑s oder die (Millionen) Zell-Updates pro Sekunde ((M)LUP⇑s)
durch Zeitmessungen bestimmt. Zudem stellt das Netzwerk zwischen den Kno-
ten oft aufgrund seiner Latenz und Bandbreite einen weiteren Flaschenhals dar.
Hierfür werden abhängig vom betrachteten Problem Strong-Scaling-Tests bzw.
Weak-Scaling-Tests durchgeführt [157]. Beim Strong-Scaling wird die Problem-
größe konstant gehalten und das Skalierungsverhalten bei steigender Anzahl an
Rechenkernen betrachtet. BeimWeak-Scaling wird die Problemgröße mit der
Anzahl an Rechenkernen vergrößert.
Im ersten Teil dieses Abschnitts wird die Diskretisierung und die effiziente Imple-
mentierung des Phasenfeldmodells aus Kapitel 3 gezeigt. Anschließend wird auf
die angewendeten Optimierungen und deren Performance auf einem Rechen-
kern, auf einem Rechenknoten sowie auf verschiedenen Hochleistungsrechnern
eingegangen. Im zweiten Teil wird ein paralleler Algorithmus zur Bestimmung
von Zusammenhangskomponenten in 3D vorgestellt.
4.1 Diskretisierung des Phasenfeldmodells
Zur Implementierung des Phasenfeldmodells aus Kapitel 3 werden die Evolu-
tionsgleichungen mit finiten Differenzen im Raum und mit einem expliziten
Euler-Verfahren in der Zeit diskretisiert.
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x − 1
y − 1






Fluss J±x in x Richtung
Fluss J±y in y Richtung
Abbildung 4.1: Diskretisierung der Phasenfeldevolutionsgleichung in 2D entsprechende [9]. Die
blau gestrichelte Linie stellt die Zellen des D2C5-Stempels an der Position (x,y) dar.
Die Werte für die Phasenfelder und die chemischen Potentiale sowie die Be-
rechnungen der zeitlichen Änderung werden in der Zellmitte der kartesischen
Gitterzellen bestimmt. In Abbildung 4.1 ist ein zweidimensionaler Gitteraus-
schnitt mit den Zellwerten (schwarze Kreise) sowie den Flüssen (blaue Dreiecke)
und dem daraus entstehenden Rechenstempel (blau gestrichelt) für das Pha-
senfeld zu sehen. Der Stempel beschreibt die Datenabhängigkeit, welche zur
Berechnung einer Gitterzelle in der Zeit notwendig ist. Hierzu wird, wie in [138],
im Folgenden das Schema DxCy verwendet, wobei D für die Dimensionen, C
für die Zelle (Englisch: cell) und die Platzhalter x und y für die entsprechende
Anzahl stehen. Der hier gezeigte Phasenfeldstempel entspricht in 2D einem
D2C5-Stempel und sein 3D-Äquivalent einem D3C7-Stempel.
Basierend auf der Arbeit von Garcke et al. [158] werden für die verschiedenen
Gradienten und Divergenz-Operatoren unterschiedliche Differenzen verwendet.
Daher werden für die Berechnung der Gradienten, wie in [9] beschrieben, in
den beiden Ableitungen der Gradientenergiedichte (3.15) unterschiedliche Diffe-
renzen verwendet. Für Gradienten innerhalb der Divergenz werden rechtsseitige
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Gradienten verwendet. Hierdurch wird sichergestellt, dass die Berechnungen der
Teilterme immer in der Zellmitte stattfinden. Ansonsten werden zentrale Gradi-
enten für die Berechnungen genutzt. Für die Ableitungen des Obstacle-Potentials
(3.41) und die treibende Kraft (3.18) mit der Interpolationsfunktion (3.43) des
Phasenfeldmodells werden nur die Werte aus der Zellmitte benötigt, wodurch
direkt die Werte aus den Zellen verwendet werden können. Für die Gitterpositi-
on x, y, z und den Gitterabstand ∆x, ∆y und ∆z in die jeweilige Raumrichtung
wird ∂ϕα a(ϕ,∇ϕ) aus (3.39) in 3D für den Phasenfeldwert ϕα sowie für das
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Die Berechnung desDivergenzterms∇ · ∂∇ϕα a(ϕ,∇ϕ) (3.40)wird in zwei Schrit-
ten durchgeführt. Im ersten Schritt werden die Flüsse J an den Zellkanten
als rechtsseitige Differenzen bestimmt. Für die Raumrichtung entlang der X-
Koordinate wird der Fluss Jα ,x an der±-Zellseite für das Phasenfeld ϕα berechnet
als
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Die Gradienten werden über den generalisierten antisymmetrischen Gradien-
tenvektor qαβ mit den auf die Zellkante gemittelten Phasenfeldwerten ϕ
x± 12 ,y ,z
α =
1⇑2(ϕx±1,y ,zα + ϕx ,y ,zα ) skaliert.
Der Fluss in die beiden anderen Raumrichtungen wird analog bestimmt. Im





x ,y ,z = −2� J+α ,x − J−α ,x
∆x
+ J+α ,y − J−α ,y
∆y








= ϕt+1α − ϕtα
∆t
(4.5)
mit der Zeitschrittweite ∆t verwendet.
Durch Gleichsetzen der zeitlichen und räumlichen Diskretisierung sowie an-
schließendes Umformen ergibt sich die folgende Update-Vorschrift für die Zelle




α = ϕ tx ,y ,zα + ∆tτє ⎛⎝−є⎛⎝⌊︀∂a(ϕ,∇ϕ)∂ϕα }︀
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x ,y ,z + λ⎞⎠ . (4.6)
Für die Diskretisierung der Flüsse im chemischen Potential wird analog zum
Phasenfeld vorgegangen, was zu einem D2C9- bzw. D3C19-Stempel führt. In
Abbildung 4.2 sind die Positionen der Werte, der Flüsse und des anti-trapping-
current sowie der Stempel in gestricheltem Blau eingezeichnet. Für die Berech-
nung der Divergenz der chemischen Potentiale ist ein D3C7-Stempel notwendig.










Fluss J±x in x Richtung
Fluss J±y in y Richtung
anti-trapping-current jat
Abbildung 4.2: Diskretisierung der Evolutionsgleichung des chemischen Potentials in 2D. Die
blau gestrichelte Linie stellt die Zellen des D2C9-Stempels an der Position (x,y) dar.
werden, was es nötig macht, alle Phasenfeldwerte wie auch alle chemischen Po-
tentialwerte auf den Zellkanten als Mittelwert zu bestimmen. Hierdurch ist ein
D3C19-Stempel für die Werte aus dem alten sowie ein D3C7-Stempel für die
Werte aus aktuellen Zeitschritt des Phasenfelds notwendig. Anstatt die zeitliche
Änderung des Phasenfelds ∂thα(ϕ) im anti-trapping-current neu zu berechnen,
wird dies effizient aus der Differenz von zwei Zeitschritten bestimmt. Wie in
Abschnitt 4.4.1 beschrieben wird, ist dies aufgrund der zwei Felder für den alten
und neuen Zeitschritt direkt möglich. Hierzu ist es aber notwendig, dass zuerst
die zeitliche Entwicklung des Phasenfelds berechnet wird.
4.2 Frameworks
Im Folgenden werden die beiden verwendeten Löser-Frameworks Pace3D und
waLBerla vorgestellt. Beide Frameworks nutzen kartesische Gitter und sind
mit demMessage Passing Interface (MPI) parallelisiert. In Abbildung 4.3 ist der
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allgemeine Aufbau der beiden Löser dargestellt. Nach der Initialisierung wird
in der Zeitschleife der jeweils nächste Zeitschritt berechnet. Hierzu wird in den
Sweeps über die entsprechenden Felder iteriert und für jede Zelle der Kernel
mit der jeweiligen diskretisierten Evolutionsgleichung ausgeführt. Nach der




















Abbildung 4.3: Allgemeiner Aufbau eines Lösers für Phasenfeldmodelle.
4.2.1 Pace3D
Das Pace3D-Framework [159–164] beinhaltet eine Vielzahl an effizienten und
skalierbaren Lösern, über 170 Werkzeuge zum Vor- und Nachbearbeiten von
Simulationen sowie zwei Visualisierungswerkzeuge. Das Framework wird seit
den 2000er Jahren in der Gruppe von Prof. Dr. Nestler zur Untersuchung unter-
schiedlicher multiphysikalischer Prozesse mit freien Oberfächen auf Basis der
Phasenfeldmethode entwickelt.
Der Löser beinhaltet Module für diffuse Interface-Ansätze (Allen-Cahn, Cahn-
Hilliard) [66], Massenfluss [89, 165], Temperatur, Strömung (Lattice-Boltzmann,
Navier-Stokes) [166], Magnetismus [167], die kristalline Phasenfeldmethode
(PFC) [168] und Benetzung [169, 170]. Der Löser ist in der Programmierspra-
che C geschrieben und über eine dreidimensionale Gebietszerlegung auf Basis
von MPI parallelisiert [160]. Hierbei wird jedes Teilgebiet einemMPI-Prozess
zugeordnet.
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Über Schalter zur Übersetzungszeit kann der Löser für 1D, 2D und 3D optimiert
sowie für den parallelen oder sequenziellen Einsatz aus dem Code kompiliert
werden. Über weitere Schalter und Code-Erweiterungen zum effizienten Einle-
sen, Verteilen und Verwalten großer Parametermatrizen kann der Löser für die
Simulation von Systemen mit mehreren tausend Ordnungsparametern optimiert
werden [75]. Hierzu ist im Löser ein Klassenkonzept für Materialparameter
umgesetzt sowie für die Berechnung der Phasenfeld Evolutionsgleichungen das
Konzept von Kim et al. [73], zur lokalen reduktion der Ordnungsparameter.
4.2.2 waLBerla
DaswaLBerla-Framework (widely applicable lattice Boltzmann from Erlangen)
[171] wurde zur massiv-parallelen Simulation von Strömungsprozessen mit der
Lattice-Boltzmann-Methode entwickelt. Es ist komplett in C++ entwickelt und
legt einen hohen Fokus auf Performance und Parallelität. Über die Jahre hat es
sich zu einem allgemeinen Framework für das parallele Lösen verschiedener
Modelle auf Basis von Stempel-Codes entwickelt, die auf unterschiedlich großen
HPC-Systemen skalieren [172–174]. Hierzu zerlegtwaLBerla das kartesische
Gitter des Simulationsgebietes in Blöcke mit einer oder mehreren Randschichten,
um die Kommunikation per MPI zu ermöglichen. JedemMPI-Prozess können
mehrere Blöcke zugeordnet werden, wodurch es möglich ist, die Last auf Block-
basis zu verteilen sowie komplexe Geometrien zu beschreiben [172], welche sich
an die Laufzeit anpassen können.
4.3 Hochleistungsrechner
Für die Performance-Messungen sowie die Durchführung der später gezeig-
ten Simulationen werden die derzeit schnellsten Supercomputer Deutschlands
verwendet. Hierzu werden basierend auf [138] die drei verwendeten Tier-0/1-
Systeme am High Performance Computing Center Stuttgart (HLRS), am Leibniz
Supercomputing Centre (LRZ) München und am Jülich Supercomputing Centre
(JSC) im Folgenden kurz vorgestellt. Alle Systeme bestehen aus mehr als 100 000
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Hazel Hen
SuperMUC
Abbildung 4.4: Bilder der beiden Supercomputer Hazel Hen am HLRS und SuperMUC am LRZ.
Rechenkernen und unterstützen vektorisierten Code. Abbildung 4.4 zeigt die
zwei Supercomputer Hazel Hen und SuperMUC.
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94656 Rechenkernen auf Basis eines Cray XC40-Systems. Das System besteht
pro Knoten aus je zwei Intel Xeon CPU E5-2680 v3-Prozessoren mit je 12 Re-
chenkernen mit 2, 50 GHz, die über ein Dragonfly-Netzwerk [177], Cray Aries
genannt, verbunden sind. Die Rechenkerne unterstützen Hyperthreading (HT)
sowie die neuere Vektorerweiterung AVX2. Die theoretische Speicherbandbreite
pro CPU beträgt 68 GB/s und diemit dem STREAMBenchmark [178] gemessene
Speicherbandbreite beträgt für einen Knoten, bestehend aus zwei Rechenkernen,
116, 8 GB/s. Der Hornet Supercomputer wurde 2015 auf 185 088 Rechenkerne er-
weitert und in Hazel Hen [179] umbenannt. Stand Juli 2016 ist dies der schnellste
deutsche Supercomputer mit einer Spitzenleistung von 7,42 PFLOP/s und steht
auf Platz neun der Top 500 Liste [180] und ist damit der neuntschnellste Rechner
der Welt. Der SuperMUC aus Phase 1 am LRZ [181], mit 147 456 Rechenkernen
und einer Spitzenleistung von 3 185,05 TFLOP/s ist der drittschnellste deutsche
Supercomputer und ist auf Platz 27 in der Top 500 [180]. Das System besteht pro
Knoten aus zwei Xeon E5-2680 Prozessoren mit je acht Rechenkernen, welche
mit einer Taktrate von 2, 7 GHz arbeiten undAVX unterstützen. Die CPUs des Su-
perMUC erreichen eine theoretische Bandbreite von 51, 2 GB/s und im STREAM
Benchmark [178] eine Bandbreite von 80 GB/s pro Knoten. In einer Insel sind
512 Knoten zusammengefasst, die über ein nicht blockierendes Tree-Netzwerk
(Baumtopologie) verbunden sind. Die 18 Inseln sind über einen pruned tree (4:1),
einen gestutzten Baum, miteinander verbunden. Der JUQUEEN Supercomputer
[182] am JSC ist ein IBM BlueGene/Q-System mit 458 752 Rechenkernen und ist
der zweitschnellste deutsche Supercomputer. In der Top 500 belegt das System
mit seinen 5, 9 PFLOP/s den 13. Platz. Jeder Knoten besteht aus 16 IBM PowerPC
A2-Rechenkernen mit 1, 6 GHz, die ein 4-way multithreading erlauben. Die JU-
QUEEN nutzt ein 5-dimensionales Torus-Netzwerk mit einer Bandbreite von
40 GB/s und einer Latenz von maximal 2, 5μs.
Der Hermit Supercomputer [175] war ein Cray XE6-System mit 113 664 Rechen-
kernen, das bis 2015 am HLRS betrieben wurde. Jeder der 3 552 Knoten bestand
aus 2 AMD Interlagos 2,3 GHz CPUs mit 16 Rechenkernen, welche AVX unter-
stützten. AlsVerbindung zwischen denKnotenwurde einCrayGemini-Netzwerk
verwendet. Der Nachfolge-Supercomputer am HLRS ist die Hornet [176] mit
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4.4 Umsetzung und Performance des
Phasenfeldmodells auf Basis des
Großkanonischen Potentialansatzes
In diesem Abschnitt wird die Implementierung des Phasenfeldmodells in das
waLBerla-Framework ausAbschnitt 4.2.2 auf Basis desGroßkanonischen Poten-
tialansatzes aus Abschnitt 3.5 erläutert. Hierzu wird die Diskretisierung mit fini-
ten Differenzen im Raum und dem Euler-Verfahren in der Zeit aus Abschnitt 4.1
verwendet. Anschließend wird auf die vorgenommenen Optimierungen, deren
Performance und das Skalierungsverhalten auf den drei derzeit schnellsten deut-
schen Supercomputern Hazel Hen [179], SuperMUC [181] und JUQUEEN [182]
eingegangen.
4.4.1 Implementierung des Modells
Zur Berechnung der zeitlichen Entwicklung werden wie in [138] beschrieben
die beiden Evolutionsgleichungen für die Phasenfelder (3.37) sowie für die che-
mischen Potentiale (6.2) jeweils als eigener Kernel im waLBerla-Framework
implementiert. Die Kernel beschreiben die Berechnungsvorschrift sowie die
benötigten Zellwerte für einen Zeitschritt einer Zelle. Für jeden Ordnungspara-
meter ϕα sowie jedes chemische Potential μ i werden zwei reguläre äquidistante
Felder angelegt: für den alten Zeitschritt src als auch für den neuen Zeitschritt
dst. Hierzu wird für die Felder der Ordnungsparameter ein array of structs (AoS)-
Layout verwendet, in dem der Vektor mit den vier Ordnungsparametern ϕ in
jeder Zelle nacheinander liegt. Für die Felder des chemischen Potentials μ wird
ein struct of array (SoA)-Layout genutzt, in dem für jedes chemische Potenti-
al ein eigenes Feld verwendet wird. Zur Berechnung des nächsten Zeitschritts
t + Δt werden die Werte aus den src-Feldern gelesen und in die entsprechenden
dst-Felder geschrieben. Hierzu iteriert jeder Kernel in einem Sweep über die
lokal auf dem Prozess vorhandenen Teilgebiete. Nach jedem Sweep werden die
entsprechenden Ränder in den dst-Feldern aktualisiert. Hierzu werden zuerst
die Randschichten zwischen den Teilgebieten mit Hilfe desMessage Passing Inter-
faces (MPI) ausgetauscht und anschließend am globalen Gebietsrand Dirichlet-
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und Neumann- sowie die periodischen Randbedingungen ausgeführt. Nachdem
alle Sweeps berechnet und die Ränder aktualisiert sind, werden die Felder zur
Berechnung des nächsten Zeitschritts getauscht. Der Ablauf zur Berechnung
eines Zeitschritts ist in Algorithmus 1 dargestellt.
Algorithm 1 Berechnung eines Zeitschritts. Algorithmus basierend auf [138].
1: ϕdst ← ϕ-Kernel(ϕsrc , µsrc) (siehe (3.37))
2: ϕdst-Randaustausch zwischen den Blöcken
3: ϕdst-Randbedingungen
4: µdst ← µ-Kernel(µsrc , ϕsrc , ϕdst) (siehe (6.2))
5: µdst-Randaustausch zwischen den Blöcken
6: µdst-Randbedingungen
7: Tausche ϕsrc ↔ ϕdst und µsrc ↔ µdst
Für die Berechnung des nächsten Zeitschritts im ϕ-Kernel werden für die Gradi-
enten die direktenNachbarzellen aus dem aktuellen ϕsrc-Feld benötigt. Zudem ist
für die treibende Kraft der entsprechende Zellwert aus dem µsrc-Feld notwendig.
Zur Berechnung eines Zeitschritts in 3Dmit dem ϕ-Kernel ist ein D3C7-Stempel
im ϕsrc-Feld notwendig, welcher die sechs direkten Nachbarzellen sowie die
zentrale Zelle beinhaltet. Für das µsrc-Feld ist ein D3C1-Stempel notwendig, da
nur die zentralen Zellen benötigt werden. Die Abhängigkeiten der Daten für den
ϕ-Kernel sind in Abbildung 4.5(a) dargestellt.
Für die Berechnung des nächsten Zeitschritts im µ-Kernel werden neben den
aktuellen Feldern auch die neuen Werte aus dem ϕdst-Feld benötigt. Die kom-
plexeren Abhängigkeiten resultieren aus der Diskretisierung des anti-trapping-
current aus (3.47). Zur Berechnung sind aus dem ϕsrc-Feld ein D3C19-Stempel
und aus dem ϕdst-Feld ein D3C7-Stempel notwendig. Für das µsrc-Feld wird
ein D3C7-Stempel benötigt. Die Abhängigkeiten der Zellen im µ-Kernel sind in
Abbildung 4.5(b) dargestellt. Die Berechnung der Temperatur wird über einen
analytischen Temperaturgradienten beschrieben, der in jeder Zelle ausgewertet
wird.
Zur Generierung der initialen Keime im Simulationsgebiet wird der parallele
Voronoi-Algorithmus aus [183] verwendet. Hierzu werden von einem Prozess
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Abbildung 4.5: Datenabhängigkeit der beiden Kernel aus den entsprechenden Feldern zur
Berechnung des nächsten Zeitschritts. Die Abbildungen basieren auf [138].
Zur Ausgabe der Simulationsdaten sind wie in [138] beschrieben, verschiedene
Formate implementiert. Neben dem Visualization ToolKit (VTK)-Format für
eine voxelbasierte Ausgabe ist das Pace3D-interne p3s-Voxelformat umgesetzt,
das es erlaubt, die Simulationsdaten mit den über 170Werkzeugen [184] aus dem
Pace3D-Framework auszuwerten sowie effizient zu visualisieren. Zur Reduzie-
rung des Speicherverbrauchs werden die Daten nur in einfacher Genauigkeit
geschrieben. Zudem wird das p3s-Voxelformat für das Schreiben und Lesen der
Sicherungspunkte in doppelter Genauigkeit zumFortsetzen der Simulation sowie
zur Generierung von komplexen Startbedingungen verwendet. Zum Schreiben
nicht direkt bekannter Felder, wie der Konzentrationsfelder oder des Temperatur-
felds, sind zusätzliche Adapter implementiert, die diese Größen beim Schreiben
der Daten berechnen. Zur Reduzierung des Speicherverbrauchs auf dem Datei-
system und der Bandbreite beim Schreiben der Daten ist für die Phasenfelder
zusätzlich eine auf Oberflächennetzen (Mesh) basierende Ausgabe auf Basis
des Wavefront-obj-Formats umgesetzt. Das Oberflächennetzen erlaubt es, die
Grenzschicht zwischen den Ordnungsparametern als Dreiecke darzustellen, wo-
durch anstatt der Volumendaten nur noch die Grenzflächen gespeichert werden
müssen. Für die Berechnung des Oberflächennetzes wird derMarching-Cube-
Algorithmus aus [185] verwendet. Hierzu bestimmt jeder Prozess unabhängig das
Oberflächennetz für die Phasenfelder an der 0,5-Isofläche, was der Grenzfläche
im Sharp-Interface-Fall für einen Zweiphasenübergang entspricht. Anschließend
alle Voronoi-Punkte im zu füllendenGebiet erzeugt und an alle anderen Prozesse
verteilt, welche dann die Voronoi-Füllung generieren. Anschließend werden die
Voronoi-Zellen den Phasen, entsprechend der Phasenanteile aus dem Phasen-
diagramm, zugeordnet.
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aggregiert und in eine Datei geschrieben, was den Schreibprozess bei vielen
Prozessen deutlich verkürzt.
4.4.2 Optimierungen
Ausgehend von der allgemeinen Implementierung des Phasenfeldmodells auf
Basis des Großkanonischen Potentialansatzes aus Abschnitt 3.5 für die ternäre
gerichtete Erstarrung wird im Folgenden die Spezialisierung und Optimierung
des Modells imwaLBerla-Framework zur effizienten Simulation großer drei-
dimensionaler Gebiete beschrieben. Die Optimierungen werden wie in [138]
beschrieben auf verschiedenen Ebenen umgesetzt, indem physikalische, mathe-
matische, numerische und rechentechnische Aspekte ausgenutzt werden, um
die Rechenzeit zu reduzieren. Zudem wird der Code auf mehreren Ebenen par-
allelisiert, um Hochleistungsrechner sowohl innerhalb eines Knotens als auch
im Verbund mit mehreren Knoten effizient zu nutzen.
Auf der physikalischen Ebene wird das Modell zur Simulation der ternären eu-
tektischen gerichteten Erstarrung von einemMultiphasen- undMultikomponen-
tenmodell auf ein Vierphasenmodell (N = 4) und ein Dreikomponentenmodell
(K = 3) beschränkt, wie in Abschnitt 3.5 beschrieben. Unter der Annahme, dass
sich die Konzentrationen während der Simulation nahe dem Gleichgewicht be-
finden, ist es möglich, die Gibbs-Energien aus den Calphad-Datenbanken für
ternäre Systeme durch einen parabolischen Fit-Ansatz zu beschreiben, wie bereits
in Abschnitt 3.5 erläutert. Hierdurch ist eine direkte Umrechnung von Konzen-
trationen und chemischen Potentialen möglich, was den Rechen- und Beschrei-
bungsaufwand deutlich reduziert, da die Funktionen für die Gibbs-Energien aus
den Calphad-Datenbanken nicht immer eine eindeutige Abbildung zwischen
dem chemischen Potential und den Konzentrationen zulassen. Die Anzahl der
zu berechnenden Konzentrationen wird durch das Ausnutzen der Massenerhal-
tung zudem um eine Konzentration reduziert, da diese direkt aus den anderen
Konzentrationen mit c3 = 1 −∑K−1i=1 c i berechnet werden kann. Daraus folgend
konnten auch die drei Evolutionsgleichungen für das chemische Potential auf
zwei Gleichungen reduziert werden. Anstatt ein teureres iteratives Verfahren
zu verwenden, erlaubt es die Limitierung der Komponenten, die Matrixinver-
werden die Daten auf einer vorgegebenen Anzahl an Prozessen eingesammelt,
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Modell zudem angepasst, um gleiche Vorfaktoren innerhalb von Summen nach
außen ziehen zu können sowie diese mit anderen Vorfaktoren als mit bereits
verrechneten Größen zu nutzen.
Bei der Implementierung des Modells in daswaLBerla-Framework wird das
Nx × Ny × Nz Zellen große Simulationsgebiet an den experimentellen Aufbau
der gerichteten Erstarrung angepasst [138]. Aufgrund der um mehrere Größen-
ordnungen kleinerenDiffusionskoeffizienten in den Festphasen, imVergleich zur
Schmelze, und der Annahme eines stationären Konzentrationsprofils in ausrei-
chender Entfernung der Erstarrungsfront, wird die effektive Rechengebietsgröße
in Erstarrungsrichtung durch einenMoving-Window-Ansatz [35, 160, 186] redu-
ziert, in dem die Evolutionsgleichungen nur noch in der Nähe der Erstarrungs-
front gelöst werden. Erreicht die Erstarrungsfront innerhalb des Rechengebiets
eine gewisse Höhe in Wachstumsrichtung, werden die Simulationsdaten nach
unten verschoben und der obere Teil mit Schmelze aufgefüllt. Hierdurch muss
nur noch ein Ausschnitt des gesamten Simulationsgebiets berechnet werden,
wie in Abbildung 4.6 anhand der farbigen Teilgebiete bzw. Blöcke gezeigt. Zur
effizienten Umsetzung werden hierzu die Daten blockweise verschoben, was
zudem die Anzahl an Prüfungen reduziert, ob die Front eine bestimmte Höhe
erreicht hat.
Die unterschiedlichen Farben der Blöcke in Abbildung 4.6 repräsentieren die
verschiedenen Zustände der Phasen im Rechengebiet sowie deren Rechenlast.
Auf Basis der Blockstruktur vonwaLBerla wird eine statische Lastverteilung
umgesetzt, die es dem Benutzer erlaubt, den Blöcken abhängig von ihrer Position
in Wachstumsrichtung unterschiedliche Gewichte zuzuordnen. Zu Beginn der
Simulation ordnet die statische Lastverteilung den einzelnen MPI-Prozessen
entsprechend der Gewichte eine bestimmte Anzahl an Blöcken zu, um eine mög-
lichst gleiche Laufzeit der einzelnen Prozesse zu erreichen. Da sich die Last in den
Blöcken aufgrund desMoving-Window-Ansatzes über die Simulationszeit hinweg
nicht ändert, ist keine dynamische Lastverteilung zur Laufzeit notwendig.
Durch das Klassifizieren der Rechenzellen anhand der Werte in den Phasenfel-
dern ist es in beiden Evolutionsgleichungen möglich, wie in [138] beschrieben,
das Ergebnis von Termen direkt zu bestimmen und somit Rechenoperationen
zu sparen. Das Klassifizieren der Rechenzellen kann unter Umständen zu teuren
tierung in (6.2) explizit zu formulieren. Zur effizienteren Berechnung wird das
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Abbildung4.6:Moving-Window-Ansatzmit unterschiedlich klassifizierten Blöcken entsprechend
des Zustands des Simulationsgebiets
Verzweigungen im Kernel führen. Durch die Verzweigungen kann es zu Fehl-
entscheidungen in der Instruktionsvorhersage der Rechenkerne kommen, was
zu einer Reduzierung der maximalen Performance führt. In Abschnitt 4.4.3.1
wird gezeigt, dass die Klassifizierung jedoch zu einer deutlichen Reduzierung
der Gesamtlaufzeit führt. Die Evolutionsgleichung für die Phasenfelder muss
nur im Interface IΩ und in den direkten Nachbarzellen ∂IΩ bestimmt werden.
Für die Überprüfung, ob eine Zelle berechnet werden muss, werden die Werte
auf den Zellkanten von (3.40) auf ∂a⇑∂ϕα≠0 geprüft. Für alle anderen Zellen wird
der aktuelle Zellwert aus dem ϕsrc-Feld übernommen. Für die Evolutionsglei-
chung des chemischen Potentials muss der anti-trapping-current aus (3.47) nur
in Interface-Zellen mit Schmelze Iαℓ ∶= {x ∈ IΩ ⋃︀ 0 < ϕℓ(x , t) < 1 } berechnet
werden, da ansonsten die Interpolationsfunktion (3.20) null wird und somit auch
das Ergebnis des anti-trapping-current. Hierzu wird direkt der Phasenfeldwert
der Schmelze auf null geprüft.
Blöcke mit den
Festphasen
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Zur Simulation repräsentativer Elemente in einem unendlich ausgedehnten Ge-
biet werden periodische Randbedingungen parallel zur Erstarrungsrichtung
implementiert. Die periodischen Randbedingungen erfordern für physikalisch
korrekte Ergebnisse eine von den Simulationsparametern abhängige Mindest-
größe in Nx × Ny, wie in Steinmetz et al. [3] gezeigt.
Aufgrund der unterschiedlichen Zeitskalen zwischen dem Diffusionskoeffizi-
enten der Temperatur und denen der Konzentrationen wird für die effiziente
Berechnung der Temperaturentwicklung ein Frozen-Temperature-Ansatz ange-
wendet, bei dem die Temperatur durch eine analytische Funktion beschrieben
wird [8, 165, 187, 188]. Weiterhin wird angenommen, dass die Temperatur inner-
halb einer Nx × Ny-Ebene an der Stelle z zum Zeitpunkt t konstant ist. Durch
das Iterieren über das Simulationsgebiet mit x als innerste Schleife und z als
äußerste, muss die Temperatur nur einmal pro Ebene bestimmt werden [138].
Auf der Anwendungsebene erlaubt es dieser Ansatz, temperaturabhängige Terme
wie die Vorfaktoren der freien Energien aus den Gleichungen (3.26) und (3.34)
bis (3.36) jeweils für eine Ebene vorab zu berechnen [138]. Durch entsprechende
Schleifen über das Gebiet muss nur ein Paar an Werten vorgehalten werden,
was zudem den benötigten Pufferspeicher reduziert. Neben dem Vorberechnen
von Werten werden für die Terme der Divergenzen in den beiden Evolutions-
gleichungen Pufferspeicher implementiert, um die mehrfach benötigten Werte
auf den Zellkanten wie in den Gleichungen (3.40), (3.45) und (3.47) nur ein-
mal zu berechnen [138]. Für das Berechnen eines Zeitschritts werden aufgrund
der Diskretisierung Werte auf den sechs Seitenflächen der Zelle benötigt. Drei
der berechneten Werte können jedoch gepuffert und bei der Berechnung der
nächsten Zellen wiederverwendet werden. Hierzu werden drei Nx ×Ny-Ebenen
als Pufferspeicher verwendet. Diese Pufferspeicheroptimierung wurde auf Ba-
sis eines Roofline-Modells [155] durchgeführt, welches zeigt, dass die beiden
Evolutionsgleichungen durch die Instruktionen limitiert sind und damit deren
Berechnungsdauer nicht von der Anbindung des Arbeitsspeichers abhängt, son-
dern nur von der maximalen Anzahl an Rechenoperationen des Rechenkerns.
Hierauf wird in Abschnitt 4.4.3.1 genauer eingegangen.
Zur weiteren Reduzierung des Rechenaufwands werden Divisionen mit festem
Nenner durch schnellere Multiplikationen sowie für die Berechnung der in der
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Zelle vorhandenen Phasen durch eine Lookup-Tabelle ersetzt. Die Divisionen
durch einen Wurzelausdruck in (3.47) werden durch den schnelleren Algorith-
mus zur Berechnung der inversen Wurzel aus [189] ersetzt. Weiterhin werden
Verzweigungen aufgrund vonWenn-dann-Bedingungen (Branching) und Funk-
tionsaufrufe im Sweep reduziert, indem die Implementierung auf die gerichtete
Erstarrung von ternären eutektischen Systemen spezialisiert wird.
Das Simulationsgebiet wird zur schnelleren Berechnung mit Hilfe einer dreidi-
mensionalen Gebietszerlegung in kleinere Blöcke, zerlegt, wie in Abbildung 4.6
dargestellt. Für den Austausch der Randschichten zwischen den Blöcken nach
jedem Zeitschritt werden in waLBerla nicht blockierende Sende- und Emp-
fangsfunktionen aus demMPI [190] verwendet. Diese Funktionen reduzieren die
benötigte Logik zum senden und empfangen vonNachrichten erheblich, machen
es es aber notwendig, Pufferspeicher für die Ränder aller Blöcke vorzuhalten.
Der nicht blockierende Austausch erlaubt es zudem, die Kommunikation wäh-
rend der Berechnung des jeweils anderen Sweeps durchzuführen.DasÜberlagern
der Berechnung und der Kommunikation wird als Communication hiding be-
zeichnet. Hierdurch kann die Wartezeit zur Übertragung der Daten für den
Randaustausch reduziert werden. Aufgrund der lokalen D3C1-Stempeldatenab-
hängigkeit der Phasenfeldgleichung von den Werten der chemischen Potenti-
alfelder, wie in Abbildung 4.5(a) gezeigt, kann die Kommunikation der Rand-
schichten für das chemische Potential im dst-Feld während der Berechnung der
Phasenfelder durchgeführt werden [138]. Die komplexere Datenabhängigkeit
des Kernels für das chemische Potential führen wie in [138] gezeigt hingegen zu
keiner Verbesserung der Performance. Der Algorithmus, mit dem die Kommu-
nikation zum Randaustausch mit der Berechnung des ϕ-Sweeps überlagert wird,
ist in Abschnitt 4.4.2 dargestellt.
Moderne Rechenkerne unterstützen verschiedene SIMD (Single Instruction, Mul-
tiple Data)-Erweiterungen, die wie im Falle von Advanced Vector Extensions
(AVX) eine Berechnung auf acht Floating-Point-Elementen gleichzeitig durch-
führen und somit theoretisch eine Steigerung der Performance um Faktor acht
ermöglichen. Zur Ausnutzung der SIMD-Erweiterungen in den Rechenkernen
ist es notwendig, den Code hierauf anzupassen, wie in [138] beschrieben. Für
einfache Gleichungen können die meisten Compiler automatisch die Schleifen
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Algorithm 2 Berechnung des nächsten Zeitschritts mit Communication hiding
während der ϕ Berechnung. Algorithmus aufbauend auf [138].
1: Kommunikationsbeginn µsrc
2: ϕdst ← ϕ-sweep(ϕsrc , µsrc) (siehe (3.37))
3: Kommunikationsende µsrc
4: ϕdst-Randaustausch zwischen den Blöcken
5: ϕdst-Randbehandlung
6: µdst ← µ-sweep(µsrc , ϕsrc , ϕdst)
7: µdst-Randbehandlung
8: Tausche ϕsrc ↔ ϕdst und µsrc ↔ µdst
vektorisieren. Für die automatische Vektorisierung von komplexerem Code ist
es notwendig, weitere compilerspezifische Informationen über nicht portable
Pragma-Direktiven bezüglich des Aliasing, Daten-Alignment sowie der Schlei-
fenlänge im Code zu hinterlegen. Zudem führt dies abhängig vom Compiler,
den Datenabhängigkeiten sowie dem Codeaufbau nicht immer zur Vektorisie-
rung des Codes. Basierend auf Untersuchungenmit dem Performance-Werkzeug
LIKWID [191] wurde festgestellt, dass große Teile der beiden Evolutionsgleichun-
gen nicht automatisch vektorisiert wurden. Anstelle des Ansatzes mit Pragma-
Direktiven werden die beiden Evolutionsgleichungen explizit mit intrinsischen
Compilerfunktionen vektorisiert, um eine bestmögliche Vektorisierung zu er-
reichen. Dies erfordert es jedoch, die Gleichungen für die Vektorisierung auf
Basis der intrinsischen Funktionen neu zu formulieren. Da die intrinsischen
Funktionen von der entsprechenden Hardware abhängig sind, wird eine portable
Zwischenschicht auf Makrobasis implementiert, um diese einfach, transparent
und ohne Performanceverlust austauschen zu können. Die Zwischenschicht
unterstützt die intrinsischen Funktionen von Intel für SEE2, SSE4, AVX, AVX2
sowie QPX für Blue-Gene/Q-Prozessoren [138].
Für die Vektorisierung des µ-Sweeps wird der klassische Ansatz verwendet, in
dem mehrere Zellen gleichzeitig berechnet werden, wodurch die Vereinfachun-
gen der Klassifizierung nur nochmöglich sind, wenn alle Zellen hierauf zutreffen.
Für die Vektorisierung des ϕ-Sweeps wird ein anderer Ansatz verwendet. Da die
Vektorgröße von vier AVX-Datenelementen in doppelter Genauigkeit mit der
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Anzahl der Phasenfelder übereinstimmt, werden die vier Phasenfeldgleichungen
pro Zelle auf einmal berechnet, anstatt vier Zellen auf einmal zu berechnen.
Hierdurch ist es weiterhin möglich, alle vorhergehenden Optimierungen zu
nutzen, wodurch diese Variante eine bessere Performance liefert, als de Vekto-
risierung über Vier Zellen wie in [138] gezeigt. Im Vergleich zur Berechnung
von vier Zellen sind jedoch mehrere teure Rotier- und Tauschoperationen auf
dem Phasenfeldvektor durchzuführen, um die häufigen∑Nα=1 ϕα . . .-Terme zu
vektorisieren. Abhängig von der Art der Schleife ist es möglich, bestimmte Va-
riablen wie die Oberflächenenergien bereits zur Initialisierungszeit des Lösers in
geeigneten Vektoren vorzuberechnen. Hierdurch müssen nur die Phasenfeldvek-
toren entsprechend der Summenbedingungen wie z.B. α < β und α ≠ β für die
Terme in (3.37) für jede Zelle generiert werden. Generell können die Summen bei
gleichzeitiger Betrachtung aller Phasen als Matrix-Vektor-Operation der Form
y = Ax mit den Vektoren y und x sowie der Matrix A dargestellt werden. Die
Matrix A entspricht imModell z.B. der Oberflächenenergienmatrix γαβ oder der
Matrix des kinetischen Koeffizienten ταβ . Die Vektoren x und y entsprechen den
Phasenfeldvektoren ϕ und den räumlichen Gradienten des Phasenfeldvektors
in eine Raumrichtung, wie sie für die Berechnung von ∇ϕ und qαβ benötigt
werden. Im weiteren Verlauf wird exemplarisch die Vektorisierung der Gradient
Energie aus (3.39) für die x-Richtung gezeigt. Das vorgehen lässt sich analog für
die weiteren Raumrichtungen sowie die anderen Modellteile übertragen. Somit
ergibt sich für (3.39) mit dem Vektor qαβ aus (3.16) die folgende zu lösende
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=2
⎛⎜⎜⎜⎜⎝
γ01q01∇ϕ1 + γ02q02∇ϕ2 + γ03q03∇ϕ3
γ10q10∇ϕ0 + γ12q12∇ϕ2 + γ13q13ϕ3
γ20q20∇ϕ0 + γ21q21∇ϕ1 + γ23q23∇ϕ3





γ01q01∇ϕ1 + γ02q02∇ϕ2 + γ03q03∇ϕ3
γ12q12∇ϕ2 + γ13q13∇ϕ3 + γ10q10∇ϕ0
γ23q23∇ϕ3 + γ20q20∇ϕ0 + γ21q21∇ϕ1
γ30q30∇ϕ0 + γ31q31∇ϕ1 + γ32q32∇ϕ2
⎞⎟⎟⎟⎟⎠
. (4.9)
Durch das Gruppieren der Summanden in die farbigen Blöcke kann die Be-
rechnung effizient durch Rotieren und Vertauschen des Ausgangsphasenfeld-
vektors generiert werden. Dies ist im Folgenden zur besseren Lesbarkeit an
AVX-intrinsics angelehnte Befehle dargestellt. Es werden nur Befehle verwendet
werden, die im AVX Standard umgesetzt sind.
Da für die Berechnungen der Phasenfelder die Vektor in permutierter Form be-
nötigt wird, werden effiziente Permutationsfunktionen verwendet, da es zeitlich
deutlich teurer ist, die Elemente in den Vektoren entsprechend explizit zu setzten.
Zur effizienten Permutation können die Vektoren nach rechts bzw. links rotiert
werden was im weiteren mit und dargestellt ist. Zudem
erlaubt es AVX, effizient die obere Hälfte mit der unteren Hälfte zu tauschen was
mit dargestellt ist.
Die Vektoren für die Oberflächenenergien werden nur einmal initial gesetzt, da
sie unabhängig vom aktuellen Zustand der Zellen im Feld sind, mit
←� (γ32 , γ21 , γ10 , γ03) = γ32 , γ21 , γ10 , γ03←� (γ31 , γ20 , γ13 , γ02) = γ31 , γ20 , γ13 , γ02 .
Durch die Symmetrie der Matrizen gilt γαβ = γβα und ταβ = τβα . Durch Ausnut-
zen dieser Symmetrie in den Matrizen und den späteren permutieren Vektoren
müssen nur zwei Vektoren für die drei farbigen Gruppen initialisiert werden.
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Die permutierten Phasenfeldvektor werden wie folgt pro Zelle erzeugt:
 ← (ϕx ,y ,z) = ϕ3 , ϕ2 , ϕ1 , ϕ0
 ← 	
 ( ) = ϕ0 , ϕ3 , ϕ2 , ϕ1
 ← 
( ) = ϕ1 , ϕ0 , ϕ3 , ϕ2
 ← 
( ) = ϕ2 , ϕ1 , ϕ0 , ϕ3 .
Für die Berechnung von ∇ϕ werden wie in Abschnitt 4.1 gezeigt die zentrale
Gradienten benötigt,
   ← (ϕx+1,y ,z)
  ← (ϕx−1,y ,z)
  ← (   −  ) ∗ (Δx)−1 = ∇ϕ3 ,∇ϕ2 ,∇ϕ1 ,∇ϕ0 .
Zur Berechnung des qαβ Vektors werden zuerst die Gradienten mit den entspre-
chend Phasenfeldern verrechnet
  ←   ∗   = ϕ0∇ϕ3 , ϕ3∇ϕ2 , ϕ2∇ϕ1 , ϕ1∇ϕ0
  ←   ∗   = ϕ1∇ϕ3 , ϕ0∇ϕ2 , ϕ3∇ϕ1 , ϕ2∇ϕ0
  ←   ∗   = ϕ2∇ϕ3 , ϕ1∇ϕ2 , ϕ0∇ϕ1 , ϕ3∇ϕ0
  ← 	
( ) = ϕ3∇ϕ2 , ϕ2∇ϕ1 , ϕ1∇ϕ0 , ϕ0∇ϕ3
  ← 
( ) = ϕ3∇ϕ1 , ϕ2∇ϕ0 , ϕ1∇ϕ3 , ϕ0∇ϕ2 .
Hieraus werden die permutierten qαβ Vektoren der Form bestimmt
←   −   = q32 , q21 , q10 , q03
←   −   = q23 , q12 , q01 , q30
←   −   = q13 , q02 , q31 , q20 .
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Diese werden mit dem Gradienten und den Oberflächenenergien verrechnet
←� ∗ = q32γ32 , q21γ21 , q10γ10 , q03γ03←� ( ) = q03γ03 , q32γ32 , q21γ21 , q10γ10←� ∗ = q03γ03∇ϕ3 , q32γ32∇ϕ2 , q21γ21∇ϕ1 , q10γ10∇ϕ0←� ∗ ∗ = q23γ32∇ϕ3 , q12γ21∇ϕ2 , q01γ10∇ϕ1 , q30γ03∇ϕ0←� ∗ ∗ = q13γ31∇ϕ3 , q02γ20∇ϕ2 , q31γ13∇ϕ1 , q20γ02∇ϕ0
und anschließend werden die entsprechend sortierten Vektoren wie in (4.9)
dargestellt aufsummiert
←� ( ) = q32γ32∇ϕ2 , q21γ21∇ϕ1 , q10γ10∇ϕ0 , q03γ03∇ϕ3←� ( ) = q30γ03∇ϕ0 , q23γ32∇ϕ3 , q12γ21∇ϕ2 , q01γ10∇ϕ1←� ( ) = q31γ13∇ϕ1 , q20γ02∇ϕ0 , q13γ31∇ϕ3 , q02γ20∇ϕ2←� 2 ∗ ( + + ) .
Dieses Vorgehen lässt ich auf die anderen Modellterme analog übertragen.
4.4.3 Performance-Ergebnisse
Im Folgenden werden zuerst die Performancesteigerungen der verschiedenen
Optimierungen auf einem Rechenkern vorgestellt. Anschließend wird auf die
Performance innerhalb eines Rechenknotens eingegangen. Zudem werden die
Ergebnisse aus [138] auf dem SuperMUC mit den Ergebnissen auf der Hazel
Hen vergleichen. Aufbauend auf den besten Ergebnissen werden auf den drei
größten deutschen Supercomputern Hazel Hen, SuperMUC und JUQUEEN
Weak-Scaling-Messungen durchgeführt. Für diese Messungen werden drei typi-
sche Gebietszustände mit unterschiedlichen Lasten (siehe Abbildung 4.6), wie
sie während der Simulation auftreten, untersucht. Der erste Typ beinhaltet nur
Schmelze und entspricht dem geringsten Lastfall. Der zweite Typ beinhaltet nur
Festphasen, was demmittleren Lastfall entspricht. Der dritte und teuerste Lastfall
ist der Übergangsbereich von flüssig nach fest. Alle Performance-Ergebnisse
werden in Million Lattice Updates per Second (MLUP⇑S) dargestellt, um die ver-
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schiedenen Optimierungen besser vergleichen zu können. Die Einheit MLUP⇑S
entspricht der Anzahl an Millionen Gebietszellen, die pro Sekunde berechnet
werden können. Mit der Anzahl an Gleitkommazahloperationen für die Kernel
lässt sich hierüber die Performance in FLOP⇑s bestimmen.
Als Compiler wird auf den Systemen Hazel Hen und SuperMUC der Intel Com-
piler in Version 14.0.3 verwendet. Der Code wird auf Level 3 optimiert und die
Schalter entsprechend der Hardwareerweiterungen für AVX bzw. AVX2 sind
aktiviert. Auf dem JUQUEEN Supercomputer wird der Code mit dem IBM XL
Compiler in Version 12.1 und dem Optimierungslevel 5 übersetzt.
4.4.3.1 Single Node Performance
Dieser Abschnitt behandelt die Performancesteigerungen basierend auf den im
vorhergehenden Abschnitt 4.4.2 beschriebenen Optimierungen. Hierzu werden
Messungen auf den beiden Supercomputern Hazel Hen und SuperMUC durch-
geführt. Die Messungen werden für eine typische Blockgröße von 603 Zellen,
wie sie auch für Simulationen verwendet wird, untersucht. Für eine Blockgröße
von 603 Zellen kann zudem angenommen werden, dass die Felder nicht in den
schnellen Cache der Rechenkerne passen und somit vom Arbeitsspeicher gela-
den werden müssen. Die Optimierungen werden für alle drei Gebietszustände
wie in [138] untersucht.
Ausgehend von der direkten Umsetzung desModells in der Programmiersprache
Cwurden die beiden Evolutionsgleichungen als zwei Kernel inwaLBerlaneu im-
plementiert. Durch die Spezialisierung des Modells sowie der Implementierung
innerhalb deswaLBerla-Frameworks und das Anwenden von grundlegenden
Optimierungen konnte bereits eine signifikante Steigerung der Performance in
beiden Kerneln erreicht werden, wie in den Abbildungen 4.7 und 4.8 dargestellt.
Diese Steigerung ist auf das Entfernen von Indirektionen durch Funktionszeiger
auf Zellebene, auf die Spezialisierung, das Limitieren der Phasenfelder und der
chemischen Potentiale, das Entfernen von Divisionen mit bekanntem Nenner
sowie auf Basis von Lookup-Tabellen und die schnelle Berechnung der inversen
Wurzel [189] zurückzuführen.
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(a) ϕ-sweeps - Hazel Hen






































(b) µ-sweeps - Hazel Hen
Abbildung4.7:ErreichtePerformancesteigerungen inMillionenZellupdatesproSekunde (MLUP⇑S)
für die Optimierungen im ϕ-Kernel und µ-Kernel auf dem Supercomputern Hazel Hen. Hierzu
wurden zusätzlich drei typische Gebietszustände miteinander verglichen.
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(a) ϕ-sweeps - SuperMUC






































(b) µ-sweeps - SuperMUC
Abbildung 4.8: Erreichte Performancesteigerungen für die Optimierungen im ϕ-Kernel und
µ-Kernel auf dem Supercomputer SuperMUC, basierend auf [138]. Die Performancewerte sind in
Millionen Zellupdates pro Sekunde (MLUP⇑S) dargestellt. Für die Analyse wurden drei typische
Gebietszustände miteinander verglichen.
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Im nächsten Schritt wurden die beiden Kernel, wie in 4.4.2 beschrieben, explizit
vektorisiert. Durch die Vektorisierung konnte die Performance für den ϕ-Kernel
um das 4,5- bis 4,8-fache sowie für den µ-Kernel um das 5- bis 5,7-fache ge-
steigert werden. Die Steigerung der Performance um einen größeren Faktor als
den theoretisch zu erwartenden Faktor vier für AVX, bei doppelter Genauig-
keit, lässt sich auf die Umformulierung der Gleichungen und auf zusätzliche
Optimierungen zurückführen.
Durch das Vorberechnen der temperaturabhängigen Werte für die Vorfaktoren
sowie der daraus zusammengesetzten Werte der parabolischen freien Energien
für eine Ebene konnte vor allem die Performance des ϕ-Kernels nahezu verdop-
pelt werden. Für den µ-Kernel wird damit eine Steigerung von ungefähr 20%
erzielt.
Das Puffern von mehrfach benötigten Werten, wie Gradienten und Werten auf
den Zellenkanten, führt für den µ-Kernel zu einer Steigerung von etwa 37%.
Dies zeigt, dass die Laufzeit des µ-Kernels durch die Berechnung der Werte
auf den Zellkanten dominiert wird. Im ϕ-Kernel führte das Puffern aufgrund
der einfacher zu berechnenden Werte zu einer geringeren Steigerung auf den
Zellkanten (Gradientenenergiedichte (3.39) und (3.40)), im Vergleich zu den
Gleichungsteilen in der Zelle (Obstacle-Potential (3.41) und der treibenden Kraft
(3.23)).
Das Klassifizieren der Zellen und somit das Überspringen ganzer Gleichungs-
teile führt bei den Blöcken, in denen nur Schmelze vorhanden ist, zu mehr als
einer Verdoppelung der Performance. Die Steigerung hängt jedoch stark vom
Gebietszustand und damit auch von der Möglichkeit ab, Gleichungsteile zu über-
springen. Dies ist am deutlichsten im ϕ-Kernel für die Blöcke mit Festphasen
sowie die Blöcke im Übergangsbereich von flüssig nach fest zu sehen. In beiden
Fällen sind viele Interface-Zellen in den Blöcken vorhanden, welche komplett
berechnet werden müssen, was im Vergleich zu den Blöcken, die nur Schmelze
enthalten, zu einer geringen Verbesserung der Performance führt. In den nur
mit Schmelze gefüllten Blöcken kann die Berechnung der treibenden Kraft so-
wie des Obstacle-Potentials komplett übersprungen werden, was zu mehr als
einer Verdoppelung der Performance führt. Im µ-Kernel profitieren die Blöcke
mit Festphasen am meisten von dieser Optimierung, da hier der recheninten-
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sive anti-trapping-current nicht ausgewertet werden muss. In den Blöcken mit
Schmelze muss zusätzlich geprüft werden, ob der Phasenfeldwert der Schmelze
einen Gradienten besitzt, was zusätzlichen Rechenaufwand erfordert, bevor der
anti-trapping-current übersprungen werden kann.
Für alle Optimierungen wird bezogen auf die direkte Umsetzung des Modells ein
Speedup von über 80 erreicht. Im Vergleich zur ersten Umsetzung inwaLBerla
für den besten Fall wird auf dem Hazel Hen eine Steigerung um den Faktor 22,8
und auf dem SuperMUC eine Steigerung von 24,7 erreicht.
Für beide Supercomputer konnten vergleichbare Performancesteigerungen er-
zielt werden. Die absoluten Werte auf der Hazel Hen unterscheiden sich jedoch
aufgrund der neueren Rechenkerne, die auf der Haswell-Architektur basieren
(Abbildung 4.7), von den Werten des SuperMUC, dessen Kerne auf der Sandy-
Bridge-Architektur basieren (Abbildung 4.8). Zudem unterstützt die Haswell-
Architektur AVX 2, wodurch es möglich ist, die Werte in Vektoren schneller zu
rotieren und zu tauschen.
Zur Bewertung der absoluten Performance der beiden Kernel werden die Mes-
sungen ohne die Klassifizierungen betrachtet, da hier die Anzahl an Rechenope-
rationen pro Zelle genau bestimmt werden kann. Hierzu werden die Additionen,
Multiplikationen sowie Divisionen für die einzelnen Teilterme der beiden Ker-
nel für (3.37) und (6.2) im Code gezählt. Die Werte sind in den Tabellen 4.1
und 4.2 zusammenfasst. Für die Berechnung der Operationen wird angenom-
men, dass die Werte auf den Zellkanten nur dreimal berechnet werden müssen,
da die anderen drei Werte gepuffert werden. Zudem werden die Operationen
der Vorberechnungen der temperaturabhängigen Werte auf die Zellanzahl einer
xy-Ebene verteilt, sodass diese nur einmal pro Ebene berechnet werden müssen.
Für die weiteren Berechnungen wird sich auf die Blockgröße von 603 Zellen
bezogen. Der SuperMUCmit Sandy-Bridge-Architektur erreicht bei der Verwen-
dung von AVX mit doppelter Genauigkeit (DP) und FMA pro Rechenkern eine
Peak Performance von 21,6GFLOP⇑s = 2,7 GHz · 4 DP FLOPs · 2 FMA [181].
Für einen Rechenkern des Hazel Hen Supercomputers mit Haswell-Architektur
und zwei FMA Ports wird eine Peak Performance von 40 GFLOP⇑s = 2,5 GHz
4 · DP FOLPs · 2 FMA · 2 Ports [179] erreicht. Unter der Annahme eines idea-
len Frontend, bei dem pro Taktzyklus eine Operation berechnet werden kann,
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Tabelle 4.1: Zusammenfassung der Vektor- und Skalaroperationen im ϕ-Kernel zur Berechnung
einer Zelle entsprechend (3.37).
Term Vektoroperationen Skalaroperationen
+ * / + * /
Vorberechnungen⇑NxNy 0 0 0 189 309 4
a(∂ϕ ,∇ϕ)⇑∂ϕα (3.39) 21 31 0 0 0 0
3x a(∂ϕ ,∇ϕ)⇑∂∇ϕα (3.40) 6 12 0 0 0 0
w(∂ϕ)⇑∂ϕα (3.41) 4 6 0 8 13 1
ψ(ϕ, µ, T (3.18) 15 29 1 10 0 0
Zusammenrechnen der Teil-
terme
17 18 1 12 4 1
Teilsummen 75 120 2 30,05 21,086 2,0
Summe 250,14
lässt sich über die gezählten Operationen aus den Tabellen 4.1 und 4.2, multipli-
ziert mit den erreichten Millionen Zellupdates pro Sekunde MLUP⇑S, die maximal
erreichte Performance bestimmen. Für den SuperMUC wird für den ϕ-Kernel ei-
ne Performance von 1,29GFLOP⇑s = 250,14FLOP⇑LUP · 5,16MLUP⇑S und für die Hazel
Hen eine Performance von 2,1GFLOP⇑s = 250,14FLOP⇑LUP · 8,4MLUP⇑S erreicht. Dies
entspricht einer Peak Performance des ϕ-Kernel von 5,9% auf dem SuperMUC
und 5,25% auf der Hazel Hen. Analog lässt sich die erreichte Peak Performance
für den µ-Kernel bestimmen. Für den SuperMUC wird eine Peak Performance
von 27,1% und für die Hazel Hen eine Peak Performance von 25,46% erreicht.
4.4.3.2 Skalierungsergebnisse
Zur Bestimmung der Knoten-Performance, auch single node performance ge-
nannt, wurde zuerst anhand eines Roofline-Performance-Modells [155] geprüft,
ob der Code durch die Bandbreite des Arbeitsspeichers an die Rechenkerne (me-
mory bound) oder durch die Anzahl an Recheninstruktionen (compute bound)
limitiert ist. Hierfür wurde mit dem STREAM Benchmark [178] für die Ha-
zel Hen und den SuperMUC, wie in Abschnitt 4.3 beschrieben, die maximale
Bandbreite zwischen den Recheneinheiten und dem Arbeitsspeicher gemessen.
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Tabelle 4.2: Zusammenfassung der Vektor- und Skalaroperationen im µ-Kernel zur Berechnung
einer Zelle entsprechend (6.2).
Term Vektoroperationen Skalaroperationen
+ * / + * /
Vorberechnungen⇑NxNy 0 0 0 530 820 12
∂c⇑∂µ 16 34 1 0 0 0
3x M(ϕ, T)∇µ 21 30 1 0 0 0
3x Jat (3.47) 116 198 1 0 3 0
∂c⇑∂ϕ 84 76 0 0 4 0
∂c⇑∂T (3.49) 33 36 1 0 0 0
Divergenz + Zusammenrech-
nen der Teilterme
9 8 0 0 0 0
Teilsummen 553 838 8 0,147 13,23 0,0033
Summe 1412,38
Für das Roofline-Modell wird angenommen, dass aufgrund der symmetrischen
D3C7- und D3C19-Stempel sowie des gewählten Datenlayouts nur etwa die
Hälfte der Zellen geladen werden muss. Des Weiteren wird basierend auf [138]
nur der µ-Kernel betrachtet, da hierfür aufgrund des D3C19-Stempels sowie
des anti-trapping-current am meisten Daten geladen werden müssen. Unter der
Annahme, dass pro Feld nur die neuen Zellen mit dopelter Genauigkeit, 8 Byte
pro Zelle, in Iterationsrichtung geladen werden müssen und sich die anderen
Zellen bereits im Cache befinden, entspricht dies für einen D3C19-Stempel neun
zu ladenden Zellen und für einen D3C7-Stempel drei zu ladenden Zellen. Für
den µ-Kernel ergibt sich damit
432 Byte = 8 Byte · (2 µ-Werte · 3 Zellen
+4 ϕ-Werte · (9 Zellen + 3 Zellen )) (4.10)
an Daten, die für jede Zelle aus dem Arbeitsspeicher pro Rechenkern geladen
werden müssen. Unter der Annahme, dass der Codememory bound ist, ergibt
dies für den SuperMUC mit der gemessenen Bandbreite für den gesamten Kno-
ten von 80GByte⇑s eine theoretisch mögliche Performance von 185,19MLUP⇑S =
80GByte⇑s ⇑ 720Byte⇑LUP und für die Hazel Hen eine Performance von 270,3MLUP⇑S.
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Für eine typische Blockgröße von 403 Zellen kann angenommen werden, dass
nur eine Ebene in den 256 KB großen L2-Cache der Rechenkerne passt und
nicht das gesamte Gebiet. Bei der Nutzung aller Rechenkerne gilt dies auch für
den gemeinsamen und größeren L3-Cache.
Abbildung 4.9 zeigt für die Hazel Hen sowie den SuperMUC einen nahezu
idealen linearen Anstieg in der Performance für drei unterschiedlich große
Interface-Blöcke mit 203, 403 und 603 Zellen. Hierzu wurde der Code mit allen
Optimierungen verwendet und das Gebiet systematisch mit der Anzahl an Re-
chenkernen vergrößert, auchWeak-Scaling genannt.
Für die Werte des SuperMUC ist zu erkennen, dass sie nicht den theoretischen
Wert der Bandbreite überschreiten, womit der Code nicht memory bound ist.
Auch der erwartete lineare Verlauf lässt hierauf schließen. Weiterhin ändert sich
die Performance für die 203 Zellenblöcke, die komplett in den L3-Cache passen,
und somit nicht regelmäßig vom Arbeitsspeicher geladen werden, kaum. Für
die Hazel Hen, Abbildung 4.9(a), wurde zusätzlich hyper threading (HT) ver-
wendet, bei dem sich zwei Instruktionsströme einen physikalischen Rechenkern
teilen. Bei der Verwendung von HT ist für die 203 Zellenblöcke bei mehr als 24
Rechenkernen ein leichtes Abknicken der Performance zu beobachten. Auch in
diesem Fall skaliert der Code nahezu linear, was darauf schließen lässt, dass der
Code nichtmemory bound ist, obwohl der theoretische Wert von 270,3MLUP⇑S
überschritten ist. Die höhere Performance lässt sich auf die Klassifizierung zu-
rückführen, welche es auch im Interfacefall erlaubt, Berechnungen und somit
auch das Laden von Zellwerten zu überspringen. Vor allem durch das Übersprin-
gen des anti-trapping-current kann das Laden von 384 Byte eingespart werden.
Daher entspricht die oben getroffene Annahme einer pessimistischen Abschät-
zung, die für die hier gewählten Gebietstypen nicht zutrifft. Unter der Annahme,
dass das Interface etwa 10 Zellen breit ist, befinden sich in einem 403 Gebiet etwa
25% Interface-Zellen. Hierdurch müssen im Durchschnitt
144 Byte = 8 Byte · (2 µ-Werte · 3 Zellen
+1⇑4 ·4 ϕ-Werte · (9 Zellen + 3 Zellen )) (4.11)
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an Daten pro Zelle aus dem Arbeitsspeicher geladen werden. Dies ergibt eine
theoretischmögliche Performance von 811,1MLUP⇑S, die größer ist als der erreichte
Wert.
Basierend auf der guten Rechenkern- sowie Knoten-Performance werdenWeak-
Scaling-Messungen auf den derzeit größten deutschen Supercomputern Hazel
Hen, SuperMUC und JUQUEEN durchgeführt. Hierzu wird die Blockgröße
pro Recheneinheit konstant bei 603 Zellen belassen und das Gesamtgebiet mit
der Anzahl an Recheneinheiten gleichmäßig entlang der X- und Y-Koordinate
vergrößert. Für den SuperMUC werden alle drei Gebietstypen verglichen. Für
die Hazel Hen sowie JUQUEEN wird nur der langsamste Interface-Gebietstyp
skaliert, da dieser für die Performance in Produktivläufen der limitierende Typ
ist. Für die Hazel Hen und den SuperMUC wird jedem Rechenkern ein MPI-
Prozess mit einem Block zugeordnet, wohingegen auf der JUQUEEN 4-fach
simultaneous multithreading (SMT) verwendet wird, um die in-order processing
unit voll auszunutzen. Hierzu werden jeder Recheneinheit auf dem JUQUEEN
vier MPI-Prozesse zugeordnet, was bei 262 144 Rechenkernen 1 048 576 genutz-
ten Prozessen entspricht. Auf dem SuperMUC wird der Code über mehrere
Inseln hinweg auf bis zu 32 768 Recheneinheiten skaliert. Auf der Hazel Hen
werden bis zu 16 384 Recheneinheiten genutzt.
Abbildung 4.10 zeigt ein nahezu ideales Skalierungsverhalten auf allen drei
deutschen Supercomputern. Nur beim Verlassen des Knotens oder einer In-
sel auf dem SuperMUC, was einenWechsel des Netzwerks bedeutet, ist aufgrund
der jeweiligen geringen Bandbreite eine Verringerung der Performance zu be-
obachten. Die Netzwerkwechsel sind durch die roten Linien gekennzeichnet.
Danach bleibt die Performance für diese Art von Stempelcode und Skalierungs-
test, wie theoretisch zu erwarten, nahezu konstant. In Abbildung 4.10(a) sind die
Performance-Unterschiede der drei Gebietstypen auf dem SuperMUC auf die
Klassifizierung der Rechenzellen zurückzuführen, wie in den Abbildungen 4.7
und 4.8 zu sehen.
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Blockgröße 60 × 60 × 60 Zellen
Blockgröße 40 × 40 × 40 Zellen
Blockgröße 20 × 20 × 20 Zellen
Ideales Skalierungsverhalten
(a) Skalierung innerhalb eines Knotens (single node scaling) - Hazel Hen
















Blockgröße 60 × 60 × 60 Zellen
Blockgröße 40 × 40 × 40 Zellen
Blockgröße 20 × 20 × 20 Zellen
Ideales Skalierungsverhalten
(b) Skalierung innerhalb eines Knotens (single node scaling) - SuperMUC (Phase 1). Basierend auf
Ergebnissen aus [138].
Abbildung 4.9: Weak-Scaling innerhalb eines Rechenknotens für drei unterschiedlich große
Blöcke pro Recheneinheiten für die zwei Supercomputer Hazel Hen und SuperMUC.
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(a) Scaling - SuperMUC

















(b) Scaling - Hazel Hen
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(c) Scaling - JUQUEEN
Abbildung 4.10:Weak-Scaling Ergebnisse aufbauend auf [138] für die drei derzeit größten Super-
computern Hazel Hen, SuperMUC und JUQUEEN.
Gebieten zu untersuchen. In Tabelle 4.3 sind die technischen Parameter und
Ergebnisse dieser Simulationen zusammengefasst. Bei der Simulation auf der
Hornet wird eine statische Lastverteilung verwendet. Darum werden die unteren
drei Blockschichten mit den Festphasen sowie dem Interface mit einer doppelten
Last gewichtet. Hierdurch werden jedemMPI-Prozess entweder zwei Blöcke mit
Schmelze oder ein Block mit Festphasen bzw. Interface zugeordnet.
In Abbildung 4.11 ist die derzeit größte produktive Simulation mit einer Gebiets-
größe von 4 116 × 4 088 × 4 325 Zellen dargestellt, die mit dem hier vorgestellten
Löser durchgeführt wurde. Für die Produktivsimulation auf derHazel Henwurde
auf Basis der gezählten Operationen und der Dauer von 24 225,94 s für 1 854 853
Zeitschritte eine Performance von 1,0401 PFLOP⇑s erreicht, was etwa einem Siebtel
der Gesamtrechenleistung entspricht. In der Simulation sind, wie in Kapitel 6
erläutert, unterschiedlich ausgerichtete Kettenstrukturen zu sehen.
Aufbauend auf der guten Knoten-Performance und dem nahezu idealen Skalie-
rungsverhalten konnten zwei reale Simulationen auf Basis des Al-Ag-Cu-Systems,
welches in Kapitel 6 genauer erläutert wird, auf der gesamten Hornet sowie
der Hazel Hen durchgeführt werden, um die Musterbildung in noch größeren
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Tabelle 4.3: Technische Parameter und Ergebnisse der Simulationen auf den zwei Supercompu-
tern Hornet und Hazel Hen.
Supercomputer Hornet Hazel Hen
Berechnete Gebietsgröße 2 420 × 2 420 × 242 4 116 × 4088 × 256
Totale Gebietsgröße durch
moving window
2 420 × 2 420 × 1 474 4 116 × 4088 × 4 325
Gebietszerlegung 110 × 110 × 11 147 × 146 × 8
Blockgröße 22 × 22 × 22 28 × 28 × 32
Recheneinheiten 84 700 171 696
Dauer 7h 6,7h
Speicher (nur Mesh) 262 GB 1 486 GB
Datum der Simulation 01.10.2014 13.10.2015
4.4.4 Schlussfolgerungen
In diesem Abschnitt wurde die Umsetzung und die systematische Optimierung
des Phasenfeldmodells aus Kapitel 3 und dessen Implementierung für die ef-
fiziente Nutzung von Hochleistungsrechnern gezeigt. Hierzu wurde das Pha-
senfeldmodell auf verschiedenen Ebenen optimiert. Für die unterschiedlichen
Optimierungen wurden die Performancesteigerungen gemessen und verglichen.
Zudem wurde das Skalierungsverhalten innerhalb eines Rechenknotens und
auf verschiedenen Supercomputern untersucht. Hierzu wurde der Löser auf den
drei derzeit schnellsten deutschen Supercomputern Hazel Hen [179], SuperMUC
[181] und JUQUEEN [182] skaliert.
Die Schussfolgerungen sind:
(i) Basierend auf den Optimierungen auf unterschiedlichen Ebenen konnte
die Performance des Lösers um mehr als Faktor 80 verbessert werden.
(ii) Der optimierte Löser erreicht einemaximale PeakPerformance von 25,46%
auf der Hazel Hen sowie 27,1% auf dem SuperMUC und in Produktivläu-
fen auf der gesamten Hazel Hen etwa ein Siebtel.











Abbildung 4.11: Simulation des ternären eutektischen Systems Al-Ag-Cu in einem 4 116 × 4 088 ×
4 325 Zellen großen Gebiet.
(iii) Die Optimierungsstrategien sind zum Großteil auf beide Modellteile an-
wendbar.
(iv) Die Implementierung des Modells im waLBerla-Framework zeigt mit
bis zu 1 048 576 Prozessen ein nahezu ideales Skalierungsverhalten auf den
drei derzeit größten Supercomputern.
(v) Die Performance der Implementierung ist nicht durch die Anbindung des
Arbeitsspeichers limitiert.
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Durch das Zusammenspiel von hoch optimiertem und massiv-parallelem Code
ist es möglich, großskalige Simulationsgebiete effizient auf Supercomputern zu
berechnen. Dies ermöglichte es, die Simulationen in Abbildung 4.11 sowie die im
Folgenden Kapitel 6 gezeigten Simulationen zur Musterbildung effizient in Grö-
ßen zu berechnen, die mit Experimenten vergleichbar sind. Weiterhin sind die
hier vorgestellten Optimierungen zum Großteil auf andere Phasenfeldmodelle
übertragbar.
4.4.5 Ausblick
Wie in den Performance-Messungen gezeigt, ist die Implementierung nur durch
die Instruktionen limitiert, was weitere Optimierungen ermöglicht. Hierzu kann
die Vektorisierung weiter verallgemeinert werden, was den Quellcode übersicht-
licher, wartbarer und performanter macht. Zudem ist es möglich, die MLUP⇑S
durch manuelles Umordnen der Instruktionen in den Kernels für die jeweilige
Rechenarchitektur weiter zu erhöhen. Zur Erhöhung der Cache-Effizienz ist die
Puffergröße für die Werte auf den Zellkanten zu reduzieren. Anstelle von drei
Schichten kann dies durch Ausnutzung der Iterationsrichtung über das Gebiet
auf eine konstante Variable, eine Linie und eine Ebene reduziert werden. Hier-
durch wird der Cache besser genutzt und es wird weniger Arbeitsspeicher für
die Pufferschichten benötigt. Auf Anwendungsebene könnten durch adaptive
mesh refinement (AMR)-Techniken unterschiedliche Gitterauflösungen auf Basis
der Blöcke verwendet werden, was die Rechenlast zur Berechnung des chemi-
schen Potentials wie auch die Last zur Berechnung des Phasenfelds reduziert.
Möglicherweise könnten implizite Verfahren für die Diskretisierung der Zeit
einen Laufzeitvorteil bieten. Zur Nutzung zukünftiger Exascale-HPC-Systeme
sind zudem angepasste Sweeps für Beschleunigerkarten wie Xeon Phi und GPUs
notwendig. Zudem ist in den letzten Jahren ein Rückgang in der Rechenleis-
tungszunahme von neuen Supercomputern zu beobachten [180], entgegen den
Erwartungen aus dem Mooreschen Gesetz [2]. Durch die geringere Rechen-
leistungszunahme ist es notwendig, den Code weiter zu optimieren, um noch
größere und komplexere Simulationen durchführen zu können, bzw. es wird
länger dauern, bis größere Hochleistungsrechner mit genügend Rechenleistung
zur Verfügung stehen.
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4.5 Bestimmung von
Zusammenhangskomponenten
Zusammenhangskomponenten-Algorithmen (engl. Connected-component labe-
ling) (CCL) ermöglichen es, zusammenhängende Bereiche anhand eines Krite-
riums eindeutig zu markieren. Hierdurch erlauben es CCL-Algorithmen, topo-
logische Zusammenhänge zu beschreiben. Topologische Eigenschaften sind in
der Materialwissenschaft zur Beschreibung der Mikrostruktur von Interesse, um
daraus charakteristische Größen zu bestimmen. In Simulationen können die to-
pologischen Veränderungen der Mikrostruktur auf Basis von CCL-Algorithmen
verfolgt werden. Weiterhin kann die Simulation anhand der topologischen Ver-
änderungen dynamisch angepasst werden.
Einer der ersten Connected-component labeling-Algorithmen wurde 1966 von Ro-
senfeld und Pfaltz [192] auf Basis einer Two-Scan-Methode vorgestellt, bei dem
zweimal über das Gebiet iteriert wird. Bei der ersten Iteration wird jeder Zelle,
die dem Kriterium entspricht, eine temporäre Markierung zugeordnet. Hierbei
wird geprüft, ob bereits Nachbarzellen markiert sind. Zudem werden Nachbarn
mit unterschiedlichen Markierungen in einer Gleichheitsliste gespeichert. Bei
der zweiten Iteration werden die zusammenhängenden Bereiche entsprechend
einer Markierung der Gleichheitsliste ummarkiert. Aufbauend auf [192] wer-
den verschiedene effiziente Algorithmen entwickelt [193–196]. Eine verbesserte
Variante mit nur einer Iteration wird in AbuBaker et al. [195] vorgestellt. Die
Bestimmung von zusammenhängenden Komponenten in dreidimensionalen
Gebieten wird in Rodriguez et al. [196] vorgestellt. Alnuweiti und Prasanna [193]
stellen einen parallelen Algorithmus zur Bestimmung von zusammenhängenden
Komponenten vor. Netzel und Stepinski stellen in [194] eine parallele Variante
zur Analyse von Gebieten mit 1,6 · 1010 Zellen vor.
Der in diesem Abschnitt vorgestellte parallele CCL-Algorithmus dient der ef-
fizienten Bestimmung von zusammenhängenden Komponenten während der
Simulation mit der Phasenfeldmethode auf verteilten Recheneinheiten, um die
Änderung der Topologie zu verfolgen. Hierbei ist das betrachtete Gebiet auf
verschiedenen Prozesse verteilt, die über das Message Passing Interface (MPI)
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kommunizieren. Der Algorithmus dient als Grundlage zur Auswertung von Si-
mulationsdaten in Kapitel 6 und zur Verfolgung und Anpassung der Simulation
bei der Veränderung der Topologie von Poren in Kapitel 7.
Zur Bestimmung der Zusammenhangskomponenten wird im Folgenden der
in [163] entwickelte parallele, dreidimensionale Connected-component labeling-
-Algorithmus genauer vorgestellt. Zur Analyse des Laufzeitverhaltens werden
die verschiedenen Lastszenarien für das strong scaling vorgestellt. Anschließend
wird das Skalierungsverhalten sowie das Laufzeitverhalten der einzelnen Al-
gorithmusteile auf dem Hermit Supercomputer [175] am HRLS Stuttgart mit
bis zu 12 000 Recheneinheiten untersucht. Abgeschlossen wird der Abschnitt
mit den Schlussfolgerungen und einen Ausblick für mögliche Verbesserung des
Algorithmus.
4.5.1 Implementierung
Der hier vorgestellte verteilte, parallele, dreidimensionale Connected-component
labeling-Algorithmus besteht aus zwei Teilen. Der erste Teil bestimmt die Zu-
sammenhangskomponenten unabhängig in jedem Teilgebiet. Zur Speicherung
der Komponenten wird ein separates Farbfeld entsprechend der Gebietsgröße
verwendet, das die Zusammenhangskomponenten im Gebiet beschreibt. Durch
die Verwendung einer Zuordnungsschicht vomWert des Farbfeldes zur eigentli-
chen Zusammenhangskomponente benötigt der Algorithmus nur eine Iteration
über das Gebiet. Für die Berechnung wird angenommen, dass alle Randzellen
der Teilgebiete im Farbfeld als nicht zutreffend markiert sind (schwarz), also
zu keiner Zusammenhangskomponente gehören. Im zweiten Teil werden die
Zusammenhangskomponenten am Rand der Teilgebiete zu einem Graphen
verbunden, welcher es allen Prozessen ermöglicht, die Zusammenhangskom-
ponenten eindeutig zu kennzeichnen. Die einzelnen Schritte der beiden Teile
werden im Folgenden genauer erläutert.
Im ersten Teil des Algorithmus wird entsprechend [163] von der linken obe-
ren vorderen Ecke durch das dreidimensionale Gebiet zur gegenüberliegenden
Ecke iteriert, wie im Pseudocode Listing 4.1 gezeigt.
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Listing 4.1: Ablauf des Algorithmus zur Bestimmung von Zusammenhangskomponenten in 3D
1 f ü r jede Z e l l e i n x , y , z :
2 wenn d ie Z e l l e im Fe ld dem Kr i t e rum en t s p r i c h t :
3 wenn d ie Ze l l e n x−1 und y−1 und z −1 im Fa r b f e l d noch
n i c h t e i nge f ä r b t s i nd :
4 erzeuge e ine neue Komponente ,
5 wenn e ine der Ze l l e n x−1 oder y−1 oder z −1 im Fa r b f e l d
e i nge f ä r b t i s t :
6 wenn Vorgä nge r z e l l e n zu un t e r s c h i e d l i c h en Komponenten
7 gehören :
8 f üge d ie un t e r s c h i e d l i c h en Komponenten zusammen
9 f üge Z e l l e zu r Vorgängerkomponente h inzu
10 ansonsten :
11 mark ie re Z e l l e im Fa r b f e l d a l s n i c h t z u t r e f f e nd
Für jede Zelle im Gebiet wird ein vom Benutzer definiertes Kriterium geprüft
(Listing 4.1 Zeile 2), mit dem entschieden wird, ob die Zelle zu einer Zusammen-
hangskomponente gehört. Hierzu wird zur flexiblen Nutzung des Algorithmus
ein Funktionszeiger verwendet, der entsprechend der Anwendung ausgetauscht
werden kann. Falls die Zelle nicht dem Kriterium entspricht, wird sie im Farbfeld
als nicht zutreffend (schwarz) markiert, siehe Listing 4.1 Zeile 11. Entspricht die
Zelle dem Kriterium, werden die direkten Vorgängerzellen im Farbfeld geprüft.
Hierbei müssen drei Fälle, wie in Abbildung 4.12 für 2D dargestellt, unterschie-
den werden. Im ersten Fall (Listing 4.1, Zeile 3) sind alle Vorgängerzellen als
nicht dem Kriterium entsprechend markiert, wie es an den Rändern der Teilge-
biete sowie bei der ersten Detektion einer Zusammenhangskomponente auftritt.
Abbildung 4.12(a) zeigt einen möglichen Zustand im Farbfeld für diesen Fall.
Tritt dieser Fall auf, wird eine neue Zusammenhangskomponente mit einer
fortlaufenden ID C i erzeugt und im Farbfeld entsprechend eingetragen. Im
zweiten Fall (Listing 4.1, Zeile 9) gehören alle Vorgänger zur gleichen Zusammen-
hangskomponente, wie in Abbildung 4.12(b) dargestellt. In diesem Fall wird die
Zelle im Farbfeld zur Zusammenhangskomponente der Vorgängerzelle hinzuge-
fügt. Als nicht dem Kriterium entsprechend markierte Zellen werden in diesem
Fall ignoriert. Im dritten Fall (Listing 4.1, Zeile 6) gehören mindestens zwei
Vorgängerzellen zu unterschiedlichen Zusammenhangskomponenten, wie in
Abbildung 4.12(c) zu sehen. Durch das Markieren der aktuellen Zelle verbinden
sich die Zusammenhangskomponenten und müssen zusammengeführt werden.
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Um das Umfärben von Zusammenhangskomponenten effizienter durchzufüh-
ren, wird zwischen dem Farbfeld und der eigentlichen Komponente eine Zuord-
nungsschicht verwendet. So werden im Farbfeld nur die Indexpositionen des
Arrays in der Zuordnungsschicht gespeichert. Die Elemente im Array der Zu-
ordnungsschicht zeigen auf die entsprechenden Zusammenhangskomponenten
C i . Hierdurch können zwei Zusammenhangskomponenten durch das Umsetzen
von Zeigern effizient zusammengeführt werden. Der Ablauf des Algorithmus
in 2D ist für drei Zwischenstände, a) bis c), während der Iteration über das
Gebiet, zusammen mit der Zuordnungsschicht und dem Umhängen der Zeiger,
in Abbildung 4.13 dargestellt. Das erste Feld zeigt das initiale Gebiet mit den
weißen Zellen, welche dem Kriterium entsprechen und in Grau die Randzellen.
Daneben sind die drei Zwischenschritte dargestellt.
(a)Die Zelle hat nur nicht zu-
treffende Vorgängerzellen.
(b) Die Zelle hat nur Vorgän-
gerzellen, die zur gleichen Zu-
sammenhangskomponente ge-
hören.
(c) Die Zelle hat Vorgänger-
zellen, die zu unterschiedli-
chen Zusammenhangskompo-
nenten gehören .
Abbildung 4.12: Zweidimensionale Darstellung der möglichen Fälle, die gemäß [163] im Farbfeld
auftreten können. Das rote x entspricht der Zelle, für die das Kriterium zutraf, und die Pfeile
zeigen die Vorgängerzellen an, die geprüft werden müssen. In Schwarz sind die Zellen markiert,
die nicht dem Kriterium entsprechen oder am Rand des Teilgebiets liegen, und gestrichelt die
bereits detektierten Zusammenhangskomponenten.
Durch die Zuordnungsschicht ist es zudem effizient möglich, weitere Informatio-
nen einer Zusammenhangskomponente wie die Anzahl an Zellen, deren Schwer-
punkt oder deren minimalen und maximalen Radius während der Iteration
über das Gebiet zu bestimmen. Dazu kann jeder Zusammenhangskomponente
eine beliebige Datenstruktur mitgegeben werden. Zur Nutzung müssen dem
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Abbildung 4.13: Ablauf des Algorithmus zur Bestimmung der Zusammenhangskomponenten in
2D für unterschiedliche Fälle. Links, das Feld mit Randzellen (grau) und in Weiß die Zellen, die
dem Kriterium entsprechen. Rechts, drei Zwischenschritte des Algorithmus zur Bestimmung der
Zusammenhangskomponenten sowie der Zuordnungsschicht.
Algorithmus weitere Funktionszeiger für das Erzeugen, das Befüllen, das Zusam-
menführen und das Freigeben der Datenstruktur mitgegeben werden. Hierdurch
können entsprechend der Anwendung unterschiedliche Informationen bestimmt
werden. Die Anwendung dieser Information wird in Abschnitt 6.3 und Kapitel 7
gezeigt.
Der zweite Teil des Algorithmus verbindet die lokalen Zusammenhangskompo-
nenten der einzelnen Teilgebiete zu einem globalen Graph, der allen Prozessen
zur Verfügung steht und eine eindeutige Zuordnung aller Zusammenhangskom-
ponenten erlaubt. Der Aufbau des Graphen mit global eindeutigen IDs von
verschiedenen Strukturen (graue Zellen) sowie die darauf angewendete eindi-
mensionale Gebietszerlegung ist in Abbildung 4.14 dargestellt. Für den Aufbau
des Graphen werden die lokalen IDs aller Zusammenhangskomponenten C i mit
der Position des Teilgebietes p an der Stelle Ox, Oy, Oz im Gx, Gy, Gz großen
Gesamtgebiet addiert, um somit über die Teilgebiete hinweg eindeutig IDs zu
erzeugen.



































Abbildung 4.14:Aufbau des globalen Graphen zur Bestimmung der Zusammenhangskomponen-
ten. Im oberen Teil ist das Gesamtgebiet mit der zu bestimmenden Struktur in Grau dargestellt.
Darunter die Teilgebiete mit den Randschichten sowie den eindeutigen IDs C ip der lokalen Zu-
sammenhangskomponenten. Das i steht hierbei für die lokale ID und das p für das Teilgebiet.
Der daraus resultierende Graph ist darunter dargestellt, mit den global eindeutigen IDs in den
rot gestrichelten Kreisen.
Die global eindeutige IDs C ip werden mit
C ip = Ox + OyGx + OzGxGy + C i (4.12)
berechnet. DaC i maximal so groß wie die Anzahl an Zellen im Teilgebiet werden
kann, ist sichergestellt, dass keine IDs mehrfach vorkommen.
Anschließend sind wie in [163] beschrieben zwei Kommunikationsschritte not-
wendig, um den Graphen auf alle Prozesse aufzubauen. Zuerst werden die Zu-
sammenhangskomponenten in den Teilgebieten, welche die Ränder berühren,
miteinander verbunden, indem ein Randaustausch durchgeführt wird. Da es
sich um einen ungerichteten Graphen handelt, muss der Austausch nur in ei-
ne Richtung erfolgen. Der empfangende Prozess verbindet danach die IDs der
Zusammenhangskomponenten aus dem Rand des benachbarten Teilgebiets mit
seinen IDs am entsprechenden Rand. Hierbei werden die Zusammenhangskom-
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ponenten als Knoten und deren Verbindungen über ein Teilgebiet hinweg als
Kanten interpretiert.
Im zweiten Kommunikationsschritt werden die Knoten- und Kanteninforma-
tionen serialisiert und global mit allen Prozessen ausgetauscht. Hierzu wird die
kollektive MPI-FunktionMPI_AllGatherv [190] verwendet, welche einen effizien-
ten Austausch der Daten ermöglicht. Nach dem Deserialisieren der Daten kann
jeder Prozess den Graph, wie beispielhaft in Abbildung 4.14 dargestellt, aufbauen
und den Zusammenhangskomponenten eine global eindeutige ID zuordnen.
Hierzu wird für jede lokal im Teilgebiet vorkommende Zusammenhangskom-
ponente eine Breitensuche auf dem Graphen durchgeführt, die von der ID der
Zusammenhangskomponente ausgeht, und nach dem Knoten mit der niedrigs-
ten ID gesucht, welche dann der Zusammenhangskomponente zugeordnet wird.
Diese IDs sind in Abbildung 4.14 als rot gestrichelte Kreise dargestellt . Hierdurch
erhalten alle Zusammenhangskomponenten die gleichen eindeutigen IDs über
die Teilgebiete hinweg. Um die Zeit für das Reservieren und des anschließenden
Freigebens des Speichers für Graphen zu reduzieren, wurde ein eigener Spei-
chermanager geschrieben, der die Knoten mit einer bereits allokierten Menge an
Kanten in einer Liste vorhält. Hierdurch kann durch das Umhängen von Zeigern
ein Knoten allokiert bzw. wieder freigegeben werden. Der Speichermanager
reduziert die Zeit zum Auf- und Abbau des Graphen von mehreren Minuten auf
wenige Millisekunden.
4.5.2 Testaufbau
Zur Messung der Laufzeit und des Skalierungsverhaltens des parallelen dreidi-
mensionalen Algorithmus werden wie in [163] die vier unterschiedlichen Struk-
turen, eine Spirale, viele unabhängige Spiralen, ein H-Baum und eine Kugel-
packung, verwendet, wie beispielhaft in Abbildung 4.15 für 1003 Gebiete zur
besseren Darstellung gezeigt. Für die Spirale werden zwei Varianten verwendet,
um viele Zusammenhangskomponenten in den Teilgebieten zu erzeugen und
den Einfluss auf die Bildung des globalen Graphen zu untersuchen. Im ersten
Fall werden die Spiralen in den Ebenen miteinander verbunden, während im
zweiten Fall die Spiralen zwischen den Ebenen unabhängig voneinander sind.
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(a) Eine Spirale (b)Viele Spiralen
(c)H-Baum (d) Kugelpackung
Abbildung 4.15: Unterschiedlich komplexe Gebietszustände in einem 1003 Gebiet zur Auswer-
tung des parallelen CCL-Algorithmus. Die Abbildungen basieren auf [163].
DerH-Baumund die Kugelpackungwerden als realistische Fälle gewählt. Für alle
Strukturen wird ein Gebiet mit 5003 Zellen verwendet. Zusätzlich wird für die
Spiralfälle und für den H-Baum ein Gebiet aus 1003 Zellen verwendet, um den
Einfluss der Gebietsgröße zu untersuchen. Zur Untersuchung des strong scaling
werden bis zu 12 168 Recheneinheiten verwendet. Um das Gebiet gleichmäßig in
alle Raumrichtungen zu zerlegen, werden die Recheneinheiten p für die Skalie-
rung in Schritten von p3 vergrößert. Für alle Messungen wird der Algorithmus
500 mal nacheinander durchgeführt.
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4.5.3 Performance-Ergebnisse
In diesem Abschnitt werden die Laufzeitmessungen sowie das Skalierungsverhal-
ten für das strong scaling auf dem Cray XE6 Hermit [175] am HLRS, basierend
auf [163], gezeigt. Zudem wird die Verteilung der Laufzeit abhängig von den
einzelnen Teilen des Algorithmus analysiert.
Die Laufzeit zur Bestimmung der Zusammenhangskomponenten für die sie-
ben untersuchten Strukturen ist in Abbildung 4.16 dargestellt. Die Laufzeit zwi-
schen den Varianten unterscheidet sich abhängig von der Struktur um mehrere
Größenordnungen. Für die realistischen Strukturen, wie den H-Baum und die
Kugelpackung, nimmt, wie zu erwarten, die Laufzeit mit steigender Anzahl an
Recheneinheiten ab. Je nach Struktur nimmt die Laufzeit ab 1000 Rechenein-
heiten im Fall des H-Baums im 1003-Gebiet bzw. ab ~3500 Recheneinheiten im
Fall des H-Baums und der Kugelpackung im 5003-Gebiet wieder zu, bleibt aber
deutlich unter der Referenzlaufzeit mit 9 Recheneinheiten. Für die komplexeren
Spiralstrukturen nimmt die Laufzeit bis etwa 125 Recheneinheiten ab und be-
ginnt danach zu steigen. Im Fall der 1003-Gebiete steigt die Laufzeit über den
Referenzwert. Für die Strukturen in den 5003-Gebieten beträgt die maximale
Laufzeit 4,83 Sekunden für die vielen Spiralen bei 9 Recheneinheiten und die
minimale Laufzeit 0,0118 Sekunden für den H-Baum bei 2197 Recheneinheiten.
Für die 1003-Gebiete reduziert sich die Laufzeit im besten Fall für den H-Baum
auf 0,98ms bei 216 Recheneinheiten. Der Laufzeitunterschied des Algorithmus
beträgt damit für den Fall eines 5003-Gebiets bei 12 168 Recheneinheiten zwi-
schen der schnellsten Laufzeit (dem H-Baum) und der langsamsten Laufzeit
(der vielen Spiralen) einen Faktor von 190, abhängig von der Struktur, und in
einem 1003-Gebiet einem Faktor von 51. Die Unterschiede in den Laufzeiten sind
auf die Anzahl der lokalen Zusammenhangskomponenten in den Teilgebieten
und auf die Zeit zum Erzeugen und Durchlaufen des Graphen zurückzuführen,
wie im späteren Verlauf dargestellt.
In Abbildung 4.17 ist das Skalierungsverhalten des Algorithmus für die verschie-
denen Fälle dargestellt. Für den H-Baum und die Kugelpackung in einem 5003
Zellen großen Gebiet skaliert der Algorithmus bis 2 000 Recheneinheiten und
erreicht bei 3 375 Recheneinheiten seinen maximalen Speedup von 135. Nach
dem Erreichen des Maximalwerts bleibt der Speedup in etwa konstant. Dieses
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Spirale, 1003 Zellen Spiralen, 1003 Zellen Spirale, 5003 Zellen
Spiralen, 5003 Zellen H-Baum, 1003 Zellen H-Baum, 5003 Zellen
Kugelpackung, 5003 Zellen
Abbildung 4.16:Durchschnittliche Laufzeit zur Bestimmung der Zusammenhangskomponenten
mit dem verteilten parallelen dreidimensionalen Connected-component labeling-Algorithmus
basierend auf [163]. Die Laufzeiten sind für die sieben unterschiedliche Strukturen im Gebiet
dargestellt.
Verhalten entspricht den Erwartungen beim strong scaling, wie es auch im Am-
dahlschen Gesetz vorhergesagt wird [197]. Hierbei wird ab einer bestimmten
Anzahl an Recheneinheiten bei einer festen Problemgröße ein Plateau erreicht,
wie im Falle des H-Baums und der Kugelpackung bei 3 375 Recheneinheiten.
Ab diesem Wert, was 333 Zellen pro Recheneinheit entspricht, ist durch die
Parallelisierung kein Geschwindigkeitszuwachs mehr zu beobachten.
Für die anderen Gebiete skaliert der Algorithmus schlechter bis etwa 200 Rechen-
einheiten. Für die 1003-Gebietemit einer hohenAnzahl an Zusammenhangskom-
ponenten zwischen den Teilgebieten (Spiralvarianten) ist ein deutlicher Einbruch
im Skalierungsverhalten zu sehen, wodurch, wie im vorherigen Diagramm zu
sehen, die Laufzeit durch die Parallelisierung zunimmt.
80 Kapitel 4 Umsetzung des Phasenfeldmodells für Hochleistungsrechner










Spirale, 1003 Zellen Spiralen, 1003 Zellen Spirale, 5003 Zellen
Spiralen, 5003 Zellen H-Baum, 1003 Zellen H-Baum, 5003 Zellen
Kugelpackung, 5003 Zellen
Abbildung 4.17: Skalierungsverhalten des parallelen dreidimensionalen Algorithmus basierend
auf [163] zur Bestimmung von Zusammenhangskomponenten für die sieben unterschiedlichen
Strukturen im Gebiet.
Kugelpackung zeigt Abbildung 4.18 repräsentativ die Laufzeit der einzelnen Teile
des Algorithmus für unterschiedlich viele Recheneinheiten. Der Verlauf ist für
alle anderen Fälle ähnlich. Durch den Anstieg der Recheneinheiten bei fester
Gesamtgebietsgröße werden die Teilgebiete pro Recheneinheit entsprechend
kleiner. Hierdurch sinkt wie erwartet die Zeit zur Bestimmung der Zusammen-
hangskomponenten für die Teilgebiete. Weiterhin nimmt auch die Zeit für den
Randaustausch ab, der für die Erzeugung des globalen Graphen benötigt wird.
Hierbei müssen die Zusammenhangskomponenten am Rand von benachbar-
ten Teilgebieten zwischen den Recheneinheiten ausgetauscht werden. Da die
Randflächen mit steigender Anzahl an Recheneinheiten kleiner werden, führt
dies wiederum zu weniger zu kommunizierenden Daten und damit zu kürzeren
Laufzeiten. Durch die höhere Anzahl an Recheneinheiten gibt es jedoch auch
mehr Teilgebiete und somit mehr Knoten und Kanten im Graph. Dies führt dazu,
Der Grund für die Abhängigkeit des Skalierungsverhaltens von der Anzahl der
Zusammenhangskomponenten ist in Abbildung 4.18 zu sehen. Für den Fall der
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Lokale Bestimmung der Zusammenhangskomponenten Randaustausch
Globaler Austausch Durchsuchen des Graphs
Erzeugen des Graphs Abbauen des Graphs
Abbildung 4.18: Laufzeit in Abhängigkeit der Recheneinheiten für die Berechnung der einzelnen
Teilschritte zur Bestimmung der Zusammenhangskomponenten für die Kugelpackung. Abbil-
dung aufbauend auf [163].
langsam ansteigt. Die Zeit zum globalen Austausch der Daten dominiert ab etwa
3 000 Recheneinheiten bis etwa 10 000 Recheneinheiten die Gesamtlaufzeit.
Ebenfalls steigt mit dem größer werdenden Graphen die Zeit für dessen Er-
zeugung sowie für das anschließende Freigeben des Speichers. Vor allem die Zeit
für das Erzeugen übersteigt ab etwa 10 000 Recheneinheiten die dominierende
Zeit für den globalen Austausch. Die Zeit zum Durchsuchen des Graphen mit
einer Breitensuche, für die Bestimmung der global eindeutigen IDs, sinkt bis
etwa 1 000 Recheneinheiten. Der Grund für die anfängliche Abnahme hängt
mit der sinkenden Anzahl an lokalen Zusammenhangskomponenten in den
Teilgebieten zusammen, die im Graph geprüft werden müssen. Ab etwa 1 000
Recheneinheiten wird der Graph so groß, dass die sinkende Anzahl an zu prü-
fenden lokalen Zusammenhangskomponenten die Zeit zum Durchsuchen des
dass die Zeit zum globalen Austausch der Knoten und Kanten des Graphen mit
steigender Anzahl an Recheneinheiten nach einem kurzen Sinken der Laufzeit
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dazu, dass das Skalierungsverhalten für den H-Baum und die Kugelpackung ab
etwa 4000 Recheneinheiten einbricht, wie in Abbildung 4.17 zu sehen. Durch
die Abhängigkeit von der Anzahl der Zusammenhangskomponenten in den Teil-
gebieten bricht das Skalierungsverhalten für die anderen Fälle und die kleineren
Gebiete deutlich früher ein.
Da sich die Ordnungsparameter in der Phasenfeldmethode, die in den meisten
Fällen zur Bestimmung der Zusammenhangskomponenten verwendet wird, pro
Zeitschritt nur langsam ändern, reicht es aus, den Algorithmus nur in bestimm-
ten Intervallen durchzuführen, um die Änderung der Topologie zu verfolgen.
Im Vergleich zur Laufzeit für die Berechnung eines Zeitschritts mit der Phasen-
feldmethode von wenigen ms bis hin zu mehreren s ist der Algorithmus selbst
für 12 168 Recheneinheiten mit 0,035s für realistische Strukturen schnell genug
und beeinflusst die Gesamtlaufzeit der Simulation nur gering.
4.5.4 Schlussfolgerungen
In diesem Abschnitt wurde ein effizienter paralleler, dreidimensionaler Algo-
rithmus zur Bestimmung von Zusammenhangskomponenten in verteilten Spei-
chersystemen vorgestellt.Zur Bestimmung der Zusammenhangskomponenten
iteriert der Algorithmus einmal über das Gebiet und baut danach im parallelen
Fall einen globalen Graphen der zusammenhängenden Komponenten auf. Es
wurden Laufzeitmessungen für vier unterschiedliche Strukturen und zwei Ge-
bietsgrößen durchgeführt. Die Schlußfolgerungen aus diesem Abschnitt sind:
(i) Der vorgestellte Algorithmus erlaubt es, Zusammenhangskomponenten
parallel und effizient in zerlegten und verteilten dreidimensionalen Gebie-
ten zu bestimmen.
(ii) Der Algorithmus skaliert beim strong scaling für realistische Strukturen
mit bis zu 3 375 Rechenkerne. Dies entspricht einer Teilgebietsgröße von
etwa 333 Zellen pro Recheneinheit.
Graphen nicht mehr kompensiert und die Zeit somit wieder ansteigt. Der An-
stieg der Laufzeit der einzelnen Teile im Algorithmus führt beim strong scaling
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(iv) Die Laufzeit ist von der Struktur und damit von derAnzahl der Zusammen-
hangskomponenten abhängig.
(v) Das Erzeugen der Zusammenhangskomponenten in den Teilgebieten ska-
liert entsprechend der kleiner werdenden Teilgebiete.
(vi) Die Laufzeit im parallelen Fall für viele Recheneinheiten wird vor allem
durch den globalen Austausch der Daten sowie dem Erzeugen und Durch-
suchen des Graphen dominiert.
Der hier vorgestellte Algorithmus eignet sich im Falle von realistischen Struk-
turen aufgrund seiner geringen Laufzeit zur Verfolgung der Topologie in Pha-
senfeldsimulationen. Während der Simulation ist es zudem nur in bestimmten
Intervallen notwendig, die Zusammenhangskomponenten zu bestimmen, da
sich die Topologie bei Phasenfeldsimulationen nur langsam ändert.
4.5.5 Ausblick
Um die Laufzeit für die Topologieänderung während der Simulation weiter zu
verbessern, ist es notwendig, den teuren Teil des Algorithmus, das Austauschen,
Erzeugen und Durchsuchen des Graphen, weiter zu optimieren. Hierbei wäre
es möglich wie in [163] beschrieben, den Graphen nur einmal zu Beginn der
Simulation zu erzeugen und diesen anschließend nur bei Änderungen in der
Topologie in den Teilgebieten anzupassen. Hierdurch könnte vor allem die Zeit
für denAustausch der Kanten und für denAufbau des Graphen reduziert werden.
Weiterhin könnte das Durchsuchen des Graphen optimiert werden, indem aus-
gehend vom Graphen geprüft wird, ob der Knoten zu einer lokal vorhandenen
Zusammenhangskomponente gehört.
(iii) Die Laufzeit des Algorithmus ist mit 0,035 s bei 12 168 Rechenkernen im




und simulativen Arbeiten zur
Untersuchung des
Erstarrungsprozesses
Bereits 4 000 v. Chr. wurden erste einfache Gegenstände durch Gießen hergestellt.
Hierzu wurde die flüssige Metallschmelze in Formen gegossen, die durch das
anschließende Abkühlen in einen festen Zustand erstarrte. Die Herstellung von
komplexen Bronzegegenständen begann etwa 1 600 v. Chr. in China und wurde
um etwa 500 v. Chr. auf die Herstellung von Gegenständen aus Eisen erweitert.
Erst im 16ten Jahrhundert begann die Herstellung von Gegenständen aus Eisen
in Europa und gewann erst durch die Industrialisierung im 18ten Jahrhundert
in England an Schwung [132]. Durch das Kombinieren von verschiedenen Ele-
menten wird seither versucht, in Erstarrungsexperimenten Legierungen mit
verbesserten Eigenschaften herzustellen. Das Periodensystem beinhaltet 80
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metallische Elemente. Aus diesen ergeben sich theoretisch 3 160 binäre und
bereits 82 160 ternäre Legierungen [131, 198]. Teilweise untersucht sind davon
derzeit etwa 2 500 binäre und 3 000 ternäre Legierungen [1]. Für Legierungenmit
mehr als drei Elementen, wie quaternäre Systeme (> 106 mögliche Legierungen),
steigt die Anzahl an möglichen Legierungen noch weiter an und der Anteil an
untersuchten Systemen nimmt weiter ab. Durch das Mischen verschiedener
chemischer Elemente erlauben es Legierungen, die positiven Eigenschaften der
Elemente für neue Materialien zu kombinieren, wie sie für Anwendungen unter
hoher mechanischer und thermischer Beanspruchung beispielsweise in der Au-
tomobilindustrie, der Luft- und Raumfahrt, für Turbinen und bleifreie Lötzinne
benötigt werden [199, 200]. Zur Verbesserung des Kriechwiderstands bei hohen
Temperaturen, der Bruchzähigkeit und der Steifigkeit werden reinen Metallen
oder binären Legierungen oft zusätzliche hitzebeständige Stoffe wie Cr,Mo,W, C,
Nb hinzugefügt [1]. Aufgrund der schlechten Dehnbarkeit und Bruchzähigkeit
[201] wird zumBeispiel der technisch interessanten LegierungNiAl [93, 202–204]
Cr oderMo hinzugefügt, um deren Anwendbarkeit bei niedrigen Temperaturen
zu verbessern [205, 206].
Für dieHerstellung neuartiger und verbesserter Produkte werden jedochMateria-
lienmit definierten Eigenschaften benötigt [1]. DieMaterialeigenschaften hängen
dabei zum einen von den Eigenschaften der chemischen Elemente selbst und zum
anderen von der sich während des jeweiligen Erstarrungsprozesses entwickeln-
den Mikrostruktur ab [207–209]. Die Mikrostruktur bestimmt dabei neben
den mechanischen Eigenschaften auch die elektrischen, optisch-akustischen,
tribologischen, thermischen und magnetischen Eigenschaften mit [210]. Ein
wichtiger Prozess, bei dem sich eine Vielzahl an Mikrostrukturen ausbildet, ist
die Erstarrung, der Umwandlungsprozess von flüssig zu fest [211]. In der Natur
kann dies beispielsweise täglich bei der Erstarrung von Wasser zu Eis beobach-
tet werden, bei der sich Eiskristalle sowie unterschiedliche Kristallstrukturen
ausbilden können. Aufgrund der Einfachheit ist die Erstarrung von Metallen
zudem einer der wichtigsten formgebenden Herstellungprozessse mit einer ho-
hen wirtschaftlichen Relevanz. Die Erstarrung von Metallen wird dabei für die
unterschiedlichsten Anwendungszwecke genutzt: von großen Blöcken für den
Bau von Häusern, Brücken und Schiffen, bis hin zu hochreinen Einkristallen mit
definierter Form für die Elektronikindustrie [132].
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Erste analytische Modelle zur Beschreibung des Erstarrungsprozesses stammen,
wie in [1] beschrieben, aus den 1940er Jahren [135]. Eine Theorie, abhängig von
der Amplitude einer sinusförmigen Erstarrungsfront hin zu stabilem bzw. gestör-
temWachstum bei der gerichteten Erstarrung, wird von Mullins und Sekerka
[212–214] hergeleitet. Jackson und Hunt leiten in [215] einen Zusammenhang
zwischen der Unterkühlung an der Erstarrungsfront, dem Lamellenabstand und
der Erstarrungsgeschwindigkeit für gerichtet erstarrte binäre Systeme her. Eine
Zusammenfassung und Einordnung der charakteristischen Mikrostrukturen
in die verschiedenen Erstarrungsprozesse sowie entsprechende Theorien zur
Beschreibung sind in Kurz und Fisher [132] gegeben. Weitere Theorien zu unse-
rem heutigen Verständnis des Erstarrungsprozesses sind in [114, 133, 216–218]
beschrieben.
Neben den klassischen Feldern der Experimente und der Theorie haben Simula-
tionen in den letzten Jahrzehnten immer mehr an Bedeutung in der Entwicklung
von neuen Anwendungen und Materialien gewonnen [135]. Besonders durch
den exponentiellen Anstieg der Rechenleistung, entsprechend dem Mooreschen
Gesetz [2], ist es möglich, immer genauere und größere Simulationen durch-
zuführen [1]. Zur Simulation der Mikrostrukturentwicklung haben sich in den
letzten Jahren besonders Simulationen auf Basis der Phasenfeldmethode (PFM)
als mächtiges Werkzeug etabliert[122]. Die Übereinstimmung der PFM mit
klassischen Sharp-Interface-Theorien wird in [30, 54, 62, 219–223] gezeigt. Die
Anwendbarkeit der PFM zur Simulation dynamischer Prozesse wird in [224]
gezeigt. Der Fortschritt in den Computerwissenschaften ist auch in den im-
mer größer werdenden Simulationsgebieten und den komplexer werdenden
Phasenfeldmodellen zu sehen, welche zu einem besseren Verständnis des Erstar-
rungsprozesses beitragen [1].
Thermodynamisch kann die Phasenumwandlung durch die Zustandsvariablen
Konzentration, Temperatur und Druck kontrolliert werden. Die Gibbssche Pha-
senregel F = C − N + 2, mit der Anzahl an Komponenten K und Phasen N ,
beschreibt dabei, wie viele Phasen im thermodynamischen Gleichgewicht gleich-
zeitig vorliegen können, abhängig von der Anzahl an veränderlichen intensiven
Zustandsgrößen F [225]. Hierbei können abhängig von der Anzahl an verän-
derlichen Zustandsgrößen F drei Arten von Gleichgewichten existieren, ohne
das sich der Zustand des Systems ändert [226]. (1) ein invariantes Gleichgewicht
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bei dem keine Zustandsgröße veränderlich ist (F = 0), was durch einen Punkt
im Phasendiagramm gekennzeichnet. (2) ein univariantes Gleichgewicht bei
dem eine Größe verändert (F = 1) werden kann. Hierbei ist es jedoch notwendig
auch die anderen Zustandsgrößen mit zu verändern um den Zustand des Sys-
tems zu erhalten. Im Phasendiagramm ist dies als univariante Line dargestellt.
(3) ein divariantes Gleichgewicht (F > 1) bei dem die Zustandsgrößen beliebig
geändert werden können, ohne das sich der Zustand im System ändert. In den
Phasenfeldmodellen zur Beschreibung der Erstarrung wird der Druck wie in [1]
beschrieben normalerweise als konstante Zustandsgröße angenommen, weshalb
der Prozess nur von der Konzentration und der Temperatur abhängt. Für die Un-
tersuchung der gerichteten Erstarrung werden sowohl die Wachstumsrichtung
als auch die Wachstumsgeschwindigkeit v durch einen aufgeprägten Tempera-
turgradienten kontrolliert [1]. Experimentell wird die gerichtete Erstarrung mit
Öfen auf Basis der Bridgman-Stockbarger-Methode untersucht, wie schema-
tisch in Abbildung 5.1 dargestellt. Hierbei wird über Heiz- und Kühlelemente
ein Temperaturgradient G erzeugt, der mit einer bestimmten Geschwindigkeit
v bewegt wird [208]. Hiermit werden Dünnschichtexperimente, englisch thin
sample experiments genannt, sowie Erstarrungsexperimente in Schmelztiegeln
durchgeführt.
Abbildung 5.2 zeigt die zwei Öfen auf Basis der Bridgman-Stockbarger-Methode,
mit denen die Experimente, die in dieser Arbeit sowie in [227–231] gezeigt
werden, durchgeführt wurden. Die Geschwindigkeit des Temperaturgradien-
ten während der Erstarrung wird im Ofen aus Abbildung 5.2(a) mechanisch
über eine Schnecke geregelt. Der Gradient in der Temperatur wird über ein
fest positioniertes Heizelement am oberen Teil des Ofens sowie über ein Küh-
lelement am unteren Ofenteil eingestellt. Durch die Wasserkühlung wird der
Gradient alleine durch die Stärke des Heizelements geregelt. ImGegensatz hierzu
wird in der ARTEMIS-Anlage (AErogel TEchnology for MIcrogravity Solidifi-
cation)[232] am DLR die Geschwindigkeit sowie der Temperaturgradient über
Heizelemente am oberen und unteren Ende des Ofens eingestellt. Der Ofen ist
in Abbildung 5.2(b) zu sehen. Zudem ist eine optische Messung der Erstarrungs-
geschwindigkeit über einen durchsichtigen Aerogel-Schmelztiegel und einen
Spiegel möglich. Dies ermöglicht es, die Erstarrungsgeschwindigkeit und den
Temperaturgradienten zu überwachen und anzupassen.


















Abbildung 5.1: Schematische Darstellung eines Bridgman-Ofens mit Heiz- und Kühlelement auf
Basis von [132].
Abhängig von den Prozessbedingungen während der Erstarrung, den chemi-
schen Elementen und deren Zusammensetzungen entstehen charakteristische
Mikrostrukturen wie dendritische Strukturen, Zellstrukturen, eutektische Struk-
turen und peritektische Strukturen sowie spinodale Entmischungsmuster [1].
McCartney et al. [233] klassifizierten abhängig von der Zusammensetzung der
Schmelze mit den drei Komponenten A, B und C eines einfachen ternären
Systems fünf Regionen mit charakteristischen Mikrostrukturen, die bei der ge-
richteten Erstarrung entstehen. Systeme mit weniger Komponenten sind über
die Regionen am Rand abgebildet. Die Erstarrungsmuster für Legierungen aus
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(a) Ofen an der University of Alabama at Bir-
mingham (UAB)
(b) Ofen am Deutschen Luft und Raumfahrt-
zentrum (DLR)
Abbildung 5.2: Öfen zur experimentellen Untersuchung der gerichteten Erstarrung auf Basis
der Bridgman-Stockbarger-Methode. Diese Öfen wurden für die experimentellen Vergleiche in
dieser Arbeit verwendet.
mehreren Komponenten können analog zu [233] hergeleitet werden. Für das hier
betrachtete ternäre System wird angenommen, dass die drei primären Phasen α,
β und γ nicht facettiert erstarren und dass die Erstarrungsgeschwindigkeit und
der Temperaturgradient konstant sind. Auf Basis des Systems Al-Ag-Cu zeigen
sie in [234] die Übereinstimmungmit ihren Vermutungen. In Abbildung 5.3 sind
die fünf Regionen beispielhaft für ein einfaches ternäres System dargestellt. In Re-
gion 1, nahe der reinen Zusammensetzung der Komponente, wird mit planarem,
einphasigemWachstum gerechnet. Nahe der binären eutektischen Zusammen-
setzung in Region 2 wird planares, zweiphasiges Wachstum erwartet. In Region
3, entlang der eutektischen Rinne, wird abhängig von der Zusammensetzung das
Wachstum von zweiphasigen Zellstrukturen und Dendriten vermutet. Nahe des
















Abbildung 5.3: Charakteristische Mikrostrukturen abhängig von der Zusammensetzung der
Schmelze bei konstanten Prozessbedingungen während der gerichteten Erstarrung, nach [234].
ternären eutektischen Punkts, Region 4, wird planares, dreiphasiges Wachstum
erwartet. In Region 5 wird das Zellwachstum einer Phase und dendritisches
Wachstum erwartet, gefolgt von Strukturen wie in den Regionen 2, 3 und 4.
Weitere Erstarrungsmuster, wie sie bei der peritektischen Erstarrung entstehen,
werden in der Übersichtsarbeit von Akamatsu und Plapp [235] beschrieben.
Spinodale Entmischungsmuster werden intensiv in den Publikationen [236–241]
untersucht.
Im Folgenden wird entsprechend [1] der Fokus auf die unterschiedlichen Formen
bei der Erstarrung von ternären Legierungen gelegt, wie von McCartney et al.
[233] klassifiziert. Hierzu werden zum einen die Ergebnisse von Phasenfeldsimu-
lationen sowie die entsprechenden Experimente und grundlegendenTheorien
dargestellt. Zuerst wird auf das freie sowie gerichtete dendritischeWachstum von
zwei Phasen mit einer Komponente sowie mit zwei Komponenten eingegangen.
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(a) 2D-Dendrit mit mehreren Seitenarmen in
einem 60002 Gebiet.
(b) 3D-Dendrit in einem 7003 Gebiet.
Abbildung 5.4: Phasenfeldsimulation eines einzelnen Dendriten in 2D und 3D auf Basis eines
Modellsystems.
Danach wird die gerichtete Erstarrung von mehrphasigen, mehrkomponen-
tigen Systemen für eutektische und nah-eutektische Legierungen betrachtet.
Abschließend werden weitere Aspekte zur Simulation der Erstarrung mit der
PFM aufgezeigt.
5.1 Dendritisches Wachstum
Eine typische Struktur, die bei der Erstarrung entsteht, sind Dendriten. Abhän-
gig von den Prozessbedingungen und den chemischen Elementen bilden sich
unterschiedliche Dendriten bei der Erstarrung aus. Die Dendriten bilden dabei
(tannen-) baumartige Strukturen aus, wie sie in vielen Erstarrungsproben gefun-
den werden. Daher stammt auch die Bezeichnung Dendrit, die sich von dem
griechischen Wort déndron herleitet, das Baum bedeutet. Abbildung 5.4 zeigt
einen einzelnen Dendrit in 2D mit mehreren Seitenarmen sowie in 3D ohne
Seitenarme, die mit dem Phasenfeldmodell von [66] simuliert wurden. Abhängig
von der Anisotropie kann die Anzahl an Dendritenarmen variieren. Durch Fluk-
tuationen in der Temperatur und in den Konzentrationen kann auch die Anzahl
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an Unterarmen variieren. Basierend auf [1] werden im Folgenden die Arbeiten
zu dendritischem Wachstum zusammengefasst. Ivantsov et al. stellen 1947 in
[242] ein analytisches Modell zur Beschreibung der Spitze der Dendritenarme
während des Wachstums vor. Dieses Modell wird bis heute zur Validierung von
Simulationen verwendet. Für die Simulation von Dendriten mit der Phasenfeld-
methode wird meist zwischen thermischem und konzentrationsgetriebenem
Wachstum sowie einer Kombination aus beidem unterschieden.
Ausführliche Untersuchungen zu thermisch getriebenem Dendritenwachstum
[27, 71, 72, 219, 221, 243–248] mit der PFM stammen aus den 1990er Jahren, wie
in [1] beschrieben. Hierbei entstehen die Arme der Keime durch Fluktuationen
im Temperaturfeld. Im Jahr 1993 stellen Kobayashi [27] sowie Wheeler et al.
[219] erste 2D-Phasenfeldsimulationen zur Untersuchung von thermisch getrie-
benen Dendriten mit anisotropen Oberflächenenergien vor. Abhängig von der
gewählten Anisotropie und dem verwendeten Rauschen wird in Kobayashi [27]
das Wachstum von bis zu drei Unterarmen beobachtet. Boettinger und Warren
zeigen in [245] zweidimensionale Phasenfeldsimulationen von nicht isotherm
erstarrten Dendriten mit bis zu drei Seitenarmen. Ein effizientes Phasenfeldmo-
dell zur Simulation von Dendriten bei der Erstarrung von reinen Metallen wird
1996 von Karma und Rappel [71] vorgestellt. Das Modell erlaubt es, physikalisch
kleine und damit relevante kinetische Koeffizienten zu untersuchen. Quantitativ
zeigt das Modell für den stationären Wachstumszustand eine gute Übereinstim-
mung mit der Geschwindigkeit an der Dendritenspitze und der Dendritenform,
verglichen mit der Greenschen Funktionsmethode. Basierend auf demModell
aus [71] untersuchen Karma und Rappel in [244] das Wachstum von Dendriten
in einer reinen unterkühlten Schmelze in 2D und 3D, mit einer Gitterauflösung
von 3003 Zellen. Mit demModell zeigen sie einen ausführlichen quantitativen
Vergleich mit Succinonitril (Bernsteinsäuredinitril). Die Dendritenarme in 3D
sind dabei von einer Vierfachsymmetrie dominiert, wobei diese stark von der
Amplitude in den verwendeten Anisotropien abhängen. Die Ergebnisse ihrer
vorherigen Arbeiten diskutieren Karma und Rappel in [72]. In [221] untersuchen
sie die Bildung von Seitenarmen durch thermisches Rauchen.
In den 2000er Jahren ging die Forschung hin zur Modellierung und Unter-
suchung von konzentrationsgetriebenen Dendriten [34–51], die auf Basis von
Fluktuationen im Konzentrationsfeld aus der Schmelze entstehen [1]. Karma
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zeigte 2001 in [34] die Anwendbarkeit von numerischen Berechnungen mit der
PFM zur Analyse von konzentrationsgetriebenem dendritischem Wachstum.
Hierfür stellte er ein verbessertes Phasenfeldmodell vor, welches mittels realer
Festphasendiffusion zur quantitativen Untersuchung der Musterbildung wäh-
rend der Mikrostrukturentwicklung in Legierungen verwendet werden kann.
Für ein Wasser-Eis-System zeigen Gránásy et al. [37] quantitativ die Keimbil-
dung und das Wachstum von mehreren Dendriten für einkomponentige und
binäre Systeme auf Basis der Phasenfeldmodelle von Caginalp und Jones [249]
sowie Conti [108]. In [38] zeigen Gránásy et al. mit einem Modell, basierend auf
[29, 108] und homogener Keimbildung, das Zusammenstoßen von mehreren
Dendriten in 70002 Gebieten. Warren und Boettinger [31] stellen ein Phasenfeld-
modell mit Wärme- und Diffusionsgleichung zur Simulation der Erstarrung von
binären Legierungen vor. Hiermit zeigen sie das Wachstum von Dendriten bei
isothermen Bedingungen in eine übersättigte Schmelze mit einem 7502 Zellen
großen Gebiet. Abhängig von den Parametern werden realistische Muster und
sekundäre und tertiäre Dendritenarme beobachtet, die wachsen, vergröbern und
sich vereinigen. Loginova et al. [32] und Emmerich et al. [33] nutzen das Modell
aus [31] für ihre Untersuchungen. Loginova et al. finden damit heraus, dass für
kleine Unterkühlungen und viele Keime ein isotroper Ansatz ausreichend ist.
Jedoch muss die Entwicklung der Konzentration und Temperatur für größere
Unterkühlungen mit weniger Keimen gelöst werden [32]. Im Jahr 2002 nutzten
George undWarren [36] das Modell aus Warren und Boettinger [31] für eine ers-
te großskalige Simulation eines konzentrationsgetriebenen Dendriten in einem
dreidimensionalen Gebiet mit 500×500×500 Zellen. Ein quantitativer Vergleich
in 2D und 3D zwischen dem Phasenfeldmodell aus [146] und zellulären Automa-
ten wird von Choudhury et al. [250] für Al-Cu-Legierungen gezeigt. Wesner et al.
[49] untersuchen das Schmelzen und Fragmentieren von Al-Cu-Dendriten bei
unterschiedlichen Zusammensetzungen und Temperaturen in 2D und 3D mit
dem Modell aus [146]. Shimokawabe et al. [47] untersuchen das gemeinsame
gerichtete dendritische Wachstum, welches von Takaki et al. in [50] fortgesetzt
wird. In [55] analysieren Takaki et al. das konkurrierende Wachstum von dendri-
tischen sowie von zellulären Strukturen mit der Phasenfeldmethode in 2D. Der
Übergang von dendritischem zu kugelförmigem Wachstum für verschiedene
Zusammensetzungen der Schmelze und Erstarrungsgeschwindigkeiten für das
ternäre System Ni-Cu-Cr wird von Danilov und Nestler [251] untersucht.
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5.2 Gerichtete eutektische Erstarrung
Die Erstarrung von eutektischen Legierungen ist nach Fredriksson [252] wie
folgt definiert: „Eutectic solidification of a liquid is defined as a simultaneous
precipitation of two or more phases via an eutectic reaction L↔ α + β at con-
stant temperature“ ( „Eutektische Erstarrung einer Schmelze ist definiert als
das gleichzeitige Erstarren von zwei oder mehr Phasen über eine eutektische
Reaktion L↔ α + β bei einer konstanten Temperatur“). Bei dem eutektischen
Punkt befinden sich die Festphasen, und die Schmelze bei der eutektischen Tem-
peratur TE im thermodynamischen Gleichgewicht, wodurch dies eindeutig im
Phasendiagramm definiert ist. Diese Reaktion wird daher als invariant Reaktion
bezeichnet. Die Temperatur bei der eutektischen Erstarrung ist dabei immer
niedriger als die Schmelztemperatur der einzelnen Phasen. Hieraus leitet sich
auch das ursprünglich aus demGriechischen stammendeWort eutektisch ab, was
leicht oder niedrig schmelzend bedeutet. Durch den niedrigen Schmelzepunkt
bieten eutektische Legierungen giesstechnisch viele Vorteile. Technisch relevan-
te eutektische Legierungen setzen sich aus Lötzinnen, Eisen und Kohlenstoff
(eutektisches Gusseisen) sowie Aluminiumlegierungen zusammen [210].
Für Systeme mit mehr als zwei Komponenten können sich abhängig von der An-
zahl an gleichzeitig erstarrenden Festphasen verschiedene eutektische Systeme
bilden, die hierbei eutektische Rinnen oder eutektische Flächen im Phasendia-
gramm formen, deren Schmelztemperatur jedoch höher ist als die des eutekti-
schen Punkts. Bei einem ternären Systemmit einem ternären eutektischen Punkt
befinden sich die drei Festphasen und die Schmelze im Gleichgewicht. Daneben
bilden jeweils zwei Festphasen und die Schmelze eutektische Rinnen, wie in der
Liquidusprojektion des Systems Al-Ag-Cu in Abbildung 6.22 im Abschnitt 6.4.3
als schwarze Linien dargestellt sind.
Das gemeinsame, gleichzeitige und gekoppelte Wachstum der Phasen bei der
Erstarrung am eutektischen Punkt, vor allem bei mehrkomponentigen Syste-
men, führt zur Ausbildung von feinen und komplexen Mustern imWerkstoff
[135, 229, 253, 254]. Daher können eutektische Werkstoffe hohe Festigkeiten
oder ungewöhnliche elektrische und magnetische Eigenschaften besitzen [210].
96 Kapitel 5 Überblick der Arbeiten zur Erstarrung
Daneben können manche der experimentell beobachteten Gefüge nicht mit
den herkömmlichenTheorien erklärt werden, weshalb diese auch von hohem
wissenschaftlichen Interesse sind [210].
Im Folgenden werden daher basierend auf [1] die experimentellen sowie simula-
tiven Arbeiten zur Mikrostrukturentwicklung beim eutektischemWachstum zu-
sammengefasst. Zur theoretischen Beschreibung der Stabilität der Muster von bi-
nären eutektischen Lamellenstrukturen während des Wachstums wurden bereits
in den 70er und 80er Jahren verschiedene analytische Modelle hergeleitet [234,
255–257]. Neben dem geraden Wachstum der Lamellen und Fasern während
der gerichteten eutektischen Erstarrung können verschiedene Instabilitäten wie
Oszillation und gekipptes Wachstum beobachtet werden. Das Phänomen des ge-
kippten Wachstums, bei dem sich die Ausrichtungen der Fest-Fest-Grenzflächen
zu der aufgeprägten Wachstumsrichtung des Temperaturgradienten unterschei-
den, wird theoretisch vonKassner et al. [258] untersucht. Zusätzlich untersuchten
Kassner et al. [259] wie auch Karma und Sarkissian [260] das Phänomen der
Oszillation. Neben verschiedenen Phasenanordnungen bei der eutektischen Er-
starrung in 2D formen sich bei mehrkomponentigen Legierungen in 3D zudem
komplexe Muster aus. Zur experimentellen Untersuchung der Phasenanord-
nungen und Muster bei der eutektischen Erstarrung haben sich zwei Arten von
Experimenten, mit Öfen auf Basis der Bridgman-Stockbarger-Methode, etabliert:
die Erstarrung in dünnen Schichten und die Erstarrung in Schmelztiegeln. Diese
beiden Arten von Experimenten erlauben es, neben der Zusammensetzung der
Legierung gezielt die Erstarrungsbedingungen zu kontrollieren. Dabei können
die Erstarrungsrichtung, die Erstarrungsgeschwindigkeit und der Temperatur-
gradient an der Erstarrungsfront auf die Mikrostrukturentwicklung untersucht
werden. Ergebnisse zur gerichteten eutektischen Erstarrung von Legierungen
aus Experimenten mit Dünnschichtexperimenten sowie entsprechende Phasen-
feldsimulationen werden im Folgenden genauer betrachtet.
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5.2.1 Dünnschichtexperimente und entsprechende
zweidimensionale Phasenfeldsimulationen
Zur Untersuchung der Phasenanordnung und der verschiedenen Instabilitäten
während der gerichteten Erstarrung haben sich Dünnschichtexperimente eta-
bliert. Die Erstarrung in dünnen Schichten erlaubt es dabei, quasi-zweidimensio-
nale Strukturen zu analysieren. Aufbauend auf [1] werden im Folgenden die
theoretischen, experimentellen sowie simulativen Arbeiten zusammengefasst.
Diese Reduzierung der Dimensionen erlaubt es, grundlegende Effekte wie Ani-
sotropie, gekipptes Wachstum, den Einfuß der Phasenanordnungen sowie das
Auslöschen unddieKeimbildung zu untersuchen.Durch die Betrachtung vonnur
zwei Raumdimensionen eignen sich Dünnschichtexperimente zudem zur Über-
prüfung und Verbesserung von analytischen Theorien wie der Jackson-Hunt-
Theorie [215] und der Mullins-Sekerka-Theorie [212, 213]. In-situ-Experimente
von transparenten organischen Systemen ermöglichen zudem die Untersuchung
der Mikrostrukturentwicklung während der Erstarrung.
Verschiedene experimentelle Arbeiten zur gerichteten Erstarrung des pseudo-
binären Systems Kohlenstoff-Brom Chlor CBr4-C2Cl6 in dünnen Schichten stam-
men von [261–268]. Caroli und Faivre [261] zeigen, dass sich die Lamellenbreite
λ nicht, wie in der Jackson-Hunt-Theorie [215] vorhergesagt, bei der Lamellen-
breite mit der größten Unterkühlung einstellen muss. Sie schlussfolgern daher,
dass es kein eindeutiges Selektionsprinzip der Lamellen gibt, das zu einer ein-
deutigen finalen Mikrostruktur führt. Zudem zeigen sie, dass es unter speziellen
Bedingungen, verursacht durch dieWachstumsbedingungen und die räumlichen
Randbedingungen, dauerhaft zu Störungen im System kommen kann, was zu
gekipptem und oszillierendemWachstum führt. Neben dem stationären Wachs-
tum sind mögliche Störungen beimWachstum wie das Kippen und Oszillieren
der Lamellen für ein binäres System bei der gerichteten Erstarrung beispielhaft in
Abbildung 5.5 dargestellt. Faivre fasst in [262] die vergangenen experimentellen
und numerischen Arbeiten zusammen. Darin wird geschlussfolgert, dass expe-
rimentell stationäres Wachstum bei der Erstarrung mit nur einem Korn nach
langer Zeit erreicht werden kann, sich aber die Lamellenbreite λ nicht überall
gleich einstellt. Für mehrere Körner wird hingegen kein stationäres Wachstum
gefunden, da verschiedene Instabilitäten das Wachstum stören. Ginibre et al.
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(a) Stationäres Lamellenwachstum.
α α αβ β β
λ
(b)Oszillierendes Wachstum.
α α α αβ β β
λ
(c) Stationäres gekipptes Lamellen-
wachstum.
α α α αβ β β
λ
(d) Oszillierendes gekipptes Wachs-
tum.
Abbildung 5.5: Idealisierte Wachstumsarte der Lamellen bei der gerichteten Erstarrung von
binären Systemen.
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[263] zeigen für einfache Muster, dass diese für unterschiedliche Breiten, nach
denen sich die Muster periodisch wiederholen, stabil wachsen, wie von der
Jackson-Hunt-Theorie [215] vorhergesagt. Zudem werden sechs verschiedene
Muster mit niedriger Symmetrie gezeigt: gekipptes Wachstum [258, 262] sowie
fünf neue Muster mit und ohne Oszillation. Außerdem wird eine gute quan-
titative Übereinstimmung der Experimente mit den numerisch berechneten
Stabilitätsdiagrammen von Karma und Sarkissian [260] gefunden.
Um den Einfluss von Anisotropie auf das gekippte Wachstum zu untersuchen,
ändern Akamatsu und seine Kollegen in [266–268] systematisch die Orientie-
rung der Wachstumsrichtung während der gerichteten Erstarrung, indem sie
den Temperaturgradienten über eine rotierende Platte, auf der das Experiment
aufgebaut ist, verändern. Hiermit bestimmten sie in [266] die Wulff-Form der
Anisotropie. Dünnschichtexperimente mit dem ternären eutektischen System
In-Bi-Sn werden in Rex [269] durchgeführt. Darin wird der Einfluss auf die
Mikrostrukturentwicklung bei leichten Abweichungen der Konzentrationen
der Schmelze vom eutektischen Punkt untersucht. Abhängig davon und den
Erstarrungsbedingungen werden komplexe Abfolgen in der Mikrostruktur ge-
funden. Eine Zusammenfassung der Arbeiten im Bereich der Musterbildung an
der Erstarrungsfront mit in-situ durchgeführten Methoden von Akamatsu und
Nguyen-Thi findet sich in [270].
Zweidimensionale Phasenfeldsimulationen zur gerichteten Erstarrung mit bi-
nären Systemen werden in [30, 63, 271–274] vorgestellt. Ein Vergleich von 2D-
Phasenfeldsimulationenmit unterschiedlichen Lamellenbreiten λ und der daraus
resultierenden Unterkühlung wird in Karma [30], Apel et al. [271], Choudhury
et al. [275] sowie Folch und Plapp [272] mit der Jackson-Hunt-Theorie gezeigt.
Karma [30] stellen ein Phasenfeldmodell vor, das es quantitativ erlaubt, stabiles
Wachstum bei isothermer sowie nicht isothermer, eutektischer Erstarrung von
binären Legierungen zu Simulieren. Apel et al. [271] untersuchen den Einfluss
von λ und zeigen, dassmit zunehmendem λ die Lamellen beginnen zu oszillieren.
Neben stabilemWachstum werden in Nestler und Wheeler [63] verschiedene In-
stabilitäten wie unterschiedliche Typen der Oszillation in der Lamellenbreite und
grapfadrige Strukturen gezeigt. Folch und Plapp [272] zeigen einen quantitativen
Vergleich ihrer Zwei-Phasen-Modelle für das System CBr4-C2Cl6.
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Simulative Untersuchungen mit der Phasenfeldmethode zu gekipptemWachs-
tum mit verschiedenen Anisotropieformulierungen für ein binäres Eutektikum
werden von Ghosh und Kollegen [273, 274, 276] durchgeführt. In den Arbeiten
zeigen sie, dass das gekippte Wachstum durch die Form und Stärke der Anisotro-
pie in der Oberflächenenergie getrieben ist. Zudem werden die Ergebnisse der
Phasenfeldsimulationen mit der dynamic boundary-integral-Methode verglichen,
mit der eine gute Übereinstimmung gefunden wird, solange die Anisotropien
klein und die Anisotropiefunktionen glatt sind. Für Systeme mit mehr als zwei
Phasen, wie bei ternären eutektischen Systemen, können weitere Mechanismen
zu gekipptem Wachstum führen, wie in [137, 277] beschrieben. Hötzer et al.
[137] zeigen gekipptes Wachstum für verschiedene idealisierte ternäre Syste-
me mit isotropen Oberflächenenergien mit dem Phasenfeldmodell aus [8, 146].
Hierbei wird das gekippte Wachstum von der Fest-Fest- und der Fest-Flüssig-
Oberflächenenergie kontrolliert. Abhängig vom System und den Prozessparame-
tern wird ein Kippwinkel von bis zu 7,29○ beobachtet. Eine Abhängigkeit des
Kippwinkels vom Lamellenabstand und der Wachstumsgeschwindigkeit wird in
Ghosh et al. [273] wie auch inHötzer et al. [137] gefunden. Ein weitererMechanis-
mus für gekipptesWachstumwird von Apel et al. [277] für Al-Ag-Cu beschrieben.
Hierbei entsteht die Verkippung durch Unterschiede im Konzentrationsfeld, da
es aufgrund der Phasenanordnung keine Spielsymmetrie mehr gibt. Zudem
untersuchen Apel et al. verschiedene Phasenanordnungen und deren Stabilität.
Verschiedene Oszillationsmodi in ternären Systemen werden von Choudhury
und Kollegen [275, 278] untersucht. Auf Basis des Phasenfeldmodells aus [66]
wird in [278] systematisch der Einfluss von nicht eutektischen Zusammensetzun-
gen der Schmelze, der Phasenanordnung sowie der periodischen Breite auf das
Wachstum und die Stabilität der Lamellen untersucht. In [275] wird die Arbeit
aus [278] mit dem Phasenfeldmodell aus [146] für anisotrope Grenzflächen und
Phasenanordnungen fortgesetzt.
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5.2.2 Erstarrungsexperimente auf Basis der
Bridgman-Stockbarger-Methode und entsprechende
dreidimensionale Phasenfeldsimulationen
Zur Untersuchung der Musterbildung in der Mikrostruktur bei der gerichte-
ten Erstarrung von eutektischen Legierungen werden Erstarrungsexperimente
normalerweise in Schmelztiegeln auf Basis der Bridgman-Stockbarger-Methode
genutzt [279–281]. Die Öfen auf Basis der Bridgman-Stockbarger-Methode erlau-
ben es, gezielt den Erstarrungsprozess und damit die entstehende Mikrostruktur
und somit auch die späteren Materialeigenschaften zu kontrollieren.
Im Folgenden werden basierend auf [1] die theoretischen, experimentellen sowie
simulativen Arbeiten zur gerichteten Erstarrung zusammengefasst. Ein optischer
Vergleich der Mikrostrukturen nach der ternären eutektischen Erstarrung von
sieben verschiedenen Systemen, Cd-Sn-(Pn, In, TI), Al-Cu-(Mg, Zb, Ag) und Zn-
Sn-Pb, wurde von Cooksey und Hellawell im Jahr 1967 in [282] durchgeführt.
Auf Basis der fünf chemischen Elemente Bi, In, Sn, Pb und Cd führen Ruggiero
und Rutter Experimente zur gerichteten Erstarrung durch [253, 283–287], in
denen Sie eine Vielzahl an Mustern beobachten. In [253] klassifizieren Ruggiero
und Rutter auf Basis von experimentellen Schliffbildern des Systems Bi-In-Sn
sowie mittels geometrischer Überlegungen fünf theoretische Muster. Diese Mus-
ter sind wie folgt: (a) drei Lamellen, (b) zwei Lamellen und eine Faser, (c) eine
Lamelle und zwei Fasern (d) zwei Fasern in einer kontinuierlichen Matrix und
(e) drei Fasern. Lewis et al. [254] stellen diese Muster graphisch dar, wie in
Abbildung 5.6 nachgebildet.
Basierend auf der Jackson-Hunt-Theorie zur Berechnung der Unterkühlung,
abhängig von der periodischen Länge und der Erstarrungsgeschwindigkeit für
binäre Systeme, erweitern Himemiya undUmeda [288] diese für ternäre Systeme.
Hierfür leiten sie Gleichungen für die folgenden drei Muster her: regelmäßige
Lamellenstruktur, eine Faser in einer hexagonalen Struktur sowie eine Ziegel-
struktur. Der Zusammenhang aus der Jackson-Hunt-Theorie [215] von Lamellen-
abstand und Erstarrungsgeschwindigkeit wird experimentell für verschiedene
Legierungen in [279, 280, 289–291] gezeigt.
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(a) drei Lamellen (b) eine Faser und zwei Lamel-
len
(c) zwei Fasern und eine Lamelle
(d) zwei Fasern in einer kontinu-
ierlichen Matrix
(e) drei Fasern
Abbildung 5.6: Idealisierte Muster in einem ternären eutektischen System, die sich während der
Erstarrung ternärer eutektischer Systeme in Schliffbildern parallel zur Wachstumsfront bilden,
entsprechend den theoretischen Vorhersagen von [253, 254].
Dreidimensionale Langzeit In-situ-Beobachtungen des binären eutektischen
Systems Succinonitril-Campher (SCN-DC) werden von Perrut und Kollegen [292,
293] durchgeführt. In [292] werden verschiedene Muster mit geordneten Fasern
gezeigt, welche durch unterschiedliche Erstarrungsgeschwindigkeiten entstehen.
Verschiedene dynamische Instabilitäten wie das Aufteilen und Überwachsen der
Fasern in Abhängigkeit des Lamellenabstands und der Geschwindigkeit werden
in [293] gezeigt.
Experimentelle Untersuchungen zur gerichteten ternären eutektischen Erstar-
rung von Al-Ag-Cu wurden aufgrund des geringen Schmelzpunkts von 773,6K
und der relativ zentralen Lage des eutektischen Punkts im Phasendiagramm von
[138, 227–231, 233, 234, 281, 282, 294–296] durchgeführt. Darin werden verschie-
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dene Muster abhängig von den Erstarrungsbedingungen gefunden. Zudem ist
es aufgrund der unterschiedlichen Dichten der Komponenten für Experimente
in Schwerelosigkeit interessant [294]. Hierzu werden derzeit Experimente in
geringer Schwerelosigkeit von Al-Ag-Cu auf der Internationalen Raumstation
(ISS) im Rahmen des „Solidification along an Eutectic path in Ternary Alloys”
(SETA)-Programms durchgeführt [297]. Der Effekt von Konvektion und Gravi-
tation auf die Konzentration während der Erstarrung wird zudem von Sargin
[295] untersucht.
Modelle auf Basis einer Stabilitätsanalyse zur Erklärung der fünf möglichen
Erstarrungsregionen bei der gerichteten Erstarrung von ternären Systemen, wie
in Abbildung 5.3 dargestellt, werden im ersten Teil von McCartney et al. [233]
untersuchen. Im zweiten Teil zeigen McCartney et al. [234] durch Erstarrungs-
experimenten die Übereinstimmung ihrer Modelle mit dem System Al-Ag-Cu.
Aufgrund der Änderung der Löslichkeit von Silber in Aluminium [227] verän-
dern sich die Muster nach der Erstarrung. Zur Untersuchung der Musterbildung
quer und parallel zur Erstarrungsfront, direkt nach der Erstarrung, werden
von Böyük und Marasli [281] sowie von Sargin [295] Abschreckexperimente
durchgeführt. Die entstehenden Muster in der Mikrostruktur bei der gerichte-
ten ternären eutektischen Erstarrung von Al-Ag-Cu werden experimentell von
Genau und Kollegen [227, 228] sowie von Dennstedt und Kollegen [229–231,
296] untersucht und mit verschiedenen Methoden quantifiziert. Die kristal-
lographische Orientierung der Muster wird von Genau und Ratke [228] mit
EBSD-Messungen und die Phasenanordnung mit Nächste-Nachbarn-Statistiken
charakterisiert. Dennstedt und Ratke [229] setzen die Charakterisierung der
Muster auf Basis von Formfaktoren fort und zeigen, dass die Muster mit lang-
samer werdender Erstarrungsgeschwindigkeiten von unregelmäßigen Mustern
in Kettenmuster übergehen. Ein Vergleich von experimentellen Schliffbildern
mit Phasenfeldsimulationen sowie mit Polfiguren wird in Dennstedt et al. [230]
gezeigt. Verschiedene Muster abhängig von der Erstarrungsgeschwindigkeit und
dem aufgeprägten Temperaturgradienten werden in Dennstedt et al. [296] ge-
zeigt und mit Hilfe von Nächsten-Nachbar-Statistiken quantifiziert. Eine erste
dreidimensionale Rekonstruktion einer experimentellen Probe von gerichtet ter-
när eutektisch erstarrtem Al-Ag-Cumittels Synchrotronstrahlung ist in [138, 231]
dargestellt. In [231] sind Ereignisse beimWachstum der Faser wie Nukleation,
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Zusammenwachsen, Aufteilen und Überwachsen anhand der dreidimensional
rekonstruierten Daten dargestellt.
Weitere experimentelle Arbeiten zu ternären eutektischen Systemen sind in
[207] für Nb-Al-Ni, in [298] für Al-Si-Ni und in [299] für Sn-Ag-Zn beschrieben.
Rinaldi et al. [280] zeigen neben reinen eutektischen Mustern auch gekoppelte
eutektische und dendritische Strukturen am System Al-Cu-Ni.
Zur Simulation der eutektischen Erstarrung, entsprechend der vorgestellten
Experimente mit der Phasenfeldmethode, haben sich zwei Ansätze etabliert. Zur
Simulation der Muster parallel zur Erstarrungsfront können zweidimensionale
Simulationen genutzt werden. Diese haben den Vorteil, dass der Rechenaufwand
aufgrund der kleineren Gebiete um mehrere Größenordnungen geringer ist als
bei 3D-Simulationen. Jedoch ist ein Keimbildungsmodell notwendig, um in 2D
realistische Mikrostrukturen simulieren zu können. Der zweite Ansatz ist die
Simulation der Mikrostrukturentwicklung in einem dreidimensionalen Gebiet.
Daher müssen die Keime nur zu Beginn der Simulation als Startbedingung
gesetzt werden, von denen sich die Muster während der Erstarrung ausbilden.
Aufgrund der komplexen räumlichen Interaktion der Muster lassen sich viele
Effekte nur mit 3D-Simulationen untersuchen.
Die Simulationsergebnisse der eutektischen Erstarrung mit der Phasenfeldme-
thode wurden im Jahr 2004 von Lewis et al. [300] und im Jahr 2015 vonAkamatsu
und Plapp [235] zusammengestellt. Zweidimensionale Phasenfeldsimulationen
der eutektischen Erstarrung werden von [220, 301–307] beschrieben. Für die
binäre eutektische Erstarrung des Systems Al-Si zeigen Nestler und Kollegen
[302, 303] für ihr Multiphasenmodell die optische Übereinstimmung von 2D-
Simulationen mit Experimenten. Die entstehenden Mikrostrukturen von ter-
nären eutektischen Systemen bei der Erstarrung mit 2D-Phasenfeldsimulationen
werden von Cogswell und Carter [307] und Kundin et al. [305] untersucht.
Kundin et al. [305] nutzen dabei das System Al-Cu-Ni zur Untersuchung von peri-
tektischen und eutektischen Mustern, abhängig von verschiedenen Nukleations-
mechanismen. Cogswell und Carter [306, 307] stellen ein thermodynamisches
Multiphasen-Multikomponenten-Phasenfeldmodell vor. Damit zeigen sie für
unterschiedliche Zeitpunkte während der schnellen Erstarrung die entstehenden
Muster.
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Dreidimensionale Phasenfeldsimulationen mit einem binären eutektischen Sys-
tem stammen von Apel et al. [271]. Für die Simulationen beobachten sie wie
in Experimenten eine hexagonale Anordnung der Fasern. Parisi und Kollegen
[308–310] untersuchen mit Phasenfeldsimulationen die Stabilität von lamellenar-
tigen Strukturen bei der gerichteten binären eutektischen Erstarrung. Für ihre
Analyse werden gezielt die Konzentrationsfelder sowie die Phasenfelder während
dem stabilen lamellenartigen Wachstum gestört und die daraus entstehenden
Instabilitäten in den Mustern untersucht. Abhängig von den Mustern wird eine
Änderung der durchschnittlichen Frontunterkühlung beobachtet. Plapp fasst in
[311] die beobachteten Instabilitäten bei der gerichteten Erstarrung von binären
Systemen zusammen. Der Einfluss auf die Muster durch einen schrägen Tempe-
raturgradienten in binären Systemen wird von Perrut et al. [312] erforscht. Ein
schräger Temperaturgradient führt dabei zu einer regelmäßigeren Lamellenan-
ordnung der zwei entstehenden Phasen, anstelle von labyrinthartigen Mustern.
Ghosh und Plapp führen in [274] ihre Arbeit zu zweidimensionalem Lamel-
lenwachstum aus [273] für dreidimensionale Strukturen fort. Dabei untersu-
chen sie den Einfluss der Anisotropie der Fest-Fest-Oberflächenenergie auf die
Musterauswahl, abhängig von bestimmten Orientierungen. Der Einfluss der
Wachstumsgeschwindigkeit auf die Faseranordnung für das System NiAl-34Cr
mit dem Phasenfeldmodell aus [8, 146] wird in Kellner et al. [313] gezeigt undmit
experimentellen Schliffbildern quantitativ verglichen. In Abbildung 5.7 ist die
dreidimensionale Faserstruktur sowie dieMikrostruktur parallel zur Erstarrungs-
front bei verschieden Zeitschritten des gerichtet erstarrten Systems NiAl-34Cr
dargestellt. In gelb in ist die Martixphase NiAl und in blau die Cr Fasern ge-
zeigt. Hierbei entwickelt sich die Mikrostruktur ausgehend von einer Voronoi
Verteilung zur Modellierung der Keime hin zu einer geordneten hexagonalen
Anordnung der Cr Fasern. Zur Veranschaulichung des Anordnungsprozess der
Fasern sind die Events wie das Überwachsen und Aufteilen der einzelnen Cr
Fasern in 3D mit unterschiedlichen Blautönen zusätzlich neben der gesamten
Mikrostruktur freigestellt. Zudem wird in [313] für zweidimensionale und ver-
schiedene dreidimensionale Faserstrukturen die Unterkühlung abhängig vom
Lamellenabstand untersucht und eine gute Übereinstimmung mit der Jackson-
Hunt-Theorie gefunden.
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Abbildung 5.7: Phasenfeldsimulationen des gerichtet erstarrten Systems NiAl-34Cr in 3D sowie
die Mikrostruktur parallel zur Erstarrungsfront zu unterschiedlichen Zeitpunkten. Für die Simula-
tion wurde das Modell aus [8, 146] mit einer Grundfläche von 300 × 300 Zellen und einer Höhe
von 280 desmovingwindow verwendet, das mit 1575 Rechenkernen auf der Hazel Hen berechnet
wurde. Für die Simulationsparameter wurden die Werte aus [313] und einer Erstarrungsgeschwin-
digkeit von 500mm⇑h verwendet.
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Die gerichtete Erstarrung von ternären eutektischen Systemen in 3D mit einem
thermodynamisch konsistenten Multiphasen-Multikomponenten-Phasenfeld-
modell wird von Nestler et al. [66] gezeigt. Darin wird das Wachstum eines
hexagonalen Musters für isotrope Oberflächenenergien gezeigt. Choudhury et al.
[278] untersuchen die Muster mit verschieden Phasendiagrammen auf Basis des
Phasenfeldmodells aus [66]. Für ein symmetrisches Phasendiagramm wird das
Wachstum von hexagonalen Strukturen beobachtet, während bei einem unsym-
metrischen Phasendiagramm Kettenmuster entstehen. Zudem wird der Einfluss
einer nicht eutektischen Schmelze für das symmetrische Phasendiagramm unter-
sucht, bei dem sich ein Ziegelmuster entwickelt. Zur Untersuchung des Einflusses
von verschiedenen Fest-Flüssig-Oberflächenenergien und der Konzentration
in der Schmelze auf die entstehenden Muster nutzt Choudhury in [314] das
Phasenfeldmodell aus [145, 146]. Hiermit wird gezeigt, dass ungleiche Phasen-
fraktionen eine der Hauptursachen für das Vernetzen der Phasen ist. Hötzer et
al. [315] reproduzieren mit dem Phasenfeldmodell aus [145, 146] vier der fünf
theoretisch vorhergesagten Muster aus [253, 254]. In [8] untersuchen Hötzer et
al. die gerichtete eutektische Erstarrung des Systems Al-Ag-Cumit großskaligen
3D-Simulationen. Darin werden die Muster vor und nach der Löslichkeitsän-
derung simuliert und quantitativ mit experimentellen Schliffbildern verglichen.
Zur Simulation der bis zu 2 420 × 2 420 × 1 474 Zellen großen Gebiete wurden
bis zu 84 700 Rechenkerne für 7 Stunden auf dem Hazel Hen Supercomputer
genutzt. In diesen großskaligen Simulationen werden viele Merkmale in der
Mikrostruktur, die auch in Experimenten gefunden werden, beobachtet. Zudem
werden verschiedene Ereignisse wie das Aufteilen, das Zusammenwachsen und
das Absterben von Fasern während der Erstarrung beobachtet. In Steinmetz
et al. [316] wird der Einfluss der Zusammensetzung der Konzentrationen in
der Schmelze im Bereich von ±1% um den ternären eutektischen Punkt von Al-
Ag-Cu auf die entstehenden Muster untersucht. Hierbei wird bereits für kleine
Abweichungen der Zusammensetzung eine Änderung der Muster beobachtet,
wodurch sich die Form und die Vernetzung der einzelnen Phasen ändert. Hötzer
et al. [137] führen großskalige Phasenfeldsimulationen auf Basis der Instabili-
tät des gekippten Wachstums durch, um die experimentelle Vermutung von
Spiralwachstum während der gerichteten ternären eutektischen Erstarrung in
Al-Ag-Cu von Genau et al. [227] zu bestätigen. In den Simulationen werden
mehrere Helizes innerhalb der Martixphase beobachtet. Auf Basis einer Haupt-
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achsenanalyse (PCA) von Zweipunktkorrelationen der Mikrostrukturen zeigen
Steinmetz et al. [3] eine gute quantitative Übereinstimmung der Simulationser-
gebnisse von [8] mit experimentellen Mikrostrukturen des Systems Al-Ag-Cu.
Zudem wird quantitativ die Notwendigkeit von großskaligen Simulationen für
statistische Volumenelemente gezeigt. Yabansu et al. zeigen in [317] die Rekon-
struktion von Zweipunktkorrelationen aus dem PCA-Raum. Ein Vergleich der
Unterkühlungen bei der Simulation von hexagonalen Strukturen durch syste-
matische Änderung der Gebietsgrößen mit der Jackson-Hunt-Theorie wird in
Steinmetz et al. [4] gezeigt. In großskaligen Simulationen werden in der Mi-
krostruktur zudem aufgrund der definierten hexagonalen Phasenanordnung
verschiedene ausgerichtete Regionen beobachtet, die bisher nicht in kleineren
Simulationsgebieten gefunden wurden.
5.3 Zellwachstum und eutektische Kolonien
Neben demWachstum von dendritischen und eutektischen Strukturen können
bei der Erstarrung von mehrkomponentigen Systemen zelluläre Strukturen und
eutektische Kolonien beobachtet werden. Diese Strukturen entstehen durch eine
Abweichung von der eutektischen Konzentration in der Zusammensetzung der
Schmelze oder durch Verunreinigungen und werden im weiteren basierend auf
[1] beschrieben.
Solche Verunreinigungen können durch eine Anreicherung der Schmelze an
der Erstarrungsfront mit einer nicht erstarrenden Komponente entstehen. Die
hierdurch entstehenden Störungen können dabei zumWachstum von Zellen-
strukturen und Kolonien führen. In [212–214, 318] stellen Mullins und Sekerka
für eine sinusförmige Störung an der Erstarrungsfront eineTheorie zur Beschrei-
bung der Stabilität der Front vor, abhängig von der Frequenz und der Amplitude.
Akamatsu und Faivre [319] zeigen in Dünnschichtexperimenten verschiedene
Instabilitäten bei der gerichteten Erstarrung des ternären Systems CBr4-C2-Cl6.
Für dendritenartige Strukturen ist dies experimentell in [320–322] zu sehen.
Ein gute Übereinstimmung von Zellwachstum bei der gerichteten Erstarrung der
binären Legierung SCN-C152mit Experimenten und 2D-Phasenfeldsimulationen
auf Basis des Modells aus [71] wird von Losert et al. [323] gezeigt. Zur Simulation
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von Zellstrukturen nutzen Lan und Chang [324] einen effizienten Löser mit ei-
nem adaptive Mesh-Algorithmus für das binäre SystemNi-Cu. Für verschiedenen
Erstarrungsgeschwindigkeiten mit und ohne Temperaturgradient zeigen Lan
und Chang [324] die Übereinstimmung mit den Simulationen aus [187]. Eine
gute Übereinstimmung von Langzeitsimulationen in 2D nahe dem Beginn für
Instabilitäten für SCN-Aceton und der Mullins-Sekerka-Theorie werden von Lan
et al. [325] gezeigt. Auf Basis des Phasenfeldmodells aus [326] zeigen Lan et al.
[327] quantitativ den Übergang von planaremWachstum zu zelluläremWachs-
tummit tiefen Zellen für das System SCN-Aceton. Der Einfluss von Strömung auf
das zellulare Wachstum bei der gerichteten Erstarrung wird von Lan et al. [328]
analysiert. Schulz [147] führt an einphasigenWachstumsfronten von Aluminium-
Silizium-Legierungen Stabilitäts-Analysen mit der Phasenfeldmethode durch,
für die er eine gute Übereinstimmung mit der Mullins-Sekerka-Theorie findet.
Die Stabilität der Erstarrungsfront, entsprechend der Mullins-Sekerka-Theorie
bei unterschiedlichen Zusammensetzungen der Schmelze und der Diffusions-
konstanten, werden von Lahiri und Choudhury [329] mit dem Phasenfeldmodell
aus [146] untersucht.
Für Systememitmehr als zwei Phasen können eutektische Kolonien als Kombina-
tion aus Zellwachstumund eutektischemWachstum entstehen, wie experimentell
in [330, 331] gezeigt. Raj und Locci [332] untersuchen experimentell an Ni-33Al-
31Cr-3Mo den Übergang von planarem zu zellularemWachstum, abhängig von
der Erstarrungsgeschwindigkeit, und charakterisieren diese anhand der Form.
Eine Selektionskarte für eutektisches Zellwachstum und Dendritenwachstum
entlang der eutektischen Rinne für dreiphasiges und zweiphasiges Wachstum
einer Ebenenfläche für das System Al-Al2Cu-Ag2Al wird von Himemiya [333]
vorgestellt. Für die Beschreibung von binären eutektischen Kolonien nutzen
Plapp und Karma in [334] eine erweitere lineare Stabilitätsanalyse von Datye und
Langer [335], mit der sie ein analoges Verhalten zur Mullins-Sekerka-Theorie
finden. Der Übergang zwischen eutektischem Lamellenwachstum und zellu-
laremWachstum mit Phasenfeldsimulationen wird von Boettinger et al. [187]
untersucht. Darin wird der Zellabstand, die Zelltiefe, die Temperatur, der Radius
an der Spitze und die Konzentrationsmuster als Funktion der Geschwindig-
keit bestimmt. Eutektische Kolonien aufgrund von Verunreinigungen in einem
ternären System werden von Plapp und Karma [186] mit einem isotropen Pha-
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senfeldmodell untersucht. Hiermit untersuchen sie die Bildung von Kolonien
in großskaligen 2D-Simulationen und zeigen eine gute Übereinstimmung der
Ergebnisse mit ihrer Theorie aus [334]. Eine Erweiterung des Modells aus [186]
mit einer Anisotropie in der Fest-Fest- sowie der Fest-Flüssig-Grenzfläche wird
von Lahiri et al. [336] vorgestellt. Mit diesemModell wird der Einfluss derWachs-
tumsfront in Mehrphasenlegierungen untersucht, bei dem sich ein definierter
Zellabstand einstellt, was für isotrope Systeme bisher noch nicht beobachtet wur-
de. Lahiri et al. [337] untersuchen den Einfluss der Erstarrungsgeschwindigkeit
und der Stärke der Anisotropie in 2D- und 3D-Phasenfeldsimulationen.
Akamatsu et al. untersuchen in [338] eine spezielle räumliche Anordnung in
eutektischen Kolonien, in der zwei Phasen umeinander rotieren und dabei eine
kegelförmige Spirale bilden; einen sogenannten Spiraldendriten. Simulationen
mit der PFM zumWachstum von Spiraldendriten werden von Pusztai et al. [339]
und Ratkai et al. [340] durchgeführt.
5.4 Weitere Aspekte zur Simulation von
Erstarrungsprozessen
Zur weiteren Untersuchung des Erstarrungsprozesses mit der Phasenfeldmetho-
de werden im Folgenden basierend auf [1] weitere relevante Aspekte aufgezeigt.
Zuerst wird auf Modellerweiterungen zur Simulation von realen Systemen einge-
gangen. Zur effizienten Simulation der Modelle werden anschließend Optimie-
rungen auf verschiedenen Ebenen vorgestellt.
Zur Simulation vieler technischer Legierungen werden Multikomponentensys-
teme mit mehr als drei Komponenten benötigt. Erste quaternäre Phasenfeldsi-
mulationen in 1D für das System Ni-Al-Co-Cr-Timit dem Multikomponenten-
Multiphasenmodell aus [54, 61] sind in [83] gezeigt. In [91] wird das freie Er-
starren vonMg-Al-Mn-Zn-Dendriten in 2D-Simulationen mit zufällig verteilten
Keimen untersucht. Verschiedene Keimbildungsmechanismen während der Er-
starrung in Phasenfeldsimulationen werden in [27, 91, 118, 119, 141, 304, 341–346]
vorgestellt. Verschiedene Ansätze zur Keimbildung in der PFM werden in [347]
vorgeschlagen. Keime können zufällig oder abhängig von einem Kriterium wie
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der lokalen Temperatur oder der Konzentration gesetzt werden. Es können auch
zufällige Störungen in die Simulationsfelder oder in die diffuse Grenzschicht
eingebracht werden.
Aufgrund von unterschiedlichen Dichten der Elemente, oder durch den Gieß-
prozess, kann es zu einer Konvektion während der Erstarrung kommen. Zwei-
dimensionale Phasenfeldsimulationen zur Untersuchung des Einflusses von
Konvektion auf die Mikrostrukturentwicklung während des Dendritenwachs-
tums sind in [326, 348–350] gezeigt. Dreidimensionale Untersuchungen mit
Phasenfeldsimulationen sind in [351] dargestellt. Erste Phasenfeldsimulationen
zum Dendritenwachstum in einer Strömung stammen von Beckermann et al.
[326]. Das Wachstum von Dendriten als Starrkörper in einer Scherströmung
wird von Rojas et al. [349] untersucht. Das Modell aus [349] wird von Takaki
et al. in [350] um Gravitation erweitert. Sakane et al. [352] zeigen mit einem
Lattice-Boltzmann-Phasenfeldmodell dreidimensionales Dendritenwachstum
in einer Strömung mit einem Löser für GPUs. Der Einfluss von Strömung auf
die gerichtete Erstarrung wird in [328, 353] gezeigt.
Zur effizienten Simulation von Erstarrungsprozessen in großen Gebieten wurden
Optimierungstechniken auf verschiedenen Ebenen entwickelt. Zudem führen
die Erweiterungen zur Beschreibung zusätzlicher physikalischer Einflüsse als
auch das Überbrücken von verschiedenen Längen- und Zeitskalen zu einem
hohen Rechenaufwand. Des Weiteren werden Optimierungstechniken auf un-
terschiedlichen Ebenen wie den Parametern, dem Modell, der Numerik, den
Algorithmen, der Parallelisierung und der Vektorisierung vorgestellt [1].
Berghoff et al. zeigen in [161] das Wachstum eines 1 µm großen Dendriten,
beginnend mit einem 50 Å großen Keim. Beginnend mit dem Keim aus einer
Molekulardynamik (MD)-Simulation, wird hierzu das Dendritenwachstum mit
dem Phasenfeldmodell aus [66] gezeigt. Hierbei wird das Simulationsgebiet
durch Ausnutzen der Symmetrie des Dendriten mit Hilfe von Hill-Tetraedern
umden Faktor 96 reduziert. Zudemwird das Simulationsgebietmehrfach skaliert,
um den einzelnen Dendriten über mehrere Größenordnungen hinweg mit der
PFM zu berechnen.
Modelloptimierungen zur Reduzierung der rechenintensiven Grenzflächenbreite
werden von Karma et al. [71, 72] vorgestellt. Zur Simulation von vielen Phasen
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stellen Kim et al. [73] ein effizientes Verfahren zur lokalen Reduzierung der
benötigten Phasenfelder vor. Hierbei zeigen sie, dass für realistische Simulationen
die Anzahl an Phasenfeldern in jeder Zelle auf fünf in 2D und sechs in 3D
reduziert wird. Hierdurch kann sowohl die Anzahl der Felder im Arbeitsspeicher
und auf der Festplatte als auch die Anzahl an zu lösenden Gleichungen von N
auf fünf bzw. sechs pro Zelle reduziert werden.
Durch Ausnutzen der verschiedenen Zeitskalen der Massendiffusion zwischen
fest und flüssig ist es möglich, eineMoving-Window-Technik zu nutzen, bei der
nur die Erstarrungsfront simuliert wird [8, 35, 186]. Diese erlaubt es, die Gebiets-
größe wie auch den Rechenaufwand deutlich zu reduzieren. Durch Ausnutzen
der verschiedenen Zeitskalen zwischen Massendiffusion und Temperaturdiffusi-
on kann für die gerichtete Erstarrung ein Frozen-Temperature-Ansatz [8, 187, 188]
genutzt werden. Hierbei wird die Temperatur analytisch beschrieben, was die
benötigte Rechenzeit deutlich reduziert und zudem eine größere Zeitschrittweite
erlaubt. Zudem werden die Energieskalen der Parameter angepasst, um eine
höhere Wachstumsrate pro Simualtionszeitschritt zu erreichen. Zur weiteren
Erhöhung der numerischen Zeitschrittweite, neben dem allgemein verwendeten
expliziten Euler-Schema für die Zeitdiskretisierung, werden in [354–361] implizi-
te Verfahren für zweidimensionales Wachstum und in [362] implizite Verfahren
für dreidimensionales dendritisches Wachstum verwendet. Semi-implizite An-
sätze werden von Vanherpe et al. [363], wie auch von Kornhuber und Krause
[364] vorgeschlagen.
Adaptive mesh refinement (AMR)-Techniken werden in [46, 365, 366] für dendri-
tischesWachstum, in [324, 367] für Zellwachstum und in [272] für dasWachstum
von Lamellenstrukturen verwendet, um lokal die Auflösung in Regionen mit
steilen Gradienten dynamisch zu ändern. Ein Überblick über dynamische AMR-
Algorithmen ist von Provatas et al. in [120] zusammengefasst.
Zur Parallelisierung der numerischen Berechnungen werden häufig Gebiets-
zerlegungstechniken, domain decomposition, verwendet, um sowohl die Da-
ten als auch den Rechenaufwand zu verteilen. Auf Basis der Shared-Memory-
Parallelisierung wird der Rechenaufwand nur auf mehrere Rechenkerne verteilt;
jedoch hängt die maximale Gebietsgröße vom Arbeitsspeicher des jeweiligen
Rechners ab.
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Altenfeld et al. [368] zeigen einen solchen Ansatz auf Basis des Open Multi-
Processing (OpenMP) Standards. Für die Verteilung von Daten sowie der Be-
rechnung über mehrere Rechner hinweg hat sich in den letzten Jahrzenten die
Distributed-Memory-Parallelisierung auf Basis des Message Passing Interface
(MPI) durchgesetzt. Hierbei werden die Randschichten, auch ghost layers ge-
nannt, über einen festgelegtenNachrichtenaustausch zwischen den benachbarten
Teilgebieten entsprechend der jeweiligen Diskretisierung nach jedem Zeitschritt
ausgetauscht. Verschiedene Anwendungen des MPI für den Randaustausch
werden in [36, 47, 50, 138, 160, 161, 360, 369] vorgestellt. Zur Reduzierung der
benötigten Rechenzeit werden seit einigen Jahren vermehrt Beschleunigerkar-
ten wie GPUs und Xeon Phis verwendet. Die Anpassung von Phasenfeldlösern
auf GPUs wird in [47, 50, 369] gezeigt. Ein gemischter Ansatz aus Shared- und
Distributed-Memory-Parallelisierung mit OpenMP und MPI wird in [66, 345,
360] verwendet. Eine weitere Beschleunigung der Berechnungen kann durch
das Vektorisieren der Gleichungen erreicht werden. Hierdurch kann die Rechen-
zeit um einen Faktor entsprechend der Vektorlänge reduziert werden. Einer
der ersten vektorisierten Phasenfeldlöser wurde 1993 von Wheeler et al. [29]
beschrieben, mit dem eine Leistung von 200 MFLOPS auf einer einzelnen CPU
erreicht wurde. Durch das explizite Vektorisieren des Phasenfeldmodells sowie
durch systematische Node-Level-Performance-Engineering-Techniken erreichen
Bauer et al. [138] in Jahr 2015 eine Peakleistung von 25% auf einem einzelnen
Knoten des SuperMUC Supercomputers, was 86,4 GFLOPS entspricht.
Weitere Optimierungen wie das Klassifizieren einzelner Zellen im Gebiet und
das Puffern von mehrfach benötigten Werten wie Gradienten und versetzt ange-
ordneten Gitterwerten wird in [138] gezeigt. Im Jahr 2008 werden von Eiken [45,
52] verschiedene Optimierungstechniken zur Simulation eines 714 × 714 × 990
Zellen großen Gebiets verwendet, bei denen dreidimensionale Dendriten auf
einer einzelnen CPU genutzt werden.
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Ein verbessertes Verständnis der Musterbildung in der Mikrostruktur bei der
gerichteten eutektischen Erstarrung von Legierungen ist von wissenschaftlichem
und wirtschaftlichem Interesse, da die Muster in der Mikrostruktur einen direk-
ten Einfluss auf die späteren Eigenschaften das Bauteils haben. Zudem erfordern
heutige AnwendungenMaterialien mit genau definierten Eigenschaften. Zur Ent-
wicklung dieserMaterialien ist ein detailliertesWissen des Herstellungsprozesses
notwendig. Mehrkomponentige Legierungen erlauben es dabei, die positiven
Eigenschaften der verschiedenen chemischen Elemente für neue Materialien
zu verknüpfen und über die vielfältigen Anordnungen der Phasen gezielt Mi-
krostrukturen zu erzeugen [207–209].
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(a)Querschnitt parallel zur Erstarrungsfront (b)Querschnitt entlang der Wachstumsrichtung
Abbildung 6.1: Experimentell und simulativ betrachtete Querschnitte in der Mikrostruktur.
zur Erstarrungsfront eine Vielzahl an Mustern in der Mikrostruktur aus. Für die
gerichtete eutektische Erstarrung einer dreikomponentigen ternären Legierung
werden, wie in Abbildung 5.6 auf Basis der Arbeiten [253, 254] dargestellt, fünf
theoretische Muster parallel zur Erstarrungsfront vorhergesagt. Experimentell
werden weitere Muster bei der gerichteten ternären eutektischen Erstarrung von
Al-Ag-Cu, die aus Kombinationen der theoretischenMuster bestehen, beobachtet
[227–230, 296]. In Dennstedt et al. [296] werden mehrere Muster abhängig von
der Erstarrungsgeschwindigkeit und dem Temperaturgradienten beobachtet, die
in den Kategorien „Leiterstrukturen“, „Kettenmuster“, „ungeordnete Strukturen“,
„Tatzenmuster“, „Kreuzmuster“ und „unregelmäßige Strukturen“ klassifiziert
werden. In Leiterstrukturen ordnen sich -Fasern abwechselnd mit -
Fasern, eingebettet von der -Phase, in eine vorgegebene Richtung an. Bei den
Kettenmustern ist die Richtung der sich abwechselnden Fasern unterschiedlich,
die Ketten können sich aufteilen und sie können einen Anfang bzw. ein Ende be-
sitzen. Bei Tatzenmustern bilden sich in regelmäßigen Abständen -Fasern
an der Grenzschicht zwischen der -Phase und der -Phase. Unterschiedli-
che Muster innerhalb eines Schliffbildes werden in Steinmetz et al. [316] gezeigt.
Muster entlang der Erstarrungsrichtung, wie in Abbildung 6.1(b), sind in Genau
und Ratke [227] dargestellt. Dreidimensionale Rekonstruktionen der gesamten
Mikrostruktur werden von Dennstedt et al. [231] mit Hilfe von Synchrotron-
Experimentell werden bei der gerichteten Erstarrung meistens zwei Arten von
Schliffbildern unterschieden: die Mikrostruktur quer und parallel zur Erstar-
rungsfront, wie in Abbildung 6.1 dargestellt. Hierbei bildet sich vor allem quer
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Rekonstruktionen des quaternären Systems Al-Cu-Ag-Mg. Dabei sind während
der Erstarrung unterschiedliche Ereignisse wie die Bildung einer neuen Faser,
das Aufteilen, das Zusammenwachsen sowie das Überwachsen einer Faser zu
sehen [231].
Zur simulativen Untersuchung der Musterbildung, abhängig von den Material-
sowie Prozessparametern, hat sich die Phasenfeldmethode etabliert, wie in Ab-
schnitt 5.2.2 beschrieben. Zur Verbesserung des Verständnisses der Musterbil-
dung bei der gerichteten ternären eutektischen Erstarrung von Legierungen
werden im Folgenden die Simulationsergebnisse der Musterbildung sowie de-
ren Auswertungen beschrieben. Hierzu wird das thermodynamisch konsistente
Phasenfeldmodell aus Abschnitt 3.5 verwendet. Für die Simulationen sind groß-
skalige und statistisch repräsentative Gebiete notwendig, wie in [3] gezeigt. Zur
effizienten Berechnung wird der optimierte Phasenfeldlöser aus Kapitel 4 auf
Basis deswaLBerla-Frameworks eingesetzt.
Im ersten Teil wird kurz auf das Modell sowie auf den Simulationsaufbau und
auf das entwickelte Werkzeug zur Analyse der dreidimensionalen Mikrostruktur
eingegangen. Danach wird das gekippte Wachstum der Lamellen in ternären eu-
tektischen Systemen untersucht, welches als Mechanismus für das anschließend
gezeigte Spiralwachstum genutzt wird. Spiralwachstum der Fasern wird von
Genau und Ratke [227] anhand von Mustern in ternären eutektischen gerichtet
erstarrten, experimentellen Schliffbildern von Al-Ag-Cu entlang der Erstarrungs-
richtung vermutet. Aufbauend hierauf wird die Musterbildung in Al-Ag-Cu
direkt nach der Erstarrung, was den Mustern in Abschreckexperimenten ent-
spricht, sowie bei langsam abgekühlten Proben betrachtet. Anschließend wird
der Einfluss von Geschwindigkeitswechseln im Temperaturgradienten auf den
Umordnungsprozess der Faser analysiert.
Die gezeigten experimentellen Schliffbilder stammen von A. Genau von der
University of Alabama at Birmingham (UAB) sowie A. Dennstedt vom Deut-
schen Luft und Raumfahrtzentrum (DLR) in Köln, die mit den beiden Öfen aus
Abbildung 5.2 in Kapitel 5 erstarrt wurden.
strahlung für Al-Ag-Cu und in Contieri et al. [370] durch Abtragen von dünnen
Schichten für Nb-Al-Ni gezeigt. Zhou und Froyen [371] zeigen dreidimensionale
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In diesen Kapitel werden die Festphasen als α, β und γ sowie die Schmelze als ℓ
bezeichnet, die den Phasenfeldern ϕ0, ϕ1, ϕ2 und ϕ3 entsprechen. Die Farben Rot,
Grün und Blau entsprechen den Phasen α, β und γ in den Schliffbildern sowie in
den dreidimensionalen Darstellungen. Die Schmelze ℓ ist in Gelb dargestellt.
Die Phasenfeldmethode hat sich für die Simulation verschiedener Erstarrungs-
prozesse, wie ausführlich in Kapitel 5 beschrieben, etabliert. Für die Simulation
der gerichteten ternären eutektischen Erstarrung in diesem Kapitel wird das
thermodynamisch konsistente Phasenfeldmodell aus Abschnitt 3.5 auf Basis des
Großkanonischen Potentialansatzes verwendet [8].
Die zusammengefassten Evolutionsgleichungen für die N = 4-Phasenfelder ϕ,


































































(T0 +G(x − vt)) = −Gv . (6.3)
Die Terme der PDEs sind ausführlich in Abschnitt 3.5 hergeleitet sowie die Opti-
mierung und Parallelisierung des Modells in Kapitel 4 betrachtet.
Aufgrund des um mehrere Größenordnungen höheren Diffusionskoeffizienten
der Temperatur, im Vergleich zu der in der Simulation betrachteten Diffusion
in den Konzentrationen, wird ein analytischer Temperaturgradient G mit der
Geschwindigkeit v in dieWachstumsrichtung x verwendet. T0 ermöglicht es, den
Temperaturgradienten initial im Gebiet zu platzieren. Dieser häufig verwendete
Ansatz, der als Frozen-Temperature-Ansatz bezeichnet wird, wird bereits in den
früheren Arbeiten [27, 187] zur Steuerung der gerichteten Erstarrung verwendet.
Das Phasenfeldmodell wurde für die Simulation der gerichteten ternären eu-
tektischen Erstarrung in [4, 165] validiert. Ein Vergleich von kleineren 2D-
Simulationenmit dem analytischen Jackson-Hunt-Ansatz [215] wird in Steinmetz
et al. [4] durchgeführt. Dabei wird eine gute Übereinstimmung für die in den
Simulationen gemessene Unterkühlung mit den aus dem Jackson-Hunt-Ansatz
berechneten Unterkühlungen, abhängig von Lamellenabstand und der Erstar-
rungsgeschwindigkeit, gefunden. In Choudhury [165] wird für das Modell eine
Konvergenzstudie der Erstarrungsgeschwindigkeit in Abhängigkeit der Grenz-
flächenbreite gezeigt.
6.2 Simulationsaufbau
Im Folgenden ist der allgemeine Simulationsaufbau nach [8, 66, 146] für die
ternäre eutektische Erstarrung erläutert. In Abbildung 6.2 ist der Simulations-
aufbau für die Erstarrung der drei Festphasen bei der ternären eutektischen
Temperatur TE sowie das aufgeprägte Temperaturprofil und die verwendete
Randbedingung in 2D dargestellt. Für die Simulation der gerichteten Erstarrung
einer Schmelzewirdwie in denExperimenten von [227, 372, 373] ein aufgeprägter
TemperaturgradientGmit einer vorgegebenen Richtung und einer vorgegebenen
Geschwindigkeit v genutzt. Der Lamellenabstand λ beschreibt die Breite einer


































Abbildung 6.2: Simulationsaufbau für die ternäre eutektische gerichtete Erstarrung mit den
verwendeten Randbedingungen, dem aufgeprägten Temperaturprofil und demMoving-Window,
aufbauend auf [8, 138].
sich wiederholenden Phasenanordnung. Als Startbedingung für die Simulation
wird das Gebiet mit Schmelze gefüllt und am unteren Ende des Gebiets werden
entgegen der Wachstumsrichtung zufällig Keime für die drei Phasen über eine
Voronoi-Verteilung eingebracht. Hierbei werden die Phasenanteile, wie sie sich
aus dem Phasendiagramm ableiten, in der Voronoi-Verteilung beachtet. Zudem
ist es möglich, gezielt Bereiche mit Festphasen zu setzen, um eine definierte
Start-Mikrostruktur zu erzeugen. Am bereits erstarrten Ende des Gebiets wird
eine Neumann-Randbedingung mit einem Gradienten von null genutzt, da die
Diffusion in den Festphasen, verglichen mit der Diffusion in der Schmelze, um
mehrere Größenordnungen kleiner ist und deshalb die Festphasendiffusion ver-
nachlässigt wird. Zur Beschreibung eines unendlich großen Gebiets an Schmelze
wird in Erstarrungsrichtung eine Dirichlet-Randbedingung mit der Konzentrati-
on des ternären eutektischen Punktes genutzt. Parallel zur Erstarrungsrichtung
werden periodische Randbedingungen verwendet, um eine unendlich große Er-
starrungsfront zu simulieren. Unter der Annahme einer gerichteten Erstarrung
in eine unendliche Schmelze und der Vernachlässigung der Festphasendiffusion
ist es möglich, nur die Region um die Erstarrungsfront zu simulieren, wie durch
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die rot gestrichelte Box in Abbildung 6.2 dargestellt. Diese Box,Moving-Window,
wird entsprechend der sich bewegenden Erstarrungsfront mit bewegt. Hierdurch
lässt sich der benötigte Rechenaufwand deutlich reduzieren. Die Umsetzung der
Moving-Window-Technik ist in Kapitel 4 beschrieben.
6.3 Analysewerkzeuge
Zur Analyse der dreidimensionalen Mikrostruktur mit etablierten Methoden
(Nächste-Nachbarn-Statistiken, Schwerpunkt, Umfang, Fläche, Formfaktoren,
minimaler und maximaler Radius der Fasern) wie auch neuen Methoden (Gra-
phenanalyse, Hauptachsenanalyse) wird ein erweiterbares Werkzeug entwickelt.
Für die Auswertung der Mikrostruktur können drei Klassen unterschieden wer-
den:
(i) die Analyse einzelner Fasern.
(ii) die Analyse einer Ebene.
(iii) die Analyse der dreidimensionalen Struktur der Fasern.
Hierzu wird im Folgenden der Algorithmus vorgestellt, auf dessen Basis die
Auswertung mit allen drei Klassen möglich ist.
Durch die vom Temperaturgradienten vorgegebene Wachstumsrichtung der
Mikrostruktur können die Fasern als Graph dargestellt werden. Der Graph wird
dabei entlang der Wachstumsrichtung über die Schwerpunkte der sich auftei-
lenden, überwachsenden und zusammenwachsenden Fasern aufgebaut. Dies ist
schematisch in Abbildung 6.3 dargestellt.
Zur Erzeugung des Graphen wird basierend auf [137] das Gebiet Ω entlang
der Wachstumsrichtung z mit dem Einheitsvekotor e3 in Ebenen Sz ∶= {x ∈
Ω ⋃︀ x · e3 = z} zerlegt. Die Fasern einer bestimmten Phase in einer Ebene sind
definiert als Szα ∶= Ωα ∩ Sz . Die Zusammenhangskomponenten der einzelnen
Fasern Szα , i ⊂ Szα bilden eine disjunkte Vereinigung Szα ∶= ⊍i Szα , i , wobei i die
Bezeichnung der Zusammenhangskomponente bzw. Faser ist. Die Zusammen-
hangskomponenten werden mit dem Algorithmus aus Abschnitt 4.5 bestimmt.
















Abbildung 6.3: Schematische Darstellung der Generierung des Graphen für eine Phase einer
gerichtet erstarrten Simulation
Für den Aufbau des Graphen werden für die Zusammenhangskomponenten in
jeder Ebene Szα , i die Schwerpunkte bestimmt. Der Schwerpunkt für eine diskrete
Menge an den Punkten M mit der Mächtigkeit ⋃︀M⋃︀ ist definiert als
BC(M) ∶= 1⋃︀M⋃︀ ∑x∈M x . (6.4)
Um die Schwerpunkte der sich periodisch fortsetzenden Fasern in einer Ebene
korrekt zu bestimmen, wird der Algorithmus von Bai und Breen [374] verwen-
det. Die Punkte der Zusammenhangskomponente in kartesischen Koordinaten
werden hierzu für jede Dimension auf einen Kreis projiziert und dort der Schwer-
punkt bestimmt. Anschließend wird der Schwerpunkt in kartesische Koordina-
ten zurückprojiziert. Die Menge der Punkte Szα , i wird hierzu über die größte
Gebietskoordinate xmax =max(Ω) und den Einheitsvektor e j des kartesischen
Koordinatensystems normiert
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Ŝzα , i ∶= �� x · e1xmax · e1 , x · e2xmax · e2 , x · e3xmax · e3 �
T ⋂︀ x ∈ Szα , i (︀ , (6.5)
sodass Ŝzα , i ⊂ (︀0,1⌋︀d . Die normierten Punkte einer Zusammenhangskomponente
werden auf eine Linie in Raumrichtung j verschoben und mit
K j1 ={cos(2πx j) ⋃︀ x j ∶= x · e j , x ∈ Ŝzα , i} , (6.6)
K j2 ={sin(2πx j) ⋃︀ x j ∶= x · e j , x ∈ Ŝzα , i} (6.7)
in die beiden Mengen K 1 und K2 umgerechnet. Mit (6.4) wird der Schwer-
punkt
k j1 = BC(K j1) , (6.8)
k j2 = BC(K j2) (6.9)
für die beidenMengen bestimmt.Die Schwerpunkte für die drei Raumrichtungen
j = 1, j = 2 und j = 3 werden mit










� xmax · e3�T (6.10)
zurück in den kartesischen Raum projiziert und mit xmax skaliert.
Die Schwerpunkte bczα , i beschreiben damit die x- und y-Position der Faser
i der Phase α in der Ebene mit der Höhe z. Für den Graphen werden die
Schwerpunkte bczα , i über eine Kante mit den vorherigen Schwerpunkten bc
z−1
α , i
verbunden, wenn sich die beiden Mengen Szα , i und Sz−1α , i berühren. Zwei Men-
gen berühren sich, wenn aus S̃zα , i = {(x · e1 , x · e2 , 0) ⋃︀ x ∈ Szα , i} und S̃z−1α , i ={(x · e1 , x · e2 , 0) ⋃︀ x ∈ Sz−1α , i } folgt, dass S̃zα , i ∩ S̃z−1α , i ≠ ∅. Somit lässt sich die dreidi-
mensionale Mikrostruktur als Graph G interpretieren, in dem die Schwerpunkte
die Knoten V = {bczα , i , . . .} und deren Verbindungen die Kanten E bilden.
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Tabelle 6.1: Ereignisse der Fasern bei der Erstarrung sowie ihr Ein- (d−(G)) und Ausgangsgrad
(d+(G)) bei der Repräsentation der Struktur als gerichteter Graph.
d−(G)d
+(G)
0 1 ≥ 2
0 - Nukleation -
1 Überwachsen normales Wachstum Aufteilen≥ 2 - Zusammenwachsen -
Über den Graphen kann die dreidimensionale Struktur der Fasern mit unter-
schiedlichen Massen analysiert werden. Durch die Projektion der Schwerpunkte
auf eine Ebene ist die Detektion und Analyse von Spiralen, wie in Abschnitt 6.4.2
beschrieben, möglich. Durch Erzeugen eines gerichteten Graphen, mit Hilfe der
Höheninformation, können die Ereignisse während des Wachstums mit v ∈ V
über den Grad d(v) der Knoten beobachtet werden. Dabei wird zusätzlich in
einem gerichteten Graphen zwischen d− für die Anzahl der eingehenden und
d+ für die Anzahl der ausgehenden Kanten unterschieden.
Ein Ausgangsgrad von d+(G) = 0 steht für das Ereignis des Überwachsens
einer Faser, was in dieser Arbeit mit dem Symbol gekennzeichnet ist. Ein
Eingangsgrad von d−(G) ≥ 2 steht für das Zusammenwachsen von mehreren
Fasern und ein Ausgangsgrad von d+(G) ≥ 2 für das Aufteilen einer Faser.
Ein Grad von d+(G) = d−(G) = 1 repräsentiert ein Faserstück . Nukleation
, wie sie in Experimenten beobachtet wird, ist definiert als d−(G) = 0. Die
Ereignisse für die entsprechenden Ein- und Ausgangsgrade sind in Tabelle 6.1
zusammengefasst.
In Abbildung 6.4 sind die Ereignisse beispielhaft für eine simulierte Faser mit
dem entsprechenden minimalen Graphen dargestellt. Ein Strang der Faser wird,
wie in der Vergrößerung gezeigt, überwachsen und der andere Strang teilt sich
zweimal auf und wächst danach wieder zusammen. Mit dieser Methode las-
sen sich die Ereignisse über die Wachstumshöhe, wie in den Abschnitten 6.4.3












Abbildung 6.4: Ereignisse, die während der gerichteten Erstarrung in einer Faser über die Wachs-
tumshöhe auftreten können. Links: Eine simulierte Faser mit einem überwachsenen Teil sowie
einem sich aufteilenden und zusammenwachsenden Teil. Rechts: Die Faser als minimaler Graph
mit den entsprechenden Ereignissen.
Neben dem Graphen können weitere Größen zur Analyse der Fasern berechnet
werden So wird für jeden Schwerpunkt die Fläche einer Faser mit A = ⋃︀Szα , i ⋃︀
bestimmt. Über den Schwerpunkt und die Zusammenhangskomponente selbst
wird mit
rmin =min�∫︁bczα , i − x∫︁ ⋂︀ x ∈ ∂Szα , i � , (6.11)
rmax =max�∫︁bczα , i − x∫︁ ⋂︀ x ∈ ∂Szα , i � , (6.12)
der minimale und maximale Radius der Faser in einer Ebene in euklidischer
Norm berechnet, wobei ∂Szα , i den Rand der Zusammenhangskomponente be-
schreibt. Zur Klassifikation der Morphologie werden für die einzelnen Fasern
die Formfaktoren nach [229] und die Invarianten der Trägheitstensoren nach
[375, 376] bestimmt.
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Innerhalb einer Ebene können unter Verwendung aller Zusammenhangskom-
ponenten die Nächste-Nachbarn-Statistiken bestimmt werden, wie sie in den
Abschnitten 6.4.3 und 6.4.4 verwendet werden. Mit Hilfe der Hauptachsenana-
lyse auf Basis einer Zweipunktkorrelation, wie in [3] gezeigt, ist ein quantitativer
Vergleich der gesamten Mikrostruktur einer Ebene möglich. Ein Vergleich der
Mikrostrukturen aus Phasenfeldsimulationen und Experimenten auf Basis dieser
Methode ist in Abschnitt 6.4.3 gezeigt.
Die Daten aus der vorgestellten Analysemethode werden für jede Simulation in
einer SQL-Datenbank gespeichert, was anschließend eine schnelle Auswertung
ermöglicht. Für die Auswertung können sowohl die zellbasierten Ausgabeforma-
te der Simulationen als auch die Oberflächennetze verwendet werden. Über das
zellbasierte Format ist es zudem möglich, Stapel von experimentellen Schliffbil-
dern zu analysieren.
6.4 Ergebnisse und Diskussion
Dieser Abschnitt stellt die simulativen Ergebnisse der gerichteten ternären eutek-
tischen Erstarrung auf Basis großskaliger Phasenfeldsimulationen dar, die nur
durch den optimierten Löser aus Kapitel 4 und den Einsatz von Hochleistungs-
rechnern möglich sind.
In der Veröffentlichung von Genau und Ratke [227] wird auf Basis von experi-
mentellen Schliffbildern von Al-Ag-Cu ein Hinweis für Spiralwachstum von zwei
intermetallischen Fasern in der Al-Matrixphase gefunden. Diese Vermutung
konnte mit Hilfe der zweidimensionalen Schliffbilder nicht eindeutig belegt
werden. Hierzu wird im ersten Teil dieses Abschnitts das gekippte Wachstum
von Lamellen während der gerichteten Erstarrung in 2D untersucht. Dieser Me-
chanismus wird als Ursache für das Wachstum von Spiralen in 3D vermutet.
Zunächst wird der Einfluss verschiedener Parameter auf den Kippwinkel sys-
tematisch analysiert. Mit Hilfe dieser Erkenntnisse wird ein Parametersatz mit
hoher Wahrscheinlichkeit für Spiralwachstum in 3D entwickelt. Der Abschnitt
zu Spiralwachstum untersucht die Vermutung von Genau und Ratke [227] mit
Hilfe von Phasenfeldsimulationen. Um die räumlich komplexe Struktur von
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Spiralen simulativ zu beobachten, sind großskalige Gebiete und neuartige Aus-
wertetechniken notwendig, wie in Abschnitt 6.3 beschrieben.
Der darauffolgende Abschnitt beschreibt den Einfluss verschiedener Parameter
auf die dreidimensionale Musterbildung in Al-Ag-Cu. Hierzu werden zwei Da-
tensätze entwickelt, welche die Muster direkt nach der Erstarrung und nach dem
weiteren Abkühlen bei Raumtemperatur beschreiben. Die Simulationsergebnisse
werden qualitativ und quantitativ mit experimentellen Schliffbildern verglichen.
Der letzte Abschnitt behandelt den Einfluss von Geschwindigkeitswechseln des
aufgeprägten Temperaturgradienten während der gerichteten Erstarrung auf die
Musterbildung sowie den Umordnungsprozess der Fasern. Zudem werden die
Ergebnisse im Vergleich zu experimentellen Geschwindigkeitswechseln beschrie-
ben und diskutiert.
6.4.1 Gekipptes Wachstum
Während der gerichteten Erstarrung von binären und ternären eutektischen
Strukturen inDünnschichtexperimenten kann eine stabile Abweichung zwischen
der Wachstumsrichtung der Festphasen und der Richtung des vorgegebenen
Temperaturgradienten beobachtet werden. Dieses Phänomen des gekippten
Wachstums von Lamellen während der gerichteten eutektischen Erstarrung
eines binären Systems wurde 1989 von Faivre et al. [377] untersucht.Theoretische
Studien zu diesem Phänomen werden von Kassner et al. [258] durchgeführt.
Der Einfluss der Anisotropie in der Oberflächenenergie auf den Kippwinkel in
binären Systemen ist theoretisch, experimentell und simulativ in [235, 260, 263,
266, 267, 273, 378] untersucht.
Neben gekipptemWachstum in binären eutektischen Systemen haben Apel et
al. [118, 277] mit Hilfe von Phasenfeldsimulationen eines ternären eutektischen
Systems ein Kippen der Lamellen bei gleichen und isotropen Oberflächenener-
gien beobachtet. In ihrer Arbeit wird das Kippen der Lamellen durch eine un-
symmetrische Verteilung der Konzentration an der Erstarrungsfront getrieben.
Zudem wird der Einfluss der Festphasenanordnung untersucht, bei dem ein
gekipptes Wachstum nur bei nicht spiegelsymmetrischen Anordnungen der
Lamellen beobachtet wird.
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In diesem Abschnitt wird das gekippte Wachstum von ternären eutektischen,
gerichtet erstarrten Systemen basierend auf [137] untersucht und systematisch
versucht, die Verkippung zu erhöhen. Hierzu wird ein neuer Kippmechanismus
auf Basis von isotropen Oberflächenenergien vorgestellt, die jedoch für die ein-
zelnen Grenzflächen unterschiedlich sind. Es wird vermutet, dass diese Art der
Verkippung in zwei Dimensionen zu Spiralwachstum in drei Dimensionen führt,
was im nachfolgenden Abschnitt 6.4.2 untersucht wird.
6.4.1.1 Simulationsparameter
Für die Untersuchung des gekippten Wachstums werden aufbauend auf [137]
zwei ternäre eutektische Systeme genutzt, bei denen die Gibbs-Energien einmal
symmetrisch und einmal unsymmetrisch angeordnet sind. Die Gibbs-Energien
für die vier Phasen der beiden Systeme sind als deckungsgleiche Paraboloide ent-
sprechend der Gleichung (3.23) konstruiert. Die drei Paraboloide der Festphasen
sind symmetrisch um den im Zentrum des Simplex platzierten Paraboloid der
Schmelze in die jeweilige Richtung der Simplex-Ecken angeordnet. Die Parame-
ter für die Paraboloide des symmetrischen ternären eutektischen Systems sind in
Tabelle 6.2 zusammengefasst. Im unsymmetrischen System ist die Gibbs-Energie
der α-Phase entgegen der korrespondierenden Komponente A im Simplex ver-
schoben, während das Verhältnis der Komponenten B undC gleich gehaltenwird.
Hierdurch wird das System in die Richtung von Al-Ag-Cu verschoben, in dem
in Experimenten Spiralwachstum beobachtet wurde. Durch die Verschiebung
der Gibbs-Energie der Phase α ergeben sich ungleiche Phasenanteile in den Fest-
phasen. Die veränderten Parameter, basierend auf Tabelle 6.2, sind in Tabelle 6.3
zusammengefasst. Die Gibbs-Energien der beiden ternären eutektischen Systeme
sind in Abbildung 6.5 über dem ternären Simplex der drei Komponenten A, B,
und C dargestellt. Die Gibbs-Energie der Schmelze (gelb) wurde zur besseren
Darstellung nach oben verschoben.
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Tabelle 6.2: Zusammenfassung der physikalischen Parameter mit gleichen Phasenfraktionen
entsprechend [137]. Die deckungsgleichenGibbs-Energien für das System sind über die Parameter




Ξα , ξα , Xα ⌊︀2 11 2}︀ , ⌊︀−2,8−2,0}︀ , 1,04
Ξβ , ξβ , Xβ ⌊︀2 11 2}︀ , ⌊︀−2,0−2,8}︀ , 1,04
Ξγ , ξγ , Xγ ⌊︀2 11 2}︀ , ⌊︀−1,2−1,2}︀ , 0,24




0, 3; 0, 3; 0, 3 0, 3; 0, 3; 0, 3
Für die Parameterstudien wird in zweidimensionalen Phasenfeldsimulationen
zudem der Einfluss von verschiedenen Oberflächenenergieverhältnissen rγ , Er-
starrungsgeschwindigkeiten v, Lamellenabständen λ, Diffusionen D und Tempe-
raturgradienten G auf den Kippwinkel der Lamellen untersucht. Die grundle-
Tabelle 6.3: Zusammenfassung der Parameter für die verschobene Gibbs-Energie der Phase α
entsprechend [137].
Parameter Simulationswert
Ξα , ξα , Xα ⌊︀2 11 2}︀ , ⌊︀−2,5−2,0}︀ , 0,875
Phasenanteile von α, β, γ 0,4375; 0,2812; 0,2812
genden numerischen und physikalischen Parameter sind in Tabelle 6.4 gegeben.
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(a) Symmetrisches System
(b)Unsymmetrisches System
Abbildung 6.5: Anordnung und Position der Gibbs-Energien im ternären Simplex.
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Tabelle 6.4: Zusammenfassung der numerischen und physikalischen Parameter basierend auf
[137]. Die verschiedenen Oberflächenenergien sowie ihr Verhältnis sind in den Spalten a) bis f )
gegeben.
Parameter Simulationswert Physikalischer Wert
γ
⎨⎝⎝⎝⎝⎝⎝⎝⎪
Phase α β γ ℓ
α − γαβ 0,2 γαℓ
β γαβ − 0,2 0,2
γ 0,2 0,2 − 0,2





mit γαβ = 0,2 und γαℓ = 0,2
cℓ = )︀cℓA , cℓB , cℓC⌈︀ 0, 3; 0, 3; 0, 3 0, 3; 0, 3; 0, 3 mol-
Anteil
D 3,0 4,55 · 10−9 m2⇑s∇T 10−4 200 K⇑mm
v von ∇T 0,0034 Zellen pro Zeitschritt 13,2 µm⇑s
γαβδ 2,6 1,3 J⇑m2
∆x 1,0 3,89 · 10−7 m
∆t 0,005 5,00 · 10−7 s
є 4,0 1,56 · 10−6 m
Die variierten Parameter auf Basis der Werte in Tabelle 6.4 sind zur besseren
Übersichtlichkeit in den jeweiligen Abschnitten gegeben. Die Tabellen enthal-
ten sowohl die realen als auch die entdimensionalisierten Werte, wie sie in der
Simulation verwendet werden. Letztere werden im Löser verwendet, um die
numerischen Abweichungen bei großen Skalenunterschieden zu reduzieren. Der
kinetische Koeffizient τ wurde analog zu [165] über die Diffusion und die freie
Energie berechnet. Mit den Werten aus Tabelle 6.4 ergibt sich nach [260] eine
Diffusionslänge von 3,45 · 10−5 m.
Entsprechend der experimentellen Schliffbilder von Genau und Ratke [227]
quer zur Erstarrungsfront, in denen Spiralwachstum vermutet wird, und den
Ergebnissen von Apel et al. [277], dass in spiegelsymmetrischen Anordnungen
wie α-γ-β-γ-β-γ keine Verkippung beobachtet wird, wird in den folgenden Stu-
dien eine α-β-γ-Phasenanordnung gewählt. Der Lamellenabstand λ beschreibt
dabei allgemein nach Jackson und Hunt [215] die Breite der sich wiederholenden
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Phasenanordnung. Für die hier durchgeführten Simulationen entspricht dies der
Gebietsbreite in die eine α-β-γ-Lamellenanordnung gesetzt wird, wie in Abbil-
dung 6.2 schematisch dargestellt. Der Simulationsaufbau sowie die theoretischen
Gleichgewichtswinkel bei gleichen sowie unterschiedlichen Oberflächenenergi-
en für die Werte aus den Tabellen 6.2 und 6.4 sind in Abbildung 6.6 dargestellt.
6.4.1.2 Variation der Oberflächenenergien
Für die Studie wird zuerst dasWachstum der Lamellen basierend auf denWerten
aus Tabelle 6.4, analog zu [137], mit gleichen Oberflächenenergien (Tabelle 6.5
a)) und dem symmetrischen System aus Tabelle 6.2 genutzt. Der Aufbau ist
schematisch in Abbildung 6.6(a) gezeigt. Für die Simulation wird ein Gebiet
mit 80 × 6800 Zellen und λ = 80 Zellen genutzt. Das Ergebnis der Simulation
ist in Abbildung 6.7(a) dargestellt. Dieses zeigt oszillierendes Wachstum der
Lamellen, wie es für λ größer der minimalen Unterkühlung λJH , entsprechend
der Jackson-Hunt-Theorie, erwartet wird. Das oszillierende Wachstum kann auf
den lokalen Mangel einer oder mehrerer Komponenten zurückgeführt werden,
welcher durch zu breite Lamellen entsteht. Hierdurch kommt nicht genügend
Material der entsprechenden Komponente durch Diffusion an der Erstarrungs-
front nach, wodurch sich die entsprechenden anderen Komponenten anstauen.
Durch Oszillieren kann diese Anstauung wieder abgebaut werden. Phasenfeldsi-
mulationen zu oszillierendemWachstum werden in [275] untersucht. Aufgrund
der gleichen Oberflächenenergien und der symmetrischen Gibbs-Energie ist
neben der lokalen Änderung aufgrund der Oszillation kein Kippen der Lamellen
zu beobachten.
Zur Untersuchung des Einflusses der Oberflächenenergien auf den Kippwinkel
wird basierend auf [137] gezielt das Verhältnis in einem Dreiphasenpunkt zwi-
schen den zwei Fest-flüssig-Grenzflächen und der Fest-fest-Grenzfläche gestört,
um damit die Symmetrie zwischen den Lamellen zu brechen. Für die Studie
wird hierzu das Verhältnis rγ = γαβ⇑γαℓ amDreiphasenpunkt TJαβℓ erhöht, indem
die Oberflächenenergien von α-β in der Fest-fest-Grenzfläche erhöht und die
Oberflächenenergien von α-ℓ in der Fest-flüssig-Grenzfläche gesenkt werden.
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λ
30○ 30○ 40○ 30○ 30○30○
α β γγ
ℓ
(a) rγ = 1
λ
23.58○ 34.23○ 48.59○ 30○ 30○42.85○
α β γγ
ℓ
(b) rγ = 1,5
Abbildung 6.6: Simulationsaufbau für die Untersuchung des gekippten Wachstums für das
symmetrische Systembei verschieden rγ -Verhältnissen der Oberflächenenergien und den daraus
resultierenden Gleichgewichtswinkeln.
Tabelle 6.5: Zusammenfassung der verschiedenen Simulationswerte der Oberflächenenergien
sowie deren Verhältnis [137].
Parameter a) b) c) d) e) f)
γαβ 0,2 0,21 0,22 0,24 0,27 0,3




1,0 1,105 1,22 1,5 2,077 3,0
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Phaseanteil [0,33; 0,33; 0,33]
Phaseanteil [0,44; 0,28; 0,28]
0 ○
(a) rγ = 1 1.05 ○
(b) rγ = 3
Abbildung 6.7: Kippwinkel in Abhängigkeit der Oberflächenenergie. Verhältnisse zwischen einer
Fest-fest- und einer Fest-flüssig-Grenzfläche für zwei unterschiedliche Gleichgewichtskonzen-
trationen basierend auf [137]. Auf der rechten Seite sind zwei lamellare Strukturen mit gleichen
Phasenanteilen, aber unterschiedlichen Oberflächenenergieverhältnissen von 1 und 3 sowie ihr
Kippwinkel dargestellt.
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Die Werte sowie die Verhältnisse von rγ sind in Tabelle 6.5 in den Spalten b)-f)
dargestellt. Für alle Simulationen werden ansonsten dieselben Parameter und
Startbedingungen wie in der vorherigen Simulation verwendet. Der Simulati-
onsaufbau mit den Kräftevektoren der Oberflächenenergien sowie die daraus
resultierenden theoretischen Gleichgewichtswinkel sind in Abbildung 6.6(b)
dargestellt.
Der Kippwinkel νt für die verschiedenen Oberflächenenergieverhältnisse ist in
Abbildung 6.7 als gestrichelte grüne Linie dargestellt. Ab einem Oberflächen-
energieverhältnis von mehr als rγ = 1,11 steigt der Kippwinkel genähert linear
bis zu 1,05○ Grad bei rγ = 3 an. Dies deutet auf eine Energiebarriere hin, wel-
che erst überschritten werden muss, bevor die Lamellen gekippt wachsen. In
Abbildung 6.7(b) ist die Simulation mit dem größten Kippwinkel bei einem
Oberflächenenergieverhältnis von rγ = 3 dargestellt. Durch die Erhöhung des
Oberflächenenergieverhältnisses beginnen die Phasen zudem stärker zu oszillie-
ren, indem die maximale Oszillationsamplitude steigt. Die gleichen Kippwinkel
entstehen, indem das Verhältnis in den Oberflächenenergien in einem anderen
Dreiphasenpunkt TJ entsprechend verändert wird. Veränderungen der Oberflä-
chenenergien an verschiedenen TJ’s wie α-β und γ-ℓ haben hingegen zu keiner
Verkippung geführt.
6.4.1.3 Einfluss unterschiedlicher Phasenanteile
Entsprechend der Studie mit dem symmetrischen System wird der Einfluss des
Oberflächenenergieverhältnisses für das unsymmetrische System, analog zu [137],
mit den Parametern für die Gibbs-Energie der α-Phase aus Tabelle 6.3 wiederholt.
Hierzu werden die Oberflächenenergien, wie in Tabelle 6.5 a)-f) gegeben, für
das unsymmetrische System variiert. Der resultierende Verkippungswinkel νt
für die Studie ist in Abbildung 6.7 als orange Linie eingezeichnet. Wie in der
vorherigen Studie mit dem symmetrischen System, muss zuerst eine Barriere
im Oberflächenenergieverhältnis überwunden werden, bevor der Kippwinkel
genähert linear auf einen Wert von bis zu νt = 6,72○ Grad bei rγ = 3 ansteigt. Im
Vergleich zwischen dem symmetrischen System mit gleichen Phasenanteilen
und dem unsymmetrischen System sind die gleichen Tendenzen zu erkennen,
die Kippwinkel sind jedoch für das unsymmetrische System größer.
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6.4.1.4 Einfluss der periodischen Länge
Um den Einfluss des Lamellenabstands λ auf den Kippwinkel zu untersuchen,
wird dieser wie in [137], systematisch variiert. Der Lamellenabstand λ wird dazu
von 60 Zellen in Schritten von 10 Zellen bis 120 Zellen vergrößert. Der Tempera-
turgradient wird mit der Geschwindigkeit v1 = 0,0028 Zellen pro Zeitschritt in
der Simulation bewegt.
Mit größer werdendem Lamellenabstand steigt der Kippwinkel auf bis zu νt =
7,29○ bei λ = 90 Zellen an. Nach Erreichen dieses Maximums bei λpeak nimmt
der Kippwinkel wieder ab. Der Kippwinkel über dem Lamellenabstand ist in
Abbildung 6.8 als grüne Linie dargestellt.
Die Simulationsergebnisse für die Wachstumsgeschwindigkeit v1 = 0,0028 sind
für ausgewählte Lamellenabstände in den (a)-(f) dargestellt. Abhängig vom
Lamellenabstand können zwei Fälle unterschieden werden: Für λ ≤ λpeak wird
ein stabiles Lamellenwachstum mit konstantem Kippwinkel beobachtet. Für
λ > λpeak beginnen die Lamellen in ihrer Breite mit einer jeweils konstanten
Amplitude zu oszillieren, die mit zunehmendem Abstand zu λpeak größer wird.
DasOszillieren der Phasen führt dazu, dass sich lokal kein konstanter Kippwinkel
einstellen kann, was zu einem Rückgang der Gesamtverkippung führt.
6.4.1.5 Einfluss der Erstarrungsgeschwindigkeit
Zur Untersuchung des Einflusses der Erstarrungsgeschwindigkeit v auf den
Kippwinkel wird neben dem Lamellenabstand zudem der Temperaturgradient
mit drei Geschwindigkeiten, wie in [137], in den Simulationen bewegt. Die drei
Geschwindigkeiten sind v1 = 0,0028, v2 = 0,0022 und v3 = 0,0015 Zellen pro Zeit-
schritt. Hierbei sind ähnliche Verläufe wie für v1 aus Abschnitt 6.4.1.4 zu sehen,
jedoch mit zunehmender Geschwindigkeit in positiver λ-Richtung verschoben.
Das Maximum der Verkippung von v1 mit 7,11○ ist ähnlich dem von v2 mit 7,29○.
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(a) λ = 60 55.35 ○○
(b) λ = 80
6.72 ○○
(c) λ = 85
77.02 ○
(d) λ = 90
77.11 ○
(e) λ = 95
6.68 ○
(f) λ = 100
6.27 ○
Abbildung 6.8: Verkippungswinkel in Abhängigkeit des Lamellenabstands λ und der Erstarrungs-
geschwindigkeit v, basieren auf [137]. Die (a)-(f ) zeigen die Lamellenstruktur und ihre Verkippung
für unterschiedliche Lamellenabstände für die Erstarrungsgeschwindigkeit v1 .
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Abnahme des Lamellenabstands mit steigender Erstarrungsgeschwindigkeit ent-
spricht der Erwartung aus der Jackson-Hunt-Theorie. Der Lamellenabstand am
Arbeitspunkt λJH mit der geringsten Unterkühlung nimmt darin entsprechend
der Gleichung λJH ∝ ⌈︂1⇑v [288] mit steigender Erstarrungsgeschwindigkeit
ab.
6.4.1.6 Richtungswechsel währendWachstums
Zur Untersuchung des Einflusses der Oberflächenenergien auf die Kipprichtung
wird die Oberflächenenergie während des Wachstums für die Geschwindigkeit
v2 mit λ = 95 und λ = 105 Zellen verändert, basierend auf dem Datensatz aus
den Tabellen 6.3 und 6.4. Hierzu werden die beiden Oberflächenenergien der
Festphasen γαβ während der Simulation mehrfach mit γαγ getauscht, um die
Kipprichtung zu ändern. Zudem werden alle Oberflächenenergien auf den glei-
chen Wert von 0,2 gesetzt, um ein nicht gekipptes Wachstum zu erzielen. Um
den direkten Einfluss der Oberflächenenergien auf die Verkippung sowie deren
Richtung zu zeigen, wird die Kipprichtung ausgehend von einem nicht gekippten
Wachstum ∥ nach rechts⇒, dann gerade ∥, nach links⇐, nach rechts⇒, nach
links⇐ und zurück auf ein nicht gekipptes Wachstum ∥ geändert. Zwischen
jedem Richtungswechsel werden zwei Millionen Zeitschritte gerechnet, um ein
stabilesWachstum zu erreichen. In den Abbildungen 6.9 und 6.10 sind Ausschnit-
te der verschiedenen Kipprichtungen sowie deren Übergänge zu sehen. Für alle
Richtungswechsel ist eine schnelle Anpassung der Wachstumsrichtung zu sehen.
Zudem verschwindet die Verkippung nach der Änderung aller Oberflächenener-
gien auf den gleichenWert, was zeigt, dass das Oberflächenenergieverhältnis der
treibende Mechanismus hinter der Verkippung und ihrer Richtung ist. Abhängig
von λ ist wie bereits zuvor ein Oszillieren zu beobachten, das gleichermaßen in
beide Kipprichtungen ausgeprägt ist.
Für die Wachstumsgeschwindigkeit v3 wird hingegen kein lokales Maximum
für die betrachteten Lamellenabstände gefunden. Der Lamellenabstand amMa-
ximum bei v1 ist mit etwa 90 Zellen kleiner als bei v2 mit etwa 110 Zellen. Die
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(a) ∥ (b) ∥ zu⇒ (c)⇒ (d)⇒ zu∥ (e) ∥ (f) ∥ zu⇐ (g)⇐
(h)⇐ zu⇒ (i)⇒ (j) ⇒ zu⇐ (k)⇐ (l) ⇐ zu∥ (m) ∥
Abbildung 6.9: Änderung der Kipprichtung durch Variation der Fest-fest-Oberflächenenergie
γαβ und γαγ für eine Gebietsgröße von 95 Zellen.
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(a) ∥ (b) ∥ zu⇒ (c)⇒ (d)⇒ zu∥ (e) ∥ (f) ∥ zu⇐ (g)⇐
(h)⇐ zu⇒ (i)⇒ (j) ⇒ zu⇐ (k)⇐ (l) ⇐ zu∥ (m) ∥
Abbildung 6.10: Änderung der Kipprichtung durch Variation der Fest-fest-Oberflächenenergie
γαβ und γαγ für eine Gebietsgröße von 105 Zellen.
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6.4.1.7 Einfluss der Diffusion und des bewegten Temperaturgradienten
für unterschiedliche Oberflächenenergieverhältnisse
Zur Untersuchung des Einflusses der Diffusion und des Oberflächenenergiever-
hältnisses werden verschiedene Werte untersucht. Hierzu wird auf den Parame-
tern aus der vorhergehenden Studie mit der Geschwindigkeit v2 aufgebaut. Für
die Oberflächenenergieverhältnisse werden die Werte für rγ = 1,5 und rγ = 2,5
verwendet, und für die Diffusion die Werte D = 3, D = 4 und D = 5. Die Kipp-
winkel sind in Abbildung 6.11 für unterschiedliche Werte von λ aufgetragen.
Für rγ = 2,5 ist für alle drei Diffusionswerte ein ähnlicher Verlauf wie bei der
Variation der Geschwindigkeit zu sehen, jedoch mit einem geringeren Kippwin-
kel aufgrund des Oberflächenenergieverhältnisses. Hierbei ist für rγ = 2,5 mit
steigendem Diffusionswert eine Verschiebung des Hochpunkts nach rechts zu
beobachten. DesWeiteren nimmt die Größe desWinkels amHochpunkt ab. Dies
kann darauf zurückgeführt werden, dass sich die Konzentrationen durch einen
höheren Diffusionswert schneller anpassen. Dies hat auch zur Folge, dass breite
Fasern länger stabil sind, bevor sie anfangen zu oszillieren, was die Verschiebung
des Peaks nach rechts erklärt. Für rγ = 1,5 stellt sich abhängig vomDiffusionswert
ein konstanter bzw. ein mit λ leicht ansteigender Kippwinkel ein. Jedoch ist für
dieses Oberflächenenergieverhältnis kein Hochpunkt zu beobachten.
Zudem wird mit dem Diffusionswert D = 3 und der Geschwindigkeit v2 für die
beiden Oberflächenenergieverhältnisse der Einfluss auf die Steigung des Tempe-
raturgradienten untersucht. Hierzu werden drei SteigungenG = 0,5 · 10−4, 1 · 10−4
und 2 · 10−4 verwendet. In Abbildung 6.12 ist der Kippwinkel für die unterschied-
lichen Winkel über λ aufgetragen. Für alle Steigungen ist ein ähnlicher Verlauf
des Kippwinkels zu sehen. Im Fall von rγ = 2,5 verschiebt sich der Hochpunkt
leicht nach rechts oben. Durch den steileren Gradienten werden die Fasern stabi-
lisiert, da der Temperaturbereich, in dem sich die Fasern an der Erstarrungsfront
bewegen können, verringert wird. Dies wiederum führt zu einer Reduzierung
der Oszillation und damit zu einer Verschiebung der Kippwinkel hin zu einem
größeren λ senkrecht zur Richtung des Temperaturgradienten sowie zu einer
leichten Erhöhung des Winkels. Für rγ = 1,5 liegen die Verläufe eng zusammen
und bilden wie zuvor eine leicht ansteigende Gerade.
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D = 3; rγ = 2,5 D = 3; rγ = 1,5
D = 4; rγ = 2,5 D = 4; rγ = 1,5
D = 5; rγ = 2,5 D = 5; rγ = 1,5
Abbildung 6.11: Einfluss des Diffusionswertes auf den Kippwinkel für zwei unterschiedliche
Oberflächenenergieverhältnisse.
6.4.1.8 Diskussion des gekipptenWachstums
In allen Simulationen wird eine stabile Verkippung sowie Form der Erstarrungs-
front für λ ≤ λpeak beobachtet. Die Oberflächenkonturen der Phasengrenzen für
verschiedene Zeitschritte sind für v1 und λ = 85 gespiegelt entlang der Wachs-
tumsrichtung in Abbildung 6.13 dargestellt. Die Simulation entspricht dem Fall
c) in Abbildung 6.8 mit 7,02○. Dabei sind die drei Festphasen in dem periodi-
schen Gebiet in einer α-β-γ-Folge angeordnet. Die Oberflächenenergien zwi-
schen den Phasen sind außer den beiden Grenzflächen α-ℓ (fest-flüssig) und
α-β (fest-fest) gleich gewählt. Die Oberflächenenergie γαℓ ist niedriger und die
Oberflächenenergie γαβ ist größer als die anderen Oberflächenenergien. Dies
führt, wie in Abbildung 6.13 dargestellt, zu der Anordnung der TJ-Knotenpunkte
der Grenzflächen in Wachstumsrichtung von TJzαβℓ < TJzαγℓ < TJzβγℓ und zu
einer Verkippung in positiver x-Richtung, wie auch in [137] beschrieben. Mit
einer gedrehten Phasenanordnung von γ-β-α kippen die Lamellen in negativer
x-Richtung, wie in Abschnitt 6.4.1.6 gezeigt.
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rγ = 2,5; G = 0,5 ⋅ 10−4 rγ = 2,5; G = 1 ⋅ 10−4
rγ = 2,5; G = 2 ⋅ 10−4 rγ = 1,5; G = 0,5 ⋅ 10−4
rγ = 1,5; G = 1 ⋅ 10−4 rγ = 1,5; G = 2 ⋅ 10−4
Abbildung 6.12: Einfluss der Steigung des Temperaturgradienten auf den Kippwinkel für zwei
unterschiedliche Oberflächenenergieverhältnisse.
Auf Basis der Ergebnisse zur Variation des Oberflächenenergieverhältnisses in
Abbildung 6.7 sowie der Studie zu den Richtungswechseln kann geschlussfolgert
werden, dass die Verkippung durch die Oberflächenenergien getrieben ist. Ein
zusätzlicher konzentrationsgetriebener Mechanismus der Verkippung wie in
[277] kann die hier beobachtete Verkippung zwar unterstützen, die Stärke der
Verkippung und deren Richtung werden jedoch primär von dem Oberflächen-
energieverhältnis kontrolliert.
Die Theorie eines zusätzlichen konzentrationsgetriebenen Verkippungsmecha-
nismus wird durch die Erhöhung des Kippwinkels für größer werdende Lamel-
lenabstände λ sowie den Einfluss der Diffusion unterstützt. Für die Variation der
Erstarrungsgeschwindigkeiten, die ebenfalls die Konzentrationen an der Erstar-
rungsfront beeinflussen, ist aus den durchgeführten Studien keine eindeutige
Aussage über denmaximalen Kippwinkel λpeak möglich. Für ein festes λ ≤ λpeak
führt eine Erhöhung der Erstarrungsgeschwindigkeit zu einer Zunahme des Kipp-








Abbildung 6.13:Oberflächenkontur der Phasengrenzen unter stabilem gekipptemWachstum
für verschiedene Zeitschritte [137]. Das Profil wurde zur besseren Visualisierung entlang der
Wachstumsrichtung gespiegelt. Die Simulation wurde mit der Geschwindigkeit v1 und dem
Lamellenabstand λ = 85durchgeführt. Die KnotenpunkteTJ, andenen sichdrei Phasenberühren,
sind mit schwarzen Kreisen eingezeichnet.
winkels, da hierdurch ebenfalls die Konzentrationen an der Erstarrungsfront
beeinflusst werden. Daher ist die Verkippung entweder konzentrationsgetrieben,
oberflächenenergiegetrieben oder eine Kombination aus beidem.
Neben den Oberflächenenergien verändert der Lamellenabstand das Profil der
Erstarrungsfront und damit die Gleichgewichtsbedingungen an den TJ-Knoten-
punkten. Eine Vergrößerung von λ ≤ λpeak erlaubt es den TJ-Knotenpunkten,
sich weiter in z-Richtung zu entfernen, was eine höhere Verkippung ermög-
licht. Dies unterstützt die Theorie, dass die Oberflächenenergien die Verkippung
kontrollieren und die anderen Parameter diese unterstützen.
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Basierend auf den Ergebnissen kann ein konzentrationsgetriebener Verkippungs-
mechanismus in ternären eutektischen Systemen nicht ausgeschlossen werden,
jedoch sind für eine genaue Quantifizierung weitere Simulationsstudien not-
wendig. Ein analytischer Ansatz zur Beschreibung von gekipptemWachstum
könnte mit Hilfe der TJ-Knotenpunkte, der Gibbs-Thomson-Gleichung und des
Youngschen Gesetzes möglich sein. Erste Ansätze mit verschiedenen Annahmen
führten jedoch zu uneindeutigen Lösungen.
Weiterhin kann ausgeschlossen werden, dass das gekippte Wachstum aufgrund
eines Programmfehlers entstanden ist, da sich der Effekt in den zwei unabhängig
voneinander entwickelten Softwarepaketen Pace3D sowiewaLBerla findet und
sich die Kipprichtung steuern lässt.
6.4.1.9 Zwischenschlussfolgerungen
In diesen Studien konnte analog zu [137] ein neuer Mechanismus auf Basis von
isotropen Oberflächenenergien für gekipptes Wachstum gezeigt werden, im Ge-
gensatz zu dem durch Anisotropie getriebenen gekippten Wachstum in [235,
260, 263, 266, 267, 273, 378] und dem konzentrationsgetriebenen gekippten
Wachstum aus [277]. Basierend auf einer systematischen Änderung der Ober-
flächenenergieverhältnisse, der Phasenanteile, der Erstarrungsgeschwindigkeit,
des Temperaturgradienten, der Diffusionswerte und des Lamellenabstands für
λ ≤ λpeak wurde der Einfluss dieser Größen auf den Kippwinkel für eine α-β-γ-
Anordnung in 2D-Simulationen untersucht und systematisch erhöht. Durch die
systematische Veränderung dieser Parameter konnten Kippwinkel von bis zu
7,29○ erreicht werden.
Aus den Studien leiten sich acht Schlussfolgerungen für gekipptes Wachstum
ab:
(i) Gekipptes Wachstum kann für isotrope, aber unterschiedliche Oberflä-
chenenergien beobachtet werden. Hierzu müssen aber spezielle Oberflä-
chenenergieverhältnisse zwischen ausgewählten Fest-fest- und Fest-flüs-
sig-Grenzflächen herrschen.
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(ii) Eine Vergrößerung des Oberflächenenergieverhältnisses führt zu einem
größeren Kippwinkel.
(iii) Damit eine Verkippung stattfindet, muss zuerst eine Barriere im Oberflä-
chenenergieverhältnis überschritten werden.
(iv) Eine Veränderung der Gibbs-Energien und der daraus folgenden anderen
Phasenanteile führt zu einer Vergrößerung des Kippwinkels.
(v) Ein größerer Kippwinkel kann durch einen größeren Lamellenabstand
erreicht werden, bis ein lokales Maximum bei λpeak erreicht ist. Durch
eine weitere Vergrößerung von λ beginnen die Phasen zu oszillieren, was
mit einer Abnahme des Kippwinkels einhergeht.
(vi) Für ein festes λ ≤ λpeak führt eine Erhöhung der Erstarrungsgeschwindig-
keit zu einem Anstieg des Kippwinkels. Jedoch ist für die durchgeführten
Studien kein direkter Einfluss der Geschwindigkeit auf den maximalen
Kippwinkel λpeak zu beobachten.
(vii) Höhere Diffusionswerte verringern den Kippwinkel und verschieben das
Maximum in Richtung des größeren λ.
(viii) Größere Steigungen des Temperaturgradienten stabilisieren die Fasern
und verschieben das Maximum des Kippwinkels in Richtung des größeren
λ. Zudem steigt der Kippwinkel leicht an.
6.4.2 Spiralförmiges Wachstum
Im Folgenden Abschnitt wird basierend auf den Ergebnissen aus dem vorherigen
Abschnitt 6.4.1 das Spiralwachstum bei der ternären eutektischen gerichteten
Erstarrung von Al-Ag-Cu, wie es von Genau und Ratke in [227] vermutet wird,
untersucht [137].
Spiralen finden sich in der Natur auf verschiedene Längenskalen, von DNA-
Strängen mit einem Durchmesser von wenigen µm bis hin zu Spiralgalaxien mit
einemDurchmesser vonmehreren Lichtjahren (1 l j ≈ 9,4607 · 1015 m). Mathema-
tisch können zwei Klassen von Spiralen unterschiedenwerden: zweidimensionale
und dreidimensionale Spiralen, wie in Abbildung 6.14 für jeweils zwei exemplari-
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(a) Zweidimensionale Spiralen. In Rot eine ar-
chimedische und in Blau eine logarithmische
Spirale.
(b)Dreidimensionale Spiralen. In Rot eine
Schraube und in Blau eine konische Spirale.
Abbildung 6.14: Verschiedene zweidimensionale und dreidimensionale Spiralen.
sche Typen dargestellt. Bei zweidimensionalen Spiralen wie der archimedischen
Spirale (Abbildung 6.14(a) rote Spirale) oder der logarithmischen Spirale (Ab-
bildung 6.14(a) blaue Spirale) verändert sich der Abstand zumMittelpunkt in
einer Ebene monoton. Solche Spiralen finden sich in der Natur z.B. in Spiralgala-
xien. Dreidimensionale Spiralen verändern zusätzlich ihr Rotationszentrum. Bei
einer Änderung des Rotationsradius entstehen dabei konische Spiralen (Abbil-
dung 6.14(b), blaue Spirale) und bei einem konstanten Rotationsradius entstehen
Schrauben bzw. Helizes (Abbildung 6.14(b), rote Spirale), wie sie von der DNA
bekannt sind.
Bei der Erstarrung von Legierungen wird wie in [137] beschrieben die Bildung
von unterschiedliche Arten von Spiralen beobachtet. Über das Rotieren von
Phasen bei der gerichteten Erstarrung von binären eutektischen Legierungen
wurde erstmals von Double et al. [379] im Jahr 1968 berichtet. Rotierende La-
mellen, die sich helixförmig um eine Achse parallel zur Wachstumsrichtung
formen und sich mit bis zu 30○ pro cm drehen, werden in den gerichtet erstarr-
ten binären Systemen LiF-NaF, Al-Al2Cu, Al-Ag2Al, Al-Zn und LiF-NaF gefunden.
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Spiralwachstum von Lamellen bei der gerichteten eutektischen Erstarrung von
Pb-Sn-Legierungen wird in [380, 381] untersucht. Mourer und Verhoeven [381]
finden eine starke Zunahme der Rotationsrate mit der Erstarrungsgeschwin-
digkeit. In [382] zeigen Attallah und Gruzleski ein Modell zur Untersuchung
des Spiralwachstums von eutektischen Lamellen. Damit zeigen sie, dass dieser
Typ von Spiralwachstum auf eine bestimmte Beziehung der kristallographischen
Orientierungen von zwei gemeinsam wachsenden Phasen zurückgeführt werden
kann, welche zu einer Abweichung von der bevorzugten kristallographischen
Wachstumsrichtung führt, was zu einem Wachstum parallel zur Fest-flüssig-
Grenzfläche führt. Auf Basis des Modells berechnen sie die Rotationsrate für ver-
schiedene binäre eutektische Systeme und zeigen damit, dass nur in bestimmten
Systemen wie Pb-Sn, Al-Al2Cu, Al-Ag2Al, in denen auch experimentell Spiral-
wachstum beobachtet wird, die Rotationsrate größer Null ist.
Akamatsu et al. [338] zeigen 2010 in Echtzeit Beobachtungen bei Dünnschichtex-
perimenten das Wachstum von zweiphasigen dendritischen Spiralen bei der ge-
richteten Erstarrung der transparenten pseudo-ternären Legierung Succinonitril-
(d)Campher (SCN-DC-NA). Bei der Erstarrung von zwei Phasen mit schwacher
Anisotropie entlang der univarianten Linie von SCN-DC formt sich dabei an
der Dendritenspitze ein Doppelhelixmuster aus. Dreidimensionale Phasenfeld-
simulationen zum Spiralwachstum von [338] werden von Pusztai et al. [339]
und Rátkai et al. [340] durchgeführt. Neben der optischen Übereinstimmung
zwischen den Simulationen und Experimenten wird auch der Radius an der Den-
dritenspitze in Abhängigkeit von der Oberflächenenergie und der kinetischen
Anisotropie verglichen. Der Einfluss der Anisotropie in der Oberflächenenergie
auf die Ausbildung von zweiphasigen Spiraldendriten wird von Ratkai et al. in
[340] begutachtet. In ihrer Arbeit schlussfolgern sie, dass Spiraldendriten oh-
ne Anisotropie unwahrscheinlich sind, im Gegensatz zu den Erwartungen von
Akamatsu et al. [338, 383].
In dieser Arbeit liegt der Fokus auf dem Spiralwachstum von Helizes während
der ternären eutektischen gerichteten Erstarrung, basierend auf den Ergebnissen
aus [137]. Hierbei vermuten Genau und Ratke in [227] auf Basis von experimen-
tellen Bildern von Al-Ag-Cu, dass die erstarrenden Phasen eine Helix um ein
gemeinsames Rotationszentrum formen. In dem hervorgehobenen Bereich in
Abbildung 6.15(a), entlang der Erstarrungsrichtung, wird Spiralwachstum von
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zwei intermetallischen Phasen (weiß/blau und grau/grün) in einer Helix vermu-
tet. Anhand eines Schliffbilds, ähnlich dem aus Abbildung 6.15(a), berichten
Genau und Ratke in [227] von der Möglichkeit, dass sich für das System Al-Ag-
Cu stabförmige eutektische Phasen in einer Matrix als Helix anordnen. Von
einzelnen 2D-Bildern ist keine sichere Aussage über Spiralwachstum möglich.
Eine dreidimensionale Analyse derMikrostruktur ist experimentell nurmit einer
aufwendigen Abtragungstechnik oder durch Messungen mit Synchrotrontomo-
grafie in einem Teilchenbeschleuniger möglich. Daher werden dreidimensionale
Phasenfeldsimulation durchgeführt, um das Phänomen des Spiralwachstums bei






















(a)Mikrograph entlang der Wachstumsrichtung. Darin ist ein Bereich mit einem sich in Blau und
Grün wiederholenden Muster hervorgehoben, das für Sprialen gehalten wird. Die Abbildung stammt
von A. Genau [384] und wurde aus [137] angepasst.
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(b)Mikrograph parallel zur Erstarrungsfront mit Kettenmuster. Die Abbildung von A. Genau [384]
wurde aus [137] entnommen.
Abbildung 6.15:Mikrographen der gerichtet erstarrten, ternären eutektischen Legierungen Al-
Ag-Cu. Beide Bilder stammen aus derselben Probe und wurden senkrecht zueinander aufgenom-
men. Die vermutete Spirale besteht aus einer -Phase (Weiß/Grün) und einer -Phase
(Grau/Blau), eingebettet in einer -Matrix. Die Bilder wurden von A. Genau aufgenommen.
6.4.2.1 Simulation des Spiralwachstums
Zur Untersuchung des Spiralwachstums in Al-Ag-Cu werden großskalige dreidi-
mensionale Phasenfeldsimulationen durchgeführt, um das räumlich komplexe
Muster, aufbauend auf [137], zu beobachten. Es wird angenommen, dass der
Mechanismus aus Abschnitt 6.4.1, der zur Verkippung der Lamellen in 2D führt,
zu Spiralen in 3D führt.
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Für die Untersuchung des Spiralwachstums werden die Parameter aus den Tabel-
len 6.2 bis 6.4 mit rγ = 3, v1, G = 1 · 10−4 und D = 3 verwendet. Diese Parameter
führten im vorherigen Abschnitt 6.4.1 zu hohen Kippwinkeln. Durch die kleinen
Strukturen, kleinen λ’s, und den hohen Kippwinkel soll die Wahrscheinlichkeit
für Spiralwachstum erhöht werden.
Für die Phasenfeldsimulation werden großskalige dreidimensionale Gebiete
genutzt, da vermutet wird, dass das Spiralwachstum von der lokalen Phasenan-
ordnung und derNachbarschaft abhängt. Simulationen in kleineren 3D-Gebieten
mit einer zufälligen wie auch einer definierten Phasenanordnung als Startbe-
dingung haben keine Anzeichen für Spiralen geliefert [137]. Zudem haben die
periodischen Ränder in kleinen Gebieten einen starken Einfluss auf die Mus-
terbildung, wie in [3, 4] gezeigt. Für die erste Phasenfeldsimulation wird ein
Gebiet mit einer Grundfläche von 960 × 960 Zellen parallel zur Erstarrungs-
front verwendet, um die Wahrscheinlichkeit von Spiralwachstum zu erhöhen.
Die Simulation wurde bis zu einer Erstarrungshöhe von 2000 Zellen mit 8 192
Rechenkernen auf dem SuperMUC [181, 385] des LRZ berechnet. Für die Keime
in der Schmelze wird wie in Abschnitt 6.2 eine Voronoi-Verteilung mit Keimen
kleiner als λJH verwendet.
Entsprechend der experimentellen Mikrostrukturen in Abbildung 6.15 und [8]
bilden sich in der Simulation verschiedene Strukturen sowie sich mehrfach
verzweigende Kettenmuster parallel zur Erstarrungsfront aus. Im Querschnitt
entlang der Erstarrungsrichtung in Abbildung 6.16 sind ähnliche Muster wie in
dem experimentellen Schliffbildern aus Abbildung 6.15 zu sehen. Eine der Faser-
anordnungen besteht aus zwei Fasern der Phase γ (blau), die um eine β-Phase
(grün) rotieren und in der Matrixphase α (rot) eingebettet sind. Abbildung 6.17
zeigt zwei Helixpaare in 3D mit jeweils einer Umdrehung. Für eine bessere
Übersicht sind die rotierenden γ-Fasern mit unterschiedlichen Blautönen her-
ausgestellt und die anderen Phasen transparent gewählt. Die hier gefundenen
Spiralen weichen von der vorher vermuteten Annahme ab, in der zwei unter-
schiedliche Fasern der Phasen β und γ, verflochten in einer Matrix, die Spirale
bilden. Stattdessen rotieren in der Matrix zwei γ-Fasern um eine β-Faser. Bei ei-
ner der zwei Spiralen ist zudem zu erkennen, dass sich diese nach dem Aufteilen
einer Faser bildet, wie in der Freistellung in Abbildung 6.17(c) dargestellt.







































































Abbildung 6.16:Querschnitt entlang der Erstarrungsrichtung. In Dunkelblau sind die γ-Fasern
hervorgehobenen, welche um eine grüne β-Faser rotieren. Zur besseren Darstellung wurde die
y-Achse mit dem Faktor zwei skaliert.
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(a) 3D-Ansicht von vorne. Die Abbildung basiert
auf [137].
(b) 3D-Ansicht von hinten.
(c) Spirale freigestellt
Abbildung 6.17: Zwei Spiralstrukturen von verschiedenen Ansichten in einem 960 × 960 × 2 000
Zellen großen Gebiet. Zwei blaue γ-Fasern rotieren hierbei jeweils um eine grüne β-Faser, die hier
ausgeblendet sind. Zur besserenDarstellung sind die verschiedenen Fasern leicht unterschiedlich
blau eingefärbt. Hierbei ist zu erkennen, dass sich nach dem Aufteilen einer Faser eine Spirale
bildet, wie in c) freigestellt.
Neben den hervorgehobenen Helizes in Abbildung 6.17 können weitere Anfänge
von Spiralen in der Simulation beobachtet werden. Eine Auswahl an freigestell-
ten Fasern mit verschiedenen Spiralansätzen auf unterschiedlichen Höhen ist
in Abbildung 6.18 dargestellt. In den meisten Fällen ist jedoch keine kontinuier-
liche Rotation zu beobachten, da die Fasern mit andern Fasern und Lamellen
interagieren. Hierbei werden die Fasern verdrängt oder wachsen mit anderen
Fasern zusammen. Auch die Spirale in Abbildung 6.17(c) verbindet sich wäh-
rend ihres Wachstums mit anderen Fasern, löst sich jedoch im weiteren Verlauf














Abbildung 6.18: Auswahl an freigestellten Fasern der γ-Phase aus Abbildung 6.17. Diese Abbil-
dungen zeigen unterschiedlich stark rotierende Fasern auf verschiedenen Höhen.
wieder von diesen. Das Rotieren auf unterschiedlichen Höhen deutet darauf
hin, dass Spiralen nicht dauerhaft wachsen müssen und von der Nachbarschaft
abhängen.
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Zur Untersuchung von Spiralen mit mehreren Rotationen der Fasern wurde
eine weitere Simulation durchgeführt. Die Simulation mit einer Grundfläche
von 800 × 800 Zellen und einer neuen Voronoi-Verteilung wurde bis zu einer
Erstarrungshöhe von 8 520 Zellen auf 13 600 Rechenkernen mit dem Hornet
Supercomputer [176, 385] am HLRS berechnet. Das Simulationsergebnis ist in
Abbildung 6.19 dargestellt. Wie zuvor bilden zwei Fasern der blauen γ-Phase in
einer Helix um eine grüne β-Faser eine Spirale, die sich mehrfach dreht und in
der roten α-Matrixphase eingebettet ist. Daneben sind auf unterschiedlichen
Höhen vier Querschnitte parallel zur Wachstumsfront dargestellt. In den Quer-
schnitten sind verschiedene Muster zu erkennen. Neben Kettenstrukturen [8,
229], die sich teilweise verzweigen, sind sogenannte Inselstrukturen, bestehend
aus zwei bis drei Fasern, zu beobachten. Einzelne Fasern in der Matrix sind
hingegen nicht stabil und werden nach einiger Zeit von der Matrixphase über-
wachsen. Die Fasern interagieren wie in der vorherigen Simulation während des
Wachstums miteinander, indem sich Strukturen miteinander verbinden, ablösen
und absterben.
In den Vergrößerungen der Querschnitte sind die Fasern der Helix links im Bild
hervorgehoben. Dadurch lassen sich gegeneinander versetzte α-β-γ-Abfolgen
wie in Abschnitt 6.4.1 beobachten. Diese Abfolgen führen zu einer gegenseitigen
Verkippung und somit zu einer Rotation der Fasern während der Erstarrung, wie
durch die weiß gestrichelten Pfeile dargestellt. Die grüne β-Faser sorgt während
des Wachstums dafür, dass die drei Fasern zusammenbleiben und sich nicht in
zwei β-γ-Strukturen aufteilen.
Für das Auffinden und die Analyse der Spiralen in 3D-Simulationen wird das
in Abschnitt 6.3 vorgestellte Analysewerkzeug verwendet. Hierzu werden die
Schwerpunkte der Fasern in den einzelnen Querschnitten parallel zur Erstar-
rungsfront auf eine Ebene projiziert. Dies erlaubt es, den Verlauf der Spiralen
über die Höhe zu beobachten. In Abbildung 6.19 ist die Mikrostruktur am Ende
der Simulation auf einer Höhe von 8 520 Zellen zusammen mit der Projekti-
on der Schwerpunkte der Spirale aus Abbildung 6.19 dargestellt. Daneben ist
die Projektion der Schwerpunkte der zwei Fasern der β-Phase vergrößert her-
vorgehoben. Zur besseren Unterscheidung sind die Schwerpunkte der beiden
β-Fasern in Blau und Rot eingefärbt. In den Vergrößerungen ist zu erkennen,
dass sich die Fasern mehrfach um ein gemeinsames Rotationszentrum drehen.
156 Kapitel 6 Gerichtete ternäre eutektische Erstarrung
















































































































































Abbildung 6.19: Simulationsergebnis des Spiralwachstums von zwei γ-Fasern (blau), die mehr-
fach in einem 800×800×8 520 Zellen großen Gebiet um eine β-Faser rotieren, analog zu [137]. Die
Matrix α und die Fasern der β-Phase sind transparent. Die γ-Fasern sind ausgeblendet. Auf der
rechten Seite ist die Mikrostruktur auf verschiedenen Höhen und die Fasern der Spirale zusätzlich
vergrößert dargestellt.
Zudem ist im Querschnitt zu sehen, dass die Spirale am Ende der Simulation
mit einer weiteren grünen Faser verbunden ist und Teil einer Kette ist. Dies
führt zu einem stopen der Rotation was an dem geradenWachstum am Ende der
freigestellten Spirale in Abbildung 6.19 zu erkennen ist. Die geraden Teilstücke
in der Projektion entstehen durch das Aufteilen einer Faser während des Wachs-
tums, wodurch ein Sprung zwischen den Schwerpunkten entsteht. Mit Hilfe der
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Abbildung 6.20: Projektion der Schwerpunkte der beiden Spiralfasern (blau und rot) für die
Simulation aus Abbildung 6.19, basierend auf [137]. Zusätzlich ist die Mikrostruktur am Ende der
Simulation bei einer Höhe von 8 520 Zellen ohne die rote Matrixphase dargestellt.
Projektion der Faserschwerpunkte lassen sich die Bewegungen der Fasern und
ihre Ereignisse einfach beobachten, was ein effizientes Auffinden von komplexen
dreidimensionalen Strukturen wie Spiralen erlaubt.
Die Projektion erlaubt zudem eine quantitative Analyse der Spiralen. Die beiden
Fasern drehen sich über eine Höhe von ca. 8 000 Zellen zwischen 630○ und
720○. Für die Messung wurde nur der sich drehende Anteil betrachtet. Dies
entspricht einer Rotationsrate von 0,078○ bis 0,090○ pro Zellen. Mit der An-
nahme eines konstanten Radius kann über die Rotationsrate die Steigung und
damit ein Quasi-Kippwinkel berechnet werden. Der Durchschnittsradius der
beiden Fasern beträgt etwa 37 Zellen. Hiermit ergibt sich für die Spirale ein
Quasi-Kippwinkel von ≈ 3,1○. Dieser ist kleiner als der kleinste Kippwinkel von
5,35○ in 2D, mit den gleichen Parametern. Der kleinere Kippwinkel der Spirale
resultiert aus den gegeneinander wirkenden Faseranordnungen sowie den deut-
lich komplexeren Nachbarschaftsbeziehungen. Die Nachbarschaft sorgt dafür,
dass die gegeneinander wirkenden Faseranordnungen zueinander verschoben
sind und sich damit nicht gegenseitig aufheben.







Abbildung 6.21: Schematische Anordnung der Phasen während des Spiralwachstums in 3Dnach
[137]. In den konkaven Vertiefungen der 𝒮𝒮-förmigen Faser (grün) befindet sich jeweils eine blaue
Faser. Die zwei verschobenen gegenläufigen Phasenanordnungen gleichen der Anordnung
des gekippten Wachstums in 2D, was während des weiteren Wachstums zum Verdrehen der𝒮𝒮-Struktur und somit zu einer Spirale führt.
Wie in der vorherigen Simulation finden sich auch innerhalb dieser Simulation
weitere Spiralenmit Drehungen von bis zu 360○, die auf unterschiedlichenHöhen
beginnen. Das Verbinden und Lösen der Fasern der Spirale mit anderen Fasern
beeinflusst oder blockiert dabei das Weiterrotieren. Daher ist die Anordnung
der Phasen sowie ihre Nachbarschaft für ein stabiles Spiralwachstum wichtig.
Dies ist in Übereinstimmung mit den experimentellen Schliffbildern, wie in
Abbildung 6.15(a) zu sehen, in denen Spiralen nur in bestimmten Regionen
parallel zur Wachstumsrichtung beobachtet werden.
6.4.2.2 Diskussion des Spiralwachstums
Wie vermutet führt das in 2D untersuchte gekippteWachstum aus Abschnitt 6.4.1
bei einer speziellen räumlichen Anordnung der Faser sowie deren Nachbarschaft
zu Spiralen in 3D. Die räumliche Anordnung der Faser ist schematisch in Ab-
bildung 6.21 skizziert. Für eine Spirale sind eine β-Faser und zwei γ-Fasern
notwendig.
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Die grüne β-Faser formt dabei innerhalb der roten Matrix eine 𝒮𝒮-förmige Struk-
tur, wie auch in [137] beschrieben. In den konkavenVertiefungen der𝒮𝒮-förmigen
Faser befindet sich jeweils eine blaue Faser der Phase γ. Die γ-Fasern sind dabei
rotationssymmetrisch zueinander versetzt angeordnet. Hierdurch entstehen zwei
gegenläufig versetzte Paare einer α-β-γ-Anordnung, wie in der Mitte von Abbil-
dung 6.21 dargestellt. Wie in 2D verursacht diese Phasenanordnung aufgrund
des Oberflächenenergieverhältnisses eine Verkippung der Fasern während des
Wachstums. Durch die gegenläufige Anordnung der Verkippungen kommt es
jedoch aufgrund der 𝒮𝒮-förmigen β-Faser zu einer Rotation der Struktur, anstatt
zu einer reinen Bewegung in Kipprichtung. Während des Wachstums passiert
es mehrfach, dass die beiden Phasenanordnungen gegeneinander wirken und
somit die Weiterrotation gestoppt ist, wie in der Simulation Abbildung 6.19 in c)
und d) zu sehen. Dieser mögliche Gleichgewichtszustand wird durch die Fasern
in der Nachbarschaft gestört, wodurch weitere Drehungen möglich sind. Zudem
sind die Phasenanteile und der Vernetzungsgrad der Strukturen entscheidend,
damit sich eine Dreifaseranordnung in der Matrix frei bilden kann und sich
nicht zu häufig mit anderen Strukturen verbindet.
6.4.2.3 Zwischenschlussfolgerungen
In dieser Studie wurde die experimentelle Vermutung von Spiralen bei der gerich-
teten Erstarrung des ternären eutektischen Systems Al-Ag-Cu von Genau und
Ratke [227] bestätigt. Für die Überprüfung der Vermutung wurden wie in [137]
großskalige dreidimensionale Phasenfeldsimulation auf Basis der Parameter des
gekipptenWachstums aus Abschnitt 6.4.1 durchgeführt, welche nur auf Hochleis-
tungsrechnern berechnet werden konnten. Basierend auf Parametern mit hohem
Kippwinkel aus Abschnitt 6.4.1 wurde Spiralwachstummit mehreren Rotationen
beobachtet. Großskalige Gebiete waren notwendig, um den Einfluss der Randbe-
dingungen zu reduzieren. Zudem wurde mit Hilfe der Schwerpunktprojektion
eine Methode zum Eruieren und Auswerten der Spiralen vorgestellt.
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Zusammenfassend kann aus den beschriebenen großskaligen, dreidimensionalen
Phasenfeldsimulation geschlussfolgert werden, das
(i) Spiralwachstum mit mehreren Rotationen während der gerichteten ter-
nären eutektischen Erstarrung mit Rotationsraten von bis zu 0,090○ pro
Zellen auftreten kann.
(ii) gekipptes Wachstum tritt wie in 2D auch in 3D für eine definierte α-
β-γ-Phasenanordnung mit unterschiedlichen Oberflächenenergien der
Fest-fest- und Fest-flüssig-Grenzfläche auf.
(iii) für Spiralwachstumeine spezielleAnordnung der Fasern in einer𝒮𝒮-förmigen
Struktur mit zwei zueinander versetzten und gekippten α-β-γ-Phasenan-
ordnungen notwendig ist. Hierzu müssen zwei Fasern der gleichen Phase
und eine andere dritte Phase in einer 𝒮𝒮-förmigen Struktur angeordnet
sein, eingebettet in einer Matrix.
(iv) die Drehrichtung der Spirale wird von Anordnung der Fasern an der𝒮𝒮-förmige Struktur bestimmt.
(v) das Zusammenspiel der drei Fasern der Spirale und der Nachbarschaft für
das stabile Wachstum eine wichtige Rolle spielt.
(vi) Spiralen auf unterschiedlichen Höhen entstehen und enden können.
(vii) aufgrund der komplexeren dreidimensionalen Struktur der (Quasi)-Kipp-
winkel der Spiralen kleiner ist als bei den zweidimensionalen Untersu-
chungen.
6.4.3 Musterbildung in Al-Ag-Cu
Das ternäre SystemAluminium-Silber-Kupfer (Al-Ag-Cu) ist aufgrund seiner ver-
schiedenen Eigenschaften von besonderem wissenschaftlichem Interesse [210].
So besitzt das System einen ternären eutektischen Punkt mit ähnlichen Pha-
senanteilen in den Festphasen und einem relativ niedrigen Schmelzpunkt von
773,59 K.
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Eine thermodynamische Beschreibung des Systems Al-Ag-Cumit der Calphad-
Methode stammt von Witusiewicz et al. [386, 387]. Die Liquidusprojektion auf
Basis dieser thermodynamischen Daten mit dem ternären eutektischen Punkt
Ecal (roter Punkt bzw. Pfeil) ist in Abbildung 6.22 für zwei Perspektiven darge-
stellt. Das Phasendiagramm in Abbildung 6.23 entspricht dem blau gestrichelten
Schnitt in Abbildung 6.22. Hierbei ändert sich die Löslichkeit von in um
über 50%, von 16,9% zu 8%, in einem Bereich von 20 K direkt unterhalb der
ternären eutektischen Temperatur [227]. Dies ist an der rot gekennzeichneten
Änderung der Phasengrenze, direkt unterhalb des ternären eutektischen Punkts
Ecal , zu erkennen. Die Änderung der Festphasengrenze führt dabei besonders
bei der -Phase zu unterschiedlichen Phasenanteilen bei Raumtemperatur [227,
229, 230, 282], im Vergleich zu den thermodynamisch bestimmten Anteilen.
Besonders bei Experimenten mit langsamer Erstarrungsgeschwindigkeit, die
für das gemeinsame Wachstum der Festphasen mit einer planaren Grenzflä-
che benötigt wird, resultiert diese Löslichkeitsänderung in einer signifikanten
Festphasenevolution in der Mikrostruktur. Messungen der Phasenanteile bei
Abschreckexperimenten in der Nähe der Erstarrungsfront weisen jedoch die
thermodynamisch vorhergesagten Phasenanteile auf [281, 295].
Erste Zusammenfassungen zu den entstehenden Phasen in Al-Ag-Cu stammen
von Chang et al. [388] aus dem Jahr 1977 sowie neuere Ergebnisse der letzten Jahr-
zehnte in [389–391]. Rosalie und Bourgeois [392] nutzen das System Al-Ag-Cu
zur Untersuchung der Ausscheidungshärtung. Experimentelle Untersuchungen
zur Musterbildung in Al-Ag-Cu stammen von Cooksey und Hellawell aus dem
Jahr 1967 [282]. Hierbei wird jedoch eine ummehrere Größenordnungen höhere
Geschwindigkeit verwendet als in den Experimenten in [227–231, 296], sowie
eine nicht eutektische Zusammensetzung der Schmelze. Der Einfluss der Ge-
schwindigkeit und der Zusammensetzung der Schmelze wird systematisch von
McCartney et al. [233, 234] untersucht. Unterschiedliche Muster werden in De
Wilde et al. [294] sowie inDeWilde [393] fürAl-Ag-Cu berichtet. In Abschreckex-
perimentenwird dieMusterbildung bei der ternären eutektischen Erstarrung von
Al-Ag-Cu vonBöyük et al. [281]mit verschiedenen Erstarrungsgeschwindigkeiten
und Temperaturgradienten quer und parallel zur Erstarrungsfront untersucht.
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(b)Vogelperspektive
Abbildung 6.22: Liquidusprojektion des Systems Al-Ag-Cu basierend auf den thermodynami-
schen Daten von Witusiewicz et al. [386, 387] als Draufsicht und in der Vogelperspektive. Der
thermodynamische ternäre eutektische Punkt ist mit Ecal eingezeichnet. Mit Eex p wird der ter-
näre eutektische Punkt beschrieben, der die Phasenanteile bei Raumtemperatur wie in den
Experimenten von [227, 229, 230] wiedergibt.
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Abbildung 6.23: Schnitt durch das ternäre Phasendiagramm von Al-Ag-Cu basierend auf den
thermodynamischen Daten von Witusiewicz et al. [386, 387] von der Al-Ecke durch den ternären
eutektischen Punkt Eex p , entsprechend der blau gestrichelten Linie in Abbildung 6.22. In Rot
ist die Änderung der Phasengrenze aufgrund der Löslichkeitsänderung nach der Erstarrung
hervorgehoben.
der Einfluss von Gravitation wird von Sargin [295] in Querschnitten parallel zur
Erstarrungsfront untersucht. Um den Einfluss von Konvektion durch die unter-
schiedlichen Dichten auf die Musterbildung zu untersuchen, wird das System im
Rahmen des SETA-Projekts [297] auf der Internationalen Raumstation (ISS) mit
niedrigem Gravitationseinfluss gerichtet erstarrt. Eine Charakterisierung der
Muster wird von Genau und Ratke in [228] mit EBSD-Messungen der Orientie-
rungen sowie in [227] mit Hilfe von Nächste-Nachbarn-Statistiken durchgeführt.
Dennstedt und Ratke [229] charakterisierten die Muster mit Hilfe von Form-
faktoren auf Basis des Faserumgangs und der Fläche in den Schliffbildern. Ein
Der Einfluss auf die Musterbildung durch die Löslichkeitsänderung in verschie-
denen Abständen zur Erstarrungsfront, die Erstarrungsgeschwindigkeit sowie
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Polfiguren wird von Dennstedt et al. [230] gezeigt. Eine dreidimensionale Re-
konstruktion der Fasern in Al-Ag-Cumit Synchrotronstrahlung ist in [138, 231]
dargestellt.
Simulationen mit dem Phasenfeldmodell von Nestler et al. [66] werden von
Choudhury et al. [278] für die zweidimensionale Untersuchung der Oszillati-
onsmodi sowie zur Musterbildung in 3D durchgeführt. Diese Arbeit wird in
Choudhury et al. [275] für anisotrope Fest-fest-Oberflächenenergien auf Basis
des Großkanonischen Potentialmodells aus [165] fortgesetzt. Phasenfeldsimula-
tionen zu Al-Ag-Cu werden von Apel et al. [277] für unterschiedliche Phasenan-
ordnungen in 2D untersucht und in [118] ist eine der ersten 3D-Simulationen
zur ternären eutektischen gerichteten Erstarrung von Al-Ag-Cumit einer Ketten-
struktur zu sehen. Die Musterbildung für unterschiedliche Oberflächenenergien
sowie unterschiedliche ternäre eutektische Systeme wird von Choudhury [314]
untersucht.
Der Fokus dieses Abschnitts ist die Simulation der Musterbildung in großska-
ligen Gebieten bei der gerichteten Erstarrung am ternären eutektischen Punkt
von Al-Ag-Cu. Vor allem soll durch die großskaligen Gebiete der Einfluss der
Randbedingungen auf die Musterbildung, wie in [3] gezeigt, reduziert werden.
Hierzu wird sowohl die Musterbildung vor der Löslichkeitsänderung als auch
die Musterbildung danach untersucht.
6.4.3.1 Simulationsparameter
Im Folgenden wird auf die physikalischen und numerischen Parameter zur Simu-
lationen der Mikrostruktur bei der gerichteten ternären eutektischen Erstarrung
von Al-Ag-Cu entsprechend [8] eingegangen. Durch die Löslichkeitsänderung
direkt unter dem ternären eutektischen Punkt (rote Linie in Abbildung 6.23),
werden in dieser Arbeit zwei Datensätze für die Simulationen vorgestellt, um
den Rechenaufwand zu reduzieren. Der eine Datensatz basiert auf den Gibbs-
Energien einer thermodynamischen Calphad-Datenbank und wird für die
Simulation der Mikrostruktur nach Abschreckexperimenten verwendet. Der
andere Datensatz wird so angepasst, dass die Phasenanteile nach der Erstarrung
mit denen aus experimentellen Messungen übereinstimmen, um die Änderung
Vergleich von Phasenfeldsimulationen und experimentellen Schliffbildern mit
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(a)Gibbs-Energien auf Basis des Datensatzes
CAL.
(b)Gibbs-Energien auf Basis des Datensatzes
EXP
Abbildung 6.24:Die Gibbs-Energien der beidenDatensätze CAL und EXP. Die Gibbs-Energien der
Phasen sind für Al in Rot, für in Grün, für in Blau und für die Schmelze in Gelb darge-
stellt. In Grau sind die Gleichgewichtsebenen der chemischen Potentiale bei einer Unterkühlung
der Erstarrungsfront eingezeichnet sowie die Projektion der Gleichgewichtskonzentrationen
auf den Simplex. Die Gibbs-Energie der Schmelze ist zur besseren Übersichtlichkeit nach oben
verschoben.
in der Mikrostruktur nach der Löslichkeitsänderung zu untersuchen. Die im
Folgenden beschriebenen parabolischen Gibbs-Energien für die zwei ternären
eutektischen Punkte sind in Abbildung 6.24 über dem Konzentrationsraum dar-
gestellt. Die Gibbs-Energien für die Phase Al sind in Rot, für die Phase in
Grün, für die Phase in Blau und für die Schmelze in Gelb eingefärbt. Die
Gleichgewichtsebenen der chemischen Potentiale sind in Grau eingezeichnet
sowie die Projektion der Gleichgewichtskonzentrationen auf den Simplex. Die
Simulationen in dieser Studie sind isotherm erstarrt. Die gemeinsamen nume-
rischen und physikalischen Parameter der zwei Datensätze sind in Tabelle 6.6
zusammengefasst. Die Oberflächenenergien werden aus [134, 288, 394, 395]
bestimmt und der kinetische Koeffizient τ wird analog zu [165] über die Dif-
fusionskonstanten und die Gibbs-Energie berechnet. Die Unterschiede in den
beiden Datensätzen werden im Folgenden, basierend auf [8], genauer erläutert.
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Tabelle 6.6: Zusammenfassung der in den Simulationen verwendeten Parameter aus [8].
Wert in der Simulation Physikalischer
Wert
Numerische Parameter
∆x 1,0 3,89 · 10−7m
∆t 0,032 3,2 · 10−7s
τ
⎨⎝⎝⎝⎝⎝⎝⎝⎪
Phase Al Ag2Al Al2Cu Schmelze(ℓ)
Al − 1,68 1,18 1,26
Ag2Al 1,68 − 0,29 0,58
Al2Cu 1,18 0,29 − 1,06








Phase Al Ag2Al Al2Cu Schmelze(ℓ)
Al − 0,6 0,4 0,2
Ag2Al 0,6 − 0,4 0,4
Al2Cu 0,4 0,4 − 0,4









D 5,0 2,4 · 10−8m2⇑s












⌊︀2 11 2}︀ , ⌊︀−1,395−2,709}︀ , 0,9176 basierend auf [386, 387]
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Parameter aus der Calphad-Datenbank
Die Calphad-Datenbank mit den die Gibbs-Energien auf Basis der Daten von
Witusiewicz et al. [386, 387] beschreibt Gleichgewichtskonzentrationen und
Phasenanteile am ternären eutektischen Punkt im System Al-Ag-Cu direkt nach
der Erstarrung. Experimentell existiert dieser thermodynamische Zustand der
Gibbs-Energien nur für eine kurze Zeit direkt nach der Erstarrung und in einem
geringen Abstand hinter der Erstarrungsfront. Der ternäre eutektische Punkt
befindet sich bei einem Stoffmengenanteil von 18 At.-% Ag, 69 At.-% Al und
13 At.-% Cu und bei einer Temperatur von 773,6K. Dieser Punkt ist in der Liqui-
dusprojektion in Abbildung 6.22 als Ecal eingezeichnet. Die gefitteten paraboli-
schen Gibbs-Energien entsprechend (3.23), auf Basis der Calphad-Datenbank
von Witusiewicz et al. [386, 387], sind gemäß [8] in den Tabellen 6.6 und 6.7
beschrieben. Zur Erhöhung der nummerischen Stabilität sowie einer höheren
Zeitschrittweite und damit einer Reduzierung des Rechenaufwands werden die
Steigungen der parabolischen Gibbs-Energien reduziert. Die hieraus resultieren-
den parabolischen Gibbs-Energien sind in Abbildung 6.24(a) dargestellt. Die
Parameter werden im weiteren Verlauf als Setting CAL bezeichnet.
Parameter aus Experimenten
Direkt unter der eutektischen Temperatur ändert sich in einem Bereich von 20
K die Löslichkeit von Ag um mehr als die Hälfte, von 16,9% auf 8%, wie in dem
Schnitt durch das Phasendiagramm in Abbildung 6.23 zu sehen. Diese Änderung
führt zu anderen Phasenanteilen bei Raumtemperatur, verglichen mit denen
direkt nach der Erstarrung am eutektischen Punkt [227, 229, 230]. Zur Modellie-
rung der Phasenanteile bei Raumtemperatur werden analog zu [8] im Setting
EXP die parabolischen Gibbs-Energien aus Tabellen 6.6 und 6.7 so angepasst,
dass die Phasenanteile mit denen aus Experimenten nach der Löslichkeitsän-
derung übereinstimmen. Durch die direkte Nutzung der Gibbs-Energien nach
der Löslichkeitsänderung kann die deutlich langsamere Festphasenumwandlung
in den Simulationen vernachlässigt werden, was den benötigten Rechenauf-
wand um mehrere Größenordnungen reduziert, da die Zeitschrittweite von der
langsamsten Diffusionskonstante abhängt. Über die Phasenanteile nach der Lös-
lichkeitsänderung von Al-Ag-Cu wird von verschiedenen Autoren [227, 229, 230,
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Tabelle 6.7: Zusammenfassung der Parameter, die sich in den Settings CAL und EXP unterschei-
den, entsprechend [8].
Parameter Wert in der Simulation Physikalischer Wert
und Quelle
Parameter die nur in CAL verwendet werden
cℓ 18; 69; 13 ( , , ) 18; 69; 13 at-%
( , , )
Phasenanteile von Al,
Ag2Al, Al2Cu
0,54; 0,3; 0,16 0,54; 0,3; 0,16
Ξℓ , ξℓ , Xℓ ⌊︀2 11 2}︀ , ⌊︀−2,140−3,140}︀,
3,9532 − 2, 6T
basierend auf [386,
387]
Parameter, die nur in EXP verwendet werden
cℓ 23,7; 62,2; 14,1
( , , )
23,7; 62,2; 14,1 at-%
( , , )
Phasenanteile von Al,
Ag2Al, Al2Cu
0,334; 0,309; 0,355 0,334; 0,309; 0,355
Ξℓ , ξℓ , Xℓ ⌊︀2 11 2}︀ , ⌊︀−2,220−2,980}︀,
3,8655 − 2, 6T
basierend auf [227,
229, 230, 282, 373,
386, 387]
282, 373] berichtet. Auf Basis dieser Phasenanteile bei niedriger Temperatur
und den berichteten Konzentrationen in den Festphasen wird ein angepasstes
Phasendiagramm berechnet. Da die Gibbs-Energien der Festphasen nach der
Löslichkeitsänderung nahe an den Rand des Simplex wandern, führt dies zu
numerischen Instabilitäten. Daher werden die Gibbs-Energien der Schmelze
verschoben, was denselben Effekt auf die Phasenanteile hat. Hierdurch entsteht
ein neuer ternärer eutektischer Punkt Eex p mit einer anderen Zusammensetzung.
Für die Berechnung werden die experimentell berichteten Phasenanteile gemit-
telt und daraus die Konzentrationen cℓ für den neuen Punkt Eex p berechnet. Die
parabolischen Gibbs-Energien sind in Abbildung 6.24(b) dargestellt.
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6.4.3.2 Simulationsergebnisse
In diesem Abschnitt wird der Einfluss der zwei Parameterdatensätze auf die Mus-
terbildung bei der ternären eutektischen Erstarrung , aufbauend auf [3, 8, 396],
beschrieben. Hierzu wird eine quantitative Analyse mit einer Nächste-Nachbarn-
Statistik sowie der Hauptachsenanalyse auf Basis von Zweipunktkorrelationen
durchgeführt. Zudem werden die simulierten Mikrostrukturen qualitativ und
quantitativ mit experimentellen Schliffbildern von Dennstedt [7] verglichen.
Die Farben der Phasen in den Querschnitten aus den Simulationen sind entspre-
chend den Schliffbildern aus den Experimenten eingefärbt: Al in Schwarz,
in Grau und in Weiß. Um den Kontrast in den 3D-Bildern zu erhöhen, ist
Al in Rot, in Grün und in Blau dargestellt.
Für eine aussagekräftig Untersuchung der Mikrostruktur wurden alle Simula-
tionen bis zu einem stabilen Zustand simuliert. Dieser ist definiert durch eine
konstante Geschwindigkeit der Erstarrungsfront und konstante Phasenanteile.
Hierzu wurden die Simulationenmit 6,8 · 105 bis 2 · 106 Zeitschritten berechnet.
Experimentell wird bei der gerichteten ternären eutektischen Erstarrung von
Al-Ag-Cu eine Vielzahl an verschiedenen Mustern in der Mikrostruktur paral-
lel zur Erstarrungsfront beobachtet, wie in Abschnitt 5.2.2 und den Arbeiten
[227–231, 233, 234, 281, 282, 294–296] beschrieben. Ein typisches Muster bei
langsamer Erstarrung (≪ 1µm⇑s) ist das sogenannte Kettenmuster, wie im obe-
ren Teil von Abbildung 6.25 zu sehen. Bei diesem Muster formen die beiden
intermetallischen Phasen und die Kettenglieder, umgeben von der
-Phase. Die Kettenstruktur zeigt zudem unterschiedliche Merkmale, wie in
Abbildung 6.25(a)-(f) vergrößert dargestellt. Die Vergrößerungen in (a), (d)
und (f) zeigen Ketten mit konvexen und konkaven Grenzflächen zwischen den
beiden intermetallischen Phasen sowie verschiedene Ausrichtungen der Ketten.
Eine Verzweigung der Kette ist in (b) hervorgehoben. In (c) ist ein Ring zu sehen
und in (e) eine kurze Kette. Eine Störung in der Kette ist in (d) zu sehen.
































































































Abbildung 6.25: Schliffbild aus Experiment (oben) und simulierte Mikrostruktur (unten), basie-
rend auf [8]. Beide Schliffbilder zeigen die Mikrostruktur einer gerichtet erstarrten Al-Ag-Cu-
Legierung am ternären eutektischen Punkt. In Schwarz ist die Phase , in Grau und in
Weiß dargestellt. Beide Mikrostrukturen zeigen Kettenmuster. Die Geschwindigkeit des
Temperaturgradienten im Experiment war 0,08 µm⇑s und die Steigung 2,2 K⇑mm.Das experimen-
telle Schliffbild stammt von Dennstedt [7].
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Simulationsergebnisse des EXP-Datensatzes
Zur Untersuchung der Musterbildung mit dem Datensatz EXP werden Simulatio-
nenmit einer gesamtenGebietsgröße von 800×800×4 256 und 2 420×2 420×1 474
Zellen durchgeführt. Die Simulation mit einer Größe von 800 × 800 × 4 256
Zellen wurde auf 13 600 Rechenkernen für 16 Stunden auf dem Hermit Super-
computer [175] amHLRS durchgeführt. Die andere Simulation wurde mit 84 700
Rechenkernen für 7 Stunden auf dem Hornet Supercomputer [176] am HLRS
berechnet. Basierend auf [3, 8] werden im Folgenden die Simulationsergebnisse
untersucht.
Das Simulationsergebnis am Ende der 2 420×2 420× 1 474 Zellen großen Phasen-
feldsimulation ist im unteren Teil vonAbbildung 6.25 dargestellt. Die Reihenfolge
der Merkmale (A) bis (F) in Abbildung 6.25 ist die gleiche wie die der experimen-
tellenMikrostruktur (a)-(f). BeideMikrostrukturen, experimentell und simulativ,
zeigen entsprechend [8] optisch ähnliche Kettenmuster und es finden sich die
gleichen Merkmale. Neben der insgesamt guten Übereinstimmung zwischen der
simulierten und experimentellen Mikrostruktur gibt es einige Unterschiede. Im
Experiment sind die Kettenstrukturen zum Großteil in eine Richtung ausgerich-
tet. In der Simulation finden sich zudem mehrere kurze unabhängige Ketten.
Die durchschnittliche Phase am Ende einer Kette in der Simulation, meistens
, unterscheidet sich von der experimentellen Mikrostruktur, welche meis-
tens der -Phase entspricht. Daher sind in (e) und (E) unterschiedliche
Phasen am Kettenende zu sehen. In den Simulationen ändert sich zudem die
Breite der Ketten entlang der - -Grenzfläche um etwa einen Faktor
zwei, wohingegen sie im experimentellen Schliffbild nahezu konstant ist. Durch
die variierende Kettenbreite entsteht ein lamellenartiges Erscheinungsbild in
den Simulationen. Die Grenzflächen von zu bilden wie in dem
experimentellen Schliffbild meist eine konkave Form aus, wie in Abbildung 6.25
(a) und (A) zu sehen. Abhängig von der Länge der Grenzfläche zwischen
und ändert sich das Vorzeichen in der Krümmung entlang der Grenzflä-
che, wie in Abbildung 6.25 (f) und (F) gezeigt. Die Grenzfläche zwischen
und wölbt sich sowohl im experimentellen wie auch im simulativen Schliff-
bild in die Matrixphase. Die Wölbung der Grenzfläche ist in den simulativen
Schliffbildern ausgeprägter.
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Die sich entwickelnde Mikrostruktur auf unterschiedlichen Wachstumshöhen
ist für die kleinere Phasenfeldsimulation in Abbildung 6.26 zu sehen. Ausgehend
von der Voronoi-Struktur bilden sich bereits nach einemWachstum von 1 000
Zellen Kettenstrukturen aus. Die Mikrostrukturen auf den einzelnen Ebenen
zeigen ein vernetztes Kettenmuster, das sich über die Wachstumshöhen deutlich
verändert. Die Fasern und Lamellen in 3D sowie deren Umordnung sind in den
Abbildungen 6.26 und 6.27 sowie einzeln für die beiden intermetallischen Phasen
und in Abbildung 6.29 zu sehen. Die Umordnung der Fasern in den
Querschnitten ist in 3D durch verschiedene Ereignisse der Fasern begleitet.
Neben den Mustern der Querschnitte können während der Mikrostrukturent-
wicklung weitere Informationen durch das Untersuchen der Ereignisse einzelner
Fasern gewonnen werden. In Abbildung 6.28 sind die Fasern der zwei Phasen
und freigestellt. Hieran kann die Entwicklung der Mikrostruktur
von der initialen Voronoi-Struktur bis zum stabilen Wachstum in 3D beobachtet
werden. Über die Wachstumshöhe ist mehrfach das Verzweigen, das Überwach-
sen und das Zusammenwachsen von Fasern zu sehen. Diese Ereignisse erlauben
es den Fasern, sich während der Erstarrung umzuordnen. In Abbildung 6.29
sind die Ereignisse für die Fasern der zwei Phasen und sowie die
entsprechende Fläche parallel zur Erstarrungsfront vor dem Ereignis über die
Wachstumshöhe dargestellt. Hierbei lässt sich für beide Phasen ein Bereich für
die Fläche der Fasern erkennen, in dem sich diese aufteilen . Die Bereiche für
das Aufteilen der Fasern passen zur Jackson-Hunt-Theorie [215], welche eine
optimale Breite der Lamellen in 2D vorhersagt, was in 3D einer Fläche entspricht.
Werden die Fasern in der Fläche zu groß, beginnen diese instabil zu werden
und zu oszillieren. Dies kann auf die zu lang werdenden Diffusionspfade zurück-
geführt werden, wodurch nicht mehr genügend Material der entsprechenden
Konzentration ins Zentrum gelangt. Um diesen Mangel auszugleichen, teilen
sich die Fasern auf. Für zu kleine Flächen sind die Diffusionspfade kurz genug,
weshalb genügend Material nachfließen kann und daher kein Aufteilen notwen-
dig ist. Hierbei ist in den beiden Phasen ein deutlicher Unterschied zwischen
den Flächen zu sehen. Für teilen sich die Fasern bei einer Fläche von
etwa 1 500 bis 5 500 Zellen2 bzw. 583,5 µm2 bis 2139,5 µm2 auf, wohingegen sich
die -Fasern im Bereich von etwa 2 500 bis 10 000 Zellen2 bzw. 972,5 µm2
bis 3890 µm2 aufteilen. Das Verhältnis der Flächen der beiden Phasen zueinan-
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Abbildung 6.26: Simulation auf Basis der Parameter EXP mit einer Grundfläche von 8002 Zellen,
basierend auf [315]. Links ist die gesamte Mikrostruktur in 3D zu sehen. Die beiden Festphasen
und sind zudem freigestellt. Rechts ist die Mikrostruktur auf verschiedenen Höhen
parallel zur Erstarrungsfront dargestellt.
der entspricht auch etwa dem Verhältnis der beiden Phasenanteile. Über die
schwarzen Linien zeigt die Darstellung in Abbildung 6.29, dass ein Großteil der
sich aufteilenden Fasern überwachsen wird. Wie über die Steigung der Linien
zwischen und zu erkennen, geschieht dies unterschiedlich schnell, wobei
kein eindeutiger Trend zu beobachten ist. Dieses Verhalten ist auch optisch in
den Freistellungen in Abbildung 6.28 zu erkennen. Das Zusammenwachsen

















































































































































(b) -Fasern in 3D
Abbildung 6.28: Freigestellte Fasern der beiden Festphasen und für die Parameter
EXP in 3D. Die Wachstumsrichtung ist von links nach rechts.
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von Fasern tritt für beide Phasen im Verhältnis selten auf. Nur am Anfang der
Simulation (< 500 Zellen) wachsen mehrere Fasern zusammen, da sich von
einer Voronoi-Verteilung, die kleiner als der Faserdurchmesser ist, ein stabiles
Muster einstellen muss. Außerdem zeigt diese Darstellung, dass trotz stabilen
Wachstums der Muster mit konstanten Phasenanteilen regelmäßig verschiedene
Ergebnisse auftreten.
Für eine quantitative Analyse der Mikrostruktur werden neben den überein-
stimmenden Phasenanteilen entsprechend [8] die Nächste-Nachbarn-Statistiken
zwischen Simulation und Experiment untersucht. Hierzu werden im Folgenden
die nächsten Nachbarn zwischen den zwei intermetallischen Phasen und
betrachtet. Durch die nahezu durchgängige Matrixphase ist die Anzahl
der -Nachbarn um und meistens eins, weshalb die Statistiken
von und zu nicht dargestellt werden. Für die Statistiken bei einem Ketten-
muster kann ein Nachbar als Kettenende oder Kettenanfang, zwei Nachbarn
als Kettenglied und mehr als zwei Nachbarn als Verzweigungen interpretiert
werden.
Die Nächste-Nachbarn-Statistiken am Ende der beiden Simulationen mit dem
Parameterdatensatz EXP und dem experimentellen Schliffbild aus Abbildung 6.25
sind in Abbildung 6.30 dargestellt. Beide Statistiken zeigen einen ähnlichen Ver-
lauf der nächsten Nachbarn mit jeweils einemMaximum bei zwei Nachbarn, wie
es für Kettenstrukturen zu erwarten ist. Neben den ähnlichen Verläufen weisen
die Statistiken in Abbildung 6.30 Unterschiede in den Anteilen der nächsten
Nachbarn auf. Kettenanfänge bzw. Kettenenden werden im experimentellen
Schliffbild mit etwa 10% von der -Phase gebildet, wohingegen nahezu
keine -Phase mit einem Nachbar vorhanden ist. Allgemein ist die Anzahl
an Kettenanfängen bzw. Kettenenden in den Simulationsergebnissen größer, was
mehr Kettenteilen entspricht. Der Anteil bei zwei Nachbarn ist im experimentel-
len Schliffbild mit über 80% höher als in den Simulationen mit mindestens 56%.
Dies entspricht der optischen Beobachtung einer geordneteren und kontinuierli-
cheren Struktur der Ketten im Experiment. Mehr als zwei Nachbarn, sogenannte
Verewigungen, werden im experimentellen Schliffbild hauptsächlich bei
beobachtet, während sie in den simulierten Schliffbildern fast ausschließlich
bei zu sehen sind. Im experimentellen Schliffbild ist dieser Anteil klei-
ner und liegt hauptsächlich bei der -Phase. Der Anteil bei mehr als vier
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(a) Ereignisse in den -Fasern
























(b) Ereignisse in den -Fasern
Abbildung 6.29: Ereignisse sowie Größe der Fasern über deren Wachstumshöhe für den Daten-
satz EXP.
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800 × 800 Zellen Grundfläche
2420 × 2420 Zellen Grundfläche
(a)Nächste Nachbarn von -Phasen um
eine -Phase.












800 × 800 Zellen Grundfläche
2420 × 2420 Zellen Grundfläche
(b)Nächste Nachbarn von -Phasen um
eine -Phase.
Abbildung 6.30: Gegenseitige Nächste-Nachbarn-Statistiken basierend auf [8] für die Phasen
und für die beiden Simulationen mit dem Parameterdatensatz EXP und das experi-
mentelle Schliffbild.
Nachbarn in Abbildung 6.30(b) deutet in den Simulationen auf ein komplexeres
Verzweigungsverhalten der Ketten hin.
Simulationsergebnis auf Basis des CAL-Datensatzes
Basierend auf der guten Übereinstimmung des Datensatzes EXP wird im Fol-
genden, entsprechend [8], versucht die Mikrostruktur wie sie sich direkt nach
der Erstarrung entwickelt zu simulieren. Experimentell kann diese nur mit Ab-
schreckexperimenten untersucht werden. In Abbildung 6.31 ist eine Simulation
mit dem CAL-Datensatz in einem 800 × 800 × 3 930 Zellen großen Gebiet in
3D sowie auf verschiedenen Höhen parallel zur Erstarrungsfront dargestellt.
Für die Simulation wurden 13 600 Rechenkerne für 6 Stunden auf dem Hornet
Supercomputer [176] genutzt. Durch die Nutzung der Gibbs-Energien, wie sie in
der Calphad-Datenbank vonWitusiewicz et al. [386, 387] hinterlegt sind, unter-
scheiden sich die Konzentrationen imDatensatz CAL in der Schmelze. Hierdurch
bilden sich andere Muster, verglichen mit den Simulationen mit dem Datensatz
EXP. Dies ist in Übereinstimmung mit Steinmetz et al. [316], wo bereits für eine
Änderung von weniger als 1% eine Musteränderung beobachtet wird. Durch die-
se Änderung bilden sich kurze Ketten-, Tatzen- und Inselstrukturen, bestehend
aus zwei bis 16 Fasern der beiden intermetallischen Phasen aus, eingebettet in
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Abbildung 6.31: Simulation auf Basis der Parameter CAL mit einer Grundfläche von 8002 Zellen.
Links ist die gesamte Mikrostruktur in 3D zu sehen. Die beiden Festphasen und
sind zudem freigestellt. Rechts ist die Mikrostruktur auf verschiedenen Höhen parallel zur Erstar-
rungsfront dargestellt.
die kontinuierliche -Matrix. Die Grenzflächen zwischen den intermetallischen
Phasen ist nicht wie beim Datensatz EXP lang gezogen. Die Fasern der Phase
bilden vermehrt rundliche Formen an der Grenzfläche zwischen
und , was eher den Tatzenstrukturen entspricht. Wie bei der vorherigen Si-
mulation stellt sich bereits nach einemWachstum von 1 000 Zellen ein stabiles
Muster ein, das sich jedoch über die weitere Simulationshöhe verändert.
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Die Mikrostrukturentwicklung über die gesamteWachstumshöhe ist beispielhaft
rechts in den Schliffbildern in Abbildung 6.31 dargestellt. Die Veränderung der
Mikrostruktur geschieht wie beim Datensatz EXP trotz eines stabilenWachstums
mit konstanten Phasenanteilen und konstanter Erstarrungsgeschwindigkeit. Wie
im späteren Verlauf der Simulation zu sehen, sind zudem einige Fasern der
-Phase teilweise oder vollständig von der -Phase umgeben, anstelle
der -Matrix. Dies wird auch in Experimenten beobachtet [296]. Verglichenmit
den Schliffbildern in [295] nach Abschreckexperimenten und Simulationen mit
zellulären Automaten bilden sich in den Phasenfeldsimulationen andere Muster
aus. Für deutlich höhere Erstarrungsgeschwindigkeiten werden in [295] Ketten-
strukturen beobachtet mit unterschiedlich breiten Kettengliedern zwischen den
intermetallischen Phasen. Zudem bilden die Kettenglieder eine rechteckige Form
aus, anstatt einer geschwungen Form wie nach der Löslichkeitsänderung. Der
Unterschied zwischen den Strukturen in [295] und den Phasenfeldsimulationen
kann an anderen Oberflächenenergien sowie den höheren Erstarrungsgeschwin-
digkeiten liegen. Für eine genaue Untersuchung sind weitere Parameterstudien
notwendig.
Ähnlich wie bei der Mikrostrukturentwicklung des Datensatzes EXP kann das
Verzweigen , das Überwachsen und das Zusammenwachsen der Fasern
beobachtet werden. Zur Verdeutlichung ist dies in Abbildung 6.32 für ausge-
wählte Fasern zu sehen. Wie auch in der vorherigen Studie bildet sich, wie in
Abbildung 6.33 dargestellt, ein Bereich für die Fläche der Fasern aus, in dem sich
die Fasern verzweigen. Im Gegensatz zum Verhalten im vorherigen Datensatz
wachsen die meisten der sich aufgeteilten -Fasern wieder zusammen, an-
statt überwachsen zu werden. Die Fasern der -Fasern wachsen hingegen
nicht zusammen.
Der Bereich der Flächen, in dem sich die Fasern aufteilen, liegt für bei
etwa 1 500 bis 2 700 Zellen2 bzw. 583,5 µm2 bis 1050,3 µm2 und bei bei
etwa 9000 bis 12 000 Zellen2 bzw. 3501 µm2 bis 4668 µm2. Für die Fasern der
-Phase ist nach dem Aufteilen häufig ein direktes Überwachsen eines der
neuen Faserteile zu beobachten, was an den senkrechten schwarzen Linien zu
erkennen ist. Dies ist auch in der Freistellung der Faser in Abbildung 6.32(b)
zu erkennen. Das Überwachsen der -Fasern dauert hingegen länger, was
ebenfalls in der Freistellung der Faser in Abbildung 6.32(a) zu beobachten ist.
























(b) -Fasern in 3D
Abbildung 6.32: Freigestellte Fasern der beiden Festphasen und für die Parameter
CAL in 3D. Die Wachstumsrichtung ist von links nach rechts.
Trotz des stabilen Wachstums der Fasern treten verschiedene Ereignisse über
die gesamte Wachstumshöhe auf.
Die Nächste-Nachbarn-Statistik in Abbildung 6.34 zeigt entsprechend [8] die
gegenseitige Anzahl der nächstenNachbarn zwischen den zwei intermetallischen
Phasen und . In den Statistiken sind die beiden Simulationen mit
den Datensätzen CAL und EXP für die Grundfläche von 8002 Zellen zu sehen,
da keine entsprechenden experimentellen Bilder mit ähnlichen Erstarrungs-
geschwindigkeiten für einen Vergleich zur Verfügung standen. Aufgrund der
unterschiedlichen Muster ist eine Interpretation der Statistik wie bei den Ketten-
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(a) Ereignisse in den -Fasern






















(b) Ereignisse in den -Fasern
Abbildung 6.33: Ereignisse sowie Größe der Fasern über deren Wachstumshöhe für den Daten-
satz CAL.
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CAL, 800 × 800 Zellen Grundfläche
EXP, 800 × 800 Zellen Grundfläche
(a)Nächste Nachbarn von -Phasen um
eine -Phase.











CAL, 800 × 800 Zellen Grundfläche
EXP, 800 × 800 Zellen Grundfläche
(b)Nächste Nachbarn von -Phasen um
eine -Phase.
Abbildung 6.34: Gegenseitige Nächste-Nachbarn-Statistiken basierend auf [8] für die Phasen
und für die beiden Simulationen mit den Parameterdatensätzen EXP und CAL.
strukturen nicht möglich, weshalb nicht von der Anzahl an Nachbarn auf ein
Muster geschlossen werden kann. Wie bereits zuvor werden die Statistiken mit
der -Phase vernachlässigt. ImVergleich zu denNächsten-Nachbarn-Statistiken
mit dem Datensatz EXP unterscheiden sich die Verläufe zum Datensatz CAL.
Die Anzahl an Nachbarn von -Phasen um eine -Phase ist in Abbil-
dung 6.34(a) dargestellt. Das Maximum für den Datensatz CAL liegt bei einem
Nachbar mit einem Anteil von 90%, wohingegen es bei EXP bei zwei Nachbarn
liegt, mit einem Anteil von 65%. Mehr als zwei Nachbarn werden für keinen
der beiden Datensätze beobachtet. Die Nächste-Nachbarn-Statistik mit dem
Anteil an nächsten Nachbarn von -Phasen um eine -Phase ist in
Abbildung 6.34(b) gezeigt. Hier liegen die beiden Maxima bei zwei Nachbarn,
jedoch ist der Anteil bei der Simulationmit demDatensatz CALmit 50% geringer
als bei EXP mit einem Anteil von 70%. Der höhere Anteil an einem und drei
Nachbarn in CAL deutet, wie auch optisch zu beobachten, auf weniger vernetzte
Strukturen hin.
6.4.3.3 Quantitativer Vergleich der Mikrostruktur
Ein quantitativer Vergleich der gesamtenMikrostruktur wird in [3] durchgeführt.
Darin werden die Schliffbilder aus Phasenfeldsimulationen mit den Datensätzen
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EXP und CAL sowie aus Experimenten von Dennstedt [7] miteinander vergli-
chen. Die Schliffbilder parallel zur Erstarrungsfront werden dazu mit Hilfe der
Hauptachsenanalyse (PCA) auf Basis von Zweipunktkorrelationen untersucht. In
Abbildung 6.35 sind die verschiedenen Schliffbilder der hier gezeigten Simulatio-
nen und Experimente in den ersten drei PC-Achsen (PC1, PC2 und PC3), welche
den Achsen mit der höchsten Signifikanz entsprechen, dargestellt. Hierbei ist
eine gute quantitative Übereinstimmung zwischen den Experimenten (Schwarz)
und den Simulationen mit dem Datensatz EXP (Rot) zu sehen. Beide Punkt-
wolken aus experimentellen und simulativen Schliffbildern überlagern sich in
beiden Diagrammen. Für den Datensatz CAL liegen die Punkte in der PC1-Achse
verschoben und streuen deutlicher entlang der PC2-Achse. Zudem ist zu jedem
Datensatz bzw. Experiment ein repräsentatives Schliffbild dargestellt und in den
Diagrammen gekennzeichnet. Eine detaillierte Beschreibung der hier gezeigten
PCA-Ergebnisse sowie ihre Vor- und Nachteile ist in [3] zusammengefasst.
6.4.3.4 Diskussion
Auf Basis der hier gezeigten Parameter konntemit dem Phasenfeldmodell aus Ab-
schnitt 3.5 eine gute optische und quantitative Übereinstimmung zwischen den
simulierten und experimentellen Mikrostrukturen bei der ternären eutektischen
gerichteten Erstarrung von Al-Ag-Cu gezeigt werden. Zwischen den Simulatio-
nen und Experimenten gibt es, wie in [8], jedoch auch einige Unterschiede. Die
simulierten Mikrostrukturen werden in dieser Arbeit nur mit einem von vielen
möglichen experimentellen Mustern [227–231, 233, 234, 281, 282, 294–296] ver-
glichen, das zu Abweichungen in den Statistiken führen kann. Die Simulationen
erstarrten zur Reduzierung des Rechenaufwands mit einer höheren Geschwin-
digkeit von 79,35µm⇑s, verglichen mit der Geschwindigkeit im experimentellen
Schliffbild von 0,08µm⇑s. Durch die Verwendung einer kleinen Péclet-Zahl (Ex-
periment: 6,2 · 10−4, Simulation: 8,2 · 10−2), wodurch der Erstarrungsprozess von
der Diffusion dominiert wird, und die Anpassung der Oberflächenenergien,
ist es trotz der höheren Erstarrungsgeschwindigkeiten möglich, die gleichen
Längenskalen wie im Experiment zu simulieren. Ein weiterer Einfluss sind die
nicht vollständig verfügbaren Werte für die Oberflächenenergien sowie Dif-
fusionskonstanten bei unterschiedlichen Temperaturen. Hierdurch kann der












Abbildung 6.35:Quantitativer Vergleich von Simulationen mit den Datensätzen EXP und CAL
sowie mit Schliffbildern aus Experimenten mit Hilfe der Hauptachsenanalyse (PCA) auf Basis von
Zweipunktkorrelationen, basierend auf [3]. Die Proben der experimentellen Schliffbilder wurden
am ternären eutektischen Punkt des Systems Al-Ag-Cu gerichtet erstarrt.
Vernetzungsgrad sowie die Phase am Kettenanfang und Kettenende beeinflusst
werden. Vor allem bei leicht unterschiedlichen Gibbs-Energien und die daraus
folgenden unterschiedlichen Phasenanteile scheinen eine großen Einfluss auf den
Vernetzungsgrad der Ketten zu haben. Zur Simulation von ähnlichen Mustern
wie in Abschreckexperimenten mit dem Datensatz CAL sind Parameterstudien
mit unterschiedlichen Oberflächenenergien und Diffusionskonstanten notwen-
dig. Zur Untersuchung der Ergebnisse während der Erstarrung bei Experimenten
sind, wie in [231] gezeigt, dreidimensionale Daten sowie die Verteilung der Er-
eignisse von hohem Interesse, um die gesamte 3D-Mikrostruktur vergleichen zu
können.
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6.4.3.5 Zwischenschlussfolgerungen
In diesem Abschnitt wurde die Mikrostrukturentwicklung bei der gerichteten
ternären eutektischen Erstarrung von Al-Ag-Cu vor und nach der Löslichkeits-
änderung simulativ mit der Phasenfeldmethode untersucht. Hierzu wurde das
thermodynamisch konsistente Phasenfeldmodell auf Basis des Großkanonischen
Potentialansatzes aus Abschnitt 3.5 verwendet. Für die Untersuchung wurden
basierend auf [8] zwei verschiedene Datensätze für den ternären eutektischen
Punkt in Al-Ag-Cu untersucht. Der erste Datensatz, EXP, wurde auf Basis der
thermodynamischen Calphad-Datenbank aus [386, 387] sowie von den expe-
rimentell berichteten Phasenanteilen aus [227, 229, 230] hergeleitet. Hiermit
wurde die Mikrostrukturentwicklung nach der Löslichkeitsänderung untersucht.
Der zweite Datensatz, CAL, wurde vollständig aus der Calphad-Datenbank
von [386, 387] hergeleitet, um die Mikrostruktur direkt nach der Erstarrung
entsprechend mit Abschreckexperimenten zu untersuchen. Durch das Nutzen
moderner Supercomputer mit mehr als > 10 000 Rechenkernen konnten mit
diesen beiden Parameterdatensätzen realistische Gebietsgrößen und Muster mit
verschiedenen Merkmalen ähnlich denen von Experimenten simuliert werden.
Mit Hilfe der Hauptachsenanalyse (PCA), auf Basis von Zweipunktkorrelatio-
nen, sowie der Nächsten-Nachbar-Statistiken konnte neben der guten optischen
Übereinstimmung auch eine quantitative Übereinstimmung zwischen den Simu-
lationen auf Basis des Datensatzes EXP und den experimentellen Schliffbildern
gezeigt werden.
Die primären Schlussfolgerungen sind:
(i) Mit dem Datensatz EXP kann eine gute optische sowie quantitative Über-
einstimmung von Simulationen mit Experimenten erzielt werden. In den
großskaligen Simulationen konnten zudem die gleichen Merkmale der
Kettenmuster wie im Experiment gefunden werden.
(ii) Der Unterschied in denMustern zwischen den zwei Datensätzen ist auf die
Zusammensetzung der Schmelze zurückzuführen. Hierdurch entstehen
beim Datensatz EXP lange Ketten und beim Datensatz CAL kurze Inseln
in den Querschnitten.
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(iii) Trotz eines stabilenWachstums treten in der dreidimensionalenMikrostruk-
tur während des Wachstums unterschiedliche Ereignisse wie das Zusam-
menwachsen, das Aufteilen und das Überwachsen von Fasern auf.
(iv) Abhängig vom Datensatz und der Phase ist ein anderes Verhalten der
Ereignisse der Fasern zu beobachten.
(v) Große dreidimensionale Simulationen erlauben es, die kontinuierlichen
Muster während der Erstarrung zu untersuchen. Dadurch ist es möglich,
neue Zusammenhänge zwischen denMustern und den Prozessparametern
sowie den physikalischen Parametern zu finden.
(vi) Für die quantitative Untersuchung bestimmter Muster sind Nächste-Nach-
barn-Statistiken alleine nicht ausreichend.
(vii) Die Hauptachsenanalyse auf Basis von Zweipunktkorrelationen erlaubt
einen quantitativen Vergleich der gesamten Mikrostruktur in Querschnit-
ten parallel zur Erstarrungsfront.
6.4.4 Einfluss von Geschwindigkeitswechseln während der
Erstarrung von Al-Ag-Cu
Zur Untersuchung des Einflusses der Erstarrungsgeschwindigkeit auf die Muster-
bildung sowie auf den Umordnungsprozess der Fasern bei der Veränderung der
Geschwindigkeit werden verschiedene Simulationsserien mit unterschiedlichen
Geschwindigkeitswechseln durchgeführt. Mehrere Geschwindigkeitswechsel er-
lauben es, neben dem Umordnungsprozess auch den Einfluss der Vorgeschichte
der Muster zu untersuchen.
Experimentelle Arbeiten zum Einfluss der Wachstumsgeschwindigkeit von ver-
schiedenen multikomponentigen Systemen sind in [215, 279, 280, 289–291] zu
finden. Untersuchungen zum Einfluss der Wachstumsgeschwindigkeit im ter-
nären eutektischen System Al-Ag-Cu stammen von Genau und Ratke [227] sowie
von Dennstedt et al. [296], in denen mehrere Muster abhängig von der Erstar-
rungsgeschwindigkeit und des Temperaturgradienten beobachtet werden. Genau
und Ratke [227] untersuchen hierzu die Musterbildung bei Erstarrungsgeschwin-
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digkeiten im Bereich von 0,2 µm⇑s bis 4,0 µm⇑s und mit einem Temperaturgradien-
ten von 3 K⇑mm. Aus den experimentellen Schliffbildern klassifizierten sie dabei
geordnete und ungeordnete Strukturen. Geordnete Strukturen werden nur für
Erstarrungsgeschwindigkeiten kleiner 1µm⇑s beobachtet. Die Anzahl an nächsten
Nachbarn für die jeweiligen Phasen und zeigt einen ähnlichen Ver-
lauf für die unterschiedlichen Geschwindigkeiten. Die Größe der Faserfläche der
zwei intermetallischen Phasen nimmt entsprechend der Jackson-Hunt-Theorie
[215] mit der Erhöhung der Erstarrungsgeschwindigkeit ab. Für die unterschiedli-
chenGeschwindigkeiten konnte bei abgeschreckten Proben kein Zusammenhang
zwischen der Erstarrungsgeschwindigkeit und den Phasenanteilen gefunden
werden. Es wird jedoch ein starker Einfluss der Festphasenumwandlung auf die
Phasenanteile sowie die Zusammensetzung der Phasen beobachtet. Dennstedt
et al. [296] untersuchen die Musterbildung für Erstarrungsgeschwindigkeiten
im Bereich von 0,08 µm⇑s bis 3,8 µm⇑s mit Temperaturgradienten von 1,5 K⇑mm
bis 6,2 K⇑mm. Hierbei werden sechs unterschiedliche Muster beobachtet und mit
Hilfe von Nächste-Nachbarn-Statistiken der beiden intermetallischen Phasen
quantifiziert.
In noch nicht publizierten Daten von A. Dennstedt [7] vom DLR in Köln wird
in Experimenten mit Al-Ag-Cu während der ternären eutektischen gerichteten
Erstarrung die Geschwindigkeit reduziert. Die Erstarrungsgeschwindigkeit wird
dabei von 0,32 µm⇑s auf 0,08 µm⇑s reduziert, bei einem Temperaturgradienten von
2,2 K⇑mm und 2,8 K⇑mm. Die Erstarrungsgeschwindigkeit wird zudem durch einen
transparenten Aerogel-Tiegel optisch beobachtet und aufgezeichnet. Anschlie-
ßend werden verschiedene Ausschnitte der Proben mit Hilfe von Synchrotron-
strahlung in 3D, ähnlich wie in [231] beschrieben, rekonstruiert. Hierzu werden
Proben am Anfang der Erstarrung, während des Geschwindigkeitswechsels und
amEnde der Erstarrung anmehreren Stellen untersucht. In den Proben sind über
die gesamte Wachstumshöhe Kettenmuster zu sehen. Durch die Reduzierung
der Geschwindigkeit werden die Fasern entsprechend der Jackson-Hunt-Theorie
[215] größer. In den Proben wird durch die Geschwindigkeitsreduzierung eine
Änderung der Phasenanteile beobachtet, welche vor und nach der Änderung
konstant ist. Der Phasenanteil von nimmt zwischen 1,5% bis 3% zu, der von
nimmt um 3% bis 5% ab, und der von steigen um etwa 1%.
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Phasenfeldsimulationen mit unterschiedlichen Geschwindigkeiten in 2D für
ternäre eutektische Systeme werden in [278] mit der Jackson-Hunt-Theorie [215]
verglichen, in denen eine gute Übereinstimmung gefunden wird.
6.4.4.1 Simulationsparameter und Durchführung
Basierend auf einer Simulation mit dem Datensatz EXP sowie einer stabilen
Mikrostruktur wird der Einfluss von Geschwindigkeitswechseln auf die Mus-
terbildung untersucht. Hierzu werden vier Serien (II, III, IV, V) mit mehreren
Geschwindigkeitswechseln sowie eine Serie ohne Geschwindigkeitswechsel (I)
durchgeführt. Ausgehend von der Grundgeschwindigkeit vbasi s = 0,256 µm⇑s
wird diese für zwei Varianten um 20% (II) und um 30% (III) reduziert. Für die
beiden anderen Varianten (IV) und (V) wird die Geschwindigkeit entsprechend
im gleichen Verhältnis erhöht. Danach werden die jeweils gegenläufigen Ge-
schwindigkeiten verwendet. Anschließend werden die Geschwindigkeiten auf
den initialen Wert vbasi s zurückgesetzt. Die Geschwindigkeitsverläufe sind in
Abbildung 6.36 dargestellt und alle Werte für die Geschwindigkeiten sind in
Tabelle 6.8 zusammengefasst. Zwischen jedemWechsel werden 1,5 Millionen
Zeitschritte berechnet, damit sich wieder ein stabiles Wachstum einstellen kann.
Dieser Wert wurde auf Basis der Daten in [3] bestimmt. Aufgrund der notwen-
digen Gitterauflösung sowie der numerischen Stabilität und des damit größer
werdenden Rechenaufwands bei großen Geschwindigkeitsänderungen wird die
Geschwindigkeit nur im Bereich von ±30% variiert, im Vergleich zu deutlich
größeren Änderungen in den Experimenten. Für die Untersuchungen wird im
Gegensatz zu den vorherigen Simulationen zu Al-Ag-Cu ein Temperaturgradient
mit einemWert von G = 795,48 K⇑mm verwendet, um die Erstarrungsgeschwin-
digkeit zu kontrollieren. Der Gradient ist deutlich größer gewählt als in den
Experimenten, um die Dauer für die Anpassung der Mikrostruktur und damit
den benötigten Rechenaufwand zu reduzieren. Für die Grundfläche des Simu-
lationsgebiets werden 800 × 800 Zellen verwendet. Die Simulationen wurden
mit 11 200 Rechenkernen für ca. 40h auf den beiden Supercomputern Super-
MUC [181] und Hazel Hen [179] mit 7,5 Millionen Zeitschritten berechnet. Die
Keimbildung kann aufgrund der geringen Unterkühlungen und der langsamen
Erstarrungsgeschwindigkeiten vernachlässigt werden. Dies ist in Übereinstim-
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Tabelle 6.8: Zusammenfassung der Geschwindigkeiten des Temperaturgradienten.
vbasi s v−20% v−30% v+20% v+30%
0,256 µm⇑s 0,204 µm⇑s 0,175 µm⇑s 0,308 µm⇑s 0,325 µm⇑s
6.4.4.2 Simulationsergebnisse und Diskussion
Im Folgenden werden zuerst die Simulationsergebnisse visuell beschrieben und
anschließend quantitativ analysiert, miteinander verglichen und diskutiert. Hier-
zu werden die Phasenanteile, die Ereignisse der Fasern, die durchschnittliche
Faserform und die Nächste-Nachbarn-Statistiken über die Wachstumshöhe aus-
gewertet.
Visuelle Beschreibung der Simulationen
In Abbildung 6.36 sind die fünf Serien mit und ohne Geschwindigkeitswech-
sel über die Wachstumshöhe dargestellt. Die Mikrostruktur ist kurz vor dem
jeweiligen Geschwindigkeitswechsel zu sehen. Für alle Erstarrungsgeschwindig-
keiten werden Kettenstrukturen beobachtet. Abhängig von der Richtung der
Geschwindigkeitsänderung bilden sich entsprechend des Jackson-Hunt-Ansatzes
kleinere bzw. größere Strukturen aus. Daneben ist zu erkennen, dass die Ket-
tenglieder entsprechend der Geschwindigkeitsänderung eine länglichere Form
senkrecht zur Kettenrichtung annehmen. Die Änderung in den Mustern wird
mit größeren Geschwindigkeitsänderungen ausgeprägter. Ein Reduzieren der
Geschwindigkeit führt zu weniger vernetzten Ketten sowie zu einer höheren An-
zahl an Tatzenstrukturen. Bei einer langsamen Geschwindigkeit werden zudem
die -Matrixlamellen breiter. Ein Erhöhen der Geschwindigkeit führt hinge-
gen zu einer Abnahme in der Breite der Matrixlamellen. Hierdurch werden die
mung mit den in 3D rekonstruierten Proben von Hengzhi et al. [397] mit Al-Cu,
in denen keine Keimbildung beobachtet wird.
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Kettenglieder der intermetallischen Phasen breiter und es sind mehr Verzwei-
gungen zwischen den Kettenstrukturen zu erkennen. Zudem ist zu sehen, dass
die Mikrostrukturen am Ende der Serien unterschiedlich aussehen und somit
von ihrer jeweiligen Vorgeschichte abhängen.
In Abbildung 6.37 ist die dreidimensionaleMikrostruktur für die beiden Serien II
und IV dargestellt. Links ist die gesamte Mikrostruktur dargestellt und rechts da-
von sind einzelne Fasern in der entsprechenden transparenten Phase freigestellt.
Die transparenten grauen Ebenen entsprechen der Höhe der Erstarrungsfront
beim Geschwindigkeitswechsel. In beiden Serien ist zu erkennen, dass nach dem
Reduzieren der Geschwindigkeit -Fasern (grün) überwachsen werden und
sich die -Fasern (blau) bei einer Erhöhung der Geschwindigkeit aufteilen.
Im Folgendenwerden nur die Ergebnisse der Serien I, III undVmit den stärksten
Änderungen verglichen, da die Verläufe der anderen Serien das gleiche Verhalten
aufzeigen, welches aber entsprechend der Änderung geringer ausgeprägt ist.
Phasenanteile
Zur Untersuchung des Einflusses von Geschwindigkeitsänderungen auf die Sta-
bilität der Mikrostruktur sowie des experimentell berichteten Einflusses auf die
Phasenanteile werden diese im Folgenden über dieWachstumshöhe analysiert.
In Abbildung 6.38 sind Phasenanteile für die drei Festphasen über die Wachs-
tumshöhe sowie die Ereignisse der Fasern während der Erstarrung dargestellt.
In gestricheltem schwarz ist der Geschwindigkeitsverlauf des Temperaturgradi-
enten abgebildet. In der Serie I ohne Geschwindigkeitsänderung, wie in Abbil-
dung 6.38(a) zu sehen, oszillieren die Phasenanteile zu Beginn, bis sich stabile
Kettenstrukturen aus der Voronoi-Füllung gebildet haben. Danach stellen sich
für alle Phasen konstante Phasenanteile ein. Wie bereits in den Simulationen
im vorherigen Abschnitt 6.4.3 ordnen sich die Fasern über die eingezeichneten
Ereignisse um. Es treten jedoch aufgrund der geringeren Geschwindigkeit, sowie
des steileren Gradienten und dessen stabilisierender Wirkung auf die Strukturen
weniger Ereignisse auf. In den Serien III und V ist nach den Geschwindigkeits-
wechseln eine deutliche Veränderung der Phasenanteile zu beobachten, wie in
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Abbildung 6.36: Übersicht der fünf Geschwindigkeitswechsel des Temperaturgradienten sowie
der Mikrostruktur kurz vor demWechsel.
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den Abbildungen 6.38(b) und 6.38(c) gezeigt. Nach dem Geschwindigkeitswech-
sel oszillieren die Phasenanteile und es stellen sich nach 500 bis 1 500 Zellen
bzw. 250 µm bis 750 µm des Wachstums, abhängig von der Stärke des Wechsels,
neue konstante Phasenanteile ein, die sich jedoch von den vorherigen Phasen-
anteilen unterscheiden. Nach beiden Serien III und V ist auch zu sehen, dass



































































Abbildung 6.37: 3D-Darstellung der Mikrostruktur für die zwei gegenläufigen Geschwindig-
keitswechselserien II und IV. Zudem sind ausgewählte Fasern freigestellt. Die grauen Ebenen
entsprechen der Höhe der Erstarrungsfront beim Geschwindigkeitswechsel.
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Wie bereits in der 3D-Darstellung in Abbildung 6.37 gezeigt, ordnen sich die
Fasern beim Reduzieren der Geschwindigkeit vor allem durch Überwachsen
der -Fasern (grün) um, wie an den Ereignissen zu erkennen. Dies ist in
Übereinstimmung mit der Jackson-Hunt-Theorie [215], in welcher der Lamellen-
abstand mit der Bedingung λ ∝⌈︂1⇑v von der Geschwindigkeit abhängt. Durch
das Gröberwerden der Strukturenmüssen Fasern weichen, indem sie zusammen-
wachsen oder überwachsen werden. Eine Erhöhung der Geschwindigkeit führt
zu feineren Strukturen, was durch Verzweigen der beiden - (blau) und
-Fasern (grün) erreicht wird. Dabei treten die Ereignisse erst auf, nachdem
sich die Phasenanteile wieder auf einen konstanten Wert eingestellt haben. Bei
der Reduzierung der Geschwindigkeit steigt der Phasenanteil der -Phase (rot)
an, wohingegen der -Phasenanteil (blau) und abgeschwächter der -
Phasenanteil (grün) abnimmt. Eine Erhöhung führt zu einem gegenläufigen
Verhalten.
Die Änderungen der Phasenanteile bei einer Reduzierung der Geschwindigkeit
sind auch in den experimentellen Proben von A. Dennstedt [7] zu sehen, jedoch
weniger stark ausgeprägt. Die Phasenanteile von steigen im Gegensatz
zur Simulation in den Experimenten an. Ein Grund für diesen gegenläufigen
Trend könnte die in den Simulationen vernachlässigte Festphasendiffusion sein,
wodurch die Löslichkeitsänderung nicht vollständig in der Simulation abgebildet
wird. Hierbei nimmt der Anteil an unterhalb der Erstarrungstemperatur in
ab und diffundiert zur -Phase. Die Festphasendiffusion wird jedoch auf-
grund des hohen Rechenaufwands in den Simulationen vernachlässigt, weshalb
die Phasenanteile in den Simulationen dem Zustand direkt nach der Erstarrung
entsprechen und sich nicht weiter umlagern können. Die Änderung der Phasen-
anteile bei unterschiedlichen Geschwindigkeiten lässt sich auf die Änderung der
Frontunterkühlung und die damit verbundenen neuen Gleichgewichte in den
Gibbs-Energien zurückführen. Die Unterkühlung an der Front ∆T , abhängig
vom Lamellenabstand λ und der Geschwindigkeit des Temperaturgradienten
v, kann mit Hilfe des Jackson-Hunt-Ansatzes [215] und der Gibbs-Thomson-
Gleichung beschrieben werden als
∆T = Aλv + B
λ
, (6.13)
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mit den Faktoren A und B. Die Faktoren können wie in [278] beschrieben be-
rechnet werden. Durch einen Wechsel in der Geschwindigkeit des Tempera-
turgradienten ändert sich entsprechend (6.13) die Unterkühlung, was zu einer
Verschiebung der temperaturabhängigen Gibbs-Energien führt. Dies wiederum
führt zu einer Veränderung der chemischen Potentiale und folglich auch der
Konzentrationen, was zu einer Verschiebung der Phasenanteile führt. In Abbil-
dung 6.39 ist dies beispielhaft für zwei Gibbs-Energien bei unterschiedlichen
Temperaturen skizziert. Hierbei ist zu sehen, dass sich durch das Verschieben
der Gibbs-Energie ein neues Gleichgewicht mit veränderten Konzentrationen
einstellt. Im Vergleich zum Experiment lässt sich die starke Änderung der Pha-
senanteile in den Simulationen auf die relativ flach modellierten Paraboloide für
die Gibbs-Energien zurückführen. Die Steigung der Paraboloide sind reduziert,
um die Stabilität der Berechnung in der Simulation zu erhöhen.
Ein möglicher Grund für die unterschiedlichen Werte der Phasenanteile in der
Literatur [227, 231, 386, 387] können daher die sich ändernden Phasenanteile bei
unterschiedlichen Geschwindigkeiten sein. Genau und Ratke [227] konnten in
abgeschreckten Proben mit unterschiedlichen Geschwindigkeiten jedoch keinen
Zusammenhang zwischen der Erstarrungsgeschwindigkeit und den Phasenan-
teilen finden. Die angegebene Messgenauigkeit der Phasenanteile von ±1,1% bis±2,1% ist jedoch größer als die beobachtete Änderung in den dreidimensional
rekonstruierten Probenmit einer systematischen Veränderung der Phasenanteile
bei den Geschwindigkeitswechseln von A. Dennstedt [7].
Formfaktor
Zur Untersuchung des Einflusses der Geschwindigkeitswechsel auf die Form
der Fasern parallel zur Erstarrungsfront wird der dimensionslose und auf einen
Kreis normierte Formfaktor mit dem durchschnittlichen Umfang der Fasern∅U
und der durchschnittlichen Fläche des Faserquerschnitts ∅A verwendet. Der
Formfaktor berechnet sich nach Dennstedt und Ratke [229] mit
F = ∅U 2
4π∅A (6.14)
198 Kapitel 6 Gerichtete ternäre eutektische Erstarrung









































































Geschwindigkeit v Aufteilen Zusammenwachsen Überwachsen































6.4 Ergebnisse und Diskussion 199




















Geschwindigkeit v Aufteilen Zusammenwachsen Überwachsen
Phasenanteil Al Phasenanteil Ag2Al Phasenanteil Al2Cu






























Abbildung 6.38: Phasenanteile und Ereignisse der Fasern über die Wachstumshöhe für die drei
Serien I, III und V. In Schwarz gestrichelt ist zusätzlich die Geschwindigkeit des Temperaturgradi-
enten eingezeichnet.
und nimmt im Falle eines Kreises den Wert eins an. Die Formfaktoren für die
beiden intermetallischen Phasen und sind in Abbildung 6.40 für
die drei Serien I, III und V über die Wachstumshöhe dargestellt. Zu Beginn
stellen sich noch die Formen der Fasern ein, wodurch die grünen -Fasern
noch runder als die blauen -Fasern sind. Nach einem Wachstum von
etwa 3000 Zellen ändert sich dies jedoch und die blauen -Fasern nehmen,
wie auch optisch zu erkennen, eine rundliche Form in den Kettengliedern an,
wohingegen die -Fasern eine knochenförmige Form annehmen. DieWerte
der Formfaktoren liegen im Bereich der aus Experimenten bestimmten Werte
von Dennstedt und Ratke [229]. Die Sprünge in den Formfaktoren korrelieren
mit den Ereignissen, bei denen sich Fasern aufteilen, zusammenwachsen und
überwachsen werden.
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fα(c, T + ΔT)
fβ(c, T)
fβ(c, T + ΔT)
Abbildung 6.39: Beispielhafte Darstellung der Veränderung der Gleichgewichtskonzentrationen
bei verschiedenen Unterkühlungen in einem binären System. Durch die andere Unterkühlung
(gestrichelte Kurven) verschieben sich die Gibbs-Energien zueinander, wodurch sich ein neues
chemisches Potential einstellt. Dieses führt wiederum zu anderen Gleichgewichtskonzentratio-
nen und damit zu anderen Phasenanteilen.
Für die Serie I ohne Geschwindigkeitswechsel in Abbildung 6.40(a) ist über die
gesamte Simulationshöhe eine leichte Änderung des Formfaktors für die zwei
Phasen zu sehen. Dies lässt darauf schließen, dass die Mikrostruktur noch nicht
ihre bevorzugte Gleichgewichtsform erreicht hat. Dies steht Gegensatz zu den
Ergebnissen aus Steinmetz et al. [3], in denen bereits nach 1000 Zellen ein stabiles
Wachstum quantifiziert wird sowie den bereits konstanten Phasenanteilen. Die
Veränderung der Formfaktoren ist vor allem durch die verschiedenen Ereignisse
beeinflusst, wodurch sich die Fasern umordnen und damit auch ihre Form
ändern können.
Für die beiden Serien III und V in den Abbildungen 6.40(b) und 6.40(c) ist
nach den jeweiligen Geschwindigkeitswechseln eine direkte Änderung der Form
zu beobachten. Die Formänderung verhält sich entsprechend der Stärke des
Geschwindigkeitswechsels und der Richtung für beide Phasen gleich. Bei der
6.4 Ergebnisse und Diskussion 201
Reduzierung der Geschwindigkeit werden die Fasern runder, was optisch in
Abbildung 6.36 durch die Reduzierung der Breite der Kettenglieder zu erken-
nen ist. Der Formfaktor der grünen -Fasern nimmt dabei direkt nach
der Reduzierung ab und steigt dann wieder langsam etwas an. Die Änderung
des Formfaktors ist dabei für die blauen -Fasern etwas ausgeprägter als
für die grünen -Fasern. Für die Erhöhung der Geschwindigkeit ist eine
gegenläufige Änderung der Form zu beobachten. Hierbei werden die Fasern
der beiden Phasen länglicher. Auch hier ist die Änderung des Formfaktors für
die -Fasern ausgeprägter als für die -Fasern. Nach den Geschwin-
digkeitswechseln stellt sich abhängig von der Intensität des Wechsels ein neues
Plateau ein. Dies ist jedoch für die gleichen Geschwindigkeiten innerhalb einer
Serie, wie auch über die Serien hinweg, unterschiedlich. Hieraus kann geschluss-
folgert werden, dass die Form der Fasern von der Vorgeschichte abhängig ist. Des
Weiteren sind in Serie V die Änderungen des Formfaktors nach bereits durchge-
führten Wechseln, wie in Abbildung 6.40(c) gezeigt, weniger stark ausgeprägt.
Dies kann auf die bessere Anordnung der Fasern in der Mikrostruktur durch die
bereits durchgeführten Geschwindigkeitswechsel zurückgeführt werden. Durch
die Geschwindigkeitswechsel ist es für die Fasernmöglich, sich umzuordnen und
dadurch einen energetisch besseren Zustand zu erreichen. Dieses Verhalten ist
auch für Serie III in Abbildung 6.40(b) zu beobachten. Geschwindigkeitswechsel
erlauben es daher, schneller ein energetisches Minimum und daraus folgend eine
geordnetere Mikrostruktur zu erreichen.
Nächste-Nachbarn-Statistiken
Zur weiteren Untersuchung des Umordnungsprozesses der Fasern werden im
Folgenden die Nächste-Nachbarn-Statistiken für die beiden intermetallischen
Phasen (grün) und (blau) verglichen. Die Statistik kann für Ketten-
muster wie folgt interpretiert werden: Ein Nachbar steht für den Anfang bzw. das
Ende einer Kette, zwei Nachbarn für ein Kettenglied undmehr als zwei Nachbarn
für Verzweigungen der Ketten.
Die Nächste-Nachbarn-Statistiken für die Serie I mit demAnteil an (grün)
Nachbarn um (blau) über die Wachstumshöhe ist in Abbildung 6.41(a)
dargestellt. Die -Fasern sind hauptsächlich Kettenglieder, die gegen Ende
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Abbildung 6.40: Verhältnis von durchschnittlichem Umfang der Fasern zum Quadrat durch die
durchschnittliche Fläche über die Wachstumshöhe für die drei Serien I, III und V. In Schwarz
gestrichelt ist zusätzlich die Geschwindigkeit des Temperaturgradienten eingezeichnet.
der Simulation einenAnteil von über 60% ausmachen.Daneben bilden die -
Fasern die Verzweigungen zwischen verschiedenen Ketten mit einem Anteil von
etwa 32% bei drei Nachbarn und einem Anteil von 5% bei vier Nachbarn. Über
die Wachstumshöhe ist zu erkennen, dass der Anteil an Kettengliedern steigt,
wohingegen die Verzweigungen abnehmen. Der Anteil an vier Nachbarn stellt
sich nach einemWachstum um 7000 Zellen bei etwa 6% ein. Fasern mit mehr
als vier Nachbarn treten nahezu nicht auf. Für den Anteil an -Nachbarn
(blau) um (grün), wie in Abbildung 6.41(b) dargestellt, stellt sich ein Anteil
von 38% mit einem Nachbar und ein Anteil von 62% mit zwei Nachbarn ein.
Ähnlich den Formfaktoren ändern sich die Nächste-Nachbarn-Statistiken über
die Wachstumshöhe, was bedeutet, dass sich die Fasern umordnen. Fasern mit
mehr als zwei Nachbarn treten nicht mehr auf.
Für die Geschwindigkeitswechsel in Serie III ist in Abbildung 6.42(a) der Anteil
an -Nachbarn (grün) um (blau) dargestellt, und inAbbildung 6.42(b)
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(a)Anteil an -Nachbarn (grün) um (blau)
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(b)Anteil an -Nachbarn (blau) um (grün)
Abbildung 6.41: Nächste-Nachbarn-Statistik für die Phasen (grün) und (blau) über
die Wachstumshöhe für Serie I.
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der umgekehrte Fall. In beiden Statistiken ist eine Änderung der nächsten
Nachbarn nach den Wechseln zu sehen. Der Anteil an -Fasern in Ab-
bildung 6.42(a) nimmt nach einer Reduzierung der Geschwindigkeit ab. Gleich-
zeitig reduziert sich der Anteil an drei Nachbarn um etwa 20%. Hierdurch nimmt
der Anteil an -Kettengliedern im gleichen Verhältnis zu. Eine Erhöhung
der Geschwindigkeit führt zu gegenläufigem Verhalten, wobei dies trotz stärke-
rer Geschwindigkeitsänderung weniger ausgeprägt ist. Die Erhöhung führt zu
einem Aufteilen der Fasern, was durch den Anstieg von drei und vier Nachbarn
reflektiert wird. Der Anteil an vier Nachbarn nimmt bei diesemWechsel um 10%
zu, fällt dann aber vor dem nächsten Geschwindigkeitswechsel auf 0% ab. Die
zweite Reduzierung der Geschwindigkeit hat jedoch keinen direkt sichtbaren
Einfluss auf die Statistik. Höhere Nachbaranzahlen haben nach der Stabilisierung
der Muster maximal einen Anteil von 3% und zeigen keinen direkten Zusam-
menhang zwischen der Geschwindigkeit und den Anteilen.
Die Statistik in Abbildung 6.42(b) zeigt einen spiegelbildlichen Verlauf zwischen
den Anteilen für einen Nachbar und für zwei Nachbarn. Beide Anteile haben vor
dem ersten Geschwindigkeitswechsel einen Anteil von 41% bei einem Nachbarn
und einen Anteil von 59% bei zwei Nachbarn. Nach der Reduzierung nimmt
der Anteil an Kettengliedern bei zwei Nachbarn um 11% zu, wohingegen die
Kettenenden bzw. Kettenanfänge zurück gehen. Eine Erhöhung hat den gegen-
läufigen Effekt, der diesmal entsprechend der stärkeren Änderung mit etwa 15%
ausgeprägter ist. Nach der Erhöhung bildet sich ein Anteil von 2% bis 3% an drei
-Nachbarn um . Fasern mit mehr als drei Nachbarn werden nicht
beobachtet.
Die Statistiken für den gegenläufigen Geschwindigkeitsverlauf aus Serie V sind
in Abbildung 6.43 dargestellt. Das Erhöhen der Geschwindigkeit führt erst nach
einer Wachstumshöhe von etwa 1 000 Zellen zu einer Änderung der Nachbarn,
wohingegen sich die Nachbarn bei der Reduzierung sofort mit ändern. Nach
der ersten Erhöhung der Geschwindigkeit in Abbildung 6.43(a) steigt der Anteil
an Fasern mit zwei und vier Nachbarn verzögert an, wohingegen Fasern mit
drei Nachbarn abnehmen. Das Reduzieren der Geschwindigkeit führt hingegen
zu einem direkten Anstieg von 8% an Fasern mit zwei Nachbarn sowie zu ei-
nem Rückgang an Fasern mit drei und vier Nachbarn. Höhere Nachbaranzahlen
variieren in einem Bereich von wenigen Prozent. Nach der zweiten Erhöhung
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(a)Anteil an -Nachbarn (grün) um (blau)













































(b)Anteil an -Nachbarn (blau) um (grün)
Abbildung 6.42: Nächste-Nachbarn-Statistik für die Phasen (grün) und (blau) über
die Wachstumshöhe für Serie III.
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ist kein Einfluss des Geschwindigkeitswechsels zu beobachten. Der Anteil an
-Nachbarn (blau) um (grün) in Abbildung 6.43(b) zeigt ebenfalls
ein verzögertes und nicht eindeutiges Verhalten bei der Erhöhung der Geschwin-
digkeit. Bei der Reduzierung der Geschwindigkeit nimmt hingegen der Anteil
an zwei Nachbarn um 10% zu und der Anteil an einem Nachbar um 10% ab. Für
hohe Geschwindigkeiten sind kleine Anteile an drei Nachbarn im Bereich von
2% zu beobachten.
Abhängig von der Stärke der Geschwindigkeitsänderung zeigen beide Serien
(III und V) für eine Reduzierung der Geschwindigkeit die gleichen Trends für
die Anteile an -Nachbarn (grün) um (blau). Der Anteil an zwei
Nachbarn nimmt zu und der Anteil an drei Nachbarn nimmt ab. Bei der Er-
höhung der Geschwindigkeit unterscheiden sich die Trends. Für den letzten
Geschwindigkeitswechsel ist in beiden Serien kein direkter Einfluss zu erkennen.
Für den Anteil an -Nachbarn um sind die Trends in den Statistiken
für beide Geschwindigkeitsänderungsserien gleich.
Im Vergleich zur gleichen Initialgeschwindigkeit ist durch die Serie an Geschwin-
digkeitswechseln allgemein ein Anstieg an den Kettengliedern mit jeweils zwei
Nachbarn zu beobachten. Die Änderungen in den Statistiken sind jedoch ab-
hängig von der Vorgeschichte der Muster. Mehr als vier Nachbarn haben einen
vernachlässigbaren Einfluss auf die Statistiken.
Für den letzten Geschwindigkeitswechsel in Serie III und V wird nur für den
Anteil an -Nachbarn (blau) um (grün) in Serie III ein Einfluss auf
die nächsten Nachbarn gefunden. Dies steht mit der geringen Formänderung der
Fasern beim letzten Geschwindigkeitswechsel in Zusammenhang. Durch die zu
geringe Formänderung ändert sich auch die Anordnung der Fasern nur gering,
wodurch die Anordnung der Fasern und damit das Muster bestehen bleibt.
6.4.4.3 Zwischenschlussfolgerungen
In dieser Studie wurden vier Serien mit jeweils drei Geschwindigkeitswechseln
sowie eine Simulation ohne Wechsel durchgeführt. Hierzu wurden jeweils zwei
Serien mit gegenläufigen und unterschiedlich starken Geschwindigkeitswech-
seln untersucht. Zur Analyse der Mikrostruktur wurden die Phasenfraktionen,
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(a)Anteil an -Nachbarn (grün) um (blau)













































(b)Anteil an -Nachbarn (blau) um (grün)
Abbildung 6.43: Nächste-Nachbarn-Statistik für die Phasen (grün) und (blau) über
die Wachstumshöhe für Serie V.
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Formfaktoren und die Nächste-Nachbarn-Statistiken über die Wachstumshöhe
ausgewertet.
Aus den Ergebnissen der Simulationsserien leiten sich die folgenden Schlussfol-
gerungen ab:
(i) Zur Umordnung bei Geschwindigkeitswechseln teilen sich die Fasern bei
einer Erhöhung der Geschwindigkeit auf und werden bei einer Reduzie-
rung überwachsen.
(ii) Die Phasenanteile ändern sich entsprechend der neuen Gleichgewichte
in den chemischen Potentialen durch die veränderte Unterkühlung bei
unterschiedlichen Geschwindigkeiten.
(iii) Die Vorgeschichte hat einen Einfluss auf die Muster und die Form der
Fasern.
(iv) Die Form der Fasern im Kettenmuster wird durch die Erstarrungsge-
schwindigkeit beeinflusst.
(v) Geschwindigkeitswechsel erlauben es, schneller ein energetisches Mini-
mum und damit verbunden eine geordnetere Mikrostruktur zu erreichen.
(vi) Die Stärke der Formänderung der Fasern beeinflusst das entstehende
Muster.
(vii) Die Nächste-Nachbarn-Statistiken sind nicht für alle Wechsel eindeutig.
(viii) Abhängig von den betrachteten Phasen dominieren die ersten drei bzw.
vier nächsten Nachbarn die Statistiken. Höhere Anzahlen an Nachbarn
können daher vernachlässigt werden.
(ix) Die Ordnung der Ketten nimmt nach den Geschwindigkeitswechseln zu.
6.5 Schlussfolgerungen
Basierend auf der optimierten und parallelen Implementierung des Phasen-
feldmodells konnte in diesem Abschnitt die Mikrostrukturentwicklung bei der
gerichteten ternären eutektischen Erstarrung in großskaligen dreidimensionalen
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Gebieten untersucht werden. Zuerst wurde das gekippteWachstum von Lamellen
in 2D untersucht, das die Grundlage für das Wachstum von Spiralen in 3D ist.
Hierzu wurde ein neuer Mechanismus für gekipptes Wachstum basierend auf
unterschiedlichen, aber isotropen Oberflächenenergien vorgestellt und systema-
tisch der Einfluss der verschiedenen Parameter auf den Kippwinkel untersucht.
Basierend auf den Studien des Kippwinkels konnte die Vermutung von Genau
und Ratke [227] von möglichem Spiralwachstum der Fasern während der gerich-
teten ternären eutektischen Erstarrung von Al-Ag-Cumit Hilfe von großskaligen
Phasenfeldsimulationen nachgewiesen werden. Anschließend wurde die Mus-
terbildung der drei Festphasen in Al-Ag-Cu direkt nach der Erstarrung, kurz
unterhalb der eutektischen Temperatur, mit dem Datensatz CAL und bei Raum-
temperatur mit dem Datensatz EXP simuliert und qualitativ und quantitativ
mit experimentellen Schliffbildern verglichen. Hierbei wurde eine gute Über-
einstimmung zwischen den simulierten und experimentellen Mikrostrukturen
gefunden. Abschließend wurde der Einfluss von Geschwindigkeitswechseln auf
die Musterbildung sowie auf den Umordnungsprozess der Fasern in Al-Ag-Cu
mit verschiedenen Statistiken untersucht.
Die übergeordneten Schlussfolgerungen aus den Studien zur ternären eutek-
tischen gerichteten Erstarrung sind neben den Schlussfolgerungen in den Ab-
schnitten 6.4.1 bis 6.4.4 :
(i) Das verwendete Phasenfeldmodell beschreibt qualitativ und quantitativ
die Musterbildung bei der gerichteten ternären eutektischen Erstarrung.
(ii) Großskalige Simulationen erlauben die Untersuchung von komplexen
dreidimensionalen Strukturen sowie die Bildung von Mustern, die in
kleinen Simulationsgebieten nicht beobachtet werden konnten.
(iii) Hoch optimierte und massiv-parallele Löser sind für die effiziente Simula-
tion von großskaligen Gebieten entscheidend.
(iv) Auf Basis der dreidimensionalen Mikrostrukturen ist es möglich, die Um-
ordnungsprozesse der Strukturen zu untersuchen.
(v) Neuartige Auswertetechniken, wie PCA, Graphen und Ereignisse der




Basierend auf den guten qualitativen und quantitativen Übereinstimmungen
der Mikrostrukturen aus den Simulationen mit Experimenten haben sich wei-
tere Themengebiete entwickelt, die nicht im Rahmen dieser Arbeit untersucht
wurden.
Zur Erzeugung maßgeschneiderter Mikrostrukturen sind weitere systematische
Untersuchungen zum Einfluss der Prozessparameter auf die Musterbildung not-
wendig. Neben der Mikrostrukturentwicklung in Al-Ag-Cu sind weitere ternäre
Legierungen von hohem wissenschaftlichen sowie wirtschaftlichem Interesse,
die auf Basis des hier vorgestellten Phasenfeldmodells untersucht werden kön-
nen. Hierzu zählen u.a. die Systeme Ni-Al-Cr, Ni-Al-Mo, Fe-Al-Cr, Al-Si-Mg und
Ni-Mo-Co. Für das System Ni-Al-Cr wurden bereits erste gemeinsame Arbeiten
[313] basierend auf dem vorgestellten Phasenfeldmodell mit stöchiometrischen
Phasen und dem vorgestellten Löser durchgeführt.
Durch die sich ändernde Löslichkeit von in in Al-Ag-Cu nach der Erstar-
rung findet aufgrund des langsamen Erstarrungsprozesses eine weitere Festpha-
senumwandlung statt. Diese Festphasenumwandlungwurde in den hier gezeigten
Untersuchungen aufgrund des hohen Rechenaufwands durch die Berechnung
eines neuen ternären eutektischen Punktes abgebildet. Zur Untersuchung der
Festphasenumwandlung und der sich dabei verändernden Muster ist es möglich,
aus den simulierten 3D-Strukturen 2D-Schnitte parallel zur Erstarrungsfront zu
extrahieren und diese als Grundlage für die Simulation der Festphasenumwand-
lung zu verwenden. Dies erlaubt es, den Rechenaufwand deutlich zu reduzieren
und ein besseres Verständnis der Umlagerungsprozesse zu erhalten.
Auf Basis der dreidimensionalen Synchrotrontomographiedaten von A. Denn-
stedt wird neben dem Aufteilen, Zusammenwachsen und Überwachsen auch die
Bildung neuer Fasern beobachtet. Zur Abbildung dieses Ereignisses muss das
Phasenfeldmodell um die Beschreibung von Keimbildung erweitert werden. Zur
Art der Keimbildung sowie deren Kalibrierung wurden im Pace3D-Framework
bereits verschiedene Varianten umgesetzt und teilweise untersucht [141]. Für
binäre und ternäre Systeme wurden erste gemeinsame Vorarbeiten durchgeführt,
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Abbildung 6.44:Mehrfache Nukleation von Fasern in einem binären Modellsystem.
wie in Abbildung 6.44 zu sehen. Dies zeigt das Entstehen mehrerer Fasern (in
Grau und Grün) ineinander für ein binäres Modellsystem.
In Experimenten wird neben der reinen eutektischen Erstarrung auch das gleich-
zeitige Wachstum von Dendriten beobachtet. Hierbei erstarren zunächst Den-
driten, welche mit der um mehrere Größenordnungen kleineren und später
wachsenden eutektischen Struktur interagieren. Neben großskaligen Gebieten
zur Simulation dieser skalenübergreifenden Strukturen sind Modellerweiterun-
gen sowie weitere Optimierungen, Anpassungen und Erweiterungen des Lösers
notwendig. Zur Simulation des Dendritenwachstums muss das hier vorgestellte
Phasenfeldmodell um anisotrope Oberflächenenergien sowie um weitere Ord-
nungsparameter ergänzt werden. Durch die dendritischen Strukturen, die um
mehrere Skalen größer sind als die eutektischen Strukturen, ist für die effiziente
Simulation und zur Reduzierung des Rechenaufwands eine adaptive Anpassung
der Gittergröße mit AMR-Techniken nützlich.
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Abbildung 6.45: Teil einer Simulation zur Untersuchung von Zellstrukturen im System Al-Si-Mg
in einem 1 200 × 1 200 × 127 646 Zellen großen Gebiet, basierend auf den Parametern von Schulz
[147].
Neben der dendritisch eutektischen Erstarrung wird in Experimenten auch die
Entstehung eutektischer Kolonien und Zellstrukturen beobachtet. Diese kön-
nen ebenfalls mit dem in dieser Arbeit vorgestellten Phasenfeldmodell und
dem Löser durchgeführt werden. Arbeiten hierzu wurden von Schulz [147] für
Zellstrukturen durchgeführt. Basierend auf dieser Arbeit wurden mit dem in
Kapitel 4 vorgestellten Löser erste gemeinsame großskalige Phasenfeldsimulatio-
nen zur Untersuchung von Zellstrukturen in Al-Si-Mg durchgeführt. Der obere
Teil der Zellstrukturen in einem Gebiet mit 1 200× 1 200× 127 646 Zellen, das mit
20 250 Rechenkernen auf demHazel Hen berechnet wurde, ist in Abbildung 6.45
dargestellt. Zur Auswertung solcher dreidimensionaler Mikrostrukturen sind




Einfluss von Poren an Korngrenzen
beim Sinterprozess
Keramiken sind die ältesten künstlich hergestellten Werkstoffe und beeinflussen
das Leben des Menschen schon seit über 30 000 Jahren [398]. Neben Keramiken
als Alltagsgegenstände, wie Figuren, Gefäße und Baumaterialien, gewinnen vor
allem technische Keramiken eine immer größere Bedeutung für eine Vielzahl
von heutigen Produkten. Keramische Produkte reichen von Zündkerzen bis bin
zu elektrischen Bauteilen [399]. Diese zeichnen sich durch gute mechanische,
thermische, optische und elektrische Eigenschaften aus.
Keramiken werden dabei in der Regel aus einem Pulver hergestellt, das zu einem
Grünkörper gepresst und anschließend gesintert wird. Beim Sintern verbinden
und verdichten sich die Partikel des Grünkörpers durch Wärmebehandlung zu
einem festen Körper. Für technische Anwendungen sind Keramiken mit defi-
nierten Eigenschaften von großem Interesse. Diese Eigenschaften werden beim
Sintern von den Material- und Prozessparametern sowie der daraus entstehen-
den Mikrostruktur bestimmt. Besonders die sich entwickelnde Form und Größe

























Abbildung 7.1: Grundsätzliches Verhalten der Partikel im Grünkörper über die Zeit beim Sintern
nach [400]. Die Triebkraft zur Minimierung der Oberflächenenergie des Systems während des
Sinterns kann die Minimierung der Fest-Gas-Oberfläche ∆γA, die Minimierung der Fest-Fest-
Oberfläche γ∆A oder eine Kombination aus beidem ∆(γA) sein. In Rot sind die Verdichtung
über die Zeit sowie die entsprechenden Mikrostrukturen eingezeichnet.
Die treibende Kraft hinter dem Sinterprozess ist die Minimierung der gesamten
Oberflächenenergie. Die gesamte Oberflächenenergie γA kann über die Ober-
fläche A und die spezifische Oberflächenenergie γ beschrieben werden. Die
der Körner und Poren in der Mikrostruktur beeinflussen die Eigenschaften. Ei-
ne hohe Dichte des polykristallinen Materials verbessert dabei für die meisten
Anwendungen die mechanischen Eigenschaften. Daneben ist auch die Korn-
größe von Bedeutung, da viele Anwendungen eine feinkörnige Mikrostruktur
verlangen [76].
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Gas-Oberfläche ∆γA) und zum anderen durch Kornwachstum (Minimierung
der Fest-Fest-Oberfläche γ∆A) sowie einer Kombination aus beidem (∆(γA))
erreicht werden [400]. Der Sinterprozess ist in Abbildung 7.1 über die Zeit sowie
die sich ändernde Dichte für die unterschiedlichen treibenden Kräfte und deren
Einfluss auf die Mikrostruktur schematisch dargestellt. Während des Sinterns
beeinflussen sich die Verdichtung und das Kornwachstum gegenseitig. Eine
Vergrößerung der Korngröße reduziert dabei die treibende Kraft für die Ver-
dichtung. Beim Sintern konkurrieren daher die beiden Prozesse Kornwachstum
und Verdichtung. So entstehen typischerweise hohe Dichten für Materialien mit
wenig Kornwachstum, wohingegen starkes Kornwachstum zu Restporosität in
der Mikrostruktur führt [76].
Das Festphasensintern kann dabei, wie in Abbildung 7.1 dargestellt, in drei Sta-
dien unterteilt werden: das Anfangsstadium, das Zwischenstadium und das
Endstadium [401]. Im Anfangsstadium beginnen sich die Partikel im Grünkör-
per zu verbinden, indem sie einen Sinterhals bilden. Hierbei wird nahezu keine
Verdichtung beobachtet. Im weiteren Verlauf bildet sich im Zwischenstadium
ein dreidimensionales Netzwerk aus kanalartigen Poren zwischen den sich stark
verdichtenden Partikeln aus. Die Porenkanäle brechen im Endstadium des Sin-
terprozesses zusammen und es entstehen isolierte Poren an den Korngrenzen.
Im Endstadium gewinnt das Kornwachstum aufgrund der kleiner werdenden
Poren an Bedeutung, wie in [76] beschrieben. Im Gegensatz zu den noch langen
und großen Poren im Zwischenstadium, die für eine hohe Rückhaltekraft der
Korngrenzenbewegung sorgen, wird diese Rückhaltekraftmit kleiner werdenden
Poren im Endstadium geringer. Bei einer bestimmten Porengröße übersteigt
die Kraft der Korngrenzenbewegung die Rückhaltekraft der Poren und Korn-
wachstum findet statt. Dies führt wiederum dazu, dass die treibende Kraft für
die Verdichtung reduziert wird. Entsprechend der Rückhaltekraft können zwei
Phänomene unterschieden werden: (i) das Ablösen von Poren an Korngrenzen
und (ii) das Haften von Poren an bewegten Korngrenzen. Diese Phänomene
sind beim Sintern von großer Bedeutung, da das Haften von Poren das Korn-
wachstum verlangsamt oder sogar hemmt und somit eine hohe Triebkraft für
die Verdichtung erhalten bleibt.
Energieminimierung kann zum einen durch Verdichten (Minimierung der Fest-
218 Kapitel 7 Einfluss von Poren an Korngrenzen beim Sinterprozess
Zur Beschreibung des Festphasensinterns im Endstadium wurden verschiede-
ne analytische Modelle hergeleitet. Coble [402] leitet unter der Annahme von
tetraederförmigen Körnern mit runden Poren an den Ecken ein Modell zur
Beschreibung der Verdichtungsrate her. Kang und Jung [403] stellen basierend
auf [402] ein verbessertesModell zur Beschreibung der Verdichtungsrate vor, das
nicht nur Volumendiffusion sondern auch Korngrenzdiffusion berücksichtigt.
Brook [404] leitet unter der Annahme einer runden Pore an einer einzelnenKorn-
grenze den Übergang von porenkontrolliertem zu korngrenzenkontrolliertem
Kornwachstum als Funktion von Korngröße und Porengröße her. Ein Modell
zum Einfluss von beweglichen Partikeln an geraden und gekrümmten Korn-
grenzen wird von Gottstein und Shvindlerman [405] hergeleitet. Hiermit zeigen
sie das Ablöse- und Anhaftverhalten von Poren an einer bewegten Korngrenze
sowie deren Verformung.
Experimentell ist der Einfluss von Poren an Korngrenzen schwer zu untersuchen
und erfordert spezielle Aufbauten. Rödel und Glaeser [406] zeigen einen experi-
mentellen Aufbau, der es erlaubt, die Interaktion zwischen Poren und Korngren-
zen ohne den Einfluss der Verdichtung zu untersuchen. Für ihre Untersuchungen
platzieren sie Poren mit einer definierten Größe und einem definierten Abstand
in einen Einkristall, den sie in einen Polykristall wachsen lassen.
Simulationen erlauben es heute aufgrund des kontinuierlichen Anstiegs der
Rechenleistung [2], gezielt den Einfluss von Poren auf die Korngrenzen in kom-
plexen dreidimensionalen Mikrostrukturen zu untersuchen [8]. Auf Basis eines
dreidimensionalen Monte-Carlo-Potts-Modells untersuchen Tikare et al. [407]
den Einfluss von mobilen Poren auf das Kornwachstum. Hierzu nutzen Tikare
et al. eine idealisierte hexagonale Mikrostruktur mit konstanter Triebkraft aus
Miodownik et al. [408]. Für die Untersuchungen werden die Poren an die Qua-
drupelpunkte platziert und die Porengröße und Porenmobilität systematisch
variiert. Entsprechend den analytischen Beschreibungen von Gottstein und Sh-
vindlerman [405] konnte damit eine reduzierte Korngrenzengeschwindigkeit
durch haftende Poren sowie ein Ablösen der Poren bei kleinen Porenmobilitäten
gezeigt werden.
Zur simulativen Untersuchung der Mikrostrukturentwicklung hat sich in den
letzten Jahrzehnten vor allem die Phasenfeldmethode, wie in Kapitel 3 vorgestellt,
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etabliert. Phasenfeldmodelle zur Untersuchung von Kornwachstum werden von
Selzer [409], Kumar et al. [410–412] und mit verschiedenen Anisotropien von
Vondrous [183] auf Basis des Modells von [66] entwickelt. Das Zusammenspiel
von Poren und Korngrenzen unter hydrostatischem Druck bei isotroper sowie
kubischer Anisotropie wird von Jing et al. [413] untersucht. Phasenfeldmodelle
zur Simulation des gesamten Sinterprozesses werden in [414–418] entwickelt.
Kazaryan et al. [417] entwickeln ein allgemeines Phasenfeldmodell mit Bewe-
gung von Starrkörpern (engl. rigid body). Damit zeigen sie in 2D eine gute
Übereinstimmung des Schrumpfungsverhaltens der Poren mit der Analytik für
verschiedene Diffusionsmechanismen. Shinagawa et al. [418] zeigen die Entwick-
lung verschiedener definierter Partikelanordnungen in 2D für unterschiedliche
Widerstandskoeffizienten. Wang [414] untersucht mit seinem Phasenfeldmo-
dell in 2D den Einfluss des Halswachstums von zwei Partikeln während des
Sinterns für verschiedene Diffusionsmechanismen sowie die Verdichtung und
das Kornwachstum einer 2D-Kugelpackung. Kumar et al. [415] untersuchen das
Halswachstum von zwei unterschiedlich großen Partikeln in 2D auf Basis des
Modells aus [414]. Ein Phasenfeldmodell zur Simulation des Sinterprozesses auf
Basis von Leerstellen wird in Asp und Ågren [416] entwickelt. Hiermit zeigen
sie verschiedene zweidimensionale Simulationen mit gleich und unterschiedlich
großen Partikeln.
Der Einfluss von Poren auf die Korngrenzenbewegung sowie die Interaktion von
Poren während des Endstadiums wurde bisher nicht systematisch untersucht.
Hierfür wird im Folgenden basierend auf [66, 76] ein erweitertes Phasenfeld-
modell zur Beschreibung der Interaktion zwischen Poren und Korngrenzen
vorgestellt, mit dem der Einfluss von haftenden sowie von sich ablösenden Poren
in kontrollierbaren, idealisierten sowie realistischenMikrostrukturen untersucht
wird.
7.1 Phasenfeldmodell zur Untersuchung der Poren
und Korngrenzen Interaktion
Das Phasenfeldmodell zur Simulation der Interaktion zwischen Poren und Korn-
grenzen basiert auf dem in Kapitel 3 eingeführten freien Energiefunktional [76].
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Die Gradientenenergie a(ϕ,∇ϕ) ist in (3.15) und das Obstacle-Potential ω(ϕ) in
(3.17) gegeben. ZurModellierung desDrucks ptα in einer Poremit demOrdnungs-
parameter ϕα und dem Volumen V tα = ∫Ω ϕα(x , t)dΩ ⋃︀ x ∈ Ωα zum Zeitpunkt t
wird wie in [76] das ideale Gasgesetz angenommen. Die treibende Kraft f (ϕ)
kann hierbei unter der Annahme einer konstanten Temperatur T , einer kon-
stanten Stoffmenge nα und der universellen Gaskonstante R über das ideale
Gasgesetz ptαV tα = nαRT = const ⋃︀∀t ∈ in der Form





geschrieben werden, mit der Interpolationsfunktion hα(ϕ) aus (3.20).
Der kinetische Koeffizient τ aus (3.38) berechnet sich aus den reziproken Mobili-
täten ταβ zwischen zwei Phasenfeldern. Die Mobilität der Poren kann über den
Fluss von Atomen hergeleitet werden [400]. Für die Oberflächendiffusion kann
die Mobilität Mp geschrieben werden als
Mp = DsδsΩ




mit dem Diffusionskoeffizienten Ds , der Breite der Diffusionsschicht δs , dem
Atomvolumen Ω, dem Porendurchmesser dp , der Boltzmann-Konstante kB und
der Temperatur T . Für eine konstante Temperatur korreliert (7.3) wie dargestellt
nur mit der Porengröße. Durch die Annahme einer kugelförmigen Pore kann
der Durchmesser und somit die Mobilität während der Simulation über das
Porenvolumen bestimmt werden.
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7.2 Umsetzung und Optimierung des Modells
Das in Abschnitt 7.1 beschriebene Phasenfeldmodell ist im Pace3D-Framework
aus Abschnitt 4.2.1 umgesetzt. Hierzu sind neben den Optimierungen zur Puffe-
rung vonWerten an der Zellkante und zur Klassifizierung, wie in Abschnitt 4.4.2
beschrieben, weitere Optimierungen zur effizienten Simulation umgesetzt. Zu-
erst wird auf die Umsetzung der Poren-Poren-Interaktion eingegangen. Danach
wird die Optimierung zur Simulation von vielen Phasenfeldern vorgestellt. Zur
effizienten Speicherung der Phasenfelder wird abschließend die parallele Umset-
zung der Oberflächennetzausgabe vorgestellt.
Während der Simulation können Porenmiteinander interagieren, wobei verschie-
dene Ereignisse auftreten können, wie ein Aufteilen, ein Zusammenwachsen
oder ein Verschwinden der Poren. Da sich der Druck deutlich schneller angleicht
als die sich langsam bewegenden Korngrenzen wird die Entwicklung des Drucks
aufgrund der deutlich geringer werdenden Zeitschrittweite und dem damit ver-
bundenen höheren Rechenaufwand nicht berechnet. Um auf diese Ergebnisse
während der Simulation im Modell entsprechend reagieren zu können, wer-
den die Poren verfolgt. Treten Poren dabei in Interaktion miteinander, werden
die Drücke, die initialen Volumen und die Ordnungsparameter entsprechend
dem idealen Gasgesetz angepasst. Zur Verfolgung der Poren wird der parallele
Zusammenhangskomponentenalgorithmus aus Abschnitt 4.5 verwendet. Zur
Detektion der Porenereignisse werden die Zusammenhangskomponenten aus
dem aktuellen Zeitschritt mit den Zusammenhangskomponenten des vorherigen
Zeitschritts verglichen. Überlagert sich eine Zusammenhangskomponente einer
Pore im aktuellen Gebiet mit mehr als einer Zusammenhangskomponente einer
anderen Pore des Gebiets aus dem vorherigen Zeitschritt, werden die Ordnungs-
parameter der beiden Poren zu einem Ordnungsparameter vereinigt. Zudem
wird das initiale Volumen und der initialer Druck angepasst. Im umgekehrten
Fall, dem Aufteilen, wird den neuen Zusammenhangskomponenten ein neuer
Ordnungsparameter, und ebenfalls entsprechend der aktuellen Volumina, ein
neues Initialvolumen und ein initialer Druck zugewiesen. Bei zu kleinen Poren
oder zu geringem Druck kann zudem ein Verschwinden der Poren auftreten.
Für die Simulation von vielen Phasenfeldern kann der Phasenfeldvektor ϕ, wie
in [76] beschrieben, lokal reduziert werden. Hierdurch kann der benötigte Ar-
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beitsspeicher sowie die Rechenzeit auf einen konstanten Wert reduziert werden,
wodurch solche Simulationen in vertretbarer Zeit durchgeführt werden können.
Kim et al. [73] zeigen anhand von Phasenfeldsimulationen zu idealem Korn-
wachstum, dass es lokal ausreichend ist in 3D maximal sechs Phasen und in 2D
maximal fünf Phasen zu berechnen, um realistisches Kornwachstum zu simulie-
ren. Hierdurch ist es möglich, die Anzahl an Ordnungsparametern in einer Zelle
auf einen konstanten Wert zu reduzieren. Durch die Annahme, dass alle nicht
vorhandenen Phasen∇ϕα an der Postion x und dem Zeitpunkt t null sind, kann
das Set an aktiven Phasenindizes definiert werden als ∶= {α ∈ ⋃︀∇ϕα > 0}.
Hierdurch kann der reduzierte Phasenfeldvektor lokal geschrieben werden als
Φ ∶= (ϕα)α∈ , mit L = ⋃︀ ⋃︀ ≤ N als Anzahl der Elemente im Vektor. Alle nicht
vorhandenen Phasenindizes im reduzierten Phasenfeldvektor erhalten den Wert
null ϕ ∶= (ϕα)α∈ , ϕα = 0∀α ∈ ∖ . Hiermit lässt sich die Evolutionsgleichung
für das Phasenfeld aus (3.37) in einer Zelle durch Nutzen von und Φ anstelle
von und ϕ analog formulieren. Umgesetzt ist diese Evolutionsgleichung in
Pace3Dmit zwei Arrays pro Zelle, bei der im ersten Array der Phasenfeldindex
und im zweiten Array der entsprechende Phasenfeldwert gespeichert ist, wie in
[75] gezeigt. Abbildung 7.2 zeigt schematisch die Umsetzung der Reduzierung
des N-Elemente langen Phasenfeldvektors auf die zwei Arrays. Alle inaktiven In-
dizes sind nicht in den Arrays hinterlegt und es wird derWert null angenommen.
Hierdurch ist ein effizientes Speichern der Ordnungsparameter und ein schnelles
Zugreifen auf die Werte möglich, mit einer oberen Schranke von sechs Zugriffen
in einer Zelle, um einen Wert zu lesen bzw. zu schreiben. Durch entsprechendes
Ordnen der Werte in den Arrays sind meist nur ein oder zwei Zugriffe notwen-
dig. Hierzu werden die aktiven Phasenfelder immer als erste Elemente im Array
gespeichert und die nicht belegten Elemente danach mit entsprechendenWerten
markiert, wodurch die Suche von Phasenfeldern im Array direkt abgebrochen
werden kann.
Zur effizienten Speicherung der Daten können anstelle der Voxelzellen auch
die Oberflächennetze an der 0,5-Isofläche zwischen den Phasenfeldern gespei-
chert werden, was die Speichermenge deutlich reduziert. Für die Berechnung
der Oberflächennetze wird der Marching-Cube-Algorithmus [185] verwendet.
Hierzu wird jeweils ein Oberflächennetz für eine bestimmte Menge an Pha-
senfeldern, wie z.B. alle Poren, gleichzeitig berechnet und abgespeichert. Dies


















































Abbildung 7.2: Schematische Darstellung der lokalen Reduzierung des N-Elemente großen
Phasenfeldvektors auf zwei Arrays, in dendie nicht vorhandenen ElementemitNull angenommen
werden.
7.3 Ergebnisse und Diskussion
Im Folgenden wird der Einfluss von Poren im Endstadium des Sinterprozesses
auf die Korngrenzbewegung untersucht. Für die Untersuchungen werden groß-
skalige Simulationen mit dem Phasenfeldmodell aus Abschnitt 7.1 durchgeführt,
erhöht die Geschwindigkeit und reduziert die spätere Anzahl an Dateien. Im
parallelen Fall wird der Algorithmus für jedes Teilgebiet gleichzeitig ausgeführt.
Anschließend werden die Daten zu einer vom Benutzer festgelegten Anzahl an
Prozessen gesendet und von dort in eine Datei im STL-Format geschrieben. Dies
bietet den Vorteil, dass die Daten parallel geschrieben werden und nicht ein
Prozess zum Flaschenhals wird. Zudem erlaubt es das STL-Format, die Daten un-
strukturiert abzuspeichern, d.h. jedes Dreieck wird als eigene Zeile in der Datei
gespeichert, weshalb die Reihenfolge der Daten keine Rolle spielt, verglichen mit
demWavefront-obj-Dateiformat. Durch diese Art des gleichzeitigen Schreibens
der Daten sind die Oberflächennetze jedoch auf unterschiedliche Dateien ver-
teilt, die nachträglich zusammengesetzt werden müssen. Dies wird jedoch von
den meisten Programmen wie Paraview und Meshlab direkt unterstützt. Zudem
verhindert dieser Ansatz eine Überlastung des Dateisystems, wenn alle Prozesse
gleichzeitig schreiben würden.
224 Kapitel 7 Einfluss von Poren an Korngrenzen beim Sinterprozess
die mit bis zu 2449 Recheneinheiten gelöst werden. Die Simulationsergebnisse
werden mit analytischen Lösungen verglichen.
Während des Endstadiums bilden sich aus den langen Porenkanälen isolierte Po-
ren an den Korngrenzen. Das darin eingeschlossene Gas gerät durch die weitere
Verdichtung unter Druck und wirkt dieser entgegen, bis ein Gleichgewicht zwi-
schen dem entstandenen Druck und der Oberflächenminimierung erreicht ist.
Das Gleichgewicht zwischen Druck und Oberflächenminimierung einer einzel-
nen Pore in einem Korn wird im ersten Teil dieses Abschnitts untersucht. Durch
die kleiner werdenden Poren beginnen die Körner zu wachsen undmit diesen zu
interagieren. Der Einfluss von porenbehafteten sowie porenfreien Korngrenzen
wird im zweiten Teil des Abschnitts untersucht. Hierzu werden idealisierte wie
auch realistische Mikrostrukturen genutzt.
Die einzelnen Abschnitte sind wie folgt aufgebaut: Zuerst werden die verwende-
ten Simulationsstrukturen und die analytischen Gleichungen eingeführt. Danach
werden die Simulationsergebnisse dargestellt und diskutiert. Poren sind in den
Abbildungen in Rot eingezeichnet und die Korngrenzen sind in Braun dargestellt.
Für alle Simulationen wird ein Zellbreite ∆x von eins und є = 4 genutzt, was
nach (3.9) einer Inferfacebreite von zwölf Zellen entspricht.
7.3.1 Stabilität von Poren in Körnern
Einzelne Poren in einem Einkristall entstehen während des Kornwachstums
durch Ablösen der sich an den Korngrenzen entwickelnden Poren. Die Poren
bilden dabei eine stabile Gleichgewichtsform zwischen dem entstehenden Druck
und der Oberflächenminimierung, unter der Annahme eines idealen Gases, das
nicht aus der Pore entweichen kann.
Dieses Gleichgewicht wird imWeiteren zur Validierung der Druckerweiterung
im Phasenfeldmodell aus Abschnitt 7.1 und dessen Korrektheit, wie in [76] be-
schrieben, genutzt. Hierzu wird, wie schematisch in Abbildung 7.3 gezeigt, eine
Pore (grau gestrichelter Kreis) mit einem sich nicht im Gleichgewicht befin-
denden Druck p0, einem bestimmten Radius r0p und einer gewählten Oberflä-
chenenergie γαβ innerhalb eines Korns platziert. Ausgehend hiervon wird die




Abbildung 7.3: Schematische Darstellung des Gleichgewichtszustands einer Pore in einem Korn.
Schrumpfung der Pore simuliert, bis sich die Kraft der Oberflächenenergiemini-
mierung und der entgegenwirkende Gasdruck im Gleichgewicht befinden. Im
Gleichgewichtszustand, welcher durch einen konstanten Druck und ein konstan-
tesVolumendefiniert ist, werden derDruck pt undder Radius der Pore imGleich-
gewicht rgleich.p gemessen. Durch den Unterschied zwischen dem initialen Druck
und dem aktuellen Druck kann der Druckunterschied ∆p = pt − p0 bestimmt
werden. Analytisch kann der Zusammenhang von Druckunterschied, Ober-
flächenenergien und Gleichgewichtsradius über die Young-Laplace-Gleichung
beschrieben werden. Der Druckunterschied entsprechend der Young-Laplace-




(d − 1) . (7.4)
Zur Validierung werden zwei- sowie dreidimensionale Simulationsstudien durch-
geführt und geprüft, ob die Druckdifferenz demWert der Young-Laplace-Gleich-
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Tabelle 7.1: Simulationsparameter für die Validierung des Druckmodells in 2D
Parameter Simulationswerte
Studie a)
γαβ [a.u.] 0,1 1 2
r0p [Zellen] Verschiedene Werte von 17 bis 2000
Studie b)
r0p [Zellen] 50 100 500
γαβ [a.u.] Verschiedene Werte von 0,1 bis 2
Tabelle 7.2: Simulationsparameter für die Validierung des Druckmodells in 3D
Parameter Simulationswerte
γαβ [a.u.] 0,1 1 2
r0p [Zellen] 20 50 90
ung entspricht. Als initialer Druck wird für alle Simulationen p0α = 1 verwendet.
Für den zweidimensionalen Fall werden entsprechend den Werten in Tabelle 7.1
zwei Simulationsstudien durchgeführt. In der Studie a) wird für drei feste Ober-
flächenenergien der initiale Radius variiert, und in Studie b) wird für drei feste
Radien die Oberflächenenergien variiert.
Die Druckdifferenzen der Simulationen über den reziproken Gleichgewichtsra-
dius der zwei Studien sowie die analytischen Lösungen (schwarze Linie) sind in
Abbildung 7.4(a) zusammengefasst. Durch die logarithmischen Achsen folgen
die Symbole der sechs Studien verschiedenen Geraden. Für alle Simulationen ist
eine gute Übereinstimmung mit der analytischen Lösung zu sehen.
Aufgrund des höheren Rechenaufwands werden nur ausgewählte Simulationen
in 3D durchgeführt. Hierzu werden drei Radii und drei Oberflächenenergien
entsprechend Tabelle 7.2 untersucht. Die Simulationsergebnisse in 3D sind in
Abbildung 7.4(b) dargestellt und zeigen ebenfalls eine gute Übereinstimmung
mit den analytischen Lösungen aus (7.4). Die gute Übereinstimmungen der
Druckdifferenzen in Abbildung 7.4 zeigt, das die eingeführte Erweiterung im
Phasenfeldmodell in der Lage ist, den Druck in Poren korrekt zu beschreiben.
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r0p = 50 Zellen, p0 = 1, γαβ =variabel
r0p = 100 Zellen, p0 = 1, γαβ=variabel
r0p = 500 Zellen, p0 = 1, γαβ=variabel
r0p =variabel, p0 = 1, γαβ = 0, 1
r0p =variabel, p0 = 1, γαβ = 1, 0
r0p =variabel, p0 = 1, γαβ = 2, 0
Analytik
(a) 2D




















r0p = 20 Zellen, p0 = 1, γαβ =variabel
r0p = 50 Zellen, p0 = 1, γαβ =variabel




Abbildung 7.4: Vergleich der simulierten Druckdifferenz mit der Young-Laplace-Gleichung für
unterschiedliche Oberflächenenergien und Porenradien rgleich.p in 2D und 3D. Die Abbildungen
basieren auf [76].
7.3.2 Poren an Korngrenzen von idealisierten
Mikrostrukturen
Zur Untersuchung des Einfluss von mobilen Poren an sich bewegenden Korn-
grenzen werden im Folgenden Simulationen an idealisierten Mikrostrukturen,
wie in [76], durchgeführt. Zur Untersuchung der Geschwindigkeit der Korn-
grenze stellen Tikare et al. [407] eine hexagonale Mikrostruktur auf Basis der
Mikrostruktur ausMiodownik et al. [408] vor.Wie in Abbildung 7.5 in Braun dar-
gestellt, besteht dieMikrostruktur aus nebeneinander angeordneten hexagonalen
Prismen mit dem Durchmesser G. Durch die Verwendung gleicher Oberflächen-
energien und gleich großer Hexagone entsteht hierdurch eine stabile Anordnung
ohne Kornwachstum zwischen den hexagonalen Körnern. Am obereren Ende
der hexagonalen Struktur ist ein Einkristall (in Abbildung 7.5 ausgeblendet)
platziert, welcher mit einer konstanten treibenden Kraft Fb und einer konstanten
Wachstumsgeschwindigkeit in die hexagonale Struktur wächst. An den Vierfach-
































Abbildung 7.5: Simulationsaufbau der hexagonalen Mikrostruktur nach [76, 407, 408] zur Un-
tersuchung des Haftens und Ablösens von Poren. In Blau ist die Porenplazierung nach Tikare
et al. [407] und in Grün nach Miodownik et al. [408] dargestellt. Der Einkristall ist zur besseren
Übersichtlichkeit ausgeblendet.
verzweigungen zwischen den Hexagonen und dem Einkristall sind in Blau die
Poren mit dem Durchmesser dp nach Tikare et al. [407] platziert. Parallel zu den
hexagonalen Prismen werden in den Simulationen periodische Randbedingun-
gen genutzt und am oberen und unteren Rand Neumann-Randbedingungen mit
einem Gradienten von null verwendet. Die Oberflächenenergien γαβ zwischen
allen Grenzflächen sind für die Studien auf den Wert eins entdimensionalisiert.
Die Porenmobilität wird entsprechend (7.3) berechnet, mit dem entdimensio-
nalisierten Produkt DsδsΩk−1B T−1 von 10 000. Die Mobilitäten werden in der
Evolutionsgleichung des Phasenfelds in (3.38) als reziproke Werte für den kine-
tischen Koeffizienten verwendet. Für die Simulationen wird für die Mobilität
der Grenzfläche zwischen Poren und Einkristall Msc sowie zwischen Poren und
Polykristall Mpc derselbe Wert verwendet. Darum werden im weiteren Verlauf
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Tabelle 7.3: Simulationsparameter für die Untersuchung des Ablösens und Haftens von Poren
bei einer hexagonalen Mikrostruktur.
Parameter Simulationswerte
Variationen M = 0,04 M = 0,05
G [Zellen] 150 150
dp [Zellen] 20 20
Mp [a.u.] 1 1
Gebietsgröße [Zellen3] 350 × 250 × 400 350 × 250 × 400
Rechenkerne 576 576
die beiden Grenzflächen alsMp bezeichnet. Nach [401] wird abhängig vomMobi-
litätsverhältnis M = Mp⇑Mb der Grenzflächen zwischen Pore und Korn Mp sowie
zwischen Korn und Korn Mb ein Hafen bzw. ein Ablösen vorhergesagt. Für Mo-
bilitätsverhältnisse größer eins wird ein Anhaften der Poren an der Korngrenze
und für Werte kleiner eins ein Ablösen der Poren von dieser erwartet.
Zur Untersuchung dieser beiden Effekte, Ablösen und Haften der Poren an der
Korngrenze zwischen Einkristall und hexagonalen Polykristall, werden in der ers-
ten Studie zwei Korngrenzmobilitäten untersucht. Die Parameter für die beiden
Simulationen sind in Tabelle 7.3 zusammengefasst. Beide Simulationen wurden
auf dem SuperMUC in etwa 8h berechnet. In Abbildung 7.6 ist die zeitliche Ent-
wicklung für die zwei Mobilitätsverhältnisse M = 0,04 und M = 0,05 dargestellt.
Abhängig vomMobilitätsverhältnis kann wie in [401] erwartet für den größeren
Wert ein Haften und für den kleineren Wert ein Ablösen der Poren beobachtet
werden. Für M = 0,05 kann, wie in den Abbildungen 7.6(a) bis 7.6(c), über die
gesamte Simulationszeit ein Haften der Poren an den Vierfachverzweigungen
der Korngrenzen beobachtet werden. Hierbei verändert die Pore ihre Form und
nimmt eine Eiswaffelform an, wie in Abbildung 7.7(a) zu sehen. Dieses Verhalten
wird auch in Tikare et al. [407] beobachtet. Für das kleinere Mobilitätsverhältnis
von M = 0,04 ist ein Ablösen der Poren zu beobachten, wie in den Abbildun-
gen 7.6(d) bis 7.6(f) dargestellt. Hierbei verformen sich die Poren nach Erreichen
der Eiswaffelform weiter, wie in Abbildung 7.7(b) zu sehen. Zudem verlassen
die Poren ihre stabile Postion an den Vierfachverzweigungen und wandern zu
einer Tripellinie (Pfeile in Abbildung 7.6(e)) und von dort zu einer einzelnen
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(a) initiale Mikrostruktur (b) t=300,6 (c) t=484,3
(d) initiale Mikrostruktur (e) t=300,6 (f) t=484,3
Abbildung 7.6: Entwicklung der Korngrenze und der Poren basierend auf [76] für einen Durch-
messer der Hexagone von G = 150 Zellen. FürM = 0,05 ist ein haftenden der Poren (Abbildun-
gen 7.6(a) bis 7.6(c)) und fürM = 0,04 ein ablösenden der Poren (Abbildungen 7.6(d) bis 7.6(f )) zu
beobachten. Der Pfeil zeigt die Veränderung der Porenposition vor dem Ablösen.
Korngrenze (Abbildung 7.7(c)), von der sie sich am Ende lösen. Danach nehmen
die Poren im Einkristall wie in Abschnitt 7.3.1 beschrieben einen Gleichgewichts-
zustand an. Für noch kleinere Mobilitätsverhältnisse lösen sich die Poren direkt
von den Vierfachverzweigungen, wobei sie ihre Form kaum ändern. Zur weiteren
Untersuchung der Porenposition werden für beide Mobilitätsverhältnisse die
Poren wie in Abbildung 7.5 entsprechend Miodownik et al. [408] in die Mitte der
hexagonalen Prismen platziert. Wie in Abbildung 7.8 zu sehen, lösen sich die Po-
ren dabei für beide Verhältnisse ab, im Gegensatz zu den Simulationen in denen
die Poren an den Vierfachverzweigungen platziert waren. Aufgrund der Position
nehmen die Poren die Form eines Tropfens an. Hieraus kann geschlussfolgert
werden, dass die Postion einen Einfluss auf das Ablöseverhalten hat.
7.3 Ergebnisse und Diskussion 231
(a) Pore an einer Vierfachver-
zweigung
(b) Poren an Vierfachverzwei-
gungen vor dem Ablösen
(c) Pore an einer Korngrenze
Abbildung 7.7: Position und Form der Poren an Korngrenzen analog zu [76].
(a) initiale Mikrostruktur (b) t=167 (c) t=217,1
(d) initiale Mikrostruktur (e) t=116,9 (f) t=183,7
Abbildung 7.8: Entwicklung der Korngrenzen mit Poren in der Mitte der hexagonalen Körner ba-
sierend auf [76]. FürM = 0,05 (Abbildungen 7.8(a) bis 7.8(c)) und fürM = 0,04 (Abbildungen 7.8(d)
bis 7.8(f )) ist ein Ablösen der Poren bei der Korngröße von G = 150 Zellen zu sehen.
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Um den Einfluss der Poren zu quantifizieren, wird im Folgenden die Geschwin-
digkeit von porenbehafteten sowie porenfreien Korngrenzen mit analytischen
Gleichungen verglichen. Die Geschwindigkeit vb der Korngrenze zwischen dem
Einkristall und dem hexagonalen Polykristall kann aufgrund der idealisierten
Geometrie analytisch beschrieben werden. Nach [401, 404] kann die Geschwin-
digkeit vb der Korngrenze mit der Mobilität Mb und ohne den Einfluss von
Poren beschrieben werden als
vb = MbFb = 2γαβMbG . (7.5)
Für eine mit Poren behaftete Korngrenze zwischen dem Einkristall und den
hexagonalen Prismen kann nach [401, 404] die Geschwindigkeit der Korngrenze
mit der Porendichte Nd und der Rückhaltekraft der Poren Fp formuliert werden
als
v∗b = Mb (Fb − NdFp) . (7.6)
Für den Fall, dass Poren an den Vierfachverzweigungen platziert sind, wie in
Abbildung 7.5 dargestellt, leiten Tikare et al. [407] auf Basis der Modelle von [405,
419, 420] eine neue Formulierung her, die anstelle der Rückhaltekraft Fp die
PorenmobilitätMp nutzt. Die Geschwindigkeit vTb nach Tikare et al. [407]mit der
MobilitätMp der Grenzfläche zwischen Poren und Korn sowie der Einheitsfläche
der Poren NA schreibt sich
vTb = Fb MpMbNAMb +Mp . (7.7)
Die Mobilität der Porengrenzfläche Mp kann mit (7.3) bestimmt werden. Die
Einheitsfläche der Poren ist nach [407] definiert als





mit der Fläche A und der Anzahl der darin enthaltenen Poren Np .
Um den Einfluss der Poren zu quantifizieren, wird die Geschwindigkeit von
porenbehafteten sowie porenfreien Korngrenzen mit den oben beschriebenen
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Tabelle 7.4: Simulationsparameter analog zu [76] für die Untersuchung der Korngrenzgeschwin-









dp [Zellen] 15 20 25 30
Mp [a.u.] 0,198 0,41 1 3,16
M [-] 5 10 15 20
G = 200
Gebietsgröße:





dp [Zellen] 15 20 25 30
Mp [a.u.] 0,198 0,41 1 3,16
M [-] 5 10 15 20
G = 250
Gebietsgröße:





dp [Zellen] 15 20 25 30
Mp [a.u.] 0,198 0,41 1 3,16
M [-] 5 10 15 20
analytischen Gleichungen verglichen. Hierzu werden vier Mobilitätsverhältnis-
se, vier Porendurchmesser und drei Hexagondurchmesser, wie in Tabelle 7.4
gegeben, verwendet. Um ein Ablösen der Poren auszuschließen, werden größere
Mobilitätsverhältnisse als zuvor untersucht. Für die Studien wird zur besseren
Vergleichbarkeit ein konstantes Verhältnis M genutzt. Aufgrund der Abhängig-
keit der Porenmobilität vom Durchmesser entsprechend (7.3), wird für jeden
Porendurchmesser eine entsprechendeMobilitätMb derKorn-Korn-Grenzfläche
berechnet, sodass M konstant bleibt.
Die Simulationsergebnisse sind in Abbildung 7.9 zusammengefasst. In den Dia-
grammen sind für die einzelnen Porendurchmesser die gemessenen Korngrenz-
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gengeschwindigkeiten über dasMobilitätsverhältnis aufgetragen. Die analytische
Lösung (7.7) ist als schwarz gestrichelte Linie eingezeichnet. Für die in den Simu-
lationen gemessenen Geschwindigkeiten wird eine gute Übereinstimmung mit
der analytischen Lösung gefunden. Aufgrund der sich zu einer Eiswaffel verfor-
menden Poren ist die gemessene Geschwindigkeit in den Simulationen etwas
höher als die durch die Analytik vorhergesagte, welche kugelförmige Poren an-
nimmt. Durch die Verformung reduziert sich die Porendichte, was entsprechend
(7.7) zu einer Erhöhung der Geschwindigkeit führt. Dieses Verhalten wird auch
in den Simulationen von Tikare et al. [407]mit einemMonte-Carlo-Potts-Modell
beobachtet. Mit größer werdendem Porendurchmesser sowie größer werdendem
Mobilitätsverhältnis ist in allen Diagrammen entsprechend (7.7) eine Abnahme
der Geschwindigkeit zu beobachten. Zusätzlich werden in Abbildung 7.9(d) zur
Validierung des Kornwachstums Simulationen mit verschiedenen Korngrenz-
mobilitäten ohne Poren durchgeführt. Die Korngrenzmobilitäten Mb entspre-
chen den Mobilitätsverhältnisen M der anderen Studien, unter der Annahme
eines Porendurchmessers von dp = 15. Für einen Hexagondurchmesser von 200
Zellen wird eine gute Übereinstimmung der Simulationen mit der analytisch
berechneten Geschwindigkeit gefunden. Aufgrund der zeitlichen Auflösung der
Simulationen ist in den Messungen ein leichtes Schwanken zu erkennen.
7.3.3 Einfluss der Poren-Poren-Interaktion
In realistischen Mikrostrukturen interagieren die Poren nicht nur mit der Korn-
grenze, sondern auch miteinander. Lange Poren des Zwischenstadiums teilen
sich zum Endstadium hin auf und werden von den Korngrenzen entsprechend
ihrer Mobilität mitgezogen. Während des weiteren Kornwachstums mit haften-
den Poren können diese wieder in Kontakt kommen und sich zu einer Pore
vereinigen. Um dies im Modell abzubilden, wird der in Abschnitt 7.2 beschriebe-
ne Algorithmus verwendet, um die Ordnungsparameter, Drücke und Volumen
während der Simulation anzupassen. Zudem hängt die Mobilität der Pore, wie
in Abschnitt 7.1 beschrieben, vom Volumen ab, was wiederum die Mobilität der
Pore und damit das Anhaften bzw. Ablösen beeinflusst. Um diese Einflüsse über
die Zeit zu veranschaulichen, werden drei Simulationen durchgeführt, wie in
Abbildung 7.10 dargestellt. Hierfür wird zur besseren Veranschaulichung ein
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(a) G = 100 Zellen






























(b) G = 200 Zellen
































(c) G = 250 Zellen




























(d) G = 200 Zellen, ohne Poren
Abbildung 7.9: Vergleich der in der Simulation gemessenen Korngrenzengeschwindigkeit und
der analytischen Werte für porenbehaftete und porenfreie Korngrenzen basierend auf [76]. Für
den Vergleichwurden Simulationenmit drei KorndurchmessernG sowie vier Porendurchmessern
dp untersucht.
zweidimensionales 200 × 150 Zellen großes Gebiet verwendet. Zudem wird die
Mikrostruktur des Polykristalls mit einer Voronoi-Verteilung generiert. In allen
Simulationen wächst der Einkristall in den Polykristall, wobei sich das Ablö-
severhalten der Poren unterscheidet. Der erste Fall in den Abbildungen 7.10(a)
bis 7.10(c) zeigt die Interaktion der Poren ohne Anpassung der Ordnungspara-
meter und Mobilitäten. Dabei bilden die Poren zwischeneinander eine nicht
physikalische Grenzfläche aus und die Poren bleiben an der Korngrenze haften.
Im zweiten Fall, Abbildungen 7.10(d) bis 7.10(f), werden nur die Ordnungspa-
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Tabelle 7.5: Simulationsparameter für die Validierung des Druckmodells
Parameter Simulationswerte
2D Studie
γαβ [a.u.] 1 1,5 2 3
r0p [Zellen] 5 6 7 8
3D-Studie
γαβ [a.u.] 1 1,5 2
r0p [Zellen] 6 7 9
rameter, Drücke und Volumen angepasst. Auch hier ist ein Haften der Pore
zu beobachten. Im dritten Fall, Abbildungen 7.10(g) bis 7.10(i), wird während
der Simulation zusätzlich noch die Mobilität abhängig vom Volumen der Pore
berechnet. Hierbei wird die Pore durch das größere Volumen langsamer und löst
sich von der Korngrenze ab. Dies zeigt, dass es notwendig ist, den Ordnungspara-
meter, die Volumina, die Drücke und auch die Mobilität während der Simulation
anzupassen, um die Effekte durch die Poreninteraktion korrekt abzubilden.
Zur Untersuchung des Druckes bei der Interaktion von Poren miteinander wer-
den entsprechend Abschnitt 7.3.1 Studien für die Druckdifferenz in 2D und 3D
durchgeführt. Im Gegensatz zur vorherigen Studie mit einer Pore werden in
dieser Studie zwei Poren so in einem Korn platziert, dass sich diese nach kurzer
Zeit berühren. Hierbei wird der Druck, das initiale Volumen und der Ordnungs-
parameter mit dem in Abschnitt 7.2 vorgestellten Algorithmus angepasst. Die
variierten Parameter sind in Tabelle 7.5 zusammengefasst. Für die Studie in 2D
werden zwei Poren mit den vier Porendurchmessern und Oberflächenenergien
untersucht und nach deren Vereinigung die Druckdifferenz ∆p und der Gleich-
gewichtsradius rgleich.-vereinigtp gemessen, wie in Abbildung 7.11(a) dargestellt. In
3D werden, wie in Abbildung 7.11(b) gezeigt, drei Porendurchmesser und drei
Oberflächenenergien untersucht. Auch hier stimmendie in der Simulation gemes-
senen Werte mit den analytischen Vorhersagen überein, wie bei der vorherigen
Studie mit einer Pore. Die guten Übereinstimmungen zeigen, dass das Modell
auch in der Lage ist, die Interaktion von Poren miteinander korrekt abzubilden.
Hierauf aufbauend wird im Folgenden die Poren-Korngrenzen-Interaktion für
unterschiedliche Mikrostrukturen untersucht.
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(a) initiale Mikrostruk-
tur
(b) t = 1995 (c) t = 5130
(d) initiale Mikrostruk-
tur
(e) t = 1995 (f) t = 5130
(g) initiale Mikrostruk-
tur
(h) t = 1995 (i) t = 5130
Abbildung7.10: Einfluss der Poren-Poren-Interaktion auf dasAblöseverhalten vonder Korngrenze,
abhängig von den aktivierten Erweiterungen des Modells, bei denen der Ordnungsparameter,
das Volumen, die Drücke und die Mobilität während der Simulation angepasst werden. In a)
bis c) wird die Interaktion der Poren ohne Anpassung der Ordnungsparameter und Mobilitäten
gezeigt. Abbildung d) bis e) zeigt den Einfluss bei der Anpassung der Ordnungsparameter und
g) bis h) zusätzlich noch die der Mobilitäten.






































Abbildung 7.11: Vergleich der simulierten Druckdifferenz mit der Young-Laplace-Gleichung für
unterschiedliche Oberflächenenergien und Porenradien rgleich.-vereinigtp in 2D und 3D, nachdem
sich zwei Poren vereinigt haben.
7.3.4 Poren an Korngrenzen von realistischen
Mikrostrukturen
Um den Einfluss von Poren an realistischen Mikrostrukturen zu untersuchen,
wird im Folgenden basierend auf [76] der experimentelle Aufbau von Rödel
und Glaeser [406] verwendet. Hierbei werden wie in der vorherigen Studie Po-
ren in gleichmäßigem Abstand zueinander zwischen dem Einkristall und dem
Polykristall eingebracht. Der Polykristall ist hierbei aber aus unterschiedlichen
Körnern aufgebaut. Experimentell wird dieser Aufbau zur Untersuchung von
Mobilitätseffekten verwendet [406, 421–426]. Aufgrund der unterschiedlichen
Formen und Größen der Körner findet neben demWachstum des Einkristalls in
den Polykristall zusätzlich Kornwachstum im Polykristall statt. Daher verändert
sich bei diesem Aufbau die Triebkraft des Einkristalls, was zu einer Reduzierung
der Geschwindigkeit der Korngrenze zwischen Einkristall und Polykristall führt.
Der Polykristall wird für die Untersuchungen über eine Voronoi-Verteilung mit
einer homogenen Korngrößenverteilung und einer definierten Durchschnitts-
korngröße G generiert. Der Simulationsaufbau mit den Randbedingungen ist in
Abbildung 7.12 dargestellt. Die Poren sind an den Ecken einer kartesischen Topo-
logie mit demAbstand f in der Grenzfläche zwischen Einkristall und Polykristall
angebracht. Hierdurch können sich die Poren an Vierfachverzweigungen, Drei-

































Abbildung 7.12: Simulationsaufbau und Parameter entsprechend des experimentellen Aufbaus
von [427]mit demPorenabstand f , demPorendurchmesser dp und dem initial durchschnittlichen
Korndurchmesser G(0).
fachverzweigungen und an Korngrenzen befinden. Zur Untersuchung des Haft-
und Ablöseverhaltens der Poren von der Korngrenze werden entsprechend [76]
drei Porendurchmesser dp untersucht. Hierzu wird im Gegensatz zur vorherigen
Studie die Mobilität der KorngrenzeMb festgehalten und die Porenmobilität ent-
sprechend dem Porendurchmesser mit (7.3) berechnet, was zu unterschiedlichen
M-Werten führt. Die Parameter sind in Tabelle 7.6 zusammengefasst. Für die
Oberflächenenergie γαβ werden realistische Verhältnisse zwischen Korn-Korn-
und Poren-Korn-Grenzflächen verwendet. Die entdimensionalisierten Oberflä-
chenenergien γαβ betragen zwischen Korn und Korn 0,5 sowie zwischen Poren
und Korn 1. Der Porenabstand f beträgt 60 Zellen und die initiale durchschnitt-
liche Korngröße im Polykristall G(0) = 60 Zellen. Die 240 × 240 × 320 Zellen
großen Simulationen wurden auf dem SuperMUC mit 289 Rechenkernen in 10h
berechnet. Für alle Simulationen wird dieselbe Mikrostruktur verwendet.
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Tabelle 7.6: Simulationsparameter für die realistischeMikrostruktur zur Untersuchung des Ablöse-
und Haftverhaltens von Poren.
Parameter Simulationswert
a) b) c)
dp [Zellen] 10 14 20
Mp [u.a.] 0,12 0,49 1,87
M [-] 1,6 0,42 0,1
Die zeitliche Entwicklung der Mikrostruktur für die drei Porendurchmesser von
10, 14 und 20 Zellen ist in Abbildung 7.13 für drei Zeitschritte zu sehen. Abhängig
vom Durchmesser können drei Fälle unterschieden werden: Haften, Ablösen
und teilweises Ablösen der Poren. Für den kleinsten Porendurchmesser von
dp = 10 Zellen ist wie in den Abbildungen 7.13(a) bis 7.13(c) ein Haften der Poren
zu beobachten. Hierbei nehmen die Poren wie in der vorherigen Studie, abhängig
von der Postion, unterschiedliche Formen an, wie die Eiswaffel- und Tropfen-
form. Zudem ist eine Bewegung der Poren entlang der Grenzfläche zwischen
Einkristall und Polykristall zu beobachten. Zur besseren Veranschaulichung der
Porenbewegung ist in Abbildung 7.14 die Mikrostruktur des Polykristalls mit den
Poren aus der Vogelperspektive dargestellt. In Abbildung 7.14(a) ist die initialeMi-
krostruktur gezeigt. Die Mikrostruktur zum Zeitschritt t = 1680 zusammen mit
der initialen Position der Poren (Blau) ist in Abbildung 7.14(b) dargestellt. Über
die Zeit ist aufgrund der größer werdenden Körner eine Bewegung der Poren ent-
lang der Vierfach- und Dreifachverzweigungen des Polykristalls zu beobachten.
Zudem ist eine deutliche Verzerrung der Poren quer zur Wachstumsrichtung
zu erkennen, was zusammen mit den verschiedenen Korndurchmessern lokal
zu unterschiedlichen Wachstumsgeschwindigkeiten führt. Die unterschiedlich
geformten Poren entlang der Wachstumsrichtung zum Zeitschritt t = 1680 sind
in Abbildung 7.15 freigestellt und nebeneinander angeordnet.
Für den Porendurchmesser von dp = 14 Zellen kann wie in den Abbildun-
gen 7.13(d) bis 7.13(f) zu sehen ein teilweises Ablösen der Poren beobachtet
werden. Die Poren lösen sich dabei abhängig von ihre Position im Polykristall
und der Größe der beteiligten Körner zu unterschiedlichen Zeitpunkten ab. Auch
hier ist vor dem Ablösen ein Wandern der Poren von Mehrfachvereinigungen
zu Korngrenzen zu beobachten.
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Für den größten Porendurchmesser von dp = 20 Zellen ist ein sofortiges Ablösen
aller Poren zu beobachten. Aufgrund des größeren Durchmessers sind die Poren
zu inmobil und lösen sich ohne eine starke Formänderung von der Korngrenze
ab. Die zeitliche Entwicklung ist in den Abbildungen 7.13(g) bis 7.13(i) dargestellt.
Hierin ist zu beobachten, dass sich die Poren unabhängig von der Position und
Art der Verzweigung ablösen.
(a) initiale Mikrostruktur (b) t = 1680 (c) t = 3780
(d) initiale Mikrostruktur (e) t = 1260 (f) t = 3360
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(g) initiale Mikrostruktur (h) t = 294 (i) t = 840
Abbildung 7.13: Entwicklung der Korngrenzen und der Poren basierend auf [76] im Falle von
haftenden Poren (Abbildungen 7.13(a) bis 7.13(c)) mit dp = 10, komplettem Ablösen (Abbildun-
gen 7.13(g) bis 7.13(i)) mit dp = 20 und teilweisem Ablösen (Abbildungen 7.13(d) bis 7.13(f )) mit
dp = 14 für unterschiedliche Zeitschritte. In allen Simulationen werden dieselbe Gebietsgröße
von 320 × 240 × 240 Zellen und dieselbe initiale Mikrostruktur verwendet.
(a) t = 0 (b) t = 1680
Abbildung 7.14: Aufsicht auf das Porengitter und den Polykristall zur Visualisierung der Porenbe-
wegung senkrecht zur Wachstumsrichtungam Anfang und am Ende der Simulation basierend
auf [76]. Die Simulation wurde mit dem Porendurchmesser dp = 10, dem Porenabstand f = 60
und dem Korndurchmesser G(0) = 20 durchgeführt. In b) ist zudem die initiale Porenposition in
Blau und die Porenposition zum Zeitpunkt t = 1680 in Rot markiert.











Abbildung 7.15: Freistellung der einzelnen verformten Poren aus Abbildung 7.14(b) in Wachstums-
richtung zum Zeitschritt t = 1680. Die Poren sind aus Abbildung 7.14(b) entnommen.
Zur quantitativen Untersuchung des Haftens und Ablösens der Poren wird im
Folgenden eine analytische Gleichung für die kritische Ablösegeschwindigkeit
hergeleitet, welche zur Bestimmung der kritischen Korngröße im Polykristall
genutzt wird. Diese Analytik wird anschließend mit den Ergebnissen mehrerer
Simulationsserien verglichen.
Die maximale Geschwindigkeit der Korngrenze zwischen Einkristall und Poly-
kristall lässt sich schreiben als
vb = MbFb ,max = ∂∆L∂t , (7.9)
mit der Stecke ∆L, die der Einkristall in den Polykristall in einer gegeben Zeit t
gewachsen ist. Die maximale Triebkraft Fb ,max aufgrund der Krümmung eines
großen Korns in einen Polykristall mit der mittleren Korngröße G wird von
Rödel und Glaeser [406] auf Basis der Arbeit von Hillert [428] hergeleitet. Die
maximale Triebkraft mit der Oberflächenenergie γαβ berechnet sich als
Fb ,max = 3γαβG(t) . (7.10)
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Aufgrund der unterschiedlichen Korngrößen findet im Polykristall Kornwachs-
tum statt, wodurch sich der durchschnittliche Korndurchmesser G(t)mit der
Zeit t verändert. Die Entwicklung des Korndurchmessers G(t) wird über ein
Kornwachstumsgesetz für den Polykristall der Form
G(t)n −G(0)n = kn t (7.11)
mit der initialen KorngrößeG(0), der empirischen Kornwachstumskonstante kn
und demWachstumsexponenten n beschrieben. Abhängig vomMaterial werden
in der Literatur verschiedene Wachstumsexponenten berichtet. Im weiteren
Verlauf wird ein parabolisches Kornwachstumsgesetz auf Basis der Arbeit von
Burke und Turnbull [429] mit n = 2 verwendet. Die Änderung der Korngröße im
Polykristall führt wiederum zu einer Reduzierung der Triebkraft beimWachstum
des Einkristalls in den Polykristall.
Zur Beschreibung dieses Wachstums schlagen Rödel und Glaeser [406] einen
parabolischen Ansatz vor. Die Wachstumsstrecke ∆L des Einkristalls in den
Polykristall ist formuliert als
∆L2 = kL t , (7.12)
mit der Wachstumskonstante kL . Durch Differenzieren von (7.12) nach der Zeit






Mit (7.13) und (7.9) leiten Rödel und Glaeser [427] den Zusammenhang
Mbγαβ = kLG(t)6∆L (7.14)
her. Durch Einsetzen von (7.14) in (7.9) kann die Geschwindigkeit vb berechnet
werden.
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Tabelle 7.7: Simulationsparameter analog zu [76] für den Vergleich der Korngröße G(0) und des




G(0) [Zellen] 20; 30; 35; 40; 45; 50; 60; 70; 90
120
Parameter Simulationswerte
G(0) [Zellen] 20; 30; 35; 40; 45; 50; 60; 70; 90
240
Parameter Simulationswerte




Zur Berücksichtigung der Poren an der Korngrenze kann die Rückhaltekraft
nach [401, 406] geschrieben werden als
Fp = π dp2 γαβ . (7.15)
Durch Einsetzen von (7.9) und (7.15) in (7.6) kann nach [401, 406] die kritische
Korngröße des Polykristalls für das Ablösen der Poren vom Einkristall mit






Ausgehend von (7.16) werden im weiteren Verlauf Simulationsstudien mit ver-
schiedenen Porenabständen f und initialen Korndurchmessern G(0) in realis-
tischen Mikrostrukturen untersucht. Um den Einfluss des teilweisen Ablösens
genauer zu untersuchen, wird der Porendurchmesser von 14 Zellen verwendet.
In Tabelle 7.7 sind die variierten Parameter zusammengestellt. Alle Simulationen
wurden auf dem SuperMUCmit einer Gebietsgröße von 480 × 480 × 300 Zel-
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len und 240 × 240 × 300 Zellen durchgeführt. Das größere Gebiet wird für die
Simulationen mit dem Porenabstand von f = 240 Zellen verwendet. Mit 2449
Rechenkernen benötigt die Berechnung etwa 16h. Das kleinere Gebiet wird für
die Simulationen mit den beiden Porenabständen von f = 60 und 120 Zellen
verwendet, die mit 289 Rechenkernen in etwa 10h berechnet werden.
Entsprechend (7.16) ist in den Simulationen für Durchmesser größer als der
kritische Korndurchmesser ein Haften der Poren und für kleinere Korndurch-
messer ein Ablösen zu beobachten. Für Korndurchmesser nahe dem kritischen
Korndurchmesser ist ein Bereich mit teilweisem Ablösen zu beobachten. Die
Simulationsergebnisse des Porenverhaltens sind in Abbildung 7.16 abhängig von
der Korngröße und dem Porenabstand zusammengefasst. Die Simulationen,
bei denen sich alle Poren ablösen bzw. haften bleiben, sind in Rot bzw. Grün
markiert. Die Simulationen, in denen nur ein teilweises Ablösen beobachtet wird,
sind zusammen mit dem prozentualen Anteil an sich ablösenden Poren in Blau
markiert. In der Ablösekarte in Abbildung 7.16 sind abhängig vom initialen Korn-
durchmesser G(0) drei Bereiche zu sehen, für Ablösen, Haften und teilweises
Ablösen. Der Porenabstand f hat hingegen nahezu keinen Einfluss. Dies ist in
Übereinstimmung mit den experimentellen Arbeiten zu Aluminium von Rödel
und Glaeser [406]. In Schwarz ist zudem die analytische Lösung aus (7.16) für die
höchste und niedrigste gemessene Porengeschwindigkeit kurz vor dem Ablösen
dargestellt. Die durchschnittlich gemessenen Geschwindigkeiten sind v = 0,02
und v = 0,03 Zellen pro Zeitschritt.
Für Korngrößen kleiner als 20 Zellen ist ein Ablösen aller Poren zu beobachten.
Für Korngrößen von mehr als 70 Zellen ist aufgrund der geringeren Triebkraft
und der damit langsameren Geschwindigkeit der Korngrenze ein Haften der
Poren an der Korngrenze zu sehen. Die Korngrößen dazwischen führen zu einem
teilweisen Ablösen der Poren. Auch die analytischen Werte für das Ablösen der
Poren aus (7.16) verlaufen durch diesen Bereich.
Der prozentuale Anteil der sich ablösenden Poren in Abbildung 7.16 zeigt dabei
keinen Trend, abhängig von der Korngröße und dem Porenabstand. Dies könnte
jedoch auch an der geringen Anzahl an Poren in den Simulationen liegen. Zudem
hat die Postion der Poren in der initialen Mikrostruktur einen Einfluss auf
das Ablöseverhalten, wie in Abschnitt 7.3.2 gezeigt. Durch das Platzieren der
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vp = 0, 02





























Kornwachstumsgesetz für G(t)mit vp = 0,02
Kornwachstumsgesetz für G(t)mit vp = 0,03
Abbildung 7.16: Karte des Porenverhaltens basierend auf [76] für unterschiedliche Korngrößen
G(0) und Porenabstände f . Die roten Markierungen entsprechen dem vollständigen Ablösen
und die grünen Markierungen entsprechen dem Haften der Poren. In Blau sind die Simulatio-
nen mit teilweisem Ablösen sowie mit prozentualem Ablöseanteil eingezeichnet. Die beiden
schwarzen Linien entsprechen der oberen und unteren Schranke für das Ablösen nach (7.16).
Poren mit einem festen Abstand befinden sich die Poren an unterschiedlichen
Mehrfachvereinigungen, was die Statistik vor allem im Bereich des teilweisen
Ablösens beeinflussen kann.
Hieraus kann jedoch geschlussfolgert werden, dass die initiale Porenposition
einen Einfluss auf das Ablöseverhalten in realistischen Mikrostrukturen hat, da
sich Poren an Korngrenzen schneller ablösen als an Mehrfachverzweigungen.
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grenze wandern müssen, bevor sie sich ablösen können. Dieses Wandern der
Poren ist in Abbildung 7.14 zu sehen. Während der Zeit, die die Poren benöti-
gen, um an eine Korngrenze zu wandern, findet im Polykristall Kornwachstum
statt. Hierdurch reduziert sich die Triebkraft und damit auch die Wachstumsrate
des Einkristalls in den Polykristall. Nimmt die Wachstumsrate des Einkristalls
in den Polykristall mit der Zeit zu stark ab, können sich die Poren unter Um-
ständen nicht mehr von der Korngrenze ablösen. Daher hat die initiale Postion
der Poren einen starken Einfluss darauf, ob sich Poren ablösen oder nicht. Des-
halb ist aufgrund der statistisch nicht gleich verteilten Poren kein klarer Trend
in Abbildung 7.16 zu beobachteten. Größere Simulationen oder eine gezielte
initiale Platzierung könnten es ermöglichen, einen statistischen Trend zu beob-
achten. Das generelle Ablöse- und Haftverhalten der Poren in den Simulationen
entspricht den analytischen Vorhersagen aus (7.16) sowie den experimentellen
Ergebnissen von Roedel und Glaeser [406].
Die hier gezeigten Simulationsergebnisse auf Basis des erweiterten Phasenfeldmo-
dells erlauben es, das Haften und Ablösen von Poren in realistischen Mikrostruk-
turen zu simulieren. Die guten Übereinstimmungen der Simulationsergebnisse
mit den analytischen Modellen ermöglichen es, das Verhalten von Poren an
komplexeren Mikrostrukturen sowie den Einfluss weiterer Parameter zu unter-
suchen.
7.4 Schlussfolgerungen
Auf Basis eines um Druck erweiterten Phasenfeldmodells wurde in diesem Ab-
schnitt analog zu [76] der Einfluss von mobilen Poren an Korngrenzen unter-
sucht. Die Druckerweiterung wurde für einzelne wie auch sich vereinigende
Porenmit der Young-Laplace-Gleichung in 2D und 3D validiert. Für die Untersu-
chung der Poren-Korngrenzen-Interaktion an der Grenzfläche zwischen einem
Einkristall und Polykristall wurde eine gute Übereinstimmung mit den analy-
tischen Gleichungen sowie experimentellen und simulativen Beobachtungen
gefunden. Für die idealisierten Mikrostrukturen wurde der Einfluss der Poren
an verschiedenen Korngrenzen untersucht und eine gute Übereinstimmung der
Poren an Verzweigungen lösen sich dabei erst später ab, da sie erst an eine Korn-
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mit analytischen Gleichungen gefunden. In den Simulationen mit einer realis-
tischen Mikrostruktur wurden drei Fälle wie auch in Experimenten von [406]
beobachtet: haftende Poren, komplettes Ablösen der Poren und teilweises Ablö-
sen. Basierend auf einer analytischen Gleichung zur Bestimmung des kritischen
Korndurchmessers im Polykristall für das Ablösen der Poren wurde eine Ablöse-
karte in Abhängigkeit des Porenabstands und der Korngröße erstellt, um diese
Effekte zu quantifizieren.
Die Schlussfolgerungen dieser Untersuchungen sind:
(i) Das um Druck erweiterte Phasenfeldmodell stimmt mit den analytischen
Gleichungen für den Druck, die Korngrenzengeschwindigkeit und dem
kritischen Korndurchmesser im Polykristall überein.
(ii) Das Ablösen der Poren hängt von der Position der Poren wie z.B. an
Mehrfachvereinigungen oder an Korngrenzen ab.
(iii) ZumAblösen der Poren vom Einkristall wandern diese von Vierfach- über
Dreifachverzweigungen zu einer Korngrenze, von der sie sich schließlich
ablösen.
(iv) Das Ablösen der Poren von der Korngrenze hängt von der Korngren-
zengeschwindigkeit und damit auch von der Korngröße im Polykristall
ab.
(v) In realistischen Mikrostrukturen kann neben reinem Haften und Ablösen
aufgrund der unterschiedlichen Porenpositionen und Korndurchmesser
ein teilweises Ablösen beobachtet werden.
(vi) Die analytischen Gleichungen vernachlässigen sowohl in den idealisierten
wie auch realen Mikrostrukturen die Porenposition und die Verformung
der Poren. Vor allem in realistischen Mikrostrukturen ist daher nur eine
grobe Abschätzungen möglich.
(vii) Der Porenabstand hat für die untersuchten Abstände nur einen unterge-
ordneten Effekt auf das Ablösen der Poren, obwohl sich die Porendichte
hierdurch verändert.
Korngrenzengeschwindigkeit für porenbehaftete sowie porenfreie Korngrenzen
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7.5 Ausblick
Basierend auf den guten Übereinstimmungen der Simulationen mit den ana-
lytischen Gleichungen kann mit dem hier vorgestellten Phasenfeldmodell ein
weitergehendes Verständnis der Poreninteraktion an Korngrenzen aufgebaut
werden. Hierzu kann des Weiteren der Einfluss auf das Ablöseverhalten abhän-
gig von der Porenform und der Position genauer untersucht werden. Für die
weitere Untersuchung des Haft- und Ablöseverhaltens von Poren an Korngren-
zen in realistischen Mikrostrukturen ist der Einfluss der Korngrößenverteilung
im Polykristall, die Anisotropie der Korngrenzenergie sowie unterschiedliche
Mobilitäten genauer zu betrachten. Zur Erhöhung der statistischen Aussagekraft
sind zudem größere Simulationsgebiete notwendig, was zur effizienten Berech-





In dieser Arbeit wurde dieMikrostrukturentwicklung von großskaligen Gebieten
in 3D bei der Erstarrung von Legierungen und dem Endstadium des Sinterpro-
zesses untersucht.
Im ersten Teil wurde das Phasenfeldmodell auf Basis des Großkanonischen
Potentialansatzes zur Simulation der ternären eutektischen gerichteten Erstar-
rung im hoch optimierten Löser des massiv-parallelen waLBerla-Frameworks
umgesetzt. In Performancemessungen wurde auf einem Rechenkern eine Peak
Performance von 27,1% sowie ein gutes Skalierungsverhalten mit bis zu 1 048 576
Prozessen gezeigt. Aufbauend auf dem Löser wurde ausgehend von gekipptem
Wachstum in 2D das in Experimenten vermutete Spiralwachstum in 3D nachge-
wiesen. Für das ternäre eutektische System Al-Ag-Cu wurde die Musterbildung
während der Erstarrung sowohl vor als auch nach der Löslichkeitsänderung
untersucht. Zudem wurde der Einfluss von verschiedenen Geschwindigkeits-
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wechseln auf die Musterbildung untersucht. Hierbei wurde eine gute qualitative
wie auch quantitative Übereinstimmung zu Experimenten gefunden.
Im zweiten Teil wurde der Einfluss von Poren an Korngrenzen während des
Endstadiums des Sinterprozesses analysiert. Im Pace3D-Löser wurde für die
Modellierung der Poren-Poren-Interaktion mit Hilfe von Zusammenhangskom-
ponenten ein effizienter und paralleler Algorithmus zur Beschreibung von Topo-
logieänderungen umgesetzt. Abhängig von der Korngröße, dem Porenabstand,
der Porengröße und der Porenposition wurde von den Poren ein Ablösen bzw.
ein Haften an den Korngrenzen beobachtet. Für das Ablöseverhalten wurde
zudem eine Separationskarte erstellt.
Durch die hoch optimierten und parallelen Löser für Hochleistungsrechner war
es möglich, die Mikrostrukturentwicklung von komplexen dreidimensionalen
Effekten in großskaligen Gebieten auf Basis von Phasenfeldsimulationen zu un-
tersuchen. Hierdurch konnten experimentelle Vermutungen nachgewiesen sowie
verschiedene Effekte von unterschiedlichen Materialien untersucht werden. Neu-
artige Auswertetechniken zur Beschreibung der dreidimensionalen Strukturen
wie Graphen, Ereignisse der Fasern und Hauptkomponentenanalysen auf Basis
von Zweipunktkorrelationen ermöglichten es, neue Erkenntnisse und Vergleiche
zwischen den Mikrostrukturen herzustellen.
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Für maßgeschneiderte Bauteile mit definierten Eigenschaften ist ein detailliertes 
Verständnis der Mikrostrukturentwicklung notwendig. Mit Phasenfeldsimulatio-
nen kann gezielt der Einfluss von verschiedenen physikalischen Parametern sowie 
von Prozessparametern auf die Mikrostrukturentwicklung  analysiert werden. Im 
ersten Teil wird die Mikrostrukturentwicklung bei der ternären eutektischen ge-
richteten Erstarrung mit einem hochoptimierten Phasenfeldlöser im massiv-par-
allelen waLBerla-Framework untersucht. In großskaligen 3D-Simulationen wird 
das in Experimenten vermutete und räumlich komplexe Wachstum von Spiralen 
nachgewiesen. Die Musterbildung während der Erstarrung Al-Ag-Cu sowie der 
Einfluss von Geschwindigkeitswechseln auf die Musterbildung wird qualitativ 
und quantitativ untersucht. Im zweiten Teil wird die Mikrostrukturentwicklung 
unter dem Einfluss von Poren an Korngrenzen während des Endstadiums des 
Sinterprozesses mit dem PACE3D-Löser analysiert. Für die Untersuchung des Ab-
löseverhaltens der Poren von Korngrenzen werden idealisierte sowie realistische 
Mikrostrukturen mit analytischen Gleichungen verglichen. 
