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Abstract
This is a second paper in a two part series. In the prequel, [S.S. Krigman, C.E. Wayne, Boundary control-
lability of Maxwell’s equations with nonzero conductivity inside a cube, I: Spectral controllability, J. Math.
Anal. Appl. (2006), doi:10.1016/j.jmaa2006.06.101], we showed that a system of Maxwell’s equations for
a homogeneous medium in a cube with nonnegative conductivity possesses the property that any finite com-
bination of eigenfunctions is controllable (spectral controllability) by means of boundary surface currents
applied over only one face of the cube. In the present paper it is established, by modifying the calculations in
[H.O. Fattorini, Estimates for sequences biorthogonal to certain complex exponentials and boundary control
of the wave equation, in: New Trends in Systems Analysis, Proceedings of the International Symposium,
Versailles, 1976, in: Lecture Notes in Control and Inform. Sci., vol. 2, Springer, Berlin, 1977, pp. 111–124],
that spectral controllability is the strongest result possible for this geometry, since the exact controllability
fails regardless of the size of the conductivity term. However, we do establish controllability of solutions
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1356 S.S. Krigman, C.E. Wayne / J. Math. Anal. Appl. 329 (2007) 1355–1374that are smooth enough that the Fourier coefficients of their initial data decay at an appropriate exponential
rate. This does not contradict the lack of exact controllability since in any Sobolev space there are initial
conditions which violate these restrictions.
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1. Introduction
This paper is a continuation of [3]. The notation and definitions of [3] will carry over with-
out any change. Here we will show that spectral controllability result established in [3] is the
strongest result possible for this geometry.
In the remainder of the introductory section we will describe an outline of this paper. Sec-
tion 2 is a short background section which collects material needed from [3]. In particular, in this
section we have repeated relevant equations from [3] together with the statements of three major
theorems which are proved in the course of these two papers. In Section 3, we will modify the
analysis in [2] to show that the norm of each element of the biorthogonal sequence (we will refer
to individual elements as biorthogonal functions) may be bounded from below. This result will in
turn lead us to the conclusion that any Sobolev space will possess initial conditions such that the
resulting electromagnetic field cannot be steered to zero by controls residing in L2(0, T ;L2(Γ )3)
in any finite time T > 0 (because the initial conditions are not smooth enough).
In Section 4, we will then establish an upper bound on the norms of these biorthogonal func-
tions by actually constructing them. This will allow us to quantify just how smooth the initial
data must be in order for the controls to reside in the space L2(0, T ;L2(Γ )3).
2. Relevant background from Part I
In this section we will recall some relevant equations and results from [3] and also give the
appropriate section number in [3] to facilitate the reader with auxiliary definitions.
In Section 2 of [3] we represented the initial data of Maxwell’s equations {E0,H 0} in terms
of Fourier coefficients E0lmnk , H
0
lmnk as
E0 =
∑
lmn
∑
k=0,1,2
E0lmnkΨlmnk(x), H
0 =
∑
lmn
∑
k=0,1,2
H 0lmnkΦlmnk(x). (1)
In Section 5 of [3] we represented the control function J (x, t) acting on the top face of the
boundary as
J (x, t) = e− σ2 t
[ ∞∑
m=1
γ0m0(t)Ψ¯0m0(x)+
∞∑
l=1
γl00(t)Ψ¯l00(x)
+
∞∑
l,m=(1,1)
∑
k=1,2
γlmk(t)Ψ¯lmk(x)
]
. (2)
The functions of time γlmk(t) were represented in Section 6.1 of [3] as
γl0m01(t) =
∞∑
n=0
[
ξ
(1)
l0m0n1χ
(1)
l0m0n
(t) + ξ (2)l0m0n1χ
(2)
l0m0n
(t)
]
, l0 > 0, m0 > 0, (3)
ξ
(1) = ξ (2) = 0. (4)l0m002 l0m002
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γl0m02(t) =
∞∑
n=1
[
ξ
(1)
l0m0n2χ
(1)
l0m0n
(t)+ ξ (2)l0m0n2χ
(2)
l0m0n
(t)
]
, l0 > 0, m0 > 0, (5)
γl000(t) =
∞∑
n=1
[
ξ
(1)
l00n0χ
(1)
l00n(t) + ξ
(2)
l00n0χ
(2)
l00n(t)
]
, l0 > 0, (6)
γ0m00(t) =
∞∑
n=1
[
ξ
(1)
0m0n0χ
(1)
0m0n(t)+ ξ
(2)
0m0n0χ
(2)
0m0n(t)
]
, m0 > 0. (7)
In Section 7.3 of [3] we established the following bound on the L2(0, T ;L2(Γ )3) norm of
J (x, t):
∥∥J (x, t)∥∥2
L2(0,T ;L2(Γ )3) 
T∫
0
∞∑
m=1
∣∣∣∣∣
∞∑
n=1
[
ξ
(1)
0mn0χ
(1)
0mn(t)+ ξ (2)0mn0χ(2)0mn(t)
]∣∣∣∣∣
2
dt
+
T∫
0
∞∑
l=1
∣∣∣∣∣
∞∑
n=1
[
ξ
(1)
l0n0χ
(1)
l0n(t)+ ξ (2)l0n0χ(2)l0n(t)
]∣∣∣∣∣
2
dt
+
T∫
0
∞∑
l=1
∞∑
m=1
∣∣∣∣∣
∞∑
n=0
∑
k=1,2
[
ξ
(1)
lmnkχ
(1)
lmn(t)+ ξ (2)lmnkχ(2)lmn(t)
]∣∣∣∣∣
2
dt (8)
and subsequently,∥∥J (x, t)∥∥2
L2(0,T ;L2(Γ )3)

∞∑
m=1
B0m0
∞∑
n=1
(∣∣ξ (1)0mn0∣∣2 + ∣∣ξ (2)0mn0∣∣2)+
∞∑
l=1
Bl00
∞∑
n=1
(∣∣ξ (1)l0n0∣∣2 + ∣∣ξ (2)l0n0∣∣2)
+
∞∑
l=1
∞∑
m=1
∑
k=1,2
Blmk
[ ∞∑
n=0
(∣∣ξ (1)lmnk∣∣2 + ∣∣ξ (2)lmnk∣∣2)
]
. (9)
In Section 6.1.1 of [3] we obtained a formal solution to moment problem for weak dissipation,
that is, we showed that
ξ
(2)
l0m0n0k0
= an0k0
K(n0, k0)
, ξ
(1)
l0m0n0k0
= bn0k0
K(n0, k0)
, unless n0 = 0 and l0 ∗m0 > 0.
(10)
Likewise, for the remaining combination of indices we have
ξ
(2)
l0m001 =
al0m000
K(l0,m0,0,1)
, ξ
(1)
l0m001 =
bl0m000
K(l0,m0,0,1)
. (11)
We now state the main results of this work. The following theorem was established in [3]:
Theorem 1. Suppose Ω , Γ are as in [3] and Ω is made up of homogeneous medium with any
nonnegative conductivity value σ  0. Then for T > 2π the system of Maxwell’s equation with
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combination of eigenfunctions of the Maxwell operator may be steered to a null state) in time T .
The controls
J (x, t) ∈ L2(0, T ;L2(Γ )3).
In particular, the controls are applied over just one face of Ω .
The following two theorems will be proved in the current paper.
Theorem 2. There exist functions {H 0,E0} ∈ K such that the control problem has no solution
J ∈ L2(0, T ;L2(Γ )3) for any time T > 0.
Theorem 3. Let T > 2π . Let E0,H 0 be given by (1) with
∑
lmn
∑
k=1,2
( |E0lmnk|2
K2(l,m,n, k)
+ |H
0
lmnk|2
K2(l,m,n, k)
)
e2πμ(l,m) = τ 2(E0,H 0)< ∞.
Then the control problem has a solution J (x, t) ∈ L2(0, T ;L2(Γ )3) such that∥∥J (x, t)∥∥
L2(0,T ;L2(Γ )3)  Cτ
(
E0,H 0
)
.
The normalization constant K(l,m,n, k) is defined in (12) and (13) below. C is a constant inde-
pendent of the initial data.
The constant of integration, K(l,m,n, k), is defined by
K(l,m,n, k) =
∫
Γ
Ψ¯lmk ·Ψlmn0 dΓ if n = 0, l ∗m = 0, (12)
K(l,m,n, k) =
∫
Γ
Ψ¯lmk ·Ψlmnk dΓ otherwise. (13)
We are now ready to proceed.
3. Proof of Theorem 2: Showing the lack of controllability in L2(0,T ;L2(Γ )3)
In establishing the “one face is not enough” controllability result, we are going to closely
follow the similar calculations performed in [2]. The general outline will be borrowed from that
article and every theorem in this section will have a scalar wave equation analogue which has
been derived by Fattorini in [2]. When the differences arise between the case discussed there and
in this work, or simply when we wish to supply more detail than is given in [2], we will rederive
the analogues to the Fattorini’s proofs. In other cases, when his results go over unchanged, we
shall simply quote them. As was mentioned in the introduction, in one of the proofs, there will
be a notable disagreement with the results in Fattorini’s paper and we will have to correct for a
possible deficiency in [2].
The following analysis is going to examine various properties of the sequences of functions
in the limiting cases as the indices “get large enough.” Therefore none of the proofs below will
be restricted to any specific ranges of the value of dissipation σ . We will therefore conduct all of
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be altered in the “high dissipation” cases.
We first rewrite the moment problem appearing at the end of Section 5.1 of [3] in a more
compact form, recalling that ank and bnk are complex conjugates and taking into account the
expansion (5) which says that every element of γlm2(t) is orthogonal to e±
ihM (lm0)t
2
. Thus, unless
n = 0 and l ∗m > 0,
K(n, k)
T∫
0
e
ihM(n)t
2 γlmk(t) dt = ank, (14)
K(n, k)
T∫
0
e
−ihM (n)t
2 γlmk(t) dt = a¯nk. (15)
While in the case when n = 0 and l > 0, m > 0,
K(l,m,0,1)
T∫
0
e
ihM(lm0)t
2 γlm1(t) = alm00, (16)
K(l,m,0,1)
T∫
0
e
−ihM (lm0)t
2 γlm1(t) = a¯lm00. (17)
We are now going to assume that the exact controllability holds (i.e., the controls which solve
(14)–(17) belong to the space L2(0, T ;L2(Γ )3). With that assumption we will derive upper
bounds on the norms of sequences biorthogonal to the exponentials. Later on, we will also derive
lower bounds on the same sequences and show that in general the two sets of bounds create a
contradiction, thus making the assumption of exact controllability false and hence completing
the proof of Theorem 2.
Notes on notation used throughout this proof.
(1) We let the index n run over all the integers of the type ±0,±1,±2, . . . . This enables us
to drop the superscript in {χlmn}. Thus, χlmn corresponds to χ(1)lmn in the old notation, when
n 0 and it corresponds to χ(2)lmn when n < 0. When n = −0, χlmn corresponds to χ(2)lm0 in the
old notation. Occasionally, when reverting to the old notation will make the argument more
clear, we will do so while pointing out to the reader that we are using the old convention.
(2) We will be using a multitude of constants C,C1, C˜, c, . . . . These constants must be assumed
to be different from one another (even when they are repeated) unless otherwise stated.
3.1. Deriving the upper bounds by assuming the exact controllability
Proposition 1. For every {l,m,n, k} let Mlmnk be a positive constant. Assume that for every
multisequence {almnk} such that
|almnk| CMlmnk (18)
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by (2). Then, for arbitrary (l,m, k) there exists a sequence {χlmn; n = ±0,±1, . . .} biorthog-
onal to {e ihM(lmn)t2 ; n = ±0,±1, . . .} such that
‖χlmn‖L2(0,T )  Ce
σ
2 T
∣∣K(l,m,n, k)∣∣M−1lmnk. (19)
Remark 1. It can be verified, [4], that |K(l,m,n, k)| < 1 always.
Proof. Define E to be the Banach space of all multisequences {almnk} satisfying (18). And define
the norm∥∥{almnk}∥∥E = sup
lmnk
{|almnk|M−1lmnk}.
Now let F be the closed subspace of all J (x, t) ∈ L2(0, T ;L2(Γ )3) which satisfy the moment
problem (14)–(17) with the right-hand side almnk = 0.
Remark 2. As can be seen from (6)–(7), where a function corresponding to n = ±0 is left out,
the space F is not empty. For example, letting l > 0 be an integer such that l2 = m2 + n2 for
any nonzero integers m, n implies that hM(l,0,0) = hM(m,n,0). Consequently e
ihM(l00)t
2 is
orthogonal to every element of (7) which in turn implies that an element χ(1)l00 is not present in
any of the summations (3), (5)–(7). Thus, χ(1)l00 ∈ F .
Denote by J + F the equivalence class of J in L2(0, T ;L2(Γ )3). And consider the operator
A : E → L2(0, T ;L2(Γ )3) defined by
A
({almnk})= J (x, t)+ F. (20)
We have the following lemma which will be proved later on.
Lemma 1. A is a closed operator.
It follows from the Closed Graph Theorem that A is a bounded operator. Therefore for any
{almnk} ∈ E there exists a solution J (x, t) ∈ L2(0, T ;L2(Γ )3) with∥∥J (x, t)∥∥
L2(0,T ;L2(Γ )3)  C
∥∥{almnk}∥∥E (21)
where C is independent of (l,m,n, k). Now fix (l0,m0, n0, k0) and take another multiindex
ζ = (ζ0, ζ1, ζ2, ζ3). Define
a
(l0,m0,n0,k0)
ζ = δl0ζ0δm0ζ1δn0ζ2δk0ζ3 .
Therefore∥∥a(l0,m0,n0,k0)ζ ∥∥E = M−1l0m0n0k0 . (22)
Let J (l0,m0,n0,k0)(x, t) be the solution of the moment problem which corresponds to a(l0,m0,n0,k0)ζ
on the right side of (14)–(17), meaning it controls a single mode. Therefore J (l0,m0,n0,k0)(x, t)
must satisfy (21). The problem (14)–(17) will have a solution function
γl0m0k0(t) = χl0m0n0(t)/K(l0,m0, n0, k0). (23)
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J (l0,m0,n0,k0)(x, t) = χl0m0n0(t)e−
σ
2 t Ψ¯l0m0k0(x)/K(l0,m0, n0, k0). (24)
Applying (24) and substituting (22) for the right side of (21) gives us
‖e− σ2 tχl0m0n0‖L2(0,T )
|K(l0,m0, n0, k0)| =
∥∥J (x, t)∥∥
L2(0,T ;L2(Γ )3)  C
∥∥a(l0,m0,n0,k0)ζ ∥∥E = CM−1l0m0n0k0
resulting in inequality (19). Thus as soon as we prove Lemma 1, Proposition 1 is established. 
Remark 3. In examining our moment problem, we note that when all of the indices l,m,n > 0,
the inequality (19) provides two bounds on ‖χlmn‖L2(0,T ): one bound corresponding to k = 1
and another one corresponding to k = 2. In this case, we may modify the expression (19) to
‖χlmn‖L2(0,T ) Ce
σ
2 T min
k=1,2
{∣∣K(l,m,n, k)∣∣M−1lmnk}, if l,m,n > 0. (25)
However, if l,m > 0 and n = ±0 then we can only obtain the bound in the case k = 1 as can be
seen from expansions (3)–(5).
3.1.1. Proof of Lemma 1
Let
lim
s→∞
{
aslmnk
} E→ {a∞lmnk}.
Also let
lim
s→∞
∥∥J s(x, t)− J∞(x, t)∥∥
L2(0,T ;L2(Γ )3) → 0.
Denote by J˜∞ the control which corresponds to {a∞lmnk}, i.e., define
J˜∞ = A({a∞lmnk}). (26)
Then to show that the operator A is closed, we need to show that∥∥J˜∞(x, t)− J∞(x, t)∥∥
L2(0,T ;L2(Γ )3) = 0. (27)
Define
bslmnk = aslmnk − a∞lmnk
then by our assumption
lim
s→∞b
s
lmnk
E→ 0.
Define
F s = J s − J∞
then in keeping with this notation
lim
s→∞F
s →F∞ in L2(0, T ;L2(Γ )3).
Then establishing (27) is equivalent to having to show that∥∥F∞∥∥ 2 2 3 = 0. (28)L (0,T ;L (Γ ) )
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F˜ slmnk =
T∫
0
∫
Γ
F s(x, t)Ψ¯lmk(x)e
ihM (lmn)t
2 dΓ dt, s = 1, . . . ,∞. (29)
Claim 1.∥∥F∞∥∥
L2(0,T ;L2(Γ )3) = 0 ⇒ F˜∞lmnk = 0 for some (l0,m0, n0, k0). (30)
Proof of Claim 1 is standard, it can also be found in [4]. Now, all that is left to show is that for
every allowed combination of l0,m0, n0, k0 we will have F˜∞l0m0n0k0 = 0. But to do that, we first
need to show that F˜ sl0m0n0k0 goes to F˜∞l0m0n0k0 as s → ∞.
Claim 2. Fix (l0,m0, n0, k0) as in (30). If
lim
s→∞F
s →F∞ in L2(0, T ;L2(Γ )3)
then
lim
s→∞ F˜
s
l0m0n0k0
= F˜∞l0m0n0k0 . (31)
Proof of Claim 2. Expression (29) gives us
∣∣F˜ sl0m0n0k0 − F˜∞l0m0n0k0 ∣∣=
∣∣∣∣∣
T∫
0
∫
Γ
[F s(x, t)−F∞(x, t)]Ψ¯l0m0k0(x)e ihM (l0m0n0)t2 dΓ dt
∣∣∣∣∣

∥∥F s −F∞∥∥
L2(0,T ;L2(Γ )3) → 0 as s → ∞. 
Substituting the expression (2) for J (x, t) inside (29) gives
∣∣F˜ slmnk∣∣
∣∣∣∣ bslmnkK(l,m,n, k)
∣∣∣∣→ 0 as s → ∞.
Hence, we have just shown that F˜ sl0m0n0k0 → 0 as s → 0. But then by Claim 2, this means that
F˜∞l0m0n0k0 = 0 for every admissible combination of l0,m0, n0, k0. Thus, by Claim 1, we have
arrived at the contradiction to the assumption that ‖F∞‖L2(0,T ;L2(Γ )3) > 0. This completes the
proof of Lemma 1.
3.2. Deriving the lower bounds
In this section we are going to derive the lower bounds on L2(0, T ) norms of the elements of
sequences biorthogonal to {e ihM(l0m0n)t2 ; n = ±0,±1, . . .}. The lower bounds which we are going
to derive, will only hold when the expression l20 +m20 is “large enough.” However, recall that the
upper bounds on these norms, derived in Proposition 1, hold for any values of l0,m0. Then we
will have an infinite sequence of biorthogonal functions for which both upper and lower bounds
on the norms must hold, if the assumption of exact controllability is true. We will show that the
two sets of bounds will clash. Before proceeding, we need to make some additional definitions.
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Again, we will closely follow [2], including in many instances the notation. Define
ω(l,m,n)
def= hM(l,m,n)
2
= sgn(n)
√(
l2 + m2 + n2)− (σ/2)2,
μ(l,m)
def= ω(l,m,0) =
√(
l2 +m2)− (σ/2)2.
To simplify some expressions below we also define
ω(l,m,−0) = −
√(
l2 +m2)− (σ/2)2 = −μ(l,m).
Now define the Fourier transform
Ψμ(l,m),n(ζ ) =
T∫
0
eiζ tχlmn(t) dt.
Remark 4. With the change of variables which shifts the origin to the point t = T2 the limits of
integration above become −T2 , T2 and therefore by the Paley–Wiener Theorem (see, e.g., [1])
the function Ψμ(l,m),n(ζ ) is seen to be an entire function of exponential type  T2 .
By the Plancherel Theorem
‖Ψμ(l,m),n‖L2(−∞,∞) = 2π‖χlmn‖L2(0,T ). (32)
Therefore, from the definition of the biorthogonal functions χlmn we see that
Ψμ(l,m),n
(
ω(l,m, k)
)=
T∫
0
eiω(l,m,k)tχlmn(t) dt = δkn. (33)
Define another function
Θμ(l,m),n(ζ ) = (μ
2(l,m)− ζ 2) 12
ζ −ω(l,m,n) sinh
[
π
(
μ2(l,m)− ζ 2) 12 ]. (34)
As is pointed out in [2], this is also an entire function. The zeros of Θμ(l,m),n are ζ =
ω(l,m, k), k = n. After some manipulations we obtain
Θμ(l,m),n(ζ ) = − (ζ
2 −μ2(l,m)) 12
ζ −ω(l,m,n) sin
[
π
(
ζ 2 −μ2(l,m)) 12 ]. (35)
Finally, we define the function Φμ(l,m),n(ζ ) via the following formula:
Ψμ(l,m),n(ζ ) = Θμ(l,m),n(ζ )Φμ(l,m),n(ζ ). (36)
Next, we will study the dependence of Φμ(l,m),n on μ(l,m) when n is fixed. As may be inferred
by looking at the formulas (32) and (36), the norm of the function Φμ(l,m),n is closely related
to what we are seeking—the norm of χlmn. In the next section we will derive the bounds on the
norm of Φμ(l,m),n(ζ ) both on the real line and on a complex strip.
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We choose a value μ0
def= μ(l0,m0) that is sufficiently large for our needs. Also, in order
to simplify notation we will denote by μ the quantity μ(l,m) when this does not cause any
confusion.
Lemma 2.
(a) For each μ(l,m) μ0, Φμ(l,m),n is an entire function of the exponential type  T2 .
(b) Φμ(l,m),n ∈ L2(R) and
‖Φμ(l,m),n‖L2(R)  C‖χlmn‖L2(0,T ), μ(l,m) μ0.
Proof. (a) Earlier, we had calculated the zeros of Θμ,n which are all real values. It follows from
the definition of complex sine, that if 0 < ϕ  | arg ζ | π − ϕ there exists a constant δ > 0 such
that |Θμ,n(ζ )| δ. Therefore
∣∣Φμ,n(ζ )∣∣=
∣∣∣∣Ψμ,n(ζ )Θμ,n(ζ )
∣∣∣∣ 1δ
∣∣Ψμ,n(ζ )∣∣ CeT |ζ |/2 (0 < ϕ  |arg ζ | π − ϕ). (37)
The last inequality is due to the fact that Ψμ,n(ζ ) is of exponential type  T2 . The remainder of
the proof covering the case when ζ is inside the two angles, given on p. 117 of [2], goes through
unchanged.
(b) Given μ  μ0, ρ > 0 define the family of intervals I(μ,ρ) = {In(μ,ρ)}n=±0,±1,... as
follows:
In(μ,ρ) =
{
ζ : ζ  0,
∣∣(ζ 2 −μ2) 12 − n∣∣< ρ}, n > 0.
Therefore,
(ρ − n)2 < (ζ 2 −μ2)< (ρ + n)2
or
In(μ,ρ) =
{
ζ : ζ ∈ ((μ2 + (n− ρ)2) 12 , (μ2 + (n + ρ)2) 12 )}, n > 0.
Define separately
I0(μ,ρ) =
{
ζ : ζ ∈ ((μ2 − ρ2) 12 , (μ2 + ρ2) 12 )}.
And finally define
In(μ,ρ) = −I−n(μ,ρ), n−0.
For convenience let n > 0. In order for the intervals In to be pairwise disjoint the right side of
nth interval must not overlap the left side of (n+ 1)st interval. This is equivalent to having
(
μ2 + (n+ ρ2)) 12 < (μ2 + (n+ 1 − ρ2)) 12
which yields the requirement
ρ <
1
.2
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Combining this with the fact that in order to make I0 and I−0 not to overlap we need ρ < μ0 (in
fact the left side of I0 or the right side of I−0 is only defined when ρ < μ0), we require that
ρ < min
{
1
2
,μ0
}
.
Assume that ρ is fixed and ζ ∈R\I(μ,ρ). Then∣∣(ζ 2 −μ2) 12 − n∣∣ ρ.
Thus the quantity |sinπ(ζ 2 −μ2) 12 | in (35) is bounded away from zero uniformly in μ μ0. At
the same time,∣∣∣∣ ζ − ω(l,m,n)
(ζ 2 − μ2(l,m)) 12
∣∣∣∣=
∣∣∣∣ζ −
√
μ2 + n2√
ζ 2 −μ2
∣∣∣∣K(n), ∀ζ ∈R\{I0 ∪ I−0},
where K depends on n but does not depend on μ. Consequently,∣∣Θμ(l,m),n(ζ )∣∣ c > 0, c = c(n) is independent of μ, ∀ζ ∈R\I(μ,ρ). (38)
Therefore, using (38) we have∣∣Φμ,n(ζ )∣∣=
∣∣∣∣Ψμ,n(ζ )Θμ,n(ζ )
∣∣∣∣ 1c
∣∣Ψμ,n(ζ )∣∣, ∀ζ ∈R\I(μ,ρ). (39)
Now set k = 2π
T+1 , δ = k2 , ρ = min{ 14 ,μ0}. From Lemma 3.2 of [2] we know that for each
μ μ0 there exists a sequence {νn(μ)}n=±0,±1,... satisfying
|νn − kn| δ, |νn+1 − νn| δ (n = ±0,±1, . . .) (40)
none of whose elements belong to I(μ,ρ). The second condition in (40) allows us to apply
the theorem of Plancherel and Polya, (e.g., [1, p. 101]). Combining (39) with this theorem and
applying (32) gives us
m=+∞∑
m=−∞
∣∣Φμ,n(νm(μ))∣∣2  1
c2
m=+∞∑
m=−∞
∣∣Ψμ,n(νm(μ))∣∣2  C′(δ)
∞∫
−∞
∣∣Ψμ,n(ζ )∣∣2 dζ
= 2πC′(δ)
T∫
0
∣∣χlmn(t)∣∣2 dt. (41)
Note that the Plancherel and Polya theorem tells us that the constant C′ only depends on δ and
not on μ. As stated in [2] (see also [1, p. 197]), the theorem of Duffin and Schaeffer states that
the conditions (40) imply existence of another constant C(δ), which depends only on δ, such that
∞∫
−∞
∣∣Φμ,n(ζ )∣∣2 dζ C(δ)m=+∞∑
m=−∞
∣∣Φμ,n(νm(μ))∣∣2.
Combining this inequality with (41) yields
‖Φμ,n‖L2(−∞,∞)  C˜(δ)‖χlmn‖L2(0,T )
which is the statement of Lemma 2(b). 
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∣∣Ψμ(l,m),n(ζ )∣∣
T∫
0
∣∣eiζ tχlmn(t)∣∣dt  ‖χlmn‖L2(0,T )∥∥eiζ t∥∥L2(0,T ). (42)
When ζ is real, ‖eiζ t‖L2(0,T ) =
√
T and thus (42) becomes equivalent to∣∣Ψμ(l,m),n(ζ )∣∣√T ‖χlmn‖L2(0,T ), ∀ζ ∈R. (43)
Next, using the inequality sinhx
x
 ex2x+1 (x  0) and letting
|ζ | μ− 1 (44)
we obtain∣∣Θμ(l,m),n(ζ )∣∣
∣∣∣∣
√
2μ− 1 sinhπ√2μ− 1
ζ − ω(l,m,n)
∣∣∣∣ |π(2μ − 1)eπ
√
2μ−1|
|(2π√2μ− 1 + 1)(ζ − ω(l,m,n))| .
If μ is chosen large enough then
πeπ
√
2μ−1
2π
√
2μ− 1 + 1 Ce
π
√
μ,
while the remainder of that expression may be bounded from below as∣∣∣∣ 2μ− 1ζ −ω(l,m,n)
∣∣∣∣>
∣∣∣∣2n − 2ω(l,m,n)
∣∣∣∣→ 12|n| as μ → ∞.
Therefore∣∣Θμ(l,m),n(ζ )∣∣ c(n)eπ√μ (|ζ | μ − 1). (45)
Combining this inequality with (39) and (43) yields∣∣Φμ,n(ζ )∣∣ C√T e−π√μ‖χlmn‖L2(0,T ) (|ζ | μ − 1) (46)
where the constant C does not depend on μ.
From Lemma 2(a) we know that Φμ(l,m),n is an entire function of exponential type  T2 .
Therefore, the Paley–Wiener Theorem applies and it yields
Φμ,n(ζ ) =
T
2∫
− T2
eiζ tφμ,n(t) dt (47)
where φμ,n ∈ L2(−T2 , T2 ) and
‖φμ,n‖L2(− T2 , T2 ) =
1
2π
‖Φμ,n‖L2(R). (48)
Now suppose the imaginary part of ζ is bounded, i.e., |Im ζ | γ . Since ζ = Re ζ + i Im ζ , then
eiζ t = ei Re ζ t e− Im ζ t . With this substitution, applying Cauchy–Schwartz to (47) gives
∣∣Φμ,n(ζ )∣∣
T
2∫
− T2
∣∣ei Re ζ t ∣∣e− Im ζ t ∣∣φμ,n(t)∣∣dt √T e|Im ζ |T ‖φμ,n‖L2(− T2 , T2 )

√
T
e|Im ζ |T ‖Φμ,n‖L2(R)2π
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3.2.3. Defining some conformal mappings and a function fμ,n
In this section we will continue to follow the general ideas from [2] and define a function, fμ,n,
which is related to Φμ,n. Special properties of fμ,n will later enable us to bound ‖χlmn‖L2(0,T )
from below. However, we believe that the function fμ,n defined in [2] does not possess the
property fμ,n(0) = 1 which is needed to apply Theorem 4 given below. As mentioned in the
introduction of [3], the corrected form of fμ,n given in this work, will have implications on the
size of the space of initial conditions which will not be controllable. The goal is to define a
function which will satisfy all the criteria of the following theorem from [5, p. 21]:
Theorem 4. Let f (z) be holomorphic in the circle |z|  2eR (R > 0) with f (0) = 1 and let
η ∈ (0, 3e2 ). Then inside the circle |z| R, but outside of a family of excluded circles the sum of
whose radii is not greater than 4ηR, we have
ln
(∣∣f (z)∣∣)> −(2 + ln 3e
2η
)
ln
(
Mf (2eR)
)
where
Mf (2eR) = max|z|=2eR
∣∣f (z)∣∣.
As it is pointed out in [2], the function z = tanh ζ = eζ−e−ζ
eζ+e−ζ maps conformally the horizontal
strip |Im ζ | π4 into the unit circle |z| < 1. Define the interval
I
def=
(
− 1
2e
,
1
2e
)
.
And define I0 ⊂ I , which will depend on the sign of n by
I0
def=
{(
, 12e
)
, if n 0,(− 12e ,−), if n < 0,
where
0 <  <
1
2e
− 2
5e
.
The reasons for these definitions will be explained below. Next, we want to define a map,
Gμ,n(z), from the unit circle back into the horizontal strip |Im ζ |  π4K in such a way that
the origin gets mapped to a point (ω(l,m,n)) on the real axis. Here, K is some positive constant
to be determined later. In addition, for reasons to be explained below, we want this map to take
every point of the interval I0 into the interval (−μ + 1,μ − 1). Note that with this definition
Gμ,n(z) will map the unit circle to the region in the ζ plane where |Φμ,n(ζ )| can be bounded by
the inequality (49) with |Im ζ | π4K and every point z ∈ I0 gets mapped into a segment on the
real axis of ζ plane for which |Φμ,n(ζ )| can be bounded by the inequality (46). A map which
transforms the unit circle in this way is
Gμ,n(z) = ω(l,m,n)− sgn(n)K tanh−1(z). (50)
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Thus,
Gμ,n(0) = ω(l,m,n).
Pictorially these mappings are described in Fig. 1. The left-hand picture presents the mapping
between the unit circle and the horizontal strip, similar to the picture in [2]. The picture on the
right depicts the mapping of the unit circle into the horizontal strip via the map Gμ,n. Particularly,
we want to emphasize how the interval I0 is mapped inside the interval (−μ + 1,μ − 1), when
μ is sufficiently large with respect to n. This particular diagram corresponds to the case n 0.
The diagram for the case n < 0 may be obtained by, roughly speaking, “reflecting” the picture
on the right side of Fig. 1 about the central axis.
Remark 5. We can approximate the value of the constant K needed in (50). Assume for sim-
plicity that n,  > 0. For a fixed value of n, ω(l,m,n) − μ(l,m) → 0 as μ(l,m) → ∞. Also
tanh−1() . Therefore the requirement
ω(l,m,n)−K tanh−1() < μ− 1
implies that for μ large enough (with respect to n), it is sufficient to pick K such that 1 <K.
To accomplish the rest, we define the function
fμ,n(z) = αμ,nΦμ,n
(
Gμ,n(z)
) (51)
where the value of the constant αμ,n is to be determined. The upper and lower bounds of
fμ,n will be derived for certain real values inside the unit circle and will naturally lead
to the lower bounds on ‖χlmn‖L2(0,T ). As pointed out in [2], where fμ,n was defined as
fμ,n(z) = αμ,nΦμ,n(tanh−1(z)), fμ,n is analytic in |z|  1 except at points z = ±1 where it
is still continuous. This also holds true for fμ,n defined in (51). Define
αμ,n = Θμ,n
(
ω(l,m,n)
)
.
Combining (35) with an application of l’Hospital’s rule gives
αμ,n = lim
ζ→
√
μ2+n2
−
π
2 2ζ
√
ζ 2 −μ2 cosπ√ζ 2 −μ2√
ζ 2 −μ2 = (−1)
nπ
√
μ2 + n2.
From (33) we know that Ψμ,n(ω(l,m,n)) = 1. Consequently,
fμ,n(0) = Φμ,n
(
tanh
(
ω(l,m,n)
))= αμ,n Ψμ,n(ω(l,m,n))
Θ (ω(l,m,n))
= 1.
μ,n
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We are finally ready to establish a lower bound on fμ,n(z) for some z ∈ I0 and from this estab-
lish a lower bound on ‖χlmn‖L2(0,T ). Because of the properties of fμ,n which were established
in the previous subsection, the function fμ,n satisfies the conditions of Theorem 4. Thus, if we
choose R = 12e and denote by mμ,n the maximum modulus of fμ,n in the unit circle, then for any
η 3e2 ,
fμ,n(z) exp
(
−
(
2 + ln 3e
2η
)
lnmμ,n
)
. (52)
This holds for all z inside the circle |z|  12e but outside the family of excluded circles Ck ={z: |z − zk| rk} the sum of whose radii does not exceed∑
k
rk 
2η
e
. (53)
Selecting η = 110 we see from (53) that the sum of the excluded diameters
∑
k 2rk  25e <
1
2e − .
Now we let μ be large enough that
G(I0) ⊂ (−μ + 1,μ− 1).
Therefore, there exists z ∈ I0 such that (52) holds for it and simultaneously, due to (46) and (51),
the following inequality holds:∣∣fμ,n(z)∣∣C1(n)μ√T e−π√μ‖χlmn‖L2(0,T ). (54)
From (49) and the fact that absolute value of the imaginary part of the argument of Φμ,n is
bounded by π4K we have
mμ,n  C2(n)μe
π
4 KT
√
T ‖χlmn‖L2(0,T ). (55)
Letting C′ = C2(n)μe π4 KT in (55) and inserting the result into (52) gives∣∣fμ,n(z)∣∣ exp
[
−
(
2 + ln 3e
2η
)
ln
(
C′
√
T ‖χlmn‖L2(0,T )
)]
. (56)
Combining expressions (56), (54) and defining βμ,n = ‖χlmn‖L2(0,T ) we get
C1μ
√
T e−π
√
μβμ,n  |fμ,n| exp
[
−
(
2 + ln 3e
2η
)
ln
(
C′
√
T βμ,n
)]
. (57)
Taking the logarithms of both sides in (57) and setting K = 2 + ln 3e2η yields
lnC1 + lnμ+ 12 lnT − π
√
μ+ lnβμ,n −K
(
lnC′ + 1
2
lnT + lnβμ,n
)
.
Rearranging the terms and expanding C′ in the above expression
lnβμ,n − lnμ− K lnC2 + lnC1
K + 1 −
KπK
4(K + 1)T +
π
√
μ
(1 +K) −
1
2
lnT . (58)
Defining new constants C1 > 0, C2 > 0, C3 > 0, C4 from summation terms on the right side of
(58) and exponentiating both sides gives
βμ,n 
eC1
√
μ
T −C2e−C3T e−C4 . (59)
μ
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C1
2
√
μ > μ resulting in e
C1
√
μ
μ
 e
C1
2
√
μ
. Applying this
inequality to the right side of (59) establishes the following modification of Theorem 3.3 in [2]:
Theorem 5. Let μ(l,m)  μ0 > 0. For each μ(l,m) let {χlmn} be a biorthogonal sequence in
L2(0, T ) defined as before. Then for every integer n there exist constants c,C, k,K > 0 such
that
‖χlmn‖L2(0,T )  CT −ke−KT ec
√
μ. (60)
3.3. Establishing the contradiction between the results on upper and lower bounds
In this section we are going to establish that inequalities (19) and (60) clash for all finite values
of T . Since (60) must always hold, this implies that our assumption of exact controllability
(in Proposition 1) is false. Consider our control problem with the initial state of the system
{H(x,0),E(x,0)} ∈ J 1τ (Ω,1) × J 1ν (Ω,1) whose Fourier expansion coefficients defined as H 0nk
and E0nk satisfy the condition (18) in Proposition 1, i.e.,∣∣E0lmnk∣∣ CMlmnk, ∣∣H 0lmnk∣∣ CMlmnk. (61)
Again, we are looking for the control J (x, t) ∈ L2(0, T ;L2(Γ )3). It then follows from the de-
finitions at the end of Section 5.1 of [3] that the coefficients almnk, a¯lmnk of the corresponding
moment problem (14)–(17) also satisfy the requirement (18) in Proposition 1.
We will now obtain a contradiction between Proposition 1 and Theorem 5. First we need to
pick a constant Mlmnk in Proposition 1 to be smaller than e−c
√
μ
. Recalling the definition of μ,
let
Mlmnk = e−δ
4√
l2+m2 (62)
where δ is some positive constant to be determined later. Subsuming the T -dependence in the
right-hand side of (19) into C1, Proposition 1 says that
‖χlmn‖L2(0,T )  C1eδ
4√
l2+m2 . (63)
At the same time, applying Theorem 5 and subsuming the T -dependence in (60) into another
constant C2 yields
‖χlmn‖L2(0,T )  C2ec
4√
l2+m2 . (64)
Thus, setting δ < c where c is the same constant as in (60) shows that for large enough value of
μ there exists {H(x,0),E(x,0)} ∈ J 1τ (Ω,1) × J 1ν (Ω,1) such that the control problem has no
L2(0, T ;L2(Γ )3) solution for T previously fixed.
Remark 6. In particular, if the initial values lie in a Sobolev space Hs , for some fixed s, then
|almnk| |K(l,m,n, k)|C
(|l| + |m| + |n|)s .
Recall that depending on the value of k, the constant |K(l,m,n, k)|  C1|l| or |K(l,m,n, k)| 
C1
.|m|
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its Fourier coefficients must satisfy
|almnk| C¯
(|l| + |m| + |n|)s(|l| + |m|) . (65)
Applying (65) to the estimate (19) says that if the initial values belong to a Sobolev space Hs ,
then the upper bound on all ‖χlmn‖L2(0,T ) must grow no faster then a polynomial (|l| + |m| +
|n|)s(|l| + |m|), clashing with (64) which indicates the exponential growth of the lower bound
on ‖χlmn‖L2(0,T ) with μ. Therefore, given any Sobolev space Hs and a time T > 2π , there exist
electric and magnetic fields in Hs which cannot be controlled to zero.
We will now show that there exist states for which the control problem has no solution in any
time T > 0. Denote by ΥT the set of initial states which are controllable to zero in time T .
Remark 7. ΥT may only contain a zero state if T is too small (i.e., T < 2π ).
Given T > 0, recall the closed operator A :E → L2(0, T ;L2(Γ )3) defined by the expression
(20), where E is a Banach space of all multisequences of Fourier coefficients for initial data
(i.e., Fourier coefficients for E0 and H 0). The Banach–Steinhaus Theorem (e.g., [6]) tells us that
either A is bounded on all of E or the subset of E on which A is bounded is a countable union of
nowhere dense subsets of E , known as a first category set. Space E is isomorphic to a space, E ′,
such that E ′ ⊂ J 1τ (Ω,1) and another space E ′′ ∼ E such that E ′′ ⊂ J 1ν (Ω,1). Therefore, given
T > 0, a subset of J 1τ (Ω,1) × J 1ν (Ω,1) for which the corresponding control is bounded in the
L2(0, T ;L2(Γ )3), i.e., the set ΥT , is also a first category set in E ′ × E ′′ ⊂ J 1τ (Ω,1)× J 1ν (Ω,1).
Now, take a sequence Tn → ∞. From Baire’s Theorem [6], we know that the intersection of
the complements (E ′ × E ′′)\ΥTn is not empty. Thus letting{
H 0,E0
} ∈⋂
n
(E ′ × E ′′)\ΥTn ⊂
⋂
n
J 1τ (Ω,1)× J 1ν (Ω,1)\ΥTn
produces a state for which the control problem has no L2(0, T ;L2(Γ )3) solution in any time
T > 0.
Remark 8. Technically, we have just shown the existence of the states which do not have a
solution in any time T > 2π . We extend this result to include T  2π . Assume that T1 > T .
Clearly any state which is controllable in time T is also controllable in time T1 (simply set the
controls to zero in the interval [T ,T1]). Thus, ΥT ⊂ ΥT1 . Denoting the complement of ΥT by Υ CT ,
gives Υ CT1 ⊂ Υ CT . Since Υ CT is the subset of J 1τ (Ω,1) × J 1ν (Ω,1) for which the control problem
does not have an L2(0, T ;L2(Γ )3) solution, means that any state which is not controllable in
time T1 is also not controllable in any time T < T1.
This concludes the proof of Theorem 2.
4. Proof of Theorem 3: Determination of the controllable initial states with controls
applied over only one face
We have just seen in Theorem 2 that no Sobolev space of initial data can be driven to a null
state by controls in L2(0, T ;L2(Γ )3) in a finite time T when the controls are restricted to only
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requirements, then we will be able to find such controls. We will continue following [2], as we
derive the constraints on the initial states {H 0,E0} in such a way as to be able to bound the
right-hand side of the expression (9) and therefore have the controls J (x, t) ∈ L2(0, T ;L2(Γ )3).
Note again that since there are at most finitely many “high dissipation” eigenmodes, we only
need to be concerned with the formulas for “low dissipation” eigenmodes when considering the
convergence of the infinite summation in (9). In order to achieve this goal we will next derive the
upper bound on ‖χlmn‖L2(0,T ).
4.1. Upper bounds on the norms of biorthogonal functions
Theorem 6. Let μ(l,m) μ0 > 0, T > 2π . For each μ(l,m) let {χlmn}∞n=±0 be a biorthogonal
sequence in L2(0, T ). Then we can bound
‖χlmn‖L2(0,T )  Ceπμ. (66)
Proof. This result is the analogue of Theorem 3.4 in [2]. Recall the definition of Θμ,n, given
by (34). It is shown on p. 121 of [2] that
∣∣Θμ,n(ζ )∣∣Cμeπμ, |ζ | μ, (67)∣∣Θμ,n(ζ )∣∣C(μ + |n|), |ζ | > μ. (68)
It is actually shown in [4] that C = 2π in (67), but the important conclusion from (67) and (68) is
that Θμ,n is an entire function of the exponential type  π . Next, as in [2], we define a function
Hμ,n(ζ ) = Θμ,n(ζ ) sinη(ζ −ω(l,m,n))
η(ζ − ω(l,m,n)) , where |η| <
T − 2π
2
. (69)
Hμ,n is of the exponential type  T2 (note that its exponential type will exceed that of Θμ,n by
no more than T−2π2 ).
As was mentioned in Section 8.2.1, Θμ,n(ω(l,m, k)) = 0 when k = n. Therefore, the same is
true of the function Hμ,n. While for k = n we have
lim
ζ→ω(l,m,n)Hμ,n
(
ω(l,m,n)
)= Θμ,n(ω(l,m,n))= (−1)nπ(μ2 + n2) 12 = αμ,n
which is the same αμ,n that was calculated in Section 8.2.3. Therefore,
Hμ,n
(
ω(l,m, k)
)= αμ,nδnk. (70)
We are now ready to explicitly construct the biorthogonal sequence to the sequence of complex
exponentials {e± ihM (l0,m0,n)t2 }∞n=0. This construction, given below, is an expansion of the material
found in [2] and will follow p. 150 of [7]. We define a sequence of functions as follows:
glmn(t) = 12παμ,n
∞∫
e−iζ tHμ,n(ζ ) dζ. (71)−∞
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1
αμ,n
Hμ,n(ζ ) =
∞∫
−∞
glmn(t)e
iζ t dt =
T
2∫
− T2
glmn(t)e
iζ t dt. (72)
Once again, we want to shift the origin by redefining the function through the change of variables
χlmn(t) = glmn
(
t + T
2
)
. (73)
Then expression (72) becomes
1
αμ,n
Hμ,n(ζ ) =
T∫
0
χlmn(t)e
iζ t dt. (74)
Substituting the expression (70) into (74) means that
1
αμ,n
Hμ,n
(
ω(l,m,n)
)=
T∫
0
χlmn(t)e
iω(l,m,n)t dt = δnk. (75)
Thus, we may conclude that a sequence of functions {χl0m0n(t)} defined by (71) and (73) is the
biorthogonal sequence to {eiω(l0,m0,n)t } in L2(0, T ). By the Plancherel Theorem:∥∥χlmn(t)∥∥L2(0,T ) = 1αμ,n
∥∥Hμ,n(ζ )∥∥L2(R)
 1
αμ,n
∥∥Θμ,n(ζ )∥∥L∞
√√√√√
∞∫
−∞
∣∣∣∣ sinη(ζ −ω(l,m,n))η(ζ −ω(l,m,n))
∣∣∣∣
2
dζ .
The square root of the integral on the right side of the above expression may be bounded by a
constant C, and therefore we have∥∥χlmn(t)∥∥L2(0,T )  Cαμ,n
∥∥Θμ,n(ζ )∥∥L∞ . (76)
Since |αμ,n|  μ then using (67)–(68) we may bound the right side of (76) to get the esti-
mate (66). This completes the proof of Theorem 6. 
4.2. Establishing the existence of the solution to the control problem
In this section we will use the bound (66) to determine the conditions on initial data which
would yield the convergence of the expression (8) and thus establish the conditions under which
the control problem will have a solution.
Let the initial data E0 and H 0 be given by (1) and recall the expressions (10) and (11) which
give the controls in terms of Fourier coefficients E0n,k and H
0
n,k . Then (8), together with (10)–(11)
and (66), implies that we will have L2(0, T ;L2(Γ )3) controllability if the expression∑
n
∑ |bnk|2
K2(l,m,n, k)
γ 2(l,m) = τ 2(E0,H 0)< ∞ (77)
k
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logγ (l,m) = πμ(l,m).
Recall further from Section 5.1 of [3] that
bnk = E0nk −
σH 0nk
2αn
− ihM(n)H
0
nk
2αn
.
Note that the second term in the above expression goes to zero as 1
l2+m2+n2 while the third term
is bounded by |H 0nk|. Therefore (77) is equivalent to
∑
n
∑
k
( |E0nk|2
K2(l,m,n, k)
+ |H
0
nk|2
K2(l,m,n, k)
)
γ 2(l,m) = τ 2(E0,H 0)< ∞. (78)
Clearly the control norm is bounded by∥∥J (x, t)∥∥
L2(0,T ;L2(Γ )3)  Cτ
(
E0,H 0
)
.
This establishes Theorem 3.
Remark 9. Notice that for l and m that are large compared to σ
max{l,m} < μ(l,m) < l +m.
Therefore, Fourier coefficients must decay at an exponential rate in order for the control problem
to have solution. Thus, any Sobolev space will contain some initial data which will violate the
requirements of Theorem 3 and we do not have a contradiction with the “non-controllability”
result in Theorem 2.
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