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We present a simple model of network growth and solve it by writing down the dynamic equations
for its macroscopic characteristics like the degree distribution and degree correlations. This allows
us to study carefully the percolation transition using a generating functions theory. The model con-
siders a network with a fixed number of nodes wherein links are introduced using degree-dependent
linking probabilities pk. To illustrate the techniques and support our findings using Monte-Carlo
simulations, we introduce the exemplary linking rule pk ∝ k−α, with α between −1 and +∞. This
parameter may be used to interpolate between different regimes. For negative α, links are most
likely attached to high-degree nodes. On the other hand, in case α > 0, nodes with low degrees are
connected and the model asymptotically approaches a process undergoing explosive percolation.
I. INTRODUCTION
An important research topic in network theory con-
cerns the way in which networks grow. A few decades
ago, network construction models almost exclusively used
random link addition. In the meantime, a paradigm shift
occurred, influenced by the realisation that the growth
of real-life complex systems can be better described by a
process which exploits specific linking rules. The inaugu-
ral paper of Baraba´si and Albert was the first to capture
two key ingredients of network growth in real-life struc-
tures: continuous growth and preferential attachment [1].
Not all construction models, however, aim at introduc-
ing the most realistic description of real-life processes.
Instead, some network growth models are designed to
study the effect of specific linking rules on the evolution
of the network structure. In this paper, we are particu-
larly interested in the influence on the properties of the
formation of a giant connected component in the net-
work, the so-called percolation transition [2]. In recent
years, much attention was devoted to this transition in
complex networks, which was, amongst other, studied as
a model for virus spreading [3] and network failures [4–8].
Recently, Achlioptas et al. discovered a new type of
percolation transition in complex networks [9]. The tran-
sition which they coined explosive is marked by an abrupt
growth of the largest cluster in large networks. Following
the ground-breaking work of Achlioptas et al., explosive
transitions have been observed and studied in a wide va-
riety of network and lattice models [10–14]. The exact
nature of the transition has been the subject of a vivid
debate. By now, it has been established that the transi-
tion caused by the original process of Achlioptas et al. is
continuous [15–18], while first-order transitions could be
observed in models with global competition between the
links [19]. For instance, the discontinuity of a process in
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which clusters are randomly connected has been analyt-
ically and numerically shown in Refs. [20, 21].
We introduce a model which studies the growth of
a network with a fixed number of nodes using general
degree-dependent linking probabilities. The main prop-
erties of the constructed networks and the percolation
transition are studied. One of the major advantages of
this model is its analytical ease of handling. Numeri-
cal results to exact rate equations provide expressions
for the degree distribution and degree correlations in the
constructed networks by means of which the percolation
properties can be studied accurately within a generat-
ing functions formalism. To illustrate the techniques and
support the findings using Monte Carlo simulations, we
introduce two examples of linking rules. In both vari-
ants, a single parameter α determines the dynamics. The
parameter may be used to interpolate between different
regimes: depending on the sign of α new edges are prefer-
ably attached to nodes with larger or smaller degrees.
The limiting values of α correspond on the one hand to
the attachment rule of Baraba´si and Albert, and, on the
other hand, to an explosive process that is similar to the
ones reported in Refs. [20, 21].
The outline of this Paper is as follows. In the next
section, we introduce our network growth process and
compare it with existing models. In the remainder, the
most prominent properties of the growth process and
the constructed networks are studied. In the third and
fourth section, we study rate equations which determine
the evolution of the degree distribution and degree cor-
relations for general linking rules. For two exemplary
linking rules, we compare the numerical solutions to this
approach with simulations. Section V provides a way
to obtain the percolation properties using a generating
functions scheme. Numerical results within the scheme
are again compared with simulations for two exemplary
linking rules. Throughout the Paper, we pay special
attention to the parameter regimes for which explosive
percolation, preferential attachment or random network
growth are recovered. Expansions and particular analyt-
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2ical techniques provide deeper insight into these limiting
situations.
II. THE MODEL
A. Linking probabilities
Consider a network consisting of N sparsely connected
nodes. As time evolves, links (edges) are added between
the nodes. The probability to attach an edge to node i
depends only on its instantaneous degree ki. In general,
we define the linking weights pki as
pki ≡ pk =
fki
c(t)
, (1)
with
c(t) =
1
N
N∑
j=1
fkj (2)
the time-dependent normalisation. Here fk is an alge-
braic function of the degree k, which will be specified
later on. Note that we define the linking weights such
that N =
∑
i pki and thus 1 =
∑
k pkP (k), with P (k)
the degree distribution. In each time-step, two nodes are
selected according to the probability of Eq. (1) and a new
link is introduced between them. Multiple links between
the same nodes and self-linking are avoided. The linking
procedure can continue until a fully-connected network is
reached, but we are mainly interested in the percolation
transition, which happens much earlier in the linking pro-
cess. Moreover, in the remainder of the text, we focus on
the macroscopic limit, thus implicitly assuming N →∞.
In most network growth models, both the number of
links and nodes evolve dynamically. Our model is differ-
ent in the sense that the number of nodes in the network
is fixed. Noteworthy models with constant number of
nodes were presented by Baraba´si et al. [22] and also by
Go´mez-Garden˜es and Moreno [23]. In their models, in
each time-step a random node is linked to a node chosen
using degree-dependent linking rules. Our model is dif-
ferent from theirs since both nodes are chosen according
to a probability function pk. In Sect. III C 3, we relax
the requirement of symmetric linking probabilities and
instead consider processes in which both endnodes are
chosen with different linking probabilities. Note that the
main results of this Paper can be extended to such asym-
metric network growth models.
B. The bachelor and the pair model
To illustrate our findings using simulations we intro-
duce two examples of degree-dependent linking rules. In
the first diversification, we focus on a model with the
most simple initial condition, i.e., all nodes are isolated
at the start of the linking procedure. The linking proba-
bility is defined by
f bk = (k + 1)
−α, (3)
with a single parameter α and with k ≥ kbmin, where
kbmin ≡ 0 denotes the minimal degree in the network.
The specific form of the function f bk ensures that the
weights are always well defined. Since initially all nodes
are isolated, we call this model the bachelor model. In
the second variant we assume that
fpk = k
−α. (4)
Since the above function is ill-defined for connectivity
k = 0, all nodes are initially combined into pairs and the
minimal connectivity is therefore kpmin ≡ 1. The model
is henceforth denoted as the pair model. Links can be
classified as either initial-time or finite-time links.
In both models, a single parameter α determines the
dynamics. The value α = 0 indicates random network
growth amounting to an Erdo˝s-Re´nyi network with a
Poisson-like degree distribution [24]. For positive α,
nodes with a small degree are most likely selected which
prevents the formation of hubs. For negative α, on the
other hand, links are most likely attached to nodes with
a large connectivity. A similar degree-dependent attach-
ment is found in the Baraba´si-Albert model and the ex-
tension thereof by Krapivsky et al. [1, 25, 26]. In their
models, nodes are continuously added to the network
and connected in a degree-dependent manner with older
nodes. Krapivsky et al. used the same linking probability
as in our pair model, pk ∝ k−α, while in the Baraba´si-
Albert model α = −1 is applied. In the following sec-
tions, we discuss the differences between models with a
fixed number of nodes and models in which the number
of nodes evolves by comparing our model with those of
Krapivksy et al. and Baraba´si et al.
In the remainder, we limit α to the range [−1,+∞[.
If α < −1, simulations indicate that a single node can
capture a non-vanishing fraction of all the links. This
special case is studied more in detail in Ref. [27]. In the
lower limit, α = −1, we retrieve the link attachment rule
of the Baraba´si-Albert model [1]. In the other extreme
case, α = +∞, a new link will always be laid between
(two of) the least connected nodes in the network. If
all nodes contain at least one and at most two links,
this routine is identical to one in which links are laid
between two end-nodes of two randomly chosen clusters.
In Refs. [20, 21] it was proven that this cluster-linking
process gives rise to an explosive first-order percolation
transition. We will study the transition to the explosive
regime in more detail in Section V.
In the remainder of the paper, the differences and sim-
ilarities between both diversifications are discussed thor-
oughly. We use the convention that in case no super-
script (b or p) is specified, results apply to both vari-
ants. Throughout this paper, numerical solutions to the
analytical results are compared with Monte Carlo simu-
lations for both exemplary linking rules. We always use
3networks with 106 nodes and average over 100 realisa-
tions of the network growth.
III. DEGREE DISTRIBUTION
A. Rate equation
In our model, the time evolution of the degree distri-
bution is described by a mean-field rate equation:
∂
∂t
P (k) = pk−1P (k − 1)− pkP (k). (5)
The first term on the right-hand-side describes the gain
in nodes with degree k in case a node with degree k − 1
is selected, while the second term quantifies the loss if
a node with degree k is chosen. The time t is defined
such that t increases with ∆t = 2/N each time a single
link is laid. Eq. (5) is exact in the macroscopic limit
(N → ∞) when ∆t → 0 [40]. A detailed derivation of
the rate equation can be found in Appendix A.
The rate equation can be directly integrated with nu-
merical techniques. However, we continue now by solving
it exactly. If fk 6= fq for all k 6= q, its solution can be
cast into the form:
P (k, t) =
k∑
q=qmin
A(q, k)[x(t)]fq , (6)
where we made explicit the time dependence of the degree
distribution. The time dependence stems solely from the
function x(t), defined as
x(t) = exp
(
−
∫ t
0
1
c(t′)
dt′
)
. (7)
Substitution in the rate equation yields the time-
independent constants,
A(q, k) =
fq
fk
k∏
m 6=q
(
1− fq
fm
)−1
, (8)
while, due to the specific structure of Eq. (6), x(t) can
be obtained without performing a numerical integration,
by solving the differential equation
dx
dt
= −x(t)
c(t)
(9a)
exactly. Inserting c(t) =
∑
k fkP (k) and applying sepa-
ration of variables yields
t =
∑
k=qmin
k∑
q=qmin
fk
fq
A(q, k)
(
1− [x(t)]fq) . (10)
This implicit equation for the time-dependent part of the
degree distribution can be solved numerically. This rou-
tine can be performed in each time-step separately with
an arbitrary accuracy, thereby avoiding cumulative er-
rors, unavoidably associated with the numerical scheme
necessary to integrate Eq. (5) directly.
B. Application to the pair and the bachelor model
The application of the general scheme developed in the
previous section is illustrated using the bachelor model
and the pair model. Recall that the initial conditions are
different in both models: in the bachelor model, all nodes
are initially isolated, while all nodes are paired up for the
pair model. For the degree distribution, this entails:
P b(k, t = 0) =δ0,k ⇒ 〈k〉b(t = 0) = 0, (11a)
P p(k, t = 0) =δ1,k ⇒ 〈k〉p(t = 0) = 1. (11b)
Moreover, the time is directly related to the average
degree since t = 〈k〉b for the bachelor model, while
t = 〈k〉p − 1 for the pair model. Note finally that the
procedure outlined in Eqs. (6) - (10) becomes ill-defined
if α = 0, since the weights are constant in this special
case. We will discuss this random network growth sepa-
rately further on.
For α 6= 0, it is by inspection easily verified that
f bk = f
p
k+1, (12a)
Ab(q, k) = Ap(q + 1, k + 1), (12b)
xb(t) = xp(t), (12c)
cb(t) = cp(t), (12d)
where the last two expressions are proven using Eq. (10).
These relations are anticipated since the evolution of the
weights is the same in both models. Consequently, the
time-dependent parts of the degree distributions are also
equal, such that, at any time, a simple relation between
the degree distributions of both models exists:
P p(k + 1, t) = P b(k, t). (13)
Thus, at any time, the probability to observe a node with
degree k + 1 in the pair model is the same as the prob-
ability to observe a node with degree k in the bachelor
model.
For both models, an excellent agreement between the
numerical and the simulational degree distribution is
found for a wide range of α-values. As an example, Fig. 1
shows the results for the pair model with α = 1 and for
the bachelor model with α = −0.5, both for 〈k〉 = 2. Ex-
tensive studies of simulation data moreover indicate that,
within the range α ∈ ]− 1,+∞]\{0}, a power-law degree
distribution is never found and the constructed networks
are thus not of the scale-free type. Krapivsky et al. found
similar results in their model. They could only construct
a scale-free network for α = −1, while for −1 < α < 0
their networks comprised a stretched-exponential degree
distribution [26]. The special cases α = 0 and α = −1
are solved analytically in the next subsection.
C. Special cases
Although for general values of α the rate equations
must be solved with numerical techniques, we can make
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FIG. 1: (Colour online) Comparison of analytical results
(lines) and simulations (symbols) for the degree distributions
P b(k, t = 2) and P p(k, t = 1) as a function of the degree
k. For all cases 〈k〉 = 2. The Figure shows results for the
bachelor model with α = −0.5 (orange squares and blue line)
and for the pair model with α = 1 (red dots and black dot-
dashed line) on a logarithmic scale. All simulation data are
averages over 100 realisations of the growth of a network with
106 nodes.
progress analytically in some special cases. We focus on
random link addition (α = 0), preferential attachment
(α = −1) and the transition towards an explosive process
(α → ∞). Note that these limiting situations capture
three qualitatively distinct regimes. We also consider an
asymmetric model in which α = 0 is mixed with α = −1.
1. Random link addition (α = 0)
Upon solving Eq. (5) in the previous subsection it was
assumed that fk is not constant. In the special case
α = 0, these derivations therefore no longer hold and
the constants A(q, k) are ill-defined. Using a generating
functions approach we can, however, proceed analytically
in this special case.
Introducing the generating function F(z, t) =∑
k P (k, t)z
k, the rate equation becomes
∂F
∂t
(z, t) = (z − 1)F(z, t). (14)
Solving for F(z, t) using the appropriate boundary con-
ditions and subsequently expanding in factors of z yields
P p(k + 1, t) = P b(k, t) =
tk
k!
e−t. (15)
We thus find that the relation between the degree dis-
tributions of both models, P p(k + 1, t) = P b(k, t), which
was derived for the case α 6= 0, still holds if nodes are se-
lected randomly. In Eq. (15) one recognises the Poisson
distribution with mean 〈k〉, which is a well-known result
for Erdo˝s-Re´nyi networks [24, 28].
2. Preferential attachment (α = −1)
Also in the limiting case α = −1, the degree distribu-
tion can be obtained analytically. Since the products in
the definition of A(q, k), Eq. (8), can be computed an-
alytically, the implicit equation for x(t), Eq. (10), takes
the simple form
t =
1− x
x
. (16)
The degree distribution is then readily derived as
P p(k + 1, t) = P b(k, t) =
1
1 + t
(
t
1 + t
)k
. (17)
Simulations again confirm these analytic expressions. For
both models, in each time-step, the degree distribution is
of the form P (k) ∝ Ck with a (time-dependent) constant
C. Although preferential attachment is present, the de-
gree distribution is not of scale-free nature. A similar ob-
servation has been made by Baraba´si et al., who argued
that both preferential attachment and network growth
are essential for the formation of a scale-free network [22].
However, they used a model in which one endpoint of a
new link is chosen using preferential attachment, while
the other is chosen randomly. Our findings so far apply
to a growth model with preferential attachment at both
ends of a new link.
3. Asymmetric linking process
In the previous two cases, both endnodes of a new link
are selected using the same linking probabilities. How-
ever, with similar techniques, we can study asymmetric
linking processes in which different weights are used for
the head and the tail of the new link. For example, one
could be interested in a process which starts from a net-
work with N initially isolated nodes in which the head of
a new link is chosen using preferential attachment, while
the tail is chosen randomly. Note that a similar process
was previously studied by Baraba´si et al. in Ref. [22].
In a general asymmetric process, the head of a link is
placed using linking probabilities
pheadk ≡
fheadk
chead(t)
, (18)
while the tail is laid using linking probabilities
ptailk ≡
f tailk
ctail(t)
, (19)
where fheadk and f
tail
k are algebraic functions of the de-
gree k, and chead(t) and ctail(t) are the time-dependent
normalisations. For instance, for the process mentioned
above, fheadk = k + 1 and f
tail
k = 1. Note moreover that
the distinction between the head and the tail of the link
5is arbitrary and that both can be interchanged. Instead
of choosing one end using the probabilities for the head
and the other using those for the tail, we could therefore
equally well apply a stochastic hybrid process in which
the weights of the head are used with probability ω, while
the weights of the tail are applied with probability 1−ω.
As an extension of the example mentioned above, we
could for instance opt to choose an endnode randomly
with probability ω, while preferential attachment is ap-
plied with probability 1 − ω. In the following, the rate
equations will be extended to general hybrid processes.
For our specific combination of random growth and pref-
erential attachment, the rate equation will be solved ex-
actly.
Extensions of the rate equations for (non-
deterministic) symmetric processes are straightforwardly
derived. For instance, the rate equation for the degree
distribution, Eq. (5), becomes
∂
∂t
P (k) =
(
ωpheadk−1 + (1− ω)ptailk−1
)
P (k − 1)− (ωpheadk + (1− ω)ptailk )P (k). (20)
Similarly, rate equations for the (next-)nearest-neighbour
correlations can be deduced. For general linking rules,
the rate equations can again be solved numerically, while,
for some specific choices, we can proceed analytically.
For instance, for the example mentioned above, the rate
equation for the degree distribution becomes
∂
∂t
P (k) =
(
ω + (1− ω) k
t+ 1
)
P (k − 1)−
(
ω + (1− ω)k + 1
t+ 1
)
P (k), (21)
which is valid for k ≥ 1, while for k = 0 only the loss
term is present. Using the ansatz
P (k, t) = φ(k, t)e−ωt(1 + t)−(1−ω)(k+1), (22)
where the time dependence of the degree distribution is
again made explicit, the rate equation can be cast into
(differential) recursion relations for the unknown func-
tions φ(k, t):
∂
∂t
φ(k, t) = (1 + t)1−ω
(
ω + (1− ω) k
1 + t
)
φ(k − 1, t).
(23)
Solving these equations with the correct initial condition,
φ(k, t = 0) = δk,0, and boundary condition φ(−1, t) = 0,
yields
P (0, t) = (1 + t)−(1−ω)e−ωt,
P (1, t) = e−ωt
(
ω
2− ω (1 + t)
ω + (1 + t)−(1−ω)
− 2
2− ω (1 + t)
−2(1−ω)
)
,
for the lowest degrees. For general k, we can write:
P (k, t) = g(k, 1 + t)e−ωt, (24)
where the highest power of 1 + t in g(k, 1 + t) equals
k + ω − 1. After an initial transient regime, the de-
gree distribution thus follows a Poisson-like behaviour
P (k, t) ∝ (1 + t)k+ω−1e−ωt. For smaller times, the de-
tails of g(k, t) are important, but in none of the regimes
a scale-free network is obtained.
4. Approximation for large α
Before we consider the case of large α, let us describe
the limit α = +∞. The growth rule then selects (two of)
the nodes with the smallest degrees and connects them.
Consequently, only two node degrees will have a non-
zero density and they will evolve linearly in time. For
instance, the degree distribution in the pair model for
small times (0 < t < 1) is:
P p(k = 1, t) = 1− t and P p(k = 2, t) = t.
Moreover, both the bachelor and the pair model have ex-
actly the same evolution for 〈k〉 ≥ 1. Indeed, in the early
stages (t ≤ 1) of the bachelor model, all nodes are com-
bined into pairs, which yields exactly the initial structure
of the pair model when 〈k〉 = 1. In the following, we focus
on the degree distribution in the initial stages (0 < t < 1,
i.e., 1 ≤ 〈k〉 ≤ 2) of the pair model for large but finite
α. Note that other times can be considered with similar
arguments.
In the initial stages, most nodes have degree one or
two, but, for large but finite α, a significant fraction of
the nodes has three links. The probability that these are
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FIG. 2: (Colour online) Comparison of the approximate de-
gree distribution, Eq. (25), and the exact degree distribution
in networks with 〈k〉 = 1.9 for the pair model. Approximate
results are shown as circles (α = 3), triangles (α = 5) and
squares (α = 8). The exact results, which are connected with
lines, are obtained by solving Eq. (6), Eq. (8) and Eq. (10)
and are indicated with crosses (α = 3), stars (α = 5) and
plus-signs (α = 8).
formed is proportional to fp2 = 2
−α. In the following this
constant will be called  ≡ 2−α. We study the asymp-
totic case using an expansion of the constants A(q, k),
the function x(t) and the differential equation Eq. (9a)
up to first order in . Straightforward calculations yield
P p(k = 1, t) = 1− t− [t+ ln(1− t)], (25a)
P p(k = 2, t) = t+ 2[t+ ln(1− t)], (25b)
P p(k = 3, t) = −[t+ ln(1− t)]. (25c)
Similar expressions for the bachelor model are obtained
using the transformation of Eq. (13). The expansion for
the degree distribution is valid as long as | ln(1− t)| 
1 and (3/2)−α  1 [27]. The approximation therefore
breaks down if t approaches one, a limitation that stems
from the initial assumption 1 < 〈k〉 < 2. If 〈k〉 > 2,
the nodes will most likely have degree two and three,
with a growing fraction of nodes with four links. The
assumptions also break down if α is too small which is
related to the neglect of factors n−α for n > 2. Note
that in case either one of these conditions is not met, the
approximation can be improved by the addition of the
higher-order terms n−α for n > 2.
In Fig. 2 we compare the approximate degree distri-
bution of Eq. (25) with the exact results for networks at
time t = 0.9 (〈k〉 = 1.9) for different values of α. The
exact results are derived from the rate equations and are
verified using simulations. The values of the test param-
eters, (| ln(1 − t)| and (3/2)−α) are (0.288, 0.296) for
α = 3, (0.072, 0.131) for α = 5 and finally (9 · 10−3,
3.9 · 10−2) for α = 8. Clearly our approximation is poor
for α = 3 and improves upon increase of α. The graph
shows that the approximation overestimates the number
of nodes with degrees one and three, while the number of
nodes with degree two is underestimated. These effects
are caused by a prominent (negative) feedback mecha-
nism in the differential equation for P (1). For large α,
good agreement between the exact and the approximate
degree distributions is found. For instance, for α = 8,
the deviations are always smaller than one percent.
In sum, we determined the degree distribution in the
bachelor and the pair models. For general α, we have to
rely on numerical techniques, but analytical results can
be found for some special cases. Although it may appear
so far that the relation between the bachelor and the pair
models is trivial, in the next section it will become clear
that distinctions are present when looking at the degree
correlations.
IV. DEGREE CORRELATIONS
General degree-dependent linking probabilities cause
correlations in the constructed networks. Here, we study
the degree correlations, which describe relationships be-
tween nodes because of their degrees. The nodes may
be nearest neighbours but we also introduce correlations
between nodes which are farther apart. Similar corre-
lations are also present in scale-free networks created
by the Baraba´si-Albert linking process, as was proven
by Barrat and Pastor-Satorras using a rate equation ap-
proach [29]. In the first subsection below, we study the
evolution laws obeyed by nearest-neighbour and next-
nearest-neighbour-degree correlations during general net-
work growth processes with a fixed number of nodes and
degree-dependent link addition probabilities. We subse-
quently apply the formalism to our two diversifications.
A. Nearest-neighbour degree correlations
Nearest-neighbour degree correlations are usually char-
acterised using the conditional nearest-neigbour prob-
ability Pn(k|q), which expresses the probability that a
nearest neighbour of a node with degree q has degree k
[5]. For notational simplicity, we introduce the related
quantity nk,q defined as
nk,q ≡ qP (q)Pn(k|q). (26)
The advantage of this description lies in the interpreta-
tion of nk,q: one can prove that Nnk,q is the number of
links between nodes with degrees k and q if k 6= q, while
Nnk,k represents twice the number of links between two
nodes with degree k. In simulations, an easily accessible
quantity is the mean nearest-neighbour degree of a node
with degree q, 〈kn〉q. The quantity 〈kn〉q is related to
nk,q by the expression
〈kn〉q = 1
qP (q)
∑
k
k nk,q. (27)
7In an uncorrelated network, the nearest-neighbour con-
ditional probability Pn(k|q) reduces to the uncorrelated
nearest-neighbour distribution Pn(k), defined as [5]
Pn(k) ≡ kP (k)〈k〉 , (28)
and hence also nk,q factorises as nk,q = kqP (k)P (q)/〈k〉.
Moreover, the mean degree of a nearest-neighbour re-
duces to [5]
〈kn〉q = 〈k
2〉
〈k〉 . (29)
When 〈kn〉q is plotted as a function of q, deviations from
a constant behaviour thus advert to degree correlations.
Note that two qualitatively different types of behaviour
may be distinguished: assortative and disassortative mix-
ing. The former occurs when hubs are preferentially
linked to one another, while disassortative behaviour is
present if sparsely connected nodes prefer to be linked
with hubs [30].
The time evolution of nk,q is, in a mean-field approach,
described by a rate equation. Simple, intuitive arguments
lead to
dnk,q
dt
= pk−1nk−1,q + pq−1nk,q−1 (30)
− nk,q (pk + pq) + pk−1pq−1P (k − 1)P (q − 1),
which is valid for k, q > kmin. For k = kmin, this rate
equation only makes sense if we assume nk,kmin−1 = 0
for all k. The first two terms on the right-hand-side of
Eq. (30) describe the gain in nk,q if a new link is at-
tached to a node with degree k−1 or a node with degree
q− 1, which happens with probability pk−1P (k− 1) and
pq−1P (q− 1), respectively. If a node with degree k− 1 is
chosen, the factor Nk,q increases with the average num-
ber of nearest neighbours with degree q of a node with
degree k − 1. This quantity is (k − 1)Pn(q|k − 1), since
each of the k − 1 links of the chosen node has a proba-
bility Pn(q|k− 1) to lead to a node with degree q. Using
Eq. (26), the gain term related to the selection of a node
with degree k− 1 is found to be pk−1nk−1,q, which is the
first term in Eq. (30). Similarly, the third term represents
the loss in case a node with degree k or q is selected. The
last term is special in the sense that it quantifies the pos-
sibility to add a new link between a node with degree
k − 1 and a node with degree q − 1, in which case Nk,q
increases by one. A full and detailed derivation can be
found in Appendix B. Note that the rate equations can
only be solved if the correct initial conditions are pro-
vided. For instance, for our bachelor model, in which no
links are present at t = 0, the initial condition is trivial:
nbk,q(t = 0) = 0 ∀k, q. (31)
For the pair model, on the other hand, we need to express
the presence of the initial links, which all run between
nodes with degree one. Consequently,
npk,q(t = 0) = 0 if (k, q) 6= (1, 1), (32a)
np1,1(t = 0) = 1, (32b)
as can be deduced from the interpretation of Nnk,q.
Note that uncorrelated networks can only occur if the
network growth rules allow them. If the uncorrelated
expression for nk,q is inserted into the rate equation,
Eq. (30), a condition on the linking probabilities is found:
pk−1 =
kP (k)
〈k〉P (k − 1) ∀k > kmin. (33)
Only linking processes which satisfy this condition with a
constant-in-time right-hand-side, grow uncorrelated net-
works. We will explore this condition for the bachelor
and the pair model further on.
B. Next-nearest-neighbour-degree correlations
Degree-dependent attachment rules induce not only
nearest-neighbour degree correlations, but also correla-
tions amongst nodes which are farther apart. Here we ex-
tend our previous discussion and analysis to next-nearest-
neighbour correlations, i.e., to correlations between nodes
which are separated by two links. Analogously to the ar-
guments in the previous subsection, it is possible to de-
duce a rate equation. We introduce Nq,k,s, the number
of connected triplets in the network in which the middle
node has degree k, while the other two nodes have de-
grees s and q, and its fraction nq,k,s = Nq,k,s/N . Note
that ns,k,q = nq,k,s 6= nk,s,q. In order to compare the
theory with simulations, we introduce the mean degree
of a node which is two links away from a node with con-
nectivity q, 〈knn〉q. This mean next-nearest-neighbour
degree is related to ns,k,q by the relation
〈knn〉q =
∑
s,k s ns,k,q∑
t,v nt,v,q
. (34)
In an uncorrelated network, this equation reduces to
〈knn〉q = 〈k〉
2
〈k〉 , (35)
which expresses, as expected, that the mean degree of
a next-nearest neighbour equals the mean degree of a
nearest neighbour.
A rate equation for nk,q,s can be found using arguments
similar to those in the previous subsection:
8dns,k,q
dt
= − (pk + pq + ps)ns,k,q + ps−1ns−1,k,q + pk−1ns,k−1,q + pq−1ns,k,q−1
+ pk−1ps−1nk−1,qP (s− 1) + pq−1pk−1nk−1,sP (q − 1). (36)
This equation is valid if s, k and q are larger than kmin.
The first term on the right-hand side stems from the loss
of (s, k, q)−triplets if a node with degree s, k or q is se-
lected; analogously, the second and third terms express
the gain if a node with degree s − 1, k − 1 or q − 1 is
selected. Finally, the last two terms indicate the gain in
triplets if a link between nodes with degrees s − 1 and
k − 1 or between nodes with degrees k − 1 and q − 1 is
laid. Due to the random and local nature of the linking
scheme no triangles are formed in the thermodynamic
limit, or equivalently, the clustering coefficient vanishes
for large networks as was verified using simulations. Note
that with an analogous scheme, a rate equation for corre-
lations of even higher order can be introduced. However,
the computational complexity increases as the distance
between the nodes increases and therefore we will not
pursue such an endeavour here.
In the following, we apply the rate equations for the de-
gree correlations to the pair and the bachelor model sepa-
rately. We will also observe next-next-nearest-neighbour
correlations in simulations using the mean degree of a
node which is separated by three links from a node with
connectivity q, 〈knnn〉q.
C. Application to the bachelor model
1. Nearest-neighbour correlations
In this section we study in detail the degree correlation
caused by the degree-dependent attachment rule in the
bachelor model. In Fig. 3, simulation data for the mean
nearest-neighbour degree in networks with 〈k〉 = 2 are
compared with numerical solutions to the rate equation,
Eq. (30), for some chosen values of α. The theoretical
results clearly agree with the simulation data within the
error margins. The rate-equation approach thus provides
an accurate description of the nearest-neighbour degree
correlations. In the remainder of this section, we will
therefore fully exploit the strength of the rate equation
approach to study the correlations in the bachelor model.
Although the network is correlated in general, for some
values of α an uncorrelated network is retrieved. For
α = 0 and α = −1, the degree distributions are exactly
known (see Eq. (15) and Eq. (17)) and some straightfor-
ward calculations yield that the attachment rule satisfies
Eq. (33) in both cases. The absence of correlations for
these special cases is also confirmed in simulations and,
for α = 0, it is a well-known property of Erdo˝s-Re´nyi
networks [24, 28]. For α = −1, on the other hand, it is a
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FIG. 3: (Colour online) Nearest-neighbour correlations in the
bachelor model for networks with 〈k〉 = 2. The figure shows
the mean nearest-neighbour degree 〈kn〉q as a function of the
degree q of a node. Both simulation data (symbols) and nu-
merical solutions using the rate equation, Eq. (30), (lines) are
plotted. Results are shown for α = 1 (blue diamonds, dot-
dot-dashed line), α = 2 (green up triangles, dot-dashed line),
α = 3 (red squares, dotted line), α = 4 (brown down trian-
gles, dashed line), α = 5 (orange circles, full line) and α = 10
(yellow right triangles, dot-dash-dashed line). All simulation
data are averages over 100 realisations of the growth of a net-
work with 106 nodes. The standard errors are smaller than
the symbol sizes.
particularity of our model. In models with the same at-
tachment rule but with a variable number of nodes, like
the Baraba´si-Albert model, the network is correlated due
to the degree-dependent attachment rule [25, 31]. We
conclude that these correlations can be attributed to the
continual addition of nodes to the network.
By inserting the numerically obtained degree distribu-
tion into the rate equation for nk,q it is found that the
network is assortatively mixed if α /∈ {−1, 0}. Nodes
with a large degree are thus preferentially linked to one
another. However, the correlations are very small for neg-
ative α. We quantify the importance of the correlations
using the fractional difference
µn ≡ |〈kn〉q=1 − 〈kn〉q=5|〈kn〉q=1
∣∣∣∣
〈k〉=2
, (37)
which expresses the deviation of 〈kn〉q from the constant
curve observed in uncorrelated networks. As an alterna-
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FIG. 4: (Colour online) Assortativity coefficient ρ as defined
in Eq. (38) for the bachelor model as a function of the mean
connectivity 〈k〉. Results are obtained using numerical inte-
gration and are shown for α = 1 (blue dot-dot-dashed line),
α = 3 (red dotted line), α = 4 (brown dashed line), α = 5
(orange full line) and α = 10 (black dot-dashed line).
tive measure of degree correlation we use the assortativity
coefficient ρ as defined in Eq. (2) in Ref. [32]:
ρ =
∑
q
(
〈k〉nq,q − [qP (q)]2
)
〈k〉2 −∑q [qP (q)]2 . (38)
Within the interval [−1, 0] for α, the largest µn and ρ
occur around α ≈ −0.65, for which µn ≈ 6 · 10−4 and
ρ = 5 · 10−5, which are smaller than the error margins
obtained in simulations. The correlations are thus negli-
gible for negative α. For positive α, on the other hand,
the nearest-neighbour correlations are much larger and
will have a substantial influence on the percolation prop-
erties as will be discussed further on. For example for the
case α = 1, both µn and ρ are two orders of magnitude
larger than for α = −0.65, as shown in Table 1. Fig. 3
shows that the importance of the correlations for 〈k〉 = 2
further increases with increasing α and attains a maxi-
mum around α ≈ 4. For values of α larger than four,
the correlations diminish (see Table 1) and in the limit
α→∞ they become negligible. This behavior at 〈k〉 = 2
can be also observed in Fig. 4 which shows ρ as a func-
tion of 〈k〉 for different values of α. The network is fully
assortative (ρ = 1) in case all nodes connect to nodes of
the same degree. On the other hand, it can be verified
that ρ = 0 for an uncorrelated network. The assortativity
coefficient ρ is undefined when only one nonzero degree
is present in the network. This is the case in the limit
of infinite α when 〈k〉 < 1 since then nodes have either
degree zero or degree one. However, it is easily verified
that in the limit α→∞, ρ converges to ρ = 0. Therefore
ρ jumps to a nonzero value (here 1/2) at 〈k〉 = 1 since
new links will introduce nodes of degree two that have
one neighbour of degree one and one of degree two. This
abrupt change near 〈k〉 = 1 can be noticed in Fig. 4 for
the case α = 10.
TABLE I: Nearest-neighbour degree correlation coefficients
µn and ρ as defined in Eq. (37) and Eq. (38), respectively,
against different values of α when 〈k〉 = 2 for the bachelor
model.
α µn ρ
-0.65 6 · 10−4 5 · 10−5
0 0 0
1 0.012 0.0021
3 0.103 0.0210
4 0.111 0.0238
5 0.107 0.0236
10 0.043 0.0172
15 0.019 0.0114
2. Next-nearest-neighbour correlations
Let us now focus on the next-nearest-neighbour corre-
lations for the bachelor model. The presence of non-zero
correlations for positive α is conspicuous from Fig. 5(a),
in which simulation data for 〈knn〉q are shown for net-
works with 〈k〉 = 2. The figure also compares simulations
with analytical results obtained by numerically solving
the rate equations Eq. (30) and Eq. (36) simultaneously.
The theoretical results clearly match the simulations for
all values of α. Once again the rate equation approach
correctly predicts the network properties.
Fig. 5(b) moreover shows the presence of next-next-
nearest-neighbour-degree correlations. While the next-
nearest neighbours clearly show disassortative mixing,
the next-next-nearest neighbours are assortatively mixed.
A link attached to a neighbour of a node with many links
has thus a higher probability to lead to a low-degree node
than to another high-degree node. A node reached af-
ter randomly following three links is most likely again a
node with a more-than-average amount of links. For neg-
ative α, simulations again indicate that the correlations
are very small, while they are completely absent in the
special cases α = 0 and α = −1. For both 〈knn〉q and
〈knnn〉q, the importance of the correlations anew attains
a maximum around α = 4. Furthermore, the effect of the
correlations decreases as the distance between the nodes
gets larger. These effects are quantified by the fractional
differences µnn and µnnn, which are defined analogously
to µn (see Eq. (37)) but in terms of 〈knn〉q and 〈knnn〉q
instead of 〈kn〉q. For instance,
µnn ≡ |〈knn〉q=1 − 〈knn〉q=5|〈knn〉q=1
∣∣∣∣
〈k〉=2
. (39)
Simulations yield µn = 0.107, µnn = 0.056 and µnnn =
0.037 for α = 5, while µn = 0.043, µnn = 0.027 and
µnnn = 0.023 for α = 10. The correlations between near-
est neighbours are thus more important than the correla-
tions between next-next-nearest neighbours. For α = 5,
the importance of the correlations falls off by about a fac-
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(b)Mean next-next-nearest-neighbour degree 〈knnn〉q .
FIG. 5: (Colour online) Higher-order degree correlations in
the bachelor model for networks with 〈k〉 = 2, as expressed
by the mean next nearest-neighbour degree (Fig. 5(a)) and the
mean next-next-nearest-neighbour degree (Fig. 5(b)). Simu-
lation data are shown with symbols and in the top figure we
also show numerical solutions to the rate equation Eq. (36)
using lines. The cases considered are α = 1 (blue diamonds,
dot-dot-dashed line), α = 2 (green up triangles, dot-dashed
line), α = 3 (red squares, dotted line), α = 4 (brown down
triangles, dashed line), α = 5 (orange circles, full line) and
α = 10 (yellow right triangles, dot-dash-dashed line). All sim-
ulation data are averages over 100 realisations of the growth
of a network with 106 nodes. The standard error is smaller
than the symbol size.
tor of three from µn to µnnn. For α = 10, the reduction
is about a factor of two.
We conclude that, in the bachelor model, degree cor-
relations are present if α /∈ {−1, 0}. Although the corre-
lations are negligible for negative α, they are significant
for positive α, as we will indicate when discussing the
percolation properties. In all regimes, the correlations
are well described by analytical results obtained using a
rate equation approach.
D. Application to the pair model
The description of correlations in the pair model is
more involved than that in the bachelor model. The
initial-time links which, at time zero, combine all nodes
into pairs, introduce initial degree correlations. Further-
more, additional correlations arise as a consequence of
the degree-dependent attachment rule. The evolution
of the total correlations is anew described by the rate
equations, Eq. (30) and Eq. (36), if the correct initial
conditions, Eq. (32), are applied. We will, however, not
solve these relations numerically, but instead proceed an-
alytically by disentangling the initial-link and finite-time
correlations.
1. Disentanglement of initial-link and finite-time
correlations
To disentangle the initial-link and the finite-time cor-
relations, we write nk,q as the sum
npk,q = n
i
k,q + n
f
k,q, (40)
where the first term represents the initial-time links and
the second term the links which are laid later on.
Consider first the initial-time links between nodes of
degree k and q. Since these links were laid randomly and
each node has exactly one such link, connected nodes are
initially uncorrelated and will remain so at finite time
such that the fraction nik,q is at all times:
nik,q = P
p(k)P p(q). (41)
We continue by a substitution of Eq. (40) and Eq. (41)
into the dynamical equation, Eq. (30). It is then straight-
forwardly obtained that the dynamical equation for nfk,q
is exactly the one of Eq. (30) but with nk,q replaced by
nfk,q. Since the initial condition n
f
k,q(t = 0) = 0 coincides
with that for the total correlations of the bachelor model
and f bk = f
p
k+1, it is straightforwardly derived that
nfk,q = n
b
k−1,q−1. (42)
In other words, the nearest-neighbour degree correlations
of the pair model can be decomposed into initial-link cor-
relations, which satisfy Eq. (41), and correlations which,
after a shift of degrees, are exactly equal to those appear-
ing in the bachelor model.
In order to further disentangle the initial-link and the
finite-time correlations, we make a crude approximation
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by neglecting the latter. In Eq. (42), this implies a re-
placement of nbk−1,q−1 by its uncorrelated counterpart,
which yields
nfk,q = (k − 1)(q − 1)
P p(k)P p(q)
t
. (43)
Insertion in Eq. (40) yields the normalised expression for
npk,q:
npk,q = P
p(k)P p(q) + (k − 1)(q − 1)P
p(k)P p(q)
t
. (44)
Straightforward calculations then provide an approxi-
mate expression for the mean nearest-neighbour degree:
〈kn〉q = −1
q
( 〈k2〉 − (〈k〉p)2
〈k〉p − 1
)
+
〈k2〉 − 〈k〉
1 + 〈k〉p . (45)
These degree correlations, solely caused by the initial-
time links, are clearly assortative since 〈kn〉q increases
with increasing degree q. Note that the parameter α ap-
pears only implicitly in the expression for 〈kn〉q through
the second moment of the degree distribution. In the fol-
lowing we discuss the correlations described by Eq. (45)
and compare this approximate relation with simulation
data.
2. Results
In Fig. 6, we compare the mean nearest-neighbour
degree obtained by disregarding finite-time correlations,
Eq. (45), with simulation data for two different values of
α. For α = 3, we give results for two different times:
〈k〉 = 2 and 〈k〉 = 2.5. For the former time-step, the
agreement between Eq. (45) and the simulations is re-
markably good. When 〈k〉 = 2.5, however, there is a
significant discrepancy. Simulations indicate that this
deviation grows in time. At an early stage in the linking
process, the initial-link correlations thus dominate the
correlations due to the degree-dependent attachment for
the pair model and Eq. (45) provides a good approxima-
tion for the nearest-neighbour correlations. In the latter
stages, the correlations due to the degree-dependent at-
tachment are also important and Eq. (45) becomes in-
accurate. In this regime, the complete rate equation,
Eq. (30), should be solved numerically using the correct
initial conditions. For the special case α = 0, on the other
hand, Fig. 6 indicates that the analytical approximation
without finite-time correlations, Eq. (45), clearly matches
the simulation data at the moment when 〈k〉 = 2.5. In
this random linking limit, finite-time correlations are ab-
sent and the approach outlined in the previous section
thus becomes exact. Note also that, in contrast to the
behaviour for the bachelor model, the network is clearly
strongly correlated even for random network growth.
The correlations are again quantified by the quan-
tity µn defined in Eq. (37). Using Eq. (45), we ob-
tain µn = 0.12 for α = 3, µn = 0.4 for α = 0 and
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FIG. 6: (Colour online) Degree correlations as expressed by
the mean nearest-neighbour degree 〈kn〉q (Eq. (27)) against
node degree q in the pair model. The figure shows both sim-
ulation data (symbols) and the results of disregarding finite-
time correlations, Eq. (45) (lines), for two different time-steps.
For 〈k〉 = 2.5 we show the cases α = 0 (black triangles and
dashed line) and α = 3 (blue diamonds and full line), while
for 〈k〉 = 2 we only show results for α = 3 (red squares and
dot-dashed line). All simulation data are averages over 100
realisations of the growth of a network with 106 nodes. The
standard errors are smaller than the symbol sizes.
µn = 0.80 for α = −1. Within the limitations set for
α the largest correlations are thus observed for α = −1,
which anew contrasts sharply with the behaviour for the
bachelor model. Also higher-order correlations exist in
the pair model in agreement with the separation of the
correlations in Eq. (40). Simulations and numerical solu-
tions to the rate equations indicate that their properties
are reminiscent of the bachelor model: the next-nearest-
neighbour correlations are disassortative while the corre-
lations between nodes separated by three links are again
assortative. The importance of the correlations again de-
creases as the nodes are farther apart.
We conclude that, although the degree distributions in
both models are related in a trivial manner, the degree
correlations turn out to be different. The correlations
in the pair model are much larger due to the presence
of correlations at the start of the linking procedure. In
the early stages of the linking procedure, these initial-
link correlations dominate the correlations due to the
preferential attachment and the latter can therefore be
neglected.
V. PERCOLATION PROPERTIES
We first briefly recall the main ideas of the percola-
tion problem, which is concerned with the connectivity
of the network under a link addition process [2]. At the
stage of initial network growth, the amount of clusters in
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the network is proportional to the amount of nodes. As
more and more links are introduced in the network, the
separate clusters join into larger clusters. At the critical
percolation point a phase transition to a network with
one giant connected component occurs. The transition is
described using the order parameter S which quantifies
the fraction of nodes in the largest cluster of the network.
Below the critical threshold, the only solution is S = 0,
which corresponds to a network without a giant cluster,
while a solution with a non-zero S exists above criticality,
that is when t > tc, or, equivalently, 〈k〉 > 〈k〉c.
A. Generating functions formalism
Analytical results are obtained using the generating
functions formalism, which is described in more detail
in Ref. [33]. First, we assume equivalence of all links in
the networks as is valid for the bachelor model. How-
ever, such theory does not apply to the pair model since
the initial-time links are not equivalent to the finite-time
links. A corrected formalism will be presented later on.
In an uncorrelated network, the size of the giant cluster
S is given by the system of self-consistent equations
u =
∑
q
Pn(q)u
q−1, (46a)
S = 1−
∑
k
P (k)uk, (46b)
where Pn(q) is the uncorrelated nearest-neighbour distri-
bution introduced in Eq. (28) and u represents the prob-
ability that a randomly chosen link leads to a cluster of
finite size [33]. If the evolution of the degree distribu-
tion is fully known, the system can be solved numerically
using a simple iterative scheme. However, degree correla-
tions may have a strong influence on the percolation fea-
tures of the network [34–36]. The self-consistent system
is straightforwardly generalised to a network with degree
correlations solely between nearest neighbours [33]:
uk =
∑
q
Pn(q|k) (uq)q−1 , (47a)
S = 1−
∑
k
P (k) (uk)
k
. (47b)
Here Pn(q|k) is the nearest-neigbour conditional proba-
bility and uk is the probability that, upon starting from a
random node of connectivity k, one follows a random link
to the other side and arrives at a cluster of finite size. The
system can again be solved numerically with a simple it-
erative scheme. The effect of the next-nearest-neighbour
correlations can be captured using the numerical results
for nk,q,s. The size of the largest cluster is given by
self-consistent equations for the nearest-neighbour order
parameters uk and the next-nearest-neighbour order pa-
rameters uk,q:
uq,k =
∑
s
Pnn(s|q, k) (us,q)s−1 , (48a)
uk =
∑
q
Pn(q|k) (uq,k)q−1 , (48b)
S = 1−
∑
k
P (k) (uk)
k
, (48c)
where uk is defined as before and uq,k is its generalisation
to next-nearest neighbours. The probability Pnn(s|q, k)
indicates the probability that a node with degree q is
connected to a node with degree s, given that the q-node
was reached at the end of a link emerging from a node
with degree k. Therefore:
Pnn(s|q, k) = ns,q,k∑
t nt,q,k
. (49)
Here ns,q,k satisfies the rate equation, Eq. (36). The
proof of Eq. (48) is a simple extension of the proof for
the self-consistent set for networks with only nearest-
neighbour correlations.
B. Application to the bachelor model
In Fig. 7, simulation data and various theoretical re-
sults for the time evolution of the size of the giant com-
ponent are plotted for the bachelor model. The dotted
lines show the numerical solutions of the generating func-
tion theory without correlations, Eq. (46). Clearly, the
results fail to provide a good approximation to the sim-
ulation data. The underlying reason is the assortative
mixing present in the network that enlarges the num-
ber of links between hubs and thus enhances the for-
mation of the largest cluster. Since Eq. (46) neglects
these correlations, it results in too small a giant cluster
and too high a critical point. The approximation with
nearest-neighbour correlations, Eq. (47), for which nu-
merical results are shown with a dashed line, is better
although it overcompensates the error of the approach
without correlations. For α = 2 and α = 8, these theo-
retical results with nearest-neighbour correlations suffice
to give a reasonably accurate result, but for α = 3 the
results are not precise enough and the incorporation of
next-nearest-neighbour correlations, as described by the
system of Eqs. (48), is necessary. Numerical solutions for
this scheme are shown in Fig. 7 as solid lines. Clearly,
these results match much better the simulations. The re-
maining deviations of this approach are related to the as-
sortative next-next-nearest-neighbour correlations. The
theory neglects them and predicts therefore a largest-
cluster size which is slightly too small. Note moreover
the alternation of the errors, caused by the alternation
between assortative and disassortative correlations upon
increase of the distance between the different nodes.
The influence of the degree correlations on the per-
colation properties is also conspicuous in the results for
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FIG. 7: (Colour online) The percolation transition in the
bachelor model. The figure shows the size of the largest clus-
ter as a function of the mean degree 〈k〉 in the network. Both
simulation data (symbols) and various theoretical approxima-
tions (lines) are shown for α = 2 (red, upper three lines and
blue squares), α = 3 (black, middle three lines and green
circles) and α = 8 (magenta, lower three lines and orange tri-
angles). The dotted lines show the numerical solutions of the
generating functions theory without correlations, Eq. (46),
the dashed lines indicate the theoretical results with only
nearest-neighbour correlations, Eq. (47), and finally the full
lines use also next-nearest-neighbour correlations, Eq. (48).
All simulation data are averages over 100 realisations of the
growth of a network with 106 nodes. The standard errors are
smaller than the symbol sizes.
the critical fraction, 〈k〉c. In Fig. 8, the critical point
observed in simulations is compared with a numerical so-
lution to the uncorrelated generating functions scheme,
Eq. (46). At first glance, the numerical results lie close
to the simulation data for all values of α. However, a
detailed study in the regime α ∈ [2, 4] shows that the
approximation yields too high a critical fraction in this
regime, as is expected from the reasoning above. These
findings moreover illustrate the growing importance of
the correlations as α increases from minus one to three
and the decreasing importance as α further increases
above four.
We conclude that the percolation properties of the
bachelor model can be found accurately within the gen-
erating functions framework. However, the inclusion of
correlations is of vital importance. Depending on the
value of α and the required accuracy, different types of
correlations must be incorporated. Note, moreover, that
for both model diversifications the clustering coefficient
vanishes.
0 2 4 6 8 10
α
0.5
1
1.5
2
<k>
2 3 4α
1.6
1.8
<k>
c
c
FIG. 8: (Colour online) Critical point of the percolation tran-
sition as derived from simulations. The plot shows the critical
mean degree 〈k〉c in the network as a function of α, both for
the bachelor (black stars) and the pair (red crosses) model.
The limiting value for α → ∞, 〈k〉c = 2, is indicated with
blue dots. For the pair model, numerical results to the rela-
tion Eq. (53) are shown with a cyan line. Furthermore, the
plot visualises the effect of the correlations: interrupted lines
indicate the critical point that can be found by solving numer-
ically the uncorrelated generating functions theory, Eq. (46).
These approximations are shown with an orange, dashed line
(pair model) and a green, dot-dashed line (bachelor model).
Finally, some exact results are indicated with purple squares.
The inset shows the data for the bachelor model in the regime
α ∈ [1.5, 4]. All simulation data are averages over 100 realisa-
tions of the growth of a network with 106 nodes. The standard
errors are smaller than the symbol sizes.
C. Application to and modification for the pair
model
In order to properly study the percolation properties
of the pair model, we repeat that a distinction between
two types of links has been made: the initial-time links,
present at time zero, and the finite-time links, which are
introduced later on. Both types must be incorporated
separately into a modified generating functions formal-
ism. We therefore extend Eq. (47) to include also the
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initial-link correlations:
uik =
∑
q
P in(q|k)
(
ufq
)q−1
, (50a)
ufk =
∑
q
P fn (q|k)uiq
(
ufq
)q−2
, (50b)
S = 1−
∑
q
P p(q)uiq
(
ufq
)q−1
, (50c)
where P in(q|k) and P fn (q|k) are the conditional nearest-
neigbour probabilities, conditional on the fact that an
initial-time link, respectively a finite-time link, has been
followed. Both probabilities can be determined from
Eq. (41) and Eq. (42):
P in(q|k) = P p(q), (51a)
P fn (q|k) =
nfk,q
(k − 1)P p(k) . (51b)
The proof of Eq. (50) can be found in Appendix C.
Rather than solving these exact equations numerically,
we again proceed analytically by neglecting the finite-
time correlations. In that case, approximation Eq. (43)
is valid and can be introduced into Eq. (50). Some cal-
culations (see Appendix C) lead to
uf =
1
〈k〉 − 1
∑
k,q
(q − 1)P p(k)P p(q) (uf)k+q−3 , (52a)
S = 1−
∑
k,q
P p(k)P p(q)
(
uf
)k+q−2
. (52b)
Below the critical point, the sole solution is uf = 1, which
corresponds to a network in the absence of a giant cluster.
An expansion around this critical value determines the
critical threshold 〈k〉c:
0 = 〈k2〉c + 〈k〉2c − 6〈k〉c + 4, (53)
where the subscript indicates that all quantities are eval-
uated at the critical point. Note that Eq. (53) results
from the neglect of correlations which are caused by the
degree-dependent attachment. This assumption is never-
theless of reasonable validity since the percolation tran-
sition occurs when 〈k〉 ≤ 2 and in Section IV D we ar-
gued that the finite-time correlations are negligible in this
regime.
In Fig. 8, we compare numerical solutions to Eq. (53)
with simulation data and indeed observe a good agree-
ment between the approximate results and the simula-
tions. Note, however, that the inclusion of initial-link
correlations is very important. If, on top of the neglect
of the finite-time correlations, also the initial-link cor-
relations are discarded, the analytical results no longer
match the simulation data. In Fig. 8, we also show ap-
proximate results for the critical point in the pair model
in the absence of all types of correlations. These results
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<k>
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Approximations
FIG. 9: (Colour online) The percolation transition for the pair
model. The figure shows the fraction of the largest cluster as
a function of the mean degree 〈k〉 in the network. Various
theoretical approximations (lines) are compared with simula-
tion data (red circles) for the case α = 2. The orange dashed
line uses Eq. (46) and ignores all correlations, while the blue
dash-dotted line uses Eq. (48) and therefore only incorporates
the finite-time correlations. Lastly, the full line uses Eq. (52),
which does take the initial-link correlations into account but
neglects the finite-time correlations. All simulation data are
averages over 100 realisations of the growth of a network with
106 nodes. The standard errors are smaller than the symbol
sizes.
are obtained by numerically solving the uncorrelated gen-
erating functions scheme, Eq. (46). Clearly, the uncorre-
lated critical points are inaccurate when α is small, which
is exactly the regime in which the initial-link correlations
are important. A similar conclusion can be drawn when
the evolution of the size of the largest cluster is investi-
gated. Fig. 9 compares simulation data for S with various
approximations for the case α = 2. A first approxima-
tion (indicated with a dashed line) uses the results of the
self-consistent system Eq. (46) which ignores all kinds of
correlations in the network. In the second approxima-
tion (shown with a dash-dotted curve), we use Eq. (48).
In this approach, finite-time correlations are taken into
account but the special initial condition associated with
the initial-time links is neglected. Both approximations
deviate significantly from the simulation results near the
transition. In order to describe the initial-link correla-
tions correctly, the modified generating functions scheme,
Eq. (52), must be used. Although the finite-time cor-
relations are neglected, numerical solutions to Eq. (52)
coincide with the simulation data.
We conclude that the percolation properties of the pair
model can be found with a modified generating func-
tions theory which incorporates the initial-link correla-
tions, but neglects the finite-time correlations.
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D. The bachelor and pair model at criticality
Simple heuristic arguments predict the dependence of
the critical connectivity on α. For very large and posi-
tive α, nodes can only have one or two links, while, upon
decrease of α, non-zero densities appear for all degrees.
Therefore the percolation transition happens earlier in
the linking procedure for smaller values of α. More-
over, we expect to observe this behaviour qualitatively
in both the bachelor and the pair model. Fig. 8 showed
simulation results for the critical mean degree 〈k〉c as a
function of α for both models. In the asymptotic limit
α → ∞, the value 〈k〉c = 2 is reached such that the
percolation transition happens when all nodes have two
links. For the pair model, 〈k〉c increases gradually start-
ing at 〈k〉c(α = −1) = 4/3, while in the bachelor model
the increase is much steeper, from 〈k〉c(α = −1) = 1/2.
The increase of 〈k〉c for the bachelor model also follows
a different trend: around α = 2, a kink between two
regimes is observed.
Moreover, for all values of α, the percolation transition
occurs at a higher mean degree in the pair model as com-
pared to the bachelor model. Due to its specific initial
configuration, all clusters contain exactly two nodes when
〈k〉 = 1 in the pair model, while in the bachelor model
much larger structures already exist when 〈k〉 = 1. The
formation of a giant cluster is therefore delayed in the for-
mer, which explains the higher critical point. These re-
sults indicate that not only the linking probabilities, but
also the initial condition of the growth process, greatly
influence the percolation properties.
In some special cases, the critical behaviour of the per-
colation transition can be studied analytically in more de-
tail. Exact solutions for the generating functions formal-
ism exist if α = 0 and α = −1, both for the pair and the
bachelor model, while an approximation is constructed
for large α. Not only the critical point, but also the crit-
ical behaviour of the giant cluster is determined. The
latter is studied using the critical exponent β and criti-
cal constant A, defined using the relation S = A(t− tc)β ,
which holds closely above the critical point.
1. Special case: α = 0
In the case of random link addition, there are no finite-
time correlations in the network and Eq. (46) therefore
provides an exact expression for the size of the largest
cluster for the bachelor model. Insertion of the exact
degree distribution, Eq. (15), into Eq. (46) yields exact
relations for the size of the giant cluster:
ub(t) = −1
t
LambertW(−te−t), (54a)
Sb = 1− et(ub−1), (54b)
where the LambertW-function is introduced [37]. Simi-
lar relations can be found for the pair model using the
exact self-consistent set, Eq. (50), and the exact degree
distribution, Eq. (17). It is found that the percolation
properties of both diversifications are trivially related by
the relation Sb(2t) = Sp(t), which also implies that the
critical points are related by 〈k〉bc = 2〈k〉pc − 2.
The critical point is found by solving the requirement
ub = 1, which yields
〈k〉bc = 2〈k〉pc − 2 = 1, (55)
which matches for the bachelor model the well-known
results for the Erdo˝s-Re´nyi graph [24, 28]. Note that
both critical points are confirmed by simulations, as can
be seen in Fig. 8. For both diversifications, the critical
behaviour can be found by expanding the self-consistent
equations about the critical point. One obtains
Sb ∼ 2(〈k〉 − 1), (56a)
Sp ∼ 4
(
〈k〉 − 3
2
)
. (56b)
In both cases, the critical exponent β thus equals one,
while the critical constant A depends on the model. The
results for the bachelor model match once again the well-
known expressions for the Erdo˝s-Re´nyi graph [28]. The
validity of these analytical findings for the critical be-
haviour is substantiated by a numerical evaluation of the
generating functions theory. Close to the critical point,
the results for the size of the largest cluster can be fitted
to S = A(t−tc)β . For instance, performing the numerical
scheme for the pair model yields
〈k〉pc = 1.498± 0.002, (57a)
β = 1.01± 0.02, (57b)
A = 3.92± 0.10, (57c)
which agrees, within the error margins, with the analyt-
ical results in Eq. (56b).
2. Special case: α = −1
Finite-time correlations are also absent in the
preferential-attachment limit, i.e., when α = −1.
Eq. (46) and Eq. (52) again provide exact expressions
for the size of the largest cluster in the bachelor, respec-
tively the pair model. Using the exact degree distribu-
tions, Eq. (17), the self-consistent equations for S can
be solved analytically for both diversifications. For the
bachelor model, one for instance obtains
Sb =

0 if t <
1
2
t− 2 +√t(4 + t)
t+
√
t(4 + t)
if t >
1
2
. (58)
The critical point 〈k〉bc = 1/2 agrees with simulation data,
as can be seen in Fig. 8. An expansion of Eq. (58) about
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the critical point yields
Sb ∼ 8
3
(
〈k〉 − 1
2
)
. (59)
A similar calculation is performed for the pair model.
The final results are
〈k〉pc =
4
3
, (60a)
Sp ∼ 3
(
〈k〉 − 4
3
)
. (60b)
The critical point is again supported by simulation data,
as was once more shown in Fig. 8. Solutions to the rate
equation for the degree distribution and the generating
functions theory also confirm the critical behaviour. Nu-
merically solving the generating functions theory leads to
the results
〈k〉pc = 1.33± 0.01, (61a)
β = 0.99± 0.03, (61b)
A = 2.93± 0.15, (61c)
which match, within the error margins, the analytical
results.
3. Special case: large α
In the limit α = +∞, new links are always laid between
(two of) the nodes that have the lowest connectivities.
If 1 ≤ 〈k〉 ≤ 2, the evolution of the cluster-size distri-
bution is then equivalent to that in a process in which
new links are always laid between two randomly chosen
clusters. Consequently, also the percolation properties
match with those in such a process. In Refs. [20, 21] it
was shown analytically and using simulations that this
specific random cluster-linking process gives rise to an
explosive, first-order percolation transition [41]. In this
section, we study the transition to the explosive limiting
situation using an expansion for large α. Recall more-
over that in the limit α → +∞, the bachelor and the
pair models are equal if 〈k〉 ≥ 1. We therefore limit our
studies for large α to the percolation properties of the
pair model and anticipate the differences with the bach-
elor model to be small.
The starting point of the study of the percolation tran-
sition is the expanded degree distribution for large α,
Eq. (25), which is valid as long as (3/2)−α  1 and
| ln(1 − t)|  1, where, as before,  = 2−α. The finite-
time correlations are once more neglected, since they van-
ish for α → ∞. We also neglect the initial-link correla-
tions, since simulations indicate that their influence on
the critical point also vanishes for large α [42]. Inserting
the approximate degree distribution in the uncorrelated
generating functions scheme, Eq. (46), yields an approx-
imate criterion for the critical time tc:
1− tc = −2[tc + ln(1− tc)]. (62)
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FIG. 10: (Colour online) Comparison of the approximation for
large α for the critical behaviour of the percolation transition
with numerical results from the generating functions theory.
The main figure shows results for the critical point 2 − 〈k〉c
of the pair model in a semi-logarithmic scale. The full red
line is the solution to the approximation without correlations,
Eq. (62), while the black stars indicate the numerical solutions
of Eq. (52). In the inset, the amplitude A of the leading
singularity S = A(t−tc)β about the critical point is shown as a
function of α. The full red line represents the approximation,
Eq. (66), while the black stars indicate the results of a fit
S = A(t − tc) to the numerical solution of the generating
functions theory.
Using the LambertW-function [37], this implicit equation
can be solved for the critical point:
tc = 1− 2
1− 2LambertW
(
1− 2
2e
)
. (63)
Note that this expression is only meaningful in case the
large α-expansion is still valid at the critical point, i.e.,
if the obtained critical time satisfies | ln(1− tc)|  1 for
large α. A numerical evaluation indicates that the fac-
tor | ln(1 − tc)| decreases with increasing α. We obtain
0.0745 for α = 5, while for α = 10, we obtain 0.0048.
The expanded degree distributions can thus be used at
the critical point for large α. In Fig. 10, the approxi-
mate critical points 〈k〉c,approx, obtained using Eq. (63),
are compared with numerical solutions to the exact self-
consistent equations 〈k〉c,exact. Clearly, the approxima-
tion improves significantly upon increase of α. Its ac-
curacy can be quantified by means of the parameter γ
which is defined as follows:
γ = 1− 2− 〈k〉c,appr
2− 〈k〉c,exact . (64)
Simulations indicate that γ = 4.9 · 10−3 for α = 5, while
γ further decreases to γ = 2.9 · 10−4 for α = 10. We con-
clude that the expansion for large α provides an accurate
approximation for the critical point if α > 5.
Within the large-α approximation, the critical expo-
nent β and the critical constant A can be determined.
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We define ξ ≡ t− tc and work in the regime ξ  1. Ex-
panding the generating functions theory for large α in ξ
and retaining only the lowest order yields S ∼ Aξβ , with
β = 1 and
A =
2
3
1 + tc
1− tc
(
1 +
2tc
1− tc
)
. (65)
Insertion of the critical point, Eq. (63), provides a nu-
merical result for A, while an analytical approximation
is obtained by an expansion in a Laurent series. Retain-
ing only the leading two terms of the series,
A ≈ 2
3
(
1 +
1
LambertW
(
1
2e
))− 2
3
(
3 +
1
LambertW
(
1
2e
)) (66)
is obtained. Since LambertW(x) diverges for x → +∞
[37], Eq. (66) straightforwardly implies that A diverges
for  → 0 and thus for α → +∞. The validity of this
expansion for large α is again supported by a numerical
evaluation of the exact generating functions theory. Close
to the critical point, the numerical results for the size of
the giant cluster can be fitted to S = A(t− tc)β . Within
the error margins, the critical exponent β is equal to one
for all values of α, while the inset of Fig. 10 compares the
estimate for A with the value obtained in the fit. The
approximate result is found to agree with the theoretical
results for α > 5.
The results indicate how the transition from the nor-
mal to the explosive percolation regime occurs in our
model. The critical exponent β equals one for all finite
values of α. Surprisingly, the critical amplitude A in-
creases rapidly as the explosive regime is approached.
The transition to the explosive percolation for α→ +∞
is thus not caused by a vanishing critical exponent β, but
by a diverging critical amplitude A.
VI. CONCLUSIONS
We have introduced a network growth model for study-
ing the growth of a network with a fixed number of nodes
using general degree-dependent linking probabilities. We
have performed a detailed study of the construction pro-
cess and the constructed networks. Rate equations deter-
mine the time evolution of the degree distribution and the
degree correlations, and a generating functions formalism
provides accurate results for the percolation properties,
although the incorporation of degree correlations in the
theory is of vital importance.
To illustrate our findings using simulations, we have in-
troduced two diversifications which provide a cross-over
from a preferential attachment rule to a process featur-
ing explosive percolation: the bachelor model, with ini-
tially a set of unconnected nodes, and the pair model,
in which nodes are initially coupled into pairs. In both
variants, a single parameter α determines the dynamics.
If α is negative, links are preferably laid between nodes
with a larger degree, while the reverse statement holds
for positive α. If α vanishes, the model mimics the net-
work growth of the Erdo˝s-Re´nyi random network, while
α = −1 corresponds to the preferential attachment of the
Baraba´si-Albert model. In the limit α→∞, an explosive
percolation transition is retrieved.
For our two diversifications, numerical solutions to the
rate equations are in accord with the outcome of Monte-
Carlo simulations. The results furthermore show that
power-law degree distributions are never obtained in our
model, which extends the finding of Baraba´si et al. that
only processes with an increasing number of nodes facili-
tate the scale-free structure [1]. Although the degree dis-
tributions of both diversifications are trivially related to
one another, the different initial conditions cause major
distinctions for the degree correlations in the constructed
networks. While in the bachelor model correlations only
appear as a consequence of the linking process, the net-
work is already highly correlated in the initial stage if
the pair model is used. The two diversifications also il-
lustrate the influence of degree correlations on the perco-
lation properties. In the pair model, it suffices to include
the initial-link correlations, since they are dominant at
criticality, while, depending on the value of α and the re-
quired accuracy, different types of finite-time correlations
must be incorporated for the bachelor model.
We have paid special attention to three qualitatively
different special cases: α = 0 (random network growth),
α = −1 (preferential attachment) and α → +∞ (explo-
sive percolation). For large α, the construction process
is studied using approximate degree distributions and
expanded generating functions, which indicate that the
transition to the explosive regime is marked by a rapid
increase of the critical amplitude, while the critical expo-
nent β remains unchanged and equal to one for all finite
values of α.
Although the rate equation and generating functions
approach have here only been applied to the specific link-
ing probabilities pk ∝ k−α and pk ∝ (k+ 1)−α, the tech-
niques presented in the paper are of general validity for all
degree-dependent linking probabilities. We leave the ap-
plication of the methods to other network growth models
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as a challenge for future research. We refer to Refs. [38]
and [39] for applications of percolation to different fields
of science.
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Appendix A: Derivation of the rate equation for the
degree distribution
In this appendix, the mean-field rate equation for the
degree distribution,
d
dt
P (k) = pk−1P (k − 1)− pkP (k), (A1)
will be proven to hold in the thermodynamic limit N →
∞. The derivation describes the evolution of the number
of nodes with k links, Nk = NP (k). The increment of
Nk in a single time-step is denoted as
∆Nk(t) ≡ Nk(t+ ∆t)−Nk(t), (A2)
where ∆t is the duration of a time-step. If we take into
account the fact that two nodes are chosen at the same
time, different cases will contribute to ∆Nk. In the re-
mainder of the section, we will denote the case in which
nodes with degrees k1 and k2 are selected as [k1, k2]. Note
that the behaviour of [k1, k2] and [k2, k1] is similar, there-
fore both will be considered simultaneously, which will
induce the introduction of factors of two. The five possi-
ble cases contributing to ∆Nk are
1. [k, x] with x 6= k − 1, k
2. [k − 1, x] with x 6= k − 1, k
3. [k − 1, k]
4. [k, k]
5. [k − 1, k − 1]
The selection probability and the change in Nk are now
determined for the different possibilities. Recall that the
probability to select a single node with degree k is pk/N .
The probability to select a node with degree k is thus
pkP (k).
The selection probability of case 1 is
p(1) = 2pkP (k)(1− pkP (k)− pk−1P (k − 1)), (A3)
since the probability to select the node with degree k
is pkP (k) and the probability to select the node with
a degree different from k and k − 1 is (1 − pkP (k) −
pk−1P (k − 1)). The factor 2 appears since [k, x] and
[x, k] are distinguishable. If this case occurs, the number
of nodes with degree k diminishes by one. The change in
Nk in the first case is thus
∆N
(1)
k = −2pkP (k)(1− pkP (k)− pk−1P (k − 1)). (A4)
Similarly, the second case contributes
∆N
(2)
k = +2pk−1P (k − 1)(1− pkP (k)− pk−1P (k − 1))
(A5)
to ∆Nk. The third case actually does not contribute
to ∆Nk, since there is no net change in the number of
nodes with degree k. In the fourth case, the selection
probability amounts to
p(4) = p2kP (k)
2, (A6)
without a factor of two since the two possibilities are
indistinguishable in this case. The number of nodes with
degree k diminishes by two if two nodes with degree k
are selected. Therefore,
∆N
(4)
k = −2(pkP (k))2. (A7)
By the same token, for case 5,
∆N
(5)
k = +2(pk−1P (k − 1))2. (A8)
The total change in Nk in a single time-step is now
∆Nk = ∆N
(1)
k + ∆N
(2)
k + ∆N
(4)
k + ∆N
(5)
k (A9a)
= 2(pk−1P (k − 1)− pkP (k)), (A9b)
and, consequently,
∆P (k) = P (k, t+ ∆t)− P (k, t) (A10a)
=
2
N
(pk−1P (k − 1)− pkP (k)). (A10b)
Since the time increases by 2/N every time-step, i.e.,
∆t = 2/N , taking the limit N →∞ implies
∆P (k)
2/N
→ ∂
∂t
P (k), (A11)
which leads straightforwardly to Eq. (A1).
Appendix B: Derivation of the rate equation for the
degree correlations
In this Appendix, we show how simple arguments lead
to the mean-field rate equation for nearest-neigbour de-
gree correlations,
dnk,q
dt
= pk−1nk−1,q + pq−1nk,q−1 − nk,q (pk + pq)
+ pk−1pq−1P (k − 1)P (q − 1), (B1)
where all quantities are defined as in Section IV. The
key quantity in the derivation is Nk,q = Nnk,q, which is
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the number of links between nodes with degrees k and
q if k 6= q, while Nk,k = Nnk,k represents twice the
number of links between two nodes with degree k. Due
to this deviating definition in case k = q, this special
case must be treated separately. In the derivation, we
describe the evolution of Nk,q in a single time-step and
therefore introduce its variation
∆Nk,q(t) ≡ Nk,q(t+ ∆t)−Nk,q(t), (B2)
where ∆t is the duration of a time-step.
1. Derivation of the rate equation for Nk,q with
k 6= q
If we take into account the fact that two nodes are
chosen simultaneously, different cases will contribute to
∆Nk,q if k 6= q. We denote the case in which nodes with
degrees k1 and k2 are selected as [k1, k2] and consider the
behaviour of the case in which [k2, k1] is chosen at the
same time, which will induce the introduction of factors
of two. The eight possible cases in which ∆Nk,q changes,
are then
1. [k, x] with x 6= q − 1, q
2. [x, q] with x 6= k − 1, k
3. [k − 1, x] with x 6= q − 1, q
4. [x, q − 1] with x 6= k − 1, k
5. [k, q]
6. [k − 1, q]
7. [k, q − 1]
8. [k − 1, q − 1]
The selection probability and the change in Nk,q are now
determined for the different possibilities. The selection
probability of case 1 is
p(1) = 2pkP (k)(1− pqP (q)− pq−1P (q − 1)), (B3)
where the factor two indicates that [k, q] and [q, k] are
indistinguishable. In a mean-field approximation, Nk,q
decreases with the average number of links attached to
a node with degree k which leads to a node with degree
q. Since each of the k links attached to the k-node end
at a q-node with probability Pn(q|k), the total change in
Nk,q is
∆N
(1)
k,q = −2pknk,q(1− pqP (q)− pq−1P (q − 1)), (B4)
where we also used that nk,q = kP (k)Pn(q|k), see
Eq. (26). Similar calculations yield the change in the
cases 2 to 7:
∆N
(2)
k,q = −2pqnk,q(1− pkP (k)− pk−1P (k − 1)), (B5a)
∆N
(3)
k,q = +2pk−1nk−1,q(1− pqP (q)− pq−1P (q − 1)),
(B5b)
∆N
(4)
k,q = +2pq−1nk,q−1(1− pkP (k)− pk−1P (k − 1)),
(B5c)
∆N
(5)
k,q = −2pkpqnk,q(P (q) + P (k)), (B5d)
∆N
(6)
k,q = 2pk−1pq(P (q)nk−1,q − P (k − 1)nk,q), (B5e)
∆N
(7)
k,q = 2pkpq−1(P (k)nk,q−1 − P (q − 1)nk,q). (B5f)
In case 8, the derivation changes slightly because the in-
sertion of a link between a node with degree k − 1 and
one with degree q− 1 causes the introduction of an extra
link in the set of links between nodes with degrees k and
q. Therefore,
∆N
(8)
k,q = 2pk−1pq−1
(
P (k − 1)nk,q−1 (B6)
+ P (q − 1)nk−1,q + P (k − 1)P (q − 1)
)
.
Adding all eight terms yields the total change in Nk,q:
∆Nk,q = 2
(
pk−1nk−1,q + pq−1nk,q−1 − nk,q (pk + pq)
+ pk−1pq−1P (k − 1)P (q − 1)
)
. (B7a)
Since the time increases by 2/N every time-step, taking
the limit N →∞ implies
∆Nk,q
2
→ ∂
∂t
nk,q, (B8)
which proves the correctness of Eq. (B1) if k 6= q.
2. Derivation of the rate equation for Nk,k
The derivation of a rate equation for nk,k proceeds
analogously, but we have to keep in mind that the def-
inition of nk,k and Nk,k differs since the latter quantity
represents twice the number of links between two nodes
with degrees k. To facilitate the notation, we introduce
N˜k,q ≡ Nk,q/2. A change in N˜k,k is only observed in one
of the following cases:
1. [k, x] with x 6= k − 1, k
2. [k − 1, x] with x 6= k − 1, k
3. [k − 1, k]
4. [k − 1, k − 1]
5. [k, k]
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Since N˜k,k represents the number of links, its alteration
for the first three cases is exactly the same as for the
corresponding cases in the previous section, i.e.,
∆N˜
(1)
k,k = −2pknk,k(1− pkP (k)− pk−1P (k − 1)),
(B9a)
∆N˜
(2)
k,k = +2pk−1nk,k−1(1− pkP (k)− pk−1P (k − 1)),
(B9b)
∆N˜
(3)
k,k = 2pk−1pk(nk,k−1P (k)− P (k − 1)nk,k). (B9c)
In the last two cases, caution is in order, since the two
possibilities are now indistinguishable. Of course, the
links attached to both endpoints of the new link must be
counted in the change of N˜k,k, which yields
∆N˜
(4)
k,k = −2(pk)2P (k)nk,k, (B10a)
∆N˜
(5)
k,k = 2(pk−1)
2P (k − 1)nk,k−1 + (pk−1P (k − 1))2,
(B10b)
where the last term again stems from the addition of the
extra link. A back-of-the-envelope calculation yields
∆N˜k,k = 2(−pknk,k + pk−1nk,k−1) + (pk−1P (k − 1))2.
(B11)
Since the time increases by 2/N every time-step, taking
the limit N →∞ implies
∆N˜k,q → ∂
∂t
nk,q. (B12)
Thus
∂
∂t
nk,q = 2(−pknk,k + pk−1nk,k−1) + (pk−1P (k − 1))2,
(B13)
which is exactly the k = q limit of Eq. (B1). We conclude
that we have proven the validity of this rate equation for
all possible cases.
Appendix C: Derivation of the generating functions
theory in the presence of initial-link correlations
In our pair model, the network starts from an initial
state in which all nodes are combined into pairs. Here,
we derive the self-consistent equations for the size of the
largest cluster in the presence of initial-time links (see
Eq. (50)),
uik =
∑
q
P in(q|k)
(
ufq
)q−1
, (C1a)
ufk =
∑
q
P fn (q|k)uiq
(
ufq
)q−2
, (C1b)
S = 1−
∑
q
P p(q)uiq
(
ufq
)q−1
, (C1c)
and its modified form (see Eq. (52))
uf =
1
〈k〉 − 1
∑
k,q
(q − 1)P p(k)P p(q) (uf)k+q−3 , (C2a)
S = 1−
∑
k,q
P p(k)P p(q)
(
uf
)k+q−2
, (C2b)
which is valid if finite-time correlations are neglected.
The derivation is based on the generating functions the-
ory for the percolation problem, which is discussed in
detail in Refs. [5, 33]. In order not to complicate the
notation unnecessarily, the derivation will, however, be
presented using probabilities rather than generating func-
tions. The full derivation using generating functions can
be found in Ref. [27].
The correlations are described using the condi-
tional nearest-neighbour degree probabilities P in(k|q) and
P fn (k|q), conditional on the fact that an initial-time link,
respectively a finite-time link, has been followed. We
furthermore introduce the probability u˜k that a random
node with degree k belongs to a finite cluster of any size
and the probabilities uiq and u
f
q that an initial-time, re-
spectively a finite-time link, originating at a node of de-
gree q leads to a finite cluster of any size at the other end.
Relations between those quantities can be found easily,
if we assume that the finite clusters in the network are
tree-like. For instance, a node can only belong to a finite
cluster, if all its links lead to a finite cluster. If we keep in
mind that a node with degree k has a single initial-time
link, while all other k−1 links are laid at finite time, the
probability that a random node with degree k belongs to
a finite cluster is then given by
u˜k = u
i
k
(
ufk
)k−1
. (C3)
The probability that a randomly chosen node (of any
degree) belongs to a finite cluster, henceforth denoted
with u˜, is then
u˜ =
∑
k
P (k)uik
(
ufk
)k−1
. (C4)
The quantity u˜ is simply related to the size of the giant
cluster, since u˜ + S = 1, because nodes either belong to
a finite cluster or to the giant cluster. Therefore,
S = 1−
∑
k
P (k)uik
(
ufk
)k−1
, (C5)
which is the third line of Eq. (C1). With a similar rea-
soning, the first two lines of Eq. (C1) can be deduced.
Note that the self-consistent system of Eq. (C1) can be
reduced to a system with only two equations by inserting
Eq. (C1a) in Eq. (C1b) and Eq. (C1c):
ufk =
∑
q,s
P in(s|q)P fn (q|k)
(
ufs
)s−1 (
ufq
)q−2
, (C6a)
S = 1−
∑
q,k
P (q)P in(k|q)
(
ufk
)k−1 (
ufq
)q−1
. (C6b)
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Insertion of the expressions for the conditional probabil-
ities, Eq. (51a), yields
ufk =
∑
q,s
nfk,q
(k − 1)P p(k)P
p(s)
(
ufs
)s−1 (
ufq
)q−2
, (C7a)
S = 1−
∑
q,k
P p(k)P p(q)
(
ufk
)k−1 (
ufq
)q−1
. (C7b)
In case the finite-time correlations can be neglected, ap-
proximation Eq. (43) is valid and can furthermore be
introduced into Eq. (C7), which yields Eq. (C2a).
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