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1| Introduction
For millennia mankind has thought that it has a unique position in the universe, both
in terms of location and existence. From the start of the scientific revolution in the
16th century, we slowly came to understand that the universe is not centred around our
existence. Great minds like Nicolaus Copernicus and Galileo Galilei made us realise
that the Sun, planets and stars do not revolve around the earth. With this aware-
ness, considering the possibility of life on other planets was no longer confined to
the realms of mythology and philosophy. The five classical planets Mercury, Venus,
Mars, Jupiter and Saturn have been known to mankind since ancient times. The in-
vention of the telescope in the beginning of the 17th century, generally attributed to
the Dutch spectacle-maker Hans Lippershey, allowed us to study our solar system in
more detail. It took another century and a half before the known boundaries of our
solar system were extended. Although visible to the naked eye, Uranus was only dis-
covered in 1781 byWilliamHerschel. Gradually the size of our solar system increased
with the discoveries of Neptune in 1846 by Urbain Le Verrier and Jonathann Galle,
and Pluto in 1930 by Clyde Tombaugh. From 1992 onward, many objects similar to
Pluto in size, orbit and composition were discovered in what is now called the Kuiper
belt, a ring of icy comet-like objects extending from 30 to 50 AU1 named after Dutch
astronomer Gerard Kuiper2. Around the same time, in the early 1990’s, astronomers
discovered the first planets that revolve around a star other than our Sun (Latham
et al. 1989; Cochran et al. 1991; Wolszczan & Frail 1992). These exoplanets were not
observed directly, but they gave away their presence by their gravitational pull on the
star around which they orbit. This pull changes the motion of the star periodically
and this periodic wobble can be seen in the light of the star. The discovery of the exo-
planet 51 Pegasi b (Mayor&Queloz 1995) was a real breakthrough, because it was the
first detection of an exoplanet revolving around a star very similar to our Sun. Since
11 AU = 1 Astronomical Unit, which is the semi-major axis of earth’s orbit around the Sun
(149.597.871 kilometre). For simplicity, this could be considered as the average distance between the
earth and the Sun.
2As a result of these discoveries, Pluto was demoted to a dwarf planet by the International As-
tronomical Union in 2006 because it fails to satisfy the condition that a planet must have cleared the
neighbourhood around its orbit from smaller and similar-sized objects.
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Figure 1.1: Stars are forming in the gaseous environment of the Orion Nebula. The high-
lighted pictures are zoom-ins on six stars with protoplanetary discs that are undergoing ex-
ternal photoevaporation.
Credit: NASA, ESA,M.Robberto (STScI/ESA),HSTOrionTreasury Project Team&L.Ricci (ESO)
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those first discoveries, the number of discovered exoplanets has increased exponen-
tially (Schneider et al. 2011). In particular, the Kepler space telescope (Borucki et al.
2003), launched in 2009, has been extremely successful in discovering new exoplanets.
Its aim was to discover exoplanets that orbit in the habitable zone, the region around
the star where the temperature at the surface of the planet is not too hot and not too
cold, such that water can exist in liquid form. Liquid water is a vital ingredient for
life as we know it. Based on the Kepler mission, it was deduced that as many as 22%
of Sun-like stars may harbour an earth-sized planet in their habitable zones (Petigura
et al. 2013). Although the emergence of (intelligent) life on a planet requires a series of
events that each have an extremely small probability of occurrence, with the increasing
number of exoplanets discovered in habitable zones, it seems plausible that life may
exist elsewhere in the universe. Recently, observations have revealed an exoplanet in
the habitable zone of the closest star to the Sun, Proxima Centauri, (Anglada-Escudé
et al. 2016) and seven earth-like planets, of which three in the habitable zone, around
another nearby star, TRAPPIST-1 (Gillon et al. 2017). These planets are promising
candidates for detailed follow-up studies.
To understand the origin of life and the development of habitable conditions, we
must understand the formation of planets and the environment in which this takes
place. Like nearly every other star at birth, the Sun was surrounded by a protoplan-
etary disc. In this disc, the planets, moons, comets and asteroids are formed. A star
and its protoplanetary disc are formed simultaneously out of the same cloud of gas.
During its infancy a star loses the gas from its protoplanetary disc and only the plan-
ets, moons, asteroids, comets and other debris remain. The gas is lost due to various
processes, caused by both the star itself and its environment. It is currently not clear
to what extent the environmental conditions in which a star is formed aﬀect the for-
mation of (habitable) planets. Most stars are not born in isolation but in a clustered
environment (Lada & Lada 2003). A cluster is a group of stars bound together by
their mutual gravitational pull and can consist of several dozens to hundreds of thou-
sands of stars. The Sun is also thought to have formed in a cluster that has now been
dissolved (Portegies Zwart 2009). A cluster originates from a large gas cloud out of
which the stars and their protoplanetary discs are formed. A large amount of the gas
does not end up in the stars and remains in the cluster for the first few million years.
In the dynamical cluster environment, the newly formed stars and their protoplane-
tary discs continuously move through the remaining gas. In this thesis, we3 investigate
how this gaseous birth environment of a star influences the evolution of its protoplan-
etary disc. Our central question involves physics on diﬀerent scales, ranging from the
physics of protoplanetary discs to the large-scale environment in which they are born.
This introduction gives a brief overview of the relevant theoretical concepts and the
numerical techniques that we use.
3Science is a team eﬀort.
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1.1 The birth of a star
Stars are born out of clouds of cold, molecular gas. The largest molecular clouds are
ten million times more massive than our Sun and can give birth to millions of stars.
Because these clouds are dense and cold, they are what we call Jeans unstable (Jeans
1902): a small trigger, such as the shock wave of a nearby supernova explosion, is
enough to let the cloud collapse under its own gravity. As a consequence the giant
cloud fragments into pieces. In a chain-reaction of local collapses throughout the
cloud, these pieces collapse and fragment into smaller parts as long as the gas can cool
eﬃciently.
The smallest gas fragments become stellar embryos, called protostars, which are
surrounded by a rotating gaseous envelope. The gas from the envelope falls in onto
the protostar. Due to the conservation of angular momentum, the gaseous envelope
flattens out and forms a disc around the protostar: the protoplanetary disc. The in-
falling gas can only reach the protostar by travelling through the protoplanetary disc
and losing angular momentum along the way. Observations of protoplanetary discs
show that gas from the disc is accreted onto the surface of the protostar. Therefore,
there must be viscous forces in the disc that transport gas from its outer regions to the
surface of the star.
1.2 Accretion disc theory
The evolution of a protoplanetary disc is generally described in the theoretical frame-
work of accretion discs (Lynden-Bell & Pringle 1974). The observations that proto-
planetary discs are geometrically thin, i.e. the vertical scale heightH is much smaller
than its radius, Rdisc, indicate that the flow within the disc is confined to the orbital
plane. This allows us to use the thin disc approximation (Pringle 1981): to first order
the gas flow in the disc can be regarded as two-dimensional. We assume that the gas
moves on circular orbits with angular velocity 
. Since gas is accreted onto the star,
it must also have a (small) radial velocity vr. We characterise the disc by its surface
density profile (r; t), which is the mass per unit surface area and can be obtained by
integrating the gas density in the direction orthogonal to the plane of the disc.
The equations for conservation of mass and angular momentum can be derived
by considering radial motion through concentric rings with radius r and infinitesimal
width. For a full derivation of these equations see Frank et al. (2002). The equation
for conservation of mass becomes:
r
@
@t
+
@
@r
(rvr) = 0: (1.1)
The equation for conservation of angular momentum yields a similar expression but
here we have to account for the viscous torques between adjacent rings, expressed by
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the function G(r; t):
r
@
@t
 
r2


+
@
@r
 
rvrr
2


=
1
2
@G
@r
: (1.2)
In the case of simple shearing motion due to diﬀerential rotation, the total viscous
torque along the circular boundary can be written as:
G(r; t) = 2rr2
0; (1.3)
where 
0 = @
/@r is the angular velocity gradient and  is the kinematic viscosity,
which is the ratio of the shear viscosity to the gas density. The kinematic viscosity can
be a function of local variables in the disc. We can simplify Eq. 1.2 using Eq. 1.1 and
the assumption that @
/@t = 0. This gives:
rvr
@
@r
 
r2


=
1
2
@G
@r
: (1.4)
So far we have assumed circular, but not necessarily Keplerian orbits. To obtain equa-
tions that describe the evolution of the surface density and the radial velocity, we make
the additional assumption that the orbits are Keplerian:

(r) =

GM
r3
1/2
: (1.5)
We can then combine Eqs. 1.1 and 1.3 with 1.4 to eliminate vr and solve for the
surface density:
@
@t
=
3
r
@
@r

r1/2
@
@r

r1/2

: (1.6)
If a solution to Eq. 1.6 is known, this can be used in Eq. 1.4, together with Eq. 1.3,
to describe the radial velocity:
vr =   3
r1/2
@
@r

r1/2

: (1.7)
Throughout most of the disc vr must be negative, such that gas is accreted onto the
star. At large radii, vr must be positive in order to conserve the angular momentum
of the disc.
Solving Eqs. 1.6 and 1.7 requires a prescription for . The physical nature of the
viscosity in the disc is still poorly constrained.We discuss two proposed mechanism in
the next section. Shakura & Sunyaev (1973) derived a parameterisation for the kine-
matic viscosity that allows for an expression in terms of the disc parameters without
the need to identify the physical origin. The idea behind this parameterisation is that
5
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the viscosity is described in terms of turbulent motion, of which the velocity is char-
acterised by the sound speed cs and the length scale cannot be larger than the vertical
scale height H of the disc. This results in:
 = csH = 
c2s


; (1.8)
where  is a dimensionless parameter, which is expected to be . 1. In the latter
equality we have usedH = cs/
. The time scale on which the viscous torques operate
can be expressed as:
 =
r2

=
1


 r
H
2
: (1.9)
We can use this equation to obtain a rudimentary estimate for  by assuming Ke-
plerian rotation, a typical evolutionary time scale of one million years at a radius of
30 AU and (H/Rdisc) = 0.05 (Armitage 2011). This yields a value of 10 2, which
is comparable to the constraints for  derived from observations of individual proto-
planetary discs (Hueso & Guillot 2005) and the evolution of the stellar accretion rate
(Hartmann et al. 1998).
The above derivations assume that external torques and mass loss or accretion
onto the disc can be neglected. The host star and its protoplanetary disc are born in a
gaseous environment. While they move through this environment the protoplanetary
disc sweeps up the ambient gas and this may aﬀect its evolution, as we show in Chap-
ter 2. In this thesis, we call this process face-on accretion and in Chapter 3 we extend
the thin disc approximation with a model that describes the evolution of vr and the
surface density profile under its influence.
1.3 Angular momentum transport
Several mechanisms that transport angular momentum outwards through the disc
in order to accrete material onto the star have been proposed. The most promising
processes are the gravitational instability and the magneto-rotational instability.
1.3.1 Gravitational instability
Gas in massive discs can clump together under the influence of self-gravity. Such
clumped structures are smoothed out on small scales by the gas pressure and on large
scales by shear motion. The ‘clumping’ time scale must be long compared to the shear
time scale and the time scale on which sound waves cross a clump in order for a disc
to remain stable against self-gravity. Toomre (1964) used these time scales to derive a
stability criterion, which for protoplanetary discs is generally written as:
Q  cs

G
> 1; (1.10)
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Figure 1.2: Schematic illustration of the magneto-
rotational instability. Two gas parcels with massmi
and mo are on Kepler orbits around a central mass
Mc.The inner and outer gas parcel are tied together
by magnetic field lines that act as a spring or elastic
band. The tension force T in the spring causes the
inner parcel to transfer angular momentum to the
outer parcel. As a result the inner parcel moves to
a closer orbit and the outer parcel to a wider orbit,
which increases the tension force and leads to a run-
away process.
Image adapted from
https://ay201b.wordpress.com/
whereG is the gravitational constant. As long asQ > 1 the disc is stable against self-
gravity.The gravitational instability is most likely to occur in the early evolution of the
disc when it is still massive and this mass resides at large radii.When the disc becomes
gravitationally unstable, it can react in roughly three diﬀerent ways (Armitage 2011):
(1) the disc reaches a quasi-steady state and forms spiral arms that transport angular
momentum outwards via gravitational torques (Lynden-Bell & Kalnajs 1972) (2) the
instability results in episodic bursts of accretion in which the clumps are accreted onto
the star or (3) the disc may fragment into a configuration of distinct clumps of gas.
The first two reactions are associated with angular momentum transport through a
protoplanetary disc, while the last is considered as a planet-formation mechanism.
1.3.2 Magneto-rotational instability
Another possibility is the magneto-rotational instability, or Balbus-Hawley instability
(Balbus & Hawley 1991). As the name suggests, this instability requires the presence
of a weak magnetic field. Furthermore, the angular velocity 
must decrease with in-
creasing radius, which is satisfied in the case of Keplerian rotation (cf. Eq. 1.5). The
idea is that gas in adjacent rings in the disc is connected by magnetic field lines that
act as an elastic band or spring, see Fig. 1.2. As the inner ring rotates faster than the
outer ring, the elastic band is stretched, i.e. the magnetic tension increases, and the
connected gas parcels experience a torque. As a result of this torque, the gas parcel in
the inner ring,mi, loses angular momentum and moves to a tighter orbit with higher
orbital velocity, while the gas parcel in the outer ring, mo, gains angular momentum
and moves to a wider orbit with lower orbital velocity. The velocity diﬀerence be-
tween the two gas parcels increases and hence the tension in the fictitious elastic band
increases as well. This is a run-away process and gives rise to an instability.
In order for the gas to couple to the magnetic field lines, the ionisation fraction of
7
Introduction
the gas in the disc must be suﬃciently high. Sano & Stone (2002) found that the ratio
of the electron number density to the total number density should be & 10 12. Near
the star, the mid plane temperature of the disc is high enough such that the gas is
collisionally ionised, while further out ionisation relies on irradiation of the disc. Stel-
lar X-rays are most eﬃcient at penetrating the disc (Turner & Sano 2008; Armitage
2011). At large disc radii, the column density is low and the penetrating X-rays (and
cosmic rays) are able to ionise the mid plane. However there is a region at interme-
diate radii where the radially incident X-rays are not able to reach the mid plane. If
the magneto-rotational instability is responsible for the angular momentum transport
within the disc, then this transport would come to a halt in a region where the gas is
not ionized. A cool region that is shielded from ionizing radiation would become a
hypothesized dead zone: a region where gas is transported inwards from larger radii but
cannot continue its inward migration and accumulates (Gammie 1996).The existence
of a dead zone is supported by theoretical work and simulations (Salmeron &Wardle
2008; Terquem 2008; Bai & Goodman 2009; Turner & Drake 2009; Turner et al.
2010), but it has not yet been confirmed or refuted by observations. The dead zone
may be relevant for planetesimal formation, in particular because its position in the
disc, at radii of the order of 0.1 to 10 AU, coincides with the region where terrestrial
planets are expected to form (Armitage 2011).
1.4 Disc evolution and dispersal
Initially, the evolution of the disc is dominated by accretion: accretion from the gaseous
envelope around the protostar onto the protoplanetary disc and subsequent accretion
from the disc onto the star. Observations indicate that the transport of gas through
the protoplanetary disc initially occurs rapidly because the disc mass does not appear
to increase with time (Williams & Cieza 2011). From the episodic optical outbursts
associated with accretion onto protostars, it is reasoned that this rapid transport is
driven by gravitational instabilities (Paczynski 1978; Hartmann 1998). After several
105 years, the envelope is drained and/or dispersed, the accretion rate onto the proto-
star decreases and viscous evolution, possibly due to magneto-rotational instabilities,
drives a long-lived stage (several million years) of quiescent accretion (Evans et al.
2009; Williams & Cieza 2011).
The subsequent evolution is schematically depicted in Fig. 1.3. The small fraction
of dust grains that is present in the gas (generally assumed to be about 0.01 in terms
of mass) gradually grows in size and settles on the mid plane of the disc, where it
eventually clumps together to form planets (Williams&Cieza 2011).Meanwhile, the
disc is irradiated by the star and the temperature of its upper layers increases. At large
radii, where the thermal energy of the heated layer exceeds the gravitational binding
energy, the gas escapes from the disc (Hollenbach et al. 1994).Thismass loss is called a
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Figure 1.3: Schematic overview of the dispersal of a protoplanetary disc. The (observational)
classification of the disc at each stage is mentioned in the right column.
Credit: Alexander et al. (2014)
photoevaporative wind and photoevaporation likely truncates the disc to a finite radius
of several hundreds of AU (Williams & Cieza 2011). At first, this photoevaporative
wind is neutral and the local time scale for mass loss from the disc is longer than the
viscous time scale, which drives accretion onto the star (Alexander et al. 2014). Closer
to the star, the magnetic fields can also drive a magneto-hydrodynamic outflow from
the disc (Blandford & Payne 1982).
Observations show annular gaps in discs with ages of a few Megayears (e.g. Es-
paillat et al. 2007, and Fig. 1.4).This can be explained as an observational eﬀect caused
by the growth and settling of dust grains on the mid-plane of the disc where they
intercept a smaller fraction of the stellar radiation (Dullemond & Dominik 2005).
Generally the formation of a gap is attributed to two diﬀerent processes, which are
not mutually exclusive: (1) theoretical arguments indicate that photoevaporation is
most eﬃcient at a ‘critical radius’, where a gap is cleared, (Alexander et al. 2006b) and
(2) a giant planet carves out a gap in the disc by either ejecting or accreting the mate-
rial in its orbit (Artymowicz & Lubow 1994). It is likely that both processes operate
simultaneously (Alexander & Armitage 2009). Once a gap is present, the inner disc
is no longer resupplied by material from the outer disc and it drains onto the star via
viscous evolution on a time scale of 105 years (Alexander et al. 2006a,b; Owen et al.
2010). From this moment onwards the remaining gas in the outer disc is no longer
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Figure 1.4: The protoplanetary disc around the young star HL Tauri as seen in unprecedented
detail by the Atacama Large Millimeter Array at submillimeter wavelengths in 2014. The
inner gap is at radius of 30 AU, which is roughly the size of Neptune’s orbit around the Sun.
The outer gaps, at roughly 60 and 70 AU, would be outside the orbit of Pluto. These gaps are
likely carved by planets in formation.
Credit: ALMA (NRAO/ESO/NAOJ); C. Brogan, B. Saxton (NRAO/AUI/NSF)
shielded from the ionizing stellar radiation and the outer disc is rapidly cleared from
the inside out by photoevaporation on a time scale of 105 years (Williams & Cieza
2011; Alexander et al. 2014).The dispersal of the protoplanetary disc ends the stage of
giant planet formation and migration. The formation of planets out of disc material
probably does not play a large role in the evolution of protoplanetary discs because
planets only account for a small fraction (. 1%) of the initial disc mass (e.g. Wright
et al. 2011; Alexander et al. 2014).
1.5 Embedded stellar clusters
In the previous sections we have reviewed the evolution of a protoplanetary disc with-
out considering the environment in which stars and their protoplanetary discs are
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born. This environment may have a large influence on the evolution of the disc, be-
cause most stars are born in a clustered environment (Lada & Lada 2003). A cluster
remains embedded in the gas out of which it formed during the first 1-3 Megayears
of its evolution (Lada & Lada 2003; Portegies Zwart et al. 2010). The fraction of
gas that is turned into stars, the star formation eﬃciency, is typically observed to be
. 30% (Lada 1999; Lada & Lada 2003) but averaged over the whole molecular cloud
it may be of the order of a few per cent (Clark & Bonnell 2004). Eventually, the gas is
expelled by radiation pressure and stellar winds from massive stars and by supernova
ejecta. The gas expulsion is expected to occur on a short time scale, of the order of
several dynamical time scales (Portegies Zwart et al. 2010), where the dynamical time
scale dyn is the time taken by a typical star to cross the cluster (Spitzer 1987). The
reaction of the cluster to this mass loss can be described using the virial theorem. The
virial theorem states that an isolated, self-gravitating system is in equilibrium if its
total kinetic energy K and total gravitational potential energy U obey the following
relation:
K =  1
2
U: (1.11)
The total energy of the system E = K+U = 12U . Therefore, if a cluster loses energy
on a time scale dyn, such that it maintains equilibrium, U becomes more negative
(the cluster contracts) and the kinetic energy increases. When a large fraction of the
initial mass is lost almost instantaneously, the cluster has no time to adjust to the new
equilibrium. The kinetic energy of the stars it too high to maintain equilibrium: the
cluster is in a supervirial state and expands, making it vulnerable to dissolution. Us-
ing the virial theoreom, Hills (1980) showed that a cluster dissolves completely as a
result of instantaneous gas expulsion if it loses more than half of its mass. However,
simulations with slow gas expulsion time scales, exp > dyn, show that a subset of the
cluster stars may remain bound even if the star formation eﬃciency is . 10% (Geyer
& Burkert 2001). Although some clusters may survive gas expulsion with a star for-
mation eﬃciency of 10%, the majority of star clusters is destroyed or suﬀer dramatic
mass loss even if the gas is expelled slowly (Baumgardt & Kroupa 2007). After the gas
expulsion and consequential expansion, the cluster environment probably no longer
has a major influence on the evolution of the protoplanetary discs that it hosts.
Observations show that the fraction of stars with a protoplanetary disc in star clus-
ters decreases with an e-folding time scale of about 5 million years and has dropped
below 5% after roughly 12million years (Bell et al. 2013; Cloutier et al. 2014). Studies
of the disc fraction as a function of the environment find that the lifetime of protoplan-
etary discs is shorter in dense cluster environments than in their sparse counterparts
(Fang et al. 2012, 2013;Thompson 2013). So far, two environmental influences on the
evolution of protoplanetary discs have been considered: (1) truncation due to dynami-
cal encounters (Clarke & Pringle 1993) and (2) external photoevaporation (Johnstone
et al. 1998).
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1.5.1 Dynamical encounters
In the dynamical cluster environment, stars may pass each other on such short dis-
tances that they can truncate or even destroy each other’s discs by their mutual grav-
itational pull. The probability of experiencing an encounter that is close enought to
aﬀect the disc scales with the stellar density: the larger the number of stars in a given
volume, the larger the rate of encounters and the closer these encounters are on aver-
age. Simulations show that dynamical encounters only truncate the discs if the stellar
density is at least 10 times higher than the average stellar density in a typical cluster
in the Solar neighbourhood (Adams 2010; Rosotti et al. 2014; Vincke et al. 2015).
These high densities can be found in massive clusters or when the cluster goes through
an evolutionary phase of core collapse (Antonov 1962).The process of core collapse can
be understood from the virial theorem by considering the core as an isolated system
that exchanges energy with the outer regions of the cluster. Via processes such as the
ejection of high-velocity stars and interactions between stars, the core transfers en-
ergy to its surroundings. As a result of this energy exchange, the core contracts and
the outer regions expand. The stellar interactions also cause the more massive stars
to sink to the centre of the cluster, resulting in the cluster becoming mass segregated.
Mass segregation could also be primordial, meaning that the massive stars tend to
form in the centre (Hillenbrand & Hartmann 1998; Klessen 2001; Bonnell & Bate
2006; Sabbi et al. 2008). The influence of dynamical encounters on the evolution of
protoplanetary discs is thus most prominent in the core of a cluster or in a cluster that
goes through a phase of contraction (Portegies Zwart 2016, and Chapter 5).
1.5.2 External photoevaporation
In addition to radiation from the central star, the radiation from surrounding stars
can also photoevaporate the protoplanetary disc. The radiative flux of a star increases
with its mass and in particular massive stars, observationally classified as OB-stars,
have strong radiation fields that can dominate that of the central star at ultra-violet
wavelengths (Adams 2010). However, massive stars are rare: they are formed less fre-
quently than low-mass stars. For example, in the Orion Nebula Cluster approximately
30 out of roughly 3500 young stars are OB-stars (Hillenbrand 1997). The ratio of low
mass to high-mass stars is approximately constant for every cluster, but the mass of the
most massive star born in a cluster scales with the available gas for star formation: on
average the mass of the most massive star, and hence the radiation field, increases with
cluster mass. As explained above, these massive stars generally reside in the core of the
cluster and the protoplanetary discs in the outer regions of the cluster are therefore
much less aﬀected by photoevaporation. In youngmassive clusters with large numbers
of OB-stars, the influence of external photoevaporation on disc dispersal is probably
larger than in sparse stellar associations (Fang et al. 2012, 2013; Thompson 2013).
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For clusters in the solar neighbourhood, 90% of the stars is found in clusters with
. 1400 stars (Lada & Lada 2003; Porras et al. 2003), i.e. smaller than the Orion
Nebula Cluster. Theoretical calculations and simulations of clusters like the Orion
Nebula Cluster show that external photoevaporation is important for a small fraction
of discs, . 10%, that came in the proximity of an OB-type star and only at disc radii
& 30 AU (Scally & Clarke 2001; Adams et al. 2006; Adams 2010; Alexander et al.
2014). Observations of protoplanetary discs undergoing external photoevaporation in
the Orion Nebula Cluster (see Fig. 1.1) show that, despite their outer parts being
eroded, their disc masses are similar to those in less hostile environments (Mann &
Williams 2010).
In this thesis we investigate a third process that can aﬀect the evolution of the disc
substantially in a gaseous environment: face-on accretion. In Chapter 5 we show that
for typical embedded cluster conditions, face-on accretion is much more eﬃcient at
decreasing the size of protoplanetary discs than dynamical encounters.
1.6 Multiple stellar populations in globular clusters
Face-on accretion has been considered before as a generic process in stellar clusters
in the context of star formation in globular clusters. Globular clusters, named after
their spherical shape, belong to the oldest and most massive stellar structures in the
universe with age estimates varying from roughly 10 to 13 billion years (Krauss &
Chaboyer 2003). The gas out which globular clusters formed has long since disap-
peared and what we observe now is the result of a star formation process that oc-
curred more than 10 billion years ago. A priori, there is no reason to assume that star
formation in globular cluster was any diﬀerent from the present day process. There-
fore, globular clusters should consist of a single population of stars that all have the
same chemical composition, which is determined by the chemical composition of the
giant molecular cloud out of which the stars formed. Until the 1990’s, all available
evidence supported this assumption although individual stars with peculiar chemical
compositions had been observed (Osborn 1971; Cohen 1978; Peterson 1980; Hesser
& Bell 1980; Norris et al. 1981). The launch of the Hubble Space Telescope allowed
for more detailed observations of large samples of globular cluster stars, which showed
that globular clusters harbour distinct stellar populations that have diﬀerent chemi-
cal compositions (Bedin et al. 2004; Norris 2004; Piotto et al. 2007; Carretta et al.
2009; Larsen et al. 2012, 2014). In fact, the observations imply that approximately
two thirds of the stars currently in globular clusters belong to an enriched population
(Bastian & Lardo 2015). Enriched stars consist of elements that they cannot have
created themselves in the amounts that are observed. Those elements must have been
created in more massive stars that evolve faster. During their lifetime, massive stars
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expel their outer layers, which are enriched with these elements. Several scenarios
have been proposed to explain how this enriched material ended up in the majority
of globular cluster stars (Decressin et al. 2007a; D’Ercole et al. 2008; de Mink et al.
2009; Conroy 2012; Bastian et al. 2013b; Krause et al. 2013). They generally diﬀer
in the type of massive star that provides the enriched material and the time scale on
which it is expelled. Most of the scenarios assume multiple episodes of star formation,
which is in disagreement with observations of young massive clusters. Young massive
clusters are believed to be the present-day counterpart of infant globular clusters and
they show no evidence of ongoing star formation or multiple star-formation events
(Bastian et al. 2013a; Cabrera-Ziri et al. 2014). Furthermore, most scenarios assume
that globular clusters have lost a large amount (up to 90-95%, D’Ercole et al. 2008;
Schaerer & Charbonnel 2011; Bekki 2011) of their initial mass after the formation
of the enriched stars, otherwise the high current fraction of enriched stars cannot be
explained.This is incompatible with the observed ratio of metal-poor globular-cluster
stars to field stars in nearby dwarf galaxies (Larsen et al. 2012, 2014).
With these observational constraints in mind, an alternative scenario has been
devised which does not invoke multiple star-formation events. Instead, this scenario
assumes that the enriched material is swept up by the low-mass stars that are still sur-
rounded by their protoplanetary discs (Bastian et al. 2013b). This scenario is dubbed
the early disc accretion scenario. In Chapter 2 we show that the amount of enriched
material a protoplanetary disc can sweep up under these conditions is not enough to
explain the observed enrichment. Currently, all the main scenarios are ruled out by
observational and theoretical constraints (Bastian 2015; Bastian et al. 2015). The ori-
gin of multiple stellar populations in globular clusters remains a mystery as well as a
promising field for new ideas on star formation and/or cluster evolution.
1.7 Numerical methods
The typical evolutionary time scale of the astrophysical phenomena investigated in
this thesis is at least 10 000 years and the conditions under which the phenomena
occur cannot be reproduced on earth. To understand these phenomena and explain the
observations, we resort to incorporating our theoretical knowledge in computational
models. Simulations such as those reported in this thesis can be run on time scales of
seconds to months, depending on the available amount of computational power. The
results in this thesis are obtained with various numerical methods.
1.7.1 AMUSE
AMUSE, an acronym for the Astrophysical MUltipurpose Software Environment,
(Portegies Zwart et al. 2009, 2013; Pelupessy et al. 2013) is a Python framework that
facilitates the use and combination of existing codes that are publicly available in the
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scientific community. The community codes are generally designed to solve problems
in a particular field of interest. When a phenomenon spans two or more astrophysi-
cal disciplines, an existing code would have to be rewritten to incorporate the desired
theory. AMUSE allows for a modular approach in which codes from diﬀerent disci-
plines can be combined without the need to rewrite them. The AMUSE framework
currently includes codes from the following domains:
Gravitational dynamics codes
generally referred to asN-body integrators, whereN refers to an arbitrary num-
ber of point masses for which Newton’s equations of motion are solved.
Stellar evolution codes
which solve the equations that govern stellar structure and evolution, including
binary evolution. This can be done in both a detailed and parameterised way.
Hydrodynamics codes
which solve the equations for fluid dynamics.
Radiative transfer codes
which calculate the propagation of radiation through a medium.
The Python environment provides a universal interface for all included codes and
simultaneously handles the use of units and physical constants. The overhead intro-
duced by the AMUSE framework is generally . 1% (Portegies Zwart et al. 2013).
In this thesis, we use hydrodynamical codes to model a protoplanetary disc embedded
in a flow and gravitational dynamics codes combined with parameteric models to in-
vestigate the eﬀect of face-on accretion and dynamical encounters in embedded star
clusters.
1.7.2 Smoothed-particle hydrodynamics
The equations for fluid dynamics can be solved with two diﬀerent methods: (1) solving
the equations for the flow on a grid in a spatially fixed volume (the Eulerian method)
or (2) following a fluid element as it moves with the flow (the Lagrangian method). In
this thesis we use a Lagrangian method, because it has the advantage of adaptively re-
solving the varying length and time scales in a diﬀerentially rotating, self-gravitating
disc with a density gradient. Moreover, it allows for consistent coupling with gravi-
tational dynamics codes within the amuse framework. The smoothed-particle hydro-
dynamics (SPH) method was independently developed by Lucy (1977) and Gingold
&Monaghan (1977) for astrophysical purposes and is now widely used for many ap-
plications, varying from engineering to the film and gaming industry (Price 2012).
In the SPH formalism, the fluid is divided into discrete elements, or particles, that
are assigned a mass, position and velocity. The properties of the fluid at the position
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Figure 1.5: Representation of
the SPH method: the fluid
properties at the position of par-
ticle a is calculated by a weighted
sum over its neighbouring parti-
cles within distance kh, where k
typically has a value of about 2.
The weight is determined by the
smoothing kernelW (r) and de-
creases with distance .
Credit: Wang et al. (2016)
of a particle, but in principle any position, are calculated by a weighted sum over
the surrounding particles. The weight of each neighbouring particle depends on its
distance r to the sample position, a in Fig. 1.5, and is determined by a weight function,
called the smoothing kernel W (r). The smoothing refers to the decreasing contribution
of distant particles. The weight decreases with a scale length h, also referred to as
the smoothing length. The smoothing kernel is truncated at a certain radius, typically
a few times h, to avoid expensive calculations that include all particles. Generally
the number of neighbours within the smoothing kernel, Nngb, is kept approximately
constant, such that the smoothing length varies per particle. For a simulation with a
total of N particles, where normally N  Nngb, the total computation is reduced to
O(NNngb)  O(N). When the gravity between the particles is included by direct
calculations between all particles, the computation increases to O(N2). Instead, by
using eﬃcient algorithms such as tree-methods (Barnes & Hut 1986) to calculate the
gravitational forces, the calculation can be reduced toO(N logN). Due to its nature,
the SPH method has diﬃculties resolving discontinuities in, for example, shocks.
This is usually resolved by including an artificial viscosity term in the equation of
motion.The artificial viscosity introduces a friction force that broadens the shock into
a resolvable boundary layer.
The SPH codes used in this thesis are Gadget2 (Springel 2005; Springel et al.
2001) and Fi (Pelupessy et al. 2004). Our typical SPH simulations take a few weeks
and the computationally most demanding ones take a couple of months.
1.7.3 N-body integrators
N-body integrators calculate the motion of N point masses, i.e. particles, resulting
from Newton’s law of universal gravitation. Integrating the equations of motion di-
rectly without any simplifying approximations can become computationally expensive,
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as the computation scales as O(N2). Over the years, several integration schemes and
other methods have been developed to gain computational eﬃciency at a (small) ex-
pense of accuracy. In this thesis we use two integration schemes: (1) a second-order
leap-frog integrator (Hockney & Eastwood 1988) and (2) a fourth-order Hermite
integrator (Makino & Aarseth 1992). The order refers to the number of terms in the
Taylor expansion for the position x, velocity v = dx/dt = _x and other time deriva-
tives at time t+t, which are written as:
x1 = x0 + _x0t+
1
2
a0t
2 +
1
6
_a0t
3 +
1
24
a0t
4 +O(t5); (1.12)
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1
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...
a 0t
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1
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...
a 0t
3 +O(t4); (1.14)
_a1 = _a0 + a0t+
1
2
...
a 0t
2 +O(t3); (1.15)
where the subscripts 0 and 1 refer to times t and t +t, respectively. The term a =
d2x/dt2 = x is the acceleration and the term _a is called the jerk. Eqs. 1.14 and 1.15 are
used to eliminate terms from Eqs. 1.12 and 1.13. Consequently, x1 and _x1 depend on
both a0 and a1 (as well as _a0 and _a1 for fourth order accuracy). This reduces the error
introduced by the discrete time step, but requires a prediction of the new position, x1p,
and velocity, v1p, to estimate a1 (and _a1). Both integrators handle this diﬀerently.
In the second-order leap-frog integration scheme only the terms up to and in-
cluding t2 are included in the integration. The velocity and position are updated
alternately such that they ‘leapfrog’ over each other in time:
v1p = v0 + a0
t
2
;
x1p = x0 + v1pt; (1.16)
v1 = v1p + a1
t
2
;
where a1 is calculated from the gravitational force at the predicted position x1p. If
only second-order accuracy is required, the predicted position is not corrected and
x1 = x1p (Hut et al. 1995). The leap-frog integration scheme is well-known for its
simplicity and exemplary energy conservation. We use it to couple the background
potential to the particles in our embedded star cluster simulations in Chapter 5.
In a fourth-order Hermite integration, both the acceleration and the jerk at time
t + t must be estimated. This is solved by first predicting the new position and
velocity of the particle, using Eqs. 1.12 and 1.13 to third and second order respec-
tively. Subsequently a1 and _a1 are estimated with the predicted position and velocity.
The estimated a1 and _a1 are then used to obtain the corrected position and velocity.
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Figure 1.6: Illustration of the block time-stepping
scheme. Particles are assigned a time step according
to powers of two with respect to a base stept0 and
organised on diﬀerent levels, labelled n0;1;2:::. The
particles canmove between levels at synchronisation
points, indicated by the arrows.
Credit: Dehnen & Read (2011)
A fourth-order Hermite integration requires more computational steps and is there-
fore more time consuming than a second-order leap-frog integration. However, it is
able to calculate dynamical encounters more accurately. The energy exchange in each
dynamical encounter determines the evolution of a star cluster, e.g. through core col-
lapse. We therefore use a fourth-order Hermite integrator for the stellar trajectories
in our embedded star clusters simulations in Chapter 5.
These simulations vary in computational time from a couple of minutes to several
days for the most compact clusters.
1.7.4 Block time-stepping scheme
The computations in the N-body and SPH methods can be sped up by giving each
particle a variable time step. Clustered particles require small time steps to resolve
their motion accurately, but the same time step is not required when they become
isolated. Instead of giving each particle an individual time step, it is more eﬃcient
to allow only time steps diﬀering by powers of two with respect to a base step t0
(Makino 1991):
tn = t0/2
n: (1.17)
Following this block time-stepping scheme, see Fig. 1.6, particles are organised into hi-
erarchical levels. Particles on the same level are integrated simultaneously. They can
move to a level with a shorter or longer time step at synchronisation points, indicated
by the arrows in Fig. 1.6. In N-body codes, the criterion that determines on which
level a particle should be placed generally contains a dimensionless accuracy parameter
 that balances computational speed and accuracy. The block time-stepping scheme
is implemented in the N-body integrators and SPH codes we use in this thesis.
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1.8 Outline of this thesis
The embedded environment in which a protoplanetary disc is born is bound to have
an eﬀect on its evolution. In this thesis we investigate how a protoplanetary disc re-
sponds to its movement through an ambient medium. We perform hydrodynamical
simulations of protoplanetary discs embedded in a gaseous flow. We explain the be-
haviour of the disc by using existing theory of related phenomena and building upon
the accretion disc theory presented in Sect. 1.2.
In Chapter 2 we validate our hydrodynamical method by performing simulations
with diﬀerent numbers of particles and two diﬀerent smoothed-particle hydrodynam-
ics codes, Gadget2 and Fi. The disc is positioned perpendicular to the flow direction
and we assume a density and velocity for the inflowing gas that represents the early
evolutionary stage of a globular cluster. Therefore, we are able to test the viability of
the early disc accretion scenario, which was developed to explain the observed multiple
stellar populations in globular clusters, see Sect. 1.6. We find that the ram pressure
exerted by the flow strips the outer regions of the disc and halves the diameter of the
disc. Furthermore, the disc contracts due to the continuous accretion of gas that has
no angular momentum with respect to the disc. Both codes give a consistent result for
the accretion rate of gas onto the disc and this result does not depend on the number
of particles used. The accretion rate is a factor of two smaller than suggested by a sim-
ple geometric estimate. The accretion rate is not suﬃcient for the disc to accrete the
amount of gas that is required in the early disc accretion scenario. During the simula-
tions, mass is continuously stripped from the outer edge of the disc.The mass loss rate
from the outer edge decreases with increasing number of particles and is therefore, at
least partly, a numerical eﬀect.
In Chapter 3 we derive a theoretical model that describes the process of face-
on accretion as an extension to the thin accretion disc theory. Our model describes
the evolution of the radius, mass and surface density profile of the disc as a function
of the density and relative velocity of the ambient medium. We test this model by
comparing it to hydrodynamical simulations with a similar set-up as in Chapter 2
for various ambient gas densities and velocities. In our comparison, we neglect the
viscous eﬀects in our theoretical model. We also derive a criterion to check whether
this omission is justified. Our theoretical model adequately describes the evolution of
the disc in the hydrodynamical simulations and can be used as a conservative estimate
for the radius and mass of the disc. It predicts that, depending on the environment,
the disc can substantially shrink in size and face-on accretion may therefore be an
eﬃcient disc truncation mechanism in embedded star-forming regions.
In Chapter 4 we explain why a circumstellar disc changes its orientation as it
moves through an ambient medium.We perform a series of simulations that are iden-
tical to those in Chapter 3, except for the fact that the disc is inclined with respect to
the flow.We describe the behaviour of the disc in the simulations within the theoreti-
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cal framework of the Stark problem, a two-body problem where one particle is subject
to a constant mono-directional force. The Stark ‘problem’ can actually be solved ex-
actly and the available solutions provide insight into the mechanism that tilts the disc.
The force exerted by the flow makes the orbits in the disc eccentric and the disc be-
comes lopsided, which results in a net torque on the disc. As a result of this torque, the
orientation of the disc changes and the disc tends to align itself perpendicular to the
flow. In this process, the disc contracts and forms a spiral arm. The early solar system
is believed to have experienced an interaction with supernova ejecta. A simplifiedN-
body simulation of the same set-up demonstrates that the observed 7 misalignment
between the equatorial plane of the Sun and the orbital plane of its planets could be
explained by this process.
InChapter 5we apply the parameterisation for face-on accretion that was derived
in Chapter 3 to N-body simulations of embedded clusters. We investigate the influ-
ence of face-on accretion on a population of protoplanetary discs and compare this
to the influence of dynamical encounters on the same population. We find that for
typical conditions in star-forming clusters the process of face-on accretion, including
ram pressure stripping, is the dominant disc truncation process. Dynamical encoun-
ters become important when the fraction of the total cluster mass in gas is. 10% and
the stellar density is ten times higher than is observed for typical clusters in the solar
neighbourhood. The process of face-on accretion results in discs that are compact and
have a high surface density profile, while dynamical encounters lead to discs that are
larger and less massive.
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2| Face-on accretion onto aprotoplanetary disc
Globular clusters (GCs) have been observed to harbour multiple stellar populations. An evo-
lutionary scenario in which a second (and possibly higher order) population is formed by the
accretion of chemically enriched material onto the low-mass stars in the initial GC population
has been suggested to explain these multiple stellar populations. The idea, dubbed early disc
accretion, is that the low-mass, pre-main-sequence stars sweep up gas expelled by the more
massive stars of the same generation into their protoplanetary disc as they move through the
cluster core.The same process could also occur in embedded stellar systems that are less dense.
Using assumptions that represent the conditions in a typical GC, we investigate whether a
0:4M star surrounded by a protoplanetary disc can accrete a suﬃcient amount of enriched
material required in the early disc accretion scenario. We focus on the gas-loading rate onto
the disc and star, as well as on the lifetime of the disc. We perform simulations at multiple res-
olutions with two diﬀerent smoothed particle hydrodynamics codes and compare the results.
We find that the gas-loading rate is consistent for both codes, irrespective of resolution. How-
ever, it is about a factor of two smaller than the rate based on geometric arguments, because
the eﬀective cross-section of the disc is smaller than its surface area. Although the disc gains
mass in the high-resolution runs, it loses angular momentum on a timescale of 104 years. Two
eﬀects determine the loss of (specific) angular momentum in our simulations: (1) continuous
ram pressure stripping and (2) accretion of material with no azimuthal angular momentum.
Our study, as well as previous work, suggests that the former, dominant process is mainly
caused by numerical, rather than physical eﬀects. The latter process, as expected theoretically,
causes the disc to become more compact. The disc size is determined in the first place by the
ram pressure exerted by the flow when it first hits the disc. Further evolution is governed by
the decrease in the specific angular momentum of the disc as it continuously accretes material.
Even taking into account the uncertainties in our simulations, the size and lifetime of the disc
are probably not suﬃcient to accrete the amount of mass required in the early disc accretion
scenario.
Thomas Wijnen, Onno Pols, Inti Pelupessy and Simon Portegies Zwart
Astronomy & Astrophysics, Volume 594, A30, October 2016
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2.1 Introduction
Stars generally form in clusters (Lada & Lada 2003). These dense environments af-
fect the formation and evolution of the stars they host. For example, globular clusters
(GCs) were once considered the archetype of coeval, simple stellar populations, but
during the last two decades they have been shown to harbour multiple stellar pop-
ulations. Observations imply that a considerable fraction (up to 70%) of the stars
currently in GCs have a very diﬀerent chemical composition from the initial popula-
tion (see e.g. Gratton et al. 2012).They indicate that a second (and in some cases even
higher order, e.g. Piotto et al. (2007)) population1 of stars has formed from material
enriched by ejecta from first generation stars.
To explain the formation of these enriched stellar populations, several scenarios
have been proposed (see e.g. Decressin et al. 2007b; D’Ercole et al. 2008; de Mink
et al. 2009; Bastian et al. 2013b). One of the recently proposed scenarios applies in
particular to star formation in GCs, but could, in theory, also leave its signature on
stellar systems that are less dense. Bastian et al. (2013b), hereafter B13, have sug-
gested a scenario in which the enriched population is not formed by a second star
formation event, but rather by the accretion of enriched material, which was expelled
by the high-mass stars of the initial population, onto the low-mass stars of the same
(initial) population. Because Bondi-Hoyle accretion, i.e. gravitational focusing of ma-
terial onto the star, is unlikely to be eﬃcient in a GC environment with a high velocity
dispersion, they suggest that the protoplanetary discs of low-mass stars sweep up the
enriched matter. To account for the observed abundances in the enriched population,
the low-mass stars have to accrete of the order of their own mass, i.e. a 0.25 M star
has to accrete about 0.25 M of enriched material in the most extreme case (as in-
ferred from, for example, the main sequence of NGC2808 (Piotto et al. 2007)). The
timescale of this scenario is limited by the lifetimes and sizes of protoplanetary discs.
B13 assume that the protoplanetary discs can accrete material for up to 20 Myr. Cur-
rent disc lifetimes are observed as being 5-15 Myr, but B13 argue that their lifetimes
may have been considerably longer in GCs. The accretion rate averaged over 20 Myr
therefore has to be about 10 8M/yr. In their scenario, they assume that the ac-
cretion rate is proportional to the size of the disc, R2disc, density of the interstellar
medium (ISM), ISM, and the velocity, vISM, of the disc with respect to the ISM,
i.e. _M / ISMvISMR2disc. Furthermore, they assume an average and constant disc
radius of 100 AU. In this work, we test several of these assumptions of the early disc
accretion scenario.
A similar scenario has been studied before by Moeckel & Throop (2009), M09
1Most scenarios proposed to date imply subsequent epochs of star formation and hence refer to
multiple generations of stars in a GC. Since it is still not clear whether GCs can facilitate an extended
star formation history or if the enriched stars actually belong to the initial population, we will refer to
multiple populations of stars.
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hereafter. They performed smoothed particle hydrodynamics simulations of a proto-
planetary disc that is embedded in a flow of ISM with a velocity of 3 km s 1. They
found that the mean accretion rate onto the star equals the rate expected from Bondi-
Hoyle theory, whether a disc is present or not. We note that for the parameters they
assumed, the theoretical Bondi-Hoyle radius is almost twice the radius of the disc.
Here we follow up on the work by M09 by simulating the accretion process onto a
protoplanetary disc for the typical conditions expected in a GC environment. We di-
rectly compare the outcome of two diﬀerent smoothed particle hydrodynamics codes
for the same set of initial conditions and diﬀerent particle resolutions.We first discuss
both the physical and numerical eﬀects in our reference model and, subsequently, we
compare the results of the diﬀerent codes and particle numbers.
2.2 Expected physical eﬀects
In dense stellar systems, where both the velocity dispersion and the possibility of close
stellar encounters are high, we expect the following physical eﬀects to play an impor-
tant role in the process of accretion onto protoplanetary discs: ram pressure, angular
momentum transport, dynamical encounters, and external photoevaporation.
2.2.1 Ram pressure stripping
As the protoplanetary disc moves through the ISM, it experiences ram pressure,
Pram = ISMv
2
ISM. This drag force can truncate the disc, depending on the grav-
itational force of the disc that keeps the latter bound to the star. By equating the
gravitational force per unit area, or ‘pressure’, Pgrav = GM(r)r 2, of the disc to
Pram, we determine beyond which radius the ram pressure dominates and the disc is
expected to be truncated. This truncation radius is given by
Rtrunc =

GM0rn0
ISMv2ISM
 1
n+2
; (2.1)
withM the mass of the star, and we have assumed that the surface density profile of
the disc can be written as (r) = 0(r/r0) n, where r0 is an arbitrary but constant
radius to which 0 is scaled. After the material at radii larger than Rtrunc has been
stripped from the disc, we expect the further evolution of the disc to be determined by
the redistribution of angularmomentumowing to accretion and viscous evolution.The
pressure in the mid-plane of the disc is at least one order of magnitude smaller than
the gravitational ‘pressure’ and therefore does not play a significant role in resisting
the ram pressure.
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2.2.2 Redistribution of angular momentum
The redistribution of angular momentum in the disc is governed by two processes:(1)
the accretion of material with no angular momentummaterial with respect to the disc
and (2) the viscous evolution of the disc and consequent redistribution of its mass and
angular momentum.
Accretion of ISM
The accretion of material with no azimuthal angular momentum lowers the specific
angular momentum of the disc. Since the total angular momentum of the disc has
to be conserved, mass and angular momentum will be redistributed within the disc.
We can estimate this redistribution to first order, if we consider the disc consists of
concentric rings with a thickness dr and mass mring(r) = 2r(r)dr. In a time
interval dt, the ring will accrete an amount of mass from the ISM equal tomaccr(r) =
2rISMvISMdtdr. The specific angular momentum, h, in the ring will decrease by
a factor (r)/((r) + ISMvISMdt) and the ring will migrate to a smaller radius
which corresponds to its new specific angular momentum.This process causes inward
migration of material that belongs to the disc and leads to a contraction of the disc.
This derivation does not take into account any interaction between adjacent rings,
which is determined by viscous processes.
Viscous redistribution
Although the nature of the viscous processes that occur in accretion discs are still
debated (see, for example, Armitage 2011), we do know that they are responsible for
transporting material inwards through the disc. When this happens, some material
has to move outward to conserve the total angular momentum of the disc, Jdisc. Both
the viscous evolution and accretion of ISM cause material to drift inwards where it
is eventually accreted onto the star and lost from the disc together with the angular
momentum it carried. The outward spreading of material at the outer edge of the disc
could make it more vulnerable to ram pressure stripping, which in turn also robs the
disc of its angular momentum.
2.2.3 Dynamical encounters
In dense stellar systems, disc radii have been shown to be truncated because of close
stellar encounters (Breslau et al. 2014; Rosotti et al. 2014; Vincke et al. 2015). The
last study shows that, in dense clusters (cluster  500 pc 3), almost 40% of the discs
is smaller than 100 AU and the median disc radius could be as small as 20 AU in
the core. Close stellar encounters thus aﬀect the surface area of the disc and, thereby,
also the rate at which the disc can sweep up ISM. In this work, we only focus on
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the hydrodynamic aspects of accretion onto protoplanetary discs, in particular the
accretion rate. The disc radius we find in our simulations is of similar size to the 20
AU found by Vincke et al. (2015).The question whether the process of ram pressure or
dynamical encounters dominates the truncation of the disc in embedded dense stellar
systems is beyond the scope of this paper.
2.2.4 External photoevaporation
Globular clusters host a large number of massive stars in the early phases of their
evolution and the large UV flux they produce may also strip material from the disc.
Studies have shown that the fraction of stars that have discs can decrease by a factor
of two close to O stars (see, for example, Balog et al. 2007; Guarcello et al. 2007,
2009; Fang et al. 2012), but Richert et al. (2015) argue that these results could be
partly aﬀected by sample incompleteness. Recently, Facchini et al. (2016) estimated
that the mass-loss rate from the outer edge of a protoplanetary disc that is due to
photoevaporative winds could be of the order of 10 8 10 7M/yr, see their Fig. 12.
We do not take radiative processes into account in this work, but we note that anymass
loss from the disc, additional to that found in this work, will shorten its lifetime with
respect to our findings.
2.3 Numerical set-up
Our simulations are performed using the AMUSE environment (Portegies Zwart
et al. 2013; Pelupessy et al. 2013)2. AMUSE is a Python framework in which a variety
of astrophysical codes that have been published and well tested by the community, i.e.
‘community codes’ can be used and combined. The simulation is set up in Python and
AMUSE takes care of the communication between Python and the code(s) desired
for use.This way, it is very easy to use the same set-up with diﬀerent community codes
and compare their outcomes.
Currently, two diﬀerent smoothed particle hydrodynamics (SPH) codes are in-
cluded in AMUSE, e.g. Fi (Pelupessy et al. 2004) and Gadget2 (Springel 2005;
Springel et al. 2001). These two codes solve the dynamics of a self-gravitating hy-
drodynamic fluid using a Tree gravity-solver (Hernquist & Katz 1989). In this work,
we use Gadget2 for our reference model and we verify the consistency and robustness
of our results by comparing with Fi. Both SPH codes include self-gravity.
Because we want to be able to perform future simulations for a wide range of
parameters, we need to find a balance between computational eﬀort and convergence,
i.e. the most eﬃcient set-up. To test whether our particle resolution is suﬃcient, we
perform simulations with diﬀerent numbers of particles in the disc. This way, we can
2http://www.amusecode.org
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Figure 2.1: Schematic overview of the numerical set-up.
test whether the results converge and the numerical noise diminishes.The verification
and validation are discussed in Sect. 2.4.3.
For our reference model, we use the vanilla version of Gadget2, which is freely
available online3 and included in AMUSE, with the only exception that we have
implemented the Morris &Monaghan (1997) viscosity formalism as is done in M09,
see Sect. 2.3.2.
The set-up of our simulations is as follows (see Fig. 2.1): a stationary protoplane-
tary disc is positioned coaxially in a cylindrical, laminar flow of gas, representing the
ISM. The protoplanetary disc is positioned in the centre of the cylinder. The inflow
and outflow boundaries are each located at a distance of 500 AU from the centre of
the protoplanetary disc. The radius of the cylinder is also set to 500 AU. Particles that
flow outside the computational domain are removed from the simulation. The inflow
consists of new particles. The parameters we have adopted are listed in Table 2.1.
2.3.1 Initial conditions and parameters
We adopt equal mass particles for the flow and the disc to prevent spurious forces on
the interface between the ISM and the disc. We set the number of neighbours in the
SPH codes to 64  2 and use an isothermal equation of state. The sound speed, cs,
3http://www.mpa-garching.mpg.de/gadget
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Parameter Value Description
n 5 106 cm 3 Number density of ISM
vISM 20 km s 1
 2.3 Mean molecular weight
M 0:4M
Mdisc 0:004M
Rdisc;inner 10AU
Rdisc;outer 100AU
EoS Isothermal Equation of state
T 25K Temperature of gas particles
cs 0:3 km s 1 Sound speed
Rsink 0.09AU Sink particle radius
Nneighbours 64 2
grav 10 2AU Gravitational softening length
SPH 0.1 Artificial viscosity parameter
Ndisc 4000  128000 Number of disc particles
Table 2.1: Initial values of the parameters in our simulations. The parameters are the same for
every simulation, except for the number of disc particles which may vary from simulation to
simulation.
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equals 0:3 km s 1, which corresponds to a temperature of approximately 25 K for all
particles. The isothermal equation of state can be justified by considering the cooling
timescale
cool =
3
2kBT
n(n; T )
; (2.2)
where n is the number density, kB the Boltzmann constant, T the temperature, and
(n; T ) the cooling rate. For T = 25K and n > 103cm 3, the cooling timescale
cool . 16 years, assuming   10 26erg cm3 s 1 (Neufeld et al. 1995). Any depar-
ture from the equilibrium temperature of 25K will therefore be restored quickly with
respect to our simulation timescale. We discuss the parameters and assumptions for
the ISM and the disc separately below in Sects. 2.3.1 and 2.3.1, respectively.
Interstellar medium
By adopting a temperature of 25 K, we assume that cooling of the ISM is much more
eﬃcient than the radiative transfer of heat from nearby stars. It has been suggested
that the Lyman-Werner flux plays an important role in the formation of multiple
populations (Conroy & Spergel 2011), but a survey on 130 young massive clusters
has shown little to no ionized gas (Bastian et al. 2013a). Young massive clusters are
considered as being the modern-day counterpart of proto-GCs and this study there-
fore implies that heating does not play an important role in the environment where
the accretion process is believed to take place.
We can also estimate the cooling timescale for stellar ejecta fromEq. 2.2, to justify
that the expelled gas cools fast to low temperatures. As a lower limit for the density
of stellar ejecta we assume n = 102cm 3 and T = 104 K (Smith et al. 2007, see also
B13). Combined with an appropriate cooling rate of   10 25erg cm3/s (Richings
et al. 2014) this results in a cooling timescale of roughly 6 500 years. We consider this
an upper limit, because assuming a higher density for the stellar ejecta would result in
an even shorter cooling timescale. Consequently, the cooling timescale is at least three
to four orders of magnitude smaller than the 107 years timescale on which the early
disc accretion scenario is expected to take place. Our assumption that the ISM has
cooled suﬃciently and can be approximated with a temperature of 25 K is therefore
justified.
To estimate the density of the ISM in the early disc accretion scenario we use
the values given in B13 for the available processed material and the core radius of a
typical GC, respectively 1:3 105M and 1 parsec. The average density would then
be around 2  10 18 g cm 3. However, the density varies and can be higher locally.
To provide a better comparison with M09, we adopt their assumed number density
of n = 5  106 cm 3 and mean molecular weight  = 2:3, which translates to a
mass density, ISM, of 1:92 10 17 g cm 3. In the case of GCs with multiple stellar
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populations,  may be somewhat larger because the enriched populations exhibit a
helium enhancement compared to primordial molecular clouds.
We assume an inflow velocity, vISM, of 20 km s 1 to approximate the typical ve-
locity dispersion in GCs. This means that our set-up is in the supersonic regime and
the treatment of the artificial viscosity is important. We discuss the artificial viscos-
ity in Sect. 2.3.2. The high velocity gives a very small Bondi-Hoyle accretion radius,
as we discuss in Sect. 2.3.1. The inflow is modelled by adding a slice of ISM with
thickness vISMdt at the inflow boundary and a random uniform distribution of the
SPH-particles within this slice. The ISM flow reaches the disc after  100 years and
the computational domain contains  6Ndisc ISM-particles when it is completely
filled.
Disc
In the case of a disc in a steady state, the mid-plane temperature profile follows a
simple power law, Tc / r p, and the surface density profile, , is proportional to
rp 
3
2 , assuming a constant viscosity parameter  in the Shakura & Sunyaev (1973)
formalism (see e.g. Armitage 2011). Since we assume a constant temperature in the
whole disc, p = 0 and  / r  32 , which corresponds to a minimum mass solar neb-
ula (Weidenschilling 1977; Hayashi 1981) and is also assumed in, for example, M09
and Rosotti et al. (2014). The typical temperature of a protoplanetary disc at radii
> 10 AU is roughly consistent with a temperature of 25 K ( 20K, see, for example,
Armitage 2011). Although heating of the outer layers of the disc may cause photoe-
vaporation, the mid-plane of the disc is shielded. At approximately 10 AU, the disc
has to be heated to temperatures > 103 K to eﬀectively lose mass as a result of pho-
toevaporation. An 0:4M star has an eﬀective temperature of 3  103 K, which is
not high enough to unbind gas from the surface layer of the disc at radii> 10 AU. At
radii < 10 AU extreme ultraviolet radiation from the star may cause mass loss from
the disc in the order of 10 11   10 10M/yr (Armitage 2011; Font et al. 2004).
This is two to three orders of magnitude less than the mass-loss rates found in this
work and we conclude that taking heating by the star into account would not aﬀect
our results.
The stability of diﬀerentially rotating gaseous discs against self-gravity can be ex-
pressed in terms of the Toomre parameter Q (Toomre 1964), which is defined as
Q =
cs

G
; (2.3)
where
 is the angular frequency. A disc becomes unstable ifQ is less than unity at the
outer edge of the disc. In our set-up, Q has a value of  44. Self-gravity is therefore
not expected to lead to instabilities. As in M09, we assume that the initial mass of the
disc is 1% of the mass of the star and we set the outer radius of the disc to 100 AU
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and the inner radius to 10 AU. Realistically, the disc should probably extend inwards
towards the radius of the star, but it is computationally very expensive to simulate the
disc on the orbital timescales at these small radii. During the simulation, particles in
the disc will migrate inwards owing to viscous evolution of the disc and are accreted
onto the star, resulting in a disc that extends further inwards. This set-up allows us
to postpone the expensive calculations towards later times in our simulations, thereby
significantly decreasing the duration of our simulations.
We position the disc perpendicular to the flow (see Fig. 2.1). This perfect align-
mentmay not occur frequently in nature, but enables us to discern the relevant physical
processes more clearly. In Chapter 4, we investigate the influence of giving the disc
an inclination with respect to the flow direction.
Star
We assume that the mass of the star is concentrated in a single point, which has a mass
of 0:4M. This corresponds to the typical mass expected in the early disc accretion
scenario. The point mass is added as a collisionless particle to the SPH code and we
treat it as a sink particle, i.e. it can accrete gas particles that fall within a certain (fixed)
radius. The sink particle absorbs the mass and momentum carried by the gas particles
it accretes.
We assume the radius of the sink particle is 5% of the Bondi-Hoyle accretion
radius, RA, defined as (see also Bondi 1952; Shima et al. 1985)
RA =
2GM
c2s + v
2
ISM
; (2.4)
in whichM is the mass of the star, cs is the sound speed, and vISM the velocity of the
ISM (with respect to the star). Using the values mentioned above gives us an accretion
radius of 1.8 AU, which is significantly smaller than in M09, where RA  2Rdisc.
2.3.2 Artificial viscosity
Since the typical velocity dispersion in a GC is highly supersonic, it is important to
resolve shocks. To do so, SPH codes introduce a numerical viscosity which is charac-
terised by the parameters SPH and SPH, where SPH has been introduced to prevent
particle interpenetration in shocks with highMach numbers (Springel 2010). Typical
values for the parameters are SPH ' 0:5  1 and SPH = 2SPH.
The numerical (shear) viscosity can also be used to model the physical viscous
transport of matter in an accretion disc (Artymowicz &Lubow 1994), but this implies
lower values of SPH. This value can be derived using Artymowicz & Lubow (1994)
to relate the artificial viscosity parameter SPH to the standard viscosity parameter
 proposed by Shakura & Sunyaev (1973). Assuming that   0:01 (Armitage
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2011) would correspond to an SPH of roughly 0.02 in our reference model (SPH /
3
p
Ndisc), which is too low for numerical reliability. We therefore set SPH initially to
0.1, as was also done in, for example, M09 and Rosotti et al. (2014).We implemented
the viscosity switch proposed by Morris & Monaghan (1997) in Gadget24. In this
treatment of the viscosity, every particle has its individual viscous parameterSPH (and
SPH = 2SPH), which is important because we simultaneously need a low value of
SPH in the disc and a high value of SPH, up to 1, to resolve the shock in front of the
disc. In the SPH code Fi, the viscosity remains constant throughout the simulation
at a value of SPH = 0:1. We have adopted SPH = 1 for Fi. With these values, we
minimize the viscous stresses in the disc which, owing to the low relative velocities,
are dominated by the first order SPH term, while preventing particle interpenetration
in the strong accretion shock. We tested lowering the SPH value below the adopted
value and found that it can cause numerical artefacts.
Following Artymowicz & Lubow (1996), we calculate the timescale on which the
disc undergoes significant viscous evolution,  = Re
 1, assuming the Reynolds
number, Re, and angular frequency, 
, are given by
Re =
(r/hhi)2


 =
r
GM
r3
; (2.5)
with r the radial distance to the star and hhi the (resolution-dependent) average
smoothing length in the disc at that radius. For a simulation of 16 000 disc particles,
and assuming the corresponding  , this gives us a viscous timescale,  , of roughly
10 000 years at 10 AU. We can also calculate the physical viscous timescale at 10 AU
by replacing hhi with the scale height of the disc,H = cs
 , at that radius. This leads to
a timescale of 3105 years. To remain safely in the regime where the simulation is not
dominated by the viscous evolution of the disc, we evolve the whole set-up for 2 500
years and start the inflow at t = 0. The numerical viscosity in the disc changes during
the simulations with Gadget2 and we will discuss the numerical eﬀects in Sects. 2.4.3
and 2.4.3.
2.3.3 Distinguishing the disc from the ISM
To determine how much ISM has been swept up by the disc at any moment in time,
we need to diﬀerentiate between the disc and the ISMflow.This is not straightforward
since there is no clear separation between the outer edge of the disc and the flow. To
distinguish between the disc and the ISM flow, we use a clump-finding algorithm to
identify diﬀerent groups in the parameter space of the angular speed (v), the density
(), and the speed along the axis of the cylinder (vx) of each particle. In this parameter
4This implementation is done in the source code of Gadget2, which is not in accordance with the
philosophy of AMUSE, but is always possible if required.
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Figure 2.2: (a):Themass of the disc determined in 2 diﬀerent ways: (1) By drawing a cylinder
around the disc and adding the mass of all the particles in that volume (dotted black line) and
(2) from the Hop algorithm we use (solid black line, see Sect. 2.3.3). The green dashed line
shows the cumulative swept-up ISM mass, i.e. the sum of ISM in the disc and ISM that has
been accreted onto the star, as derived with the Hop algorithm. (b):The solid green horizontal
line gives the mass of the volume around the disc, assuming it is completely filled with ISM.
The dashed green line gives the mass of ISM that is in the volume but not in the disc, as
derived with the Hop algorithm. The dotted black line gives the mass of ISM in the volume
by calculating the diﬀerence between the total mass in the volume and the hop estimate for
the disc, i.e. the diﬀerence between the solid black line and the dotted black line from the top
figure. After 1 500 years, the methods agree very well. (c):The radius of the disc (solid black
line) and the radius beyond which the ram pressure dominates, both derived from the surface
density profile (see Sect. 2.3.3).
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space, we expect the ISM particles to cluster around values of, respectively, 0 km/s,
ISM, and vISM, while the disc particles will not. For the clump-finding algorithm we
use Hop (Eisenstein & Hut 1998).
Fig. 2.2a shows a comparison of how well this algorithm performs for our refer-
ence model, compared to drawing a coaxial cylinder around the disc, with a length of
100 AU and a radius of 120 AU, and adding the mass of all the SPH-particles in that
volume. The diﬀerence between the two lines can be attributed almost completely to
the ISM that is in the volume, but not part of the disc. To demonstrate this, Fig. 2.2b
shows the diﬀerence between these two methods, the mass of ISM in the volume as
determined with the Hop algorithm, and assuming the volume is completely filled
with ISM. At the beginning of the simulation, when the disc is stripped of its outer
parts by the ram pressure exerted by the flow, the algorithm has some diﬃculties in
diﬀerentiating the disc from the ISM flow, but as soon as a stable situation is reached
and the stripped outer edges of the disc have left the computational domain, it per-
forms very well. The few spikes visible in Fig. 2.2 are artefacts: some particles are
marked as part of the disc, while they are either being stripped from the outer edge
(and already carry some angular momentum) or flow along the outer edge of the disc
(and pick up some angular momentum from the disc). These artefacts do not influ-
ence our results since they are smoothed out when we linearly fit the data from the
moment a steady state is reached.
Once we have determined which particles belong to the disc, we can also deter-
mine the surface density profile, (r), and radius, Rdisc, of the disc. To do so, we
calculate the column density of the disc, viewing the disc face-on. We then bin the
obtained 2D surface density in concentric annuli, which gives us the surface density
profile as a function of the radius. At t = 0, we determine (100AU), i.e. at the ini-
tial outer radius of the disc. At consecutive times, we recalculate the surface density
profile and consider the radius at which (r)

t
= (100AU)

t=0
is the radius of the
disc at that moment in time.The snapshots of our reference model, shown in Fig. 2.3,
illustrate that this method performs very well if the simulation has reached a steady
state. Furthermore, the radius determined in this way also agrees with the estimate
of the truncation radius owing to ram pressure stripping, Eq. 2.1, as can be seen in
Fig. 2.2c, where we plotted both radii as a function of time. Much in the same way
as we did for the disc radius, the truncation radius in Fig. 2.2c is derived from the
surface density profile at each moment in time.
2.3.4 Angular momentum conservation
For TreeSPH codes, like Fi and Gadget2, angular momentum is not conserved ex-
actly. The reasons for this are that 1) the gravity forces for a Barnes-Hut tree code are
not exactly symmetric for particles in diﬀerent parts of the domain and 2) interactions
between particles in diﬀerent levels of the time-step hierarchy are not exactly sym-
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metric. To make sure that the loss of angular moment that we measure is not due to
(the lack of ) angular momentum conservation, we determined how well angular mo-
mentum is conserved in our reference model. To do so, we look at the change of total
angular momentum, i.e. of all particles that have been in the computational domain
over the course of the simulation, between 1 500 and 2 500 years. The total angu-
lar momentum fluctuates around a mean value, without any increasing or decreasing
trend over time. To establish a measure of angular momentum conservation, we deter-
mined themean total angularmomentumduring the last 1 000 years of the simulation,
which is 1:51044 kgm2 s 1, while the standard deviation is 11040 kgm2 s 1.Thus
angular momentum is conserved up to about 1 part in 104. We compare this to the
angular momentum loss of the disc in Sect. 2.4.2.
2.4 Results
We performed a number of simulations with both Gadget2 and Fi at diﬀerent resolu-
tions, as listed in Table 2.2. The main diﬀerence between both codes is the treatment
of the artificial viscosity (see Sect. 2.3.2). Our reference model is a simulation with
Gadget2 and 16 000 disc particles, labelled G16. We discuss our reference model in
Sect. 2.4.2 and we use the other models for the convergence and consistency study,
which we discuss in Sect. 2.4.3. Whenever we halve the number of disc particles, we
double the number of simulations. We compare these results with runs from the SPH
code Fi, which we have performed once for each resolution5. We finish the compari-
son between both SPH codes by discussing a run of Gadget2 with the same artificial
viscosity implementation as used in Fi.
We choose simulation G16 as our reference model, so that we can compare our
results with those of M09, who used the same code. We have not chosen one of
the Gadget2 simulations with a higher resolution as our reference model, because
we cannot compare this model to a simulation with the same number of disc particles
with Fi. As a benchmark for the accretion rate onto the star and the mass loss from
the outer edge of the disc, we performed a simulation of our reference model without
inflow of ISM, labelled G16NF. We discuss this simulation first.
2.4.1 Reference model without inflow of ISM
We performed a simulation, labelled G16NF, of a protoplanetary disc without inflow
of ISM to gauge the mass-loss rates at the inner and outer edge of the disc. We com-
pare the mass and angular momentum loss of subsequent simulations to the quantities
5We only did one simulation for each resolution with Fi, because it is computationally more expen-
sive. 16 000 disc particles is the highest resolution we could simulate with Fi in a reasonable amount of
time.
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Ndisc SPHCode
(103) Gadget2 Nsim Fi Nsim
4 G4 4 F4 1
8 G8 2 F8 1
16 G16 1 F16 1
G16NF (no ISM inflow) 1 -
G16CV (constant SPH) 1 -
32 G32 1 -
64 G64 1 -
128 G128 1 -
Table 2.2: Diﬀerent models for the convergence and consistency study. Columns 1 to 5: The
number of disc particles in a simulation, the label of that simulation and the number of runs
of that simulation for Gadget2 and Fi, respectively. Non-standard assumptions are mentioned
between brackets. For every run, we use the basic set-up as discussed in Sect. 2.3. Note that
the total number of particles in each simulation is a factor of 7 higher.
derived for this simulation.The results of this simulation are summarized in Table 2.3,
which contains the summary of the simulations with Gadget2. The mass and angu-
lar momentum change rates are determined by plotting the quantity in question as a
function of time, e.g. the mass of the disc, and fitting a linear function to it from the
moment the simulation reaches a steady state, i.e. from 1 500 years onward. Every
rate has been defined in this way, i.e. by a linear fit between 1 500 and 2 500 years.
We find an accretion rate of 4:5 10 8M/yr onto the star, _Mstar. This is similar to
what has been observed for stars of 0:4M (Muzerolle et al. 2005) and is theoretically
expected for a disc in a steady state and constant  , corresponding to SPH = 0:1
(Shakura & Sunyaev 1973; Armitage 2011). We note that M09 found an accretion
rate onto the star of 1:5 10 7M/yr in their isolated disc simulation.
Roughly half of the mass loss of the disc is due to accretion onto the star, because
the inner edge of the disc migrates inwards. This can be seen in Fig. 2.4b, which
shows the azimuthally averaged surface density at three diﬀerent moments in time,
i.e. at t = 0 (solid black), 1 500 (dashed purple) and 2 500 years (dotted green). The
other half is ‘lost’ owing to the outward spreading of the outer edge as it leaves our
computational domain, i.e. when the radial distance of the SPH particle to the star
is more than 500 AU. The outward spreading can be inferred from the decreasing
surface density profile at R > 60AU in Fig. 2.4b. The rates and timescales that are
quoted for model G16NF in Table 2.3 under stripping and angular momentum loss
are therefore actually associated with viscous spreading of the disc. We have deter-
mined the timescales for viscous spreading by taking the total disc mass and angular
momentum at the beginning of the interval and dividing it by the _Mdisc and _Jdisc,
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Figure 2.3: Edge-on (top row) and face-on (bottom row) snapshots from the simulations with
our reference model. The column density is shown in logarithmic scale and integrated along
the full computational domain. The spatial scale is indicated in the bottom left and the flow
direction on the top left. The red circle (bottom row) and dotted bars (top row) indicate the
size of the disc as determined from its radius (see Sect. 2.3.3).
respectively. According to this extrapolation, the disc would viscously dissipate on a
timescale of 7 104 years. This is almost half the numerical viscous timescale at 100
AU, see Sect. 2.3.2, but should be considered as being more representative for the disc
as a whole.
2.4.2 Reference model
Fig. 2.3 shows snapshots from the simulations with our reference model. At t = 250
yr, we can see the ram pressure at play as the flow drags along disc material from
radii larger than Rtrunc, which is 55 AU in this case. The third column shows that the
simulation has reached a steady state at t = 1500 yr in which the disc is continuously
accreting. The last snapshot illustrates that the disc is shrinking in size during the
steady state. In Fig. 2.2a we plotted the mass of the disc in simulation G16 and the
total amount of swept-up ISM as a function of time. The swept-up ISM is defined
as the sum of the ISM that is in the disc at each moment in time and the ISM that
has been accreted by the star up to that moment. The total amount of swept-up ISM
increases and we can determine the ISM loading rate from the slope of this line, as
described in Sect. 2.4.1. This gives a value of _MISM = 1:03  10 7M/yr. We can
compare this value to the rate that we expect based on a simple geometric estimate:
_MISM = ISMvISMR
2
disc; (2.6)
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where ISM and vISM are the density and velocity of the ISM, respectively, and Rdisc
the radius of the disc. The ISM loading rate in the simulation is a factor of about two
lower than the geometric rate. We show in Sect. 2.4.3 that the diﬀerence is indepen-
dent of the resolution of our simulation or the code we used.
The result that the ISM loading rate is consistently a factor of two lower than
given by Eq. 2.6, which can be understood because, at the outer edge of the disc,
ISM is not entrained by the disc. When the ISM flow first hits the disc, at t  100
years, the steep increase of swept-up ISM does agree with the theoretical rate. This is
because, initially, almost all ISM colliding with the surface of the disc is considered
part of the disc, and this can be seen as an increase in the mass of the disc in Fig. 2.2a
at t  100 years. As the outer edges of the disc are dragged along with the flow, these
regions are no longer associated with the disc and there is a large jump in the disc mass
and a correspondingly smaller one in the swept-up ISM. From that moment on, the
eﬀective cross-section of the disc, i.e. the area with which it sweeps up ISM, is smaller
than the actual surface area of the disc. This is illustrated in Fig. 2.4a, which shows
the evolution of the surface density profile for the G16 simulation. The contribution
of ISM to the surface density profile at each moment is indicated with filled regions
in the corresponding colour. This illustrates that ISM is only entrained by the inner
regions and not by the outer regions of the disc.
Although the disc continuously sweeps up ISM, it actually losesmass, see Fig. 2.2a,
at a rate of 1:68 10 7M/yr, which is faster than the rate at which the disc sweeps
up ISM. The disc loses mass at the inner edge owing to accretion onto the star, and
at the outer edge owing to continuous stripping. The accretion rate onto the star is
1:27  10 7M/yr, roughly equal to the ISM loading rate and almost three times
the accretion rate onto the star for an isolated disc. Sweeping up ISM thus enhances
the accretion rate onto the star. The remaining mass is lost from the outer edges at
a rate of 1:44  10 7M/yr. Not only is the ISM not entrained by the outer edge,
it actually removes mass from those regions. This result can be explained in the fol-
lowing way. Owing to viscous torques within the disc, as discussed in Sect. 2.2.2,
disc material migrates inwards. To conserve the total angular momentum of the disc,
some disc material moves outwards. This outward diﬀusion lowers the surface density
profile at the outer edge of the disc and material is therefore continuously stripped
from the disc by the ram pressure of the ISM flow. The rate at which material is lost
from the outer edge of the disc is four times higher than in the isolated case. The rate
of angular momentum transport in the disc depends on the (artificial) viscosity and
will be discussed in more detail in Sect. 2.4.3, where we compare our two diﬀerent
methods for modelling the viscosity.
The ablation at the outer edge of the disc causes both mass and angular momen-
tum to be lost from the disc. During the last 1 000 years of the simulation, the angular
momentum lost by the disc equals 5:43 1042 kgm2 s 1, which is more than 460 ,
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as determined in Sect. 2.3.4, and thus highly significant in comparison with errors in
the angular momentum conservation in the code. Therefore, the loss of angular mo-
mentum of the disc cannot be ascribed to errors in time integration, but must be due
to (the modelling of ) physical processes in our simulation. The angular momentum
lost owing to accretion onto the star in the same time interval, 1:4 1040 kgm2 s 1,
is insignificant compared to the loss of angular momentum from the outer edge of
the disc. In Sect. 2.4.3 we discuss that at least half of the angular momentum lost
from the disc is caused by the interaction with the ISM at the outer edge of the disc
in which angular momentum is transferred to the ISM and carried away in the flow.
The remaining angular momentum loss is due to continuous stripping of original disc
material from the outer edge of the disc. The angular momentum loss suggests a disc
lifetime of 6  103 years, which is an order of magnitude shorter than the timescale
derived in the simulation without flow.
Evolution of the surface density profile
The slope of the surface density profile at a given radius in Fig. 2.4a increases with
time as more ISM is entrained and disc material is transported inwards as a result
of viscous evolution. From the start of the simulation, the artificial viscosity in the
mid-plane of the disc increases and is higher than the initial value of 0.1. During the
simulation, the typical value of SPH in the mid-plane of the disc is 0.6. This means
that the transport of mass and angular momentum through the disc in the simulation
is faster than estimated in Sect. 2.3.2. In Sect. 2.4.3, we discuss how this compares to
a simulation in which SPH remains equal to 0.1 in the disc.
The purple and green filled regions show the contribution of ISM in the disc to
the surface density profile at t = 1500 and 2500 years. At each snapshot, the relative
contribution of the ISM to the surface density profile is highest at small radii and
decreases towards larger radii. The ISM in the disc migrates inwards owing to viscous
torques and thus follows the same trend as the total surface density profile of the disc.
Furthermore, new ISM with no angular momentum is continuously entrained by the
disc, which also contributes to the inward migration of disc material. Both processes,
continuous accretion, and viscous evolution steepen the exterior slope of both the total
and ISM surface density profile. The total fraction of ISM in the disc increases with
time as more material is swept-up.
2.4.3 Convergence and consistency
In this section we compare the outcome of simulations with diﬀerent numbers of disc
particles and SPH codes. The runs for the convergence study are listed in Table 2.2.
Fig. 2.5a shows the average mass gain and loss rates that are relevant for our study: the
accretion rate onto the star, the net rate at which ISMmaterial is swept-up, the rate at
39
Validation
0 10 20 30 40 50 60 70 80 90 100
R [AU]
0.2
0.5
1
5
10
20
30
Σ
[g
cm
−2
]
0 yr
1500 yr
2500 yr
(a)
0 10 20 30 40 50 60 70 80 90 100
R [AU]
0.2
0.5
1
5
10
20
30
Σ
[g
cm
−2
]
0 yr
1500 yr
2500 yr
(b)
40
2.4 Results
0 10 20 30 40 50 60 70 80 90 100
R [AU]
0.2
0.5
1
5
10
20
30
Σ
[g
cm
−2
]
0 yr
1500 yr
2500 yr
(c)
Figure 2.4: (a):The azimuthally averaged surface density profile for the G16 simulation,(r),
at the start (solid black line), after 1 500 years (dashed purple line) and after 2 500 years (dotted
green line).The contribution of swept-up ISM at eachmoment is plotted in the corresponding
transparent colour.The vertical arrows in the same colour as the surface density profile indicate
the radius of the disc at that moment. (b): Same as figure (a), but for the reference model
without inflow of ISM. (c): Same as figure (a), but for the F16 simulation. The initial inner
radius at 10 AU is better resolved by Fi than by Gadget2.
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Figure 2.5: (a): Average mass loss and gain rates, _M , as a function of the number of disc
particles, Ndisc for both SPH-codes Fi (dotted) and Gadget2 (dashed). The change of the
disc mass (black) consists of three components: mass is lost owing to accretion onto the sink
particle (purple) and stripping at the outer edge (brown), and gained from sweeping up ISM
by the disc and star (green). The rates are determined by a linear fit (see Sect. 2.4.3). (b): The
radius (black) and mass (purple) of the disc at the end of the simulation as a function of the
number of disc particles, Ndisc for both SPH-codes Fi (dotted) and Gadget2 (dashed). The
determination of these quantities is described in Sect. 2.3.3. (c):The loss of angularmomentum
of the disc during the final 1 000 years interval as a fraction of its total angular momentum
plotted against resolution for Fi (dotted) and Gadget2 (dashed).We only consider the angular
momentum component along the (initial) rotation axis of the disc.
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which initial disc material is stripped, and the total rate of change in the disc mass.The
rates are determined by considering the various mass quantities, e.g. the mass of the
disc and the star, as a function of time during the last 1 000 years of the simulation
and applying a linear fit to their slope. We summarize all the quantities plotted in
Fig. 2.5 in Tables 2.3 and 2.4. We first discuss the convergence of the simulations, i.e.
the eﬀect of changing the number of disc particles, and subsequently the consistency
between Gadget2 and Fi.
Convergence
Fig. 2.5a shows that, except for the ISM loading rate, all rates have a decreasing trend
with increasing resolution, with the exception of the accretion rate onto the star in
the low resolution F4 simulation. The decreasing trends of the accretion rate onto the
star, the stripping rate and the mass loss of the disc can be understood as follows.
When the number of disc particles increases, the average smoothing length of the
SPHparticles decreases.Therefore, at lower resolution, the viscous timescale is shorter
(according to Eq. 2.5) and the transport of mass and angular momentum through the
disc is faster than at higher resolutions. Moreover, as we discuss in Sect. 2.4.3, in
our simulations with Gadget2 the artificial viscosity in the disc is higher for lower
resolutions. This further increases the dependence of mass and angular momentum
transport on the number of disc particles. As discussed in Sect. 2.4.2, there is a physical
relation between _M at the inner edge of the disc, i.e. accretion onto the star, and _M
at the outer edge of the disc, i.e. the ablation rate, which is the trend we observe in
Fig. 2.5a. This implies that the transport of angular momentum in the simulations is
dominated by numerical eﬀects, since these rates are sensitive to the number of disc
particles and have not yet converged.
The rate of mass change of the disc follows the same trend as the accretion and
ablation rate, since the disc loses less mass at both the inner and outer edge with in-
creasing resolution. The ISM loading rate, however, appears to be independent of the
number of disc particles and is almost constant at all resolutions. This implies that
the eﬀective cross-section with which the disc entrains ISM is roughly equal for all
resolutions. Fig. 2.5b shows that the radius, i.e. total surface area, of the disc is larger
at lower resolution, but the outskirts of the disc are also more diﬀuse in that case. As
discussed above, if the outer edge of the disc is too diﬀuse, the ISM particles are not
entrained by the disc. At higher resolution, the disc is more compact, as can be seen
from both the decreasing radius and increasing mass in Fig. 2.5b. Again, this can be
understood from the concept of mass and angular momentum transport: at high reso-
lution, less mass is ablated and more mass remains in the disc, which in turn migrates
inwards making the disc more compact. The surface density at the outer edge of the
disc is therefore higher for a larger number of disc particles. The net eﬀect across dif-
ferent resolutions is that the eﬀective cross-section of the disc remains approximately
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the same, i.e. the eﬀective cross-section depends on the height of the surface density
profile in the outskirts of the disc. However, the ratio of the eﬀective cross-section
over the actual surface area of the disc, disc/Adisc, increases with resolution.
Fig. 2.5c shows the amount of angular momentum lost from the disc during the
last 1 000 years of the simulation as a fraction of its angular momentum at the start
of that interval. It shows that more angular momentum is lost at lower resolution.
The timescales that can be derived from this angular momentum loss are shown in
Tables 2.3 and 2.4. These timescales are of the same order as, although mostly con-
sistently smaller than, the timescales derived from the mass loss of the disc.
To better understand how the angular momentum is lost, we split the angular
momentum loss during the final 1 000 years into two components in Fig. 2.6: (1) the
angular momentum loss associated with ablation and (2) the angular momentum lost
owing to processes in the disc, i.e. the accretion of ISM and the exchange of angular
momentum between the swept-up ISM and original disc material. The angular mo-
mentum loss is normalized to the initial angular momentum of the disc so that we can
compare the components on an absolute scale. We do not show the angular momen-
tum lost as a result of accretion onto the star, because it is two orders of magnitude
smaller than the angular momentum loss caused by ablation (see Sect. 2.4.2). Ideally,
the second component attributed to processes in the disc should be very small. The
swept-up ISM should have no net azimuthal angular momentum and the amount of
angular momentum gained by swept-up ISM in the disc should equal the amount
that is lost by material that remains in the disc. This is not expected to be exactly zero,
since the angular momentum that is lost from the outer edge of the disc was gained
at the expense of material that remains in the disc.
The component related to strippedmaterial can be separated into two constituents:
angular momentum carried away by the original disc material and angular momentum
carried away by ISM that briefly interacts with the disc, gains angular momentum and
then moves along with the flow6. In our simulations with Gadget2, both constituents
contribute equally to the angular momentum loss associated with stripping. However,
in our simulations with Fi, 93% of the angular momentum loss associated with strip-
ping is actually due to angular momentum being taken away by the ISM.This explains
why the angular momentum loss associated with stripping diﬀers by roughly a factor
of two between both codes. Since stripping dominates the total angular momentum
loss of the disc, the same factor of two diﬀerence between both codes is also seen in
_Jdisc in Tables 2.3 and 2.4, when comparing simulations with the same resolution.We
6The Hop algorithm considers this ISM as being associated with the disc during a few time steps.
This is an artefact of the Hop algorithm, but these interactions do carry away angular momentum from
the outer edge of the disc nonetheless. In general, it is diﬃcult to truly disentangle all components,
also considering that angular momentum stripped from the outer edge of the disc has been gained from
material that still resides in the disc. We therefore only provide the total angular momentum loss rates
and timescales.
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Figure 2.6: The angular momentum lost from the disc during the final 1 000 years in terms
of the initial angular momentum of the disc for both Fi (dotted) and Gadget2 (dashed). The
angular momentum loss associated with processes in the disc, e.g. accretion of ISM, angular
momentum exchange between accreted ISM, and original disc material, is plotted in green
and angular momentum loss associated with ablation is shown in brown.We have omitted the
angular momentum loss due to accretion onto the star, because it is insignificant (as discussed
in 2.4.2).
therefore argue that the angular momentum loss of the disc is dominated by frictional
interactions between the ISM flow and the outer edge of the disc. The lifetime of
the disc in our simulations is thus predominantly limited by angular momentum loss
associated with this process. Both codes show a decreasing trend of angular momen-
tum loss with increasing resolution and in Sect. 2.5.1 we discuss to what extent this
angular momentum loss is physical.
Consistency
Although the trend of all quantities in Fig. 2.5 is the same for both codes, those that
are determined from the simulations with Gadget2 are consistently lower than, or
at most equal to, the same quantity determined from the simulations with Fi, with
the exception of the disc radius at the lowest resolution. One of the fundamental dif-
ferences between Gadget2 and Fi is the treatment of the artificial viscosity: in Fi it
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is constant, i.e. SPH = 0:1, while in Gadget2 it can vary by an order of magnitude,
depending on the local velocity gradient. As mentioned in Sect. 2.4.2, during the sim-
ulations with Gadget2, SPH is not equal to 0.1 in the disc, as derived from accretion
disc theory and observations (see Sect. 2.3.2), but approximately 0.6. In fact, SPH in
the mid-plane of the disc increases steeply inwards as a function of the radius between
about 12Rdisc and the star. At the outer edge of the disc SPH is also higher, owing
to the high velocity gradient caused by the shock. The value of SPH as a function of
radius is reflected by the surface density profiles of the G16 simulation in Fig. 2.4a.
The radius at which SPH has a minimum in the G16 simulation corresponds to the
peak in the surface density profile. Thus matter accumulates at a radius in the disc
where the transport of mass and angular momentum is slowest. In contrast, SPH is
constant in the F16 simulation and the surface density profile is therefore broader and
less steep than in the G16 simulation (see Fig. 2.4c). Furthermore, SPH depends on
the number of disc particles: the higher the resolution, the lower SPH (SPH  0:4
at the highest resolution). Therefore, in a given simulation with Gadget2, more mass
is transported inwards, and angular momentum is transported outwards accordingly
than in the same simulation with Fi. Fig. 2.6 shows, as discussed in the previous
section, that in the simulations with Fi the angular momentum loss associated with
ablation is consistently a factor of two lower than in the simulations with Gadget2.
This implies that the angular momentum loss not only depends on resolution, but also
on the modelling of physical processes. In principle, the smoothing length should be
the same in simulations with the same number of particles for both codes. However,
since the artificial viscosity is higher at smaller radii inGadget2, numerical eﬀects start
dominating at an earlier stage in the simulation and at these small radii the smooth-
ing length increases as a result of the faster inward movement of particles. At radii
smaller than 2 AU, the numerical viscous timescale in the disc becomes smaller than
the orbital period.
Despite these diﬀerences, the ISM loading rate in both codes and at all resolutions
agree within a factor of 1.5, because we are looking at the whole star and disc system.
In the case of Fi, accreted ISM resides in the disc for a longer time before it is accreted
onto the star. So, to determine the ISM loading rate, it is less relevant how rapidly
material is transported through the disc, as long as it has been swept up by the disc.
Both SPH codes agree that the disc will always lose angular momentum, even if the
disc gains mass in some simulations (i.e. the F16 and G128 simulations), and that the
angular momentum is predominantly lost from the outer edge of the disc. However,
the timescales derived from the angular momentum loss of the disc in the simulations
with Fi diﬀer by a factor of three from those derived with Gadget2 (see Tables 2.3
and 2.4).
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Gadget2 and Fi with the same viscosity implementation
We performed a simulation with 16 000 disc particles using Gadget2 with the same
(constant) viscosity implementation as in Fi, i.e. SPH = 0:1 and SPH = 1, to ad-
dress the diﬀerences between the results of Gadget2 and Fi. We label this simulation
G16CV and summarize the results in Table 2.3. The amount of swept-up ISM and
the ISM loading rate are almost the same as in the F16 simulation. The main dif-
ference between this simulation and the F16 simulation is that both disc and ISM
material are accreted faster onto the star in the G16CV simulation than they are in
the F16 simulation. As a result, the disc is losing mass in the G16CV simulation,
even though no original disc material is stripped from the outer edge of the disc, i.e.
_Mstrip = 0M/yr. The ISM loading rate in the G16CV simulation is dominated
by the accretion rate of ISM onto the star; the amount of ISM in the disc remains
roughly constant as a function of time when the system has reached a steady state.This
also partly explains the diﬀerence with _Mstar in the G16 simulation, where the accre-
tion rate onto the star is dominated by the accretion of disc material and, therefore, a
factor of two lower. As in the F16 simulation, the disc loses its angular momentum
predominantly through interaction with the ISM flow at the outer edge of the disc.
However, in the G16CV more angular momentum is transferred from the outer edge
of the disc to the ISM flow than in the F16 simulation. Even though the viscosity pre-
scription is the same in both simulations, the inward transport of mass occurs faster
in the G16CV simulation. We have not been able to pinpoint the exact cause of the
diﬀerence between the two codes. It could be that the discrepancies are attributable
to other diﬀerences in, for example, the implementation of the time-stepping or the
limiters on the acceleration, which are more diﬃcult to discern.
2.5 Discussion
We discuss the uncertainties in the modelling of the physical processes and other
caveats of our simulations below. After discussing the limitations in our simulations,
wemake a comparison to other work and finally discuss the implications of our results.
2.5.1 Angular momentum loss
As discussed in Sect. 2.4.3, the angular momentum loss due to ablation of the disc is
strongly dependent on the artificial viscosity parameter SPH in the disc and the abla-
tion rate of the disc also shows a decreasing trend as a function of the resolution (see
Sect. 2.4.3). Furthermore, in our simulations with Fi, angular momentum is predom-
inantly lost to the ISM through the exchange of angular momentum at the outer edge
of the disc, instead of being carried away by stripped disc material. The angular mo-
mentum loss associated with these processes shows a decreasing trend with increasing
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resolution. This suggests that the ablation in our simulation, and the associated an-
gular momentum loss, is dominated by numerical eﬀects and that, physically, it may
not be the dominant process for the loss of angular momentum from the disc. In the
simulation of M09, with the same version of Gadget2 but with a higher resolution
and smaller flow velocity (i.e. lower ram pressure), the stripping of the outer edge does
not play a significant role (see Sect. 2.5.5).
If the ablation of the disc is predominantly numerical, then the timescale on which
the disc loses its mass cannot be considered a reliable indicator for the lifetime of the
disc. Although the timescale of angular momentum loss is generally shorter than the
timescale derived from the mass loss of the disc, we consider the former to be a more
reliable estimator for the disc life time. In particular, we consider the timescale of
angular momentum loss determined with Fi to be more indicative, because in those
simulations the viscosity in the disc agrees better with accretion disc theory and the
disc actually gains mass. The angular momentum loss timescale in the F16 simulation
is similar to that in the G128 simulation, i.e. highest resolution with Gadget2, but it
is still an order of magnitude smaller than the physical estimate in Sect. 2.3.2.
We cannot directly interpret the timescale of angular momentum loss as the life-
time of the disc, since it is dominated by numerical eﬀects in our simulations. Physi-
cally, the decrease in specific angular momentum of the disc owing to accretion of ISM
with zero azimuthal angular momentummay contribute equally to, or even dominate,
the decreasing disc size. Both processes are also non-linear and we consider our esti-
mate of the angular momentum loss timescale as a lower limit to the actual lifetime
of the disc.
2.5.2 Viscous evolution
Wehave used two SPH codes that model the viscosity in a diﬀerent way. It is clear that
the transport of mass and angular momentum in the disc behaves diﬀerently in both
codes even if the same viscosity prescription is implemented in both codes. To model
the (viscous) evolution of the disc correctly, additional relevant physical processes, e.g.
magnetohydrodynamics, radiative transfer, radial mixing (which are not all physically
well understood and beyond the scope of this paper) should be incorporated. In this
work, we are interested in how much mass a protoplanetary disc can sweep up and
how this process would aﬀect its lifetime. The result for the ISM-loading appears to
be independent of the viscous modelling of the disc and we therefore conclude that
this result is robust. Furthermore, the simulations indicate that the process of face-
on accretion onto a protoplanetary disc will likely shorten, rather than prolong its
lifetime.
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2.5.3 Resolution
As mentioned in Sect. 2.3, we are trying to find a balance between computing time
and convergence. Our reference model, G16, took 3.5 days to run on 32 cores, while
the comparison F16 simulation took a little more than two months on 22 CPUs.
When looking at the ablation rate as a function of increasing resolution, the number
of particles that are stripped increases, but the mass that they carry away decreases
more rapidly. We therefore argue that the ablation rate is not caused by numerical
noise but rather, as discussed above, by the treatment of viscosity in the disc. This
is supported by the result that the Poisson noise for the low-resolution models that
we have performed multiple times is less than 5%, see Table 2.3. Furthermore, the
ISM loading rate is robust for all our simulations and does not seem to be aﬀected by
numerical noise.
2.5.4 Modelling of the ISM
To be able to discern the relevant physical processes from the simulations, we have
modelled the ISM in a very idealized way: as a homogeneous gas with no clumps
and no turbulence. To a certain extent we have modelled the reaction of the disc
to a density gradient when the flow first hits the disc. In that case, the size of the
disc is determined by the ram pressure. If the disc were to encounter a region of gas
with lower density, the surface area of the disc can extend to larger radii without being
stripped and that would probably increase its eﬀective cross-section. Despite the lower
density, the ISM loading rate could still be of the same order, because a lower ISM
density allows a larger surface area of the disc to collect ISM. In that sense, accretion
onto protoplanetary discs may be a self-regulating process. In a follow-up work, we
will perform simulations with diﬀerent ISM densities and velocities to investigate if
and how the ISM loading rate depends on these quantities.
In principle, it would be possible to add angular momentum to the disc, such
that it maintains or prolongs its lifetime, if the ISM has turbulence or substructures
on scales at or slightly smaller than the disc scale. However, even in that case, the net
eﬀect is unlikely to increase the overall lifetime, since the disc would quickly encounter
a diﬀerent part of the ISM where an adverse, disruptive configuration of substructure
might exist.
2.5.5 Comparison to other work
A similar simulation has been performed by M09, but for a higher disc mass and
lower velocity of the ISM with respect to the disc. In their work, both the Bondi-
Hoyle radius and the radius beyond which ram pressure would dominate are much
larger than the radius of the disc. They used a higher resolution for the disc, initially
 2:5  105 particles, which had 8 times the mass of their ISM particles. However,
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in their work the ISM also does not reside in the outer regions of the disc (see their
Fig. 3), meaning that even at much higher resolution the eﬀective surface area of the
disc is smaller than its actual surface area. We interpret this as a physical eﬀect: at the
outer edge of the disc, the ISM is forced to flow around it and is not entrained.
Furthermore, the disc in the simulation of M09 also shows a decreasing radius
and steepening surface density profile as a function of time. They attribute this to the
redistribution, i.e. inward movement of disc material owing to the accretion of ISM
with no angular momentum. The loss of disc material to the ISM in their simulation
is negligible, the disc mass only decreases as a result of accretion onto the star. This
agrees with the trend suggested in our convergence study, i.e. that the continuous
stripping of the disc at the outer edge is a numerical artefact. However, it could also
be due to the much lower velocity in their work.
A future parameter study at other, e.g. lower, densities and velocities of the ISM
could provide a more decisive answer.
2.5.6 Implications for the early disc accretion scenario
Although we find that the ISM-loading rate corresponds relatively well to the geo-
metric rate used in B13 for their early disc accretion scenario, they assume a disc radius
that is significantly larger, i.e. 100 AU, than the radius found in our simulation.More-
over, the size of the disc decreases continuously during the process of accretion, and
we have assumed the idealized case in which the disc is positioned exactly perpendic-
ular to the flow.The ISM-loading rate derived in this work is therefore most probably
an upper limit for the average rate that one would expect for a population of discs that
all have diﬀerent inclinations between their rotational axis and velocity vector.
Furthermore, B13 assume a disc lifetime of 107 years from observations, while
we find that angular momentum transport plays a significant role in shortening the
lifetime of the disc in dense ISM environments. It therefore seems unlikely that a
low-mass star can accrete of the order of its own mass via its protoplanetary disc, as
required, in the early disc accretion scenario.
2.5.7 Implications for planet formation
The process of accretion onto protoplanetary discs may also aﬀect planet formation.
It could play a role in the formation of ‘hot Jupiters’, i.e. massive planets that have
formed further out in the protoplanetary disc and migrated inwards.Themass loading
and consequent redistribution may also increase the probability of forming a planet
in the habitable zone. Ronco & de Elía (2014) find that a steeper surface density
profile, i.e. more mass at smaller radii, increases the probability of forming a planet
with a significant water content in the habitable zone. The constraint for an initial
steep surface density profile could perhaps be eased, when the entraining of ISM onto
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the protoplanetary disc causes the disc material to migrate inward. These suggestions
could be tested by incorporating our findings in detailed planet formation models.
2.6 Conclusions
We have performed simulations of accretion of interstellar material (ISM) onto a pro-
toplanetary disc with two diﬀerent smoothed particle hydrodynamics codes. We find
that, as theoretically expected, when the flow of ISMfirst hits the disc, all discmaterial
beyond the radius where ram pressure dominates is stripped. As ISM is being accreted
and disc material migrates inwards, the disc becomes more compact and the surface
density profile increases at smaller radii. We find that the ISM loading rate, i.e. the
rate at which ISM is entrained by the disc and star, is approximately constant across
all our simulations with both codes and is a factor of two lower than the rate expected
from geometric arguments (see Eq. 2.6). This diﬀerence arises because the outskirts
of the disc do not entrain ISM and therefore the eﬀective cross-section of the disc is
smaller than its physical surface area. We find that, despite the accretion of ISM, the
net eﬀect is that the disc loses mass, except in the highest resolution simulations with
both codes, where the disc gains mass. This decreasing trend with resolution implies
that the net mass loss from the disc in our low-resolution simulations is numerical.
Considering the timescale on which the disc loses all of its angular momentum rather
than its mass, provides an estimate of about 104 years. The angular momentum loss
from the disc in our simulations is dominated by continuous stripping of disc material
and by transfer of angular momentum to the ISM as it flows past the outer edge of
the disc. Our convergence and consistency study, as well as previous work, indicate
that this these eﬀects are predominantly numerical. The timescale estimated from the
simulations with the highest resolution therefore provide a lower limit to the lifetime
of the disc. The loss of angular momentum owing to accretion of disc material onto
the star, which is governed by the (modelling of ) viscous processes in the disc, is two
orders of magnitude smaller than the loss associated with stripping.
Even if the disc grows in mass, the (specific) angular momentum of the disc will
always decrease in this scenario, if not for the aforementioned angular momentum-
loss processes then by accretion of ISM with no azimuthal angular momentum. Ei-
ther way, the disc will shrink in size, thereby decreasing its eﬀective cross-section.
Although our ISM-loading rate agrees within a factor of two with the geometrically
estimated rate, the lifetime and size of the disc are probably not suﬃcient to accrete
the amount of mass required in the early disc accretion scenario.
In Chapter 3, we extend our simulations to explore the parameter space and con-
ditions that correspond to a broader range of stellar environments to find a parame-
terisation for the mass-loading rate onto a protoplanetary disc system in terms of the
density and velocity of the ambient medium and the size of the disc.
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3| Characterising face-onaccretion
Observations indicate that stars generally lose their protoplanetary discs on a timescale of
about 5 Myr. Which mechanisms are responsible for the disc dissipation is still debated. Here
we investigate the movement through an ambient medium as a possible cause of disc dispersal.
The ram pressure exerted by the flow can truncate the disc and the accretion of material with
no azimuthal angular momentum leads to further disc contraction. We derive a theoretical
model from accretion disc theory that describes the evolution of the disc radius, mass, and
surface density profile as a function of the density and velocity of the ambient medium. We
test our model by performing hydrodynamical simulations of a protoplanetary disc embedded
in a flow with diﬀerent velocities and densities. We find that our model gives an adequate
description of the evolution of the disc radius and accretion rate onto the disc. The total disc
mass in the simulations follows the theoretically expected trend, except at the lowest density
where our simulated discs lose mass owing to continuous stripping. This stripping may be
a numerical rather than a physical eﬀect. Some quantitative diﬀerences exist between the
model predictions and the simulations. These are at least partly caused by numerical viscous
eﬀects in the disc and depend on the resolution of the simulation. Our model can be used as
a conservative estimate for the process of face-on accretion onto protoplanetary discs, as long
as viscous processes in the disc can be neglected. The model predicts that in dense gaseous
environments, discs can shrink substantially in size and can, in theory, sweep up an amount
of gas of the order of their initial mass. This process could be relevant for planet formation in
dense environments.
Thomas Wijnen, Onno Pols, Inti Pelupessy and Simon Portegies Zwart
Astronomy & Astrophysics, Volume 602, A52, June 2017
57
Parameterisation
3.1 Introduction
Star formation generally occurs in clustered environments (Lada&Lada 2003),mean-
ing that the birth environment of stars is dense both in terms of stellar and gas den-
sities. These conditions can influence the subsequent evolution of newborn stars and
their protoplanetary discs via, for example photoevaporation (e.g. Balog et al. 2007;
Guarcello et al. 2007, 2009; Fang et al. 2012; Facchini et al. 2016), close stellar
encounters (e.g. Breslau et al. 2014; Rosotti et al. 2014; Vincke et al. 2015; Porte-
gies Zwart 2016), and nearby supernovae (e.g. Chevalier 2000; Ouellette et al. 2007;
Lichtenberg et al. 2016).
The relative lifetimes of the diﬀerent evolutionary stages of protoplanetary discs
have not yet been determined with certainty (see e.g. Cloutier et al. 2014, and refer-
ences therein, who find e-folding times for the frequency of warm dust and gas discs
of 6 and 4 Myr, respectively). It is still not fully understood which mechanism(s)
dominate(s) the removal of gas from the disc during its evolution. Among the sug-
gestedmechanisms are photoevaporation, angular momentum transport (e.g. by mag-
netorotational and gravitational instabilities), magnetic winds, and magnetic braking
(e.g. Armitage 2011, and references therein). Another process that may influence the
evolution of protoplanetary discs is their movement through an ambient medium.
In Chapter 2 we investigated to what extent stars surrounded by a protoplanetary
disc can sweep up gas from their surroundings.We found that the motion of a star and
its protoplanetary disc through a gaseous environment decreases the size of the disc
due to two processes: (1) stripping of disc material by the ram pressure exerted by the
interstellar medium (ISM) and (2) the accretion of ISM with little to no azimuthal
angular momentum.The latter process lowers the specific angular momentum, i.e. the
angularmomentumper unitmass, of the gas in the disc andwas also found byMoeckel
&Throop (2009).These authors pointed out that this process causes the gas in the disc
to follow a tighter orbit that corresponds to its new specific angular momentum. As
disc material migrates inwards, the surface density profile of the protoplanetary disc
increases at smaller radii. The influence of these two processes depends on, among
other parameters, both the density and velocity of the ISM with respect to the disc.
The eﬀect of ram-pressure stripping and the redistribution of angular momentum
owing to the accretion of ISM on the lifetimes of protoplanetary discs have received
comparatively little attention.
The inward migration of gas in the disc and the increase of the surface density
profile could play a role in planet formation and/or migration. Ronco& de Elía (2014)
found that a disc with a steep surface density profile, i.e. more mass at smaller radii,
is more likely to form a planet with a significant water content in the habitable zone.
Likewise, ‘hot Jupiters’, massive planets in a close orbit around their host star, are
believed to have formed at larger radii and the inward migration of gas in the disc
may have aided them in this process.
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Here we present a theoretical model that describes the evolution of the mass,
radius, and surface density profile of the disc when it is subject to accretion from a
face-on ISM flow. We test this model by performing smoothed particle hydrody-
namic (SPH) simulations of a protoplanetary disc embedded in a flow with diﬀerent
densities and velocities. As discussed in Sect. 2.2, the following (external) physical
eﬀects determine the size of the disc and therefore aﬀect the process of entraining
ISM by the protoplanetary disc: (1) ram pressure stripping, (2) redistribution of an-
gular momentum, (3) close stellar encounters, and (4) photoevaporation. We do not
take the latter two processes into account in this work, but note that they have been
explored by e.g. Breslau et al. (2014); Rosotti et al. (2014); Portegies Zwart (2016)
and Balog et al. (2007); Guarcello et al. (2007, 2009); Fang et al. (2012); Facchini
et al. (2016). In order for photoevaporation to truncate discs to radii < 100 AU on
timescales of less than 10 Myr requires ultraviolet fluxes that are at least an order of
magnitude higher than typical values (see Figs. 3 and 4 of Adams 2010, and refer-
ences therein). Our model applies to the embedded phase of star formation in which
the eﬀect of photoevaporation is expected to be reduced by the presence of the primor-
dial gas. Simulations of close encounters have shown that an average stellar density
of 500 pc 3 (with a core density of 4  104 pc 3) is required to truncate 40% of
the disc to radii < 100 in 5 Myr (Vincke et al. 2015). Future work, which combines
the four processes, can compare the relative importance of all these mechanisms on
the survival of discs in star-forming regions. The purpose of this paper is to present
a theoretical model for the processes of ram pressure stripping and redistribution of
angular momentum that can be implemented in future studies.
Our theoretical model is presented in Sect. 3.2. The set-up of our simulations is
discussed in Sect. 3.3 and we present the results in Sect. 3.4. This is followed by a
discussion (Sect. 3.5) and conclusion (Sect. 3.6).
3.2 Theoretical framework
We found in Chapter 2 that if the ram pressure that is exerted by the flow is suﬃcient
all disc material beyond a certain radius is stripped and dragged along with the flow.
In Sect. 3.2.1 we give a theoretical derivation for this radius. The subsequent evolu-
tion of the disc is not dominated by ram pressure stripping but by the redistribution
of angular momentum within the disc, as material with no azimuthal angular mo-
mentum is accreted. In Sect. 3.2.3 we discuss the relevant timescales for our model
and the solution to our model that we use to compare with the simulations is given in
Sect. 3.2.4.
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3.2.1 Ram pressure truncation radius
As discussed in the introduction, the disc accretes material that has no azimuthal an-
gular momentum. Chevalier (2000) proposed a method to derive the radius beyond
which disc material is stripped. Chevalier (2000) equates the gravitational restoring
force per unit surface area, i.e. ‘pressure’, of the disc with the ram pressure exerted
by the ISM. We used this derivation in Chapter 2. However, we find that in our
simulations the radius beyond which all disc material is stripped is smaller than the
truncation radius derived by Chevalier (2000). We therefore follow a slightly diﬀer-
ent reasoning than Chevalier (2000) and we find a consistent estimate of the disc
truncation radius that diﬀers by a small constant factor.
We assume the gas in the disc moves in Keplerian orbits around the star. During
its orbital motion, the ISM flow injects momentum into the gas perpendicular to its
orbit, which slightly inclines the orbit with respect to the mid-plane of the disc. As
the gas in the disc moves to the opposite side of the disc with respect to the star,
it receives momentum from the ISM flow that cancels the inclination of its orbit. In
other words, if the Keplerian timescale of the gas element is shorter than the timescale
on which momentum is added, the flow is not able to inject enough momentum to
strip the material from the disc. We approximate the timescale on which momentum
is added as
 _p(r) =
p(r)
_p(r)
=
m(r)vkep(r)
_m(r)vISM
; (3.1)
where p(r) is the momentum of a ring of gas in the disc at distance r from the star,
_p(r) is the change in momentum of this ring, m(r) the mass of the ring, _m(r) its
change in mass, vkep(r) is the rotational velocity, and vISM is the velocity of the ISM
with respect to the disc.We equate this timescale to the Keplerian timescale, kep(r) =
2r/vkep(r), which gives
Rtrunc =

GM0rn0
2ISMvISM2
 1
n+2
; (3.2)
where G is the gravitational constant, M the mass of the star, ISM the density of
the ISM and we have assumed that we can write the surface density profile of the
disc as (r) = 0(r/r0) n, where r0 is an arbitrary radius to which the surface
density profile is scaled.This approximation of the truncation radius diﬀers by a factor
(2) 1/(n+2) from the derivation by Chevalier (2000). This a factor 0:6 for a typical
value of n = 1:5. Both derivations approximate the truncation radius to first order and
are consistent with each other. However, we find that our derivation of the truncation
radius agrees better with our simulations, so we use Eq. 3.2 in the rest of this work.
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3.2.2 Disc evolution in the presence of ISM accretion
As the disc accretes material that has no azimuthal angular momentum, the specific
angular momentum in the disc decreases. Material in the disc therefore migrates to
an orbit at a smaller radius that corresponds to its new specific angular momentum.
Furthermore, the gas in the disc is generally subject to viscous forces. In the following
we assume that the mass flux ISMvISM is uniform in space and is fully accreted by
each surface element of the disc. Following the formalism for the evolution of a ge-
ometrically thin accretion disc in Frank et al. (2002), assuming conservation of mass
and angular momentum, we can derive a diﬀerential equation, which describes the
radial motion of the gas at radius r subject to these eﬀects, as follows:
dr
dt =  2ISMvISM
r

  3
r1/2
@
@r
(r1/2); (3.3)
where  is the surface density and  the viscosity of the gas in the disc. Similarly, we
can derive a diﬀerential equation for the evolution of the surface density profile,
@
@t
= 5ISMvISM +
3
r
@
@r
"
r1/2
@
@r
(r1/2)
#
: (3.4)
For a derivation of these equations, see Appendix 3.A.1. Eqs. 3.3 and 3.4 are equiva-
lent to Eqs. 5.8 and 5.9 in Frank et al. (2002), with the addition of an ISM accretion
term involving ISMvISM in each equation. As expected, this term leads to overall
contraction of the disc (cf. Eq. 3.3) and to an increase of the surface density. Accre-
tion alone would give a term equal to ISMvISM in Eq. 3.4; the enhancement by a
factor of 5 is the result of the overall contraction of the disc. Eq. 3.4 has the form
of a diﬀusion equation with a source term 5ISMvISM. The general solution of this
equation requires numerical methods. An added diﬃculty is that the disc viscosity 
is an unknown function of the physical parameters, which is a well-known problem in
disc physics. In the next section we discuss to what extent we can neglect the viscous
evolution of the disc.
3.2.3 Timescales
We limit ourselves to analysing the circumstances under which the contributions from
ISM accretion and from viscous torques dominate the evolution of the disc. For this
purpose, we assume – as is usual in the thin disc approximation – that the scale height
H of the disc at a certain radius is given by
H  cs
r
r
GM
r =
cs


; (3.5)
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where cs is the local sound speed and 
 =
p
GM/r3 the angular velocity. Fur-
thermore we assume the viscosity is given by the Shakura & Sunyaev (1973) -
prescription,
 = Hcs = 
c2s


: (3.6)
The two terms in Eq. 3.4 aﬀect the surface density on diﬀerent timescales. The local
timescale for viscous evolution is, on dimensional grounds,
(r)  r
2
3

p
GMr
3c2s
: (3.7)
The local timescale for accretion or mass loading from the ISM is
 _m(r) =
(r)
5ISMvISM
; (3.8)
which can be seen as the timescale on which a disc annulus accretes of the order of
its own mass. The evolution of the disc at a certain radius is dominated by the process
with the shortest timescale. Since in most realistic situations both  and cs decrease
towards larger radius (the latter may be constant in an isothermal disc),  typically
increases outwards and  _m decreases outwards.We can thus distinguish three possible
situations:
1.  _m   everywhere in the disc, i.e. the accretion of ISM is so slow compared
to viscous eﬀects that it has a negligible eﬀect on the evolution of the disc.
2.  _m >  in the inner part of the disc, where the evolution of the disc is viscosity
dominated, while in the outer parts  _m <  and the evolution of the disc is
driven by the eﬀects of accretion.
3.  _m   everywhere in the disc, in which case the accretion of ISM is rapid
enough that viscous eﬀects can be ignored.
Furthermore, Eq. 3.3 shows that ISM accretion always causes disc matter to
move inwards (dr/dt < 0), which is a direct result of mass loading without angular-
momentum accretion. Viscous torques can cause either inward or outward motion,
depending on the slope of the function r1/2. For a disc described by the Shakura-
Sunyaev formalism and in which the product c2s(r) follows a power law, c2s / r p,
we can write Eq. 3.3 as
dr
dt =  
2
5
r
 _m
  (2  p) r

: (3.9)
Thus, as long as p < 2 the viscous torques also cause matter to spiral inwards, but for
a (locally) steep surface density gradient with p > 2matter moves outwards as a result
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Figure 3.1: Diﬀerent time scales as a function of the radius in the disc, using the disc param-
eters of one of our simulations, vISM = 3 km/s and ISM = 1:9  10 19g/cm3. This is the
case with the longest accretion time scale,  _m, which is not in the regime where Bondi-Hoyle
accretion dominates. The dashed line is the time scale on which mass is loaded on the disc
(see Eq. 3.8) and the solid line represents the viscous time scale (see Eq. 3.7).
of viscosity. The latter can be expected to occur at the outer edge of the disc where
(r) drops oﬀ sharply as an eﬀect of the flow. For the special case p = 2; the gas in
the disc is stationary in radius.
With the same assumptions Eq. 3.4 can be written as
@
@t
=

 _m
+ (2  p)(32   p)


: (3.10)
The viscous torques thus have no eﬀect on (r) when either p = 2 or p = 32 . The
first case corresponds to the stationary situation discussed above, while for p = 32 gas
moves inwards at all radii, but in such a way as to maintain the same surface density
profile.
As an example, we have estimated both timescales in Fig. 3.1, assuming that
vISM = 3 km/s and ISM = 1:9  10 19g/cm3. In accretion disc theory,   0:01
(Armitage 2011). Since in our hydrodynamical simulations (Sect. 3.3) we assume
SPH = 0:1, which corresponds to a physical  of roughly 0.02 (following (Arty-
mowicz & Lubow 1994)), we decided to use the latter value. This case corresponds to
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our simulation with the lowest mass flux and the longest  _m, which is still outside the
regime where Bondi-Hoyle accretion is expected to dominate the accretion process
(Sect. 3.2.5.) and the disc evolution is no longer properly described by Eqs. 3.3 and
3.4 (see Sect. 3.2.5). The case in Fig. 3.1 corresponds to regime 2 because ISM mass
loading dominates the evolution of the outer parts of the disc. Therefore, in this case
and in cases with a higher mass flux and shorter  _m, the actual size of the disc is de-
termined by the accretion of ISM and not by viscous eﬀects. We may neglect viscous
eﬀects in the outer parts of the disc on timescales shorter than
; dom =  _m
1/6(R0) 
5/6(R0); (3.11)
see Appendix 3.A.2. Here R0 is the initial outer radius of the disc, after accounting
for possible ram pressure stripping. On longer timescales viscous eﬀects dominate
the evolution of the disc. This timescale is 1:7  105 yr for the parameters shown
in Fig. 3.1. The weak dependence of ; dom on the accretion timescale means that
in our simulation with the highest mass flux (vISM = 30 km/s and ISM = 1:9 
10 17g/cm3) ; dom is only moderately shorter, i.e. 4 104 yr. In all cases this is well
beyond the maximum simulation time of 104 year (Sect. 3.3).
3.2.4 Analytical model for inviscid disc evolution
Since we can neglect viscous eﬀects at least during the time span of our simulations,
we can simplify Eqs. 3.3 and 3.4 to describe the accretion and contraction of discs in
the inviscid case. Neglecting the viscosity terms results in the following equations:
dr
dt =  2ISMvISM
r
(r; t)
(3.12)
and
@
@t
= 5ISMvISM: (3.13)
The simple form of Eq. 3.13 allows us to write the solution as
(r; t) = 0(r) + 5
Z t
0
ISMvISM dt0; (3.14)
where 0(r) is the initial surface density at radius r. If ISMvISM is a known function
of time, this can be integrated directly; in that case it is useful to define a dimensionless
parameter  as follows:
 =
5
0(r0)
Z t
0
ISMvISM dt0; (3.15)
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such that d/dt = 5ISMvISM/0(r0); r0 is an arbitrary but constant reference radius
that initially lies within the disc.The parameter  thus increases linearly with the total
accreted mass flux, and monotonically – although in general non-linearly – with time.
If we further assume a power-law shape for the initial surface density distribution, i.e.
0(r) = 0 (r/r0)
 n, where for brevity we write 0  0(r0); and we define a
dimensionless radius y = r/r0, then Eq. 3.12 can be written as
dy
d =  
2
5
y
y n + 
: (3.16)
The solution to Eq. 3.16 is scale-free and only depends on the power-law exponent n.
The solution y() can be scaled according to the physical parameters r0,0 (or equiv-
alently, the initial disc mass) and the integrated mass flux
R
ISMvISM dt. Eq. 3.16
describes the movement of all annuli in the disc, but in practice it only needs to be
solved for the inner and outer disc radii, yin and yout.
The evolution of the surface density follows from the solution y() and Eq. 3.14,
(r; t) = 0 (y
 n + ): (3.17)
The mass of the disc then follows from the surface density distribution as
Mdisc(t) =
Z Rout
Rin
2r(r; t) dr
= 2r200

1
2  n(y
2 n
out   y2 nin ) +
1
2
(y2out   y2in)

; (3.18)
with Rin(t) = yin() r0 and Rout(t) = yout() r0. Eq. 3.18 also gives the initial
disc mass Mdisc;0 by setting  = 0, which in turn defines 0. The time derivative of
Eq. 3.18, making use of Eqs. 3.15 and 3.16, is
_Mdisc(t) = 2r
2
00
(y2out   y2in)
10
d
dt
= ISMvISM (R
2
out  R2in): (3.19)
The latter expression equals the ISM accretion rate, _MISM, which is expected from
the geometric cross-section of the disc. Using Eq. 3.18, the amount of accreted ISM,
MISM, can be expressed as
MISM(t) =Mdisc(t) Mdisc;0: (3.20)
Eq. 3.17 implies that the accreted gas dominates over the initial surface density
for  > y n for an annulus located at radius y. For a time-independent mass flux
this happens at time t >  _m(r). From Eq. 3.16 it follows that on this timescale the
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Figure 3.2: Top panel: Solutions to Eq. 3.16 for a disc with n = 1:5, initially extending from
r = 0:01r0 to r = r0. Solid lines show the evolution of the inner and outer disc radius
and dotted lines show several intermediate radii. Bottom panel:Corresponding surface density
distribution (r; t)/0 from Eq. 3.17 for several values of  .
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solution approaches a power law, y /  2/5, independent of n. This happens earlier
for larger y0; that is, the outer parts of the disc start contracting sooner than the inner
parts (see Fig. 3.2). This is accompanied by a flattening of the surface-density profile,
as follows from Eq. 3.17: for  > yin n,    independent of radius (see the right-
hand panel of Fig. 3.2). Eq. 3.18 shows that for  > yout n the second term inside
the square brackets dominates and thus Mdisc / 1/5, since yout /  2/5. In other
words, on long timescales the disc mass grows much more slowly than linearly with
time.We need to keep in mind, however, that viscous eﬀects can no longer be ignored
over very long timescales (Sect. 3.2.3).
We use this model to predict the evolution of the protoplanetary disc in our simu-
lations. We assume a constant density and velocity as a function of time, but this does
not provide an analytical solution to Eq. 3.16, which has to be integrated numerically.
The radius at which we start the integration is determined by the ram pressure strip-
ping. In our simulations the disc has an initial radius,Rdisc, of 100 AU, but depending
on the density and velocity of the flow ram pressure may almost instantaneously re-
move disc material beyond a certain radius. We therefore take the minimum of Rdisc
and Rtrunc, as determined in Sect. 3.2.1, as the initial condition for the integration.
3.2.5 Bondi-Hoyle accretion
At low velocities the Bondi-Hoyle accretion radius becomes comparable to the initial
radius we assume for the protoplanetary disc.TheBondi-Hoyle accretion radius,RBH,
is given by (Bondi 1952; Shima et al. 1985),\
RBH =
2GM
c2s + vISM2
: (3.21)
The resulting accretion rate is
_MBH = R
2
BHISM
p
2c2s + vISM2; (3.22)
where  is a constant of order unity that depends on the equation of state of the gas.
In the isothermal case, which we assume,  = e3/2/4.
In our simulations RBH is 78 AU for vISM = 3 km/s and 651 AU for vISM =
1 km/s. Since we assume a disc radius of 100 AU, the eﬀective cross section of the star
and protoplanetary disc system is larger than its physical size when the velocity of the
ISM is . 2:7 km/s. We therefore expect that more ISM is accreted than is estimated
from the geometric cross-section. Although most of this additional accretion occurs
via the accretion wake onto the star, some material from outside the disc radius is
gravitationally focussed towards the disc and falls onto its surface. If more material
with no azimuthal angular momentum is accreted by the disc than expected from
Eq. 3.19, the shrinking process of the disc is sped up.
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We can define a typical timescale for Bondi-Hoyle accretion as
BH =
RBHp
c2s + vISM2
; (3.23)
which gives us an indication for the timescale on which the accretion wake forms and
the simulation can reach the theoretically expected Bondi-Hoyle accretion rate. This
is roughly 103 yr for vISM = 1 km/s, which is well within our simulation time of 104
yr.
3.3 Numerical set-up
We test the theoretical model that we derived in Sect. 3.2 by performing SPH sim-
ulations for diﬀerent velocities and densities of the ISM. We use the same set-up as
in Chapter 2 (see Fig. 2.1 therein), i.e. a disc perpendicular to an inflow of ISM. Al-
though this perfect alignment may not be common in nature, it provides the best way
to test our model. In Sect. 3.5.5 we discuss that an inclination of the disc can also
be incorporated in our model. Most of the parameters and initial conditions that we
assume in this work, which are summarized in Table 3.1, are the same as in Chapter 2.
For a detailed discussion of these parameters, we refer to Sect. 2.3.1. We discuss here
which parameters we have changed and why.
The simulations are set up and runwithin theAMUSE framework (Portegies Zwart
et al. 2013; Pelupessy et al. 2013)1. We have chosen to use the SPH code Fi (Pelu-
pessy et al. 2004) instead of Gadget2 (Springel 2005; Springel et al. 2001) because the
artificial viscosity parameter, SPH, is constant in Fi and therefore remains closer to
the value that resembles the standard viscosity parameter  for protoplanetary discs2.
Fi uses the Monaghan &Gingold (1983) prescription for the viscosity factorij , but
instead of the mean Fi takes the minimum of the density and maximum of the sound
speed between two neighbours. Therefore Fi is able to resolve shocks even at a rela-
tively low value of the artificial viscosity parameter SPH. As discussed in Sect. 3.2.3,
numerical viscous eﬀects become important and influence the outcome of our simu-
lations after a few times 104 year, depending on the density and velocity3. Therefore,
and for computational reasons discussed in Sec. 3.3.2, we let our simulations run to
10 000 years.
1http://www.amusecode.org
2The performance issues we had with Fi in Chapter 2 turned out to be a problem with the most
recent Fortran compiler.
3To calculate the numerical viscous timescale, H(r) in Eq. 3.5 has to be replaced by hh(r)i, the
average smoothing length in the disc at that radius. The smoothing lengths in our simulations follow
the curve of the scale height as a function of r very well and are only larger by a factor of 2 at radii . 10
AU. We therefore also use Eq. 3.7 to derive when accretion or viscous processes dominate the evolution
of the disc numerically in our simulations.
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To speed up the simulations, we increased the radius of the sink particle and the
gravitational smoothing length, grav, to 1 AU. Since the initial inner radius of the
disc is 10 AU and we are mainly interested in the disc and star system as a whole,
there is no need to resolve the star and disc on a scale smaller than 1 AU. We have
checked that these changes do not aﬀect the outcome of the simulations. We use
the clump finding algorithm Hop (Eisenstein & Hut 1998) to distinguish between
the disc and ISM flow in the parameterspace of v,  and vx; see Sect. 2.3.3. We
multiplied the values of all three quantities by a factor of 10 and squared the values
of the low velocity runs (vISM 6 10 km/s) to sharpen the contrast in the parameter
space, in particular at low velocities of the ISM. Once the disc is distinguished from
the ISM, we determine its radius by calculating the column density of the disc and
binning the values in concentric rings at each moment in time. The radius at which
(r)

t
= (100AU)

t=0
is defined as the radius of the disc; see Sect. 2.3.3 and
Fig. 2.3 for more details.
We start with a disc consisting of 128 000 SPH particles because this is the high-
est resolution at which we can perform a simulation in a reasonable amount of time.
As we assume equal particle masses for both ISM and disc particles, this means that
at the lowest number density of the ISM, 5 104 cm 3, the flow consists of roughly
500 particles when the computational domain is completely filled. At this resolu-
tion and for a simulation that runs up to 104 years, an accretion rate of the order of
10 8M/yr, which is the lowest rate we expect (see Fig. 3.4), corresponds to the ac-
cretion of several thousand particles during a simulation. Therefore, even at this low
resolution, the results we find are significantly above the threshold for noise due to
low resolution.
The simulation is set up in such a way that the mass of an SPH particle is deter-
mined by quantities that vary per simulation, such as the density of the ISM, thickness
of the slice of ISM added each time step, and the resolution. The latter is set by the
number of disc particles, which is exactly equal for each simulation, and therefore the
mass of the disc can vary slightly between simulations. We have chosen this set-up to
make sure that the density of the ISM is exactly the same in all simulations to min-
imize the eﬀect of small density fluctuations. We use the actual disc mass from the
simulations to calculate the theoretical predictions.
3.3.1 Initial densities
We use three diﬀerent number densities in our parameter study: n = 5104; 5105,
and 5  106 cm 3. The highest number density corresponds to the number density
used in Chapter 2, which is on the high end of the range of number densities expected
in star-forming regions. Typically, the observed number density in star-forming re-
gions is> 104 cm 3, while in the more quiet, i.e. non-star-forming parts of molecular
clouds the number density is believed to be of the order of 102   103 cm 3 (see e.g.
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Evans 1999; Longmore et al. 2013). In our simulations we cannot decrease the num-
ber density below 104 cm 3 because the numerical resolution in our simulations would
be too low as a result of the constraint of equal-mass SPH particles and the number of
SPH particles that form the disc. Furthermore, at densities < 104 cm 3, depending
on the velocity, the disc may be in the regime where the accretion timescale is longer
than the viscous timescale, as can be inferred from Fig. 3.1 for vISM = 3 k/s. We
assume the mean molecular weight of the gas in our simulations is 2.3, as in Chap-
ter 2, yielding mass densities between 1:910 19 and 1:910 17 g/cm3. The lowest
density corresponds to the average density found in cores of embedded clusters; see
e.g. Sect. 2.6 of Lada & Lada (2003). This assumes a homogeneous density distri-
bution, while local inhomogeneities with higher densities can be expected. We show
that even a brief transition through such a high density region has a large eﬀect on
the protoplanetary disc.
3.3.2 Initial velocities
The velocity dispersion of the Orion Nebula Cluster is measured to be 3.1 km/s
(Fűrész et al. 2008), meaning that individual stars can have higher velocities. Ve-
locities are also higher in more massive star-forming regions. Velocity dispersions in
young globular clusters have beenmeasured to range up to 30 km/s (Östlin et al. 2007;
Gieles et al. 2010). Apart from massive star-forming regions, relative velocities of the
order of 10 km/s or more may also be expected from winds of supergiants and around
ejecta from interacting binaries (e.g. Kudritzki & Puls 2000; Smith et al. 2007). The
velocities we assume in this parameter study are 1, 3, 5, 10, 20, and 30 km/s, such
that the velocity is roughly doubled at each step. Assuming a higher velocity leads to
shorter internal time steps in the SPH code and thus the simulation becomes com-
putationally more expensive. We have therefore not been able to let the simulations
with 30 km/s run to 10 000 years. All simulations with 30 km/s have reached at least
5 000 years.
For a velocity of 1 km/s, RBH is larger than the radius of the computational do-
main. This means that we underestimate the theoretically expected Bondi-Hoyle ac-
cretion rate and the Bondi-Hoyle accretion wake cannot grow to its full length.There-
fore, when we calculated the theoretically expected Bondi-Hoyle accretion rate for our
simulations with vISM = 1 km/s, we used the radius of our computational domain,
200 AU, in Eq. 3.22 instead of the actual Bondi-Hoyle radius.
3.4 Results
For ease of reference, we label our simulations according to the variable parameters.
For example, V1N6 corresponds to the simulation in which the ISM flow has a veloc-
ity of 1 km/s and a number density of 5 106 g/cm3; see Table 3.1 for the abbrevia-
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tions. We compare the various quantities as predicted by our model to those resulting
from the simulations. While the number density is the quantity that we vary, our
theoretical model requires a mass density to calculate the predicted evolution. We
therefore refer to the mass density in the table and figures that contain theoretical
values. We discuss in turn the evolution of the disc radius, accretion rate, change in
disc mass, and surface density profile. We finish with the long-term predictions of our
model in terms of the parameter space.
3.4.1 Disc radius
Fig. 3.3 shows the disc radius as a function of time for all our simulations together with
our theoretical estimate. At the highest density, Hop has diﬃculty distinguishing the
outer edge of the disc from the ISM at the start of the simulation for all velocities. For
the densities in and around the edge of the disc it is hard to define a sharp boundary
between the disc and ISM flow. When the outer parts of the disc have been stripped
and/or contracted and a steady state is reached, Hop is able to properly discern the
ISM flow from the disc. Some simulations show small fluctuations in the determina-
tion of the radius, notably simulation V3N5. During and after the stripping, the disc
is not perfectly axially symmetric and the radius depends on how the surface density
profile is averaged over the radii at the outer edge. These oscillations damp out in the
long run and while they do, the equilibrium point follows the trend of the theoretical
prediction. In simulations with a low density and velocity the disc has some time to
spread viscously before the ISM flow reaches it and after first contact with the flow
the disc contracts and then spreads towards an equilibrium state.
The eﬀect of increasing the density by a factor of 10 is clearly visible at each veloc-
ity, in particular for vISM 6 5 because the starting radius is the same for all densities
(i.e. stripping by ram pressure does not play a role). The increase in mass flux by a
factor of 10 causes the disc to contract faster, as the specific angular momentum de-
creases faster. The eﬀect is greatest in the beginning. The simulations seem to confirm
what we find analytically: contraction occurs fastest when r is large and slows down
when r has decreased for all densities and velocities (see Fig. 3.2).
In general, our analytical model describes the evolution of the disc radius with
time from the simulations quite well. In some cases it somewhat underestimates the
actual disc radius in the simulations, but this oﬀset remains approximately constant in
time and the rate at which the disc contracts is correctly reproduced by the analytical
model. Simulation V1N6 is a notable exception in that the disc radius is overestimated
by the model. In this case Bondi-Hoyle accretion becomes significant and the amount
of accreted ISM is an order of magnitude larger than expected from purely face-on
accretion, as discussed in Sect. 3.4.2. Although most of the ISM is accreted directly
onto the star through an accretion wake, ISM at radii larger than the disc radius is
gravitationally focussed towards the disc and increases the theoretically expected mass
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Figure 3.3: Disc radius (solid lines) as a function of time categorized by the velocity of the ISM
in the simulation. The colour coding indicates the ISM density: green indicates 1:9 10 19,
brown 1:910 18, and purple 1:910 17 g/cm3. The dashed lines in corresponding colours
give our theoretical estimates of the disc radius (see Sect. 3.2.2). The simulations with vISM =
30 km/s were computationally expensive and have not reached 10 000 years.
flux. Thus the decrease in specific angular momentum is also more severe than when
based on the analytical model.
Fig. 3.3 also illustrates that our prediction for Rtrunc is a reasonable estimate for
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the radius beyond which ram pressure dominates and disc material is stripped. In the
simulations with vISM > 10 km/s at the highest density, the radius is reduced close to
our estimated value around 1000 yr.The subsequent evolution of the disc radius in the
simulation shows that we picked a proper starting point for the integration, although
we consistently underestimate the radius of the disc. Eq. 3.2 and the derivation by
Chevalier (2000) are both first order estimates, diﬀering only by a constant factor of
order unity. We could have changed this factor to match the final radii in our simu-
lations, but this would have led to an overestimate of the accretion rate and the total
disc mass, especially at lower densities (see Sect 3.4.2 and 3.4.3). Since the process
of face-on accretion is most likely to occur at low densities, we decided not to alter
this factor and to use Eq. 3.2, and consider our analytical derivation as a conservative
estimate for the disc radii and accretion.
In Fig. 3.5a we quantify how well our analytical model predicts the simulated disc
radii by dividing the actual disc radius at the end of the simulation by our estimated
radius. The colour scale shows the value of this ratio, which is also printed in the
corresponding bin.We can distinguish three main regimes in Fig. 3.5a: (1) the regime
where ram pressure truncates the disc radius to < 100 AU (upper right region above
the Rtrunc = 100 AU line), (2) the regime where the Bondi-Hoyle radius is larger
than the radius of the disc (below the horizontal RBH = 100 AU line), and (3) the
region where the Bondi-Hoyle radius is smaller than the size of the disc and ram
pressure does not decrease the initial disc radius below 100 AU (between both lines).
Fig. 3.5a shows that in the regime where the ram pressure and Bondi-Hoyle accretion
do not play a significant role, our analytical model predicts the simulated disc radius to
within a few percent accuracy. Only at high density where ram pressure truncates the
disc to a radius smaller than 100 AU or at low velocity where Bondi-Hoyle accretion
becomes significant is our estimate oﬀ by at most 60%. Since the estimate for the
truncation radius is a first order approximation, it is not unexpected that the final
radius shows a deviation from the actual disc radius in this regime. In general, we
tend to underestimate the disc radius, except when the mass flux due to Bondi-Hoyle
accretion is significant. In this regime, face-on accretion is insignificant compared to
Bondi-Hoyle accretion as we discuss in the next section.
It is interesting to point out that in some simulations, for example, V10N4 and
V1N5, the mass flux (ISMvISM) is identical. The analytical estimate of the radius is
therefore identical in both cases and we can see that it agrees to within 3% with the
disc radius in the simulations.
3.4.2 Entrained mass
Fig. 3.4 shows the amount of ISM accreted by the disc during the simulations in terms
of both the cumulative accreted mass and the accretion rate. The lower part of each
panel shows the amount of ISM, MISM, that has been accreted by the disc and the
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Figure 3.4: Upper half of each panel shows the accretion rates as a function of time found
in our simulations (solid), expected from our theoretical model (dashed) and expected from
Bondi-Hoyle accretion (dotted), respectively. The colour coding is as in Fig. 3.3. These rates
are the derived from the quantity in the lowerhalf of thepanel, which is the cumulative amount
of ISM accreted by the disc and star (solid lines). Our theoretical estimate based on the size
of the disc (see Eq. 3.19) is given by the dashed lines. The amount of accreted ISM expected
from Bondi-Hoyle accretion is shown in dotted lines.
star in solid lines. This value is calculated by adding the cumulative amount of ISM
accreted onto the star and the amount of ISM that resides in the disc at each moment
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in time. We consider the star and the disc as one system by assuming that ISM that
is entrained by the disc eventually ends up on the star. The dashed and dotted lines
show the amount of accreted ISM expected from face-on and Bondi-Hoyle accretion,
respectively. To calculate the Bondi-Hoyle accretion rate, we used the radius of our
computational domain in Eq. 3.22, which is 200 AU, if the theoretical Bondi-Hoyle
radius exceeds this value. The top part of each panel shows the ISM accretion rate,
i.e. the derivative ofMISM averaged over intervals of 250 years. Likewise here solid,
dashed, and dotted lines correspond to the rates from the simulation, face-on and
Bondi-Hoyle accretion, respectively.
To determine the amount of ISM that is associated with the disc, it is crucial
that Hop is able to diﬀerentiate properly between the disc and ISM. As discussed
in Sect. 3.4.1, Hop has some diﬃculty distinguishing the flow from disc when the
flows hits the disc and the outer layers are stripped. These artefacts, which can be
seen as bumps for the highest densities at vISM > 5 km/s in MISM in Fig. 3.4,
disappear when the simulation has reached a steady state. Unfortunately, it is not
straightforward to discern the eﬀects of Bondi-Hoyle accretion. For the simulations
with vISM = 1 and 3 km/s, in particular at the highest density, a Bondi-Hoyle accre-
tion wake is formed, which is identified as disc material by Hop. Although the ISM
in the accretion wake is not part of the disc, material in the accretion wake within the
Bondi-Hoyle radius will eventually be accreted by the star, but not necessarily by the
disc. However, for vISM = 3 km/s the part of the accretion wake that is beyond the
Bondi-Hoyle radius is still associated with the disc. Therefore the simulations sug-
gest that more material has been accreted than expected from Bondi-Hoyle accretion.
This is an unfortunate artefact of Hop but only creates an oﬀset in the amount of
accreted ISM. Hop consistently identifies the complete accretion wake with the disc
and therefore the time derivative of MISM still provides a reliable measure for the
rate at which the disc and star accrete ISM once a steady state is reached. Fig. 3.4 sug-
gests that in most simulations the accretion of ISM starts immediately. This is also an
artefact of Hop and therefore we choose a starting time for our analytical evolution
model at the moment when the flow actually hits the disc. This creates another oﬀset
but as can be seen from the long-term trends, this initial oﬀset is small compared to
the final diﬀerence between our analytical model and the simulated result.
It is clear, both from theory and from the simulations, that at vISM = 1 km/s the
process of face-on accretion does not play a significant role in terms of ISM accre-
tion onto the disc and star. The simulations reach the theoretically expected Bondi-
Hoyle rate within a time that corresponds to the Bondi-Hoyle timescale we defined
in Eq. 3.23, which is roughly 103 yr. During the time that the accretion wake is es-
tablished, the accretion rate is lower than the theoretical rate.This partly explains why
less material has been accreted than expected theoretically. Furthermore the accretion
rate in our simulations is slightly lower than the theoretically expected rate. This may
76
3.4 Results
be caused by the fact that we used the radius of our computational domain instead of
the theoretically expected Bondi-Hoyle radius and we are not correctly sampling the
conditions at the boundary of the domain. In the simulations with vISM = 3 km/s,
the Bondi-Hoyle radius equals 40% of the radius of our computational domain and,
in this case, i.e. model V3N6, the accretion rate is equal to, if not slightly higher than,
the rate expected from Bondi-Hoyle accretion. At lower densities, i.e. models V3N4
and V3N5, we also find a rate that is higher than expected. The accretion rates appear
to follow the theoretically suggested trend that first face-on accretion determines the
rate at which ISM is accreted and after the disc has shrunk, Bondi-Hoyle accretion
becomes the most eﬃcient accretion process. This trend is also apparent in simulation
V5N6. Although we describe the accretion as due to two diﬀerent processes, they
cannot really be separated in this regime; as the radius of the disc is of the order of the
Bondi-Hoyle radius, the cross section with which the disc can sweep up ISM is ef-
fectively increased by gravitational focussing. If the disc radius becomes significantly
smaller than the Bondi-Hoyle radius and the mass flux is suﬃcient, the gravitational
focussing of ISM outside the disc radius may contribute to the contraction of the disc,
as we discussed for vISM = 1 km/s in Sect. 3.4.1. This may also partly explain why the
simulated accretion rate is higher than expected. As long as the disc radius is larger
than the Bondi-Hoyle radius, i.e. in simulations with vISM & 5 km/s, the accretion
process is dominated by face-on accretion. In this regime, we tend to underestimate
the accretion rate. However for all these cases we are also underestimating the ra-
dius of the disc and hence the surface area of the disc. Previous works, for example
Ouellette et al. (2007) and Chapter 2, suggest that the eﬀective cross section of the
disc is actually smaller than its physical size because the ISM flow is deflected around
the outer edge of the disc. Apparently we also underestimate the eﬀective radius of
the disc except in the simulations with vISM = 20 and 30 km/s at the lowest density
where our estimate of the disc radius approximates the actual radius very well. In these
cases, we overestimate the eﬀective cross section of the disc and hence the accretion
rate. On the other hand, at vISM = 5 and 10 km/s our estimate also agrees very well
with the actual disc radius and in these cases we are not underestimating the accretion
rates. This may be related to the ram pressure, which has a stronger influence on the
outer edge of the disc at high velocities, vISM > 20 km/s. We find that the disc loses
some of its initial material due to stripping (see Sect. 3.4.3) and this would make it
less eﬃcient at sweeping up ISM in its outer regions. However, the underestimate is
most likely a result of the low resolution of ISM particles in the SPH code, which
is more pronounced when the radius of the disc is smaller. We address this issue in
Sect. 3.5.1.
We summarize the performance of our analytical model in predicting the accretion
rates and accreted mass in Fig. 3.5b and 3.5c, where we show the ratio of the total
accreted ISM and accretion rates from the simulations to their predicted values. To
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Figure 3.5:Measures of the performance of our theoretical model. (a):The radius of the disc at
the end of the simulation divided by the predicted radius at that time. (b):The amount of ISM
accreted by the disc and star at the end of the simulation divided by the theoretically expected
value at that time. To calculate the expected amount, we added the additional contribution of
Bondi-Hoyle accretion from the moment the Bondi-Hoyle rate is higher than the geometric
rate. (c): The accretion rate at the end of the simulation divided by the theoretically expected
rate at that time. Here we took the maximum of the geometric and Bondi-Hoyle accretion
rate at each moment and averaged both the theoretical and simulated values over the last 1
000 years of the simulation. The lines indicate the regime where the Bondi-Hoyle radius and
truncation radius are larger (below) and smaller (above), respectively, than the initial radius of
the disc (see Sect. 3.4.1). The values in the grid cells correspond to the colour coding.
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calculate the predicted value of the total amount of accreted ISM, we used Eq. 3.20
and added the diﬀerence between the Bondi-Hoyle accretion rate and geometric rate
(Eq. 3.19) integrated over time from the moment the former is larger than the latter.
The theoretical accretion rate in Fig. 3.5c is determined by taking the maximum of
the face-on and Bondi-Hoyle accretion rate at each moment. We averaged both the
theoretical and simulated accretion rate over the last 1 000 years of the simulations in
order for the result not to be dominated by short timescale fluctuations.
In the regime in which part of the Bondi-Hoyle accretion wake is erroneously
considered part of the disc by Hop, i.e. vISM = 3 and 5 km/s, the accretion rate in
Fig. 3.5c provides a better indication for the performance of our model. The agree-
ment is not as good as for the radius (Fig. 3.5a), but is still roughly within a factor
of two. We overestimate the accretion rate in two cases, i.e. V20N4 and V30N4. As
pointed out above, this is probably a numerical artefact and is further discussed in
Sect. 3.5.1. The disagreement is worst for simulations were we underestimate the ac-
cretion rate. Therefore, considering the numerical eﬀects in simulation V20N4 and
V30N4, Figs. 3.5b and 3.5c indicate that our parameterisation can be used as a con-
servative estimate for the amount of ISM accreted by a protoplanetary disc moving
through ambient gas.
3.4.3 Change of the disc mass
The panels in Fig. 3.6 show two quantities on the same y-axis. The top parts of each
panel shows the sum of the current mass of the disc and total mass (both ISM and
initial disc material) that has been accreted onto the star as solid lines. We refer to this
quantity as the system mass. The dash-dotted lines show our theoretical estimate for
the system mass. We treat the disc and star as a whole and compare to this quantity
because our analytical model does not take into account mass lost from the disc due to
accretion onto the star. To calculate the system mass, we used Eq. 3.18 and to this we
added the mass gained from the diﬀerence between the Bondi-Hoyle accretion rate
and the face-on accretion, only during time intervals when the theoretical Bondi-
Hoyle accretion rate was higher. Fig. 3.4 shows that this diﬀerence is only relevant
for velocities 6 3 km/s. As discussed in Sect. 3.3, the initial mass of the disc can vary
slightly between simulations with diﬀerent densities. This does not aﬀect our results
because for the theoretical calculations we used the initial disc mass in the simulation.
The bottom part of each panel in Fig. 3.6 shows the cumulative amount of material
that has been accreted onto the star, both ISM and initial discmaterial, as dashed lines.
The dotted lines give the amount of initial disc material that has been accreted onto
the star. The diﬀerence between the dashed and dotted lines thus gives the amount of
ISM accreted onto the star.
We first discuss the simulations with the highest density. For vISM = 1 and 3
km/s Bondi-Hoyle accretion dominates the accretion process, as discussed before.
80
3.4 Results
vISM = 1 km/s
10−7
10−6
10−5
10−4
10−3
∆
M
st
ar
[M
¯]
ρ = 1.9× 10−19 g/cm3
ρ = 1.9× 10−18 g/cm3
ρ = 1.9× 10−17 g/cm3
0.002
0.004
0.006
0.008
0.010
M
d
is
c
+
∆
M
st
ar
[M
¯] vISM = 3 km/s
ρ = 1.9× 10−19 g/cm3
ρ = 1.9× 10−18 g/cm3
ρ = 1.9× 10−17 g/cm3
vISM = 5 km/s
10−7
10−6
10−5
10−4
10−3
∆
M
st
ar
[M
¯]
ρ = 1.9× 10−19 g/cm3
ρ = 1.9× 10−18 g/cm3
ρ = 1.9× 10−17 g/cm3
0.002
0.004
0.006
0.008
0.010
M
d
is
c
+
∆
M
st
ar
[M
¯] vISM = 10 km/s
ρ = 1.9× 10−19 g/cm3
ρ = 1.9× 10−18 g/cm3
ρ = 1.9× 10−17 g/cm3
vISM = 20 km/s
0 2000 4000 6000 8000 10000
time [yr]
10−7
10−6
10−5
10−4
10−3
∆
M
st
ar
[M
¯]
ρ = 1.9× 10−19 g/cm3
ρ = 1.9× 10−18 g/cm3
ρ = 1.9× 10−17 g/cm3
0.002
0.004
0.006
0.008
0.010
M
d
is
c
+
∆
M
st
ar
[M
¯] vISM = 30 km/s
2000 4000 6000 8000 10000
time [yr]
ρ = 1.9× 10−19 g/cm3
ρ = 1.9× 10−18 g/cm3
ρ = 1.9× 10−17 g/cm3
Figure 3.6: Top part of each panel shows the mass of the disc to which we added the total
amount of material accreted onto the star as a function of time (solid lines) categorized by the
velocity of the ISM in the simulation.The colour coding is as in Fig. 3.3. Our theoretical esti-
mate of the same quantity (see Sect. 3.4.3) is given by the dash-dotted lines in corresponding
colours.The bottom part of each panel shows the total amount of material accreted onto the
star in dashed lines with the corresponding colour. The dotted lines give the amount of initial
disc material that is accreted onto the star. The y-scale is continuous because all quantities
have the same unit.
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Considering the shortcomings of Hop in this regime, it is not unexpected that our
theoretical estimate for the system mass is oﬀ. The oﬀset can mostly be explained,
however, by the diﬀerence between the actual and theoretical accretion rates and the
fact that the accretion wake is considered part of the disc. For vISM > 5 km/s Hop at
first overestimates the system mass. Once ISM that has collided with the outer parts
of the disc is dragged along with the flow and is no longer considered to be associated
with the disc, a steady state is reached. For these velocities, vISM > 5, we also see
an oﬀset between the predicted and simulated system mass but this is caused by the
amount of predicted stripped material. This oﬀset is not caused by Hop because we
checked the disc mass by drawing a fictitious cylinder around the disc and summing
all the mass within that cylinder, which gives the same result and long-term trend.The
reason for the discrepancy is twofold: (1) our derivation for the truncation radius is
only a first order estimate and (2) in the simulations the cut-oﬀ in the surface density
profile is not as sharp as we assume in our theoretical model. Both eﬀects combined
lead to an overestimate of the amount of stripped disc material. This overestimate
may be less severe when the truncation radius is smaller. The initial surface density
profile is steeper at smaller radii and our estimate for the largest annulus of the disc
that is able to resist ram pressure may therefore deviate less from the actual value than
for larger truncation radii, where the surface density profile is less steep. As discussed
before, we could chose the truncation radius such that the stripped mass found in
the simulations agrees with our model. Unfortunately, there is no constant factor we
could use in Eq. 3.2 that simultaneously improves the estimate of all quantities in
Figs. 3.3, 3.4, and 3.6. Furthermore, an increase of the truncation radius would lead
to an overestimate of the accretion rate onto the disc and we would no longer be able
to use our model as a conservative estimate on longer timescales, at least until viscous
eﬀects can no longer be neglected.
We find the best agreement between our model and the simulations for ISM =
1:9 10 18 g/cm3. In this regime ram pressure stripping only plays a significant role
for vISM > 20 km/s and even in these cases there is fairly good agreement between
our model and simulations. Our estimate for the truncation radius for these cases is
relatively small andmight bemore accurate, as discussed above. For V1N5 andV10N5
we overestimate the system mass and this is even more severe in all simulations at the
lowest density. In fact, we see that the system as a whole actually loses mass in all
simulations at the lowest density. This can only mean that material from the disc is
being stripped continuously.
In Table 3.2 we summarize the fraction of initial disc material that is lost from the
disc during the simulation but not accreted onto the star.The left value in each column
is the percentage of stripped material from the simulation and the right number is the
theoretical value. The latter is calculated from the initial mass of the disc outside the
theoretical truncation radius. At the highest densities and velocities we overestimate
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vISM 1 km/s 3 km/s 5 km/s 10 km/s 20 km/s 30 km/s
ISM [g/cm3]
1:9 10 19 8:00 5:00 5:20 6:90 12:10 13:72:0
1:9 10 18 4:40 2:90 4:50 12:34:1 27:829:7 38:842:4
1:9 10 17 3:70 4:41:5 13:122:0 32:944:4 55:162:2 65:071:6
Table 3.2: Percentage of initial disc mass that is stripped from the disc over the course of the
simulation. The first number in each column is the percentage found in the simulation, the
second number is the theoretical prediction. Columns denote the velocity of the simulation
and rows the density.
the amount of stripped material, as discussed above. However, at the lowest density
and at low velocities the disc loses material; this is not accounted for in our model. At
vISM 6 3 km/s, there appears to be a trend with decreasing density at a given velocity:
the lower the density, the higher the amount of mass loss that is not accounted for
by our model. Fig. 3.6 shows that more initial disc material is accreted onto the star
in the simulation with the lowest density. The more initial disc material is accreted
onto the star and lost from the disc, the more the disc has to spread outwards to
preserve its angular momentum. As can be seen in Fig. 3.7 for simulation V1N4, the
disc extends further outwards and the edge is less well defined than for simulations
with a higher density and velocity. In this case, 9% of the disc mass is actually outside
the disc radius. This implies that viscous spreading of the disc is more severe at lower
densities, making it more vulnerable to ram pressure stripping. In particular, at a lower
density the mass flux onto the disc is smaller and hence the disc contracts less, which
otherwise counteracts the eﬀect of viscous spreading. However, it could also simply be
an artefact of the low resolution of the ISM particles. We address this in Sect. 3.5.2.
At the lowest density, the unaccounted stripping appears to increase with velocity,
not taking V1N4 into account. This trend with velocity suggests that ram pressure is
the culprit of the mass loss. In Chapter 2 we also found that the disc was continuously
losingmass from the outer edge. Our results in that Chapter suggest that the stripping
of the disc might to a large extent be a numerical eﬀect; see Fig. 2.6, where for a
simulation with vISM = 20 km/s and ISM = 1:9  10 17 g/cm3 the amount of
stripped material decreases with increasing resolution. Furthermore, other work, for
example Moeckel &Throop (2009), found no significant mass loss from the disc. We
have seen in Sect. 3.4.1 and 3.4.2 that our model provides a conservative estimate for
the disc radius and accretion rate. Therefore we argue that this mass loss rate does not
aﬀect the predictive power of our model. We discuss this issue further in Sect. 3.5.2.
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Figure 3.7: Surface density profile at the end of each simulation (solid line) and as predicted
by our model (dashed line) for simulations (a) V1N4, (b) V5N5, and (c) V30N6. The dotted
vertical lines indicate the inner and outer radius of the disc according to our model and the
arrow indicates the radius of the disc as defined in the simulation. The shaded area illustrates
the contribution of the ISM to the surface density profile, where the colour corresponds to
the density: green indicates 1:910 19, brown 1:910 18, and purple 1:910 17 g/cm3 .
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3.4.4 Evolution of the surface density profile
Fig. 3.7 shows the surface density profiles of three simulations: V1N4, V5N5, and
V30N6. We have chosen these simulations as a representative sample of the param-
eter space. The main features expected from our model are visible: as the mass flux
increases, the disc shrinks and the surface density profile both flattens and increases.
The flattening is seen in all simulations with vISM > 3 km/s and ISM > 1:9 10 18
g/cm3. As may be expected, the disagreement is strongest at the inner and outer edge
of the disc: inward and outward viscous spreading, respectively, decrease the surface
density profile at each end. The ISM that has been swept up by the disc is not dis-
tributed evenly across the disc but accumulates preferentially at small radii. This is
most clearly visible in Fig. 3.7a for simulation V1N4. The ISM originally entered the
computational domain at larger radii and migrated inwards through the disc. This
accumulation of ISM at small radii occurs in all simulations to some extent. In our
model, we assumed that when the ISM is entrained by the disc it co-rotates instanta-
neously with the disc material at that radius. However, as a result of the finite viscosity
between the swept-up ISM and rotating disc material, the ISM moves to a tighter
orbit before it achieves co-rotation. This partly explains why (1) the contribution of
ISM to the surface density profile is not evenly distributed across the disc and (2) the
contribution of ISM drops more sharply at the edge of the disc.
Substantial flattening of the surface density profile is seen in the two simulations
with a higher density (Figs. 3.7b and 3.7c). The flattening is more prominent at the
highest mass flux (simulation V30N6) and is more pronounced than predicted by our
model.The second bump in the surface density profile around 30AU, seen in Fig. 3.7c,
can be attributed to ISM, which is considered part of the disc by Hop while it actually
flows around the outer edge. This bump only accounts for 1% of the disc mass and
does not aﬀect the conclusions reached in Sect. 3.4.3. In the V30N6 simulation the
surface density profile is approximately a factor 2 lower than expected. However, since
the surface density profile in the simulation extends to a larger radius than expected,
the total mass in the disc is still somewhat larger than predicted.
We neglected viscous eﬀects in our model and it is obvious from Fig. 3.7 that
these eﬀects are present, both numerically and probably also physically. The latter
most likely plays a role at the inner and outer edge of the disc in our simulations.
Although the surface density profile shows clear quantitative diﬀerences compared to
the predicted behaviour, the profile still qualitatively evolves as expected. Furthermore,
the global predictions of the model, i.e. the radius of the disc and accretion rate, also
quantitatively follow the predicted evolution. In general, the agreement is satisfactory,
especially considering the approximate nature of the theoretical model, on one hand,
and the limitations of the numerics, on the other.
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3.4.5 Long-term eﬀects of ISM accretion
In the hypothetical case in which the discs in our simulations manage to accrete con-
tinuously on a timescale much longer than 104 yrs, we can use our theoretical model
of Sect. 3.2.4 to calculate the implications for the sizes of the discs and amount of
accreted ISM. Of course, protoplanetary discs will never be embedded continuously
for such a long time in a flow of constant density and velocity. However, our model
only depends on the time-integrated mass flux through the parameter  (Eq. 3.15). It
is questionable to neglect the viscous evolution of the disc on such a long timescale,
but the model gives an indication of the eﬀects on the long term.
The embedded phase in the evolution of young clusters is believed to last of
the order of 1-3 Myr (Lada & Lada 2003; Portegies Zwart et al. 2010). Figs. 3.8a
and 3.8b therefore show the disc radius and amount of accreted ISM after 1 Myr
of continuous accretion as a function of the ISM density and velocity. We did not
account for Bondi-Hoyle accretion in these figures. As long as ram-pressure strip-
ping is not important (i.e. to the left of the line Rtrunc = 100 AU) the contours of
constant radii are lines of constant ISMvISM because our theoretical model scales
with  / ISMvISM; see Eq. 3.15. We have shown in Sect. 3.2.4 that in the long
term the disc radius scales with  2/5 and the disc mass and, thus, M scale with
r20
1/5, where r0 is a typical initial radius inside the disc. Fig. 3.8a confirms that
the radius decreases with increasing density and velocity. At low densities and veloc-
ities, where ram pressure does not truncate the disc and thus r0 is constant, M
increases with increasing density and velocity. However, when ram pressure does
truncate the disc, then r20 / R2trunc / ISM 4/7vISM 8/7 for an initial surface den-
sity profile that follows a power law with n = 1:5 (Eq. 3.2). Hence in this regime
M / ISM 13/35vISM 33/35, i.e. the amount of accreted ISM decreases with both
increasing density and velocity. The decrease depends more strongly on the velocity
than on the density, as can also be seen in Fig. 3.8b. For vISM . 2:7 km/s Bondi-
Hoyle accretion dominates the accretion process, so at these velocities our model does
not provide a good estimate for the amount of ISM that can potentially be accreted.
Here we only want to single out the eﬀects of face-on accretion.
Fig. 3.8a illustrates that protoplanetary disc radii can be significantly reduced if
they reside in a dense gaseous environment for a long time. Assuming the disc has
a similar initial mass but a larger radius, i.e. a lower surface density, would make the
process more severe. In the hypothetical case where accretion continues for 10 Myr,
the final disc radii are reduced by an additional factor of about 0.4 compared to the
contours shown in Fig. 3.8a, and M increases only by about 60% with respect to
Fig. 3.8b. Considering the duration and typical gas density of the embedded phase,
this implies that it is unlikely that the amount of swept-up ISM exceeds the initial
mass of the protoplanetary disc, even if discs accrete from the ISM for several Myr.
In Chapter 5, we apply our model in a more physically representative environment to
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Figure 3.8: Predictions of our theoretical model as a function of the density-velocity parameter
space for (a): the radius of the disc and (b): the amount of accreted ISM after continuous
accretion for 1 Myr. Bondi-Hoyle accretion is not taken into account.
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quantify the eﬀects it could have in star-forming regions.
3.5 Discussion
We discuss the uncertainties in the simulations and how they can aﬀect the validity
and predictions of our theoretical model. Then we consider the eﬀect of the simpli-
fying assumptions made and we end this section with an outlook on the implications
of our model.
3.5.1 Interstellar medium resolution
As the SPHparticles in all simulations have approximately the samemass (see Sect. 3.3),
the simulations at the lowest ISM density have the lowest resolution with the ISM
flow consisting of roughly 500 SPH particles in the computational domain. As dis-
cussed in Sect. 3.3, this resolution still corresponds to several thousands of particles
that interact with the disc on the timescale of the simulation. However, at this low
SPH particle number the density is not very well sampled and it is not distributed
homogeneously over the computational domain. When the surface area of the disc is
small, the number of ISM particles interacting with the disc are even smaller and the
results are subject to increased noise. In simulations V20N4 and V30N4, the cross
section of the disc is smallest and therefore these simulations are most sensitive to low
resolution. Indeed, Figs. 3.5b and 3.5c show that the ratio between the simulated and
theoretical accretion rate and accreted mass decreases with increasing velocity, if the
Bondi-Hoyle regime at vISM = 1 km/s is not taken into account, suggesting that this
result may indeed depend on the size of the disc, which is smaller for higher velocities.
The clumpiness and noise in the simulations with the lowest density suggest that the
resolution of SPH particles may be too low to properly model the process of face-on
accretion. When the number of SPH particles and, correspondingly the density, is
increased by a factor of 10, i.e. in simulations V20N5 and V30N5, the accretion rate
does agree with our theoretical model. In these cases the disc surface area decreases by
a factor of about 4, so the number of incident SPH particles onto the disc is a factor
of 2.5 higher than at the lowest density. Furthermore, in simulation V3N5, the mass
flux and SPH particle flux is the same as in simulation V30N4, but in the former sim-
ulation the density is better sampled across the computational domain. Although the
disc radii are similar, the agreement with our analytical model is better for V3N5 in
the sense that we do not underestimate the accretion rate in this case. We cannot rule
out that this is caused by gravitational focussing at the lower velocity, but since the
disc radius is only slightly smaller than the Bondi-Hoyle radius, this is only a small
eﬀect. Therefore, the underestimate of the accretion at the highest velocity and lowest
density is likely to be at least partly a numerical eﬀect. Unfortunately, verification of
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this would require more expensive high resolution simulations in which the neces-
sary time steps in our code would become very small and imply a prohibitively long
runtime.
3.5.2 Stripping of the disc
Table 3.2 and Fig. 3.6 show that, in particular at the lowest density, material is con-
tinuously stripped from the disc by the ISM flow. We found the same eﬀect in Chap-
ter 2, where we studied one case, vISM = 20 km/s and ISM = 1:9  10 17 g/cm3,
extensively with two diﬀerent SPH codes and at diﬀerent resolutions. The stripped
disc material also carried angular momentum away from the disc. We pointed out
that there is a decreasing trend with increasing resolution in our simulations, suggest-
ing that this mass and angular momentum loss is caused by a numerical artefact (see
Sect. 2.5.1). The simulation with the same parameters in this work, V20N6, confirms
this decreasing trend with resolution. The resolution we used in this work is eight
times higher than the highest resolution of the simulations in Chapter 2 using the
same SPH code. For model V20N6, we calculated the mass and angular momentum
loss rates, _Mstrip and _Jstrip, due to continuous stripping of disc material over the same
time interval as in Chapter 2, i.e. between 1500 and 2500 year. Both rates have de-
creased by almost a factor of 2 with respect to the values in Table 2.4. In other work,
i.e. Moeckel &Throop (2009), it was found that the mass lost from the disc could be
completely accounted for by accretion onto the star, as discussed in Chapter 2.
The stripping that is not predicted by our theoretical model is worst at the lowest
density, i.e. the lowest resolution of the ISM. It is likely that at this resolution a single
SPH particle has a higher (numerical) impact on the disc than it would have if the
density was sampled by a higher number of SPH particles. In nature, the density is not
perfectly homogeneous either but for a fair comparison with our theoretical model it
should be homogeneous in our simulations. Even though some stripping of mass and
angular momentum from the disc occurs in our simulations, the evolution of the disc
radius and accretion onto the disc is consistent with our theoretical model. We there-
fore argue that our model describes the process of face-on accretion adequately and
can be used as a conservative estimate for the disc radius and the amount of accreted
ISM onto the protoplanetary disc within the appropriate timescale (Eq. 3.11).
3.5.3 Eﬀects of ISM turbulence
We have assumed that the ISM flow has no angular momentum, but in principle the
ISM could also carry angular momentum in turbulent substructures. In order to eﬀec-
tively add this angular momentum to the disc, these substructures must be comparable
or larger in size than the radius of the disc. There is no reason to assume that such
turbulence in the ISM would have a preferred orientation. If the disc encounters a re-
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gion of the ISM in which the angular momentum would add to that of the disc, then
it is equally likely to encounter a region with an adverse configuration that decreases
its angular momentum at a later time. For individual discs, we expect a random-walk
process in which some discs gain net angular momentum and some discs lose an-
gular momentum. The magnitude of this eﬀect scales as
p
MISM. However, when
studying the eﬀect on a large sample of discs the average is zero. Therefore, although
this assumption does not apply to individual discs, our model is still applicable for a
population study of accretion discs.
3.5.4 Viscous evolution of the disc
The applicability of our analytical model for face-on accretion is limited by our neglect
of viscous eﬀects. In Sect. 3.2.3 we estimated a timescale on which viscous eﬀects be-
come important throughout the whole disc. This timescale is between 4  104 and
2  105 yr for the velocities and densities adopted in our simulations. On longer
timescales, viscous eﬀects can no longer be ignored. To assess these eﬀects in a qual-
itative manner, we can make use of Eqs. 3.9 and 3.10. As we saw in Sect. 3.2.4, ISM
accretion tends to flatten the surface density profile over time, which becomes inde-
pendent of the radius at very large  . Denoting by p the local slope of the surface
density profile, p =  @ log(r; t)/@ log r, this means p < n for  & 1 and p ! 0
for   1. Taking n = 32 (as appropriate for an isothermal disc), we see that the
viscous terms tend to shrink the disc further (dr/dt < 0 in Eq. 3.9) and increase the
surface density; the second term in Eq. 3.10 is positive for p < 32 . This viscous term
can be written as 
@
@t


 (2  p)(32   p)
0(r0)
(r0)

r
r0
 1/2
; (3.24)
making use of Eq. 3.7. Thus  increases faster at smaller radii than at larger radii, i.e.
the slope p of the surface density profile tends to increase again.The viscous term thus
attempts to restore the r 3/2 profile, while continued accretion tends to flatten it. In
conclusion, the main eﬀect of viscosity is to speed up the overall contraction of the
disc caused by ISM accretion.
However, the eﬀect on the outer disc radius is more subtle. When subject to ISM
accretion, the enhanced overall contraction of the disc that results from viscosity must
be accompanied by some outward spreading of the edge of the disc to ensure angular
momentum conservation.This tends to increase the outer disc radius in comparison to
the inviscid case described by our analytical model. On the other hand, in the regime
of high velocities and densities, outward spreading of the disc also makes it more
vulnerable to continued ram-pressure stripping. To some extent, these counteracting
eﬀects balance each other, such that viscous processes probably do not strongly aﬀect
the face-on accretion rate. Our simulations show that despite the presence of viscous
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spreading at the inner and outer edge of the disc, our analytical model can still be
used as a conservative estimate for the disc radius and accretion rate within the viscous
timescale, although perhaps not on longer timescales.
When the disc moves from a region of high to low density, viscous spreading is
expected to increase the size of the disc and, hence, change the accretion rate. This
can be incorporated in the theoretical framework, which we provide but is beyond the
scope of this work.
3.5.5 Inclination
We have assumed that the disc is aligned perpendicularly to the flow, which is the
most favourable orientation for face-on accretion and provides a straightforward way
to test our theoretical model. In reality wemay expect initially random orientations, so
that for a typical disc the mass flux is lower and the quantitative eﬀects may be smaller
than we describe in this Chapter. In our analytical model (Eq. 3.3 and Eq. 3.4) the
inclination i between the disc axis and the flow direction can be simply accounted
for by taking the velocity component perpendicular to the disc plane, i.e. by replacing
vISM by vISM cos i. However, the inclination angle angle itself may also change as a
result of the flow and accretion process. In Chapter 4 we investigate the consequences
of a non-zero inclination between the disc and flow.
3.5.6 Consequences for planet formation
Our model indicates that in star-forming regions with a high gas density, the pro-
toplanetary discs are expected to be more compact and have a higher surface density
when compared to star-forming regions that are less dense. The current consensus
is that hot Jupiters, i.e. Jupiter-mass planets with orbital periods . 10 days, cannot
have formed in situ but must have formed at larger radii where more disc material is
present and temperatures are lower (e.g. Lin et al. 1996, although Batygin & Brown
2016 discuss an in-situ formation scenario). On the other hand, warm Jupiters, similar
planets with orbits of 10-200 days, are thought to fall in two categories likely reflect-
ing migration and in-situ formation (Huang et al. 2016). As the process of face-on
accretion causes disc material to migrate inwards, it may aid in getting the material in
place to form these planets in situ or aid in their inward migration. To what extent this
process plays a role in the formation and/or migration of hot and warm Jupiters has to
be tested by incorporating our findings into detailed planet formation and migration
models, which also take into account the appropriate viscous timescales at these radii.
In general, ourmodel suggests thatmore compact planetary systemsmay be formed
in dense, (formerly) gaseous environments compared to tenuous conditions or envi-
ronments. A population study of the occurrence of hot and warm Jupiters (possibly
with the help of Gaia; Dzigan & Zucker 2014) in diﬀerent environments might pro-
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vide more insight on whether the compactness of a planetary system depends on its
birth environment.
3.6 Conclusions
We have presented a theoretical framework to estimate the radii of and accretion
onto protoplanetary discs as a consequence of their face-on movement through an
ambient medium. We neglected viscous eﬀects in the disc in this work, but they can
be incorporated into our model. We also found a prescription for the radius to which
the disc is truncated as an eﬀect of ram pressure stripping that is more restrictive than
that currently used in the literature. We tested our model by performing smoothed
particle hydrodynamics simulations for a range of velocities (1, 3, 5, 10, 20 and 30
km/s) and densities (1:9  10 19, 1:9  10 18 and 1:9  10 17 g/cm3). We find a
good agreement between the simulated and theoretically predicted evolution of the
disc radii and ISM accretion after the simulations reached a steady state. In general,
our model tends to slightly underestimate the disc radii and hence the accretion rate
onto the protoplanetary discs compared to the simulations. We find that the eﬀective
cross section of the disc is smaller than the actual surface area because part of the
ISM is deflected around the outer edge of the disc. This confirms the findings of
previous work, for example Ouellette et al. (2007) and Chapter 2. As our theoretical
model tends to underestimate the radius of the disc compared to the simulations, the
predicted radius provides a better estimate for the eﬀective cross section of the disc
and hence for the accretion rate. Our theoretical framework can therefore be used as
a conservative estimate for these quantities. The diﬀerences that we find between our
model and the simulations arise in part from the simplicity of our theoretical model,
but they can also be partly ascribed to numerical eﬀects in the simulations.
In our simulations, the disc loses mass due to continuous stripping by the ISM
flow. This mass loss is not taken into account in our theoretical model and we cannot
determine if, and to what extent, this stripping is numerical or physical. We found in
Chapter 2 that the stripping rate decreases with increasing resolution and this trend
is confirmed in this work. Other works, for example Moeckel & Throop (2009), do
not find any significant stripping of the disc. The stripping does not appear to have a
significant influence on the evolution of the disc radii and ISM accretion as described
by our model and as seen in the simulations.
Our theoretical model also correctly captures the main features of the evolution
of the surface density profile in the simulations, but there are quantitative diﬀerences.
These are partly caused by the surface density profile in our model having a sharp cut-
oﬀ at the inner and outer edge of the disc, while this is not the case in the simulations
and in reality. In addition, the (numerical) viscous processes in the disc also play a role
in the redistribution of material in the disc, which we have not taken into account
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in the comparison with our theoretical model. Nonetheless, our model describes the
evolution of the radius and accretion rate well on a timescale of 104 yr, which is the
duration of the simulations.
Our model predicts that the radii of protoplanetary discs can be severely reduced
in a dense gaseous environment. The impact of ram pressure stripping is most severe
for velocities> 10 km/s and densities& 10 18 g/cm3, which may be expected in mas-
sive star-forming regions and around winds from supergiants and interacting binaries;
even higher relative velocities can be expected in interactions with supernova ejecta
or winds from massive stars. The continuous accretion of ISM at lower velocities and
densities can also substantially decrease the radii of protoplanetary discs. For a typical
velocity of 3 km/s and density of 210 19 g/cm3 in the core of a star-forming region
(see Sects. 3.3.1 and 3.3.2) the radius is halved, from 100 to 50 AU, and the disc has
accreted 25% of its initial mass after 1 Myr. Both processes are relatively insensitive
to the timescale  as the radius scales as  2/5 and the amount of accreted material
as 1/5. Owing to this accretion process, the discs become more compact, as material
migrates to smaller radii, potentially making it more likely to form (massive) plan-
ets close to the star. Hence our model suggests that planetary systems can be more
compact in (formerly) dense star-forming regions than in more tenuous regions and
that the occurrence of hot Jupiters may depend on the birth environment of their host
stars.
Future studies should provide more insight into the conditions at which diﬀer-
ent disc truncation processes are relevant. For example, it may be expected that at
high stellar densities the eﬀect of close encounters outweighs the high relative ve-
locity, which is necessary for ram pressure stripping and contraction to be eﬀective.
Likewise, photoevaporation may only become important at later stages of embedded
star-forming regions, when the ambient gas density is low and protoplanetary discs
still have radii that are suﬃciently large to be aﬀected by photoevaporation. In Chap-
ter 5 we compare the influence of face-on accretion and ram pressure stripping with
respect to close encounters.
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3.A Equations for disc evolution
3.A.1 Derivation
We derive the equations governing accretion disc evolution, following Chapter 5.2
of Frank et al. (2002, hereafter FKR02). We modify the equations to allow for ac-
cretion of gas from the ISM, with density ISM and velocity vISM, perpendicular to
the plane of the disc. The surface density of the disc at time t and radius r is (r; t).
Conservation of mass gives
r
@
@t
= ISMvISM r   @
@r
(rvr) (3.25)
(compare to Eq. 5.3 of FKR02). Here vr  dr/dt is the radial velocity of matter
within the disc, i.e. the Lagrangian derivative of the radius. The partial derivatives are
taken at constant r and t. Because the ISM gas carries no angular momentum, the
angular-momentum conservation equation remains as given by Eq. 5.4 of FKR02,
r
@
@t
( j) +
@
@r
(rvr j) =
1
2
@G
@r
; (3.26)
where j(r) = r2
(r) is the specific angular momentum of the disc material at ra-
dius r and 
(r) is the angular velocity. The function G(r; t) describes the viscous
torques operating within the disc. Combining both equations above, together with
the assumption that @j(r)/@t = 0, gives
j ISMvISM r + rvr
@j
@r
=
1
2
@G
@r
; (3.27)
which is the equivalent of Eq. 5.6 of FKR02. This can be rewritten as an explicit
expression for rvr and substituted into Eq. 3.25 to give
@
@t
= ISMvISM (3.28)
 1
r
@
@r
"
1
2 @j/@r
@G
@r
  ISMvISM r j
@j/@r
#
;
For a Keplerian disc, where the massM of the central object is much higher than the
disc massMdisc, we have j(r) =
p
GMr and @j/@r =
p
GMr/2r. In this case the
second term in the square brackets yields a contribution 4ISMvISM, and we obtain
@
@t
= 5ISMvISM   1
r
@
@r
"
r1/2

p
GM
@G
@r
#
: (3.29)
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Using the relation for G(r; t) given by Eq. 5.5 of FKR02, i.e.
G(r; t) = 2r  r2
@

@r
; (3.30)
we obtain a diﬀerential equation involving the viscosity ,
@
@t
= 5ISMvISM +
3
r
@
@r
"
r1/2
@
@r
(r1/2)
#
: (3.31)
Finally we get an expression for the radial drift velocity vr from Eq. 3.27,
vr =  2ISMvISM r

  3
r1/2
@
@r
(r1/2): (3.32)
Equations 3.31 and 3.32 are equivalent to Eqs. 5.8 and 5.9 in FKR02, with the addi-
tion of an ISM accretion term involving ISMvISM in each equation.
3.A.2 Viscous eﬀects
Although viscous eﬀects can be neglected at least in the outer parts of the disc and
at early times, this is no longer justified over very long timescales. To assess the im-
portance of disc viscosity as a function of time, we compare the viscous and accretion
timescales near the outer edge of the disc, where the eﬀect of ISM accretion dom-
inates over viscous eﬀects for the longest time (Sect. 3.2.3). Let us assume that the
disc manages to remain isothermal at constant temperature (i.e. the disc is always
able to radiate eﬃciently), so that c2s is a constant, and for simplicity we assume that
ISMvISM is constant. Applying Eqs. 3.7 and 3.8 from Sect. 3.2.3 for r = Rout and
taking r0 = Rout;0 we obtain
(Rout) =
p
GMr0
3c2s
y
1/2
out  (r0)   1/5 for   1; (3.33)
 _m(Rout) =
0(r0)
5ISMvISM
(y nout + )   _m(r0)   for   1; (3.34)
Where  is defined by Eq. 3.15. For a constant mass flux,  = t/ _m(r0). We suppose
(r0) >  _m(r0), i.e. the outermost parts of the disc are initially accretion dominated.
This remains the case as long as
 .

(r0)
 _m(r0)
5/6
; or t . (r0)5/6 _m(r0)1/6: (3.35)
On longer timescales, viscous eﬀects are important over the entire disc.
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3.A.3 Gravitational instability
Gaseous discs that are diﬀerentially rotating can become gravitationally unstable if
the Toomre parameter Q (Toomre 1964) is less than unity at the outer edge of the
disc,
Q =
cs

G
: (3.36)
As the surface density profile of the disc increases because of accretion and contrac-
tion, the disc in our model could in theory become unstable against gravitational in-
stabilities. We can solve Eq. 3.36, assuming Q = 1, to derive an expression for the
critical surface density profile. We can then equate this expression to Eq. 3.14 to de-
termine on what timescale gravitational instabilities become important.This timescale
is proportional to, among other parameters that do not vary between our simulations,
(ISMvISM)
 1, and is therefore the shortest for the highest mass flux. For our simula-
tions, that is when vISM = 30 km/s and ISM = 1:910 17g/cm3, which corresponds
to a timescale of 2104 yr at 20 AU, i.e. roughly the disc radius at that time.This is of
the same order as ; dom of 4104 yr in that case (see Sect. 3.2.3). However, typically
this timescale is higher than ; dom, for example for the case shown in Fig. 3.1 it is
2  106 yr at 90 AU compared to ; dom of 1:7  105 yr. We conclude that the disc
does not become gravitational unstable within the timescale that our model can be
used to describe the evolution of the disc.
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4| Change in orientation andshape
Misalignments between the orbital planes of planets and the equatorial planes of their host
stars have been observed in our solar system, in transiting exoplanets, and for the orbital planes
of debris discs. We present a mechanism that causes such a spin-orbit misalignment for a pro-
toplanetary disc due to its movement through an ambient medium. Our physical explanation
of the mechanism is based on the theoretical solutions to the Stark problem. We test this
idea by performing self-consistent hydrodynamical simulations and simplified gravitational
N-body simulations. The N-body model reduces the mechanism to the relevant physical
processes. The hydrodynamical simulations show the mechanism in its full extent, includ-
ing gas-dynamical and viscous processes in the disc which are not included in the theoretical
framework. We find that a protoplanetary disc embedded in a flow changes its orientation
as its angular momentum vector tends to align parallel to the relative velocity vector. Due to
the force exerted by the flow, orbits in the disc become eccentric, which produces a net torque
and consequentially changes the orbital inclination.The tilting of the disc causes it to contract.
Apart from becoming lopsided, the gaseous disc also forms a spiral arm even if the inclination
does not change substantially.The process is most eﬀective at high velocities and observational
signatures are therefore mostly expected in massive star-forming regions and around winds or
supernova ejecta. OurN-body model indicates that the interaction with supernova ejecta is a
viable explanation for the observed spin-orbit misalignment in our solar system.
Thomas Wijnen, Inti Pelupessy, Onno Pols and Simon Portegies Zwart
Astronomy & Astrophysics, Volume 604, A88, August 2017
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4.1 Introduction
Intuitively, one might expect that the spin axis of a star should be aligned with the
orbital axis of its protoplanetary disc and the planets that form there. However, the
solar system is known to exhibit a misalignment of roughly 7 between the equatorial
plane of the sun and the orbital planes of its planets (Beck & Giles 2005). Such spin-
orbit misalignments have also been observed for transiting exoplanets (Hébrard et al.
2008; Johnson et al. 2009; Gillon 2009; Narita et al. 2009; Pont et al. 2009; Winn
et al. 2009) and for debris discs (Watson et al. 2011; Greaves et al. 2014). For debris
discs, i.e. protoplanetary discs cleared of the majority of their gas, the observed mis-
alignment is not greater than 30. Several scenarios have been put forward to explain
these misalignments, ranging from interaction with stellar and/or planetary compan-
ions (see e.g. Fabrycky & Tremaine 2007; Nagasawa et al. 2008; Matsakos & Königl
2016; Hamers et al. 2017) to magnetic interactions between the star and its disc (Lai
et al. 2011) and to primordial misalignment (Bate et al. 2010; Fielding et al. 2015).
In addition, transition discs, i.e. protoplanetary discs with inner clearings, are
known to show asymmetries (e.g. Oppenheimer et al. 2008; Isella et al. 2012; van der
Marel et al. 2013) and spiral structures (e.g. Piétu et al. 2005; Corder et al. 2005;
Muto et al. 2012; Christiaens et al. 2014; van der Marel et al. 2016). These features
are generally explained by the presence of a planet that can cause the Rossby wave in-
stability (Lovelace et al. 1999; de Val-Borro et al. 2007) or trigger density waves (Kley
& Nelson 2012). Although the origins of these observed structures in transition discs
and the spin-orbit misalignment in debris discs and planetary systems are generally
investigated separately, we will show in this work that they could be related. As a star
surrounded by a protoplanetary disc moves through an ambient medium, the experi-
enced drag and interaction with the interstellar medium (ISM) can aﬀect the orienta-
tion and evolution of the protoplanetary disc. In Chapters 2 and 3, we found that the
accretion of gas from the ISM with no azimuthal angular momentum causes the disc
to contract because the specific angular momentum of the disc decreases. Interactions
of debris discs with their environments have also been observed. For example, Maness
et al. (2009) and Debes et al. (2009) respectively find that the morphology and asym-
metry observed in the dusty debris disc HD 61005 and the asymmetries and warping
in the debris disc HD 32297 can be explained via interaction with the ambient in-
terstellar medium. Our solar system is believed to have experienced interactions with
either the wind of an evolved asymptotic giant branch star (e.g. Busso et al. 1999) or,
more likely, supernova ejecta (e.g. Clayton 1977). The observed misalignment in our
solar system may be related to these interactions.
The interaction of dust grains in a debris disc with the ISM has been investigated
in terms of the Stark problem (also known as the accelerated Kepler problem, see
e.g. Belyaev & Rafikov 2010; Lantoine & Russell 2011; Pástor 2012 and Sect. 4.2.1),
sandblasting of the disc by the ISM (Artymowicz &Clampin 1997) and withN-body
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integrations (Debes et al. 2009; Marzari & Thébault 2011). For example, Marzari &
Thébault (2011) find that asymmetries in debris discs can be attributed to interaction
with an ISM flux if the optical depth of the disc is low, i.e. the collisional lifetimes of
dust particles in the disc are long. Several authors (see e.g. Namouni 2005; Namouni
& Guzzo 2007; Pástor 2012) have derived secular time derivatives of Keplerian or-
bital elements of spherical dust particles subject to a small constant mono-directional
force caused by an ISM flow. Here we investigate star-disc alignment as a result of
interaction with an ambient medium by performing self-consistent hydrodynamical
simulations of an inclined gaseous disc subject to an incoming gas stream.
In this Chapter we show that, in addition to aﬀecting the outer regions and size of
a protoplanetary disc, an ISM flow may induce a tilt of the disc that is perpendicular
to the flow direction. This process occurs even if the geometry of the disc is initially
symmetric. It may not be immediately apparent why this happens since no net torque
should be present on a symmetric disc. We show that a tilt is expected from the ef-
fects of the ISM force on the orbits of the gas particles within the disc and can be
qualitatively described by the solutions to the Stark problem. We perform hydrody-
namic as well as gravitationalN-body simulations and compare their outcome with a
theoretical description of the process. In addition we derive the time scale on which
the disc changes its orientation as a function of the ISM density and relative velocity,
and investigate under which conditions this mechanism aﬀects the orientation of the
disc. We show that this process can be linked to the formation of asymmetries and
spiral structures in the disc. We discuss the relevant theoretical processes in Sect. 4.2.
The set-up of our simulations is presented in Sect. 4.3 and the results in Sect. 4.4. In
Sect. 4.5 we discuss our assumptions and relate the implications of the mechanism to
observations and the required physical conditions.
4.2 Theory
A qualitative theoretical description of the physical mechanism that changes the ori-
entation of the disc can be provided in the context of the Stark problem. The Stark
problem has the same physical basis as the Stark eﬀect where the shifting and split-
ting of spectral lines is caused by an external electric field (Stark 1914). We use the
theoretical solutions to this problem to explain the behaviour of the disc in the hy-
drodynamical simulations.
4.2.1 Stark problem
The Stark problem is a classical two-body problem in which a particle moves in a
potential, for example the gravitational potential of a star, and is subject to a constant
mono-directional force. In the context of our work this force is exerted by an ISMflow.
In Fig. 4.1 we have drawn a schematic overview of the behaviour of particles when
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Figure 4.1: Schematic overview of the mechanism that causes the net torque on the disc. The
figure is not to scale. The left side shows the orbit of a particle in the plane of the disc and
the right side shows the edge-on view of the disc. In this overview the ISM flows in from the
right. See Sect. 4.2.1 for an explanation of the mechanism that tilts the disc.
they are subject to a force exerted by the ISM flow. We can qualitatively understand
the process by considering a disc consisting of particles that initially move on circular
orbits. The particles represent a certain mass and volume and the normal of their
orbital plane is inclined by an angle i0 with respect to the force vector.The disc rotates
clockwise and we have indicated its angular momentum vector with  !L . The left half
of Fig. 4.1 shows the orbit of a particle in the plane of the disc, i.e viewed along the
orbital axis of the disc (in the direction of the angular momentum vector !L ).The right
half of the figure shows the edge-on view of the orbit. In this view, the left side of the
orbit is the near side and comes out of the plane of the paper. The ISM flow exerts a
force everywhere on the particles that can be split into a component parallel, !Fk, and a
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component perpendicular,  !F?, to the plane of the orbit. When the orbital velocity of
the particle has a component parallel to  !Fk, the velocity of the particle increases and
so will the eccentricity and apocentre of its orbit. Likewise, if the orbital velocity has a
component anti-parallel to !Fk the velocity of the particle is reduced, thereby increasing
the eccentricity and decreasing its pericentre distance. This is shown schematically in
the top left panel of Fig. 4.1 for the two points in the orbit where the eﬀect is strongest.
This process will result in an eccentric orbit, i.e. a lopsided disc where, in this example,
the particle spends a larger fraction of the orbital period on the left side of the star
than on the right side (see lower left of the figure). As a result, the force exerted on
a particle while it is on the left side of the orbit has a longer arm with respect to the
star and acts for a longer time than the force exerted during the transit of the right
side. This produces a net torque,  !N , on the time-averaged orbit of the particle which
is orthogonal to the direction of the force. This is depicted in the bottom right. Since !
N = d
 !
L /dt, the orbital plane is tilted in a direction perpendicular to the force vector.
In the absence of other forces the eccentricity will keep growing to a maximum value
when the orbital plane has reached perpendicular alignment to the force vector. The
torque is thus maintained and the orbit will continue to tilt in the same direction.
Now,  !Fk points in the opposite direction with respect to the orientation of the orbit
and the eccentricity will decrease. At the moment the eccentricity becomes zero, the
inclination attains a maximum. The configuration of the disc now mirrors the initial
situation and the process is reversed.The force increases the eccentricity again, but this
time the apocentre of the orbit will be on the right side of the star, i.e. the argument of
pericentre, !, has changed by 180. Therefore  !N points upwards and once more the
orbital plane will be tilted perpendicular to the force vector, thereby decreasing the
inclination. Both the eccentricity and inclination of the orbit will oscillate back and
forth between a minimum and maximum. We refer to this process as the tilt process.
In the case of the classical Stark problem,the semi-major axis a of the orbit re-
mains constant and the oscillation of the eccentricity and inclination can be described
analytically as a function of time. For the case where the initial orbit is circular and
the normal of the orbital plane is inclined by an angle i0 with respect to the force, the
eccentricity can be derived from (cf. Namouni 2005; Namouni & Guzzo 2007)
de
dt
=
3
2
r
a
GM
A(t)
p
sin i02   e2; (4.1)
where G is the gravitational constant,M the mass of the star,  is the sign of cos!,
andA(t) the acceleration, which we allow to vary in time (it is constant in the classical
Stark problem). Integrating Eq. 4.1 yields
e(t) =
sin32
r
a
GM
Z t
0
A(t0)dt0

sin i0
 : (4.2)
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The inclination i can be obtained via
cos i(t) = cos i0p
1  e(t)2 ; (4.3)
from the conservation of the angular momentum component along the direction of
the force.
In the solutions to the Stark problem given above, orbit averaging is applied. The
description therefore also applies when considering the rings of a disc that move on
Kepler orbits.
4.2.2 Tilt process for a gaseous disc
In the case of a gaseous disc embedded in an ISM flow, the force is exerted by the
ram pressure of the flow. In contrast to the classical Stark problem, !Fk is not constant
but depends on the relative velocity of the gas particles in the disc with respect to the
velocity of the flow. As a consequence, the acceleration on a gas particle in the disc
depends on its location in the disc and the component of its orbital velocity parallel
to the ISM velocity, vk. Qualitatively, however, the eﬀect of the force exerted by the
flow is the same as described above: the decrease in the force when vk is in the same
direction as vISM is compensated by an increase in the force when vk opposes vISM. For
the present purposes, we can assume that the disc consists of an incompressible gas.
A complete derivation would require solving the fluid equations for conservation of
angular momentum (Olbers et al. 2012), which is non-trivial for a disc that becomes
eccentric. The acceleration can then be written as
A(r; ; t) =
ISM
 
vISM   vk(r; )
2 cos i(t)
(r; ; t)
; (4.4)
where r and  are cylindrical coordinates, ISM and vISM are the density and velocity
of the ISM flow, (r; ; t) is the surface density profile of the disc, and the factor
cos i(t) arises from accounting for the inclined surface area.
Apart from the loss of axisymmetry due to the non-constant force, the description
in Sect. 4.2.1 is complicated by two additional eﬀects: (1) the accretion of ISM causes
the disc to contract so that the orbital semi-major axes of the particles are no longer
constant and (2) gas particles in the disc do not orbit independently from each other
because the gas interacts gravitationally, hydro-dynamically, and viscously. Consider-
ing the first eﬀect, we showed in Chapter 3 that in case of axisymmetry da/dt depends
on the change in the surface density profile of the disc and that there is no analytic
solution to describe a as a function of time. Furthermore, A(r; ; t) depends on the
eccentricity via cos i(t) and Eq. 4.3. Since, via the surface density profile, a(t) also
depends on the eccentricity, integrating Eq. 4.1 no longer results in Eq. 4.2 and the
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coupled diﬀerential equations for da/dt, de/dt, and d!/dt (see e.g. Namouni 2005)
would have to be solved simultaneously. Second, gas dynamical and viscous interac-
tions in the disc have not been taken into account. It may be suﬃcient to describe
de/dt in a gaseous disc by including a dissipation term in Eq. 4.1 to account for these
interactions. The dissipation will damp the amplitude of the oscillation in the eccen-
tricity and inclination. Unfortunately, little is known about this dissipation and hence
we cannot include a dissipation term in Eq. 4.1. Considering this and the above-
mentioned point that the assumption of axisymmetry is no longer valid, solving the
coupled diﬀerential equations would not yield a comprehensive physical description
of the tilt process in a gaseous disc.
In order to obtain a qualitative description of the process to which we can compare
our hydrodynamical simulations, we use several simplifying assumptions. By neglect-
ing dissipation and the component of the force that depends on the location in the
disc, assuming axisymmetry and treating cos i as constant in time, we can write
A(r; t) =
ISMvISM
2 cos i0
(r; t)
: (4.5)
Using the theoretical model for ISM accretion derived in Chapter 3 and assuming
that ISM and vISM are constant, we can write the surface density profile as
(r; t) = 0(r/r0)
 n + 5ISMvISM cos i0 t (4.6)
where we assume that the surface density profile at t = 0 can be written as0(r/r0) n
and we take the perpendicular component of vISM as discussed in Sect. 3.5.5. With
the simplifications above we can writeZ t
0
A(r; t0)dt0 =
1
5
vISM ln
 (r; t)(r; t = 0)
 ; (4.7)
and we use Eqs. 4.2 and 4.3 to qualitatively describe the behaviour of the disc. Al-
though physically this is not correct, we show in the results section that this still pro-
vides an insightful description of the physical process.
We estimate a time scale for the change in eccentricity, e, at t = 0 from Eq. 4.1,
assuming that e = (de/dt) 1 and that the disc is axisymmetric. Using Eq. 4.5 this
yields
e(r) =
2vorb(r)(r)
3ISMvISM2 cos i0 sin i0
; (4.8)
with vorb(r) =
p
GM/r. Since the changes in inclination and eccentricity are cou-
pled, the inclination varies on the same time scale. We can relate e to the time scale
of mass loading onto the disc, i.e. Eq. 3.8
 _m(r) =
(r)
5ISMvISM cos i0
; (4.9)
105
Change in orientation and shape
Parameter Value Description
Ndisc 128 000 Number of disc particles
 2.3 Mean molecular weight
M 0:4M
fdisc 0:01
Mdisc
M
Rdisc;inner 10AU
Rdisc;outer 100AU
(r) 0(
r
r0
) 1:5 Surface density profile
EoS Isothermal Equation of state
T 25K Temperature of gas particles
cs 0:3 km s 1 Sound speed
Rsink 1AU Sink particle radius
Nneighbours 64 2
grav 1AU Gravitational softening length
SPH 0.1 Artificial viscosity parameter
SPH 1 Artificial viscosity parameter
Lcylinder 400 AU Length of computational domain
Rcylinder 200 AU Radius of computational domain
tsim 10 000 yr Duration of the simulation
Table 4.1: Initial conditions for our simulations. Only the density and velocity vary between
simulations, which are listed in Table 4.2.
to derive for which vorb(r), i.e. at which r, the eccentricity changes faster than the disc
contracts. Equating Eqs. 4.8 and 4.9 gives vorb(r) < 3/10 vISM sin i0. For a given
momentum flux from the ISM, the tilting is thus more eﬀective at high incoming
velocity rather than at high ambient density. This is a consequence of the dependence
of the process on the ram pressure, ISMvISM2, so that increasing vISM has a stronger
eﬀect than increasing ISM.
The mechanism described above implies that the tilting of the disc happens with-
out any precession and that the component of the angular momentum parallel to the
velocity and force vector remains unaﬀected by this process. In the next section we
verify the qualitative theoretical predictions of this mechanism using numerical sim-
ulations.
4.3 Numerical set-up
We investigated the influence of an ISM flow on the disc by performing hydrodynam-
ical simulations of a self-gravitating gas disc embedded in an ISM flow.We compared
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these simulations to an N-body model in which we approximated the dynamics by
considering the orbits of test particles (representing the gas disc) subjected to the grav-
ity of the central star and the momentum and mass flux imparted by the ISM flow.
Thus, in the hydrodynamical simulations, the tilt process occurs self-consistently as a
result of interaction with the inflowing ISM, while in theN-body simulations the tilt
process is induced by applying an artificial pressure force on the particles.
4.3.1 Hydrodynamical simulations
Weperformed smoothed particle hydrodynamic (SPH) simulations for which we used
the same set-up as outlined in Chapter 3. Our computational domain spans a cylinder
with a length of 400 AU and a radius of 200 AU.The disc, consisting of 128 000 SPH
particles, is positioned in the middle of the cylinder. A schematic overview of the set-
up is shown in Fig. 2.1. In contrast to Chapters 2 and 3, we gave the disc an inclination
i of 45 with respect to the radial axis (see top right panel of Fig. 4.1). As described in
Chapter 2, we constructed the incoming gas stream by adding a slice of new particles
at the inflow boundary of the domain every time step. We used the SPH code Fi
(Pelupessy et al. 2004) within the AMUSE framework (Portegies Zwart et al. 2013;
Pelupessy et al. 2013)1. For a detailed description of the set-up we refer to Sects. 2.3
and 3.3. We used the same initial conditions and parameters as in Chapter 3, which
are repeated here in Table 4.1. Fi uses the Monaghan & Gingold (1983) prescription
for the viscosity factor ij , but takes the minimum of the density and the maximum
of the sound speed between two neighbours instead of the mean. Therefore, Fi is able
to resolve shocks even at a relatively low value of the artificial viscosity parameter
SPH. Our assumed value of SPH = 0:1 corresponds to a physical  of roughly
0.02 in the Shakura & Sunyaev (1973) prescription (following Artymowicz & Lubow
1994). To distinguish the disc from the flowwe used the clump finding algorithmHop
(Eisenstein &Hut 1998) in the parameterspace of v,  and vx (see Sect. 3.3). For the
SPH particles that are assigned to the disc by this algorithm and are gravitationally
bound to the star, we calculated the orbital eccentricity and inclination from their
orbital energy and angular momentum assuming they followKepler orbits.The orbital
parameters are used in the analysis in Sect. 4.4. We defined the overall eccentricity
and inclination of the disc or a ring within the disc at any moment in time as the
average of that parameter over the respective particles at that moment.
4.3.2 N-body model
We used the code Huayno (Pelupessy et al. 2012) within the AMUSE framework
to perform the N-body simulations. Here we represent the disc by test particles that
feel the gravity of the central star and have their velocity and massm changed by the
1http://www.amusecode.org
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captured mass and momentum from the ISM flow. We changed the mass of the N-
body particles to account for the accretion that occurs in the gaseous disc, as described
in Chapter 3. The particles accrete mass and momentum according to assigned cross
sections, assuming they are distributed in a flat disc. In the N-body simulations, the
disc consists of 5000 particles that are distributed according to the parameters listed in
Table 4.1. We assigned each particle a fixed cross section  depending on its radius,
using (r) = disc(r/Rdisc;inner) 1:5/
P
p(r/Rdisc;inner)
 1:5, where disc is the total
surface area of the disc and
P
p is the sum over all particles, such that the sum of the
individual cross sections equals the surface area of the disc. As in the SPH simulations,
we started the simulations with the disc inclined by an angle i = 45 with respect to
the incoming flow. To mimic an ISM flow in the N-body simulation, directed along
the x-axis, we increased the mass and velocity of each particle every time step using
m = ISM(vISM   vx) cos i0t;
vx =
ISM(vISM   vx)2 cos i0t
m+m
(4.10)
for the particles with vx < vISM. Multiplying by cos i0 instead of cos i(t) introduces
a minor error compared to the one introduced by the fixed cross sections in time.
Assigning new, physically consistent cross sections each time step is non-trivial as
the surface density profile of the disc changes during the simulation, and we therefore
decided to keep them constant.We experimented with cross sections that vary in time,
but they provided practically the same outcome of the simulations. We calculated the
eccentricity and inclination of the particles in the same way as we did for the SPH
simulations.
To provide a qualitative theoretical description of ourN-body models, we assume
that we can write the acceleration of a particle as
A(r; t) =
ISMvISM
2(r) cos i0
m(r; t)
; (4.11)
analogously to Eq. 4.5, but replacing (r; t) bym(r; t)/(r), where (r) is the cross
section of the particle and its mass is given bym(r; t) = m0 + ISMvISM(r) cos i0t.
As discussed in Sect. 4.2.2, this does not provide a physically correct description of
the evolution of the particles at any moment in time. However, we show that for the
first oscillation of the eccentricity and inclination in ourN-body models this approx-
imation is still adequate.
4.3.3 ISM densities and velocities
We chose six combinations of densities and velocities that overlap with those used
in Chapter 3. The lowest velocities that we used in Chapter 3, 1 and 3 km/s, are in
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Label v [km/s] n [cm 3]  [g/cm3] i []
V5N5i45 5 5 105 1:9 10 18 45
V5N6i45 5 5 106 1:9 10 17 45
V10N5i45 10 5 105 1:9 10 18 45
V10N6i45 10 5 106 1:9 10 17 45
V20N5i45 20 5 105 1:9 10 18 45
V20N6i45 20 5 106 1:9 10 17 45
Columns 1 to 5: The label we use to refer to the simulation, the velocity of the ISM,
the number density of the ISM, the mass density of the ISM, and the inclination of
the disc’s axis with respect to the ISM flow.
Table 4.2: Models used for our alignment study.
the regime where gravitational focusing, i.e. Bondi-Hoyle accretion, of ISM from
radii > Rdisc complicates the analysis. Furthermore, the change in eccentricity and
inclination of the disc is expected to be stronger at a higher momentum flux. As a
representative sample of velocities, we therefore used v = 5, 10 and 20 km/s. The
simulations with the lowest number density we used in Chapter 3, n = 5104 cm 3,
seemed to suﬀer from numerical issues (due to the low number of particles in the flow,
see Sect. 3.5.1). We therefore decided to use n = 5105 and 5106 cm 3. For these
number densities,> 103 cm 3, and our adopted temperature of 25K, the cooling time
scale is . 16 years (see Sect. 2.3.1). Assuming the same mean molecular weight of
2.3 as in Chapters 2 and 3, these number densities correspond to mass densities of
1:9  10 18 and 1:9  10 17 g/cm3. This results in six diﬀerent models, which are
listed in Table 4.2.
Our aim was to understand the physical process that changes the orientation of
the disc, as a function of the density and velocity of the ISM.We therefore started each
simulation with an inclination of 45 degrees, which we regard as a representative value
and which allowed us to disentangle the relevant physical mechanisms that govern the
response of the disc to the ISM flow.
4.4 Results
We start by discussing simulation V20N6i45 (see Table 4.2) by comparing the be-
haviour of diﬀerent rings in the disc in theN-body and SPH simulations in Sect. 4.4.1.
Then we discuss the evolution of the disc as a whole in all simulations in Sect. 4.4.2
and we end with the evolution of the angular momentum vector in Sect. 4.4.3.
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Figure 4.2: At the start of the simulation, we binned the disc in both the N-body and SPH
simulation V20N6i45 in ten concentric rings, based on the minimum and maximum radius of
the particles in the disc. The labels give the radius in the middle of each ring.The top panels
show the evolution of the eccentricity (left) and inclination (right) of four representative rings
in the N-body simulation as dashed lines. The bottom panels show the same quantities for
the SPH simulation. The dotted lines represent the theoretically expected eccentricity and
inclination for each ring, using Eq. 4.11 for theN-body and Eq. 4.5 for the SPH simulations
with the average parameters of each ring. Once a ring is fully stripped, we no longer plot
the theoretical values. The vertical dashed lines in the bottom panels give the time scale for
eccentricity changes in the ring in the corresponding colour according to Eq. 4.8.
4.4.1 Evolution of concentric rings in the disc
We discuss simulation V20N6i45 in detail because it has the highest momentum flux
and therefore the change in inclination within the time frame of our simulations is
more prominent than in the other models. At t = 0, we binned the disc particles
in ten concentric rings. We followed the particles in each ring over the time span
of the simulation and averaged the eccentricities and inclinations of the particles in
that ring. In Fig. 4.2 we show the evolution of the eccentricity and inclination of
four representative rings within the disc, i.e. the inner and outer ring and two rings
that are equally spaced between them, for both the N-body and SPH simulation.
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In this simulation, disc material at radii & 50 AU is stripped from the disc by ram
pressure. Figure 4.2 shows that in the N-body simulation the rings at 95 and 67 AU
are indeed completely stripped after 110 and 390 years, respectively. However, in the
SPH simulation a small fraction of the disc material at large radii remains part of the
disc and migrates to smaller radii. Less than 1% of material that was originally in the
outer rings survives and remains in the disc.
N-body simulation
In the N-body simulation all rings behave independently, as expected. The larger the
distance of the ring to the central star, the faster it changes its eccentricity (cf. Eq. 4.1,
i.e. both a and A(r; t) increase with r). Initially, the eccentricity increases, which is
followed by a change in the inclination. This is consistent with the mechanism dis-
cussed in Sec. 4.2.1, i.e. the inclination changes as a result of the non-zero eccentricity.
Although the solutions to the Stark problem presented in Sect. 4.2.2 are simplified
and the particles within each ring do not have the same cross section, the initial evo-
lution of the rings is still well described by Eqs. 4.2 and 4.11. As expected, in the
long term these equations no longer provide an accurate description. We note that
the amplitude of the oscillation decreases. This is caused in part by the binning of the
particles, which averages out the extreme values. In addition, individual particles reach
a maximum eccentricity that is smaller than theoretically expected, i.e. emax = sin i0
(Eq. 4.2), on longer time scales. According to the solutions to the classical Stark prob-
lem, the minimum and maximum eccentricity do not depend on the semi-major axis
of the particle’s orbit and the angular momentum component of the particles along
the flow direction, which is Lx in our simulations, does not change. However, the
stripping of the outer rings also reduces Lx (see Sect. 4.4.3), which might explain the
lower maximum eccentricity obtained. This argument is supported by the fact that
in simulation V10N5i45, where practically no stripping occurs, particles continue to
reach the maximum eccentricity until the end of the simulation.
Apart from the discrepancies described above, the initial evolution of the incli-
nation is fairly well described by Eq. 4.3. At later times, the inclination also deviates
from the theoretically expected values. We conclude that the solutions to the Stark
problem of Sect. 4.2.2 provide insight into the relevant mechanisms for the tilt pro-
cess of a protoplanetary disc at early times, while on the long term the description is
no longer accurate due to the eﬀects of mass accretion.
SPH simulation
Upon inspection of the results of the SPH simulation, we see that initially the rings
follow a qualitatively similar behaviour to theN-body runs and the theory of Sect. 4.2.2.
The rings react independently to the ISM flow during the first 800 years. At later
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Figure 4.3: Edge-on (top row) and face-on (bottom row) snapshots from the V20N6i45 sim-
ulations. We note that the face-on view is in the plane of the disc. The column density, c, is
shown in logarithmic scale and is integrated along the full computational domain. The spatial
scale is indicated at the bottom left and the flow direction at the top left.
times, in contrast to the N-body simulation, the eccentricities and inclinations are
equalised and the disc behaves collectively. We see this in all the simulations, but the
time scale on which the disc starts behaving as a whole diﬀers for each simulation.The
higher the momentum flux in the simulation, the shorter the time scale on which the
rings start to evolve synchronously. Another notable diﬀerence between the N-body
and SPH simulations is that the amplitude of the oscillation is strongly damped in
the latter. This diﬀerence cannot be attributed to the averaging of the eccentricity of
particle orbits within a ring, but it is due to gas dynamical and viscous interactions,
which limit the eccentricities that the orbits of the particles attain. As a result of dis-
sipation within the disc, the eccentricity cannot increase to the maximum value given
by the classical Stark problem. Eq. 4.1 should contain a dissipation term if it were
to describe the evolution of the gaseous disc more accurately. The dissipation in the
disc eventually circularises the orbits. The maximum eccentricity obtained by a ring
depends on the time scale on which the eccentricity increases: at large radii the ec-
centricity increases faster and therefore has reached a higher value before dissipation
causes the eccentricity to decrease. This is visible in the bottom left panel of Fig. 4.2,
where the outer rings reach a higher eccentricity than the inner rings.
The initial change in inclination of the rings depends on their radii, in accordance
with the evolution of the eccentricity. The increasing average inclination of the two
outer rings, starting around 150 years, is an artefact caused by disc material that is
in the process of being stripped but is still associated with the disc by the algorithm
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that we use to distinguish the disc from the ISM flow. At around 500 years, when
this material is completely removed from the disc, the inclination of these rings de-
creases rapidly as the small fraction of gas they retain now determines their average
inclination. The initially independent behaviour of the outer rings is also visible in
snapshots from the simulation. In Fig. 4.3 we show snapshots of the column density
in the V20N6i45 simulation at four consecutive times: t = 0, 250, 500, and 1000
years. The top row shows the edge-on view where the ISM is flowing in from the
left and the bottom row shows the face-on view looking along (and in the direction
of ) the angular momentum vector of the disc (as in Fig. 4.1). When the flow hits
the disc, the outer edge of the disc is stripped by ram pressure. At t = 250 and 500
years, the outer edge experiences a larger change in its inclination than the rest of
the disc. At t = 1000 years the disc behaves as a whole, consistent with Fig. 4.2. In
the face-on view at t = 250 years the increasing column density at small radii shows
that the disc is contracting rapidly. This is caused by 1) the accretion of ISM with no
azimuthal angular momentum and 2) by the change in the inclination, as discussed
in Sect. 4.2.2. Furthermore, the face-on view at t = 1000 years shows that the disc is
clearly lopsided. The snapshots and orbital elements of the gaseous disc indicate that
the disc qualitatively behaves in the way illustrated in Fig. 4.1.
4.4.2 Disc evolution for diﬀerent flow conditions
In Figs. 4.4 and 4.5 we show the evolution of the eccentricity and inclination of the
disc for allN-body and SPH simulations.We have characterised the disc in each sim-
ulation by taking the average of the eccentricity and inclination of all the particles in
the disc at each moment in time.We show in Sect. 4.4.1 that for the SPH simulations
the mean eccentricity and inclination is a good indicator of the evolution of the entire
disc once all the rings evolve synchronously. The N-body simulations are shown for
comparison to the SPH simulations, although the mean eccentricity and inclination
do not provide a reliable measure of the long-term behaviour of the individual rings in
these simulations (see Sect. 4.4.1).The vertical line shows the time scale for eccentric-
ity changes (Eq. 4.8) for the characteristic radius of the disc, which we have chosen
to be half the truncation radius of each disc 2. The time scale for simulation V5N5i45
is 2:8 104 years, which is longer than the duration of the simulation. Figs. 4.4 and
4.5 show that the time scale of Eq. 4.8 provides a reasonable indication for the initial
change in the average eccentricity and inclination in the SPH simulations. The green
dashed curves are based on Eqs. 4.2 and 4.7 for the SPH simulations, again using half
2The truncation radius is defined as the largest radius in the disc that is not aﬀected by ram pressure
stripping. We use Eq. 3.2, taking the ISM velocity component perpendicular to the disc, to calculate
this radius and take the minimum of this radius and the initial disc radius.
The ISM impacts the disc after the start of the SPH simulations and we correct the time scale for this,
which corresponds to an increase of 3% at most.
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Figure 4.4:Mean eccentricity of the particles in the disc for the SPH simulation (black), in the
N-body simulation (purple), and as expected from the theory presented in Sect. 4.2.2 (green,
using Eqs. 4.2 and 4.7).The vertical dashed line indicates e as calculated fromEq. 4.8 for half
the truncation radius (see Sect. 4.4.2). The left column shows the simulations with a density
of 1:9  10 18 g/cm3 and the right column the simulations with a density of 1:9  10 17
g/cm3.
of the truncation radius. This is expected to describe the short-term behaviour of the
eccentricity and inclination of the disc in the SPH simulations.
In the SPH simulations, the gas dynamical and viscous processes in the disc slow
down the evolution of the eccentricity and inclination compared the purely gravita-
tional N-body simulations. The SPH simulations show an increasing trend in the
maximum eccentricity of the disc with increasing momentum flux. As discussed in
Sect. 4.4.1, the maximum eccentricity depends on the time scale on which the eccen-
tricity changes, which decreases with increasing momentum flux, and the dissipation
time scale within the disc. Assuming that the dissipation time scale is similar in all
simulations since the initial disc is the same, it is to be expected that at a higher
momentum flux the disc obtains a higher eccentricity before dissipation within the
disc imposes the circularisation of the orbits. The maximum eccentricity is reached
around the point where the disc starts behaving collectively. After the eccentricity has
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Figure 4.5: Similar to Fig. 4.4, but for the average inclination of the particles in the disc,
using the same colour-coding and plotting the same time scales. The theoretically expected
inclination is derived from the eccentricity in Fig. 4.4 using Eq. 4.3.
reached its maximum value, the inclination follows a diﬀerent trend than theoretically
predicted and decreases more slowly. In SPH simulation V10N6i45 the mean eccen-
tricity is 0.05 at the end of the simulation, when the inclination of the disc is still 24 
(see Fig. 4.5). As long as the eccentricity remains non-zero there will be a net torque
on the disc, as is evident from the declining trend of the inclination in Fig. 4.5. On
long time scales, i.e. when e >  _m, the eﬀects of mass loading and contraction have
increased the surface density profile and the resulting acceleration is small, making
it increasingly hard for the ISM flow to increase the eccentricity again. The dissipa-
tion within the disc and the acceleration exerted by the ISM flow probably obtain an
equilibrium in which the eccentricity of the disc asymptotically approaches zero. In
simulation V20N6i45, the disc has almost reached perpendicular alignment and the
eccentricity is 0.05. Therefore, the net torque on the disc is small. As the net accel-
eration decreases, it is diﬃcult for the gaseous disc to reach completely perpendicular
alignment to the flow.
In Fig. 4.6 we present the final face-on snapshot of the discs in our SPH simu-
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Figure 4.6: Final snapshot of each SPH simulation at 10 000 years, shown in the plane of the
disc.The top row shows the column density of the simulations with a density of 1:9 10 18
g/cm3 and velocities of 5, 10, and 20 km/s from left to right. The bottom row shows the
simulations with the same velocities and the higher density of 1:9  10 17 g/cm3. We note
that the spatial and colour scales are diﬀerent for each row to provide a better contrast for the
spirals in the discs.
lations at 10 000 years. We show the column density in the plane of the disc, i.e. the
same viewpoint used in Fig. 4.3. As can also be seen in Fig. 4.4, the discs in the simu-
lations with the highest density (bottom row) are almost axially symmetric at the end
of the simulation. On the other hand, the discs in the simulations with the low den-
sity, in particular V20N5i45, are lopsided and show asymmetries. A one-armed spiral
structure is clearly visible in these low-density simulations. The spiral structure is also
present in simulations V5N6i45 and V10N6i45 but the density contrast is less sharp
at the end of the simulation. All the modelled discs in our simulations show a clear
one-armed spiral during their simulation.The time scale on which the spiral structure
forms is roughly the eccentricity growth time scale (Eq. 4.8), which is consistent with
the eccentricity being dissipated in the spiral arm structure.
4.4.3 Orientation of the angular momentum vectors
From the solutions to the Stark problem presented in Sect. 4.2.1, the total angular
momentum of the disc is expected to decrease as it tilts to an inclination of 0. The
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Figure 4.7: Left frame: Total angular momentum of the disc, Ltot, in dashed lines and the
component along the flow direction, Lx, in dotted lines as a function of time for both the
N-body (purple) and SPH (black) simulation V10N5i45. Right square frames: Evolution of
the two remaining angular momentum components as a function of Lx for the N-body and
SPH simulations using the same colour coding as in the left frame. All angular momentum
components are expressed in terms of the initial total angular momentum of the disc.
change in orientation of the disc therefore causes the disc to contract, in addition to
the contraction caused by the accretion of ISM. When no accretion or stripping of
disc material occurs, the component of the angular momentum parallel to the velocity
vector of the flow is expected to remain constant. Furthermore, there should be no
precession of the angular momentum vector.
To test these predictions, we show the evolution of the angular momentum vectors
of simulation V10N5i45 in Fig. 4.7. We express all angular momentum components
in terms of the initial value of the total angular momentum of the disc.The large frame
on the left shows the evolution of the total angular momentum of the disc, Ltot, and
the angular momentum component along the flow direction, Lx, as a function of
time for both the SPH and N-body simulation. The two smaller frames on the right
show the evolution of the other two angular momentum components, Ly and Lz , as
a function of Lx.
In theN-body simulation, where no particles become unbound, Lx remains con-
stant, while the total angular momentum decreases. When the disc is practically
aligned perpendicular to the flow, Lx = Ltot and both Ly = Lz = 0 and all compo-
nents remain constant during the rest of the simulation. The evolution of Ly and Lz
as a function of Lx show that no precession is occurring.
In the SPH simulation, the situation is complicated by the continuous loss of
angular momentum. Gas from the disc is accreted onto the star and disc material is
continuously stripped from the outer edge of the disc. Previous work suggests that
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this stripping is numerical rather than physical (see Sect. 3.5.2). Nonetheless, even
keeping this continuous loss of angular momentum inmind, Fig. 4.7 illustrates that in
the SPH simulation, the same process occurs.The angular momentum vector does not
precess and although Lx does not remain constant, its change is caused by continuous
stripping of disc material rather than by the tilt process.
4.5 Discussion
4.5.1 Model uncertainties
Although we use simplified solutions to the Stark problem, we have shown that es-
sentially the same physical mechanism changes the orientation of a gaseous disc that
is subjected to an ISM flow. Using a more detailed description for the semi-major
axis a(t) and acceleration A(t) would not provide a proper quantitative description
for the evolution of a gaseous disc because the dissipation of the eccentricity within
the disc is an unknown function of density, temperature, and viscosity.
The viscosity in our models is not constrained by first principles, but is set by a
numerical free parameter and therefore does not provide a physical understanding
of the dissipation. In reality, the dissipation in the disc may be slower than in our
simulations, in which case the obtained eccentricity will be higher.
TheN-bodymodels presented in this work do not include self-gravity between the
test particles. This is a deliberate choice. The simplified N-body model illustrates the
basic physical mechanism that changes the orientation of the disc. We also performed
N-body simulations taking the gravity between the individual particles into account,
but they do not provide additional insight into the process that occurs in the SPH
simulations, which is determined by the additional eﬀects of pressure and viscosity.
The tilt process requires that the obits in the disc are (close to) Keplerian. If this
it not the case, for example in massive discs, then the eccentric orbits are not closed
and they will precess. The resulting rotation of the argument of pericentre aﬀects the
direction of the torque. This may prevent the tilt process from occurring, for example,
in galactic discs.
4.5.2 Observed orientations of protoplanetary discs
Figure 4.8 shows the time scale on which a disc with the same parameters as in our
simulations is expected to change its inclination substantially as a function of the
ambient density and relative velocity. In addition to the density and velocity, this time
scale also depends on the surface density profile of the disc, its initial inclination with
respect to the velocity vector, and mass of the host star. Our simulations show that
this time scale is an upper limit because the disc generally reacts on a shorter time
scale (cf. Fig. 4.5). The time scale can diﬀer by orders of magnitude between very
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Figure 4.8: Time scale on which the inclination is expected to change and spiral arms are
expected to form for the disc parameters, and corresponding typical radii (see Sect. 4.4.2),
in our simulations as a function of their ambient density and relative velocity (Eq. 4.8). The
spacing of the isochrones depends on the influence of ram pressure stripping. The circled re-
gions provide an order of magnitude estimate for diﬀerent environments: winds from massive
stars and giants (Owocki 2013, Van der Helm et al., in prep.), supernova ejecta (SN, Ouel-
lette et al. 2007) and embedded open and young massive clusters (EC, Lada & Lada 2003;
Portegies Zwart et al. 2010).
rapid (. 104 years) and slow (106   107 years) compared to the typical lifetime of
a protoplanetary disc. Typical velocities (1-3 km/s) and average densities ( 10 19
g/cm3) observed in star-forming regions (see e.g. Lada&Lada 2003) are probably not
suﬃcient for a substantial change in inclination. Continuously moving in a straight
line through a homogeneous density of 10 19 g/cm3 with a velocity of 3 km/s will
eﬀectively change the inclination after 106 years. Although the densities and velocities
in the dense cores of such star-forming regions are suﬃcient, the stellar orbits change
the velocity vector on shorter time scales, i.e. less than the typical cluster crossing time.
Therefore, if a population of protoplanetary discs in a star-forming region is observed
to have a preferred orientation with respect to their velocity vector, this may indicate
that their velocities and the ambient density that the discs have moved through in
the past were high. This can provide constraints on the initial conditions of the star-
forming region, in particular in the outskirts of dense star-forming regions where the
119
Change in orientation and shape
frequency of close encounters that change the orientation of the velocity vector is low.
However, in the outskirts the ambient gas density is also lower and the change in
inclination may be small. In the core of the cluster, the imprint of the tilt process may
be washed out by the frequent orbital changes of the stars. Even if the frequent change
of the velocity vector in the core of an embedded cluster had a small net eﬀect on the
inclination of the disc, the cumulative eﬀect of the small inclination changes could
still lead to a substantial contraction of the disc.
The tilt process is expected to have little eﬀect in small and sparse star-forming
regions where the densities and velocities are low. Because a higher mass density im-
plies a higher velocity dispersion, a correlation is expected between the mass density
of star-forming regions and the orientation of the protoplanetary discs they host. This
is in contrast with other scenarios that explain the observed spin-orbit misalignment
as these generally do not prefer a certain orientation (e.g. dynamical encounters) or
do not depend on the environment (e.g. magnetic interactions between the star and
the disc). The relevance of the tilt process with respect to other scenarios can be tested
with observations and with simulations. Simulations of stellar orbits in star-forming
regions can provide insight into whether the expected distribution of disc orientations
is distinguishable from a random distribution.
The presence of winds from massive and giant stars and supernovae ejecta can
also aﬀect the orientation of nearby discs. The winds of giants have typical velocities
of the order of 10 km/s, while for massive stars and supernova ejecta this is two to three
orders ofmagnitude higher, which increases the relative velocity andmakes the process
more eﬀective (see Fig. 4.8). The temperature of these ejecta is much higher than
assumed in this work. As a result, the disc may not accrete the hot gaseous ejecta as
eﬃciently as it accretes the cold gas. Ouellette et al. (2007) performed 2D simulations
of the interaction of a protoplanetary disc with supernova ejecta and found that 99%
of the hot gaseous material is deflected around the disc (contrary to the cold dust
of which more than 90% is accreted, Ouellette et al. 2009, 2010). However, the tilt
process depends on the force exerted by the inflowingmaterial and not on the accreted
material. The net eﬀect on the tilt process may be similar but to verify this requires
additional simulations that are beyond our computational limitations (see Sect. 4.5.4).
Observations show that most hot Jupiters, i.e. Jupiter-mass planets with a period
. 10 days, are misaligned (see e.g. Triaud et al. 2010), but the spin-orbit misalign-
ment is not restricted to hot-Jupiter systems (Huber et al. 2013). The formation of
hot Jupiters is generally associated with dynamical interactions between planetary and
stellar companions.The observations that hot Jupiters around main sequence stars oc-
cur more frequently in open clusters than in the field (Brucalassi et al. 2016, 2017) is
therefore related to dynamical interactions within the cluster. The contraction of pro-
toplanetary discs caused by the tilt process and accretion of ISM would lead to more
compact and possibly misaligned planetary systems in dense environments compared
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to planetary systems in sparse regions and the field (Wijnen et al. 2017). A study of
the occurrence of spin-orbit misalignment as a function of stellar environment may
provide additional constraints on the relevance of the tilt process, in particular for stars
with multiple co-planar planets. Based on the time scale estimate in Fig. 4.8 and on
our simulations the tilt process will probably not cause very large obliquities, which
are more likely the result of dynamical interactions.
4.5.3 Asymmetries and spiral arms in protoplanetary discs
Our simulations show that asymmetries and spiral structures observed in protoplane-
tary discs, which are usually associated with planet formation, could be caused by the
movement of a protoplanetary disc through an ambient medium. In turn, these struc-
tures could cause or aid planet formation. The spiral structures and asymmetries form
even when the inclination of the protoplanetary disc does not change substantially, as
in simulation V5N5i45. The spiral arms in simulations V5N5i45 and V10N5i45 are
similar, in both shape and size, to the spiral-like structure observed by van der Marel
et al. (2016) in the HD135344B transition disc (see their Fig. 1).The time scale given
by Eq. 4.8 gives us an indication of the extent to which the tilt process can cause the
formation of spirals arms and asymmetries in the disc in nature. The tilt process can
only be plausibly considered to be a trigger for planet formation if it occurs on time
scales. 106 years, as planets are expected to start forming around protoplanetary disc
lifetimes of 106 years (e.g. Williams & Cieza 2011). As discussed in Sect. 4.5.2, for
typical velocities in star-forming regions the protoplanetary disc will have to move
through an ambient density of & 10 19 g/cm3 continuously for 106 years, which can
only occur in the cores of embedded clusters. Therefore, for spiral arms to form in this
process, the protoplanetary discs should pass through a high-density region and/or the
relative velocity should be high. This passage can be relatively brief with a duration
of . 104 years. This may happen in the vicinity of winds from massive stars and su-
pernova ejecta, although that introduces stochasticity making it unlikely as a general
process. A more generic situation would arise when the star and protoplanetary disc
leave their natal core.Whether this is a plausible scenario needs to be investigated with
future studies, for example, by integrating the orbits of stars and their protoplanetary
disc over their ambient density and relative velocity in simulations of star-forming
regions (e.g. Bonnell et al. 2003).
Our study also suggests that, similar to the orientation, the occurrence of lopsided
discs may scale with the gas density and velocity dispersion of star-forming regions.
Observational studies on the occurrence of lopsided protoplanetary discs can therefore
also shed light on the relevance of this process. Simultaneously, such observations
could provide constraints on the time scale of dissipation of the eccentricity in the
disc. However, these studies may be diﬃcult because our work suggests that in the
long term, t & e, the eccentricity of the disc may not be much larger than  0.1.
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4.5.4 The solar system
The observed misalignment of 7 between the equatorial plane of the Sun and the
orbital plane of its planets can, in principle, be explained by the tilt process pre-
sented here. The observation of short-lived radioisotope tracers in meteorites (see e.g.
Tachibana & Huss 2003) indicates that during its formation the solar system may
have experienced an interaction with supernova ejecta. Unfortunately, we cannot per-
form a fully consistent hydrodynamical simulation with our SPH model because the
relatively low density and high velocity of the supernova ejecta would cause severe
numerical artefacts with our current code. However, we can investigate whether this
interaction can also explain the observed misalignment by performing a simulation
with our simplified N-body model, assuming a 1 M star and otherwise the same
disc parameters as in our other N-body models. We use the time-dependent super-
nova density,  / ((t+ ttrav)/ttrav) 3, and velocity, v / ((t+ ttrav)/ttrav) 1, from
Ouellette et al. (2007) (see also Matzner &McKee 1999), which scale with the travel
time ttrav = d/v0 from the supernova to the disc where v0 is the initial velocity of the
ejecta, and assume that all momentum is transferred but only 1% of the injected mass
is accreted. For a supernova explosion with an energy of 1051 ergs and ejected mass
of 20M at a distance of 0.3 pc, our simulation gives an average eccentricity of 0.2
and a change in inclination of 9 when the ejecta have passed after 2000 years, which
is the duration of the simulation in Ouellette et al. (2007). Within the first 100 years
80% of the change in inclination is obtained, which approximately corresponds to the
scaling time scale ttrav. The reaction of the disc in the N-body simulations is gener-
ally faster than in the hydrodynamical simulations, but the estimated time scale for
supernova ejecta in Fig. 4.8 overlaps with the 2000 years given by the Ouellette et al.
2007 model. Furthermore, the radius of the disc is truncated to roughly 40 AU in the
N-body simulation, which resembles the inferred outer edge of the early solar nebula
of 30 AU (see e.g. Adams 2010).The eccentric orbits that result from interaction with
the supernova ejecta may be related to other phenomena observed in the solar system.
When planetesimals move on eccentric orbits, an inclination instability may set in
(see Madigan & McCourt (2016)), which can explain the observed strange orbits of
planetesimals in the outer solar system without needing to invoke ‘Planet 9’ (Batygin
& Brown 2016, although see Jílková et al. 2015 for an alternative scenario in which
these objects could have been captured during a fly-by). Further accurate modelling
of the interaction of the Sun’s protoplanetary disc with supernova ejecta can provide a
more conclusive insight into the possible relation between the enrichment of the solar
system and its spin-orbit misalignment. Such studies may also help to put constraints
on the nature and parameters of the ejecta that interacted with the solar system.
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4.6 Conclusions
In this work we explain why a protoplanetary disc – and by extension any circumstellar
disc – changes its orientation and shape when it moves through an ambient medium.
The driving mechanism behind the change in inclination is similar to the physical
process known as the Stark problem (i.e. eccentricity pumping with conservation of
the angular momentum component along the direction of the force) for which theo-
retical solutions exist. Here we use these solutions and compare them to a simplified
N-body model and to self-consistent hydrodynamical simulations. Even if the disc is
initially axisymmetric, the force exerted by the flow will make the disc lopsided and
cause a net torque on the disc. Consequently, the inclination of the disc changes and
the disc will align its angular momentum vector parallel to the relative velocity vector
between the disc and the ISM.This process occurs without precession of the disc.The
higher the velocity relative to the ISM, the more eﬀectively this process changes the
inclination.
In the restricted theoretical Stark problem, the angular momentum component
along the flow direction remains constant, but the net torque decreases the total an-
gular momentum. Therefore, in the process of changing its orientation, the disc also
contracts. This contraction is in addition to the contraction caused by the accretion of
ISMwith no azimuthal angular momentum with respect to the disc (seeWijnen et al.
2017). The continuous contraction and accretion of the ISM decreases the eﬃciency
of the tilt process. The higher the surface density profile of the disc, the more diﬃcult
it becomes to change its orientation as the force per unit mass decreases. Furthermore,
the net torque also decreases with decreasing disc size.
The increase in eccentricity of orbits in the disc is counteracted by gas dynamical
and viscous forces that circularise the orbits. From our simulations, we cannot draw
any conclusions about the nature and strength of this dissipation, not least because
the viscosity in our simulations is numerical. The physical viscosity is approximated
because its nature and magnitude are still subject to debate.
In addition to the disc becoming eccentric, a spiral arm forms in the disc main-
tained by the balance between the eccentricity dissipation and the force exerted by the
flow. Spiral arms are usually thought to be invoked by the presence of a planet, but
our study shows that this is not a necessary culprit. On the contrary, the emergence
of a spiral arm may initiate planet formation.The spiral arm forms even if the inclina-
tion of the disc does not change substantially. Protostars and their discs emerge from
embedded environments, but it is not clear whether the formation of spiral arms is a
generic process in such environments. For the tilting of the disc to occur within about
106 years, relative velocities& 5 km/s and/or ambient densities& 10 19 g/cm3 are re-
quired. Conditions with similar time scales can be found in youngmassive clusters and
also in regions that have been aﬀected by winds from massive stars or by supernova
ejecta. Simulations with our simplified N-body model indicate that the interaction
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of the solar system with supernova ejecta could be responsible for the observed 7
misalignment between the Sun’s equatorial plane and the plane of the planetary obits.
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Observations indicate that the dispersal of protoplanetary discs in star clusters occurs on time
scales of about 5 Myr. Several processes are thought to be responsible for this disc dispersal.
Here we compare two of these processes: dynamical encounters and interaction with the in-
terstellar medium, which includes face-on accretion and ram pressure stripping. We perform
simulations of embedded star clusters with parameterisations for both processes to determine
the environment in which either of these processes is dominant. We find that face-on accre-
tion, including ram pressure stripping, is the dominant disc truncation process if the fraction
of the total cluster mass in stars is . 30% regardless of the cluster mass and radius. Dy-
namical encounters require stellar densities & 104 pc 3 combined with a mass fraction in
stars of  90% to become the dominant process. Our results show that during the embed-
ded phase of the cluster, the truncation of the discs is dominated by face-on accretion and
dynamical encounters become dominant when the intra-cluster gas has been expelled. As a
result of face-on accretion the protoplanetary discs become compact and their surface density
increases. In contrast, dynamical encounters lead to discs that are less massive and remain
larger.
Thomas Wijnen, Onno Pols, Inti Pelupessy and Simon Portegies Zwart
Astronomy & Astrophysics, Volume 604, A91, August 2017
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5.1 Introduction
The clustered environments in which stars are generally born (Lada & Lada 2003)
can have a severe impact on the protoplanetary discs of their newborn members. The
occurrence frequency of protoplanetary discs in young star clusters is observed to de-
crease with an e-folding time scale of the order of 5 Myr (Cloutier et al. 2014). Both
internal and external processes influence the dispersal of protoplanetary discs in dense
star clusters. Internal processes, such as depletion by accretion onto the central star
(e.g. Hartmann et al. 1998) and subsequent photoevaporation by the central star (e.g.
Bally & Scoville 1982; Shu et al. 1993; Clarke et al. 2001; Alexander et al. 2006a,b)
are believed to dissipate the discs on time scales . 10 Myr (Dullemond et al. 2006;
Williams & Cieza 2011).
Furthermore, observations indicate that external photoevaporation by nearby O
stars can reduce the fraction of stars that have a disc by a factor of two (e.g. Balog et al.
2007; Guarcello et al. 2007, 2009; Fang et al. 2012, 2013), although these results can,
in part, be explained by sample incompleteness (Richert et al. 2015). Vicente & Alves
(2005) find no obvious correlation between disc sizes and their proximity to OB stars
in the Trapezium cluster.Themass-loss rate from the outer edge of the protoplanetary
disc due to external photoevaporation can be up to 10 8 10 7M/yr (Facchini et al.
2016). However, to truncate disc radii to values smaller than 100 AU within a time
scale of 10 Myr, ultraviolet fluxes that are at least an order of magnitude higher than
typical values in a moderate-sized cluster (N = 300) are required (Adams 2010).
Mann & Williams (2010) showed that despite the hostile environment around the
massive star 1 Ori C, the discs in the Orion Nebula cluster (ONC) have similar
properties to those observed in isolated, low-mass star-forming regions. In this work,
we focus on embedded clusters, in which the presence of the pristine gas is expected
to absorb radiation and reduce the eﬀect of external photoevaporation.
Apart from (external) photoevaporation, the eﬀects of stellar fly-bys on protoplan-
etary discs have also been investigated (e.g. Clarke & Pringle 1993; Ostriker 1994;
Heller 1995; Kobayashi & Ida 2001). Scally & Clarke (2001) modelled the ONC,
using fixed disc radii of 10 and 100 AU, and find that stellar encounters probably do
not play a significant role in the destruction of protoplanetary discs. However, Olczak
et al. (2006) also modelled the ONC and their study suggests that up to 15% of the
discs may be destroyed by stellar encounters. Portegies Zwart (2016) finds that the
observed distribution of disc sizes in the Trapezium cluster can be reproduced by only
considering truncation due to dynamical encounters, assuming initial disc radii of 400
AU and an initial fractal distribution for the stars. Hydrodynamical and gravitational
N-body studies show that truncation due to dynamical encounters is important in en-
vironments with stellar densities> 103 pc 3 (Rosotti et al. 2014; Vincke et al. 2015).
Observational studies also show that the observed size distribution of protoplanetary
discs depends on the ambient stellar density (de Juan Ovelar et al. 2012).
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In Chapters 2 and 3 we suggest that the ambient gas in embedded star-forming
regions can also reduce the sizes of protoplanetary discs. On the one hand, the ram
pressure exerted by the interstellar medium (ISM) can strip the outer parts of the
protoplanetary disc. On the other hand, the continuous accretion of ISM with little
to no azimuthal angular momentum with respect to the disc material, which we call
face-on accretion, causes the disc to contract. Chapter 3 provides a parameterisation
for the evolution of the disc as a function of the ambient gas density and relative
velocity. Here we use this parameterisation in N-body simulations with a static gas
potential and we compare its eﬀect with that of dynamical encounters. Vincke &
Pfalzner (2016) find that disc truncation due to dynamical encounters is most eﬀective
in the embedded phase of the cluster. We investigate in which part of the parameter-
space each of these two eﬀects is expected to determine the disc-size distribution. We
also investigate whether or not, and how, the two processes aﬀect the disc masses. To
allow for a clear comparison, we do not take external photoevaporation into account.
As discussed above, this may be a fair assumption to first order.
5.2 Methods
Our simulations are carried out within the amuse framework (Portegies Zwart et al.
2013; Pelupessy et al. 2013)1. The amuse framework is written in python and pro-
vides a user-friendly way to combine diﬀerent astrophysical packages and software,
for example N-body integrators and stellar evolution codes. Our setup is practically
identical to the setup used by Portegies Zwart (2016) to model the disc-size distribu-
tion as a result of dynamical encounters in the Trapezium cluster.We performN-body
simulations of star clusters in a static gas potential. Each star is given a parameterised
disc and we follow the evolution of the radii and masses of the discs under the in-
fluence of face-on accretion and dynamical encounters using parameterisations for
both processes. Each of these two processes is considered independently in our simu-
lations. Below, after summarising the method used to resolve dynamical encounters,
we describe our implementation of the face-on accretion model of Chapter 3 and the
addition of a static gas potential.
We assume the surface density profile of the protoplanetary discs initially follows
a power-law, (r) = 0(r/r0) n, with n = 1:5, corresponding to a minimum-
mass solar nebula (Weidenschilling 1977; Hayashi 1981). This allows us to set the
inner radius of the disc to 0 AU, instead of a value O(1-10 AU), without realising an
unrealistic mass distribution over the disc which would occur for n = 1. Following
Portegies Zwart (2016), we assume the initial outer radius of all protoplanetary discs
is 400 AU and their mass is equal to 10% of the mass of their host star. We verify that
the discs satisfy the Toomre (1964) criterion for stability against self-gravity.
1http://www.amusecode.org
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5.2.1 Resolving dynamical encounters
We use the same method as described in Sects. 2.1 and 2.2 of Portegies Zwart (2016)
to resolve dynamical encounters. That is, when stars come within a certain encounter
radius (initially 0.02 parsec) from each other, the dynamical encounter is resolved by
calculating the peri-centre distance, rperi, with Kepler’s equation (using the kepler
module from the starlab package; Portegies Zwart et al. 2001). We calculate the
new disc radius, R0disc, for a star with mass M1 from the estimate found by Breslau
et al. (2014) for coplanar, pro-grade and parabolic encounters2:
R0disc = 0:28rperi

M1
M2
0:32
; (5.1)
withM2 being themass of the other star.This parameterisation has been derived using
test particles, that is, it does not consider hydrodynamical forces. Previous work shows
that excluding pressure, self-gravity, and viscous eﬀects in simulations of discs in dy-
namical encounters provides results that are consistent with simulations that include
these eﬀects (Pfalzner et al. 2005).Only for very close encounters,R0disc . 0:2Rdisc(t = 0),
should viscous forces be accounted for. It is questionable whether or not a disc-like
structure survives after such a destructive encounter, in which even stellar capture may
occur (Muñoz et al. 2015). For disc radii. 0:2Rdisc(t = 0), the parameterisation may
no longer be valid and such small radii must therefore be interpreted with care.
The mass that is lost from the disc during the encounter is calculated using:
M =Mdisc
R0:5disc  R00:5disc
R0:5disc
; (5.2)
which follows from the assumption that all material beyondR0disc is stripped.The disc
of the other star accretes a fraction of the mass that is lost, which we compute as:
Macc;2 = M
M2
M2 +M1
: (5.3)
Eqs. 5.1, 5.2, and 5.3 are all applied symmetrically in a dynamical encounter.
5.2.2 Parameterising face-on accretion
To parameterise face-on accretion of ambient gas onto protoplanetary discs, we use the
theoretical model derived in Chapter 3, which has been shown to adequately describe
2Recently, Bhandare et al. (2016) derived a parameterisation by averaging over all inclinations. Their
parameterisation is less restrictive because coplanar, pro-grade encounters have the strongest eﬀect on the
disc. We choose the most restrictive prescription to model the strongest influence dynamical encounters
can have on protoplanetary discs.
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the evolution of the radius, mass, and surface density profile of the disc. This model
is an extension of the thin accretion disc theory, assuming that the mass flux onto the
disc is uniform over the surface area of the disc and completely accreted by each surface
element. In this model, the disc is considered as consisting of concentric rings. The
accretion of ISMwith no azimuthal angular momentum decreases the specific angular
momentum of each ring, which then contracts to a smaller radius that corresponds
to its new specific angular momentum. The diﬀerential equations for the radial drift
velocity and for the surface density of the disc then obtain an extra ISM accretion term
with respect to the thin accretion disc theory.When viscous eﬀects are neglected, these
diﬀerential equations can be simplified to a scale-free theoretical model. This model
depends on a dimensionless parameter  , which is proportional to the time-integrated
mass flux and is defined as:
 =
5
0(r0)
Z t
0
(t0)v(t0) cos i(t0) dt0; (5.4)
where 0(r0) is the initial surface density of the disc at an arbitrary but fixed scaling
radius r0. The mass flux onto the disc is determined by the density of the ambient
medium  and velocity relative to this medium v. The factor cos i(t), where i is the
inclination between the angular momentum vector of the disc and the flow direction
of the ISM, accounts for the situation in which the disc is not aligned perpendicular
to the mass flux. Assuming an initial surface density profile, 0(r/r0) n, the surface
density of the disc at any moment in time is then given by:
(r; ) = 0
"
r
r0
 n
+ 
#
: (5.5)
Using the parameter  , the diﬀerential equation for any radius within the disc, r(t),
can be expressed in terms of a dimensionless radius y() via r(t) = y()r0. The
diﬀerential equation for y() can be written as (cf. Eq. 3.16):
dy
d =  
2
5
y
y n + 
: (5.6)
We calculate the solution to Eq. 5.6 for an initial value y0 = 1 and call it Y1(). The
evolution of any other annulus in the disc with initial value y0 = r(0)/r0 can then be
derived from:
y() = y0Y1(y0
n); (5.7)
where we have taken advantage of the self-similarity of the solutions. Rather than
integrating Eq. 5.6 for every arbitrary starting radius y0, we obtain its evolution from
Y1() using Eq. 5.7. In our simulations, we follow the evolution of the outer ra-
dius of each disc, Rdisc(t), via its dimensionless equivalent ydisc(). For each disc, the
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evolution of ydisc() is determined by its initial surface density 0(r0) and its time-
integrated mass flux. The solutions to Eq. 5.7 therefore describe the radius of any
disc, at any time, via its individual parameter  . In our simulations, the integration in
Eq. 5.4 is replaced by a summation over all time steps. At each time step we use the
velocity of the star and the density at its position. The time step we use is defined in
Sect. 5.2.5.
The disc may also be truncated by the ram pressure, Pram = v2, of the ambient
medium. We compute the truncation radius, Rtr, by solving the equation derived in
Sect. 3.2.1 but modified to account for the perpendicular velocity component of the
flow:
R2tr(t) =
GM(Rtr(t); )
2(t)v2(t) cos i(t) : (5.8)
At every time step we check if the truncation radius is smaller than the disc radius,
using the current parameters and solving for the radius with the Newton-Raphson
method. Namouni & Guzzo (2007) derived an exact solution for the truncation ra-
dius for the purely dynamical problem, in which a particle is ejected from its orbit
by a constant force. This solution diﬀers by a factor of  2 in the denominator of
Eq. 5.8. Neither solution takes the gas-dynamical and viscous eﬀects in the disc into
account. We have verified that Eq. 5.8 provides a better approximation of the results
in the hydrodynamical simulations of Chapter 3 and we therefore choose to use this
approximation.
Let us suppose a disc is truncated due to ram pressure stripping at a certain
moment, ttr, corresponding to  = tr via Eq. 5.4; after which its new radius is
Rtr = y^(tr)r0. Then, according to Eq. 5.7, we can write:
y^(tr) = y^0Y1(y^
n
0 tr): (5.9)
In order to compute its further evolution with Eq. 5.7, we must solve Eq. 5.9 for
the unknown new initial value y^0. We do this in the following manner: We define an
inverse function,Xs(), that for any  returns the initial value y00 for which y0() = s.
We have calculated these initial values for s = 1 by solving the diﬀerential Eq. 5.6 up
to the moment y0() = 1 for a large number of initial values y00. This yields unique
pairs of  and corresponding y00 values. These pairs form an interpolation table, which
is our function X1(). We can rewrite Eq. 5.7 in terms of X1() by replacing y()
with y0() for which y0() = 1 and X1() = y00:
1 = X1()Y1 [X1
n() ] ; (5.10)
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which is true for any  . Using y^(tr) = Rtr/r0, we can also rewrite Eq. 5.9 to obtain:
1 =
y^0
y^(tr)
Y1(y^
n
0 tr) (5.11)
= y^0
r0
Rtr
Y1(y^
n
0 tr)
= y^0
r0
Rtr
Y1

y^n0

r0
Rtr
n
tr

Rtr
r0
n
:
Eqs. 5.10 and 5.11 can only be equal if X1() = y^0r0/Rtr and  = tr(Rtr/r0)n.
Therefore, after truncation, we can obtain the new initial y^0 from the truncated disc
radius Rtr and tr via:
y^0 =
Rtr
r0
X1

tr

Rtr
r0
n
: (5.12)
Thus when ram pressure truncates the disc, we use Eq. 5.12 to calculate the new initial
value y0 and then use Eq. 5.7 to compute the further evolution of the disc radius. If
the disc is truncated by ram pressure stripping, we also assume all material beyond the
truncation radius is removed from the disc.
For face-on accretion, we calculate the mass of the disc at any moment by inte-
grating over the surface density profile (Eq. 5.5):
Mdisc() = 2r
2
00

1
2  ny
2 n
disc () +
1
2
y2disc()

; (5.13)
(cf. Eq. 3.18).We give the discs a random orientation vector that represents the angu-
lar momentum vector of the disc. At every time step, we calculate the absolute value of
the dot product between this orientation vector and the velocity vector to obtain cos i,
necessary in Eq. 5.4. We take the absolute value because it does not matter whether
the disc is rotating prograde or retrograde. In Chapter 4 we have shown that when the
rotation axis of the disc is inclined with respect to the velocity vector, the two vectors
tend to align as the disc experiences a net torque from the flow (even if the disc is
initially symmetric). The mechanism that causes the tilting of the disc is known but
the dissipative processes that determine the time scale of the process are not fully un-
derstood. The time scale estimate derived in Chapter 4 for this process suggests that a
change in the inclination generally takes at least 105 yr for the conditions encountered
in our simulations, except in the simulations with the most dense initial conditions.
Since this is much longer than the crossing time of the cluster, we do not take this tilt
process into account.
Themodel described above is only valid if the accretion of ISM is suﬃciently rapid
that viscous eﬀects can be neglected; that is,  _m <  , where  _m is the accretion time
scale and  the viscous time scale (see 3.A.2). This is valid as long as:
 .

(Rdisc;0)
 _m(Rdisc;0)
5/6
; (5.14)
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where Rdisc;0 = y0r0 is the initial disc radius (to which the disc was truncated in case
of ram pressure stripping). We define the accretion time scale as (cf. Eq. 3.8):
 _m(r) =
(r)
5v cos i =
(r)t
0(r0)
: (5.15)
In the last equality, we have taken the time-averaged value of v cos i, using Eq. 5.4,
instead of the instantaneous value. For the viscous time scale, we use Eq. 3.7, adopting
the same viscosity parameter  = 0:01 and sound speed cs = 0:3 km/s as in Chap-
ter 3. At the end of each simulation we check whether every disc meets the condition
in Eq. 5.14, which is the case in all our simulations.
Over long time scales, the radius and mass of the disc scale as simple power-law
functions of  . For  > y ndisc, the disc radius approaches Rdisc /  2/5, as follows
fromEq. 5.6. On the same time scale, the mass of the disc is dominated by the second
term inside the brackets in Eq. 5.13 andMdisc / 1/5. We use these relations in the
discussion of our results.
5.2.3 Gas density distribution
We assume the gas in the cluster follows a Plummer profile (Plummer 1911), which
is characterised by a total massMgas and a characteristic radius RPlummer. This distri-
bution allows us to model the initial distribution of the stars and gas consistently: the
initial positions of the stars are distributed following the same Plummer profile. A
diﬀerent initial stellar distribution, for example a fractal distribution, cannot be com-
bined with a consistent analytic (equilibrium) gas distribution. On the other hand,
modelling the gas with a hydrodynamics code makes the simulations computation-
ally expensive and prevents us from exploring a large parameter space. In this work
we explore the regimes in which the processes of dynamical encounters and face-on
accretion are relevant. In future studies, specific parts of the parameter space can be
explored in more detail.
As in Portegies Zwart (2016) we simulate our simplified star-forming region for
1 Myr, which is motivated by observations of the ONC. The mean stellar age of the
ONC is < 1 Myr and > 80% of the stars in the Trapezium cluster have an inferred
age less than 1Myr (Prosser et al. 1994; Hillenbrand 1997). Moreover, young clusters
are observed to be embedded during the first 1-3Myr of their evolution (Lada&Lada
2003; Portegies Zwart et al. 2010). A simulation time of 1 Myr allows us to keep the
density distribution time-independent, which reduces the integration error.
5.2.4 Initial stellar conditions
The stars are randomly drawn from a Kroupa (2001) initial mass function between
0.01 and 100 M; the mean mass of this distribution is 0:4M. The mass of the
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protoplanetary disc (0:1M) is added to the mass of the star in the N-body integrator,
which is the fourth-order hermite N-body code ph4 (McMillan, publicly available
in amuse) and for which we assume a time-step parameter  = 0:01 and a softening
of 100 AU. The initial positions of the stars are assigned according to a Plummer
distribution that follows the gas distribution. This simplified assumption may not be
correct as studies have shown that the star formation eﬃciency increases with gas
density (e.g. Burkert & Hartmann 2013). This eﬀect can be partly taken into account
by comparing simulations with diﬀerent fractions of the total cluster mass in stars.
We adopt four diﬀerent values of this fraction, given in Sect. 5.2.6. The highest value
of  90% could represent either an extreme case of the aforementioned scaling of
the star formation eﬃciency with gas density or a star-forming region at the end of
its embedded phase. The cluster is set up without primordial mass segregation. The
Plummer profile may underestimate both the stellar and gas density in the centre of
the cluster but we show in the results section that as long as both are underestimated
consistently our results still hold.
5.2.5 Coupling the N-body integrator to the gas potential
The N-body integrator and analytic potential are coupled using the AMUSE Bridge
integrator (Fujii et al. 2007; Pelupessy et al. 2013), which uses Hamiltonian splitting
and a second order leapfrog integration scheme. We choose a Bridge time step of
Rplummer/100vesc, where we have assumed vesc =
q
2GMtot/Rplummer withMtot the
total cluster mass. This time step is small enough to ensure that the amount of swept-
up ISM in one time step never exceeds 0:01Mdisc. The energy conservation in the
Bridge system is better than a few parts in 105, which is suﬃcient for a reliable result
(Portegies Zwart & Boekholt 2014).
5.2.6 Varying model parameters
Our simulations are defined by four parameters: The total cluster mass, Mtot, the
virial radius of the cluster Rcluster, within which 64% ofMtot is contained and which
is related to the characteristic Plummer radius via Rcluster = (16/3)RPlummer, the
number of stars, N, and the virial ratio Qvir, defined as Qvir = 0:5Ekin/Ekin;vir,
where Ekin;vir is the kinetic energy of the stellar component if the stars are in virial
equilibrium with the total cluster mass distribution. We checked that in case of virial
equilibrium, the radial distribution of the stars remains roughly constant during the
simulation. For a given value ofMtot we choose four fixed values forN such that the
fraction of mass in stars (a proxy for the star formation eﬃciency) is approximately 3,
10, 30 and 90%. We calculate the total stellar mass,Mstars, and the total gas mass is
then given byMgas =Mtot Mstars. The realisation of the initial stellar mass function
determines Mstars and the remaining gas mass therefore varies for a given N. Each
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of these simulations is performed with a virial ratio of Qvir = 0:1; 0:5 and 1.0, rep-
resenting subvirial, virial, and supervirial initial conditions respectively. Moreover we
perform each simulation ten times with a diﬀerent random seed to reduce the Poisson
noise in the final results. We choose small cluster radii such that our simulations can
be considered as a local substructure within a larger star-forming region. Our simu-
lated clusters are on the dense end of what is generally observed. In the results section
it becomes clear that the most important implications of our simulations can be easily
extended to clusters that are less dense. We address this in Discussion Sect. 5.4.6.The
initial conditions are listed in Table 5.1, which also provides labels for several simula-
tions that we discuss in detail. Two of our sets of initial conditions correspond to the
early and late evolution of the Trapezium cluster, respectively, and have been labelled
according to the assumed mass fraction in stars.
5.3 Results
When we refer to the disc radius and disc mass resulting from face-on accretion, we
mean the combined eﬀect of face-on accretion and ram pressure stripping.
5.3.1 Disc radii
In the first two sections below we discuss the results for the disc radius in the set of
IM simulations in detail. The simulation with N = 680 and an approximate mass
fraction in stars of 30% can be considered representative for the early evolution of
the Trapezium cluster (Lada & Lada 2003) and we therefore label it Trap30. All
four simulations have a stellar density & 103 pc 3 meaning that truncation due to
dynamical encounters should be relevant.
Characterising the disc radius distribution
Because we compare the eﬀect of dynamical encounters and face-on accretion for a
large parameter space of initial conditions, it is convenient to characterise the resulting
disc radius distribution by, preferably, one value. In Fig. 5.1a we show the distribution
of disc radii for the Trap30 simulations. For dynamical encounters the distribution is
bi-modal, because the process is stochastic and 20% of the stars have not experienced
a fly-by that was close enough for truncation. This fraction increases to 56% in the
IM simulation withN = 70. The stars that do not experience a dynamical encounter
reside in the outskirts of the cluster, where the stellar density, and hence the number
of encounters, is low. Since the distribution of disc radii resulting from dynamical
encounters is bi-modal, we choose to use the median disc radius, eRdisc, instead of the
mean disc radius, as a characteristic of the distribution. This provides a better indica-
tor for the influence of dynamical encounters when few discs experience truncation
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Figure 5.1: (a): Relative distribution of disc radii at the end of the simulations (1 Myr) for our
Trap30 simulations. Brown corresponds to face-on accretion (FA), including ram pressure
stripping, and green to truncation due to dynamical encounters (DE). The distribution is
based on all the disc radii in the ten simulations we have performed with these parameters.The
solid and dotted vertical lines in the corresponding colour indicate the median and mean disc
radius, respectively. (b): The standard deviation of the radius distribution versus the median
disc radius for the IM simulations. The colours correspond to the same process.
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due to a fly-by. For face-on accretion, only a small fraction of the stars, less than 6%
in the IM simulations discussed in this section, have a disc radius larger than 380 AU.
This fraction does not depend on the number of stars in these simulations. The stars
with radii > 380 AU reside at large distances from the cluster centre, where not only
the stellar density but also the ambient gas density and velocities are low. Fig. 5.1b
shows the standard deviation of the distributions as a function of their median radius.
It shows that for each process the standard deviation does not depend strongly on the
number of stars. The standard deviation is larger for dynamical encounters due to the
skewed distribution of truncated discs. The median disc radius for face-on accretion
varies strongly between the ten IM simulations with N = 2045. The large num-
ber of stars drawn from the initial mass function in these simulations leads to large
fluctuations in the resulting gas density. We discuss this in the following section.
Based on the results illustrated by Figs. 5.1a and 5.1b, we conclude that the me-
dian disc radius is a good indicator for the eﬀect of each process on the disc size
distribution. For dynamical encounters, the median disc radius does not depend on
the initial disc radii, that is, the tail of the distribution. We therefore use the median
disc radius in the remainder of this work to quantify the eﬀects of the two processes.
Comparing stellar mass fractions
Because the total cluster mass is set, the main diﬀerence between simulations with
the same initial conditions but diﬀerent stellar mass fractions is the amount of mass
in gas and in stars.The velocity dispersion of the stars is determined by the total cluster
mass and it is therefore practically the same for the IM simulations discussed in this
section. Furthermore, the distribution of stars throughout the cluster also remains
roughly the same because we assumed the initial cluster to be in virial equilibrium.
The discriminating parameters between the simulations with diﬀerent numbers of
stars are the gas and stellar density. We therefore plot the mean disc radius versus
these two quantities in Figs. 5.2a and 5.2b, respectively. We determine the stellar
density by counting all stars within the cluster radius of 0.25 pc at the end of the
simulation and calculate the average gas density within the cluster radius analytically.
By definition, the gas density decreases as the number of stars increases. There are
some notable outliers in Fig. 5.2, particularly for the highest number of stars. These
outliers are caused by the sampling of the initial stellar mass function with a fixed
number of stars, that continues beyond the intended Mstars if N is not yet reached.
The gas that remains to form stars varies between 5 and 240M among simulations
that have the same initial conditions otherwise.
The median disc radius resulting from face-on accretion decreases with increas-
ing gas density. This is expected theoretically because, as discussed at the end of
Sect. 5.2.2, the long-term evolution of an individual disc radius scales as Rdisc /
 2/5. Of the quantities that determine the value of  in Eq. 5.4, the typical veloc-
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Figure 5.2: (a):Themedian disc radius at the end of the simulation plotted against the average
gas density within the cluster radius in the IM simulations. The colours and symbols corre-
spond to the same process and number of stars as in Fig. 5.1. The lines connect the averages
of the ten simulations with the same parameters.(b): Same as in the left figure, but here we
plot the median disc radius against the stellar density. The legend applies to both panels.
138
5.3 Results
ities and surface densities are similar in each simulation. Averaged over the whole
population, only the mean gas density varies between IM simulations with diﬀerent
N, so that we expect the approximate relation eRdisc /  2/5. In Fig. 5.2a the curve
of the median disc radii resulting from face-on accretion follows a slightly steeper
trend with density, approximately eRdisc /  0:5. The diﬀerence is due to ram pres-
sure stripping becoming more prominent at higher gas densities and causes additional
truncation.
On the other hand, when only dynamical encounters are accounted for, the me-
dian disc radius increases strongly with the ambient gas density, that is, with decreas-
ing stellar density as can be seen in Fig. 5.2b. In simulations with the same total
mass and radius, the change in stellar mass fraction aﬀects the number of encoun-
ters only via the stellar density, because the velocity dispersion remains almost the
same. At a stellar density of 1000 pc 3 the eﬀect of dynamical encounters is minor,eRdisc = 400AU, and at a stellar density of 6103 pc 3 the eﬀect of face-on accretion
on the disc sizes is still larger than the eﬀect of dynamical encounters. Only for a stel-
lar mass fraction of 90% and corresponding stellar density> 104 pc 3, are dynamical
encounters the dominant disc-truncation process. Even at the lowest gas densities,
face-on accretion reduces the averaged median disc radius substantially, to 133 AU.
This average is determined by three outliers and the rest of the simulations with the
same initial conditions indicate that the eﬀect of both processes is comparable. Due
to their low gas-mass fractions, these three outlying clusters are more dynamically
evolved than the other seven clusters with the same parameters, as can be inferred
from the low stellar density within the cluster radius at the end of the simulation.
These results show that the eﬀect of dynamical encounters relative to face-on ac-
cretion becomes important once the gas is (partly) expelled or star formation is very
eﬃcient.
Disc radii as a function of cluster radius and mass
In Fig. 5.3a we show the median disc radius as a function of the stellar density for
our HM simulations with three diﬀerent cluster radii. For a stellar mass fraction of
30%, these simulations have the highest stellar density at each cluster radius. Fig. 5.3a
shows that even at stellar densities > 104 pc 3, the process of face-on accretion leads
to smaller disc sizes than dynamical encounters. As the stellar density increases with
decreasing cluster radius, both the gas density and velocity dispersion increase as well,
which enhances the eﬀect of face-on accretion and ram pressure stripping.The highest
stellar density in Fig. 5.3a corresponds to a gas density of 2  10 17 g/cm3. This is
at the high end of what may be expected in the cores of star-forming regions if the
star formation eﬃciency increases with gas density. These conditions illustrate that as
long as the gas to stellar mass ratio is & 2, face-on accretion is the dominant disc-
truncation process regardless of the stellar density. Only by expelling gas or in case of
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Figure 5.3: (a):Themedian disc radius at the end of the simulation plotted against the average
stellar density within the cluster radius in the HM simulations. The colours correspond to the
same process as in Fig. 5.1, the symbols indicate the diﬀerent cluster radii. The lines connect
the averages of the ten simulations with the same parameters.(b): The median disc radius at
the end of the simulation plotted against the average gas density within the cluster radius in
the LM simulations. The legend applies to both panels.
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more eﬃcient star formation can dynamical encounters become the dominant process
if the stellar density is suﬃciently high. We find that for stellar densities . 103 pc 3,
dynamical encounters do not alter the disc radii, as was also shown in Rosotti et al.
(2014) and Vincke et al. (2015).
In Fig. 5.3b we show the results of our LM simulations with three diﬀerent cluster
radii. These simulations correspond to a stellar mass fraction of about 90%. The scat-
ter in the gas density between simulations with the same initial conditions is caused
by the sampling of the initial mass function and the resulting variation in the remain-
ing gas mass (as discussed in Sect. 5.3.1). The simulations with Rcluster = 0:25 pc can
be interpreted as representing either the end of the embedded phase of the Trapez-
ium cluster or an eﬃciently formed Trapezium cluster. In these Trapezium analogue
simulations, labelled Trap90, the stellar density is  5 103 pc 3. The contributions
of face-on accretion and dynamical encounters to the decrease in disc radii are about
equal in this case. In the most dense conditions, that is Rcluster = 0:1 and a stellar
mass fraction of 90%, dynamical encounters are mildly dominant, but the contribu-
tions of both processes are still very similar and severe: eRdisc . 50AU. If dynamical
encounters result in a median disc radius of . 80 AU, they are very destructive and
the parameterisation we use for their radii may no longer apply. The LM simulations
with Rcluster = 0:5 pc in Fig. 5.3b show that even at gas densities . 10 20 g/cm3 the
process of face-on accretion is still relevant, because eRdisc = 327 AU.
Our simulations show that the stellar density has to exceed a few times 103 pc 3
and simultaneously the stellar mass fraction has to be well above 30% for dynamical
encounters to be at least equally important as face-on accretion in the disc truncation
process. Even if dynamical encounters are the dominant process, at stellar densities
exceeding 104 pc 3 and a stellar mass fraction of 90%, the influence of face-on accre-
tion is still important. In these compact clusters, the corresponding velocity dispersion
also enhances the eﬀects of face-on accretion and ram pressure stripping. Generally,
dynamical encounters become more important than face-on accretion in the regime
where fly-bys are very destructive, resulting in eRdisc . 100AU .
5.3.2 Disc masses
In Fig. 5.4 we show the distribution of disc masses in our Trap30 simulations.The net
eﬀect of a dynamical encounter is that the disc loses more mass than it accretes from
the disc of the other star. In the process of face-on accretion, on the other hand, the
discs generally gain mass as more mass is swept up than is stripped by the ram pres-
sure. The distribution of disc masses resulting from dynamical encounters is therefore
expected to be shifted to lower masses compared to the initial distribution and for
face-on accretion the distribution should be shifted towards higher masses. This is
demonstrated in Fig. 5.4. In all our simulations the median disc mass resulting from
face-on accretion is higher than the median disc mass produced by dynamical en-
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Figure 5.4: Relative distribution of disc masses at the end of our Trap30 simulations. Colours
correspond to the previous figures. The initial disc mass distribution is shown in black dashed
bins. The distribution is based on all the disc masses in the ten simulations we have performed
with these parameters.The solid vertical lines in the corresponding colour indicate the median
disc mass and the vertical dotted lines indicate the mean disc mass.
counters, as we discuss in Sect. 5.3.2. As for the radius distribution, we choose the
median disc mass, fMdisc, to characterise the disc mass distribution. The median disc
mass provides a better correspondence to the peak in the distribution than the mean
disc mass, because the latter is determined by the high end of the disc mass spectrum.
Disc masses as a function of the parameter space
Figs. 5.5a and 5.5b show the median disc mass as a function of the gas and stellar
density respectively for our IM simulations. These results correspond to the median
disc radii shown in Figs. 5.2a and 5.2b.Themedian disc masses resulting from face-on
accretion increase slightly with increasing gas density. Applying similar reasoning as
for the median disc radius in Sect. 5.3.1, the median disc mass is expected to scale asfMdisc / 1/5 / 1/5, again assuming that averaged over the population only themean
gas density varies between IM simulations with a diﬀerent number of stars. When the
curve for the median disc masses in Fig. 5.5a is fitted as a power-law of , this gives
an exponent of 0.07. The increase in the median disc mass with density is slower
than theoretically expected, because ram pressure stripping is more eﬀective at high
gas density, removing mass from the discs and decreasing the median disc mass. For
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Figure 5.5: Same as Figs. 5.2a and 5.2b but here we show the median disc mass in the IM
simulations.
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dynamical encounters, the median disc mass decreases with increasing stellar density,
which is also expected theoretically. Yet the increasing stellar density has only a very
small eﬀect on the median disc mass once the stellar density & 5 103.
Figs. 5.6a and 5.6b show the median disc masses for the same simulations as
shown in Figs. 5.3a and 5.3b.These figures illustrate that for either process, the cluster
parameters have a small influence on the median disc mass. In the HM simulations
(Fig 5.6a), the median disc mass decreases with decreasing cluster radius for both
processes because both the ram pressure and stellar density increase as the cluster
radius decreases. In theHM simulations withRcluster = 0:1 pc, ram pressure stripping
is so strong that the median disc mass resulting from face-on accretion is 1.5% lower
than the initial median disc mass. In this particular case, the mass loss due to ram
pressure stripping can not be compensated by the mass gain from face-on accretion.
In the LM simulations in Fig. 5.6b, the ram pressure is much lower and the median
disc mass resulting from face-on accretion increases for more compact clusters that
have a higher density and velocity dispersion.
In general, we find that dynamical encounters lead to disc masses that are lower
than those predicted by face-on accretion. Face-on accretion produces compact discs
with a high surface density, while dynamical encounters generally result in larger and
less massive discs.
5.3.3 Virial ratios
In the simulations discussed in the previous section, we assume that the stars and gas
are initially in virial equilibrium. We also performed simulations with ‘cold’, that is,
Qvir = 0:1, and ‘warm’, Qvir = 1, initial conditions. The simulations that start dy-
namically cold go through a phase of contraction.This increases the stellar density and
velocity dispersion. On the other hand, the simulations that start dynamically warm
expand from the beginning, which causes the stellar density to decrease. In Fig. 5.7 we
show the mean disc radii and masses in our HM simulations with Rcluster = 0:25 pc
for the three virial ratios. For Qvir = 1 the stellar density is substantially lower at the
end of the simulations and as a consequence the median disc radius resulting from
dynamical encounters is larger than in the simulations in virial equilibrium. A virial
ratio of Qvir = 0:1 leads to a higher stellar density at the end of the simulation and
hence the median disc radius due to dynamical encounters is smaller. The median disc
mass for dynamical encounters follows the same trend as a function of virial ratio.
For face-on accretion, the median disc radius does not depend strongly on the
virial ratio but there is a slight decreasing trend with decreasing virial ratio, that is,
with increasing velocity dispersion. Simultaneously, the median disc mass increases
with decreasing virial ratio. If the cluster contracts, the discs generally move through
regions with higher density with a higher velocity compared to a cluster that expands.
The discs are therefore able to sweep up more gas when the initial conditions are cold.
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Figure 5.6: Same as Figs. 5.3a and 5.3b but here we show the median disc mass in the (a)
HM and (b) LM simulations.
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Figure 5.7: (a): The median disc radius plotted against the stellar density within the cluster
radius at the end of the HM simulations with Rcluster = 0:25 pc for diﬀerent virial ratios. (b):
Same as in the left figure, but here we show the median disc masses for the same simulations.
The legend applies to both panels.
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In essence, if the initial conditions are supervirial (Qvir = 1), then face-on ac-
cretion is the dominant process in truncating the discs regardless of the other cluster
characteristics we use in this work. Face-on accretion is also the dominant process if
the initial conditions are subvirial and the stellar mass fraction is 6 30%. Dynamical
encounters become dominant if the stellar mass fraction is well above 30% and the
cluster goes through a phase of contraction.
5.4 Discussion
5.4.1 Assumptions on accretion and mass loss
We kept the mass of the stars and the gas potential constant in our simulations. Here
we discuss the consistency of our simulations with this and our other assumptions on
accretion and mass loss.
We assume that the total gas mass in the cluster remains constant in our simu-
lations. In most simulations the net eﬀect of face-on accretion does not change the
total gas mass by & 1%, except in the simulations with the highest stellar-mass frac-
tion. At most 20.9% of the gas mass is accreted in one of these simulations (with
Mtot = 3000M, Rcluster = 0:1 pc, N = 6135 and Qvir = 0:5). Dynamical en-
counters are the dominant cause of disc truncation in this regime, even if the eﬀect
of face-on accretion may have been overestimated due to the presumed constant gas
density distribution. We therefore conclude that our results are not aﬀected by the
assumption that the amount of gas remains constant in our simulations.
Furthermore, the masses of the particles in the N-body simulation remain con-
stant during the simulation. Except for the most compact simulations with the lowest
stellar mass fraction, the fraction of stars, including their discs, that gain more than
10% in mass is always less than 1% in our simulations that start in virial equilibrium.
This small fraction of stars is similar to what is found by Throop & Bally (2008) who
simulated Bondi-Hoyle accretion for 4 Myr with similar cluster parameters and a star
formation eﬃciency of 33%. In the compact virialised simulations with the lowest
stellar mass fraction, at most 11.6% of the stars gained more than 10% in mass in the
simulations withMtot = 1000M, Rcluster = 0:1 pc, N = 70 and Qvir = 0:5. This
fraction increases to a maximum of 38.7% in the initially subvirial simulation with
Mtot = 300M, Rcluster = 0:1 pc, N = 20. A stellar mass fraction of roughly 3%
is probably not realistic in such dense conditions (e.g. Bonnell et al. 2003; Burkert &
Hartmann 2013) and we have therefore not discussed these simulations in detail. We
merely use them to investigate how either process scales as a function of the initial
conditions.
We do not account for Bondi-Hoyle accretion in our simulations. Previous stud-
ies have modelled Bondi-Hoyle accretion onto stars in clusters (e.g. Throop & Bally
2008; Scicluna et al. 2014; Ballesteros-Paredes et al. 2015).They find that the amount
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of accreted material scales with M2 and for solar-mass stars it is typically not more
than a few per cent of their initial mass, depending on the gas density and velocity
dispersion. If the Bondi-Hoyle radius of a star is larger than its disc radius, the gravita-
tional focusing of gas by the star enhances the eﬀective surface area for accretion onto
the disc. This increases the amount of gas that is swept up by the disc. We tested this
eﬀect on our face-on accretion model by correcting the mass flux for the gravitational
focusing if the Bondi-Hoyle radius is larger than the disc radius (Bisnovatyi-Kogan
et al. 1979; Edgar 2004) but this did not change our distribution of disc radii and
masses. Generally, the Bondi-Hoyle radius is smaller than the disc radius in our sim-
ulations. In case the Bondi-Hoyle radius is larger, the disc initially contracts faster
and the net eﬀect on the disc radius and mass is similar after 1 Myr.
The amount of mass lost in a dynamical encounter is probably overestimated by
Eq. 5.2. Breslau et al. (2014) show that the surface density profile is aﬀected by a
dynamical encounter. Their Fig. 1b shows that the surface density within the cut-oﬀ
radius can become higher than the initial surface density profile. Unfortunately, the
eﬀect of dynamical encounters on the surface density profile cannot be easily param-
eterised. For encounters between debris discs, Jílková et al. (2016) showed that the
minimum disc radius beyond which particles can be unbound,Runb, is proportional to
the encounter pericenter and the mass of the accreting star divided by the total mass of
both stars, in case of low-inclination and low-eccentricity encounters. However, not
all material beyond this radius is lost from the disc. Their parameterisation for Runb
is similar to what we use for the new disc radius in Eq. 5.1. The redundant mass lost
from the disc in our simulations is partly compensated by accretion of material that
is lost from the other disc in the encounter. As long as there is net mass loss during
an encounter, the relative influence of dynamical encounters and face-on accretion on
the median disc mass does not change in our simulations.
5.4.2 Viscous forces
The viscous spreading of a protoplanetary disc makes it more vulnerable to dynami-
cal encounters and ram pressure stripping. When a disc moves through an ambient
medium, the disc size is determined by the process of face-on accretion and ram pres-
sure stripping at the outer edge, that is, the disc cannot spread beyond a certain radius
(e.g. Chapters 2 and 3). For face-on accretion, neglecting viscous spreading is there-
fore a fair assumption, as long as the accretion time scale is shorter than the viscous
time scale. We verified that for the accretion time scales in our simulations, this cri-
terion is satisfied. In case of dynamical encounters, the increasing cross-section of the
disc resulting from viscous spreading would increase the probability of a truncating
encounter. However, during the embedded phase, the viscous spreading would be in-
hibited as outlined above. At the end of the embedded phase, viscous spreading may
become important and might increase the probability of dynamical encounters. Our
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simulations with a stellar mass fraction of 90% and stellar densities& 104 pc 3 show
that, by that time, the process of dynamical encounters is dominant, without account-
ing for the viscous spreading. Including viscous spreading at this stage may ease the
constraint on the stellar density. However, initial results by Concha Ramírez & Vaher
(in prep.) show that gas expulsion leaves the cluster in a supervirial state and including
viscous spreading of the disc (according to the self-similarity solutions of Lynden-Bell
& Pringle 1974) does not increase the number of truncations in an expanding cluster.
5.4.3 Drag forces
As the discs move through an ambient medium they experience a drag force exerted
by the ram pressure, which we have not taken into account. The part of the disc that
is tightly bound to the star, which is determined by Rtr in Eq. 5.8, can decelerate
the star. We can estimate the time scale on which the drag force operates as drag =
v/(dv/dt) /M/vR2disc. For an 0:4M star in our Trap30 simulation, assuming an
average disc radius of 200 AU, this corresponds to a velocity change of 5% after 1Myr.
This time scale decreases with stellar mass but less massive discs contract faster. The
average eﬀect on the population is probably not larger than this 5%, also considering
that the disc of an 0:4M is expected to be . 200 AU within 0.2 Myr in the centre
of the Trap30 simulation.
5.4.4 Initial disc masses and radii
We have assumed relatively high disc masses of 0:1M. The masses of protoplanetary
discs are observed to be of the order of 0:01M (Andrews & Williams 2005, 2007).
These estimates may be oﬀ by an order of magnitude but, in general, disc masses are
probably notmuch higher than 0:1M. Assuming lower discmasses in our simulations
would not aﬀect the relative influence of dynamical encounters on disc sizes in this
study (cf. Eq. 5.1). A similar reasoning applies to the initial disc radii: Although the
probability of experiencing a dynamical encounter depends on the initial disc radius,
the resulting disc radius does not. Assuming initially larger disc radii would aﬀect the
tail of our distribution but not the median disc radius (e.g. Fig. 2 in Vincke et al.
2015).
In case of face-on accretion, distributing a lower disc mass over the same surface
area, or the same disc mass over a larger surface area, decreases the surface density
of the disc. As a result, the disc is more vulnerable to ram pressure stripping and
the disc contracts faster. If all other conditions remain the same, then over long time
scales the disc radius scales as  2/5 / 2/50 / M2/50 R 4/50 , where M0 and R0 are
the initial disc mass and radius (Sect. 5.2.2). For a given disc mass, starting with an
initial radius of 1000 AU instead of 400 AU thus causes the disc to contract about
twice as fast. The same reasoning applies to assuming lower disc masses, except that
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the scaling with disc mass in the above reasoning is less strong. The truncation radius
due to ram pressure stripping also decreases with decreasing initial surface density,
although the dependence is weaker. The relative importance of face-on accretion with
respect to dynamical encounters would therefore increase if the initial disc radii were
larger and/or disc masses were smaller.
5.4.5 Photoevaporation and winds
As discussed in the introduction, neglecting the eﬀect of external photoevaporation
on the discs on a time scale of 1 Myr in an embedded cluster is probably a fair as-
sumption. Winds from massive stars also aﬀect the ambient gas density. They can
locally clear the gas and create low-density cavities. The density in these regions can
be orders of magnitude lower than the average gas density in the cluster. The wind
velocity is three orders of magnitude higher than the velocity dispersion of the clusters
in our simulations. Although the integrated mass flux on the disc would be similar,
the high temperature diﬀerence between these ejecta and the disc may hamper eﬃ-
cient accretion. Two-dimensional simulations of supernova ejecta interacting with a
protoplanetary disc show that only 1% of the hot gaseous ejecta is intercepted by the
disc, contrary to cold gas and dust that is accreted very eﬃciently onto a protoplane-
tary disc (Ouellette et al. 2007, 2009, 2010). Hence the integrated mass flux inside a
wind cavity could be smaller by a factor of 100. The time scale on which these winds
create cavities depends on the most massive star in the cluster and thus on the realisa-
tion of the initial mass function. Simulations of embedded clusters with N = 1000
that take feedback into account find that the impact of winds from massive stars on
the gas distribution becomes relevant on a time scale of 1 Myr (Pelupessy et al. 2012),
which is the duration of our simulations. The same authors find that supernovae are
not expected to play a role until an age of roughly 10 Myr. The contraction of the
disc caused by face-on accretion is faster in the beginning when stellar feedback may
not have aﬀected the gas distribution substantially yet. The winds could also strip the
discs from their outer regions because of their high velocities.
We also neglect the influence of photoevaporation by the host star on both pro-
cesses. Dynamical encounters are not aﬀected by this process but the photoevaporative
winds from the disc and jets may influence the face-on accretion process. Interac-
tion between inflowing ambient gas and material from the star itself or evaporated
disc material could slow down face-on accretion onto the disc. The winds from the
star and the disc depend on the mass of the star and its spectral energy distribution.
Extreme-ultraviolet radiation irradiates the inner few AU of the protoplanetary disc,
while X-rays and far-ultraviolet radiation induce photoevaporation at disc radii of tens
of AU and & 100 AU, respectively (e.g. Armitage 2011; Williams & Cieza 2011).
Irradiation by the central star may become dominant when the disc has shrunk to a
radius . 100 AU. Photoevaporation can further erode the disc from the inside out
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Figure 5.8: Identical to Fig. 5.1a but here we exclude all stars with mass 6 0:1M and
compare to the observational sample of the ONC from Vicente & Alves (2005).
on time scales of 105 yr after disc lifetimes of several Myr (e.g. Alexander et al. 2014,
and references therein). The increased surface density due to face-on accretion could
make the disc more resistant against this erosion. Currently, these processes cannot
be included in our models but they should be accounted for in future studies.
5.4.6 Observational constraints
The process of dynamical encounters predicts a larger spread in observed disc radii
than face-on accretion. For example, in the Trap30 simulations, the radius distribution
resulting from face-on accretion is concentrated around a clear peak (cf. Fig. 5.1a),
whereas the distribution produced by dynamical encounters ismuch broader. In Fig. 5.8
we compare the radius distributions of the Trap30 simulations to observations of disc
radii in the ONC. Vicente & Alves (2005) assembled a sample of 149 protoplanetary
discs out of 300 young stellar objects, which they claim is complete down to a disc
radius of 50 AU. To compare to the observations, we only show the simulation re-
sults for stars with a mass> 0:1M, which roughly corresponds to the latest spectral
type of the stars to which the discs could be matched by Vicente & Alves (2005). The
distribution resulting from face-on accretion is in better agreement with the observed
distributions. Based on the resolution limit of their data, Vicente & Alves (2005) es-
timate that 40 to 45 % of the discs in the Trapezium cluster have radii larger than 50
AU. This agrees with what we find for the whole simulated population in Fig. 5.1a.
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Excluding the very low-mass stars (6 0:1M) increases the median disc radius for
both processes by roughly 40 AU, because the discs of these stars generally have small
radii. This is also demonstrated by the absence of the bin with the smallest radii for
face-on accretion in Fig. 5.8, when compared to Fig. 5.1a. The relative influence of
both processes is not aﬀected by the inclusion or exclusion of these stars in our anal-
ysis.
The clusters simulated in this work are generally more dense than the observed
band of young stellar clusters in the mass-radius plane (e.g. Pfalzner et al. 2016) and
N-radius plane (e.g. Kuhn et al. 2015). We have shown in this work that lower-
ing the stellar and gas density consistently, that is, decreasing the cluster mass for a
given radius or increasing the cluster radius for a given mass, increases the influence
of face-on accretion relative to dynamical encounters. The eﬀect of face-on accretion
can therefore be expected to be even stronger with respect to dynamical encounters in
the parameter space covered by the majority of observed embedded clusters.
The initial conditions in this work are idealised but our simulations illustrate that
the relative importance of both processes can be constrained by observations of disc
radii. Furthermore, the combination of such observations with observations of the
stellar and ambient gas density might put constraints on the duration of the embedded
phase of clusters and their star formation eﬃciencies. A comparison based on disc
masses is less straightforward. As discussed in Sect. 5.4.4, disc masses can only be
estimated from observations to within a factor of 10. According to our simulations
this is not enough to distinguish between either process based on the resulting disc
masses.
5.4.7 Combined eﬀect of dynamical encounters and face-on accretion
The prescriptions for dynamical encounters and face-on accretion can not be coupled
consistently, because it is not evident how the mass that is accreted in a dynamical
encounter should be accounted for in the face-on accretion model. We performed
test simulations that included the combined eﬀect of both processes by neglecting
the mass accreted in a dynamical encounter. These simulations show that when face-
on accretion is the dominant process, the additional truncation caused by dynamical
encounters on the disc radius is marginal, unless the influence of both processes is
comparable. On the other hand, if dynamical encounters are the dominant truncation
mechanism then face-on accretion further decreases the disc size.
The median disc mass that results from combining both processes is always inter-
mediate between the median disc masses predicted by either process independently,
whether the mass that is accreted in a dynamical encounter is added at the end of the
simulation or not. The value of the median disc mass resulting from the combined ef-
fect of both processes leans towards the value predicted by the process that dominates
the truncation of the disc radii.
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5.5 Conclusions
By including the processes of face-on accretion and dynamical encounters inN-body
simulations of embedded clusters, we find that face-on accretion, including the eﬀect
of ram pressure stripping, is dominant in truncating protoplanetary discs if the fraction
of mass in stars is . 30%, regardless of other cluster parameters. The stellar mass
fraction has to be well above 30% and simultaneously the stellar density has to exceed
a few times 103 pc 3 in order for dynamical encounters to have a comparable eﬀect
on the truncation of the discs. Even at stellar densities & 104 pc 3 and for gas mass
fractions . 10%, face-on accretion has a comparable eﬀect to dynamical encounters,
but in these circumstances both processes are destructive, resulting inmedian disc radii
. 100 AU. We confirm the results from previous studies that dynamical encounters
require stellar densities & 103 pc 3 to be eﬀective at all (Rosotti et al. 2014; Vincke
et al. 2015).This implies that dynamical encounters only become relevant compared to
face-on accretion either (1) in clusters with stellar densities& 103 pc 3 and extremely
high stellar mass fractions, & 90% or (2) at the end of the embedded phase of the
cluster if the stellar density is similar and discs have not yet shrunk suﬃciently due
to face-on accretion. Our modelling of the face-on accretion process does not take
viscous spreading of the disc or photoevaporative winds from the star and disc into
account, which may both reduce the contraction of the disc due to face-on accretion.
On the other hand, we have assumedmassive discs withMdisc = 0:1M, while lower-
mass discs that are subject to face-on accretion contract faster and are more vulnerable
to ram pressure stripping. Of the available prescriptions for the eﬀect of dynamical
encounters on the disc radius, we use the one that results in the smallest radius.
Face-on accretion leads to discs that are compact and have a relatively high surface
density. On the other hand, dynamical encounters generally result in larger and less
massive discs.
Acknowledgements
We are thankful to Lucie Jílková, Francisca Concha Ramírez, Eero Vaher and Vincent Hénault-Brunet
for valuable discussions. We also thank the referee for his/her comments. This research is funded by the
Netherlands Organisation for Scientific Research (NWO) under grant 614.001.202.
153
154
6| Summary & outlook
A newly born star is surrounded by a protoplanetary disc. The star grows in mass via
accretion of gas from the disc. Meanwhile, planets, moons and other heavenly bodies,
such as asteroids and comets, form within the disc. Eventually, the radiation of the
star blows away the remaining gas. What prevails is the star and its planetary system.
This is the lifetime of a protoplanetary disc in a nutshell but it does not explain
what determines the evolution of the protoplanetary disc and why. In essence, the evo-
lution of a protoplanetary disc is dominated by two processes: (1) viscous transport of
mass and angular momentum through the disc and (2) mass loss due to photoevapo-
ration. However, many details and underlying processes are not yet fully understood.
How can the life time of a protoplanetary disc be predicted from observables? What
drives the angular momentum transport through the disc? How and when do giant
planets form? What is the eﬀect of the external environment on the evolution of the
disc? These are just a handful of fundamental questions that have not been answered
conclusively.
In this thesis, we have focused on the last question, i.e. what is the influence of the
environment on the evolution of a protoplanetary disc? In particular, we have inves-
tigated the process of accretion of gas onto the disc. In the literature, accretion onto a
protoplanetary disc is generally associated with the replenishment of gas at the outer
edge of the disc by material that falls in from the gaseous envelope surrounding the
protostar. This occurs during the first few hundred thousand years of the disc’s life-
time (Evans et al. 2009; Williams & Cieza 2011). In this thesis, we have investigated
another, less frequently considered, mode of accretion, namely accretion of material
that falls in at an oblique angle onto the disc. This form of accretion is expected to oc-
cur after the dispersal of the envelope surrounding the star, as the disc moves through
the gaseous environment of the star-forming region in which it was born. In theory,
face-on accretion can continue for millions of years, depending on the lifetime of the
disc and its environment.
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6.1 Disc evolution
We have shown that the movement of a protoplanetary disc through an ambient
medium can have a profound impact on the size and mass of the disc. In Chapters 2 &
3 we discuss how this aﬀects the evolution of a protoplanetary disc. The outer regions
of the disc may be stripped, depending on the ram pressure exerted by the ambient
gas. After the initial removal of outer disc regions that are not bound tightly enough
to the star, the disc continuous to spread viscously. This continuous spreading lowers
the surface density at the outer edge of the disc, increasing the vulnerability to ram
pressure stripping. Any disc material that spreads viscously beyond a certain radius is
stripped and the ram pressure therefore probably determines the maximum size of a
protoplanetary disc moving through an ambient medium. Currently, the initial size of
a protoplanetary disc cannot be derived from first principles. Our work indicates that,
after the gaseous envelope surrounding a new-born star has been dispersed, the size of
the protoplanetary disc is presumably set by ram pressure stripping. An observational
study suggests that the maximum radius of a protoplanetary disc depends on the am-
bient gas density (de Juan Ovelar et al. 2012) but additional studies of protoplanetary
disc size as a function of ambient density and relative velocity are required. This can
be done by relating simulations similar to those in Chapter 5 to observed sizes of pro-
toplanetary discs. The mass loss due to continuous stripping from the outer edge of
the disc is additional to the mass loss originating from photoevaporation of the disc,
which is decisive for the disc life time. The mass loss rate expected from photoevapo-
ration by the star itself (Owen et al. 2010) or by nearby massive stars (Facchini et al.
2016) is similar to what we find for continuous stripping in Chapter 2. This contin-
uous stripping depends on the numerical viscosity and resolution of our simulations.
Future numerical studies and observations of mass loss rates from protoplanetary discs
can put constraints on the physically expected stripping rate.
The continuous accretion of ambientmaterial that has no angularmomentumwith
respect to the disc decreases the specific angularmomentum of the disc. As a result, the
disc contracts and its surface density increases.We describe the evolution of the radius,
mass and surface density profile of a disc subject to face-on accretion by extending the
thin accretion disc theory (Chapter 3). Our theoretical model adequately describes the
evolution of simulated protoplanetary discs embedded in a gaseous flow. The model
predicts that a protoplanetary disc can sweep up an amount of gas equal to a few times
its initial mass. However, this is only expected to happen for extremely high ambient
densities in combination with low relative velocities for which Bondi-Hoyle accretion
is more eﬃcient. Therefore, a protoplanetary disc is not expected to sweep up more
ambient material than its initial mass via face-on accretion. The face-on accretion
eﬃciency may be aﬀected by photoevaporative winds from the disc and accretion jets
from the star. Currently they have not been included in our work but they should be
taken into account in follow-up numerical studies. On the other hand, the increased
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surface density profile could have an eﬀect on the photoevaporation time scale of
several 105 years at the end of the disc’s life time (Clarke et al. 2001).
The contraction of the disc is enhanced by the tilt process presented in Chapter 4.
A disc is most likely inclined with respect to its velocity vector instead of being aligned
perpendicular to the inflowing gas. As the disc moves through an ambient medium,
the force exerted by the flow makes the orbits of gas elements within the disc ec-
centric. As a result, the disc becomes lopsided and experiences a net torque from the
flow. The torque tends to align the angular momentum vector of the disc with the
velocity vector of the flow. In the process, the angular momentum of the disc de-
creases and the disc contracts. Hence the contraction of any protoplanetary disc that
moves through an ambient medium is caused by a combination of the tilt process
and face-on accretion. Currently, it is thought that multiple processes drive the trans-
port of angular momentum through a protoplanetary disc at diﬀerent times and radii.
The contraction resulting from the tilt process and face-on accretion also transports
angular momentum through the disc. Moreover, the tilt process leads to the forma-
tion of a one-armed spiral which is also associated with angular momentum transport
(Lynden-Bell & Kalnajs 1972). The time scale on which the tilting of the disc and
the formation of a spiral arm occur, depends on, among others, the ambient density
and velocity of the disc. The time scale ranges from very short, . 104 years, to long,
106   107 years, compared to the typical life time of a protoplanetary disc. The net
eﬀect of the tilt process on the inclination of discs in the core of a stellar cluster may be
negligible due to the continuous change in the orbit of the stars, however the cumu-
lative eﬀect of small inclination changes may still add up to a substantial contraction
of a protoplanetary disc, depending on the time scale on which the eccentricity is
dissipated in the disc.
6.2 Star-forming regions & embedded clusters
It is derived from observations that protoplanetary discs in star clusters disperse on
a time scale of roughly 5 million years and the dispersal time scale depends on the
stellar mass and environment (Mamajek 2009; Cloutier et al. 2014). So far, two en-
vironmental influences on the evolution of protoplanetary discs have been considered
in the literature: (1) dynamical encounters between stars and their discs and (2) ex-
ternal photoevaporation. In Chapter 5 we compare the eﬀect of disc contraction and
truncation resulting from face-on accretion and ram pressure stripping to the eﬀect
of dynamical encounters in embedded star clusters with diﬀerent initial conditions.
The initial conditions in our simulations are idealised and serve to illustrate in which
regime each process is dominant. We find that truncation resulting from face-on ac-
cretion and ram pressure stripping is more eﬃcient than truncation as a result of dy-
namical encounters, as long as the fraction of the total cluster mass in stars is. 30%.
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Such stellar mass fractions correspond to what is typically observed in embedded clus-
ters (Lada 1999; Lada & Lada 2003). The influence of dynamical encounters relative
to face-on accretion and ram pressure stripping likely becomes important when the
fraction of total cluster mass in stars is much larger than 30% and the stellar density
exceeds 103 pc 3. Such high stellar mass fractions correspond to: (1) a cluster at the
end of the embedded phase when the gas mass fraction is small or (2) a cluster in
which the process of star-formation was very eﬃcient. Even if dynamical encounters
are the dominant truncation process, the eﬀects of face-on accretion and ram pres-
sure stripping on the disc radius are comparable and both processes are destructive,
resulting in median disc radii . 100 AU. The relative influence of external photoe-
vaporation with respect to face-on accretion and ram pressure stripping remains to be
investigated. All three truncation processes are most eﬀective in the core of a cluster,
where the velocity dispersion, stellar and gas density, and the number of massive stars
with high radiation fields are high.
The swept up mass expected from face-on accretion is not suﬃcient to explain the
observed multiple stellar populations in globular clusters with the early disc accretion
scenario (Chapter 2). The early disc accretion scenario would require that the stars ac-
crete an amount of enriched gas of the order of their initial mass, otherwise the most
extreme abundance spreads cannot be explained (Bastian et al. 2013b). Nevertheless,
face-on accretion must be prominent in the early evolution of globular clusters, be-
cause the velocity dispersion and ambient gas density were probably high.
Face-on accretion leads to discs that are compact and have a high surface density,
while dynamical encounters results in discs that are generally larger and less mas-
sive. The observed protoplanetary disc size distribution in the Trapezium cluster can
be reproduced by only considering the eﬀect of face-on accretion and ram pressure
stripping on the sizes of the discs. The planetary systems that form within protoplan-
etary discs that are subject to face-on accretion are expected to be more compact in a
dense environment with a high velocity dispersion. Moreover, a correlation between
the size of the disc and the embedded planetary system and the mass of the star is also
expected, because the disc mass scales with stellar mass and a low-mass disc contracts
faster than a heavy disc. Observations show that hot Jupiters, giant planets with a
mass similar to that of Jupiter and with an orbital period . 10 days, around main se-
quence stars occur more frequently in open clusters than in the field (Brucalassi et al.
2016, 2017). The consensus is that hot Jupiters cannot have formed at their current
location but that they must have migrated inwards from larger distances ( 5 AU,
Lin et al. 1996). There are several explanations for the migration of hot Jupiters. The
observed dependency on the stellar environment is generally attributed to dynamical
interactions that occur within a cluster. This is substantiated by the observations that
the orbital planes of most hot Jupiters are misaligned with the equatorial planes of
their host stars (Triaud et al. 2010). Although it is not yet clear how face-on accretion
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aﬀects planet formation and migration, such misalignments can also be caused by the
tilt process discussed in Chapter 4. The relevance of the tilt process with respect to
other hot Jupiter migration scenarios can be tested by observations of spin-orbit mis-
alignments of stars with multiple co-planar planets as a function of stellar environ-
ment. Spin-orbit misalignment have been observed in multi-planet systems (Huber
et al. 2013), but in most observations up to now the spin-orbit angle is similar to that
of the solar system and consistent with alignment within the observational error (Hi-
rano et al. 2012; Sanchis-Ojeda et al. 2012; Chaplin et al. 2013). Constraints on the
tilt process can perhaps also be derived by numerically examining whether the distri-
bution of disc inclinations with respect to their velocity vectors can be distinguished
from a random distribution.
6.3 Planet formation and migration
Theories for planet formation rely on two basic scenarios (Helled et al. 2014): (1)
the gravitational instability, in which a gravitationally unstable disc fragments into
clumps of gas that may form a (giant) planet and (2) the core-accretion model, in
which the core of the planet is formed by the build-up of metre- to kilometre-sized
planetesimals. To form a giant planet, this core then accretes gas from the disc, which
forms a gaseous envelope. In the core-accretion model, giant planets are thought to
form at distances. 20AU from the star (Helled et al. 2014), while in the gravitational
instability model planets can form at larger distances. A maximum radius of 40-50
AU is theoretically possible in the core accretion model but this requires a minimum
value of the surface density for solids to form at large radii (Rafikov 2011). If this
condition is not met then the time scale of forming a giant planet is too long compared
to observational constraints. The maximum radius for giant planet formation in the
core accretion model is at odds with the observation of gaps in transition discs out
to a radius of 160 AU, which could have been caused by the presence of a Saturn-
mass planet (Isella et al. 2016). The gaps suggest that giant planets can form at such
large radii without the need to fragment the disc. Face-on accretion could influence
planet formation because it makes the disc more compact and increases the surface
density. Therefore it increases the supply of gas, and perhaps dust, at any distance
within the disc radius and may decrease the time scale of forming a (giant) planet. In
general, this would lead to more compact planetary systems. However, assuming that
the surface density decreases with radius, the relative increase in the surface density
due to face-on accretion is larger at larger radii. By including the contribution from
face-on accretion to the surface density profile, i.e. contraction and accretion, in the
current models for giant planet formation, the constraint on the theoretical maximum
formation radius can perhaps be eased, depending on the initial mass and size of the
disc and the transport of dust through the disc. Furthermore, the contraction of the
159
Summary & outlook
disc and inward transport of mass could play a role in planet migration. It is currently
not clear if and how planet formation and migration at radii . 10 AU is aﬀected by
face-on accretion. At these small radii the viscous time scale is short and the viscous
evolution of the disc cannot be neglected in our theoretical model. Our results of
Chapter 5 indicate that only low-mass discs, around low-mass stars . 0:1M, can
contract to radii. 25 AU, which could increase the influence of face-on accretion on
planet formation at these small radii. Studies show that a steep surface density profile,
i.e. a large fraction of the disc mass at small radii, increases the possibility of forming a
planet with a significant water content in the habitable zone (Ronco & de Elía 2014).
The formation of a spiral-arm and additional contraction when the disc is inclined
with respect to the flow are other planet-formation triggers but they are currently not
straightforward to incorporate consistently in planet-formationmodels. Generally the
presence of a planet is expected to trigger an instability, which leads to the formation
of a spiral arm (Kley & Nelson 2012). Our results show that a spiral arm can form
without the presence of a planet, which suggests the possibility that planet formation
may be the result of the presence of a spiral arm. The time scale on which a spiral
arm is formed via the tilt process depends on the ambient density, the relative velocity
of the disc and presumably the dissipation of the eccentricity within the disc. It can
only be considered as a generic trigger for planet formation if this time scale is . 1
million years. Numerical studies may help answering the question whether a spiral
arm is formed when the star and protoplanetary disc leave their natal cloud.
The solar system shows a misalignment of 7 between the equatorial plane of the
Sun and the orbital plane of its planets (Beck & Giles 2005). Similar spin-orbit mis-
alignments are also observed for transiting exoplanets and debris discs (Hébrard et al.
2008; Watson et al. 2011). These misalignment have been explained with diﬀerent
scenarios varying from dynamical interactions (Fabrycky & Tremaine 2007) to pri-
mordialmisalignment (Bate et al. 2010).The tilt process provides another explanation,
because a spin-orbit misalignment may occur naturally as a protoplanetary disc moves
through an ambient medium.The early solar system is believed to have experienced an
interaction with supernova ejecta. In Chapter 4 we use a simplified model to demon-
strate that the observed misalignment in our solar system can result from interaction
with supernova ejecta. However, the eﬃciency of the tilt process may be aﬀected by
the temperature diﬀerence between the disc and the supernova ejecta. This should be
tested with numerical studies. Considering the high velocity and low density of super-
nova ejecta, it would be best to perform such simulations with moving-mesh methods
instead of a smoothed-particle hydrodynamics method, but these simulations remain
computationally expensive.
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Epitome
Ourwork indicates that the possible truncation, contraction and tilting of a protoplan-
etary disc caused by its movement through an ambient medium should be considered
intrinsic to protoplanetary disc evolution, because all stars and their discs are born in
a gaseous environment and are thus aﬀected by these processes to some extent. This
thesis provides a starting point to investigate these processes in more detail, in partic-
ular whether and how face-on accretion and photoevaporation influence each other,
and the possible eﬀect of face-on accretion on planet formation and migration.
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7| Nederlandse samenvatting
Toen de zon werd geboren, was hij omringd door een schijf van gas, enigszins verge-
lijkbaar met hoe Saturnus is omgeven door ringen. De zon is geen uitzondering: bijna
elke ster die geboren wordt, heeft zo’n schijf. De schijf noemen we een protoplanetai-
re schijf, omdat de planeten (en manen, kometen en asteroïden) gevormd worden in
deze schijf. De schijf bestaat voor ongeveer 99% uit gas en voor 1% uit hele kleine
vaste deeltjes, ook wel stof genoemd. Deze stofdeeltjes klonteren samen in de schijf
tot steeds grotere klompen en vormen uiteindelijk een planeet (of een maan, komeet,
asteroïde of ander ‘ruimtepuin’). Op den duur verdampt het gas in de schijf door het
licht van de ster. De planeten en andere objecten zijn te massief om te verdampen en
ze blijven in banen bewegen om de ster. Als al het gas is verdampt, blijft alleen de ster
en haar planetenstelsel over.
Om te doorgronden hoe (bewoonbare) planeten ontstaan in een protoplanetaire
schijf, zullen we ook de levensloop van de protoplanetaire schijf zelf moeten begrijpen.
In dit proefschrift onderzoeken we de invloed die de omgeving kan hebben op een
protoplanetaire schijf. Sterren worden geboren in grote gaswolken. Dat betekent dat
een ster en haar protoplanetaire schijf bewegen door een gasrijke omgeving. Terwijl de
protoplanetaire schijf door dit gas beweegt, kan het gas opvegen (‘face-on accretion’
in het Engels). Zoals een spons onder de kraan water opneemt. In bijzonder onder-
zoeken we hoeveel gas een schijf op kan vegen en hoe dat opgeveegde gas de evolutie
van de schijf beinvloedt.
7.1 Methodiek
De evolutie van een protoplanetaire schijf is voor menselijke begrippen een traag pro-
ces: het duurt een paar miljoen jaar. We kunnen er dus niet door jarenlang door onze
telescopen te kijken achterkomen hoe de evolutie in zijn werk gaat; gedurende een
mensenleven verandert er vrij weinig in de schijf. Daarom stoppen we onze theoreti-
sche kennis in computermodellen. In dit proefschrift gebruiken we hydrodynamische
codes. Dat zijn codes waarmee we het gedrag van o.a. gas en vloeistoﬀen kunnen si-
muleren in door ons gekozen omstandigheden. We gebruiken codes waarin het gas
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wordt gemodelleerd met deeltjes, die elk een bepaald volume gas vertegenwoordigen.
De veronderstelling is dat hoe meer deeltjes we gebruiken in onze simulaties, hoe
nauwkeuriger de simulatie is. De simulatie kost echter ook meer tijd naarmate we
meer deeltjes gebruiken. Het is een soort kosten-baten analyse om te bepalen hoeveel
deeltjes we minimaal nodig hebben voor een betrouwbaar resultaat. In hoofdstuk 2
valideren we onze methode door simulaties met twee verschillende hydrodynamische
codes en met verschillende hoeveelheden deeltjes te doen.
In plaats van een schijf door een hele grote gaswolk te laten bewegen, wat veel
rekentijd zou kosten, zetten we de schijf stil en laten we het gas langs de schijf stro-
men. Voor onze hydrodynamische simulaties in hoofdstukken 2 en 3 positioneren we
een schijf haaks op een inkomende gasstroom, zie afbeelding 2.3 op pagina 37. Dit
is vergelijkbaar met een soort windtunnel test. In hoofdstuk 4 onderzoeken we wat
het eﬀect is als de schijf niet loodrecht op de gasstroom staat, maar is gekanteld (zie
afbeelding 4.3 op pagina 112). In hoofdstuk 3 presenteren we een wiskundig model
voor de evolutie van een protoplanetaire schijf onder invloed van een inkomende gas-
stroom en we gebruiken de hydrodynamische simulaties om ons wiskundige model te
toetsen. Dit wiskundige model is een toevoeging aan de bestaande theorie van gas-
schijven. In hoofdstuk 5 gebruiken we het wiskundige model om de evolutie van een
populatie van protoplanetaire schijven onder verschillende omstandigheden te onder-
zoeken.
7.2 Reactie van een protoplanetaire schijf
Op grond van natuurkundige en geometrische argumenten, verwachten we dat de
hoeveelheid gas die een protoplanetaire schijf kan opvegen afhangt van drie aspec-
ten: (1) het oppervlak van de schijf, (2) de snelheid waarmee het gas beweegt ten op
zichte van de schijf en (3) de dichtheid van het gas. In hoofdstuk 2 constateren we
dat deze redenering overeen komt met de resultaten van onze simulaties. We vinden
dat de snelheid waarmee de protoplanetaire schijf gas opveegt niet sterk afhangt van
de hydrodynamische code en het aantal deeltjes dat we gebruiken. In onze simulaties
zien we twee belangrijke fenomenen. Het zijn allebei natuurkundige fenomenen die
al bekend zijn, maar tot op heden werden ze niet direct geassocieerd met de beweging
van een protoplanetaire schijf door zijn geboorte-omgeving.
Ten eerste, het instromende gas oefent druk uit op de schijf, de zogeheten stoot-
druk. De hoeveelheid druk wordt bepaald door de dichtheid en de snelheid van het
gas. De dichtheid en de snelheid die we gebruiken in onze simulaties in hoofdstuk 2
zijn erg hoog. De buitenste rand van de schijf kan deze druk niet aan en wordt mee-
gesleurd met de stroom. We spreken van erosie door stootdruk(‘ram pressure stripping’
in het Engels). Hierdoor wordt de diameter van de schijf gehalveerd, nadat het in-
stromende gas de schijf voor het eerst raakt. De omvang van de schijf na deze kaalslag
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komt overeenmet wat we theoretisch verwachten. In het vervolg van de simulatie blijft
het instromende gas geleidelijk materiaal van de buitenste rand van de schijf meesleu-
ren. De snelheid waarmee de schijf continu materiaal blijft verliezen, verschilt per
code en het aantal deeltjes dat we gebruiken in onze simulaties. Dat betekent dat het
continue massa-verlies van de schijf tot op zekere hoogte een kunstmatige eﬀect is in
de hydrodynamische codes. Op grond van theoretische argumenten verwachten we
wel dat het instromende gas continu massa uit de schijf meesleurt, maar we kunnen
niet afschatten hoeveel. Dat komt door onderlinge wrijving van gas in de schijf, ook
wel viscositeit (stroperigheid) genoemd, waarvan we zeker weten dat die plaatsvindt
maar niet welk proces die viscositeit veroorzaakt.We hebben hiervoor een versimpelde
aanname moeten doen in onze simulaties en deze aanname beinvloedt de hoeveelheid
materiaal die wordt meegesleurd.
Het tweede natuurkundige verschijnsel dat we zien in onze simulaties is het krim-
pen, of eigenlijk samentrekken, van de schijf. De schijf veegt continu gas op en daar-
door neemt de massa van de schijf toe. Als de schijf niet zou reageren op dit opge-
veegde gas, zou het impulsmoment van de schijf toenemen (zie kader). Dat is echter
natuurkundig onmogelijk, omdat dan een fundamentele natuurwet geschonden zou
worden, namelijk de wet van behoud van impulsmoment. De schijf moet reageren
op het opgeveegde gas en kan dit alleen doen door samen te trekken. Op deze ma-
nier bevindt het ronddraaiende gas in de schijf zich dichter bij de ster en blijft het
impulsmoment behouden. Zolang de schijf gas opveegt, blijft hij samentrekken.
.
. Wat is impulsmoment?
Figuur 7.1: De schaatser links heeft zijn ar-
men ver van zijn lichaam en draait rond-
jes om zijn as. Als de schaatser zijn armen
intrekt, gaat hij sneller om zijn as draaien.
Het impulsmoment van de schaatser blijft
hetzelfde.
Afbeelding bewerkt van clipartfest.com
Impulsmoment drukt uit hoe groot
de neiging is van een draaiend ob-
ject om te blijven draaien. Waarom
is dat een interessante maat? Im-
pulsmoment is een behouden, d.w.z.
constante, grootheid, net als energie
of massa. Een object kan niet zelf
meer of minder impulsmoment cre-
ëren, dat kan alleen door een kracht
van buitenaf. Een draaiend wiel stopt
niet uit zichzelf. Dat komt door een
externe kracht, bijvoorbeeld wrijving
met de grond en de lucht of een rem-
schijf. Het impulsmoment hangt af
van: (1) de snelheid waarmee wordt
rondgedraaid, (2) de massa die rond-
draait en (3) de afstand van die massa
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.
tot de draai-as. Het impulsmoment wordt berekend door deze drie groothe-
den met elkaar te vermenigvuldigen. Voor een draaiend object, zoals de kunst-
schaatser hierboven, geeft deze vermenigvuldiging altijd dezelfde waarde, zo-
lang er geen externe krachten werken op het draaiende object. Laten we voor
het gemak even aannemen dat de schaatser geen wrijving ondervindt van de
lucht en het ijs. Dan zou de schaatser eeuwig rondjes blijven draaien. In het
linkerplaatje draait de kunstschaatser rondjes met zijn armen wijd. Hij heeft
dus een hoeveelheid impulsmoment. Als de schaatser nu zijn armen intrekt,
zoals in het rechterplaatje, blijft het impulsmoment gelijk. Alleen de massa
van zijn armen is nu dichter bij de draai-as. De afstand tot de draai-as (2) is
kleiner geworden, terwijl de totale massa van de schaatser (3) gelijk is gebleven.
Omdat het impulsmoment behouden blijft, wordt de rotatiesnelheid (1) groter
en gaat hij sneller rondjes draaien om zijn as.
In dit proefschrift onderzoeken we ronddraaiende protoplanetaire schijven. De
schijven vegen gas op. Dat betekent dat de massa van de schijf toeneemt. Het
impulsmoment van de schijf moet echter hetzelfde blijven: het is behouden.
De schijf moet óf in zijn geheel langzamer gaan draaien óf de afstand tot de
draai-as verkleinen, d.w.z. krimpen of beter: samentrekken. De schijf kan niet
langzamer draaien, want de draai-snelheid in de schijf wordt bepaald door de
afstand tot de stera. Dat betekent dat de schijf wel moet samentrekken. Om in
het voorbeeld van de schaatser te blijven: stel we geven de schaatser in het lin-
kerplaatje een lege emmer in elke hand. Als we nu de emmers vullen met water,
neemt de hoeveelheid massa op armlengte van de draai-as toe. In tegenstelling
tot een protoplanetaire schijf, kan een schaatser wel langzamer gaan draaien.
De schaatser gaat vanzelf langzamer rondjes draaien om zijn as, anders zou het
impulsmoment toenemen. Als de schaatser even snel rond wil blijven draaien
als hij deed toen de emmers nog leeg waren, zal hij de emmers naar zich toe
moeten trekken zodat de massa in de emmers een kleinere afstand heeft tot de
draai-as.
aIn natuurkundige termen: de draaiing van de schijf wordt bepaald door de wetten van Ke-
pler, net zoals de beweging van de planeten om de zon. De draaiing van de schaatser is die van
een star lichaam, evenals de draaiing van de aarde om zijn eigen as.
7.3 Het samentrekken van een protoplanetaire schijf
In hoofdstuk 3 presenteren we een wiskundig model dat de samentrekking van de
schijf beschrijft. Door o.a. gebruik te maken van de wet van behoud van impulsmo-
ment, kunnen we theoretisch beschrijven hoe de schijf reageert op het opgeveegde
gas. Ons model beschrijft de evolutie van de omvang en massa van de schijf als func-
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tie van de dichtheid en de snelheid waarmee het gas wordt opgeveegd. Hoe meer gas
de schijf kan opvegen, hoe sneller hij samentrekt. Het samentrekken van de schijf is
het sterkst in het begin en neemt af naarmate de tijd vordert. Dat komt doordat de
relatieve toename in massa steeds kleiner wordt. We toetsen ons model door deze te
vergelijken met dezelfde hydrodynamische simulaties als in hoofdstuk 2, alleen va-
riëren we nu de dichtheid en snelheid van het instromende gas. We vinden dat ons
wiskundige model een goede beschrijving geeft van de evolutie van de schijf in onze
simulaties. Hoewel we in de vergelijking van de simulaties met het wiskundige mo-
del de viscositeit van het gas in de schijf verwaarlozen, geeft het model alsnog een
goede beschrijving. De viscositeit kan wel meegenomen worden in ons wiskundige
model, maar zoals hierboven beschreven is het proces dat deze viscositeit veroorzaakt
nog onbekend. Theoretici hebben overigens wel vermoedens over wat de viscositeit
zou kunnen veroorzaken (zie Secties 1.3.1 en 1.3.2 in de introductie). We beargu-
menteren dat, onder de omstandigheden in onze simulaties, het verwaarlozen van de
viscositeit op korte tijdschaal gerechtvaardigd kan worden. Dit is echter niet het geval
als je de evolutie van de schijf voor miljoenen jaren wilt beschrijven. We leiden een
criterium af om te bepalen op welke tijdschaal de viscositeit verwaarloosd kan worden.
Ons model voorspelt dat een protoplanetaire schijf behoorlijk kan samentrekken als
de dichtheid van het gas en de snelheid van de schijf t.o.v. het gas hoog zijn. Wij vin-
den dat protoplanetaire schijven in theorie een hoeveelheid gas kunnen opvegen van
dezelfde orde van grootte als hun begin-massa. In het heelal komen de omstandig-
heden die hiervoor nodig zijn echter zelden voor. De hoeveelheid gas die wel wordt
opgeveegd is alsnog genoeg om de evolutie van de schijf te beinvloeden. Het is aan-
nemelijk dat hierdoor ook planeetvorming in de schijf wordt beinvloed, maar op basis
van de bevindingen in dit proefschrift kunnen we daar geen concrete uitspraken over
doen.
7.4 Het samentrekken van protoplanetaire
schijven in stervormingsgebieden
Uit waarnemingen van protoplanetaire schijven in gebieden waar nieuwe sterren ge-
vormd worden, blijkt dat de schijven verdwijnen in een kortere tijd dan theoretisch
verwacht werd. Tot op heden werden er twee externe processen beschouwd die de
evolutie van een protoplanetaire schijf kunnen beïnvloeden: (1) externe foto-evaporatie
en (2) het rakelings treﬀen van twee steren. Externe foto-evaporatie treedt op wanneer
een ster en zijn schijf te dicht in de buurt komen van een andere ster die vele malen
helderder is dan de ster waar de schijf omheen draait. Het licht van deze heldere ster
versnelt de verdamping van het gas in de schijf, zie afbeelding 1.1 op pagina 2. Bij
een rakelings treﬀen scheren twee sterren, met hun schijf, zo dicht langs elkaar dat
ze door hun zwaartekracht materiaal uit de schijf van de andere ster lostrekken. Ze
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maken als het ware elkaars schijf deels kapot.
Het opvegen van gas, in combinatie met erosie door stootdruk van de schijf, blijkt
een vrij eﬃciënte manier om schijven kleiner te maken. Het is een derde, tot op he-
den nog niet beschouwd proces, om de waarnemingen van protoplanetaire schijven
in stervormingsgebieden te verklaren. In hoofdstuk 5 gebruiken we ons wiskundige
model in simulaties van stervormingsgebieden om te bepalen hoe belangrijk het opve-
gen van gas is voor de omvang van protoplanetaire schijven. We vergelijken het eﬀect
van het opvegen van gas met het eﬀect van rakelingse ontmoetingen tussen sterren.
Het proces van externe foto-evaporatie is niet eenvoudig theoretisch te modelleren;
we laten dit verder buiten beschouwing.
We vinden dat, onder omstandigheden die overeenkomenmet waarnemingen van
stervormingsgebieden, het opvegen van gas een eﬀectievere manier is om protopla-
netaire schijven kleiner te maken dan het rakelings treﬀen van sterren. Dat betekent
dat het opvegen van gas een grotere rol kan hebben gespeeld in de evolutie van pro-
toplanetaire schijven dan tot op heden gedacht. Pas als er heel weinig gas in het ster-
vormingsgebied is, wordt het rakelings treﬀen van sterren het dominante proces dat
de schijven kleiner maakt. Een kleine hoeveelheid gas in een stervormingsgebied zou
voor kunnen komen in twee situaties: (1) wanneer sterren veel eﬃciënter gevormd
worden dan we tot nu toe denken, d.w.z. het meeste gas wordt gebruikt om sterren te
vormen en er blijft weinig gas over; of (2) in een laat evolutie-stadium van een ster-
vormingsgebied. Uit waarnemingen en simulaties weten we dat uiteindelijk al het gas
wordt weggeblazen uit het stervormingsgebied door de stralingsdruk van de sterren.
We verwachten daarom dat rakelingse ontmoetingen tussen sterren dominant worden
in dit laatste stadium. De sterren moeten dan nog wel dicht genoeg bij elkaar in de
buurt bewegen, anders is de kans op een rakelings treﬀen erg klein.
Beide processen voorspellen een verschil in de resulterende protoplanetaire schij-
ven: het opvegen van gas leidt tot schijven die compact en relatief zwaar zijn, terwijl het
rakelings treﬀen van sterren resulteert in grotere en lichtere schijven. De omstandig-
heden in één van onze gesimuleerde stervormingsgebieden achten we representatief
voor een echt stervormingsgebied: het Trapezium cluster. We vergelijken de omvang
van protoplanetaire schijven in onze simulatie met de omvang van waargenomen pro-
toplanetaire schijven in het Trapezium cluster en vinden dat de voorspelling van ons
wiskundige model voor het samentrekken van de schijven goed overeenkomt met de
waarnemingen.
7.5 Sterpopulaties in bolvormige sterhopen
Protoplanetaire schijven kunnen in theorie een behoorlijke hoeveelheid gas opvegen.
Sterrenkundigen dachten daarom dat het opvegen van gas ook andere waarnemingen
kan verklaren. In het bijzonder de waarnemingen van meervoudige sterpopulaties in
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Figuur 7.2: Alhoewel het op het eerste gezicht niet duidelijk is, bestaat de bolvormige sterhoop
M13 uit niet één, maar meerdere sterpopulaties. M13 is één van de 150 bolvormige sterhopen
die bekend zijn in ons Melkwegstelsel.
Credit: STScl POSS-II Digitized Sky Survey en Noel Carboni
bolvormige sterhopen. Bolvormige sterhopen, zie afbeelding 7.2, zijn de oudste stel-
laire groeperingen in onsMelkwegstelsel: ze zijn zo’n tien tot dertien miljard jaar oud1
en elke bolvormige sterhoop bestaat uit honderdduizenden sterren. In elke bolvormi-
ge sterhoop die we in detail hebben bekeken zien we sterren die elementen bevatten,
die ze nooit zelf in die hoeveelheden gevormd kunnen hebben. We kunnen deze ster-
ren indelen in groepen op basis van hun chemische samenstelling en daarom spreken
we van meervoudige sterpopulaties. We begrijpen eigenlijk niet hoe er meervoudige
populaties zijn onstaan in plaats van gewoon één populatie van sterren die allemaal
dezelfde chemische samenstelling hebben. Aangezien bolvormige sterhopen zo lang
geleden ontstaan zijn, is het moeilijk te achterhalen hoe dit heeft kunnen gebeuren.
Je zou kunnen zeggen dat we naar een 13 miljard jaar oude plaats delict kijken waar
vrij weinig sporen zijn overgebleven. Bastian en zijn collega’s opperden in 2013 het
idee dat toen de sterren nog jong waren, ze met hun protoplanetaire schijf gas hebben
opveegd dat verrijkt was met elementen uit zwaardere sterren. Hoe zwaarder een ster,
hoe sneller hij evolueert. Gedurende hun leven zetten sterren lichte elementen om
in steeds zwaardere elementen. Daarnaast blazen sterren hun buitenste lagen, met die
zwaardere elementen, weg. Dat weggeblazen materiaal zou dan via de protoplanetaire
1De leeftijd van het heelal is bepaald op 13.7 miljard jaar.
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schijf in de jonge sterren moeten belanden.
In onze simulaties in hoofdstuk 2 hebben we een hoge dichtheid en snelheid ge-
kozen voor het instromende gas, zodat ze de vroege omstandigheden in bolvormige
sterhopen representeren. We vinden dat, hoewel de protoplanetaire schijf aanzien-
lijk wat gas kan opvegen, deze hoeveelheid gas niet genoeg is om het ontstaan van
meervoudige sterpopulaties te verklaren. Ook alle andere scenarios die tot nu toe be-
dacht zijn om de meervoudige sterpopulaties te verklaren, zijn ontkracht door waar-
nemingen en/of simulaties. Het ontstaan ervan blijft dus een mysterie, maar biedt ook
perspectief voor een grote doorbraak in de sterrenkunde.
7.6 Het kantelen van een protoplanetaire schijf
In onze simulaties in hoofdstuk 2 en 3 zijn we uitgegaan van het ideale geval waarin
de schijf loodrecht staat op het instromende gas. In hoofdstuk 4 onderzoeken we wat
er gebeurt als de schijf gekanteld is. We vinden dat de schijf zich opricht in de stroom
en zich langzaam oriënteert naar een positie loodrecht op het instromende gas. Dat
betekent dat er een kracht moet zijn die de schijf rechtop duwt, zie afbeelding 7.3.
Vergelijk het met een wip: als je aan beide kanten van de wip even hard duwt, blijft
de wip in evenwicht. Als je nu één arm van de wip langer zou maken dan de andere
en je duwt weer aan beide kanten even hard, dan klapt de wip om naar de kant met
de langste arm. Het krachtmoment, dat is kracht arm, is aan de kant met de lange
arm groter dan aan de kant met de korte arm. Iets vergelijkbaars gebeurt met de schijf
die zich in de gasstroom bevindt. Het instromende gas maakt de banen van gas in de
schijf eccentrisch (zie voor een gedetailleerde omschrijving figuur 4.1 op pagina 102).
Dat betekent dat de schijf niet meer symmetrisch is, maar aan één kant een groter
oppervlak heeft dan aan de andere kant. Het instromende gas oefent dus aan een kant
van de schijf een groter krachtmoment uit dan aan de andere kant. Het krachtmo-
ment verandert de richting van het impulsmoment van de schijf, waardoor de schijf
kantelt. Door het kantelen trekt de schijf tevens samen. Deze samentrekking versterkt
de samentrekking die wordt veroorzaakt door het opvegen van gas. Daarnaast laten
onze simulaties zien dat er een spiraalarm in de gasschijf ontstaat. Over het algemeen
wordt gedacht dat spiraalarmen in protoplanetaire schijven worden veroorzaakt door
de aanwezigheid van een planeet. Onze resultaten laten zien dat een spiraalarm ook
kan ontstaan zonder die aanwezigheid van een planeet. Dat suggereert een mogelijk-
heid dat planeetvorming het gevolg kan zijn van de aanwezigheid van een spiraalarm,
in plaats van andersom. Om dit uit te zoeken zijn echter wel vervolgstudies noodza-
kelijk.
Het kantelproces zou ook een verklaring kunnen zijn voor de hoek van 7 die de
evenaar van de zon maakt met het baanvlak van de aarde en de meeste andere pla-
neten, zie afbeelding 7.4. In principe zouden we verwachten dat het baanvlak van
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Figuur 7.3: Versimpelde weergave van het kantelproces van een protoplanetaire schijf. Door
het van links instromende gas richt de schijf zich loodrecht op de instroomrichting van het
gas. Doordat het impulsmoment van de schijf verandert, kantelt de draai-as van de schijf en
valt deze niet meer samen met de draai-as van de ster. Daarnaast wordt de schijf kleiner.
Figuur 7.4: Het baanvlak van de aarde en de meeste andere planeten maakt een hoek van 7
met de evenaar van de zon. Aangezien planeten in een protoplanetaire schijf ontstaan, specu-
leren wij dat deze hoek het gevolg zou kunnen zijn van het kantelen van de protoplanetaire
schijf van de zon. Het kantelen zou dan veroorzaakt zijn door instromende supernova ejecta.
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de planeten en de evenaar van de zon samenvallen, zoals links in figuur 7.3 waar de
draai-as van de ster en de draai-as van de schijf over elkaar vallen. We zien echter dat
ze een hoek maken van 7, net zoals er rechts in figuur 7.3 ook een hoek ontstaan is
tussen de draai-as van de ster en de draai-as van de schijf. Iets moet die hoek veroor-
zaakt hebben. Daar zijn al verschillende ideeën over, maar wij doen in hoofdstuk 4
een nieuwe suggestie: namelijk dat die hoek is ontstaan doordat er heel snel gas in de
protoplanetaire schijf van onze zon is gestroomd. Uit waarnemingen vermoeden we
dat het vroege zonnestelsel een interactie heeft ondergaan met supernova ejecta. In een
supernova explodeert een ster en slingert zijn buitenste lagen met hoge snelheid het
heelal in. Als de weggeslingerde lagen het vroege zonnestelsel met haar protoplanetai-
re schijf op hun pad treﬀen, zouden ze de schijf kunnen kantelen. De hoge snelheden
en lage dichtheden van de supernova ejecta maken het echter praktisch onmogelijk
om dit de simuleren met onze hydrodynamische code. We gebruiken daarom een ver-
simpeld model en daaruit blijkt dat interactie met supernova ejecta in theorie de hoek
van 7 kan veroorzaken. Er zijn wel gedetailleerde simulaties noodzakelijk om deze
theorie echt hard te maken.
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