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Abstract— Left-turn planning is one of the formidable chal-
lenges for autonomous vehicles, especially at unsignalized
intersections due to the unknown intentions of oncoming
vehicles. This paper addresses the challenge by proposing a
critical turning point (CTP ) based hierarchical planning
approach. This includes a high-level candidate path generator
and a low-level partially observable Markov decision process
(POMDP) based planner. The proposed CTP concept, inspired
by human-driving behaviors at intersections, aims to increase
the computational efficiency of the low-level planner and
to enable human-friendly autonomous driving. The POMDP
based low-level planner takes unknown intentions of oncoming
vehicles into considerations to perform less conservative yet
safe actions. With proper integration, the proposed hierarchical
approach is capable of achieving safe planning results with high
commute efficiency at unsignalized intersections in real time.
I. INTRODUCTION
Unsignalized intersection is a difficult scenario for deci-
sion making and planning of autonomous vehicles (AVs)
[1] due to the unknown intentions of surrounding human-
driven vehicles. Left-turn planning at unsignalized intersec-
tions is one of the most common and dangerous tasks for
autonomous vehicles, especially when the oncoming vehicle
does not use turning signals. In such a complicated condition,
balancing safety and commute efficiency is the key. Many
approaches have been attempted to solve this contradiction.
Planning using predictions of surrounding vehicles is a
popular approach [2–4], which usually formulated the prob-
lem into a dynamic obstacle avoidance planning problem.
This approach can be implemented in various scenarios with
different prediction and planning algorithms. However, it is
difficult to predict the accurate future path of each vehicle
at intersections. The model predictive control approach [5–
7] can solve planning and control problems simultaneously,
but requires more precise vehicle and environment models,
which affects real-time performance.
The rule-based approach [8–10] is easy to implement, but
its performance is closely related to the modelling accuracy
of the situations. For intersection planning problems, it would
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be nearly impossible to represent every scenario. Reinforce-
ment learning [11–13] is another common approach for plan-
ning and decision making of AVs. However, the performance
of the reinforcement learning approach is closely related to
the construction of the Q-map, which needs to be large to
have good performance.
Partially observable Markov decision process (POMDP)
based approach [14–16] is an emerging technique for solving
intersection planning problems in autonomous driving. With
uncertain states being considered, the POMDP model could
provide high efficiency at intersections. However, since solv-
ing a POMDP problem online using Monte Carlo sampling
requires high computational power, actions are always set to
be very discretized on a one-dimensional scale. Having two-
dimensional action space (e.g. vertically and horizontally)
enables exploration of the whole intersection space, but
results in low-efficiency performance.
This paper proposes a novel approach to address left-
turn planning problems at unsignalized intersections, where
oncoming vehicles have unknown intentions. As for the
original contributions, this paper:
• proposes a critical turning point (CTP ) and POMDP
based hierarchical planning framework;
• proposes and validates a CTP concept for generating
behavior-orientated paths;
• formulates a two-dimensional left turn planning prob-
lem as a POMDP problem using the CTP concept, and
solves the problem with good real-time performance.
The rest of the paper is structured as follows: Section
II introduces the novel CTP based hierarchical planning
approach, while the POMDP problem formulation is pre-
sented in Section III. Section IV describes our simulation
and results, and conclusions are presented in the last section.
II. CTP BASED HIERARCHICAL PLANNING APPROACH
The configuration of the CTP based hierarchical planning
approach is demonstrated as Fig. 1. The proposed framework
can be divided into two parts: a high-level candidate path
generation and a low-level path selection and speed planning.
A. High-level Behavior-oriented Paths Generation
When making a left turn at an intersection with many
oncoming vehicles, the left-turn vehicle usually creeps for-
ward and waits at a certain position for the way to clear,
then a sharp turn is performed from that point. Inspired
by this phenomenon, a candidate path generation strategy
is proposed for solving left-turn problems more efficiently,
since the real-time performance is closely related to the
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Low-level Path Selection and Speed Planning
POMDP Model :
(S, 𝐴, 𝑂, 𝕋, ℝ, 𝕆, 𝛾)
• Transition Model:
𝕋(𝑠′, 𝑎, 𝑠) = 𝑃(𝑠′|𝑠, 𝑎)
• Observation Model:
𝕆(o, 𝑎, 𝑠′) = 𝑃 𝑜 𝑠′, 𝑎
• Reward Model:
ℝ = 𝑅𝑐 + 𝑅𝑔+ 𝑅𝑚+ 𝑅𝑟+ 𝑅𝑣
(d) POMDP Formulization(e) POMDP Solver (MCTS)
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(f) Speed Planned on the Chosen Path
High-level Behavior-oriented Paths Generation
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Fig. 1. Configuration of the CTP based hierarchical planning approach for a standar intersection
proper modification of the POMDP model. The detailed
procedure for high-level candidate paths generation will be
explained in details below.
1) Critical Zone Extraction From Road Geometry:
Critical Zone is the area that covers all the possible left-
turn trajectories, which is presented as the orange shaded area
in Fig. 1 (a). When the ego vehicle drives into an intersection,
it uses the points A, B, C, D and E as shown in Fig. 1 (a)
to generate the Critical Zone. Positions of these points are
closely related to the stop lines and road centerlines of the
starting and target roads. Then the length (L) of the square-
shape bounding box of critical zone will be sent to the next
part of the proposed generator for CTP s extraction.
2) CTP Extraction and Validation: During left turns,
there are some points where the ego vehicle shifts from
creeping forward to make sharp steering and starts driving
into the potential collision area (red shaded area in Fig. 1)
(b). Decisions made around these points are crucial to guar-
antee safety, therefore, these points are defined as CTP s, and
our proposed method defines the positions of each CTP as:
li = ciL (i ∈ {1, 2, 3}) (1)
where l1, l2, l3 are the distances from the starting point
of the left turn to the CTP s as shown in Fig. 1 (b). Each
distance is calculated by multiplying the given length (L) of
the critical zone with a certain ratio ci, this ratio is defined
as critical ratio.
To verify the rationality of the model, a recently released
intersection traffic dataset [18] has been used. The dataset
records the position, speed, steering angle, etc. of each
vehicle at an intersection from a bird-eye view. Left-turn
trajectories are extracted and plotted as the green lines in
Fig. 2. The starting points where the vehicle makes hard
steering (sharp turning) are identified and extracted as turn
points. The positions of these points are then clustered using
the k-means algorithm, and the average position of each
cluster is plotted as red dots in Fig. 2, which proves that
the aforementioned CTP does exist and also follows an
isometric sequential pattern.
3) Path Planned from CTP s and Coordinate Transfer:
With the starting point, CTP s and goal point as waypoints,
candidate paths are generated using straight lines and quarter-
circle curves. As shown in Fig. 1 (c), straight lines are used
for paths planned from the starting point to CTP s. From the
CTP s, quarter-circle curves are used for the ego vehicle to
make the sharp turn until it faces to the left, then the rest
of each path is filled with straight lines. The radii of each
quarter-circle curve Ri as shown in Fig. 1 (c) are calculated
using the length of the critical zone L in Fig. 1 (a) and the
Fig. 2. Representation of CTP s in real life
critical ratios ci in equation 1:
Ri = (1− ci)L (i ∈ {1, 2, 3}) (2)
After the candidate paths are generated in the Cartesian
coordinate system, they are transferred into the Frenet frame
[19] coordinate system. Since on a certain candidate path, the
ego vehicle’s travel distance s on the Frenet frame could be
mapped to the Cartesian coordinate position (x, y), the paths
are reduced into a lower dimension, which are beneficial for
searching efficiency for the model proposed later.
B. Low-level Path Selection and Speed Planning
Once candidate paths have been generated, they will be
sent to the lower-level planner for path selection and speed
planning. Proper POMDP modeling of the problem is made
for the best representation of the scenarios, as shown in
Fig. 1 (d). The detailed description of the POMDP model
setup will be made in Section III. After the model has been
properly set, as shown in Fig. 1 (e), a Monte Carlo tree
search (MCTS) solver is used for optimal policy generation
and action selection, which will be described in Section III.
III. POMDP PROBLEM FORMULATION
Partial observable Markov decision model is usually used
for decision making in environments with uncertainties. The
model could be formed into a tuple (S,A,O,T,R,O, γ) as
shown in Fig. 1 (d), where S,A,O are the state space, action
space, observation space accordingly, and T,R,O are the
transition, reward, and observation model, while γ stands
for the discount factor.
POMDP problems could be solved by off-line or on-
line solvers. In our work, an online solver is chosen to
adapt to the complexity of intersections. The Adaptive Belief
Tree (ABT) [21] solver, which is an improved variation of
the classical Monte Carlo tree search solver (POMCP) [20]
is implemented. Instead of trimming the entire policy tree
after an action is selected, the ABT algorithm only modifies
parts of the tree that are influenced by the updated belief
after executing the selected action. In this way, the search
efficiency is boosted, which is critical for the safety and real-
time efficiency at road intersection scenarios.
A. State Space and Observation Space
The state space of the model is defined as the stacked
states of all the vehicles, with the states considered as
including both explicit and implicit states. Explicit states
include directly observable information, and the implicit
states are the intention of other drivers that is not directly
observable but have influence on the ongoing states. With
paths pre-planned in the previous section, Frenet frame is
used to limit the dimensions of state space and action space.
With the travelled distance and speed on a certain path, the
global position and velocity of each vehicle can be defined
with only two states instead of four. The whole state space
is written as
Xt = (x0,t, x1,t..., xn,t) (3)
with
xi,t = (Si,t, Vi,t, Pi,t) i ∈ 0, 1, 2, ...., n (4)
x0,t represents the states of the ego vehicle at time t. S0,t
stands for the travelled distance on the planned trajectory,
V0,t stands for the velocity along the trajectory and P0 is
the path that is chosen by the ego vehicle. For states of the
oncoming vehicle xi,t (i = 1, 2..., n), the expanded state
representation is similar, except Pi,t denotes left, right turn
or straight heading for the oncoming vehicle.
For the observation model, it is assumed that there is no
sensor noise in the scenario and the ego vehicle knows all its
states. However, the future path of the oncoming vehicle is
unknown. Thereby, the ego vehicle could only obtain the
oncoming vehicle’s global localization and speed in each
time frame in the form of
Ot = (O1,t, O2,t, ..., On,t) (5)
with each vehicle’s observation at time t, On,t can be written
as (On,t = xn,t,yn,t, vn,t).
B. Action sapce
The action of the ego vehicle is defined in a compressed
two-dimension space, including a acceleration variable av
and a left-turn Boolean variable al. The acceleration varies
from -4 m/s2 to 4 m/s2 with a step of 1 m/s2. While the
”left-turn” variable is Boolean (0 or 1) which conveys sharp
turn instructions.
a = (av, al) (6)
C. Reward
The reward function of the model is set as
R = Rc +Rg +Rv +Rm +Rr (7)
where Rv = −(V − vref )2 is set for the ego to follow the
desired speed as close as possible on the pre-planned path,
and the collision penalty Rc is defined as
Rc =
{
−4000000, if dist < distsafe.
0, otherwise.
(8)
Fig. 3. Simulation results of the proposed model
similarly, the reward for reaching the goal is
Rg =
{
4000000, if S > Sgoal.
0, otherwise.
(9)
and the penalty for moving backwards is defined as
Rr =
{
−30000, if V < 0.
0, otherwise.
(10)
the marching reward Rm = 300y − 10x is set to encourage
the ego vehicle to drive closer to the goal point on the x, y
axis. This is a crucial reward for the ego vehicle to select a
proper path around CTP s during planning.
D. Transition Model
Since all the vehicles are assumed to move on predefined
routes, the transitions are defined on the Frenet frame as
St+1 = St + vt∆t+ 0.5aacc∆t
2 (11)
aacc stands for the acceleration of each vehicle, St is the
driving distance on the pre-planned path, and ∆t is the time
interval between each frame.
The oncoming vehicles are assumed to stay on the pre-
determined route at a constant speed. As for the ego vehicle,
if a sharper turn is processed, the ego vehicle’s state variable
Pe will be set to the number of the CTP . If the ego vehicle
passes the third CTP , Pe is automatically set to three. After
a CTP has been chosen, the ego vehicle only searches
for optimal sequential actions on the designated path, and
ignores all the sharp turn instruct actions.
IV. SIMULATIONS AND RESULTS
In the test scenario, there is one oncoming vehicle ap-
proaching the unsignalized intersection with a pre-defined
intention (a route to follow) which is unknown to the ego
vehicle. The ego vehicle is starting with the same position
and speed in each scenario. Scenarios of different intentions
and starting speeds of the oncoming vehicle have been tested.
The planned trajectories and the speed of the ego and the
oncoming vehicle in three particular scenarios are presented
in Fig. 3, the color of each dot corresponds to a certain
speed. The three dashed lines are the candidate paths of the
ego vehicle, and the dotted line is the pre-defined oncoming
vehicle’s path. In all of the scenarios in Fig. 3, the ego vehicle
pulls into the intersection with a relatively high speed, then it
decelerates, maintains a low speed and performs the creeping
forward behavior until the intention of the oncoming vehicle
becomes certain. After the intention is clear, the rest of the
path is planned with a definite assumption, and a more radical
behavior is performed around the critical turning point.
Which shows the human-like characteristic of our approach
and the rationality of our CTP model.
When the oncoming vehicle is going straight that blocks
the left-turn paths as shown in Fig. 3 (c), the ego vehicle
tends to take the candidate path with the furthest CTP ,
and performs more radical actions around the third CTP .
This makes a lot of sense, since though taking a longer
path is not an optimal option in a normal evaluation scheme,
considering the moving nature of the oncoming vehicle, this
decision decreases the time needed to travel through the
intersection. Fig. 3 (a) and (b) shows that, in the scenarios
that the oncoming vehicle is turning right, the ego vehicle
intends to drive into the collision area at an early stage.
This makes sense too, since if the right-turn intention of the
oncoming vehicle is certain, the ego vehicle knows that the
way will be quickly cleared for the left turn, which would
be wise to make a sharper turn. It is also worth mentioning
that, the ego vehicle picks different paths when the right-turn
vehicle is driving with different speeds as shown in Fig. 3
(a) and (b). When the oncoming vehicle is driving with a
lower speed (scenarios in Fig. 3 (b)), the waiting time before
getting into the dangerous collision zone is longer, therefore
the middle path is chosen. However, when the oncoming
vehicle is driving with a higher speed (scenarios in Fig. 3
(a)), the shortest and the most aggressive path is chosen since
the waiting time is shorter. Which shows the fully geometric
exploration of our proposed method.
Fig. 4 shows how the actions of the ego vehicle change
with changing beliefs of the intention of oncoming vehicles.
As the ego vehicle travels forward, the intention of the
oncoming vehicle becomes more and more certain. It can
be seen from Fig. 4 (a) and (b) that before the intention
of the oncoming vehicle is fully known, the actions share
the same pattern. As shown in Fig. 4 (a), the moment when
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Fig. 4. Belief-action correlated changing graph
the oncoming traffic’s left-turn intention becomes certain, an
acceleration action is performed. Conversely, in Fig. 4 (b),
when the oncoming vehicle’s intention of going straight is
assured, braking action is executed since the future path is
blocked by the oncoming traffic.
The performance of commute efficiency at an intersection
is also tested with our proposed planner. As shown in Fig. 5,
a comparison has been done between our planner (orange
line in Fig. 5) that generates paths with curves and straight
lines using CTP , and a planner (blue line in Fig. 5) that
only generates a path from road geometry (a quarter circle
curve from the stop line to the goal point). The scenario is
set with the oncoming vehicle driving straight at a constant
speed while the ego vehicle tries to make a left turn. Since
the length of paths that the two planners planned is different,
a marching ratio is used to evaluate how far the ego vehicle
has gone through. The marching ratio is calculated by taking
the marching distance of the ego vehicle in the Frenet frame
and divides it by the full length of the path planned by each
vehicle. The dashed blue lines in Fig. 5 are the starting and
ending marks of the intersection. The two curves both start
with a negative marching ratio because the starting position
of the ego vehicle is behind the stop line. Fig. 5 shows that
our proposed method spends about 1.5s less time to pass
through the intersection than the one that does not use CTP s.
The reason that our proposed method has a higher effi-
ciency in passing through the intersection can be explained
by the result shown in Fig. 6. Our candidate paths planned
with CTP gives the ego vehicle an option to keep moving
forward to reach the next CTP when one of the paths is
blocked by the oncoming traffic. As shown in Fig. 6, after
1.5 seconds, the oncoming traffics is blocking the way of the
left-turn path. The planner that only uses road geometry as its
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Fig. 6. Speed profile on the left-turn path
path comes to a full stop, but with our proposed method, the
ego vehicle keeps on creeping forward and waits closer to the
goal point. When the path eventually becomes clear, the ego
vehicle drives into the collision area with a shorter remaining
distance. Since the ego vehicle keeps on creeping forward
when the candidate paths are blocked, our proposed planner
also obtains a higher average speed, which considerably
increases the efficiency in passing the intersection.
Fig. 7 shows that our method is safety guaranteed. Two
critical cases that the ego vehicle might crash with the
oncoming traffic have been tested, which are the oncoming
traffic is turning right and going straight. The solid lines
are the distance between the ego vehicle and the oncoming
vehicle. The dashed lines indicate the speed of the ego
vehicle. The color bar indicates the marching ratio of the
entire left turn process. It could be seen that the ego vehicle
always keeps a safe distance to the oncoming vehicle and
decreases speed before potential crashes occur. This indicates
that our proposed method does not only guarantee safety in
the current time frame, but also intends to avoid collisions
in a future time frame.
In general, before merging into the intersection, the ego
vehicle drives into the intersection with high speed. Then it
decelerates to a lower speed and creeps forward, considering
the potential of collision with the oncoming vehicle while
waiting for the oncoming vehicle’s intention to become
certain. The ego vehicle then performs more confident ac-
tions on a proper route when the intention of the oncoming
vehicles becomes clear.
V. CONCLUSIONS
We have proposed a novel critical turning point (CTP )
based hierarchical left-turn planning approach in this pa-
per. This allows autonomous vehicles to perform safe and
efficient planning behaviors as a driving expert during a
left-turn scenario. We then proposed and validated a CTP
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Fig. 7. Vehicle distance, speed profile and marching ratio with respect to
time in two critical scenarios
concept for generating candidate paths for fast planning pro-
cess and to enable friendly driving behavior of autonomous
vehicles. A partially observable Markov decision process
(POMDP) based solver is utilized to solve the formulated
left-turn planning problems when taking into account the
unknown intention of oncoming vehicles. With this proposed
approach, urban driving of autonomous vehicles will be able
to integrate into surrounding human-driven vehicles in a
friendly manner, which as a result produces better commute
efficiency. This is a high-level decision planner for general
behavior planning. We will introduce a smoothing planer or
controller in our future work.
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