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Abstract
Identifying animals from a large group of possi-
ble individuals is very important for biodiversity
monitoring and especially for collecting data on a
small number of particularly interesting individu-
als, as these have to be identified first before this
can be done. Identifying them can be a very time-
consuming task. This is especially true, if the ani-
mals look very similar and have only a small num-
ber of distinctive features, like elephants do. In
most cases the animals stay at one place only for a
short period of time during which the animal needs
to be identified for knowing whether it is important
to collect new data on it. For this reason, a system
supporting the researchers in identifying elephants
to speed up this process would be of great benefit.
In this paper, we present such a system for iden-
tifying elephants in the face of a large number of
individuals with only few training images per indi-
vidual. For that purpose, we combine object part
localization, off-the-shelf CNN features, and sup-
port vector machine classification to provide field
researches with proposals of possible individuals
given new images of an elephant.
The performance of our system is demonstrated on
a dataset comprising a total of 2078 images of 276
individual elephants, where we achieve 56% top-1
test accuracy and 80% top-10 accuracy.
To deal with occlusion, varying viewpoints, and
different poses present in the dataset, we further-
more enable the analysts to provide the system with
multiple images of the same elephant to be identi-
fied and aggregate confidence values generated by
the classifier. With that, our system achieves a top-
1 accuracy of 74% and a top-10 accuracy of 88%
on the held-out test dataset.
1 Introduction
In biological research projects, there often is a focus on cer-
tain individuals from a larger group. These individuals might
be particularly interesting, be it because they are the matri-
arch of a huge family, or simply because they have a certain
Figure 1: An example classification containing the automatically
detected head bounding box and the predicted name of the elephant.
special behavior, not commonly found among others of its
kind, and thus it is important to collect new data from them.
As many of the individuals might look very similar, it can be
very hard to identify them on the spot.
Sometimes researchers are staying with such animals for a
long time, get familiar with them and thus also become able
to identify them without any notes taken before. But as this
is most often not the case, and most researchers often only
stay there for shorter periods of time, they are not able to get
that familiar with the animals and thus have to go through
all the archived features concerning each individual for iden-
tification. This is not only a very time-consuming but also
exhausting task. Additionally, the need for manual identifica-
tion can lead to stagnation of research, because the animals of
interest may move to another place before they can be iden-
tified, so that valuable data that could have been collected
about them is lost.
This can slow down the research progress significantly.
Thus, it would be very advantageous to have a supportive
system, which can help researchers to identify the individuals
quickly. In this work we propose to achieve this by combining
object localization for finding elephant heads, off-the-shelf
CNN features as descriptors, and support vector machines
(SVMs) for multi-class classification. An example identifi-
cation of an elephant from our dataset is shown in Figure 1.
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The remainder of this paper is organized as follows: We
briefly review related work in section 2 and describe our pro-
posed system for identification of individual animals in sec-
tion 4, after introducing the elephant dataset used for our
work in section 3. Experimental results are presented in sec-
tion 5 and, after a short problem analysis in section 6, we will
conclude this work in section 7.
2 Related Work
In the context of human beings, face identification is a very
actively studied field, where breakthroughs have recently
been achieved using deep learning with systems trained
end-to-end, e.g., FaceNet [Schroff et al., 2015], VGG-Face
[Parkhi et al., 2015], or DeepFace [Taigman et al., 2014].
However, such approaches usually require large amounts of
annotated training images per class, which are often not avail-
able in wildlife monitoring scenarios.
Loos et al. hence used traditional face identification meth-
ods such as Eigenfaces and SVMs for identifying 25 individ-
ual chimpanzees [Loos et al., 2011] and later extended this
by automatic face detection [Loos and Ernst, 2013].
Brust et al. have recently taken this approach to the deep
learning age for gorilla identification using pre-trained convo-
lutional neural networks (CNNs) for face detection and fea-
ture extraction [Brust et al., 2017]. Their approach is, in prin-
ciple, very similar to ours. However, we do not only demon-
strate that it is also suitable for identifying other species such
as elephants, but also show that the performance can be im-
proved further by using earlier layers than the last layer of a
CNN for feature extraction and additional pooling. Moreover,
we found that simple data augmentation such as flipping can
be useful for training the SVM classifier and show how to ag-
gregate predictions obtained for multiple images of the same
unknown individual to deal with occlusion and variations in
pose and perspective.
In contrast to the formerly mentioned works, our dataset
also poses new challenges: a large number of classes, a very
small and imbalanced number of images per class, and a long
time period during which images have been taken (17 years).
3 Elephant Dataset
We use a dataset provided by biologists from Cornell Univer-
sity, who run research on elephants in the Kongo in a project
called The Elephant Listening Project1, especially in the re-
gion of the Dzanga-Sangha special reserve [Turkalo et al.,
2017]. This research has been going on since 1999, mostly
focusing on one clearing many different elephants come to
every year.
Over the years, about 4000 different elephants were sighted
there and documented by the researchers in the field. They as-
signed names to many of the elephants and captured photos
and videos of them manually. Distinctive features, which can
be used to identify the elephants, were documented. Since
those features can be very subtle or even change over time,
identifying the individual elephants can be very hard. A re-
liable and fast identification system would hence be of great
benefit for their research.
1http://www.elephantlisteningproject.org/
Figure 2: Number of classes with a certain amount of images. The
minimum number of images in one class is 1, and the maximum 22.
The dataset consists of 2078 images of 276 different ele-
phants. This results in about 8 images per class on average,
but as we can see in Figure 2, the images are not very evenly
distributed across the classes. The maximum number of im-
ages in a class is 22 and the minimum number is one. We can
also see that a big part of the classes only has three to five
images, which in turn results in only two to four images for
training for these classes.
For our experiments we divided the dataset into a stratified
training split of 75% of the images, and a corresponding test
set with 25%. This results in 1573 images for training and
505 for testing.
4 Methods
The processing pipeline of our proposed approach is illus-
trated in Figure 3. Initially, the user inputs one or multiple
images. We then automatically locate the elephants’ heads in
these images using a YOLO network [Redmon et al., 2016]
that has been pre-trained on another dataset built from Flickr
images of elephants. This dataset is completely disjoint from
the one used for the identification experiments and consists
of 1285 training and 227 testing images.
The bounding boxes are drawn around the head instead of
the entire body, since preliminary results indicated that the
head contains more valuable features for identification.
The predicted bounding boxes are then shown to the user,
who then can correct the bounding boxes by drawing a new
one, or simply selecting one of multiple proposed ones, as
multiple elephants might be contained in the image.
These selected bounding boxes are then being cut out and
fed into a modified ResNet50 network [He et al., 2016] for
feature extraction. The base network used is the Keras imple-
mentation of ResNet50, trained on ImageNet, as the number
of images in our dataset is too small to fully train a deep net-
work. It also was modified to extract features not from the
last layer before the classification layer, but from earlier acti-
vation layers, which are then followed additionally by a new
pooling layer to increase translation invariance.
Figure 3: The full pipeline of our system from image input to the
classification result.
Depending on the layer used for feature extraction and the
degree of pooling, the number of features resulting from this
may be extremely high, leading to long processing times and
possibly memory problems. To deal with this, we apply prin-
cipal components analysis (PCA [Pearson, 1901]) to reduce
the number of features to twice the number of training im-
ages, i.e., approximately 3,000 for our 75% training split.
The extracted features are then classified using a support
vector machine (SVM [Cortes and Vapnik, 1995]) and the
classes, i.e., the individual elephants, are sorted in decreasing
order by their confidence values obtained from the SVM to
create a ranking with the most probable elephant at the top.
The ranking is then shown to the user, who can decide, which
elephant is the most similar one to the image he provided. A
few representative images from the training dataset are shown
for each predicted class in the ranking, so that the user can
easily filter out false positives.
To leverage the fact that some distinctive features of the
elephant head are symmetric, e.g., the tusks or the shape of
the ears, we augment the training data for the SVM with fea-
tures of horizontally flipped versions of all training images.
If multiple images were input, they are used for a joint clas-
sification, during which the confidence scores of the SVM
for each single image are being aggregated by averaging the
class-wise confidence values over all input images. This re-
sults in a single confidence score for each individual, so that
we can proceed as in the case of a single input image.
5 Experimental Results
Object Localization Experiments with the YOLO network
suggested that the head of the elephant is easier to detect, and
experiments regarding the identification also suggested that
head features are preferable for the classification, as they ap-
pear to have more features important for identifying the an-
imals. Because of this, we will only focus on the elephant
heads and head bounding boxes respectively in the following.
After training the network with 1285 images, its perfor-
mance was tested on a test set of 227 images, resulting in a
precision of 92.73% and a recall of 92.16%. The mean av-
erage precision achieved was 90.78%. Thus, we can reliably
locate the position of the elephant heads in the images au-
tomatically and hence reduce the effort of manual bounding
box annotation imposed on the user.
Top k 1 5 10 20
max 4 act. 40 0.508 0.706 0.770 0.823
max 5 act. 40 0.544 0.726 0.8 0.839
max 6 act. 40 0.560 0.716 0.788 0.853
max 4 act. 43 0.522 0.716 0.766 0.823
max 5 act. 43 0.546 0.708 0.770 0.833
max 6 act. 43 0.524 0.700 0.762 0.821
no pool act. 43 0.518 0.659 0.740 0.805
Table 1: Max pooling with one image using activation 40 and acti-
vation 43. All pooling trials were done using a network input reso-
lution of 512×512, the trials without pooling with one of 256×256.
The abbreviations max n stand for a max pooling layer with a pool-
ing size of n× n.
Top k 1 5 10 20
max 4 act. 40 0.698 0.818 0.866 0.902
max 5 act. 40 0.714 0.832 0.876 0.904
max 6 act. 40 0.742 0.852 0.878 0.906
max 4 act. 43 0.700 0.830 0.874 0.908
max 5 act. 43 0.722 0.832 0.876 0.906
max 6 act. 43 0.708 0.828 0.868 0.904
no pool act. 43 0.686 0.804 0.846 0.886
Table 2: Max pooling with 2 images using the layers activation 40
and activation 43. All pooling trials were done using a network in-
put resolution of 512 × 512, the trials without pooling with one of
256× 256. The abbreviations max n stand for a max pooling layer
with a pooling size of n× n.
Object Identification The identification was done using
the combination of a modified ResNet50 as feature extractor
and a support vector machine (SVM), which performs the ac-
tual classification. The features from the last layer before the
classification layer proved to be not the best to extract features
from, but the activation layer of the 14th residual block in the
ResNet50 architecture, here referred to as activation 43, pro-
vided better performance with the final classifier. This is in
line with the findings of [Vo and Hays, 2018], who argue that
earlier layers often generalize better to new tasks on datasets
different from the training data.
If the extracted features are not directly fed into the SVM,
but an additional pooling layer is added (cf. section 4), fea-
tures extracted from the 13th residual block perform even bet-
ter, as can be seen in Table 1 and Figure 4. The abbreviations
max n stand for a max pooling layer with a pooling size of
n × n. We can see that the best results using pooling were
achieved with the activation 40 layer, despite the 43rd layer
being the best beforehand. The best top-1 accuracy is 56%
with an average per-class accuracy of 49%. In the top 10 we
even achieve up to 80% and 74% per-class respectively.
As the dataset is comparatively small compared to most
other datasets and most classes have a much smaller num-
ber of images than the average of eight, many difficulties can
occur. For example, the features needed for correct classifi-
cation can be missing in the training or testing images, be-
cause they are occluded. This can, for example, be caused
by mud, or they are simply distorted due to the angle from
which the picture was taken. The angle and the movement of
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Figure 4: Comparison of different sizes of max pooling layers with
single-image classification.
the elephant can also have an effect on the features recorded
in the picture. Lastly, it could also simply be the case that
the elephant to identify was photographed from a view that
has never been seen in the dataset, for example an image be-
ing input with a left side view of the elephant and the dataset
containing only images of the elephant’s right side. In our
experiments, we found that a top-1 accuracy of over 70% can
be achieved for elephants with more than 8 training images,
whereas the accuracy was below 30% for individuals with
less than 4 images.
All these cases can lead to misclassification. A solution for
this problem would be to use multiple images for classifica-
tion that ideally contain multiple views of the same elephant,
and then combine the results of these images as described in
section 4. The results of this can be seen in Table 2 and Fig-
ure 5. We can see that, using two images, an accuracy of 74%
is possible and a per-class average accuracy of 59%. Among
the top 10 results, we even achieve up to 88% overall and
79% per-class respectively.
From this we can conclude that it might be a good approach
to use multiple images for one classification, as the combined
features result in a higher accuracy. This might also be true
when using multiple low-quality images, which on their own
are not suited for a good classification result, but together it
might be possible to still get a successful classification when
combining multiple of these.
6 Problem Analysis
As we have seen during the introduction of the dataset used,
the images are not distributed very evenly across the classes.
This results in many misclassifications, as a lot of classes have
only a small number of images to train with. But this is not
the only problem we have to deal with in this dataset.
On further analysis of the images we found that some pic-
tures are zoomed in too much, which causes important parts
of the elephant’s head, like the ears or the tusks, to be outside
of the image and thus renders them unusable for classifica-
tion. In many images the elephants are also very muddy. This
often can result in the elephant being mostly monochrome in
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Figure 5: Comparison of different sizes of max pooling layers with
two-image classification.
the image, which is why we cannot see some important con-
tours, e.g., the shape of the ears. Additionally, the images in
the dataset have been taken in the years 2000-2016, so a fur-
ther problem can be that the appearance of the animals and
some of their distinctive features changed during that time.
This can for example be the case, if the elephant loses a tusk
or a hole in the ears becomes a rip.
7 Summary
In this project we successfully implemented a system able to
assist biologists to identify elephants they encounter in the
field. This system consists of a bounding box detector, im-
plemented with YOLO, and a classifier using a combination
of a modified ResNet50 as feature extractor, a PCA and an
SVM as classifier. These components are connected through
a pipeline and can be used via a web interface.
We can achieve about 56% top-1 and 80% top-10 accu-
racy, if we use one image for classification. If we use two
images, we can even achieve 74% and 88% accuracy respec-
tively. With these results the system will definitely be able to
help the biologists in identifying elephants and allow them to
focus more on collecting data than on identification.
There are multiple things that still can be done in the
project. For example, we noticed that the results are some-
times very dependent on the bounding box drawn. To counter
this, an ensemble approach using a multitude of random crops
of the original bounding box as input for the classification
could be used. Here, a majority vote or also an average of the
confidence scores for each crop could be used to receive the
actual classification.
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