Abstract. The constraint language for lambda structures (CLLS) is a description language for lambda terms. CLLS provides parallelism constraints to talk about the tree structure of lambda terms, and lambda binding constraints to specify variable binding. Parallelism constraints alone have the same expressiveness as context unification. In this paper, we show that lambda binding constraints can also be expressed in context unification when permitting tree regular constraints.
Introduction
The constraint language for lambda structures (CLLS) is a first-order language for describing lambda terms [6, 7] . CLLS provides parallelism constraints [8] to talk about the tree structure of lambda terms, and lambda binding constraints to specify variable binding. In particular, CLLS models the interaction of parallelism and variable binding in lambda terms correctly.
Parallelism constraints of CLLS alone have the same expressive power as equations of context unification (CU) [16] , i.e. equations interpreted over the algebra of trees and contexts [4] . CU is closely related to linear second-order unification (LSOU) [10] which restricts second-order unification to unifiers mapping to linear lambda-terms. This relationship can be made precise when allowing for additional tree regular constraints [13] which help to avoid variable capture when translating lambda-terms from LSOU equations into CU equations.
The decidability of CU, LSOU, and CLLS-satisfiability with or without tree regular constraints are prominent open questions that are closely related. Decidability of CU was often conjectured (see e.g. [14] ). This is because various restrictions [4, 10, [19] [20] [21] make CU decidable, while the analogous restrictions for second-order unification don't [11, 12] . An independent decidable fragment of CLLS was presented recently [9] .
In this paper, we contribute a more accurate comparison between CLLS and CU which does account for lambda binding constraints for the first time. The motivating question is whether it is possible to correctly describe the interaction of lambda binding and parallelism in lambda terms by means of CU. In other words: can parallel lambda binding be expressed in CU similarly to CLLS? This question is relevant in that the need to express parallel lambda binding was one of the original motivations for introducing CLLS as an alternative to CU or LSOU. We give a positive answer to the question but need to assume tree regular constraints, similarly as for relating LSOU to CU in [13] . We show that lambda binding and parallelism constraints can be expressed in CU with tree regular constraints. This result is far from obvious. Our encoding requires several steps, one of which exploits an extension of the classical relationship between logic and tree automata [17, 23] . Another step relies on an important property of lambda binding constraints that we exhibit for the first time.
We proceed as follows: we start with an example of parallel lambda binding (Sec. 2), recall the notions of tree structures, segments, and parallelism (Sec. 3), and define parallel lambda binding in lambda structures (Sec. 4). Then we show that lambda structures can be described in CLLS by dominance, parallelism, and lambda binding constraints (Sec. 5). We then exhibit the key property of parallel lambda binding (Sec. 6) that allows us to express it through first-order dominance formulas, or equivalently by means of tree regular constraints (Sec. 7 and 8). This yields a translation to CU with tree regular constraints (Sec. 9). Finally, we discuss some applications and limitations (Sec. 10).
Example and Application
Parallelism constraints [8] subsume dominance constraints [1, 2, 15] which have multiple applications in computational linguistics: in syntax, semantics, and discourse (see e.g. [5, 24] ). The prime application of CLLS, however, is to model under-specification in natural language semantics [6, 7] .
Consider for instance the sentence: John saw a taxi and so did Bill. This elliptic sentence has two possible meanings that can be represented by the following lambda terms of Boolean type in higher-order logics:
1. There exists a taxi t seen by John and Bill:
exists taxi λt.(and (see john t) (see bill t))
2. There exists a taxi t 1 seen by John and a taxi t 2 seen by Bill.
and (exists taxi λt 1 .(see john t 1 )) (exists taxi λt 2 .(see bill t 2 ))
The ellipses require the meanings of source and target to be parallel except for the contrasting elements john and bill. Note that the elided parallel segments, shown in gray, are different in the two readings.
This example also illustrates the interaction of parallelism and lambda binding: in the first reading, both occurrences of t are bound by the same lambda binder outside the parallel segments, while in the second case, the occurrence of t 1 and t 2 are bound by distinct but corresponding lambda binders inside the parallel segments. Note that parallelism must allow for renaming of bound variables, in order to identify the corresponding variable names t 1 and t 2 above.
The lambda terms of both readings satisfy the CLLS constraint in Fig.1 . Binding relations are described by lambda binding constraints that are drawn as edges from var to lam-labeled nodes. The binding edge in the picture represent the binding of the first occurrence of t in the first reading and of the unique occurrence of t 1 in the second reading. No variable names are needed in CLLS; this avoids variable renaming and capturing once and for all.
Another advantage of the constraint in Fig. 1 is that it can be derived by compositional semantics construction from a parse tree. The graphical part is a dominance constraint that describes the meanings of the source sentence and the conjunction. But it leaves under-specified where to place the fragment with the lambda binder @(@(exists, taxi),lam( X 0 )), either above the conjunction @(@(and, X 1 ), X 3 ) or below its first argument that starts at node X 1 .
The parallelism constraint X 1 /X 2 ∼ X 3 /X 4 expresses the parallelism requirement of the ellipses. The parallel segments X 1 /X 2 and X 3 /X 4 must have equal tree structure and parallel binding relations. The meaning of parallel lambda binding is formalized by CLLS's lambda structures (see Section 4) .
But that parallel lambda binding cannot be expressed in LSOU or CU in any naive sense. In fact, this constitutes a serious problem to LSOU or other kinds of higher-order unification approaches to deal with ellipsis resolution [18, 22] . One might hope for instance, to describe the first reading above through the following lambda term:
exists taxi λt.(and (C john) (C bill)) where C john = see john t
The problem is that every unifier for the LSOU-equation C(john) = see john t must map the second-order variable C to the linear lambda term λj.(see j t) with free variable t. This unifier is not valid in LSOU since t gets captured by λt when applying the unifier. Note that CLLS allows this kind of external binder.
Tree Structures and Parallelism
We assume a finite signature Σ of function symbols ranged over by f, g. Each function symbol has an arity ar(f ) ≥ 0.
Finite Trees. A finite (rooted) tree τ over Σ is a ground term over Σ, i.e. τ ::= f (τ 1 , . . . , τ n ) where n = ar(f ) ≥ 0 and f ∈ Σ. We identify a node of a tree with the word of positive integers π that addresses this node from the root:
The empty word ǫ is called the root of the tree, i.e. root(τ ) = ǫ, while a word iπ addresses the π node of the i-th subtree of τ . We freely identify a tree τ with the function τ : nodes τ → Σ that maps nodes to their label; for τ = f (τ 1 , . . . , τ n ):
If τ is a tree with π ∈ nodes τ then we write τ.π for the subtree of τ rooted by π, and τ [π/τ ′ ] for the tree obtained by replacing the subtree of τ at node π by τ ′ . Dominance and Parallelism. Let τ be a tree with π, π ′ , π 1 , . . . , π n ∈ nodes τ . The relation π:f (π 1 , . . . , π n ) holds for τ if node π is labeled by f in τ and has the children π 1 , . . . , π n in that order from left to right. This is if τ (π) = f and π 1 = π1, . . ., π n = πn where n = ar(f ). The dominance relation π
. . , π n of a tree τ is a tuple of nodes π, π 1 , . . . , π n of τ such that π dominates all π i and, all π i with different index are pairwise disjoint. We call π the root of σ and π 1 , . . . , π n its holes. The nodes of a segment σ of a tree τ lie between the root and the holes of σ in τ :
Segment nodes generalize tree nodes in that nodes τ.π = nodes τ (π/) for all trees τ and π ∈ nodes(τ ). The labels of holes do not belong to segments. The inner nodes of a segment are those that are not holes:
A correspondence function between segments σ 1 and σ 2 with the same number of holes of a tree τ is a function c : nodes τ (σ 1 ) → nodes τ (σ 2 ) that is one-to-one and onto and satisfies the following homomorphism conditions:
1. The root of σ 1 is mapped to the root of σ 2 and the sequence of holes of σ 1 is mapped to the sequence of holes of σ 2 in the same order. 2. The labels of inner nodes π ∈ nodes − τ (σ 1 ) are preserved: τ (π) = τ (c(π)). 3. The children of inner nodes in π ∈ nodes − τ (σ 1 ) are mapped to corresponding children in σ 2 : for all 1 ≤ i ≤ ar(τ (π)) it holds that c(πi) = c(π)i.
We call two segments σ 1 and σ 2 of a tree structure τ (tree) parallel and write σ 1 ∼σ 2 if and only if there exists a correspondence function between them.
Lambda Structures and Parallel Lambda Binding
Lambda structures represent lambda terms uniquely modulo renaming of bound variables. They are tree structures extended by lambda binding edges. The signature Σ of lambda structures contains, at least, the symbols var (arity 0, for variables), lam (arity 1, for abstraction), and @ (arity 2, for application). The tree uses these symbols to reflect the structure of the lambda term. The binding function λ maps var-labeled to lamlabeled nodes. For example, Fig. 3 shows the lambda structure of the term λx. (f x) which satisfies λ(12) = ǫ. Definition 3. A lambda structure (τ, λ) is a pair of a tree τ and a total binding function λ :
We consider lambda structures as logical structures with the relations of tree structures, lambda binding λ(π) = π ′ , and its inverse relation. Inverse lambda binding λ −1 (π 0 )={π 1 ,..., π n } states that π 0 binds π 1 , . . . , π n and no other nodes.
Definition 4. Two segments σ 1 , σ 2 of a lambda structure (τ, λ) are (binding) parallel σ 1 ∼σ 2 if they are tree parallel so that the correspondence function c between σ 1 and σ 2 satisfies the following axioms of parallel binding (see Fig. 2 ):
Internal binder. Internal lambda binder in parallel segments correspond: for all π ∈ nodes
). External binder. External lambda binder of corresponding var-nodes are equal:
for all π ∈ nodes
No hanging binder. A var-node below a segment cannot be bound by a lamnode within:
Note that this definition overloads the notion of parallelism σ 1 ∼σ 2 . For tree structures it means tree parallelism and for lambda structures binding parallelism (if not stated differently).
Lemma 5. Parallelism in lambda structures is symmetric: if σ 1 ∼σ 2 holds in a lambda structure then σ 2 ∼σ 1 holds as well.
Proof. Suppose that σ 1 and σ 2 are parallel segments of a lambda structure (τ, λ) and that c is the correspondence function between them. By assumption, c satisfies the axioms of parallel binding. We have to show that the inverse correspondence function c −1 also satisfies these axioms.
remain only two possibilities:
Lambda binding constraints:
First-order dominance formulas:
Parallelism constraints:
Segment terms:
Logical languages for tree and lambda structures
We can apply the inverse function c −1 on both sides and obtain λ(c
. If π ′ does not belong to the inner nodes of σ 2 then λ(π ′ ) is a hanging binder which is not possible. In the same way, we can prove by induction that (c −1 ) n (π) must belong to the inner nodes of σ 2 for all n ≥ 1. But this is also impossible as trees are finite. External binder. Suppose that π ∈ nodes
. Again, there are two possibilities:
No hanging binder. This axiom coincides for c and c −1 .
Constraint Languages
Given the model-theoretic notions of tree structures and lambda structures we can now define logical languages for their description in the usual Tarski'an manner. We assume an infinite set X, Y, Z of node variables and define languages of tree descriptions in Figure 4 . A lambda binding constraint µ is a conjunction of lambda binding and inverse lambda binding literals: λ(X)=Y means that the value of X is a var-node that is lambda bound by the value of Y , while λ −1 (X)⊆{X 1 , . . . , X m } says that all var-nodes bound by the lam-node denoted by X are values of one of X 1 , . . . , X m .
A dominance constraint is a conjunction of dominance X * Y and childrenlabeling literals X:f (X 1 , . . . , X n ) that describe the respective relations in some tree structure. We will write X=Y to abbreviate X * Y ∧ Y * X. Note that dominance constraints are subsumed by parallelism constraints by definition.
A first-order dominance formula ν is built from dominance constraints and the usual first-order connectives: universal quantification, negation, and conjunction. These can also express existential quantification ∃X.ν and disjunction ν 1 ∨ ν 2 that we will freely use. Furthermore, we will write X =Y instead of ¬X=Y and X + Y for X * Y ∧ X =Y . A parallelism constraint φ is a conjunction of children-labeling, dominance, and parallelism literals S 1 ∼S 2 . We use segment terms S of the form X/X 1 , . . . , X m to describe segments with m holes, given that the values of X and X 1 , . . . , X m satisfy the conditions imposed on the root and holes of segments (Definition 1). Note that a parallelism literal S 1 ∼S 2 requires that the values of S 1 and S 2 are indeed segments.
To keep this section self contained let us quickly recall some model theoretic notions. We write var(ψ) for the set of free variables of a formula ψ of one of the above kinds. A variable assignment to the nodes of a tree τ is a total function α : V → nodes(τ ) where V is a finite subset of node variables. A solution of a formula ψ thus consists of a tree structure τ or a lambda structure (τ, λ) and a variable assignment α : V → nodes(τ ) such that var(ψ) ⊆ V . Segment terms evaluate to tuples of nodes α(X/X 1 ,..., X n ) = α(X)/α(X 1 ),..., α(X n ) which may or may not be segments. Apart from this, we require as usual that a formula evaluates to true in all solutions. We write τ, α |= ψ if τ, α is a solution of ψ, and in similarly (τ, λ), α |= ψ. A formula is satisfiable if it has a solution.
Theorem 6. Satisfiability of parallelism and lambda binding constraints φ ∧ µ can be reduced in non-deterministic polynomial time to satisfiability of parallelism constraints with first-order dominance formulas φ ′ ∧ ν.
Note that the signature is part of the input of the respective satisfiability problems. This means that a formula φ ∧ µ over signature Σ can be translated to some formula φ ′ ∧ ν over some other signature Σ ′ . Sections 6-8 deals with proving this theorem. Section 9 links the result of Theorem 6 to context unification plus tree regular constraints.
Non-Intervenance Property
The idea behind our translation is to eliminate lambda bindings from the lambdabinding and parallelism constraints, by naming variable binder. This means that we want to obtain similar parallelism constraints that use named labels lam u and var u , instead of anonymous labels lam and var and lambda-binding constraints.
In order to avoid undesired variable capture, we would like to associate different names to different lambda binder. But unfortunately we cannot always do so in the presence of parallelism: corresponding lam-nodes have to carry same label lam u and corresponding var-nodes the same label var u .
Given that we cannot freely assign fresh names, we are faced with the danger of capturing and have to avoid it. The simplest idea were to forbid trees where some node with label lam u intervenes between any two other nodes with labels lam u and var u . This restriction can be easily expressed by a closed first-order dominance formula or could also be directly checked by a tree automaton in some tree regular constraint.
Unfortunately, the above restriction is too restrictive and thus not correct, as illustrated by the following example:
It can always happen that a corresponding lam u takes place above of a binding lam u -node, so that the binding lam u intervenes between the corresponding lam u -node and one of the var u -nodes bound by it. Thus we need a refined nonintervenance property, which holds in a tree structure stating that no corresponding lam u may intervene between a lam u -node and one of the var u -nodes it binds. 
This will be proved by Lemma 8. The problem is that lam-node Y must correspond to X but intervene between X and the var-node V that X binds.
Lemma 8. Let (τ, λ) be a lambda structure with parallel segments σ and σ ′ that correspond via the correspondence function c. For all π with λ(π) ∈ nodes
Proof. We suppose that λ(π) ∈ nodes − τ (σ) and λ(π) + c(λ(π)) + π and derive a contradiction. The segments σ and σ ′ must overlap such that the root of σ dominates that of σ ′ properly.
Notice that π must belong to the inner nodes of segment σ, π ∈ nodes − τ (σ), since otherwise λ(π) would be a hanging binder.
Now suppose π does not belong to the inner nodes of the lower segment π ∈ nodes − τ (σ ′ ). First of all, notice that π must be dominated by a hole of σ ′ since otherwise π⊥root(σ ′ ) and the lemma would follow trivially. We also know that c(λ(π)) + π and belongs to the inner nodes of segments σ and σ ′ , therefore we can apply axiom internal binder and we get that c(λ(π)) = λ(c(π)), to avoid hanging binder axiom violation, c(π) must belong to the inner nodes of segments σ and σ ′ , that corresponds to the next case. Consider now the case that π also belongs to the inner nodes of the lower segment π ∈ nodes − τ (σ ′ ). We prove the following property inductively and thus derive a contradiction: For all π ∈ nodes
it is impossible that:
The proof is by well-founded induction on the length of the word π.
. Non-intervenance and lambda binding
be an inner node of σ. The length of the word π ′ is properly smaller than the length of π. Since π ′ belongs to the inner nodes of σ, the axiom for internal binder can be applied to the correspondence function c yielding c(λ(π ′ )) = λ(c(π ′ )) and thus c(λ(π ′ )) = λ(π). The node λ(π ′ ) must properly dominate both c(λ(π ′ )) and π ′ . The address (length) of c(λ(π ′ )) is smaller than that of π ′ , so that:
This is impossible as stated by induction hypothesis applied to π ′ .
Case λ(π)
+ root(σ ′ ) * c(λ(π)). Let π ′ = c −1 (π) be an inner node of σ. Since π is externally bound outside of σ ′ , the axiom for external binder applies to the inverse correspondence function c −1 by Lemma 5 and yields λ(π ′ ) = λ(π). By now, π ′ is internally bound in σ. The axiom for internal binder applied to correspondence function c yields:
π). This clearly contradicts λ(π)
+ c(λ(π)).
Elimination of Lambda Binding Constraints
We now give a translation that eliminates lambda binding literals while preserving satisfiability. The procedure is highly non-deterministic and introduce first-order dominance formulas to express consistent naming of bound variables. We impose the non-intervenance property of Lemma 8 when expressing the lambda binding predicate bind u (X, Y ) in Fig. 6 . This is defined by using the predicate intervene lam u (Y, X), that we express via first-order dominance formulas that some lam u -node intervenes between X and Y .
Guessing Correspondence Classes. Corresponding lam and var nodes clearly have to carry the same node labels. But we have to be a little more careful since we may have several correspondence functions for several pairs of parallel segments. We say that two nodes are in the same correspondence class for a given set of correspondence function {c 1 , . . . , c n } if they belong to the symmetric, reflexive, transitive closure of the common graph of these functions.
Given a parallelism and lambda binding constraint φ ∧ µ we consider the set of correspondence functions for pairs of segments that are required to be parallel in φ. But how can we know whether two variables of φ ∧ µ will denote nodes in the same correspondence class? We cannot do it a priori, but we simply guess it as there are only finitely many possibilities for the finitely many variables.
Translation. We want to guess one of the possible partitions into correspondence classes for variables of φ. Instead, we simply guess an equivalence relation on the variables of φ, and as our proofs will show, we don't have to express that Fig. 7 . Naming variable binder for correspondence classes e equivalent variables denote values in the same correspondence class. Let equ φ = {e | e ⊆ vars(φ) × vars(φ) equivalence relation} be the set of possible equivalence relations on the variables of φ. We write e(X) for the equivalence class of some variable X ∈ vars(φ) with respect to e, but consider equivalence classes of distinct equivalence relations to be distinct. Let names e = {e(X) | X ∈ vars(φ)} be the set names of e which contains all equivalences classes of e. Note that names e is finite for all e ∈ equ φ , and that names e and names e ′ are disjoint for distinct equivalence classes e and e ′ . We now fix a constraint Φ = φ ∧ µ and guess an equivalence relation e ∈ equ φ that determines the translation [ . ] e presented in Fig. 7 . This translation maps to a parallelism constraint plus first order dominance formulas φ ′ ∧ ν over the following signature Σ φ which extends Σ with finitely many symbols:
The literal λ(X) = Y is translated to bind e(Y ) (X, Y ) as explained before. This ensures that all corresponding nodes in e are translated with the same name e(Y ). The axioms about external binding and no hanging binder are stated by first-order dominance formulas in the translation of parallelism literals. The first-order formulas are defined in Fig. 8 . Note that the axiom of internal binding will always be satisfied without extra requirements.
We have to ensure that all var u -nodes in solutions of translated constraints will be bound by some lam u -node. Let no−free−var e be as defined in Fig. 8 . We then define the complete translation [Φ] by: 
Correctness and Completeness
We want to prove that our translation preserves satisfiability. We split the proof into Lemmas 10 and 11.
Lemma 10. Let Φ be a conjunction of a parallelism and lambda binding constraint and e ∈ equ(Φ) an equivalence relation on vars(Φ). If [Φ] e ∧ no−free−var e is satisfiable then Φ is satisfiable.
Proof. Let τ be a tree structure and α : vars → nodes τ an assignment with
We now define a lambda structure (p(τ ), λ) of signature Σ by projecting labels away. The nodes of p(τ ) are the nodes of τ . Let projection proj : Σ φ → Σ be the identity function except that proj(lam u ) = lam and proj(var u ) = var for any u ∈ names e . The labels of p(τ ) satisfy for all π ∈ nodes τ :
We define the lambda binding function λ : p(τ ) −1 (var) → p(τ ) −1 (lam) as follows: Let π be a node such that p(τ )(π) = var. There exists a unique name u such that τ (π) = var u . We define λ(π) to be the lowest ancestor of π that is labeled by lam u . This is the unique node in p(τ ) that satisfies bind u (π, λ(π)). It exists since we required τ, α |= no−free−var e .
It remains to prove that p(τ ), λ, α is indeed a solution of Φ, i.e. whether (p(τ ), λ), α satisfies all literals of Φ. (Here we deal with the main literal. The rest of literals can be found in the Appendix.) Consider S 1 ∼S 2 in Φ: This is the most complicated case. If τ, α satisfies this literal then clearly, (p(τ ), λ), α satisfies the correspondence conditions for all labeling and children relations. We have to verify that (p(τ ), λ) also satisfies the conditions of parallel binding. Let c : nodes
) be the correspondence function between α(S 1 ) and α(S 2 ) which exists since τ, α |= [Φ] e .
Internal binder. Let λ(π 1 )=π 2 for some π 1 , π 2 ∈ nodes − τ (α(S 1 )). By definition of λ, there exists a name u such that τ (π 1 ) = var u and π 2 is the lowest node above π 1 with τ (π 2 ) = lam u . Since the labels of the nodes on the path between π 1 and π 2 are equal to the labels of the nodes of the corresponding path from c(π 1 ) to c(π 2 ) it follows that τ (c(π 1 )) = var u , τ (c(π 2 )) = lam u and that no node in between is labeled with lam u . Thus, λ(c(π 1 )) = c(π 2 ). External binder. Suppose that λ(π 1 )=π 2 for two nodes π 1 ∈ nodes − τ (α(S 1 )) and π 2 ∈ nodes − τ (α(S 1 )). There exists a name u such that τ (π 1 ) = var u and π 2 is the lowest ancestor of π 1 with τ (π 2 ) = lam u . By correspondence, it follows that τ (c(π 1 )) = var u and that no lam u -node lies on the path form the root of segment α(S 2 ) to c(π 1 ). The predicate external−binder u (S 1 , S 2 ) requires that π 2 dominates that root of α(S 2 ) and that no lam u -node intervenes on the path from π 2 to that root. Thus, π 2 is the lowest ancestor of c(π 1 ) that satisfies τ (π 2 ) = lam u , i.e. λ(c(π 1 )) = π 2 . No hanging binder. Let S be either of the segment terms S 1 or S 2 . Suppose that λ(π 1 )=π 2 for some nodes π 1 / ∈ nodes − τ (S) and π 2 ∈ nodes − τ (S). There exists a name u ∈ names e such that τ (π 1 ) = var u and π 2 is the lowest ancestor of π 1 with τ (π 2 ) = lam u . This contradicts that τ, α solves no−hang−binder u (S) as required by [S 1 ∼S 2 ] e . Lemma 11. If Φ has a solution whose correspondence classes induce the equivalence relation e then [Φ] e ∧ no−free−var e is satisfiable. (Proof in Appendix)
Context Unification with Tree Regular Constraints
We have shown so far how to express lambda binding and parallelism constraints φ ∧ µ by parallelism constraints with first-order dominance formulas φ ∧ ν. We can now apply Theorem 11 of [17] : parallelism constraints plus firstorder dominance formulas φ ∧ ν can be expressed in context unification plus tree regular constraints. The same result also holds with monadic second-order dominance formulas, but we don't need them here.
The encoding of dominance formulas through tree automata applies similar tricks as encoding the weak monadic logic WS2S into tree automata. This result can be lifted with another encoding trick to translate parallelism constraints plus dominance formulas to parallelism constraints with tree regular constraints of the form tree(X) ∈ L(A) where L(A) is the regular language of some tree automaton A and tree(X) denotes the tree rooted by node X. Finally, one can translate parallelism plus tree regular constraints to context unification with tree regular constraints by extending on [16] .
Theorem 12. Every conjunction of parallelism and lambda binding constraints is satisfaction equivalent to some CU equations with tree regular constraints.
As explained above, this theorem is a corollary to Theorem 6 of the present paper and Theorem 11 of [17] . But to apply the latter, we have first to show that the definition of parallelism used there is equivalent to ours (Prop. 13 below).
Let {• 1 , . . . , • n , . . .} be an infinite set of hole markers. A context γ over Σ is a tree over Σ and the set of hole markers, but such that each hole occurs at most once in the context. For instance, f (• 2 , g(• 1 )) is a context with two holes. A segment can be identified with an occurrence of a context: For every segment σ of a tree τ with n holes we uniquely define a context context τ (σ) with hole markers • 1 , . . . , • n by: context τ (π/π 1 , . . . , π n ) = (τ [π 1 /• 1 ] . . . [π n /• n ]).π .
Proposition 13.
A tree parallelism relation σ 1 ∼σ 2 holds between two segments of a tree τ if and only if context τ (σ 1 ) = context τ (σ 2 ).
Limitations
It is proposed in [3] to extend CLLS by group parallelism in order to deal with beta reduction constraints. The question is now whether group parallelism can be expressed in context unification with tree regular constraints. This is a relation between groups of segments (S 1 , . . . , S n )∼(S Unfortunately, we cannot extend the encodings of the present paper. The problem is that group parallelism does not satisfy the non-intervenance property as stated for ordinary parallelism in Lemma 8. Indeed, it is not always possible to name variables consistently in the presence of group parallelism, so that corresponding binder of parallel groups are named alike. In other words, binding parallelism cannot be reduced to tree parallelism by naming binders. This is illustrated by the lambda structure in Fig. 9 which satisfies the group parallelism constraint: (X 1 /X 2 , X 4 /X 5 )∼(X 2 /X 3 , X 3 /X 4 ) Even though the lam-node X 2 corresponds to X 1 , X 2 intervenes between X 1 and its bound var-node X 6 . We thus cannot name these corresponding nodes alike.
Conclusion and Future Work. We have shown that the lambda-binding constraints of CLLS can be expressed in CU with tree regular constraints. This result depends on the precise non-intervenance property of parallel lambda binding, by which binding parallelism can be reduced to tree parallelism. Unfortunately, we have not been able to translate all of CLLS into CU with tree regular constraints. We leave open whether group parallelism, beta reduction, or anaphoric binding constraints can also be expressed in CU.
