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RÉSUMÉ. Dans ce papier, nous présentons le problème de l’implémentabilité des automates tem-
porisés. Le cadre théorique des automates temporisés ne peut pas être reproduit fidèlement en
pratique, sur des ordinateurs digitaux et plus ou moins imprécis ; les propriétés vérifiées ma-
thématiquement sur l’automate pourraient ne plus être satisfaite par l’implémentation. Nous
présentons deux approches pour étudier ce problème : l’une est basée sur une modélisation du
programme s’exécutant sur la plate-forme, l’étude des propriétés se faisant sur ce modèle, et
l’autre propose une sémantique élargie de l’automate temporisé, l’élargissement tenant compte
des nouveaux comportements induits par la plate-forme.
ABSTRACT. In this paper, we present the problem of the implementability of timed automata. The
theoretical semantics of timed automata can not be exactly implemented in practice, because
computers are digital and more or less precise; the properties verified on a timed automaton are
not necessarily preserved when implementing it. We deal with two approaches: the first one is
based on the modeling of the execution platform and the second studies an enlarged semantics
for timed automata that takes the imprecision into account.
MOTS-CLÉS : Vérification, model-checking, automates temporisés, implémentabilité
KEYWORDS: Verification, model-checking, timed automata, implementability
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1. Introduction
La vérification formelle des systèmes critiques a connu un succès incontestable
depuis la fin des années 1970. Au cours des quinze dernières années, ces techniques
de vérification ont été étendues afin de prendre en compte des notions quantitatives,
permettant en particulier de spécifier le délai qui sépare différentes actions du système.
Dans ce cadre, le modèle des automates temporisés [ALU 94] a été particulièrment
bien étudié, et plusieurs outils de vérification ont été développés pour ces modèles.
Sans entrer dans les détails pour l’instant, un automate temporisé est un système de
transitions disposant d’horloges, qui évoluent continûment, toutes à la même vitesse,
et qui servent à spécifier quand une transition est autorisée.
On peut cependant se poser la question de la pertinence de la vérification for-
melle de ces objets mathématiques, dès lors qu’ils représentent des programmes : la
sémantique de ce modèle est en effet extrêmement précise et suppose en particulier
des transitions immédiates et des horloges infiniment précises. Aucune plate-forme
d’exécution ne permet d’implémenter aussi précisément un tel automate, et rien ne
permet d’assurer a priori que les propriétés vérifiées sur le modèle théorique seront
préservées lors de l’implémentation.
Dans ce papier, nous exposons ce problème sur l’exemple du protocole d’exclusion
mutuelle de Fischer, et présentons quelques techniques récentes permettant de prendre
en compte les imprécisions des systèmes réels.
2. De la théorie à la mise en œuvre
2.1. Motivations
Un automate temporisé est défini par un quintuplet A = (L, ℓ0, C,Σ, δ) où L est
un ensemble fini d’états, ℓ0 ∈ L est l’état initial, C est un ensemble fini d’horloges,
Σ est un alphabet fini, et δ est l’ensemble des transitions. Une transition ℓ a,g−−−→
r:=0
ℓ′
est tirable si l’on se trouve dans l’état ℓ, qu’on exécute l’action a, et que les horloges
satisfont la condition g, qui est une conjonction de conditions x ∼ n, où x est une
horloge, n est un entier, et ∼ ⊆ {<,≤,=≥, >}. On passe alors dans l’état ℓ′, et
les horloges de r ⊆ C sont remises à zéro. Au lieu de prendre une transition, il est
également possible, à tout moment, de laisser s’écouler un délai t, auquel cas on reste
dans la même location et les horloges sont augmentées de la valeur t.
Prenons l’exemple du protocole d’exclusion mutuelle de Fischer [KRI 97] : deux
systèmes S1 et S2 souhaitent accéder à une section critique ; ils sont supervisés par
deux contrôleurs chargés d’assurer que les deux systèmes n’accèderont pas simulta-
nément à la section critique. La figure 1 représente un système et son contrôleur.
On peut facilement montrer, grâce à un outil de vérification d’automates tempori-
sés comme Uppaal [BEH 04], HyTech [HEN 97] ou Kronos [DAW 96], que l’exclu-
sion mutuelle est bien réalisée par ces contrôleurs.

















Figure 1. Le protocole d’exclusion mutuelle de Fischer
2.2. Des automates temporisés aux plates-formes d’exécution
La propriété d’exclusion mutuelle de notre exemple est cependant étroitement liée
au caractère infiniment précis (i.e. exact) du modèle des automates temporisés qui
le composent. En particulier, elle repose sur la garde stricte xi > 2. Celle-ci assure
en effet, combinée avec l’invariant xi ≤ 2 de l’état Requête, que lorsqu’un proces-
sus Pi peut atteindre sa section critique depuis l’état Attente, aucun autre proces-
sus Pj ne peut être dans l’état Requête. Ainsi, relâcher la contrainte xi > 2 en la
contrainte xi ≥ 2 fait perdre la correction du système, ce qui prouve sa fragilité. Par
exemple, si la précision des horloges est finie, ou bien si les horloges ne sont pas
parfaitement synchronisées, ou bien encore si des délais de communication entre les
processus, ou des délais de lecture/écriture des variables partagées viennent à ralentir
le système, il est possible que les transitions soient franchies à des instants interdits
dans le modèle mathématique. Or de telles imprécisions, aussi petites soient-elles,
existent toujours dans un système réel et peuvent entraîner la violation de la propriété
d’exclusion mutuelle.
L’exemple précédent met en évidence un certain nombre de propriétés liées au
caractère « idéal » du modèle mathématique des automates temporisés qu’il est im-
possible de reproduire dans un système réel :
1) synchronisation parfaite des différentes composantes du système, réception en
temps nul des entrées, émission en temps nul des sorties,
2) précision infinie des horloges,
3) temps d’exécution des actions nul — vitesse infinie du système lors de l’éva-
luation des gardes des transitions, et du choix de l’action à déclencher.
Pour mettre en défaut ces caractéristiques idéales, nous considérons des plate-
forme d’exécution réalistes pour lesquelles il faudra préciser :
1) la gestion des entrées/sorties du système vis-à-vis de l’environnement, et/ou des
variables partagées si le système est distribué ; les délais nécessaires à ces opérations,
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2) la précision de l’horloge globale du système, et des différentes horloges les unes
par rapport aux autres si le système est distribué,
3) la vitesse, la fréquence et la précision des calculs du système.
2.3. Besoins de garanties sur l’implémentation
Une fois l’étude du modèle terminée, on a en général un automate temporisé qui
vérifie formellement un certain nombre de propriétés. Il semble alors assez légitime
d’attendre que ces propriétés, prouvées sur le modèle, soient encore satisfaites par
l’implémentation. On parle de propriétés préservées par l’implémentation. Plus pré-
cisément, si l’automate temporisé A a été développé sous l’hypothèse d’un environ-
nement pour vérifier une propriété logique φ, alors l’implémentation de A préserve φ
si le programme codant A, s’exécutant sur une certaine plate-forme et dans le même
environnement vérifie encore φ.
La préservation de ces propriétés selon la remarque précédente est loin d’être im-
médiate. Une grande partie du travail autour du thème de l’implémentabilité va alors
consister à identifier tout ou partie des cas pour lesquels il y a préservation de pro-
priétés. Cela peut porter sur des conditions sur la plate-forme d’exécution et/ou des
conditions sur le programme implémentant l’automate temporisé et/ou des conditions
sur la propriété à préserver.
Une autre propriété qu’il est assez naturel d’attendre est la suivante : imaginons
qu’un automate temporisé ait été implémenté sur une plate-forme P donnée et que le
résultat soit satisfaisant (le programme s’exécutant dans un environnement donné sur
la-dite plate-forme satisfait tout ce qu’il faut). Imaginons encore que nous changions
la plate-forme P pour une plate-forme P ′ plus performante. On aimerait que « ça
marche » encore ! (C’est la propriété « faster is better ».) Autrement dit, on aimerait
ne pas avoir à refaire tout le travail de développement (implémentation de l’auto-
mate temporisé) puis de test/vérification/... éventuellement coûteux qui a conduit à
accepter l’implémentation sur P ; on aimerait avoir des garanties pour que la même
implémentation soit encore satisfaisante sur P ′. Bien entendu, ce genre de garantie est
étroitement liée à la signification de : « P ′ est plus performante que P ».
2.4. Les solutions proposées
Une première solution, naturelle s’il en est, est de chercher un pas de temps ∆
pour la plate-forme d’exécution pendant lequel elle soit capable 1) de récupérer et
transmettre les entrées, 2) de mettre à jour l’horloge du processeur, 3) d’effectuer ses
calculs. Il s’agit ensuite de transformer l’automate temporisé en un automate dont les
horloges sont non plus continues mais mises à jour toutes les ∆ unités de temps. Cette
discrétisation conduit alors à un automate interprété facilement programmable. Mal-
heureusement, il n’existe pas toujours de pas de temps ∆ tel que le comportement
de l’automate interprété soit en tout point comparable à celui de l’automate tempo-
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risé [ALU 91]. Par conséquent, on ne peut pas trouver de plate-forme d’exécution
pour laquelle cette implémentation préserve toute propriété.
Cette solution facile étant écartée, deux autres propositions sont en cours d’inves-
tigation pour résoudre le problème du passage à l’implémentation.
1) Modélisation de la plate-forme d’exécution : cette technique, présentée plus
en détails dans [ALT 05], consiste à modéliser la plate-forme d’exécution (temps de
transmission des entrées, dates de mises à jour de l’horloge, etc.) à l’aide d’automates
temporisés. Cette approche est développée dans la section 3.
2) Adaptation de la sémantique de l’automate temporisé : cette approche, intro-
duite dans [DEW 04b], consiste à modifier légèrement la sémantique des automates
temporisés. Cette nouvelle sémantique élargit les gardes des automates temporisés,
afin de prendre en compte un défaut de synchronisation des composants du système.
Nous exposons cette étude dans la section 4.
3. L’approche « modélisation »
L’approche de [ALT 05] propose une méthode pour implémenter des automates
temporisés dans un cadre permettant l’étude des garanties de l’implémentation. La
méthode est basée sur la modélisation de la plate-forme d’exécution. D’une part, à
partir de l’automate temporisé A à implémenter est produit automatiquement un au-
tomate discret Prog(A) représentant le programme à implémenter. D’autre part, la
plate-forme d’exécution est modélisée à l’aide d’automates temporisés P . La com-
position parallèle de P et Prog(A) modélise l’exécution du programme sur la plate-
forme. Le but est alors de comparer cette exécution avec la sémantique de A et d’en
déduire la préservation éventuelle de propriétés.
3.1. Le programme
Dans le modèle, l’automate temporisé A est directement en contact avec l’envi-
ronnement physique Env (ce que nous notons A ↔ Env). Les sorties de A arrivent
directement à Env et inversement, le temps physique et les entrées pour A lui sont
directement transmis. On peut voir le passage à une implémentation comme l’intro-
duction d’un intermédiaire entre A et Env : on a alors A ↔ P ↔ Env. La transmis-
sion du temps physique comme des entrées/sorties de A sont filtrées et/ou déformées
par le passage via la plateforme. Nous considérons que la plate-forme transmet à l’im-
plémentation de A les entrées qu’elle reçoit de Env et qu’elle lui fournit aussi deux
entrées additionnelles : now représente l’horloge du processeur et stocke la valeur de
la date courante, trig représente la vitesse d’exécution de la plateforme, elle sert à
déclencher une nouvelle exécution du corps de la boucle externe du programme. Ceci
définit l’interface du programme implémentant A. Pour obtenir ce programme, A est
transformé en un automate non temporisé, lequel est interprété par :
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loop eah trig :
read now ;
read inputs ;
ompute a step in Prog(A) ;
write outputs ;
endloop.
L’automate Prog(A) est obtenu par transformation syntaxique de A ; un exemple est


















Figure 2. L’automate Prog(Ci), oùCi est un contrôleur du protocole de Fischer illus-
tré à la figure 1.
3.2. Modélisation de la plate-forme
Pour étudier les bonnes propriétés de cette implémentation sur une plate-forme
donnée, la plate-forme est modélisée selon le schéma de la figure 3 : les trois points
identifiés au paragraphe 2.2 comme mettant en défaut les hypothèses idéales de la sé-
mantique des automates temporisés sont isolés et chacun est modélisé par un automate
temporisé.
1) Modèle de l’interface d’entrées/sorties : émet et reçoit les entrées/sorties de-
puis l’environnement ; transmet au programme les variables correspondantes. Pour
exemple, il permet de représenter le délai entre le moment où une sortie est mise à
jour par le programme et le moment où elle est émise vers l’environnement ; il peut
aussi modéliser la politique de consommation des entrées : qu’advient-il des entrées
non consommées, sont elles perdues, et si oui, au bout de combien de temps ? Sont-
elles mises en mémoire ? (et quelle est la taille de cette mémoire ?)
2) Modèle d’horloge digitale : met à jour la variable now. Il peut représenter le
rythme de mise à jour et la précision (peut-être non-déterministe) de l’horloge du
processeur. Deux exemples sont fournis à la figure 4.
3) Modèle d’exécution : émet l’événement trig qui déclenche l’exécution pour
le programme d’un nouveau tour de boucle. Il peut modéliser le pire cas d’exécu-
tion d’un tour de boucle, un temps non-déterministe entre le pire et le meilleur temps
d’exécution, ou quelquechose de plus fin.
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Modèle d’environnement Env
Modèle de l’interface d’entrées/sorties
Modèle de programme pourA : Prog(A)
Modèle d’horloge digitale
Modèle d’exécution















Fig. 4. Deux modèles d’horloge
digitale
La composition du modèle de la plate-forme P (donnée par les trois modèles ci-
dessus) et de Prog(A) donne lieu au modèle global d’exécution. Il représente l’exé-
cution du programme qui implémente A sur une plate-forme qui se comporte comme
indique P . Le modèle global peut être utilisé pour vérifier si l’implémentation de A
satisfait les propriétés souhaitées. Ceci peut être fait par exemple à l’aide d’un outil de
model-checking tel que Kronos ou Uppaal.
Une propriété plus ambitieuse que l’on souhaiterait pour un cadre d’implémen-
tation est la propriété « faster is better » mentionnée ci-dessus, qui consiste à dire
que si le modèle d’exécution global pour la plate-forme P satisfait une propriété φ,
alors, quand P est remplacée par une « meilleure » plate-forme P ′, le modèle d’exé-
cution global pour P ′ satisfait encore φ. Il reste à définir formellement la notion de
« meilleure ». Ceci n’est pas trivial : [ALT 05] montre que, pour une définition assez
raisonnable de « meilleure », notamment, qui considèreP ′ meilleure queP si les deux
sont identiques hormis le fait que P ′ fournit une horloge deux fois plus rapide que P ,
la propriété « faster is better » n’est pas vraie. Ceci est dû au fait qu’une horloge
plus rapide permet un meilleur « échantillonnage » et par conséquent génère plus de
comportements en général.
4. L’approche « sémantique »
Une façon de s’affranchir d’une partie de ces difficultés est de fixer un modèle
particulier de plate-forme plus simple, sur lequel on pourra raisonner et étudier la
correction de l’implémentation. L’approche « sémantique » est donc nettement moins
expressive que l’approche « modélisation », mais permet de vérifier formellement
qu’il existe une plate-forme assez rapide sur laquelle l’implémentation sera correcte.
8 MSR’05.
4.1. La plate-forme
Nous considérons le modèle de plate-forme proposé dans [DEW 04b] : il possède
une horloge digitale qui est mise à jour toutes les ∆P unités de temps, et un processeur
central, similaire à celui proposé dans la section précédente, qui effectue en boucle le
cycle d’actions suivant :
– lire la valeur de l’horloge ;
– lire les entrées ;
– calculer les valeurs des gardes de l’automate ;
– exécuter une des transitions autorisées, le cas échéant.
Pour prendre en compte le temps de calcul, on considère qu’un tel cycle peut durer
jusqu’à ∆L unités de temps.
4.2. De l’implémentabilité à la robustesse
[DEW 04b] étudie alors les propriétés théoriques de ce type de plate-forme en
établissant le lien avec une sémantique élargie des automates temporisés :
1) la sémantique JAKProg∆L,∆P associée à ce type de plate-forme, étant données les
valeurs des deux paramètres ∆L et ∆P représente l’exécution de l’implémentation
de A sur cette plate-forme de paramètre ∆L,∆P .
2) la sémantique AASAP, pour « Almost ASAP », et notée JA∆K, consiste à in-
troduire un certain délai ∆ dans le comportement de l’automate. Grossièrement, cela
revient à élargir les gardes du paramètre ∆, i.e. à remplacer une garde x ∈ [a, b] par la
nouvelle garde x ∈ [a−∆, b+∆].
Les auteurs de [DEW 04b] ont montré que si les paramètres ∆, ∆L et ∆P vérifient
l’inégalité (1) ∆ > 3 ∆L + 4 ∆P , alors la sémantique JAKProg∆L,∆P du programme
implémentant A est simulée par la sémantique AASAP JA∆K de A, au sens où tous
les comportements de JAKProg∆L,∆P existent, à équivalence près, dans JA∆K.
Étant donnée une propriété φ désirée sur l’implémentation, le problème de l’exis-
tence d’un plate-forme implémentant l’automate A et satisfaisant la propriété φ se
ramène donc à celui de l’existence d’un paramètre ∆ > 0 tel que la sémantique JA∆K
soit satisfaisante. On dit alors que l’automate A satisfait de façon «robuste» la pro-
priété φ. Intuitivement, le terme robuste s’oppose à la fragilité constatée au para-
graphe 2.2 de la sémantique théorique des automates temporisés : malgré les perturba-
tions induites par la plate-forme, et obtenues à travers l’introduction du paramètre ∆,
le système satisfait encore la propriété. La vérification robuste d’une propriété consiste
alors à décider de l’existence d’un tel ∆. Notons que la propriété « faster is better »
est trivialement satisfaite par ce choix de plate-forme.
Implémentabilité des automates temporisés 9
4.3. Vérification robuste de propriétés
Au lieu de vérifier une propriété φ sur un modèle A, nous cherchons donc main-
tenant à prouver l’existence d’une valeur du paramètre ∆ pour laquelle la sémantique
élargie JA∆K de l’automate vérifie φ.
Ce problème a été résolu dans [DEW 04a] pour les propriétés simples de sûreté,
qui expriment que le système ne va jamais entrer dans un ensemble d’états indési-
rables I . Cette solution repose sur l’équivalence suivante : il existe une valeur de ∆
telle qu’aucun état de I n’est accessible dans la sémantique JA∆K si, et seulement si,
⋂
∆>0
Acc(A∆) ∩ I = ∅
où Acc(A∆) représente l’ensemble des états accessibles de JA∆K. L’intersection des
ensembles d’états accessibles qui intervient dans cette équivalence, et que nous no-
terons Acc∗(A) par la suite, est bien définie, puisque l’ensemble Acc(A∆) est une
fonction croissante de ∆. Il représente l’ensemble des états accessibles de JA∆K, aussi
petit que soit ∆.
Avec la sémantique classique des automates temporisés, les algorithmes sont ba-
sés sur une relation d’équivalence d’indice fini, dont les classes d’équivalence sont
appelées régions. Celle-ci permet la construction d’un automate, appelé automate des
régions, utilisé pour calculer l’ensemble des états accessibles [ALU 94]
Pour calculer Acc∗(A), on étend cette construction pour qu’elle tienne compte de
l’inexactitude des horloges. Intuitivement, deux phénomènes peuvent ajouter des états
dans Acc∗(A) :
– les trajectoires qui passent à la frontière de gardes ouvertes : c’est ce qui se passe
dans l’exemple du protocole de Fischer ;
– les trajectoires cycliques de l’automate, qui permettent d’accumuler les impréci-
sions, si petites soient-elles. Cet aspect, qui n’est pas présent dans notre exemple du
protocole de Fischer, est présenté sur un exemple réel dans [DEW 05].
Dans [DEW 04a], il est montré que, précisément, Acc∗(A) est l’ensemble des état
accessibles dans une version étendue de l’automate des régions, dans laquelle on
« ferme » les régions et on ajoute des transitions supplémentaires correspondant à
ces trajectoires cycliques.
Cet algorithme permet de s’assurer de la sûreté robuste d’un automate temporisé.
Récemment, il a été étendu à la vérification de propriétés de LTL (équité, vivacité, ...),
ainsi qu’à quelques exemples de propriétés temporisées (comme par exemple la pro-
priété de « temps de réponse borné ») [BOU 05].
5. Conclusion
Nous avons présenté dans ce papier le problème de l’implémentabilité des auto-
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mates temporisés. Cela consiste, étant donné un automate temporisé obtenu à l’is-
sue d’un travail de modélisation, à chercher un cadre d’implémentation. Nous avons
montré en quoi le modèle mathématique des automates temporisés possède des hypo-
thèses « idéales » et comment en pratique il faut prendre en compte les caractéristiques
techniques des plates-formes d’exécution. Deux qualités sont alors souhaitables pour
l’implémentation :
– la conservation des propriétés : si l’automate avait été conçu pour satisfaire une
certaine propriété, alors son implémentation doit satisfaire également cette propriété.
– « faster is better » : si l’implémentation sur une plate-forme est satisfaisante,
alors elle doit l’être également sur toute plate-forme plus rapide, plus performante.
Nous avons proposé deux points de vue pour aborder ce problème, avec deux ap-
proches différentes. Une approche dite de modélisation d’abord, dans laquelle l’exé-
cution de l’automate sur une plate-forme à caractéristiques réelles est modélisé, ce
qui permet de raisonner et/ou prouver que l’implémentation est satisfaisante. La plate-
forme est ici modélisée comme la composition d’automates temporisés, ce qui per-
met d’exprimer de nombreuses classes de plates-formes, mais soulève des questions
théoriques, notamment pour les propriétés de type « faster is better ». Une approche
dite sémantique ensuite, qui consiste à considérer un type de plate-forme particulier,
ce qui permet de réduire le problème à la définition d’une nouvelle sémantique, dite
robuste, des automates temporisés. Cela permet alors d’adapter les algorithmes de
model-checking existants et d’obtenir des procédures pour les propriétés de sûreté, les
propriétés LTL, ainsi que quelques propriétés temporisées.
Les deux approches présentées nous semblent prometteuses, et il reste encore de
nombreuses voies à explorer. Ainsi, l’approche modélisation est très expressive, ce qui
rend difficile pour l’instant l’obtention de résultats généraux. Pourtant, nous pensons
qu’il est utile de poursuivre l’étude car une réponse complète offrirait des avantages
indéniables en termes de modularité et de généralité par rapport aux autres approches.
En particulier, nous souhaitons étudier la préservation de certaines classes de proprié-
tés et développer la notion de comparaison de performance entre les plates-formes.
Dans l’approche sémantique, les résultats sont très encourageants, et nous souhai-
tons les étendre maintenant à l’ensemble de la logique MTL (une extension tempo-
risée de la logique LTL). Nous espérons obtenir des algorithmes efficaces pour cette
logique (la vérification de MTL a une complexité très élevée, mais il a été montré
que cette complexité est fortement liée à la possibilité d’exprimer des conditions de
ponctualité [ALU 96], ce qui n’est plus vraiment possible avec la sémantique élargie
des automates).
Une suite logique à l’étude de l’implémentabilité des automates temporisés est
celle de la génération de code exécutable. L’outil TIMES [AMN 02] permet, à partir
d’automates temporisés, la génération de code avec tâches préemptables ; le but de
l’outil est l’étude de l’ordonnançabilité du système plutôt que la préservation de pro-
priétés fonctionnelles. Beaucoup de travaux existent sur la génération de code depuis
des modèles de haut niveau autres que les automates temporisés, comme les automates
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hybrides [ALU 03], GIOTTO [HEN 01], les modèles Simulink/Stateflow1 [CAS 03,
SCA 04], ou les modèles synchrones [HAL 92], pour n’en citer que quelques-uns. Le
travail présenté dans [KR ˇC 04] répond aux mêmes motivations que nous : il propose
le modèle des automates timed-triggered pour représenter l’exécution sur une archi-
tecture timed-triggered [KOP 97], mais les délais d’exécution et de communication
et la robustesse ne sont pas pris en compte dans ces travaux. Finalement, les travaux
(par exemple [HEN 92, PUR 00, OUA 03]) sur la discrétisation et la robustesse des
automates temporisés sont aussi corrélés à notre étude bien qu’ils se préoccupent plus
de la préservation de propriétés sémantiques par des sémantiques discrètes et de l’ap-
plication de tels résultats à la vérification.
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