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El presente trabajo va dedicado a mis amados padres por haberme brindado la oportunidad
de estudiar y lograr este tı́tulo, quienes han sido mis guı́as principales, que con amor y esfuerzo
lucharon incansablemente para verme lograr esta meta.





El reto en la actualidad de los sistemas de control se centra en analizar las estrategias de im-
plementación, explı́citamente con restricciones de energı́a, computación y comunicación. Para
alcanzar esta finalidad, se propone desarrollar una estrategia basada en la teorı́a de control auto-
disparado usando modo deslizante sobre redes como un medio para reducir la utilización del
ancho de banda. El objetivo de este proyecto es evitar el monitoreo continuo de la trayectoria
de los estados, por lo cual, el valor muestreado del estado se requiere para actualizar la señal
de control y determinar el tiempo del próximo muestreo. En consecuencia, no se puede exigir
que las trayectorias de los estados converjan al estado cero cuando el tiempo tiende a infinito;
en su lugar, se plantea condiciones para una estabilización semiglobal desde el punto de vista
práctico. Con este fin, se adopta la teorı́a de modo deslizante con histéresis y se obliga a que
las actualizaciones de control solo ocurran en el lı́mite de la banda de histéresis. Este trabajo,
desarrolla las condiciones que deben cumplirse para asegurar dicho funcionamiento en el caso
del sistema de doble integrador. Para la realización de este proyecto se utilizó el kernel True-
Time, un simulador basado en Matlab/Simulink y los resultados se muestran mediante gráficas
comparativas con relación al uso del procesador. De esta manera, la estrategia de control desa-
rrollada, se presenta como una alternativa para utilización óptima de los recursos, el uso eficaz
del tiempo y el costo del procesador.
Palabras clave : control auto-disparado, histéresis, modo deslizante, redes.
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Abstract
The current challenge for control systems is focused on analyzing implementation strate-
gies, explicitly with energy, computing and communication restrictions. To achieve this goal,
it is proposed to develop a strategy based on self-triggered control theory using sliding mode
over networks as a means to reduce bandwidth utilization. The objective of this project is to
avoid continuous monitoring of the trajectory of the states. Therefore, the sampled value of the
state is required to update the control signal and determine the time of the next sample. Conse-
quently, the trajectories of the states cannot be required to converge to the zero state when time
approaches infinity; instead, conditions are posed for semi-global stabilization from a practical
point of view. To this end, the hysteresis sliding mode theory is adopted and the control updates
are forced to only occur at the limit of the hysteresis band. This work develops the conditions
that must be met to ensure said operation in the case of the double integrator system. To carry
out this project, the TrueTime kernel, was used, a simulator based on Matlab / Simulink and
the results are shown by means of comparative graphs in relation to the use of the processor.
In this way, the developed control strategy is presented as an alternative for optimal resources
utilization, efficient use of time and processor cost.
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3.5. Técnica de auto-disparo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
X
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Apéndice 53
A. Software 53
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Índice de figuras
1.1. Diagrama de bloques de un sistema no lineal . . . . . . . . . . . . . . . . . . . 8
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3.16. Aumento excesivo de la banda de histéresis . . . . . . . . . . . . . . . . . . . 45
3.17. Intervalos de muestreo con exceso de histéresis . . . . . . . . . . . . . . . . . 46
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Introducción
Los sistemas de control automatizados han jugado un rol importante en el desarrollo de
la ciencia en general, principalmente en el área de ingenierı́a. Sus innumerables aplicaciones
crecen dı́a a dı́a para facilitar y optimizar los procesos de producción industriales.
En los sistemas integrados en red, las restricciones impuestas por recursos como la capa-
cidad del procesador o el ancho de banda de la red, limitan el rendimiento de la aplicación; el
uso eficiente de la infraestructura de comunicación implı́cita es importante desde la perspectiva
de escalamiento del sistema [1], [2]. Al mismo tiempo, dado que la cantidad de datos trans-
mitidos a través de las redes es relativamente grande, el mecanismo tradicional de activación
periódica tiene muchas deficiencias [3]. Para reducir el cálculo innecesario y la transmisión de
información, se ha prestado más atención al método de control de muestreo aperiódico.
El control en modo deslizante, por su parte, es una de las técnicas de control más robusta que
posee propiedades bien conocidas, como la reducción del orden del modelo, la propiedad de
invariancia y el rechazo completo de perturbaciones [4]. Sin embargo, este tipo de controlador
tiene la caracterı́stica de realizar operaciones de alta frecuencia lo cual aumenta dramáticamente
el tráfico de la red.
En este contexto, el intercambio de datos aperiódico se puede realizar utilizando un enfoque
auto-disparado [5]. El objetivo principal de este proyecto, es minimizar la utilización del ancho
de banda y al mismo tiempo, garantizar la estabilidad y un rendimiento de control aceptable




Desarrollar un modelo de control auto-disparado usando modo deslizante por red.
Objetivos especı́ficos
Determinar las caracterı́sticas principales del control en modo deslizante auto-disparado
en relación al estado del arte.
Desarrollar una estrategia que permita controlar un sistema en modo deslizante auto-
disparado en red.
Obtener resultados referentes al uso de recursos y estabilidad de la estrategia implemen-
tada sobre un sistema de control en red.
Problema
Desde décadas pasadas, el control con información mı́nima se ha investigado ampliamente
debido a sus numerosas ventajas. Los avances en las tecnologı́as de la computación y las redes
de comunicación han llevado a un nuevo tipo de sistemas de control a gran escala y con recursos
limitados [6], [7]. Es deseable en estos sistemas limitar el sensado, el cómputo de la acción de
control y el uso de la red de datos sólo para los casos en que el sistema necesita atención.
Sin embargo, el control clásico de datos muestreados se basa en realizar la detección y el
accionamiento periódicamente en lugar de cuando el sistema necesita atención [8].
Por otro lado, el control en modo deslizante auto-disparado se ha convertido en una de las
soluciones seleccionadas para muchos diseños de control prácticos como dispositivos electróni-
cos, robótica, procesos quı́micos y similares [9]. Esta técnica se ha aplicado ampliamente de-
bido a su simplicidad y robustez frente a variaciones de parámetros y perturbaciones. Un modo
deslizante ideal requiere una frecuencia de conmutación infinita para mantener el estado en la
superficie deslizante. Sin embargo, una frecuencia de conmutación infinita puede no ser acepta-
ble en la práctica, lo que lleva a un fenómeno no deseado de oscilaciones que tienen frecuencia
y amplitud finitas, lo que se conoce como chattering. El chattering no puede eliminarse en
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la implementación de controladores de modo deslizante debido a la limitación práctica de la
frecuencia de conmutación dada por la plataforma de software / hardware.
En el campo de los sistemas de control en red donde los sensores, controladores y actuado-
res se distribuyen fı́sicamente e intercambian datos de control a través de la red, una operación
de alta frecuencia de un controlador de modo deslizante en red también tiene el efecto negativo
de aumentar drásticamente el tráfico de la red. Por lo tanto, es de interés analizar las estrategias
de implementación destinadas a reducir el consumo de ancho de banda de la red [10].
Justificación
En programación y control automático, afianzar que los sistemas funcionan eficientemen-
te juega un papel fundamental en los procesos donde la precisión es vital; especı́ficamente en
el campo de los sistemas de control en red donde los sensores, controladores y actuadores se
distribuyen fı́sicamente e intercambian datos de control a través de la red. El control de es-
tos sistemas es de gran importancia en mecatrónica y son usados ampliamente en el control
digital de robots, máquinas-herramientas, motores eléctricos, coches, sistemas neumáticos e
hidráulicos, entre otros. Un controlador auto-disparado, además de aplicar el control, calcula
en algunas condiciones el intervalo de tiempo en el que se debe aplicar la próxima actualización
de control. El ajuste de estas condiciones en el tiempo de ejecución permite regular la veloci-
dad de ejecución del controlador y al final sus demandas de recursos (tiempo del procesador,
ancho de banda de la red). En la actualidad, gracias al desarrollo y aplicación de las técnicas
modernas de control, un gran número de tareas y cálculos asociados a la manipulación de las
variables han sido delegados a computadoras, controladores y accionamientos especializados
para el logro de los requerimientos del sistema. Por lo tanto, en la integración de todo tipo de
software y desarrollo de aplicaciones de control y gestión, es importante analizar las estrategias
de implementación explı́citamente con restricciones de energı́a, computación y comunicación.
Alcance
El presente proyecto desarrollará un modelo de control auto-disparado usando modo desli-
zante por red. Se propondrá una estrategia de control cuyo desempeño se ilustrará a través de
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ejemplos de simulación comparativa en relación a la utilización del procesador. Para la realiza-




En este capı́tulo se presentan las ideas básicas y fundamentos del control por estructura
variable, especı́ficamente el control en modo deslizante. Además, se proporciona un enfoque
sobre los sistemas de control en red y las técnicas de control manejado por eventos en relación
al estado del arte.
1.1. Antecedentes
Los avances recientes de los sistemas de estructura variable y el modo deslizante se pueden
encontrar en los documentos presentados en los talleres VSS patrocinados por el Comité Técni-
co de IEEE sobre sistemas de estructura variable y control de modo deslizante [11]. Además,
en la literatura se puede resaltar las más recientes contribuciones que han extendido el paradig-
ma de control de modo deslizante e introducido el concepto de control de modo deslizante de
orden superior, donde una motivación es buscar un control suave que abarque de forma natural
y precisa los beneficios del enfoque tradicional para el control de modo deslizante.
Algunos ejemplos de aplicaciones de control en modo deslizante se encuentran en la lite-
ratura. Gokasan y Bogosyan desarrollaron una estrategia de gestión de energı́a basada en un
controlador de modo deslizante para mejorar la eficiencia general de una serie de vehı́culos
hı́bridos-eléctricos. Como un enfoque novedoso, se desarrollaron dos controladores en modo
deslizante sin vibraciones para mantener el funcionamiento del motor en la región de eficiencia
óptima, siempre que se requiera el funcionamiento del motor debido a una caı́da en el nivel
del estado de carga de la baterı́a. Uno de los controladores en modo deslizante está dedicado al
control de velocidad del motor, mientras que el otro realiza el control del par motor-generador
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a través del convertidor de potencia. El rendimiento del nuevo controlador se comparó con
un controlador existente que registra un rendimiento mejorado y una eficiencia general con
emisiones y reducción del consumo de combustible en un entorno de simulación [12].
En [4] los autores discuten aquı́ la robusta estabilización de un sistema lineal invariante
en el tiempo utilizando el control de modo deslizante con la estrategia de auto-disparo. En la
activación automática, la acción de control no se actualiza de manera periódica como en el
sistema clásico de muestreo. El control en modo deslizante con mecanismo de auto-disparo
logra una estabilidad robusta con un mayor perı́odo de tiempo de ejecución del control. En
comparación con la activación de un evento, la técnica de activación automática no requiere
hardware dedicado adicional para la medición continua del estado para determinar el siguiente
instante de activación posible. Aquı́, se desarrolla una estrategia para encontrar el siguiente
instante de activación posible utilizando únicamente información de estado muestreada en el
pasado y garantizando que incluso en presencia de perturbaciones el sistema de circuito cerrado
sea estable. Se ha demostrado que el rendimiento del sistema mejora en términos del número
de actualizaciones de control y, por lo tanto, la ejecución del control requiere menos recursos.
Los resultados de la simulación numérica se proporcionan para validar el análisis teórico.
Un enfoque diferente presento Peng Wu, en el cual propone un método de control de activa-
ción automática basado en el control de modo deslizante de terminal no singular para garantizar
la calidad de control requerida y minimizar la utilización de recursos del sistema. Para mejorar
aún más el rendimiento de control, presenta un observador de perturbaciones no lineales para
estimar la perturbación externa. Con la prueba de la estabilidad del sistema, se establece la con-
dición de autocontrol basada en el tiempo de ejecución de las tareas de control. Esto no solo
mejora la capacidad de rechazo de perturbaciones, sino que también permite que el sistema
de control muestre en frecuencias más bajas con garantı́a de rendimiento. Los resultados de la
simulación muestran que, en comparación con el control periódico, el método de control auto-
disparado propuesto puede reducir significativamente la utilización de recursos en los sistemas
de control en red [13].
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1.2. Sistemas de estructura variable
Los sistemas de estructura variable son aquellos en los que su topologı́a cambia en el tiem-
po de forma intencionada y consecuentemente la acción de control es discontinua y el sistema
es no lineal. Es ası́ que los instantes de tiempo en los cuales se produce el cambio de estructura
están determinados por el estado actual del sistema, la caracterı́stica distintiva de los contro-
ladores de estructura variable es su habilidad de resultar en un sistema de control robusto y
bajo algunas condiciones, resulta en un control invariante [14]. Un sistema con una estructura
variable se describe adecuadamente por medio de un sistema de ecuaciones de diferencia con
el lado derecho discontinuo con respecto a las variables del espacio [15].
1.3. Control de estructura variable
En el curso de toda la historia de la teorı́a de control, la intensidad de la investigación de
sistemas de control discontinuo se ha mantenido a un nivel suficientemente alto. Los contro-
ladores Bang-bang, que también se conocen como controladores de dos pasos, controladores
de encendido y apagado o controladores de histéresis, se utilizan en muchos tipos de sistemas
de control domésticos e industriales debido a la facilidad de implementación y la eficiencia
del hardware de control. La caracterı́stica más destacada de control de estructura variable es
su capacidad para dar como resultado sistemas de control muy robustos que poseen un buen
desempeño transitorio, respuesta rápida, insensible a variaciones de parámetros y perturbacio-
nes externas [16].
1.3.1. Modelos matemáticos y estructurales básicos de sistemas no linea-
les
Los sistemas continuos de variante de tiempo no lineal se pueden describir mediante ecua-
ciones diferenciales vectoriales de primer orden de la forma:
ẋ(t) = f [t, x(t), u(t)]
y(t) = h[t, x(t), u(t)]
(1.1)
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o en el caso de sistemas discretos no lineales, por ecuaciones de diferencia:
x(k + 1) = f [k, x(k), u(k)]
y(k) = h[k, x(k), u(k)]
(1.2)
donde “x” es el vector de estado n×1, x ∈ Rn; “u” es el vector de entradam×1, “u” ∈ Rm
e “y” es el vector de salida rx1, “y” ∈ Rr [17].
Figura 1.1: Diagrama de bloques de un sistema no lineal
El sistema de Control de Estructura Variable ha sido estudiado por un investigador ruso en
forma de modo deslizante, los detalles de la historia se pueden encontrar en [18].
1.4. Control en modo deslizante
El control de modo deslizante es un tipo particular de Sistema de Estructura Variable que
se caracteriza por una serie de leyes de control de retroalimentación y una regla de decisión. La
regla de decisión, denominada función de conmutación que tiene como entrada alguna medida
del comportamiento del sistema actual y produce como salida del controlador de retroalimen-
tación particular que debe usarse en ese instante en el tiempo. En el control de modo deslizante
(ver Figura 1.2), los sistemas de control de estructura variable están diseñados para conducir
y luego restringir el estado del sistema para que se encuentre dentro de una superficie de la
función de conmutación.
Los sistemas con modos deslizantes han demostrado ser eficaces para controlar plantas
dinámicas no lineales complejas de alto orden que operan en condiciones de incertidumbre, un
problema común para muchos procesos de tecnologı́a moderna. Esto explica el alto nivel de
actividad de investigación y publicación en el área y el interés incesante de los ingenieros en
ejercicio en el control de modo deslizante durante las últimas dos décadas [19].
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Figura 1.2: Representación gráfica del control en modo deslizante
1.4.1. Algoritmo del control en modo deslizante
El algoritmo de control en modo deslizante está diseñado en dos fases. Estas fases incluyen
el diseño de una superficie deslizante y una ley de control discontinuo [20].
1. Diseño de superficie deslizante: la superficie deslizante puede tener una de las siguientes
formas, según las especificaciones de diseño del controlador.
a) Polinomio de Hurwitz como superficie: la superficie deslizante (S) es un polinomio
mónico y es una combinación lineal de los estados del sistema. Estas superficies se
utilizan normalmente para fines de regulación (estabilización).
b) Seguimiento de superficie deslizante especı́fica: la opción habitual, como superficie,
para fines de seguimiento es el error, por ejemplo, S = E = R− Y , donde E es el
error, Y es la salida correspondiente del sistema subyacente yR es la señal deseada,
trayectoria, ruta, etc., que se debe rastrear.
c) Una consideración crı́tica en el diseño de una superficie deslizante es asegurar la
existencia de modos deslizantes estables. En otras palabras, una superficie debe
diseñarse de modo que cuando se complete la fase de alcance, las trayectorias del
sistema se deslicen hacia el origen. Esta discusión produce la siguiente definición
de modos deslizantes.
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2. Diseño de la Ley de Control: La ley de control utilizada en los algoritmos de control
en modo deslizante es generalmente una función de retroalimentación discontinua de los
estados del sistema. Esto debe diseñarse de modo que la fase de alcance se realice en
un tiempo finito y las trayectorias del sistema se limiten a la superficie y mantenga el
rendimiento deseado.
1.4.2. Superficie de deslizamiento
Existen múltiples propuestas para determinar la superficie de deslizamiento y en general
puede ser cualquier función del estado tal que el error de regulación o seguimiento se haga
cero en régimen permanente (ver Figura 1.3). Este comprende una superficie, conocida como
superficie de deslizamiento, definido en el espacio de estados como S(x) tal que S(x) = 0.
Figura 1.3: Superficie de deslizamiento
De manera matemática se considera lo siguiente:
S(x) ∼= xi − k = 0 (1.3)
donde xi es una de las variables de estado del sistema y k es una constante de tipo real, tal que
en régimen permanente xi llegue a ser el valor deseado k. En muchos sistemas no basta que
se siga una sola consigna en una variable de estado y S(x) debe considerar todas las variables
de estado, o formas más complejas. Suelen usarse hiperplanos (combinaciones lineales de las




kixi − k = 0. (1.4)
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1.4.3. Régimen deslizante
La idea básica del control por modo deslizante consiste en llevar las trayectorias del sis-
tema sobre una variedad o superficie de deslizamiento y forzarlas a evolucionar sobre ella.
Ası́, el comportamiento dinámico del sistema en estas condiciones queda determinado por las
ecuaciones que definen dicha superficie en el espacio de estados. De este modo, plasmando los
objetivos de control en tales ecuaciones mediante un diseño adecuado de las mismas, es posible
lograr la estabilización del sistema, el seguimiento de referencias y la regulación de variables.
1.4.4. Estabilidad en el sentido de Lyapunov
La teorı́a de estabilidad juega un rol central en teorı́a de sistemas e ingenierı́a. Lyapunov
introdujo por primera vez métodos que permiten determinar la estabilidad de sistemas de ecua-
ciones diferenciales sin necesidad de calcular explı́citamente las soluciones. De manera general,
Lyapunov formula que, un punto de equilibrio es estable si todas las soluciones que se inicien
en las cercanı́as del punto de equilibrio permanecen en las cercanı́as del punto de equilibrio; de
otro modo el punto de equilibrio es inestable. Además, un punto de equilibrio se dice asintóti-
camente estable si todas las soluciones que se inicien en las cercanı́as del punto de equilibrio
no sólo permanecen en las cercanı́as del punto de equilibrio, sino que además tienden hacia
el equilibrio a medida que el tiempo se aproxima a infinito. La Figura 1.4 representa lo antes
mencionado.
Figura 1.4: Estabilidad en el sentido de Lyapunov
La teorı́a de Lyapunov usa dos métodos para el análisis de estabilidad. Por una parte está el
método indirecto, que proporciona la estabilidad de un sistema no lineal en la vecindad de un
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punto operativo mediante el uso de técnicas de control lineal. Por otra parte, el método directo,
utiliza el concepto de energı́a para reclamar la estabilidad.
1.4.5. Candidato del Lyapunov
Una función V (x) que cumple con las condiciones impuestas en el método directo de Lya-
punov, se denomina “función de Lyapunov“. La cual consiste en hacer una función escalar
positiva de la ecuación (1.5), para las variables de estado del sistema y luego elegir la ley de
control que disminuirá esta función [21]
V̇ (x) < 0 con V > 0. (1.5)





entonces, la derivada de esta función anterior es negativa cuando se verifica la siguiente expre-
sión:
s(x, t)ṡ(x, t) < 0. (1.7)
Este método es una herramienta de análisis muy poderosa. Sin embargo, presenta dos des-
ventajas. La primera es que no hay un método sistemático para hallar una función de Lyapunov
por lo tanto hay que proponer una función candidata a función de Lyapunov y probar si la
misma cumple con los requisitos de estabilidad. La segunda es que el teorema solo brinda con-
diciones suficientes por lo tanto el hecho de no encontrar una función candidata a Lyapunov
que satisfaga las condiciones de estabilidad o de estabilidad asintótica no significa que el origen
es inestable o asintóticamente estable.
1.4.6. Chattering
No existe un modo de deslizamiento ideal en la práctica, ya que implicarı́a que el con-
trol conmute a una frecuencia infinita. En presencia de imperfecciones de conmutación, como
retrasos en el tiempo de conmutación y pequeñas constantes de tiempo en los actuadores, la
discontinuidad en el control de retroalimentación produce un comportamiento dinámico parti-
cular en las proximidades de la superficie, lo que comúnmente se conoce como chattering.
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Figura 1.5: Representación de chattering
Este fenómeno es un inconveniente ya que, incluso si se filtra a la salida del proceso, puede
excitar modos de alta frecuencia no modelados, lo que degrada el rendimiento del sistema
e incluso puede provocar inestabilidad (ver Figura 1.5). El chattering también provoca un alto
desgaste de las piezas mecánicas móviles y grandes pérdidas de calor en los circuitos de energı́a
eléctrica. Es por eso por lo que muchos procedimientos han sido diseñados para reducir o
eliminar este chattering. Uno de ellos consiste en un esquema de regulación en alguna vecindad
de la superficie de conmutación que, en el caso más simple, consiste simplemente en reemplazar
la función de signo por una aproximación continua con una alta ganancia en la capa lı́mite: por
ejemplo, funciones sigmoideas o funciones de saturación como se muestra en la Figura 1.6. Sin
embargo, aunque se pueden eliminar las vibraciones, la robustez del modo deslizante también
se ve comprometida [22].
Figura 1.6: Función saturación
13
1.4.7. Condición de alcanzabilidad
Este paso del proceso de diseño trata con la prueba matemática de la existencia de modos
deslizantes en el régimen deslizante, definido anteriormente, con la aplicación del controlador
discontinuo. Esto se puede afirmar de manera equivalente si se logran o no los modos desli-
zantes, dinámica S = 0, es decir, se logra la fase de alcance. La propiedad que se busca en un
sistema de control es la posible existencia de modos deslizantes en las superficies de discon-
tinuidad de la estructura. Si la trayectoria del sistema alcanza las proximidades la superficie
de deslizamiento en la que existe un modo deslizante, el movimiento ya no se alejará de la
región excepto posiblemente en las fronteras de la región. Por ejemplo, supongamos que en un
sistema de estructura variable de segundo orden existe un modo deslizante en S(x). Entonces,
las trayectorias que alcanzan la región de deslizamiento S(x) permanecen sobre S(x) excepto
si llegan a los extremos de la superficie de deslizamiento, donde, posiblemente puedan escapar
de la región. Una condición necesaria y suficiente para alcanzar la superficie viene dado por la
siguiente ecuación: < ∇s, f
+
a >< 0
< ∇s, f−a >> 0
 (1.8)
Figura 1.7: Condición de alcanzabilidad de un sistema en modo deslizante
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Donde f+a es el campo vectorial debido a la acción de control u
+ cuando la dinámica del
sistema se encuentra por encima de la superficie de conmutación y f+a es el campo vectorial
debida a la acción de control u+ cuando la dinámica del sistema se encuentra por debajo de la
superficie de conmutación, como se puede observar en Figura 1.7.
1.4.8. Condición de estabilidad
Además de la condición de alcanzabilidad, la acción de control y los coeficientes deslizantes
deben diseñarse para cumplir con la condición de estabilidad. Esto es para garantizar que, en
caso de operar en la fase de deslizamiento, la trayectoria deslizante siempre se dirigirá hacia
un punto de equilibrio estable. Si no se logra esto, se generará un sistema de modo deslizante
inestable. En la Figura 1.8, la trayectoria S se mueve sobre el régimen deslizante y (a) converge
al punto deseado de equilibrio “O” lo cual cumple la condición de estabilidad, y (b) pasa y no
se detiene en el punto deseado de equilibrio “O”, esto no se cumple la condición de estabilidad.
En general, la estabilidad de un sistema se obtiene asegurando que los valores propios de los
jacobianos del sistema en la región de estado estacionario tengan partes reales negativas [23].
Figura 1.8: Condiciones de estabilidad
1.4.9. Función de histéresis
La implementación del control en modo deslizante a través de la función de histéresis, no
requiere computación adicional o circuitos auxiliares, y su implementación se logra fácilmente
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mediante la ley de control dada por:
u(t) =
 U
+, si, S(x, t) > ∆
U−, si, S(x, t) < −∆
(1.9)
donde ∆ es un valor arbitrariamente pequeño. La introducción de una banda de histéresis con
las condiciones de contorno S = ∆ y S = −∆ proporciona una forma de control a la fre-
cuencia de conmutación del sistema, resolviendo ası́ el problema práctico de la operación de
conmutación de muy alta frecuencia.
Figura 1.9: Función de histéresis en el control en modo deslizante
Como resultado, la trayectoria S del sistema operará precisamente en las proximidades de
“±∆” de la región de deslizamiento con una oscilación controlada como se ilustra en la Figura
1.10. El efecto de chattering ahora se vuelve controlable y es una función de “∆”.
Figura 1.10: Trayectoria en modo deslizante con chattering controlado
1.5. Muestreo
El muestreo de datos es esencial para la implementación digitalizada de estrategias de con-
trol. El muestreo periódico de datos resume los sistemas de tiempo continuo en instantes de
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tiempo aritméticos predeterminados y ha desempeñado un papel central en la fructı́fera lite-
ratura de control de datos muestreados. Dado que todos los intervalos de muestreo deben ser
iguales y lo suficientemente pequeños como para garantizar el rendimiento del “peor de los
casos”, el control periódico de los datos muestreados puede no ser rentable para los sistemas
sujetos a restricciones de información. Esto, hasta cierto punto, motiva la última ola de interés
de investigación en el control desencadenado por eventos. Las aplicaciones especı́ficas inclu-
yen control de retroalimentación de relé, control de modulación de ancho de pulso, control de
altitud de satélite, control basado en interrupciones, control de motor de combustión interna, y
ası́ sucesivamente.
1.5.1. Muestreo aperiódico
Una de las propiedades cruciales en el desarrollo de la teorı́a de control de datos muestrea-
dos es la periodicidad de los sistemas de circuito cerrado que proviene del muestreo periódico.
De hecho, es razonable asumir el muestreo periódico en la implementación convencional de
los sistemas de datos muestreados. Sin embargo, nos encontramos con aplicaciones donde el
muestreo periódico es casi imposible. Por ejemplo, los recursos para la medición y el control
están restringidos en los sistemas de control en red y o integrados, por lo tanto, la operación
de muestreo resulta aperiódica e incierta. Los sistemas con muestreo aperiódico pueden ver-
se como sistemas de retardo de tiempo, sistemas hı́bridos, interconexiones de entrada-salida,
sistemas de tiempo discreto con parámetros que varı́an en el tiempo, etc.
1.6. Control manejado por eventos
El desarrollo reciente de la literatura ha evidenciado las nuevas oportunidades y los nuevos
desafı́os creados por el control activado por eventos, especialmente cuando los sistemas con-
trolados involucran dinámicas no lineales e inciertas. Con respecto a la ventaja resultante en
la resolución de problemas de control, el siguiente ejemplo muestra que, para algunos siste-
mas no lineales para los cuales el control periódico de datos muestreados solo puede prometer
estabilización semi-global, el control activado por eventos logra la estabilización global.
La activación de eventos generalmente requiere alguna forma de detector de eventos de
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Figura 1.11: Muestreo periódico vs muestreo disparado por evento
hardware para generar una interrupción de hardware para liberar la tarea de control. Esto se
puede hacer utilizando circuitos integrados analógicos personalizados (ASIC) o procesadores
de matriz de compuerta de punto flotante (FPGA). La activación de eventos proporciona una
forma útil de ajustar adaptativamente los perı́odos de tareas en tiempo de ejecución, siempre
que el costo asociado con el uso de hardware ASIC / FPGA sea aceptable. Sin embargo, en
algunas aplicaciones, puede no ser razonable o poco práctico adaptar un sistema existente con
tales “activadores de eventos”(ver Figura 1.11). En estos casos, puede ser más apropiado utilizar
un enfoque de software como el auto-disparado donde cada tarea determina la liberación de su
próximo trabajo [24].
1.6.1. Control auto-disparado
Una implementación auto-disparada de la ley de control de retroalimentación tiene como
objetivo el cálculo de los valores del actuador, ası́ como el cálculo del siguiente instante de
tiempo en el que la ley de control debe ser recalculada. Según este paradigma, además de
utilizar el estado actual para calcular el controlador, el estado actual también se utiliza para
calcular el siguiente tiempo de ejecución del controlador. Para indicar las diferencias entre
varias implementaciones digitales de leyes de control de retroalimentación, considere el control
de la planta no lineal
ẋ = f(x, u) (1.10)
con x ∈ Rnxsiendo la variable de estado y u ∈ Rnula variable de entrada. El sistema está
controlado por una ley de retroalimentación de estado no lineal
u = h(x). (1.11)
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El siguiente tiempo de ejecución se determina de manera proactiva en función del estado
x(tk) medido en el tiempo de ejecución anterior. En particular, hay una función que especifica
el siguiente tiempo de ejecución como
tk+1 = tk −M(x(tk)) (1.12)
con t0 = 0 . Como consecuencia, en el control auto-disparado, tanto el valor de control u(tk)
como el siguiente tiempo de ejecución tk+1 se calculan en el tiempo de ejecución tk. Entre
tk y tk+1, no se requieren más acciones del controlador. De la ecuación anterior M(x(tk)) es
estrictamente mayor que cero [25].
1.7. Sistemas de control en red
El desarrollo de la tecnologı́a de red en las últimas décadas ha hecho posible su aplicación
a los sistemas de control. En los sistemas de control en red, los sensores, actuadores y contro-
ladores están conectados a través de una red de comunicación digital en tiempo real y de ancho
de banda compartida limitada.
Para los sistemas de control en red, la activación de eventos se utiliza para decidir cuándo
transmitir o difundir el estado del sistema a los elementos de un controlador local. El uso de
eventos para desencadenar la comunicación en realidad proporciona una motivación mucho
más fuerte para el control desencadenado por eventos. La razón de esto es que, en muchos
casos, la energı́a o el costo asociado con la transmisión de un bit de información es mucho más
que la energı́a asociada con el uso de ese bit para calcular la ley de control. El control manejado
por eventos, por lo tanto, proporciona una forma realista de reducir la congestión del tráfico en
las redes de comunicación utilizadas por un sistema de control en red [26].
Las teorı́as de control convencionales con muchos supuestos ideales, tales como control
sincronizado, detección y actuación no retardada y ancho de banda ilimitado, deben reeva-
luarse antes de aplicarse a los sistemas de control en red. Mejorar las redes y protocolos de
comunicación para aumentar la confiabilidad es una solución parcial. Por lo tanto, se deben
desarrollar nuevos algoritmos de control para hacer frente a las imperfecciones y restricciones
de la comunicación, que se pueden resumir de la siguiente manera.
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1.7.1. Ancho de banda limitado
Cualquier red de comunicación solo puede transportar una cantidad finita de información
por unidad de tiempo y esto puede tener un efecto severo en el sistema de control. En la mayorı́a
de las redes digitales, los datos se transmiten en unidades atómicas llamadas paquetes. Los
paquetes se pueden dividir en la carga útil (datos del usuario) y la información de control
(encabezados) necesarios para la transmisión [27].
1.7.2. Retrasos de comunicación variables
La transmisión de un paquete de un nodo en la red a otro nodo no es instantánea y puede
llevar una cantidad de tiempo variable que depende de condiciones de red muy variables como
la congestión, la calidad del canal o el protocolo. Esto puede afectar el rendimiento del control
de varias maneras. Primero, la información transmitida se retrasa. En segundo lugar, los re-
trasos pueden inducir intervalos de muestreo variables. Un número significativo de resultados
ha intentado caracterizar un lı́mite superior máximo en el intervalo de muestreo para el que se
puede garantizar la estabilidad del sistema.
Figura 1.12: Estructura genérica de un sistema de control en red
Los sensores de la planta transmiten sus mediciones al controlador, y el controlador trans-
mite los datos de control a los actuadores a través de una red compartida (ver Figura 1.12),
posiblemente inalámbrica, para la cual los recursos de comunicación y energı́a son limitados.
Por esta razón, es deseable reducir las transmisiones sobre los canales de sensor a controlador
y de controlador a actuador tanto como sea posible, al tiempo que se garantiza un comporta-




En este capı́tulo se presenta la obtención del modelo de control y la descripción de su
matemática.
2.1. Deslizamiento básico






donde x ∈ Rn es el vector de estados, u ∈ Rp es la señal de control, A ∈ Rn×n es la matriz del
sistema, B ∈ Rn×p representa la matriz de entrada y C ∈ Rq×n es la matriz de salida.
2.1.1. Ley de control
El proceso de diseño del controlador de modo deslizante tiene como objetivo determinar la
posición del interruptor u con la forma
u(t) =
 u = u
+ ⇔ s(x) > 0
u = u− ⇔ s(x) < 0
(2.2)
es decir, si las dinámicas del sistema se encuentran por encima de la región de deslizamiento, el
control conmutará al valor con el fin de llevar las dinámicas del sistema hacia la región de des-
lizamiento, en el caso contrario, si nos encontramos por debajo de la región de deslizamiento,
el sistema de control conmutará al valor para llevar nuevamente la dinámica del sistema hacia
la superficie de deslizamiento. En la Figura 2.1 se muestra el comportamiento de la señal de
control.
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Figura 2.1: Señal del controlador en modo deslizante
2.1.2. Superficie de deslizamiento
Elegir la superficie de deslizamiento es una tarea de ensayo y error. Por ejemplo, agregando
términos integrales o derivativos pueden obtenerse mejoras en la respuesta transitoria deseada.
En general la superficie de deslizamiento está definida por:
S(x) = Kx, (2.3)
con K ∈ Rp×n.
2.1.3. Candidato Lyapunov
El controlador en modo deslizante debe elegirse de tal manera que una función de Lyapu-
nov candidata satisfaga el criterio de estabilidad de Lyapunov. Una función de Lyapunov para





que es definida positiva. Para cuestiones de estabilidad V̇ (x) tiene que ser definida negativa,
por lo tanto
V̇ (x) < 0. (2.5)
Tomando en cuenta la fórmula (2.4), el criterio de estabilidad de Lyapunov se simplifica a
S(x)Ṡ(x) < 0, (2.6)
el cuál es la condición para la existencia del modo deslizante en una zona de la superficie
S(x) = 0. Además, la condición de alcanzabilidad también juega un papel importante porque
garantiza que el modo deslizante S(x) = 0 se alcance en un tiempo finito desde cualquier
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estado inicial. Para funciones de conmutación con valores escalares, una condición suficiente
para la alcanzabilidad es [28]
S(x)Ṡ ≤ −µ|S(x)|, (2.7)
el cual es equivalente a
|S(x)| ≥ µ > 0 (2.8)
cuando sgn(S(x)) 6= sgn(Ṡ(x)).
2.2. Enfoque integrado
Para aplicar técnicas de auto-disparado, se adopta el control de modo deslizante con histére-
sis. La función de un modulador de histéresis es garantizar una frecuencia de conmutación
finita, que en una configuración de sistemas de control en red implica regular la cantidad de
mensajes.
Para el enfoque adoptado en este documento, las actualizaciones de control se ven obligadas
a tener lugar solo cuando la trayectoria alcanza la banda de histéresis. La ley de control en (2.2)
se puede redefinir para expresar la operación deseada como:
u =
 u
+ si S(x) = h
u− si S(x) = −h
(2.9)
donde h representa la banda de histéresis, con u manteniéndose constante entre actualizaciones
de control consecutivas. Las actualizaciones de control solo tienen lugar cuando la trayectoria
del sistema llega a la banda de histéresis opuesta (representada en la Figura 2.2 por cı́rculos
sólidos numerados como (1), (2), etc.). En cada banda de histéresis, la señal de control que se
aplica también está representada por u+ y u− [29]. La Figura 2.2 también presenta la notación
que se utilizará en el presente documento. En particular, la banda de histéresis superior se
denota por S+(x) = S(x)− h, y la banda de histéresis inferior por S−(x) = S(x) + h.
23
Figura 2.2: Operación deseada
2.3. Algoritmo de operación
Teniendo en cuenta el uso del enfoque auto-disparado en la configuración en red, la ecua-
ción de control y la operación deseada que se muestra en la Figura 2.2 deben seguir los siguien-
tes pasos:
1. El sistema al estar en una banda de histéresis, por ejemplo S+, el nodo sensor muestrea
la planta y envı́a la muestra al nodo controlador a través de la red. El nodo del sensor
también calcula el siguiente tiempo de activación, definido como el intervalo de tiempo
que transcurrirá desde el momento actual hasta el momento en que la trayectoria del
sistema alcanzará la banda de histéresis opuesta, S−, el cual será el mismo tiempo que le
tomará al actuador ejecutar su acción. Al finalizar estas tareas el nodo sensor entra en un
estado de inactividad hasta que el intervalo de tiempo calculado termine.
2. El nodo controlador recibe el mensaje enviado por el nodo sensor y calcula la señal de
control según lo ordenado por (2.9) , en este caso u = u+, y envı́a este valor al actuador.
3. El actuador recibe el mensaje y aplica la señal de control a la planta durante el tiempo
establecido por el nodo sensor.
4. Cuando el nodo sensor se activa, la trayectoria del sistema está en S−, y la operación del
bucle de control comienza nuevamente en el paso 1.
24
2.3.1. Pseudocódigo
Algoritmo: Nodo sensor (auto-disparado)
Require: x1, x2
1 (x1, x2) := Sensor lee el estado de la planta;
2 Calcula si se encuentra en S+ o en S−;
3 Calcula Tk tiempo de la siguiente muestra;
4 Envı́a el mensaje al controlador (x1, x2, Tk);
5 Se establece en 1 el siguiente segmento que se ejecuta en la función de código;
6 El nodo sensor entra en estado de inactividad hasta que el tiempo Tk expira;
Algoritmo 1: Nodo sensor
Algoritmo: Nodo controlador
Data: x1, x2, Tk
1 Mientras (no haya mensaje del sensor) hacer (nada);
2 (x1, x2, Tk) := leer el mensaje del nodo sensor;
if S > 0 then
3 u := envı́a el mensaje al actuador (u+, tk);
else
4 u := envı́a el mensaje al actuador (u−, tk);
end
Algoritmo 2: Nodo controlador
Algoritmo: Nodo actuador
Data: u, tk
1 Lee el mensaje del controlador
2 Aplica la señal de control u
3 Tk := tiempo de ejecución de u
Algoritmo 3: Nodo actuador
Para lograr esta operación, se deben resolver varios problemas como la dirección deseada,
alcanzabilidad de la banda y la técnica de auto-disparo [27].
2.4. Parámetros de integración
Para lograr la operación descrita en la sección anterior, se deben resolver varios problemas
como la dirección deseada, alcanzabilidad de la banda y la técnica de auto-disparo [27].
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2.4.1. Dirección deseada
Cada acción de control que ocurre en una banda de histéresis debe dirigir la trayectoria
hacia la banda de histéresis opuesta. Esta condición, considerando la trayectoria del sistema a
partir de la banda de histéresis superior e inferior respectivamente y considerando la dirección
de K como se representa en la Figura 2.2, puede formularse como:
Kẋ ≤ 0 si x ∈ S+, (2.10)
Kẋ ≥ 0 si x ∈ S−. (2.11)
2.4.2. Alcanzabilidad de la banda
Desde cualquier estado perteneciente a una banda de histéresis, la banda de histéresis opues-
ta debe ser alcanzada. Usando la fórmula (2.8), esta condición se puede formular como:
∀x0 ∈ S−, |Ṡ+(t, x0)| ≥ µ, (2.12)
∀x0 ∈ S+, |Ṡ−(t, x0)| ≥ µ. (2.13)
2.4.3. Técnica de auto-disparo
Para aplicar una técnica de control auto-disparado se debe tomar en cuenta que desde cual-
quier estado que pertenezca a una banda de histéresis, el controlador debe poder calcular el
tiempo en el que la trayectoria alcanzará la banda de histéresis opuesta. Esta condición puede
formularse como:
∀x0 ∈ S−, t = f(Ṡ+(x), x0), (2.14)
∀x0 ∈ S+, t = f(Ṡ−(x), x0). (2.15)
2.5. Directrices de implementación
2.5.1. Protocolo CAN
En un sistema de control en red CAN se basa en el mecanismo de comunicación de difusión,
donde cada mensaje tiene un identificador, que es único dentro de toda la red. El identificador
define el contenido y también la prioridad del mensaje. El número binario más bajo tiene la
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máxima prioridad. Los conflictos de acceso al bus se resuelven mediante el arbitraje en bits
de los identificadores involucrados. Por lo tanto, las solicitudes de transmisión se manejan en
orden de importancia para el sistema en su conjunto [30].
Nodos
Se definen tres tipos de nodos.
Nodo sensor: toma muestras de la planta e intenta enviar esta información (estado de
planta) sobre el bus.
Nodo controlador: el nodo de controlador recibe un mensaje de muestra, calculará la
señal de control (usando el estado de la planta) y enviarlo al actuador correspondiente.
Nodo actuador: aplica la señal de control a la planta al recibir el mensaje de señal de
control.
Mensajes
Tomando en cuenta esta regla se determina a los identificadores de mensaje de la siguiente
forma:
Todos los mensajes enviados por el nodo actuador tienen el nivel de prioridad más alto,
debido a que estos mensajes disparan la acción de operación de cada lazo de control.
Los mensajes enviados por el nodo sensor tienen el siguiente nivel de prioridad.





En este capı́tulo, la teorı́a hasta ahora desarrollada es comprobada a través de ejemplos de
simulación numéricos, especı́ficamente se utilizará la plataforma de Matlab. Se describe tanto
la metodologı́a adoptada como las matemáticas utilizadas. Además, se explican y analizan las
pruebas comparativas en relación a la utilización del procesador.
3.1. Descripción del sistema
Se presenta un experimento como base para ilustrar la teorı́a introducida en la sección
anterior.
3.1.1. Planta
Para el desarrollo posterior se propone un sistema de doble integrador, con la forma de



















3.1.2. Análisis de controlabilidad
Para un sistema lineal invariante en el tiempo de orden n representado por (2.1), la condi-
ción necesaria y suficiente para que el sistema sea completamente controlable es que el rango
de la matriz de controlabilidad (3.2) sea igual a n.
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Definiendo la matriz de controlabilidad como
R =
[
B AB A2B ... An−1B
]
(3.2)
donde A es una matriz de n× n y B es una matriz de n× 1.
Para el presente caso se considera un sistema LTI doble integrador de orden n = 2, la matriz













el rango de la matriz [B AB] es 2. Por lo tanto, el sistema es completamente controlable.
3.2. Superficie de deslizamiento
Considerando lo anterior, sea:






la forma de la superficie deslizante.
3.3. Dirección deseada
Las siguientes proposiciones presentadas forman parte de las condiciones necesarias para
obedecer a las ecuaciones (2.10) y (2.11).
Proposición 1. Para el sistema propuesto (3.1) con superficie deslizante (3.3) y ley de control





Demostración. Considerando que x ∈ S+ y con ley de control u+ acorde con (2.10)
K(Ax+Bu+) ≤ 0. (3.5)
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Despejando x2 de la última desigualdad y asumiendo que k1 > 0, se obtiene la ecuación
(3.4) de la proposición 1.
Proposición 2. De la misma manera, para el sistema (3.1) con superficie (3.3) y ley de control





Demostración. Procedimiento de la misma forma que se realiza en la Proposición 1.
Luego, manteniendo las mismas condiciones, las proposiciones 1 y 2 quedan limitadas a la
región de espacio de estado permitida para x2 dadas por
−k2
k1









Bajo los mismos supuestos (u− = −u+, k1 > 0 y k2 > 0), la región de espacio de estado
permitida para x1 puede ser caracterizada similar. Según (3.3), cualquier x ∈ S cumple
k1x1 + k2x2 = 0. (3.9)




u+ ≥ 0, (3.10)











u− ≤ 0, (3.12)





Considerando (3.11) y (3.13) el valor de x1 está limitado por
k22
k21









La limitación en x2 proporciona un lı́mite superior para la banda de histéresis h. La siguiente
proposición analiza esta propiedad.
Proposición 3. Para el sistema doble integrador (3.1) con superficie de deslizamiento dado por




u+ + k1x1. (3.16)



















 = bmaxk2 (3.19)
se obtiene la expresión para hmax en (3.16).
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Debe destacarse que la demostración anterior se basa en restar del valor máximo de x2 en
(3.7) el valor de x2 en (3.17). Usando esta estrategia, el valor de hmax depende de u−. La
misma demostración se puede construir restando del valor de x2 en (3.17) el valor mı́nimo de
x2 en (3.7). En este caso, la expresión para hmax renombrada como h∗max es




que depende de u−. Dependiendo del rango permitido para x1 dado en (3.14), ecuación. (3.16)
o en la ecuación. (3.20) aplica para el cálculo de la banda de histéresis máxima. Por ejemplo,
para x1 = 0 y asumiendo que u− = −u+, hmax = h∗max =
−k22
k1
u+. O para los lı́mites superior
e inferior de x1 en (3.14), hmax = h∗max = 0.
3.4. Alcanzabilidad de la banda
Las siguientes proposiciones analizan las condiciones de alcanzabilidad de la banda (2.12)
y (2.13).
Proposición 4. Para el sistema (3.1) con superficie (3.3) y ley de control (2.9), la condición de
alcanzabilidad desde la banda de histéresis inferior a la banda de histéresis superior expresada




Demostración. Tenga en cuenta que la condición en (2.12) se puede escribir como









Considerando el modelo de la planta (3.1) y observando que ∀x0 ∈ S− la señal de control
































donde x0 = [x1(0) x2(0)]
T , luego (3.23) se simplifica a
|k1x2(0) + k2tu− + k2u−| ≥ µ
(k1x2(0) + k2tu
− + k2u
−)2 ≥ µ2. (3.25)
Recuperando la limitación en x2 dada en (3.7), en particular haciendo x2(0) = −k2k1 u
−








el cual se transforma en (3.21).
Proposición 5. Para el sistema (3.1) con superficie (3.3) y ley de control (2.9), la condición de
alcanzabilidad desde la banda de histéresis superior a la banda de histéresis inferior expresada




Demostración. De la misma manera como se presenta en la proposición 4.
Las proposiciones 4 y 5 indican que a partir de cualquier banda de histéresis, siempre se al-
canzará la banda opuesta (para cualquier tiempo estrictamente positivo si µ > 0 (2.8)). Además,
dado que en (3.21) y (3.26) µ > 0, el rango permitido para x2 dado en (3.7) se limita además a
−k2
k1





porque las condiciones Kẋ ≤ 0 y Kẋ ≥ 0 en la dirección deseada, las ecuaciones (2.10) y
(2.11) también se vuelven estrictamente positivas. Y el rango permitido para x1 dado en (3.14),
debido a (3.27), está más restringido a
k22
k21




3.5. Técnica de auto-disparo
La siguiente proposición establece el cómputo del próximo tiempo de activación, que se
entiende como el tiempo que transcurrirá entre dos actualizaciones de control consecutivas.
Proposición 6. Para el sistema (3.1) con superficie (3.3) y ley de control (2.9), el siguiente







donde a = k1u
2
, b = k1x2 + k2u, c = k1x1 + k2x2 + d, y donde u = u− y d = −h, o
u = u+ y d = +h dependiendo de si x ∈ S− o x ∈ S+ respectivamente.
Demostración. La evolución del sistema después de aplicar una actualización de control u se
da en (3.24), que se puede simplificar ax1(t)
x2(t)
 =
x1 + tx2 + t22 u
x2 + tu
 (3.30)
suponiendo que la trayectoria comienza desde la banda de histéresis inferior S−, con u = u−.
Si las proposiciones 1, 2, 3 y 4 se mantienen, la trayectoria del sistema llegará a la banda de
histéresis superior, que se puede escribir como
S+(x) = Kx− h
= k1x1 + k2x2 − h. (3.31)
Sustituyendo (3.30) en (3.31) la condición de alcanzabilidad es
k1(x1 + tx2 +
t2
2
u−) + k2(x2 + tu
−) = h. (3.32)
Resolviendo (3.32) por t, el siguiente tiempo de activación se da en (3.29). El mismo razo-
namiento es válido a partir de x ∈ S+.
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3.6. Implementación en Software Matemático
Para la resolución del problema planteado se usará el kernel TrueTime, el cual es un simu-
lador basado en MATLAB/Simulink escrito en C++ MEX para sistemas de control en tiempo
real [31]. Este brinda facilidades para las simulaciones de:
Ejecución de tareas del controlador utilizando un kernel multitarea en tiempo real, donde
las tareas son procesos de control que se modelan como bloques ordinarios de Simulink.
Modelos simples de redes de comunicación y su influencia en los lazos de control en red.
Cabe mencionar que en la actualidad hay diversos tipos de software similares a Matlab,
por ejemplo, Xcos es un software que forma parte de Scilab que sirve para el modelado y
simulación de sistemas dinámicos (continuos y discretos). Scilab debe de considerarse co-
mo una alternativa libre y gratuita a MATLAB/Simulink. No obstante, el paquete Matlab es
consistente, ordenado y confiable. Esta es una calidad difı́cil de obtener cuando el progra-
ma proviene de una comunidad descentralizada y menos organizada, como lo son los progra-
mas de código abierto. El proyecto está disponible en GitHub https://github.com/byrondefaz/
control-autodisparado-red.
3.6.1. Descripción de la plataforma de simulación
En este trabajo, la simulación se realiza mediante el simulador TrueTime compatible con
el software MATLAB/Simulink, como se aprecia en la Figura 3.1; se describen los tres nodos
(sensor, controlador y actuador) los cuáles se comunican mediante una red de protocolo tipo
CAN a una velocidad de transmisión de datos de 1Mbps. En cada uno de los nodos de la red
se implementan los pseudocódigos propuestos, es decir, en el nodo sensor, se implementa el
algoritmo (1) en el cual se realiza la tarea de muestrear la planta y calcular el tiempo en el que
se producirá el siguiente muestreo para luego enviar estos datos al nodo controlador mediante
la red. En el nodo controlador se ejecuta el algoritmo (2) el mismo que se dispara mediante
un mensaje proveniente del sensor para calcular la señal de control. Y por último en el nodo
actuador se lleva a cabo el algoritmo (3) activado mediante un mensaje proveniente del nodo

































Figura 3.1: Diagrama de bloques Simulink/TrueTime
Nodo Sensor
Para este bloque, el nodo sensor ejecuta el código (A.2) y adicional la tarea (A.3). Además,
se configura un conversor análogo/digital para el muestreo de la planta.
Donde:
x 1 = Variable que almacena los valores muestreados del estado x1
x 2 = Variable que almacena los valores muestreados del estado x2
































Figura 3.2: Bloque nodo sensor
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Nodo Controlador
El bloque del nodo controlador lleva a cabo la ejecución del código (A.4), que realiza la
tarea (A.5). Esta tarea es aperiódica y activada por un mensaje proveniente del nodo sensor.
Adicionalmente, en este bloque se configura un conversor digital/análogo para visualización de
































Figura 3.3: Bloque nodo controlador
Nodo Actuador
Este bloque implementa el código (A.6), que es inicializado por un mensaje enviado por
el nodo controlador y ejecuta la tarea (A.7). De similar manera, se configura un conversor
digital/análogo para la salida de la señal de control hacia la planta. Obsérvese que en este
bloque existe una señal de perturbación la cual se suma al valor de la salida del nodo actuador,
































Figura 3.4: Bloque nodo actuador
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Planta
Se configura un sistema doble integrador como planta.
Donde:
x 1 = Variable que almacena los valores del estado x1 de la planta
































Figura 3.5: Planta doble integrador
Red
En este bloque se establecen las caracterı́sticas fundamentales de la red. En primera instan-
cia se configura el protocolo de comunicación entre los nodos de la red, para el presente trabajo
se elige el protocolo CAN configurado a una velocidad de transmisión de datos de 1 Mbps.
Ası́ también, se determina el número de nodos de la red, en este caso existen 3. Finalmente se
































Figura 3.6: Bloque de configuración de la red
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3.7. Ejemplos Numéricos
Para ilustrar los conceptos introducidos, esta sección presenta varias simulaciones que uti-
lizan una estrategia de control de modo deslizante en red aplicado a un sistema de doble inte-
grador de la forma dada por la ecuación (3.1) utilizando el enfoque auto-disparado.
Definiendo la ley de control en
u =
 −1 si S(x) = h+1 si S(x) = −h (3.33)
donde K = [1 1] caracteriza la superficie de deslizamiento.
Analizando la limitación en el rango permitido de espacio de estados dada en (3.27) y
(3.28), el estado del sistema [x1(t) x2(t)] está restringido por
−1 < x1 < 1 y − 1 < x2 < 1. (3.34)
La banda de histéresis máxima en (3.16) y (3.20) viene dada por
hmax = 1 + x1 (3.35)
h∗max = 1− x1, (3.36)
respectivamente.
La Figura 3.7 traza la región de espacio de estado permitida para la trayectoria del sistema
dada por (3.34) y la banda de histéresis máxima dada por (3.35) y (3.36). Algunas de las si-
guientes figuras mantendrán estos limites pero no se especificaran en la leyenda para una mejor
ilustración.
Donde:
hmax = banda de histéresis máxima permitida con el valor maximo de x2
hmax*= banda de histéresis máxima permitida con el valor minimo de x2
Max x1 = valor máximo permitido para el estado x1
Min x1 = valor mı́nimo permitido del estado x1
Max x2 = valor máximo permitido del estado x2
Min x2 = valor mı́nimo permitido del estado x2
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Figura 3.7: Geometrı́a en espacio de estados
3.7.1. Ejemplo 1
La Figura 3.8 muestra la funcionalidad de la estrategia de control presentada. Se propone
como condición inicial x(0) = [−0. 45 0. 20], se visualiza que las actualizaciones de control,
marcadas con cı́rculos azules, solo ocurren cuando la trayectoria alcanza la banda de histéresis
superior (S+) e inferior (S−). Se puede apreciar que la trayectoria del sistema se mueve hacia
el origen dentro de la banda de histéresis, y al final entra en un ciclo lı́mite que varia en las
cercanı́as de x = [0 0]. Se tiene en cuenta que los valores de la trayectoria x1 van desde
x1 = −0. 45 a x1 = 0. Para todos estos valores, la histéresis máxima (3.35) esta comprendida
desde hmax = 0. 65 hasta hmax = 1. Por lo tanto, la banda de histéresis seleccionada h =
0. 25 siempre está por debajo de cualquier posible hmax. Además, los valores de trayectoria
de todos los estados están dentro de los lı́mites especificados en la ecuación (3.34).
En la Figura 3.9 se ilustra la secuencia de tiempos de activación (3.29), durante un perı́odo
de simulación de 20 segundos para el caso mostrado en la Figura 3.8, con h = 0. 25. En esta
figura, el eje x es el tiempo de simulación y el eje y es el intervalo de muestreo en segundos.
Cada tiempo de muestreo está representado por una lı́nea vertical, cuya altura indica el próximo
tiempo de muestreo.
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Figura 3.9: Intervalos de muestreo del sistema doble integrador
3.7.2. Ejemplo 2
La Figura 3.10 muestra una configuración similar a la Figura 3.8, en este caso se aumenta
la banda de histéresis a h = 0. 5. Se puede apreciar que el número de actualizaciones de control
disminuye y se mantiene dentro de la banda, lo cual cumple con la operación deseada.
En relación a la Figura 3.11, se puede observar que los intervalos de muestreo son mas
largos que los de la Figura 3.9. En otras palabras, el valor de la banda de histéresis seleccionada
permite regular la frecuencia de muestreo y el tiempo de ejecución requerido por el procesador
para cada operación del lazo de control en red.
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Figura 3.11: Intervalos de muestreo con aumento de histéresis
3.7.3. Ejemplo 3
Para la siguiente simulación presentada en la Figura 3.10, se aumenta la banda de histéresis
a h = 0. 5 iniciando desde x(0) = [−1. 20 0. 7], que se encuentra fuera de los lı́mites per-
mitidos por (3.34), para el valor de x1(0). Además, la trayectoria alcanzada por primera vez
en la banda de histéresis superior contiene un valor de componente x2 que está fuera de los
lı́mites permitidos por las condiciones de la ecuación (3.34). La trayectoria en este punto no se
mueve hacia la banda de histéresis inferior, por el contrario, se traslada por encima de la banda
de histéresis superior, violando la funcionalidad deseada de mantener la trayectoria del sistema
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dentro de las bandas de histéresis.





















Figura 3.12: Pérdida de la operación deseada debido a los estados fuera de los lı́mites admitidos
En la Figura 3.13 se muestran los intervalos de muestreo referentes a la Figura 3.12. Se
presenta un ligero aumento en los valores de tiempo en relación a los anteriores ejemplos, sin
embargo, el enfoque de este ejemplo no ofrece ninguna garantı́a de que el sistema de control
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Figura 3.13: Intervalos de muestreo en perdida de la operación deseada
3.7.4. Ejemplo 4
La Figura 3.14, muestra la dinámica del sistema cuando la banda de histéresis también se
configura en h = 0. 5, pero donde la acción de control se duplica, |u| = 2, en comparación
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a la Figura 3.12, donde |u| = 1. Se puede percibir que el espacio de estado permitido para la
trayectoria del sistema es el doble que en el caso de la Figura 3.12, y los lı́mites máximos de
la banda de histéresis también son el doble que en el ejemplo de la Figura 3.12. Por lo tanto,
la trayectoria sigue nuevamente la conmutación deseada y permanece dentro de los lı́mites de
histéresis permitidos.





















Figura 3.14: Efecto de incrementar la acción de control
En la Figura 3.15 se visualiza los intervalos de muestreo por efecto de aumentar la acción
de control a |u| = 2. Se percibe que el número de muestras aumentan, para el mismo tiempo
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Figura 3.15: Intervalos de muestreo incrementando la acción de control
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3.7.5. Ejemplo 5
La Figura 3.16, muestra la dinámica del sistema cuando la banda de histéresis se establece
a un valor mayor de hmax permitido. En este ejemplo se configura h = 1. 5, que es una
cifra mayor que la máxima hmax posible para cualquier estado perteneciente a (3.34). Por lo
tanto, la dinámica conmutada deseada dentro de las bandas de histéresis no cumple con las
condiciones establecidas.





















Figura 3.16: Aumento excesivo de la banda de histéresis
En la figura 3.17 el tiempo de muestreo aumenta, lo cual reduce el tráfico de la red y el uso
del procesador. En contraparte, esto pone en riesgo la estabilidad del sistema, Por lo cual se
exige una configuración óptima de la banda de histéresis, para que el sistema cumpla con las
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Figura 3.17: Intervalos de muestreo con exceso de histéresis
3.7.6. Ejemplo 6
La Figura 3.18, describe la dinámica del sistema con perturbación, comprendida entre los
valores [−0. 15 0. 15], como mı́nimo y máximo respectivamente. Esta perturbación se suma a
la señal del actuador. Para esta simulación, la trayectoria de los estados en ocasiones sobrepasa
la banda de histéresis y a pesar de la perturbación agregada, el sistema tiende a mantenerse en
las cercanı́as de los valores x = [0 0].





















Figura 3.18: Dinámica del sistema agregada una perturbación
Se puede visualizar en la Figura 3.19, que a partir del sexto muestreo, es decir, cuando
el sistema se encuentra en las proximidades de x = [0 0], los tiempos de muestreos son
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aleatorios y no se estabilizan a un valor nominal en comparación con las anteriores Figuras. Lo
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Figura 3.19: Intervalos de muestreo con perturbación
3.8. Análisis de estabilidad del sistema
Se considera que el estado de equilibrio deseado es x = [0 0]. Dado que la descripción del
sistema de control que hemos adoptado tiene en cuenta la implementación auto-disparado en
red el cual permite las perturbaciones, por lo tanto no podemos esperar que las trayectorias de
los estados converjan al estado cero cuando t tiende a∞. En su lugar, damos condiciones para
una estabilización semiglobal práctica (o aproximada); es decir, condiciones bajo las cuales,
para dos estados x1 y x2 (el conjunto de estados iniciales) cualquier trayectoria de estado que
emita del conjunto de estados iniciales se dirige al conjunto objetivo.
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Capı́tulo 4
Conclusiones y trabajo futuro
En esta sección se presentan las conclusiones y posibles propuestas para un futuro trabajo
4.1. Conclusiones
En este documento, se ha presentado un análisis para la implementación exitosa de contro-
ladores de modo deslizante en una configuración en red utilizando el enfoque de auto-disparo,
para lo cual se establecieron ciertas caracterı́sticas principales que permiten desarrollar la con-
dición suficiente para la existencia de un modo deslizante en las proximidades de la superficie
de deslizamiento, y a su vez se permitió determinar parámetros a resolver como la alcanzabili-
dad de la banda, dirección deseada y la técnica de auto-disparo.
Con base en las condiciones planteadas, se logró desarrollar una estrategia auto-disparado
usando de control de modo deslizante por red que garantiza la estabilidad del sistema de cir-
cuito cerrado. El mecanismo de auto-disparo no requiere ninguna medición de estado continua,
sino sobre valores muestreados en instantes calculados por el nodo sensor. Esto garantiza que
el ancho de banda siempre este disponible para la transmisión de mensajes crı́ticos debido al
chattering propio del modo deslizante.
Los resultados de la simulación mostraron que, el control auto-disparado propuesto puede
reducir significativamente el consumo de recursos al mismo tiempo que garantiza la alcanzabi-
lidad de la dinámica del modo deslizante, a pesar de la existencia de una pequeña perturbación
en la planta del sistema que en ocasiones fue despreciable, la estimación precisa del modelo
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establecido y el empleo de una banda de histéresis más amplia dio como resultado un tiempo
significativamente mayor que se traduce a un menor uso del procesador y una reducción de la
comunicación en los sistemas de control en red. Los resultados de la simulación presentados
brindan un soporte intuitivo para la efectividad del método propuesto.
4.2. Recomendaciones
Es necesario realizar la configuración adecuada de los diferentes parámetros de la red,
número de nodos, tipo de protocolo de la red, etc. Además se recomienda trabajar con va-
lores estándar de velocidad de la red para obtener valores lo más cercano a la realidad.
Se debe definir los rangos de los parámetros de la superficie de deslizamiento dentro de
los valores adecuados, debido a que si se dimensiona de manera incorrecta el controlador se
volverı́a inestable o el sistema no alcanzarı́a la superficie de deslizamiento.
La existencia de retardo en los tiempos de ejecución de las tareas no son exactos, por lo
que se sugiere incorporar en la estrategia de control propuesta un esquema de compensación de
retardo para la obtención de valores más precisos.
4.3. Trabajo futuro
Resolver los problemas relacionados con la operación de la red, pérdidas de datos, retardos,
perturbaciones y ruido en la comunicación, se dejan para trabajos futuros. Además, implemen-
tar el método propuesto en un sistema real y evaluar la validez de esta estrategia de control a
través de la comparación de los resultados presentados.
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En el presente apéndice se incluye los diferentes códigos desarrollados en este proyecto.
A.1. Código Global
Programa A.1: Código global
%% CONDICIONES EJEMPLO NUMERICO
clear all, close all, clc
init_truetime %Inicializa TrueTime
global A B C D K his U X0
syms s
%Espacio de estado doble integrador
A = [0 1; 0 0]; %nxn
B = [0; 1]; %nxp
C = [1 0;0 1]; %qxn
D = [0;0]; %qxp
% Variables ’his’ (banda de histeresis) y los estados iniciales X(0)
X0 = [-0.5 0.35];
his= 0.15; % Establecer banda de histeresis
K = [1 1]; % Establecer vector para la superficie de deslizamiento
U= [-1 1]; % Se al de control para S+(1)primera pos y S-(2) segunda pos
%% Respuesta del sistema
sys = ss(A, B, C, D)



















A.2. Nodo sensor (sensor node.m)
Programa A.2: Código nodo sensor
function sensor_node
ttInitKernel(’prioDM’); % Inicializa el kernel
deadline=1; % Tiempo limite de ejecucion de la tarea en el peor de los
casos
ttCreateTask(’sensor_task’, deadline, ’sensor_codigo’);% Tarea aperiodica.
ttAttachNetworkHandler(’sensor_task’) % Nombre de la tarea
A.2.1. Código sensor (sensor codigo.m)
Programa A.3: Código sensor
function [exectime, data] = sensor_codigo(seg, data)
global K his U
persistent x tiempo sens
switch seg
case 1
% PROCESO DE SENSADO
x(1) = ttAnalogIn(1) % Lee el valor del estado x1
x(2) = ttAnalogIn(2) % Lee el valor del estado x2































sens(1)=x(1); % Valor de x_1
sens(2)=x(2); % Valor de x_2
sens(3)=tiempo; % Valor del siguiente instante de auto-disparo
% ENVIA EL MENSAJE AL NODO CONTROLADOR
ttSendMsg(3, sens, 8); % Enviar mensaje de 8 bits al nodo 3 (NODO
CONTROLADOR)
disp(’Mensaje enviado controlador’)
exectime = 0.1e-6; % Tiempo de retraso de estas operaciones
case 3




ttSleep(tiempo); % El nodo sensor descansa durante el tiempo calculado.
ttSetNextSegment(1); % Se configura la proxima linea de ejecucion
exectime =0;
end
A.3. Nodo controlador (controlador node.m)
Programa A.4: Código nodo controlador
function controlador_node(arg)
ttInitKernel(’prioDM’); % Inicializa el kernel
deadline=1; %Tiempo limite de ejecucion de la tarea en el peor de los casos
data.u = 0.0; % Estructura de datos arbitraria que representa la memoria
local de la tarea.
ttCreateTask(’controller_task’,deadline, ’controlador_codigo’,data); %Tarea
aperiodica
ttAttachNetworkHandler(’controller_task’) % Nombre de la tarea
A.3.1. Código controlador (controlador codigo.m)
Programa A.5: Código controlador






RecepData = ttGetMsg; % Almacena mensaje del nodo 1 (sensor)
if isempty(RecepData)






disp(’Mensaje recibido del sensor’);
s=x2+x1;






ttAnalogOut(1, data.u); % Salida Analoga de la accion de control
exectime = 1e-6; % Tiempo de ejecucion de la tarea
case 2
% ENVIA EL MENSAJE AL NODO ACTUADOR
cont(1)=data.u;
cont(2)=t;
ttSendMsg(2,cont, 8); % Envia el valor de la accion de control al nodo
Actuador
exectime = 1e-6; % Tiempo de ejecucion de la tarea
case 3
disp(’finalizar task controlador’)
exectime=-1; % Finaliza la tarea del controlador
end
A.4. Nodo actuador (actuador node.m)
Programa A.6: Código nodo actuador
function actuador_node
ttInitKernel(’prioDM’); % Inicializa el kernel
deadline =2; % Tiempo limite de ejecucion de la tarea en el peor de los
casos
startime=0.0; % Tiempo de inicializacion de la primera tarea.
data.u = 1.0; % Condicion inicial actuador
data.t = 0.0; % Estructura de datos arbitraria que representa la memoria
local de la tarea.
ttCreateTask(’actuador_task’,startime, deadline,’actuador_codigo’,data);%
Tarea periodica
ttAttachNetworkHandler(’actuador_task’)% Nombre de la tarea
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A.4.1. Código actuador (actuador codigo.m)
Programa A.7: Código actuador





ud = ttGetMsg; % Almacena el mensaje del nodo 3 (Controlador)
if isempty(ud)
ttSendMsg(1, 0.001, 8);








%APLICAR LA ACCION DE CONTROL
ttAnalogOut(1,data.u) % Aplica el valor enviado por el Controlador
exectime= t; % Tiempo que el actuador aplica la accion de control
case 2
exectime =-1; % Finaliza la tarea Actuador
end
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