In wireless sensor networks (WSN) 
INTRODUCTION
A Wireless Sensor Network (WSN) is composed of hundreds or thousands of sensor nodes. These small sensor nodes contain sensing, data processing and communicating components. A wireless sensor network comprises a base station (BS) that can communicate with a number of wireless sensors via radio link. The base station in sensor networks is very often a node with high processing power, high storage capacity and the battery used can be rechargeable. Data are collected at a sensor node and transmitted to the BS directly or by means of other nodes. All collected data for a specific parameter like temperature, pressure, humidity, etc are processed in the BS and then the expected amount of the parameter will be estimated. In these networks, the position of sensor nodes need not be engineered or pre-determined, which allows random deployment in inaccessible terrains or disaster relief operations [1] . Communication protocols highly affect the performance of WSNs by evenly distributing energy load and decreasing their energy consumption and thereupon prolonging their lifetime. Thus, developing energy-efficient protocols is fundamental for prolonging the lifetime of WSNs [2] .
Among the proposed communication protocols, hierarchical (cluster based) ones have significant savings in the total energy consumption of wireless micro sensor network [3] [4] [5] . In these protocols, the sensor nodes are grouped into a set of disjoint clusters. Each cluster has a designated leader, the so-called cluster-head (CH). Nodes in one cluster do not transmit their gathered data directly to the BS, but only to their respective cluster-head. Besides, it is approved [3] that the use of the clustering technique reduces communication energy more than direct transmission (DT) and minimum transmission-energy (MTE) routing.
In this paper, we propose a new approach, called WDDC, which is based on the ratio of residual energy and average energy of the network and takes into consideration distances between nodes and the base station to determine near nodes and distant nodes in order to give more chance to the nearest nodes to be cluster heads by modifying the election probability value for every type of nodes.
WDDC is dynamic, autonomous and more energy-efficient. Simulation results show that it prolongs the network lifetime much more significantly than the other clustering protocols such as SEP and DEEC.
The remainder of the paper is organized as follows: Section 2 contains the related work done. Section 3 explains the heterogeneous network and radio energy dissipation model. Section 4 describes the DEEC protocol followed by section 5 which describes our WDDC approach. Section 6 shows the simulation results and finally Section 7 gives concluding remarks.
RELATED WORK
There are two kinds of clustering schemes. The first kind is called homogeneous clustering protocols. They are applied in homogeneous networks, where all nodes have the same initial energy, such as LEACH [3] , PEGASIS [6] , and HEED [7] . The second kind of clustering algorithms applied in heterogeneous networks are referred to as heterogeneous clustering schemes [8] , where all the nodes of the sensor network are equipped with different amounts of energy, such as SEP [9] , M-LEACH [10] , EECS [11] , LEACH-B [12] and DEEC [13] . WSNs are more likely to be heterogeneous networks than homogeneous ones. Thus, the protocols should be fit for the characteristic of heterogeneous wireless sensor networks. Moreover, in [14, 15] , they propose protocols which use a new conception based on the energy left in the network. Low-Energy Adaptive Clustering Hierarchy (LEACH) [3] is proposed by Heinzelman et al., which is one of the most fundamental protocol frameworks in the literature. LEACH is a clustering-based protocol architecture which utilizes randomized rotation of the Cluster-Heads (CHs) to uniformly distribute the energy budget across the network. The sensor nodes are arranged into several clusters and in each cluster, one of the sensor nodes is chosen to be CH. Each node will transmit its data to its own CH which forwards the sensed data to the BS finally. Both the communication between sensor nodes and CH and that between CHs and the BS are direct, single-hop transmission.
PEGASIS [6] is a chain-based protocol which evades cluster formation and uses only one node in a chain to transmit to the BS instead of using multiple nodes. Heinzelman, et.al. [14] proposed LEACH-centralized (LEACH-C), a protocol that employs a centralized clustering algorithm and the same steady-state protocol as LEACH. O. Younis, et al. [7] proposed HEED (Hybrid Energy-Efficient Distributed clustering), which regularly select cluster heads according to a hybrid of the node residual energy and a secondary parameter, such as node proximity to its neighbors or node degree. G. Smaragdakis, I. Matta and A. Bestavros proposed SEP (Stable Election Protocol) [9] in which every sensor node in a heterogeneous two-level hierarchical network independently elects itself as a cluster head based on its initial energy relative to that of other nodes. Li Qing et.al [13] proposed DEEC (Distributed Energy Efficient Clustering) algorithm in which the cluster head is selected on the basis of probability of ratio of residual energy of each node and the average energy of the network. In this algorithm, a node having more energy has more chances to be a cluster head. This solution doesn't take into account the notion of distances between nodes and the base station, and this protocol is not dynamic.
Among the new researches, we can mention the work done by Latif et al. [16] . In this work, the authors compared four protocols using linear programming formulation technique. It is concluded from their analytical simulation results that DEEC is the most energy-efficient protocol for heterogeneous node energy network.
Another work made by Chang et al. [17] proposes an energy-saving clustering algorithm to provide efficient energy consumption in the network. The approach proposed in this work is to reduce data transmission distance of sensor nodes in wireless sensor networks by using the uniform cluster notion. In order to make an ideal distribution for sensor node clusters, they calculate the average distance between the sensor nodes and take into account the residual energy for selecting the appropriate cluster head nodes. The lifetime of wireless sensor networks is extended by using the uniform cluster location and equalizing the network loading among the clusters.
There is also another work by Rajni et al. [18] in which the authors propose a new clustering protocol for prolonging the network lifetime. The algorithm proposed is the modification of DEEC protocol. It is called a Clustering Technique for Routing in Wireless Sensor Networks (CTRWSN). It is a self-organizing and dynamic clustering method that divides dynamically the network on a number of clusters previously fixed. The operation of CTRWSN is divided into rounds where each round consists of a clustering stage and distributed multi-hop routing stage.
HETEROGENEOUS NETWORK AND RADIO ENERGY DISSIPATION MODEL

Heterogeneous Network Model
In this study, we explain the network model. We suppose that there are N sensor nodes, which are uniformly dispersed within a M x M square region ( Figure.1 ). The nodes always have data to transmit to a base station, which is often far from the sensing area. The network is structured into a clustering hierarchy, and the cluster-heads execute fusion function to reduce correlated data produced by the sensor nodes within the clusters. The cluster-heads transmit the aggregated data directly to the base station. We assume that the nodes are static (not moving). In the twolevel heterogeneous networks, there are two types of sensor nodes, i.e., the advanced nodes and normal nodes. Note ‫ܧ‬ the initial energy of the normal nodes, and ݉ the fraction of the advanced nodes, which own ܽ times more energy than the normal ones. Thus there are ܰ݉ advanced nodes equipped with initial energy of ‫ܧ‬ ሺ1 ܽሻ, and ܰሺ1 െ ݉ሻ normal nodes equipped with initial energy of ‫ܧ‬ . The total initial energy of the two-level heterogeneous networks is given by: Figure 1 . 100 nodes randomly deployed in the network (o normal node, + advanced node).
Radio Energy Dissipation Model
According to the radio energy dissipation model proposed in [14] ( Figure 2 ) and in order to achieve an acceptable Signal-to-Noise Ratio (SNR) in transmitting an L-bit message over a distance ݀, the energy expended by the radio is given by:
Where E ୣ୪ୣୡ is the energy dissipated per bit to run the transmitter E ୶ or the receiver E ୖ୶ circuit, Ԗ ୱ is the free space fading energy, Ԗ ୫୮ is the multi-path fading energy and d is the distance between the sender and the receiver.
To receive this message the radio expends energy: 
DEEC PROTOCOL:
In DEEC [13] the cluster-heads are chosen by a probability based on the ratio between residual energy of each node and the average energy of the network. As mentioned in section 3.1, the total initial energy of the two-level heterogeneous networks is computed as:
The probability threshold which each node ‫ݏ‬ uses to determine whether itself to become a cluster-head in each round is as follows:
Where ‫ܩ‬ is the group of nodes that are eligible to be cluster heads at round ‫.ݎ‬ In each round ‫,ݎ‬ when node ‫ݏ‬ finds itself eligible to be a cluster head, it will choose a random number between 0 and 1. If the number is less than threshold ܶሺ‫ݏ‬ ሻ, the node ‫ݏ‬ becomes a cluster head during the current round. Also, for two-level heterogeneous networks, ‫‬ is defined as follows:
is the advanced node ሺ6ሻ
Where ‫ܧ‬ ሺ‫ݎ‬ሻ denotes the residual energy of node s ୧ and ‫ܧ‬ ത ሺrሻ is the average energy of the network at round r.
The estimate value of ‫ܧ‬ ത ሺrሻ is:
Where R indicates the total rounds of the network lifetime.
The value of R can be approximated as:
Where ‫ܧ‬ ோ௨ௗ denote the total energy dissipated in the network during a round r. ‫ܧ‬ ோ௨ௗ is given by:
Where k is the number of clusters, E ୈ is the data aggregation cost expended in CH and BS, d toBS is the average distance between the cluster-head and the base station and d ୲୭େୌ is the average distance between cluster members and the cluster-head.
According to [14] [19] we can get the equations as follows:
Then the optimal value of k is :
Using Eqs. (10) and (11), we can obtain the energy ‫ܧ‬ ோ௨ௗ dissipated during a round and thus we can compute the network lifetime R by Eq. (8).
WDDC PROTOCOL:
According to the Radio Energy Dissipation Model, the minimum required amplifier energy is proportional to the square of the distance from the transmitter to the destined receiver
2 ) [20] . So the transmission energy consumption will augment greatly as the transmission distance rises. It means that the CHs far from the BS must use much more energy to transmit the data to the BS than those close to the BS. Therefore, after the network operates for some rounds there will be significant difference between the energy consumption of the nodes near the BS and that of the nodes far from the BS.
In our approach, nodes with more energy than the other nodes and the nodes with less distance from the BS have more chance to be selected as a cluster-head for current round.
For this reason, we introduce new weighted probabilities for every type of nodes according to their residual energy and the average energy of the network in current round. We also take into consideration distances between nodes and the base station in order to favor nodes with more energy and nearest to the BS to become cluster heads.
The new probabilities are as follows:
Where ‫ݓ‬ is the weighted factor that contains the notion of distances.
We suppose that after spreading the nodes in network field, the base station broadcasts a "hello" message to all the nodes at a given power level. Each node can compute its estimated distance ‫ܦ(‬ ) from the BS based on the received signal strength.
The average distance is given by:
The value of ‫ܦ‬ ௩ can be approximated as:
• ݀ ௧ு The average distance between the node and the associate cluster head (figure 3).
• d ୲୭ୗ The average distance between the cluster head and the base station (figure 3).
We assume that the nodes are uniformly distributed and the BS is located in the center of the field. Thus we can use equations (10) We introduce the notion of far nodes and near nodes. However, nodes situated within the circle of radius equal to ‫ܦ‬ ௩ are considered near nodes and nodes situated in outside of the circle are considered far nodes (figure 4). The surface of the field of the network is obtained by:
The surface of the circle is given by:
Using equations (10) we obtain:
The comparison gives:
Finally, the weighted factor ‫ݓ‬ is computed as follows:
Furthermore, WDDC is dynamic because it divides network lifetime in two zones, strong zone and normal zone with size ݉ ൈ ܴ and ܴ ൈ ሺ1 െ ݉ሻ respectively (figure 5), in which it changes its behavior. So, in the first zone only advanced nodes become cluster heads. In the second zone the choice will become normal; it takes into consideration advanced and normal nodes. In both zones we use the new weighted probabilities mentioned in (12) and the probability threshold mentioned in (5). We notice that the size of zones is dynamic. It depends on the value of the fraction of the advanced nodes (݉). The strong zone increases when ݉ rises and vice versa for the normal zone; it decreases when m increases ( figure 6 ). Figure 6 . Sizes of strong zone and normal zone.
Communications between Cluster heads and member nodes
Like LEACH [3] , after the cluster-heads are selected, the cluster-heads inform all sensor nodes in the network that they are the new cluster heads. And then, other nodes organize themselves into local clusters by choosing the most appropriate cluster-head (normally the closest clusterhead) ( figure.7) . Thereafter, the CH receives sensed data from cluster members according to TDMA schedule that was created and transmitted to them.
Communications between cluster heads and the base station.
Each node sends its data during their assigned transmission time to the respective associate cluster head. The CH node must keep its receiver on in order to receive all the data from the nodes in the cluster. When all the data is received, the cluster head node executes signal processing functions to compress the data into a single signal. When this phase is completed, each cluster head can send the combined data to the base station.
The consumed energy of cluster head CH i is composed of three parts: data receiving, data aggregation and data transmission. Then: Where: m i is the sum of member nodes in associate cluster and d=D i the distance between CH and the BS (in this case we consider ൏ ݀ ) (figure 7). Figure 7 . Distances between CH and the base station
SIMULATION RESULTS
We evaluate the performance of WDDC protocol using MATLAB. We consider a wireless sensor network with N = 100 nodes randomly distributed in a 100m ൈ 100m field. We assume the base station is in the center of the sensing region. We ignore the effect caused by signal collision and interference in the wireless channel and we have fixed the value of d at 70 meters like on DEEC.
The radio parameters used in our simulations are shown in Table 1 . The protocols compared with WDDC include SEP and DEEC. Due to the heterogeneity factors, R is taken as 2×R (Since ‫ܧ‬ ത ሺrሻ will be too large at the end from Eq. (7), thus some nodes will not die finally). We define stable time as time until the first node dies (FND), and unstable time the time from the fist node dies until the last node dies. In other words, lifetime is the addition of stable time and unstable time.
We define also HNA (half of nodes alive) as the half of the total number of nodes that have not yet expended all their energy. All protocols remain useful during this period but after 50% of nodes die, the network becomes completely unstable and protocols will become useless. According to the figure 8, we notice that the stable time of WDDC is large compared to that of SEP and DEEC. A longer stable time metric is important because it gives the end user reliable information of the sensing area, which extend the network lifetime. This reliability is vital for sensitive applications like tracking fire in forests. Figure 9 shows the comparison between all nodes in terms of FND and HNA when m=0.2 and a=3. Obviously, we can remark that our protocol WDDC contains a larger period of stability time than SEP and DEEC, which increases the efficiency of the network. We notice the same results for HNA. Therefore, WDDC performs better than the other simulated protocols. When half the number of nodes have expended all their energy, the network becomes inefficient. Second, we run simulation for our proposed protocol WDDC to compute the round of the death of the first node when varying m, and we compare the results to SEP and DEEC protocols. We increase the fraction m of the advanced nodes from 0.1 to 0.5; Figure 10 shows the number of round when the first node dies. We observe that WDDC performs better than SEP and DEEC. Figure 11 shows the remaining energy over time for all simulated protocols and it reveals that WDDC consumes less energy in comparison to the others, which helps to extend the network lifetime. Here, approximately 7% of energy is saved at round 1500. This is because in our approach we took into consideration distances between nodes and the base station. Therefore, cluster heads situated far from the base station consume more energy than cluster heads situated near the base station, which saves the total energy of the network.
CONCLUSION
In this paper we have explained WDDC, a weighted dynamic distributed clustering protocol suitable for heterogeneous wireless sensor networks, and compared it to the SEP and DEEC protocols. WDDC is an energy-aware clustering protocol in which every sensor node separately elects itself as a cluster-head on the basis of probability of ratio of residual energy and average energy of the network and takes into consideration distances between nodes and the base station. Thus, nodes with less energy than the other nodes and the nodes with more distance from the BS have the smallest chance to be selected as a cluster-head for current round. WDDC is dynamic, autonomous and more energy-efficient; it divides network lifetime in two zones, strong zone and normal zone, in which it changes its behavior so as to be more efficient. WDDC uses the two hierarchical levels concept which offers a better use and optimization of the energy dissipated in the network. Results from our simulations show that WDDC provides better performance for energy efficiency and network lifetime.
