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Abstract
We prove a reﬁned limiting imbedding theorem of the Brézis–Wainger type in the ﬁrst critical
case, i.e. s = Np , for Sobolev spaces Wsp(RN,E) and Bessel potential spaces Hsp(RN,E) of
functions with values in a general Banach space E. In particular, the space E may lack the
UMD property.
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1. Introduction, basic deﬁnitions
In this paper, we consider vector-valued Sobolev, Besov, and Lizorkin–Triebel spaces
of functions with values in a general Banach space, say, E. These spaces attracted a
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considerable attention in last years because of their importance for applications as
for instance in partial differential equations or in the theory of integral operators. In
particular, this general setup involves Sobolev type spaces of functions with values in
another Sobolev type space, that is, the situation, which naturally occurs for instance
when evolution processes are concerned.
Let us point out one of the peculiar features of the theory of these vector-valued
spaces, namely, the UMD property of the target space E, which is vital for identiﬁcation
of Bessel potential spaces with “classical” Sobolev spaces. This is a certain restriction,
concerning some of important spaces of vector-valued functions of the aforementioned
type needed in applications, speciﬁcally, it excludes an approach based on a straight-
forward analogy with the scalar case. The situation improves considerably if we deal
with Besov and Lizorkin–Triebel spaces, which enjoy better properties. Even though
they do not contain Sobolev and Bessel potential spaces we are able to reduce many
problems for the last mentioned spaces to Besov and Lizorkin–Triebel spaces with help
of sharp imbeddings. We refer to [ScSi], where problems of this type are dealt with.
While in [ScSi] mainly traces and Gagliardo–Nirenberg inequalities are dealt with here
we concentrate on limiting imbeddings in the ﬁrst critical case.
To be more speciﬁc let us recall basic deﬁnitions and ﬁx notation at the same time.
Let  be a real-valued inﬁnitely differentiable function such that 0(x)1, (x) = 1
if |x|1/2, and (x) = 0 if |x|2. Put
0(x)=(x),
1(x)=0(x/2)− 0(x),
j (x)=1(2−j+1x) , j = 2, 3, . . . .
Plainly
∞∑
j=0
j (x) = 1, x ∈ RN.
The system of functions {j } is called a smooth dyadic decomposition of the unity.
For any f ∈ S ′(RN,E), the space of vector-valued tempered distributions, we have
f =
∞∑
=0
F−1[()Ff ()]
(in S ′(RN,E))), where F denotes the vector-valued Fourier transform. We refer to
[Sc4,Am2,Am3] for details.
Denoting
f(x) = F−1[()Ff ()](x),  = 0, 1, . . . , f ∈ S ′(RN,E),
we get the decomposition f =∑∞=0 f.
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Vector-valued Lebesgue spaces Lp(RN,E), including important special cases of the
space E, are in detail discussed in [AE].
We recall the Fourier analytic deﬁnition of the Besov and Lizorkin–Triebel spaces
(see also [Tri2, Section 15]).
(i) Let −∞ < s < ∞, 0 < p∞, and 0 < q∞. The Besov space Bspq(RN,E) is
the set of all f ∈ S ′(RN,E) with the ﬁnite norm
‖f |Bspq(RN,E)‖ =
( ∞∑
=0
2sq‖f
∣∣∣∣∣Lp(RN,E)‖q
)1/q
.
(appropriate modiﬁcations for inﬁnite values of p or q).
(ii) Let −∞ < s < ∞, 0 < p < ∞, and 0 < q∞. The Lizorkin–Triebel space
F spq(R
N,E) is the set of all f ∈ S ′(RN,E) with the ﬁnite norm
‖f |F spq(RN,E)‖ =
∥∥∥∥∥∥
( ∞∑
=0
2sq‖f ‖qE
)1/q ∣∣∣∣∣∣Lp(RN)
∥∥∥∥∥∥
(appropriate modiﬁcation if q = ∞).
For s ∈ R1 and 1 < p < ∞, the Bessel potential space Hsp(RN,E) consists of all
tempered distributions f ∈ S ′(RN,E) such that (the tempered distribution)
Is(f ) = F−1
(
(1+ ||2)s/2Ff
)
can be identiﬁed a.e. with a function belonging to Lp(RN,E). The space Hsp(RN,E)
is endowed with the norm ‖Is(f )|Lp(RN,E)‖.
If s ∈ N and 1p < ∞, then the Sobolev space Wsp(RN,E) is deﬁned in analogy
with the scalar case; the usual distributional derivatives are replaced by their vector-
valued counterpart.
Let us emphasize again that the spaces F sp2(R
N,E), Hsp(R
N,E), and Wsp(RN,E),
1 < p < ∞, are pairwise different in the case of an arbitrary Banach space E in
contrast to the scalar case.
2. Properties of vector-valued spaces
As we observed earlier dealing with spaces of vector-valued functions and/or distri-
butions requires some precaution since some of the proof techniques are closely related
with speciﬁc properties of Euclidean spaces and they cannot be simply transferred into
Banach spaces. Some of the important properties are, however, preserved. We refer to
[ScSi] for a survey of relevant imbedding properties. Here, we shall explicitly recall
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only the following imbeddings of Jawerth and Franke type, which hold for general
Banach spaces E and which will play an important role in our proof of the limiting
imbedding:
Proposition 1 ([ScSi]). Let s0 and 1 < p < ∞. Let Asp be any of the spaces
F spq(R
N,E), 1q∞, or Hsp(RN,E), or Wsp(RN,E) if s ∈ N. Then
Bsp1(R
N,E) ↪→ F sp1(RN,E) ↪→ Asp ↪→ F sp∞(RN,E) ↪→ Bsp∞(RN,E) (1)
for all 1q∞. In particular,
B0p1(R
N,E) ↪→ F 0p1(RN,E) ↪→ Lp(RN,E) ↪→ F 0p∞(RN,E) ↪→ B0p∞(RN,E). (2)
Proposition 2 ([ScSi], Jawerth–Franke type imbeddings). Let s0, s1, s ∈ R1 and 1p0
< p < p1∞ satisfy
s0 − N
p0
= s − N
p
= s1 − N
p1
.
Let Asp be any of the spaces F spq(RN,E), 1q∞, or Hsp(RN,E), or Wsp(RN,E)
if s ∈ N. Then
Bs0p0p(R
N,E) ↪→ Asp ↪→ Bs1p1p(RN,E) (3)
for all 1q∞.
Let us note that the case p = 1 is excluded in (3) by the methods used in [ScSi].
However, we refer to [PW], where the imbedding
W 11 (R
N,E) ↪→ Bs1p11(RN,E)
is proved for 1 < p1 < ∞ and s1 = N( 1p1 + 1N − 1)0 by different techniques. Here
we shall be concerned with the limiting imbeddings of the spaces Bspq(RN,E) and
F spq(R
N,E) in the so called ﬁrst critical case, that is, when sp = N , the dimension
of the underlying Euclidean space. We shall prove the reﬁnement corresponding to
the Brézis–Wainger theorem [BW], which includes an imbedding into the space of
exponentially integrable functions. There is a rich literature especially in last years,
devoted to limiting imbeddings and we shall make no attempt here to make an account
of it. We refer to [Tri3] for a detailed survey with further references. A very simple
proof of the limiting imbeddings into exponential Orlicz spaces (i.e. in the ﬁrst critical
case sp = N ) for general scalar-valued Besov and Lizorkin–Triebel spaces can be
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found in [KS1] and we refer to [KS2] for imbeddings into spaces of almost Lipschitz
continuous functions (i.e. in the second critical case sp = N + p). Imbeddings for
the vector-valued spaces without any constraints on the space E in both the critical
cases are established in [ScSi]. The current paper can be considered as an addendum
to [ScSi]; now we consider the Orlicz–Lorentz reﬁnement in the ﬁrst critical case.
In analogy with the scalar case, for a measurable f : RN → E we denote by f ∗
the non-increasing rearrangement of f, that is,
f ∗(t) = inf{ > 0 : f () t},
where
f () = |{x ∈ RN : ‖f (x)‖E > }|.
Sometimes it is more convenient to work with a maximal function of f ∗, i.e. with the
integral average
f ∗∗(t) = 1
t
∫ t
0
f ∗() d, t > 0.
The behaviour of f ∗ and f ∗∗ in Lp spaces with 1 < p < ∞ is closely connected
via Hardy’s inequality; the advantage of f ∗∗ is its subadditivity, very useful in norm
like expressions. We shall be interested in the “measurement of the unboundedness” of
f (or ‖f ‖E). A complete solution in the scalar case, i.e. E = C in terms of growth
envelopes and in the general situation of spaces of Besov and Lizorkin–Triebel type
was given by Triebel [Tri3].
3. The target spaces
3.1. Exponential Orlicz–Lorentz spaces
In this paper we shall prove that for 0 < ε < 1, 1 < p <∞, and 1 < q∞,
(∫ ε
0
[
f ∗(t)
| log t |
]q
dt
t
)1/q
c‖f |BN/ppq (RN,E)‖, (4)
and, as a consequence of Proposition 2,
(∫ ε
0
[
f ∗(t)
| log t |
]p
dt
t
)1/p
c‖f |WN/pp (RN,E)‖.
Let us observe that f ∗ can be replaced by f ∗∗ here. This inequality can be interpreted
not only as a measurement of unboundedness of f ∗ (or f ∗∗) but in some cases also
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as an inequality between (quasi)norms. Indeed, if we consider functions f living in a
subset of RN , whose measure is ε, then the expression on the left-hand side of (4) is a
quasinorm. Spaces of this type were studied by Bennett and Rudnick [BR], who called
them the Lorentz–Zygmund spaces since they contain the Zygmund spaces Lp(logL)
and also the Lorentz spaces Lpq together with their logarithmic variant. The general
formula for the quasinorm in the Lorentz–Zygmund space Lpq (for simplicity let us
consider ε = 1) reads
(∫ 1
0
[
t1/pf ∗(t)(log t)
]q
dt/t
)1/q
, hence the space on the left-
hand side of (4) is L∞p−1 in this notation. If p = q = ∞, then by virtue of well-known
extrapolation properties of the exponential Orlicz spaces we arrive at the identiﬁcation
Lexp t
 = L∞∞−1/ (see [BR] for details), where Lexp t
 is the Orlicz space with generating
Young function equivalent to exp(t) near inﬁnity.
An alternative look at the spaces L∞q−1 can be found in [EK], where it was shown that
they are one possible sort of Lorentz type reﬁnements of exponential Orlicz spaces.
In the self-explaining notation of [EK] these spaces are the Orlicz–Lorentz spaces
Lexp t
q′ ,tq
, where q ′ = q/(q−1). Hence there is a certain analog of the standard Sobolev
imbedding Hsp ↪→ Lp∗ in the subcritical case (sp < N and p∗ = Np/(N − sp)) and its
reﬁnement Hsp ↪→ Lp∗p; in the critical case we have HN/pp ↪→ Lexp tp
′ = Lexp tp′ exp tp′
in the scale of exponential Orlicz spaces and HN/pp ↪→ Lexp tp
′
tp in the ﬁner scale of
Orlicz–Lorentz spaces.
For spaces of this type on the whole of RN we refer to Haroske [H1].
Finally, let us note that the following chain of inequalities is true (see [Tri2, formula
(12.28)] or [BR]). For 1/q + 1/q ′ = 1 and 1 < u < q, one has
sup
0<t<ε
f ∗(t)
| log t |1/q ′  c1
(∫ ε
0
[
f ∗(t)
| log t |
]q
dt
t
)1/q
= c1
(∫ ε
0
[
f ∗(t)
| log t |1/q ′
]q
dt
t | log t |
)1/q
 c2
(∫ ε
0
[
f ∗(t)
| log t |1/q ′
]u
dt
t | log t |
)1/u
. (5)
The spaces whose quasinorm appears on the ﬁrst line above were in detail investigated
in [BR].
3.2. Extrapolation
Observe that
sup
0<t<ε(k0)
f ∗(t)
| log t |1/q ′ c supkk0
‖f |Lk(RN,E)‖
k1/q ′
. (6)
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Hence it follows from [ScSi, Theorem 8.9] that
sup
0<t<ε(k0)
f ∗(t)
| log t |1/q ′ c‖f |B
N/p
pq (R
N,E)‖. (7)
By virtue of (5) the estimate (4) is an improvement of (7). Moreover, it will be shown
that the exponent q in (4) is sharp in the scale of the Lorentz–Zygmund spaces.
4. The main theorem
The main result reads as follows
Theorem 3. Let 1 < p < ∞ and 1 < q∞. Then there exists ε ∈ (0, 1) such that
(4) holds for all f ∈ BN/ppq (RN,E).
Before the proof let us ﬁrst recall the atomic characterization in the special case
of the space BN/ppq (RN,E) and a consequence proved in [Tri2, Chapter 15, Theorem
15.11]. A function f belongs to BN/ppq (RN,E) if and only if it can be represented as
f (x) =
∑
=(1,...,N)∈ZN0
∞∑
j=0
f

j (x) (8)
with
f

j (x) =
∑
m∈ZN
b

jma

jm(x)e

jm, (9)
and
a

jm ∈ C∞0 (RN), supp ajm ⊂ {y : |y − 2−jm|d2−j },
|Dajm(x)|2j ||, ||K for some K large enough, (10)
e

jm ∈ E, ‖ejm‖E = 1, (11)
and
sup

2||	

 ∞∑
j=0

 ∑
m∈ZN
|bjm|p


q/p


1/q
<∞. (12)
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The norm in BN/ppq (RN,E) is equivalent to the inﬁmum of the expressions in (12)
over all representations described above. Moreover, the parameter 		0 can be chosen
arbitrarily large and one gets equivalent norms for different 	’s.
Using this atomic decomposition the proof of [Tri3, Chapter II, Theorem 13.2] (cf.
also [H2]) given in the scalar-valued case can be adapted to the E-valued case. For
completeness and convenience we describe the necessary modiﬁcations in detail.
Proof of Theorem 3. Step 1: The proof of (4) can be reduced to showing that
(∫ ε
0
[
f ∗(t)
| log t |
]q
dt
t
)1/q
c sup

2||	

 ∞∑
j=0

 ∑
m∈ZN
|bjm|p


q/p


1/q
(13)
holds for an arbitrary decomposition of f in the sense of (8)–(12).
Step 2: Let D1 be a real number to be speciﬁed later. Denote by f ∗∗(t) the integral
average of f ∗ on (0, t). Recall that since f ∗ is non-increasing plainly f ∗(t)f ∗∗(t),
t > 0. For ε2−k0ND < 1 we have
∫ ε
0
[
f ∗(t)
| log t |
]q
dt
t

∞∑
k=k0
∫ 2−kND
2−(k+1)ND
[
f ∗(t)
| log 2−kND|
]q
dt
t
 c1
∞∑
k=k0
[
f ∗(2−kND)
k
]q
c2
∞∑
k=1
[
f ∗∗(2−kND)
k
]q
.
Consequently, in view of (13) it is sufﬁcient to prove that
( ∞∑
k=1
[
f ∗∗(2−kND)
k
]q)1/q
c sup

2||	

 ∞∑
j=0

 ∑
m∈ZN
|bjm|p


1/p


1/q
, (14)
where f is represented as in (8)–(12). Further,
( ∞∑
k=1
[
f ∗∗(2−kND)
k
]q)1/q


 ∞∑
k=1

∑

∞∑
j=0
(f

j )
∗∗(2−kND)
k


q

1/q

∑


 ∞∑
k=1

 ∞∑
j=0
(f

j )
∗∗(2−kND)
k


q

1/q
, (15)
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where we used subadditivity of f ∗∗ and Minkowski’s inequality. For ﬁxed  ∈ ZN we
split the right-hand side of (15) as

 ∞∑
k=1

 ∞∑
j=0
(f

j )
∗∗(2−kND)
k


q

1/q


 ∞∑
k=1

1
k
k∑
j=0
(f

j )
∗∗(2−kND)


q

1/q
+

 ∞∑
k=1

1
k
∞∑
j=k+1
(f

j )
∗∗(2−kND)


q

1/q
= S + T. (16)
Put
b =

 ∞∑
j=0

 ∑
m∈ZN
|bjm|p


q/p


1/q
. (17)
Now according to (14)–(16) the proof can be reduced to show that
∑

(S + T)c sup

2||	b,
which will follow from
S + Tcb, (18)
where 		0 is sufﬁciently large (note that
∑
 2−||	 <∞ for 	 > 0).
Step 3: To simplify the formulas let us introduce further notation. Let us denote
b

j =

 ∑
m∈ZN
|bjm|p


1/p
, (j = 0, . . .) (19)
and for ﬁxed j let {(bj )∗}=1,2,... be the non-increasing rearrangement of the sequence
{|bjm|}m∈ZN . Further, let us introduce its maximal sequence
(b

j )
∗∗
 =
1

∑
r=1
(b

j )
∗
r . (20)
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We observe that (for ﬁxed j ∈ N0)
(fj )
)∗(t)

 ∑
m∈ZN
|bjm| |ajm(.)|


∗
(t)
because ‖ejm‖E = 1. Recall that |ajm(x)|1 and
supp ajm ⊂ {y : |y − 2−jm|d2−j }.
Taking into account overlapping of {supp ajm}m and quasi-subadditivity of the non-
increasing rearrangement operation we get
(f

j )
∗(t) 
∑
n∈I

 ∑
m∈ZN
|bjm|gj,m+n


∗
(c1t)
 c2

 ∑
m∈ZN
|bjm|gj,m


∗
(c1t),
where I ⊂ ZN is a ﬁnite number of lattice points, c1 and c2 are constants depending
on the cardinality of I, and gj,m denote the characteristic function of the cube {y :
2−jmiyi2−j (mi + 1), i = 1, . . . , N}. Rearranging the simple function on the
right-hand side we arrive at
(f

j )
∗(t)c2
∞∑
=1
(b

j )
∗

j(t), (21)
where

j(t) =
{
1 if 2−jN (− 1)c1t < 2−jN,
0 otherwise,
in other words, the function 
j is the characteristic function of the interval [2−jN
D(− 1), 2−jND) with D = 1/c1.
Step 4: To prove (18) we choose the number D in (16) as above and we estimate
S. To this end we note that for 2−jND( − 1) t < 2−jND,  = 1, 2, . . . , and for
ﬁxed j = 0, 1, . . . , we have
(f

j )
∗∗(t) = 1
t
∫ t
0
(f

j )
∗(s) dsc 2
jN

∑
r=1
(b

j )
∗
r
∫ t
0

jr (s) ds
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 c 1

∑
r=1
(b

j )
∗
r = c(bj )∗∗ . (22)
If j = 0, 1, . . . , k, then
2−kND2−jND.
Taking t = 2−kND and  = 1 in (22) we get
(f

j )
∗∗(2−kND)c(bj )
∗∗
1 = c(bj )∗.
Hence, by deﬁnition and by the maximal inequality for sequences (note that q > 1),
S =

 ∞∑
k=1

1
k
k∑
j=0
(f

j )
∗∗(2−kND)


q

1/q
 c

 ∞∑
k=1

1
k
k∑
j=0
(b

j )
∗∗
1


q

1/q
 c

 ∞∑
j=0
[
(b

j )
∗∗
1
]q
1/q
.
Plainly
(b

j )
∗∗
1 = (bj )∗1bj
by (19) and thus we have proved
Scb. (23)
It remains to estimate T. If j = k+ 1, . . . , then 2−kND = 2−jND with  = 2(j−k)N
and (22) yields
(f

j )
∗∗(2−kND)c(bj )
∗∗
2(j−k) .
Thus
T 

 ∞∑
k=1

1
k
∞∑
j=k+1
(f

j )
∗∗(2−kND)


q

1/q
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 c

 ∞∑
k=1

1
k
∞∑
j=k+1
(b

j )
∗∗
2(j−k)N


q

1/q
. (24)
Next we apply Hardy’s inequality (the sequence spaces variant) to get
(b

j )
p =
∑
m∈ZN
|bjm|pc
∞∑
=1
[
(b

j )
∗∗

]p
= c
[
(b

j )
∗∗
1
]p + c ∞∑
=1
2N∑
r=2(−1)N+1
[
(b

j )
∗∗
r
]p
 c
∞∑
=1
2N
[
(b

j )
∗∗
2N
]p
c2N
[
(b

j )
∗∗
2N
]p
for all  = 1, 2, . . . . Putting  = j − k we therefore obtain
(b

j )
∗∗
2(j−k)N  c2
−(j−k)N/pbj ,
(k = 1, 2, . . . , j = k + 1, . . .).
Inserting this into (24), using Hölder’s inequality (recall that q > 1), we arrive at
T  c

 ∞∑
k=1
1
kq

 ∞∑
j=k+1
2−(j−k)N/pbj


q

1/q
 c

 ∞∑
k=1
1
kq

 ∞∑
j=k+1
2−(j−k)Nq ′/p


q/q ′
1/q 
 ∞∑
j=0
|bj |q


1/q
 cb. 
The consequence of Proposition 2 and the preceding theorem is
Corollary 4. Let E be an arbitrary Banach space, 1 < p < ∞, and 1 < q∞. Let
A
N/p
p (R
N,E) denote any of the spaces WN/pp (RN,E), HN/pp (RN,E) or FN/ppq (RN,E).
Then
∫ ε
0
(
f ∗(t)
| log t |
)p
dt
t
c‖f |AN/pp ‖p.
384 M. Krbec, H.-J. Schmeisser / Journal of Functional Analysis 227 (2005) 372–388
5. Sharpness and envelopes
We shall tackle the problem of sharpness and envelopes in scales of spaces considered
up to now.
Theorem 5. Let 1p <∞ and 1 < q∞. If there exists c > 0 and ε > 0 such that
(∫ ε
0
[
f ∗(t)
| log t |1/q ′
]u
dt
t | log t |
)1/u
c‖f |BN/ppq (RN,E)‖
for all f ∈ BN/ppq (RN,E), then qu.
Proof. Step 1: As in the scalar case one can employ the extremal functions introduced
in [ET,Tri3,H2]. For completeness we give the details. Let  be the standard basic
molliﬁer in RN , that is, (x) = exp(−1/(1− |x|2)) if |x|1 and (x) = 0 otherwise.
Let {bj } ∈ q , 1 < q∞, be a non-increasing sequence of non-negative real numbers.
Given J ∈ N and e ∈ E, ‖e‖ = 1, let
fJ (x) =
J∑
j=1
bj(2j−1x)e. (25)
Then fJ ∈ BN/ppq (RN,E) for every p, and the formula on the right-hand side can be
considered as an atomic decomposition of fJ (cf. (8)–(12)). Moreover,
‖fJ |BN/ppq (RN,E)‖c

 J∑
j=1
b
q
j


1/q
,
where c is independent of J.
Step 2: We prove the assertion of Theorem 5 by contradiction. Assume that we have
(∫ ε
0
[
f ∗(t)
| log t |1/q ′
]u
dt
t | log t |
)1/u
c‖f |BN/ppq (RN,E)‖
for some u < q. On choosing bj = j−1/q(log(1 + j))−1/u, j = 1, 2, . . . , in (25) we
get
‖fJ |BN/ppq (RN,E)‖

 ∞∑
j=1
1
j [log(1+ j)]q/u


1/q
c1
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with some c1 > 0 independent of J (since q/u > 1). On the other hand,
∫ ε
0
[
f ∗J (t)
| log t |1/q ′
]u
dt
t | log t | 
J∑
k=k0
∫ 2−kN
2−(k+1)N
[
f ∗J (t)
| log t |1/q ′
]u
dt
t | log t |

J∑
k=k0
[
f ∗J (2−kN )
k(1/q ′)+(1/u)
]u
.
Since
fJ (2−kN )c
k∑
j=1
bj ckbk = ck1/q ′ [log(1+ k)]−1/u
we have also
∫ ε
0
[
f ∗J (t)
| log t |1/q ′
]u
dt
t | log t |
J∑
k=k0
1
k log(1+ k) .
The sum on the right-hand side diverges as J →∞ and this completes the proof. 
Now we can formulate the consequences for the other spaces.
Corollary 6. Let 1 < p < ∞ and 1q∞. Let AN/pp (RN,E) denote either
W
N/p
p (R
N,E) or H
N/p
p (R
N,E) or F
N/p
pq (R
N,E). If there exists c > 0 and ε > 0
such that
(∫ ε
0
[
f ∗(t)
| log t |1/p′
]u
dt
t | log t |
)1/u
c‖f |AN/pp (RN,E)‖
for all f ∈ AN/pp (RN,E), then pu.
Proof. By virtue of Proposition 2 we have, for 1p0 < p,
‖f |BN/p0p0p (RN,E)‖c‖f |AN/pp (RN,E)‖.
Now the claim follows from Theorem 5. 
Remark 7. Let f ∈ BN/ppq (RN,E), 1p < ∞, and 1 < q∞. Combining the
imbedding BN/ppq (RN,E) ↪→ BN/pp∞ (RN,E) and Theorem 3 (or Theorem 3 and (5))
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we get
f ∗(t)c| log t |1/q ′ ‖f |BN/ppq (RN,E)‖, 0 < t < ε,
for small ε > 0. Hence we obtain an upper estimate for the asymptotic behaviour of
the “growth envelope function” of BN/ppq (RN,E),
sup{f ∗(t) : ‖f |BN/ppq (RN,E)‖1}
as t → 0 and there is a natural question of a suitable estimate from below, as well for
all the spaces AN/pp (RN,E).
Theorem 8. Let 1p <∞ and 1 < q∞. Then
sup{f ∗(t) : ‖f |BN/ppq (RN,E)‖1} ∼ | log t |1/q ′ .
Proof. Again we make use of the functions
fJ (x) =
J∑
j=1
bj(2−j+1x)e
introduced in Step 1 of the proof of Theorem 5. Now we simply choose bj = 1 for
all j ∈ N. Plainly
‖fJ |BN/ppq (RN,E)‖cJ 1/q .
The non-increasing rearrangement of fJ is the function
f ∗J (t) ∼
{
J if t2−JN ,
| log t | if 2−JN t1.
Hence
sup{f ∗(t) : ‖f |BN/ppq (RN,E)‖1} sup{c−1J−1/qf ∗J (t) : J ∈ N}.
If 0 < t < ε < 1 we choose J such that
2−JN t2−(J−1)N .
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Then J ∼ | log t | and
sup{f ∗(t) : ‖f |BN/ppq (RN,E)‖1}c−1J−1/q | log t |c| log t |1/q ′ .
Theorem 8 is proved. 
Corollary 9. Let 1 < p < ∞, 1q∞, and let AN/pp (RN,E) be any of the spaces
F
N/p
pq (R
N,E) or H
N/p
p (R
N,E) or W
N/p
p (R
N,E), s ∈ N. Then
sup{f ∗(t) : ‖f |AN/pp (RN,E)‖1} ∼ | log t |1/p′ .
Proof. For 1p0 < p,
‖f |AN/pp (RN,E)‖c‖f |BN/p0p0p (RN,E)‖.
By the previous Theorem,
sup{f ∗(t) : ‖f |AN/pp (RN,E)‖1}  c1 sup{f ∗(t) : ‖f |BN/p0p0p (RN,E)‖1}
 c2| log t |1/p′
and we are done. 
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