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ABSTRACT
Small Angle Scattering Studies Of Isotactic and Atactic
Polystyrene Blends
(February 1982)
Martin Paul Wai
B.S. Worcester Polytechnic Institute
M.S., University of Massachusetts
Ph.D., University of Massachusetts
Directed by Professor Richard S. Stein
Small angle neutron scattering (SANS) from melt blends of isotac-
tic polystyrene (IPS) and atactic polystyrene (APS) of various com-
positions have been studied. By incorporating deuterium-labelled
atactic polystyrene chains, the radius of gyrations, molecular weights
and the apparent second virial coefficient, A2, were calculated. SANS
results indicated that the polymer chains remained in their unper-
turbed dimensions, the experimental determined molecular weights
remained within experimental error of the true molecular weight. The
values of X, Flory's interaction parameter, were calculated from A2
values. The values of x were found to be less than the critical value
of X, Xc, for all blend compositions indicating compatibility on a
molecular level
.
Small angle x-ray scattering from the melt crystallized blends,
incorporating up to 30% APS, were also studied. The SAXS intensity
vi i
profiles were analyzed using the Vonk and Hosemann techniques. It
was found that segregation of the atactic component occurs during
crystallization within the growing spherulite of the isotactic
component. Despite the high molecular weight of the atactic component
(Mw up to 1.11 X 10^), the interl amel 1 ar distance did not increase with
atactic content. This was further supported by the constancy of the
experimental invariant calculation. These results were found for
crystallization temperatures of 140, 180 and 200°C. The resulting
morphologies are interpreted by a rejection parameter which relates
the diffusion rate of the non-crystalline component away from the
growth front of the crystal 1 i zable component.
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SECTION I
SEMI-CRYSTALLINE MORPHOLOGY OF ISOTACTIC AND
ATACTIC POLYSTYRENE BLENDS BY SMALL ANGLE X-RAY SCATTERING
1
CHAPTER I
INTRODUCTION
The subject area of polymer blends has received considerable
attention. Many excellent books and review articles can be found in
the literature dealing with this broad general area [1-10]. However,
if one only considers that the blend be a mixture of only two pure
homopolymers, then it is possible to divide these blends into three
general catagories [10]:
1. Polymer A and polymer B are both amorphous
2. Polymer A is crystalline and polymer B is amorphous, or vice
versa
3. Both polymer A and polymer B are crystalline
Polymer A and Polymer B are Both Amorphous . Blends in which both
components are amorphous include such systems as poly(e-coprol actone)
(PCL) and poly(vinyl chloride) (PVC) with PVC being the dominant com-
ponent [11-15], polystyrene (PS) with poly (o-chl orostyrene) (PoCl S)
[15,16,17], polystyrene with poly(vinyl methylether) ( (PVME) [23-25] to
name a few. Also included in this blend area are the very important
industrial polymers such as styrene-butadi ne-styrene (SBS) block copo-
lymers [2,9,21,22] and polystyrene blend with poly (2,6 dimethyl phe-
nylene oxide) (PPO) [18-20].
Blends in which both components are amorphous can exibit
compatibility, partial compatibility or non-compatibility. Many tech-
niques have been developed to study the degree of compatibility and the
2
3morphology of these blends and they will be discussed later in this
dissertation.
Polymer A is Crystalline and Polymer B is Amorphous
. Blends in
this category include PVC/PCL [13-15], in which the PCL is the
crystalline components, poly (vinyl idiene f 1 ouride) (PVF2) with poly
(methyl methacryl ate) (PMMA) [26-28], isotactic polypropylene (IPP)
with atactic polypropylene (aPP) [29], and isotactic polystyrene (IPS)
blended with poly(phenyl ene oxide) (PPO) [30], to name a few systems.
These blends can also exhibit many types of morphologies and these
morphologies will be discussed later.
Both Polymer A and Polymer B Can Crystallize . Blends in this area
include poly(butylene terephthal ate) (PBT) with poly(ethylene tereph-
thalate) (PET) [4,10,31], high density polyethylene (HOPE) with low
density polyethylene (LOPE) [32-34], Nylon 6,6 with PET [35], to name
a few. These blends can also exhibit various morphologies depending
upon the crystallization conditions. These morphologies and their
degree of compatibility in the amorphous phase will also be discussed
1 ater.
The final properties of any blend will ultimately depend upon its
degree of compatibility and its morphology. A compatible blend is one
in which both homopolymers are miscible with each other on a molecular
level and there is no phase distinction. A non-compatible blend is
one in which the medium consists of phases of pure homopolymer. In
between these two extremes are the partially compatible blends where
4the medium consists of phases that are not pure homopolymer.
Schematic illustrations by Stein et a][. [10], of the possible morpho-
logies that could occur, are shown in Figures 1, 2, and 3,
respectively. A polymer blend can exhibit any or all of these morpho-
logies depending in which fashion the blend is prepared. Among the
factors that influence compatibility and ultimately its morphology
are: temperature, solvent, pressure and molecular weight.
Many methods have been developed to determine the degree of com-
patibility of a blend. The easiest and most frequently employed
method is the determination of the glass transition temperature, Tg.
For a completely compatible system, a single Tg will be found. One
such formulation is given by Nielsen [36] as:
Tg = ViTgi + vzTga (1)
where Tg^ and Tg2 are the glass temperatures of pure homopolymers 1
and 2, respectively. The corresponding volume fractions of components
1 and 2 are vi and V2. One the other hand, for a completely phase
separated system, two distinct Tg's, each corresponding to its homo-
polymer will be observed. Many techniques have been developed to
measure the Tg of the blend; among these are: differential scanning
calorimetry [2,11,27,37], dynamic mechanical testing [38-40], dif-
fusion study [41], and free volume distribution [39,42].
Unfortunately for equation (1), measurement of Tg as a criteria for
compatibility cannot be used if the Tg of the two homopolymers are
very close to one another or if one homopolymer is a very dominant
5component. Optical clarity can also be used to determine com-
patibility if the refractive indicies of the two homopolymers are
significantly different. Masse [43] used this technique to probe the
compatibility of polystyrene with poly(methyl methacryl ate)
. However,
if the phases are small, then this test will be insensitive [44,45].
Recently, the use of excimer fluorescence has been employed to probe
polymer miscibility [46,47]. However this technique requires that
there are aromatic groups present in the blend. Nevertheless, excimer
fluorescence allows one to experimentally calculate the interaction
parameter between the two species in the blend [47]. These are only a
few of the many methods employed to examine the compatibility and to
analyze the morphology of a polymer blend. At this point, I'd like to
introduce the technique of scattering, whether it be neutron, x-ray or
light, to analyze a polymer blend.
Stein [48] and Stein et al_, [10,49] gave a series of symposia to
summarize the use of scattering in the morphology and compatibility
studies of polymer blends. Nishi and Kwei [24] use optical microscopy
to study the phase separation of polystyrene with poly(vinyl methyl
ether) (PVME). Their results indicated that for this blend system,
phase separation occurred by spinodal decomposition [50-53]. Keith
and Padden [29] and Yeh and Lambert [54] used optical microscopy to
study crystallization morphology of blends of isotactic and atactic
polystyrene. Both results indicated a fibrinous structure in the
morphology of the blend upon addition of the non-crystallizing
component, atactic polystyrene. Unpublished results of Goldstein and
6m
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Gilmer [55] indicated phase separation of polystyrene and
poly(orthochlorostyrene) (PoClS) when analyzed by small angle light
scattering (SALS). The measured variation of the SALS invariant [56]
with time indicates phase separation occurring in two stages, the
first where compositions and amounts of phases are changing followed
by a second constant stage, believed to be domain ripening where the
phases grow bigger, but remaining constant in amount and composition.
If there are significant electron density differences between the
two homopolymers of a blend, then it is possible to study compatabil ity
and the morphology by small angle x-ray scattering (SAXS). SAXS has
been employed by numerous authors to study a blend system. Russell
[15] studied the compatibility situation of numerous blends by SAXS;
Krigbaum and Godwin [57] and Hayashi et al_. [58] studied the bulk con-
formation of polystyrene by incorporating a dilute amount of iodinated
polystyrene to supply the contrast. Stein et al_. [10,14] and Russell
[15] studied the crystalline morphology of blends of PVC and PCL.
Their results indicated that the non-crystalline component PVC resided
in the inter-lamellae region of the crystalline PCL. Similar study by
Morra [26] in PVF2 with PMMA led to similar results. In this case,
the non-crystalline PMMA resided in the interlamellae region of the
crystalline PVF2. However, a different result was found by Warner et
aT_. [85] for isotactic polystyrene blended with atactic polystyrene.
In their case, the noncrystalline component resided in the inter-
fibril lar region. The morphology of these semi -crystal 1 ine blends is
qualitively described by the delta "6" parameter of Keith and Padden
7[29], which relates the diffusion rate of the rejected specie and the
growth rate of the crystal growth front.
Recently, a very new and powerful technique has been applied to
study polymer in the solid state, this being small angle neutron scat-
tering (SANS). Unlike SAXS, which depends on electron density
differences, SANS depends upon the neutron scattering length. SANS is
particularly useful when one wishes to study the conformation of a
polymer. Whereas, SAXS requires heavy labeling which may alter the
chemical nature of the polymer, SANS alleviates this problem by the
use of deuteration which only changes the neutron cross sectional
area, but in most cases, not its chemical nature. Benoit and others
[57-60] employed SANS to study the conformation of polymers in the
bulk amorphous state. Other workers [61-65] used SANS to study
morphology of polymers, which are crystalline, while others [65-68]
employed SANS to study the morphology and conformation of blends of
polymers
.
Each method of small angle scattering has its unique characteris-
tics, namely the contrast factor necessary for excess intensity.
However, each scattering method complements the others and the com-
bination of these techniques is a very powerful and useful tool to
study polymers in the solid state. It is with this goal in mind that
this dissertation was initiated to study the radius of gyration,
molecular weight, interaction parameter and morphology of blends of
isotactic polystyrene (IPS) and atactic polystyrene (APS) in both the
melt and crystalline state.
8/
BACKGROUND
The crystallization studies of isotactic polystyrene [69] were first
reported by Kenyon, et al. [70], who observed spherulites of IPS under
optical microscope by annealing at various temperatures above the Tg of
Isotactic polystyrene. They showed that when the rate of the free
growing spherulites was plotted as a function of temperature, a uniform
Gaussian-type bell curve was formed with a maximum growth rate at about
175°C. They were able to fit their growth kinetics to the Turnbull-
Fischer [71] expression for spherulitic growth:
G = Go (T) exp C^D/kT) exp (-AF*/I<T) (2)
where G is the spherulite growth rate and Gq is a constant. Ed is the
energy of activation necessary for the transport process at the
interface. The term Gq exp ("^D/kT) may be represented as the jump rate
for the molecular rearrangement necessary for adding a crystallizing
unit to the crystal. The quantity AF*, which is proportional to
(^m-^c)"^ extent of supercooling, is the work required to form a
nucleus of a critical size. In this case T^, is the melting temperature
and is the temperature of crystallization. This free energy term
was given by Burneth and McDevil [72] as
A F* = [TT£as^/(AHi)] Tm/aT (3)
where AHi is the heat of fusion per unit volume of repeating unit, og is
the interfacial free energy of fusion per unit area for a cylindrical
surface, aT is the extent of supercooling and I is the distance between
9adjacent chains.
Conversely, when Boon et al. [73] tried to fit their experimental
growth rate of IPS with the Turnbul 1
-Fi scher theory, they were not able
to achieve a good fit. Consequently, they were able to fit their growth
rate with the Hoffman-Weeks [74] expression of crystallization of
supercooled liquid based upon the empirical relation derived by
Williams, Landel and Ferry (WLF) for viscous flow.
G = Go exp (-Ci/R(C2 + T - Tg))exp (-AF*/kT) (4)
where C^ and C2 are arbitraty constants. If the growth rate is
controlled by two dimensional nucleation, the free energy term is
given as
AF* = [4^0 ae/AHi](TM)/AT (5)
where a and oq are the interfacial free energy per unit area parallel
and perpendicular to the molecular chain direction. By utilizing this
equation. Boon et^ aj_. were able to fit theoretical results with experi-
mental results for rate of growth versus temperature. Furthermore, they
concluded that the bulkiness of the phenyl group of the polystyrene
chain accounted for the slow growth of IPS.
One of the predictions of secondary nucleation is that lamellae
thickness is inversely proportional to the degree of supercooling. In
the case of IPS, this was shown to be the case by Blais and Manley [75].
Edward and Phillip [76] used electron microscopy to show the morphology
of IPS. They incorporated models that showed the formation of lamellae
by "reeling" in of the chain from entanglement of the melt. More
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discussion of the morphology of melt crystallized IPS will follow later.
Hay [77] examined the isothermal crystallization of IPS from the
melt in terms of the Avrami equation. From all cases considered by
him, 179°C <!(- <210°C, he found that the Avrami constant changes over
the period of crystallization. If the Avrami constant has any real
significance, then the crystallization kinetics must change from homo-
geneous nucleation to heterogeneous nucleation or from a homogeneous
nucleation growing in three dimensions to that of two dimensions.
However, if the average values of the Avrami constant were used, then at
all temperature regions studied, the Avrami constant did not vary to any
significant extent. Rate constants followed the typical Gaussian bell
shape from the growth rate as previously discussed. Furthermore, Hay
found that the limiting number of nuclei increases with increasing
degree of supercooling.
Boon et^ aj[. [78] extended this study of nuclei formation. They
deduced that nucleation appears to be heterogeneous. Moreover, they
made a distinction between nuclei still present above the melting point
(existent nuclei) and nuclei created by severe supercooling to of
75-100°C (induced nuclei). The crystallization kinetics from the melt
are governed by resistant nuclei while crystallization be annealing
from the glassy state is completely caused by induced nuclei. Heating
the IPS above its melting temperature completely destroys its induced
nuclei while only diminishing the number of resistant nuclei, with a
greater amount destroyed at higher temperatures. Furthermore, the pro-
cess is irreversible. However, upon supercooling only induced nuclei
are created.
Secondary crystallization was also studied in detail by both
Lemstra et al_ [79,80] and Overbergh et ajl_. [81], Both studies indi-
cated that lamellae thickness is inversely proportional to degree of
supercooling. However, melting studies by DSC lead to similar results
by different explanations. DSC melting studies can lead to either two
or three exothermic peaks depending upon crystallization conditions
and heating rates. If the temperature of crystallization was greater
than 190°C, double melting peaks were observed. Lemstra et aj[. attri-
buted this phenomenon to melting and recrystall ization while Overbergh
eit al_. attributed this to solid state reorganization. In Overbergh
et al_. subsequent paper [82] they showed, via SAXS analysis, that
lamellar thickness increases as they annealed the IPS up to its
melting point. Thus they concluded that the melting peak increases
were due to increase in lamellar thickness, fold surface perfection
and internal perfection of the crystallites.
If the IPS was crystallized below 190°C, a third exothermic peak
was observed by both parties, which occurred about 20°C lower than the
first melting peak. Again, both parties gave different explanations
for the observation. Lemstra et a_l_. [80] attributed this to melting
of intercrystal 1 ine links which consisted of a small number of
molecules. They deduced this conclusion from observations made by
electron microscope of the surface replica of the polymer. On the
other hand, Overbergh et al_. attributed this phenomenon to
crystallized fraction of "impurities" of sterically inhomogeneous
species.
Despite these conflicts explanation of the same results, Petermann
and Gohil [83] showed, via transmission electron microscopy, that both
explanations proposed by Lemstra et aj_. and Overbergh et aT_. are valid
Petermann and Gohil showed that for IPS crystallized at 130°C and sub-
sequently reheated toward the melting point, the lamellae do thicken
provided that the heating rate is slow, thus the observation made by
Overbergh et ai[. However, if the heating rate is fast, then the
lamellae first melt and then recrystal 1 i ze. This recrystal 1 i zed morpho
logy is similar to the morphology observed from crystallization from
the melt at that particular temperature, completely unlike the morpho-
logy obtained by lamellae thickening. This accounts for the conclu-
sions reached by Lemstra et_ a]_.
To explain the various morphologies observed on crystallization
from the melt at various temperatures, Keith and Padden [84] intro-
duced the parameter 6, a characteristic length. The 6 parameter is
defined as 6 = D/G, where D is the diffusion coefficient of the non-
crystalline component away from the growth front of the crystallizing
component and where G is its growth rate. The 6 parameter is then the
thickness of the "impurity-rich" layer. This dimension then should
determine the lateral dimension of the fibers. At low degree of
supercooling where D, in the case of pure IPS the self diffusion rate,
is high and the growth rate G is low, a more open or compact spheru-
lite is observed. The 6 parameter as will be discussed later is on
the order of interf ibrillar length or less if the spherulites are
volume filling. However, at the crystallization temperature of the
highest growth rate, a more coarse or fine spherulite is observed due
to the decrease in 6. In their subsequent papers, Keith and Padden
[29] performed a series of remarkable controlled experiments to show
the effect of varying 6 to the observed morphologies. In one specific
case, they blended IPS with the non-crystalline atactic polystyrene to
show the effect of D and G. They were able to show that the behavior
of the spherulites is described remarkably well by the parameter 6 as
they varied experimental conditions. They showed that the molecular
weight of the non-crystalline component has a pronounced effect on the
diffusion coefficient, with D being inversely related to the molecular
weight. Furthermore, increasing the concentration of the atactic com-
ponent also depressed the growth rate, although the general bell shape
of growth rate versus (crystallization) temperature stayed the same.
They were able to show that crystallization temperature, concentration
of non-crystalline component and molecular weight are all intertwined
with one another and the spherulites behaved according to how each
parameter affected 6.
Yeh and Lambert [54] extended Keith and Padden 's studies to incor-
porate various molecular weights of the APS. They found a melting
point depression with increasing concentration of the APS component.
However, this was limited to molecular weight of the APS below 20,000.
Furthermore, they noticed a jump in the maximum growth rate beyond a
certain concentration of the APS component at a particular molecular
weight when the molecular weight of the APS is varied. They explained
this phenomenon by accumulation of impurities of the non-crystalline
APS component at the growth front and the resulting openness of the
spherulite when the impurity rich region reached too high. In such a
case the trapped impurity probably resides between the spherulitic
fibrils.
Stein and Warner [85] examined the profiles of SAXS intensities of
various blends of IPS with APS crystallizing from the melt. Using
various models (to be discussed in experimental section), they
concluded that the lamellae spacing did not change with increasing
concentration up to 30% of the APS.
Since the non-crystal 1 ine component was not between the lamellae
and the spherulites were volume filling when viewed under optical
microscope, it was deduced that the atactic component resides in the
interfibrillar region. The Keith and Padden parameter 6 is believed
to be on the order of interfibrillar length.
Guenet [86] employed SANS to study the chain conformation of the
atactic component in annealed samples of IPS/APS blends. By using a
three component system, tagged atactic chains with blends of hydroge-
nated atactic and isotactic polystyrene, he was able to show that the
atactic components were located interf ibril larly. Furthermore, when
the molecular weight of the atactic component is high (MW = 5.5 x lO^),
the chains are globally extended by the crystalline fibers. However,
if the molecular weight of the atactic component is much lower (MW =
1.4 X 105), the chains are more Gaussian like than the higher molecu-
lar weights under annealing at identical conditions. Despite Guenet's
results, his experimental conditions are very much different from
those of Warner and Stein. Guenet's samples were annealed from the
glassy state at 180°C for an annealing time of 70 minutes, while
Warner and Stein crystallized their samples from the melt at 200°C
until the spherulites were volume filling, generally greater than 48
hours.
One of the purposes of this research is to extend the studies of
Warner and Stein to incorporate different molecular weights of the
non-crystalline component and to incorporate the effect of crystaliza-
tion temperature. It has been shown that both parameters will affect
the diffusion rate and the growth rate. If the crystallization
morphology could be described by the Kieth and Padden parameter 6,
then when 6 is in the order of lamellae thickness, then we expect an
increase in amorphous thickness due to entrapment.
CHAPTER II
GENERAL THEORY OF SCATTERING
Many books and articles [87-91] have been written and published
dealing with the general theory of scattering, whether it be light, x
ray or neutron. Very generally speaking, scattering is the Fourier
transform of the structure that is being irradiated by an electro-
magnetic wave.
Consider the diagram below for a coherent scattering by a single
particle of arbitrary origin 0:
The classical formula for the scattering amplitude of radiation
scattered by the point M|^ (of scattering factor f^) in the direction
defined by the unit vector S is given as:
Ak = Aof,^e X
2tt (S-So)-Mk
(6)
where Aq designates the amplitude of the incident field strength; 0,
an arbitrary origin served to describe the path difference between
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unit vector describing the scattered ray. If 26 is the scattered
angle and h is the vector |l (S-Sq), then the magnitude of h is ^
sin 9, f|( is the scattering factor of the k^h particle. It is this
scattering factor f^ that serves to distinguish the nature of the
scattering. For neutron scattering, this is associated with the
nature of the scattering nucleus, for x-ray scattering with electron
densities and for light with polarizabilities or refractive indices.
The total amplitude scattered is then the sum over all k
particles:
A(fi) = Z Ak = Ao(fi) E fk e-^^-'^k (7)
k k
The scattered intensity is the product of amplitude A and its complex
conjugate A*:
1(h) = A(h) . A*(h) = A2 (h) E E fk fj e"''(^*'^k) e^'(^^*'^j) (8a)
k j
and taking its real part:
1(h) = A2 (h) Z I fk fj cos (h-Rkj) (8b)
k j
where Rkj s the vector between the k^^ and j^h particle. Recognizing
that 2 fk = Vs E Pk where Vs is the volume of the scattering system and
k k
Pk is the characteristic property of the k^^ particle, and expressing
A2 as:
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(9)
where Iq is the incident intensity, x is the sample to detector
distance and K is a constant whose value depends upon the type of
radiation employed, we can write equation (8) as:
1/ , , K lo V^^
III. 1(h) =-—_ z I p. cos (h- Rkj) (10)
^ k j
The intensity is generally expressed in terms of the Rayleigh factor
defined as:
Rfj'YT^ (11)
^O^S
Thus equation (10) becomes:
R(h) = K Z Z pkpj cos (h-Rkj) 41— (12)
k j
Defining a structure factor F(h) as
F(h) = z Pk e-^"^-™k (13)
k
Equation (12) can also be written as:
Q R(h) = KF2(h) ^_ - (14)
Equation (12) and (14) are identical, the former describes the
scattering system as a summation over all k and j particles while the
latter describes the scattering as the square of the structure factor
Equation (14) is generally applied if the structure factor is known,
usually based upon a model. However, if the scattering system is ill
defined or concentrated, then a statistical approach using equation
(12) is employed.
For scattering from a polymeric material, the scattering profile
can be divided into four regions, depending upon the dimensions one
wishes to analyze. They are called the very small angle region, also
known as the Guinier region, which deals with the intra-particle
interference, the particle interference region, which is generally
applicable to the study of semi
-crystal 1 ine polymers, the Porod law
region, which arises from the interfacial boundary of the material,
and finally the wide angle or background region, which arises from
thermal fluctuation within the phase.
The structure factor approach is discussed first followed by the
statistical approach to describe the scattering system. Rewriting
equation (13) in terms of a trigometric function:
F(h) = E cos (R-OMk) (15)
k
If the scattered particle in the solution is dilute and spherical
symmetric, then we can write equation (15) as:
F(h) = Z pk
s^'"
(16)
k hr
where r is the distance from the origin to the k^h particle. The
squared of the structure factor is then:
79lZ\ sin h I RunF2(h) = z E pk pj i-Jy (17:
Rewriting equation (17) by expanding the sine function into a power
series yield:
F2(h) = E E pkpj { 1 _ |i| R,^j
I
2 +
noting that:
I
Rkj
I
=
I
Rk M +1 I ^ - 2| Rk I I Rj I cos Hj (19
and since the system is spherical symmetric such that E pk Rk = 0,
k
and contribution from E Pk | ^k | ^ is the same as E pj | Rj | ^, then
in the region of small h, equation (18) becomes:
h2R~2"
F2(h) = (E pk)2 { 1 - -—9 } (20
k 3
_^ Pk I Rk I
^
where R^ = (20
9 E p.
k
^
Equation (20) is then approximated by Guinier [90] as:
J^ih) = (E pk)2 e^-^^'^g'/^) (21
k
R(h) = KF^) = K(E pk)^ e(-^'¥^/3)
k
(21b)
Thus a plot of in [R(h)] vs.
^ ^.^.^.^^ ^^^p^ ^^,^3^
Equation (21) is commonly called the law of Guinier and is applicable
only in the regime h^R^^ < 1, due to the approximation made in the
derivation.
The square of the structure factor is also known as the inter-
ference function or the intensity distribution function. Interference
function for particles of various shapes, taken overall orientation
of equal probability, have been determined by various workers and are
listed below.
a) Sphere of radius R (Rayleigh [92]):
F2(h) =
h3R3
{ sinhR-hRcoshR} 9tl
2
J3/2 (hR)
(hR)3/2
(22)
b) Cylinder of revolution of diameter 2R and height 2H (Fournet
[93]):
T^ii) = j^'sin^(hHcose) ^ ^O.HhRsine) ^^^^^^ ^23)
^ ' 0 h2H2 cos2 e h2R2 sin^ e
c) Rod of infinitesimal transverse dimensions and length 2H
(Neugebauer [94]):
^
Si(2hH)
_
sin2 (hH) (24a)
hH h2H2
22
where
Si{x) =/=2i^dt (24,)
d) Flat disc of inf intensimal thickness and diameter 2R
(Kratky and Porod [95]):
F2(h) =
h2R2
1 1_
hR
Jl (2hR) (25)
e) Random coil of Gaussian distribution with a mean square radius
of gyration R2 (Debye [96]):
F2(h) =
h^R^
e"^^^g -(1 - h2R^) (26)
If h2R2 is small, this equation reduced to equation (20) simply by
expanding the exponential.
The statistical approach is to consider that the scattering arises
from fluctuations in the characteristics property pj throughout the
material. The local charcteristic property (for x-ray this is electron
density) for the j^h volume element is expressed from the average as:
Pj = p + Anj
where p is the average value of the characteristic property and Anj is
the deviation from the average for the j*'^ volume element. Substitution
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into equation (12) yields
R(h) = K { z (p + Ank) z (p + Anj) cos (h-Rjk)} (27a)
= K { z z AnjAnk cos(Fi-Rjk) + p2 z z cos (fi-Rjk) +
j 1^ j k
P z z (Anj + Ank) cos (R-Rjk)} (27b)
j k
= K Z z AnjAnk cos (h-Rjk) (27c)
j k
The second term of equation (29b) is zero since it arises from a
homogeneous medium and the last term is also zero since nj and nk are
not correlated and their sum will average to zero. The product
ATijAnk depends only on the vector Rjk* A correlation function is
defined to describe the size and shape of the heterogeneities as:
<AnjAnk>R
i Y(Rjk) = — ^ (28)
where <AnjATik>R. represents the average product of fluctuation of the
j k
pair of volume element separated by the vector Rj|^ and An^ is the mean
square fluctuation. It is this mean square fluctuation or the
contrast factor that gives rise to scattering. For a two phase system
with infinite sharp boundaries, is
24
n2 = <|)i<j)2 (Pi-Pz)^ (29)
where and (\>2 are the volume fraction of the two phases with its
corresponding characteristic property pi and P2, respectively.
Substitution of the correlation function and replacement of the
summations by integrals by integrating over Rj^, equation (27c)
becomes
:
00
R(h) = K n2 / Y (Rjk) cos (Rjk-R) dRjk (30)
0
For a spherically symmetric system and integration over Rjk into a
scalar yield the familiar Debye and Bueche [97] results:
R(h) = K 72 / Y(r) -^^^ 4Trr2dr (31)
hr
where r =
|
Rjk | ^'^^ Y(r) =
^^^£^^k^r
The scattering is now totally defined in terms of the correlation
function. The correlation function simply represents that given a
distance r, what is the probability Anj and Ank will be equal to each
other. Thus at r = 0, y(r) = 1 for total probability and Y(r) ticAxy
-ii" ,5«C/-
^
approaches zero as r ^- "for no correlation. Various correlations can ii-in
be used to describe a scattering system. For example, the correlation
function for a sphere of radius R is given as [90]:
Y(r) = 1 - 1 (L) + J: (L)3
4 R 16 R (32)
The experimental correlation function is obtained by Fourier
transform of equation (31):
Y(r) =-4= / R(h)h2 dh (33)
Thus any maximum in the plot of the correlation function vs r would
correspond to the maximum probability of the separation of the volume
elements.
A. Guinier Region
. The Guinier region, also known as the intra-
particle interference region, describes the scattering from a dilute
solution at very small angle. As was previously described, this is
best approached from the structure factor.
1* Particle Interference Region . The particle interference
region is also known as the intermediate angular region of the scat-
tering profile. The scattering here is due to particles possessing
some sort of structure. Quite often, a structural model is employed
to characterize the size and shape of the scattering particle. Thus
the correlation function approach is often used if the appropriate
function can be chosen. For a random two phase system, Debye,
Anderson and Brumberger [97] have chosen an correlation function of
Y (r) = e"^/^ (34)
where a is a correlation distance that serves to characterize the
heterogeneties of the medium. Substitution of equation (34) into (31)
yields:
R(h) = K^^i e-'^^ inJlL 4. r2 dr (35)
0 hr ^ '
Solving for equation (35) yields:
Inversion of equation (36) and taking the square root yields:
1 1 + h^a^
R(hF2 (2K;^a3)V2
Thus a plot of l/R(h)V2 vs h2, also known as the Debye-Bueche plot,
yields a slope/intercept value of a^ if this correlation function is
obeyed.
Kratky and Porod [98] has related this correlation distance to the
chord length £ of a two phase system. If one is to draw random lines
through a two phase system, as shown in figure 4, then the average
chord length is given as:
^1 (3^^)
h = 1 (37b)
*1
where and <^2 ^re the volume fraction of phase 1 and 2 respectively
Porod [99] related this correlation distance a to the surface
area $12 of the two phase system by:
^12
- 4<{)i(t)2
(38)
Furthermore, the derivative of the correlation function is given by
Porod as:
dY(r)
dr
r=o
= -
T(r) (39a)
dT(r)
^
d(e-r/a)
^ _
1
dr dr
(39b)
Combining (39a) and (39b) gives:
dY(r)
dr
12
r-»-o
4(})1<1)2
(39c)
Thus the initial slope of the experimental correlation function
described by this type of model will yield a slope relating the sur-
face area of the system. Russell [14,15] used this approach to
characterize the phase in the case of the amorphous blend of PVC/PCL.
Many polymeric materials such as semi crystal line polymers and block
copolymers could be represented by a lamellar model.
There are presently several models available to describe the scat-
tering from a lamellar structure. Two of these, Tsvankin-Buchanan
(100) and the Vonk (101) model incorporate a one-dimensional infinite
lattice with alternating layers of crystalline and amorphous regions.
The Tsvankin-Buchnan model is based upon a distorted one-dimensional
infinite lattice of crystalline and amorphous phases separated by a
linear transition zone. A series of calibration curves are then
calculated based upon thickness distribution to obtain the crystalli-
nity and model parameters. The Tsvankin-Buchanan model is simple,
however, poor fit is obtained for many common polymer systems [15,85]
The Vonk model (101), on the other hand, calculates the correlation
function from the experimental scattering curve via a Fourier trans-
form of the scattered curve. This experimental correlation function
is then compared to a theoretical correlation function curve derived
from a one dimensional disordered lattice model.
The normalized one-dimensional correlation function is derived by
Vonk as:
00
, . y'(r) il(h)h2cos(hr)dhY(r)=XJ£l= 0 (40)
^ (°V=0 7
/ I(h)h2dh
0
The experimental intensity 1(h) is multiplied by h2 to correct for
the fact the scattering is due to a three-dimensional system. This
type of correction is commonly known as Lorentz correction [87,102].
For a semi -crystal 1 ine blend, the first maximum of the correlation
function corresponds to the long period of the system.
In the derivation of the model correlation function, one iden-
tified a crystal of thickness r^- with a thickness distribution func-
tion Pc(rc) with a mean thickness C. The amorphous layer is iden-
tified in an identical manner. The average volume fraction of
crystal linity is therefore:
~-
-i^ (41)
Now if a rod of length r is placed in such a system of alternating
crystalline and amorphous region, the probability that both ends will
be in the crystalline phase is P^c- The probability that both ends of
the rod is the same crystalline phase is q^, whereas the probability
that one end is in another crystalline phase separated by only one
amorphous region is qc^C' This can be extended to the probability that
the rod's ends are in different crystalline regions, qcACAC* ^nd so
forth to infinity. Thus P(-c is the sum of all these probabilities:
Pec = qc + qcAc + qcACAc + .... (42)
qc(r) is then derived by Vonk as:
00
^C(^) =T77-M / (^c-r) Pc(rc)drc (43)
Calculation of qcAcli^) involves the thickness distribution for the
crystal amorphous-crystal stack and is obtained by convolution of the
individual distribution:
qCAC(0 = cj)c (C+A) Q(ri) P^{r^) Q(r2) (44)
where
' "'^^^ '
= ^^''•c'-'^c (44b)
Subscripts refer to the layer number in the stack. This relationship
can be extended to:
^CACAC = 'l'c(C+A) PcACAC (45a)
where
PCACAC = Cp7p7p?Qc (45b)
where means the convolution of the distribution. Values of
additional probabilities, q, can be extended in this fashion. Vonk
defined the correlation function as:
Substituting equation (42) and rearranging yields
4>c
Y(r) =
l-<f'c
-i- / (^c-r) Pc{rc)circ + PcAC + PCACAC +
<l>^ r
c
(47)
Consequently, calculation of the theoretical correlation function can
be calculated by assuming a crystal 1 i nity and the distribution func-
tion to any desired slope and width.
The Vonk correlation function does have several drawdacks, as
pointed out by various workers [15,103,104]. The values of the
distribution function must be assumed with care due to the fact that
a broad distribution value will lead to a high probability of very
thin lamellae. In addition, the correlation function is fitted to the
experimental correlation function. The low value of r corresponds
to the tail of the scattering curve where the experimental error is
inherently high. Furthermore, the model assumes infinite height lat-
tice which may not truly describe some polymer systems. Nevertheless,
the Vonk correlation function has been used successfully to describe
several polymer systems [15,26,101,105,106].
The Hosemann paracrystal 1 ine lattice model [88] is a refinement of
the Tsvankin-Buchanan model in which the infinite lattice is replaced
by a finite stack of N parallel lamellae. The crystalline and amorphous
layers are arranged in a paracrystal 1 ine statitics thus the term
paracrystal 1 ine model.
In general, the Hosemann paracrystal 1 ine model fits various
parameters, crystal and amorphous thickness and its respective distri-
bution functions, a transition zone thickness and N, the number of
parallel lamallae in a stack.
Hosemann derived the theoretical intensity as:
I(s) Re
N(l-Fa)(l-Fc)
(1-Fd)
1-F r N
^ (1-Fo) Z (s) (48)
\ 1-Fd
where K is a normalization factor, F^ and F^ are the Fourier transform
of the amorphous and crystalline thickness distribution factor,
respectively, where is defined as:
00
F-j = / H-j (x)exp (-2tt i s x) dx (49)
0
and Fq = Fa - Fc
Hj is generally taken to be Gaussian shape thickness distribution
expressed as:
Hi(x) =
^
Zrri (AXi )2
where x is the average thickness. The transition zone thickness E
is incorporated in the Z (s) term by:
The Hosemann model has two important drawbacks. The first is the
fitting of multiparameters to the scattering curve. A good fit of
multiparameters does not necessarily insure the physical reality of
the system. Hendricks [127] has emphasized this point in his article
on fitting the scattering curve due to tilting of lamellar stack. The
second important drawback of the Hosemann model is based upon the
value of N used to fit the scattered curve. Many workers
[15,30,85,107] have found N to be a very low number of 4 or less.
Physically, it is quite difficult to envision stack of lamallae less
than 4. Baczek [107] suggested that N corresponds rather to the
(x-xi)
L 2(Axi)2 1
(50)
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number of perfectly parallel stack of lamellae while Wenig et al_.
[30] considered N as a measure of the degree of angular disorder in a
lamellar stack.
The Ruland interface distribution approach [128] is similar to
Vonk, but it utilizes the derivative of the electron density profile.
Instead of looking at the crystal and amorphous distribution, the
interface distribution is calculated. This approach emphasizes the
lower order distance distribution and demands considerable accuracy in
the tail region of the experimental curve. Furthermore, this method
is extremely sensitive to background or fluctuation correction. Since
this method involves working with the Fourier transform of the scat-
tered curve, any small error will lead to significant deviation upon
transformation.
£. Porod's Law and the Invariant . The Porod's law region deals
with the tail of the scattering curve. Porod [99], from investigation
of a wide variety of systems, found that regardless of the morphology,
and assuming a rectangular electron density profile, i.e. no tran-
sition or interface zone, that the limiting intensity is given by:
where Kp is the constant relating to the specific inner surface of the
system S/V as:
(52)
(53)
where and <^2 are the volume fraction of phase 1 and phase 2,
respectively. Q is the invariant of the system and is obtained by use
of the correlation function. Recalling equation (31):
00
R(h) = Kn2 / Y{r) IHlIl^l Airr^dr
0
Recalling Fourier transform of equation (31) yields equation (33) as
00
Y(r) =-4U-/ R(h) h2lini^ dh
2Ti2n2 0 hr
at r = 0, Y(r) = 1 and lilJl(oi = i
h(o)
00
1 = ^ / R(h)h2dh (54)
2n2n2 0
The invariant Q is defined as
00
Q = / R(h)h2dh (55)
0
To evaluate Q (experimentally), the integral of equation (55) is
determined by:
Q = / R(h)h2dh = /^?(h)h2dh + / I(h)h2dh (56)
0 0 hpp
The first integral is determined from h = 0 to the value of h where
Porod's Law is obeyed designated as hpp. The second integral is
determined numerically. Utilizing equation (52) in the limit of
Kp can be determined from a plot of intensity versus 1/h^. These
relationships are based upon a sharp interface. However, rarely does
a polymer system exhibit a sharp interface. The effect of the tran-
sition zone is treated in the following section,
_D. Effect of Fl uctuation and Deviation from Porod ' s Law . The
tail end of the scattering profile is due to transition zone and
thermal fluctuation of the sample. Thermal fluctuation or background
causes a positive deviation of the scattering profile while the effect
of a transition zone leads to negative deviation. Both effects have
been discussed in an excellent article by Koberstain et al_. [109].
Only the main points will be offered here.
In general, the intensity of a system is due to the auto con-
volution of the electron density profile:
where is the three dimensional Fourier transform of the auto con-
volution (*2) of the difference (Aqobs) between the observed local
electron density and the average. However, due to the presence of an
h ->• »:
/
lobs (h) = 7(A %L )
interface A qobs must be modified by a smoothing function h(r) (Figure
5). Ruland [110] and subsequently modified by other authors [111,112]
represented h(r) as a Gaussian model while Vonk [113] represented h(r)
as a box function.
Ruland's: h(r) = 2ti s^ exp {-r^/2a^) (56a)
when 0 = standard deviation of the Gaussian smoothing function related
to the transition zone thickness.
Vonk's:
^^^j ^ | 1/E pi <. r < pz (56b)
I ° everywhere el se
where E is the transition zone thickness and pi and p2 are the average
electron densities of phase 1 and 2, respectively. Thus A qgbs is
given as:
A Qobs (0 = Aq(r)*h(r) (57)
The intensity is given as:
lobs(h) = 7{ Aq*^ (r) } 7{ h*2 (r) } (58a)
1 im
h ^ CO
lobs (h) = lideal (h) H2 (h) (58b)
where lideal (^) is the Porod law intensity and H^{h) is the Fourier
transform of the autocorrelation of the smoothing function. The H2(h)
term contributes to negative deviation from Porod's law due to a dif-
fuse interface. However, before correction can be made for negative
deviation, the fluctuation within a phase must be corrected.
Fluctuation within a phase gives rise to a positive deviation
from Porod's law, giving rise to a background scattering:
1 im
h -> oo
^obs (h) = lideal (h) H2(h) + Ig (h) (59)
where lB(h) is the background scattering. Various workers have deve-
loped various expressions to express this background intensity. Vonk
[113] expressed the background as:
lB(h) = Fl +bihn (60)
where bi, is a constant and n is an even integer. Fl is the intensity
extrapolated to zero angle.
Ruland [110] and subsequently treated further by Rathje and Ruland
[114] and Wiegand and Ruland [115] express this background as:
lB(h) = Fl exp (b2h2) (61)
where b2 is a constant. The background can also be represented as a
constant [109,110,111] as:
lobs(h) = H2(h) + Fl (62)
h^
This expression is valid only if in a plot of I(h)h'+ vs h^ yield a
constant slope of Fl and an intercept of zero provided at large h,
H2(h) goes to zero. If this is so, then a plot of 1(h) vs 1/h^ will
also yield a value of Fl as the intercept of the plot. However,
various workers [111] have found a non-zero intercept. Koberstein
[109] argued this by the reason that H2(h) is still of significant
magnitude in the region being used. Nevertheless Vonk [113] has shown
that the final value obtained for the interface width varies less than
10% for various background substraction.
After correction for background, then the negative deviation from
Porod's law must be corrected. As pointed out by equation (58), the
negative deviation is due to the H^(h) term, the Fourier transform of
the auto-correlation of the h(r) given by equation (56):
Vonk: H2(h) = = 1 " 2-^^^h^/2 + ... {63a)
Ruland: H2(h) = exp {-^i^^a^h^) (63b)
Substituting equation (63) into equation (58) yields
Vonk: lobs(h) (1 - 2Ti2E2h2/3 + ...) (64a)
1^
Ruland: lobsC^) = -r (-^tr^a^h^) (64b)
Koberstein [109] developed these equations further to include a range
of appl icibil ity as well as an empirical relationship.
An alternative method to determine the linear transition zone is
derived by Vonk [113] by using the correlation function. In this
manner a quantity R is calculated:
/'r = f^^'M^^h ^ (65)
V /h2l(h)dh J
Evaluation of the three dimensional correlation function at r=E gives
E = -i
R
dT^(r)
dr (66)
r=E
Existance of a finite transition zone modifies equation (29) [113] as
n2 = (4,i<},2 - -i ^) (pi . p2)2
E S
6 V (67)
For a one-dimensional lamellae model of average periodicity L,
equation (67) can be expressed as:
= {<^i<t>2 - — ) (Pl - P2)2 (68)
Thus the effect of an interface is to reduce the value of the
invariant.
_E. Absolute Intensity
.
Recalling equation (11) that the Rayleigh
ratio is defined as:
R(h) =i(^
IqVs
Placing the intensity on this level of I(h)/Io is called absolute
intensity. Evaluation of the absolute intensity requires the measure-
ment of the main beam intensity Iq. This can be accomplished by the
use of beam monitors, well calibrated beam alternators or by use of a
secondary standard. In this work, a Lupolen standard (designated
17/4) kindly supplied by Professor 0. Kratky [116-117] was employed.
The sample attenuated intensity (IgAs) of the Lupolen (17/4) standard
is measured at 2e = 0.59 degree. The incident intensity is calibrated
where x is the sample to detector distance, A is the illuminated area
of the sample, Ag is the Lupolen (17/4) attenuation factor and K is
the calibration constant equal to 68.7 for this work.
The Rayleigh ratio is therefore:
where t is the sample thickness.
Hendricks [119] has pointed out that the use of the Lupolen stan-
dard is valid only when the infinite height geometry (to be discussed
shortly) is assumed, otherwise a weighting function correction must be
used. Furthermore Pilz [120] found a significant temperature depen-
dence of the Lupolen scattering. The correction for this Lupolen
(17/4) standard is:
by
(IsAs)x
KA (69)
(70)
[1 + 0.0077 (T, - 21.0°C)]
(71)
meas
where T^eas. temperature of measurement
_F. Smearing Effect
.
The theoretical analysis presented so far
has been based upon a pinhole collimation of radiation source. For
small angle light scattering and small angle neutron scattering, this
does not present a difficulty as both laser and neutron flux can be
generated at a sufficient flux. However, the pinhole collimation
does present a major problem for small angle x-ray scattering.
Essentially there are two major obstacles to overcome: the effect of
parasatic scattering and the lack of sufficient flux. Both of these
effects can be overcome by increasing the sample to detector distance
and using a more powerful generator. Such is the case for the Oak
Ridge National Laboratory 10-meter rotating anode SAXS apparatus
[121-122]. However a more common technique is to use a si it-
col limation to decrease the parasatic scattering and increase the
intensity. The main drawback of si it-coll imati on is that the scat-
tering is smeared. Two approaches can be used to correct this effect.
The experimental scattering can be desmeared or the theory can be
smeared.
Guinier has shown that the slit intensity can be considered as a
linear array of pinhole intensity, the smeared intensity J(h) for a
slit or arbitrary height but of negligible width is:
CO
J(h) = 2 / a)ji(u) I\/(h2+u2) du (72)
0
where tj£(u) is a weighting function describing the shape of the inci-
dent beam and u is a variable of integration. The weighting function
is normalized so that
/ ^s,{u) du = 1
0
(73)
Different cameras have different weighting functions. For a Kratky
camera, the weighting function could be considered constant if the
beam is of infinite height. In order to illustrate this in a physical
manner, consider the system where the width of the receiving slit is
Zq and the width of the beam at the receiving slit is Iq, If the
entire scattering profile occurs within the angular range correspond-
ing to
^B-^c* then a beam of infinite length would yield identical
results; hence the term infinite height. For other cameras, such as a
Rigaku-Denki or a Beeman camera, the weighting function is assumed to
be Gaussian.
Applying the smearing integral to Porod's law for a constant
weighting function (infinite height), equation (52) becomes
h-,00 0 (h^+u2)2 2h3
Thus the smeared intensity for a system with infinite sharp interface,
the limiting intensity is proportional to h-^. Similarly the smeared
invariant is given by, from equation (55):
00 OO OO
QSM = / R(h)h2dh = / / R (\/h2+u2) h^dhdu (75a)
0 0 0
eo
QSM = 2 / R(h)h2dh = 2Q (75b)
The smeared invariant is equal to twice the desmeared invariant.
Furthermore equation (62) becomes:
Jobs (h) = ^ + Fl (76)
The corresponding correction for transition zone becomes [109]:
Vonk: Jobs (h) ^ (1 -^ ) (77a)
Ruland: J^^^ (h) - exp (- ^v^a^h^) (77b)
Thus far the theory has been smeared or modified because of a slit
beam profile. However the experimental scattering can be desmeared.
Guinier [123] has shown for infinite height assumption, the desmeared
intensity is given as:
1(h) = dj(\/hW ) du (,gj
0 d(v/h2+u2 ) Vh2+U2
Procedures for treating beam of finite width, employing the
weighting function has been treated extensively by Hendricks [124-126]
When the exact weighting function is determined the resulting inten-
sity is generally desmeared by numerical procedure. Many workers
[127-134] have given various procedures to perform the desmearing
operation. They all involve the use of a function to obtain the
desmeared intensity. The desmeared intensity is then smeared and coi
pared to the experimental intensity. Generally, iterations are per-
formed until a convergence is reached.
CHAPTER III
EXPERIMENTAL
Both isotactic polystyrene (IPS) and atactic polystyrene (APS)
were obtained from Polymer Laboratories of Shrewsbury, England.
Purification of the isotactic polystyrene was done in the following
fashion. The IPS was initially melted at 260°C under nitrogen
atmosphere and quenched in ice water. The quenched isotactic
polystyrene was then Soxhlet extracted with spectro-grade toluene for
96 hours. The IPS was then recovered by repreci pitating the extracted
solution into vigorously stirred methanol in a 15:1 volume ratio of
methanol/toluene solution. The resulting IPS was vacuum dried at 60°C
for 3 days. The IPS was then Soxhlet extracted with methyl ethyl
ketone for 96 hours to extract out the atactic polystyrene. The raf-
finate IPS was then vacuum dried at 60°C for 3 days prior to use.
C-13 NMR spectrum of the purified IPS in deuterated chloroform was
performed and is shown in Figure 6. The chemical shift
_147 ppm is due
to the isotactic polystyrene carbon while the chemical shift at
145-146 ppm due to the atactic polystyrene carbon [135],
Integration of the area under intensity peaks and taking its ratio
leads to > 95% isotacticity
.
Gel permeation chromotography (GPC) [137] was done on the purified
IPS to determine its molecular weight. The solvent was GPC grade
tetrahydrofuran. GPC spectrum of the IPS is shown in Figure 7. The
calibration curve based upon atactic PS for this sample is shown in
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Figure 8. Calculation of the molecular weight was based upon the
method of Benoit et al_. [136]. The equation used for this case is:
log Mjp2 = - 0.33 + 1.056 log M^p3 (79)
where Mjp^ is the equivalent molecular weight of the atactic
polystyrene, M^p^. Based upon these values, the calculation yields a
weight averaged molecular weight for IPS as 3.89 x 10^ and a number
average molecular weight of 1.22 x 10^. This yields a polydi spersi ty
of 3.2.
The atactic polystyrenes (APS) were also obtained from Polymer
Laboratories. Two ranges of APS molecular weight were studied. One
has a weight averaged molecular weight of 1.11 x 10^ with a polydis-
persity of less than 1.1 and the other has a weight averaged molecular
weight of 5.22 x 10^ with a polydispersity also less than 1.1. The
atactic polystyrenes were purified by dissolving in toluene and repre-
cipitating into excess methanol and then vacuum dried at 60°C for 3
days.
The IPS/APS blends were prepared by dissolving the weight frac-
tions of each polymer in boiling toluene at a 2% concentration, then
coprecipitating into a large excess (20:1 volume ratio) of vigorously
stirred methanol by drop wise addition. The blends were then vacuum
dried at 60°C for 3 days prior to use.
In order to be sure that no fractionation occurs in these blends,
a representative blend with a ratio of 80/20 IPS/APS with an APS mole-
cular weight of 1.11 x 10^ was prepared to determine its viscosity
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before and after coprecipitation.
The viscosity data of this sample is given in Figures 9. As can
be seen, the intrinsic viscosity remains the same before and after
coprecipitating. Thus, it was felt confident that there was no frac-
tionation of either component nor fractionation of molecular weights
since either of these two effects would have drastically changed the
intrinsic viscosity.
The dried blends and the pure IPS were compression molded at 6000
psi and 260°C in a 14 mm thick mold between aluminium foil and then
quenched in water at 25°C. The samples were then remelted at 260°C
for 20 minutes and then transferred to the crystallization bath set at
the desired temperature (200*'C. 180°C or 140°C).
Crystallization was allowed to continue undisturbed for 76 hours
and then quenched in water at 25°C. Many workers [29.54.85] have
shown this is sufficient time to ensure complete crystallization, i.e.
volume filling spherulites. Crystallization at 200°C was done in a
sand bath regulated to within + 1.0°C. Crystallization at 180°C and
140°C was done in an oil bath regulated to within ^ 0.5°C. A list of
the samples prepared and studied is given in Table 1.
SAXS EXPERIMENTS
The blends were prepared at three different crystallization
temperatures: 200*'C, 180°C and 140°C. These temperatures were chosen
because they represented the ranges of growth rate of the isotactic
polystyrene. Various workers have measured the growth rate for the
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Table 1
Samples Prepared for Small Angle X-Ray Scattering Studies
Sample Crystallization %Isotactic
Designation Temperature Mw (APS Polystyrene^
AlOOOO 200°C + 1.0°C 100
A91111 " 1.11 X 10^ 90
A82111 " » 80
A73111 " " 70
A91522 " 5.22 x 10^ 90
A82522 " " 80
A73522 " " 70
BIOOOO 180°C + 0.5°C 100
B91111 " ~ 1.11 X 106 90
B82111 " " 80
B73111 " " 70
B91522 " 5.22 x 10^ 90
B82522 " " 80
B73522 " " 70
ClOOOO 140°C + CS^C 100
C91111 " 1.11 X 10^ 90
C82111 " " 80
C73111 " " 70
^weight averaged molecular weight of isotactic polystyrene is
3.89 X 10^, DP < 3.2
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samples studied and is plotted in Figure 10. It can be seen that at
each crystallization temperature, the growth rate of the IPS in the
blend decreases as more atactic polystyrene is added.
Yeh and Lambert [54] studied the effect of molecular weight of the
non-crystalline component on the growth rate. It was concluded by
them that above a critical molecular weight of 50,000, the molecular
weight of APS has a slight effect in the growth rate. Molecular
weight used in this study are above the critical molecular weight as
determined by Yeh and Lambert.
The effect of variation of the concentration of the APS is to
alter the growth rate of the isotactic polystyrene at each crystalli-
zation temperature. Effect of variation of the molecular weight is to
vary the diffusion rate of the APS away from the growth front of the
crystallizing component. Diffusion of polymer has been shown by many
workers to be an activated process that can be represented by an
Arrhenius type equation:
D = Do exp (-Ea/RT) (80)
where Dq is the diffusion coefficient at a reference temperature, Ea
is the activation energy for self diffusion, R is the gas constant and
T is the temperature. Se)f diffusion of atactic polystyrene have
been determined by Kumagai et^ al_. [138] for various molecular weights
and is plotted in Figure 11. Employing an activation energy as given
by Keith and Padden [29] for self diffusion of polystyrene as 35 kcal
mole'^ (147 kJ/mole), a plot of the diffusion rate versus temperature
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can be constructed for each of our molecular weights studied and is
plotted in Figure 12. These values are in qualitative agreement with
the values obtained by Laurence et al_. [139] on polyvinyl chloride at
equivalent molecular weights.
All of the SAXS samples were analyzed in the same fashion using
the Vonk FFSAXS version 3 computer program [140]. The raw scattering
data were corrected for detector's sensitivity and electronic noise.
The parasatic or main beam scattering was then subtracted from the
sample scattering. The resulting scattering data were then corrected
for thermal fluctuation by assuming a constant value, which was deter-
mined by the use of equation (76). After correction for thermal
fluctuation, the interfacial thickness was determined by assuming a
linear electron density gradient across the interface. The
corresponding equation used was (77a). The smeared invariant was then
obtained by use of equation (75a). Desmearing of the scattered inten-
sity was done according to Vonk's procedure [134], using a trapezoid
weighting function. The resulting desmeared data was then Lorentz
corrected and then fitted by the use of 2 different particle inter-
ference models; Hosemann paracrystal 1 ine model [85] and the Vonk's
theoretical correlation function (TCF) [101] model to fit the Fourier
transform of the experimental desmeared intensity data.
SAXS studies were carried out using a Kratky camera assuming infi-
nite slit-height geometry. Nickel filtered CuKa radiation was used.
Detection was done by employing either a Tennelec or TEC one dimen-
sional position sensitive detective (IDPSD). A complete description
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of the University of Massachusetts one dimensional position sensitive
detector, and the vacuum flight path chamber as constructed and
designed by the author and various helpers, is given in Appendix I.
CHAPTER IV
RESULTS
As was forementioned, a computer program kindly supplied by G.C.G.
Vonk [140] was used to perform many of the calculations.
The infinite slit height assumption is often applied to data from
a Kratky system. For the angular range scanned in the present study,
up to 26 = 4°, this assumption is valid according to the criteria
defined by Kratky [141].
Measurements of both sample scattering intensities and the para-
satic scattering, obtained with no sample, were made by dividing the
detector wire into 512 or 1024 channels. Calibration of the detector
wire at each of the channels was accomplished using a radioactive iron
55 source which gave a constant incident intensity at all angles.
Both the sample data and the parasatic scattering were corrected by
this calibration to eliminate effects due to deviations in the wire.
The sample and parasatic scattering were each independent smoothed
using a 4-points interval. The parasatic scattering was then scaled
to the sample scattering, using the sample attenuation factor, and
subtracted from it.
The attenuation factor of the samples were measured with the use
of a solid scintillation detector set at an arbitrary angle. The
intensity scattered from a reference sample (in our case polyethylene)
was measured at this set angle. The intensity was then measured with
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the sample placed directly in front of the detector. The ratio of the
intensity with the sample to that without is the attenuation factor.
These are presented along with the sample thickness in Table 2.
The parasatic scattering was extremely small in comparison to the
sample scattering in all cases studied. Figure 13 shows comparison
of a typical sample scattering to the parasatic scattering. The |
1
correction for both the parasatic scattering and the detector wire
sensitivity did not alter any of the sample curves appreciably.
Figures 14 to 31 show the corrected smeared intensities for all
of the samples studied. On a qualitative scale, it can be seen that at
each crystallization temperature, the pure IPS has a scattering
maximum. However, upon addition of more APS, is can be inferred that
the peak maximum stays at the same angular position, but becoming more
spread out, until at a 30% concentration of APS, the scattering maxi-
mum is like a shoulder on the scattered curve. Thus qualitatively
speaking, the long periodicity does not change upon addition of the
non-crystalline component, but rather there is becoming a greater
distribution of crystal and amorphous sizes.
To perform quantitative analyses on this type of scattering, which
arises from lamellar interferences, scattering due to fluctuation in
the amorphous phase or the background scattering must first be
removed.
In this study, the assumption was made that the background scat-
tering was constant, with no dependence on a power series of the scat-
tering angle h. Through the use of equation (76) for smeared
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Table 2
SAXS Sample Thicknesses and Attenuation Factors
^^"^Ple Thicknesses(cm) Attenuation Factors
AlOOOO 0.135 0.627
A91111 0.132 0.610
A82111 0.140 0.617
A73111 0.142 0.593
A91522 0.135 0.603
A82522 0.135 0.618
A73522 0.135 0.610
BIOOOO 0.135 0.748
B91111 0.135 0.757
B82111 0.132 0.747
B73111 0.127 0.740
B91522 0.132 0.744
B82522 0.132 0.735
B73522 0.130 0.750
ClOOOO 0.132 0.741
C91111 0.165 0.590
C82111 0.160 0.610
C73111 0.173 0.580
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intensity, plots of J(h)h3 vs M were made for sample studied at the
crystallization temperature of lOO^C and 140°C. Representative samples
are plotted in Figures 32 to 35.
As can be seen from these plots, a reasonable fit of a straight
line can be made through all scattered intensity values. The scatter
of the data at the high h regime is large due to the inherent low
signal/noise ratio, which is magnified in this type of plot.
Nevertheless, a constant slope can be obtained with an intercept that
is very close to zero. For samples crystallized at 180°C, plots of
J(h)h3 vs h3 yielded very similar results. Because no power series
dependence can be seen and because a constant slope was obtained along
with a zero intercept, plot of J(h) vs. l/h^ was performed on these
samples to obtain the fluctuation by the intercept in these plots.
Plots of this type are shown in Figures 36 to 38. It can be seen that
a straight line can be drawn through the points at the high h values.
The increase in intensity at high h values are due to the onset of wide
angle scattering and can be seen quite clearly in this type of plot.
This is very encouraging since this indicates that the intensity
gathered for the samples studied are well beyond the Porod's law
regime.
The values obtained for the fluctuation are given in Tables 3,
4 and 5. Constant values are seen in all cases for each series of
temperature and molecular weights. The values were then subtracted
from its respective scattering curve to remove the liquid scattering.
The question now arises whether the use of a constant background
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Table 3
Values of Background Fluctuation for T(C) = 200°C
Sample Fluctuation (e.u./cc) x 10-2'+
AlOOOO 1.325
A91111 1.221
A82111 1.282
A73111 1.383
A91522 1.295
A82522 1.339
A73522 1.408
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Table 4
Values of Background Fluctuation for T(C) = 180°C
Sample Fluctuation (e.u./cc) x 10-2^
BIOOOO 1.95
B91111 1.72
B82111 1.81
B73111 1.98
B91522 1.84
B82522 2.03
B73522 1.83
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Table 5
Values of Background Fluctuation for T(C) = 140°C
Sample Fluctuation (e.u./cc) x 10-^'*
ClOOOO 1.467
C91111 1.146
C82111 1.119
C73111 1.219
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is valid in these samples. Vonk et al. [101] have shown that for
polyethylene, the background can be represented in an even power
series of s. Nevertheless, they concluded that the use of a constant
background gives almost the same result as a background obeying a
power series. Similar conclusions were also reached by Vonk [113] in
polypropylene. However, in Wendorff [142] small angle scattering
study on blends of PVF2 and PMMA, a large anglular dependence of the
backgound intensity was observed. This was divided into s-i ndependent
and s-dependent terms. As Morra [26] elucidated, the former
corresponded to the value of pure components using simple mixing rules
and was attributed to the density fluctuation at constant
concentration. The latter term arises from the concentration fluc-
turation at constant particle number density and was strongly depen-
dent upon composition. This term becomes more important when there is
interaction between the two components in the amorphous state. As
Morra [26] showed, there was an increase in the background intensity
as more PMMA was added to the blend.
From present study by this author (see Section II) on the melt
condition of blends of IPS and APS
, it was concluded there was no
specific interaction between IPS and APS, as deduced by small angle
neutron scattering with deuterium labelling of the APS chain. Thus it
was safe to assume that there are no interactions between chains in
the amorphous phase in these semicrytal 1 ine blends. Since the
background scattering arose from the thermal fluctuation In the
amorphous phase, the use of a constant background in this study was
justified.
Nevertheless, preliminary calculation was made on various samples
with a constant backgound and a power series dependence backgound. it
was found that there was negligible differences on the values of the
interfacial thickness and invariant obtained by the two different
methods of substraction. Therefore, a constant backgound subtraction
was employed in all samples studied,
Vonk [113] and Todo, Hashimoto and Kawai [143] have shown that the
final value of interfacial width is only moderately sensitive to the
method of background subtraction, in that the variation about the
average value is less than 10%. However, as pointed out by Koberstein
[109], representation of the backgound contribution as a constant will
always lead to an overestimation of the interfacial thickness, ^e
overestimation of the background causes the intensity to damp off
faster thus leading to a larger interfacial thickness. Vonk [113] has
shown this overestimation to be only 10%.
In order to obtain an interfacial thickness, a linear transition
zone of thickness E was assumed to exist between the crystalline and
amorphous phases. The electron density profile and its smoothing
function was shown in Figure 5, as described by Vonk [113]. The
smoothing function h(r) is a box function and its Fourier transform,
H(s) was given by:
Hfhl =
^ (63a)
(TTEh)
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The Porod's intensity for this model is then, given previously by
equation (64) as:
1(h) =^(1 -lii^
h'^ 3
For smeared intensity, this is given by equation (77a) as:
0(h)=^(l- illpi) („a)
A plot of J(h)h vs. l/h2 should then be a straight line with a nega-
tive intercept proportional to E. Representative plots of samples
studied for each crystallization temperature and molecular weight are
given in Figures 39 to 45. As can be seen from these representative
figures, the sample had straight line portions with negative
intercepts. The question now arises over which portion of the scat-
tering profile to fit the straight line. Ruland [144] stated that
2 29
the Porod's law should not be applied until s (s = — sin — ) is
X 2
larger than the position at which a second maximum should appear.
However, Koberstein [109] has shown that for the case of linear tran-
sition zone, the linear portion is applicable only if Es < 0.10, for
slit smeared data with infinite slit height assumption. Furthermore,
with a value of Es < 0.10, the transition zone calculated is within 5%
of the actual value. In this study, the procedure of Koberstein was
utilized to calculate the transition zone thickness. The straight
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line thus drawn on these plots represents the linear region where Es <
0.10.
An alternate way to calculate the transition zone thickness is by
use of the one-dimensional correlation function as described by Vonk
[113] using equations (65) and (66). Both procedures were utilized to
calculate the transition zone thickness and are given in Table 6 for
each series of temperature. Ei is the value calculated by plots of
J(h)h vs l/h2 and E2 is the value obtained by use of the one-dimensional
correlation function. As can be seen, there is a consistency at each
series of temperature although the values of E2 is less than the values
of El in all cases. This may be due to the fact that both values are
obtained in the high angular region where the S/N ratio is inherently
low. Furthermore, Fourier transform of the scattering curve was used
to obtain the values of E2 which could lead to additional mathematical
error in the transformation.
It can be seen that there is a difference in the transition zone
thickness, depending upon the temperture of crystallization. At the
crystallization temperature of 180°C there is a much lower transition
zone thickness than either 140°C or 200°C. This indicates that there
is less phase mixing. It is interesting to note that there was no
molecular weight nor concentration of the non-crystalline component
dependence upon the interface thickness for each series of temperature.
Similar results were reached by Russell [15] on blends of PVC/PCL.
This is in contrast to the results of Morra [26] on blends of
PVF2/PMMA, where it was found that the transition zone thickness
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Table 6
Transition Zone Thickness
Sample Ei(nm)i Ezinm)^
AlOOOO 1.66 1.12
A91111 1.67 1.12
A82111 1.42 0.99
A73111 1.69 1.35
A91522 1.62 1.09
A82522 1.52 1.20
A73522 1.44 1.12
BIOOOO 0.80 0.55
B91111 0.67 0.46
B82111 0.57 0.39
B73111 0.93 0.50
B91522 0.79 0.58
B82522 0.88 0.47
B76522 0.86 0.44
ClOOOO 1.78 1.11
C91111 1.69 1.06
C82111 1.72 0.97
C73111 1.82 0.97
1) By equation (77a)
2) By equation (66)
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increases as more PMMA was added to the blend.
After correction for the negative deviation due to an interface,
the experimental data were extrapolated to s °°. This was done to
ensure accurate calculation of the invariant and calculation of the
correlation function upon Fourier transform of the scattering data.
To accomplish the extrapolation, the data for the straight line por-
tion of J(s)vs l/s2 curve were fitted, by method of Vonk [113], by the
equation:
where and C2 are constants. The first term represents the inten-
sity change caused by a finite transition zone (Ci = 0 for a sharp
interface) and the second term represents Porod's law for the infinite
slit case. To avoid negative values of J(s), at very large values of
s (as determined by the computer program) the intensity values were
replaced by Ca/s^. Vonk [113] attributed this effect to the neglec-
tion of the third and higher order term in the series expression of
the sine function of equation (63). —
Desmearing of the scattering curves were performed according to
Vonk [113] using the measured slit intensity profile as given in
Figure 46. Plots of the comparison between all of the smeared and
desmeared data were shown in Figures 14 to 31.
Lorentz correction, as discussed previously, amounts to
multiplying the intensities by h^. Plots of this type are given in
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Figures 47 to 51 for each series of temperatures and molecular
weights. Using Bragg's Law [87], the long periods were calculated
from the peak position and they shall be designated as Lg and are
g iven in Table 7. As can be seen, the peak position stays at the
same position for each series of temperatures, but is becoming broader
as more APS is added. This is especially true when the molecular
weight of the APS is high.
Two types of models used to describe scattering from a lamellar
structure were employed in this study; the Hosemann paracrystal 1 ine
model and the theoretical Vonk correlation function (TCF). Both~of^'^
these models were discussed eariler and only their results in the
application to this study will be shown.
The Hosemann paracrystal 1 ine model, with Gaussian distribution for
both the amorphous and crystalline phases, was fitted to the Lorentz
»mp* rM"! ~r
corrected desmeared data. Comparison of the theoretical and experi-
mental scattering curves are shown for all samples in Figures 47 to
51. The symbols represent the experimental points while the lines
represent the theoretical best fit values.
Due to the nature of the computer fitting program, a very large
number of theoretical curves, greater than 10^ in some cases, were
generated. Each theoretical curve I(s)j, was normalized to the
experimental curve I(s)^, on a total integral basis and minimizing the
deviation A, where
^max |l(s)T- I(s)p| (32)
^min ^
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Table 7
Values of Long Periodicity as Determined by Various Methods
Sample Bragg's Law Hosemann's
C-b) (Lh)
(all values in nm)
Correction Function
(Lc)
AlOOOO
A91111
A82111
A73111
A91522
A82522
A73522
17.0
17.0
16.5
16.0
16.1
15.5
16.5
15.9
15.7
15.2
15.7
15.5
14.9
15.1
16.5
16.0
16.5
15.0
17.0
16.5
16.5
BIOOOO
B91111
B82111
B73111
B91522
B82522
B73522
14.5
14.9
15.5
16.8
15.0
15.5
15.5
13.7
13.6
13.8
14.2
13.7
13.5
13.1
13.5
13.5
14.5
14.0
14.0
14.0
13.5
ClOOOO
C91111
C82111
C73111
15.0
13.7
15.3
15.3
13.8
13.5
13.9
14.0
14.0
14.0
14.0
14.0
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The deviation for all cases studied was below 6%. The fitting parame-
ters for the theoretical curves having the smallest deviation are
listed in Tables 8. 9 and 10. Keys for the fitted parameters are given
in Table 11. The various fitted parameters are plotted as a function
of composition are given in Figures 52 to 58. The Hosemann long
pe^rj^odic-ity^ L^, is the summation of crystal and amorphous thicknesses
and are given in Table 7 for all samples.
It can be seen immediately that the periodicity stays the same
throughout all composition regimes for each series of crystallization
temperatures. Both the crystal thicknesses and amorphous thicknesses
are within experimental error of each other at each series of
crystallization temperature, with no dependence upon molecular weight
of the APS nor upon concentration of APS. This indicates that the APS
is not residing in the interlamel lar regime of the crystalline IPS.
Further evidence of this case is the lack of variation of the linear
crystallinity (C/(C+A)). If the APS is residing in the interlamellar
j
regime, the linear crystallinity must decrease due to the increase of
the amorphous thickness. The bulk crystalline, as determined by DSC
of these ISP/APS blends decreases down to 19% at a 70/30 ratio of IPS
to APS [85]. The fact that we are not seeing this decrease in the
SAXS crystallinity further indicates that the APS is not residing in
the interlamellar regime.
These results are in excellent agreeement with those reached by
Warner et al_. [85] in blends of IPS/APS with much lower molecular
weight of the APS. However, they are in contrast to the blends of
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Table 8
Best Fit Parameters for Hosemann Paracrystall ine Model
T(C) = 200°C
Sample A(%) C(nm) A{nm) 9c Qa N E(nm)
AlOOOO 3.79 28 4.4 11.5 0.32 0.30 2.9 1.66
A91111 2.83 30 4.7 11.0 0.42 0.36 3.2 1.67
A82111 4.92 30 4.6 10.6 0.57 0.39 3.1 1.42
A73111 4.10 28 4.3 11.4 0.58 0.32 1.4 1.69
A91522 3.48 32 4.9 10.5 0.41 0.41 3.0 1.62
A82522 4.45 31 4.7 10.2 0.48 0.42 3.4 1.52
A73522 4.05 30 4.5 10.6 0.53 0.41 2.8 1.44
Table 9
Best Fit Parameters for Hosemann Paracrystal 1 ine Model
T(C) = 180°C
Sampl
e
O I M Ml J A ( nm ^ 9c 9a
M
IN L(nm)
BIOOOO 3.85 27 3.7 10.0 0.32 0.32 4.0 0.80
B91111 4.52 29 4.0 9.6 0.46 0.40 3.2 0.67
B82111 5.10 32 4.4 9.4 0.51 0.47 3.2 0.57
B73111 3.89 32 4.5 9.7 0.64 0.55 3.0 0.92
B91522 4.28 31 4.3 9.4 0.40 0.39 3.1 0.92
B82522 4.93 31 4.2 9.3 0.50 0.46 3.1 0.88
B73522 4.31 31 4.0 9.1 0.57 0.48 3.0 0.86
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Table 10
Best Fit Parameters for Hosemann Paracrystal 1 ine Model
T(C) = 140°C
Sampl e A(%)
<l>c(%) C(nm) A(nm) gc N E(nm
ClOOOO 5.71 15 2.0 11.8 0.03 0.26 4.4 1.78
C91111 5.17 16 2.1 11.4 0.05 0.30 4.5 1.69
C82111 4.65 17 2.4 11.5 0.17 0.38 3.7 1.72
C73111 4.72 21 3.0 11.0 0.24 0.42 3.2 1.82
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Table 11
Keys for Fitting Parameters of Hosemann Paracrystal 1 ine Model
Symbols Meaning
^ Deviation between experimental and model
*l*c Linear crystal 1 inity
C Mean crystal (lamellae) thickness
A Mean amorphous thickness
9c Crystal thickness distribution
9a Amorphous thickness distribution
N Hosemann 's parameter for lamellae stack
E Transition zone thickness (predetermined)
PVF2/PMMA and PVC/PCL, where the non-crystalline component was found
in the interl amel 1 ae region [14,26],
The greatest noticable effects are seen in the crystal and
amorphous distribution sizes, especially the crystal size
distribution. As more APS is added there is an increase in the
distribution of both phases, especially if the molecular weight of the
APS is high (comparison made only in the 180°C and 200°C cases). This
manifestation indicates that there is a significant amount of thin
lamellae as one goes up in concentration of APS and molecular weight.
It is very hard to visualize a polymer system composed of very thin
and very thick lamellae. This broad distribution could also arise from
a less uniform lamellae stack and this is represented by parameter N.
The value of N, i.e., the number of lamellae per stack as proposed by
Hosemann, remains low yet quite constant. Baczek attributed the value
of N to the number of lamellae that are perfectly aligned with one
another. In this case, the discussion of N will be delayed until the
Vonk's theoretical correlation function fit is discussed.
A theoretical calculation can be made to predict what the long
period of these blends would be if all of the amorphous component
added were to be included between the lamellae of the semi -crystal 1 ine
component. To accomplish this, simple addivity of the volume is
assumed. Letting the long periods of the homopolymer and blends be
Lq and L respectively, using a one-dimensional model of alternating
crystalline and amorphous phase with no transition zone, the volume
fraction of the semi -crystal 1 ine component in the blend, V2, can be
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given by:
2 = T" (83)
From this equation, values of L as a function of V2 can be calculated
and compared to experimental results. This is done and is shown in
Table 12.
From this exercise, it can be seen that the experimental value
stays constant while the long period from the theoretical calculation
increases by as much as 70%. This further indicates that the APS is
not residing in the interlamel lar region.
The Vonk's theoretical one-dimensional correlation function was
also used to fit the Lorentz corrected data. In this case the com-
puter program allows the user various options on how to describe the
crystal and amorphous distribution. The use of various distributions
will lead to vastly different results on the fitting parameters
[106,145]. Because of the large numbers of theoretical curves
generated by the computer, and the fact that we are using the results
for comparative studies, only a particular distribution is chosen for
each phase. In this case, a Gaussian distribution was employed for
the crystal phase while a log-normal distribution was employed for the
amorphous phase. Comparison of the experimental and best fit theore-
tical curves are presented in Figures 59 to 76 for all samples studied.
The best fit parameters are given in Table 13, along with its long
periodicity. This long periodicity, Lc, is also given in Table 7.
Table 12
Comparison of Long Periods From Hosemann's Model to Values
Calculated Assuming All of the APS to be Interlamellar
Sample
Long Period (nm)
Hosemann Calculated
AlOOOO
A91111
A82111
A73111
A91522
A82522
A73522
15.9
15.7
15.2
15.7
15.5
14.9
15.1
15.9
17.6
19.9
22.7
17.6
19.9
22.7
aA
. 7
BIOOOO
B91111
B82111
B73111
B91522
B82522
B73522
13.7
13.6
13.8
14.2
13.7
13.5
13.1
13.7
15.2
17.1
19.6
15.2
17.1
19.6
ClOOOO
C91111
C82111
C73111
13.8
13.5
13.9
14.0
13.8
15.3
17.3
19.7
I
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One aspect to notice in these correlation functions plots is that
they are rather shallow in their depth. This indicates that the
values to be obtained for both its crystal 1 inity and the thickness
distribution will be low and broad, respectively. Indeed this is
noticed in Tables 13. The values obtained can only be used on a com-
parative level due to the assumption made in its distribution. As
Wetton et al_. [106] pointed out, the values of the fitting parameters
obtained on the Vonk's TCP will vary significantly depending on the
distribution assumed.
The long periodicity, however, is obtained from the experimental
data and does not depend on the distribution assumed. A comparison of
the long periodicity obtained from the correlation function and from
Hosemann's paracrystal 1 ine model is given in Figures 77 to 79. As can
be seen, there is an excellent agreement between the two methods.
Comparisons of the fitting parameters between the Hosemann's
paracrystal 1 ine model and Vonk's TCP model are given in Pigures 80 to
83.
Like the Hosemann's analysis, the Vonk's TCP gives a broad distri-
bution of the crystalline thickness as the concentration of the APS
is increased, especially if the molecular weight of the APS is high.
However, the amorphous thickness distribution by the Vonk's TCP is
generally greater than that obtained by Hosemann's fit. This may be
due to the type of distribution assumed, but nevertheless, it can be
concluded that on a comparative scale, the addition of the APS serves
to increase both the distribution of the amorphous and crystalline
Table 13
Best Fit Parameters for Vonk Theoretical Correlation Function
bamp 1
e
Long Period
(nm)
9c ga
AlUUUU 16,5 24 0.40 0.36
A n 1 1 1 1Ay iill 16.0 14 0.30 0.45
A O O 1 1 1 16.5 30 0.54 0.50
A73111 15.0 34 0.74 0.74
A n 1 cooAy Ib^^: 17.0 15 0.40 0.40
A82522 16.5 16 0.46 0.37
A 7 '3 C OOA/ iocc 16.5 10 0.62 0.36
BlOOOO 13.5 20 0.30 0.30
B91111 13.5 10 0.30 0.30
B82111 14.5 12 0.50 0.40
B73111 14.0 16 0.68 0.76
B91522 14.0 10 0.30 0.30
B82522 14.0 4 0.56 0.48
B73522 13.5 10 0.72 0.56
ClOOOO 14.0 32 0.24 0.20
C91111 14.0 32 0.24 0.28
C82111 14.0 30 0.36 0.32
C73111 14.0 30 0.40 0.36
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thicknesses.
One of the main differences between the Hosemann fit and the
Vonk's TCF is the values of the crystallinity obtained. Wereas the
Hosemann crystal! inities remain at approximatly 30%, the Vonk's
crystal lini ties are quite low, some as low as 4%, except for a few
samples. These low values further reflect a high percentage of thin
lamellae, despite the fact that the long periodicity of both models
are in excellent agreement. The low values of crystall inities and
broad distributions are in agreement with those results obtained by
Warner et al_. [85]. As elucidated by Warner et_ a][. , this is
understandable by the fact that the depth of the minimum in the corre-
lation function is strongly dependent upon three factors:
i) decrease in crystal 1 inity below 50%
ii) broad phase distribution
iii) stacking disorder such as angular branching of lamellae or
lamellar stack of limited size
The third effect can be interpreted in terms of the Hosemann para-
meter N. A low value of N would give a much shallower depth than a
high value of N. Thus if there is a disorder stacking of lamellae,
as emplified by low values of N, fitting a theoretical correlation
function based on Vonk's model will give an artifically low
crystal 1 inity.
The use of Vonk's TCF in the application to this study only serves
as a comparative basis for the samples studied. The Vonk's TCF does
not accurately describe this system for the various reasons:
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i) the assumption of infinite stack is questionable due to the
broadness of the correlation function. Crist [145] indicated
that the ratio of peak position to peak width should be less
than 0.5 in order for the infinite stack to be valid,
ii) the very broad fitting parameter, coupled with the low
crystal linity would give an extremely broad melting point,
especially with increasing concentration of the APS.
However, many workers [29,54,147] have shown that this is
not the case, that the melting point range observed from DSC
peak width and optical technique, remains unchanged with
increasing APS content.
In light of the results of these two models, it is felt that the
Hosemann paracrystal 1 ine model describes this blend system more
accurately. The fact that the lamellae thickness stays constant would
lead to a constant melting point, as observed by various workers [29,
54,37].
A point should be made here regarding the values of the invariant,
the mean squares of the electron density fluctuation. The theoretical
invariant is given as:
•f^ =
<i.c (1 - <t.c) (Pc - Pa)' (84)
where is the volume fraction of crystal! inity, Pc and pa are the
electron densities of the crystalline and amorphous phases
respectively. When a finite transition zone is present, this will
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reduce the value of the invariant according to:
= C-Dc (l-fc) - {3^ )] (Pc - Pa)2 (85)
where E is the transition zone thickness and L is the long periodicity.
In the calculation of the one-dimensional invariant, was taken
from the Hosemann's data. The value of E was that obtained by the
plot of J{h)h vs l/h2. The crystal and amorphous density are given by
Warner [85] as 1.112 and 1.04 g/cm^
,
respectively. The values of
and as calculated from equations (84) and (85) respectively are
given in Tables 14. The experimental values, n^, are also given.
Comparisons of n^, and are plotted in Figures 84 and 85.
Fairly good agreement can be seen between the experimental and theore-
tical results lending further support that the APS is not in the
interlamellar region, since if it was, the value of the invariant
would decrease slightly due to a decrease in crystal 1 inity. However,
these invariant results must be interpreted with caution. The maximum
crystal 1 inity is only about 30%. If we assume that all the APS is
included between the lamellae, the minimum crystal 1 inity
,
corresponding to a 70% vol. IPS, would be 19%. This would affect the
invariant calculation by only 25%, assuming the amorphous density is
the same as the bulk APS density.
Thus it can be concluded that based upon all these results, that
the molecular weight and concentration of the APS have no effect on
the interlamellar distance. The non-crystalline component is rejected
Table 14
Mean Square Electron Density Fluctuation
(mole e-/cm3)^ x 10^
Sample
n n
A 1 nnnnMiUUUU 0,212 0.223 0.186
A n 1 1 1 1Ayiiii 0.263 0.233 0.194
A82111 0.231 0.235 0.201
A73111 0.320 0.222 0.182
A91522 0.238 0.243 0.217
A82522 0.212 0.241 0.203
A73522 0.247 0.233 0.198
BIOOOO 0.210 0.220 0.198
B91111 0.230 0.231 0.213
B82111 0.240 0.242 0.227
B73111 0.280 0.241 0.217
B91522 0.230 0.240 0.219
B82522 0.227 0.240 0.215
B73522 0.220 0.236 0.212
ClOOOO 0.240 0.138 0.090
C91111 0.300 0.148 0.100
C82111 0.257 0.160 0.114
C73111 0.280 0.188 0.139
^ Experimental values
^
= <i)c(l-(}>c) (pc - Pa)^
= M^-^c) - (^)] (Pc-Pa)'
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from the growth front at all temperatures of crystallization studied.
Both the Hosemann's paracrystal 1 ine model and Vonk's TCF model can
be used to describe the scattering system, although the Vonk's model
would be less accurate.
In the next section, discussion is made on why the APS is not
residing in the interlamel lar region, contrary to other blend systems,
despite such high molecular weight and high degree of supercooling.
CHAPTER V
DISCUSSION
To describe the morphology of a semi
-crystal 1 ine blend
crystallized from the melt state, Keith and Padden [84] defined a
parameter called delta (6). 6 is defined as D/G, where D is the dif-
fusion rate of the non-crystalline component (or impurity) away from
the growth front of the crystallizing component, and G is the growth
rate of the crystallizing component. Keith and Padden viewed the
non-crystal lizable polymer in a blend as an impurity added to the
crystal lizable polymer. The location of this "impurity" is then
related to 6, which has a unit of length. Qualitatively, if 6 is
large, the impurity has time to diffuse away from the growth front and
be excluded from the interl amel 1 ar regions, whereas a small value of
6 (6 being less than the width of the interlamel lar region) would
imply that the impurity is trapped between the lamellae. Morra [26]
postulated a very qualitative relationship between 6 and the interac-
tion parameter between the polymer. A favorable interaction between
the two polymers would decrease D and prevent the impurities from
being segregated into large domain.
Past studies [14,26] have shown that for blends of PVF2/PMMA and
PVC/PCL, the non-crystalline component was found to reside in the
interlamellar region. In both cases, there was favorable interaction
between the polymers. Carter et al_. [146], studied the morphology of
blends of cis and trans-polyi soprene. They found that only at very
high cis content (>70%), was these any change in the small angle
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scattering long periodicity, and even at very high cis content, the
increase was only less than 10%. Furthermore, optical microscopy
showed that the spherulites are volume filled in all compositions of
blends studied. However, there was an increase in the coarsening of
the spherulites. They concluded that the non-crystal 1 izable cis-
polyisoprene segregates increasingly into the interf ibrillar regions
and this region increases in size as the cis content of the blend
increases. Only a limited amount of interlamellar segregation occurs
and this only is seen at very high cis content. It is expected that
these blends of cis- and trans polyisoprene do not have any kind of
specific interaction, i.e. x (Flory interaction parameter) is very
close to zero, through this need to be proved by further experiments
such as melting point depression, or SANS.
On studies that have been done on blends of atactic and isotactic
polystyrene, Warner et al_. [85] has found that the non-crystal 1 izable
atactic polystyrene resided in the interf ibrillar region, since the
SAXS periodicity did not vary and the spherulitic remained volume
filling at all compositions of IPS and APS.
It is interesting to note at this time that SAXS studies [30] of
isotactic polystyrene with the non-crystal 1 izable poly(phenylene
oxide) (PPO) yield results from which it was concluded that the PPO
was distributed between individual lamellae. Melting point depression
studies by Neira [149] and Runt [147] showed that there was favorable
interaction between the two species.
Runt [147] did a thermal study on blends of IPS and APS. He was
able to calculate a polymer-polymer interaction parameter (Xj2^ value
based upon melting point depression. Employing the theory of Flory
Huggins [148], the eguilibrium melting point of the crystalline material
the blend (Tm') is related to the x,. parameter by the relation-
—
-
J_ = -RV2
.
1n(i)2
+
,_l Is "1
Tmi T^o
^Hf7^ [
"
J
'
I^io^ (^I2<l>l2) (86)
where V is the
.olar volume of the polymer repeat unit.
, the volume
fraction of the component in the blend, aH° the perfect crystal heat
of fusion Of the crystal 1 izable component, R the universal gas constant,
M the degree of polymerization, and V the equilibrium melting point
of the pure crystal 1 izable component. The first term on the right
hand side represents the entropy of mixing, which is negligible for
polymer of high molecular weights. The second term reflects the
enthalpy of mixing which is dependent primarily on xiz and <Di.
Employing equation (86), Runt, using melting point depression data,
calculated an xi2 value for IPS/APS blends as -.003 for molecular
weights of APS being 50,000.
The interaction parameter of a polymer-polymer system can also be
calculated from SANS data. This author (Section II) has obtained a
value of the interaction parameter between the IPS and APS for blends
of various concentrations. These results are shown in Table 19.
Quite clearly, it can be seen that the xiz value is very close to
zero in all compositions studies, and in the melt state, these blends
do form an "ideal" mixture [150].
Self diffusion rate data for the APS as a function of molecular
weight and temperature were calculated previously and was plotted in
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Figure 12. The growth rate for these blends was obtained from Keith
and Padden [29] and Yeh and Lambert [54]. Calculation of the 6 values
from these diffusion and growth rate are given in Tables 15 and 16
and are plotted in Figure 86.
From this qualitative analysis, it can be seen that at the
crystallization temperature of 190°C and below, the 6 values are less
than the interlamellar distance. Thus if the 6 parameter truly
describes the morphology, then at the crystallization temperature of
ISO-'C and 140°C, we would expect the width of the interlamellar
distance in these blends to increase in order to accommodate the
entrapped atactic polystyrene. However, the opposite result was
found. In all cases studied, the interlamellar distance did not vary
at each temperature of crystallization as more of the non-
crystal 1 izable component is added. This is seen even at 140°C
crystallization temperature where the diffusion rate is very slow.
There are two possible explanations to explain this observed
deviation from the Keith-Padden postulation:
1) The diffusion rate of the non-crystall izable component, in
this case the APS, is much higher than what was calculated.
The diffusion rate calculated were the self diffusion rates of
APS in APS. Maybe it is possible that in the crystallization
of these blends, the diffusion rate of the APS is much higher
than the self diffusion rate calculated in its homopolymer.
An increase in the diffusion rate would increase the value of
6, However, despite this simple reasoning, it is hard to
Table 15
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Values of 6 (6 = Dseif/G)^ for Rw (APS) = l.n x 10^
Composition ISP/APS
90/10
80/20
70/30
T = 200°C Dseif = 4.90 x 10-13 cm^sec
<S (nm)
32.6
42.0
58.8
T = 180°C Dseif = 9.46 x lO-i'^ cm2/sec
Composition ISP/APS
80/20
70/30
6 (nm)
2.27
2.58
2.99
T = leO^'C Dseif = 1.57 x lO'i'^ cm^sec
Composition ISP/APS
907T0
80/20
70/30
6 (nm)
0.51
0.57
0.73
T = 140°C Dseif = 2.19 x 10-15 cm^/sec
Composition ISP/APS
907T0
80/20
70/30
6 (nm)
0.15
0.19
0.26
Dseif IS the self diffusion coefficient of polysytrene
Table 16
Values of 6 (6 = Dseif/G)^ for Rw (APS) = 5.22 x 10^
T = 200°C
Composition ISP/APS
90/10
80/20
70/30
Dself = 4.90 X 10'i3"cni27sec t^- ' lo
Composition ISP/AP S
90/10
80/20
70/30
6 (nm)
70.7
90.0
127.4
T = 180°C Dseif = 9.46 x lO'i'* cm2/sec 0^ a >r^>o
6 (nm)
4.92
5.59
6.47
T = 160«C Dseif = 1.57 x lO"!"^ cm^sec - 2. ^ V ^6
Composition ISP/APS
90/10
80/20
70/30
6 (nm)
1.10
1.24
1.57
T = 140°C Dseif = 2.19 x lO'is cm^sec ^
Composition ISP/APS
90/10
80/20
70/30
6 (nm)
0.22
0.26
0.32
self is the self diffusion coefficient of polysytrene
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visualize that at low crystallization temperature of the blend
(I.e. 140°C). that the diffusion rate will have over a hundred
fold increase.
2) The second possible explanation is that the diffusion rate of
the impurity is not constant. The 6 parameter assumes a
constant diffusion rate. A constant diffusion rate can only
be represented by steady state, and the concentration depend-
ence term is removed. However, in a real situation, the
concentration dependence term may become significant, as there
is a concentration build-up of impurity at the interface.
It is with this in mind, that an expression is developed to
express the growth rate at a function of impurity gathered at the
interface.
The Keith-Padden 6 parameter is actually based upon the growth
kinetic of metallurgy, where the rejected specie accumulates at the
growth front. Consider the diagram below for a steady state com-
position diagram for the impurity:
d-Cj)
SOLID \ LIQUID
(1-Cco)
X
6 is defined as the width of the segregation length [84]. Now instead
of considering the impurity concentration, consider the effect of the
impurity layer (6) on the growth kinetics of the isotactic polystyrene.
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If we assume that:
C»
= volume fraction of bulk crystal 1 izable component in the blend
Ci = volume fraction of crystal 1 izable component at the interface
1-Coo = volume fraction of impurity in the blend
Thus we can write the following postulations:
a) The overall growth rate is:
^ = ^0 (87a)
Gq = growth rate with no impurity present
Ci = 1, when there is no impurity
b) The growth front will advance 6 in time At with no impurity
present:
•5 = Go At (87b)
c) Due to the presence of impurity, we must modify equation (87b)
Thus the modified growth front can be represented as:
6 = Go At Ci (37c)
This equation assumes that the decrease of the growth front is a
product of only Ci , the volume fraction of crystal 1 izable component at
the interface.
d) The amount of impurity diffusing out at any distance x in time
At is:
6 = D(i^) At (87d)
3x '
Assuming a linear slope over the segregation value 6 (i.e. IE =
3x
constant over 6)
(1-Ci) - (l-Co,),
6 = D ( ^-L \ L) At (87e)
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Now equating equation (87c) and (87e) to achieve an overall mass
balance as:
Gq At Ci = (Ceo - Ci) At (87f)
Simplifying equation (87f) and expressed in term of as:
H — (87g)1+^6
D
e) Substituting into equation (87a), we can write the growth
rate of the crystalline component due to the presence of impurity as:
G = Go (—^) (87h)
1+^6
D
The derivation of equation (87h) assumes several key factors
which may not hold for the real system. They are:
a) The assumption that the overall volume fraction of crystal liz-
able component stays constant in the liquid phase is not valid
at the latter stages of crystallization. In the early stages,
this assumption holds since crystallization is occurring from
the melt state.
b) The assumption that the volume fraction of impurity present in
the liquid phase is staying constant is not valid if the
degree of crystal 1 inity is high. This is especially true
during the latter part of crystallization, since the volume
fraction of build-up of impurity would increase during the
latter stages.
c) The assumption of a linear gradient of impurity concentration
over the segregation distance is not truly valid. Realisticly.
this should be exponential, but for simplifing the calculation,
we are assuming a linear profile.
Nevertheless, despite these assumptions made, we can qualitatively
assume that equation (87h) can describe the growth of the crystalline
component. If there was no impurity present. Ci would be one and the
growth rate would be the growth rate of pure component. Equation (87h)
essentially allows us to look at the effect of segregation value 6 on
the growth rate. In other words, given a segregation value 6, what
would be the growth rate necessary to achieve this segregation due to
the presence of impurity. For example, for the case of the 90/10
blends of IPS and APS (Mw = 1.11 x 10^) at a crystallization tem-
perature of 180°C, the value of ^ would be approximately 50 A.
This gives a volume fraction of crystalline component as Coo = 0.9.
Now for rejection by lamellae as 50 A (i.e. 6 = 50 A), we can calcu-
1 ate G as:
G = Go ( J
1 . (50)
n Q
— = 0.450 Go
Thus if the growth rate can be described by equation (87h), the growth
rate should be about half of the value of Us 1.purity-f ree condition
If the growth rate is »ch higher, than the crystallizable component
will overtake the impurity layer and it will be trapped by the
lamellae. For example, for rejection by the fibril, 6 would be about
1000 A. Employing the same conditions as before, we can calculate a
growth rate as:
G = Go ( )
1.^(1000)
H - 0.0045 Go
Thus if the impurity is to be rejected by the interf ibril lar region,
then the growth rate must be slower. If it is much faster, the
impurity will be trapped by the fibers. Judging from the growth rate
data for this condition, it can be seen that the growth rate is about
the right order of magnitude for this at this temperature, but it is
much faster than the growth rate necessary for fibrillar rejection.
Thus the impurity is not trapped by the lamellae, but rather by the
f ibril s.
The Keith-Padden 6 parameter is a segregation parameter, but
caution has to be used if it is to predict an impurity layer. The
impurity layer affects the growth rate of the crystal 1 i zable
component, but only when the growth rate is fast enough, will the
growth front overtake the impurity layer.
DeGennes [159,160] presented an elegant theory relating the
diffusion coefficient with the Flory interaction parameter x. He
considered a polymer melt blend (two types of polymer chain) near the
critical point to investigate the dynamics of fluctuation. DeGennes
developed his equation as [160]
Dc (X.T) = D,(T)N-2 ii^)
where is a microscopic constant, N is the degree of polymerization
of the blend and is the critical value of X. Krause [7] presented
^c 3s:
(89)
where Ni and N2 are the degree of polymerization of component 1 and 2,
respectively. For a polymer blend of high molecular weight, Xc would
be very close to zero.
Equation (88) states that when X = Q, the diffusion coefficient is
inversely proportional to the square of the degree of polymerization,
which is the reptation result for an ideal mixture. However as x x^,
the diffusion coefficient approaches zero. This factor (Xc-X)/Xc is
postulated by DeGennes to reflect the law of "thermodynamic slowing
down" near a critical point [161,162]. The diffusion described by
equation (88) is extremely slow, because of this fator plus the N-2
dependence of Dpgp,
In a truly compatible system, i.e. value of x < x^, the diffusion
rate as described by equation (88) would increase. Remembering that
diffusion occurs down a concentration gradient, this means that there
is more tendency towards phase mixing of the components. By this
argument, it is shown that for a blend exhibiting favorable interac-
tion parameter (x < xc). that there is much tendency towards mixing
of the component in the amorphous phase.
Qualitatively, this would seem to support the postulation put for-
ward by Morra [26] that if there is interaction, then the non-
crystalline component will be found between the lamellae. If there is
no interaction, the non-crystalline component will be rejected by the
lamellae and accumulated in the interf ibril 1 ar or interspherul itic
region. On semi-crystalline blend systems studied thus far, PVC/PCL,
PMMA/PVF2, IPS/APS, CIS/TRANS polyi soprene, this postulation holds
quite well. More detailed studies on other blend systems will be
needed to further elucidate this postulation.
CHAPTER VI
SUGGESTION FOR FUTURE STUDIES
The diffusion coefficients used in this study were based upon the
self-diffusion value. However, during the crystallization kinetics of
a se.i
-crystalline blend, the value of the self-diffusion coefficient
not be valid, since there is concentration gradient being for.ed.
In such a case, the diffusion coefficient nay be concentration
dependent. Thus the most important criteria that remain to be
measured in these semi-crystalline is the diffusion rate of the non-
crystalline component.
Several methods have been developed to measure the bulk diffusion
rate. Perhaps the most widely used method is radioactive labelling
[138.151-152]. Other methods include: infrared microdensitrometry
[153,154]. proton nuclear magnetic resonance (NMR) [155]. scanning
electron microscopy equipped with energy-dispersive x-ray analysis
[139], and laser fluorescence photobleaching recovery [156-158].
Whatever method is employed, one has to be sure that the chemical
nature of the polymers is not changed, as it will have drastic effects
on the diffusion rate.
Further work on other semi-crystalline blends must be done to
study if there is a correlation between x and the morphology of the
semi-crystalline blend. Since crystallization is occurring from the
melt state, one has to be certain that there is no segregation between
the components in the melt state. This could easily be checked by
various methods as outlined in the Introduction.
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One particular interesting system would be blends of isotactic
polystyrene with poly (vinylmethyl ether) (PVME). Schmidt et aK [163]
have done an experiment on deuterated atactic polystyrene with hydro-
genated PVME. Using SANS technique he has shown the variation of
Xi2 as a function of temperature. As one goes from 20°C to 100°C the
value of X,, changes from negative to positive. It would be interest-
ing to study this blend with IPS. If there is a variation of X,^ with
temperature for IPS and PMVE, then it might be possible to see dif-
ferent kinds of morphology depending on what temperature it is
crystallizing at.
Very recently. VanderHart [164] has developed a novel technique
using C-13 NMR with magic angle spinning (MAS) and cross-polarized
(CP) to locate the atactic polystyrene specie in the blend of IPS/APS.
This technique takes into the account that if the APS is segregated
into the interfibrillar region, the probability of nearest neighbor
IPS chain surrounding the APS would be much lower than if the com-
ponents are mixed with one another. The use of MAS coupled with CP
can distinbuish between protonated and deuterated chain carbon.
Furthermore, the SP process is capable of cross-polarizing carbons
within a radius of 0.5 nm from a neighboring proton. Thus if the APS
is fully deuterated, then a decrease in normalized cross-polarized
intensity for the deuterated chain, relative to that of the fully
amorphous mixture, could be interpreted as vertif ication of segrega-
tion of the IPS and APS within the amorphous phase.
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Figure 1 Schematic illustration of possible morphologies of a
binary blend having one crystal 1 izable component
(reference 10).
«A
MIXED CRYSTALS
COMPATIBLE
AMORPHOUS
= B
= Amorph
SEPARATE CRYSTALS
INCOMPATIBLE
AMORPHOUS
•
• • • • . Vi^ • • • • •
0
Figure 2. Schematic illustration of possible structures in a
binary blend where both components are crystal! izable
(reference 10).
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Figure 3. Schematic illustration of various morphologies that
might be encountered with a binary blend of two
crystal 1 izable components (reference 10).
Figure 4. Chord length of a random two phase system. The average
chord lenghts are the average length of randomly drawn
vectors passing through the two phases (reference 98).
ELECTRON DENSITY
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SMOOTHING FUNCTION
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ELECTRON
DENSITY
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TSMOOTHING '
FUNCTION
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1
(b)
Figure 5. Electron-density profile, p(r), and smoothiing function,
h(r), for (a) si gmoidal -gradient model, (b) linear-gradient
model (reference 109).
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Figure 8. GPC calibration curve of atactic polystyrene in THF at 25°C.
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Figure 57. Comparison of best Hosemann fitted values for the
crystalline thickness distributions as a function of
composition.
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Figure 58. Comparison of best Hosemann fitted values for the amorphous
thickness distribution as a function of composition.
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Figure 59. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample AlOOOO.
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Figure 60. Comparison of experimental correlation function (open circles)and best fitted values for Vonk's theoretical co ?elatfon
^
function (TCF) for sample A91111.
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sample: a 82 1 1 1
Figure 61. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample A82111.
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Figure 62. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample A73111.
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Figure 63. Companson of experimental correlation function (open cir
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample A91522.
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Figure 64. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample A82522.
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Figure 65. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample A73522.
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Figure 66. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample BIOOOO.
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Figure 67. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample B91111.
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Figure 68. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample B82111.
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Figure 69. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample B73111.
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Figure 70. Comparison of experimental correlation function (open circ
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample B91522.
167
SAMPLE: B82522
<
<
0.2 -
' n O
o EXP'T DATA
— VONK'S TCP FIT
-0.6
-1.0
3.75 7.5 11.25 15.0 18.75 22.5
R ( NM )
Figure 71. Companson of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample B82522.
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Figure 72. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample B73522.
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Figure 73. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample ClOOOO.
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Figure 74. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample C91 1 1 1
.
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Figure 75. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample C82111.
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Figure 76. Comparison of experimental correlation function (open circles)
and best fitted values for Vonk's theoretical correlation
function (TCF) for sample C73111.
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Figure 80. Comparison of Hosemann's and Vonk's model on the values
of crystal thicknesses distribution.
177
100 90/10 80/20 70/30
COMPOSITION OF IPS/APS
Figure 81. Comparison of Hosemann's and Vonk's model on the values
of crystal thicknesses distribution.
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Figure 82. Comparison of Hosemann's and Vonk's model on values of
the amorphous thicknesses distribution.
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Figure 83. Comparison of Hosemann's and Vonk's model on values of
the amorphous thicknesses distribution.
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ure 84. Comparison of the values of the experimental (n) and
those calculated assuming a sharp interface (ni) and
transition zone thickness (n^).
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Figure 85. Comparison of the values of the experimental invariant
(n) and those calculated assuming a sharp interface (ni)
and a transition zone thickness (he).
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SECTION II
MOLECULAR DISPERSION AND THERMODYNAMICS OF ISOTACTIC
ATACTIC POLYSTYRENE BLEND BY NEUTRON SCATTERING
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CHAPTER I
Introduction
The conformations of atactic polystyrene (APS) and isotactic
polystyrene (IPS) have been studied in both solution and the bulk
state. Benoit et^ a][. [1,15], employing small angle neutron scattering
(SANS), did an extensive study on the conformation of deuterium
labelled atactic polystyrene (APSD) in both good and poor solvent as
well as in the bulk state. Using Zimm's analysis, their results con-
firmed that APSD retained its 0 conformation in the bulk state, as
predicted by Flory [2], and confirmed by numerous experiments on APS
in solution [3,4,5].
Krigbaum et^ al_. [6] studied the solution properties of IPS in
various solvents and compared them with equivalent parameters of APS.
It was shown that the IPS exhibited a slightly larger dimension than
equivalent APS under identical conditions.
Recently Guenet et al_. [7], used SANS to study the conformation of
deuterium labelled isotactic polystyrene (IPSO) in two kinds of
matrices, hydrogenous isotactic polystyrene (IPSH) and hydrogenous
atatic polystyrene (APSH). Their results indicated that in the melt
state, the labelled IPSO retained its unperturbed dimension in both
the IPSH and APSH matrix. Furthermore the dimension occupied by the
IPSO is the same as that occupied by IPS in ideal solution as observed
by Krigbaum [6].
The study of the conformation of chains in a mixed components blend
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in the melt state by deuterium labelling of one of the component is
the subject of intensive research. Ballard et al_. [8] demonstrated
that polystyrene and poly (a-methyl styrene) formed a truly compatible
mixture. Wignall et al^. [9] did SANS measurements on blends of atactic
polystyrene and poly (2,6-dimethyl phenylene oxide) (PPO) with
labelled atactic polystyrene. Their results indicated there was a
slight chain expansion but the experimental determined molecular
weight stayed the same within experimental error to that obtained by
GPC/osmometry
.
The variation of molecular weight with concentration
indicated a positive second virial coefficient in the range of 1 x 10-^
<_ 2 A2 <_ 1.5 X lO-'^ cm3 g-2 mol
.
Kambour et al_. [10] did SANS studies in a three component system
of labelled and unlabel led polystyrene with brominated poly(xylenyl
ether) (PXE). Zimm analysis on their samples yielded a radius of
gyration value for labelled PS that agrees within experimental error
to that of the unperturbed dimension. However, they obtained a posi-
tive value of the second virial coefficient as 3.7 x 10-^ cm^ g-^ mol.
Furthermore, their data suggested that both Rg and A2 are depended
upon the temperature from which the blend is quenched. The positive
value of A2 indicated that there is favorable free energy of mixing
for these samples.
Kirste and coworkers did a series of SANS studies on various
polymer blends to determine the coil dimensions and thermodynamic
parameters. In a blend of poly (dimethyl si loxane) (PDMS) diluted with
deuterium labelled PDMS, Kirste and Lehren [11] studied the effect of
molecular weight of the dilute specie in a high molecular weight
matrix. They found that if the molecular weight of the labelled spe-
cie is low compared to the host molecular weight, there was chain
expansion of the labelled specie from its unperturbed dimension and a
positive second visual coefficient was obtained. However, if the host
and guest molecular weights are comparable, the blend exhibits the
characteristics of an ideal mixture, where the radius of gyration
remains in the unperturbed state and A2 goes to zero.
Kirste et aj_. [12,13] did a study on blends of deuterium labelled
poly(methyl methacryl ate) (PMMA) blended with poly(styrene/acrylo-
nitrile) (PSAN) and labelled PMMA blended with poly{vinyl chloride)
(PVC). In these studies, they calculated the value of the interaction
parameter, X from the second virial coefficient. Since the value of
X was less than zero and the coils are expanded from their unperturbed
dimension, their results indicated that both blend systems are com-
patible in the dilute regime.
More recently, Kirste et al_. [14] studied the SANS behavior of
polystyrene (PS) and poly(vinyl methyl ether) (PVME) blend as a
function of temperature. They calculated a value of X for each tem-
perature studied. Their result indicated that as the temperature is
raised, the value of X increases from negative to positive. This
means that the blend is becoming incompatible as the temperature is
raised. Indeed they showed that when X is above a critical value of
X, Xc, given by Scott [22] as:
X = 1 (_L + J_,2
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(1)
where and ?2 are the degree of polymerization of component 1 and 2.
respectively, the blend becomes optically opaque.
In this section we report the results of a study on blends of iso-
tactic polystyrene with atactic polystyrene of various compositions.
By deuterium labelling of the atactic polystyrene (which does not
appreciably change the physiochemical properties of the blend, except
its neutron scattering cross sectional area), we have determined the
conformation of the labelled atactic chain, its experimental deter-
mined molecular weight and the second virial coefficient which is
directly related to the interaction parameter X.
CHAPTER II
Theory
In a binary mixture in which at least one component is of low
molecular weight, the main contribution to a negative free energy of
mixing, AG^ix is the combinatorial entropy of mixing. If on the other
hand both molecular weights (M^ and M^) approach infinity, then the
combinatorial entropy vanishes and the thermodynamic behavior is
governed by the contact energy [16]. A third contribution to AG^^^
results from free volume change, but this contribution is always
positive, i.e. unfavorable mixing. However, if there is no volume
change upon mixing, then for a polymer blend to exhibit compatibility
(at Ml, M2 ^ 0=), the contact energy due to "specific" interaction such
as hydrogen bond, must be exothermic which can counterbalance the
unfavorable entropy of mixing.
The usual method to describe polymer compatibility is the lattice
treatment as developed by Flory-Huggin [2]. For a two-component
system in the absence of a solvent, is given is by Scott [23] as:
^^ix = AHmix - TASmix (2a)
^^in = [ni ln(j)i + 02 ^n<^2 + ^12 <J>1 <^2 (niPi + nzPz)! (2b)
where
<}>i and <^2 denote the volume fractions of the two polymers in the
mixture, and P2 are the degree of polymerization, and ni and n2
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are the number of moles of polymer 1 and 2. respectively. The chemi
cal potential of component 1, mi, is then defined as
API = (^)
3ni n2,T,P (3a)
Ami = RT [In^i + (i - ?js>-^) + Xi2*2^] (3b)
The degree of polymerization is then defined as
where and V2 are the molar volume of polymer 1 and 2 respectively
and Vp is the reference volume of the volume occupied by the monomer
unit. Equation (3b) (for small value of ^2) then becomes, as derived
by Kriste [11]:
-Api = RT [ (P1/P2) *2 + (0.5 - P1X12) '^2^ + ....] (5a)
= RT [(Vi/M2)C2 + A2 Vi C22 + ] (5b)
V 2
where A2 (second virial coefficient) = (0.5 - P1X12) (6)
In equation (5), C2 is the concentration of component 2 which is
given as:
C2 = *2/V2 (7)
and is the molecular weight of component 2. However for a three
component system, such as the case of isotactic polystyrene, hydroge-
nated atactic polystyrene and deuterated atactic polystyrene, we must
rewrite equation (2) as a summation over all components:
3 3 3
^Gmix = RT { z ni In <t>i + z z Xij ^^<i>^ (z ^^p-) }
1=1 ij=l ^ '
Afterward the chemical potential is defined as:
Ami = (-^) f9^9^1 n2, na, T,P
The calculation of equation (9) is very tedious and cumbersome.
Unfortunately, at the time of this writing the exact mathematical
solution has not been worked out to obtain the equation for the second
virial coefficient. This is the objective of future work.
Yamakawa [17] derived the general expression for scattering based
upon the fluctuation theory, for a mul ticomponent system as:
[ Z k2 c2 ^ii - 2 Z Z kikjCiCj^-j] (10)R
K
4'
where
Rq = Rayleigh ratio
K = constant
Ci = concentration of component i
ki = contrast factor relative to the solvent
-
MikT ^ 8Cj ^ T,P,c, "
^''^
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where
Pi = chemical potential of component i
M-j = molecular weight of component i
The chemical potential is expressed by Yamakawa as:
yi = ui (T,P) + kT In TiCi (12)
where i s an activity coefficient such that > i as Ci ->- 0.
Thus for the case of a dilute solution:
In Yi = Mi (z B2,ij cj + Z z B3,ijkCjCk + ...) (13)
where the B's are the apparent second and third virial coefficients,
respectively.
Substitution of ^ into equation (10) and after tedious calculation
for a three components system, Yamakawa arrived at:
^ = ^-Zr^* 2 B,_,ppC2 . ...] (14)
•^6 '^2,app
The derivation of equation (14) is valid only at zero scattering angle
and dilute concentration of C2. However, to take into account the
effect of intramolecular destructive interference in a system,
Yamakawa [17] derived the general formulation for scattering from a
multicomponent system, based upon the distribution function as:
I(q) = Z ki^ MiPii (q,c) Ci - 2 Z Z CiCjkikjMiMjA2i j(c)P2i (^^^
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where:
ki.kj = contrast factor relative to the solvent
q = scattering vector = (4ttA) (sin 6/2)
^1 = concentration of component i
Pi(q,c) = single particle scattering function
Pzlq.c) = interparticle scattering function
Equation (15) is valid only at infinite dilution due to the
expansion of concentration terms. In the particular case of two
components, equation (15) reduces to the Zimm equation in the limit
of e and c -> 0.
Both approaches suffer from the fact that the expressions were
developed assuming infinite dilution. In a highly concentrated
system, the expansion of equation (13) is not valid, and the expansion
of concentration to derived equation (15) is not valid. The exact
nature of this concentration expression needs to be derived and
remains the objective of future studies.
Nevertheless, for a three component system consisting of only
deuterated and hydrogenated specie, we can define:
Polymer 1 Hydrogenous Concentration
Polymer 1 Deuterated Concentration Cq
Polymer 2 Hydrogenous Concentration 1-(CH+C[))
Thus, we can write:
ki = (aH - as) = Bh (16a)
kz = (ao - as) = Bq (16b)
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where a's are the scattering cross section of the hydrogenated.
deuterated, and solvent species.
Now assuming that:
a) deuteration of the hydrogenous molecule has negligible effect
on the monomer-monomer interactions, we can write very generally:
A2HD = A2HH = A2DD = A2
b) Both the deuterated and hydrogenerated specie have the same
molecular weights with narrow polydispersity
. In this case the
interparticle scattering functions would be the same, so we can write
very generally:
Ml = M2 = M
P2HD = P2HH = PzDD = Pz (18)
Thus equation (15) becomes:
I(q) = (ChBh^ + CqBd^) M Pi(q,c) (19)
- 2 (ChBh + CdBd)2 M2 A2(c) P2(q,c)
Now keeping the blend concentration constant, i.e. Cq + Ch = C,
we can envisage a number of experiments:
a) Measure the scattering from a blend with Cp = 0
I(q)| = CBh2 MPi(q,c) - 2C2 Bh^ M^ A2 (C) P2 (c) (20)
Cd=0
Thus if we subtract equation (20) from equation (19), the excess
intensity is therefore:
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I(q) = Cd(Bd2 - Bh2) MPi(q,c)
-2 [Cd2(Bd . Bh)2 . 2 ChCd(Bd-Bh)]M2 (c) ?, (q.c) (21)
The equation for the two component system is developed by Zimm
[18] as:
I(q)
^ = MCDPi(q,c) - 2A2M2 Cq^ (q,c) (22)
In a conventional Zimm plot, the extrapolation of Cq to zero yields
the single chain scattering function, extrapolation of q to zero
yields the value of A2 and double extrapolation of q and c to zero
yields the value of the molecular weight. In equation (21). we can
extrapolate q to zero to yield a value of A2 but its coefficient is
different from that of a two component system. However, we cannot
extrapolate c^ 0 due to the dependence of Cq in the second term of the
equation. However if MA2 or (Bh/(Bh + Bq)) « 1. then we can do the
extrapolation for concentration only as an approximation. Another way
is to obtain P^ separately. This can be done by several methods:
a) Do two experiments with different concentrations of the
deuterated specie (Cq) weighted by the coefficient of P2 to obtain Pi.
b) Look for a null system where Co =
-2ChBh
Bd - Bh
c) Use a different background subtraction. Consider a system
where polymer 1 is a random copoymer where the H/D ratio = Ch/Cq. In
such a case:
Bcop = (CdBd + ChBh)/C (23)
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Icop(q) =1^ (CqBd + ChBh)2 MPi (q,c) (24)
- 2{CdBd + ChBh)2 m2 A2 (c) P2 (q.c)
Now, subtraction of equation (24) from equation (19) to remove the
P2 (q,c) terms completely gives:
I(q) = (Bd - Bh)2 M Pi(q,c) (25)
This development is similar to that of Summerfield et al_. [23,24].
This third method is employed in this study to measure the single
chain scattering function. In the Guinier range, (i.e. qR^ << i,
where Rg is the mean radius of gyration). Pi (q,c) can be written as
Equation (19) was derived upon the basis that the labelled and
unlabel led molecules are of similar molecular weight. King, et^ al_.
[25] had shown that this equation is valid up to a molecular weight
ratio Mw(PSD)/Mw(PSH) of 3.0. Equation (19) deteriorates very rapidly
when the ratio is greater than 3.0 because of the concentration depen-
dence on the scattering function.
In this study the molecular weight of the labelled and unlabelled
polystyrene are very nearly identical, so there not be the problem of
mismatched molecular weights to effect the concentration dependence on
the scattering function.
CHAPTER III
Experimental
_Samp1e Preparation. Both isotactic and atactic polystyrene were
obtained from Polymer Laboratories of Shrewsbury, England. The weight
averaged molecular weight (Mw) of IPS was 389,000 with a polydispersity
less than 3.2 and the Mw of APSH were 522,000 and 456.000 with a poly-
dispersity less than 1.1 and and 1.05, respectively. Deuterated atac-
tic polystyrene (APSD) was also obtained from Polymer Laboratories
with a Mw of 547,000 and a polydispersity of less than 1.12.
All blends were prepared in identical fashion. The isotactic
polystyrene was purified according to the procedure used by Warner et
a1 « [27], Pre-weighed amounts of IPSH and APSH were prepared first to
obtain the host matrix composition. Each host matrix was then blended
with 1, 3, 5 and 7% by weight of labelled atactic polystyrene, by
dissolving in benzene to make a 1% solution and then f reeze-dried.
The resulting blend was then pressed under vacuum into disc-shaped
pellets, 0.13 cm thick. The pellets were molded at 260°C under vacuum
to avoid oxydative degradation and to eliminate microvoids. To reach
the relaxed state of the macromolecule, a molding time of 25 minutes
was used. The system was then quenched in room temperature water to
freeze the conformation. All the characteristics of these blends
(molecular weight, composition, and concentration) are listed in Table
17.
SANS Measurement . All measurements were done at room temperature.
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Table 17
Samples for SANS Experiments
Matrix
Composition
APS/ 1 PS Mw(IPS)^ Mw(APS)^
Pure IPS 3.89 X 105^
25/75 5.22 X 105^
50/50 It
75/25 II 4.56 X 10^^
Each composition blended with 1, 3, 5 and 7 wt% deuterated
polystyrene (PSDa)
MwCPSDq)^ = 5.47 X 105
Mw/Mn < 1.12
a) Molecular weights as determined by GPC
b) Flw/Mn < 3.2
c) Mw/Mn < 1.1
The measurements were carried out at the National Center for Small
Angle Scattering Reserach (Oak Ridge National Laboratory) (NCSASR)
on the 30 meter SANS facility. Description of the apparatus is given
in references 19 and 28. For this investigation, the incident beam was
4.74 A (AA/A = 6%) and the sample to detector distance was 14.8
meters. This gives a transfer momentum value of q = 1.0 x 10-3 ^-i
where q = — sin where 8 is the angle between the scattered and
incident beam.
CHAPTER IV
Results
In this study, it was felt that in the melt state, the only dif-
ference between the isotactic and atactic polystyrene chains is due to
tacticity. Thus the scattering is very similar to that of a two com-
ponent system of a labelled specie in a host matrix. By making this
assumption we can use equations (5b) and (22) to do a Zimm analysis to
obtain the molecular weight and the second virial coefficient
.
In this investigation, a reference sample was used to calculate
the molecular weight of the labelled specie in the blends. The
reference sample that was employed was a 5% APSD in a host APSH matrix
of the same molecular weight. The molecular weight of the reference
sample was identical to the labelled species used in the blend. Since
the single chain scattering function is identical for all specie and
the experimental conditions being identical for both the reference and
sample, we can rearrange equation (25) to give:
Ms =
^s^^Ple(q) ^^ref{}::Cr^ -
^reference(q) Csam(l-Csam)
where Cpg^ and Cgam are the concentrations of the labelled specie in
the reference and sample, respectively. Ms and Mr are the weight-
averaged molecular weight of the sample and reference, respectively.
For each blend series, a blank sample (i.e. with no deuteration)
of the appropriate ratio of isotactic to atactic polystyrene was
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prepared. The scattering from these samples give us the incoherent
scattering level
.
All of the sample scattering intensity values were corrected for
detector's sensitivity and parasatic scattering. The incoherent scat-
tering values for each blend series were then subtracted from the
sample scattering of the appropriate blend composition. A plot of the
net scattered intensity values is shown in figure 87 for a typical
sample.
For each blend series a Zimm analysis was done to measure the
radius of gyration, molecular weight and the second virial coefficient.
Zimm plots of all blends series are given in figures 88 to 91. The
mean z-averaged radius of gyration was measured by extrapolation of
c = 0. The second virial coefficient (A2) was measured by extrapola-
tion of q = 0. The mean weight averaged molecular weight was measured
by double extrapolations of c = 0 and q = 0.
The mean z-averaged radius of gyration was corrected by method of
Schultz [26] to obtain the mean weight averaged radius of gyration. A
summary of the results are given in Tables 18 and 19.
Table 18
Zimm Analyzed Results for IPS/APS Blends
Composition
APS/IPS (Rg)w.NM Ww X 10-5
Pure IPS 23.6 + 4.3 4.59 + 0.71
25/75 17.5 + 1.4 5.14 + 2.96
50/50 22.9 + 2.7 7.61 + 2.09
75/25 20.1 + 1.9 6.09 + 1.09
^Unperturbed (Rg)^ for PSDa (Mw = 5.47 x 10^) in G solvent
is 20.3 nm (Reference 19)
.
True Rw of PSDs as determined by GPC is 5.47 x 10^
Table 19
Values of A2 and X
Sample
(cm^ X g-2 X mol.)
X X 10'
100% IPS . 2.78
75% IPS 3.98
50% IPS - 1.03
25% IPS - 1.48
+ 0.69 3.8 + 1.0
1 2.00 - 3.0 + 1.5
1 0.56 2.0 + 1.1
+ 0.83 2.5 + 1.4
^
= 4.0 X 10-"^
Values of X from equation (6)
CHAPTER V
Discussion
Radii of Gyration
. The most important result to notice is that
there is no significant deviation of the labelled APS from the unper-
turbed dimension. The unperturbed dimension remains quite close to
that obtained by various other workers on atactic polystyrene in the
bulk state [1,19]. These results indicate that in the melt state, the
isotactic polystyrene has no significant interaction with the atactic
chain in all concentration ranges studied. However, as shown by
Russell [20], the unperturbed dimension does not neccessarily mean
non-segregation since for a polymer-polymer system, if there is no
significant interaction between chains. However, the experimental
molecular weight is much more sensitive to segregation effects.
Molecular Weight . The experimental values of the molecular weight
of the labelled polystyrene calculated for each blend series agreed
within experimental error to that of the true molecular weight. The
true molecular weight was calculated from gel permeation chromatography
(6PC). However, on some samples, the error range is about 40%. This
is not unexpected since Schelten et_ al_. [21] have shown that deviation
from a statistical distribution involving less than one monomer unit
in a thousand would cause the experimental determined molecular weight
to exceed the true molecular weight by a factor of a hundred.
Second Virial Coefficient . For all blend compositions studied,
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the value of the second virial coefficient A^, was very close to zero,
as given in Table 19. For a polymer-polymer system A2 is related to
^12 by equation (6)
:
The value of was calculated from equation (6) and is given with
the value of A2 in Table 19. The critical value of x can be predicted
for a polymer-polymer system. As was shown by equation (1):
The value of x^ for this system was calculated to be 0.0004. Kirste
et al_. [14] have shown that if X > x^, there is phase segregation of
the components. If X = 0, then the mixture is defined as ideal and if
X < 0, then the system is compatible.
The value of X for this IPS/APS blend system was less then X^ for
all blend series. This indicates that the components are not
segregated. Since there was no indication of chain expansion from
their unperturbed dimension and the molecular weights are comparable
to the true molecular weights, it may be concluded that the IPS and
APS blend systems behave in an ideal fashion.
216
Figure 87. Representative plot of a sample scattering after correc
tenng angle and X = wavelength.]
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Figure 88. Zimm plot for perdeuteropolystyrene in 100% isotactic
polystyrene matrix. C is concentration in g/cm3.
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Figure 89. Zimm plot for perdeuteropolystyrene in 75/25 IPS/APS blem
mixtures. C is concentration in g/cm^.
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Figure 90. Zimm plot for perdeuteropolystyrene in 50/50 IPS/APS
blend mixtures. C is concentration in g/cm^.
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224 .
Figure 91. Zimm plot for perdeuteropolystyrene in 25/75 IPS/APS
blend mixtures. C. is concentration in g/cm^.
225
226
SECTION II
REFERENCES
1. J. P. Cotton, D. Decker, H. Benoit, B. Farnoux, J. Higgins, G.
Jannink, R. Ober, C. Picot, and J. des Cloizeaux, Macromol
. , 7_,
863 (1974).
2. P.J. Flory, Principles of Polymer Chemistry
, Cornell Univ. Press,
Ithaca, NY, 1953.
3. P. Outer, C.I. Carr, and G.H. Zimm, J. Chem. Phys., 1_8, 830
(1950).
4. W.R. Krigbaum and O.K. Carpenter, J. Chem. Phys., 59, 1166
(1955).
5. L. Utracki and R. Simha, J. Chem. Phys. 67, 1052 (1962).
6. W.R. Krigbaum, O.K. Carpenter, and S. Newman, J. Chem. Phys., 62,
1 586 (1958).
7. J.M. Guenet, C. Picot, and H. Benoit, Macromol., 1_2, 86 (1979).
8. D.G.H. Ballard, M. Rayner, and J. Schelten, Polymer, 21_, 131
(1980).
9. G.D. Wignall, H.R. CHild, and F. LiAravena, Polymer, 21_, 131
(1980).
10. R.P. Kambour, R.C. Bopp, A. Maconnachie, and W.J. MacKnight,
Polymer, 21_, 133 (1 980).
11. R.G. Kirste and B.R. Lehnan, Makromol . Chem., Vri_, 11 37 (1976).
12. W.A. Kruse, R.G. Kirste, J. Haas, B.J. Schmitt, and D.J.
Stein,
Makromol. Chem. 1 77, 1145 (1 976).
227
13. J. Jelenic, R.G. Kirste, B.J. Schmitt, and S. Schmitt-Strecker,
Makromol. Chem. 1 80, 2057 (1979).
14. J. Jelenic, R.G. Kirste, and B.J. Schmitt, to be published in
Makromol. Chem. 1 83 (1982).
15. H. Benoit, J. P. Cotton, D. Decker, B. Farnoux, J.S. Higgins,
G. Jannink, R. Ober, C. Picot, Nature Phys. Sci., 245, 13 (1973).
16. 0. Patterson and A. Robard, Macromol . , Vl_, 690 (1978).
17. H. Yamakawa, Modern Theory of Polymer Solutions ,
Harper and Row,
New York, NY (1971) p. 211.
18. B. Zimm, J. Chem. Phys., 16, 1093, 1099 (1948).
19. G.D. Wignall, R.W. Hendricks, W.C. Koehler,
J.S. Lin, M.P. Wai
,
E.L. Thomas, and R.S. Stein, Polymer 22, 886 (1981 ).
20. T. Russell, Ph.D. Dissertation, University
of Massachusetts,
Amherst, MA (1979).
21. J. Schelten, D.G.H. Ballard, G.D.
Wignall, G. Longman, and W.
Schmatz, Polymer, U, 751 (1976).
22. R.S. Scott, J. Chem. Phys., H, 279 (1949).
23. A.F. Ackasu, G.C. Summerfield.
S.N. Jahshan, C.C. Han, C.Y. Kim,
H. Yu, J. Polym. Sci.-Polym. Phys.
Ed., 18, 863 (1 980).
24. G.C. Summerfield and S.N.
Jahshan, J. Poly.. Sci.-Polym.
Lett.
Ed., 10, 859 (1980).
25. C. Tangari, J.S. King, and
G.C. Summerfield, Bulletin of
the
American Physical Society Meeting,
Phoenix (1981).
26 K. Altgelt, and G.V.
Schultz, Makromol. Chem., 36. 209
(1960).
Phys. Ed., 15, 2113 (1977).
R.W. Hendricks and W.C. Koehler, J. Appl . Cryst.,
publ ished.
APPENDIX I
ONE DIMENSIONAL POSITION SENSITIVE DETECTOR
IN THE DEPARTMENT OF POLYMER SCIENCE AND ENGINEERING
229
APPENDIX I
DESCRIPTION AND ALIGNMENT OF THE UNIVERSITY OF MASSACHUSETTS
ONE DIMENSIONAL POSITION SENSITIVE DETECTOR
IN THE DEPARTMENT OF POLYMER SCIENCE AND ENGINEERING
Introduction
The one dimensional position sensitive detection (IDPSD) in the
Department of Polymer Science and Engineering is mounted on a Kratky
small angle x-ray camera. This project was initiated by Thomas P.
Russell [1] and subsequently completed by this author.
The Kratky collimation geometry is one of several SAXS geometries
noted for both high angular resolution and very low parasatic scat-
tering [2,3]. Russell [4,5] did an extensive study in the modifica-
tion of the Kratky to use a IDPSD and the reader is encouraged to
read his report to gain better background understanding of the appli-
cation of the IDPSD. For a more detailed understanding of the
electronic operation and theory of signal -timing, the pioneering works
of Kopp [6,7,8] should be read.
Components
A. Detector . During the course of this study, two types of IDPSD'
s
were brought from commercial sources. The first type was a flow-gas
detector manufactured by Tennelec and marketed as Tennelec PSD 1100.
This type of detector uses a PIO gas (90% argon, 10% methane) with a
230
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carbon coated quartz wire for detection of x-ray. The second type of
detector used was a sealed detector manufactured by Technology for
Energy Corporation (TEC) and marketed as TEC Model 210. This type of
detector has a xenon/methane atmosphere with a stainless steel wire
for detection of x-ray. Although these two types of detector are of
different construction, they are basically resistance-capacitance
(RC)line encoding-decoding analysis. The advantages and disadvan-
tages of these two types of detector will be discussed later in this
appendix.
B^. Electronic . RC-line position encoding and decoding by pulse shape
analysis and crossover timing was basically the same one used by
Russell [5] and by Schelten and Hendricks [9]. The schematic of the
UMASS IDPSD electronic is given in figure 100. An important aspect to
notice is that the preamplifier is included in the detector to mini-
mize the electronic noise. The electronic for the UMASS IDPSD system
was manufactured by ORTEC, a picture of which is shown in figure 101.
The multichannel analyzer was manufactured by INO-TECH and marketed as
INOTECH 5200.
Modification of the Kratky Col 1 umi nation System
The unique feature of a Kratky collimnation system is the use of a
U-block and a bridge [10,11] to define an asymmetrical beam. These
components ultimately define the main beam profile, amount of parasa-
tic scattering and the angular resolution. The usual Kratky camera
comes equipped with a step-scanning device mounted on an evacuated
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flight path to record the scattering. However, the IPDSD acquires the
entire scattering profile simultaneously and thus a vacuum tank uti-
lizing the PSD must be geometrically similar to a film camera. The
extent of modification depends upon the spatial resolution of the
detector and the desired angular resolution. In our case the spatial
resolution of the commerical ly-obtained detector was approximately 200
microns point to point resolution. For a 0.4 mradian 3800 " ) angu-
lar resolution would require a sample to detector distance of one-half
meter.
In the modified camera (Fig. 92), the normal flight path was
replaced by a new vacuum chamber. The new vacuum chamber is essen-
tially a trapezoidal box made of aluminium with 1/16" lead lining on
the inside. All of the dimensions of the flight chamber are large
enough so that there is no chance of the main beam striking the inner
wall no matter what entrance slits and beam limiters are employed.
The lead lining serves two purposes: to minimize stray radiation from
hitting the detector due to any small reflections or diffration
effects from the alumnimium walls, thus cutting down the parasatic
scattering, and to help stabilize the vacuum chamber and ultimately the
alignment. The front section of the flight path was mounted onto a
steel dove-tail flange that was compatibile with the initial section
of the flight path of the original camera. In this way, the tilting
mechanisms of the original camera could be retained. Mylar film
covered the entrance slit of the vacuum chamber. A schematic of
the
system with a IDPSD is shown in Figure 93.
The rear of the vacuum chamber was designed in an interlocking
fashion. They are shown in figures 94 and 95. A slot was cut on one
piece and was sealed with a sheet of 0.05 cm thick beryllium as shown
in figure 94. On the other side of this piece a slit was cut per-
pendicular to the slot so that a tungsten beam stop (polish by a
diamond tip miller) was held across this slot by a pin. The use of
tungsten was necessary to stop the main beam from hitting the detector.*
This piece was polished to very low tolerence to ensure that the para-
satic scattering be as low as possible. The detector is mounted onto
this piece is by way of a dovetail. The dovetail mount is parallel to
both the slot of the rear flange and the entrance slit of the
detector. A fine tread screw mechanism, equipped with a dial micro-
meter is attached to the dovetail mount so that there is freedom in
the up-down direction for the detector only. The whole vacuum chamber
and detector is then mounted on the original step scanning screw
mechanism so there is freedom of up-down movement for the vacuum
chamber pivoted about the tilting mechanism (this serves to raise or
lower the tungsten beam stop).
*As pointed out by Russell [5], it is essential to mount the tungsten
beam stop in the internal face of the flange so that the incident x-ray
beam does not impringe upon the beryllium window. Strong diffraction
maximum can be seen if the beam stop is placed after the beryllium
window [9].
A1 i gnment of the Kratky Camera wijbh_ a_ IDPSIl
The alignment procedure is essentially consisted of three major
parts: rail alignment, detector's alignment with the vacuum chamber,
and electronic alignment of the detector. This alignment procedure
was intially developed by Russell [1] and modified by this author.
The use of the extended flight path placed severe limitations on
using the normal procedure of alignment since it had to remain
attached to the camera during fine adjustments. However, Russell [5]
found that if the camera was finely adjusted without the flight path
using the normal adjustment procedures, then when the flight path was
mounted, the alignment was disturbed simply due to its size and mass.
A. Initial Rail Alignment . This is done without the vacuum chamber
nor the sample chamber in place. It is necessary to use a propor-
tional counter to record the intensity at each particular location.
The nomenclature used follows that of Anderegg et al_. [12].
During the course of assembling Kratky small angle x-ray goniometer
an attempt at alignment was made using the manual supplied. This
produced very unsatisfactory results and consequently the procedures
outlined here was developed. The alignment procedure consists of a
series of steps beginning with the intial alignment of the optical
bench rail. It should be noted that any alignment should begin here
since small maladjustments of movements of the rail can cause rather
complicated and, perhaps, unsolvable problems at a step further on.
Unless an experimenter can rule out misalignment of the rail
then it
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is strongly advised that the rail be stripped of its various com-
ponents and the alignment begin from step one.
Throughout the course of the alignment one crucial assumption must
be made. That is, that the track of the horizontal scanning device
(HSD) is in a plane parallel to the plane containing the surface of
the optical bench rail. The reason this assumption is crucial is not
really associated with the alignment itself since one can produce a
collimated system oriented in whatever fashion one desires. However,
if the track of the HSD, and consequently the line of x-rays, is not
parallel to the rail then one can not use the detection equipment
supplied with the system. A scattering profile must be collected in a
direction strictly perpendicular to the beam in order to correctly
apply the various dismearing routines. If the condition mentioned
above is not fulfilled then scattering profile can not legitimately be
obtained.
As is evident the procedure consists of a series of steps labelled
with an appropriate number. This does not necessitate that the order
be unchanged. For example the order of steps 1, 2, 3 can be rearranged
to 2, 3, 1 if desired. The sequencing listed here was the preference
of the authors but can be modified if one desires.
Rai 1 Al ignment Procedure
Before entering into a detailed alignment procedure an overview of
the strategy used in alignment requires that the focal spot be
parallel to both the entrance slit and receiving slit and that all
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three are symmetric about a center line in the camera. Consequently,
the camera was divided into three sections: the rail, entrance slit
collimation and the receiving slit geometry. Sections involving the
rail alignment address the problem of symmetry whereas the entrance
and receiving slit sections are concerned predominantly with the homo-
geneity of the beam. Via this approach, a systematic and rigorous
alignment of the apparatus can be achieved.
Step \_: Initial Al ignment of_ Optical Bench . Before any sort of quan-
titative aligning can be done the optical bench must be roughly
aligned by eye. This can easily be accomplished by placing the low
resolution bridge system at the front of the bench and raising it so
that the bridge system is approximately the same height as the aper-
ture on the x-ray tower. Bring the entrance slit to the midpoint
of the x-ray port will accomplish this. Now, looking down the optical
bench from the end furthest from the tower (referred to as rear of the
optical bench) the bridge system is squared visually with the x-ray
tower mount. It was found that the low resolution bridge system is
best suited for this purpose.
Step 2 A. Vertical Beam Scan with V^. With the appropriate bridge
system on the optical bench a vertical scan of the beam is made. This
is done by observing the intensity as a function of dial setting on
the front leg, V^. These data are plotted and the vertical position
that is least sensitive to slight fluctuations is chosen. By
selecting this position the stability of the beam intensity is maximized
so that drastic fluctuations in the incident beam intensity
observed.
rmcron siit is given below:
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The plot for these data are shown in Figure 96. Indicated also is
the position selected for the best vertical positioning.
The irregularity of the focal spot profile is due to the shape of
the filament and/or current variations along the filament in the x-ray
tube used to produce the electrons. Since the filament is a coil, the
beam of electrons impinging on the copper target will not be homoge-
neous and will contain irregularities. Consequently, the x-ray
intensity across the target will not be homogeneous.
Step II B. Vertical Scan With V?. After the optimum position, i.e.
the least sensitive position, of has been determined the front leg
is raised or lowered to this position and locked in. Using V2 a simi-
lar scan was performed by adjusting the rear of the optical bench.
Again an insensitive position in the profile (not shown) is determined
and V2 is set and locked in place.
Step II A is repeated and the previous setting is compared to the
newly obtained setting. If there is a wide discrepancy is set and
locked at the new setting and Step II B is repeated. A comparison to
the old setting is made. These steps are repeated until reproducible
settings with and V2 are found. When satisfactory reproducibility
is obtained the rail should be at a 6° take-off angle and in a posi-
tion that is not sensitive to small vibrations of fluctuations in the
focal spot.
A convenient check on the take-off angle can be made from the pro-
file of the focal spot with Vi. The width of the vertical beam pro-
file is directly related to the size of the focal spot, the width of
the entrance slit, and the distance between the focal spot and the
entrance slit. The geometry is shown in Figure 97 and the calculations
are straightforward.
Step m, Ti_U Adjustment of the Bridge System
. Using the horizontal
scanning device (referred to as HSID) and the detector equipped with a
pinhole mounted flush to its face, the beam intensity if observed in
the zero position of the HSD. This ensures the experimenter that
contributions from both sides of the slit will be collected with equal
weighting. In order to perform the remaining part of the tilt experi-
ment it is mandatory that there be two workers present or that there
be a rate meter visible to the worker while adjustments are made. The
procedure is as follows: By vertical variation of the front leg the
entrance slit is brought out of the main beam until the count rate is
virtually nil. By reversing the direction, the slit is brought into
the main beam to an arbitrarily selected count rate. This is strictly
an arbitrary selection and 1 x (10^) counts per second proved to be
adequate. The slit is then moved through the main beam until the
same count rate is found on the opposite side of the beam. The two
readings of the vertical position are recorded along with the dif-
ference and the tilt angle. The tilt angle is then changed and the
procedure is repeated with the distance traversed through the beam
being determined as a function of tilt angle. These data are then
plotted (path length vs. tilt angle) as shown in Figure 98.
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Lower Height Upper Height Path Difference Tilt Angle
30.7 55.3 24.6 3.6
30.9 55.55 24.65 3.7
31.0 55.25 24.25 3.8
31.05 55.15 24.12 3.9
31.15 55.2 24.05 4.0
31.2 55.3 24.10 4.1
31.1 55.3 24.20 4.2
31.0 55.35 24.32 4.3
The minimum in the curve is selected as the best tilt angle since
when the slit is parrallel to the main beam, the distance traversed
through the beam is at the minimum.
Since the scale on V^^ is not calibrated to the tenths position one
can question the accuracy of these results. However, the results were
found to be reproducible and the subsequent homogeneity run bore this
out.
Alternatively, Anderegg et_ al_. [12] describe an alternate technique
which may be substituted for the above procedure. The slit which
those experimenters employed was not supplied with the camera, thus a
suitable piece is needed to be constructed in this laboratory in order
to conduct the tilt experiment as they prescribe.
Step IV A. Beam Homogeneity . The height and tilt determined in sec-
tions II and III are set by tightening of the adjustment screws. The
beam is then scanned horizontally to determine the width of the
beam
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and its homogeneity. If the intensity of the beam is not constant
across the width of the beam then the tilt was not done properly and
Step III should be repeated.
Step IV B: Beam Symmetry
. Once homogeneity is obtained the symmetry
of the beam about the zero point on the HSD is determined. If the
beam is not symmetric then the front leg needs adjustment or the back
leg needs adjustment in the horizontal plane. This is accomplished by
adjusting Hi and H2. It is rather difficult to determine whether
or H2 require adjustment due to their peculiar pivot points. Trial
and error, although tedious was the choice of attack. It will be
found that accurate eyeing of the rail (Step I) will yield fairly good
results.
Once satisfactory symmetry is obtained in this position {+_ 5%) the
detector is placed - 40 cm down the rail and the symmetry is again
determined {+_ 5%). Adjustment of legs with the detector in this posi-
tion until symmetry is obtained should be minimal. Once symmetry of
the beam along the rail is found, then the set screws for the horizon-
tal positions are tightened. The results of this section are shown in
Figure 99.
Step V: Placement of the Bridge Beam Limiters . The beam li miters
positioned just before the final bridge collimator serve two important
functions. First of all they restrict the size of the beam to elimi-
nate parasitic scattering arising from the walls of the vacuum flight
path. Secondly, coupled with the actual size of the focal spot the
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limiters define the beam in the length (horizontal) direction. The
size of the limiters used in the apparatus will determine whether or
not an "infinite height" beam assumption can be used for desmearing
procedure
.
Al ignment with the Vacuum Chamber
We will assume that the electronics of the detector are set to
detect CuKa radiation. The vacuum chamber is now placed very care-
fully onto the rail so as not to disturb the rail's alignment. The
detector is then lowered onto the rear flange such that its wire is
below the tungsten beam stop and in the beam itself. It is now
necessary to raise the whole vacuum chamber with the attached detector
by the use of the original step scanning mechanism. Now using the
attenuated main beam, the chamber is slowly lowered until the incident
x-ray start hitting the detector's wire. In order to determine when
the tungsten beam stop is set perpendicular to the incident beam, the
total number of background counts were collected versus the tilt of
the vacuum chamber. When the tungsten edge is perpendicular to the
incident beam, the total counts will be minimized. Alternatively, the
tilt can also be set using the duck tendon scattering (to be discussed
shortly) as a function of the tilt of the vacuum chamber. The correct
tile occurs when there is maximum resolution of the duck tendon scat-
tered profile.
cir-
Electronic A1 ignment
The factory calibration of the detector is included in the
operating manual of the detector. The theory of the electronic
cuit of the systems are given in the articles published by Kopp
[6,7,8] and Hendricks [13] gave excellent review articles on the
effect of gas pressure (only applicable in the Tennelec detector) on
the resolution of the detector.
The schematic block diagram of the UMASS IDPSD, using a Time to
Amplitude Convertor (TAC) is given in Figure 100 and is pictured in
Figure 101. In Figure 100 the wavy curve between each component is
the shape of the electronic pulse that is being outputted from its
proceeding component and that is being inputted into its following
component. The Tennelec flow gas detector outputs a negative pulse,
while the TEC sealed detector outputs a positive pulse.
The basic underlying logic behind the operation of a position sen-
sitive detector is that an x-ray source, either from sample scattering
or main beam, is energized once it hits the detector. Then a pulse is
generated and travels along the detector's wire in both directions.
The two small electronic pulses in each direction are amplified first
by its preamplifier in the detector to create a fast negative or posi-
tive pulse (< 1 volt) along its direction. Arbitrary, it is
designated that one way be the start channel and the other way be the
stop channel. Right here is the basic logic of position resolution.
The x-ray that generate a pulse at a particular location in the wire
travels in both directions of the wire. The time that each pulse
reaches the preamplifier is different depending on which part of the
wire it is coming from. Thus the timing difference of the two iden-
tical pulses that reach the preamplifier is different depending on the
location of the wire. It is this timing difference that one is
measuring. Since the timing difference is on the order of nanosecond
(10-5 second), it is essential that the start and stop circuit be
completely identical since any difference in one circuit will affect
the electronic resolution.
The fast negative or positive pulse that is being outputted along
the start and stop channel's preamplifier is then amplified by its
amplifier and each amplifier outputs a bipolar pulse, which is then
fed into the timing single channel analyzer (or single channel
analyzer) (TSCA)
.
This timing analyzer only picks off where the bipo-
lar pulse crosses the base line. The timing SCA then generates a fast
negative pulse that is being fed into the TAC. The TAC serves two
functions: it collects the fast negative pulse from each start and
stop channel and resolves its timing difference and generate an
amplitude voltage (hence the name time to amplitude converter), that
corresponds to a timing difference, that can be converted by a
multichannel analyzer (MCA) to resolve the position on the detector
wire as a function of channel. However, before the TAC will output an
amplitude voltage, the timing difference must be within a timing gate
for which it is valid and be in the correct energy spectrum (to be
discussed shortly). Thus we can see at this point why all the com-
ponents of the circuits must be in proper operation condition, the
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amplifier must be of very low noise and drift-free, the TSCA be
precise enough to pick off the crossover point, and the TAC being able
to resolve very fine timing differences.
The middle circuit of Figure 100 is the energy discrimination and
the timing gate circuit. This circuit serves two major functions:
first it sets a voltage range for the appropriate energy (i.e. Cuka,
Mnka, etc.). This is done by the energy discriminator in the same
manner as a pulse height analyzer in a proportional counter. The
other function of the ciruit is to set the timing gate for the TAC to
use. The timing gate incorporates all of the timing differences bet-
ween the start and stop channels for the position resolution of the
detector that one wishes to analyze.
In the following section, a step by step procedure is given for
aligning the electronic of the UMASS IDPSD. However, before pro-
ceeding with this procedure, it is essential that the mechanical
alignment of the Kratky camera is done first. For this alignment
procedure, one will need the following items:
a. A uniform radioactive source (usually Fe 55).
b. A lead mask with sixteen or so slots (< 1 mm) cut into it,
shown in Figure 102 and hereafter referred to as lead mask.
c. An ossci 1 loscope capable of resolving in the nanosecond range.
d . A pul se generator.
Before starting, it is essential that each electronic component is
operating properly as specified by the owner's operating manual that
comes with each component.
step U Correct Energy Pul_se for tlie Electronic
. Set the correct
operating voltage and polarity for the detector as specified in the
owner's operating manual. Higher voltage setting will increase the
spatial resolution but decreasing the lifetime of the wire. DO NOT
exceed the maximum voltage allowed. Now set the detector on the
Kratky camera with its vacuum chamber and the main beam stop
(tungsten) above the main beam. Connect the oscilloscope to the bipo-
lar output of the main amplifier (either start or stop channel) with
a 100 Q. termination. Now put a sample in the sample chamber and
open the x-ray window. Look at the bipolar pulse on the scope and
adjust the gain on the amplifier to obtain the maximum voltage out-
put without oversaturation. Note the gain (both the coarse and fine)
setting and set the identical gain setting on the other timing
amplifier. The shaping time is set as specified by the detector's
manual, generally less than 2 pses, depending on the detector used.
Step II : Walk Adjustment . Now disengage the detector wire input to
the main amplifiers and connect one of the main amplifiers to a pulse
generator, on the attenuated output. Adjust the rise time of the
pulse generator to minimum (corresponding to fast rise time) and the
pulse height and normalizer until a maximum of 10 volts is registered
on the scope. DO NOT ADJUST the gain setting of the amplifier.
Disconnect the output of the amplifier to the scope and connect it
into the input of the TSCA. Set the TSCA to bipolar pickoff and set
the window completely open (i.e. lower level discriminator (LLD) at 0
volt and upper level discriminator (ULD) at 10 volts). We do not use
247
the discriminator on the start and stop circuit. Connect the negative
output of the TSCA into the scope and the direct output of the pulse
generator to the external trigger of the scope. Triggering off the
direct output pulse, adjust the trigger level until a negative pulse
appears on the scope (set the time division to about 5 ysec/div).
Remember to have a 100 Q terminator. Now use the delay triggering and
set the delay time division to 1 ysec/div. or less. Adjust the time
interval until the negative pulse reappears on the scope. Now
increase the sensitivity of the delay time division (i.e. towards the
nanosecond/di V range). Now attenuate the pulse at the pulse generator
to 2X, look at the negative pulse at the scope. There should NOT be
any shift in its position. If there is, adjust the WALK screw on the
timing SCA until there is no shift when switching back and forth on 2X
on the pulse generator. Repeat for 4X, lOX, etc. until lOOX, if
possible. As one increases the attenuation factor, there will be
increasing distribution of the pulse's position due to decrease in the
signal to noise.
Now reconnect the wires to the detector.
STEP III . SETTING THE TIMING GATE
Let the detector face the Fe 55 radioactive source. Connect the
output of the summing amplifier to the scope and adjust the gain to
give maximum pulse amplification without oversaturation. Shaping time
is the same as that of the timing amplifiers. The bipolar pulse one
sees on the scope is the summation of all pulses from the detector.
Notice the scale of the voltages. The LLD and ULD of the energy
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discriminator is set to incorporate these pulses only. For example,
consider the diagram below of a set of pulses one sees on the scope:
The discrimination is set at for the LLD and V2 for the ULD. This
setting of the discriminator is different depending on the radiation
source.
At this moment the discriminator is set for Fe 55. Later on, one
needs to reset the LLD and ULD for CuKa in a similar fashion.
Connect the output of the TAC to the multichannel analyzer. Set
the gate wide open on the gate and delay generator. Set the timing
delay on the start channel (the end that is towards the zero angle) to
minimum and the timing delay of the stop channel to maximum. Adjust
the TAC range until the whole detector wire is on the MCA. This can
be checked by placing the lead mask in front of the detector and count
the number of spikes that are shown. They should correspond to one
another. Remove the lead mask and adjust both the timing delay of the
start and stop channels until they just start affecting the homoge-
neity of the wire. Now recollect the data of the Fe 55 radiation
source. The intensity spectrum should be constant across
the whole
wire unless there is deterioration on the wire. Russell et al . [5]
gave alternative ways to test the homogeneity of the detector's wire.
The linearity of the detector is determined according to the
manner of Russell [5] based upon the manner of Schelten and Hendrick
[9]. The lead mask is placed in front of the detector and a profile
is obtained as shown in Figure 103. The position of the maxima were
determined as a function of channel number and plotted versus their
real-space separation. This plot should give a straight line. If
not, then the walk adjustment off, provided every component is in
operating condition as specified in the manual. As alternative way of
determining the linearity of a very small length of wire is by way of
the duck tendon scattering. This will be discussed later.
Now determine the length of the wire that is needed for measuring
the scattering. This is deterined geometrically as to the maximum
angle that one needs to measure. Adjust the TAC range to the wire
length that is needed. Now readjust the start and stop delay to be
within the TAC range. Adjust the delay and the timing gate of the
discrinimator and gate generator to be also within the TAC range.
STEP IV: ADJUSTING FOR CuKa AND ZERO ANGLE SCATTERING
A. ADJUSTING FOR CuKa
Reposition the detector on the vacuum chamber and lower the
detector until the wire is sensitive to the parasatic scattering off
the tungsten beam stop. Now connect the output of the summing
amplifier to the scope and adjust the gain to give maximum pulse
amplification without oversaturation. Readjust the LLD and ULD of
the discriminator accordingly.
B. ZERO ANGLE DETERMINATION
One characteristic of a Kratky collimation system is the asym-
metric profile of the incident x-ray beam. Because of this the center
of gravity of the beam (i.e. the zero of angle) must be determined
experimentally. Using standard step-scanning equipment this can be
done easily by scanning through the beam with subsequent integration
and determination of the first moment of the profile. However, this
could not be done with a IDPSD because of two reasons:
1. There is no easy method available for obtaining a beam
profile without disturbing the system due to the position of the
tungsten beam stop.
2. There are less than 10 channels available in the MCA to
obtain the attenuated beam profile, which only permits a coarse
integration of the profile.
Thus an alternate method was given by Russell [5] based upon
the works of Stinson et^ al_. [14]. This method employs a sample
scattering. The sample selected was a dry, uranyl -acetate stained
duck tendon specimen. Stinson et^ al_. have shown that up to seven
orders of diffraction maxima were clearly visible in the low angle
region. A scattered profile obtained on the same specimen with the
apparatus used is shown in Figure 104. For this case 9 orders are
clearly visible. Employing Bragg's law (nX = 2d sin 26/2), where
d = 640 A the repeat distance of the duck tendon, we can determine the
angle as function of channel number. Thus with this procedure, two
major elements are seen:
1. The relationship of the channel number to the angular posi-
tion of the wire can be determined, thus serving as a standard for
angular calibration.
2. Not only the zero angle can be obtained by extrapolation but
also the linearity of the detector in the low angle region can be
obtained. Plot of the position of each scattered maximum versus the
channel number will be a straight line. Such a plot is shown in
Figure 105. As can be seen, this gives excellent angular resolution
and linearity.
STEP V : NOISE LEVEL AND PARASATIC
The system's performance was characterized in three different ways:
1. The apparatus should have low noise level.
2. A minimal of parasatic scattering which is characteristic of a
Kratky geometry.
3. The apparatus should be able to resolve both weakly scattered
intensities and high angular resolution.
The IDPSD has a very low noise level because the electronic noise
is distributed over the entire angular range, even though the IDPSD
has approximately the same electronic noise per unit time as a propor-
tional counter. Therefore, if 100 channels were being used on the MCA
the electronic noise and background would be 100 times less per angu-
lar reading on the IDPSD than with a proportion counter. This appara-
tus was found to have an average total backgound (electronic noise)
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level of less than 1 count per channel over a collection time of 5
hours.
When the camera is properly aligned, the parasatic scattering will
drop off very fast in both intensity and angular position. This was
found to be the case.
The third performance test was done on the angular resolution.
This was previously shown for the case of the duck tendon scattering
where one can easily see a spacing of 400 A while employing a relati-
vely wide entrance slit. Morra [15] employed the IDPSD to analyze the
scattering from a semi -crystal 1 ine blend and was able to resolve
easily a periodicity greater than 350 A.
STEP \n : SUMARY AND COMMENTS
Thus the basic elements of the alignment procedure are given. It
should be said at this time that one should not be intimidated by all
the buttons and switches of the electronic components. Practice first
with the Fe 55 radioactive source and the lead mask. Once you have
mastered the resolution of the slots on the lead mask then all there
is to do is to adjust to the region one wishes to see.
Russell [5] gave an excellent summary on the effect of fill gas
(for the Tennelec's detector), detectors wire and comparison to other
systems. The use of a IDPSD is a very powerful instrument to collect
SAXS data. Rather than waiting 24 hours or more to collect a scan, a
IDPSD can collect SAXS data in less than 5 hours with good S/N. If
the sample scattering is weak, then a longer collection time is
necessary. Furthermore, since one is able to see the scattering
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profile, it can be immediately qualitatively deduced whether the data
collected is correct or not, or for a series of sample, any kind of
trend is noted or not.
For this study, both types of detectors were used. If it was
found that there was no significant differences between the detectors
as far an angular resolution and linearity goes. However the TEC
detector does have one major advantage in that the resistance does not
change when there is deterioration of the wire, unlike the quartz
wire. This is especially so when one is dealing with strong scattering
Nevertheless, when both are properly aligned electronically, the homo-
geneity and linearity of the wires are indistinguishable.
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Figure 92. Photograph of the IDSPS mounted on the Kratky camera.
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Figure 94. Exterior view of the rear flange showing the beryllium
window and the dovetail mount for the detector.
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Figure 95. Interior view of the rear flange showing the pin for
holding the polished tungsten main beam stop.
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Figure 96 Vertical main beam profile
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t
Figure 99. Horizontal beam profile of the Kratky camera taken at a
distance of 33.5 and 62.5 cm from the focal spot.
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Figure 100. Analog signal processing electronics for the detector.
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Figure 101. Photograph of the electronic set-up for the IDPSD.
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Figure 105. Plot of the scattering angles (as determined from Bragg
law diffraction for the uranyl acetate stained duck
tendon) vs. channel number. The linear regression fit
represented by the drawn line.
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Measurements of single chain form factors
by small-angle neutron scattering from
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A senes of small angle neuiron scatienng measufements on blends ot nofmal potysiyrene (PSH) and
labelled (deuteraied) polysTvene (PSD) have t>een made with concentrauons o( PSD Ifom 5 lo 50 mo!
% It IS shown thai ihe single chain form tactoi of The polymer m bulk can be obtained from a single
concentration measurement for any concenuaiion of labelled molecules, providing Ihe molecular
weights of the parent and labelled molecules are the same and the molecular weight distributions are
narrow
INTRODUCTION
Small-antle neuiron scauenng (SANS) measuremenis on
samples made up of a hosi polymer mainx m which a
proportion of isotopically labelled molecules arc disper-
sed have been used in a wide variety of studies of
amorphous' ' "* and crysialhne*^' polymers These
measurements have conventionally been performed with
small relative concentrations of labelled molecules and
have involved an extrapolation lo zero concentration in
order lo eliminate interchain interference effects. The
inicnsM) of the scattering signal is limned by ihe small
number of labelled chains, and this has resiricied the
SANS measurements lo strongly scattering systems in
order lo achieve a reasonable signal-io-noise ratio.
Recent dc\elopments in scattering thcor) have in-
dicated that 11 IS possible to extract both the singlc-chain
and interchain (interference) functions by performing
measurements at high relative concentrations of labelled
polymer, and Williams ei al '* Hrst reported SANS experi-
ments on concentrated solutions of polyelecirolytes. They
obtained the single chain form factor by extrapolation of
the scattered intensity per labelled monomer to zero
content of labelled chains at constant total solution
conceniration. and the interchain factor from the slope of
the extrapolation line Akcasu et o/"^ generalized the
icchnique of Williams et o/ ' noting that a concentration
RcNcarch ip<»nvored b> the Dimmoti of Mjicnals Sciences. US
Dtpanmeni of Energ\ under contraci W-T-tOSengOb wuh the Umon
Carbide Cor poraiion. b> inc National Science Foundation under grants
DV1R-77.:-MSS lo Ihe Oal. Ridge Naiional Ljboraior> and DMR-KO-
127:4 (ELTi arnl OMR 7ts-0592S (RSSl to the Umversii) of
Mas'-achusetii. and b\ ihe Maienals Re^earch Laboraior> of the
L'nivcTMiv of Ma^vachusetlS-
*• PreNcnt addfc\i Technology for Energ> Corporation t0770
Duichiown Road, knoiville. TenncNs« 37922
00?: >K6I Kl 07li^>i6 WS02 00
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extrapolation procedure u as not necessary, and measured
the radius of gyration of poKisoprene in the bulk b>
extracting the intrachain signal using scattering data from
twodifferent concentrations (6 9 and 14.5 wt "„) of labelled
molecules. In this paper we show, with well-defined
polystyrenes, that the single chain form factor of ihe
polymer in bulk may be obtained from a single con-
centration measurement for an v concentration of labelled
molecules, provided the molecular weights of the parent
and labelled molecules are the same and the molecular
weight distributions are narrow
THEORY
The intensity UK] of coherent elastic neutron scattering
from a pure unlabelled system consisting of one com-
ponent (type 1 1 can be written as
I{K) = Sa]P,{K)+N'a]Q,,{K) (I)
w here K = An ';.sin0 is the neutron scattering vector, /. is
the wavelength of the neutron. 26 is the angle of scatter, a,
is the scattering length of a monomer of component 1, N is
the number of molecules per unit volume. P,(K') is the
intrachain signal which origmates from the scattering of
the monomer pairs belonging to the same polvmer chain
and ^, is the interchain signal which originates from
the scattering by intermolecular monomer pairs. For a
pure single component which contains no residual voids
or heterogeneities (catalyst residues, impurities, stabi-
lizers, etc ). the scattering is due simpl) to density
fluctuations. For amorphous polymers the density fluc-
tuation scattering is small" and. neglecting this com-
ponent, we may write, following Benoii' :
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Polystyrene angle chain
Ftgur* 1 Two-d'meniiof\ai scattrfing Irom 10 4\ PSD rrxXecuIn
(M^ • 77400) in PSH matnii lAf^ • 750001
and similar cquaiions may be wniicn for a svsicm
consisunc of a pure unlabellcd componenl 2 wnh only a
chance of subscripts If iwo polymers are blended log
eiher \n such a fashion thai A'
j
equals the mole fraction of
componenl I. A
_> is ihe mole fraction of component 2 and
S IS Ihe loial number of molecules per unit volume, the
resulting scaiicring is now given by:
A',\fl;P;(K)+ A;a?N^p,_,(K|+ (3)
2A',A',N-fl,fl2eii(^)
In general the intrachain functions P/iK) and interchain
functions Q,/K) m equation (31 are different for a blend of
dissimilar components However, in the case where the
components of the blend differ only in that the molecules
of one component are isoiopically labelled, we may
simplify equation l3l as follows. Assuming ihai de-
uicraiion of ihe hydroeenous molecule has a negligible
effect on the monomer-monomer interaction, the a\crage
configuration of a labelled molecule does noi differ from
that of an unlabelled molecule and hence we may write:
P,iK)=P2{K) = PiK) (4)
and
Since both labelled and unlabelled molecules have the
same molecular wcighi. cquaiion (2) is valid independent
of the subscript:
2(X)= -PiK)fN (6)
Subsiiiuiine equation (6i into equation (3) and simplifying
form /actors SANS measurements G D Wrgna/t et al.
yields the final result for the scaiiering
/(K)=X,Ai(a,-o^)'NP(K) (7)
This shows ihat the form of ihe scattering curve in this
case IS governed only by the single chain form factor P{K)
The mole fraction of each component will modulate the
scattered intensiiy with ihc maximum coherent scattering
of the blend occurring ai a 50-50 mixture of Ihe two
components The analogy between ihis result and the
Laue monatonic scattering from binary alloys is apparent
Our result difTcrsfrom thai of Akcasu ei a! in that we
have assumed at the outset that density fluctuation
scattering is small and hence ihe scauering from a fully
labelled sample is negligible compared with that from a
blend of labelled and unlabellcd molecules While this
assumption has been verified for amorphous polystyrene
(see belowL it does not hold for semicrystalline polymers
or phase segregated blends where significani scattering
from the two phase structure occurs. For these sysiems. a
correction must be made by sublraciing a term pro-
portional to the coherent scaiiering from a fully labelled
blend as pointed out by Akcasu ei a/.'".
EXPERIMENTAL
Hydrogenaied and deuierated atactic polystyrene were
obtained from Polymer Laboratories of Shrewsbur>.
England. The molecular weight. M.. of the hydrocenated
and dcuterated samples were 75000 and 77400. re-
spectively, with polydispersitics of 1.03 and L09. re-
spectively. Samples were prepared by dissolving each
componenl in boiling chlorobenzene and rcprecipiiating
into excess methanol. The pol>mer was vacuum dried and
pressed into a disc-shaped pellet. 0.13 cm thick Samples
containing 5. 10. 20. 30. 40. and 50 mol deuteropolys-
tyrene (PSD) in hydrogenaied polystyrene (PSH) were
prepared in addition to pure PSH and PSD blanks.
The neutron experimenls were performed on ihe new
30 m SANS facility'* at the National Center for Small
Angle Scattering Research (Oak Ridge National
Laboratory) The incident beam, of wavelength /. = 4 74 A
(A/./ / =6/ol- collimated by a source sin (1 8 x I.S cm)
and a sample slit (0.9 cm diameter) separated by a distance
of 10 m The area detector (64 x 64 cm^i with I cm^
element size, mounted on rails inside a 20 m vacuum flight
path, was positioned ai a distance of 10 m from the
sample. The samples were typically measured for 2700 s
and after correctmg for instrumental backgrounds, in-
coherent scattering, and sample transmission, the scai-
lered intensities were normalized to a constant sample
thickness Samples of both pure PSD and PSH were also
measured to check that no voids or scattering hetero-
geneities were present and lo provide a basis for subtraci-
ing incoherent scattering, arising principally from 'H
nuclei- A typical two-dimensional contour plot of a blend
is shown in Figure I.
RESULTS AND DISCUSSION
Debye'^ '"^ has shown that the single chain scattering
function for a Gaussian random coil is given as;
P(K) = -Ae''-\+u) (8)
u
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e OSS
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" in 6 solvent tor oloctic poiysiyrene
polystyrene blends^ " * have shown lhat Ihcsc systems do
nol cxhihii anomalous forward scallermp ass(Kialcd wiih
segregation of the labelled species* *. and for this reason
accurate absolute cahbraiton of the micnsiiy was nol
attempted However, an approximate internal calib-
ration, performed with respect to the 'H incoherent
scattcrmp from the PSH blank, demonstrated that the
molecular weights calculated from the forward scattering
arc of the correct order of magnitude, as expected for
siati^itically distributed labelled molecules
These results indicate that provided the molecular
weight of the parent and labelled molecules arc the same
and their distributions arc narrow, the single chain form
factor of the polymer in bulk may be obtained from a
scattering measurement at a single concentration for an>
concentration of labelled molecules. The theory given
above has iherefore been confirmed for weH-dcfined
polystyrenes over the range of concentration of 5 50
mor,, dcuierated polystyrene. For the special case of
matched parent and labelled molecules, the radius of
gyration is independent of the concentration of labelled
molecules and there is no need to restrict SANS measure-
ments to dilute conceniralions of labelled molecules or to
extrapolate to zero concentration, thus permitting a
significant gain of scattering intensity for weakl> scatter-
ing systems* While the maximum cohcreni scattering
occurs at a 50:50 mixtureof the iwocomponents.it may be
advisable to work at a somewhat lower ratio of PSH in
PSD to maximi/e the ratio of coherent to incoherent
scattering
• During ihe course of this work wc have become aware ol com-
plcmcniar> high conccniraiion SANS *ork on polvsivicne b> C
Tanpan et al lUni^crMiv of Mtchi^fani and F Bouc ri al iLaboiaioire
Leon Brillouin. Saclavl Similar conclusioni were reached on nie ihodsio
exlraci srnfile chain lorm laaors ai high contxnuaiioni of labelled
polymer
O 15,
lO 20 30 40 50
Mol °/o lobellco motecules m P5D/PSH blends
3000
Figure 3 Variation of fi^l^^lJ^ y^ith conopniraiion ot labelled
molecule* *Of PSO/PSH blends
where u - K^(,R^^') and <R,*> is the mean square radius
of gvration For K'\R,^> < 1. the radius of gyration can
be obt.iincd from the slope of the plot of HK)~ ' vs. K\
Fiijurc 2 shows a t\pical plot of UK)' ' vs. from
which {:-avcragcd) values of the radius of gyration were
obtained Small polvdispcrsiiy corrections'* v^crc applied
to give weighl-avcraged radii, R*.
Fioure 3 shows the plot of R^'Ml'^ vs concentration of
the tdL'gcd chain The average value of 0 266 A g" ' * is in
excellent agreement with previous measurements made at
low concentrations^ " * and with ihc value for polystyrene
in a f?-sol\cnl'^ No concentration dependence was
observed.
Figure 4 shows the normalized forward scattering
(extrapolated to 20 = 0). vs concentration of the labelled
chains. A straight line could be drawn through all ihc
points, indicating thai the intensity of the scattering is
simply dependent on the mole fraction of the labelled
chains (see equation 7) Extensive studies of labelled
O Ol O? 03 04 05 Of)
ConcentrotKy^ of lobrlled molecules (moJ °/ol
Figure 4 Vanaiion ol /(O) wiih concenuanon o) labelled molt-
coiej in PSD/PSH biendi
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