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Abstract. The aim of this research paper is to establish generalizations of classical Wat-
son’s theorem and Fox’s theorem by employing a generalized Gauss’s second summation
theorem obtained earlier by Lavoie, Grondin and Rathie. Several interesting special cases
are also given. The results established in this research paper are simple, interesting, easily
established and may be useful.
AMS subject classifications: 33C05, 33C20
Key words: Generalized Gauss’s second theorem, Fox’s theorem, Watson’s theorem
1. Introduction
A generalized hypergeometric function with p numerator and q denominator param-
eters is defined by [6]
pFq
[
α1, · · · , αp
β1, · · · , βq
; z
]




(α1)n · · · (αp)n





where (α)n denotes the Pochhammer symbol (or the shifted factorial, since (1)n
= n!) defined for any complex number α by
(α)n =
{
α(α + 1) · · · (α + n− 1), if n ∈ N = {1, 2, · · · }
1, if n = 0 (2)




(n ∈ N ∪ {0}), (3)
where Γ is the well-known Gamma function.
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It is well known that whenever a generalized hypergeometric function reduces to
the Gamma function, the results are very important from the application point of
view. We mention here some of special cases of (1).









Γ(c− a)Γ(c− b) (4)
provided <(c− a− b) > 0.
























































2 )Γ(c− 12a + 12 )Γ(c− 12b + 12 )
(6)
provided <(2c− a− b) > −1.
On the other hand, Fox [3] established the following interesting result
pFq
[
α1, · · · , αp




Γ(ρ1)Γ(ρ1 −m)Γ(ρ2) · · ·Γ(ρq)










Γ(α1 + r) · · · Γ(αp + r)
Γ(ρ1 + r) · · · Γ(ρq + r) pFq
[
α1 + r, · · · , αp + r
ρ1 + r, · · · , ρq + r
; x
]
where m is a positive integer.
































where m is a positive integer.
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i Ai Bi
5 −[(b + a + 6)2 − 14 (b− a + 6)2 [(b + a + 6)2 − 14 (b− a + 6)2
− 12 (b− a + 6)(b + a + 6) + 12 (b− a + 6)(b + a + 6)
−11(b + a + 6) −17(b + a + 6)
+ 132 (b− a + 6) + 20] − 12 (b− a + 6) + 62]
4 12 (b + a + 1)(b + a− 3) −2(b + a− 1)
− 14 (b− a + 3)(b− a− 3)
3 − 12 (3a + b− 2) 12 (3b + a− 2)




-2 12 (b + a− 1) 2
-3 12 (3a + b− 2) 12 (3b + a− 2)
-4 12 (b + a− 3)(b + a + 1) 2(b + a− 1)
− 14 (b− a− 3)(b− a + 3)
-5 [(b + a− 4)2 − 14 (b− a− 4)2) [(b + a− 4)2 − 14 (b− a− 4)2
− 12 (b + a− 4)(b− a− 4) + 12 (b− a− 4)(b + a− 4)
+4(b + a− 4) +8(b + a− 4)
− 72 (b− a− 4)] − 12 (b− a− 4) + 12]
Table 1. Table for Ai, Bi
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In 1996, Lavoie, Grondin and Rathie [5] generalized the Gauss’s second summa-
























2a− 12b− 12 i + 12 )




















2 i− [ i2 ])
}
for i = 0,±1,±2,±3,±4,±5.
As usual, [x] denotes the greatest integer less than or equal to x and its modulus
is denoted by |x|. The coefficients Ai and Bi are given in the table above [5, p. 298].
The aim of this research paper is to establish generalizations of classical Watson’s
theorem (6) and Fox’s theorem (8).
2. Generalization of Watson’s Theorem for 3F2(1)
In this section, the result to be proved is given in the following Theorem.






















2a− 12b− 12 i + 12 )




































2 i− [ i2 ])( 12a)m( 12b + 12 i− [ i2 ])m
}





be obtained from the tables of Ai and Bi by changing a to a + 2m and b to b + 2m,
respectively.
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( 12 (a + b + i + 1))k(2c)kk!
.




























































(a)k(b)k(−k2 )m(−k2 + 12 )m










( 12 (a + b + i + 1))k2
2m+k(c + 12 )mm!(k − 2m)!
.


















( 12 (a + b + i + 1))k+2m2
k+4m(c + 12 )mm!k!
.
Using the identity












(a + 2m)k(b + 2m)k
( 12 (a + b + i + 1 + 4m))k2
kk!
.












a + 2m, b + 2m
1
2
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It is now easy to see that 2F1 can be summed by the known result (9) and after a
little algebra, we easily arrive at the right-hand side of Theorem 1. This completes
the proof of the Theorem 1.














2b + 1)Γ(c +
1

















Γ(c− 12a + 12 )Γ(c− 12b)
}
(10)
































Γ(c− 12a + 12 )Γ(c− 12b)
}
(11)
provided <(2c− a− b) > 0.
The results (10) and (11) have been obtained in [3] by following a different
method. Similarly, other results can also be obtained.
Remark 1. In Theorem 1, if we put i = 0, we get, after a little simplification, the
classical Watson’s theorem (6), while if we take i = 1 and i = −1, we arrive at (10)
and (11), respectively.




In this section, generalization of Fox’s theorem (8) will be established in the form of
theorem.
Theorem 2. For positive integer m ≤ <(α)−1, <(β−γ) > −6 and min{<(β),<(γ)}
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=
Γ( 12 )Γ(α−m)Γ( 12β + 12γ + 12 i + 12 )Γ(12β − 12γ − 12 i + 12 )





































2 i− [ i2 ])
}





can be obtained from the table of Ai and Bi by
changing a to β + r and b to γ + r, respectively.
Proof. If in Fox’s general result (7), we put p = 3, q = 2, x = 12 , α1 = α, α2 = β,























Γ(β + r)Γ(γ + r)





β + r, γ + r
1
2






2F1 on the right-hand side of (12) can now be evaluated with the help of a generalized
Gauss’s second theorem (9) by taking a = β + r and b = γ + r and after a little
simplification, we arrive at the right-hand side of Theorem 2. This completes the
proof of Theorem 2.




























































provided <(β) 6= <(γ).
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Note: Here we would like to mention that the right-hand side of (13) makes sense
























































Remark 2. The right-hand side of the result (14) is valid because of the following
reason writing the right-hand side of (13) in the form
R.H.S =
Γ( 12 )Γ(α−m)Γ( 12β + 12γ + 1)Γ( 12β − 12γ)







































not defined, we can rewrite the right-hand side of (15) for x −→ 0+ as:






























By employing L’Hospital’s rule to (16), we have
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which is finite. Here ψ = (lnΓ)
′
denotes the digamma function. Obviously, the
right-hand side of Theorem 2 and the result (13) makes sense for β close to γ, and













for β − γ −→ 0+.
Remark 3. In Theorem 2, if we take i = 0, we get, after a little simplification,
Fox’s theorem (8) ; for i = 1 and i = −1, we get (13) and (14), respectively.
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