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RESUMO
A indu´stria ceraˆmica possui um sistema de produc¸a˜o altamente indus-
trializado, exceto pelo controle de qualidade. Este ainda e´ feito por
humanos, limitando a velocidade do processo. Os seres humanos po-
dem trabalhar por uma quantidade limitada de horas e seu julgamento
e´ afetado pela fadiga. Sendo assim, o processo poderia ser melhorado
utilizando um sistema automatizado para este fim. Neste contexto, o
presente trabalho propo˜e um sistema completo para verificac¸a˜o de defei-
tos visuais em pisos ceraˆmicos baseado em processamento de imagens e
aprendizado de ma´quina. O sistema possui quatro etapas: aquisic¸a˜o de
imagens, pre´-processamento, extrac¸a˜o de caracter´ısticas e classificac¸a˜o.
Na etapa de extrac¸a˜o de caracter´ısticas, foram comparados dois algo-
ritmos. Na classificac¸a˜o foram testados cinco classificadores, visando
buscar o melhor resultado para esta aplicac¸a˜o. O sistema foi imple-
mentado utilizando as bibliotecas OpenCV. O sistema apresentou re-
sultados satisfato´rios em relac¸a˜o ao tempo de processamento e a taxa
de acerto, demonstrando a viabilidade te´cnica desta proposta.
Palavras-chave: Processamento de Imagens. Aprendizado de Ma´quina.
Visa˜o de Ma´quina.

ABSTRACT
The ceramic industry has a highly automated production system. The
quality control, however, is still performed by humans, which limits
its speed. Humans can work during a limited number of hours and
get tired, having their judgment affected by the fatigue. This process
can be improved using an automated system. In this context, this
work proposes a complete verification system for ceramic tiles based
on image processing and machine learning. The system has four steps:
image acquisition, pre-processing, feature extraction and classification.
In the feature extraction step, two algorithms were compared. For
classification, five algorithms were tested, aiming to obtain the best
result for this application. The system was implemented using OpenCV
libraries. The system presented satisfactory results both in processing
time and accuracy, showing the viability of the proposed approach.
Keywords: Image Processing. Machine Learning. Computer Vision.
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1 INTRODUC¸A˜O
A visa˜o e´ o mais avanc¸ado dos nossos sentidos e pode-se dizer
que as imagens exercem um dos pape´is mais importantes na percepc¸a˜o
humana. No entanto, os seres humanos esta˜o limitados a` banda vi-
sual do espectro eletromagne´tico. Ja´ os aparelhos de processamento de
imagem cobrem praticamente todo o espectro e podem trabalhar com
imagens provenientes de va´rias fontes. Sendo assim, essa a´rea possui
um amplo e variado campo de aplicac¸o˜es (GONZALEZ; WOODS, 2010).
A Inteligeˆncia Artificial (IA) caminha junto com a a´rea de Pro-
cessamento de Imagens possibilitando o desenvolvimento de sistemas de
visa˜o computacional (GONZALEZ; WOODS, 2010). Mais especificamente,
o Aprendizado de Ma´quina (AM) desempenha um papel fundamental
na classificac¸a˜o de padro˜es, utilizado para verificac¸a˜o de defeitos em
diferentes tipos de produtos (FACELI et al., 2011).
A Inteligeˆncia Artificial e´ uma das cieˆncias mais recentes. As
pesquisas nesta a´rea comec¸aram logo apo´s a Segunda Guerra Mun-
dial e o pro´prio nome foi dado em 1956. Esta a´rea na˜o tenta apenas
compreender as entidades inteligentes. Ela vai muito ale´m, tentando
constru´ı-las (RUSSELL; NORVIG, 2004).
Em muitos casos, te´cnicas de IA sa˜o utilizadas para solucionar
problemas relativamente simples ou ate´ aqueles que sa˜o complexos e fa-
zem parte de sistemas maiores. Sendo assim, Coppin (2013) afirma que
a “Inteligeˆncia Artificial envolve utilizar me´todos baseados no com-
portamento inteligente de humanos e outros animais para solucionar
problemas complexos”.
Ha´ alguns anos, a Inteligeˆncia Artificial era vista como uma a´rea
teo´rica, utilizada apenas para resolver alguns problemas curiosos, mas
com pouco valor pra´tico. Estes eram resolvidos por algum algoritmo
especificamente codificado para a situac¸a˜o. O conhecimento necessa´rio
para a resoluc¸a˜o deste tipo de problema era adquirido via entrevistas
com especialistas de uma determinada a´rea para descobrir quais regras
eram utilizadas nas tomadas de decisa˜o. O software era enta˜o codifi-
cado e a` estes programas davam o nome de Sistemas Especialistas ou
Sistemas Baseados em Conhecimento (FACELI et al., 2011).
Faceli et al. (2011) ainda afirmam que, nos u´ltimos anos, com a
crescente complexidade dos problemas a serem tratados e a quantidade
de dados que sa˜o geradas por diversas a´reas, surgiu a necessidade de
criar sistemas mais sofisticados. Isso pode ser feito aumentando sua
autonomia, reduzindo a necessidade de intervenc¸a˜o humana e a de-
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pendeˆncia de especialistas. As te´cnicas deveriam ser capazes de criar
por si pro´prias, de acordo com experieˆncias passadas, uma hipo´tese ou
uma func¸a˜o, capaz de resolver o problema que se deseja tratar. A capa-
cidade de aprendizado e´ considerada essencial para um comportamento
inteligente. E´ dado o nome de Aprendizado de Ma´quina ao processo de
induc¸a˜o de uma hipo´tese (ou aproximac¸a˜o de func¸a˜o) por meio de uma
experieˆncia passada.
Mitchell (1997) afirma que o Aprendizado de Ma´quina e´ uma
a´rea multidisciplinar, que envolve IA, Probabilidade e Estat´ıstica, Fi-
losofia, Psicologia, entre outras. O autor ainda define AM como “a
capacidade de melhorar o desempenho na realizac¸a˜o de alguma tarefa
por meio da experieˆncia”.
Gonzalez e Woods (2010) definem Processamento Digital de Ima-
gens como “processamento de imagens digitais por um computador di-
gital”. A` partir da de´cada de 1960, esta a´rea cresceu rapidamente. Atu-
almente, tais te´cnicas sa˜o utilizadas em uma variedade de aplicac¸o˜es.
Ale´m da utilizac¸a˜o na resoluc¸a˜o de problemas relativos a` per-
cepc¸a˜o de ma´quinas, a principal a´rea de aplicac¸a˜o destas te´cnicas e´
aquela onde os resultados sa˜o destinados a` interpretac¸a˜o humana. Por
exemplo, te´cnicas utilizadas para restaurac¸a˜o de imagens degradadas,
previsa˜o do tempo e realce de contraste em radiografias, ale´m de sua
aplicac¸a˜o na indu´stria (GONZALEZ; WOODS, 2010).
Levando em conta os fatos supracitados, este trabalho propo˜e
uma abordagem para a verificac¸a˜o de defeitos visuais em pisos ceraˆmicos,
utilizando processamento de imagens e aprendizado de ma´quina (Ma-
chine Learning). O sistema pode ser dividido em quatro etapas: aquisic¸a˜o
de imagens, pre´-processamento, extrac¸a˜o de caracter´ısticas (em ingleˆs,
features) e classificac¸a˜o.
Na primeira etapa, e´ capturada uma imagem do piso que esta´
na linha de produc¸a˜o. Para simular o ambiente necessa´rio, construiu-se
um proto´tipo de baixo custo, com o objetivo criar um ambiente esta´vel,
com o mı´nimo de influeˆncia externa.
Na segunda parte, tem-se como entrada a imagem do piso cap-
turada na etapa anterior. Neste momento, e´ necessa´rio isolar a regia˜o
de interesse, removendo o fundo (background) da imagem. Feito isto,
pode-se corrigir a angulac¸a˜o do piso e qualquer outro problema que
possa vir a ocorrer.
Na parte de extrac¸a˜o de caracter´ısticas, sa˜o utilizados algoritmos
de processamento de imagem com o intuito de extrair as caracter´ısticas
que possam descrever o piso em ana´lise. Estas, sera˜o submetidas a`
quarta etapa do sistema. Nesta, o piso sera´ classificado em bom (sem a
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presenc¸a de defeitos) ou ruim (piso com avarias) por um classificador
previamente treinado. Visando obter o melhor resultado poss´ıvel, foram
testados e comparados alguns algoritmos de classificac¸a˜o.
1.1 ESTADO DA ARTE
A a´rea de controle de qualidade envolvendo pisos ceraˆmicos pos-
sui uma variedade de trabalhos realizados das maneiras mais diversifica-
das. Sendo assim, va´rios me´todos e abordagens puderam ser testadas.
Optou-se por limitar a pesquisa por trabalhos em cinco anos, trazendo
aqueles que foram realizados do ano de 2013 ate´ os dias atuais.
Meena e Mittal (2013) propuseram um me´todo focado em de-
tectar dois tipos de defeitos em pisos ceraˆmicos: manchas e quebras
(ou rachaduras). E´ baseado em processamento de imagens e operac¸o˜es
morfolo´gicas. O objetivo e´ propor um me´todo que tenha baixo tempo
computacional e alta taxa de acerto. O algoritmo possui as fases:
aquisic¸a˜o de imagens, aguc¸amento de contraste, remoc¸a˜o de ru´ıdos,
detecc¸a˜o de bordas (este me´todo e´ dividido em quatro partes), seg-
mentac¸a˜o e operac¸o˜es morfolo´gicas. Na etapa de detecc¸a˜o de bordas,
foi utilizado o Sobel Edge Detector. O me´todo proposto obteve melho-
res resultados do que os vistos em Islam e Sahriar (2012), tanto em
relac¸a˜o a taxa de acerto quanto ao tempo computacional. Meena e
Mittal (2013) obtiveram a me´dia de 97% de acerto. Os defeitos na˜o
foram categorizados.
Em Karimi e Asemani (2014), foram propostos algoritmos para
detecc¸a˜o de defeitos em pisos. Os autores dividem os me´todos de ex-
trac¸a˜o de features em quatro categorias: Filtering Methods, Structural
Algorithms, Model Based Techniques e Statistical Methods. A partir
disto, sa˜o testadas 14 abordagens diferentes dentro destas quatro ca-
tegorias. O sistema leva em conta os defeitos: pinhole, acu´mulo de es-
malte, rachaduras, manchas, arranho˜es e problemas de bordas. Alguns
me´todos mostraram alta velocidade, pore´m baixa acura´cia. Outros,
o contra´rio. Me´todos baseados em histograma se destacaram por ter
alta velocidade. Ale´m disso, a utilizac¸a˜o dos mesmos independe de re-
soluc¸a˜o, o que os tornam u´teis para utilizac¸a˜o em aplicac¸o˜es de tempo
real. A fase de treinamento se mostrou um problema nos me´todos base-
ados em redes neurais. Pore´m, na fase de testes, houve um desempenho
satisfato´rio se comparado aos outros me´todos utilizados no trabalho.
Te´cnicas de morfologia e Gabor Filters se mostraram bons candida-
tos. Apo´s estes fatos, concluiu-se que na˜o existe uma soluc¸a˜o geral, ja´
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que estas dependem do tipo de aplicac¸a˜o. Ale´m disso, nenhuma das
abordagens obteve um bom desempenho em todos os quesitos.
Em Mishra e Shukla (2014), propo˜e-se o uso de uma te´cnica ba-
seada em redes neurais para detectar defeitos em pisos ceraˆmicos. Foi
utilizada uma Rede Neural Probabilistica. O algoritmo e´ relativamente
complexo e utiliza, dentre outras, as te´cnicas de edge detection conhe-
cidas como Sobel Edge Detector e Roberts Detector, ale´m do Median
Filter. Depois da aplicac¸a˜o do algoritmo, organiza-se o vetor de carac-
ter´ısticas colocando-as em uma u´nica linha, juntamente com a classe
correspondente ao defeito que ela possui. A PNN e´ treinada e uti-
lizada para classificar os defeitos. Entre os detectados pelo sistema,
esta˜o: rachaduras, manchas, defeitos de borda e cantos. Todos os re-
sultados obtidos foram melhores do que os vistos em Islam e Sahriar
(2012). Obteve-se uma me´dia de 98,18% de acerto utilizando diferentes
quantidades de pisos, aumentando em 5% se comparado aos algoritmos
anteriores. Ale´m disso, a me´dia do tempo computacional foi diminu´ıdo
pela metade.
Em Mohan e Kumar (2015), os autores apresentam um sistema
automa´tico para detecc¸a˜o de rachaduras em pisos, analisando as ima-
gens capturadas dos mesmos. Sera˜o utilizados me´todos de ana´lise de
textura. Para classificac¸a˜o, utilizou-se uma PNN (Probabilistic Neural
Network). As fases do algoritmo sa˜o: pre´-processamento, segmentac¸a˜o
e filtragem morfolo´gica, o que torna o sistema mais flex´ıvel e com maior
acura´cia. Utilizou-se Discrete Wavelet Transform e uma Co-Occurence
Matrix, onde as caracter´ısticas extra´ıdas por este me´todo sa˜o: energia,
entropia, contraste, correlation coefficience, e homogeneidade. Para
classificac¸a˜o, foi utilizada uma PNN com uma radial basis function
como func¸a˜o de ativac¸a˜o. Na parte de processamento morfolo´gico, fo-
ram utilizadas operac¸o˜es de dilatac¸a˜o e erosa˜o. O trabalho alcanc¸ou
uma taxa de 98,18% de acerto e comparado com Islam e Sahriar (2012),
a taxa de detecc¸a˜o foi melhorada em mais de 5%.
Em Jacob, Shenbagavalli e Karthika (2016), foi proposto um
sistema automatizado de detecc¸a˜o de defeitos na superf´ıcie de pisos,
baseado nas operac¸o˜es de dilatac¸a˜o, erosa˜o, SMEE (Simple Morpho-
logical Edge Extraction) e te´cnicas de Edge Detection. Utiliza-se um
sistema de contagem de pixeis (logo, na˜o ha´ um classificador propria-
mente dito) para classificar o piso em duas classes: com ou sem defeitos.
Se o piso que estiver sendo analisado possuir uma quantidade maior de
pixeis do que a imagem de refereˆncia, e´ classificada como defeituosa.
Para a obtenc¸a˜o dos resultados, foram utilizados 200 pisos.
Em Hocenski, Matic´ e Vidovic´ (2016), foi mostrado um proto´tipo
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de estac¸a˜o de visa˜o computacional (computer vision station) para ve-
rificac¸a˜o em tempo real de biscoitos1 para pisos. O proto´tipo foi im-
plementado em uma linha de produc¸a˜o de uma ceraˆmica e procura por
defeitos nas bordas, nos cantos e na superf´ıcie (manchas, quebras e
anormalidades na textura). O tamanho ma´ximo de pisos e´ 45 cm x 50
cm, com uma velocidade ma´xima de 0,38 m/s, ale´m de uma distaˆncia
mı´nima de 10 cm entre cada piso. Dependendo do tamanho do bis-
coito, a taxa ma´xima pode chegar a 60 pisos/minuto. O tempo ma´ximo
para a verificac¸a˜o de defeitos foi 1000ms. Alguns paraˆmetros podem
ser ajustados pelo gerente da linha de produc¸a˜o. Foi desenvolvido em
C++ utilizando OpenCV e as bibliotecas CUDA. Passa pelos esta´gios
de aquisic¸a˜o, correc¸a˜o de distorc¸a˜o, thresholding, detecc¸a˜o de defeitos
na borda, nos cantos e na superf´ıcie. Por fim, os resultados sa˜o mostra-
dos. Os pisos sa˜o classificados em bons ou ruins. Os testes foram feitos
com 520 pisos brancos. O proto´tipo procurou por defeitos, assim como
a equipe da fa´brica. Os resultados sa˜o comparados e 513 pisos foram
corretamente classificados pela ma´quina. Houve um acerto de 98,65%.
Em Hanzaei, Afshar e Barazandeh (2017), foi proposto um sis-
tema para detecc¸a˜o e classificac¸a˜o de defeitos em pisos utilizando o
operador Rotation Invariant Measure of Local Variance (RIMLV) para
detecc¸a˜o de problemas na borda, juntamente com uma operac¸a˜o mor-
folo´gica de fechamento para preencher e suavizar as regio˜es detectadas.
Apo´s isto, todos os defeitos no piso sa˜o identificados e as features sa˜o
extra´ıdas. Por u´ltimo, um Multi-Class Support Vector Machine com
a estrate´gia winner-takes-all foi utilizado para classificar o tipo de de-
feito. Utilizando o Median Filter, RIMLV e as operac¸o˜es morfolo´gicas,
chegou-se a uma me´dia de 93,4% de acerto. A me´dia do tempo de
detecc¸a˜o foi de 3,52 segundos.
1.2 JUSTIFICATIVA E MOTIVAC¸A˜O
A ceraˆmica e´ um dos materiais mais antigos da humanidade. Seu
nome vem do grego, keramiko´s e significa “argila queimada”. Segundo
Reed (1995), ela e´ utilizada desde 5000 a.C. E´ a partir dela que sa˜o
produzidos os pisos ceraˆmicos.
Em 2013, a A´sia, continente l´ıder na produc¸a˜o de pisos, produ-
ziu 8315 milho˜es de metros quadrados, totalizando 69,8% da produc¸a˜o
mundial. Em relac¸a˜o aos pa´ıses, o Brasil, segundo maior produtor do
1A palavra “biscoito” se refere ao material bruto do piso, uma etapa antes do
mesmo ganhar colorac¸a˜o.
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mundo, deteve 7.3% da produc¸a˜o mundial, com 871 milho˜es de me-
tros quadrados. Em primeiro lugar, encontra-se a China, com uma
produc¸a˜o de 5700 milho˜es de metros quadrados, equivalente a` 47,8%
da produc¸a˜o mundial (STOCK, 2011).
Segundo o mesmo autor, em relac¸a˜o ao consumo, a A´sia e´ o
continente que mais consome, com 7692 milho˜es de metros quadrados
(66,5% da produc¸a˜o mundial). O Brasil, ocupa novamente o segundo
lugar quando se trata de consumo. Em 2013, consumiu 837 milho˜es
de metros quadrados, estes sendo 7,2% da produc¸a˜o de todo o mundo.
A China, se encontra em primeiro lugar no ranking, com 39,4% do
consumo mundial, cerca de 4556 milho˜es de metros quadrados.
Segundo Gomes et al. (2014), o setor de Ceraˆmica emprega 19
mil pessoas em Santa Catarina. Esse montante representa 11% dos
trabalhadores do setor em todo o Brasil. Entre estes empregos, a maior
parte se concentra na regia˜o da Grande Floriano´polis e na Regia˜o Sul,
tendo como principais munic´ıpios: Criciu´ma, Tijucas e Sanga˜o, onde
ha´ 8 mil empregos, este valor equivalendo a` 42% dos trabalhadores do
setor no territo´rio estadual.
Gomes et al. (2014) ainda afirma que o setor ceramista produ-
ziu R$ 2,16 bilho˜es em 2011, o dobro do segundo colocado, o setor de
Concreto. Ja´ em relac¸a˜o ao come´rcio exterior, o setor Ceraˆmico mo-
vimentou, em 2012, cerca de US$ 166 milho˜es. Ja´ nas importac¸o˜es,
foram movimentados pouco menos de US$ 111 milho˜es no mesmo ano.
A produc¸a˜o de ceraˆmica e´ um processo industrializado. Pore´m,
ainda e´ necessa´rio que haja intervenc¸a˜o humana em cada pec¸a. O con-
trole de qualidade e´ o processo que mais depende desta intervenc¸a˜o.
E´ um procedimento dif´ıcil, intensivo e que ocorre em um ambiente
industrial pesado, como muito barulho, alta temperatura e umidade.
Segundo Elbehiery, Hefnawy e Elewa (2005), este processo pode ser di-
vidido em: ana´lise de cor, verificac¸a˜o de dimenso˜es e de defeitos visuais.
Estes, podem se originar de impurezas qu´ımicas ou problemas f´ısicos
durante o processo.
Ale´m disso, a inspec¸a˜o de pisos ceraˆmicos requer pessoas especi-
alizadas. O problema disto, e´ que estas podem ter opinio˜es diferentes
sobre a presenc¸a de defeitos. A capacidade humana depende de treina-
mento, conhecimento e experieˆncia (MEENA; MITTAL, 2013).
Segundo o mesmo autor, o ponto negativo deste processo ser
feito por humanos, e´ que o mesmo pode trabalhar por um tempo limi-
tado. Ou seja, fica facilmente cansado em algumas horas. Assim, o seu
julgamento e´ afetado pela fadiga. Outro fator negativo, e´ que a taxa
de sa´ıda dos pisos da parte de controle de qualidade na˜o condiz com a
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taxa de produc¸a˜o dos mesmos. Ou seja, ha´ um “gargalo” neste ponto.
1.2.1 Definic¸a˜o do Problema
Apesar de ser uma a´rea com uma quantidade relativamente grande
de trabalhos, cada um dos que foram citados na Sec¸a˜o 1.1 possuem uma
limitac¸a˜o em pelo menos algum quesito.
Um sistema de detecc¸a˜o de problemas em pisos na indu´stria
ceraˆmica precisa funcionar em tempo real. Ou seja, necessita de um
tempo de processamento muito baixo. Isso se da´ pelo fato de que a taxa
de produc¸a˜o e´ extremamente alta. No trabalho de Hanzaei, Afshar e
Barazandeh (2017), a me´dia do tempo para a detecc¸a˜o de defeitos foi de
3,52 segundos e e´ considerado inaceita´vel para os padro˜es industriais.
A alta taxa de acerto na classificac¸a˜o dos pisos e´ outro requi-
sito imprescind´ıvel na implementac¸a˜o de um sistema de controle de
qualidade. Quando o contra´rio acontece, a empresa perde dinheiro e
a confianc¸a dos clientes, ja´ que a qualidade dos produtos que saem
da fa´brica na˜o e´ boa. No trabalho de Hanzaei, Afshar e Barazandeh
(2017), a taxa me´dia de acerto foi 93,4%. Apesar de ser relativamente
alta, existe a possibilidade de ela ser aumentada.
Como a intenc¸a˜o e´ apresentar uma abordagem que possa ser im-
plementada em uma linha de produc¸a˜o, existe a necessidade de que
esta possa classificar pisos de qualquer tamanho. No sistema proposto
por Hocenski, Matic´ e Vidovic´ (2016), este precisa ter as dimenso˜es
ma´ximas de 45 cm × 50 cm. Em determinadas empresas ceraˆmicas
sa˜o fabricados pisos que possuem dimenso˜es maiores que estas. Nes-
tes casos, a verificac¸a˜o de defeitos teria que novamente ser feita pelos
humanos.
Citando novamente o fato de estar sendo proposta uma abor-
dagem que possa ser aplicada na indu´stria, a necessidade de que esta
encontre defeitos em pisos com diferentes tipos de texturas e cores se
torna necessa´rio. No trabalho de Hocenski, Matic´ e Vidovic´ (2016),
os resultados foram obtidos apenas com pisos brancos. Os autores
afirmam que, em trabalhos futuros, espera-se utilizar diferentes tipos,
inclusive com texturas.
Segundo Elbehiery, Hefnawy e Elewa (2005), na indu´stria ceraˆmica
os defeitos sa˜o origina´rios de problemas f´ısicos ou impurezas qu´ımicas e
podem causar inu´meras consequeˆncias. No trabalho de Meena e Mittal
(2013) e Mohan e Kumar (2015), apesar de ambos possu´ırem uma alta
taxa de acerto, sa˜o detectados apenas dois tipos de defeitos no primeiro
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trabalho e quatro no segundo. Isso faz com que o sistema na˜o possa
ser implementado em uma linha de produc¸a˜o, ja´ que nesta existe uma
variedade maior de defeitos.
Todos os problemas citados anteriormente acontecem de modo
pra´tico na indu´stria. No trabalho de Mishra e Shukla (2014), mesmo
havendo bons resultados, eles foram obtidos atrave´s de simulac¸a˜o. Ape-
sar de serem va´lidos, podem na˜o refletir o que acontece nas fa´bricas e
consequentemente, na˜o resolve os problemas contidos no processo.
Por todos estes motivos, se faz necessa´rio um sistema que au-
tomaticamente classifique os pisos e demande um baixo tempo com-
putacional. Ale´m disso, e´ necessa´rio haver alta taxa de acerto e que
funcione para uma variedade de pisos, com ou sem textura. Este clas-
sificara´ todas as placas de acordo com o mesmo crite´rio e na˜o sofrera´
de fadiga.
1.3 OBJETIVOS
1.3.1 Objetivo Geral
Demonstrar que a abordagem para a detecc¸a˜o de defeitos visu-
ais em pisos ceraˆmicos proposta neste trabalho tem potencial para ser
aplicada na indu´stria.
1.3.2 Objetivos Espec´ıficos
1. Utilizar te´cnicas de processamento de imagem e me´todos de ana´lise
de textura para obter um tempo de processamento baixo;
2. Fazer o uso de te´cnicas de aprendizado de ma´quina tendo como
objetivo atingir uma taxa de acerto satisfato´ria se comparada com
a literatura;
3. Demonstrar que a abordagem proposta pode classificar pisos de
qualquer tamanho;
4. Pesquisar e implementar te´cnicas de processamento de imagem
para que a abordagem possa detectar a maior quantidade de de-
feitos poss´ıveis;
5. Usar te´cnicas da mesma a´rea com o intuito de classificar a maior
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variedade de pisos poss´ıveis, de cores diferentes, com ou sem tex-
turas.
1.4 METODOLOGIA
Como metodologia geral deste trabalho, pretende-se propor, de-
senvolver, testar e validar um novo me´todo para classificac¸a˜o de pisos
utilizando processamento de imagens e aprendizado de ma´quina. Mais
especificamente:
1. Levantar o estado da arte no que se diz respeito a` controle de
qualidade de pisos envolvendo processamento de imagens;
2. Desenvolver uma abordagem capaz de classificar visualmente pi-
sos ceraˆmicos, de acordo com a presenc¸a ou na˜o de defeitos;
3. Implementar va´rios classificadores para uma posterior comparac¸a˜o
de resultados;
4. Integrar o sistema descrito em (2) com os classificadores descri-
tos em (3) e descobrir a melhor combinac¸a˜o (aquela que traz os
melhores resultados);
5. Testar e validar o sistema integrado descrito no item anterior.
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2 VISA˜O COMPUTACIONAL
Neste cap´ıtulo sera˜o apresentados alguns conceitos sobre Visa˜o
Computacional e Processamento de Imagens, ja´ que estes sa˜o necessa´rios
para compreender o funcionamento do sistema que esta´ sendo proposto.
Inicialmente, sera˜o apresentados os conceitos ba´sicos inerentes a` esta
a´rea. Depois, sera˜o abordados aqueles que possuem um pouco mais de
complexidade e que, eventualmente, sera˜o utilizados para o desenvolvi-
mento do sistema proposto.
Desde o in´ıcio da cieˆncia, a observac¸a˜o sempre teve um papel
muito importante. Antigamente, a u´nica maneira de documentar os
resultados era a descric¸a˜o verbal e os desenhos manuais. A invenc¸a˜o
da fotografia foi o evento que mudou isso. Um grande exemplo sa˜o os
astroˆnomos. Estes foram capazes de medir as posic¸o˜es e os tamanhos
das estrelas. O problema e´ que estes procedimentos demandavam uma
grande quantidade de tempo (JA¨HNE, 2002).
Ja¨hne (2002) ainda afirma que estamos no meio de uma segunda
revoluc¸a˜o, onde o progresso da tecnologia envolvendo computac¸a˜o esta´
crescendo rapidamente. Agora os computadores pessoais e workstations
tem poder suficiente para processar imagens. Assim, sa˜o capazes de
lidar com processamento de sequeˆncias de imagens e ate´ modelos 3D.
A a´rea de visa˜o computacional foi chave para o desenvolvimento
dessa tecnologia. Marr (1982) afirma que um sistema de Visa˜o Com-
putacional e´ aquele que executa a mesma tarefa que a visa˜o humana
para descobrir o que esta´ presente no mundo e onde e´ que estas coi-
sas se localizam. O objetivo geral da Visa˜o Computacional e´ obter
informac¸o˜es sobre uma cena atrave´s da ana´lise computacional. Isso
acontece de acordo com as entradas recebidas. Estas podem ser uma
ou mais imagens digitais (BASU; LI, 1993). Em contraponto, o termo
visa˜o de ma´quina e´ utilizado para sistemas que executam tarefas como
checar tamanho e integridade de pec¸as no ambiente industrial, por
exemplo (JA¨HNE, 2002).
2.1 PROCESSAMENTO DIGITAL DE IMAGENS
A visa˜o humana e´ um dos mecanismos mais complexos e im-
portantes, pois entrega dados ao ce´rebro. Ela proveˆ informac¸o˜es para
tarefas relativamente simples, como o reconhecimento de um objeto e
para tarefas mais complexas, como uma tomada de deciso˜es (PITAS,
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2000).
Pitas (2000) ainda afirma que os primeiros esforc¸os empregados
na a`rea de processamento de imagens comec¸aram no Jet Propulsion
Laboratory (Pasadena, Califo´rnia), em 1964. As primeiras aplicac¸o˜es
foram dedicadas a processar imagens vindas da lua. Assim, um novo
ramo da cieˆncia chamado de processamento digital de imagens se ini-
ciou. Gonzalez e Woods (2010) afirmam que o processamento digital
de imagens se refere ao processamento de imagens digitais por um com-
putador digital.
Ainda e´ dif´ıcil ter uma noc¸a˜o exata do ponto em que o processa-
mento de imagens termina e outras a´reas, como a ana´lise de imagens,
comec¸am. Algumas vezes, esta e´ definida como uma disciplina na qual
tanto a entrada quanto a sa´ıda de um processo sa˜o imagens digitais.
Mas isso nem sempre e´ verdade. Um exemplo e´ o ca´lculo da intensi-
dade me´dia de uma imagem. Este procedimento resulta em um u´nico
nu´mero. Pela definic¸a˜o utilizada anteriormente, esta operac¸a˜o na˜o se-
ria considerada como sendo de processamento de imagens (GONZALEZ;
WOODS, 2010).
Mesmo que os limites entre as a´reas na˜o sejam claros, Gonzalez e
Woods (2010) afirmam que e´ u´til levar em conta a diferenciac¸a˜o de treˆs
tipos de processo: os de baixo, me´dio e alto n´ıvel. Sa˜o consideradas de
baixo n´ıvel aquelas operac¸o˜es mais primitivas, de pre´-processamento,
como a reduc¸a˜o de ru´ıdo. Seus processos sa˜o caracterizados por ter
uma imagem como entrada e sa´ıda. Os de n´ıvel me´dio sa˜o aqueles
que envolvem tarefas como a segmentac¸a˜o (separac¸a˜o da imagem em
regio˜es ou objetos). Como entrada, tem-se uma imagem e como sa´ıda,
os atributos extra´ıdos. Ja´ os processos de n´ıvel alto sa˜o caracterizados
por tentar “dar sentido” a um conjunto de objetos reconhecidos. Seria
como tentar realizar func¸o˜es cognitivas normalmente associadas a` visa˜o.
2.2 IMAGEM DIGITAL
Uma imagem digital pode ser considerada como uma representac¸a˜o
discreta de dados possuindo informac¸o˜es espaciais (sobre o formato) e
sobre intensidade (SOLOMON; BRECKON, 2011).
Segundo Gonzalez e Woods (2010), uma imagem e´ uma func¸a˜o
bidimensional, f(x, y), em que x e y sa˜o coordenadas espaciais e a am-
plitude de f em qualquer posic¸a˜o deste plano e´ chamada de intensidade
ou n´ıvel de cinza. Quando x, y e os valores de n´ıvel de cinza de f sa˜o
valores finitos e discretos, chamamos de imagem digital.
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Ja´ Basu e Li (1993) afirmam que a imagem digital e´ a entrada
para um computador digital por meio de amostragem do seu brilho em
uma matriz. Os elementos desta sa˜o chamados de pixels.
2.2.1 Pixel
A palavra pixel e´ uma abreviac¸a˜o de picture element. Tambe´m
pode ser conhecido como elementos picto´ricos, elementos de imagem
ou pels. Representam o menor elemento constituinte em uma imagem
digital. Conte´m um valor nume´rico que representa a unidade ba´sica de
informac¸a˜o em uma imagem, com uma determinada resoluc¸a˜o e n´ıvel
de quantizac¸a˜o (SOLOMON; BRECKON, 2011).
Solomon e Breckon (2011) ainda afirmam que geralmente os pi-
xeis representam o valor de cor ou intensidade de uma imagem como
uma pequena amostra de “luz colorida” da cena. Entretanto, nem to-
das as imagens conte´m apenas informac¸o˜es visuais. Uma imagem nada
mais e´ do que um sinal 2D digitalizado como um grid de pixeis e estes
valores informam outras propriedades ale´m de cor e intensidade de luz.
A informac¸a˜o contida em pixel pode variar muito de acordo com o tipo
de imagem que esta´ sendo processada.
2.2.2 Representac¸a˜o de uma imagem digital
Computadores na˜o conseguem lidar com imagens cont´ınuas, mas
apenas vetores nume´ricos. Por isso, as imagens sa˜o representadas por
matrizes e a localizac¸a˜o dos pixeis e´ dada de acordo com a notac¸a˜o das
mesmas (JA¨HNE, 2002).
O primeiro ı´ndice, m, denota a posic¸a˜o de uma linha e o segundo,
n, denota a posic¸a˜o de uma coluna, como pode ser visto na Figura 1.
Se a imagem conte´m M × N pixeis, ou seja, e´ representada por uma
matriz M ×N , o ı´ndice n varia de 0 ate´ N − 1 e m, de 0 a` M − 1. M
e´ a quantidade de linhas e N representa o nu´mero de colunas.
2.3 AQUISIC¸A˜O DE IMAGENS
Um sistema de aquisic¸a˜o de imagens capta a radiac¸a˜o emitida
por objetos para torna´-los vis´ıveis. Em visa˜o computacional, as cenas
e a iluminac¸a˜o sa˜o fatores que na˜o requerem tanta atenc¸a˜o quanto num
sistema de aquisic¸a˜o. A percepc¸a˜o do objeto pode ser influenciada pela
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Figura 1 – Imagem 2D
Extra´ıdo de: (JA¨HNE, 2002)
maneira com que o sistema esta´ disposto. Por isso, e´ importante que
ele esteja montado de modo correto. Isso fara´ com que as distorc¸o˜es
sejam minimizadas (JA¨HNE, 2002).
O processo de aquisic¸a˜o e´ de suma importaˆncia e precisa ser
feito de maneira correta. Qualquer deficieˆncia nas imagens adquiridas
pode fazer com que muitos problemas aparec¸am na etapa de ana´lise
e interpretac¸a˜o. Um exemplo comum e´ a falta de detalhes devido a
deficieˆncia no contraste ou um ajuste de foco ruim. Isso pode fazer
com que a medida de dimenso˜es em um objeto se torne uma tarefa
imposs´ıvel, ou ainda, pode torna´-lo irreconhec´ıvel (DAVIES, 2012).
A complexidade do sistema de aquisic¸a˜o depende das operac¸o˜es
que sera˜o realizadas na imagem. Por exemplo, se a intenc¸a˜o e´ fazer a
medida das dimenso˜es de um objeto, basta ter um sistema em que o
mesmo fique uniformemente iluminado e possa ser claramente distin-
guido do cena´rio ao fundo (JA¨HNE, 2002).
2.3.1 Amostragem e quantizac¸a˜o
E´ dif´ıcil chegar a uma conclusa˜o sobre quantos pixeis sa˜o sufi-
cientes para representar uma imagem. Na˜o existe uma resposta geral
sobre o assunto. Empiricamente, sabe-se que a quantidade deve ser su-
ficiente para que os objetos possam ser distinguidos dentro da imagem.
Geralmente, estes valores sa˜o limitados pelo sensor da caˆmera utilizada
(JA¨HNE, 2002).
Amostragem e quantizac¸a˜o sa˜o dois processos utilizados para
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Figura 2 – Representac¸a˜o de uma imagem com diferentes quantidades
de pixeis
(a) 3× 4 (b) 12× 16
(c) 48× 64 (d) 192× 256
Extra´ıdo de: (JA¨HNE, 2002)
converter os dados cont´ınuos capturados pelo sensor de uma caˆmera em
uma imagem digital. Levando em conta uma imagem f que e´ cont´ınua
em relac¸a˜o as coordenadas x, y e a amplitude, a amostragem e´ o pro-
cesso de digitalizac¸a˜o dos valores das coordenadas. O mesmo procedi-
mento relacionado a amplitude e´ chamado de quantizac¸a˜o (GONZALEZ;
WOODS, 2010).
2.3.2 Ground Sample Distance
O Ground Sample Distance (GSD) e´ a medida de limitac¸a˜o de-
vido a amostragem (HIGGINS; WOLFE, 1955). E´ a representac¸a˜o do
pixel da imagem em uma unidade. Esta medida esta´ relacionada com
a altura em que a caˆmera esta´ posicionada levando em conta o objeto
em ana´lise. A escolha do GSD influencia diretamente na nitidez das
imagens. Quanto menor e´ o seu valor, maior e´ o n´ıvel de detalhamento.
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Ou seja, o tamanho do GSD e´ inversamente proporcional ao n´ıvel de
detalhamento (NETO, 2016). A Figura 3 mostra um exemplo de como
o GSD influencia na resoluc¸a˜o das imagens.
Figura 3 – A influeˆncia do GSD no n´ıvel de detalhamento das imagens
Extra´ıdo de: (NETO, 2016)
Observando a Figura 3, pode-se ver imagens capturadas de uma
determinada a´rea com diferentes valores de GSD. Na primeira, seu valor
e´ de 10 cm e a nitidez e´ maior. Na u´ltima, onde o mesmo tem o valor
de 2m, o n´ıvel de detalhamento e´ menor.
A grosso modo, pode-se dizer que o GSD e´ o valor de tamanho
que um pixel representa na vida real. Ou seja, quando o seu valor e´
de 10 cm, pode-se dizer que cada pixel na imagem e´ equivalente a esta
medida no ambiente real.
O valor do GSD para determinada aplicac¸a˜o pode ser aproxi-
mado de modo teo´rico. Seu ca´lculo (Equac¸a˜o 2.1) depende do sensor
width (Sw) da caˆmera, do focal length da mesma (FR), da altura em
que a caˆmera esta´ localizada em relac¸a˜o ao objeto em ana´lise (H) e da
largura da imagem (imW ) (PIX4D, 2017).
GSD =
Sw ·H · 100
FR · imW (2.1)
Sw deve ser dado em mil´ımetros, assim como FR. Ja´H deve estar
em metros e imW em pixeis. Assim sendo, tem-se como resultado um
valor de GSD em cent´ımetros/pixel.
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2.4 ESPAC¸O DE CORES
Em 1666, Sir Isaac Newton descobriu que, quando um feixe de
luz solar atravessa um prisma de vidro, o resultado do outro lado na˜o
e´ branco, mas consiste em um espectro cont´ınuo de cores, variando de
violeta a` vermelho. Este, pode ser dividido em seis grandes regio˜es:
violeta, azul, verde, amarelo, laranja e vermelho. Nenhuma cor do
espectro termina abruptamente, pois cada uma se funde suavemente
com a pro´xima (GONZALEZ; WOODS, 2010).
O objetivo de um espac¸o de cores (tambe´m conhecido como mo-
delo de cores ou sistema de cores) e´ especificar as cores de uma forma
padronizada, amplamente aceita. Basicamente, e´ uma especificac¸a˜o de
um sistema de coordenadas e um subespac¸o dentro deste, no qual cada
cor e´ representada por um u´nico ponto. Em termos de processamento
de imagens, um dos modelos de cores mais utilizados e´ o RGB (GON-
ZALEZ; WOODS, 2010).
2.4.1 RGB
No modelo de cores RGB (Red, Green, Blue), cada cor aparece
em seus componentes espectrais de vermelho, verde e azul. O modelo se
baseia no sistema de coordenadas cartesianas e o subespac¸o de cores de
interesse e´ o cubo (treˆs planos 2D), no qual os valores RGB prima´rios
esta˜o em treˆs ve´rtices. O preto esta´ na origem e o branco no ve´rtice
mais distante (Figura 4). A escala de cinza estende-se do preto ao
branco pelo segmento de reta que une os dois pontos. Por convenieˆncia,
assume-se que os valores de cor foram normalizados. Ou seja, seus
valores esta˜o dentro de um intervalo [0, 1] (GONZALEZ; WOODS, 2010).
O modelo RGB e´ o mais utilizado para representar imagens digi-
tais. Os canais podem ser facilmente separados. E´ importante lembrar
que as cores presentes em uma imagem sa˜o a mistura dos componentes
de cor dos treˆs canais. Um erro muito comum e´ achar que, por exem-
plo, as partes azuis de uma imagem so´ ira˜o aparecer no canal B (Blue).
Estes itens ira˜o certamente aparecer de modo mais claro neste canal.
Mas deve-se lembrar que mesmo um objeto azul possui uma mistura
de componentes de cor vindos dos canais R e G (SOLOMON; BRECKON,
2011).
Solomon e Breckon (2011) ainda afirmam que em processamento
digital de imagens, e´ utilizado um modelo RGB simplificado, otimizado
e padronizado para displays gra´ficos, baseado no padra˜o de cores CIE,
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Figura 4 – Espac¸o de cores RGB representado por um cubo
Extra´ıdo de: (GONZALEZ; WOODS, 2010)
de 1931.
A quantidade de bits utilizados para representar cada pixel no
espac¸o RGB e´ chamado de profundidade de pixel. Utilizando como
exemplo uma imagem para qual cada canal seja representado por 8
bits, pode-se dizer que cada pixel de cor RGB tem uma profundidade
de 24 bits: treˆs canais com 8 bits cada. O termo full-color ou imagem
colorida e´ utilizado para caracterizar uma imagem RGB de 24 bits
(GONZALEZ; WOODS, 2010).
2.5 TIPOS DE IMAGENS DIGITAIS
Antes de desenvolver um algoritmo para processamento de ima-
gens, e´ necessa´rio levantar algumas questo˜es, como por exemplo: quando
e´ necessa´rio utilizar uma imagem colorida ou uma em escala de cinza?
A primeira, se torna importante por facilitar na hora de fazer algumas
ana´lises. Pore´m, traz uma necessidade de maior capacidade de arma-
zenamento e e´ necessa´rio um maior poder de processamento (DAVIES,
2012).
Davies (2012) ainda sugere que em alguns casos, e´ necessa´ria
uma boa discriminac¸a˜o de cores para poder separar (segmentar) objetos
em uma imagem. Pore´m, a`s vezes, pode-se deixar de utilizar um ou
dois canais, diminuindo a quantidade de informac¸o˜es que devem ser
processadas. Exceto pelos casos onde o uso de uma imagem colorida
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se faz necessa´ria, a escolha da mesma em lugar de uma em escala de
cinza deve ser devidamente justificada.
As imagens coloridas sa˜o aquelas onde o espectro de cores pode
ser representado por um conjunto de treˆs valores, tipicamente os com-
ponentes RGB de determinada regia˜o. Cada cor e´ representada por
uma combinac¸a˜o linear das cores ba´sicas e a imagem pode ser inter-
pretada como treˆs planos de duas dimenso˜es (SOLOMON; BRECKON,
2011).
Imagens em escala de cinza (gray scale images, tambe´m conhe-
cidas como intensity images) sa˜o representadas por uma matriz onde
cada elemento possui um valor correspondente a` qua˜o claro ou escuro
e´ um pixel, de acordo com a sua cor, em determinada posic¸a˜o (SAND-
BERG, 2000).
Sa˜o atribu´ıdos valores de preto (zero) ate´ branco (ma´ximo), de
acordo com o n´ıvel de sinal. Este tipo de escala e´ muito u´til para
descrever a intensidade das imagens, pois pode expressa´-la como um
u´nico valor em cada ponto da imagem (SOLOMON; BRECKON, 2011).
Uma imagem bina´ria e´ representada por uma matriz onde os
pixeis podem ser pretos ou brancos e nenhuma outra coisa ale´m destas.
O valor “0” e´ atribu´ıdo a` cor preta e “1” a` cor branca (SANDBERG,
2000).
Figura 5 – Representac¸a˜o de uma imagem bina´ria
Extra´ıdo de: (MATHWORKS, 2017)
2.5.1 Conversa˜o de RGB para Grayscale
Esta conversa˜o pode ser feita utilizando uma transformada sim-
ples. Processar uma imagem em escala de cinza e´ melhor, compu-
tacionalmente falando, pois ela conte´m uma quantidade relativamente
menor de informac¸o˜es. Por isso, se torna o primeiro passo em uma se´rie
de algoritmos de processamento de imagens. As informac¸o˜es importan-
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tes da imagem sa˜o mantidas, como por exemplo, as bordas, regio˜es,
manchas, entre outras (SOLOMON; BRECKON, 2011). Analisando a Fi-
gura 6, pode-se verificar que todos os objetos da imagem podem ser
claramente distinguidos.
Figura 6 – Diferenc¸a entre uma imagem em RGB e Grayscale
(a) Imagem em RGB (b) Imagem em Grayscale
Adaptado de: (ROSENBERG, 2001)
Solomon e Breckon (2011) afirmam que uma imagem RGB (IRGB)
pode ser convertida para uma imagem em escala de cinza (IGrayscale)
utilizando a seguinte equac¸a˜o:
IGrayscale(n,m) = αIRGB(n,m, r) + βIRGB(n,m, g)
+ γIRGB(n,m, b)
(2.2)
Onde (n,m) sa˜o os ı´ndices de cada pixel na imagem em grayscale
e (n,m, c) sa˜o os valores dos pixels presentes em cada canal c da imagem
RGB. Esta conversa˜o e´ irrevers´ıvel. Os valores de cor presentes na
imagem colorida na˜o podem ser recuperados no caso de uma conversa˜o
inversa.
O mesmo autor afirma que pela Equac¸a˜o 2.2, pode-se perceber
que a imagem em escala de cinza e´ formada por uma soma ponderada
dos canais red, green e blue. Os coeficientes (α, β e γ) sa˜o ajustados de
acordo com a proporc¸a˜o da resposta visual do olho humano aos canais
supracitados. Ale´m disso, eles asseguram a uniformidade da imagem.
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2.6 SEGMENTAC¸A˜O
Da´-se o nome de segmentac¸a˜o ao processo de subdividir ima-
gens em suas regio˜es constituintes ou objetos. Tem um papel muito
importante porque geralmente e´ um dos primeiros passos em um algo-
ritmo de processamento de imagens. Por isso, precisa ser feito de modo
correto, ja´ que os processos subsequentes dependem dele. Se na˜o e´
poss´ıvel identificar um objeto, na˜o existe a possibilidade de classifica´-lo
ou descreveˆ-lo (SOLOMON; BRECKON, 2011).
O objetivo ba´sico da segmentac¸a˜o e´ separar a imagem em partes
mutuamente exclusivas, onde estas podem ser devidamente identifica-
das. A parte extra´ıda no processo pode ser chamada de foreground e
o restante da imagem e´ o background. Na˜o e´ certo afirmar que existe
apenas um modo correto de segmentac¸a˜o, ja´ que isto depende muito
do que se quer identificar na imagem (SOLOMON; BRECKON, 2011).
Solomon e Breckon (2011) afirmam que a questa˜o central em
segmentac¸a˜o de imagens e´ escolher o tipo de relacionamento entre pixeis
que deve ser levado em conta na hora de decidir a qual regia˜o este
pertence. Existem basicamente dois tipos de abordagens:
• Me´todos de borda: baseia-se na detecc¸a˜o de bordas, tendo como
objetivo identificar os limites entre as regio˜es. Na maioria dos
casos, e´ necessa´rio encontrar as diferenc¸as abruptas de intensidade
entre os grupos de pixeis;
• Me´todos baseados em regio˜es: classifica-se os pixeis de acordo
com o seu n´ıvel de semelhanc¸a.
2.6.1 Uso das caracter´ısticas da imagem para segmentac¸a˜o
Para que a segmentac¸a˜o seja feita de modo correto, muitas vezes
avaliar somente a intensidade dos pixeis na˜o basta. E´ necessa´rio utilizar
propriedades e caracter´ısticas mais sofisticadas. As treˆs mais utilizadas
sa˜o:
• Cor: em casos onde um objeto possui uma cor muito diferente
do background, e´ simples separa´-los. Por exemplo, retirar uma
laranja que esta´ colocada sobre uma toalha azul;
• Textura: apesar de ser um conceito relativo e na˜o possuir uma
definic¸a˜o absoluta, pode ser geralmente definida como a variac¸a˜o
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dos valores de cor ou intensidade em um determinado espac¸o. A
maneira de medir isso depende de valores estat´ısticos, como a
variaˆncia ou a intensidade em uma certa vizinhanc¸a;
• Motion: uma sequeˆncia de frames (quadros) pode ser utilizada
como uma maneira de segmentac¸a˜o. Quando existe um back-
ground esta´tico, uma operac¸a˜o de subtrac¸a˜o e´ suficiente para re-
tirar objetos de uma imagem, ainda que estes estejam se movendo.
Ale´m dos itens citados anteriormente, pode-se realizar uma com-
binac¸a˜o entre eles e tornar o processo de segmentac¸a˜o mais preciso
(SOLOMON; BRECKON, 2011).
2.7 THRESHOLDING
Muitas vezes chamado de Intensity Thresholding ou Binary Th-
resholding, e´ o me´todo de segmentac¸a˜o mais simples. Escolhe-se um
valor de limiar (do ingleˆs, threshold) e os pixeis que possu´ırem o valor
de intensidade maior do que este sa˜o designados a uma determinada
regia˜o. Caso contra´rio, sa˜o colocados em outra. Pode ser matematica-
mente definido como:
b(x, y) =
{
1, se I(x, y) > T
0, caso contra´rio.
(2.3)
Onde b(x, y) e´ a imagem bina´ria gerada apo´s a operac¸a˜o de th-
resholding e T e´ o valor do limiar. Em casos simples, e´ fa´cil chegar a
um resultado satisfato´rio.
A escolha manual do limiar e´ feita por tentativa e erro. A este
tipo de abordagem da´-se o nome de global thresholding. Pore´m, o
grande problema deste me´todo e´ que provavelmente na˜o funcionara´ em
todos os casos, se fosse necessa´rio utilizar em uma aplicac¸a˜o real. Por
isso, nem sempre e´ aceita´vel utiliza´-lo (SOLOMON; BRECKON, 2011).
Solomon e Breckon (2011) ainda afirmam que a selec¸a˜o automa´tica
de limiar se baseia na considerac¸a˜o do histograma da imagem. Quando
e´ poss´ıvel fazer este tipo de operac¸a˜o, ao plotar-se o gra´fico, fica claro
dois picos no mesmo: um referente ao objeto e outro ao background.
Assim, fica mais simples de encontrar um limiar que possa segmentar
a imagem de modo correto.
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2.8 K-MEANS CLUSTERING
O k-Means Clustering e´ um algoritmo de aprendizado na˜o-supervisionado
utilizado quando ha´ dados sem identificac¸a˜o. O objetivo deste e´ en-
contrar grupos (clusters) para os dados. A quantidade de clusters e´
definida pela varia´vel k (TREVINO, 2016).
O algoritmo consiste em um processo iterativo e pode ser dividido
basicamente em treˆs etapas. O primeiro passo consiste em escolher
duas centroides (ou mais, dependendo da aplicac¸a˜o) aleatoriamente ou
utilizando um algoritmo de inicializac¸a˜o de centro (center initialization
algorithm). Enta˜o, a distaˆncia entre cada ponto e as centroides sa˜o
calculadas. Esta, e´ calculada de acordo com a similaridade dos dados
com a centroide. Os dados sa˜o agrupados de acordo com aquela que
esta´ mais pro´xima (OpenCV, 2014).
O u´ltimo passo consiste em calcular a me´dia de distaˆncia entre
as amostras e suas respectivas centroides. Baseado neste resultado, as
novas posic¸o˜es destas sa˜o encontradas. O segundo e o terceiro passo
sa˜o repetidos ate´ que o crite´rio de parada seja atingido. Este pode
ser a quantidade de iterac¸o˜es ou quando a acura´cia determinada foi
alcanc¸ada, por exemplo (OpenCV, 2014).
2.9 TRANSFORMADA AFFINE
A transformada Affine pode ser considerada como qualquer trans-
formada que pode ser expressa na forma de multiplicac¸a˜o de matrizes
(transformac¸a˜o linear) seguida por uma soma de vetores (translac¸a˜o).
De maneira resumida, a transformada Affine representa a relac¸a˜o entre
duas imagens. Sendo assim, pode ser utilizada para expressar: rotac¸o˜es
(transformac¸a˜o linear), translac¸a˜o (adic¸a˜o de vetores) ou operac¸o˜es de
mudanc¸a de escala (transformac¸a˜o linear) (OpenCV, 2015).
E´ uma te´cnica geralmente utilizada para corrigir distorc¸o˜es geome´tricas
ou deformac¸o˜es (MATLAB, 2017). Como citado anteriormente, as prin-
cipais operac¸o˜es de transformac¸a˜o 2D sa˜o a translac¸a˜o, a rotac¸a˜o e
a mudanc¸a de escala. A utilizac¸a˜o de coordenadas e transformadas
homogeˆneas garantem que as operac¸o˜es mencionadas possam ser repre-
sentadas em forma de matriz (BISWAS et al., 1996).
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2.10 EDGE DETECTION
As te´cnicas de edge detection esta˜o entre as principais operac¸o˜es
na a´rea de processamento de imagens. Por isso, e´ necessa´rio ter domı´nio
sobre estes tipos de algoritmos. Elas esta˜o entre as operac¸o˜es mais
utilizadas em ana´lise de imagem e sa˜o muito usadas para fazer detecc¸a˜o
de objetos (SHARIFI; FATHY; MAHMOUDI, 2002). A utilizac¸a˜o destes
detectores geralmente faz o processo de segmentac¸a˜o e reconhecimento
de padro˜es se tornar mais simples. Ale´m disso, reduzem a quantidade
de informac¸o˜es que precisam ser processadas, filtrando aquelas que sa˜o
desnecessa´rias (MALIK; KUMAR, 2016).
Sharifi, Fathy e Mahmoudi (2002) afirmam que a borda em uma
imagem e´ definida como uma descontinuidade nos valores de n´ıvel de
cinza. Isso acontece porque existe uma variac¸a˜o muito grande na inten-
sidade dos pixeis e assim, as bordas do objeto se tornam vis´ıveis. Na
aplicac¸a˜o de filtros 2D, assume-se que os pixeis que formam as bordas
dos objetos sa˜o aqueles que possuem um alto gradiente (SHRIVAKSHAN;
CHANDRASEKAR, 2012).
Estas descontinuidades presentes nas imagens podem ser do tipo
degrau (do ingleˆs, step), onde as mudanc¸as sa˜o abruptas. Ale´m disso,
existem aquelas conhecidas como line, onde a intensidade muda rapida-
mente e depois de um curto espac¸o de tempo, ela volta ao valor antigo
(JAIN; KASTURI; SCHUNCK, 1995).
Jain, Kasturi e Schunck (1995) ainda afirmam que apesar de
existirem os tipos de borda citados anteriormente, os mesmos sa˜o raros
em uma imagem real. Geralmente, as bordas do tipo degrau se tornam
rampas (do ingleˆs, ramps) e as do tipo “linha” se tornam roof, onde
a mudanc¸a de intensidade na˜o acontece instantaneamente. Estes tipos
de borda podem ser vistos na Figura 7.
Figura 7 – Tipos de bordas
Extra´ıdo de: (JAIN; KASTURI; SCHUNCK, 1995)
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A Figura 8 mostra como seria, idealmente, um pixel de borda e
o seu gradiente. Supondo uma imagem em escala de cinza, percebe-se
que a intensidade varia de 0 a 255 na direc¸a˜o do gradiente. A mag-
nitude do mesmo indica qua˜o brusca e´ essa variac¸a˜o (SHRIVAKSHAN;
CHANDRASEKAR, 2012).
Shrivakshan e Chandrasekar (2012) afirmam que em imagens
reais, geralmente na˜o existem bordas ideais. E´ por isso que se usa
um valor de limiar para a detecc¸a˜o das mesmas: se a magnitude do
gradiente for maior que este valor, o ponto e´ corresponde a` um pixel de
borda.
Figura 8 – Um pixel de borda e seu gradiente
Extra´ıdo de: (SHRIVAKSHAN; CHANDRASEKAR, 2012)
Um pixel de borda pode ser descrito por duas caracter´ısticas.
A primeira, e´ a edge strength. Esta e´ definida como a magnitude do
gradiente (Equac¸a˜o 2.4). A segunda, e´ a direc¸a˜o da borda, chamada de
edge direction. Ela corresponde ao aˆngulo do gradiente (Equac¸a˜o 2.5).
| ~grad| =
√(
∂
∂x
)2
+
(
∂
∂y
)2
(2.4)
Ψ = arctan
(
∂
∂y
/
∂
∂x
)
(2.5)
Onde x e y sa˜o as coordenadas dos pixeis, ~grad e´ a magnitude do
gradiente e Ψ e´ o aˆngulo do mesmo (SHRIVAKSHAN; CHANDRASEKAR,
2012).
A direc¸a˜o do gradiente e´ perpendicular a` orientac¸a˜o da borda.
Em muitos algoritmos, a direc¸a˜o e´ utilizada para localiza´-las. O mo´dulo
do gradiente e´ na˜o-linear, invariante a` rotac¸a˜o e e´ calculado utilizando
as derivadas em x e y. Em imagens ruidosas, pode ser u´til usar va´rias
derivadas direcionais para aumentar o signal-to-noise ratio (ZIOU; TAB-
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BONE et al., 1998).
Em uma imagem, separar um objeto do seu fundo e´ um passo
essencial para a sua interpretac¸a˜o. E´ uma operac¸a˜o simples para o
sistema visual humano. Mas quando um algoritmo tem de realizar
uma tarefa como esta, alguns problemas podem ser encontrados. Por
exemplo, quando ha´ muito ru´ıdo ou problemas na hora de quantizar a
imagem, podem ser detectadas bordas onde na˜o existem. Ale´m disso,
pode ocorrer o processo inverso: na˜o conseguir detectar bordas que
efetivamente existem (BASU, 2002).
Basu (2002) ainda cita como um poss´ıvel problema o fato de a
imagem ter uma quantidade de ru´ıdo muito alta. Isso pode fazer com
que a borda localizada esteja deslocada de sua posic¸a˜o real. Ale´m disso,
pode-se encontrar imagens onde a variac¸a˜o de intensidade da borda se
da´ por componentes de alta frequeˆncia e na˜o necessariamente pelas
bordas em si. Por isso, na hora de aplicar um filtro para suavizar a
imagem, a verdadeira borda vai desaparecer, tornando-a imposs´ıvel de
ser encontrada.
Jain, Kasturi e Schunck (1995) afirmam que a maioria dos algo-
ritmos de detecc¸a˜o de borda conte´m treˆs passos. Sa˜o eles:
1. Filtragem: O ca´lculo do gradiente baseado na intensidade de dois
pontos e´ sujeito a ru´ıdo. A utilizac¸a˜o de filtros tem como principal
objetivo aumentar a performance do algoritmo no que diz respeito
a este fato. O problema disso e´ que a edge strength das bordas
podem diminuir quando uma te´cnica de filtragem muito agressiva
e´ utilizada;
2. Aguc¸amento (enhancement): consiste em aumentar a intensidade
dos pixeis que possuem uma mudanc¸a significativa com o objetivo
de facilitar a detecc¸a˜o das mesmas;
3. Detecc¸a˜o: processo onde as bordas sa˜o efetivamente detectadas.
O problema e´ que muitas vezes existem pixeis com valores de
gradiente diferentes de zero. Sendo assim, estes nem sempre sa˜o
considerados como bordas para uma determinada aplicac¸a˜o. Por
isso, a escolha do me´todo correto e´ importante.
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2.11 EXTRAC¸A˜O DE CARACTERI´STICAS
2.11.1 Gray-Level Co-Occurence Matrix
Um dos grandes problemas da a´rea de ana´lise de imagem e´ como
avaliar a diferenc¸a de textura. Estas diferenc¸as geralmente variam de
acordo com a posic¸a˜o dos pixeis de diferentes intensidades. Uma ma-
neira de descrever as diferenc¸as no relacionamento espacial dos pixeis
e´ utilizando a Gray-Level Co-Occurrence Matrix, tambe´m conhecida
como GLCM (HONEYCUTT; PLOTNICK, 2008).
Inicialmente chamada de Gray-Tone Spatial-Dependence Matri-
ces, foi proposta por Haralick, Shanmugam e Dinstein (1973). Os auto-
res afirmam que a textura e´ uma das mais importantes caracter´ısticas
utilizadas pra identificar objetos ou regio˜es de interesse em uma ima-
gem. Por isso, foi proposto um me´todo geral para extrair propriedades
texturais.
2.11.1.1 Construc¸a˜o da GLCM
Supondo que Pδ(i, j) seja uma matriz de co-ocorreˆncia (do ingleˆs,
co-occurence matrix ou CM ) e que G seja uma matriz de refereˆncia.
A matriz de co-ocorreˆncia descreve a frequeˆncia com que um elemento
g com valor i tem um vizinho com o valor j, em determinada medida
de distaˆncia angular, δ. Quando se utiliza a GLCM no contexto de
processamento de imagens, a matriz de refereˆncia I e´ uma imagem e
em cada posic¸a˜o (i, j) existe um pixel com determinado valor de n´ıvel
de cinza (HONEYCUTT; PLOTNICK, 2008).
Cada posic¸a˜o (i, j) da GLCM representa o somato´rio do nu´mero
de vezes que um pixel com valor i se encontra a uma distaˆncia δ de
outro com intensidade j (HONEYCUTT; PLOTNICK, 2008). A quanti-
dade de linhas e colunas e´ determinada pelo nu´mero de n´ıveis de cinza
presentes na imagem. Por exemplo, se a imagem possui valores de
n´ıveis de cinza variando entre 0 e 255, existem 256 n´ıveis. Assim, a
GLCM formada tera´ as dimenso˜es 256 × 256. Se na˜o houver textura
em uma imagem, a matriz resultante vai possuir valores diferentes de
zero apenas na diagonal. Na medida em que a quantidade de textura
aumenta, os valores fora da diagonal se tornam maiores (BHARATI; LIU;
MACGREGOR, 2004).
Supondo uma imagem I, com dimenso˜es N × N , a matriz de
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co-ocorreˆncia Pδ(i, j) pode ser definida como:
Pδ(i, j) =
N∑
x=1
N∑
y=1
{
1, se I(x, y) = i e I(x+ ∆x, y + ∆y) = j
0, caso contra´rio.
(2.6)
Onde x e y sa˜o os ı´ndices das posic¸o˜es dos pixeis, ∆x e ∆y
descrevem a distaˆncia entre o pixel que esta´ sendo analisado e o seu
vizinho (ELEYAN; DEMIREL, 2011).
Para entender como a GLCM e´ constru´ıda, sera´ utilizada como
exemplo uma imagem bina´ria (os pixeis possuem apenas os valores 0 e
1). Ela pode ser descrita por uma matriz I como a que pode ser vista
abaixo:
I =

0 0 0 0
1 1 1 1
0 0 0 0
1 1 1 1

Neste exemplo, sera´ considerada a distaˆncia entre os pixeis como
sendo 1 e o aˆngulo igual a 90◦. Logo, um pixel na posic¸a˜o (x, y) tera´ seu
valor comparado com um segundo localizado na posic¸a˜o (x+ 1, y + 1).
Ou seja, o vizinho imediato a sua direita.
P1,90 =
[
6 0
0 6
]
Levando em conta a posic¸a˜o (0, 0) na matriz acima, tem-se o
valor 6. Pode-se interpretar isto como sendo a quantidade de vezes
em que o pixel analisado (neste caso, ele tem o valor de n´ıvel de cinza
igual a zero) possui um vizinho logo a direita (distaˆncia 1 e aˆngulo de
90◦) com valor zero. Ou seja, o pixel em ana´lise tem o valor zero e seu
vizinho imediato a direita possui o mesmo valor. Na posic¸a˜o (1, 1) da
matriz, o valor 6 e´ novamente encontrado. Isso acontece pelo mesmo
motivo.
Analisando as posic¸o˜es (0, 1) e (1, 0), ambas possuem o valor zero.
Isso acontece porque na˜o existem, na imagem I, pixeis com intensidade
zero seguidos por pixeis com valor de intensidade igual a 1 e vice-versa.
Ale´m disso, na imagem I, existem 2 valores de n´ıvel de cinza. Por isso,
a GLCM resultante possui dimenso˜es 2 × 2 (HONEYCUTT; PLOTNICK,
2008).
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2.11.1.2 Algoritmo utilizado para Extrac¸a˜o de Features
Utilizando a GLCM extra´ıda das imagens, podem ser calculadas
va´rias caracter´ısticas para descrever a textura nas mesmas. Haralick,
Shanmugam e Dinstein (1973) introduziram 14 features estat´ısticas.
Estas, sa˜o calculadas a` partir de quatro GLCMs obtidas nas direc¸o˜es
0◦, 45◦, 90◦ e 135◦ e fazendo uma me´dia entre os quatro valores obti-
dos. O valor da distaˆncia (∆) entre pixels pode ser escolhido. Pore´m,
geralmente utiliza-se “1”(ELEYAN; DEMIREL, 2011).
O algoritmo de refereˆncia utilizado para a implementac¸a˜o em
OpenCV foi codificado por Uppuluri (2008) utilizando o MATLAB.
Neste, ale´m das 14 features propostas por Haralick, Shanmugam e
Dinstein (1973), o autor extrai mais 9, totalizando 23 caracter´ısticas
calculadas a partir da GLCM. As features excedentes foram propostas
por Soh e Tsatsoulis (1999) e Clausi (2002).
Nas fo´rmulas abaixo, i e j sa˜o ı´ndices na matriz, Ng e´ a quanti-
dade de n´ıveis de cinza que a imagem conte´m e p(i, j) e´ o valor de n´ıvel
de cinza do pixel na posic¸a˜o (i, j). As caracter´ısticas computadas por
esse algoritmo sa˜o:
1. Autocorrelation:
f1 =
∑
i
∑
j
(ij)p(i, j) (2.7)
2. Contrast :
f2 =
Ng−1∑
n=0
n2

Ng∑
i=1
Ng∑
j=1
p(i, j)
∣∣∣∣∣|i− j| = n
 (2.8)
3. Correlation (MATLAB)1:
f3 =
∑
i
∑
j
(i− µi)(j − µj)p(i, j)
σiσj
(2.9)
4. Correlation:
f4 =
∑
i
∑
j(ij)p(i, j)− µiµj
σiσj
(2.10)
1Quando for vista a notac¸a˜o “MATLAB”, significa que tal caracter´ıstica possui
duas formas de ser calculada: a proposta pelo autor e a utilizada no software. Neste
trabalho, ambas sera˜o calculadas.
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5. Cluster Prominence:
f5 =
∑
i
∑
j
(i+ j − µi − µj)4p(i, j) (2.11)
6. Cluster Shade:
f6 =
∑
i
∑
j
(i+ j − µi − µj)3p(i, j) (2.12)
7. Dissimilarity :
f7 =
∑
i
∑
j
|i− j| · p(i, j) (2.13)
8. Energy :
f8 =
∑
i
∑
j
p(i, j)2 (2.14)
9. Entropy :
f9 = −
∑
i
∑
j
p(i, j) · log(p(i, j)) (2.15)
10. Homogeneity (MATLAB):
f10 =
∑
i
∑
j
p(i, j)
1 + |i− j| (2.16)
11. Homogeneity :
f11 =
∑
i
∑
j
p(i, j)
1 + (i− j)2 (2.17)
12. Maximum Probability :
f12 = MAXi,j p(i, j) (2.18)
13. Sum of Squares: Variance
f13 =
∑
i
∑
j
(i− µ)2p(i, j) (2.19)
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14. Sum Average:
f14 =
2Ng∑
i=2
i · px+y(i) (2.20)
15. Sum Variance:
f15 =
2Ng∑
i=2
(i− f16)2px+y(i) (2.21)
16. Sum Entropy2:
f16 = −
2Ng∑
i=2
px+y(i) · log(px+y(i)) (2.22)
17. Difference Variance:
f17 =
Ng∑
i=1
i2 · px−y(i) (2.23)
18. Difference Entropy :
f18 = −
Ng−1∑
i=0
px−y(i) · log(px−y(i)) (2.24)
19. Information Measures of Correlation (1):
f19 =
HXY −HXY 1
max{HX,HY } (2.25)
20. Information Measures of Correlation (2):
f20 =
√
1− exp [−2.0(HXY 2−HXY )] (2.26)
2Como existe a probabilidade de alguns resultados darem zero e log(0) na˜o e´ de-
finido, e´ recomendado utilizar um termo infinitesimal  (log(p+ )) para os ca´lculos.
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21. Inverse Difference:
f21 =
Ng∑
i=1
Ng∑
j=1
p(i, j)
1 + |i− j| (2.27)
22. Inverse Difference Normalized :
f22 =
Ng∑
i=1
Ng∑
j=1
p(i, j)
1 + |i− j|2/Ng (2.28)
23. Inverse Difference Moment Normalized :
f23 =
Ng∑
i=1
Ng∑
j=1
p(i, j)
1 + (i− j)2/Ng (2.29)
Define-se HX e HY como a entropia de px e py, respectivamente.
px(i) =
Ng∑
j=1
P (i, j) (2.30)
py(j) =
Ng∑
i=1
P (i, j) (2.31)
µ =
∑
i
∑
j P (i, j)
N2g
(2.32)
µi =
∑
i
∑
j
i · p(i, j) (2.33)
µj =
∑
i
∑
j
j · p(i, j) (2.34)
σi =
∑
i
∑
j
(i− µi)2 · p(i, j) (2.35)
σj =
∑
i
∑
j
(i− µj)2 · p(i, j) (2.36)
HXY = −
∑
i
∑
j
p(i, j) · log(p(i, j)) (2.37)
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HXY 1 = −
∑
i
∑
j
p(i, j) · log(px(i)py(j)) (2.38)
HXY 2 = −
∑
i
∑
j
px(i)py(j) · log(px(i)py(j)) (2.39)
px+y(k) =
Ng∑
i=1
Ng∑
j=1
p(i, j), i+ j = k e k = 2, 3, ..., 2Ng. (2.40)
px−y(k) =
Ng∑
i=1
Ng∑
j=1
p(i, j), |i− j| = k e k = 0, 1, ..., Ng − 1. (2.41)
2.11.2 Segmentation-based Fractal Texture Analysis (SFTA)
A textura nos da´ informac¸o˜es sobre distribuic¸a˜o espacial de cor
ou intensidades em uma imagem completa ou uma regia˜o desta. Pore´m,
a extrac¸a˜o das informac¸o˜es de textura consomem muito tempo (ARI-
VAZHAGAN et al., 2015). Isto acontece geralmente em casos onde a
utilizac¸a˜o de imagens de alta resoluc¸a˜o e´ indispensa´vel para manter
a alta taxa de acerto. Me´todos como o GLCM podem ser utilizados.
Pore´m, precisam de um grande poder computacional (SAMIAPPAN et
al., 2017). E´ neste contexto que entra o Segmentation-based Fractal
Texture Analysis (SFTA) (COSTA; HUMPIRE-MAMANI; TRAINA, 2012).
Este algoritmo pode ser dividido em duas partes. Na primeira, a
imagem em escala de cinza e´ decomposta em um conjunto de imagens
bina´rias utilizando o Two-Threshold Binary Decomposition (TTBD),
proposto pelo mesmo autor. Para cada imagem resultante, as fractal
dimensions dos limites de cada regia˜o sa˜o calculadas. Ale´m disso, a
me´dia do n´ıvel de cinza e uma contagem de pixeis sa˜o feitas.
O TTBD utiliza uma imagem de entrada I(x, y) e retorna um
conjunto de imagens bina´rias. O primeiro passo e´ calcular um inter-
valo T com va´rios valores de thresholds. Estes sa˜o obtidos pela selec¸a˜o
de n´ıveis de cinza espac¸ados. Isto pode ser conseguido pela utilizac¸a˜o
do Multi-Level Otsu Algorithm (LIAO et al., 2001) aplicado recursiva-
mente nt vezes. A quantidade de vezes (nt) e´ um paraˆmetro definido
pelo usua´rio e influencia no tamanho do vetor de caracter´ısticas. Uma
imagem bina´ria Ib(x, y) e´ obtida aplicando-se a Equac¸a˜o 2.42.
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Ib(x, y) =
{
1, se tl < I(x, y) ≤ tu
0, outro caso.
(2.42)
tl representa limite de n´ıvel de cinza inferior e tu representa o
limite superior.
O conjunto de imagens bina´rias e´ obtido aplicando-se a Equac¸a˜o
2.42 na imagem de entrada, utilizando todos os pares cont´ınuos de
thresholds de T ∪ {nl} e todos os pares de thresholds {t, nl}, t ∈ T ,
onde nl corresponde ao ma´ximo valor poss´ıvel de n´ıvel de cinza em
I(x, y). Este processo retorna 2nt imagens.
Na segunda parte do algoritmo, um vetor contendo a quantidade
de pixeis, a me´dia do n´ıvel de cinza e as fractal dimensions das imagens
bina´rias e´ criado. As duas primeiras caracter´ısticas sa˜o calculadas a
partir da imagens bina´rias geradas pelo TTBD. As fractal dimensions
sa˜o obtidas atrave´s de uma imagem bina´ria Ib(x, y) e e´ representada
por uma imagem ∆(x, y) que conte´m so´ bordas. Esta, representa os
limites das regio˜es de cada imagem e e´ calculada por:
∆(x, y) =

1, se ∃(x′, y′) ∈ N8[(x, y)] :
Ib(x
′, y′) = 0 ∧ Ib(x, y) = 1,
0, outro caso.
(2.43)
N8[(x, y)] representa um conjunto de 8 pixeis que esta˜o conecta-
dos a (x, y). ∆(x, y) e´ “1” se Ib(x, y) = 1 e, pelo menos, um se seus
vizinhos for igual a zero. A imagem resultante possui bordas de um
pixel de largura.
Figura 9 – Resumo do algoritmo aplicado
Extra´ıdo de: (COSTA; HUMPIRE-MAMANI; TRAINA, 2012)
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A me´dia de n´ıvel de cinza e a contagem de pixeis traz a vantagem
de complementar a informac¸a˜o extra´ıda sem aumentar muito o tempo
computacional. O tamanho do vetor de caracter´ısticas e´ treˆs vezes a
quantidade de imagens bina´rias produzidas pelo TTBD. Isto acontece
porque de cada imagem bina´ria sa˜o extra´ıdas treˆs caracter´ısticas: a
quantidade de pixeis, a me´dia de n´ıvel de cinza e as fractal dimensions.
Figura 10 – Caracter´ısticas extra´ıdas de cada imagem
Extra´ıdo de: (COSTA; HUMPIRE-MAMANI; TRAINA, 2012)
As fractal dimensions podem ser eficientemente calculadas em
uma quantidade linear de tempo utilizando o Box Counting Algorithm
(TRAINA et al., 2000). Logo, a complexidade assinto´tica do SFTA e´
O(N · |T |), onde N representa a quantidade de pixeis da imagem em
escala de cinza e |T | e´ o nu´mero de diferentes thresholds do Multi-Level
Otsu Algorithm.
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3 APRENDIZADO DE MA´QUINA
Desde a e´poca em que o computador foi inventado, veˆm-se imagi-
nando o que ele pode aprender. Se for descoberta uma maneira de fazer
com que ele realize esta tarefa como os seres humanos, atrave´s da ex-
perieˆncia, o impacto seria enorme. No momento em que isto acontecer,
o uso do computador subiria a um novo n´ıvel (MITCHELL, 1997).
Ate´ o momento, algoritmos foram criados e certas tarefas de
aprendizado sa˜o bem executadas. E´ muito dif´ıcil escrever algoritmos
para realizar alguns trabalhos que sa˜o facilmente feitos pelos seres hu-
manos, como reconhecer pessoas pelo seu rosto (FACELI et al., 2011).
No momento que o conhecimento sobre esta a´rea se tornar maduro, o
aprendizado de ma´quina tera´ um dos pape´is principais na cieˆncia da
computac¸a˜o (MITCHELL, 1997).
Na de´cada de 1970, a a´rea de inteligeˆncia artificial comec¸ou a ser
utilizada para a resoluc¸a˜o de problemas reais. Com o aumento da com-
plexidade destes e a crescente gerac¸a˜o de dados, tornou-se necessa´rio
criar soluc¸o˜es mais sofisticadas, que fossem capazes de aprender por
experieˆncias passadas. Estas te´cnicas deveriam conseguir criar uma
hipo´tese ou func¸a˜o capaz de resolver o problema que se deseja tratar.
A este processo da´-se o nome de Aprendizado de Ma´quina (FACELI et
al., 2011).
Faceli et al. (2011) afirmam que essa capacidade de aprendizado e´
essencial para que haja um comportamento inteligente. Segundo Mit-
chell (1997), uma boa parte do aprendizado consiste em adquirir in-
formac¸o˜es de exemplos de treinamento. O mesmo autor ainda define
AM como sendo “a capacidade de melhorar o desempenho na realizac¸a˜o
de alguma tarefa por meio da experieˆncia”.
Apesar de ser naturalmente associada a a´rea de inteligeˆncia ar-
tificial, muitas outras teˆm contribuic¸a˜o direta para o avanc¸o da AM.
Entre elas, podemos citar Probabilidade e Estat´ıstica, Teoria da In-
formac¸a˜o e ate´ Neurocieˆncia. O aprendizado de ma´quina e´ uma das
a´reas que mais vem crescendo nos u´ltimos anos (FACELI et al., 2011).
3.1 CLASSIFICAC¸A˜O
No contexto de processamento de imagens, o objetivo da clas-
sificac¸a˜o e´ identificar caracter´ısticas, padro˜es ou estruturas em uma
imagem e utiliza´-las para atribuir um objeto ou a pro´pria imagem a`
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uma determinada classe (SOLOMON; BRECKON, 2011).
A classificac¸a˜o autoˆnoma e´ um campo que pertence mais ao re-
conhecimento de padro˜es do que ao processamento de imagens. Pore´m,
esta etapa e´ essencial para projetos desta a´rea (SOLOMON; BRECKON,
2011).
A grande dificuldade de criar um sistema de classificac¸a˜o e´ que,
muitas vezes, o relacionamento entre os paraˆmetros e os dados contidos
na imagem na˜o sa˜o claros. Os objetos a serem classificados na˜o esta˜o
diretamente relacionados a uma faixa de valores referentes a uma u´nica
caracter´ıstica. Enta˜o e´ necessa´rio que eles sejam identificados de acordo
com as caracter´ısticas que mais o distinguem do restante da imagem
(JA¨HNE, 2002).
Isso requer uma investigac¸a˜o cuidadosa. Deve-se escolher tais
caracter´ısticas onde as classes dos objetos possam ser distinguidas com
o mı´nimo de esforc¸o pelo sistema, associado a te´cnica correta de clas-
sificac¸a˜o (JA¨HNE, 2002).
Apesar de o ser humano conseguir classificar a maioria dos ob-
jetos de modo mais preciso, existem tarefas onde utilizar um sistema
de classificac¸a˜o automatizado e´ necessa´rio. Por exemplo, quando existe
um volume de dados muito grande. Um sistema computacional conse-
gue fazer esta classificac¸a˜o em um tempo muito menor do que os seres
humanos (SOLOMON; BRECKON, 2011).
Solomon e Breckon (2011) ainda afirmam que durante a etapa de
classificac¸a˜o existem duas tarefas em que o desenvolvedor ainda precisa
interferir. Sa˜o elas:
• Especificac¸a˜o da tarefa: o desenvolvedor do sistema precisa definir
exatamente quais classes sera˜o consideradas e quais vara´veis ou
paraˆmetros sera˜o importantes para alcanc¸ar este objetivo;
• Class labeling : no aprendizado supervisionado, o desenvolvedor
precisa indicar (manualmente) a qual classe um determinado exem-
plo pertence, baseado em suas propriedades.
3.1.1 Aprendizado Supervisionado e Na˜o-Supervisionado
As te´cnicas de classificac¸a˜o podem ser divididas em duas classes
principais: supervisionadas e na˜o-supervisionadas. A primeira, precisa
de um conjunto de treinamento onde o vetor de caracter´ısticas (featu-
res vector) possua a indicac¸a˜o de qual classe este pertence. Utilizando
estes dados como conjunto de treinamento, tem-se como objetivo fa-
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zer com que os novos exemplos possam ser corretamente classificados
baseado no que foi aprendido na fase anterior. Espera-se criar um sis-
tema de classificac¸a˜o que consiga generalizar bem para novos exemplos
(SOLOMON; BRECKON, 2011).
Ja´ no aprendizado na˜o-supervisionado na˜o existem exemplos que
indicam a qual classe um determinado vetor de caracter´ısticas pertence.
Espera-se que os grupos possam ser identificados baseando-se no con-
junto de treinamento como um todo e as caracter´ısticas que permitam
distinguir um grupo de outro (SOLOMON; BRECKON, 2011).
3.2 REDES NEURAIS ARTIFICIAIS
Uma parte da motivac¸a˜o para o estudo das Redes Neurais Arti-
ficiais (RNAs) veio da observac¸a˜o do sistema de aprendizado biolo´gico.
Estes, sa˜o constru´ıdos atrave´s de redes complexas de neuroˆnios (MIT-
CHELL, 1997).
Uma rede neural e´ uma maneira distribu´ıda e paralela de pro-
cessamento de informac¸o˜es. Ela e´ formada pelos elementos de proces-
samento, ligados por um canal de sinal chamado de “conexa˜o”. Cada
elemento de processamento tem uma conexa˜o de sa´ıda u´nica, onde esta
sa´ıda pode ser espalhada para quantas direc¸o˜es forem desejadas. O
sinal de sa´ıda pode ser de qualquer tipo matema´tico (HECHT-NIELSEN
et al., 1988).
3.2.1 Multilayer Perceptron
Uma rede neural do tipo Multilayer Perceptron (MLP) consiste
em um sistema de neuroˆnios interconectados. Este, representa o ma-
peamento na˜o-linear entre a entrada e a sa´ıda. Os neuroˆnios esta˜o
conectados por ligac¸o˜es ponderadas. Ou seja, cada ligac¸a˜o possui um
valor multiplicador que dara´ peso a conexa˜o. A sa´ıda e´ uma func¸a˜o da
soma das entradas modificadas por uma func¸a˜o de ativac¸a˜o (ou func¸a˜o
de transfereˆncia) (GARDNER; DORLING, 1998).
O sa´ıda dos no´s sa˜o ponderadas pelo peso da conexa˜o e estes
valores de sa´ıda sa˜o a entrada para a pro´xima camada da rede. Isso
demonstra a direc¸a˜o de processamento da informac¸a˜o, ja´ que as MLPs
sa˜o conhecidas como redes neurais feed forward. Ou seja, a informac¸a˜o
e´ encaminhada sempre em uma direc¸a˜o (GARDNER; DORLING, 1998). A
estrutura ba´sica de uma Rede Neural Multilayer Perceptron e´ mostrada
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na Figura 11.
Figura 11 – Rede Neural Artificial - Multilayer Perceptron
Fonte: Adaptada de Gardner e Dorling (1998).
As MLPs podem ter uma ou mais camadas ocultas, antes da ca-
mada de sa´ıda. Uma rede neural pode ser “completamente conectada”.
Isso acontece quando cada neuroˆnio e´ conectado com todos os outros
da camada anterior e da pro´xima (GARDNER; DORLING, 1998).
As redes neurais sa˜o me´todos de aprendizado supervisionado.
Assim, ela “aprende” atrave´s de treinamento e isso requer um conjunto
de dados. Durante esta fase, a rede e´ alimentada repetidamente com
os dados de treinamento e os pesos das conexo˜es sa˜o ajustados ate´
que o conjunto de entradas e sa´ıdas estejam de acordo com o esperado
(GARDNER; DORLING, 1998).
Durante a fase de treinamento, as sa´ıdas podem na˜o ser iguais
as desejadas. O erro e´ definido pela diferenc¸a entre a sa´ıda atual e a
desejada. Durante esta fase, a magnitude do erro e´ utilizada para deter-
minar quanto os pesos das conexo˜es devem ser ajustados para que este
valor de erro possa ser diminu´ıdo. Sendo assim, existem va´rios algo-
ritmos que podem ser utilizados para treinamento de uma rede neural
(GARDNER; DORLING, 1998). Neste trabalho, utilizou-se o Backpropa-
gation.
3.2.1.1 Backpropagation
Backpropagation e´ um me´todo utilizado para o treinamento de
redes neurais. Tem como objetivo calcular a contribuic¸a˜o do erro de
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cada neuroˆnio depois que uma quantidade de dados e´ processada. E´
utilizado para ajustar os pesos de cada neuroˆnio, completando o pro-
cesso de aprendizado para cada caso (NIELSEN, 2015). Este algoritmo e´
muito popular por ser conceitualmente simples e computacionalmente
eficiente (LECUN et al., 2012).
Tecnicamente falando, e´ necessa´rio calcular o gradiente da func¸a˜o
de perda. O algoritmo requer que a sa´ıda desejada para cada entrada
seja conhecida. Por esse motivo, pode ser considerado como um algo-
ritmo de aprendizado supervisionado (NIELSEN, 2015).
Nielsen (2015) ainda afirma que o algoritmo de backpropagation
vem sendo redescoberto. Esta´ relacionado ao algoritmo de Gauss-
Newton e e´ parte da pesquisa cont´ınua na a´rea de redes neurais.
3.3 SUPPORT VECTOR MACHINE
Os Support Vector Machines (SVMs) sa˜o um dos algoritmos de
aprendizado de ma´quina mais populares. Estes sa˜o utilizados para
classificac¸a˜o, regressa˜o e outras tarefas de aprendizado (CHANG; LIN,
2011). Apesar de este me´todo ser considerado mais fa´cil de usar do que
as redes neurais, pessoas que na˜o sa˜o familiarizadas com ele acabam
tendo resultados ruins de in´ıcio. O objetivo do SVM e´ produzir um
modelo, baseado nos dados de treinamento, que e´ capaz de prever a
classe da amostra utilizando apenas seus atributos (HSU et al., 2003).
Utilizando os dados de treinamento, organizados como “amostra-
classe” (xi, yi), i = 1, ..., l, onde xi ∈ Rn e y ∈ {1,−1}l, o SVM procura
por uma soluc¸a˜o para o problema de otimizac¸a˜o descrito por:
min
w,b,ξ
1
2
wTw + C
l∑
i=1
ξi
Sujeito a` yi(w
Tφ(xi) + b) ≥ 1− ξi,
ξi ≥ 0.
(3.1)
Os dados de treinamento xi sa˜o mapeados para um espac¸o di-
mensional maior (podendo ser infinito) pela func¸a˜o φ. O SVM tenta
encontrar um hiperplano capaz de separar os dados linearmente, com
margem ma´xima, neste novo espac¸o dimensional (HSU et al., 2003).
O Support Vector Machine e´ um algoritmo de classificac¸a˜o base-
ado em kernel. Basicamente, existem quatro tipos: o linear, o polino-
mial, o sigmoide e o radial basis function. Para este trabalho, o u´ltimo
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foi escolhido por lidar melhor com dados na˜o-lineares (HSU et al., 2003).
A Equac¸a˜o 3.2 descreve o kernel utilizado.
K(xi, xj) = exp(−γ||xi − xj ||2), γ > 0 (3.2)
Existem dois paraˆmetros principais: C e γ. Estes devem ser
escolhidos de modo apropriado. O paraˆmetro C representa o custo da
penalidade. A escolha deste paraˆmetro influencia nos resultados da
classificac¸a˜o. Se for muito grande, a taxa de acerto pode ser muito alta
durante a fase de treinamento e muito baixa no momento da predic¸a˜o.
Ja´ γ, se for muito alto, pode gerar overfitting. Se for muito baixo, pode
levar a underfitting (LIN et al., 2008).
3.3.1 Grid Search Algorithm
Como citado anteriormente, existem dois paraˆmetros principais
para o SVM com kernel do tipo RBF, C e γ. Inicialmente, seus valores
o´timos para determinada aplicac¸a˜o na˜o sa˜o conhecidos. Sendo assim,
algum tipo de busca deve ser feito. O objetivo e´ encontrar o par de
valores que traz uma boa taxa de acerto no momento da predic¸a˜o (HSU
et al., 2003).
Para este trabalho, utilizou-se o Grid Search Algorithm (HSU et
al., 2003). Juntamente a este, foi utilizada validac¸a˜o cruzada (cross-
validation), visando evitar o problema de overfitting. O algoritmo con-
siste em tentar va´rios pares (C, γ) e escolher aquele que traz a melhor
acura´cia utilizando cross-validation. Isto e´ feito testando sequeˆncias
exponencialmente crescentes.
Hsu et al. (2003) ainda afirma que este me´todo e´ simples de
entender e pode parecer “ingeˆnuo”. Pore´m, seu desempenho se equi-
para com algoritmos mais complexos, ja´ que neste caso procura-se por
apenas dois paraˆmetros.
O Grid Search pode consumir muito tempo computacional. Por
isso, recomenda-se utilizar um coarse-grid primeiro. Assim, depois que
for identificada a melhor regia˜o do grid, uma busca mais espec´ıfica pode
ser feita (HSU et al., 2003).
Inicialmente, utiliza-se os dados de treinamento para encontrar
o par de paraˆmetros que traz o melhor resultado. Quando isso ocorre,
utiliza-se novamente estes dados para treinar o classificador. Enta˜o,
com os dados de teste, chega-se ao resultado atrave´s do classificador
previamente treinado.
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3.4 A´RVORES DE DECISA˜O
Uma A´rvore de Decisa˜o pode ser entendida como um procedi-
mento de classificac¸a˜o que particiona recursivamente o conjunto de da-
dos. Este e´ dividido em subdiviso˜es menores com base no conjunto de
testes definido em cada no´ da a´rvore. Esta, e´ composta por um no´ raiz,
que representa todos os dados. Ale´m disso, possui uma se´rie de no´s
internos, gerados pela divisa˜o de seus no´s pais. Por u´ltimo, existem os
no´s terminais (ou folhas), caracterizados por na˜o possu´ırem no´s filhos.
Cada no´ em uma a´rvore de decisa˜o possui apenas um no´ pai (FRIEDL;
BRODLEY, 1997).
A a´rvore de decisa˜o se comporta como uma a´rvore bina´ria. A
segunda e´ caracterizada pelo fato de cada no´ possuir dois no´s filhos. As
a´rvores de decisa˜o podem ser utilizadas para classificac¸a˜o ou regressa˜o.
Para a primeira atividade, cada folha e´ caracterizada como uma classe
e muitas folhas podem ter a mesma classe (BREIMAN et al., 1984).
3.4.1 Treinamento
A a´rvore de decisa˜o e´ constru´ıda recursivamente, comec¸ando pelo
no´ raiz. Todos os dados de treinamento sa˜o utilizados para separa´-lo.
Em cada no´, a regra de decisa˜o o´tima e´ encontrada baseada em algum
crite´rio. Podem ser utilizados crite´rios diferentes quando se trata de
classificac¸a˜o ou regressa˜o (BREIMAN et al., 1984).
Os dados sa˜o divididos em conjuntos a cada no´. Este processo e´
repetido recursivamente, ate´ que algum crite´rio de parada seja atingido.
Sa˜o exemplos deste:
• A profundidade da a´rvore atingiu o seu valor ma´ximo definido;
• A quantidade de amostras de treinamento nos no´s e´ menor do que
um valor espec´ıfico, fazendo com que na˜o seja mais necessa´rio a
divisa˜o destes dados;
• Todos os dados no no´ pertencem a mesma classe (ou quando a
variac¸a˜o entre eles e´ muito pequena, em caso de regressa˜o).
Quando a a´rvore e´ constru´ıda, esta deve ser “podada” utilizando
validac¸a˜o cruzada, se necessa´rio. Isso previne que o modelo seja levado
a um overfitting (BREIMAN et al., 1984).
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3.4.2 Predic¸a˜o
Para chegar ao no´ folha e obter a resposta relacionada ao vetor de
caracter´ıstica de entrada, o procedimento de predic¸a˜o deve comec¸ar no
no´ raiz. Para cada no´ “na˜o folha”, o algoritmo se move para esquerda
ou para direita, tendo como base o valor de certa varia´vel (BREIMAN et
al., 1984).
Existem dois tipos de varia´veis mais comuns. As primeiras, sa˜o
as Varia´veis Ordenadas. Elas sa˜o comparadas com o valor do no´. Se
este for menor, o algoritmo se move para a esquerda. Se for maior, para
a direita.
O segundo tipo e´ conhecida como Varia´vel Catego´rica. Nestas,
valores discretos sa˜o testados para verificar se estes pertencem a um
certo subconjunto de valores. Se pertencer, o algoritmo se move para
a esquerda. Sena˜o, para a direita (BREIMAN et al., 1984).
3.5 RANDOM TREES
As Random Trees (tambe´m conhecidas como Random Forests)
sa˜o uma colec¸a˜o de a´rvores de decisa˜o. Esta colec¸a˜o e´ chamada de forest
(floresta). A classificac¸a˜o funciona atrave´s de uma espe´cie de “votac¸a˜o”.
Cada a´rvore na floresta tem como entrada um vetor de caracter´ısticas
e estes sa˜o classificados individualmente. A resposta final e´ a aquela
que receber a maioria dos “votos”. No caso de regressa˜o, a resposta
final e´ a me´dia das respostas de todas as a´rvores na floresta (BREIMAN;
CUTLER, 2003).
Todas as a´rvores sa˜o treinadas com os mesmos paraˆmetros, utili-
zando diferentes subconjuntos de treinamento. Cada subconjunto e´ ge-
rado a partir do conjunto de treino original. Nem todas as varia´veis sa˜o
utilizadas para encontrar a melhor separac¸a˜o nos no´s das a´rvores trei-
nadas. E´ utilizado apenas um subconjunto aleato´rio destas varia´veis.
A cada no´, um novo subconjunto e´ gerado. Pore´m, o seu tama-
nho e´ fixo em todas as a´rvores. Nenhuma destas e´ podada. Quando se
utiliza Random Trees, na˜o ha´ necessidade de utilizar um me´todo para
estimar a acura´cia, ja´ que o erro e´ estimado internamente durante o
treinamento (BREIMAN; CUTLER, 2003).
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3.6 K-NEAREST NEIGHBOR
O k-Nearest Neighbor (Algoritmo do Vizinho Mais Pro´ximo, em
portugueˆs) e´ o algoritmo mais ba´sico que funciona a base de exem-
plos. Este assume que todos os dados correspondem a pontos em um
espac¸o n-dimensional Rn. Os vizinhos de uma determinada amostra
sa˜o definidos em termos da Distaˆncia Me´dia Euclidiana (MITCHELL,
1997).
De modo pra´tico, precisa-se entender que cada amostra esta´ pre-
sente em um espac¸o de caracter´ısticas (do ingleˆs, feature space) e per-
tence a uma classe. O modo mais simples de classificac¸a˜o e´ verificar
qual e´ o vizinho mais pro´ximo desta amostra (UMANAND, 2012).
Figura 12 – Exemplo de feature space do kNN
Fonte: Adaptada de OpenCV (2014).
Para entender melhor, deve-se levar em conta a situac¸a˜o mos-
trada na Figura 12. Uma amostra desconhecida (c´ırculo verde) e´ inse-
rida no espac¸o e sua classe e´ desconhecida. Se for analisado apenas o
vizinho mais pro´ximo, ela e´ classificada como sendo um triaˆngulo ver-
melho. Se forem analisado treˆs vizinhos, ela continuara´ sendo inserida
na mesma classe.
Pore´m, se forem analisados cinco vizinhos, esta amostra de classe
desconhecida sera´ classificada como sendo um quadrado azul. Este fato
mostra que a classificac¸a˜o de determinado item depende do valor k de
vizinhos analisados. Se este valor for par, pode haver empate. Por isso,
recomenda-se escolher k como um valor ı´mpar (UMANAND, 2012).
Supondo k = 4, pode acontecer de, pro´xima da amostra de classe
desconhecida, haverem dois triaˆngulos vermelhos. Um pouco mais afas-
tadas, esta˜o dois c´ırculos azuis. Teoricamente, isso seria um empate.
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Uma maneira de decidir a qual classe a amostra desconhecida pertence
e´ dar pesos a cada famı´lia, de acordo com a sua distaˆncia da amostra
em ana´lise. Aquelas que esta˜o mais pro´ximas, recebem um peso maior.
A amostra em ana´lise sera´ colocada na classe que possuir o maior va-
lor total de pesos. Este me´todo e´ conhecido como kNN modificado
(UMANAND, 2012).
E´ importante notar que, quando ha´ um nu´mero muito grande
de amostras e classes, e´ necessa´rio muita memo´ria para classificar as
amostras em ana´lise. Pore´m, e´ importante ressaltar que o tempo de
treinamento necessa´rio e´ quase nulo (UMANAND, 2012).
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4 SISTEMA DE CLASSIFICAC¸A˜O DE PISOS
CERAˆMICOS
Na literatura, muitas abordagens foram propostas tendo como
objetivo resolver os problemas presentes em uma linha de produc¸a˜o
na indu´stria ceraˆmica. Neste trabalho, utilizando te´cnicas das a´reas
de processamento de imagens e aprendizado de ma´quina, propo˜e-se
uma abordagem completa para verificac¸a˜o de defeitos visuais em pisos
ceraˆmicos.
Segundo Pedrini e Schwartz (2008), um sistema de processa-
mento digital de imagens e´ constitu´ıdo por um conjunto de etapas
capazes de produzir um resultado a partir do domı´nio do problema.
Sendo assim, escolheu-se utilizar um sistema com as etapas semelhan-
tes a`s propostas pelo autor. Estas, podem ser vistas na Figura 13.
Figura 13 – Visa˜o geral do sistema proposto
Fonte: Elaborada pelo autor
A primeira etapa consiste na aquisic¸a˜o das imagens contendo
o piso a ser analisado. Esta precisa ser capturada em um ambiente
controlado, com o mı´nimo poss´ıvel de influeˆncia externa. Para isto, foi
utilizado um proto´tipo de baixo custo, que sera´ explicado durante o
cap´ıtulo.
Na etapa de pre´-processamento, a informac¸a˜o que na˜o e´ ne-
cessa´ria no momento da ana´lise do piso e´ removida. Por exemplo,
a imagem capturada mostra uma parte do fundo do proto´tipo, jun-
tamente com o sistema de iluminac¸a˜o. Como estas informac¸o˜es na˜o
sera˜o analisadas, podem ser removidas. Fazendo isto, a quantidade de
informac¸a˜o a ser processada e´ diminu´ıda.
Na etapa de extrac¸a˜o de caracter´ısticas sa˜o utilizados os algorit-
mos de ana´lise de textura. Esta fase tem como principal objetivo ad-
quirir informac¸o˜es estat´ısticas que possam descrever o piso em ana´lise.
A u´ltima etapa consiste na classificac¸a˜o da placa ceraˆmica. Neste
trabalho sera˜o comparados va´rios classificadores, com diferentes carac-
ter´ısticas. Tem-se o intuito de verificar qual e´ a melhor combinac¸a˜o
entre algoritmo de extrac¸a˜o e classificador para este tipo de aplicac¸a˜o.
Os algoritmos foram desenvolvidos na linguagem C++, utili-
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zando a biblioteca OpenCV. Nenhuma otimizac¸a˜o foi feita.
4.1 OPENCV
O OpenCV (Open Source Computer Vision) e´ um conjunto de
bibliotecas que possui va´rias func¸o˜es voltadas a` aplicac¸o˜es que envolvem
visa˜o computacional. Estas, tiram vantagem da utilizac¸a˜o de mu´ltiplos
cores. Ale´m disso, a biblioteca e´ muito utilizada em aplicac¸o˜es de tempo
real (BRADSKI; KAEHLER, 2008).
Um dos principais objetivos do OpenCV e´ entregar uma infra-
estrutura que auxilia os desenvolvedores a criar aplicac¸o˜es de visa˜o
computacional de modo muito ra´pido. Existem mais de 500 func¸o˜es
dispon´ıveis, distribu´ıdas em va´rias a´reas (BRADSKI; KAEHLER, 2008).
Segundo Bradski e Kaehler (2008), a a´rea de aprendizado de
ma´quina esta´ intimamente ligada com o processamento de imagens. E´
disponibilizada tambe´m uma biblioteca completa para este fim, cha-
mada de Machine Learning Library ou MLL. Esta, tem seu foco prin-
cipal em reconhecimento de padro˜es estat´ısticos e me´todos de cluste-
rizac¸a˜o.
Escolheu-se utilizar o OpenCV por ser uma biblioteca muito
popular e elogiada pelos usua´rios. O desenvolvimento pode ser feito
em va´rias linguagens de programac¸a˜o, incluindo o C/C++ e Python.
Ale´m disso, possui uma vasta documentac¸a˜o, facilitando muito no mo-
mento do desenvolvimento. Possui co´digo aberto e pode ser utilizada
tanto educacionalmente quanto comercialmente. Ainda e´ otimizada
utilizando bibliotecas de processamento paralelo.
4.2 PROTO´TIPO
Uma aplicac¸a˜o de visa˜o computacional precisa de um sistema
de aquisic¸a˜o robusto, onde a captura das imagens possa ser feita de
maneira correta, em um ambiente controlado. Neste trabalho, optou-
se por criar um proto´tipo de baixo custo para a aquisic¸a˜o das imagens.
O principal objetivo deste proto´tipo e´ proporcionar um ambiente
esta´vel e sem interfereˆncias externas para adquirir as imagens dos pisos.
Na confecc¸a˜o do proto´tipo, foram levadas em conta as caracter´ısticas
que seriam importantes em uma linha de produc¸a˜o de uma indu´stria
ceraˆmica. Entre as principais podemos citar: ambiente esta´vel, boa
iluminac¸a˜o e fundo escuro, visando criar um maior contraste com pisos
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claros, o padra˜o mais comum encontrado na indu´stria.
Figura 14 – Visa˜o externa do proto´tipo
Fonte: Elaborada pelo autor
A visa˜o externa do proto´tipo e´ mostrada na Figura 14 e se asse-
melha a uma grande caixa. Foi feita com Medium Density Fiberboard
(MDF) e possui as dimenso˜es 50 cm × 50 cm × 70 cm.
Este possui uma entrada e sa´ıda para os pisos, ale´m de uma base
remov´ıvel para um melhor posicionamento dos mesmos. Isso tambe´m
permite a fa´cil retirada da placa ceraˆmica depois que a aquisic¸a˜o das
imagens e´ feita. Tem como objetivo manter um ambiente controlado,
fazendo com que haja o mı´nimo de influeˆncia externa. A base e´ re-
mov´ıvel para permitir a adaptac¸a˜o a` uma linha de produc¸a˜o.
Figura 15 – Visa˜o interna do proto´tipo
Fonte: Elaborada pelo autor
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A Figura 15 mostra a parte interna do proto´tipo. Na parte de
cima, ha´ um suporte onde a caˆmera e´ fixada. Na parte inferior, existe
uma estrutura para colocac¸a˜o do sistema de iluminac¸a˜o. Este, foi feito
utilizando uma fita de LED de 3m, contendo 120 LEDs. Foi fixada
na parte de baixo do suporte com a intenc¸a˜o de evitar sombras e/ou
reflexos provenientes da iluminac¸a˜o.
Seu interior foi pintado de preto fosco com a intenc¸a˜o de criar
um contraste maior com os padro˜es de pisos mais comuns fabricados
atualmente: os de tons claros. Uma limitac¸a˜o deste sistema e´ o fato de
so´ poderem ser analisadas placas ceraˆmicas com dimenso˜es ma´ximas
de 48 cm × 48 cm. Isto pode ser resolvido se o tamanho do proto´tipo
for aumentado e a caˆmera for posicionada a uma altura maior.
Esta, possui um sensor T4K37 com 13 megapixels CMOS de
1/3.07”, posicionada a uma altura de 69 cm em relac¸a˜o ao piso. Com
isso, obteve-se um ground sample distance (GSD) de aproximadamente
0,0206 cm. Apesar de a caˆmera na˜o ser a ideal para uma aplicac¸a˜o
industrial, ela cumpriu bem o seu objetivo de auxiliar na validac¸a˜o da
abordagem proposta. Tambe´m deve ser levado em conta o fato de que
a ideia era criar um proto´tipo de baixo custo.
As imagens foram adquiridas com a caˆmera presente no proto´tipo
de aquisic¸a˜o de imagens. Logo depois, foram transferidas via cabo USB
para um computador, onde seguiram o fluxo proposto neste trabalho
(pre´-processamento, extrac¸a˜o de caracter´ısticas e classificac¸a˜o).
A acura´cia do sistema poderia ser melhorada se houvesse uma
caˆmera apropriada para a aplicac¸a˜o. Pore´m, isso resultaria em utilizar
imagens com uma resoluc¸a˜o maior e para isso, seria necessa´rio obter
um hardware com maior poder de processamento. Assim, a taxa de
acerto poderia ser melhorada, mantendo (ou ate´ melhorando) o tempo
de processamento.
4.3 BASE DE DADOS
Levando em conta que foram utilizados me´todos de aprendizado
supervisionado, era necessa´rio criar uma base de dados para o treina-
mento dos classificadores. Para isso, utilizou-se os recursos dispon´ıveis
visando simular a maioria dos defeitos poss´ıveis encontrados em uma
linha de produc¸a˜o de uma indu´stria ceraˆmica.
A soluc¸a˜o foi desenvolvida com a intenc¸a˜o de classificar qualquer
tipo de piso. Por isso, optou-se por criar uma base de dados com cinco
padro˜es diferentes, com e sem textura. Estes podem ser vistos na Figura
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Figura 16 – Tipos de pisos contidos na base de dados
(a) Tipo 1 (b) Tipo 2 (c) Tipo 3
(d) Tipo 4 (e) Tipo 5
Fonte: Elaborada pelo autor
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Tabela 1 – Divisa˜o dos padro˜es de pisos na base de dados
Tipos Quantidades
Bons Ruins Total
1 20 141 161
2 47 139 186
3 41 123 164
4 287 116 403
5 300 80 380
Total 695 599 1294
Fonte: Elaborada pelo autor
16. As imagens foram obtidas utilizando o proto´tipo citado na Sec¸a˜o
4.2 e aplicando as operac¸o˜es de pre´-processamento.
Os pisos esta˜o em quantidades diferentes e estas podem ser vis-
tas na Tabela 1. Obteve-se um total de 1294 imagens. Os pisos sa˜o
classificados entre bons (sem defeitos) ou ruins (com algum tipo de
defeito). A classificac¸a˜o de cada placa ceraˆmica foi feita baseada nas
regras apresentadas nas NBRs 13816, 13817 e 13818 (TE´CNICAS, 1997).
E´ importante salientar que ter pisos com e sem texturas e´ um
ponto positivo. Isso acontece pelo fato de que, desta maneira, e´ poss´ıvel
analisar como os algoritmos de extrac¸a˜o de caracter´ısticas se compor-
tam com cada padra˜o. Para a ana´lise de resultados foram levadas em
conta, principalmente, a taxa de acerto e o tempo de processamento
necessa´rio.
4.4 PRE´-PROCESSAMENTO
O objetivo da etapa de pre´-processamento e´ remover toda a in-
formac¸a˜o que na˜o sera´ utilizada na etapa de extrac¸a˜o de caracter´ısticas.
Um exemplo de uma imagem adquirida com o proto´tipo pode ser vista
na Figura 17.
Com o intuito de diminuir o tempo de processamento, reduz-se a
imagem para 1/5 do seu tamanho original. Dessa maneira, a quantidade
de informac¸a˜o a ser processada e´ reduzida. Isto pode ser feito porque
neste tipo de aplicac¸a˜o na˜o e´ necessa´ria a utilizac¸a˜o de imagens de alta
resoluc¸a˜o para obter bons resultados, se comparados com a literatura.
Depois disto, a matriz que representa a imagem e´ realocada em
um vetor para que possa ser aplicado o k-means clustering. A aplicac¸a˜o
deste me´todo tem como objetivo segmentar a imagem em clusters. Ou
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Figura 17 – Exemplo de imagem capturada utilizando o proto´tipo
Fonte: Elaborada pelo autor
seja, e´ feita uma segmentac¸a˜o por cor, com o objetivo de “encontrar”
o piso na imagem.
Como ja´ foi citado, o proto´tipo possui o fundo escuro para que
haja um maior contraste entre este e o piso ceraˆmico. Sendo assim, a
utilizac¸a˜o de dois clusters (k = 2) para essa aplicac¸a˜o e´ suficiente.
A Equac¸a˜o 4.1 (OpenCV, 2014) define a func¸a˜o utilizada para
divisa˜o dos clusters. Para a inicializac¸a˜o de centros, foi utilizado o
k-means++ center initialization (ARTHUR; VASSILVITSKII, 2007).∑
i
||samplesi − centerslabelsi ||2 (4.1)
O resultado obtido apo´s a aplicac¸a˜o deste me´todo e´ mostrado
na Figura 18. Pode-se ver claramente que ha´ dois grupos na imagem:
um contendo o piso, juntamente com parte do sistema de iluminac¸a˜o e
outro contendo o fundo do proto´tipo.
Uma operac¸a˜o de thresholding foi realizada para converter a ima-
gem obtida em bina´ria. O resultado e´ mostrado na Figura 19.
O pro´ximo passo e´ encontrar o piso propriamente dito e remover
o restante das informac¸o˜es desnecessa´rias. Para isso, e´ procurada na
imagem a a´rea com a maior quantidade de pixeis. Assim que ela e´
encontrada, o algoritmo calcula o menor quadrado que pode descreveˆ-
la. O resultado e´ mostrado na Figura 20.
Geralmente, em uma linha de produc¸a˜o, os pisos na˜o chegam dis-
postos da mesma maneira. Desta forma, pode haver angulac¸a˜o nestes
e isso fica claro nas imagens capturadas. Para retira´-las, e´ necessa´rio
calcular o aˆngulo formado entre os dois ve´rtices inferiores. Quando
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Figura 18 – Resultado obtido apo´s a aplicac¸a˜o do k-means clustering
Fonte: Elaborada pelo autor
Figura 19 – Resultado obtido apo´s a operac¸a˜o de thresholding
Fonte: Elaborada pelo autor
este valor e´ encontrado, uma transformada Affine e´ aplicada. Assim,
se houver uma angulac¸a˜o, positiva ou negativa, ela sera´ removida. O
resultado e´ mostrado na Figura 21.
Apo´s o passo anterior, a ma´scara que descreve o piso esta´ pronta.
Aplicando-a na imagem original, obte´m-se o piso que sera´ submetido
a` fase de extrac¸a˜o de caracter´ısticas. O resultado final da etapa de
pre´-processamento e´ mostrado na Figura 22.
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Figura 20 – Menor quadrado capaz de descrever o piso em ana´lise
Fonte: Elaborada pelo autor
Figura 21 – Resultado apo´s a remoc¸a˜o da angulac¸a˜o
Fonte: Elaborada pelo autor
Figura 22 – Imagem pre´-processada do piso
Fonte: Elaborada pelo autor
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4.5 EXTRAC¸A˜O DE CARACTERI´STICAS
A textura e´ uma caracter´ıstica fundamental em uma imagem.
A partir dela, pode-se obter informac¸o˜es sobre a distribuic¸a˜o espacial
de cores ou intensidades. Desta maneira, estas informac¸o˜es podem ser
utilizadas para classificac¸a˜o. Pore´m, a extrac¸a˜o da informac¸a˜o de tex-
tura consume muito tempo (ARIVAZHAGAN et al., 2015). Isso acontece
principalmente em casos onde a utilizac¸a˜o de imagens de alta resoluc¸a˜o
e´ indispensa´vel (SAMIAPPAN et al., 2017). Para a extrac¸a˜o de carac-
ter´ısticas, me´todos como o GLCM ou o SFTA podem ser utilizados.
Pore´m, alguns me´todos demandam muito tempo computacio-
nal. A escolha do algoritmo de extrac¸a˜o e´ algo que requer muito cui-
dado, principalmente em casos de aplicac¸o˜es que devem funcionar em
tempo real. Este e´ o caso de uma linha de produc¸a˜o em uma indu´stria
ceraˆmica. A classificac¸a˜o dos pisos tem de ser feita de modo muito
ra´pido e preciso. Por isso, a escolha do me´todo adequado precisa ser
feita.
4.5.1 Utilizac¸a˜o da GLCM para extrac¸a˜o de caracter´ısticas
Um dos me´todos escolhidos para extrac¸a˜o de caracter´ısticas foi
o Gray-Level Co-Occurence Matrix (GLCM). A escolha se deu por este
apresentar o´timos resultados na literatura, incluindo va´rios trabalhos
voltados a verificac¸a˜o de defeitos em pisos ceraˆmicos. Entre estes, po-
demos citar: Mansoory, Tajik e Pashna (2009), Sharma e Kaur (2012),
Fathi, Monadjemi e Mahmoudi (2012), Chen et al. (2013) e Senthilku-
mar, Palanisamy e Jaya (2015).
Neste trabalho, optou-se por criar uma GLCM com 256 n´ıveis.
Ou seja, ela possui dimenso˜es de 256 × 256. A distaˆncia escolhida foi 1
e um aˆngulo de 90◦. Isso quer dizer que os pixeis sera˜o comparados com
o seu vizinho imediato a` direita. Apo´s ela ser montada, foi normalizada
para o ca´lculo de todos os paraˆmetros.
Baseado no algoritmo disponibilizado por Uppuluri (2008) e a`
partir da matriz montada, sa˜o calculados 23 paraˆmetros. Estes, esta˜o
matematicamente descritos na subsec¸a˜o 2.11.1.2. Depois do ca´lculo dos
mesmos, os paraˆmetros sa˜o organizados em um vetor de caracter´ısticas
para a posterior classificac¸a˜o.
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4.5.2 Utilizac¸a˜o do SFTA para extrac¸a˜o de caracter´ısticas
Ale´m do me´todo citado anteriormente, escolheu-se por verificar
como o SFTA se comporta em aplicac¸o˜es envolvendo pisos ceraˆmicos.
Este me´todo foi escolhido tambe´m por trazer bons resultados na litera-
tura, inclusive com imagens texturizadas. Entre os principais trabalhos,
podemos citar: Arivazhagan et al. (2015), El-Henawy, Bakry e Hadad
(2016), Samiappan et al. (2017) e Macarini e Weber (2017)1. Apenas
o u´ltimo envolve a classificac¸a˜o de pisos ceraˆmicos.
O u´nico paraˆmetro escolhido pelo usua´rio e´ o nt. Ele repre-
senta a quantidade de vezes em que o Multi-Level Otsu Algorithm e´
aplicado recursivamente na imagem. Este paraˆmetro influencia no ta-
manho do vetor de caracter´ısticas extra´ıdo. Esta quantidade e´ 2×3×nt.
Neste trabalho, nt = 8, gerando um vetor com 48 caracter´ısticas. Este
paraˆmetro foi escolhido de modo experimental.
4.6 CLASSIFICAC¸A˜O
A etapa de classificac¸a˜o consiste em utilizar as carater´ısticas ex-
tra´ıdas de cada imagem para inseri-la em uma determinada classe.
Assim, baseado nestes dados estat´ısticos, a imagem e´ classificada de
acordo com o treinamento do algoritmo de classificac¸a˜o.
Diferentes classificadores tem diferentes caracter´ısticas. Sendo
assim, e´ dif´ıcil afirmar que existe um que se sobressai em todos os tipos
de aplicac¸a˜o. Logo, optou-se por testar diferentes algoritmos de classi-
ficac¸a˜o com o intuito de obter o melhor resultado para esta aplicac¸a˜o.
4.6.1 Redes Neurais Artificiais
As Redes Neurais tem como sua principal vantagem o fato de,
quanto maior for o tamanho da rede (a quantidade de camadas ocultas
e seu tamanho), mais flex´ıvel ela se torna. Assim, o erro no conjunto de
treinamento pode ser muito pequeno. Ao mesmo tempo, a rede treinada
aprendera´ sobre o “ru´ıdo” presente no mesmo. Logo, o erro do conjunto
de teste geralmente comec¸a a aumentar depois que o tamanho da rede
alcanc¸a seu limite (OPENCV, 2014).
Quando a rede e´ muito grande, a fase de treinamento e´ maior.
1Artigo publicado em decorreˆncia da realizac¸a˜o deste trabalho de conclusa˜o de
curso.
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Enta˜o, e´ razoa´vel pre´-processar os dados antes desta etapa. Para este
fim, te´cnicas como o PCA (Principal Component Analysis) podem ser
utilizadas (OPENCV, 2014).
Para a obtenc¸a˜o dos resultados, utilizou-se a implementac¸a˜o dis-
pon´ıvel no mo´dulo de Machine Learning do OpenCV. Neste trabalho,
foi utilizada uma rede neural do tipo Multilayer Perceptron. Sua es-
trutura possui 15 neuroˆnios na camada oculta, sendo que este valor foi
escolhido atrave´s de experimentos. Como func¸a˜o de ativac¸a˜o, optou-se
por uma Symmetrical Sigmoid. Esta e´ descrita pela Equac¸a˜o 4.2.
f(x) = β · 1− e
−αx
1 + e−αx
(4.2)
O me´todo de treinamento utilizado foi o Backpropagation. Como
crite´rio de parada para esta fase, determinou-se que a execuc¸a˜o fosse
encerrada com 1000 iterac¸o˜es ou quando o algoritmo atingisse um erro
menor que 1× 10−6. O OpenCV utiliza a implementac¸a˜o proposta por
LeCun et al. (2012).
4.6.2 Support Vector Machine
Outro classificador utilizado foi o Support Vector Machine. Ele
foi escolhido por ser capaz de apresentar uma boa performance em
uma quantidade razoa´vel de problemas. Ale´m disso, ele e´ muito efici-
ente e esta´vel (CASAGRANDE et al., 2017). Esta te´cnica apresenta uma
boa capacidade de generalizac¸a˜o em situac¸o˜es reais, onde geralmente
obteˆm-se resultados melhores do que com outros classificadores, tanto
em predic¸o˜es quando em classificac¸o˜es (AKANDE et al., 2014).
Para a implementac¸a˜o deste classificador, foi utilizada a LIBSVM
(CHANG; LIN, 2011). Esta biblioteca foi escolhida por sua facilidade de
uso e pelo grande volume de documentac¸a˜o. Ale´m disso, pode ser fa-
cilmente integrada ao co´digo-fonte da aplicac¸a˜o em desenvolvimento.
Antes de treinar ou mesmo utilizar o SVM para predic¸a˜o, e´ im-
portante normalizar os dados. As duas principais vantagens sa˜o: evitar
que os atributos com valores muito altos dominem os que possuem va-
lores menores e evitar dificuldades matema´ticas durante o ca´lculo (HSU
et al., 2003). O processo de normalizac¸a˜o consiste em transformar os
valores nume´ricos para encaixa´-los entre dois limites: um limite inferior
e um superior. Neste trabalho, os dados foram normalizados para um
intervalo [-1 1].
Inicialmente, os dois principais paraˆmetros do SVM sa˜o des-
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conhecidos. Para encontrar o par (C, γ) que traz a melhor desem-
penho para a aplicac¸a˜o, foi utilizado o Grid Search Algorithm (HSU
et al., 2003). Este, consiste em tentar va´rios pares (C, γ) e selecio-
nar aquele que trouxer a melhor acura´cia utilizando validac¸a˜o cruzada
(cross-validation) (CHANG; LIN, 2011). A selec¸a˜o de paraˆmetros e´ uma
etapa essencial, levando em conta que a escolha errada destes faz com
que a taxa de acerto do sistema seja diminu´ıda.
Neste trabalho, utilizou-se um SVM do tipo C-Support Vector
Classification (C-SVC) para classificac¸a˜o multi-classe. Este tipo de
SVM permite separac¸a˜o imperfeita de classes, com uma penalidade
C para erros. Como kernel, utilizou-se o tipo radial basis function
(Equac¸a˜o 3.2).
4.6.3 A´rvores de decisa˜o
A principal vantagem da utilizac¸a˜o das a´rvores de decisa˜o e´ o
fato de estas possu´ırem a capacidade de quebrar um problema rela-
tivamente complexo em problemas menores, entregando uma soluc¸a˜o
facilmente interpreta´vel. Ale´m disso, enquanto alguns classificadores
testam as amostras com todas as outras presentes no conjunto de da-
dos, as a´rvores fazem isso com apenas uma parte destas, reduzindo a
quantidade de processamento desnecessa´rio (SAFAVIAN; LANDGREBE,
1991).
Safavian e Landgrebe (1991) ainda afirmam que outra vantagem
se da´ pelo fato de, muitas vezes, alguns classificadores apresentarem um
problema conhecido como Curse of Dimensionality. Com as a´rvores
de decisa˜o este problema pode ser evitado. Para isto, utiliza-se uma
quantidade menor de caracter´ısticas em cada no´ interno, sem que haja
excessiva degradac¸a˜o de performance.
Para obter os resultados utilizando as a´rvores de decisa˜o, foi
utilizada a implementac¸a˜o disponibilizada no mo´dulo de machine lear-
ning do OpenCV. Esta, por sua vez, foi implementada de acordo com
o trabalho proposto por Breiman et al. (1984).
Para a obtenc¸a˜o dos melhores resultados poss´ıveis, os paraˆmetros
necessa´rios para o funcionamento do algoritmo foram escolhidos de
modo pra´tico. A Tabela 2 mostra quais sa˜o estes paraˆmetros, suas
respectivas descric¸o˜es e seus valores.
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Tabela 2 – A´rvore de decisa˜o: paraˆmetros, descric¸a˜o e valores
Paraˆmetro Descric¸a˜o Valor
maxDepth Profundidade ma´xima da a´rvore 10
minSampleCount
Quantidade de amostras
necessa´rias em um no´ para que haja separac¸a˜o
2
regressionAccuracy
Crite´rio de terminac¸a˜o para
a´rvores de regressa˜o (na˜o utilizado neste caso)
0
useSurrogates Se true, as chamadas surrogate splits sa˜o criadas false
maxCategories
Agrupa poss´ıveis valores de uma varia´vel
de determinada categoria em k maxCategories
diviso˜es para encontrar uma divisa˜o o´tima
16
CVFolds
Quantidade de folds utilizados
(se for utilizado k-fold cross validation)
0
use1SERule Se for true, as “podas” sera˜o mais severas false
truncatePrunedTree
Se true, os galhos podados sera˜o
fisicamente removidos da a´rvore
false
setPriors
Um vetor das classes probabilidades preliminares,
organizadas por valor
Mat()
4.6.4 Random Trees
Um dos motivos que torna a utilizac¸a˜o das Random Trees (tambe´m
conhecidas como Random Forest) facilitada e´ o fato de existir um u´nico
paraˆmetro ajusta´vel. Este representa a quantidade de varia´veis utili-
zadas para fazer a separac¸a˜o nos no´s. Apesar disso, o algoritmo na˜o e´
sens´ıvel a este fato. Geralmente, o valor deste paraˆmetro e´ calculado
como sendo a raiz quadrada da quantidade de entradas. Limitando esta
quantidade, a complexidade do algoritmo tambe´m e´ diminu´ıda. Ale´m
disso, as Random Trees na˜o sa˜o podadas, fazendo com que a carga
computacional seja diminu´ıda (GISLASON; BENEDIKTSSON; SVEINSSON,
2006).
Isso significa que as Random Trees podem lidar com dados de
dimenso˜es maiores e utilizar uma quantidade alta de a´rvores para for-
mar um conjunto. Isto e´ combinado ao fato de que a selec¸a˜o aleato´ria
de varia´veis busca minimizar a correlac¸a˜o entre as a´rvores no conjunto.
Assim, a taxa de erro pode ser comparada com classificadores como
o AdaBoost, enquanto sa˜o computacionalmente mais leves (GISLASON;
BENEDIKTSSON; SVEINSSON, 2006).
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Tabela 3 – Random Trees: paraˆmetros, descric¸a˜o e valores
Paraˆmetro Descric¸a˜o Valor
maxDepth Profundidade ma´xima da a´rvore 10
minSampleCount
Quantidade de amostras necessa´rias
em um no´ para que haja separac¸a˜o
2
regressionAccuracy
Crite´rio de terminac¸a˜o para a´rvores de regressa˜o
(na˜o utilizado neste caso)
0.f
useSurrogates Se true, as chamadas surrogate splits sa˜o criadas false
maxCategories
Agrupa poss´ıveis valores de uma varia´vel
de determinada categoria em k <= maxCategories
diviso˜es para encontrar a divisa˜o o´tima
16
priors
Um vetor das classes de probabilidades preliminares,
organizadas por valor
Mat()
calculateVarImportance
Se for true, a importaˆncia de cada varia´vel
e´ calculada
false
activeVarCount
O tamanho do subconjunto de caracter´ısticas
em cada no´ da a´rvore que e´ utilizado
para encontrar a(s) melhor(es) separac¸a˜o(o˜es)
5
Apesar de ter sido dito que o u´nico paraˆmetro ajusta´vel e´ a
quantidade de varia´veis utilizadas para fazer a separac¸a˜o nos no´s, a
Tabela 3 mostra que existem mais. Pore´m, deve-se perceber que os
outros paraˆmetros sa˜o referentes as a´rvores de decisa˜o (Tabela 2).
4.6.5 k-Nearest Neighbor
Escolheu-se incluir o kNN neste trabalho por possuir uma es-
trutura relativamente simples e poder fazer classificac¸o˜es com pouco
esforc¸o. Ale´m disso, o per´ıodo de treino e´ muito pequeno, sendo mui-
tas vezes nulo (FRIEDMAN; HASTIE; TIBSHIRANI, 2001). E´ conhecido
por ser um me´todo na˜o-parame´trico. Isso significa que seu desempenho
na˜o depende da escolha de seus paraˆmetros (ALTMAN, 1992).
O OpenCV tambe´m disponibiliza em seu mo´dulo de machine le-
arning uma implementac¸a˜o do kNN. Para este trabalho, a quantidade
k de vizinhos escolhido foi 3 e este valor foi encontrado de forma expe-
rimental. Ale´m disso, o tipo de algoritmo escolhido e´ conhecido como
Forc¸a Bruta (do ingleˆs, Brute Force).
O kNN de Forc¸a Bruta e´ um dos me´todos de classificac¸a˜o mais
simples. E´ um algoritmo que consiste nos seguintes passos:
1. Calcula-se a distaˆncia entre o ponto em ana´lise e os demais pon-
tos;
2. Ordena-se as distaˆncia encontradas;
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3. Escolhe-se os k pontos de menor distaˆncia;
4. Inicia-se o processo de “votac¸a˜o” dos objetos;
5. Repetem-se os passos anteriores para todos os pontos a serem
analisados.
Este tipo de algoritmo pode ser muito eficiente com poucas amos-
tras de dados. Pore´m, sofre de um problema conhecido como Curse of
Dimensionality. Este se refere ao problema de encontrar uma estru-
tura para dados que esta˜o incorporados em espac¸os dimensionais mai-
ores. Quanto maior a quantidade de caracter´ısticas, mais dados sa˜o
necessa´rios para preencher o espac¸o (FRIEDMAN; HASTIE; TIBSHIRANI,
2001).
4.7 RESULTADOS
Este trabalho tem como um dos objetivos detectar a maior quan-
tidade de defeitos visuais em pisos ceraˆmicos utilizando processamento
de imagens e aprendizado de ma´quinas. Estas a´reas, por serem muito
amplas, possuem inu´meros algoritmos com as mais variadas aborda-
gens.
Sendo assim, uma abordagem pode funcionar muito bem para
uma aplicac¸a˜o, enquanto outra pode falhar totalmente. Tendo isto em
mente, optou-se por analisar e fazer experimentos combinando algorit-
mos de processamento de imagens e classificac¸a˜o.
Foram utilizados dois algoritmos de extrac¸a˜o de caracter´ısticas
e cinco classificadores. Foram gerados resultados a partir destas 10
combinac¸o˜es para uma posterior comparac¸a˜o. Com isso, procurou-se
obter a melhor soluc¸a˜o dentre as propostas, tanto em relac¸a˜o ao tempo
de processamento quanto a taxa de acerto.
Para encontrar os paraˆmetros o´timos em relac¸a˜o aos classifica-
dores, foi utilizada uma espe´cie de otimizac¸a˜o. Esta se assemelha a
um me´todo de forc¸a bruta, ja´ que foram feitas va´rias tentativas e os
paraˆmetros escolhidos foram aqueles que trouxeram a melhor taxa de
acerto.
Todos os algoritmos foram implementados em C/C++, utili-
zando as bibliotecas OpenCV. A unidade de processamento foi um
computador com um processador Intel Core i3-4030U CPU @ 1.9GHz
× 2, 8GB de memo´ria RAM, SSD Sandisk PLUS com 240GB e uma
GPU Intel Corporation Haswell - ULT Graphics Controller. O sistema
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Tabela 4 – Tempos obtidos na etapa de pre´-processamento
Conjunto Me´dia (s) Desvio Padra˜o (s)
1 0,178 0,023
2 0,169 0,027
3 0,177 0,022
4 0,156 0,018
5 0,161 0,021
operacional utilizado foi o Linux Mint 18.1, Cinnamon Edition, 64-bit
com um kernel Linux 4.4.0-53-generic.
4.7.1 Tempo de Processamento
Uma linha de produc¸a˜o de pisos ceraˆmicos tem uma alta taxa de
sa´ıda. Sendo assim, a verificac¸a˜o de defeitos precisa funcionar em tempo
real. Pore´m, devido ao custo, esta etapa ainda e´ realizada por seres
humanos e este fato faz com que haja limitac¸a˜o na taxa de produc¸a˜o.
Ao propor esta abordagem, teve-se como intuito a classificac¸a˜o
de pisos de qualquer tamanho. Para isso, o tempo de pre´-processamento,
processamento e classificac¸a˜o somados precisam ficar abaixo de 1,5 se-
gundos por pec¸a. Sendo assim, a escolha dos algoritmos precisa ser
feita de maneira cuidadosa.
4.7.1.1 Etapa de Pre´-Processamento
A etapa de pre´-processamento consiste em ajustar a imagem cap-
turada com o intuito de tentar melhorar o resultado que sera´ obtido na
etapa subsequente. Sendo assim, existe a necessidade de remover toda
a informac¸a˜o desnecessa´ria visando diminuir o tempo de processamento
no momento da extrac¸a˜o de caracter´ısticas.
Ale´m disso, tem-se o objetivo de corrigir os problemas que ve-
nham a acontecer no momento da aquisic¸a˜o da imagem. O caso mais
comum e´ a angulac¸a˜o no piso em ana´lise. Se o piso estiver torto no mo-
mento em que a imagem for adquirida, e´ necessa´rio ajusta´-lo de modo a
diminuir os problemas na fase de extrac¸a˜o de caracter´ısticas. A Tabela
4 mostra a me´dia e o desvio padra˜o dos tempos referentes a etapa de
pre´-processamento.
A me´dia de tempo obtida em todos os conjuntos pode ser con-
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Tabela 5 – Tempos de processamento obtidos
Conjunto
SFTA GLCM
Me´dia (s) Desvio Padra˜o (s) Me´dia (s) Desvio Padra˜o (s)
1 0,517 0,0340 0,0504 0,0103
2 0,510 0,0202 0,0461 0,0029
3 0,494 0,0152 0,0473 0,0019
4 0,604 0,0919 0,0423 0,0012
5 0,544 0,0819 0,0452 0,0022
siderada satisfato´ria se comparada a outros trabalhos presentes na li-
teratura. Estes, na˜o apresentam uma etapa de pre´-processamento pro-
priamente dita. Logo, para comparac¸o˜es, sera´ utilizado o tempo total
de processamento obtido. A Tabela 6 mostra estes valores.
O principal ponto positivo se deve ao fato de o desvio padra˜o
obtido ser um valor pequeno. Isso mostra a estabilidade do algoritmo e
o seu comportamento no processamento de diferentes padro˜es de pisos,
com e sem texturas.
4.7.1.2 Etapa de Extrac¸a˜o de Caracter´ısticas
A etapa de extrac¸a˜o de caracter´ısticas consiste em utilizar os
algoritmos anteriormente citados visando extrair os dados estat´ısticos
que descrevem o piso em ana´lise. Para isso, dois me´todos de ana´lise de
textura foram empregados. Assim, os tempos de processamento e as
taxas de acerto poderiam ser comparadas.
Para a obtenc¸a˜o dos resultados, mediu-se o tempo de processa-
mento para cada piso individualmente e enta˜o, calculou-se a me´dia e o
desvio padra˜o dos tempos obtidos em cada padra˜o de piso presente na
base de dados. Os resultados podem ser vistos na Tabela 5.
Primeiramente, e´ preciso enfatizar que o tempo despendido na
etapa de classificac¸a˜o na˜o foi inclu´ıdo na ana´lise por ser muito baixo.
Este, foi observado durante a fase de obtenc¸a˜o de resultados e teve sua
me´dia na ordem de 10−2 segundos.
Pode-se perceber pelas Tabelas 4 e 5 que o tempo necessa´rio
para processar as imagens dos pisos fica abaixo de um segundo. Esse
fato faz com fique claro que ambos os algoritmos funcionam de maneira
satisfato´ria em relac¸a˜o a este quesito.
Outro fato importante a ser destacado e´ que dentre os padro˜es
utilizados na ana´lise, existem dois com textura e treˆs destes sem. Ainda
assim, o tempo despendido nas duas etapas (pre´-processamento e pro-
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Tabela 6 – Comparativo - Me´dia de Tempo de Execuc¸a˜o (Por piso)
Trabalho Tempo (s)
Este trabalho (GLCM) 0,21
Este trabalho (SFTA) 0,70
Meena e Mittal (2013) 0,44
Mishra e Shukla (2014) 0,18
Mohan e Kumar (2015) 0,18
Hocenski, Matic´ e Vidovic´ (2016) 0,90
Hanzaei, Afshar e Barazandeh (2017) 3,52
cessamento) se manteve abaixo do encontrado na indu´stria.
Os resultados obtidos poderiam ser melhorados se fosse utili-
zado um hardware com mais poder de processamento. Utilizar GPUs
com suporte a CUDA (Compute Unified Device Architecture) diminui-
ria significativamente o tempo de processamento despendido em cada
imagem. Isto porque o OpenCV fornece suporte a esta API, permitindo
o processamento paralelo.
E´ importante citar que os tempos referentes a este trabalho (Ta-
bela 6) foram obtidos calculando a me´dia de tempo dos cinco conjuntos
de imagens utilizados. Ale´m disso, e´ resultado da soma do tempo des-
pendido nas etapas de pre´-processamento e extrac¸a˜o de caracter´ısticas.
O tempo me´dio necessa´rio para a classificac¸a˜o dos pisos foi desconside-
rado por ser um valor muito pequeno se comparado aos atingidos em
outras etapas do sistema.
4.7.2 Taxa de acerto
A taxa de acerto e´ um paraˆmetro muito importante a ser levado
em conta neste tipo de aplicac¸a˜o. Isto porque em uma indu´stria, sendo
ela de qualquer segmento, a qualidade dos produtos e´ um ponto impres-
cind´ıvel e e´ levado em conta em qualquer decisa˜o feita pelas empresas.
Sendo assim, a taxa de acerto obtida atrave´s desta abordagem precisa
ser alta.
Para a obtenc¸a˜o dos resultados, os conjuntos de imagens foram
divididos na proporc¸a˜o 80/20. Ou seja, 80% das imagens foram uti-
lizadas para treinamento dos algoritmos de classificac¸a˜o e 20% foram
usadas para testes. A Tabela 7 mostra como foram divididos cada
conjunto.
As imagens foram separadas de modo aleato´rio da seguinte ma-
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Tabela 7 – Divisa˜o dos conjuntos de imagens em treinamento e teste
Conjunto Treino Teste
1 130 32
2 144 36
3 132 33
4 322 81
5 303 76
Tabela 8 – Taxa de acerto - Rede Neural
Conjunto SFTA GLCM
1 90,63% 96,88%
2 86,11% 97,22%
3 90,91% 87,88%
4 88,89% 86,42%
5 69,74% 96,05%
neira: dentre as imagens que representam os pisos sem defeitos, 80%
destas foram selecionadas e utilizadas para treinamento. O restante,
foi utilizada para teste. As imagens que representam os pisos com de-
feitos foram selecionadas da mesma maneira. E´ importante destacar
que aquelas escolhidas para teste sa˜o totalmente desconhecidas pelo
classificador.
Uma das principais vantagens das redes neurais artificiais e´ o
fato de, quanto maior e´ a sua camada oculta, mais flex´ıvel ela se torna.
Pore´m, e´ necessa´rio levar em conta a taxa de acerto necessa´ria e o
tempo ma´ximo permitido para treinamento. Isso acontece pois quanto
maior e´ a rede, mais tempo ela leva para treinar. Enta˜o deve haver um
meio termo entre as duas varia´veis. Os resultados relacionados a taxa
de acerto sa˜o apresentados na Tabela 8.
As a´rvores de decisa˜o tem como uma de suas vantagens a clas-
sificac¸a˜o de modo preciso, mesmo quando ha´ uma quantidade relativa-
mente baixa de amostras para treinamento. Sendo assim, a Tabela 9
mostra os resultados obtidos utilizando este classificador.
O principal benef´ıcio da utilizac¸a˜o das random trees e´ o fato
deste classificador na˜o necessitar de ajuste de paraˆmetros. Ou seja, e´
um me´todo na˜o-parame´trico. Na Tabela 10 sa˜o apresentados os da-
dos referentes as taxas de acerto atingidas utilizando este me´todo de
classificac¸a˜o.
Um dos principais pontos positivos da utilizac¸a˜o do k-nearest
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Tabela 9 – Taxa de acerto - A´rvores de Decisa˜o
Conjunto SFTA GLCM
1 93,75% 93,75%
2 80,56% 94,44%
3 93,94% 90,91%
4 98,76% 98,76%
5 86,84% 94,74%
Tabela 10 – Taxa de acerto - Random Trees
Conjunto SFTA GLCM
1 96,87% 93,75%
2 88,89% 97,22%
3 90,91% 93,94%
4 96,30% 95,06%
5 96,05% 97,37%
neighbor e´ o fato deste possuir um per´ıodo de treinamento relativa-
mente pequeno se comparado a outros classificadores. Isso faz com que
sua aplicac¸a˜o seja recomenda´vel em sistemas de tempo real. Na Ta-
bela 11 sa˜o apresentados os resultados obtidos com a utilizac¸a˜o deste
algoritmo.
O Support Vector Machine tem como principal ponto positivo o
fato deste poder lidar com dados lineares e na˜o-lineares. Ale´m disso, a
variedade de kernels que podem ser utilizados faz com que a quantidade
de aplicac¸o˜es em que este classificador possa ser usado se torne ainda
maior. Assim sendo, as taxas de acerto obtidas utilizando o SVM sa˜o
apresentadas na Tabela 12.
Utilizando os dados obtidos na etapa de classificac¸a˜o, ale´m da
taxa de acerto (Equac¸a˜o 4.3), podem-se calcular outros importantes
Tabela 11 – Taxa de acerto - k-Nearest Neighbor
Conjunto SFTA GLCM
1 90,63% 93,75%
2 88,89% 69,44%
3 93,94% 84,85%
4 96,26% 90,12%
5 96,05% 89,47%
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Tabela 12 – Taxa de acerto - Support Vector Machine
Conjunto SFTA GLCM
1 81,35% 96,87%
2 83,33% 94,44%
3 87,88% 93,94%
4 97,53% 98,76%
5 98,68% 98,68%
paraˆmetros. O primeiro, e´ conhecido como Sensitividade (Equac¸a˜o
4.4) e representa a taxa de true positive. Ou seja, descreve a taxa
das amostras que foi classificada de modo correto (MACARINI; WEBER,
2017).
Outro importante paraˆmetro e´ a Especificidade (Equac¸a˜o 4.5).
Ao contra´rio do anterior, este e´ conhecido como o true negative rate,
pois descreve a probabilidade em que o sistema classifica um piso sem
defeitos como “bom” (MACARINI; WEBER, 2017).
Taxa de Acerto =
TP + TN
TP + TN + FP + FN
× 100 (4.3)
Sensitividade =
TP
TP + FN
× 100 (4.4)
Especificidade =
TN
TN + FP
× 100 (4.5)
As abreviaturas utilizadas nas equac¸o˜es acima sa˜o definidas como:
• TN: True Negative. Representa a quantidade de pisos que na˜o
possuem nenhum defeito e o sistema classifica eles de modo cor-
reto;
• TP: True Positive. Descreve o nu´mero de pisos que possuem
defeitos e o sistema os classifica como defeituosos;
• FN: False Negative. Representa a taxa de pisos que sa˜o classifi-
cados como “bons”, mas que possuem defeitos;
• FP: False Positive. E´ a quantidade de pisos que na˜o possuem
nenhum defeito, mas o sistema os classifica como “ruins”.
Os resultados obtidos em relac¸a˜o a sensitividade e a especifici-
dade utilizando redes neurais sa˜o mostrados na Figura 23. Apesar de as
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taxas de sensitividade terem sido boas, as relacionadas a especificidade
na˜o foram. Isso se deu principalmente no treˆs primeiros conjuntos de
imagens, onde o desequil´ıbrio entre a quantidade de pisos bons e ruins
e´ mais acentuada. O pior caso ocorreu quando o SFTA foi utilizado
para extrac¸a˜o de caracter´ısticas no primeiro conjunto de dados, onde
foi atingido um valor de 0%.
Figura 23 – Resultados obtidos utilizando Redes Neurais
(a) SFTA
(b) GLCM
Fonte: Elaborada pelo autor
A Figura 24 mostra estes paraˆmetros calculados utilizando os
resultados obtidos atrave´s do uso de a´rvores de decisa˜o. Pode-se per-
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ceber que houve certa variac¸a˜o nestes valores. Isso acontece devido ao
desbalanceamento do conjunto de dados. Este fato influencia de modo
direto nos resultados obtidos.
Figura 24 – Resultados obtidos utilizando A´rvores de Decisa˜o
(a) SFTA
(b) GLCM
Fonte: Elaborada pelo autor
Utilizando as random trees, as taxas de especificidade e sensiti-
vidade tiveram uma variac¸a˜o menor. Isso e´ um ponto positivo para a
estabilidade do sistema, ja´ que mesmo com o conjunto de dados razoa-
velmente desbalanceado, o classificador conseguiu manter uma taxa de
acerto aceita´vel.
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Figura 25 – Resultados obtidos utilizando as Random Trees
(a) SFTA
(b) GLCM
Fonte: Elaborada pelo autor
Utilizando o kNN, o cena´rio foi diferente. Pode-se observar na
Figura 26(a) que a especificidade para o primeiro conjunto de dados
foi 0%. Apesar de este ser um fato preocupante, neste caso, o sistema
classificaria um piso bom como ruim. Como dito anteriormente, apesar
de ser um fato negativo, se o contra´rio acontecesse seria pior. Ou seja, se
um piso ruim fosse classificado como bom, comprometeria a qualidade
da linha de produc¸a˜o.
Ale´m disso, o kNN mostrou taxas relativamente baixas de espe-
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Figura 26 – Resultados obtidos utilizando kNN
(a) SFTA
(b) GLCM
Fonte: Elaborada pelo autor
cificidade para os treˆs primeiros conjuntos de imagens, quando utilizado
o GLCM. Isso acontece porque estes possuem o desbalanceamento mais
acentuado se comparado aos outros conjuntos de imagens.
Em relac¸a˜o ao Support Vector Machine, utilizando o SFTA como
algoritmo de extrac¸a˜o, os resultados apresentados sa˜o similares ao do
kNN. Isso mostra que o SVM tambe´m na˜o se comporta ta˜o bem para
cena´rios onde o desequil´ıbrio entre os dados e´ grande. Com a utilizac¸a˜o
do GLCM, os resultados mostraram uma variac¸a˜o menor, tornando o
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sistema mais esta´vel.
Figura 27 – Resultados obtidos utilizando SVM
(a) SFTA
(b) GLCM
Fonte: Elaborada pelo autor
Em relac¸a˜o ao tempo de processamento, os resultados atingidos
com me´todos utilizados foram bons. Em todos os cena´rios, o tempo de
processamento fica abaixo de um segundo, atingindo um tempo menor
do que o presente atualmente na indu´stria. Isso mostra a eficieˆncia
da abordagem proposta, tanto para pisos que possuem textura quanto
para os que na˜o teˆm.
O SFTA mostrou um desempenho superior na extrac¸a˜o de carac-
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ter´ısticas em pisos que possuem textura se comparados a`queles que na˜o
teˆm. Ainda assim, o desempenho do GLCM foi extremamente superior,
sendo 10 vezes mais ra´pido que o primeiro algoritmo, se considerado o
pior caso.
Analisando a taxa de acerto, pode-se perceber que dois classifi-
cadores se destacaram: as random forests e o support vector machine.
O primeiro obteve a melhor me´dia em relac¸a˜o a taxa de acerto quando
utilizou-se o SFTA como algoritmo de extrac¸a˜o. O classificador atin-
giu 93,80% de me´dia, levando em conta os cinco conjuntos de imagens.
Ale´m disso, o mesmo obteve seu valor ma´ximo utilizando o primeiro
conjunto de imagens, onde houve 96,87% de acerto.
Ja´ quando o GLCM foi utilizado como algoritmo de extrac¸a˜o,
o SVM obteve a melhor me´dia em relac¸a˜o a taxa de acerto, atingindo
96,54%. Utilizando o quinto conjunto de imagens, o classificador al-
canc¸ou 98,68% de acerto, sendo este o maior valor de acura´cia deste
trabalho.
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5 CONCLUSA˜O
O interesse nos algoritmos de processamento de imagens se da´
por dois motivos principais. O primeiro e´ melhorar a informac¸a˜o con-
tida nas imagens para a interpretac¸a˜o humana. O segundo e´ processar
a imagem para o armazenamento, transmissa˜o ou para que ela seja
posteriormente interpretada por uma ma´quina.
Processamento de imagens e´ um to´pico bastante abordado na
literatura. Suas te´cnicas sa˜o utilizadas em a´reas como reconhecimento
de padro˜es, me´dica e na manipulac¸a˜o de imagens e v´ıdeos. Ale´m disso,
a verificac¸a˜o de defeitos vem sendo bastante explorada. Mais especifi-
camente, a verificac¸a˜o de defeitos em pisos ceraˆmicos possui uma vasta
literatura.
O aprendizado de ma´quina tem como objetivo gerar informac¸a˜o
a` partir de dados. Isto e´ feito extraindo regras ou padro˜es dos mes-
mos. Depois de aprender utilizando uma colec¸a˜o de dados de treina-
mento, espera-se que a ma´quina seja capaz de generalizar modo pre-
ciso. Este aprendizado pode ocorrer de modo supervisionado ou na˜o-
supervisionado.
Este trabalho propoˆs uma abordagem para verificac¸a˜o de defeitos
visuais em pisos ceraˆmicos. Esta soluc¸a˜o foi fundamentada em proces-
samento de imagens e aprendizado de ma´quina. Em busca da melhor
soluc¸a˜o, testou-se dois algoritmos de extrac¸a˜o e cinco classificadores. A
soluc¸a˜o foi implementada em C++ utilizando as bibliotecas OpenCV.
Os resultados obtidos foram satisfato´rios, tanto em relac¸a˜o ao
tempo de processamento quanto a taxa de acerto. As taxas de acerto
me´dias foram de 93,80% e 96,54%. Eles podem ser comparados a outros
trabalhos presentes na literatura, incluindo os citados neste. Pore´m,
em alguns deles os me´todos de extrac¸a˜o e classificac¸a˜o utilizados na˜o
foram informados pelos autores. Isso faz com que seja dif´ıcil comparar
os resultados obtidos neste trabalho com os propostos na literatura.
Sabe-se que uma caˆmera de melhor qualidade poderia aumentar
a taxa de acerto do sistema. Pore´m, e´ necessa´rio levar em conta que
a proposta de manter o projeto com baixo custo foi mantida. Ale´m
disso, um hardware com mais poder de processamento poderia ser uti-
lizado, fazendo com que o tempo de processamento das imagens fosse
diminu´ıdo. Um exemplo seria utilizar GPUs que tenham suporte a
CUDA. As bibliotecas do OpenCV oferecem soluc¸o˜es que tiram pro-
veito deste recurso, se utilizando de processamento paralelo.
O principal ponto negativo deste trabalho e´ a simplicidade do
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sistema de aquisic¸a˜o de imagens. Pore´m, como ja´ foi citado anterior-
mente, teve-se como objetivo manter o sistema com baixo custo.
Apesar disso, os resultados mostram o potencial da abordagem,
que foi capaz de classificar pisos com e sem textura. Este fato mos-
tra que ela pode ser utilizada em uma linha de produc¸a˜o. Isso se da´
principalmente pelo tempo de processamento atingido, permitindo que
o sistema fac¸a a classificac¸a˜o em menos de um segundo.
Como resultado deste trabalho de conclusa˜o de curso, foram pu-
blicados dois artigos. O primeiro, Casagrande et al. (2017), foi publi-
cado no Simpo´sio Brasileiro de Automac¸a˜o Inteligente (SBAI), orga-
nizado pela Universidade Federal do Rio Grande do Sul (UFRGS) e
Pontif´ıcia Universidade Cato´lica do Rio Grande do Sul (PUCRS). O
segundo, Macarini e Weber (2017), foi submetido ao 30 th Conference
on Graphics, Patterns and Images - SIBGRAPI, evento patrocinado
pela Sociedade Brasileira de Computac¸a˜o (SBC).
Apo´s os fatos apontados, acredita-se que o objetivo geral deste
trabalho foi alcanc¸ado. As contribuic¸o˜es presentes neste podem ser uti-
lizadas como base para o desenvolvimento de outras soluc¸o˜es, voltadas
a diversas a´reas. Uma soluc¸a˜o para a indu´stria pode ser implementada
utilizando esta abordagem, desde que sejam aplicadas as melhorias ne-
cessa´rias.
5.1 PROPOSTAS PARA TRABALHOS FUTUROS
• Classificar os tipos de defeitos encontrados nas imagens;
• Otimizar os algoritmos utilizando GPUs com suporte a CUDA;
• Portar e otimizar o projeto para que ele possa funcionar em um
sistema embarcado ou um single board computer, como o Rasp-
berry Pi ;
• Fazer melhorias no sistema de aquisic¸a˜o de imagens, visando o
aumento de desempenho do sistema;
• Verificar o funcionamento da abordagem em uma linha de produc¸a˜o
real;
• Implementar outros algoritmos de extrac¸a˜o e classificac¸a˜o para
realizar mais comparac¸o˜es;
• Utilizar algoritmos de busca/otimizac¸a˜o (algoritmo gene´tico, por
exemplo) visando obter melhores resultados.
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