The alignment of protein-protein interaction (PPI) networks has many applications, such as the detection of conserved biological network motifs, the prediction of protein interactions, and the reconstruction of phylogenetic trees [1, 2, 3] . IsoRank is one of the first global network alignment algorithms [4, 5, 6] , where the goal is to match all (or most) of the nodes of two PPI networks. The IsoRank algorithm first computes a pairwise node similarity metric, and then generates a matching between the two node sets based on this metric. The metric is a convex combination of a structural similarity score (with weight α) and an extraneous amino-acid sequence similarity score for two proteins (with weight 1 − α).
Introduction
We first define the IsoRank algorithm as given in [5] . Assume we are given two networks G 1 (V 1 , E 1 ) and G 2 (V 2 , E 2 ) with |V i | = n i and |E i | = m i . Let N i,u represent the neighbours of node u in graph i and d i,u = |N i,u | is its degree. Also, assume b is the doubly indexed vector of BLAST sequence similarities of proteins, i.e., b [u, v] is the sequence similarity between proteins u ∈ V 1 and v ∈ V 2 . The vector e = b |b|1 is the normalized vector of sequence similarity scores. Also, P is a n 1 n 2 × n 1 n 2 square matrix, where P [u 1 , u 2 ][v 1 , v 2 ] refers to the entry at row (u 1 , u 2 ) and column (v 1 , v 2 ). 1 The elements of P are defined 1 Both the rows and columns are doubly indexed. as follows:
, if (u 1 , v 1 ) ∈ E 1 and (u 2 , v 2 ) ∈ E 2 .
0, otherwise
Problem 1 (IsoRank similarity problem [5] ). Find the vector r from
for 0 ≤ α ≤ 1. If we assume |r| 1 = 1 then the problem is equivalent to finding r from
The first step of the IsoRank algorithm is to compute r, where r[u, v] corresponds to the similarity between nodes u ∈ G 1 and v ∈ G 2 . The value of r [u, v] can be interpreted as a likelihood such that the node u aligns to the node v based on structural and sequence similarities. The second step is to construct an alignment based on the similarity vector r. The original paper proposes two approaches for alignment: (i) solving the maximum-weight bipartite graph matching, where edge weights are elements of r; (ii) greedy alignment, which matches the most similar nodes first and removes them, then matches the most similar among the remaining, etc. [4, 5] . While the greedy method is much faster, it has shown slightly better alignment quality in many cases [4] .
Structural IsoRank Only Depends on Degrees
In this section, we show that structure-only IsoRank (α = 1) depends on the edge sets E 1,2 of the two graphs only through node degrees. This is a surprisingly weak dependence on the network structure, in the sense that any rewiring that conserves node degrees does not affect the alignment produced by IsoRank.
We first define the tensor product (Kronecker product) of two graphs.
Definition 1 (Tensor product of two graphs [10] ). The tensor product
is the graph G(V, E) defined as follows:
is the Cartesian product of the two sets V 1,2 .
• There is an edge between (u 1 , u 2 ) and (
Lemma 1. The IsoRank similarity problem is equivalent to the PageRank problem [11] over the graph G = G 1 × G 2 with the teleportation constant α and the preference vector e.
Proof. Call A the adjacency matrix of graph G. Based on the definition of tensor product of two graphs, it is easy to show that the degree of node (
. Then the PageRank problem over graph G with preference vector e is to find r , such that
where D is the diagonal matrix of weighted degrees. Again, it is straightforward to see that P = D −1 A. From these two facts, we conclude that r = r .
Lemma 2. For the case 0 < α < 1 we have
Proof. The equation is derived simply from (1). We need only show that I − αP is non-singular. To prove this, note that I − αP is a strictly diagonally dominant matrix. From the Levy-Desplanques theorem [12] , we know that a strictly diagonally dominant matrix is non-singular.
Next, we explain how to compute r efficiently for three different cases (i) α = 0 (ii) α = 1 and (iii) 0 < α < 1.
For the case α = 0, the trivial answer is r = e.
Lemma 3. For the IsoRank similarity problem with α = 1, we have
where
Proof. In this case, the IsoRank similarity problem is equivalent to the PageRank problem over the undirected graph G with e = 0. It is easy to show that the vector r is the steady state probability distribution of a random walk over G. It is a well-known result that this probability distribution is proportional to the degree of each node [13] . The lemma follows from the fact that the degree of a node (
and the elements of r should sum to one.
From Lemma 3, we conclude that when IsoRank uses only the structural properties of the two input graphs G 1,2 (i.e., α = 1), the similarity of two nodes u ∈ G 1 and v ∈ G 2 is only a function of their degrees d 1,u and d 2,v . This means that in this case IsoRank matches nodes only based on the product of their degrees. In particular, the matching generated by the greedy approach is as follows: (i) the node with highest degree in G 1 is matched to the highest degree node in G 2 ; (ii) then the unmatched nodes with the second highest degrees in the two graphs are matched, and so on. Example 1. We illustrate this insight using an example taken from [5] , see Figure 1 . The equations are for the case where α = 1. The goal of the IsoRank similarity problem is to find the values of r ij . It is easy to see that the product of the degrees of the nodes (as stated We performed experiments to confirm the invariance of IsoRank to degreeconserving rewirings in the case α = 1. We generated two correlated graphs G 1,2 using the random bigraph model from [14, 15] , and compute the IsoRank similarity vector with α = 1. We randomly rewire some edges from both G 1,2 such that node degrees are preserved (using the method from [16] ), and then align the two rewired graphs using the IsoRank implementation of the GraphM package [17] .
2 This experiment confirmed Lemma 3. In conclusion, we observe that output of IsoRank with α = 1 is only a function of node degrees and is otherwise independent of graph structure. Corollary 1. For n = max (|V 1 |, |V 2 |) and α ∈ {0, 1}, we can compute the IsoRank vector in n 2 steps. Also, we can compute the similarity between any two nodes in O(1).
Note that in (3) the normalizing constant
assuming the total sizes of the edge sets are available.
Corollary 2. For n = max (|V 1 |, |V 2 |) and α = 1, we can find the output of greedy IsoRank in O (n log n) steps.
Corollary 2 is because we can separately order the nodes in G 1 and G 2 by decreasing degree, then match the two lists.
Fast Approximate IsoRank
For the case 0 < α < 1, we can use the results of [7, 8] to approximate node-pair similarities efficiently. From the result of Lemma 1, we know that the IsoRank similarity problem is equivalent to the PageRank problem over an undirected graph. The authors of [8] designed an approximate algorithm for solving the PageRank problem over undirected graphs with tight error bounds. Their algorithm is an improved version of the algorithm from [7] .
Assume e[u, v] is the normalized sequence similarity between two nodes u ∈ G 1 and v ∈ G 2 . The SharpApproximateIsoRank algorithms returnsr as the approximation of r, wherer [u, v] 
Lemma 4. For the number of edges m in the product graph G, we have m ≤ min(2|E 1 |D 2 , 2|E 2 |D 1 ), where D 1,2 are the maximum degrees in the two networks. 
Proof. This theorem is the direct result of Theorem 2 from [8] and Lemmas 1 and 4.
Corollary 3. For n = max(|V 1 |, |V 2 |) and given constants c > 0, 0 < α < 1, we can approximate the IsoRank vector r in O(n 3 log(n)) steps with = Ω(n −c ).
Note that the time complexity of the original IsoRank algorithm for computing the approximate IsoRank vector is O(n 4 ). Corollary 3 gives the worst case performance. For many real (sparse) biological networks, time complexity is much smaller.
Simulation Result
We compared the performance of the original IsoRank algorithm 4 with our implementation of the SharpApproximateIsoRank algorithm on aligning PPI networks of the five major eukaryotic species. Table 1 provides a brief description of the PPI networks that are extracted from the IntAct database [18, 19] . The amino-acid sequences of proteins for each species are collected in the FASTA format from the UniProt database [20, 21] . The BLAST bit-score similarities [22] are calculated using these amino acid sequences. The IsoRank algorithm 5 took 13 hours and 31 minutes to perform all ten pairwise alignments between species from Table 1 . 6 The SharpApproximateIsoRank algorithm performed these ten alignments in 53 minutes for = 10 −12 , 59 minutes for = 10 −13 , and one hour and 11 minutes for = 10 −14 . For larger networks, the relative advantage of SharpApproximateIsoRank would be even more pronounced. 
Conclusion
We have shown that the IsoRank node similarity metric has a peculiar structure, in that the network (structural) similarity depends only on the nodes' degrees, and not on the actual edge set of the two networks. It appears that this fact has not been noted before, and provides some insight into its relatively poor performance for α = 1. We have also shed light on the relationship between the IsoRank and PageRank problems. The IsoRank similarity problem is in fact equivalent to applying PageRank over the Kronecker product of the two graphs. This equivalence enables us to apply ideas for efficient PageRank approximation algorithms to the IsoRank similarity problem, with significant gains in runtime and memory complexity.
