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Abstract
We provide a probabilistic representations of the solution of some semilinear hyperbolic
and high-order PDEs based on branching diffusions. These representations pave the
way for a Monte-Carlo approximation of the solution, thus bypassing the curse of
dimensionality. We illustrate the numerical implications in the context of some popular
PDEs in physics such as nonlinear Klein-Gordon equation, a simplified scalar version
of the Yang-Mills equation, a fourth-order nonlinear beam equation and the Gross-
Pitaevskii PDE as an example of nonlinear Schro¨dinger equations.
1 Introduction
Similar to the intimate connection between the heat equation and the Brownian motion,
linear (second-order) parabolic partial differential equations are connected to stochastic
processes. More precisely, the Feynman-Kac formula states that a linear parabolic PDE
with infinitesimal generator L := b · ∂x + 12Tr[σσT∂2xxT ], and terminal condition f1(·) at
time T , can be written as a conditional expectation of f1(XT ) involving the Itoˆ process
X associated with the generator L. This connection allows to device numerically approx-
imations of the solution of such PDEs by probabilistic (Monte Carlo) methods, which
represents a clear advantage in high dimensional problems as the error estimate induced
by the central limit theorem is dimension-free.
An important focus was put on the extension to nonlinear (second-order) parabolic PDEs,
see e.g. [12] for a quick review of existing methods.
- A first attempt was achieved by exploiting the stochastic representation by means of
backward stochastic differential equations, see Bally & Page`s [3], Bouchard & Touzi [6],
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Zhang [20], and the extension to the fully nonlinear setting by Fahim, Touzi & Warin
[11]. The induced numerical method involves repeated computations of conditional ex-
pectations, resulting in a serious dimension dependence of the corresponding numerical
methods. In fact, as highlighted in [11], this method can be viewed as part of the tradi-
tional finite-elements algorithm.
- More recently, Henry-Laborde`re [13] suggested a numerical method based on an exten-
sion of the McKean [19] branching diffusion representation of the so-called KPP equation
(Kolmogorov-Petrovskii-Piskunov) to a class of semilinear second order parabolic PDEs
with power nonlinearity in the value function u. The resulting algorithm is purely prob-
abilistic. In particular its convergence is controlled by the central limit theorem, and is
independent of the dimension of the underlying state. The validity of this method in the
path-dependent case, and for further analytic nonlinearities which are of the power type
in the triple (u, ∂xu, ∂
2
xxT
u) is analyzed in [13, 14, 15, 16]. We also refer to Agarwal and
Claisse [1] for the extension to elliptic semilinear PDEs, and Bouchard, Tan, Warin & Zou
[5] for Lipschitz nonlinearity in the pair (v, ∂xv). A critical ingredient for the extension
is the use of Galton-Watson trees weighted by some Malliavin automatic differentiation
weights.
Our objective in this paper is to show that the above branching diffusion approach extends
to more general Cauchy problems, including hyperbolic and higher order PDEs. Such an
extension may seem to be unexpected due to the intimate connection between parabolic
second order PDEs and diffusions generators. However, probabilistic representations of
some specific examples of hyperbolic PDEs did appear in the previous literature. The
first such relevant work traces back to Kac [18] in the context of the one-dimensional
telegrapher equation:
∂ttu− c ∂xxu+ (2β)∂tu = 0, u(0, x) ≡ f1(x), ∂tu(0, x) ≡ f2(x),
where β and c are constant parameters, and the boundary data f1, f2 are some given
functions. Observing that we may express u(t, x) = 12 [u0+u1](t, x), where the pair (u0, u1)
solves the coupled system of first order PDEs:
∂tui + (−1)ic ∂xui − β(u1−i − ui) = 0, ui(0, x) = f1(x)− (−1)
i
c
∫ x
0
f2(y)dy, i = 0, 1,
A branching mechanism representation of u0 and u1 is obtained by following McKean’s
representation for (interacting) KPP equations (with zero diffusion).
We next mention the work of Dalang, Mueller & Tribe [8] who introduced an alterna-
tive stochastic representation for a class of linear Cauchy problems Lu = Fu, with a
potential F , including the linear wave equation. Their starting point is the well-known
representation
u(t, x) = w(t, x) +
∫ t
0
∫
Rd
V (t− r, x− y)u(t− r, x− y)S(r, dy)dr, (1.1)
where w is the solution with zero potential, and S is a fundamental solution, restricted to
be representable by a signed measure with supt |S(t,Rd)| < ∞. By substituting formally
2
u(t − r, x − y) on the right hand side by the last expression of u, one formally obtains a
candidate representation for u as
∑
m≥0Hm(t, x), where H0 = w, and Hm =
∫ t
0
∫
Rd V (t−
r, x− y)Hm−1(t− r, x− y)S(r, dy)dr, m ≥ 1. Finally, by convenient normalization of the
kernel S, the last expression induces a probabilistic representation.
Subsequently, Bakhtin and Mueller [2] considered the one-dimensional nonlinear wave
equation
∂2t u− ∂2xu =
∑
j≥0
aju
j on R+ × R, u(0, .) = f1, ∂tu(0, .) = f2 on R,
and obtained a probabilistic representation by means of stochastic cascades, which mimics
exactly the McKean branching diffusion representation of the KPP equation [19], similar
to [13, 14]. Our main contribution in this paper is to show that such a representation
holds for a wider class of Cauchy problems, in arbitrary dimension, and with analytic
nonlinearity in (u, ∂xu).
Our starting point is that the representations of [8] and [2] are closely related to the
McKean [19] representation of KPP equations, and the corresponding extensions in [13,
14, 16]. This in fact opens the door to a much wider extension reported in Section 2 in
the context of linear Cauchy problems with constant coefficients, and in Section 3 in the
context of nonlinear Cauchy problems with constant coefficients, and analytic nonlinearity
in the value function u. The crucial tool for our extension is the so-called Duhamel formula
which expresses the solution of such an equation as the convolution (i.e., integration) of
the boundary conditions with respect to a family of fundamental solutions. This is in
contrast with (1.1) which uses the single fundamental solution S, and requires that the
solution w of the zero-potential equation be given. Then, the probabilistic representation
appears naturally after convenient normalization of the fundamental solutions.
It is also remarkable that the Malliavin automatic differentiation technique, exploited in
[15, 16] in order to address semilinear parabolic second order PDEs, extends naturally to
the context of general Cauchy problems by introducing the space gradient of the funda-
mental solution. This observation is the key-ingredient for our extension in Section 4 to a
general class of semilinear Cauchy problems with analytic nonlinearity in (u, ∂xu).
The performance of the Monte Carlo numerical method induced by our representation
is illustrated in Section 5 on some relevant examples from mathematical physics. We
start with two examples of semilinear wave equations: the Klein-Gordon equation in
dimensions 1,2,3, which has a power nonlinearity in u, and a simplified version of the Yang-
Mills equation (in dimension 1), which contains a nonlinearity in the space gradient. We
observe that due to some restricting conditions which will be detailed in Sections 2, 3, and
4, our Monte Carlo approximation method does not apply to the multi-dimensional wave
equation with space gradient nonlinearity. We next report some numerical experiments in
the context of the nonlinear one-dimensional Beam equation which contains two derivatives
in time and four space derivatives. We finally consider the Gross-Pitaevskii equation
in dimensions 1, 2, and 3, as an example of nonlinear Schro¨dinger equations. All of
the numerical results reveal an excellent performance of our Monte Carlo approximation
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method.
We finally emphasize that, throughout the paper, we consider the Cauchy problem on R+×
Rd, thus ignoring the important case of restricted domain D ⊂ Rd for the space variable.
We mention that Chatterjee [7] proved that the function u(t, x) = Ex[f(tX +
√
τZ,Bτ )],
with independent r.v. X,Z with standard Cauchy and normal distributions, respectively,
and τ := inf{t > 0 : Bt /∈ D} is the first exit time of an independent Brownian motion
from the domain D, solves the wave equation on R+ ×D. However, this does not provide
a representation for the wave equation on a restricted space domain as the determination
of f from given f1(x) := u(0, x) and f2(x) := ∂tu(0, x) is not transparent.
2 Probabilistic representation for linear Cauchy problems
2.1 Non-homogeneous Cauchy problem
For a smooth function φ : R+ × Rd −→ R, we denote ∂0t φ = D0φ = φ, and
∂jtφ :=
∂jφ
∂tj
and Dαφ :=
∂|α|φ
∂xα11 . . . ∂x
αd
d
, for all j ≥ 1, α ∈ Nd.
Given two integers N,M ≥ 1, we denote NdM := {α ∈ Nd : |α| ≤ M}, and we consider
some scalar parameters (aj)1≤j≤N , (bα)α∈NdM ⊂ R with
aN = 1 and
{
α ∈ NdM : |α| = M and bα 6= 0
} 6= ∅.
Throughout this paper, we consider nonlinear partial differential equations defined by
means of the following linear Cauchy problem:
N∑
n=1
an∂
n
t u−
∑
α∈NdM
bαD
αu− F = 0 on R+ × Rd, (2.1)
∂n−1t u(0, .) = pnfn on R
d, n = 1, . . . , N, (2.2)
where the boundary data and the source term satisfy the following conditions:
fn : Rd −→ R, 1 ≤ n ≤ N, and F : R+ × Rd −→ R, are bounded continuous, (2.3)
and p1, . . . , pN are scalar parameters in the simplex:
pn > 0 for all n = 1, . . . , N, and p1 + . . .+ pN = 1.
2.2 Duhamel’s formula for linear Cauchy problems
We next recall the general solution of non-homogeneous Cauchy problems with constant co-
efficients. We first introduce the CN−valued function with components gˆ := (gˆ1, · · · , gˆN ):
gˆ(t, ξ) := (2pi)−
d
2 etB(ξ)
T
e1, t ≥ 0, ξ ∈ Rd, (2.4)
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where (e1, . . . , eN ) is the canonical basis of RN ,
B(ξ) :=

0
... IN−1
0
b(ξ) −a1 · · · −aN−1
 , and b(ξ) := ∑
α∈NdM
i|α|bαξα, ξ ∈ Rd, (2.5)
with ξα := ξα11 . . . ξ
αd
d , for all multi-index α ∈ Nd. The polynomial function b : Rd −→ R
is called the symbol of the Cauchy problem (2.1).
As standard, we denote by S the Schwartz space of rapidly decreasing functions on Rd,
and by S ′ the corresponding dual space of tempered distributions. We recall that this
space contains all (distributions represented by) polynomially growing functions.
Assumption 2.1. There exists T ∈ (0,∞] such that gˆ(t, .) ∈ S ′ for all t ∈ [0, T ).
Under this assumption, we may introduce the so-called Green functions as the inverse
Fourier transform with respect to the space variable:
g(t, ·) := F−1gˆ(t, .), t ∈ [0, T ), (2.6)
in the distribution sense, i.e., 〈F−1gˆ(t, ·), ϕ〉 = 〈gˆ(t, ·),F−1ϕ〉 for all ϕ ∈ S, t ∈ [0, T ),
where
F−1ϕ(x) := (2pi)−d/2
∫
Rd
eiξ·xϕ(ξ)dξ, for all ϕ ∈ S.
Assumption 2.2. For all n = 1, . . . , N :
(i) (t, x) 7−→ (gn(t, ·) ∗ φ)(x) is continuous on [0, T ) × Rd, for all bounded continuous
function φ on Rd;
(ii) gn(t, ·) may be represented by a signed measure gn(t, dx) = g+n (t, dx)− g−n (t, dx), with
total variation measure |gn| := g+n + g−n absolutely continuous with respect to some proba-
bility measure µn; the corresponding densities γn, γ
+
n and γ
−
n , defined by
g+n (t, dx) = γ
+
n (t, x)µn(t, dx), g
−
n (t, dx) = γ
−
n (t, x)µn(t, dx), γn := γ
+
n − γ−n ,
satisfy
∣∣γn(t, .)∣∣∞ <∞, γn(t,Rd) <∞, and γN (.,Rd) ∈ L1([0, t]) for all t ∈ [0, T ).
The choice of the dominating measures (µn)1≤n≤N will be discussed in Example 2.10.
Proposition 2.3. Let F, (fn)1≤n≤N be as in (2.3). Then, under Assumptions 2.1 and
2.2, the Cauchy problem (2.1)-(2.2) has a unique solution in C0b ([0, T ]× Rd,R) given by
u(t, x) :=
N∑
n=1
pn
(
fn ∗ gn(t, .)
)
(x) +
∫ t
0
(F (t− s, ·) ∗ gN (s, ·))(x)ds, t ∈ [0, T ], x ∈ Rd. (2.7)
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We observe that the standard statement of the last proposition involves different assump-
tions on gn, fn and F . Namely, one may typically relax Assumption 2.2 and assume
that f and F have bounded support so as to guarantee that the convolutions involved
in the representation (2.7) are well-defined and satisfy the property F
(
fn ∗ gn(t, ·)
)
=
(2pi)
d
2F(fn)F
(
gn(t, ·)
)
for all t ∈ [0, T ), n = 1, . . . , N . Our conditions in Proposition 2.3
are suitable for the subsequent use in the paper.
For the convenience of the reader, we report the proof of Proposition 2.3.
Proof. First, the conditions on the densities γn contained in Assumption 2.2 guarantee
that the function u defined in (2.7) is bounded and continuous. Then the distribution
represented by u is in S ′, and we may define the corresponding Fourier transform in the
space variable uˆ(t, .) := F
(
u(t, .)
)
in the distribution sense. By standard calculation using
the properties of the Fourier transform, we see that
uˆ(t, ξ) =
N∑
n=1
pnfˆn(ξ) gˆn(t, ξ) +
∫ t
0
Fˆ (t− s, ξ) gˆN (s, ξ)ds, t ≥ 0, ξ ∈ Rd, (2.8)
where fˆ := F(f) and Fˆ := F
(
F (t, .)
)
. By the definition of gˆ in (2.4), we see that, for every
fixed ξ ∈ Rd, the function uˆ(·, ξ) is the unique solution of the ODE
N∑
n=1
an∂
n
t uˆ− b(ξ)uˆ− Fˆ (., ξ) = 0 on R+, (2.9)
∂n−1t uˆ(0, ξ) = pnfˆn(ξ), n = 1, . . . , N, (2.10)
which can be written equivalently as a first order ODE in terms of the function vˆ :=(
uˆ, ∂tuˆ, . . . , ∂
N−1
t uˆ
)>
:
∂tvˆ = Bvˆ + Fˆ eN , on R+, and vˆ(0, .) =
N∑
n=1
pnfˆn en.
Obviously, the last ODE has a unique solution with closed form obtained by the variation
of the constant method vˆ(t, ξ) := etB(ξ)vˆ(0, ξ) +
∫ t
0 e
sB(ξ)Fˆ (t − s)eNds, whose first entry
induces the solution uˆ introduced in (2.8). To conclude the proof, it suffices to observe
that any solution u˜ ∈ C0b ([0, T )×Rd) of the Cauchy problem (2.1)-(2.2) has a well-defined
Fourier transform in the distribution sense satisfying the ODE (2.9)-(2.10) for all fixed
ξ ∈ Rd. unionsqu
Example 2.4 (Heat equation). Let N = 1, M = 2, bα = 0 whenever |α| ≤ 1, and
b1,1 = b2,2 = 1, b1,2 = b2,1 = 0. Then B(ξ) = b(ξ) = −|ξ|2, ξ ∈ Rd, and
g1(r, z) := (2pi)
−d
∫
e−|ξ|
2r+iξzdξ = (4pir)−d/2e−
|z|2
4r , (r, z) ∈ R+ × Rd.
Example 2.5 (Airy equation). Let N = 1, M = 3, b0 = 0, bα = 0 whenever |α| ≤ 2, and
bα = 0, and ξ 7−→ b(ξ) odd in the sense that
b
(− ξjej +∑` 6=j ξ`e`) = −bα(ξjej +∑`6=j ξ`e`) for all j = 1, . . . , d.
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Then B(ξ) = b(ξ) is scalar valued, and
g1(r, z) := (2pi)
−d
∫
ei(−rb(ξ)+ξz)dξ =
1
(3r)d/3
Aib
( z
(3r)1/3
)
, (r, z) ∈ R+ × Rd,
where we introduced the d−dimensional Airy function
Aib(x) := (pi)
−d
∫
Rd+
cos
(− b(ξ)
3
+ x · ξ)dξ, x ∈ Rd.
For d = 1, notice that
∫ |g1|(t, dz) =∞, so that Assumption 2.2 fails in this example.
Example 2.6 (Wave equation). Let N = 2, with a1 = 0, M = 2, bα = 0 whenever
|α| ≤ 1, and b1,1 = b2,2 = 1, b1,2 = b2,1 = 0. Then
B(ξ) =
(
0 1
−|ξ|2 0
)
, eB(ξ)r = (2pi)−
d
2
(
cos (r|ξ|) |ξ|−1 sin (r|ξ|)
−|ξ| sin (r|ξ|) cos (r|ξ|)
)
, ξ ∈ Rd,
and, for (r, z) ∈ R+ × Rd,
g2(r, dz) = (2pi)
−d
∫
sin (r|ξ|)
|ξ| e
iξ·zdξ, g1(r, dz) = (2pi)−d
∫
cos (r|ξ|)eiξ·zdξ = ∂rg2(r, dz).
We have (see Kirchhoff’s formula in [10] for closed-expression for g1 and g2 in Rd)
g2(r, dz) =

1
2 1{|z|<r}dz, for d = 1
1
2pi (r
2 − |z|2)− 12 1{|z|<r}dz, for d = 2
σr(dz)
4pir , for d = 3
where σr(dz) denotes the surface area on ∂B(0, r). Assumption 2.2 are discussed in Ex-
ample 2.10.
Example 2.7 (Beam equation). Let d = 1, N = 2, with a1 = 0, M = 4, b1 = b2 = b3 = 0,
and b4 = 1 corresponding to the fourth-order PDE utt + ∂
4
xu = 0. Then,
g1(r, z) = ∂rg2(r, z) and g2(r, z) =
√
rG
(
z√
r
)
,
where G(0) = 1/
√
2pi, and
2G′(x) = Fs
(
x√
2pi
)
− Fc
(
x√
2pi
)
, x ∈ R, (2.11)
with the Fresnel integrals Fc(x) :=
∫ x
0 cos(pit
2/2)dt and Fs(x) :=
∫ x
0 sin(pit
2/2)dt. Note
that
∫
R |G(x)|dx <∞ as G(x) ∼|x|→∞
√
2
pi
(
cos
(
x2
4
)
−sin
(
x2
4
))
x2
.
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Remark 2.8. In order to compute the Green functions g as the inverse Fourier transform
of the associated gˆ, one needs to diagonalize the matrix B(ξ). Direct examination reveals
that the eigenvalues of the matrix B(ξ) are the roots of the corresponding characteristic
polynomial b(ξ) −∑Nn=1 anλn. Assume that B(ξ) has N distinct (simple) eigenvalues(
λj(ξ)
)
1≤n≤N ∈ CN . Then, denoting by diag[λ] the diagonal matrix with diag[λ]j,j = λj ,
it follows that
B(ξ) = P (ξ)diag[λ(ξ)]P (ξ)−1, where P (ξ)j,` := λ`(ξ)j , 1 ≤ j, ` ≤ N.
The matrix P (ξ) is the so-called Vandermonde matrix whose inverse is given by:
{
P (ξ)−1
}
j,n
=
Λn(ξ)
λj(ξ)
∏
`6=j(λ` − λj)(ξ)
, j, n = 1, . . . , N,
where
ΛN (ξ) = 1, and Λn(ξ) := (−1)n−1
∑
1≤`1≤. . .≤`N−n≤N
`1, . . . , `N−n 6=n
(λ`1 · · ·λ`N−n)(ξ) for n < N.
Therefore, by the definition of gˆn in (2.4), we have for (r, ξ) ∈ R+ × Rd:
gˆn(r, ξ) = (2pi)
− d
2Λn(ξ)
N∑
j=1
erλj(ξ)∏
`6=j(λ` − λj)(ξ)
, n = 1, . . . , N. (2.12)
unionsqu
Remark 2.9. All of the results of the present paper extend to the case of Cauchy problems
for complex-valued functions, with coefficients (an)1≤n<N and (bα)α∈NdM in C, thus allowing
to include, for instance, the Schro¨dinger equation (see Example 2.11) and its semilinear
extension as the Gross–Pitaevskii PDE (see Section 5.4). This extension follows by simply
applying the methodology described throughout the paper separately to the real part and
the imaginary part of the representation. unionsqu
2.3 Probabilistic representation
Let (Ω,F ,P) be a probability space supporting two random variables τ and I, with
τ and I independent, P[τ ∈ dt] = ρ(t)1{t≥0}dt and P[I = n] = pn, n = 1, . . . , N, (2.13)
for some C0(R+,R) density function ρ > 0 on (0,∞). We shall denote ρ¯(t) :=
∫∞
t ρ(s)ds.
Recall the densities γn and the dominating probability measures µn(t, ·), n = 1, . . . , N ,
introduced in Assumption 2.2. For all t ≥ 0, we introduce the random variables
Xnt := x+ Z
n
t independent of (I, τ), with P
[
Znt ∈ dz] = µn(t, dz), n = 1, . . . , N. (2.14)
8
Example 2.10. As gn(t, ·) ∈ L1(Rd) by Assumption 2.2, we may choose µn(t, dz) =
‖gn(t, ·)‖−1L1(Rd)|gn|(t, dz) and γn(t, z) = sgn(gn)(t, z)‖gn(t, ·)‖L1(Rd), where sgn(α) := 1{α≥0}−
1{α<0}.
(i) For the heat equation, we directly compute that ‖g1(t, ·)‖L1(Rd) = 1. Then, choosing
γ1(t, ·) = 1 leads to Z1t =
√
2tZ with Z ∈ N(0, Id) a d-Gaussian random variable.
(ii) For the wave equation, we directly compute that ‖g2(t, ·)‖L1(Rd) = t. Then, choosing
γ2(t, ·) = t leads to Z2t = tZ where
• in dimension d = 1, Z has a uniform distribution on [−1, 1]
• in dimension d = 2, the law of Z is defined by the density 12pi 1√1−z2 1|z|<1,
• in dimension d = 3, the law of Z is 14piµS2(dz), where µS2 denotes the volume measure
on the unit sphere.
(iii) For the Beam equation, γ2(t, z) = t sgn(G(z))‖G‖L1(Rd) where G is defined in (2.11).
We have Z2t =
√
tZ with Z distributed according to ‖G‖−1L1(Rd)|G(z)|.
Example 2.11 (Schro¨dinger equation and analytical continuation). The Duhamel formula
for the Schro¨dinger equation of a free particle (with source term)
i∂tu = −1
2
∆u+ F, u(0, x) = f1(x) (2.15)
is
u(t, x) =
∫
Rd
dyf1(y)g1(t, x− y)− i
∫ t
0
∫
Rd
dyg1(s, x− y)F (s, y)ds
with g1(t, x) =
e−
x2
2it
(2piit)
d
2
. Note the coefficient −i in front of F as a1 = i here. By setting
y − x = √itz, this can be written as
u(t, x) =
∫ ∞e− ipi4
−∞e− ipi4
dzf1(x+ e
ipi
4
√
tz)e−
z2
2 − i
∫ t
0
ds
∫ ∞e−ipi4
−∞e−ipi4
F (s, x+ e
ipi
4
√
sz)e−
z2
2 dzds
By assuming that |f1(x+e ipi4 +iθ
√
tR)|e−R
2
2
cos(2θ) and |F (s, x+e ipi4 +iθ√sR)|e−R
2
2
cos(2θ) goes
to zero as R→∞ when θ ∈ [−pi4 , 0]d∪[3pi4 , pi]d, the integration over z in [−∞e−
ipi
4 ,∞e− ipi4 ]d
can be deformed into [−∞,+∞]d by analytical continuation and we obtain
u(t, x) = E[f1(x+ e
ipi
4
√
tZ)]− i
∫ t
0
dsE[F (s, x+ e
ipi
4
√
sZ)]ds
with Z ∈ N(0, Id).
The following representation result is a simple rewriting of Proposition 2.3 in terms of the
last notations.
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Proposition 2.12. Let (fn)1≤n≤N and F be as in (2.3). Then, under Assumptions 2.1
and 2.2, the unique C0b ([0, T ]× Rd,R) solution of the Cauchy problem (2.1)-(2.2) is:
u(t, x) = E
[
1{τ≥t}
γI(t, Z
I
t )
ρ¯(t)
fI
(
XIτ
)
+ 1{τ<t}
γN (τ, Z
N
τ )
ρ(τ)
F
(
t− τ,XNτ
)]
, t < T, x ∈ Rd.
3 A first class of semilinear Cauchy problems
In this section, we consider the semilinear Cauchy problem:
N∑
n=1
an∂
n
t u−
∑
α∈NdM
bαD
αu−
∑
j≥0
qj cj u
j = 0 on R+ × Rd, (3.1)
∂n−1t u(0, .) = pnfn on R
d, n = 1, . . . , N, (3.2)
where the nonlinearity is defined by means of an atomic probability measure (qj)j≥0, with
qj ≥ 0 and
∑
j≥0 qj = 1, together with the functions
cj : R+ × Rd −→ R, j ≥ 0, bounded continuous, for all j ≥ 0. (3.3)
In order for the power series on the right hand-side of (3.1) to be well defined, we assume
that
H1(s) :=
∑
j≥0
qj‖cj‖∞ sj . (3.4)
has a strictly positive radius of convergence, so that it is well defined at least in some
neighborhood of the origin.
3.1 The branching mechanism
A particle of generation ν ∈ N is a multi-integer k := (0, k1, . . . , kν) ∈ Kν := {0} × Nν .
We set by convention K0 := {0}, and we denote by K := ∪ν≥0Kν the collection of all
particles. For ν ≥ 1, and a particle k := (0, k1, . . . , kν) ∈ Kν , we denote by k− its parent
particle
k− := (0, k1, . . . , kν−1) ∈ Kν−1.
We next introduce independent families of random variables (τk)k∈K, (I0k)k∈K, and (Jk)k∈K:
• I0k and τk are iid copies of the random variables I and τ , respectively, as introduced
in (2.13);
• Jk are iid random variables with P[Jk = j] = qj for all j ≥ 0.
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The time occurrences of the branching events, prior to t, are recorded through the sequence
(T tk)k defined for all t ≥ 0 by:
T t0− := 0, and T
t
k := t ∧
(
T tk− + τk
)
, for all k ∈ K.
With these notations, each particle k lives on the time interval [T tk− , T
t
k]. The branching
mechanism is then the following:
• Start from particle 0 at the time origin.
• At the first branching time T t0 = t ∧ τ0, particle zero dies out; if T t0 < t, it generates
J0 descendants labelled (0, 1), . . . , (0, J0).
• Each descendant particle k undergoes the same behavior, independently of its peer-
particles: it dies out at the branching time T tk, and generates Jk descendants labelled
(k, 1), . . . , (k, Jk), whenever T
t
k < t.
• We denote by Kts the collection of all living particles at time s, and by Kt := ∪s≤tKts
the collection of all particles which have been living prior to time t. For simplicity
we set Kt := Ktt.
• We finally denote for all particle k ∈ Kt:
Itk := I
0
k1k∈Kt +N1k∈Kt\Kt . (3.5)
3.2 Probabilistic representation
Given the branching mechanism defined in the previous subsection, we introduce the
corresponding branching process:
X00 = x, and X
k
T tk
:= X
k−
T tk−
+ ZkT tk
, for all k ∈ Kt, (3.6)
where the distribution of Zk
T tk
depends on the type of the particle:
P
[
ZkT tk
∈ dz∣∣Itk,∆T tk] = µItk(∆T tk, dz), with ∆T tk := T tk − T tk− . (3.7)
We now introduce, for all t ≥ 0, and x ∈ Rd, the random variable
ξt,x :=
∏
k∈Kt
γItk
(
∆T tk, Z
k
T tk
)
ρ¯
(
∆T tk
) fItk(Xkt ) ∏
k∈Kt\Kt
γN
(
∆T tk, Z
k
T tk
)
ρ
(
∆T tk
) cJk(t− T tk, XkT tk). (3.8)
Recall the power series H1 defined in (3.4).
Assumption 3.1. The power series H1 has a radius of convergence R1 ∈ (0,∞], and
(i) r1 := sup1≤n≤N ‖fn‖∞‖γn‖∞ < R1;
(ii) there are constants T > 0 and s1 > r1 such that
∫ s1
r1
H1(s)
−1ds = T‖γN‖∞.
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Theorem 3.2. Let f ∈ C0b (Rd,Rn) and cj ∈ C0b (R+ × Rd,R). Then, under Assumptions
2.1, 2.2 and 3.1, we have ξt,x ∈ L1 and u(t, x) := E
[
ξt,x
]
is the unique solution of the
semilinear Cauchy problem (3.1)-(3.2).
Proof. 1. We first verify the L1−integrability of ξt,x. From the expression of ξt,x in
(3.8), we see that
∣∣ξt,x∣∣ ≤ χt := ∏
k∈Kt
r1
ρ¯
(
∆T tk
) ∏
k∈Kt\Kt
cJk‖γN‖∞
ρ
(
∆T tk
) . (3.9)
Our objective is now to prove that t 7−→ Eχt <∞. By standard arguments, this function
is related to the ODE
∂tw = ‖γN‖∞H1(w) and w(0) = r1. (3.10)
Let us first verify that this ODE has a non-exploding solution under the second condition
in Assumption 3.1. Since the power series function H1 has radius R1, the condition r1 < R1
is necessary to find a (finite) solution of the last ODE. Next, for an arbitrary L > 0, notice
that H1 is Lipschitz on [−L,L], so that the last ODE has a unique non-negative solution
w up to TL, where
lim
t→TL
w(t) = L whenever TL <∞,
and the non-negativity of w follows from the fact that w(0) > 0 and all derivatives
H
(i)
1 (0) ≥ 0 for all i ≥ 0. Then, it follows from direct integration of the ODE that
‖γN‖∞TL =
∫ TL
0
∂sw
H1(w)
(s)ds =
∫ L
r1
ds
H1(s)
as long as TL <∞.
This proves that w is non-exploding solution on [0, T ] if and only if
∫ s1
r1
ds
H1(s)
= ‖γN‖∞T
for some constant s1 > r1.
Under the last condition, we obtain by direct integration of the ODE (3.10) that:
w(t) = r1 + ‖γN‖∞
∑
j≥0
qj c¯j
∫ t
0
w(s)jds
= E
[r11{τ0≥t}
ρ¯(t)
+ 1{τ0<t}
‖γN‖∞‖cJ0‖∞
ρ(τ0)
w(τ0)
J0
]
= E
[r11{τ0≥t}
ρ¯(t)
+ 1{τ0<t}
‖γN‖∞‖cJ0‖∞
ρ(τ0)∏
k∈K1t
(r11{T tk≥t}
ρ¯(τk)
+ 1{T tk<t}
‖γN‖∞‖cJ0‖∞
ρ(τk)
w(T tk)
Jk
)]
,
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where Knt denotes the particles generated after n defaults prior to t and the last two
equalities follow from the definition of the branching mechanism together with the tower
property. Iterating up to the n−th generation, this provides:
v(t) = Eχnt , where χnt :=
∏
k∈Knt
r1
ρ¯(∆T tk)
∏
k∈∪j<nKjt
‖γN‖∞‖cJ0‖∞
ρ(∆T tk)
+
∏
k∈∪j≤nKjt
‖γN‖∞‖cJ0‖∞
ρ(∆T tk)
∏
k∈Kn+1t
w(T tk−)
Jk− .
As w ≥ 0, it follows that χnt ≥ 0, and we then deduce from Fatou’s lemma that
w(t) = lim inf
n→∞ Eχ
n
t ≥ Eχt.
Since w(t) <∞, this provides the required integrability of the bound χt in (3.9).
2. We next prove that v(t, x) := E
[
ξt,x
]
is the unique solution of the nonlinear Cauchy
problem (3.1). To see this, observe that
ξt,x = 1{τ0≥t}
γIt0(t, Z
0
t )
ρ¯(t)
fIt0(X
0
t ) + 1{τ0<t}
γN (τ0, Z
0
τ0)
ρ(τ0)
cJ0(t− τ0, X0τ0)
J0∏
j=1
ξ
(j)
t−τ0,X0τ0
,
where ξ
(j)
t−τ0,X0τ0
have the same distribution, conditional on
(
τ0, X
0
τ0
)
. Taking expectations,
and using the tower property, it follows from the definition of the function v that
v(t, x) = E
[
1{τ0≥t}
γIt0(t, Z
0
t )
ρ¯(t)
fIt0(X
0
t ) + 1{τ0<t}
γN (τ0, Z
0
τ0)
ρ(τ0)
cJ0(t− τ0, X0τ0)v
(
t− τ0, X0τ0
)J0]
=
N∑
n=1
∫
pn(fn ∗ gn(t, .)
)
(x) +
∫ t
0
(
F (t− s, ·) ∗ gN (s, ·)
)
(x)ds,
where F :=
∑
j≥0 qjcjv
j . Since v is bounded, it follows from Proposition 2.3 that v is the
unique C0b ([0, T ]× Rd,R) solution of the nonlinear Cauchy problem (3.1)-(3.2). unionsqu
Remark 3.3 (Finite propagation speed). From the simulation of Z2t in the case of the
wave equation, we deduce directly the finite propagation speed property: If f1 = f2 = 0
on a ball B(x0, t0) of center x0 and radius t0 then u = 0 within the cone K(x0, t0) :={
(x, t) : 0 ≤ t ≤ t0 and |x− x0| ≤ t0 − t
}
. unionsqu
The next statement provides some sufficient conditions for ξt,x to have a finite p−th
moment. In particular, for p = 2, this guarantees that the error estimate of the Monte
Carlo approximation induced by the representation of Theorem 3.2 is characterized by the
standard central limit theorem, and is in particular independent of the dimension d of the
space variable x. Our first requirement is stated on the power series:
Hp(s) :=
∑
j≥0
(qj‖cj‖∞)psj . (3.11)
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Assumption 3.4. The power series Hp has a radius of convergence Rp ∈ (0,∞], and
(i) rp := max1≤n≤N ‖fn‖p∞
∥∥γnρ¯ 1−pp ∥∥p∞ < Rp, and αp := ∥∥γNρ 1−pp ∥∥p∞ <∞;
(ii) there are constants T > 0 and sp > rp such that
∫ sp
rp
Hp(s)
−1ds = αpT .
Theorem 3.5. Let f ∈ C0b (Rd,Rn) and cj ∈ C0b (R+ × Rd,R). Then, under Assumptions
2.1, 2.2 and 3.4, we have ξt,x ∈ Lp for all t ∈ [0, T ].
Proof. Similar to the calculation in the previous proof, we have∣∣ξt,x∣∣p ≤ ∏
k∈Kt
rp
ρ¯(∆T tk)
∏
k∈Kt\Kt
αp‖cJk‖p∞
ρ(∆T tk)
.
The right hand-side is now related to the ODE
∂tw = αpHp(w) and w(0) = rp.
the integrability of |ξt,x|p can now be verified by following the same line of argument as in
Step 1 of the proof of Theorem 3.2. unionsqu
4 Further nonlinear Cauchy problems
In this section, we consider the following semilinear Cauchy problem with polynomial
nonlinearity in the pair (u,Du):
N∑
n=1
an∂
n
t u−
∑
α∈NdM
bαD
αu−
∑
j≥0
qj cj,0 u
`j,0
H∏
h=1
(cj,h ·Du)`j,h = 0 on R+ × Rd(4.1)
∂n−1t u(0, .) = pnfn on R
d, n = 1, . . . , N, (4.2)
where (`j)j≥0 ⊂ N1+H is a sequence of vector integers `j = (`j,0, . . . , `j,H), and the non-
linearity is defined by means of an atomic probability measure (qj)j≥0, with qj > 0 and∑
j≥0 qj = 1, together with the functions
cj,0 : R+×Rd −→ R, bounded continuous, and cj,h : R+×Rd −→ B1(Rd), j ≥ 0, 1 ≤ h ≤ H.
(4.3)
Here, B1(Rd) denotes the unit ball in Rd in the sense of the Euclidean norm. Notice that
the above Cauchy problem covers the particular case of (3.1)-(3.2) by setting `j,h = 0 for
all h = 1, . . . ,H.
Recall the Green functions g = (gn)1≤n≤N from (2.6). By standard Fourier transform
theory, we have
∂xgn(t, ·) = iF−1(ξ 7→ ξgˆn(t, ξ)
)
, t ≥ 0, n = 1, . . . , N.
Similar to the probability measures µn introduced in Assumption 2.2, we now assume that
the distributions ∂xgn can be represented by signed measures for which we may introduce
dominating measures for |∂xgn(t, ·)| :=
∑d
m=1 |∂xmgn(t, ·)|.
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Assumption 4.1. (i) For all n = 1, . . . , N and m = 1, . . . , d, the distribution ∂xmgn(t, ·)
may be represented by a signed measure with total variation |∂xmgn(t, ·)|.
(ii) The measure |∂xgn(t, ·)| is absolutely continuous with respect to some probability mea-
sure µ1n(t, ·) so that we may define the density vector γ1n =
(
γ1n,1, . . . , γ
1
n,d
)
by
∂xgn(t, dx) = γ
1
n(t, x)µ
1
n(t, dx), t ≥ 0, x ∈ Rd.
Notice that although γ1n(t, .) is defined dµ
1
n(t, ·)−a.s. this will be sufficient for our needs.
Our starting point is the following “automatic differentiation property”, which follows by
direct differentiation of the Duhamel formula of Proposition 2.3.
Proposition 4.2. In addition to the conditions of Proposition 2.3, let Assumption 4.1
hold true. Then, the solution u of the linear Cauchy problem (2.1)-(2.2) is differentiable
with respect to the space variable with
∂xu(t, x) = E
[
1{τ≥t}
γ1I (t, Z
1,I
t )
ρ¯(t)
fI
(
X1,Iτ
)
+ 1{τ<t}
γ1N (τ, Z
1,N
τ )
ρ(τ)
F
(
t− τ,X1,Nτ
)]
,
where τ is a random time with density ρ, and X1,Iτ = x + Z
1,I
τ , with Z
1,I
t distributed as
µ1(t, ·) independent of τ .
Example 4.3. Let us illustrate the last result on our main examples.
(i) Heat equation: we directly compute that ∂xg1(t, dx) = − x2tg1(t, dx).
(ii) Wave equation, d = 1: we have ∂xg2(t, dx) =
1
2 (δ(x+ t)− δ(x− t)) dx, but ∂xg1 =
∂2xxg2 can not be represented as a signed measure, thus violating Assumption 4.1. However,
we may still handle the one dimensional wave equation by reducing to the case f1 = 0, see
Section 5.2.
(iii) Wave equation, d > 1: Assumption 4.1 is not satisfied as ∂xg1 and ∂xg2 involve first-
order derivative of the delta function supported on the light cone {(x, t) : t2 − x2 = 0}.
(iv) Beam equation: we have ∂xg2(t, dx) = G
′( x√
t
)dx.
In order to introduce the probabilistic representation of the solution of (4.1)-(4.2), we con-
sider the branching mechanism defined in Subsection 3.1, where we modify the definition
of the independent iid random variables (Jk)k∈K and we introduce the types of particles
(θtk)k∈K as follows:
• P[Jk = `j ] = qj for all j ≥ 0, and we denote J¯k,−1 := 0, J¯k,h := J¯k,h−1 + Jk,h,
h = 0, . . . ,H;
• an arbitrary particle k ∈ Kt \ Kt branches at time Tk into J¯k,H particles; the h−th
block of descendantparticles are labelled
(k, j), j = J¯k,h−1 + 1, . . . , J¯k,h h = 0, . . . ,H; (4.4)
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• we assign to the h−th block of new particles (4.4) the types:
θt(0) := 0 and θ
t
(k,j) := h, for k ∈ Kt \ Kt, j = J¯k,h−1 + 1, . . . , J¯k,h, h = 0, . . . ,H.
(4.5)
Finally, we introduce a branching process which differs slightly from (3.6)-(3.7). Let
Xˆ00 = x, and Xˆ
k
T tk
:= Xˆ
k−
T tk−
+ ZˆkT tk
, for all k ∈ Kt, (4.6)
where the distribution of Zˆk
T tk
depends on the type of the particle:
P
[
ZˆkT tk
∈ dz∣∣Itk, θtk,∆T tk] = 1{θtk=0}µItk(∆T tk, dz) + 1{θtk 6=0}µ1Itk(∆T tk, dz), (4.7)
with ∆T tk := T
t
k − T tk− . The main goal of this section is to provide a representation of the
solution of the Cauchy problem (4.1)-(4.2) by means of the random variable
ξˆt,x :=
∏
k∈Kt
Wk
ρ¯
(
∆T tk
)[fItk(Xˆkt )− 1{θtk 6=0}fItk(XˆkTk−)] ∏
k∈Kt\Kt
Wk
ρ
(
∆T tk
)cJk,0(t− T tk, XˆkT tk),
(4.8)
where the random weights Wk are given by
Wk := 1{θtk=0}γItk
(
∆T tk, Zˆ
k
T tk
)
+ 1{θtk 6=0}cJk,θtk
(
t− T tk−, Xˆk−T tk−
) · γ1Itk(∆T tk, ZˆkT tk), k ∈ Kt.
Recall the power series Hp introduced in (3.11), and define
rˆp := sup
0≤t≤T
1≤n≤N
{‖fn‖p∞ ∫ |γn(t, z)|p−1|gn|(t, dz)} ∨ {‖∇fn‖p∞ ∫ |z|p|γ1n(t, z)|p−1|∂xgn|(t, dz)}
ρ¯(t)p−1
(4.9)
αˆp := sup
0≤t≤T
{ ∫ |γN (t, z)|p−1|gN (t, dz)|} ∨ { ∫ |γ1N (t, z)|p−1|∂xgN (t, dz)|}
ρ(t)p−1
. (4.10)
The following result provides a probabilistic representation of the solution of the semilinear
Cauchy (4.1) under a condition involving the above rˆp and αˆp, that will be guaranteed in
Proposition 4.9 below to hold under some sufficient conditions.
Theorem 4.4. Let Assumptions 2.1, 2.2, and 4.1 hold true, and assume that f is bounded
and Lipschitz. Let p > 1, and ρ be a positive density function with support on (0,∞) such
that the constants rˆp and αˆp defined in (4.9)-(4.10) satisfy:
rˆp < Rp, αˆp <∞ and
∫ sˆp
rˆp
ds
Hp(s)
= αˆpT for some sˆp > rˆp and T > 0. (4.11)
Then, ξˆt,x ∈ Lp for t ∈ [0, T ], and u(t, x) := E
[
ξˆt,x
]
is the unique bounded continuous
solution of the semilinear Cauchy problem (4.1).
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Proof. Similar to the proof of Theorem 3.2, we directly estimate that∣∣ξˆt,x∣∣p ≤ ∏
k∈Kt
1
ρ¯(∆T tk)
p
(
1θtk=0
∥∥fItk∥∥p∞∣∣γItk(∆T tk, ZˆkT tk)∣∣p + 1θtk 6=0∥∥∇fItk∥∥p∞∣∣ZkT tk ∣∣p|Wk|p)
×
∏
k∈Kt\Kt
∣∣∣ Wk
ρ(∆T tk)
∣∣∣p‖cJk,0‖p∞.
By the independence of the ∆T tk’s and the Z
k
T tk
’s, this provides
E
∣∣ξˆt,x∣∣p ≤ E ∏
k∈Kt
rˆp
ρ¯(∆T tk)
∏
k∈Kt\Kt
αˆp ‖cJk,0‖p∞
ρ(∆T tk)
.
The required result follows by the same line of argument as in the proof of Theorem 3.2.
unionsqu
In the rest of this section, we provide sufficient conditions which guarantee that the con-
stants rˆp and αˆp, involved in Condition (4.11), are finite. In preparation for this, we need
some estimates on the Green functions gn, n = 1, . . . , N . Recall that {α ∈ NdM : |α| =
M and bα 6= 0} 6= ∅, and define the principal symbol
bM (ξ) := i
M
∑
|α|=M
bαξ
α = eipiηM (ξ)|bM (ξ)|, where ηM (ξ) := 1 +M − sg{bM (ξ)}
2
; ξ ∈ Rd.
Lemma 4.5. For all ξ ∈ Rd, the matrix B(ε−1ξ) has N simple eigenvalues λn(ε−1ξ),
n = 1, . . . , N , for sufficiently small ε > 0, with asymptotics
lim
ε↘0
ε
1
σλn
(
ε−1ξ
)
= λ0n(ξ) :=
∣∣bM (ξ)∣∣ 1N e ipiN (ηM (ξ)+2n), where σ := NM .
Proof. Recall from Remark 2.8 that the spectrum of the matrix B
(
ε−1ξ
)
consists of the
solutions of the characteristic polynomial
∑N
n=1 anλ
n = b(ε−1ξ).
As {α ∈ NdM : |α| = M and bα 6= 0} 6= ∅, we see that εMb(ε−1ξ
) −→ bM (ξ). Then,
denoting by λε an arbitrary solution of the last characteristic polynomial, we deduce that
(λε)ε>0 has no finite accumulation point. Together with the normalization aN = 1, this
in turn implies that
∑N
n=1 anλ
n
ε ∼ λNε , and therefore
lim
ε↘0
εMλNε = bM (ξ) =
∣∣bM (ξ)∣∣eipiηM (ξ) := λ0N (ξ)N ,
which can be written equivalently as limε↘0
(
ε
M
N
λε
λ0N (ξ)
)N
= 1. Hence, the limiting spec-
trum of the matrix B
(
ε−1ξ
)
consists of N simple eigenvalues expressed in terms of the
unit roots:
lim
ε↘0
ε
M
N λn
(
ε−1ξ
)
= λ0N (ξ)e
2nipi
N = λ0n(ξ), n = 1, . . . , N.
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unionsqu
The last result shows that the asymptotics of B(ε−1ξ) are in the context of Remark 2.8.
Then, it follows that the space Fourier transforms of the Green functions are given by
(2.12). Define the corresponding limits:
gˆ0n := Λ
0
n
N∑
j=1
eλ
0
j∏
`6=j(λ
0
` − λ0j )
, n = 1, . . . , N, (4.12)
with:
Λ0N (ξ) := 1, Λ
0
n(ξ) := (−1)n−1
∑
1≤`1≤. . .≤`N−n≤N
`1, . . . , `N−n 6=n
(λ0`1 · · ·λ0`N−n)(ξ) for n < N.
The following additional condition is needed in order to characterize the short time asymp-
totics of the Green functions.
Assumption 4.6. For all ϕ ∈ S, the family {t1−ngˆn(t, t−σ·)ϕ, t ∈ (0, ε]} is uniformly
integrable in L1(Rd), for some ε > 0.
We denote by X the canonical map on Rd, i.e., X(x) = x for all x ∈ Rd, and we introduce
the scaled Green functions
gσn(t, ·) := gn(t, ·) ◦ (tσX)−1, t ∈ [0, T ], n = 1, . . . , N.
In particular, in the case where gn can be represented by a function, g
σ
n(t, x) = t
σdgn(t, t
σx).
Lemma 4.7. The space Fourier Green functions gˆ satisfy the short time asymptotics
t1−ngˆn(t, t−σξ) −→ gˆ0N (ξ) as t↘ 0, for all ξ ∈ Rd.
If in addition Assumption 4.6 holds true, then the last convergence holds in S ′, and the
short time asymptotics of the scaled Green functions are given by
t1−ngσn(t, ·) −→ g0n := F−1gˆ0n as t↘ 0, in S ′, n = 1, . . . , N.
Proof. First, the pointwise convergence of Gˆn(t, ·) := t1−ngˆn(t, t−σ·) towards gˆ0n, as t↘
0, follows from direct application of Lemma 4.5 together with the observations reported
in Remark 2.8. The uniform integrability condition of Assumption 4.6 guarantees that
〈Gˆn(t, ·), ϕ〉 −→ 〈gˆ0n(t, ·), ϕ〉 for all ϕ ∈ S, i.e., Gˆn(t, ·) −→ gˆ0n as t ↘ 0 in S ′. This
in turn implies the convergence of the corresponding Fourier inverse F−1Gˆn(t, ·) towards
g0n := F
−1gˆ0n as t↘ 0 in S ′. It remains to relate the distribution F−1Gˆn(t, ·) to the Green
function gn. To see this, we use the properties of the Fourier transform in S ′ as defined
by means of arbitrary test functions ϕ ∈ S as follows:
〈F−1Gˆn, ϕ〉 = 〈Gˆn,F−1ϕ〉 = tσd〈gˆn(t, ·), (F−1ϕ)(tσ·)〉 = tσd〈gn(t, ·),F
(
(F−1ϕ)(tσ·))〉.
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We finally observe by direct calculation that F
(
(F−1ϕ)(λ·)) = λ−dϕ(λ−1·) for all ϕ ∈ S
and all constant λ ∈ R. Then
〈F−1Gˆn, ϕ〉 = 〈gn(t, ·), ϕ(t−σ·)〉 = 〈gσn(t, ·), ϕ〉.
By the arbitrariness of ϕ ∈ S, this provides that F−1Gˆn(t, ·) = gσn(t, ·), thus completing
the proof. unionsqu
We observe that, as a consequence of the convergence of the scaled Green functions in S ′,
we deduce that
t1−n+σ|α|∂αx g
σ
n(t, ·) −→ ∂αx g0n as t↘ 0, in S ′, n = 1, . . . , N, (4.13)
where ∂αx :=
∂|α|
∂x
α1
1 ...∂x
αd
d
for all α ∈ Nd. Our final result requires the following conditions.
Assumption 4.8. (i) The functions t 7−→ ∫ |z|p|γ1n(t, z)|pµ1n(t, dz), n = 1, . . . , N, and
t 7−→ ∫ |γ1N (t, z)|pµ1N (t, dz) are continuous on (0, T ];
(ii) γ1n(t, t
σz) = O(1) near the origin t = 0;
(iii) The families {
z 7−→ |z|p|γ1n(t, tσz)|p−1|∂xgσn|(t, dz)
}
t≤ε, 1 ≤ n ≤ N,
and
{
z 7−→ |γ1N (t, tσz)|p−1|∂xgσN |(t, dz)
}
t≤ε
are uniformly integrable for some ε > 0.
Proposition 4.9. Let Assumptions 2.1, 2.2, 4.1 (i), 4.6 and 4.8 hold true. Assume further
that the density ρ ∈ C0(R+), strictly positive on (0,∞), and limt↘0 tN−1+σpρ(t)1−p <∞.
Then, for any bounded Lipschitz function f , we have rˆp + αˆp <∞.
Proof. By Assumption 4.1 (i), together with the fact that ρ¯(T ) ≤ ρ ≤ 1 on [0, T ], we
only need to justify that
sup
0≤t≤T
1≤n≤N
∫
|z|p|γ1n(t, z)|p−1|∂xgn|(t, dz)
)
+ sup
0≤t≤T
ρ(t)1−p
∫
|γ1N (t, z)|p−1|∂xgN |(t, dz)
)
<∞.
Assumption 4.8 (i) ensures that the functions inside the last suprema are continuous on
(0,∞). Then, in order to prove that rˆp and αˆp are finite, it suffices to verify that the
functions inside the last suprema are bounded near t = 0.
To see this, we compute by a direct change of variables that:∫
|z|p|γ1n(t, z)|p−1|∂xgn|(t, dz) =
∫
|tσz|p|γ1n(t, tσz)|p−1|∂xgσn|(t, dz)
= tn−1+σp
∫
|z|pt1−n|γ1n(t, tσz)|p−1|∂xgσn|(t, dz)
= O
(
tn−1+σp
)
, near the origin,
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by Assumption 4.8 (ii)-(iii), together with the consequence (4.13) of Lemma 4.7. This
implies that the limit is zero as n ≥ 1 and p > 1. Similarly,
ρ(t)1−p
∫
|γ1N (t, z)|p−1|∂xgN |(t, dz) = tN−1+σpρ(t)1−p
∫
t1−N |γ1N (t, tσz)|p−1|∂xgσN |(t, dz)
= O
(
tN−1+σpρ(t)1−p
)
, near the origin,
again by Assumption 4.8 (ii)-(iii). unionsqu
5 Numerical examples
5.1 Wave semi-linear PDE
We consider the nonlinear Klein-Gordon wave equation in Rd for 1 ≤ d ≤ 3:
(∂2tt −∆)u+ u3 + u2 = 0, u(0, x) = f1(x), ∂tu(0, x) = f2(x). (5.1)
To the best of our knowledge, the current literature only considers approximation of the
solution by deterministic numerical schemes, see e.g. [9]. Due to the curse of dimension-
ality, mainly d = 1 and d = 2 have been considered. To illustrate the efficiently of our
algorithm, we solve this equation in d = 1, 2 and 3. In our numerical experiments, we take
the initial conditions
f1(x) := − 12
9 + 2(
∑d
i=1 xi)
2
, and f2(x) := − 48
√
d+ 1(
∑d
i=1 xi)(
2(
∑d
i=1 xi)
2 + 9
)2 ,
for which the explicit solution is u(t, x) = − 12
9+2(
√
d+1t−∑di=1 xi)2 .
We choose ρ(t) = βe−βt and ρ¯(t) = e−βt. For convenience, we set u(t, x) := U(t, x)+f1(x),
and we compute that U satisfies the non-homogeneous nonlinear wave PDE:
(∂2tt −∆)U + U3 + (3f1 + 1)U2 + (3f21 + 2f1)U + (f31 + f21 −∆f1) = 0
U(0, x) = 0, ∂tU(0, x) = f2(x).
Note that as U(0, x) = 0, we do not need to simulate our branching particles according to
the distribution g1 but only g2. This was our motivation for introducing the function U .
We directly compute that rp < (
1+d
6 )
ptp and αp < t
pβ1−p. Furthermore, |(3f1 + 1)|∞ = 1,
|(3f21 + 2f1)|∞ = 8/3 and |(f31 + f21 −∆f1)|∞ < 1. This implies that the assumptions in
Theorem 3.5 are satisfied.
The Monte-Carlo approximation of U(t,X0) (and therefore u(t,X0) = U(t,X0) + f1(X0))
can be described by the following meta-algorithm:
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Meta-algorithm:
1. Start at t0 = 0 at the position X0 and initialize a weight W := 1.
2. Simulate an exponential r.v. τ with (arbitrarily) constant intensity β and simulate
the particle at the new position Xτ = X0+Zτ at τ . More precisely, we draw uniform
variables (Ui)i=1,2 on [0, 1] and set
Z1τ = τ(2U1 − 1), d = 1
Z1τ =
√
1− U21 cos(2piU2)τ, Z2τ =
√
1− U21 sin(2piU2)τ, d = 2
Z1τ = cos(2piU1) cos(2piU2)τ, Z
2
τ = sin(2piU1) cos(2piU2)τ, Z
3
τ = sin(2piU2)τ, d = 3.
At t1 := τ < t, the particle dies and we create 0, 1, 2 or 3 descendants with
probability p := 1/4. We then multiply the weight W by the mass τ and according
to the number of descendants, we update again the weight W by
W :=

W × (−p−1)(f31 + f21 −∆f1)(Xτ )β−1eβ(t1−t0), if 0 descendant,
W × (−p−1)(3f21 + 2f1)(Xτ )β−1eβ(t1−t0), if 1 descendant
W × (−p−1)(3f1 + 1)(Xτ )β−1eβ(t1−t0), if 2 descendants.
W × (−p−1)β−1eβ(t1−t0), if 3 descendants,
where 0 descendant means that the particle dies.
3. For each descendant, we apply independently Steps 2 and 3 until the default time –
say τn – is greater than the maturity t. In this case, we multiply W by
W := W × eβ(t−τn−1)
4. Finally, for all particles alive at time t (with locations (Xkt )k∈Kt), compute
W
∏
k∈Kt
f2(X
k
t ),
and average the result using M Monte-Carlo paths.
In Figure 1, we have plotted two examples of Galton-Watson trees corresponding to the
functionals:
ξ
(1)
t,X0
:=
1
β2p2
(3f1(Xτ1 + 1)e
βτ1eβ(τ3−τ1)e3β(t−τ3)eβ(t−τ1)f2(X6t )f2(X
5
t )f2(X
4
t )f2(X
2
t ),
ξ
(2)
t,X0
:= − 1
β3p3
(3f1(Xτ4 + 1)(3f
2
1 + 2f1)(X
6
t )e
βτ1eβ(τ4−τ1)eβ(τ6−τ4)f2(X7t )f2(X
5
t )f2(X
3
t )f2(X
2
t )
eβ(t−τ6)eβ(t−τ4)e2β(t−τ1).
In the present very simple examples, in order to alleviate the figure, we have used simpler
notations to label the branching particles than those in Section 3.1.
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:
0 1
2
3
4
5
6
Ξt,X0
,
0 1
2
3
4
5
6 7
Ξt,X0
2
>
Figure 1: Galton-Watson trees associated to ξ
(1)
t,X0
and ξ
(2)
t,X0
.
Note that by construction, the result is independent of β when M is large. There is an
optimal choice of β that minimizes the variance of our Monte-Carlo estimator. We have
chosen β = 1 in our numerical experiments and M = 222 for which the standard deviation
of our estimator is less than 0.01. Below, we have plotted our numerical result for u(t,X0)
again our analytical solution for d = 1, 2, 3 as a function of x0 ∈ [0, 1.5] (all the coordinates
in Rd are equal to x0) and t = 1, see Figure 2. We obtain a perfect match. In order to
see that our numerical solutions captures perfectly the additional nonlinearity u3 + u2,
we have also shown for completeness the (analytical) solution of the linear wave equation
(denoted “LinearKG”):
(∂tt −∆)u = 0, u(0, x) = f1(x), ∂tu(0, x) = f2(x). (5.2)
5.2 Yang-Mills PDE: a toy model
Here we consider the semilinear wave equation in R:
∂ttu−∆u+ u3 + u∂xu = 0, u(0, x) = f1(x), ∂tu(0, x) = f2(x). (5.3)
We take the initial conditions
f1(x) = − 1
1− x, f2(x) =
1
(1− x)2 ,
for which the explicit solution is u(t, x) = − 11+t−x . Assumption (2.2) is satisfied for g2
only for d = 1, this is why we restrict to this case. For d > 1, ∇g2 involves derivative of
delta function supported on the lightcone. Notice that the singularity of f1 and f2 are not
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Figure 2: Numerical solutions of the nonlinear Klein-Gordon PDE (5.4) for d = 1, 2, 3 as
a function of x0.
seen by our numerical algorithm because of our choice of the initial position x0 and the
finite speed property of the wave equation: The singularity x = 1 is not attainable.
This example can be interpreted as a scalar version of the Yang-Mills hyperbolic system.
Indeed, the Lagrangian associated to the Yang-Mills theory on R1+d is∫
F aµνF
µνad4x, Fµνa := ηµαηνβF aαβ
with η00 = −1, ηii = 1, i = 1, · · · d and 0 otherwise. Here we use the convention of implicit
summation for repeated indices (a, µ, ν). The curvature is F aµν := ∂µA
a
ν−∂νAaµ−fabcAbµAcν .
The Euler-Lagrange equations (written in the gauge frame ∂µA
µ,a = 0) give the system of
hyperbolic PDE
∂µF
µνa + fabcA
b
µF
µνc = 0
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Note that the initial boundary conditions at t = 0, Aaν(t = 0, x) and ∂tA
a
ν(t = 0, x) need
to satisfy a constraint condition in order to preserve the gauge condition for all t. Using
the expression for the curvature F aµν , we get that A
µa := ηµαAaα is solution of a system of
hyperbolic PDE of the form:
Aνa − fabcAµb∂µAνc + fabcAbµ
(
∂µAνc − ∂νAµc − f cdeAµdAνe
)
= 0
with  := ∂tt −∆. This can schematically written as
A− fA∂A− f2A3 = 0
hence our PDE (5.3).
Note that our branching Monte-Carlo algorithm can be easily adapted to solve a system of
semilinear PDEs. All we need to do is to index particles with a type (µa) corresponding to
a coordinate of the solution, see an example with the complex Gross-Pitaevskii equation
in Section 5.4.
As in the previous section, we set u(t, x) = f1(x) + U(t, x) for which U satisfies the
non-homogeneous hyperbolic PDE
∂ttU −∆U + U3 + 3f1U2 + U
d∑
i=1
∂xiU + (3f
2
1 (x) +
d∑
i
∂xif1)U + f1
d∑
i
∂xiU
+(f31 +
d∑
i
f1∂xif1 −∆f1) = 0, U(0, x) = 0, ∂tu(0, x) = f2(x)
The Monte-Carlo approximation of U(t,X0) (and therefore u(t,X0) = U(t,X0) + f1(X0))
can be described by the following meta-algorithm:
1. Start with a type (0) particle at t0 = 0 at position X0, and initialize a weightW := 1;
2. Simulate an exponential r.v. τ with (arbitrarily) constant intensity β, and simulate
the particle at the new position Xτ = X0 + Zτ at τ . More precisely, we draw an
uniform variable (U) on [0, 1] and set Zτ = τ(2U − 1);
3. At t1 := τ < t, the particle dies and we create 0, 1, 2 or 3 descendants with
probability p := 1/6; in case of 1 descendant, the type assigned is (0) or (1); similarly,
in case of 2 descendants, their types can be both (0), both (1), or one of each type;
in case of 3 descendants, they are all of type (0); we then multiply the weight W by
the mass τ (see Example 2.10-(i)) if the type of the particle is (0) and according to
the number of descendants and type, we update also the weight W by
W :=

W − p−1(f31 + f1∂xf1 −∆f1)(Xτ )β−1eβ(t1−t0), 0 descendant,
W ×−p−1(3f21 (x) + ∂xf1)(Xτ )β−1eβ(t1−t0), 1 descendant, type (0)
W ×−p−1f1(Xτ )β−1eβ(t1−t0), 1 descendant, type (1)
W × (−3/p)f1(Xτ )β−1eβ(t1−t0), 2 descendants, type (0)
W ×−p−1β−1eβ(t1−t0), 2 descendants, type (0) and (1)
W ×−p−1β−1eβ(t1−t0), 3 descendants,
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where 0 descendant means that the particle dies. The particle of type (1) is then
simulated on the light cone, meaning that Zτ = τ or Zτ = −τ with probability 1/2.
In the last case, the weight is multiplied by −1.
4. For each particle, we apply independently Steps 2 and 3 until the default time – say
τn – is greater than the maturity t. In this case, we multiply W by
W := W × eβ(t−τn−1)
5. Finally, compute for all particles in Kt
W
∏
k∈Kt
(
f2(X
k
t )1type=0 − f2(Xkt −∆Xkt )1type=1
)
where ∆Xkt = ±(t − τn−1) with probability 1/2 and average the result using M
Monte-Carlo paths.
Below, we have plotted our numerical result for u(t,X0) again our analytical solution for
d = 1 as a function of x0 ∈ [3, 5] and t = 1, see Figure 4. We obtain a perfect match.
For completeness, we have also shown the (analytical) solution of the linear wave equation
(denoted “Linearwave”)
(∂tt −∆)u = 0, u(0, x) = f1(x), ∂tu(0, x) = f2(x) (5.4)
to show that our numerical solutions capture perfectly the additional nonlinearity u3 +
u∂xu. Note that as Xt ∈ [x0 − t, x0 + t], the singularity of f2 at x = 1 is not relevant.
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Figure 3: Numerical solution of the 1-d semi-linear wave PDE (5.3) as a function of x0.
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5.3 Nonlinear Beam PDE
We consider the nonlinear beam equation:
∂2t u+ ∂
4
xu+ u
2 + h(t, x) = 0, u(0, x) = tanh(x), ∂tu(0, x) = cosh(x)
−2, (5.5)
for which the explicit solution is u(t, x) = tanh(x+ t) for a suitable choice of h. Here we
follow the same discussion as in Section 5.1. Below, we have plotted our numerical result
for u(t,X0) again our exact solution for d = 1 as a function of x0 ∈ [−0.5, 0.5] and t = 0.5,
see Figure 4. Here we obtain a small error due to the fact that the one-dimensional
density |G(z)|∫
R |G(z)|dz
with G given by (2.11) has been splined on an interval [−10, 10] for
computational purpose.
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Figure 4: Numerical solution of nonlinear beam PDE (5.5) for d = 1 as a function of x0.
5.4 Gross-Pitaevskii PDE
The Gross-Pitaevskii PDE reads
i∂tu(t, x) = −1
2
∆u(t, x) + h|u(t, x)|2u(t, x), x ∈ Rd (5.6)
with h a constant. This equation describes a Bose-Einstein condensate at zero or very
low temperature. This has been recently solved using a time-splitting spectral method [4].
This deterministic method suffers from the curse of dimensionality and requires suitable
mesh size controls. Below, we present our Monte-Carlo algorithm. We should again
emphasize that our algorithm is immune to the dimension and if the standard deviation
of our Monte-Carlo estimate converges to zero, we can ensure that we have converged to
the true solution.
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We set h := −1 and f1(x) :=
√
d
cosh(
∑d
i=1 xi)
for which the explicit solution is
u(t, x) = e
idt
2
√
d
cosh(
∑d
i=1 xi)
PDE (5.6) can be written as a two-dimensional PDE system with polynomial nonlinearity:
i∂tu(t, x) = −1
2
∆u+ guu∗u
−i∂tu∗(t, x) = −1
2
∆u∗ + guu∗u∗
From Example 2.11, Zτ = e
ipi
4
√
τZ ∈ Cd and Z∗τ = e−
ipi
4
√
τZ ∈ Cd with Z ∈ N(0, d).
Meta-algorithm:
1. Start at t0 = 0 at the position X0 with a particle of type 0 and initialize a complex
weight W := 1.
2. Simulate an exponential r.v. τ with (arbitrarily) constant intensity β and simulate
the particle at the new (complex) position Xτ = X0 + e
ipi
4
√
τZ (resp. Xτ = X0 +
e−
ipi
4
√
τZ) at τ if the particle is of type 0 (resp. of type 1) with Z a d-dimensional
standard (real) Gaussian variable.
At t1 := τ < t, the particle dies and we create 2 descendants of type 0 and one of
type 1 (resp. 2 descendants of type 1 and one of type 0) if the particle is of type 0
(resp. type 1). We then multiply the weight W by
W :=
{ W × (i)β−1eβ(t1−t0), type 0
W × (−i)β−1eβ(t1−t0), type 1
3. For each descendant, we apply independently Steps 2 and 3 until the default time –
say τn – is greater than the maturity t. In this case, we multiply W by
W := W × eβ(t−τn−1)
4. Finally, for all particles alive at time t (with locations (Xkt )k∈Kt), compute
W
∏
k∈Kt : Type=0
f1(X
k
t )
∏
k∈Kt : Type=1
f1(X
k
t )
∗,
and average the result using M Monte-Carlo paths.
We have chosen β = 1 in our numerical experiments and M = 222 for which the standard
deviation of our estimator is less than 0.01. Below, we have plotted our numerical result
for Re(u(t, x0)) and Im(u(t, x0)) again our analytical solution for d = 1, 2, 3 as a function
of x0 ∈ [0, 1.5] (all the coordinates in Rd are equal to x0) and t = 0.1, see Figure 5. We
obtain a perfect match. For completeness, we have also shown the (numerical) solution of
the linear Schrodinger equation (i.e., g := 0), denoted “Linear”.
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Figure 5: Numerical solutions for Re(u(t, x0)) (left) and Im(u(t, x0)) (right) of the Gross-
Pitaevskii PDE (5.6) for d = 1, 2, 3 as a function of x0.
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