Missing observations and covariate measurement error commonly arise in longitudinal data. However, existing methods for model selection in marginal regression analysis of longitudinal data fail to address the potential bias resulting from these issues. To tackle this problem, we propose a new model selection criterion, the Generalized Longitudinal Information Criterion, which is based on an approximately unbiased estimator for the expected quadratic error of a considered marginal model accounting for both data missingness and covariate measurement error. The simulation results reveal that the proposed method performs quite well in the presence of missing data and covariate measurement error. On the contrary, the naive procedures without taking care of such complexity in data may perform quite poorly. The proposed method is applied to data from the Taiwan Longitudinal Study on Aging to assess the relationship of depression with health and social status in the elderly, accommodating measurement error in the covariate as well as missing observations.
INTRODUCTION
Longitudinal studies, where the study individuals are measured repeatedly over time, are commonly conducted in health and social sciences. Such studies allow us to understand how the outcomes may depend on the covariates of interest over a time span. For example, in the Taiwan Longitudinal Study on Aging (TLSA), a cohort aged 70 and above was recruited in 1999 and followed up in 2003 and 2007 . One of the main objectives of this study is to assess the relationship of depression with health and social status in the elderly while accounting for time courses of these features.
In longitudinal data analysis, one popular type of analysis is the "marginal model" analysis based on marginal first and/or second moments of some response given a set of covariates (Diggle and others, Model selection with missing responses and covariate measurement error 741 2002). Owing to the advantage of no need for joint modeling of the potentially complex full distribution of longitudinal outcomes, the marginal model approach has been extensively addressed in literature; see, among many others, Liang and Zeger (1986) , Qu and others (2000) , Lai and Small (2007) , and Yi and others (2012) .
In this work, we focus on marginal regression analysis of longitudinal data. In particular, we examine the issue of model selection in marginal model analysis of longitudinal data. Our motivation comes from the fact that, although there have been some model selection procedures proposed for marginal regression analysis of longitudinal data, such as the quasi-likelihood under the independence model criterion (QIC) method (Pan, 2001) , the GC p method (Cantoni and others, 2005) , and the Missing longitudinal information criterion (MLIC) method Chen, 2012, 2013) , these existing approaches are subject to the important limitation that they cannot accommodate the incomplete data including both missing observations and covariate measurement error, which commonly arise in longitudinal data due to the nature of repeated measurements (Yi, 2005 (Yi, , 2008 Wang and others, 2008) . For example, in the TLSA study, we are interested in the effect of functional status on depression based on their repeated measurements. However, the functional status is a general, multidimensional concept measured via some different scales. Its measurement is thus prone to measurement error. Also, there were missing observations at each time point in the TLSA study due to subject's missing the scheduled visits. When performing model selection in the TLSA data, the applicability of the existing methods is questionable: The QIC and GC p methods apply only for perfectly measured and completely observed data, and the MLIC method applies in the presence of missing data but does not allow for covariate measurement error (Shen and Chen, 2012) .
Here, we propose a new model selection procedure for marginal regression analysis of longitudinal data that can accommodate incomplete data including both the missing observations and covariate measurement error. We assume the candidate models considered are for the marginal mean of the response given the covariates that may be time-dependent. The response and/or the covariates may be missing. The covariates are subject to measurement error, with the measurement error given by a functional model, namely the distribution of the true covariates is not specified. In such a general setting, Yi and others (2012) proposed a generalized method of moments (GMM) approach for inferences on the parameters in the marginal regression model. Also, they used the corrected score method (Nakamura, 1990) to adjust for covariate measurement error and the inverse probability weighting method to accommodate missing observations. However, it is still unknown how to perform model selection in this general type of analysis, and our proposal will fill this gap.
The proposed model selection criterion, the Generalized Longitudinal Information Criterion (GLIC), is based on the expected quadratic error measuring the discrepancy between the true and the considered model for the marginal mean. In the presence of both missingness and covariate measurement error, it is nontrivial to obtain an unbiased estimate for this criterion. We proposed a model selection statistic, which consists of a goodness-of-fit term and an overfitting-penalty term, and is an approximately unbiased estimator of the expected quadratic error. Our simulation results reveal that the proposed method performs quite well for model selection in marginal regression analysis of longitudinal data in the presence of data missingness as well as covariate measurement error. On the contrary, the naive procedure without taking care of covariate measurement error performs quite poorly, especially when the measurement error is severe. Also, it has been known that, naively ignoring missing data leads to poor performance in model selection of marginal regression analysis (Shen and Chen, 2012) .
This article is organized as follows. Section 2 introduces the models considered for the longitudinal data analysis, covariate measurement error, and missing data process, and the estimation method. Based on the framework in Section 2, we derive in Section 3 the proposed criterion of model selection for marginal regression analysis of longitudinal data. Results of simulation studies are reported in Section 4. In Section 5, we present an illustration based on the analysis of the TLSA data. Some concluding remarks are presented in Section 6.
MODEL AND ESTIMATION

Marginal regression for longitudinal data
Let Y i, j be the univariate outcome for subject i at time j, X i, j be the vector of error-prone covariates and Z i, j the vector of error-free covariates, where i = 1, . . . , n and j = 1, . . . , T . We assume the intercept term, if any, of the model is included in
be the conditional expectation and variance of Y i, j , respectively. In regression analysis, μ i, j is usually modeled via a generalized linear model g(μ i, j ) = X t i, j β with g a specified link function (McCullagh and Nelder, 1989) , β = (β 1 , . . . , β p ) t a p × 1 vector of regression parameters, and
being the working covariates in the model considered. For example, in the model with all the main and twoway interaction terms, X i, j include all individual elements of (X
t and all non-redundant pairwise cross products of the elements. The variance ν i, j = ν(μ i, j , φ) with ν a known function and φ a dispersion parameter that is known or to be estimated.
Measurement error model
The observed, mis-measured covariate U i, j is assumed to be related to the true, unobserved covariate X i, j through a classical additive measurement error model; that is,
where e i, j is independent of X i , Z i , Y i , and e k,l for (i, j) | =(k, l). We also assume that the j ( j = 1, . . . , T ) are known in advance or estimated from replication experiments (Carroll and others, 2006) . These assumptions follow those considered in Yi and others (2012) . .2) has been shown in Yi and others (2012) to be useful in dealing with missing longitudinal data subject to mis-measured covariates. In particular, since (2.2) depends only on the observed data, i.e. the missingness follows a form of the missing at random (MAR) mechanism (Rubin, 1976) , we can estimate the missing probability given in (2.2) from the observed data. For example, assuming 
Missing data model
Let the indicator variable
R i, j = 1 if Y i,i, j = 1|R i , Y i , X i ) = pr(R i, j = 1|R i, j ,Ỹ O i, j ,Ũ O i, j ,Z O i, j ),(2.w i, j = pr(R i, j = 1|R i , Y i , X i ) = pr(R i, j = 1|R i, j ,Ỹ O i, j ,Ũ O i, j ,ZL i (α) with L i (α) = j w R i, j i, j (1 − w i, j ) 1−R i, j , or equivalently, solving i A i (α) = 0 with A i (α) = (∂/∂α) log L i (α).
Corrected scores adjusting for covariate measurement error
In the absence of measurement error and missing observations, marginal regression of longitudinal data can be performed by the generalized estimating equations under working independence, which solves the regression parameter β from the estimating equation
When X i, j is subject to measurement error, the naive estimating function
for X i, j generally yields a biased estimate for β. Instead, Huang and Wang (2001) and Yi and others (2012) considered the estimating functions
which has zero expectation with ψ being a scalar function independent of Y i, j and
is thus an unbiased estimating function which can be seen by double expectation. Yi and others (2012) proposed the use of
to estimate β when there are no missing data. For example, for binary data with the logistic regression model pr(
where g(w) = exp(w)/{1 + exp(w)} and the column vector 0 has the same dimension as Z i, j . For models with general forms for g(·) and
3) may not exist. In this case, we can apply the approach proposed in Stefanski (1989) 
Generalized method of moments
Let w i, j be either the known or estimated missing probability given in (2.2). We adopt the inverseprobability-weighting version of
which can be shown to be an unbiased estimating function (Yi and others, 2012, sec. 3.3) . Note that i, j can further depend on the parameter α in the model for the missing data mechanism w i, j when the latter is estimated from the observed data, but for notational simplicity the dependence of i, j on α is suppressed.
Based on this set of estimating functions, the GMM (Hansen, 1982) estimator for β, with the optimal weight matrix given by V −1 where V = E{ i (β) t i (β)}, can be solved from the estimating equation
where It is straightforward to derive the asymptotic linear expansion for the GMM estimatorβ by conventional estimating equation theory. With a slight abuse of the notation, let β be the limiting value ofβ. When w i, j 's are known, we have
When w i, j 's are estimated by a binary regression model w i, j (α) withα obtained from the score equation
; both of the two expected matrices can be estimated by their sample average counterparts.
MODEL SELECTION CRITERION
Based on the models and estimation method mentioned in Sections 2, we now derive model selection criterion for marginal regression of longitudinal data in the presence of data missingness and covariate measurement error. Let μ
denote the true mean for subject i's longitudinal outcome vector given covariates (X i , Z i ), andμ i the estimated mean based on a candidate marginal model and the GMM estimation mentioned in Section 2.5. As in Shen and Chen (2012) , a reasonable measure for model adequacy would be Shen and Chen (2012) showed that
where i = Y i − μ 0 , Tr denotes the trace of a matrix, and V 0 i the true covariance matrix of Y i . In (3.1), the first term is the mean squared error between the observed and fitted outcomes, which is a measure of goodness-of-fit of the model; the second term is the covariance between the observed and fitted values, which reflects a penalty for overfitting (Efron, 2004) ; the last term is the trace of the true covariance matrix, which can be omitted for model selection since it is constant across different models.
The first term of (3.1) can be directly estimated by its empirical inverse-probability-weighting version (Shen and Chen, 2012) . The second term (covariance penalty), cov( i ,μ i ), for a candidate model μ i can be derived as follows. Letβ denote the regression parameter in this model estimated by the GMM method in Section 2.5, and β the limiting value ofβ under the model.
we haveμ 
where
The derivation is relegated to the Supplementary Material, together with explicit expressions for the special cases of normal linear regression and binomial logistic regression. It is seen that, regardless of whether the missingness probability w i, j 's are known or estimated, F i, j has the same form as given in (3.3).
Recalling (3.1) and the discussion below (3.1), we may apply the criterion
for model selection, whereF = n i=1F i withF i obtained by evaluating (3.3) at β =β and cov(
not be applied directly. Our simulation results reveal that, the naive use of (3.4) with the X i replaced with its mis-measured version U i can perform quite poorly in model selection (see the next section). In the following, we thus propose a corrected version for (3.4) that works well in the presence of covariate measurement error. Letη i, j be defined as η i, j with X i, j replaced by U i, j , and
Therefore, by the assumption (2.1) on e i, j ,
A bias-corrected version for the first term of (3.4) is then
, and m i, j,k with X i, j replaced with its observed value U i, j , respectively. Let X i, j,r be the r th element of X i, j , and σ j,r,s be the (r, s) element of j for 1 r, s p x , where p x = dimX i, j . By Taylor expansion,
Thus, we usẽ
as a bias-corrected version forf i, j,k . In implementation, the terms of the second partial derivatives above are simply evaluated at the observed mis-measured data. A bias-corrected version forq i, j,k in (3.3) can be obtained in exactly the same way, although in our considered settings the correction toq i, j,k is usually small and hence can be bypassed. The m i, j,k = cov(Y i, j , Y i,k ) can be estimated by the observed data in exactly the same way as in (3.5). Substituting (3.5) and the biased-corrected versions of f i, j,k , q i, j,k , and m i, j,k inF i , respectively, into the first and second terms of (3.4), we thus obtain a biased corrected version for the model selection criterion (3.4). We will call the bias-corrected model selection criterion the GLIC, which accommodates both missing data and covariate measurement error. A smaller value of the GLIC statistic means a better model.
SIMULATION STUDY
Our simulation settings include both binary and continuous responses. In the first simulation, the outcome Y i, j is binary and its mean μ i, j given covariates is given by
t is generated as N(μ x , x ) with μ x = (0, 0) t , and x having diagonal elements 1 and off-diagonal elements 0.5. The surrogate value
t is generated as N(X i, j , j ) where j has diagonal elements σ 2 and off-diagonal elements 0. We set σ = 0, 0.5, 0.75 so that the reliability ratio r = 1/(1 + σ 2 ) = 1, 0.8, 0.64, representing no, moderate, and severe measurement error, respectively. The measurement error variance σ 2 is assumed known in analysis of the simulated data. The joint distribution of Y i is simulated from the Bahadur (1961) representation:
, and ρ i, j,k = E(e i, j e i,k ) for 1 j = k T . The parameter values in the true model are β z,1 = −0.25, β x,1 = 0.25, β x,2 = 0.25, and ρ i, j,k = 0.25 for 1 i n, 1 j = k T , and these parameter values result in a bona fide density with (4.1) when T = 3 or T = 5. The true correlation structure is thus of the "compound symmetry" or "exchangeable" type. We consider a variable selection scenario where, in addition to the covariates X i, j,1 and X i, j,2 given above, there are two redundant cluster-level covariates Z i, j,1 and Z i, j,2 (i.e. Z i, j,1 and Z i, j,2 are constants over j), where Z i, j,1 follows a Bernoulli distribution with success probability 0.5, and Z i, j,2 is U(−1,1) independent of Z i, j,1 . The full model in our analysis is given by
The number of visits T = 3 or T = 5 for each subject, and the number of subjects n = 250 or n = 500. GivenỸ
, andR i, j , the variable R i, j indicating whether subject i is observed (R i, j = 1) or missing (R i, j = 0) at time j is generated from the logistic model
, α 1 = −1, α 2 = −1, α 3 = −1, α 4 = 1, and α 0 is set to 1 or 0.2 when T = 3, and to 1.3 or 0.6 when T = 5, so that the overall proportion of missing observation is 20% or 30%. When analyzing the data, we assume a wrong missing data model given by (4.2) but with X i, j−1 replaced by U i, j−1 .
In the second simulation, the outcome Y i is multivariate normal. The mean μ i, j of Y i, j given the covariates is
where the true covariates X i, j,1 and X i, j,2 are generated as in the first simulation, and β 1 = 2, β 2 = 1, β 3 = −1. The Pearson correlation coefficients between Y i, j and Y i,k for 1 j = k T are a constant 0.5; that is the true correlation structure is exchangeable. The number of visits T = 3 or T = 5 for each subject, and the number of subjects n = 250 or n = 500. The covariates in the full model and the missing data mechanism are similar to those in the binary response case, except that here α 1 = −1, α 2 = −1, α 3 = −1, α 4 = 1, and α 0 = 1.2 or 0.3 when T = 3, 1.6 or 0.7 when T = 5, so that the overall missing data proportion is 20% or 30%. In addition to the covariates X 1 and X 2 , we consider four redundant variables X 3 , . . . , X 6 , where X 3 is a cluster-level covariate following a U(0,2) distribution without measurement error, and X 4 , X 5 , and X 6 are two-way interactions among (X 1 , X 2 , X 3 ) with X 4 = X 1 X 2 , X 5 = X 1 X 3 , and X 6 = X 2 X 3 . The full model is the linear model including all the six covariates.
In analysis of the simulated data, the GMM estimation method mentioned in Section 2.5 is applied, and the GLIC method proposed in Section 3 is used for model selection. The missing data probabilities w i, j s are estimated by the maximum likelihood method mentioned in Section 2.3. We compare the GLIC method with the naive-GLIC (N-GLIC) method based on the model selection criterion (3.4), which accounts for data missingness but ignores covariate measurement error. Over 1000 simulated datasets, we calculate for each method the percentage of choosing a model among a set of candidate models; recall that a model is chosen by the GLIC/N-GLIC method when it has the smallest GLIC/N-GLIC value among the candidate models. For illustration, we consider 10 non-nested candidate models including various subsets of covariates, as listed in Tables 1-4. Tables 1 and 2 show results from the first simulation study (T = 5), 
and Tables 3 and 4 show results from the second simulation study (T = 5). The results under T = 3 have similar patterns to those in Tables 1-4 and are provided in the Supplementary Material. From Tables 1-4 , we see that the GLIC method selects the true model with reasonably high probability even in the presence of measurement error (r < 1) and missing data. Overall, the naive method N-GLIC without accommodating measurement error tends to perform worse than the GLIC method. In particular, the naive method can perform very poorly when the covariate measurement error becomes substantial (see Tables 3 and 4) . Specifically, in the binary outcome setting, the advantage of GLIC over N-GLIC is less obvious when the measurement error is small (r = 0.8) but becomes clear with severe measurement error (r = 0.64). On the other hand, with normal outcome data the apparent advantage of the GLIC method is present in both the r = 0.8 and r = 0.64 settings. In fact, the adverse impact of covariate measurement error on model selection is non-negligible. For example, In the case of severe measurement error (r = 0.64) and normal outcome, the N-GLIC method selects the correct model with probabilities very close to 0 when the missingness probability increases from 0% to 30%. Under the same scenario, the GLIC method selects the correct model with probabilities ranging from 51% to 29%, which we think are much more acceptable than those obtained by the naive method. We thus conclude that, in terms of unbiased model comparison and selection, the proposed GLIC method enjoys better applicability than the naive method (N-GLIC) in the presence of both missingness and measurement error.
In the Supplementary Material, we further compare the proposed GLIC method with the akaike information criterion (AIC) and bayesian information criterion (BIC) methods. The simulation setups and results are detailed in Section 2.2 in the Supplementary Material file. It is seen that, when there exists covariate measurement error, both the AIC and BIC methods may experience serious breakdown, in that they choose the true model with a very low probability. In contrast, the GLIC method still selects the true model with reasonably high probability (> 42%) even under substantial covariate measurement error. (
We also perform simulation studies where more (i.e. 10) candidate covariates are involved. We find that, compared with the results from the first and second simulation studies where fewer candidate covariates are considered, the patterns of performance of the methods are unchanged, and the probability of selecting the correct model is still high for the proposed GLIC method in settings with more candidate covariates. Also, qualitative conclusions for the comparison between the proposed and the naive methods remain the same as those from the previous simulation studies. Please see Supplementary Material for details.
A REAL DATA APPLICATION: THE AGING STUDY DATA
The TLSA is a survey study conducted on a cohort of community-dwelling adults aged 70 and above initially recruited in 1999, which was further followed up in 2003 and 2007. Data were collected via questionnaires, including measurements on various physical and mental health conditions, and records on social-environmental status such as living arrangements and social support. Excluding apparently unreliable records, our analysis below is based on a subsample of 1380 subjects from the TLSA cohort.
Our analysis is to assess the marginal relationship of depression with health and social status in the elderly, based on longitudinal data on these features. The response variable Y of interest is the depressive symptomatology score measured by the CES-D scale, which is summarized as the score ranging from 0 to 30 with a higher score reflecting greater symptoms. The covariates considered in the candidate linear models include Functional Status, Perceived Stress, Life Satisfaction, Housing Arrangements, Gender, and Age. The covariate Functional Status is measured by both the activities of daily living (ADL) and the instrumental ADL (IADL) scales. Both the scores obtained from the ADL and IADL scales are ordinal ranging from 0 to 12, with a higher value indicating worse functional status. In our analysis, the covariate Functional Status is considered to be measured with error, with the ADL and IADL scores being two replicated measurements upon which the measurement error variance σ 2 can be assessed. By the method of 
( Carroll and others, 2006, p. 70) , the measurement error variance is estimated to be such that the reliability ratio is 0.6. When implementing the proposed method, the average of the ADL and IADL scores is taken as the mis-measured value U 1 of X 1 . The covariate Perceived Stress is measured by the perceived stress scale and is an ordinal score ranging from 0 to 12, with a higher value indicating higher levels of pressure. The covariate Life Satisfaction is an ordinal score ranging from 0 to 12 measured by the life satisfaction scale, a greater value indicating higher level of life satisfaction. The Housing Arrangements is a binary covariate (1: living alone; 0: living with spouse or others), and so is Gender (1:male; 0: female), while the covariate Age is continuous. In addition to potential measurement errors in the covariate Functional Status, intermittently missing data are present for some of the study subjects, and the overall proportion of missing observations is around 22%.
For marginal regression of mean depressive symptomatology score, we consider 7 candidate linear models with various subsets of the covariates as listed in Table 5 . Based on the MAR assumption, we model the missing data mechanism w i,t by a logistic regression model with predictors . . . , 4, X i,t,5 , X i,t,6 , and R i,t−1 . Table 5 demonstrates the results of parameter estimation and model selection by the GLIC and naive GLIC (N-GLIC) methods for the 7 candidate models, with the estimation done by the GMM method presented in Section 2.5. It is seen that the GLIC method selects model 6, where all the covariates (Functional Status, Perceived Stress, Life Satisfaction, Housing Arrangements, and Gender) attain statistical significance at the level of 0.05, supporting the meaningfulness of this chosen model. The naive model selection criterion N-GLIC neglecting measurement error selects model 7, which includes one insignificant, i.e. p-value >0.05, covariate (Age). According to the model selected by GLIC (model 6), increase in depressive symptomatology score, i.e. worsening of depression symptoms, is associated with worse functional status, higher degrees of perceived stress, lower degrees of life satisfaction, living alone, and being a woman. After adjusting for these factors, aging has no significant association with the increase of the depressive symptomatology score. We remark 
CONCLUSION
In this work, we address the issue of model selection for marginal regression analysis with longitudinal data in the presence of missing data and covariate measurement error. This issue has not been formally considered in the literature, and we have shown that the impacts of measurement error and missing data cannot be neglected when performing model selection in marginal regression analysis (see also Shen and Chen, 2012 ). The proposed model selection criterion GLIC is shown to perform well with such complexity of data that commonly arise in longitudinal studies. Our proposal is based on the functional model assumption on the covariate measurement error, allowing the distribution of the true covariate to be fully unknown. How to extend the GLIC to more complicated measurement error models is still unknown and deserves further investigation. Besides, the GLIC is based on the MAR assumption (2.2) on the missingness mechanism. Although in our simulations, we have shown that the GLIC may still perform well when this assumption fails, it is worthy of more studies on the model selection issue under the mechanism of missing not at random.
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