We experimentally demonstrate the feasibility of an aqueous Paul trap using a proof-of-principle planar device. Radio frequency voltages are used to generate an alternating focusing/defocusing potential well in two orthogonal directions. Individual charged particles are dynamically confined into nanometer scale in space. Compared with conventional Paul traps working in frictionless vacuum, the aqueous environment associated with damping forces and thermally induced fluctuations (Brownian noise) exerts a fundamental influence on the underlying physics. We investigate the impact of these two effects on the confining dynamics, with the aim to reduce the rms value of the positional fluctuations. We find that the rms fluctuations can be modulated by adjusting the voltages and frequencies. This technique provides an alternative for the localization and control of charged particles in an aqueous environment.
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ac electrophoretic effect | aqueous trapping | virtual nanopore T rapping a single molecule or colloidal particle offers an unique opportunity to study the intrinsic individual characteristics rather than the averaged ensemble properties (1) . Over the last decades, various techniques have been developed to achieve trapping in liquids, including optical tweezers (2) , acoustic tweezers (3), and magnetic tweezers (4) . Electrical forces for manipulating small objects in an aqueous solution include electrophoresis (EP) and dielectrophoresis (DEP) (5) . Electrophoretic forces arise from the interaction of the object's fixed charge and an external electric field, whereas DEP arises from the object's polarizability in a spatially inhomogeneous electric field. To date, the electrical trapping of objects in solution has been done primarily by DEP (6, 7) . Even though most macromolecules (DNA molecules, for example) suspended in aqueous solutions develop net electric charges (by either the dissociation of chemical groups or the adsorption of ions or molecules from the solution), utilization of the direct charge-field interaction to trap objects in aqueous solution has been rarely explored. It was realized five decades ago that charged particles (e.g., ions) can be trapped and confined in inhomogeneous, oscillatory electric fields. The bestknown examples are quadrupole Paul traps (8) , which have been used in many fields, such as mass spectrometry (9) , analytical chemistry (10) , and quantum information processing (11) . Moreover, nanoscale Paul traps may be capable of trapping a single electron (12) , ions in aqueous solutions (13) , as well as a long DNA polymer (14) . In contrast to the 3D Paul traps, a linear Paul trap is compatible with standard microfabrication technology and can thus be mass produced (15) . Linear Paul traps confine the ions radially by a 2D rf field and transport the ions axially by an applied axial electric field (16) . However, all Paul traps and the variants (11, 15, 17) experimentally realized so far have only been operated either in vacuum or in gaseous phase. An aqueous Paul trap remains an unexplored area. In fact, there are contradictory predictions whether a Paul trap is applicable in an aqueous environment (13, 17, 18) .
This work serves as a first step toward realizing an aqueous Paul trap. We use a planar Paul trap device to experimentally demonstrate the feasibility of trapping charged particles in an aqueous solution, as previously predicted by molecular dynamic simulations (13) . Our device functions similarly to a conventional linear Paul trap (16) , with the addition of an advantageous damping term due to the fluid viscosity. We also investigate the impact of the Brownian noise on the confining dynamics, aiming to reduce the rms value of the positional fluctuations. We find that, by using finely tuned driving parameters, the rms fluctuations can be significantly modulated and minimized.
Materials and Methods
The planar aqueous Paul trap (PAPT) devices are produced by conventional microfabrication methods on an insulating SiO 2 substrate. Quadruple microelectrodes define the confinement region ( Fig. 1 A and B ; 2R 0 denotes the device's physical size, which varies between 2 and 8 μm in this work). The devices are assembled with polydimethylsiloxane microfluidic chambers to form the functional devices (Fig. 1C) . Detailed fabrication process is presented in the SI Appendix, section S1. The assembled devices are wirebonded and mounted onto a printed circuit board. Voltages in the form of AEðU − V cos ΩtÞ are used to perform the trapping experiments (Fig. 1A) . Here U is the dc voltage in series with the time-varying rf sinusoidal voltage of amplitude V and angular frequency Ω (¼2πf , and f is the frequency in hertz). The carefully controlled fabrication process results in smooth electrode sidewall profiles (Fig. 1B) . Particles in the microfluidic chamber move freely in the x-y plane but are constrained mechanically in the z direction by the chamber height (2.5 μm in this experiment, molded using SU-8 2002) (Fig. 1C) . Future designs could incorporate an additional electric field perpendicular to the trapping field, if the particle translocation through the trap is desired.
The basic principle of the PAPT device is shown in Fig. 1 D and E. At time t ¼ 0, the applied voltage creates a saddle shape potential such that positive charges will be pushed into the center of the device along the y direction but will be pulled away from the center along the x direction (Fig. 1D) . After half an rf cycle (t ¼ π∕Ω), the polarity of the potential is reversed and the positive charges are subject to opposite forces (Fig. 1E) . The focusing/defocusing forces alternate between x and y directions with the applied sinusoidal voltage. If the polarity of the voltage changes fast enough, charged particles become stuck in a rapid back-and-forth motion. Note that this mechanism also works for negatively charged particles in a similar way. Because the electric field intensity is at a minimum in the trap center (x ¼ y ¼ 0), an effective pseudoforce will push the charged particles (either positively or negatively charged) toward the center, where they become confined in the x-y plane.
The motion of the charged particles is monitored by an optical microscope (Olympus BX51) and the video is taken by a high-sensitivity digital CCD camera (Olympus DP70) with the highest shutter speed as fast as 1∕44;000 s (Fig. 1F) . Video processing is performed using the National Institutes of Health ImageJ platform (see SI Appendix, section S2 for details).
Charged particles used to verify the working principles are polystyrene beads (Polysciences) of two diameters (0.481 AE 0.004 μm and 0.982AE 0.013 μm). The surfaces of these particles are functionalized with carboxylate groups (-COOH). These COOH surface groups are the origin of the negative
. SEM reveals that all the particles have a pronounced spherical shape.
The solutions used in our experiment are repeatedly washed with deionized (DI) water (milli-Q grade, resistivity 18 MΩ · cm) to obtain a low solution conductivity. The detailed protocol of solution preparation is described in the SI Appendix, section S3. A lower solution conductivity is preferred for the Paul trap effect (which is an ac electrophoretic effect) to dominate over the DEP effect (see SI Appendix, section S4 for a detailed discussion).
Results and Discussion Confinement. Fig. 2 presents the trapping results with PAPT devices. Inset A of Fig. 2 shows a typical image for a single trapped charged bead (of mean radius 490 nm). Individual particles can be stably held in the center of the device for up to 4 h (due to insignificant change over this time, we did not explore longer). Trapping mostly occurs for a single particle (instead of ensembles) due to interparticle Coulomb repulsion. The orange curve in Fig. 2 describes the time trace of the particle trajectory in the x direction when trapped under conditions of V ¼ 1.5 V, U ¼ 0 V, and f ¼ 2.5 MHz. The blue curve depicts the Brownian motion when the trap is off (no electrical connection). We observe that the particles are not stationarily trapped but trapped with fluctuations (inset B of Fig. 2 ). Inset C shows the normal distribution of displacements derived from the orange trajectory in Fig. 2 . A Gaussian fit yields an effective trap stiffness k ¼ k B T∕δ 2 in the x direction as 4 pN∕μm (k B is Boltzmann constant and T is the absolute temperature). The motion in the y direction shows a similar property. Note that the confinement into 32-nm range is achieved with a 2R 0 ¼ 8 μm device. We note that the trap stiffness of 4 pN∕μm is not a characteristic value of this Paul trap. In fact, the Paul trap stiffness depends on the operation frequency, voltage, charge, and mass of the objects.
Most importantly, the rms fluctuations of the trapped particles can be tuned by externally applied voltages (U and V ) and frequencies (f ). Fig. 3 A and B shows the x-y positions of a trapped particle and the radial probability distributions at a fixed frequency (f ¼ 3 MHz) and three different ac voltages. By adjusting the voltage, the degree of the radial confinement can be modulated. We observe a decrease of rms fluctuations with increasing the ac voltages (V ) within ranges we can experimentally achieve. Fig. 3 C and D shows the x-y positions of a trapped particle and their radial probability distributions under a fixed voltage (V ¼ 1.2 V) and three different frequencies. A slight decrease of rms fluctuations when increasing the frequency is visible for the data presented. However it is not necessarily true that increasing the frequency will reduce the rms fluctuations. As a matter of fact, because of the complexity of achieving an impedance match for the rf circuit, it is very difficult to maintain a fixed voltage for various frequencies during the experiments. Therefore, the frequency dependence can not be decoupled from the voltage dependence ( Fig. 3A and B) . We do not have a conclusive trend for the frequency dependence at the current stage. Nevertheless, we can experimentally achieve a tight or loose confinement by adjusting the applied voltages and frequencies (Movie S1). In addition, we are also able to repel a confined particle from the trap and to resume confinement after the particle escapes from the trap (Movie S1).
Theoretical Modeling. Unlike the case of charged particles in a vacuum Paul trap, which has been extensively studied and described by Mathieu equations (16) , the motion of charged particles in an aqueous environment is governed not only by the external electric fields but also by additional damping forces and thermally induced fluctuations (i.e., Brownian motion). The last two forces always appear together according to the fluctuation-dissipation theorem (19) . This kind of system, as suggested by Arnold et al. in their study of trapping microparticles in the atmosphere near standard temperature and pressure, necessitates a stochastic approach (20) .
Assuming an ideal planar rf/dc quadrupole electric potential, resulting from the applied voltages as shown in Fig. 1A , φðx;y;tÞ ¼ ðU − V cos ΩtÞ
the motion of a homogeneous charged particle with mass M, radius r p , and net charge Q in the presence of a stochastic force can be written as (r is the particle radial position vector in
The three terms on the right-hand side of Eq. 2 are the damping force, the electric driving force, and the Brownian noise force, respectively. The Stokes' drag coefficient ξ can be approximated by ξ ¼ 6πηr p , where η is the dynamic viscosity of the aqueous solution.ÑðtÞ is a random force due to thermal fluctuation, with the properties hÑðtÞi ¼ 0 and hÑðtÞÑðt þ τÞi ¼ 2k B TξδðτÞ, where δðτÞ is the Dirac delta function. Rewriting Eq. 2 into a parametric dimensionless form, the motion in the x and y direction takes the form of a Langevin equation,
where τ ¼ Ωt∕2 is a dimensionless scaled time, a ¼ 4QU∕MR It is worth noting that the geometry of our PAPT devices is not an ideal 2D structure, which would require high aspect ratios for the four electrodes (16) . However, 3D calculations (SI Appendix, section 6) show that the analysis will not be affected significantly as long as the particle remains within the height of the electrodes. Above the electrodes, the potential changes as if the device radius R 0 is increased. As a result, we can deal with this nonideal 2D situation by adopting an effective device radius R Ã 0 . Moreover, the potential profile of the PAPT device is not exactly an ideal quadruple field because of the existence of higher-order components. Taking these two effects into account, a correction factor Γ should be introduced in the expression of a and q,
The solutions of Eq. 3 will determine the dynamics of particles inside the trap. As is well known for Paul traps in vacuum [b ¼ 0 and gðτÞ ¼ 0], stable trapping will only occur when parameters ðq;aÞ are within certain regions in the q − a diagram (where Eq. 3 has convergent solutions) (8) . If a viscous medium is present (b > 0, for example, air or water), the stable region in the q − a diagram will not only be shifted but also be extended (21) . The deterministic damped Mathieu equation without taking thermal fluctuations into consideration reads as the homogeneous part of Eq. 3 [with gðτÞ ¼ 0]. With this deterministic system, the particles should settle toward the center of the device (x ¼ y ¼ 0) and eventually be trapped without moving when time t → ∞ if the ðq;aÞ parameters are inside the stability region. This prediction is, however, not true in our experiment, where positional fluctuations are observed (Fig. 2) . The fluctuations of the trapped particles confirm the necessity to include the stochastic Brownian effect to study the PAPT device. The questions that arise are how this white Brownian noise affects the stability of the trapping dynamics and the rms value of the position fluctuations. We will address these two aspects in the following discussion.
Brownian Noise Effect on Trapping Stability. Zerbe et al. (22) theoretically showed that the variance of position displacement fluctuations remains bounded for ðq;aÞ parameters that are located within the stability zones of the damped deterministic equation [Eq. 3 with gðτÞ ¼ 0]. As a result, the trapping stability is solely determined by the behavior of the deterministic system and the Brownian noise would not affect the stability boundaries. The ðq;aÞ stability region for various damping factors b can be numerically determined using Hasegawa and Uehara's method (21) . It is thus very interesting to experimentally map out the stability boundary and compare it with the theoretical predictions. The principal problem here is that, unlike atomic ions, the particles are neither identical in mass nor charge. Therefore, the boundary mapping requires that all points in the stability boundary be derived from a specific single bead throughout the experiment. We are able to record each boundary point in ðV ;UÞ coordinates successfully without losing the single trapped particle by carefully adjusting the ac and dc voltages at a fixed frequency and by recognizing when the motion is on the verge of no longer being stable. Eq. 4 translates the measured boundary from ðV ;UÞ coordinates into ðq;aÞ coordinates by using a fitting parameter Q∕ΓM (effective charge to mass ratio), where Γ is the correction factor mentioned above.
As shown in Fig. 4A , the resulting measured limits of the ðq;aÞ stability boundary reproduce the theoretical calculated boundary very well. This remarkable agreement between the theoretical boundary and experimental data strongly proves that the trapping dynamics are dominated by the Paul trap mechanism, because a DEP trap would not have such a ðq;aÞ stability boundary. The DEP forces only contribute small perturbations near the ðq;aÞ origin (SI Appendix, section 7.1). Determination of boundary points becomes difficult for large a values because this requires higher dc voltages, and we find experimentally that dc voltages beyond 2.2 V (corresponds to a ¼ 1.34 using Q∕ΓM ¼ 4 × 10 −6 e per atomic mass unit and R 0 ¼ 4 μm) will result in detrimental electrochemical reactions of the metal electrodes. Surface modifications or passivations of the electrodes may improve the tolerance of high dc voltages.
By using the fitting techniques described above, we are able to evaluate the distribution of effective charge to mass ratio (Q∕ΓM) for a collection of beads. We analyzed a total of 121 beads from the same suspension solution and extracted the Q∕ΓM for each single bead. Fig. 4B shows a Gaussian distribution for the extracted Q∕ΓM, with a mean value of 4.77 × 10 −6 e per atomic mass unit. This value corresponds to around 10 6 elementary charges on a single bead, which is two orders of magnitude lower than the number of carboxylate surface groups. This discrepancy may be due to the partial dissociation of carboxylate groups in solution and the charge renormalization effect (23) .
Brownian Noise Effect on rms Fluctuations. Although the serial dc voltages (U) can be used to tune the trapping stability and thus the dynamics in PAPT devices (Fig. 4A) , a pure ac field (U ¼ 0) is experimentally favorable due to the obvious advantages of an ac over a dc electric field in solution. In particular, electroosmosis flow does not develop in the bulk, and electrochemical reactions can be avoided. Thermal convection can also be suppressed because the heating effect of an ac field is less (24) . As a result, ac fields are of more practical interest in the context of aqueous solutions.
The rms fluctuation in the x and y directions for the ac only case (a ¼ 0) can be expressed as (25) , ffiffiffiffiffiffiffiffi
where
and Iðb;qÞ is a function of dimensionless parameters b and q. The rms fluctuations as a function of applied ac voltages (V ) at a fixed frequency (f ¼ 2 MHz) observed in the experiment is given in Fig. 5 . Because Iðb;qÞ can be approximated as Iðb;qÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ð4 þ b 2 Þ∕4bq 2 p for small q (20) (note that the working parameter b and maximum possible q are calculated to be 2.83 and 0.604, respectively), the rms fluctuations thus have the dependence on the ac voltage as ffiffiffiffiffiffiffiffi
for a fixed frequency (fixed damping factor b) in small q region. The linear fitting curve in Fig. 5 demonstrates a remarkable agreement with the predicted linear dependence of rms fluctuations on 1∕V . We perform this experiment under several frequency conditions and all of them show the same linear dependence (SI Appendix, section 8). This dependence is intuitively correct (stronger field gives a tighter trap). However, it is not necessarily true for the whole ac voltage range. Theoretical studies showed that there always exists a minimal rms fluctuation if proper working parameters q are chosen within the stability region (25) . By taking the experimental parameters as f ¼ 2 MHz, Q∕ΓM ¼ 4 × 10 −6 e per atomic mass unit, and b ¼ 2.83, we can calculate that the minimal rms fluctuations corresponds to q ¼ 2.78 and V ¼ 9 V. This ac voltage is beyond our instrument's ability (V max ¼ 5 V) and therefore we only experimentally observe a decrease of rms fluctuations when increasing ac voltages are within ranges we can achieve (Fig. 3 A and B) .
The rms fluctuation dependence on the driving parameters when a ¼ 0 is theoretically studied in several works (22, (25) (26) (27) . The magnitude of the minimal fluctuation (which determines the size of a virtual nanopore) can be expressed as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 8k B T∕MΩ 2 p , which is dependent only on the environment temperature T, the particle mass M, and the tunable working frequency Ω. This minimal fluctuation will happen when q ¼ 0.751
. The existence of such a minimum in the positional fluctuation of the stochastically confined motion is of considerable importance because one can significantly reduce the thermal noise effect on the positional uncertainty of the motion. It is noteworthy that the operating parameters ðq;aÞ must be inside of the stability region to achieve this minimal fluctuation. The minimal fluctuation for the particle shown in Fig. 5 would be 0.63 nm (with M ¼ 520 fg and working frequency f ¼ 2 MHz). It is apparent that higher frequency can be adopted to suppress the positional uncertainty to the greatest extent for the reduced M, if the parameters q, a, and b are kept within the stability region. For example, for a 1,000-bp dsDNA (650 Da∕bp, charge to mass ratio 3 × 10 −3 e per atomic mass unit), when the working frequency is increased to 442 MHz, the minimal achievable fluctuation is around 2 nm (close to the size of a physical nanopore; refs. [28] [29] [30] . By careful rf circuit design, this frequency could be experimentally achievable. The practical limits of the confinement is determined by the highest frequency that can be applied without causing detrimental heating or device damage.
Conclusions
In summary, we experimentally demonstrate the feasibility of a Paul-trap-type planar device working in aqueous solutions. An oscillating quadrupole electric field generates a pseudopotential well and the charged particles are dynamically confined to a nanometer scale region, whose size can be externally tuned by driving parameters (voltages and frequencies). This technique opens up the possibility of spatially controlling the object in a liquid environment and can lead to lab-on-a-chip systems controlling single molecules that often appear charged when submerged in water. Further investigations such as the impact of variation of the solution's ionic composition, concentrations, and pH on the trapping performance are needed for a better understanding for biomolecular applications. 
S1. DEVICE FABRICATION
Our planar quadrupole trapping devices are fabricated on a SiO 2 /Si wafer (Fig. S1a) .
The insulating SiO 2 layer has a thickness of 3 µm which is thermally grown. LOR 5A resist (Microchem Corp) is spined on the substrate at a speed of 3000 rmp for 1 min, followed by baking at 175
• C for 5 min on the hotplate. Another layer of positive photoresist S1808
(Shipley) is then spun on top of the baked LOR. Then a standard UV lithography and developing process is applied to pattern the bi-layer structure. 20-nm-thick Cr and 300-nm-thick
Au is e-beam evaporated at the speed of 3Å/s. The whole wafer is thereafter immersed into the N-Methylpyrrolidone (NMP) solution heated at 60
• C to remove the bi-layer photoresist.
Finally, the wafer is diced and is ready to be integrated with the microfluidic chamber. The microfluidic chamber is formed by poly(dimethylsiloxane) (PDMS) using SU-8 as a molding master ( Fig. S1c and d ) . The detailed protocols can be found in ref. [1] . Oxygen plasma treatment was used to permanently bond the PDMS to the device surface and form an antievaporation microfluidic channel (Fig. S1e ). An inlet and an outlet were punched through before assembling (Fig. S1f ) . Once the device was assembled, it could be repeatedly used for a long time. Figure S1 . Schematic device fabrication flow
S2. VIDEO PROCESSING METHOD
We use a particle tracking algorithm that has been described in detail elsewhere [2] to extract the motion fluctuations. The videos are taken by a high-sensitivity digital CCD camera (Olympus DP70) with the highest shutter speed as fast as 1/44000 s. Videos are decomposed into frame sequences using the software VirtualDub (http://www.virtualdub.
org/). The particle tracking is then carried out in NIH ImageJ platform (http://rsb.
info.nih.gov/ij/) with a particle tracking plugin tool developed by G. Levy (https:
//weeman.inf.ethz.ch/ParticleTracker/). (where ξ = 6πηr, the Stokes' drag coefficient). As a result, the motion blur correction function value S(α)| α=12.5 = 0.1472. Therefore, the real variance V ar(X r ) is corrected as, V ar(X r ) = 6.79 × V ar(X m ), or in terms of standard deviation, Std(X r ) = 2.6 × Std(X m )
S3. SOLUTION PREPARATION
The solution used in the experiment was prepared by the following steps:
(1) The beads were firstly diluted to a density of ∼ 10 6 particle/mL by deionized (DI)
water (milli-Q grade, resistivity 18 M Ω · cm), in order to eliminate the particle-particle interactions during the experiment.
(2) In order to thoroughly remove the residual ions from the stock solution, the beads prepared in step 1 were washed five times in DI water by centrifuging the beads in a 10 mL tube at 13500 G for 10 min, re-suspending in DI water each time.
The prepared solution in the 10 mL tube was extracted and then pumped into the microfluidic chamber. The conductivity of the fresh suspension solution in the 10 mL tube (exposed to air) is measured as 0.1 µS/cm (EC 215 Multi-range Conductivity Meter, Hanna Instruments) and this slowly goes up to maximum 2.0 µS/cm during the course of an experiment (due to the absorption of ambient gas). This measured conductivity variation sets the lower and upper bound for the solution inside the microfluidic chamber. In fact, since the microfluidic channels are not directly exposed to air, little change of the solution conductivity inside the trap chamber is expected. Since the solution conductivity directly affects the effective charge of the particle (see Section S4), long-term measurements were carried out on a single trapped particle to investigate the drift of solution conductivity. We find that we can stably trap particles for a minimum of 4 hours (we did not explore longer), and over this time the trap stiffness (k = k B T /δ 2 ) only changed by < 3% (Fig. S3) , indicating a stable solution conductivity during the 4-hour period.
S4. EFFECT OF SOLUTION CONDUCTIVITY
Maintaining a low solution conductivity is critical to observe the Paul trapping effects (instead of DEP effects) for our current devices. Notice that the charge we used in the Figure S3 . Long-term trap stiffness for a single trapped bead (particle radius 491 nm and device
derivations in the main text is the effective charge rather than the bare charge. A charged surface in contact with a conductive liquid creates an induced electric double layer (EDL). A significant fraction of the particle's charge is neutralized by the strongly bounded counterions in the Stern layer. The charged particle plus the thin Stern layer is further screened by diffusive counterions within a characteristic Debye length λ D . To determine the effective charge Q ef f , we look at the motion of charged particles, which is induced by electrostatic forces, friction, and electrophoretic retardation forces. Among them, the electrophoretic retardation force originates from the delayed response of the surrounding ionic atmosphere to the motion of a charged particle. The electrophoretic mobility including this retardation effect can be described by Henry's formula [4] ,
where α = a/λ D is the ratio of particle radius to the Debye length of the electrolyte solution, ε is the dielectric constant of the electrolyte, ζ is the zeta-potential, and η is viscosity of the solution. Ohshima et al. [5] showed that f (α) is a monotonic increasing function that varies from 1 to 3/2. Since ζ-potential can be expressed in Debye-Hückel form [6] ,
where Q bare is the bare charge of particle. The electrophoretic mobility µ E can be rewritten as,
The effective charge of particle can thus be estimated as,
At a high ionic concentration c, the Debye length (λ D ∼c −1/2 ) becomes very small, as a
Q bare Q bare . The effective charge is greatly reduced in salt solutions. However, a significant amount of charge of the particle is required for Paul trap to function (Paul trap would not work with neutral particles). For most DEP trapping experiments reported, high salt concentrations were added to adjust the conductivity of the suspension medium [7] [8] [9] [10] [11] . Therefore the Paul trap effects can not be seen easily in these experiments. In contrast, it is easy to see that Q ef f → Q bare when a → 0 and/or λ D → ∞. This will happen for ultrasmall particles or very low ionic concentrations.
S5. MOVIE ILLUSTRATIONS
The affiliated video shows typical dynamics for four basic operations.
(i) Trapping with small fluctuations.
(ii) Trapping with large fluctuations.
(iii) Unstable trapping region, ejection.
(iv) Resuming trapping. noting that for the two particles in part (iv), one particle is leaving while the other is trapped. This is believed to be due to the inter-particle coulomb repulsion. We observe in the experiment that the trapping mostly occurred for single beads, though up to 4 beads trapped simultaneously are also occasionally observed. 
S6. CALCULATION OF THE ELECTRIC POTENTIAL FOR THE REAL PLA-
NAR DEVICE GEOMETRY Figure S4 . (a) The electric potential distribution in x−z plane calculated for the real 3D geometry.
(b) Comparison of the x-component potential for the real device with finite height (averaged over z from 0 to 1 µm) and an ideal 2D device at one instant of time (t=0).
We numerically calculated (using COMSOL software package, http://www.comsol.com, COMSOL Multiphysics Ouick Start and Quick Reference, COMSOL LAB.)) a 3D potential distribution in the trap for an AC potential of 5 Vpp (peak to peak voltage) on the electrodes for the device geometry extracted from a SEM image. Fig. S4(a) shows the potential profile in a cross section (x − z plane) for this realistic geometry. From the result it is seen that as long as the spherical particle remains within the height of the electrodes, it is close to an ideal 2D trap. Above the electrodes, the potential changes as if the device size is increased.
The lines around z= 2 µm (chamber height 2.5 µm) shows where along the z axis the microfluidic chamber walls restrict the motion of the particle. Fig. S4(b) is a comparison of the x-component potential for the real device with finite height (averaged over z from 0 to 1 µm) and an ideal 2D device at one instant of time (t=0).
S7. CONSIDERATION OF DEP TRAPPING MECHANISM

S7.1. Theoretical calculation of DEP impact on stability diagram
Besides the direct interaction of the particle's net charges and the electric field (Paul trap), there are also interactions between the particle's polarizability and the electric field. Here we consider the impact of dielectrophoretic (DEP) forces on the q − a stability diagram. The dimensionless form of the equation of motion in x-direction of a charged particle of radius a in the Paul trap defined by parameters a and q (Eq. [3] of the main text), with damping defined by factor b, in presence of DEP forces, can be written as
where α m = 4πa 3 ε m /QR 2 0 , and K(Ω) is the Clausius-Mossotti factor. It is easy to see that the expression above is reduced to homogeneous part of Eq. [3] in the main text when K(Ω)=0 (without DEP effect).
We consider two extreme cases of DEP, the one with positive K(Ω)=1 (positive DEP, pDEP), and the one with K(Ω) = −1/2 (negative DEP, nDEP). We treat the above equation numerically, and find that the effect of DEP is significant only for extremely small q and a 
S7.2. Particle size dependence experiment
The time averaged DEP force can be estimated as
. It scales with the particle volume (∼ a 3 ). Therefore, the DEP trap stiffness will decrease as a function of particle volume. On the contrary, time averaged Paul trap force can be estimated by
). Instead of a simple dependence on the particle volume, the Paul trap stiffness depends on the charge Q and mass M in a complex way. Measurements of the trap stiffness as a function of the particle size reveal whether the trapping mechanism in our experiment is dominated by DEP effect or Paul trap effect.
We used the polystyrene beads with radius ranging from 240 nm to 1.5 µm. All of these beads are surface functionalized with carboxylate surface groups. Their sizes are well characterized while the surface charge density is undetermined. The surface charges do not necessarily scale with the surface area of the particle. The suspension solution is thoroughly washed using the same procedure described above. All the trap stiffness are extracted under the condition of V =1.5 V, U = 0 V, and f =2.5 MHz, using the device with the same size (8 µm between electrode tips). Fig. S6 shows the measured trap stiffness as a function of the particle radius. As is shown, the trap stiffness does not scale with the particle volume (∼ a 3 ). In fact, when the particle radius reduces from 0.491 µm to 0.24 µm, the trap stiffness increases from 4 pN/µm to 15.2 pN/µm. This strongly proves that the trapping mechanism is not due to the DEP effect, as one would expect a decrease of trap stiffness when decreasing the particle size. We note that the irregular dependence of the trap stiffness on the particle radius in Fig. S6 comes from the irregular Q/M ratio for different particles. factor (Re[K(ω)], which is frequency dependent) dictates the behavior of the particle [12] .
For Re[K(ω)]>0, particles will be directed toward a local electric field maxima (positive DEP, pDEP), while for Re[K(ω)]<0, particle is attracted to a local electric field minima (negative DEP, nDEP). In other word, nDEP drags the particle to the center of the device while pDEP pushes the particle out of the device center. The frequency that produces a change from pDEP to nDEP is referred to as the crossover frequency f co (Hz) and is given by (1/2π)[(σ p − σ m )(σ p + 2σ m )/( m − p )( p + 2 m )] 1/2 , where σ and are the conductivity and permittivity, respectively, with p and m denoting the particle and medium.Note that this crossover frequency theory is well supported by experiments [10] . For a Paul trap, the particle confinement to the center of the trap is determined by if the a = 4QU/M R To more convincingly rule out the DEP effect as the trapping mechanism in the considered region of the trap parameters, we carried out the following frequency dependence experiment.
Using the suspension of the low conductivity solution (prepared by the same procedure described in Section S3), we measured the solution conductivity as σ m = 2µS/cm. σ p = 40µS/cm(by taking into account the surface conductance). With ε p = 2.55ε 0 and ε m = 78ε 0 , we calculate the crossover frequency frequency as f co =670 KHz. Therefore, the particle will undergo a pDEP force and should be kicked out of the device center when f co <670 KHz. In our experiment, the bead can be trapped in the center of the device even when the frequency is ramped down to 20 KHz due to Paul trapping (Fig. S7) . Therefore, DEP effect is not a dominant mechanism. It is the Coulomb interaction of the particle charge and the Paul trap quadrupole oscillating field, together with the damping (friction) forces of the water that confine the particle toward the trap center even when the particle is subject to a pDEP force, which tends to push the particle out of the center. 
