

























































Radinsky ら［７］は，時系列の意味解析モデル（Temporal Semantic Analysis, TSA）
を提案している。これはニューヨークタイムズの記事を対象として，単語の共起変化を時






















































Step A は，対象とするソーシャルメディアから書き込みメッセージ D ＝｛di｝をクロー
ルする。対象ソーシャルメディアの特徴に応じて，「大震災」などの時事問題を表現する
単語を入力クエリとし検索結果を得る場合もある。本論文では NPO 法人 SAVE IWATE
のブログ「番屋日報」をターゲットとし，2011年６月３日から2012年７月27日までのブロ
グ全体（502件）を収集した。一つの書き込みを１ドキュメント di として定義し，D を処
理対象の全ドキュメント集合と考えている。
di ＝（MIDi, Postedi, Titlei, Contenti）.
図１．番屋日報画面例
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スト KW ＝｛kwi｝を抽出する。形態素解析には日本語用形態素解析ソフト Mecab［20］
を利用している。
kwi ＝（MIDi, Postedi, ｛wij｝）.
Step C 及び Step D：トピック抽出と時系列トピック推移解析
Step C では，ドキュメント集合 D におけるキーワードの共起関係に注目し，トピック











Step C では，文書・単語行列 M を Step B のアウトプットである｛kwi｝から生成する。
ドキュメント集合 D は投稿日時 Postedi によって，適切な周期（日別，週別，月別など）
で部分ドキュメント群｛Xk｝に分割されている。すなわち文書・単語行列は，時系列の文








もしも，｛Xk｝の中にトータルで m 個の文書があり，文書群 D の中にトータルで n 個



















LDA 方式の探索空間は広く，計算量が大きいため，現在の多くの LDA を用いた研究で
は，Gibbs サンプリングを用いたランダム・ウォークによる探索が広く用いられている




















































１ 2011/06/03 車，場所，物資，供給，ない，店，遠い ....
２ 2011/06/04 配給，ない，不安，避難所，中心，寒い ....











おいて，TID は隠れトピック ID，Terms は各トピックの特徴的な単語10種を表している。





車 配給 避難所 ない 不安 ...
１ 2011/06/03 Problem 0.13 0.13 ０ 　 0.83 ０ 　 ...
２ 2011/06/04 Problem ０ 　 ０ 　 0.12 0.33 0.16 ...
３ 2011/06/05 Problem ０ 　 ０ 　 0.41 ０ 　 ０ 　 ...
４ 2011/06/08 Fear ０ 　 ０ 　 ０ 　 ０ 　 0.31 ...
５ 2011/06/10 Problem ０ 　 0.12 ０ 　 ０ 　 ０ 　 ...
６ 2011/06/11 Problem ０ 　 ０ 　 ０ 　 0.18 ０ 　 ...
... ... ... ... ... ... ... ... ...
15 2011/06/30 Request ０ 　 ０ 　 ０ 　 ０ 　 0.26 ...
表Ⅳ．隠れトピック（2011年６月）



















































































































































period Topic１ Topic２ Topic３ Toipc４ Topic５
Jun-11 0.67 0.18 0.06 0.06 0.03
Jul-11 0.51 0.35 0.04 0.07 0.03
Aug-11 0.27 0.56 0.06 0.09 0.02
Sep-11 0.34 0.57 0.00 0.07 0.01
Oct-11 0.16 0.54 0.02 0.07 0.21
Nov-11 0.20 0.36 0.02 0.04 0.38
Dec-11 0.11 0.27 0.05 0.04 0.53
Jan-12 0.31 0.20 0.04 0.08 0.37
Feb-12 0.16 0.21 0.15 0.19 0.28
Mar-12 0.12 0.17 0.15 0.32 0.25
Apr-12 0.04 0.08 0.24 0.40 0.24
May-12 0.04 0.05 0.21 0.46 0.25
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〔抄　録〕
2011年３月11日に発生した東日本大震災により，多くの人々が自宅や仕事，家族との生
活を失い，きわめて困難な状況に陥った。行政機関や NPO 法人は，物資の提供，避難所
の設置，仮設住宅の建設など種々の支援を行ったが，一方で，それらの支援が適切に提供
されていたかを確認することは容易ではなかった。大震災後，被災者のニーズがどのよう
に変化していったかを解析することは，被災者支援を振り返り，評価するためにも重要で
あると考える。そこで本論文では，被災者の声が記載されたブログデータを対象とし，
データマイニング技術を用いて，大震災発生後，被災者のニーズ・関心がどのように変化
したかを時系列で解析する手法を提案する。解析手法としては，３次元行列構造に基づく
時系列トピック解析及び LatentDirichletAllocation（LDA）によるトピック抽出技法を用
いる。得られた結果（ニーズ変化）を被災者の実際の状況と比較することで，本論文の手
法により抽出されたニーズの有効性について評価する。さらに本論文の本手法が被災者へ
の適切な支援を行うための意思決定支援に効果があるかについて，NPO 法人へのインタ
ビューも行い考察する。
