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LINEAR REGRESSION WITH NON-NORMAL ERROR TERMS
(1c) The density functions are centered about the location parameter, p; a-is the scale parameter. The parameter 0 measures the degree of peakedness (kurtosis) of the distribution. The multiplicative constant, k (a-, 0), which incorporates the well-tabulated gamma function, serves as a normalizing factor to insure that the area under the density curve is one.' For the normal distribution 0 = 2; 0 = 1 gives the double exponential distribution; where 0 tends to oo, the distribution tends to the rectangular.
We shall investigate the model y,-=a + bx, + ,l i6 = 1, . .. , n, where the manifest observations are the (xi, y,) pairs, and where the error random variables, the ui's, are independent, identically distributed according to ( It may be seen from the form of (3) that with 0 = 2 the maximum likelihood estimates of a and b are the least squares estimates, and that with 0 = 1 the maximum likelihood estimates of a and b are those that minimize the sum of absolute deviations.
Least Squares Regression
The least squares technique has traditionally been justified by two assumptive arguments: (1) that it provides the maximal likelihood regression coefficients; and (2) that of all unbiased linear estimators, least squares has minimal variance about the regression line. Both of these properties have at times been adduced to call least squares the "best" of regression techniques. Because least squares possesses in addition the attribute of computational facility, this method long has reigned as the foremost tool of the social scientist in reducing data to mathematically descriptive relationships.
The first argument above assumes a normal distribution of the error terms. We argue that this supposition is often unwarranted and shall show that significant gains in likelihood may be achieved when the regression technique allows for the more general class of error distribution defined in (1).
Various conditions may render inoperative the Central Limit Theorem and thus vitiate the a priori hypothesis of a normal error distribution. The number of errors making significant contributions to the error term is quite often small and these factors treated as random variables may be dependent. Unless these few factors are themselves normally distributed, they will not aggregate to produce a normal distribution of the overall error term. Furthermore, the presence of non-random aspects of human error, as well as the fact that few studied relationships are truly linear, will further weaken any argument that errors are normally distributed.
The second assumptive argument, the wellknown Gauss-AMlarkov result, makes the implicit assertion that variance is a valuable measure in gauging the efficiency of the fit of a regression line. We argue that the value and significance of this measure diminish as the underlying error distribution diverges from the normal. Note, for example, that for error distributions of the class in the preceding section defined by 0 -1, the variance of the errors about the true regression line is infinite. 4 This fact means that in many cases of interest any variance measure will be utterly impractical and misleading as a measure of the efficiency of a regression.
Whenever the precise best fit of a regression line is sought and the non-normality of the error terms cannot justify the use of least squares, we assert that it is desirable that the regression technique allow for the general class of error distributions considered in this paper. We support this contention below with examples drawn from two classic papers. There, we compare coefficient estimates and likelihood values derived using least squares and using the more general regression technique proposed here. We will find that the estimated coefficients will differ for the two methods, and that the advantage in terms of likelihood of the proposed method is significant.
Least squares has one unassailable advantage, its simplicity. The computational process used to prepare this paper takes several times longer than least squares, but it still turned out to consume little computer time for the kinds of examples considered here. For regressions involving a great number of coefficients, computer cost might be more of a consideration. Even for these cases we believe that the advent of rapid new computing machinery together with experience with relevant algorithms might soon make it worthwhile to employ the regression procedures discussed here whenever the assumptions motivating the least squares procedure are not a reasonable specification.
Maximum Likelihood Estimates for a, b, and 0 for Real Data
In what follows we will apply maximum likelihood methods to some well-known sets of data in order to compare results derived with least squares with those that are achieved when in addition to a and b, 0 also is estimated.
With the aid of these empirical examples, we were able to discern the general shapes The maximum likelihood values of a and b will depend significantly on the 0 for which they are estimated. Thus, even if we are primarily interested in the likelihood function for a and b, our results will be strongly influenced by any assumptions about the value of 0.
We can best illustrate with an empirical example. The paper by Arrow et al. [ 1 ] on the estimation of CES production functions gives cross-nation data for the textiles spinning and weaving industry.5 The regression was of the logarithm of value added per man year on the logarithm of the wage rate, each measured in dollars. Table 1 gives the maximum likelihood estimates of a and b for each of four values of 0.
Quite obviously, if the true value of 0 were 0.5 it would not be very satisfactory to use maximum likelihood estimates that were derived on the assumption that 0 equals 2. One way around this difficulty is to derive maximum likelihood estimates with 0 as well as a and b being estimated. That is, with 0 set equal to 0, its maximum likelihood estimate.
In each of four examples we found the maximum likelihood estimates for a and b with 0 specified equal to 2. These were the least squares estimates. These estimates were compared with the maximum likelihood estimates for the regression parameters when 0 was allowed to take its maximum likelihood value, 0. The examples were:
I) The cross-section regression to estimate the textiles spinning and weaving production function. Table 2 shows the results of these calculations.
II) A cross-section regression of 1965 United States foreign aid to Near East and South
The values of the maximum likelihood regression parameters vary greatly when 0 is set equal to 0 rather than assuming that 0 = 2. The intercepts were changed from 15.0 to 57.1 per cent. In the four examples, the slopes of the regression lines changed less on a percentage basis than did the intercepts; they changed from 1.8 to 9.3 per cent. In the second example, the positive slope and intercept both decreased. 7 Unfortunately comparison procedure is set forth in the material that follows. Table 3 shows the gains in likelihood that were achieved by estimating rather than assuming a value for 0. Table 3 shows that the gain in likelihood per data point ranges from 14.9 per cent to 37.8 per cent. This appears to be a significant gain, but it is difficult to get a feeling for what is a large and what is a small gain when an additional parameter is estimated.
Likelihood Gains and Their Significance
To obtain a basis for comparison, we calculated the likelihood losses incurred when values of a and b are pre-specified in the textiles spinning and weaving example. We assumed 0 equal to 2, pre-specified the value of a and b away from its maximum likelihood value, and then calculated the maximum likelihood allowing the other regression parameter and o-to vary. Table 4 gives the results.
The last row of table 4 shows that the gains in likelihood per data point derived by freeing a or b from fairly restrictive pre-specifications were relatively small, ranging from 0.4 to 7.4 per cent.
Maximum Likelihood Values of 0
It is somewhat startling to note that the maximum likelihood 0 in each of our four examples was significantly less than one. This means that in each case the distribution of the error term that gives the greatest likelihood is one with more density in the tails in comparison to the central hump than is consistent with any normal distribution. For such a distribution, to estimate the regression parameters using least squares is highly inefficient.
Least-squares procedures weight large errors relatively much more heavily than does the maximum likelihood regression procedure for a 0 significantly less than 2. If the true 0 is equal to, let us say, 0. 7, but we use least squares estimation techniques, we will be giving much too much weight to eccentric points. This will exert a randomizing effect on the estimated regression line. If the true 0 is significantly greater than 2, the converse will be true. A random factor will be introduced because least squares underweights eccentric points. By failing to use the true, or approximately true, value of 0 when 0 is far from 2, least squares incurs a significant loss of efficiency. Effect of Estimating 0 It might be objected that the likelihood improvements achieved using our procedures were primarily attributable to the loss of one degree of freedom when 0 was made variable. For example, even if the distribution of the error term were normal, we would expect random aspects of small samples to lead to fluctuating values for the maximum likelihood estimate of 0.
To test this conjecture we ran four simulations with a pre-determined regression equation and error terms drawn from a table of random normal deviates. There were forty data points in each simulation. The values of the independent variable were assigned at unit intervals. For each of the simulations we calculated the maximum likelihood with a and b variable, but 0 set equal to its known true value of 2. Then we calculated the maximum likelihood for each sample allowing 0 to vary as well. The results are shown in table 5.
In these four simulations, we note with some surprise that the maximum likelihood 0's are far from two. What is much more startling is that the likelihood gains are so small given these sizable divergences. The gains from estimating 0 rather than using its known true value ranged from 0.6 per cent to 2.8 per cent. This provides an interesting extension of a previous observation. For 0 equal to 2, the likelihood function has a rather gentle slope in the neighborhood of the maximum not only for changes in a and b, but for changes in 0 as well.
This observation has a practical corollary. In assessing the applicability of least squares we thought first to use the optimal likelihood O as a measure of normality. Although this in a rough way is feasible, it now appears preferable to use the likelihood gain per data point from estimating 0 as the yardstick. Thus, while Example I is by either standard the least amenable to least squares, we conclude on grounds of the likelihood gains that Example II and not Example III -as one might have expected from its lower 0-includes the next most non-normal data.
The likelihood gains from freeing 0 in our simulations are quite small in comparison to those that are achieved by freeing 0 in our real world examples. This is to be expected. Even though the maximum likelihood estimate for a parameter may be far from its true value, the likelihood gain to be derived by using the former rather than the latter should not be expected to be great. Given the magnitude of the likelihood gains that we achieved in our four empirical examples, we would conclude that the observed maximum likelihood values were not in fact chance occurrences with the true 0 being close to 2.8 
Summary and Conclusions
This paper presents a procedure for estimating linear regression lines when errors are distributed by one of a class of power distributions. The degree of peakedness of these distributions is indicated by the parameter 6; it equals 2 in the case of the normal distribution.
The maximum likelihood parameters of a regression line can be significantly affected by the value of 6 that defines the distribution with which they are estimated. If the true 0 is far from 2, least squares regression will give inefficient estimates of a and b.
The four empirical examples showed that there can be sizeable gains in likelihood if 6 is estimated rather than pre-specified equal to 2. All of the evidence we uncovered leads us to the conclusion that if accurate estimation of a linear regression line is important, it will usually be desirable to estimate not only the coefficients of the regression line, but also the parameters of the power distribution that generated the errors about the regression line. The effect on the estimates of regression coefficients may not be small. 
APPENDIX The Computation of Maximum Likelihood Parameters
We start with 0 = 2 and find maximum likelihood estimates for a and b which are the least squares estimates. Next, using these estimates of a and b we find the a and 0 that maximize the likelihood function. Then we find the maximum likelihood a and b for this particular 0 value; o has no influence. This procedure is then iterated with some creative modification to be described. In the conventional method of computing, the search follows the gradient in the ab-plane to the likelihood maximum. The major problem is determination of step size. Because of the erratic behavior of the second derivative with 0 < 1, the step determination formula for quadratic maxima could not be used. The most efficient method found involved presetting the step length and altering it as the subsequent searches showed the best length to be either longer or shorter. 0 was periodically checked and varied to keep the general likelihood-maximizing G for the new combination of a, b. Because of the nature of the likelihood topology of a curving ridge, the optimization procedure of Rosenbrock, designed for such terrains, was also found efficient when modified slightly.
Problems of this type are also uniquely suited to the on-line method of programming. With the programmer at the console, errors are found immediately and the programmer acquires a much better grasp of the nature of his object function than can be obtained from printed output. This intuition acts along a feedforward principle in the search for a maximum and achieves efficiency that cannot be preprogrammed. For computation ease at the console, the program was modified so that for a given b and 0 the likelihood-maximizing a was found automatically. The program operator could consider his problem one of two variable optimization.
Copies of the program are available on request.
