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Abstract
In this paper, we study the Harnack differential inequality and the Hamilton-type gradient estimate for
the positive solutions of the ecumenic degenerate parabolic equation
ut = 
(
F(u)
)+H(u)
on a complete Riemannian manifold with F ′(u) > 0. We show that the Harnack quantity trick introduced by
Li and Yau is still useful in our case, however, the arguments and computations are much more involved and
skilled, and new Harnack quantities have to be constructed. Besides the Harnack differential inequality, we
also derive the Hamilton-type gradient estimate with the help of the Harnack quantity trick, which improves
the previous related work to more general cases. Some interesting applications of our new results are also
presented.
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In this paper, we consider the gradient estimates for the positive solutions of the degenerate
parabolic equation
ut = 
(
F(u)
)+H(u)
on a complete Riemannian manifold (Mn, g). Here F,H ∈ C2(0,∞), F ′ > 0, and  is the
Laplace–Beltrami operator of the metric g (u = u′′ on the real line R). When the manifold is
an Euclidean domain, such equations appear in many branches of applied mathematics and dif-
ferential geometry, and the behavior of their solutions has been investigated extensively by many
authors. For example, related problems such as Porous Media Equations have been considered
by D.G. Aronson [2] and S.T. Yau [19]. In fact, there is a lot of literature on this kind of topics.
We only cite [1,3,8,14,15] here and one may find more references therein.
Our first result in this paper is motivated by the work of S.T. Yau [19]. To begin with, let
us review the main result in [19]. It is well known that, in the study of geometric analysis as
well as other elliptic or parabolic equations, the Harnack inequality plays a most important role
(see for instance [1,6–8,10,19,20]). The first Harnack-type differential inequality dealing with
the degenerate parabolic equation
ut = 
(
F(u)
)
was attributed to S.T. Yau [19]. We state his main result as below.
Theorem 1. (See S.T. Yau [19].) Let M be a compact Riemannian manifold without boundary,
Ricci(M) 0. Suppose that F ∈ C2(0,∞) with F ′ > 0, c(t) ∈ C1(0,∞), and u is any positive
solution of the degenerate parabolic equation
ut = 
(
F(u)
)
on M. Let α = 0 be an arbitrary constant. Define a function G on (0,∞) by G′(s) = F ′(s)/s,
and we abbreviate G = G(u), Fκ = Fκ(u), κ = 0,1,2.
If the conditions below are satisfied:
(A1) |∇G|2 − αGt − c(t) 0 at t = 0;
(B1) (nonlinear condition) the following quadratic inequality holds true for all x  0
0 1 − α
α2
(
αuF ′′ − 2(1 − α)
n
F ′
)
x2 +
(
4(1 − α)
nα2
− uF
′′
F ′
)
c(t)x
−
(
2
n
+ αuF
′′
F ′
)
c2(t)
α2F ′
− c′(t),
then we have for all t > 0 that
|∇G|2 − αGt − c(t) 0. (1.1)
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abandoned if we choose α > 1, and c(t) ≡ constant, owing to F ′′ ≡ 0. In this case, G(u) = lnu,
and the result of Theorem 1 is a weak version of the classical Harnack inequality for ut = u (see
[8, pp. 370–374] or [5, pp. 39–41] for more). In this sense, we say that Theorem 1 generalizes
the classical Harnack inequality.
In this paper, we generalize Theorem 1 to a more ecumenic degenerate parabolic equation
ut = 
(
F(u)
)+H(u).
The new point of our proof is to construct a new Harnack quantity by inserting a necessary
correction term αG′H into the classical Harnack quantity |∇G|2 − αGt − c(t).
Theorem 3 (Harnack differential inequality). Let M be a compact Riemannian manifold without
boundary, Ricci(M)  −k, k  0. Suppose that F ∈ C3(0,∞) with F ′ > 0, H ∈ C2(0,∞),
c(t) ∈ C1(0,∞) and u is any positive solution of the degenerate parabolic equation
ut = 
(
F(u)
)+H(u)
on M. Let α = 0 be an arbitrary constant. Define a function G on (0,∞) by G′(s) = F ′(s)/s,
and we abbreviate G = G(u), Fκ = Fκ(u), Hι = Hι(u), κ = 0,1,2,3, ι = 0,1,2.
If the conditions below are satisfied:
(A2) |∇G|2 − αGt + αG′H − c(t) 0 at t = 0;
(B2) (nonlinear condition) the following quadratic inequality holds true for all x  0
0 1 − α
α2
(
αuF ′′ − 2(1 − α)
n
F ′
)
x2
+
[
(2 − α)F ′
(
H ′ − H
u
)
− αu(F ′′′H + F ′′H ′ + F ′H ′′)
+ 2k(F ′)2 +
(
4(1 − α)
nα2
− uF
′′
F ′
)
c(t)
]
x
−
(
2
n
+ αuF
′′
F ′
)
c2(t)
α2F ′
+ 2F
′′H
F ′
c(t)− c′(t),
then we have for all t > 0 that
|∇G|2 − αGt + αG′H − c(t) 0. (1.2)
Remark 4. The nonlinear condition (B2) in Theorem 3 seems a little fussy. Sometimes, we prefer
to write (B2) as
0−2(1 − α)
2F ′
nα2
(
x − c(t)
(1 − α)F ′
)2
+ uF
′′
α
(
(1 − α)x2 − α c(t)
F ′
x −
(
c(t)
F ′
)2)
− αu(F ′′′H + F ′′H ′ + F ′H ′′)x + 2k(F ′)2x + 2F
′′H
′ c(t)− c′(t). (1.3)F
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0−F
′
2n
(
x + c(t)
F ′
)2
− uF
′′
2
(
x + c(t)
F ′
)2
− 2u(F ′′′H + F ′′H ′ + F ′H ′′)x + 2k(F ′)2x + 2F
′′H
F ′
c(t)− c′(t).
Accordingly, if k = 0 and F ′,F ′′,F ′′′,H,H ′,H ′′  0, then a sufficient condition for (B2) hold-
ing true is just c(t) 0 and c′(t) 0.
Notice that Theorem 3 coincides with Theorem 1 when H ≡ 0 and k = 0. As an application
of Theorem 3, we consider the following interesting degenerate model
ut = 
(
up
)+ uq,
which has attracted many attentions both for physical and mathematical reasons.
Corollary 5. Let M be a compact Riemannian manifold without boundary, Ricci(M) 0. Sup-
pose that p > 1, q  1, and u is a positive solution of the degenerate parabolic equation
ut = 
(
up
)+ uq
on M. Define G = G(u) = pup−1/(p − 1).
If there exists c(t) ∈ C1(0,∞) such that
⎧⎨
⎩
c(t) 0,
c′(t) 0,
|∇G|2 − 2Gt + 2pup+q−2 − c(t) 0 at t = 0,
then we have for all t > 0 that
|∇G|2 − 2Gt + 2pup+q−2 − c(t) 0. (1.4)
Besides the Harnack differential inequality above, we consider a Hamilton-type estimate, see
for example [4,9,10,12,16–18] for related topics. The Hamilton-type estimate also takes up a
significant position in the study of the heat equation, since with the help of it, one can compare
the temperature of two different points at the same time provided the temperature is bounded.
However, the classical Hamilton’s estimate is a global result which requires the heat equation
should be posed on compact manifold without boundary. Recently, a localized version of Hamil-
ton’s estimate was discovered by P. Souplet and Q.S. Zhang [17]. The main result in [17] reads
as below.
Theorem 6. (See P. Souplet and Q.S. Zhang [17].) Let M be a Riemannian manifold with dimen-
sion n 2, Ricci(M)−k, k  0. Suppose that u is any positive solution of the heat equation
ut = u
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there exists a dimensional constant C such that
|∇u(x, t)|
u(x, t)
C
(
1
R
+ 1√
T
+ √k
)(
1 + ln M
u(x, t)
)
(1.5)
for all (x, t) in QR/2,T /2.
This result is very interesting, however, it can only be applied to the heat equation. It would
be highly desirable to have a corresponding result for the more generalized parabolic equation
ut = 
(
F(u)
)
.
Along this direction, by virtue of the Harnack trick again, we obtain the following result.
Theorem 7 (Hamilton-type estimate). Let M be a complete Riemannian manifold with dimension
n  2, Ricci(M)  −k, k  0. Suppose that F ∈ C2(0,∞) with F ′ > 0, and u is any positive
solution of the degenerate parabolic equation
ut = 
(
F(u)
) (1.6)
in QR,T ≡ B(x0,R)× [t0 − T , t0] ⊂ M × (−∞,∞). Define a function G on (0,∞) by G′(s) =
F ′(s)/s. We denote by U ⊂ (0,∞) the value range of u.
If there exist constants K , α, δ1 and δ2 satisfying:
(A) F ′(s)K , ∀s ∈ U;
(B) α −G(s) δ1 > 0, ∀s ∈ U;
(C) (nonlinear condition)
⎧⎪⎪⎨
⎪⎪⎩
1 − √n |sF
′′(s)|
F ′(s)
 δ2 > 0, ∀s ∈ U ,
2F ′(s)
α −G(s) >
√
n
|sF ′′(s)|
F ′(s)
, ∀s ∈ U,
then there exists a constant C depending only on n, δ1, δ2, and K such that ∀(x, t) ∈ QR/2,T /2,
there holds
|∇G(u(x, t))|
α −G(u(x, t))  C
(
1
R
+ 1√
T
+ √k
)
. (1.7)
Remark 8. When F(s) = s, the nonlinear condition (C) is naturally satisfied and it can be aban-
doned. Moreover, Theorem 7 concludes Theorem 6 as a special case. In fact, when F(s) = s,
all the conditions in Theorem 6 are satisfied if we choose G(s) = ln s, K = 1, α = 1 + lnM ,
δ1 = δ2 = 1, and therefore, the constant C in (1.7) depends only on the dimension n, which is
just the result (1.5) announced in Theorem 6.
1162 L. Ma et al. / J. Differential Equations 244 (2008) 1157–1177As an application of Theorem 7, we consider the following important model
ut = 
(
up
)
.
Corollary 9. Let M be a Riemannian manifold with dimension n = 2 or 3, Ricci(M)  −k,
k  0. Suppose that uM is a positive solution of the degenerate parabolic equation
ut = 
(
up
)
in QR,T ≡ B(x0,R)× [t0 − T , t0] ⊂ M × (−∞,∞), where
1 − 1√
n
< p < 1.
Then there exists a constant C depending only on n and p such that
|∇u(x, t)|
u(x, t)
C
(
1
R
+ M
(1−p)/2
√
T
+ √k
)
(1.8)
for all (x, t) in QR/2,T /2.
Remark 10. It is obvious that our generalization is nontrivial by comparing Corollary 9 with
Theorem 6. This equation with p < 1 was considered by M.A. Herrero and M. Pierre in [11].
To end this introduction, we emphasize that the arguments and computations for these general-
izations are much more involved and skilled. For the sake of briefness, we only give Corollaries 5
and 9 as applications. However, we believe that our arguments should be useful in many other
situations. We present the proofs of Theorem 3, Corollary 5 in Section 2, and of Theorem 7,
Corollary 9 in Section 3. We shall use the Einstein summation convention for indices i, j , etc. In
particular, we shall use the short-hand notation g2ij = gij gij =
∑n
i,j=1 g2ij .
2. The proofs of Theorem 3 and Corollary 5
In this section, we mainly prove Theorem 3. The trick is to find a suitable Harnack quantity
and apply the maximum principle in a nice way. In fact, we shall define a quantity ψ(x, t) and
c(t) so that Theorem 6 follows from showing that ψ  c for all t > 0. This will be proven by
contradiction by using the maximum principle at a first time t0 > 0 where there is a point x0
with ψ(x0, t0) = c(t0). The main part of the argument will therefore be to calculate the first and
second derivatives of ψ and deduce the differential inequalities (2.7), (2.15) below.
Proof of Theorem 3. Let ϕ = lnu. Since u is a solution of the equation ut = (F(u))+H(u),
simple calculation shows
ϕt = 
(
G(u)
)+ ∇G(u) · ∇ϕ + H(u)
u
. (2.1)
Writing g(ϕ) = G(eϕ) and h(ϕ) = H(eϕ)/eϕ , we then get that
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and
gt = g′g + |∇g|2 + g′h. (2.3)
Define
ψ = ψ(x, t) = |∇g|2 − αgt + αg′h.
Then we have
ψt = 2∇g · ∇gt − α(gt )t + α(g′h)t
and
ψ = 2g2ij + 2∇g · ∇(g)+ 2Rijgigj − α(g)t + α(g′h),
where we have used Bochner’s identity. From these we get that
ψt − g′ψ = 2∇g ·
(∇gt − g′∇(g))− α((gt )t − g′(g)t )
− 2g′(g2ij +Rijgigj )+ α(g′h)t − αg′(g′h)
= 2∇g · ∇(gt − g′g)− α(gt − g′g)t + 2g′′g∇g · ∇ϕ − αg′′gϕt
− 2g′(g2ij +Rijgigj )+ α(g′h)t − αg′(g′h)
= 2∇g · ∇(|∇g|2 + g′h)− α(|∇g|2 + g′h)
t
+ 2g′′g∇g · ∇ϕ − αg′′g(g + ∇g · ∇ϕ + h)
− 2g′(g2ij +Rijgigj )+ α(g′h)t − αg′(g′h). (2.4)
The first two terms of the right-hand side can be calculated as
2∇g · ∇(|∇g|2 + g′h)− α(|∇g|2 + g′h)
t
= 2∇g · ∇(|∇g|2)+ 2∇g · ∇(g′h)− 2α∇g · ∇gt − α(g′h)t
= 2∇g · ∇(|∇g|2 − αgt)+ 2∇g · ∇(g′h)− α(g′h)t
= 2∇g · ∇(ψ − αg′h)+ 2∇g · ∇(g′h)− α(g′h)t
= 2∇g · ∇ψ + 2(1 − α)∇g · ∇(g′h)− α(g′h)t . (2.5)
Noticing that g2ij  (g)2/n and Rij −k|∇g|2, we have
−2g′(g2ij +Rijgigj )−2g′n (g)2 + 2g′k|∇g|2. (2.6)
Inserting (2.5), (2.6) into (2.4), we obtain that
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+ (2 − α)g′′g∇g · ∇ϕ −
(
2g′
n
+ αg′′
)
(g)2
− αg′′(g)h+ 2kg′|∇g|2 − αg′(g′h). (2.7)
Let c(t) ∈ C1(0,∞), then (2.7) implies
d
dt
(
ψ − c(t))− g′(ψ − c(t))− 2∇g · ∇ψ
 2(1 − α)∇g · ∇(g′h)+ (2 − α)g′′g∇g · ∇ϕ
−
(
2g′
n
+ αg′′
)
(g)2 − αg′′(g)h+ 2kg′|∇g|2 − αg′(g′h)− c′(t). (2.8)
Assume that ψ − c(t)  0 at t = 0. If ψ − c(t)  0 for t  t0 and ψ(x0, t0) − c(t0) = 0 for
some x0 ∈ M, we would have at the point (x0, t0), ddt (ψ − c(t0))  0, (ψ − c(t0))  0, and∇(ψ − c(t0)) = 0. Therefore
0 2(1 − α)∇g · ∇(g′h)+ (2 − α)g′′g∇g · ∇ϕ
−
(
2g′
n
+ αg′′
)
(g)2 − αg′′(g)h + 2kg′|∇g|2 − αg′(g′h)− c′(t0). (2.9)
We are now in position to express each terms of the right-hand side of (2.9) at (x0, t0) by
∇g · ∇ϕ. Straightforward computations yield
∇g · ∇(g′h) = ∇g · (g′′h∇ϕ + g′h′∇ϕ) = (g′′h+ g′h′)∇g · ∇ϕ, (2.10)
|∇g|2 = g′∇g · ∇ϕ, (2.11)
g = gt − |∇g|
2 − g′h
g′
= (|∇g|
2 + αg′h−ψ)/α − |∇g|2 − g′h
g′
= − ψ
αg′
+ 1 − α
αg′
|∇g|2
= −c(t0)
αg′
+ 1 − α
α
∇g · ∇ϕ, (2.12)
and
(g′h) = (g′)h+ 2∇g′ · ∇h+ g′h
= (g′′ϕ + g′′′|∇ϕ|2)h+ 2g′′h′|∇ϕ|2 + g′(h′ϕ + h′′|∇ϕ|2)
= (g′′h+ g′h′)ϕ + (g′′′h+ 2g′′h′ + g′h′′)|∇ϕ|2
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′′|∇ϕ|2
g′
+ (g′′′h+ 2g′′h′ + g′h′′)|∇ϕ|2
= g
′′h
g′
g + (g′′′h+ g′′h′ + g′h′′)|∇ϕ|2
= g
′′h
g′
(
−c(t0)
αg′
+ 1 − α
α
∇g · ∇ϕ
)
+ g
′′′h+ g′′h′ + g′h′′
g′
∇g · ∇ϕ
= (1 − α)g
′′h+ α(g′′′h+ g′′h′ + g′h′′)
αg′
∇g · ∇ϕ − c(t0) g
′′h
α(g′)2
. (2.13)
Substituting (2.10)–(2.13) to the right-hand side of (2.9), we arrive at
0 2(1 − α)(g′′h+ g′h′)∇g · ∇ϕ
+ (2 − α)g′′
(
−c(t0)
αg′
+ 1 − α
α
∇g · ∇ϕ
)
∇g · ∇ϕ
−
(
2g′
n
+ αg′′
)(
−c(t0)
αg′
+ 1 − α
α
∇g · ∇ϕ
)2
− αg′′h
(
−c(t0)
αg′
+ 1 − α
α
∇g · ∇ϕ
)
+ 2k(g′)2∇g · ∇ϕ
− ((1 − α)g′′h+ α(g′′′h+ g′′h′ + g′h′′))∇g · ∇ϕ + g′′h
g′
c(t0)− c′(t0). (2.14)
We combine all the terms of (2.14) containing (∇g ·∇ϕ)2, ∇g ·∇ϕ together, respectively, and
then get that
0A(∇g · ∇ϕ)2 +B∇g · ∇ϕ + C,
where
A= (2 − α)(1 − α)g
′′
α
−
(
1 − α
α
)2(2g′
n
+ αg′′
)
= 1 − α
α2
(
αg′′ − 2(1 − α)g
′
n
)
,
B = 2(1 − α)(g′′h+ g′h′)− (2 − α)g
′′c(t0)
αg′
+ 2
(
2g′
n
+ αg′′
)
(1 − α)c(t0)
α2g′
− 2(1 − α)g′′h+ 2k(g′)2 − α(g′′′h+ g′′h′ + g′h′′)
= 2(1 − α)g′h′ − α(g′′′h+ g′′h′ + g′h′′)+ 2k(g′)2 +
(
4(1 − α)
nα2
− g
′′
g′
)
c(t0),
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C = −
(
2g′
n
+ αg′′
)
c2(t0)
α2(g′)2
+ 2g
′′h
g′
c(t0)− c′(t0).
Recalling g(ϕ) = G(eϕ) = G(u), h(ϕ) = H(eϕ)/eϕ = H(u)/u, we have
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
g′(ϕ) = G′(eϕ)eϕ = F ′(u),
g′′(ϕ) = F ′′(eϕ)eϕ = F ′′(u)u,
g′′′(ϕ) = (F ′′eϕeϕ)′ = F ′′′(u)u2 + F ′′(u)u,
h′(ϕ) = (H (eϕ)/eϕ)′ = H ′(u)−H(u)/u,
h′′(ϕ) = (H ′(eϕ)−H (eϕ)/eϕ)′ = H ′′(u)u−H ′(u)+H(u)/u.
For simplicity, we denote by Fκ = Fκ(u), Hι = Hι(u), κ = 0,1,2,3, ι = 0,1,2. Then we have
A= 1 − α
α2
(
αuF ′′ − 2(1 − α)
n
F ′
)
,
B = 2(1 − α)F ′
(
H ′ − H
u
)
− α
(
uF ′′′H + uF ′′H ′ + uF ′H ′′ − F ′H ′ + F
′H
u
)
+ 2k(F ′)2 +
(
4(1 − α)
nα2
− uF
′′
F ′
)
c(t0)
= (2 − α)F ′
(
H ′ − H
u
)
− αu(F ′′′H + F ′′H ′ + F ′H ′′)
+ 2k(F ′)2 +
(
4(1 − α)
nα2
− uF
′′
F ′
)
c(t0),
and
C = −
(
2
n
+ αuF
′′
F ′
)
c2(t0)
α2F ′
+ 2F
′′H
F ′
c(t0)− c′(t0).
To sum up, we find that at (x0, t0), there holds
0 1 − α
α2
(
αuF ′′ − 2(1 − α)
n
F ′
)
(∇g · ∇ϕ)2
+
[
(2 − α)F ′
(
H ′ − H
u
)
− αu(F ′′′H + F ′′H ′ + F ′H ′′)
+ 2k(F ′)2 +
(
4(1 − α)
nα2
− uF
′′
F ′
)
c(t0)
]
∇g · ∇ϕ
−
(
2 + αuF
′′
′
)
c2(t0)
2 ′ + 2
F ′′H
′ c(t0)− c′(t0). (2.15)n F α F F
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we get that
d
dt
(
ψ − c(t))− g′(ψ − c(t))− 2∇g · ∇ψ = 0
at (x0, t0). By the Strong Maximum Principle, we see that u(x0, t) 0, ∀t ∈ (t0, t0 + δ) for some
δ > 0, and thus we have proved
ψ − c(t) = |∇g|2 − αgt + αg′h− c(t) 0, ∀t > 0,
that is,
|∇G|2 − αGt + αG′H − c(t) 0, ∀t > 0.
The proof of Theorem 3 is concluded. 
Corollary 5 is a direct application of Theorem 3.
Proof of Corollary 5. We choose F(u) = up and H(u) = uq in Theorem 3. By virtue of (1.2)
with α = 2, we have that the condition (B2) writes as
0−pu
p−1
2n
(
x + c(t)
pup−1
)2
− p(p − 1)u
p−1
2
(
x + c(t)
pup−1
)2
− 2up+q−2(p(p − 1)(p + q − 2)+ pq(q − 1))x
+ 2(p − 1)uq−1c(t)− c′(t),
which holds true naturally if c(t) 0 and c′(t) 0. 
Remark 11. The case F(u) = u, H(u) = uq can also be discussed in the same way with G(u) =
lnu.
3. The proofs of Theorem 7 and Corollary 9
We show in this section that the Harnack quantity trick introduced in the fundamental work
of P. Li and S.T. Yau [13] can be adapted to study the Hamilton-type estimate. Our argument can
be seen as a combination of the analysis in [13,17]. We shall define a quantity w(x, t) and the
starting part of the argument will be to deduce the differential inequality (3.18) below.
Proof of Theorem 7. Let ϕ = lnu. Since u is a solution to the equation ut = (F(u)), simple
calculation shows
ϕt = 
(
G(u)
)+ ∇G(u) · ∇ϕ. (3.1)
Writing g(ϕ) = G(eϕ), and multiplying (3.1) by g′(ϕ), we then get
gt = g′g + |∇g|2. (3.2)
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w = w(x, t) = ∣∣∇ ln(α − g)∣∣2 = |∇g|2/(α − g)2
and we will derive an equation for w. After some elementary computations in local orthonormal
system, we get that
wt = 2∇g · ∇gt
(α − g)2 + 2
|∇g|2gt
(α − g)3
= 2∇g · ∇(g
′g + |∇g|2)
(α − g)2 + 2
|∇g|2(g′g + |∇g|2)
(α − g)3
= 2g′ ∇g · ∇g
(α − g)2 + 2g
∇g · ∇g′
(α − g)2 + 2
∇g · ∇|∇g|2
(α − g)2 + 2g
′ |∇g|2g
(α − g)3 + 2
|∇g|4
(α − g)3
= 2g′ gjgiij
(α − g)2 + 2
g′′
g′
|∇g|2g
(α − g)2 + 4
gigij gj
(α − g)2 + 2g
′ |∇g|2g
(α − g)3 + 2
|∇g|4
(α − g)3 , (3.3)
wj =
(
g2i
(α − g)2
)
j
= 2 gigij
(α − g)2 + 2
g2i gj
(α − g)3 , (3.4)
w = 2
(
gigij
(α − g)2
)
j
+ 2
(
g2i gj
(α − g)3
)
j
= 2 g
2
ij
(α − g)2 + 2
gigijj
(α − g)2 + 4
gigij gj
(α − g)3 + 2
|∇g|2g
(α − g)3 + 4
gigij gj
(α − g)3 + 6
|∇g|4
(α − g)4 . (3.5)
By (3.3) and (3.5), we obtain that
g′w −wt = 2g′
g2ij
(α − g)2 + 2g
′ gigijj − gjgiij
(α − g)2 + 8g
′ gigij gj
(α − g)3 − 4
gigij gj
(α − g)2
+ 6g′ |∇g|
4
(α − g)4 − 2
|∇g|4
(α − g)3 − 2
g′′
g′
|∇g|2g
(α − g)2 .
Bochner’s identity implies that
gigijj − gjgiij = gj (gjii − giij ) = Rijgigj −k|∇g|2,
where Rij is the Ricci curvature. Therefore we arrive at
g′w −wt  2g′
g2ij
(α − g)2 − 2kg
′ |∇g|2
(α − g)2 + 8g
′ gigij gj
(α − g)3 − 4
gigij gj
(α − g)2
+ 6g′ |∇g|
4
(α − g)4 − 2
|∇g|4
(α − g)3 − 2
g′′
g′
|∇g|2g
(α − g)2 . (3.6)
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∇g · ∇w = 2 gigij gj
(α − g)2 + 2
|∇g|4
(α − g)3 . (3.7)
Adding
0 = 4 gigij gj
(α − g)2 − 2∇g · ∇w + 4
|∇g|4
(α − g)3
with (3.6) to cancel the term 4 gigij gj
(α−g)2 , we conclude that
g′w −wt  2g′
g2ij
(α − g)2 − 2kg
′ |∇g|2
(α − g)2 + 8g
′ gigij gj
(α − g)3 − 2∇g · ∇w
+ 6g′ |∇g|
4
(α − g)4 + 2
|∇g|4
(α − g)3 − 2
g′′
g′
|∇g|2g
(α − g)2 . (3.8)
Now we have to handle the last term of (3.8). Cauchy’s inequality shows that for any parameter
variable ε > 0, there holds
2
∣∣∣∣g′′g′ |∇g|
2g
(α − g)2
∣∣∣∣ ε
(
g′′
g′
)2
(g)2 + 1
ε
|∇g|4
(α − g)4
 εn
(
g′′
g′
)2
g2ij +
1
ε
|∇g|4
(α − g)4 . (3.9)
Combing (3.9) with (3.8), one has
g′w −wt 
(
2g′ − εn
(
g′′
g′
)2
(α − g)2
)
g2ij
(α − g)2 +
(
6g′ − 1
ε
) |∇g|4
(α − g)4
+ 8g′ gigij gj
(α − g)3 + 2
|∇g|4
(α − g)3 − 2kg
′ |∇g|2
(α − g)2 − 2∇g · ∇w. (3.10)
From (3.7) we see for any function η that
0 = 2η gigij gj
(α − g)3 − η
∇g · ∇w
α − g + 2η
|∇g|4
(α − g)4 . (3.11)
Adding (3.11) with (3.10), we achieve
g′w −wt 
(
2g′ − εn
(
g′′
g′
)2
(α − g)2
)
g2ij
(α − g)2 +
(
6g′ − 1
ε
+ 2η
) |∇g|4
(α − g)4
+ (8g′ + 2η) gigij gj
(α − g)3 + 2
|∇g|4
(α − g)3 − 2kg
′ |∇g|2
(α − g)2
−
(
2 + η
)
∇g · ∇w.α − g
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g′ (α − g), where κ is another parameter function to be determined
later, we get that
g′w −wt 
{(
2g′ − εn
(
g′′
g′
)2
(α − g)2
)
g2ij
(α − g)2
+
(
2g′ − 1
ε
− 2κ |g
′′|
g′
(α − g)
) |∇g|4
(α − g)4
+
(
4g′ − 2κ |g
′′|
g′
(α − g)
)
gigij gj
(α − g)3
}
+ 2 |∇g|
4
(α − g)3
−
{
2kg′ |∇g|
2
(α − g)2 +
(
2 − 2 g
′
α − g − κ
|g′′|
g′
)
∇g · ∇w
}
:= I1 + I2 − I3.
It follows again from Cauchy’s inequality that
gigij gj 
√
g2ij · |∇g|2,
and hence
I1 
(
2g′ − εn
(
g′′
g′
)2
(α − g)2
)
g2ij
(α − g)2
+
(
2g′ − 1
ε
− 2κ |g
′′|
g′
(α − g)
) |∇g|4
(α − g)4
−
∣∣∣∣4g′ − 2κ |g′′|g′ (α − g)
∣∣∣∣
√
g2ij
(α − g)2 ·
|∇g|2
(α − g)2 .
Our following task is to choose proper function κ to guarantee I1  0. It is well known that
the quadratic form ax2 + bxy + cy2  0, ∀x, y ∈ R is equivalent to a > 0 and b2 − 4ac  0.
The reader can verify by himself that to make sure I1  0, there exists no appropriate function κ
satisfying a > 0 and b2 −4ac 0 simultaneously. To conquer this difficulty, we have to introduce
another parameter function τ > 0, and split I2 into two terms as
I2 = τ |g
′′|
g′
(α − g) |∇g|
4
(α − g)4 +
(
2 − τ |g
′′|
g′
)
(α − g) |∇g|
4
(α − g)4 . (3.12)
Then we achieve
g′w −wt 
{(
2g′ − εn
(
g′′
g′
)2
(α − g)2
)
g2ij
(α − g)2
+
(
2g′ − 1 − (2κ − τ) |g
′′|
′ (α − g)
) |∇g|4
4ε g (α − g)
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∣∣∣∣4g′ − 2κ |g′′|g′ (α − g)
∣∣∣∣
√
g2ij
(α − g)2 ·
|∇g|2
(α − g)2
}
+
(
2 − τ |g
′′|
g′
)
(α − g) |∇g|
4
(α − g)4
−
{
2kg′ |∇g|
2
(α − g)2 +
(
2 − 2 g
′
α − g − κ
|g′′|
g′
)
∇g · ∇w
}
:= J1 + J2 − J3. (3.13)
Next, we denote by
a = 2g′ − εn
(
g′′
g′
)2
(α − g)2,
b = −
∣∣∣∣4g′ − 2κ |g′′|g′ (α − g)
∣∣∣∣,
c = 2g′ − 1
ε
− (2κ − τ) |g
′′|
g′
(α − g).
For J1  0, there should exist ε > 0, τ > 0, and an adequate κ such that
{
a > 0,
b2 − 4ac 0. (3.14)
Through computing, we see that
b2 − 4ac = 4
(
g′′
g′
)2
(α − g)2F ,
where
F =
(
κ − εn |g
′′|
g′
(α − g)
)2
−
(
εn− 2 g
′
(
g′′
g′ )
2(α − g)2
)(
1
ε
+ εn
(
g′′
g′
)2
(α − g)2 − τ |g
′′|
g′
(α − g)
)
.
Accordingly the necessary and sufficient condition for (3.14) holding true with some suitable
function κ is that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2g′ − εn
(
g′′
g′
)2
(α − g)2 > 0,
(
εn− 2 g
′
(
g′′
′ )2(α − g)2
)(
1
ε
+ εn
(
g′′
g′
)2
(α − g)2 − τ |g
′′|
g′
(α − g)
)
 0.
(3.15)g
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to
2 − τ |g
′′|
g′
> 0. (3.16)
Summing up (3.15) with (3.16), to ensure J1  0, it is equivalently to have that
∃ε > 0, τ > 0, s.t.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2g′
|g′′| > τ  εn
|g′′|
g′
(α − g)+ 1
ε
|g′′|
g′ (α − g)
,
0 < ε < 2g
′
n(
g′′
g′ )
2(α−g)2 ,
which can be expressed in another way as
Λ :=
(
0,
2g′
n(
g′′
g′ )
2(α − g)2
)
∩
{
ε
∣∣∣ 2g′|g′′| > εn |g
′′|
g′
(α − g)+ 1
ε
|g′′|
g′ (α − g)
}
= ∅.
By an elementary argument, we know that Λ = ∅ is equivalent to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 − n
(
g′′
g′
)2
> 0,
2g′
α − g > 1 −
√
1 − n
(
g′′
g′
)2
,
which is included in the condition (C) of Theorem 7. For simplicity, we assume further that
2g′
α − g >
√
n
|g′′|
g′
,
which just corresponds to (C), to guarantee that
ε = 1√
n
|g′′|
g′ (α − g)
∈ Λ.
Now, under the assumption (C), we can choose fit parameters ε, τ , and κ as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ε = 1√
n
|g′′|
g′ (α − g)
,
τ = εn |g
′′|
g′
(α − g)+ 1
ε
|g′′|
g′ (α − g)
= 2√n |g
′′|
g′
(α − g),
κ = εn |g
′′|
g′
(α − g) = √n.
(3.17)
In this situation, J1 = 0 and J2 > 0, that is,
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 2(α − g)
(
1 − √n |g
′′|
g′
)
w2 +
(
2g′
α − g +
√
n
|g′′|
g′
− 2
)
∇g · ∇w − 2kg′w
:= βw2 + γ∇g · ∇w − 2kg′w. (3.18)
Moreover, we have
β  2δ1δ2, (3.19)
and 2g
′
(α−g) − 2 γ < 4g
′
(α−g) − 2, which gives
|γ | 4K
δ1
+ 2. (3.20)
From now on, we will follow [17] to use the well-known cut-off function by Li and Yau [13].
Let ψ = ψ(x, t) be a smooth cut-off function supported in QR,T , satisfying the following prop-
erties:
(1) ψ = ψ(d(x, x0), t), ψ = 1 in QR/2,T /2, 0ψ  1;
(2) ψ is decreasing as a radial function in the spatial variables;
(3) |∂rψ |
ψa
 Ca
R
,
|∂2r ψ |
ψa
 Ca
R2
when 0 < a < 1;
(4) |∂tψ |√
ψ
 C
T
.
Then, from (3.18) and a straightforward calculation, one has
g′(ψw)− (ψw)t − γ∇g · ∇(ψw)− 2g′ ∇ψ
ψ
· ∇(ψw)
 βψw2 − γ (∇g · ∇ψ)w − 2g′ |∇ψ |
2
ψ
w + g′(ψ)w −ψtw − 2kg′wψ. (3.21)
Suppose that the maximum of ψw is reached at (x1, t1). We assume without loss of generality
that x1 is not in the cut-locus of M. Then at this point, (ψw) 0, (ψw)t  0, and ∇(ψw) = 0.
Hence
βψw2  γ (∇g · ∇ψ)w + 2g′ |∇ψ |
2
ψ
w − g′(ψ)w +ψtw + 2kg′wψ. (3.22)
Hereafter we always use C to denote different constant depending on n, K , δ1 and δ2 only. We
introduce the upper bounds for each term of the right-hand side of (3.22) obtained by P. Souplet
and Q.S. Zhang [17] as (3.23)–(3.25):
γ (∇g · ∇ψ)w  |γ | · |∇g| · |∇ψ |w = (α − g)w3/2|γ ||∇ψ |
= (α − g)(βψw2)3/4 |γ ||∇ψ |3/4(βψ)
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4
ψw2 + 27
4
(α − g)4 |γ |
4|∇ψ |4
(βψ)3
 β
4
ψw2 +Cβ |∇ψ |
4
ψ3
 β
4
ψw2 +C β
R4
, (3.23)
where we have used the fact that (α − g)4|γ |4/β4 C,
2g′ |∇ψ |
2
ψ
w  β
8
ψw2 + 8(g′)2 |∇ψ |
4
βψ3
 β
8
ψw2 + C
R4
, (3.24)
−g′(ψ)w  β
8
ψw2 + 2(g′)2 |ψ |
2
βψ
 β
8
ψw2 + C
R4
+Ck2 (3.25)
by virtue of the fact that |ψ |2/ψ  C(1/R4 + k2),
ψtw 
β
8
ψw2 + 2 |ψt |
2
βψ
 β
8
ψw2 + C
T 2
, (3.26)
2kg′wψ  β
8
ψw2 + 8(g′)2ψ k
2
β
 β
8
ψw2 +Ck2. (3.27)
Inserting (3.23)–(3.27) into the right-hand side of (3.22), we deduce that
βψw2  C
(
β
R4
+ 1
R4
+ 1
T 2
+ k2
)
,
that is,
ψw2  C
(
1
R4
+ 1
R4β
+ 1
T 2β
+ k
2
β
)
 C
(
1
R4
+ 1
T 2
+ k2
)
. (3.28)
From (3.28), we know that ∀(x, t) ∈ QR,T ,
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ψ(x1, t1)w2(x1, t1)
C
(
1
R4
+ 1
T 2
+ k2
)
.
Noticing that ψ(x, t) = 1 in QR/2,T /2 and w = |∇g|2/(α − g)2, we finally have proved
|∇g|
α − g  C
(
1
R
+ 1√
T
+ √k
)
,
which is just the conclusion of Theorem 7. 
Remark 12. Following the same procedure, we can deduce the Hamilton’s estimate for
ut = 
(
F(u)
)+H(u)
with suitable conditions on F and H . Since the computations are too complex, we prefer to omit
it.
Corollary 9 is not a straightforward application of Theorem 7. Its proof needs some modifica-
tions after (3.22). We now give the details.
Proof of Corollary 9. For 0 < p < 1, we choose F(s) = sp and α = 0 in Theorem 7. In this
case, the nonlinear condition (C) in Theorem 7 turns into
{
1 − √n(1 − p) > 0,
2(1 − p) > √n(1 − p),
which is equivalent to
⎧⎨
⎩1 −
1√
n
< p < 1,
n < 4.
We follow the proof of Theorem 7 until (3.22) to get that
βψw2  γ (∇g · ∇ψ)w + 2g′ |∇ψ |
2
ψ
w − g′(ψ)w +ψtw + 2kg′wψ, (3.29)
where
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g = G(u) = p
p − 1u
p−1,
g′ = F ′(u) = pup−1,
g′′ = uF ′′(u) = p(p − 1)up−1,
β = 2(α − g)
(
1 − √n |g
′′|
g′
)
= 2p
1 − pu
p−1(1 − √n(1 − p)),
γ = 2g
′
α − g +
√
n
|g′′|
g′
− 2 = 2(1 − p)+ √n(1 − p)− 2.
We caution the reader that γ depends only on n and p.
By (3.23)–(3.27), but with the modification that the constant C here depends only on n and p,
we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
γ (∇g · ∇ψ)w  β
4
ψw2 +C β
R4
,
2g′ |∇ψ |
2
ψ
w  β
8
ψw2 +C β
R4
,
−g′(ψ)w  β
8
ψw2 +C β
R4
+Cβk2,
ψtw 
β
8
ψw2 + C
βT 2
,
2kg′wψ  β
8
ψw2 +Cβk2.
(3.30)
As in the proof of Theorem 7, we insert (3.30) into (3.29) to obtain
ψw2 C
(
1
R4
+ k2 + 1
β2T 2
)
 C
(
1
R4
+ k2 + M
2(p−1)
T 2
)
,
which implies that
|∇g|
α − g  C
(
1
R
+ M
(p−1)/2
√
T
+ √k
)
.
Then the conclusion of Corollary 9 follows easily from the fact that
|∇g|
α − g = −
∇G(u)
G(u)
= (1 − p) |∇u|
u
.
This completes the proof of Corollary 9. 
Remark 13. If we focus on the model ut = (up) with p > 1, we can also get some similar
results in spirit of our argument.
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