INTRODUCTION
Message Sequence Charts are a graphical language, being standardized by the ITU{TS (the Telecommunication Standardization section of the International Telecommunication Union, the former CCITT), for the description of the interactions between entities. ITU recommendation Z.120 9] contains the syntax and an informal explanation of the semantics. The current goal in the process of standardization is the de nition of a formal semantics of the language. The need for a formal semantics became evident since even experts in the eld of Message Sequence Charts could not always agree on the interpretation of speci c features. Furthermore validation of computer tools for Message Sequence Charts only makes sense if an exact meaning is available. Finally a formal semantics will help to harmonize the use of Message Sequence Charts.
There exist several attempts towards such a formal semantics. We mention approaches based on automaton2 S. Mauw and M. A. Reniers not restricted to the SDL methodology or to telecommunication environments.
A Message Sequence Chart is not a description of the complete behavior of a system, it merely expresses one execution trace. A collection of Message Sequence Charts may be used to give a more detailed speci cation of a system. Message Sequence Charts and related notations, such as Interworkings and Arrow Diagrams have been applied in systems engineering for quite some time. They are used in several phases of system development, such as requirement speci cation, interface speci cation, simulation, validation, test case speci cation and documentation.
A Message Sequence Chart contains the description of the asynchronous communication between instances. The complete Message Sequence Chart language, in addition, has primitives for local actions, timers (set, reset and time-out), process creation, process stop and coregions. Furthermore sub Message Sequence Charts and conditions can be used to construct modular speci cations.
For brevity, we restrict ourselves in this paper to the core language of Message Sequence Charts, which we will call Basic Message Sequence Charts. A Basic Message Sequence Chart concentrates on communications and local actions only. These are the features encountered in most languages comparable to Message Sequence Charts.
Graphical notation
A Basic Message Sequence Chart contains a (partial) description of the communication behavior of a number of instances. An instance is an abstract entity of which one can observe (part of) the interaction with other instances or with the environment. The rst Basic Message Sequence Chart in Figure 1 de nes the communication behavior between instances i1, i2, i3 and i4. An instance is denoted by a vertical axis. The time along each axis runs from top to bottom.
A communication between two instances is represented by an arrow which starts at the sending instance and ends at the receiving instance. In Figure 1 we consider the messages m1, m2, m3 and m4. Message m0 is sent to the environment. The behavior of the environment is not speci ed. For instance i2 we also de ne a local action a.
Although the activities along one single instance axis are completely ordered, we will not assume a notion of global time. The only dependencies between the timing of the instances come from the restriction that a message must have been sent before it is received. In Figure 1 this implies for example that message m3 is received by i4 only after it has been sent by i3, and, consequently, after the reception of m2 by i3. Thus m1 and m3 are ordered in time, while for m4 and m3 no order is speci ed. The execution of a local action is only restricted by the ordering of events on its own instance. The second Basic Message Sequence Chart in Figure 1 de nes the same Basic Message Sequence Chart, but in an alternative drawing. Since we have asynchronous communication, it would even be possible to rst send m3, then send and receive m4, and nally receive m3. Another consequence of this mode of communication is that we allow overtaking of messages, as expressed in Figure 2. 
Textual notation
Although the application of Message Sequence Charts is mainly focussed on the graphical notation, they have a concrete textual syntax. This representation was originally intended for exchanging Message Sequence Charts between computer tools only, but in this paper we will use it for the de nition of the semantics.
The textual representation of a Basic Message Sequence Chart is instance oriented. This means that a Basic Message Sequence Chart is de ned by specifying the behavior of all instances. A message output is denoted by \out m1 to i2;" and a message input by \in m1 from i1;". The Basic Message Sequence Charts of Figure 1 The language generated by a nonterminal X in the grammar of Table 1 will be denoted by L(X).
We formulate two static requirements for Basic Message Sequence Charts. The rst is that an instance may be declared only once. The second is that every message identi er occurs exactly once in an output action and once in a matching input action, or in case of a communication with the environment a message identi er occurs only once. 3 . PROCESS ALGEBRA PA " 3.1. Introduction
The process algebra PA " is an algebraic theory for the description of process behavior 2, 3] . Such an algebraic theory is given by a signature de ning the processes and a set of equations de ning the equality relation on these processes. In Subsection 3.2. we will give the signature PA" and the set of equations E PA" will be given in Subsection 3.3.
PA " is parameterized with the set of atomic actions. In the following section we will instantiate this set of atomic actions and extend the theory.
The signature of PA " speci es the constant and function symbols that may be used in describing processes. Also variables from some set V may be used in process descriptions.
The signature of PA "
Before we turn to the signature of PA " we will de ne the terms associated to a signature and a set of variables V . A signature is a set of constant and function symbols. For every function symbol in the signature its arity is speci ed.
De nition 3.1 Let be a signature and let V be a set of variables. Terms over signature with variables from V are de ned inductively by 1. v 2 V is a term 2. if c 2 is a constant symbol, then c is a term 3. if f 2 is an n-ary (n 1) function symbol and t 1 ; : : :; t n are terms, then f(t 1 ; : : :; t n ) is a term The set of all terms over a signature with variables
from V is denoted by T( ; V ). A term t 2 T( ; V ) is called a closed term if t does not contain variables. The set of all closed terms over a signature is denoted by T( ).
Now we are ready to turn to the signature PA" of PA " . The signature PA" consists of 1. the special constants and " 2. the set of unspeci ed constants A 3. the unary operator p 4. the binary operators +, , k and k
The special constant denotes the process that has stopped executing actions and cannot proceed. This constant is called deadlock. The special constant " denotes the process that is only capable of terminating successfully. It is called the empty process.
The elements of the set of unspeci ed constants A are called atomic actions. These are the smallest processes in the description. This set is considered a parameter of the theory. We will specify this set as soon as we consider an application of the theory.
The binary operators + and are called the alternative and sequential composition. The alternative composition of the processes x and y is the process that either executes process x or y but not both. The sequential composition of the processes x and y is the process that rst executes process x, and upon completion thereof starts with the execution of process y.
The binary operator k is called the free merge. The free merge of the processes x and y is the process that executes the processes x and y in parallel. of the processes x and y is the process that rst has to execute an atomic action from process x, and upon completion thereof executes the remainder of process x and process y in parallel.
The equations of PA "
The set of equations E PA" of PA " speci es which processes are considered equal. An equation is of the form t 1 = t 2 , where t 1 ; t 2 2 T( PA" ; V ). For a 2 A f g and x; y; z 2 V , the equations of PA " are given in the Table 2 . 
x ky = xk y + yk x + p (x) p (y) TM1
"k x = TM2 a xk y = a (x ky)
Axioms A1{A9 are well known. The axioms TE1{ TE3 express that a process x has an option to terminate immediately if p (x) = ", and that p (x) = otherwise.
In itself the termination operator is not very interesting, but in de ning the free merge we need this operator to express the case in which both processes x and y are incapable of executing an atomic action. Axiom TM1 expresses that the free merge of the two processes x and y is their interleaving. This is expressed in the three summands. The rst two state that x and y may start executing. The third summand expresses that if both x and y have an option to terminate, their merge has this option too. In this section we will extend the process algebra PA " to a process algebra PA BMSC . We do this by specifying the set of atomic actions A and by introducing the auxiliary operator M .
Specifying the atomic actions
In dealing with Basic Message Sequence Charts we encounter a number of signi cantly di erent atomic actions. These are, with their representations in PA BMSC : 1. the execution of an action aid by instance i: action(i; aid) 2. the sending of a message m by instance s to instance r: out(s; r; m) 3. the sending of a message m by instance s to the environment: out(s; env; m) 4. the receiving of a message m by instance r from instance s: in(s; r; m) 5. the receiving of a message m by instance r from the environment: in(env; r; m) In Table 3 the sets of atomic actions are given. We use IID for L(<iid>), AID for L(<aid>) and MID for L(<mid>). a message output and a message input. The correspondence between message outputs and message inputs has to be de ned uniquely by message name identi cation. A message input may not be executed before the corresponding message output has been executed. We introduce an operator M that enables only those execution paths that respect the above constraint. The operator M is an instance of the state operator as can be found in 2]. This operator remembers all message outputs that have been executed in a set M and only allows a message input if its corresponding message output is in that set.
For all M A o , x; y 2 V , a 2 A, i; j 2 L(<iid>), and m 2 L(<mid>), we de ne the state operator M in Table 4 . 
An example
We consider the Basic Message Sequence Chart from The interpretation of this Basic Message Sequence Chart is that along instance a the ordering of the output of messages k and l is xed and furthermore that the output of message k comes before the input of message k and, likewise, that the output of message l comes before the input of message l. These are the only restrictions that apply.
When using the textual syntax, the Basic Message Sequence Chart is represented by describing the behavior of every instance in separation. After applying the semantic function S inst to these instances we obtain 
STRUCTURAL OPERATIONAL SEMAN-TICS
In this section we de ne a structural operational semantics of Basic Message Sequence Charts in the style of Plotkin 14] . For this purpose we de ne action relations on closed PA BMSC terms. Then we give a graph model for the theory PA BMSC .
6.1. Action relations for PA BMSC On the set of PA BMSC terms we de ne a predicate # T( PABMSC ) and binary relations a ! T( PABMSC ) T( PABMSC ) for every a 2 A. These predicates are dened by means of inference rules, which have the following form. p 1 ; : : :; p n q This expression means that for every instantiation of variables in p 1 ; : : :; p n ; q we can conclude q from 7 p 1 ; : : :; p n . If q is a tautology, we omit p 1 ; : : :; p n and the horizontal bar.
The intuitive idea of the predicate # is as follows: t# denotes that t has an option to terminate immediately, i.e. " is a summand of t. For x; y 2 T( PABMSC ), and M A o , the predicate # is de ned in Table 5 . Table 6 .
We will illustrate the use of these action relations with an example. Consider the following expression. In order to see that this expression has the possibility to terminate, we derive " # and thus (" k ") #, so ; (" k ") # Finally we conclude that the given process ; (out(a; b; k) kin(a; b; k)) can rst execute out(a; b; k), then execute in(a; b; k) and nally terminate. Note that this is the only execution sequence that can be derived from the inference rules.
Graph model for PA BMSC
We will present a model for the theory PA BMSC . This model is a graph model, a set of process graphs modulo bisimulation, that provides a visualization of the action relations from the previous subsection.
A process graph is a nite acyclic graph in which the edges are labeled with an atomic action, and in which every node may have a label #. This label # indicates whether or not the state represented by the node has an option to terminate immediately. In every process graph there is one special node, the root node.
Two process graphs will be identi ed if they are bisimilar. Two graphs are bisimilar if there is a bisimulation which relates the root nodes. A bisimulation is a binary relation R, satisfying:
if Proof The action rules t into the syntactical format that is called the path format. As a consequence bisimulation is a congruence for the function symbols for which the action rules are de ned. We refer to 1, 6] for both the syntactical format and the congruence theorem.
Every operator in the signature of PA BMSC can be interpreted in the graph model. Without proof we state that PA BMSC is a complete axiomatization of the graph model.
To every closed process expression we can associate a process graph using the action relations for PA BMSC .
We will give the process graph for the example of the semantics in Figure 4 . In this section we will relate our semantics for instance oriented Message Sequence Charts to the event oriented semantics from 4, 12] . To this end we will show that a Basic Message Sequence Chart can be represented by a single trace. First we will de ne three functions and a predicate on processes. These are the alphabet function , which determines the atomic actions involved in a process, the function " I (for I A) which renames the atomic actions that are in the set I into " and the function tr which determines the collection of completed traces of a process. The predicate df determines whether a process is free of deadlocks. For x and y arbitrary processes and a 2 A, we give the axioms for those functions in Table 7 . Note that the predicate x 6 = can be de ned easily. 
CONCLUSION
The de nition of a formal semantics of Basic Message Sequence Charts based on process algebra as presented in this paper has turned out to be a very natural and successful method. We used the instance oriented syntax to derive a compositional semantics and indicated that this yields a semantics which is equivalent to the approach based on sequencing for an event oriented syntax 4, 12] .
The development of the semantics for the complete Message Sequence Charts language follows the same line, applying more elaborate constructs from process algebra for features such as sub Message Sequence Charts and process creation.
The algebraic approach towards the de nition of the formal semantics of Message Sequence Charts enables the use of term{rewriting systems for the rapid prototyping of speci cations 13].
