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Using the variational cluster approach based on the self-energy functional theory, we study the possible
occurrence of excitonic order and superconductivity in the two-orbital Hubbard model with intra- and
inter-orbital Coulomb interactions. It is known that an antiferromagnetic Mott insulator state appears in
the regime of strong intra-orbital interaction, a band insulator state appears in the regime of strong inter-
orbital interaction, and an excitonic insulator state appears between them. In addition to these states,
we find that the s±-wave superconducting state appears in the small-correlation regime, and the dx2−y2 -
wave superconducting state appears on the boundary of the antiferromagnetic Mott insulator state. We
calculate the single-particle spectral function of the model and compare the band gap formation due to the
superconducting and excitonic orders.
Multi-orbital superconductivity arising from purely
electronic mechanisms has thus far been discussed pri-
marily in the context of heavy-fermion systems and
transition-metal compounds. In the former, strongly cor-
related f -electrons hybridized with itinerant conduction
electrons can give rise to superconductivity, where the
periodic Anderson model has often been used for theoret-
ical studies.1, 2) In the latter, the orbital degrees of free-
dom of transition-metal ions play an important role in
the superconductivity. In iron-based superconductors, for
example, antiferrmagnetic and orbital fluctuations in the
presence of multiple Fermi surfaces made of 3d orbitals
have been argued to cause superconductivity with either
s± or s++ pairing symmetry.3–7) Further, in Sr2RuO4,
multiple Fermi surfaces consisting of the t2g orbitals have
been predicted to cause spin-triplet pairing superconduc-
tivity.8) In theoretical studies of these systems, multi-
orbital Hubbard models with on-site interactions have
typically been used.9–15)
Recently, a possibly different type of multi-orbital su-
perconductivity, which appears adjacent to the excitonic
order (or excitonic-insulator state),16, 17) was reported
to occur in transition-metal chalcogenides. A candidate
material 1T -TiSe2
18–22) shows superconductivity either
when pressure is applied23) or when Cu atoms are inter-
calated.24–27) The Fermi surfaces come from the Ti 3d
and Se 4p orbitals, and nesting of these multiple Fermi
surfaces leads to excitonic order.28, 29) Another candidate
material, Ta2NiSe5,
30–36) also shows superconductivity
under applied pressure.37) This material is a semicon-
ductor with a small direct band gap between the Ni 3d
valence band and Ta 5d conduction band at the Γ point
of the Brillouin zone.38)
∗r.fujiuchi 104@chiba-u.jp
Not much is known, however, about the competi-
tion between superconductivity and excitonic order. Al-
though such studies are of general importance in the field
of condensed matter physics and should be developed
using multi-band models such as multi-orbital Hubbard
models, only a limited number of studies have been made
to date of Hubbard-like lattice models, which include at-
tractive on-site39) and inter-site40) interactions for spe-
cific purposes.
In this paper, we present a study of the excitonic order
and superconductivity in the two-orbital Hubbard model
using the variational cluster approach (VCA)41) based on
the self-energy functional theory.42) Thus, we can treat
the ordered phases of the model that occur because of
spontaneous symmetry breaking, such as antiferomag-
netic order,43) excitonic order,31, 44–46) and superconduc-
ing order,47–52) on an equal footing. We calculate the
phase diagram of the model in the parameter space of the
intra-orbital and inter-orbital Coulomb interactions and
show that the antiferromagnetic Mott insulator (AFMI)
state appears in the regime of strong intra-orbital in-
teraction, the band insulator (BI) state appears in the
regime of strong inter-orbital interaction, and, between
the two, excitonic order appears, as was shown in Ref.44)
Moreover, we find that, in addition to these states, the
spin-singlet s± superconducting (s±SC) state appears in
the small-correlation regime and the spin-singlet dx2−y2
superconducting (dSC) state appears on the boundary of
the AFMI phase. The competition between superconduc-
tivity and excitonic order is then discussed. We also cal-
culate the single-particle spectral functions of the model
and compare the band gap formation due to these super-
conducting and excitonic orders.
We consider the two-orbital Hubbard model defined on
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Fig. 1. (Color online) (a) Schematic representation of the two-
orbital Hubbard model defined on a two-dimensional square lattice,
where we assume the presence of intra- and inter-orbital Coulomb
interactions (U and U ′, respectively). There are no hopping in-
tegrals between the orbitals µ = 1 (blue) and 2 (red). (b) Fermi
surfaces of the model in the noninteracting limit. A hole pocket and
an electron pocket are located at the Γ = (0, 0) and M = (pi, pi)
points of the Brillouin zone, respectively.
a two-dimensional square lattice of lattice constant a = 1
[see Fig. 1(a)]. We assume that the energies of the two
orbitals are separated byD and that there are no hopping
integrals between the two orbitals. Repulsive Coulomb
interactions occur between electrons on the two orbitals.
The Hamiltonian is written as H = H0+HU +HU ′ with
H0 =
∑
〈i,j〉,µ,σ
tµc
†
i,µ,σcj,µ,σ
+
D
2
∑
i,σ
(
c†i,1,σci,1,σ − c
†
i,2,σci,2,σ
)
, (1)
HU = U
∑
i,µ
(
ni,µ,↑ −
1
2
)(
ni,µ,↓ −
1
2
)
, (2)
HU ′ = U
′
∑
i,σ,σ′
(
ni,1,σ −
1
2
)(
ni,2,σ′ −
1
2
)
, (3)
where ci,µ,σ (c
†
i,µ,σ) is the annihilation (creation) oper-
ator of an electron with spin σ at orbital µ (= 1, 2)
and site i. Further, tµ is the hopping integral between
the orbitals µ and 〈i, j〉 represents the nearest-neighbor
pair of sites i and j. We take into account the intra-
orbital (U) and inter-orbital (U ′) Coulomb interactions.
Other interactions, such as Hund’s rule coupling and the
pair hopping interaction, are not taken into account. We
set t1 = t2 = t = 1 as the unit of energy and assume
D/t = 6, so that the system is semimetallic in the non-
interacting limit (or at U = U ′ = 0). The electron filling
is assumed to be
∑
µ,σ〈ni,µ,σ〉 = 2, so that the system
has electron-hole symmetry. The Fermi surfaces without
the interactions are shown in Fig. 1(b). There is perfect
nesting between the electron and hole Fermi surfaces.
To consider the spontaneous symmetry breaking of the
system within the framework of the VCA, we add the
Weiss field H ′ = h
∑
iOi to the Hamiltonian, where h is
the strength of the Weiss field, and Oi is the correspond-
ing single-particle operator defined in real space. We de-
fine the order parameter as ∆ = 1
L
∑
i〈Oi〉, where L is
the number of sites in the system.We consider the AFMI,
excitonic charge-density-wave (ECDW), and spin-singlet
superconducting orders, for which we define the Weiss
fields as follows:
H ′AFM = hAFM
∑
i,µ,σ
σeiQ·ric†i,µ,σci,µ,σ (4)
for the AFMI order,
H ′ECDW = hECDW
∑
i,σ
eiQ·ric†i,1,σci,2,σ +H.c. (5)
for the ECDW order,
H ′s± = hs±
∑
µ
∑
〈i,j〉
ci,µ,↑cj,µ,↓ +H.c. (6)
for the s±SC order, and
H ′d
x2−y2
= hd
x2−y2
∑
µ

∑
〈i,j〉x
ci,µ,↑cj,µ,↓ −
∑
〈i,j〉y
ci,µ,↑cj,µ,↓


+H.c. (7)
for the dSC order, where 〈i, j〉α denotes the nearest-
neighbor pair along the α (= x, y) direction. We assume
the ordering vectorQ = (pi, pi) for the AFMI and ECDW
orders. We consider only the ECDW order because the
energies of the ECDW and excitonic spin-density-wave
orders are exactly degenerate in the absence of Hund’s
rule coupling.45, 53)
We also consider the inter-orbital superconductivity,
where Cooper pairs are formed between orbitals 1 and
2.12, 13, 40) The Weiss field is written as
H ′ = h
∑
i
eiQ·ri
(
ci,1,↑ci,2,↓ − ci,1,↓ci,2,↑
)
+H.c., (8)
where Q = (pi, pi) is the momentum of the Cooper pair.
Although the ECDW fluctuation enhances the effective
pairing interaction of the inter-orbital Cooper pairs, we
find that this order is not stable in our model for the fol-
lowing reason. To form excitonic pairs, there should be
at least one electron Fermi surface and one hole Fermi
surface. On the other hand, to form superconducting
Cooper pairs, two electron Fermi surfaces (consisting of
the up and down spins) or two hole Fermi surfaces are
required. In our model, there are two spin-degenerate
electron Fermi surfaces consisting of orbital 1 and two
spin-degenerate hole Fermi surfaces consisting of orbital
2. This means that Cooper pairs can be formed only be-
tween electrons (or holes) on the same orbital. We con-
firmed numerically that interorbital Cooper pairing is not
stable in the present two-orbital Hubbard model.
In addition to these states, we also investigated other
2
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types of superconductivity, i.e., s++ superconductivity
(on-site pairing) and spin-triplet superconductivity. By
comparing their grand potentials (as discussed below),
we found that these types of superconductivity are not
stable in the entire parameter space examined.
We employ the VCA,41) adopting a reference system
consisting of L = 2 × 2 square clusters [see Fig. 1(a)].
The grand potential of the original system may then be
written as
Ω = Ω′+
1
β
∑
n
Tr ln
[
G−10 (iεn)− Σ
]−1
−
1
β
∑
n
Tr lnG(iεn)
(9)
where Ω′ is the grand potential of the reference system,
and εn is the fermionic Matsubara frequency. G and Σ
are the temperature Green’s function and self-energy of
the reference system, respectively, which are calculated
by exact diagonalization of small clusters, and G0 is the
noninteracting temperature Green’s function of the orig-
inal system.
The strength of the Weiss field is determined by min-
imizing the grand potential,43) i.e.,
∂Ω
∂h
= 0. (10)
When Ω has a stationary point at a finite Weiss field h,
the system goes into the spontaneous symmetry breaking
state. We consider the Weiss fields defined above and
compare the stationary values of the grand potential to
determine the ground-state phase diagram of the system.
For simplicity, the possible coexistence of different orders
is not taken into account.
Now, let us discuss the results of the calculations.
First, it is intuitively clear that the BI phase is stable in
the large-U ′ regime because two electrons favorably oc-
cupy the same orbital at a site, and that the AFMI phase
is stable in the large-U regime because two electrons fa-
vorably occupy different orbitals at a site (aligning the
spin directions in parallel in the presence of Hund’s rule
coupling). It was also shown that, in the intermediate
regime between these two phases, the excitonic phase
becomes lower in energy than the paramagnetic metallic
phase.44) However, the possible stability of the supercon-
ducting phase in this regime has not been fully studied
to date. Then, we perform detailed VCA calculations to
seek superconducting phases in this regime.
In Figs. 2(a), 2(b), 2(c), and 2(d), we show the calcu-
lated differences in the grand potentials ∆Ω = Ω(h) −
Ω(h = 0) as a function of the Weiss fields for the ECDW,
s±SC, dSC, and AFMI orders, respectively. We find that
the grand potential has a stationary point for all the
orders. In Fig. 2(e), we show the order parameters cal-
culated for the s±SC, dSC, ECDW, and AFMI phases
as a function of U , where we assume U ′/t = 5. All the
phases (BI, s±SC, dSC, ECDW, and AFMI) appear as
U is varied. The phase boundaries are determined by
(a) (b)
(c) (d)
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Fig. 2. (Color online) Calculated grand potential as a function
of the Weiss fields for (a) ECDW, (b) s±SC, (c) dSC, and (d) AFMI
orders. The arrows indicate the stationary points. (e) Calculated
order parameters as a function of U/t. We assume U ′/t = 5 and
D/t = 6 in all panels.
comparing the grand potentials of these phases. We note
that the transitions between these ordered phases are of
the first order because the system with different U values
has long-range order with different broken symmetries.
We also note that the number of electrons in each or-
bital within the small cluster used changes by one just at
the phase boundary between the dSC and AFMI phases.
This means that the location of this phase boundary in
the calculated phase diagram is subject to the finite-size
effect of the small cluster used.
In Fig. 3, we show the calculated ground-state phase
diagram of our model in the (U,U ′) parameter space. We
again confirm that the system is in the AFMI phase when
U ≫ U ′, whereas it is in the BI phase when U ≪ U ′. The
ECDW phase appears between these two phases, just
as in a previous study.44) We then find that the s±SC
phase becomes lower in energy than the ECDW phase
in the weak-correlation regime.54) In addition, we also
find that the dSC phase emerges on the boundary of the
AFMI phase. This means that the reduction of the grand
3
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Fig. 3. (Color online) Calculated ground-state phase diagram of
the two-orbital Hubbard model at D/t = 6. The s±SC (ECDW)
phase appears between the AFMI and BI phases in the weaker
(stronger) interaction regime. The dSC phase also appears on the
boundary of the AFMI phase. The solid and dotted lines indicate
the first-order (discontinuous) and second-order (continuous) phase
transitions, respectively.
potential due to ECDW formation is small (large) in the
weak-correlation (strong-correlation) regime, so the gain
in energy due to superconducting pair formation becomes
larger than the gain due to ECDW formation.
The emergence of these superconducting phases may
be attributed to the antiferromagnetic spin fluctuations
as follows. For large U and small U ′, the lower Hubbard
band of orbital 1 becomes lower in energy than the upper
Hubbard band of orbital 2, and the system becomes an
AFMI. The inter-site interaction U ′ pushes the band of
orbital 1 up (i.e., causes the Hartree shift), so the band of
orbital 1 supplies electrons to the band of orbital 2. This
situation is the same as that in doped Mott insulators in
the single-band Hubbard model,47) where the AFMI or-
der is suppressed, and the superconducting order driven
by antiferromagnetic spin fluctuations emerges.55, 56) We
also note that the switching behavior between the s±SC
and dSC states that we found is consistent with a previ-
ous study of the bilayer Hubbard model.14) We will clar-
ify the origin of the s±SC order in the weak-correlation
regime in future using the perturbative weak-coupling
approach, in which the instability toward the supercon-
ducting state is examined.
Finally, let us discuss the band-gap opening character-
istic of the superconducting and excitonic orders, which
manifests itself in the calculated single-particle spectral
function defined as A(k, ω) = − 1
pi
ImG(k, ω), where G
is the retarded Green’s function obtained from the clus-
ter perturbation theory (CPT) in the superconducting
and excitonic phases. The detailed numerical techniques
for calculating the CPT Green’s functions in the ordered
states are found in, e.g., Refs.44, 51) The calculated results
are shown in Fig. 4. In the ECDW phase, the conduc-
tion and valence bands are folded, and the electron and
hole Fermi surfaces overlap, at which the excitonic band
gap opens isotropically in the entire k space. In the su-
perconducting phases with intersite Cooper pairing, on
the other hand, the order parameter of the s±SC phase
depends on the wave vector and has nodes. The nodes
are located between the electron and hole Fermi surfaces,
so a finite band-gap (or Bardeen–Cooper–Schrieffer gap)
opens on the entire Fermi surface. The dSC phase also
has a k-dependent order parameter, where the nodes
appear along the M-Γ line of the Brillouin zone; con-
sequently, the band gap closes at the nodes as seen in
Fig. 4(c). The size of these band gaps reflects the strength
of the order parameters.
In summary, we studied the possible occurrence of su-
perconductivity in the two-orbital Hubbard model with
intra- and inter-orbital Coulomb interactions using the
VCA based on the self-energy functional theory. We first
confirmed that the AFMI state appears in the regime
with strong intra-orbital interaction, the BI state appears
in the regime with strong inter-orbital interaction, and
the excitonic insulator state appears between them. We
then carefully examined the possible occurrence of su-
perconductivity in the intermediate interaction regime
and found that the s±SC state is in fact lower in energy
compared to the excitonic insulator state, particularly in
the weak-correlation regime. In addition, we found that
the dSC state appears on the boundary of the AFMI
state. The appearance of these superconducting states
may be attributed to antiferromagnetic spin fluctuations.
We also calculated the single-particle spectral function of
the model and discussed the band gap formations due to
the superconducting and excitonic orders.
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