An earlier work on automated optimization heuristics for cryptanalysis of classical ciphers proposed a few algorithms for that task (e.g. genetic, simulated annealing, tabu search). A Java-language open-source Cryptolysis project has implemented these algorithms for verification and comparison purposes in a consistent frameworked environment allowing for additional algorithms. Another Java-language open-source project, MARF, has collected a number of frameworked classification algorithms (e.g. distance, neural network, similarity measure, etc.). We extend Cryptolysis with the wrappers for the algorithms implemented in MARF to add to the heuristics collection new results and compare them with the previously implemented algorithms. Conversely, we improve MARF's implementation by porting the Cryptolysis's implementations of search algorithms for various classification tasks in natural language and others. Additionally, we improve the system with the natural language word segmentation for the deciphered text corpora that lacks spacing and punctuation. As a result this work we validate the software architecture and design used in both frameworks as a sustainable and correct approach and practice that should be followed and re-enforced for such frameworks.
I. INTRODUCTION

A. Problem Statement
The initial Cryptolysis system implementation was based primarily on [1] about automated attacks on classical ciphers. Due to the flexible framework approach and the initial base of Cryptolysis on MARF, it was natural to allow for more algorithms, specifically adapting MARF's classifiers to the Cryptolysis's tasks to validate plug-in architecture of Cryptolysis and allow it grow beyond the referenced cryptanalysis algorithms as well as to support going beyond classical ciphers. Additionally, traditionally the decrypted output from any cryptanalysis algorithm is usually stripped off spaces and punctuation having a human to separate a blob of text into individual words.
B. Proposed Solution
We extend Cryptolysis's capabilities by providing the other algorithms from MARF's classifier collection by pro-viding wrappers and adapters that translate the data structures accordingly to enable interoperability and validate the framework approach. For automated word boundary detection of the natural language text we devise methods and algorithms based on natural language processing (NLP) techniques and include them into the framework.
C. Organization
What follows is the description of the Cryptolysis and MARF projects in Section II, followed by the software architecture and design of Cryptolysis, word boundary detection methodology, and the way to include "plug-ins" for other algorithms into our system in Section III. Then we present some proof-of-concept results in Section IV and conclude in Section V outlining some future work items in Section V-B.
II. BACKGROUND AND RELATED WORK
A. Cryptolysis
Cryptolysis [2] is a framework that includes a collection of automated attacks on the classical ciphers using a set heuristics algorithm implementation in Java. The algorithms primarily come from [1] , and the additional ones are wrappers around classification and signal processing tasks of MARF [3] , [4] . Cryptolysis, among other things, goes an extra mile and adds some NLP parsing capabilities that segment the deciphered whole-block text and inserts spaces in-between the word boundaries automatically for the ease of readability. We present the design of the framework and specifically its NLP parsing for the deciphered text.
Cryptolysis is an open-source project.
Design and Architecture: This section presents the architecture of the Cryptolysis system, including the layout of the physical directory structure, and Java packages. It is given for the reader to understand the basic system architecture as understanding how the parts interact will make the follow up sections somewhat clearer.
In Figure 1 we show the relevant Java packages containing the framework's interfaces, abstract classes, their concrete implementation, and the corresponding data structures. Figure 2 we present the Ciphers Framework; its purpose is to have some quick "in-house" tools for creating ciphertexts for testing. The most common API in here is a series of encrypt() and decrypt() calls and the modules are Shift, Substitution, and SPN classical ciphers.
Next, in Figure 3 we present the core of Cryptolysis, namely the modules designed to perform the described further attacks on the ciphertexts. They all implement the analyze() method. The generic class CryptoAnalyzer provides most common implementation among all cryptanalysis modules, such as the generic implementation of two versions of the analyze() call and gathering language statistics LanguageSatistics with StatisticsBuilder using the Builder design pattern [5] , [6] , [7] that were provided by Laverdière. The SimulateadAnnealing (provided by Hatami), GeneticAlgorithm, and TabuSearch (provided by Laverdière) modules are the concrete implementations of the corresponding algorithms from [1] along with a Statistical stub. The Key class is used to encapsulate the information on the key being guessed. The MatchednessChecker class computes and tracks the percentage of key matching per monogram (a single character). To add another cryptanalysis plug-in module to Cryptolysis one has to either extend the CryptoAnalyzer class or implement the ICryptoAnalyzer interface.
In Figure 4 , is the way the main application uses (i.e. instantiates and invokes) the concrete modules based on the set of options supplied. The cryptanalysis (and cipher) modules are instantiated generically using their corresponding super-interfaces, ICryptoAnalyzer and ICipher. The Cryptolysis main application accepts a number of enumerated options that are used in batch way of scripting the tests. The NLP part is represented by the two concrete parsers DictionaryBasedParser and CharacterNgramBasedParser that inherit from a generic superclass CryptoParser. The methodology behind the latter is described in one of the following sections.
B. MARF
The Modular Audio Recognition Framework (MARF)
is an open-source collection of pattern recognition APIs and their implementation for unsupervised and supervised machine learning and classification written in Java [4] , [3] , [8] , [9] , [10] . One of its design purposes is to act as a testbed to try out common and novel algorithms found in literature for sample loading, preprocessing, feature extraction, and training and classification tasks. One of the main goals and design approaches of MARF is to provide scientists with a tool for comparison of the algorithms in a homogeneous environment and allowing the dynamic implementing module selection based on the configuration options supplied by applications. Over the course of several years MARF accumulated a fair number of implementations for each of the pipeline stages allowing reasonably comprehensive comparative studies of the algorithms combinations, and studying their combined behavior and other properties when used for various pattern recognition tasks. MARF is also designed to be very configurable while keeping the generality and some sane default settings to "run-off-the-shelf" well [9] , [10] . MARF and its derivatives, and applications were also used beyond audio processing tasks due to the generality of the design and implementation in [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] and other unpublished or in-progress works [19] , [20] . Figure 
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Classical Pattern Recognition Pipeline: The conceptual pattern recognition pipeline shown in Figure 5 depicts the core of the data flow and transformation between the stages of the MARF's pipeline [9] , [10] , [12] . Generally, the whole pattern recognition process starts by loading a sample (e.g. an audio recording in a wave form, a text, or image file), preprocessing it (removing noisy and "silent" data and other unwanted elements), then extracting the most prominent features, and finally either training of the system such that the system either learns a new set of a features of a given subject or actually classify and identify what/how the subject is [9] , [10] . The outcome of training is either a collection of some form of feature vectors or their mean or median clusters, which a stored per subject learned. The outcome of classification is a 32-bit unique integer usually indicating who/what the subject the system believes is [9] , [10] .
Algorithms: MARF has actual implementations of the framework's API in a number of algorithms to demonstrate its abilities in various pipeline stages and modules. Thus, the below is an incomplete summary of implemented algorithms corresponding to the Figure 5 with a very brief description [9] , [10] :
• Fast Fourier transform (FFT), used in FFT-based filtering as well as feature extraction [21] . • Linear predictive coding (LPC) used in feature extrac-tion.
• Artificial neural network (classification). • Various distance classifiers (Chebyshev, Euclidean, Minkowski [22] , Mahalanobis [23] , Diff (internally developed within the project, roughly similar in behavior to the UNIX/Linux diff utility [24] ), and Hamming [25] ). • Cosine similarity measure [26] , [27] , which was thoroughly discussed in [28] and often produces the best accuracy in this work in many configurations (see further). • Zipf's Law-based classifier [29] . • Continuous Fraction Expansion (CFE)-based filters [30] . • A number of math-related tools, for matrix and vector processing, including complex numbers matrix and vector operations, and statistical estimators used in smoothing of sparse matrices (e.g. in probabilistic matrices or Mahalanobis distance's covariance matrix). All these are needed for MARF to be self-contained.
III. METHODOLOGY A. Cryptanalysis Heuristics 1) Classical Techniques: As stated before most of the Cryptolysis design and implementation work is based on [1] . The attack algorithms of simulated annealing, genetic algorithm, and tabu search are described in that paper in detail and we choose not to repeat them here.
We create several wrapper shell scripts to run our Cryptolysis application in the batch test mode [2] . The application accepts a number of options, to either encrypt or decrypt a text file, or analyze an encrypted file with a specified heuristics, all are as options. When encrypting or decrypting a key is also supplied as a parameter. When analyzing, the other option tells the heuristics [2] . The scripts run the tests for 1000 times for each algorithm, and output filtered results into a file. Thus, we have encrypt, decrypt, encryptall, and run-tests, which are self-explanatory. The Cryp-tolysis application accepts command-line options such as --encrypt -shift KEY or --analyze -genetic FILE available for scripting [2] .
We used public domain corpora texts from the Project Gutenberg [31] for sample encryption and analysis as well as training the dictionaries, etc. for NLP analysis later on [2] .
2) Additional Techniques: We add new modules that also implement the ICryptoAnalyzer interface, but also serve as wrappers around MARF's classifiers. They also serve as adapters of the data structures between the two systems. We add them to the analysis package. The new wrappers override the analyze() method, convert Keys to vectors of doubles, invoke any of the MARF's wrapped around classifiers, collect and interpret the results back.
B. Word Boundary Detection
Since the deciphered text comes in as a stream of characters with no spaces or punctuation as a bonus it is a good idea to implement automatic placement of spaces between words in the text for ease of reading. This problem in speech recognition and natural language processing (NLP) is often referred to as word boundary detection. The two main methods approaching this problem of converting a stream of characters to a stream of words are a dictionary approach and a statistical approach of n-gram language models. The models can be further refined with sentence boundary detection via statistical NLP parsing. The below are the details of the methodology for implementation of Figure 5 . MARF's Pattern Recognition Pipeline these two approaches in Cryptolysis, their current parameters, advantages, limitations, and the way these limitations can be overcome.
All methods have some training to do prior use on the source language corpora 1 . The trained data has to be serialized somehow and be usable at later runs of the application.
1) Dictionary Approach: The dictionary approach is the most common one. One has to compile a dictionary of words of English from some training corpora. Next, when doing the word boundary detection, start with the first character of the stream and try to match a longest possible word that begins with this character and subsequent characters match; if so insert a space. The Zipf's Law [29] based dictionary and classifier implementation of MARF is presently used in Cryptolysis to achieve this task.
Requirements:
• If not importing the dictionary from some external sources, the training corpora must be large to include more words. • Recovery technique should be in place if a matching word is not found in the dictionary, e.g. by proceeding further until a word is found and keep the previous sequence of characters as if it were a word.
Problems and Limitations:
• A word is not found; especially this is pertinent to to proper names of people, places, etc., which all cannot be easily found in the training copora in comprehensive manner. Likewise, some domain specific terms (e.g. medical) and names, equations, etc. may cause this problem. • Composite words is another issue. By matching the longest possible matching sequence one may miss a space or cases and won't be able to distinguish whether there was a space or not. For example, these two cases are legal: "therefore" and "there for eternity" in example sentences "Therefore, the theorem holds." and "This stone was lying there for eternity.". Both instances will be picked up as "therefore" resulting in a non-dictionary word "ternity" for the second example. Similar problem applies to "thereto", "thereafter", "thereby", and other composite words. • The storage space required to contain the dictionary is relatively large and keeps growing if you add more words at training. Therefore, the look up speed reduces. • The dictionary can be "polluted" with misspelled words or non-words. 2) Character N-gram Language Model: Unlike the dictionary approach, the character n-gram model looks at sequences of n characters when looking up spaces; thus, it operates on the source character stream directly and produces the word stream from probabilistic table look ups. This is a statistical approach. Here we chose a 3-gram model for space detection. During training for each word we count how often the following occurs:
• 2 last characters of the preceding word and a space • last character of the preceding word, space, and the first character of the second word • space and the first two characters of the second word The frequencies during training later on are stored in the probabilistic table and the table is serialized. Of course, text boundaries are needed to be accounted for as there is no preceding word before first at the beginning and the second word after last.
These 2-character sequences (barring space) are then looked up in the text to parse after the deciphering and spaces are put according to the probabilities found during training.
The storage space required for this method is a lot less than that of the dictionary approach and scanning is faster. In some cases we can even recover different punctuation characters even. However, it may put spaces in the undesired places due to irregularities in natural language.
Problems:
• One-character words may pose an insignificant problem that they are smaller than the 3-gram window. • Creating non-existent words is still a possibility where we hit a wrong probabilistic value.
IV. PRELIMINARY RESULTS
Here we list some preliminary results of the runs of the Cryptolysis system. The results are summarized and the unprocessed data is provided being summarized. The raw results can be found at:
http://users.encs.concordia.ca/ ∼ serguei/cryptolysis Here is the brief description of the files found under the above URL:
• The files anneal1kguess.csv and anneal5kguess.csv illustrate the numeric guesses of the keys using the implementation of the Simulated Annealing algorithm for 1K-and 5K-long encrypted files. The best length key guessed for 1K is 23 characters out of 26 and 5K is 24. • The files genetic1kguess.csv and genetic5kguess.csv similarly represent consolidated results using Genetic Algorithm of various guesses for 1K and 5K encrypted texts respectively. The best result for 1K is 23/26 and for 5K it is 24/25. We also notice in the latter case there are more 20s than for the Simulated Annealing. including key details, time took for each iteration run, for both 1K and 5K texts. As we can see the best results are very consistent for all algorithms but in our testing at this time do not yield 100% in our PoC implementation. We also notice that the size of the encrypted corpus matters, as the larger corpora provide more statistics, and therefore more accurate results.
We are in the process of presentation and tabulation of the results in a more readable table and chart form as well as preparation of the results of NLP parsing statistics and the algorithms based on MARF's classifiers that are not found in the above URL.
V. CONCLUSION
A. Summary
We introduced the Cryptolysis framework, its design and implementation details, and its properties. We have devised a methodology to add additional algorithms from another framework -MARF for comparative studies by providing wrapper classes that implement the ICryptoAnalyzer interface and wrap around the MARF's classification modules. Additionally, the algorithms of Cryptolysis are made available to MARF. This shows the interoperability of the frameworks and their design. We also introduced the word boundary detection methodology using statistical NLP techniques [32] , a dictionary based and an n-gram based one, to be able to recover the deciphered text's spacing, and potentially punctuation automatically instead of having humans to do the parsing. We have presented some of the preliminary results as well.
B. Future Work
A number of items are planned for the future work:
• Extend the algorithm coverage to others, e.g. on using heuristic search techniques in cryptographic Boolean function designs [33] , [34] , [35] , [36] . • Address existing limitations of the framework, in particular in reporting the statistics results. • Statistical NLP parsing [37] , [38] , [39] can help disambiguate with the composite words and even find the sentence boundaries. This can be used as refinement tool for either for the methods presented above. By trying to parse a longest parseable span of words with a valid parse would give the sentence boundary. If no parse at all found, it either means the word boundary for some words was not done properly or the words are not in the dictionary/grammar or the source text has not properly English-formed sentences. • An integration with the Java Data Security Framework (JDSF) [14] , [15] is planned in order to make nonclassical ciphers available to Cryptolysis as well as Cryptolysis's facilities to be available to JDSF for comparative studies and benchmarks.
• As a part of the author's self-forensics project [40] , [41] , [42] , complete implementation of exporting of the data structures, such as Key, and data flows, such as that of algorithms, using the Forensic Lucid language [43] , [44] , [45] , [46] for data forensic analysis. • Allow for distributed intensional evaluation of Cryptolysis-provided algorithm implementation for long-running cipher analysis within the General Intensional Programming System (GIPSY) [47] , [48] , [49] , [50] , [51] . • Allow for a scripting language to script Cryptolysis tasks a-la the MARFL [52] intensional language designed for the similar purpose to be used within MARF.
