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INTRODUCTION. 
Le microprocesseur, fruit de l'évolution technologique, 
constitue actuellement le composant principal d'un nombre 
croissant de réalisations faisant appel à 1 'électronique. 
D'abord utilisé en remplacement de composants existants 
remplacement de circuits en logique câblée par une logique 
programmée ), ce composant a permis une amélioration sensible des 
performances tout en abaissant les coûts de production et de 
maint enance. 
On a vu ensuite apparaitre de " petits ordinateurs" 
dont 1 'unité centrale était composée d'un microprocesseur 
( micro-ordinateur ) . 
Ceux-ci ont évolué rapidement vers des machines relativement 
performantes, dot~es 
gérant un grand 
disquettes, . . . ) . 
d'une mémoire centrale de taille importante et 
nombre de périphériques imprimantes , 
Pour faciliter la tâche du prograrrnneur, un ensemble de programmes 
est mis à sa disposition. Ces programmes ( système d'exploitation et 
quelques utilitaires ) permettent une utilisation optimale de toutes 
les ressources du micro-ordinateur tout en dégageant le programmeur 
de toute connaissance concernant la machine physique. 
A 1 'origine, presque 
micro-ordinateurs ( et ils sont 
d'exploitation spécifique. Cela 
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tous les constructeurs de 
nombreux proposaient un système 
ne manquait pas de provoquer des 
difficultés lors de 1 'adaptation sur une machine d'un programme 
écrit pour un autre type de matér iel. 
Ces difficultés existaient, dans 
lorsque les microprocesseurs des 
identiques. 
une moindre mesure, il est vrai, 
deux micro-ordinateurs étaient 
alors 
Quelques firmes, indépendantes de tout constructeur, ont 
proposé des systèmes d'exploitation adaptables sur des 
machines de différentes marques. Nous pensons surtout ici à CP/M, 
qui parmi les systèmes proposés, est l argement le plus populaire, 
mais d'autres systèmes d'exploitation de ce type ex i stent. 
Une certaine normalisation de fait a donc été observée, pour le plus 
grand bien des utilisateurs qui se sont vu, de la sorte, offrir un 
choix infiniment plus grand de programmes. 
Ce mémoire a pour but 1 'analyse 
d ' exploitation pour micro-ordinateurs, relativement 
possédant quelquescaractéristiques originales . 
d'un système 
répandu et 
Le système d'exploitation UCSD Pascal utilise une machine 
vi rtuelle dont le langage machine est un Pseudo-code créé de toutes 
pièces. 
La machine virtuelle est étudiée dans le premier chapitre de ce 
travail. 
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L'utilisation d'une machine virtuelle permet une gestion 
efficace de la mémoire centrale. 
Le chapitre 2 décrit le système de gestion de la mémoire. 
Le chapitre 3 étudie la gestion des entrées-sorties et la 
gestion des fichiers est analysée - dans le chapitre 4. 
Enfin le chapitre 5 analyse certains essais réalisés en 
vue de vérifier la portabilité des programmes, d'une machine à 
l'autre et d'une version du système d'exploitation à 1 'autre. 
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Chapitre 1. 
Présentation du système d'exploitation. 
1 • Introduction. 
Depuis la naissance de 1 'informatique, on assiste à une 
multiplication des fonctions des systèmes d'exploitation ( d'abord 
travail en monoprogrammation avec gestion de la prise en charge des 
travaux, ensuite travail en multiprogrammation, soit en traitement 
par lot, soit en temps partagé ). 
Ces perfectionnements avaient pour but de diminuer les 
périodes d'inactivité de certains composants coûteux de la machine, 
comme le processeur, la mémoire centrale et certains périphériques. 
Les progrès technologiques ont permis la fabrication d'un 
nouveau type de composants : les microprocesseurs. 
Ceux-ci ont permis la fabrication d ' un nouveau type d'ordinateurs, 
les micro-ordinateurs. Ceux-ci possèdent une structure semblable à 
celle des ordinateurs classiques mais les éléments qui les composent 
sont en général moins performants, moins coûteux et moins 
encombrants. 
Une des conséquences est qu'il n'est dès lors plus nécessaire de 
partager ni le processeur principal, ni la mémoire centrale entre 
plusieurs utilisateurs. 
5 
En contrepartie, les possibilités d'échange d'informations 
devront être très étendues. L'évo l ution actuelle conduit même à la 
réalisation de réseaux de micro-ordinateurs. 
Par rapport aux systèmes d'exploitation classiques, il 
apparait qu'un retour vers des concepts moins évolués soit 
nécessaire pour la réalisation des systèmes d'exploitation de ces 
micro-ordinateurs. 
Il ne s'agit pas d'un retour en arrière, car s'il s'agit de 
supprimer la multiprogrammation, certaines parties de la gestion de 
la mémoire et peut-être d'autres possibilités, la gestion des 
entrées-sorties devra être très soignée de manière à permettre 
1 'utilisation de ces machines en tant que terminaux intelligents ou 
le raccordement à un réseau. 
2. Un bref historique des systèmes d'exploitation pour 
micro-ordinateurs. --------------------------------
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Les premiers micro-ordinateurs [i] n'étaient que de petits 
systèmes d'évaluation ne possèdant qu'une mémoire centrale de taille 
très limitée ( généralement moins de 4 K. octets ). 
Les périphériques de communication avec l'utilisateur étaient le 
plus souvent un clavier ( octal ou hexadécimal plus quelques touches 
de fonctions spéciales ) et un ensemble ( le plus souvent 6 ) 
d'afficheurs 7 segments permettant l'affichage de chiffres 
hexadécimaux [ ii ] . 
L'accès à ces machines était facilité par la présence d'un 
petit moniteur l ou 2 K. octets ) situé en mémoire morte et 
possèdant quelques fonctions de base telles que : 
- Accès à une case mémoire préalablement choisie. 
- Lancement del 'exécution d'un programme à une adresse choisie. 
- Sauvetage et récupération d'une zone de la mémoire centrale sur 
cassette magnétique ou sur ruban perforé. 
Les facilités de développement de programme éta i ent le 
plus souvent très réduites : le programme devait être entièrement 
écrit en langage machine et la seule possibilité de mise au point 
consistait en une exécution en PAS à PAS du programme. 
[i ] Exemple : MEK Dl et MEK 02 de Motorola. 
SDK 80 et SDK 85 de INTEL. 
[i i ] Deux afficheurs pour les adresses. 
Quatre afficheurs pour les données. 
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Le but de ces cartes d'évaluation, comme leur nom 1 'indique 
était de permettre la découverte d'un nouveau type de composants 
les microprocesseurs et leurs familles de circuits annexes. 
L'étape suivante a été la réalisation de micro-ordinateurs 
de taille de mémoire centrale plus importante et comportant comme 
moyen de communication avec 1 'utilisateur un clavier semblable à 
cel ui d' une machine à écrire et un affichage sur écran cathodique. 
Ces micro-ordinateurs sont généralement livrés avec un interpréteur 
BASIC en mémoire morte, quelquefois accompagné par un petit moniteur 
permettant quelques fonctions de base, telles celles décrites 
précédemment. La mémoire de masse est le plus souvent constituée de 
cassettes magnétiques. 
La destination de ces appareils étant le grand public, la majorité 
des programmes développés le sont en langage BASIC. 
La présence de cet interpréteur BASIC en mémoire morte 
facilite grandement la phase d'initialisation du micro-ordinateur, 
puisqu'il n'y a pas de programme à charger en mémoire centrale, mais 
constitue un frein important lorsqu'un autre langage doit être 
uti l isé un problème se pose également lorsqu'une erreur est 
découverte dans le programme interpréteur, car dans ce cas un 
changement des mémoires mortes est nécessaire ). 
Sur ces micro-ordinateurs sont apparues des mémoires de 
masse à accès direct, constituées de disquettes ou de minidisquettes 
magnétiques, accompagnées d'un programme de gestion de ces mémoires 
( DOS Oisk Operating System), mais ce programme de gestion ne 
permet en général que le développement de programmes écrits en 
langage BASIC. 
la dernière étape a été la réalisation de 
micro-ordinateurs dont la mémoire était constituée uniquement de 
mémoire vive, mis à part un tout petit programme situé en mémoire 
mort e et servant de chargeur au système d ' exploitation situé sur 
support magnétique. C'est pour cette catégorie de matériel que les 
syst èmes d'exploitation pour micro-ordinateurs sont les plus 
nombreux et les plus complets. 
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3. Caractéristiques du système d'exploitation étudié. 
Structure. 
Ce mémoire étudie un système d'exploitation pour 
micro-ordinateur : le système d'exploitation UCSD-Pascal. 
Il s'agit d'un système d'exploitation 
- Mono-utilisateur. 
- Mono-programmé. 
Implémentation. 
Il est implémenté sur une large gamme de matériel, 
miniordinateur comme le POP 11 de DIGITAL EQUIPMENT CORPORATION, ou 
micro-ordinateur utilisant les microprocesseurs Z80, 8080, 8085, 
6502, 6800, 6809, 9900, LSI-11. Ce système d'exploitation 
fonctionne donc avec des processeurs différents, utilisant des mots 
de longueur différente ( 16 ou 8 bits ) [i], [34], [35]. 
[ i ] Z80 : microprocesseur 8 bits de ZILOG, INC. 
8080, 8085 : microprocesseurs 8 bits de INTEL CORPORATION. 
6502 microprocesseur 8 bits de MOS TECHNOLOGY, INC. 
6800 : microprocesseur 8 bits de MOTOROLA INCORPORATED. 
9900 : microprocesseur 16 bi ts de TEXAS INSTRUMENTS, INC. 
LSI 11 microprocesseur 16 bits de DIGITAL EQUIPMENT CO. 
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Origine. 
Le système d 1 exploitation UCSD-Pascal a été créé à 
l'Université de Californie à San Diego ( UCSD ) sous la direction 
de Kenneth L. Bowles en 1977. 
Pendant quelques années, la distribution et la maintenance des 
programmes furent assurées par l'Université, mais actuellement, les 
droits de distribution appartiennent à SOFTECH Microsystems, une 
filiale de SOFTECH, entreprise de développement de programmes située 
à San Diego. 
Applications visées. 
Le système d'exploitation UCSD-Pascal a été conçu pour 
permettre le développement et l'exécution de programmes écrits en 
langage évolué sur des petites machines. 
La configuration minimale requise est un micro-ordinateur avec 
visualisation sur écran cathodique ou sur télé-imprimeur, et une 
mémoire de masse à accès direct d 1 une taille minimale d'une centaine 
de K. octets la mémoire de masse sera le plus souvent constituée 
d 1 un ou plusieurs disques souples ). 
Pour développer des programmes importants, la taille de la mémoire 
centrale devra être au minimum de 48 k octets, mais pour simplement 
exécuter des programmes déjà compilés, une taille de mémoire 
centrale inférieure peut être suffisante. 
UCSD-Pascal a, à l'origine, été développé pour 
1 'utilisation exclusive du langage de programmation Pascal, mais 
depuis sa commercialisation, vu le succès rencontré ( 30~000 
programmes ont été vendus , des compilateurs pour d 1 autres 
langages de programmation ont vu le jour ( compilateurs BASIC et 
FORTRAN). 
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Le système d'exploitation est constitué de 2 parties principales 
- Un programme principal et un ensemble 
constituant le noyau du système d'exploitation 
de procédures 
permettant 
l'exécution d'un programme et quelques fonctions de base. 
- Un ensemble de programmes utilitaires tels que les 
compilateurs, les assembleurs, le programme de manipulation des 
fichiers, l'éditeur, etc .. 
Objectifs poursuivis. 
Le but de ce système d'exploitation est de permettre une 
portabilité totale des programmes, d'un ordinateur à 1 'autre, même 
si ces machines utilisent des processeurs différents et même si les 
périphériques de ces ordinateurs n'ont que peu de points communs. 
D'autres systèmes d'exploitation pour micro-ordinateurs offrent 
également une portabilité totale des programmes ( exemple : CP/M ), 
mais ils 
( Exemple 
sont généralement écrits pour un type de processeurs 
8080, 8085 et Z80 pour CP/M ). 
L'originalité de ce système réside dans le fait que 
contrairement aux langages évolués qui réalisent la portabilité des 
programmes au niveau du langage source, le système UCSD-Pascal 
réalise cette portabilité au niveau du code objet. 
Toutes les fonctions, y compris la gestion des mémoires de masse et 
des entrées-sorties, sont alors simulées et apparaissent donc 
identiques d'une machine à 1 'autre. 
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Techniques de réalisation. 
Le système consiste à créer une machine virtuelle. Vues 
du niveau supérieur, les machines virtuelles apparaitront donc 
toutes semblables, quelles que soient les machines physiques. 
Un jeu d'instructions pour une machine imaginaire a été 
défini. Ce jeu d'instructions a été choisi de manière à simplifier la 
compilation de programmes écrits en langage évolué. Dans ce mémoire, 
nous appellerons ce jeu d'instructions, le CODE-Pou Pseudo-code. 
Concevoir une machine virtuelle pour une machine physique 
donnée peut s'envisager comme suit (41] : ( du niveau physique le 
plus bas vers un niveau plus élevé ) 
1 : Construction du BIOS ( Basic Input-Output 
Subroutines ). 
La gestion des entrées-sorties est particulière à la machine 
physique utilisée, mais les fonctions de haut niveau du BIOS doivent 
être identiques d'une machine à l'autre. Les procédures du BIOS 
permettent le transfert dans les deux sens, d'un ensemble de bytes, 
entre la mémoire centrale et les différents périphériques. Les 
procédures d'entrées-sorties correspondent à des instructions 
exécutables de la machine virtuelle. 
2 Construction del 'interpréteur de CODE-P. 
Ce CODE-P 
facilement 
booléennes, 
ensembles ), 
se compose des instructions permettant 
des objets de t ypes très différents 
de gérer 
variables 
entières, réelles; tableaux et chaines de caractères; 
permet les appels de procédures et de fonctions et gère 
de manière efficace le mécanisme de segmentation. 
La plupart des instructions sont en fait relativement évoluées et 
seront dès lors simulées par un petit programme réalisé sur la 
machine hôte. 
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Dans le cadre de cette mach i ne virtuelle, la compilation d'un 
programme consistera à traduire ce programme dans le CODE-P. 
L' exécution du programme cons i stera en 1 'interprétation du fichier 
contenant les instructions du CODE-P générées par le compilateur. 
On trouvera page suivante, schématisées, les 
différentes mises en oeuvre possibles d'un compilateur [ i ] 
---------------------------------------------------------------------
[i ] Extraits de [24] o 
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Compilateur+ interpréteur de CODE-P. 
*************** **************** 
1 PROGRAMME 1 => *COMPILATEUR* => 1 CODE OBJET 1 => *INTERPRETEUR* 
*************** 
C O M P I L A T I O N 
Compilateur+ compilateur de CODE-P. 
-----------
************* 
-----------
!Programme ! => *COMPILATEUR* => !PROGRAMME ! => 
1 source 1 *Vers code-P* 1 CODE-P 1 
-----------
************* 
-----------
CO M P r ·L AT ION 
Compilation directe. 
PROGRAMME 
source 
*************** 
=> 1 Compilateur 1 => 
* Vers l. mach* 
*************** 
C O M P I L A T I O N 
Programme 
Lan. mach 
EXECUTION 
**************** 
E X E C U T I O N 
************* 
-----------
*COMPILATEUR* => !PROGRAMME! 
*Vers 1 .mach* ILan. mach 1 
************* 
-----------
EXECUTION 
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4. Présentation du jeu d'instructions ( CODE-P ). 
Le but n'est pas ici de détailler toutes les instructions 
du CODE-P mais de décrire succinctement celles-ci et de détailler 
uniquement les instructions particulièrement importantes pour la 
compréhension du système d'exploitation. 
Présentation de l'utilisation de la mémoire centrale. 
La mémoire centrale disponible la zone occupée par 
l'interpréteur de CODE-P n'intervient pas ici de la machine 
virtuelle est divisée en trois parties, la pile ( 'stack' ) , le tas 
'heap' et une petite zone réservée à une petite pile 
d'évaluation des expressions arithmétiques ( 'evaluation stack' ). 
Adresses hautes 
Stack 
1---------------1 <---- Pointeur de pile. 
1 1 
1 1 
1---------------1 <---- Pointeur du tas. 
1 1 
1 Heap 1 
Evaluation 
stack 
Adresses basses 
<---- Pointeur de la pile d'évaluation. 
15 
La pile d'évaluation d'expressions arithmétiques a une 
taille de 256 bytes et sert également pour le passage des 
paramètres, lors des appels de procédures ( Sa situation physique 
dépend de contraintes matérielles, notamment du type de 
microprocesseur utilisé ) . 
La croissance de la pile s'opère vers les adresses basses, 
celle du tas vers les adresses hautes. L'espace de la mémoire 
centrale situé entre le point eur de pile et le pointeur du tas 
représente l •espace mémoire disponible à un moment donné. Le fait 
de placer la pile et le tas aux deux extrémités del •espace mémoire 
permet de ne pas devoir, à priori, réserver d'espace mémoire de 
taille fixe pour ces deux zones. 
La pile contient le code objet et les variables statiques. 
Le tas contient les variables dynamiques ( zones pointées ). 
Les différents types d'instructions. 
Opérations sur la pile d'évaluation. 
a : Chargement d'une constante en sommet de la pile 
d'évaluation. 
b : Opérations arithmétiques en sommet de la pile 
d'évaluation. Il existe des opérateurs agissant sur un, deux ou 
plusieurs opérantes. Le résultat est placé en sommet de pile. 
2 : Transfert d'une variable. 
Le jeu d'instructions a été créé pour exécuter des programmes écrits 
en langage de programmation Pascal. Cela explique que la 
terminologie utilisée par le constructeur s'apparente au vocabulaire 
"Pascal''. C'est le cas de la notion de procédure. 
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Le langage de programmation Pascal autorise 1 'utilisation de 
variables 
variables, 
de données. 
locales à une procédure. Pour permettre l'accès à ces 
le code objet de chaque procédure contiendra un pointeur 
a : Chargement du contenu d'une variable au sommet de la 
pile d'évaluation ( accès re l atif par rapport au pointeur de zone 
de données de la procédure ) et i nversément. 
b : Transfert du contenu d'une variable dans une autre 
variable ( même mode d'adressage que le point a). 
3 : Gestion du tas. 
4 Branchements inconditionnels et conditionnels. 
a : Sauts inconditionnels. L'adresse de branchement est 
spécifiée par un déplacement par rapport à l'adresse actuelle 
( déplacement positif ou négatif ) . 
Dans le cas d'un déplacement négatif, le déplacement effectif se 
trouve dans une table de branchements située à la fin du code objet 
de la procédure. 
b : Sauts conditionne l s. Une 
effectuée et le résultat 
sommet de pile. 
variable 
comparaison a d'abord été 
booléenne ) a été placé en 
Selon le résultat de cette comparaison et selon le type de 
branchement à effectuer, il y aura ou non branchement. L'adresse de 
branchement est obtenue comme en a. 
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5 Appel de procédures. 
Gestion des procédures : 
Lors de 1 'appel d'une procédure, il y a création en sommet de 
pile d'une zone contenant les variables locales à cette procédure. 
L'adresse du début de cette zone est notée dans un pointeur 
indiquant le début de la zone de données. 
Les intructions et les données se trouvent dans la même zone de la 
mémoire centrale ( pile ). 
1 code objet de la 1 
1 procédure P 1 <---- Compteur 
Pointeur de données----> 1-------------------1 programme 
de la procédure P 1 variables 
locales de la 
procédure P 
<----- Pointeur de pile 
Lors de la terminaison d'une procédure, on enlève de la 
pile la zone contenant les variables locales. 
Si une procédure ( P ) appelle une autre procédure ( Q ), 
en supposant que les codes objets de ces 2 procédures se trouvent 
déjà en mémoire centrale, il y a création en sommet de pile d'une 
zone destinée à contenir les variables locales de la nouvelle 
procédure. 
Pointeur de données----> 
de la procédure P 
Pointeur de données----> 
de la procédure P 
code objet de la 1 
procédure P 1 
1------------------- 1 
1 code objet de la 1 
1 procédure Q 1 
1------------------- 1 
1 variables 
locales de la 
1 
1 
1 procédure P 1 
1------------------- 1 
1 variables 1 
1 locales de la 1 
1 procédure Q 1 
<---- Compteur 
progrannne 
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<---- Pointeur de pile 
Si une procédure s'appelle elle-même ( appel récursif ou 
appel croisé ), on crée une nouvelle zone de données et un nouveau 
pointeur. 
code objet de la 1 
procédure P 
Pointeur de données ----> 1------------------- 1 
de 1 a procédure P appe 1 1 1 vari ab 1 es 1 
1 locales 1 
1 appel 1 1 
Pointeur de données ---->1-------------------1 
de la procédure P appel 2 1 variables 1 
locales 
appel 2 
---------------------<-----Pointeur de pile 
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Nous voyons que lors de chaque appel d'une procédure, le 
système doit mémoriser certaines informations nécessaires à 
1 'adressage correct des variables d'une procédure. 
Ces informations sont mémorisées à la suite de la zone contenant les 
variables locales de la procédure Cette zone est appelée 
MARKSTACK, [4] ). 
Bien entendu, cette zone de sauvetage doit également 
contenir 1 'adresse de retour à la procédure appelante et 1 'adresse 
de la zone de variables locales ·précédentes. 
A chaque procédure est affecté un numéro ( selon 1 'ordre 
de rencontre des procédures par l e compilateur ). 
Il existe une table dictionnaire des procédures ) donnant pour 
chaque procédure, son adresse, l a taille de ses variables locales et 
de ses paramètres formels. 
Lors de la compilation d'un programme, le compilateur remplace les 
noms symboliques des variables par des adresses relatives, ( par 
rapport à des pointeurs de zones de données de procédures ) et les 
noms symboliques des procédures par les numéros de celles-ci. 
a : Appel à des procédures standard (ex: entrées-sorties 
de base, horloge temps réel .•• ). 
Ces procédures standard peuvent se concevoir comme une extension du 
jeu d'instructions de base. 
b : Appel à une procédure locale. 
Lors de 1 'appel, la procédure se trouve déjà en mémoire centrale. Un 
simple branchement, avec mise à jour des différents pointeurs, 
suffit. 
c : Appel à une procédure externe. 
Cette instruction ( qui n'est pas apparentée à la notion de 
référence externe ) permet une gestion efficace de la mémoire 
centrale. 
Des informations supplémentaires étant nécessaires, nous exposerons 
en détail cette instruction dans le chapitre suivant. 
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5. Les réalisations programmées. ( Exemple APPLE II ). 
Plusieurs systèmes [ i] r éalisent 1 'interprétation du CODE-P 
de manière programmée. Cette manière de procéder offre 1 'avantage 
de la simplicité, mais provoque les inconvénients suivants : 
- Vitesse d'exécution plus lente d'un programme traduit en 
CODE-P par rapport à un programme écrit dans le langage machine de 
l'ordinateur utilisé. 
Nécessité de conserver en mémoire, en permanence, la 
totalité del 'interpréteur de COOE-P. 
A titre d'exemple, voyons comment est réalisé 1 'interpréteur de 
COOE-P sur le micro-ordinateur APPLE II : 
La mémoire centrale del 'APPLE II est partagée comme suit : 
0000 à 00FF : Page zéro permettant un adressage court (45] 
sur 8 bits. Elle est utilisée par l'interpréteur de CODE-P. 
0100 à 01FF : Pile utilisée par le microprocesseur 6502 
pour les appels de sous-programmes et par 1 'interpréteur de CODE-P 
pour la pile d'évaluation. L'emplacement de la pile ne peut pas être 
choisi par le programmeur car, par construction, le microprocesseur 
6502 impose un pointeur de pile de 16 bits dont l'octet de poids 
fort contient toujours le chiffre hexadécimal l. 
[ ; ] Citons North Star, TRS 80, Heathkit basés sur des 
microprocesseurs Z80. 
APPLE II basé sur un microprocesseur 6502. 
Goupil basé sur un microprocesseur 6800. 
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0200 à 03FF : Cette partie de la mémoire contient 
certaines variables de 1 'interpréteur de CODE-P, ainsi que le buffer 
du clavier. 
0400 à 0BFF : Cette partie de la mémoire est affichée en 
permanence sur 1 'écran cathodique. Le rafraichissement s'effectue en 
DMA (Direct Memory ACCESS ou ADM = Accès direct à la mémoire). 
Si un terminal externe est uti l isé, cette partie de la mémoire est 
utilisée à d'autres fins [i]. 
0C00 à BFFF : Il s'agit de la partie de la mémoire 
centrale affectée à la pile et au tas. De BD00 à BFFF, on trouve 
les variables de 1 'interpréteur de CODE-P. Ces variables sont 
également connues du programme CODE-P se trouvant dans la pile. 
C000 
entrées-sorties. 
à CFFF A ces adresses se trouvent les 
Le microprocesseur 6502 possède les 
entrées-sorties projetées en mémoire. 
0000 à FFFF : L'accès à cette partie de la mémoire 
centrale est subordonné au positionnement d'une bascule. Dans un 
cas, le microprocesseur aura accès à 1 'interpréteur de CODE-P, dans 
1 'autre cas, le microprocesseur aura accès au BIOS. Cette bascule 
est positionnée par des lectures à certaines adresses [2] 
- C083 On sélectionne la page 2, c'est-à-dire le BIOS. 
- C08B : On sélectionne la pagel, c'est-à-dire 
1 'interpréteur de CODE-P. 
En réalité, seule la mémoire comprise entre D000 et DFFF est paginée 
2 pages de 4 Koctets). Il existe aux adresses comprises entre 
FFF0 et FFFF deux petits sous-programmes permettant les changements 
de pages. 
[i] Ce point sera détaillé dans le chapitre 4. 
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On observe un très petit nombre de changements de pages. 
En résumé 
- L'interpréteur de CODE-Pet le BIOS occupent ensemble 16 Koctets. 
La mémoire consacrée à l'affichage cathodique occupe une zone de 2 
Koctets. 
- Les zones occupées par les variables del 'interpréteur de CODE-P 
et par la pile d'évaluation occupent au total l Koctets. 
L'ut i lisateur dispose donc d'une mémoire de 45 Koctets ou de 43 K 
octets selon qu'il utilise ou pas un terminal externe. 
Chaque instruction du CODE-P est simulée par un petit programme 
écrit dans le langage machine du microprocesseur utilisé (6502 de 
MOS TECHNOLOGY). La dernière instruction de ces programmes sera un 
branchement inconditionnel [i] 
Tous les programmes sont placés séquentiellement en 
mémo i re centrale et les adresses de début des programmes sont placées 
dans une table. Il y a 256 instructions, mais seules les 128 
dern i ères, numérotées de 128 à 255 sont réalisées de la sorte et ont 
un point d'entrée dans la table. Une adresse occupant deux octets, 
une table de 128 adresses occupera 256 octets, nous verrons que 
cette longueur s'adapte bien au jeu d'i nstructions du microprocesseur 
utilisé. 
[ i ] Ces morceaux de programmes ne peuvent pas être des 
sous-programmes au sens habituel du terme, car la pile qui aurait dû 
contenir les adresses de retour est utilisée pour l'évaluation des 
expressions arithmétiques. 
Il n'est possible d'utiliser des sous-programmes que lorsque 1 'on 
est certain de revenir au programme principal avant toute évaluation 
d'expression arithmétique. 
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instruction 128 
instruction 129 
instruction 130 
instruction 131 
instruction 254 
instruction 255 
Table de branchements : 
1 1 poids fort de l'adresse de l'instruction 128 1 
1 2 faible 128 1 
I 3 
I 4 
I 5 
I 6 
I 252 
I 253 
I 254 
I 255 
fort 
faible 
fort 
faible 
fort 
faible 
fort 
faible 
129 I 
129 I 
130 I 
130 I 
254 I 
254 I 
255 I 
255 1 
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Fetch de la machine virtuelle. 
Désassemblage de 1 'interpréteur de CODE-P entre les adresses D240 et 
D25E (pagel) 
IPCfaible 
IPCfort 
SLOC 
TABLE 
TABLE + 1 
INCRE 
FETCH 
compteur programme poids faible. 
compteur programme poids fort. 
prograrrane exécutant les 128 instructions. 
adresse du début de la table poids faible. 
adresse du début de la table poids fort. 
INC IPCfaible ;Incrémenter le compteur programme. 
BNE FETCH 
INC IPCfort 
LDY #00 
LDA ~8, Y 
BPL SLOC 
ASL A 
STA TABLE 
JMP (TABLE) 
;Chargement du code opératoire. 
;Test si le code opératoire est> 128. 
;Calcul de 1 'adresse dans la table de 
branchements. 
;Branchement indirect. 
Explication de ce .programme : 
1 : Incrémenter le PC (compteur programme de la machine virtuelle). 
Le microprocesseur de 11 APPLE II ne possède que des 
registres de 8 bits. 
Le compteur programme de la machine virtuelle ayant 16 bits, ce 
compteur sera constitué de 2 octets en mémoire centrale. 
Pour 1 'incrémentation du compteur programme, on ajoutera 1 au 
premier octet et si celui-ci est égal à 0, on ajoutera l au deuxième 
octet. 
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2 . Chargement du code opératoire. 
Le microprocesseur 
1 'adressage indirect simple 
de 1' APPLE II ne possède pas 
mais uniquement deux formes plus 
compl exes de celui-ci 
- 1 'adressage indirect préindexé. 
- 1 'adressage indirect posti ndexé. 
On utilise ici 1 'adressage indirect postindexé en ayant soin 
d'in i tialiser 1 'index à 0. 
3 . Test si le code opératoire est< 128. 
Les codes opératoires inférieurs à 128 ( 80 en hexadécimal ) 
impl i quent le chargement d'une constante égale au code opératoire 
dans la pile. 
Pour ces instructions de chargement, il n'est pas nécessaire de 
passer par la table de branchements. 
4 . Calcul de 1 ' adresse dans la table de branchements. 
On multiplie le code opératoire par 2, par un décalage de 1 
position vers la gauche ( car une adresse occupe deux octets dans la 
table de branchements ). De cette manière, on obtient le déplacement, 
par rapport au début de la table de branchements, de 1 ' adresse du 
programme correspondant à l'instruction à exécuter . 
L'adresse du début de la table de branchements est 0000. Le 
déplacement est de maximum 256 ( FF en hexadécimal ). 
On place le déplacement dans 1 'octet de poids faible de 1 'opérante 
de 1 'instruction de saut indirect. Seul 1 'octet de poids faible de 
1 'adresse devra être modifié, 1 'octet de poids fort restant toujours 
égal à 00. 
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Voici les adresses du début et de la fin de la table de 
branchements : 
Début : 0000. 
FIN : D0FF. 
Conclusions. 
Dans le micro-ordinateur APPLE II, (microprocesseur 6502 
avec une horloge à 1 MHz.), le fetch dure 29 ms ou 34 ms selon que 
1 'on franchit ou pas une limite de page de 256 octets. 
On voit donc le ralentissement que peut provoquer 1 'interprétation 
du CODE-P, mais ici trois commentaires peuvent être faits 
1 . Une version interprétée de SPITBOL (SNOBOL4) a été 
implémentée à l' ILLINOIS INSTITUTE TECHNOLOGY [17]. Il est apparu 
que l'espace requis et le temps d'exécution avaient diminué par 
rapport au code généré par un compilateur FORTRAN habituel. 
Une autre réalisation [8] a donné un temps d'exécution semblable, 
mais avec un espace mémoire réduit de 10 à 20 % par rapport au code 
généré par un compilateur classique. 
2 • Il est évident que, dans le cas d'une interprétation 
tel l e qu'elle est conçue dans le micro-ordinateur APPLE II, le 
temps perdu 1 'est lors du FETCH du code opératoire. 
Il faut donc diminuer, autant que possible, le nombre 
d'instructions CODE-P générées par les compilateurs. Pour ce faire, 
les instructions CODE-P doivent être adaptées à la compilation de 
langage de haut niveau tel que Pascal. 
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3 . Le pseudo-code devient de plus en plus intéressant au 
fur et à mesure que la taille du programme s'accroit. En effet le 
coût de 1 'interpréteur de CODE-P s'amortit sur un plus grand nombre 
d'appels. 
De plus, la taille de l'interpréteur de CODE-P est fixe et 
constituera la plus grande partie de la mémoire occupée dans les cas 
d'exécution de petits programmes [ i ] . 
[ i ] Il est également possible de ne charger en mémoire centrale que 
les procédures de 1 'interpréteur de CODE-P nécessaires à 
1 'interprétation du programme courant [8 ] . Cette pratique sembie 
peu intéressante pour la conception d'une machine virtuelle telle 
que celle décrite ici. 
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6. Les réalisations microprogrammées. 
Il existe à 1 'heure actuel l e 2 micro-ordinateurs, basés 
sur des microprocesseurs dont le j eu d'instructions est le CODE-P. 
Ces 2 micro-ordinateurs sont : 
- Pascal 100. 
- Pascal Microengine. 
Il s'agit dans les deux cas du même type de 
microprocesseur, à savoir un microprocesseur 16 bits de WESTERN 
DIGITAL, mais les possibilités des deux appareils sont différentes. 
En effet, le micro-ordinateur Pascal 100 comporte deux 
microprocesseurs le microprocesseur de WESTERN DIGITAL 
microprogrammé avec le CODE-P et un microprocesseur 8 bits 
(Z80 de ZILOG). 
Le micro-ordinateur Pascal Microengine, quant à lui, ne comporte 
qu'un seul microprocesseur. 
Cette 
micro-ordinateurs 
différence 
apparait 
inconvénients résumés ci-dessous 
de conception entre les deux 
largement dans les avantages et 
Avantages des systèmes microprogr ammés 
- Grâce à la microprogrammation du CODE-P, 1 'exécution 
d'un programme est beaucoup pl us rapide qu'avec une interprétation 
du CODE-P (de 4 à 9 fois plus rapide). 
- Un interpréteur de CODE-P résident n'est plus 
nécessaire, ce qui permet de gagner une dizaine de K. octets. On 
peut donc, avec la même taille de mémoire centrale, exécuter de plus 
grands programmes. 
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- L' initialisation du système est plus rapide 
car il ne faut plus charger l'interpréteur de CODE-Pen mémoire 
centrale. 
Inconvénients des systèmes micropr ogrammés 
- Il n'existe pas d'assembleur pour le CODE-P. Il est donc 
très difficile d'écrire des programmes directement en CODE-P. 
De plus le choix des langages est actuel l ement assez restreint. Cet 
inconvénient n'existe que partiellement pour le micro-ordinateur 
Pascal 100, car celui-ci peut parfaitement fonctionner avec le Z80 
et, de ce fait, utiliser tous les l ogic i els écrits pour ce 
microprocesseur. 
- Il est possible que le CODE-P utilisé évolue. Une 
réalisation microprogrammée sera, elle, très peu adaptable. 
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Conclusions. 
Voici un tableau reprenant les temps de compilation et 
d'exécution d'un programme, ceci avec différents types de matériels 
[Byte sptembre 1981 ] : 
Exécution sur des micro-ordinateurs 8 bits et 16 bits 
Compilateur matériel temps de compilation temps d'exécution 
et de chargement 
NBS Pascal POP 11 /70 2.68 2.6 
RSI Pascal 68000 4MHz 10.2 
UCSD Pascal Pascal 100 12 54 
Ithaca Pascal Z80 4MHz 124 109 
UCSD Pascal Z80 4MHz 14 239 
Pascal M Z80 4MHz 50 450 
UCSD Pascal APPLE II 43 516 
Les temps de compilation et d'exécution sont exprimés en secondes. 
Ce tableau appelle les commentaires suivants 
l • Le compilateur étant un programme comme les autres, il est 
remarquable que certains systèmes compilent rapidement et exécutent 
lentement, et que d'autres systèmes compilent lentement et exécutent 
rapidement. 
Bien sûr, le matériel utilisé influence le temps de chargement et de 
compilation, en raison des nombreux accès aux mémoires de masse 
nécessaires, mais ici les différences sont énormes. Il semble que 
certains réalisateurs de comp · lateurs ont mis plus de soin à la 
réalisation de leur programme que d'autres. 
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2 • La version standard du Z80 possède une horloge de 2MHz. Pour 
pouvoir comparer valablement les temps d'exécution des 
micro-ordinateurs basés sur des microprocesseurs Z80 avec les autres 
machines reprises au tableau, il convient de multiplier par 2 les 
temps observés pour les micro-ordinateurs Z80. 
La réalisati~n de machines virtuelles possédant un jeu 
d'instructions répandu et bien adapté à la compilation des langages 
de haut niveau pa~ait être une bonne solution. Cependant les 
progrès technologiques vont très vite et on trouve déjà actuellement 
sur le marché, un microprocesseur 8 bits possédant 1 'adressage 
relatif sur toute l'étendue de la mémoire, la multiplication câblée 
de 2 nombres de 8 bits, etc (microprocesseur 6809 MOTOROLA). 
Les micro-processeurs 16 bits vont encore beaucoup plus loin. Dès 
lors, il est permis de se demander si 1 'utilisation d'un CODE-P se 
justifie encore pour d'autres raisons que pour des raisons purement 
commerciales . 
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7. -Présentation des utilitaires du système et de leur utilisation. 
Les utilitaires les plus importants et les plus fréquemment 
appelés peuvent être invoqués par 1 'appui sur une seule touche : 
"E" : "EDITOR". Il s'agit d'un éditeur d'écran relativement 
puissant. 
Cet éditeur peut être paramétré de manière à pouvoir créer soit des 
programmes, soit du texte courant [ i ] . 
11 F11 : "FILER Il. Il s'agit du programme utilitaire manipulant 
les fichiers. Il est possible de créer, copier, changer de nom, 
supprimer des fichiers. 
"C" : "COMPILER". Il s'agit d' un appel au compilateur se trouvant 
sur la disquette qui a servi au chargement du système. 
"L" "LINKER". Il s'agit d'un appel à l'éditeur de liens. 
"A" : "ASSEMBLER". Il s'agit d'un appel à 1 'assembleur se trouvant 
sur la disquette qui a servi au chargement du système. 
11 0" : "DEBUGGER". I 1 s I agit d I un appe 1 au I debugger 1 • Norma 1 ement 
celui-ci est absent et lors de 1 'appel, le système répond par : 
"No debugger in system". 
Un exemple d'implémentation d'un debugger sera donné à la fin du 
chapi tre 2. 
[ i ] Le texte de ce mémoire a été composé à 1 'aide de cet éditeur. 
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Au niveau de base, 1 'interpréteur de commandes présente la ligne 
suivante 
Command: E(dit,R(un,F(ile,C(omp,L(ink,X (ecute,A(ssem,D(ebug, ? (1.1 ) 
ou 
Command: U(ser restart,I(nitial i se,H(alt,S(wap,M(ake exec 
La seconde ligne est visible si l'utilisateur a demandé un 
complément d'information au sujet des commandes possibles (option 
1? 1 ) • 
La lettre majuscule indique l'abréviation utilisée pour désigner la 
commande. Après la parenthèse se trouve, en minuscules, le nom 
complet de la commande. 
Par exemple : 
E = Exécution del 'éditeur 
C = Exécution du compilateur etc ... 
Il faut noter que les deux lignes ci-dessus peuvent se 
présenter de manière abrégée lorsque l'utilisateur a précisé 
l'option 11 SLOWTERM 11 lors de la configuration du système (voir 
1 'utilitaire 11 SETUP.CODE 11 présenté ci-dessous) . 
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Il existe également une commande combinée permettant la 
compilation, l'édition de liens et l'exécution à l'aide d'une seule 
commande : "R" = "RUN". 
Les cinq commandes simples sont 
"U" : "USER RESTART". On exécute à nouveau le programme qui vient de 
se terminer. 
"I" : "INITIALISE". On effectue un 'WARM BOOT' du système, 
c'est-à-dire une initialisation sans recharger 1 'interpréteur de 
CODE-P. 
"H" : "HALT". On effectue un 'COLD BOOT' du système, c'est-à-dire 
une initialisation avec rechargement du système d'exploitation. 
Si avant d'exécuter la commande "H", on a placé une disquette 
contenant un autre système d'exploitation dans le lecteur servant au 
chargement, il y a initialisation de ce nouveau système 
d'exploitation. 
"S" : "SWAP". Cette commande permet 1 'exécution de plus grands 
programmes. En effet, on obligera le système à éliminer à tout 
moment les segments non utilisés. 
"M" : "MAKE EXEC". Cette commande permet de créer des fichiers de 
commandes. 
L'exécution d'un programme utilisateur ou d'un utilitaire 
non repris ci-dessus se fera via la commande "X"= "EXECUTE". 
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Voici la liste des utilitaires pr i ncipaux 
LIBRARY.CODE : Cet utilitaire permet de créer des librairies. 
Cependant, comme les programmes compilés et les librairies ont la 
même structure, cet utilitaire permettra également de substituer â 
1 'intérieur d'un programme un segment par un autre. Cette astuce a 
été ut il i sée lors de la conception du 'debugger'. 
LIBMAP .CODE . Cet utilitaire permet de lister tous les segments se . 
trouvant dans un programme ou dans une librairie. 
SETUP.CODE : Cet utilitaire permet de changer la configuration du 
système en fonction de 1 'utilisation d'un certain type de 
périphérique. Il est ainsi possible de définir les caractères de 
contrôle nécessaires pour un terminal donné, de définir les 
dimensions de 1 'écran (nombre de lignes et de colonnes) et de 
préciser si 
imprimant. 
réduire la 
1 'on travaille sur écran cathodique ou sur terminal 
L'option "SLOWTERM" (pour terminal imprimant) permet de 
taille des messages du système et, de ce fait, de ne pas 
trop ralentir le travail â la console. 
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Chapitre 2. 
Etude du système de segmentation. 
1. Raisons de la segmentation. 
Les micro-ordinateurs ont une mémoire centrale de taille 
relativement réduite, généralement inférieure à 64 Koctets. 
Ceci est dû à la structure même des microprocesseurs 8 bits actuels 
qui ont un bus d'adresses de 16 fils. 
Pour permettre 1 'exécution de très gros programmes, deux 
solutions sont possibles : 
a : Certains micro-ordinateurs ont une taille de mémoire centrale 
supérieure à 64 K. octets, mais cette mémoire centrale est alors 
constituée d'un certain nombre de 'blocs'; un système d'adressage 
spécial doit être mis en oeuvre pour passer d'un bloc à un autre . 
b : Pour permettre 1 'exécution de programmes d'une taille 
supérieure à la taille de la mémoire centrale, un système de 
segmentation des programmes peut être utilisé. Ce système permet à 
l'utilisateur de découper son programme en différentes parties, 
appelées segments. Ces différentes parties seront chargées en 
mémoire centrale au fur et à mesure de leur activation. Dans ce 
cas, la taille maximale d'un programme n'est limitée que par le 
nombre maximum de segments autorisés. 
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Dans le cas 
généralement des 
mini-disquettes 
temps d'accès 
des micro-ordinateurs, les mémoires de masse sont 
disquettes souples (8 pouces de diamètre) ou des 
souples (5.25 pouces de diamètre) magnétiques. Les 
de ces périphéri ques varient en général de 100 a 500 
[36], et sont beaucoup trop longs pour envisager la millisecondes 
gestion d'une mémoire virtuelle. I l faut donc réduire au strict 
minimum le nombre des accès physiques aux disques ou disquettes 
souples. De plus, les micro-ordinateurs ne possèdent généralement 
pas les possibilités 1 HARDWARE 1 nécessaires à une bonne gestion de 
la mémoire par pagination [i ] . 
Cependant il n1 est pas impossible que, dans un proche 
avenir, les données du problème soient complètement modifiées, pour 
deux raisons 
d 1 abord les micropr ocesseurs 16 bits de 1 a neuve 11 e · 
génération (68000 de Motorola et Z8000 de Zilog [ 35] ) ont une 
capacité d'adressage beaucoup plus grande ( jusqu'à 16 Méga octets; 
24 fils d'adresses ); 
ensuite l'apparition de disques durs à prix compétitif, 
et peut-être de mémoires à bulles magnétiques de grande capacité et 
bon marché . 
[ i ] Sur les microprocesseurs 8 bits actuels, une interruption est 
toujours prise en compte entre 2 instructions, une instruction est 
toujours exécutée d'un seul trait. Il n'est donc pas possible 
d'interrompre 1 'exécution au mi lieu d'une instruction parce que les 
données nécessaires à l'exécution de cette instruction ne sont pas 
présentes en mémoire centrale ( défaut de page ). 
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2. Principe de la segmentation. 
Le système d'exploitation UCSD Pascal permet la découpe 
d'un programme 
programme, il 
nombre réduit 
et déchargement 
d'exploitation . 
en plusieurs segments. Pendant l'exécution d'un 
n'y aura simultanément en mémoire centrale qu'un 
de segments; les changements de segments ( chargement 
sont effectués automatiquement par le système 
La segmentation adoptée, oblige le programmeur à un 
découpage des programmes en segments. 
Il est bien évident que si 2 ou plusieurs segments s'appellent 
mutuellement un grand nombre de fois, il y aura un grand nombre de 
chargements et déchargements, ce qui entraînera un grand nombre 
d'accès physiques aux disques, ce qui dans certains cas entraînera 
un temps d'exécution exagérément long. On retrouve ici les 
techniques d'overlay des anciens systèmes (DOS, etc ... ). 
C'est donc 1 'utilisateur qui doit effectuer une découpe 
intelligente de son programme. 
3. Exemples. 
Nous présentons ci-dessous un exemple de segmentation. 
Cet exemple n'a qu'une valeur pédagogique, et ce, pour deux raisons 
- Le programme est très court. Il n'y a donc pas de 
problème d'encombrement de la mémoire centrale. 
- Ce programme ne permet pas de découpe en segments 
satisfaisante. 
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(* exemple 1 : Ce programme trie un tableau de 100 nombres par la 
méthode du tri SHELL sans utiliser la segmentation*) 
PROGRAM ESSAil; 
const nb=100; 
var ech,ecart,i:integer; 
tab:array[l •• nb] of integer; 
procedure echange; 
var x:integer; 
begin 
x:=tab[i]; 
tab[i]:=tab[i+ecart]; 
tab[i+ecart] :=x 
end; 
begin 
for i:=1 ta nb do 
read(tab[i]); 
writeln('tableau non classe'); 
writeln; 
writeln; 
ecart:=nb; 
repeat 
ecart:=ecart div 2; 
repeat 
ech:=0; 
for i:=1 ta nb-ecart do 
begin 
end 
if tab[i]>tab[i+ecart] then 
begin 
ech:=1; 
echange 
end 
unti1 ech=0 
until ecart=l; 
writeln('tableau classe'); 
end. 
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Le programme est constitué de 2 parties. 
- Une procédure "ECHANGE" qui intervertit 2 éléments du tableau de 
départ. 
- Le programme proprement dit, qu i est composé de 3 boucles 
imbriquées. C'est à l'intérieur de la troisième boucle que l'on 
fera appel si nécessaire à la procédure échange. 
La compilation de ce programme genere un fichier 
exécutable enregistré sur la mi ni~disquette. Lors del 'exécution de 
ce fichier exécutable, le code objet est tout d'abord placé 
entièrement en mémoire centrale, ensuite 1 'exécution est lancée. 
Il s'agit du cas le plus classique où le programme 
principal et la procédure "ECHANGE" se trouvent simultanément en 
mémoire centrale. Dans ce cas, un appel à la procédure "ECHANGE" se 
simpl~ branchement ( il faudra néanmoins mémoriser traduira par 
l'adresse de 
un 
retour et mettre à jour un certain nombre de pointeurs 
permettant 
[ 25 ] )). 
l'accès aux variables locales ( mise à jour du "display" 
Le programme ESSAil consti t ué d'un seul segment s'exécute 
en 3 secondes environ. 
Il sera nécessaire si l a taille du programme devient 
importante de scinder le programme en 2 ou plusieurs segments. Dans 
notre exemple, la procédure "ECHANGE" et le programme principal 
constitueront chacun un segment. Ces 2 segments se trouveront 
alter nativement en mémoire centrale. Le programme ESSAI2 donne un 
exemple de cette possibilité. 
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(* exemple 2 : Ce programme trie un tableau de 100 nombres par la 
méthode du tri SHELL ( programme segmenté ) *) 
PROGRAM ESSAI2; 
const nb=l00; 
var ech,ecart,i:integer; 
tab:array[l • • nb] of integer; 
segment procedure echange; 
var x:integer; 
begin 
x:=tab[i]; 
tab[i]:=tab[i+ecart]; 
tab(i+ecart] :=x 
end; 
begin 
for i:=l to nb do 
read(tab[i]); 
writeln( 'tableau non classe'); 
writeln; 
writeln; 
ecart:=nb; 
repeat 
ecart:=ecart div 2; 
repeat 
ech:=0; 
for i:=1 to nb-ecart do 
begin 
if tab[i]>tab[i+ecart] then 
begin 
ech:=1; 
echange 
end 
end 
until ech=0 
until ecart=l; 
writeln( 'tableau classe'); 
end. 
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Ce programme constitué de 2 segments s'exécute en environ 
50 secondes, non compris le temps de lecture des données. Bien 
entendu, il s'agit d'un découpage en 2 segments très mal choisi, 
( un programme comme celui de cet exemple, qui ne contient pas de 
procédures peu fréquemment appelées, ne permet pas de découpe 
satisfaisante en segments ), mais cet exemple illustre bien la perte 
de temps que peut entraîner une mauvaise perception du problème. 
L'utilisateur doit donc pouvoir évaluer le nombre de fois que chaque 
procédure sera appelée, et par quelle autre procédure elle sera 
appelée. Cette contrainte peut devenir très gênante dans le cas 
d'une modification d'un programme existant. 
La découpe en segments peut s'avérer très utile, et même 
efficace, pour des procédures d'initialisation ou de récupération 
d ' erreurs, car dans ce cas, ces procédures n'encombreront pas la 
mémoire centrale pendant 1 'exécution du corps du programme. 
4. Les réalisations possibles. 
Sur les ordinateurs classiques, généralement, un mécanisme 
câblé établit la correspondance entre adresses virtuelles et 
adresses physiques. 
Le temps de réaction de ce dispositif câblé est négligeable par 
rapport au temps d'accès à la mémoire centrale (10 à 50 nanosecondes 
pour le dispositif câblé, de 1 'ordre de l microseconde pour la 
mémoire centrale). 
Lors de 
pas accessible 
interrompu et 
interruptions qui 
l'exécution d'une instruction, si 
défaut de page par exemple ) , 
passe la main à une routine 
se chargera de placer en mémoire 
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1 'opérante n'est 
le programme est 
du gérant des 
la zone de code 
configurations 
importantes, les entrées-sorties sont gérées par des processeurs 
indépendants du processeur principal ). 
ou de données désirée ( actuellement, sur les 
La mémoire centrale est physiquement constituée de plusieurs parties 
et deux processeurs différents peuvent accéder simultanément à la 
mémoire centrale, à condition que les zones adressées soient 
physiquement distinctes. Dans ces conditions, les échanges de 
données avec les périphériques rapides ne monopoliseront pas le 
processeur principal ) . A la fin d'une opération d ' entrée-sortie, 
lorsque le programme utilisateur reprendra son exécution, toutes les 
références pour l 1 instruction interrompue seront satisfaites et 
1 'exécution du programme pourra se poursuivre. 
Sur les micro~ordinateurs, ce mécanisme câblé n'existe pas 
sauf pour des appareils de haut de gamme, mais ceux-ci sont plutôt 
à placer parmi les miniordinateurs, du moins par leur prix [i ] ). 
Toutes les opérations de gestion des segments doivent être réalisées 
par logiciel, avec tous les inconvénients que cela apporte 
( augmentation du temps d'exécution par exemple ). 
[i ] De plus, ce mécanisme câblé n1 est pas intégré sur la puce du 
microprocesseur, mais est réalisé en circuits intégrés classiques à 
moindre intégration. 
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C'est une des raisons qui ont plaidé en faveur du choix 
d'un P-CODE et de son interprétation, malgré les inconvénients. Les 
systèmes d'exploitation pour micro-ordinateurs n'offrent en général 
que peu de possibilités de gestion de la mémoire, le plus souvent 
seul un chainage des prograrTVTies avec une zone de données 
préservée est possible. 
Une deuxième raison est la difficulté d'écrire des programmes 
relogeables, du moins pour la majorité des microprocesseurs actuels; 
la nouvelle génération de mi croprocesseurs permet un adressage 
relatif sur toute l'étendue de la mémoire centrale, alors que les 
microprocesseurs actuels les plus courants ( 8080, Z80, 6800, 6502 ) 
ne le permettent que pour un déplacement de 128 octets ( en avant ou 
en arrière, le déplacement étant codé sur 8 bits ). 
L'i nterprétation d'un P-CODE autorise tous les modes d'adressage 
possibles puisque les instructions de la machine virtuelle sont 
simulées sur l'ordinateur hôte. 
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5. La gestion des segments sous UCSD-Pascal o 
Les possibilités offertes. 
Le système d'exploitation UCSD-Pascal permet l'utilisation 
de 15 segments. Chaque segment porte un numéro logique ( déterminé 
par le compilateur ou par 1 'éditeur de liens ) et un numéro physique 
( déterminé par la position du segment sur le disque ). Le système 
cont i ent une table à 16 entrées contenant les adresses et les 
longueurs des différents segments sur le disque. Le système fait 
référence aux différents segments via leur numéro logique. 
En Pascal, le découpage en segments est assez restrictif. 
On ne peut déclarer comme segments que des procédures et des 
fonc t ions ( voir 1 'exemple ESSAI2 ). Une procédure ou une fonction 
doit se trouver dans un seul segment, mais un segment peut contenir 
plusieurs procédures ou fonctions ( maximum 149 ). Il n'y a jamais 
de segments de données. 
!----segment -----procédure 1 
1 
1 !----procédure 2 
!----procédure 1 
programme-----1----segment 2 -~~--procédure 2 
1 
1 !----procédure 3 
!-~--procédure 1 
1 
!----segment 3 ~-~--procédure 2 
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La réalisation. 
Il existe une instruction P-CODE qui manipule les 
segments. 
CXP X,Y CALL EXTERNAL PROCEDURE 
Appel de la pr océdure Y se trouvant dans le 
segment X). 
Appel à une procédure se trouvant dans un autre segment. 
Lors de 1 'appel, le système parcourt la liste des segments actifs 
( un segment est actif s'il se trouve déjà en mémoire centrale ) • 
Si le segment appelé est déjà en mémoire centrale, il y a sauvetage 
de 1 'adresse de retour, calcul de 1 'adresse de la procédure et de 
différents pointeurs, et branchement. Si le segment appelé n'est 
pas en mémoire centrale, il y a chargement du segment [i], sauvetage 
de 1 'adresse de retour, calcul de 1 'adresse de la procédure et des 
différents pointeurs et branchement. 
[i] Lors du chargement d'un segment en mémoire central~ celui-ci 
est placé au sommet de la pile. L'utilisateur n'a donc pas la 
poss i bilité de choisir 1 'adresse physique de chargement. 
oui 
!non 
1 1 
1--- .-- -- - .. -- .-----1 
1 
1 
1 
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Le segment appelé se trouve-t-il 
déjà en mémoire centrale? 
Chargement du segment demandé 
à partir de la disquette. 
Le fichier contenant le code généré o 
La compilation d'un programme composé de plusieurs 
segments va generer un fichier 'CODE' qui sera enregistré sur 
disque. Celui-ci est découpé en blocs de 512 octets [i]. 
[i] Nous verrons au chapitre 4 la raison de la taille de ces blocs. 
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Le premier bloc contiendra le dictionnaire des segments, 
les blocs suivants contiendront le code objet proprement dit. Un 
segment devant toujours commencer en début de bloc, il en résulte 
une perte de place entre 2 segments, perte qui sera en moyenne d'un 
demi-bloc entre chaque segment, c'est-à-dire au total, un nombre de 
blocs égal au nombre de segments divisé par 2 [i]. 
Dans un segment, tous les objets sont adressables 
relativement à l'origine du segment. A chaque objet est associée 
une adresse relative R telle que 0<=R<=L (L = longueur du segment). 
Il s'agit d'une adresse virtuelle car elle est indépendante de toute 
localisation du segment dans la mémoire centrale et donc des 
adresses physiques [30]. Seules les adresses virtuelles peuvent 
figurer dans les instructions; la correspondance entre les adresses 
virtuelles et les adresses physiques se fait par la simple addition 
de 1 'adresse virtuelle et d'un pointeur indiquant l'adresse physique 
du premier objet d'un segment. 
[i] Voir en annexes 2 et 5 les codes générés pour les programmes 
ESSAil et ESSAI2. 
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Lors de 1 'exécution d'un segment, la pile est étendue avec 
les codes des procédures constituant ce segment. Toutes les 
procédures d'un segment sont donc chargées en une seule fois. Il y 
aura création d'une zone de variables locales lors de chaque appel 
de procédure ( La zone de variables locales contiendra également une 
série de pointeurs vers les zones de variables locales précédentes, 
etc o .. ) . 
Exemple La structure de la pile pendant 1 'exécution de la 
procédure "ECHANGE" est présentée . sur la figure ci-dessous 
en a pour le programme ESSAI 1 non segmenté ) ' 
et en b pour le programme ESSAI2 ( segmenté). 
1 
, I 
SEGMENT 1 
procédure 
"ECHANGE" 
programme 
principal 
---------------
zone de 
données 
VARIABLES 
GLOBALES 
---------------
zone de 
données 
VARIABLES 
LOCALES 
1 
1 
-----------------
non segmenté 
ESSAI l 
a. 
SEGMENT l 
1 pr ogramme 
1 principal 
1 
1---------------
zone de 
données 
VARIABLES 
GLOBALES 
SEGMENT 2 
procédure 
"ECHANGE" 
zone de 
données 
VARIABLES 
LOCALES 
segmenté 
ESSAI2 
b. 
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Un segment se trouvera en mémoire aussi longtemps qu 1 il 
sera actif ( aussi longtemps qu 1 une des procédures contenues dans ce 
segment se trouvera dans la chaine d1 exécution ) . 
Lorsqu'il deviendra inactif ( retour à la procédure appelante) , 
l •espace mémoire qu 1 il occupait redeviendra libre pour charger un 
autre segment. 
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Il n'y a jamais sauvetage temporaire d'un segment, car à la fin de 
1 'exécution d'un segment, les variables qui lui font suite dans la 
pile ne sont connues que des procédures et fonctions de ce segment 
( variables locales à ces procédures et fonctions ) et ne doivent 
pas être récupérées lors d'un autre appel à ces procédures et 
fonctions. 
S'il s'agit d'un appel récursif ou d'un appel croisé, le 
segment contenant la procédure désirée se trouvera déjà en mémoire 
centrale. Dans ce cas, il y aura seulement création, dans la pile, 
d'une zone de variables loca l es ( voir au chapitre 1 les exemples 
donnés pour la gestion des appels de procédures ) . 
Un 
possibilité 
créer des 
des gros avantages du découpage en segments, outre la 
de créer de très gros programmes, est la possibilité de 
procédures et fonctions utilisables par plusieurs 
programmes ( 'Intrisic Unit'). 
Ces procédures peuvent être 
bibliothèque ( Voir le listing 
Il n'y a pas d'édition de 
compilées séparément et 
en annexe 9 ) . 
liens, les références 
placées en 
aux objets 
extérieurs étant faites par l e compilateur à 1 'aide de directives 
spéciales. Dans ce cas, les différ ents segments sont placés dans 
des fichiers distincts (Voir figure ci-dessous.) 
SEGMENT 1 
programme principal 1 
fichier ".code" 
SEGMENT 2 
procédure 
Fichier "System. library" 
52 
Deux ou plusieurs programmes peuvent faire référence à une 
même procédure se trouvant dans la librairie. 
Le système d'exploitation utilise cette possibilité pour 
les procédures de gestion des nombres réels. Ces procédures 
( fonctions trigonométriques, lecture et écriture de nombres réels, 
etc ... ) sont compilées séparément et placées en bibliothèque. 
Lors de l'utilisation, le progr ammeur doit simplement donner le nom 
du segment contenant les procédures ( option 'USES' du compilateur 
Pacsal ) et veiller pendant 1 'exécution à ce que le fichier 
contenant la bibliothèque se trouve en ligne. 
Cette solution Intrinsic Unit ) devra être choisie si 
plusieurs programmes utilisent les mêmes procédures ou fonctions, 
car dans ce cas on économise l'espace sur les mémoires de masse. 
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Détails du dictionnaire de segments. 
Le dictionnaire de segments est constitué de 5 parties. 
l: une zone contenant 32 nombres entiers ( nombres de 16 
bits représentant les adresses des premiers secteurs et les 
longueurs de~ différents segments. 
2: Une zone contenant 16 chaines de caractères, de 8 
caractères chacune, représentant les noms des différents segments. 
3: Une zone contenant diverses informations concernant 
les différents segments ( programme principal, unit, segment déjà 
relié; adresse de la description des variables globales ) . 
4: Une zone contenant une chaine de caractères 
représentant une note placée par le programmeur. Il s'agit le plus 
souvent d'un copyright. Celui-ci est placé par le compilateur 
option 11 (*C *) 11 du compilateur) ou par l'utilitaire de création 
des librairies ( par la commande "Notice" ) . 
5: Une zone contenant les numéros des segments, la version 
du compilateur utilisé, etc ... 
Nous présentons ci-dessous deux exemples de dictionnaire de 
segments tels qu'ils sont donnés par l'utilitaire 1 LIBRARY.CODE 1 • 
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a ) Voici le dictionnaire des segments du système d'exploitation 
"SYSTEM.PASCAL" les numéros entre parenthèses sont les numéros 
1 ogi ques ) : 
0-( 0) PASCALSY 2376 8- 0 
1 - ( 1 ) USERPROG 56 9- 0 
2-( 2) DEBUGGER 62 10- 0 
3-( 3) PRINTERR 1034 11- 0 
4- ( 4) INITIAL! 2990 12- 0 
5-( 5) GETCMD 3182 13- 0 
6- 0 14- 0 
7- 0 15- 4636 
(c) Regents of the University of California, UCSD, 1979 
Assez paradoxalement, les noms des segments ne 5ont jamais 
utilisés, mais certains utilitaires reconnaissent la présence ou 
l'absence d'un segment par la présence ou l'absence de son nom dans 
le dictionnaire des segments ( exemple : l'utilitaire LIBRARY.CODE ). 
b ) Certains réalisateurs de programmes utilisent les noms des 
segments pour placer un copyright. Exemple: Compilateur FORTRAN 
0- 0 8-( 8) MPUTER I 2378 
1-( l) FORTRAN: 1844 9-( 9) NC. ALL 1666 
2- 0 10-(10) RIGHTSRE 5304 
3- COPYRI 0 11-(11) SERVED 4380 
4- GHT 1980 0 12-(12) (R.WIGGI 13854 
5- BY 0 13- ( 13) NTON WAS 6666 
6- 0 14-(14) HERE) 2114 
7-( 7) APPLE CO 5162 15- 0 
6. L' exécution d'un programme. 
Introduction. 
Supposons 
util i sateur, écrit 
que l'on 
en 1 angage 
sera d'abord 
contenant le 
compilé, ce 
code objet. 
qui 
Le 
veuille 
Pascal. 
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exécuter un programme 
Ce programme utilisateur 
au·ra pour effet de créer un fichier 
compilateur Pascal,fourni avec le 
système d'exploitation,a la part~cularité que les fichiers contenant 
les codes objets générés ne nécessitent pas d'édition de liens et 
peuvent être chargés tels quels en mémoire centrale [i ] . 
Si le programme utilisateur est écrit dans un autre 
langage ou si ce programme utilise des procédures et fonctions 
compilées séparément, une édition de liens sera nécessaire [ii]. 
L'éditeur de liens est un programme utilitaire qui rétablit les 
références manquantes et crée un fichier contenant le code objet 
exécutable. 
A partir de ce moment, pour exécuter le programme, il 
suffit de charger celui-ci en mémoire centrale, à une adresse 
préalablement choisie ( sur les micro-ordinateurs, cette adresse est 
[i] Bien entendu, 1 'édition de liens sera nécessaire si le programme 
utilise des procédures et fo nctions compilées séparément et se 
trouvant dans un autre fichier. 
[ii] Le compilateur FORTRAN possède par exemple un ensemble de 
procédures précompilées qui se trouvent dans la librairie FORTRAN. 
Ces procédures sont indispensables pour permettre 1 'exécution d'un 
programme c'est le cas par exemple de la procédure "EXIT") et 
constituent le "RUN TIME PACKAGE ". 
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presque toujours la même ), et d'effectuer un branchement à la 
première instruction de ce programme. 
programme utilitaire, le chargeur [ i ] . 
C'est le rôle d'un autre 
chargeur 
table des 
Dans le cas du système d'exploitation UCSD-Pascal, le 
est très réduit. Il s'agit d'une procédure qui modifie la 
segments ( table située en mémoire centrale et contenant 
des informations contenues dans le dictionnaire des 
programme en trai n de s'exécuter ) en y plaçant les 
une partie 
segments du 
nouveaux segments à charger en mémoire centrale. Les routines de 
gestion des segments feront le reste, c'est-à-dire, placer le code 
objet en mémoire centrale au moment voulu. 
Analyse du programme "PASCALSYSTEM". 
Le noyau [ii ] du système d'exploitation est écrit en 
Pascal Programme "PASCALSYSTEM" ) . Il est constitué de 8 segments 
les numéros logiques de ces segments sont compris entre 0 et 6 
pour les 7 premiers segments, quant au dernier segment, il porte le 
numéro 15 ). 
Voici la liste des segments du programme 
"PASCALSYSTEM"(listing fourni par 1 'utilitaire "LIBMAP.CODE") . 
[i ] Il existe d'autres méthodes, par exemple "CODE AND GO". De plus 
certains systèmes intègrent en un seul programme l'éditeur de liens et 
le chargeur. 
[ ii ] Nous appellerons noyau du système d'exploitation le programme 
contenu dans le fichier "SYSTEM.PASCAL". 
Il s'agit de la partie du système d'exploitation devant 
obligatoirement se trouver en ligne lors de 1 'utilisation de 
l'ordinateur. Le noyau ne comprend donc pas les compilateurs, ni les 
différents utilitaires du système. 
LIBRARY MAP FOR system.pascal 
***************************** 
Segment 0 0: 
Pre-II.l segment 
PASCALSY comp1etely linked segment 
Segment O 1: 
System version= 3.0, code type is P-Code (least sig. 1st) 
USERPROG completely linked segment 
Segment O 2: 
System version= 3.0, code type is P-Code (least sig. 1st) 
DEBUGGER · completely linked segment 
Segment O 3: 
System version= 3.0, code type is P-Code (least sig. 1st) 
PRINTERR completely linked segment 
Segment O 4: 
System version= 3.0, code type is P-Code (least sig. 1st) 
INITIAL! completely linked segment 
Segment O 5: 
System version= 3.0, code type is P-Code (least sig. 1st) 
GETCMD completely linked segment 
Segment O 6: 
System version= 3.0, code type is P-Code (least sig. 1st) 
FILEPROC completely linked segment 
Segment 0 15: 
Pre-II.1 segment 
NONAME completely linked segment 
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Signification 
segments : 
des informations contenues dans la carte des 
- Numéro du segment. 
- Numéro de la version du système d'exploitation utilisée 
lors de la compilation du segment. 
- Type de code objet. si le segment est constitué de 
procédures écrites en assembleur del 'ordinateur hôte, le type de 
processeur est indiqué ) 
existe 
rangés 
octet : 
- Informations concernant la machine virtuelle. ( Il 
deux types de machines virtuelles selon la manière dont sont 
les nombres de 16 bits dans une mémoire centrale orientée 
octet le plus significatif à l'adresse haute ou pas ) . 
- Le segment est-il déjà relié ou pas ( Intrinsic Unit ou 
Regular Unit ). 
le squelette du programme source du noyau du système 
d'exploitation se trouve en annexe 10) 
- Le segment numéro 0 est constitué par le programme 
principal. 
- Les segments l et 2 sont assez particuliers et sont 
détaillés au paragraphe suivant. 
- Le segment numéro 3 est contitué d'une procédure. Il 
est appelé lorsqu'une erreur est détectée pendant l'exécution d'un 
programme ( exemple : division par zéro ). 
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Le segment numéro 4 sert à initialiser le système 
initialisation des pointeurs de la pile et du tas, et des 
variables utilisées par le système d'exploitation) . 
commandes. 
Le segment numéro 5 constitue 1 'interpréteur de 
Il lit un caractère au clavier et exécute la fonction 
correspondante. 
Le segment numéro 6 gère les fichiers. 
- Le segment numéro 15, ne portait pas de nom~ ce nom a 
été ajouté pour pouvoir manipuler ce segment plus aisément 
certains utilitaires reconnaissent la présence ou 1 'absence d'un 
segment par la présence ou 1 'absence d'un nom valide pour ce 
segment ). 
Pour ces raisons, nous avons donné le nom 1 NONAME 1 au segment 15. 
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Les segments l et 2. 
Le premier segment autorise l'exécution d'un programme 
"utilisateur", 
"DEBUGGER". 
tandis que le deuxième permet l'exécution du 
L1 exécution d 1 un programme utilisateur. 
Dans le programme principal existe un appel à la procédure 
numéro l du segment 1 (USERPROGRAM). L'instruction dans le 
programme "PASCALSYSTEM° effectuant cet appel -est simplement 
USERPROGRAM; 
ce qui sera traduit par le compilateur par 
CXP 01,01 ;(Call eXternal Procedure segment 1 
procedure l) 
La déclaration du segment numéro l sera 
SEGMENT PROCEDURE USERPROGRAM; 
BEGIN 
WRITELN('no user program' ); 
END; 
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Lors de la demande d'exécution d'un programme ( commande 
' X' = 'Execute' ), l'interpréteur de commandes vérifie si le fichier 
contenant le programme à exécuter est bien présent et vérifie s'il 
s'agit d'un fichier exécutable procédure 'LOAD' de la procédure 
"GETCMD" ) . 
Si les conditions sont remplies pour pouvoir exécuter le 
programme, l'interpréteur de ·commandes ( procédure 'LOAD' de la 
procédure 'GETCMD' lit le premier bloc du fichier à exécuter ( 
dictionnaire des segments ) et le charge dans la table des segments. 
Le programme principal du programme utilisateur commence toujours au 
segment l, procédure l. 
On trouvera sur la figure ci-dessous la structure de la 
table de segments pendant l'exécution de GETCMD ( avant et après 
1 ' exécution de la procédure 'LOAD') La table de segments ne 
cont i ent pas les noms des segments. Nous avons placé ceux-ci en 
regard des numéros correspondants pour des raisons de clarté 
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------- Adresse du l er secteur. 
1-- Longueur du segment. 
Avant -- - ------------------------------
1 0 1 pascalsystem 1 1 1 
1------------------------------- 1 
1 l I userprogram 1 1 1 
1------------------------------- 1 
1 2 1 debugger 1 1 1 
1-------------------------------1 
1 3 1 printerror 1 1 1 
1------------------------------- 1 
1 4 1 initialize 1 1 1 
1-------------------------------1 
1 5 1 getcmd 1 1 1 
1------------------------------- 1 
1 6 1 fil eproc 1 1 1 
1------------------------------- 1 
1 15 1 noname 
Après 
1 0 1 pascalsystem 1 
1-------------------------------1 
1 l I ESSAI 1 1 1 
1------------------------------- 1 
1 2 1 debugger 1 1 1 
1-------------------------------1 
1 3 1 printerror 1 1 1 
1------------------------------- 1 
1 4 1 initialize 1 1 1 
1------------------------------- 1 
1 5 1 getcmd 1 1 1 
1------------------------------- 1 
1 6 1 fil eproc 1 1 1 
1------------------------------- 1 
1 15 1 noname 1 
. 
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Il y a eu remplacement des références des segments du 
système d'exploitation par les r éférences des segments du programme 
utilisateur. Comme on peut le voir sur la figure 5. , les 
références des segments du noyau du système d'exploitation qui n'ont 
pas d'équivalent dans le programme utilisateur même numéro 
logique) ne sont pas détruites. 
Pour lancer l'exécution de 
d'exécuter une instruction CXP 01 01 
programme principal lors de l'exécution 
l'instruction "USERPROGRAM". 
ce programme, il suffit 
, ce qui est fait par le 
de la ligne contenant 
S'il y avait eu un appel à la procédure l du segment l 
sans que la table des segment s ne soit modifiée ( ce qui est peu 
probable, mais peut se présenter lorsque la première commande d'une 
session est 'U' (USER); Cette commande a normalement pour effet 
d'exécuter à nouveau le programme qui vient de se terminer o Dans le 
cas d'une première commande d'une session, la table des segments n'a 
pas encore été modifiée et contient toujours les références du 
segment l du programme "PASCALSYSTEM", c'est-à-dire la procédure 
11 USERPROGRAM 11 ) ~ le message 
NO USER PROGRAM 
apparaîtrait à l'écran, pusqu'il s'agit de la procédure se trouvant 
normalement dans le segment l. 
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7. Création d'un debugger [i ] . 
La rédaction d'un debugger poursuit deux objectifs 
a) Il s'agit d'un programme très lié au système 
d'exploitation. L'écriture d'un debugger permet donc de bien cerner 
les finesses du système d'exploitation. 
b) L'ensemble du système d'exploitation tel qu'il est 
vendu possède la commande permettant 1 'appel du debugger. Il n'est 
cependant pas livré de debugger. 
Le programme décrit ci-dessous comble cette lacune. 
Le noyau central du système d'exploitation 
'PASCALSYSTEM') se trouve en mémoire en permanence. 
Il est rappelé que le programme utilisateur est considéré par le 
système d'exploitation comme une procédure ( Tout simplement parce 
que le système d'exploitation appelle le programme utilisateur par 
1 'instruction Pascal "USERPROGRAM" ). 
[i] Il n'est évidemment pas question de programmer un "DEBUGGER" 
comp l et mais simplement un petit programme permettant quelques 
fonctions de base, ceci afin de montrer ce qu'il est possible de 
faire. 
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Situation de la pile lors de 1 •exécution d'un programme utilisateur: 
pointeur--> 
de pile 
O. S. 
iprogr. 
1 uti 1. 
1 
var. 
uti 1. 
Le debugger, pour contrôler le programme utilisateur, 
appellera également celui-ci comme une procédure et se trouvera dans 
la pile entre le système d'exploitation et le programme utilisateur. 
66 
Situation de la pile pendant l'exécution du programme utilisateur, à 
l'ai de du debugger: 
O. S. 
jdebuggerl 
1 1 
variab.l 
de bug. 1 
progr. 
util. 
var. 
util. 
pointeur--> ----------
de pile 
Il doit donc y avoir d'abord chargement du debugger, 
ens~ite le debugger appellera le programme utilisateur par une 
act i vation de la procédure 0 du segment l. Le debugger sera placé 
dans le segment 2 qui est reservé à cet effet. 
A ce moment, le programme utilisateur s'exécutera. 
Si, lors de la compilation, on a spécifié l'option (*D+*) , le 
compilateur aura généré un point d'arrêt dans le code objet, et ce, 
pour chaque ligne du programme source compilée [ i]. 
[ i ] Un point d'arrêt est une instruction de la Pseudo-machine. Lors 
de la rencontre de cette instruction, 1 'interpréteur devra rendre la 
main au debugger; ceci est facilement réalisable en langage machine 
par un appel à la procédure 0 du segment 2. 
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Le lancement du debugger à partir du système 
d'exploitation a été prévu par les concepteurs de ce système. Il 
s ' agit de la commande 1 D1 de 1 'interpréteur de commande, cette 
commande activant la procédure 0 du segment 2. 
Le debugger sera activé l ors de la rencontre d'un point 
d'arrêt. 
Les fonctions suivantes ont été implémentées : 
-Trace. 
-Pas à pas. 
-Arrêt sur un point d'arrêt déterminé. 
interpréteur de 
commandes. 
,------------<-------
' 1 
--------------------- 1 
DEBBUGER 
une ligne du 
prog. utilisateur 
------------->-------
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Ecriture du DEBUGGER. 
Le debugger doit êtr e considéré par le système 
d'exploitation comme une procédure. De plus le debugger doit pouvoir 
invoquer le programme utilisateur comme une procédure. 
On va donc réécrire un progralTllle complet de manière à 
effectuer correctement les référ ences nécessaires. Après l a 
compilation, on remplacera dans le programme SYSTEM.PASCAL, le 
segment 2 par le segment 2 du nouveau programme. Lors de 1 'appel du 
debugger, le programme activera la procédure 0 du segment 2 sans 
savoir qu'il y aura eu échange entre 1 'ancien segment 2 et le 
debugger nouvellement écrit. 
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Squelette du nouveau programme 1 PASCALSYSTEM 1 contenant le debugger. 
(Le listing complet se trouve en annexe 12) . 
program nouveaupascalsystem; 
segment procedure userprogram; 
begin 
end; 
segment procedure debugger; 
begin 
ici se trouvera le texte du programme debugger 
end; 
begin (* ces 2 instructions représentent le programme pascalsystem *) 
end. 
Lors de l'écriture de ce programme, la procédure debugger 
sera la seule à être écrite complètement, les autres procédures ne 
devant figurer que par leurs noms et les paramètres reçus. De cette 
manière, lors du remplacement du segment 2 par le debugger, toutes 
les références seront satisfaites car pour le remplacement d'un 
segment, les numéros des segments et des procédures sont les seuls 
concernés ) et les différents appels se feront correctement ( car le 
nombre de paramètres sera correct). 
Le remplacement d'un segment se ' fera à l'aide de 
l'utilitaire LIBRARY.CODE. 
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Chapitre 3. 
Les entrées-sorties. 
1. Introduction. 
Dépourvu de périphériques d'entrées-sorties, un 
micro-ordinateur ne présente que peu d'intéret. 
En effet, comment pourrait-il communiquer avec 1 'environnement 
extérieur? 
La gestion des entrées-sorties prend de plus en plus 
d'importance aux yeux des constructeurs de micro-ordinateurs. 
Pour s'en convaincre, il suffit de feuilleter un magazine spécialisé 
pour voir que dans leur publicité, les constructeurs insistent 
davantage sur les possibilités d'entrées-sorties de leur matériel 
plutôt que sur la puissance de calcul de 1 'unité centrale. 
De plus, 1 'évolution conduit actuellement à la conception 
de réseaux de micro-ordinateurs. 
Dans ces conditions, il est important de pouvoir gérer un grand 
nombre de périphériques différents. 
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2. Organisation physique des entrées-sorties. 
Généralement, les micro-ordinateurs ne possèdent qu'un 
seul microprocesseur. 
Les interfaces des entrées-sorties sont le plus souvent constituées 
d'un minimum de matériel, et d'ailleurs, le plus souvent, basées sur 
1 'utilisation d'un seul circuit intégré spécialisé. 
Chaque famille de microprocesseurs comporte les circuits suivants 
- Pour les transmissions en série, un circuit effectuant 
la conversion parallèle-série et série-parallèle. Les décalages sont 
pilotés par une horloge dont la fréquence détermine le débit 
binaire. 
- Pour les transmissions parallèles, un circuit servant de 
tampon entre la périphérie et le bus interne du micro-ordinateur. 
Ces circuits sont capables de mémoriser un mot de données et 
possèdent la logique nécessaire pour un échange par poignée de main. 
- Pour la gestion des mémoires de masse magnétique, un 
circuit effectuant automatiquement le positionnement de la tête, la 
lecture ou l'écriture d'un secteur et le contrôle de la validité des 
données transférées. 
Ces circuits intégrés signalent la fin 
interruption ou par le positionnement 
d'état del 'interface. 
d'une opération par une 
d'un bit dans le registre 
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Voici schématisé un exemple de transmission de données en 
série à l'aide 
d'interruptions 
d'un 
Pour 
si 
un 
circuit spécialisé sans utiliser 
schéma complet, il faudra ajouter un 
la transmission est terminée ) test pour savoir 
TRANSM 
initialiser l'interface ( nombre de bits par 
caractère, vitesse de transmission, ... ). 
tester si le caractère précédent est déjà transmis 
si oui 
aller en TRANSM. 
écrire le caractère suivant dans le 
registre correspondant del 'interface. 
La gestion peut-être nettement plus complexe si une procédure 
"poignée de main"est utilisée. 
Une procédure utilisant les interruptions ne diffèrerait 
pratiquement pas de l'exemple précédent car l'ordinateur est 
monoprogrammé. Pour profiter de l'avantage des interruptions, une 
mise en oeuvre beaucoup plus complexe devrait être réalisée, et ce 
pour un rendement faible. 
Une possibilité beaucoup plus intéressante, nécessitant 
moins d'interventions du microprocesseur serait l'utilisation de 
1 'accès direct mémoire. 
Dans ce cas, le micro-ordinateur utilise toujours les mêmes circuits 
d'interface, mais utilise également un contrôleur de DMA. 
Ce contrôleur est en fait un microprocesseur spécialisé. Il ne peut 
jamais fonctionner seul. Il doit toujours être initialisé par le 
processeur principal. 
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A titre d'exemple, voici le schéma d 1 une transmission 
série utilisant un contrôleur de DMA : 
initialisation de 1 'int erface. 
initialisation du contrôleur de DMA 
adresse du premier caractère à transmettre 
nombre de caractères à transmettre. 
lancement du transfert . 
A partir de ce moment, le microprocesseur principal pourra se 
consacrer à une autre tâche . Selon le mode de fonctionnement du 
contrôleur de DMA, le microprocesseur sera peu ou pas du tout 
ralenti ( transparent, vol de cycle, o •• ) • 
I l sera averti de la fin du transf ert soit par une interruption, 
soit par le positionnement d 1 un bit dans le registre d'état du 
contrôleur de DMA. 
Actuellement, les contrôleurs de DMA sont encore peu 
ut i lisés, non en raison de leur coût environ 500 francs au 
détail ), mais en raison des difficultés de mise en oeuvre. 
Les périphériques qui profiteraient le plus d'un contrôleur de DMA 
sont les mémoires de masse. En effet, de très grandes quantités 
d'informations sont échangées, ralentissant considérablement le 
microprocesseur principal. 
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Même dans un environnement monoprogrammé, un contrôleur de 
DMA peut se justifier. Pour s'en convaincre, imaginons un traitement 
effectué sur un fichier séquenti el : 
Sans DMA 
1---- 1--1----1--1----1-- 1 
a b a b a b 
------------------------------------------------> temps 
a chargement buffer. 
b traitement buffer. 
Avec DMA 
1----1 ----1----1 
a b a 
1--1--1--1 
C C C 
------------------------------------------------> temps 
a chargement buffer l en DMA. 
b chargement buffer 2 en DMA. 
c traitement buffers. 
Il faut remarquer que sans contrôleur de DMA, 
l'ut i lisation de plusieurs buffers n' apporterait pas d'amélioration, 
alors qu'avec 1 'utilisation d 'un contr ôleur de DMA, 1 'utilisation 
d'un plus grand nombre de buffers peut êtr e plus intéressante. 
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3. L'organisation des entrées-sorties sous UCSD Pascal. 
Le système d'exploitation UCSD Pascal distingue deux types 
de périphériques : 
- Les périphériques adressab l es. 
- Les périphériques non adressables. 
La gestion des périphériques adressables. 
Ce point sera abordé dans le chapitre suivant. 
La gestion des périphériques non adressables. 
Sous 
prédéfinis : 
UCSD 
- CONSOLE: 
SYSTERM: 
avec ou sans écho. 
Pascal, les périphériques suivants sont 
Il s'agit du clavier et del 'écran cathodique, 
- PRINTER: Il s'agit d'une i mprimante. 
- REMIN: 
REMOUT: Il s'agit d'entrée et sortie série, 
normalement destinées au raccordement ( direct ou via un modem) à un 
autre ordinateur. 
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Il existe différentes instructions destinées à gérer ces 
périphériques Nous donnons ci-dessous, les noms des procédures 
tels qu'ils sont demandés par le compilateur Pascal ) 
- UNITREAD, 
UNITWRITE : Il s'agit de fonctions permettant la lecture 
ou l 'écriture d'un certain nombre de caractères vers un périphérique 
donné. 
- UNITBUSY, 
UNITWAIT, 
UNITCLEAR Il s'agit de fonctions permettant de savoir 
si un périphérique est occupé, d ' attendre qu'un échange avec un 
périphérique soit terminé et d'arrêter un échange avec un 
périphérique. 
Ces cinq procédures r eçoivent comme paramètres le numéro 
du périphérique demandé, 1 'adresse de la mémoire centrale où se 
trouvent les données et la taille de la chaine de caractères à 
transmettre. 
Elles font partie intégrante du jeu d'instructions de la machine 
virtuelle, sont écrites en assembleur de 1 'ordinateur hôte et sont 
appelées directement par 1 'interpréteur de CODE-P. 
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Les récupérations d'erreurs lors des entrées-sorties. 
Le compilateur Pascal génère, après chaque opération 
d'entrée-sortie, le code nécessaire pour vérifier la réussite de 
l'opération. 
d'exécution. 
En cas d'échec, ce code provoque une erreur 
Une erreur lors d'une entrée-sortie peut se manifester de 
deux manières 
- Une erreur d'exécution entrainant l'arrêt du programme 
utilisateur et le retour à l'interpréteur de commandes. 
- L'écriture d'un nombre dans une variable globale, connue 
du système d'exploitation et du programme utilisateur ( IORESULT ). 
Le programme utilisateur peut donc, après chaque opération 
d'entrée-sortie, tester cette variable. 
Si la valeur est égale à 0, l'échange s'est fait correctement, dans 
les autres cas, la valeur contenue dans IORESULT indiquera le type 
d ' erreur rencontré. 
Pour utiliser cette deuxième solution, l'utilisateur doit le signaler 
au compilateur par l'ordre : 1 (*$!-*)' . 
Le lecteur trouvera à la page suivante la liste complète des 
erreurs d'entrée-sortie diagnostiquées par le système. [ extraits 
de 4 ] 
1/0 ERROR MESSAGES 
Errer 
Number 
0 
2 
3 
4 
s 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Errer Message 
and Description 
No errer 
Diskette has bad block: parit y errer (CRC). 
(Not used on the Apple, ) 
Bad device (volume ) number, 
Bad mode: illegal operation, (For example, an 
attempt to read from PRINTER:.) 
Undefined hardware errer, (Not used on t he Apple,) 
Lost device: device is no l onger on-li ne, after 
successfully starting an operation using chat 
device, 
Lost file: f i le 1s no longer· in the di skette 
directory, aiter successfully starting an 
operation using chat file, 
Bad title: i llegal filename, (For example, 
filename is more than 1S -characters long , ) 
No room: insufficient space on the speci f ied 
diskette, (Fi l es must be stored in contiguous 
diskette blocks,) 
No device: the specified volw:ie is not on-line, 
1 
No file: the -specif i ed file is not in the directory 
of the specif i ed volume, 
Duplicate fi l e: attempt to re-wr i te a f ile when 
a file of that name already exists, 
Not closed: attempt to open an already-open f i le, 
Not open: attempt to access a closed file, 
Bad format: errer in reading real or integer, 
(For example, your program expects an i nteger 
input but you typed a character.) 
Ring buffer overflow: characters are arri v ing at 
the Apple faster chan the input buf f er can 
accept them. 
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La gestion d'autres périphériques. 
Il est, bien entendu, possible de gérer d'autres 
périphériques, mais cela impliquera généralement une programmation 
en assembleur de la gestion de ce nouveau périphérique. 
L'utilisation, en langage évol ué, d'un périphérique qui n'a pas été 
prévu lors de la conception du système d'exploitation posera de très 
gros problèmes. 
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4. La gestion des entrées-sorties dans le micro-ordinateur APPLE II. 
Un des atouts du micro-ordi nateur APPLE II est une grande 
possibilité d'adaptation. Le circuit imprimé principal de cet 
ordinateur comprend en effet 8 connecteurs pouvant recevoir des 
extensions aussi diverses que des interfaces séries et parallèles, 
des modems, des contrôleurs de minidisquettes, des interfaces pour 
mon i teur couleur, etc .... 
Encore faut-il que les programmes existent pour gérer correctement 
toutes ces interfaces. 
Voyons ce qui existe sous UCSD 
Sous UCSD, chaque connecteur est destiné à recevoir un 
périphérique particulier. 
Par exemple, le connecteur 1 reçoit 1 'interface pour 1 'imprimante, 
le connecteur 2 reçoit 1 'interface pour le périphérique 
REMIN:-REMOUT: , etc 
Le lecteur trouvera aux deux pages suivantes 
page 81 : la liste des différents périphériques gérés par 
le système UCSD Pascal. 
page 82 : Pour le micro-ordinateur APPLE II, les numéros 
des connecteurs suivis de la liste des interfaces qu'ils peuvent 
recevoir. 
PASCAL 1/0 DEVIC E VOLUMES 
The Apple Pascal operating system assigns volume numbers and volume names 
to the various input/output devices as fol l ows: 
Volume Volume Description of 
Number Name Input/Output Device 
Il": (not used) 
Ul: CONSOLE: Screen & keyboard (echo on input) 
IJ 2: SYSTERM: Screen & keyboard (no echo on input) 
1/ 3: (not used) 
f/4: <diskette name>: Boot disk dr i ve (slot 6, drive l) 
#5: <diskette name>: 2nd disk drive (slot 6, drive 2) 
f/6: PRINTER : Printer (card i n s l ot 1) 
IJ7: REMIN: Remote input 
(card in slot 2) 
1/8: REMOUT: Remote output 
/19: <diskette name>: 5th disk dri ve (slot 4 ' drive l) 
810: <diskette name>: 6th disk dri ve (slot 4, drive 2) 
1/ 11 : <diskette name>: 3rd disk dri ve (slot 5, drive 1) 
1/ 12: <diskette name>: 4th disk drive (slot 5, drive 2) 
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APPLE 1/0 DEVICE SLOTS 
In using an Apple computer with the Apple Pascal operating system, 
the Apple's peripheral equipment slots are assigned as follows: 
Apple 
Slot 
0 
2 
3 
4 
Input/Output Device and Gard 
Assigned to That Slot 
Ap ple Language Card * 
Printer (Communications Interfac e 
Card, Serial Interface Card, or 
Parallel Printer Interface Gard ) 
Modem, Apple-to-Apple communicat ion , 
etc. (Communications Interface 
Card or Serial Interface Gard } 
External terminal (Communications 
Interface Card. Use of Serial 
Interface Card is tolerated.) 
5th disk drive (Drive 1) 
6th disk drive (Drive 2} 
(Disk Controller Card) 
5 3rd disk drive (Drive 1) 
4th disk drive _ (Drive 2) 
(Dis k Controller Gard) 
6 Boot disk drive (Drive 1) * 
2nd disk dr ive (Drive 2) 
(Disk Controller Card) 
7 Must not contain a disk drive 
(Do not installa Disk 
Controller Card here.) 
Apple keyboard and screen 
(only if there is no 
Communications Interface 
Gard in slot /J3) 
Apple Pascal 
Ope r a tin g Sy~tem Use 
St ores interpreter 
and I / 0 system 
PRlNTER: or #6: 
REMIN: 
REMOUT: 
or IJ7: 
or IJ8: 
CONSOLE: or IJl: 
(wi t h echo on input) 
SYSTERM: or IJ2: 
(without echo on input) 
diskette name: or C9: 
diskette name: or IJ10: 
diskette name: or 1111: 
diskette name: or 0 12: 
diskette name: or IJ4 : 
diskette name: or IJS : 
CONSOLE: or /Jl: 
(with echo on input} 
SYSTERM: or 12: 
(without echo on input) 
Note: An asterisk ( *) indicates a device which is REQUIRED to be 
present in that slot. 
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Chaque interface possède une petite PROM contenant un 
petit sous-programme de gestion de l'interface. Ce petit 
sous-programme est utilisé par 1 'interpréteur BASIC mais pas par le 
système d'exploitation UCSD Pascal. 
Lors de 1 'initialisation du système, le programme teste le 
troisième et le cinquième caractères de chaque PROM et peut de la 
sorte savoir si le périphérique concerné est présent ou pas, et à 
quel type d'interface il est fait référence. 
Le système conserve en mémoire centrale,et pour chaque connecteur, 
un byte destiné à spécifier le type d'interface associé à ce 
connecteur. 
Sous UCSD Pascal, le BIOS contient les sous-programmes 
destinés à gérer toutes ces interfaces. 
Lors d'une opération d'entrée-sortie avec un certain périphérique, 
le BIOS teste le byte caractérisant 1 'interface et invoque le sous-
programme adéquat. 
Avec ce système, il y aura en permanence, en mémoire 
centrale, tous les sous-programmes de gestion d'interface. 
De la place en mémoire centrale sera donc perdue si des 
sous-programmes ne sont pas utilisés. 
Une solution plus élégante aurait été de permettre une 
confi guration du système d 1 exploitat ·on en fonction des interfaces 
util i sées, mais plusieurs raisons ont plaidé contre ce choix : 
- La base de la pile contenant les procédures et les zones 
de données doit être connue de 1 'interpréteur de P-code. 
Si l a taille du BIOS n'est pas f i xe, un calcul d'adresses sera 
nécessaire pour effectuer un adressage dans la pile. 
Le microprocesseur 6502 de 1 1 APPLE II ne permet que très 
difficilement d'effectuer un adressage avec double indexation. 
Cette double indexation aurait de toute manière été très coûteuse 
en temps d'exécution. 
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Il aurait également été possible de livrer 1 'interpréteur sous forme 
symbolique et de laisser à 1 'utilisateur le soin de procéder à 
1 'assemblage. Un assembleur conditionnel tel celui fourni avec le 
système d'exploitation aurait alors permis la personnalisation de 
1 'interpréteur de P-code. Cela était i nacceptable d'un point de vue 
commercial. 
- Ce micro-ordinateur est destiné à être utilisé par des 
personnes ayant peu de connaissances en informatique. 
Le choix a donc peut-être été fait pour des raisons de facilité. 
- La mémoire centrale du micro-ordinateur APPLE II est 
scindée en deux parties 
0000 à BFFF mémoire RAM. 
C000 à CFFF entrées-sorties. 
0000 à FFFF mémoire RAM. 
Ceci est dû au fait que les entrées-sorties sont projetées en 
mémoire et à certaines contraintes du matériel qui empêchaient de 
placer les entrées-sorties soit aux adresses basses, soit aux 
adresses hautes. 
Les concepteurs du système d ' exploitation ont choisi de 
placer 1 'interpréteur de P-code aux adresses comprises entre 0000 et 
FFFF, la pile et le tas aux adresses comprises entre 0000 et BFFF. 
Dès lors, il ne servait à rien de réal i ser un interpréteur de P-code 
et un BIOS aussi petits que possible. I l suffisait qu'ils occupent un 
espace inférieur à 16 Koctets pour ne pas empiéter sur la zone de 
la mémoire centrale réservée à la pile et au tas. 
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Nous allons montrer comment sont gérés deux périphériques 
importants du micro-ordinateur APPLE II 
- Le clavier. 
- Les mini-disquettes. 
Ensuite nous montrerons comment introduire une gestion du clavier 
par interruptions. 
A la fin de ce paragraphe, nous introduirons une astuce qui permet 
de gagner l K. octets lors del ' utilisation d'un terminal extérieur. 
La gestion du clavier del 'APPLE II. 
Le clavier est un clavier ASCII standard. Le code du 
caractère frappé est présenté à un port d'entrée parallèle. 
Tous les caractères du code ASCII comportent 7 bits. 
Le port d'entrée ayant 8 bits ( par l a suite, nous numéroterons les 
bits de 0 à 7 ) le huitième b· t est utilisé pour signaler la 
présence d'un caractère ( bit numéro 7 ) 
L'adresse du port d'entrée est C000 en hexadécimal. Après la 
lecture d'un caractère, il est nécessai re de remettre à 0 le bit 7. 
Cela se fera par une simple écriture à l'adresse C010. 
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Voici 1 'exemple d'une lecture d'un caractère avec test pour 
voir si un caractère est présent 
LECTURE LDA C000 Lecture d'un caractère. 
BPL LECTURE Test du bit 7. Si pas de 
caractère, branchement en LECTURE. 
STA CO10 
AND 0 7F 
Remise à 0 du bit 7. 
Masquage du bit 7. 
L'accumulateur contient le code 
du caractère frappé au clavier. 
Le système UCSD Pascal gère un tampon de 78 caractères lus 
au clavier. Malheureusement, la gestion du clavier se fait par 
balayage. 
Lors de 1 'exécution de certaines instructions P-code, il y a lecture 
du clavier et si un caractère est présent, celui-ci est placé dans le 
tampon. Cette procédure entraîne une perte de temps importante 
( cette perte de temps varie entre 0 et 5 % en fonction des 
instructions P-code exécutées [ i ] ) . 
Un meilleur procédé aurait été de générer une interruption 
lors du passage à 1 du bit 7, indiquant la présence d'un caractère. 
La routine de service de 1 'interruption aurait placé le caractère 
dans le tampon avant le retour au processus principal. 
De cette manière, il n'y aurait plus eu de perte de temps pour des 
balayages inutiles du clavier ( s ' il n'y a pas de caractère 
présent ) . 
Malheureusement, nous verrons lors de 1 'étude de la 
gest i on des unités de mini-disquettes que la gestion des 
interruptions n'est pas simple. 
[i] Pour cette estimation, quelques programmes ont été essayés, 
d'une part avec le système d'exploitation standard, d'autre part à 
1 'aide du système d'exploitation où les routines de balayage ont été 
supprimées. 
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La gestion des unités de mini-disquettes. 
Pour maintenir aussi bas que possible le prix de revient du 
matériel, la plus grande partie de la gestion des unités de 
mini-disquettes est faite par un programme exécuté par le 
microprocesseur principal lui-même. 
C' est ainsi que c'est le microprocesseur qui gère l'entièreté du 
processus de positionnement de la tête de lecture-écriture ( gestion 
d'un moteur pas-à-pas composé de quatre bobinages ) et qui effectue 
une partie de la conversion sér ie-parallèle nécessaire aux lectures 
et aux écritures sur le support magnétique. 
La lecture d'un secteur se fait comme suit 
- Positionner si nécessaire la tête de lecture-écriture. 
- Le microprocesseur lit une suite de caractères provenant 
de la piste concernée. Il reconnait le début du secteur par une 
suite spéciale de caractères suivie del 'identification du secteur. 
A partir de ce moment, il recueille régulièrement les caractères, et 
ce à intervalles réguliers ( ces intervalles sont déterminés par une 
boucle programmée ) . 
Voyons ce qui se passe en cas d'interruption pendant la 
lecture ou l'écriture d'un secteur : 
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Lecture : 
Le microprocesseur a lu quelques caractères du secteur. 
Il est alors interrompu au milieu d'une boucle d'attente programmée. 
A la fin de l'interruption, il reprendra ses lectures mais à un 
mauvais endroit de la disquette, car celle-ci a continué à tourner 
pendant toute la durée de la routine de service de 1 'interruption. 
Il est bien évident que la lecture sera erronée ( sauf 
par un hasard extraordinaire, si la durée de la routine de service 
de l'interruption correspond à un multiple de la durée de rotation 
de la disquette ). 
Cette mauvaise lecture sera détectée par le contrôle de CRC ou de 
Check-sum [i ], et une nouvelle lecture de ce secteur sera demandée. 
Ce procédé est néanmoins dangereux, car bien que très efficaces, les 
contrôles ne sont pas infaillibles, et à la longue, une mauvaise 
lecture pourrait ne pas être détectée. 
Ecriture : 
Ce cas est beaucoup plus dangereux, car après la routine 
de service de 11 interruption, le sous-programme d'écriture 
continuera, en écrasant d'autres informations utiles. 
[il CRC : Contrôle par redondance cyclique. 
Check-sum : Somme de contrôle. 
Voir (27] page 179, (28] page 153. 
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Il sera dès lors obl i gatoi r e d'interdire les interruptions 
pendant une partie de la durée nécessaire aux accès aux disquettes. 
La partie minimale à masquer sera les deux sous-programmes de 
lecture et d'écriture d'un secteur sur les disquettes [i] . 
pourra 
Pendant les accès aux disquettes, le microprocesseur ne 
rien faire d'autrea Nous avons indiqué au paragraphe 
précédent les avantages retirés lors d'une gestion en DMA des unités 
de mini-disquettes ( possibilités de lire ou d'écrire le contenu 
d'un buffer pendant le traitement d'un autre buffer ). 
La disquette tourne à la vitesse de 300 tours par minute. 
La lecture ou l'écriture d'un secteur prend donc au maximum 0.2125 
seconde ( 0.2 seconde pour une rotation de disquette + 0.0125 
seconde pour la lecture d'un secteur; on n'a pas tenu compte du 
temps de positionnement de la tête ) . 
[i] En réalité, 
intervenir des 
programmées. 
il faudra masquer toutes les routines faisant 
délais déterminés par des boucles d'attente 
On peut toutefois noter que pour le micro-ordinateur APPLE II, 
seules les gestions des mini-disquettes et du haut-parleur font 
intervenir des boucles programmées. 
- 1 
Modification minimale permettant une gestion du clavier 
par interruptions.-----------------------------------------------
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Reprenons le cas du clavier envisagé précédemment, mais 
cette fois, avec une gestion à 1 'aide d'interruptions. 
Il faudra masquer les interruptions pendant les sous-programmes 
faisant intervenir des délais programmés. 
Ce masquage peut se faire simplement par 1 'instruction ' SEI' du 
microprocesseur 6502. Voici les instructions utilisées pour masquer 
et démasquer les interruptions : 
Pour le masquage 
Pour le démasquage 
PHP sauvetage du registre d'état 
SEI masquage des interruptions 
PLP récupération du registre 
d'état 
La vitesse maximale d'entrée des caractères sera d'environ 4.7 
caractères par seconde ( en fonction de la plus longue période de 
masquage 
perdus. 
, ce qui est peu, et il risque d'y avoir des caractères 
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Voici la modification minimale du matériel à effectuer 
pour générer une interruption lorsqu'un caractère est frappé au 
clavier ( 1 seul fil ajouté) : 
Strobe venant du clavier 
---------------IC 
1 
+ 5 Volts 
1 
-----1 
1 
D S 
R 
QI--------------- Vers bit 7 du port 
1 d'entrée. 
1 
Qlxxxxxxxxxxxxxxx Vers Borne IRQ du 
microprocesseur. 
Remise à 0 du bit 7 
xxxxxxxx Représente la connexi on à ajout er. 
Circuit 74LS74 de la série TTL de Texas-Instruments. 
Il s'agit d'une double bascule R/S. 
Ce circuit se trouve en position B10 sur le circuit imprimé 
principal du micro-ordinateur APPLE ,II . 
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Fonctionnement du circuit 
Sans interruption lors de la frappe d 1 un caractère au 
clavier, une impulsion en provenance du clavier positionne la 
bascule avec un niveau haut sur la sortie 1 Q1 • 
Par une lecture à l 1 adresse C000 voir ci_dessus la gestion du 
clavier ), le microprocesseur détermine la présence ou l 1 absence 
d 1 un caractère test du bit 7 ) . Si un caractère est présent, 
une remise à 0 de la bascule est nécessaire. 
Pour ce faire, un décodeur d'adresse est simplement connecté à 
l •entrée 'R 1 Reset) de la bascul e. Une écriture à l 1 adresse C010 
repositionnera la sortie 'Q' à 0. 
Avec interruption lors de la frappe d 1 un caractère au 
clavier, la bascule est positionnée de la même manière que 
ci-dessus. 
La sortie 'Q 1 est positionnée à 0, ce qui entraîne un niveau bas sur 
1 'entrée IRQ du microprocesseur, ce qui entra1ne 1 •exécution d 1 une 
routine de gestion des interruptions. 
La routine de gestion des interruptions devra remettre la bascule à 
0 par une écriture à l'adresse C010. 
Le gérant des interruptions peut tester le bit 7 del 'adresse C000 
pour savoir si l'interruption provient du clavier. 
Bien entendu, ceci est une modification minimale. Dans le 
cas d'un emploi généralisé des interruptions, un encodeur de 
priorité d'interruptions accélérerait le traitement de celles-ci. 
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Le cas du connecteur numéro 3. 
La gestion del 'écran du micro-ordinateur APPLE II est peu 
adaptée à la réalisation de gros programmes ou au traitement de 
textes. 
En effet, cet écran ne comprend que 24 lignes de 40 caractères ce qui 
ne correspond qu'à la moitié d'une page d'écran normale. 
De plus on ne peut afficher que les majuscules, bien que sous forme 
interne, le micro-ordinateur puisse manipuler les codes 
correspondant aux minuscules; dans ce cas, ces codes sont affichés 
sous forme de majuscules inversées ( noir sur fond blanc ) . 
Il est cependant possible d'effectuer un balayage latéral 
de l'écran, celui-ci se comportant comme une fenêtre se déplaçant 
sur un écran de taille normale ( 24 lignes de 80 caractères ) . 
Cette possibilité n'est pas très pratique et la plupart des 
utilisateurs n'emploient que la moitié gauche de 1 'écran. 
L'affichage se fait par un balayage en DMA de la mémoire 
centrale comprise entre 0400 et 07FF [ i ] . L'écriture à 1 'écran se 
fait par une simple écriture en mémoire centrale [ ii] . 
[ i ] Toutes les adresses physiques sont données en hexadécimal sous 
la forme de quatre digits. 
[ii ] Principes des Vidéo-Ram ou V-RAM 
Voir [18 ] . 
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Voici une carte mémoire des adresses comprises entre 0000 
et 1000 
1 1 
1000 -1 1 
1 1 
0C00 -1---------- 1- <-- Pointeur du TAS lors de 1 'initialisation. 
1 Page 2 
0800 -1----------1 <-- Mémoi r e réservée à 1 'affichage cathodique. 
1 Page 1 1 
0400 -1------------
1 1 
0000 -------------
Pour les utilisations professionnelles du 
micro-ordinateur, il est possible d'utiliser un terminal extérieur. 
Celui-ci pourra avoir n'importe quelle dimension d'écran et 
pourra afficher les minuscules . 
L'interface utilisée pour gérer cet écran sera une 
interface série rapide et sera placée dans le connecteur numéro 3. 
Lors de la mise sous tension, le système reconnait la 
présence de 1 'interface série dans le connecteur 3. Le byte 
caractérisant ce périphérique est donc initialisé en conséquence. 
Si un terminal extérieur est utilisé, la mémoire comprise entre 0400 
et 07FF peut être utilisée pour d'autres fonctions que 1 'affichage 
cathodique. On déplace alors le pointeur du TAS vers les adresses 
basses ( nouvelle adresse : 0800 ) . 
De cette manière, on gagne 1 Koctets de mémoire vive et l'écran 
( correspondant aux adresses comprises entre 0400 et 07FF ) reste 
noir . 
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Il serait possible de gagner 2 Koctets de mémoire vive ( nouvelle 
adresse du pointeur du TAS 0400 ) mais dans ce cas, l'écran 
montrerait des signes cabalistiques correspondant aux 1024 premiers 
octets du TAS. 
Voici à titre d'illustration les instructions qui lors de 
1 'initialisation du système, initialisent le pointeur du TAS 
Uniquement l'octet de poids fort dont l'adresse est 0058 ) : 
ECRAN 
END 
LDA DRAPEAU ;Byte caractérisant le connecteur 3. 
AND #04 
BEQ ECRAN 
LDA #08 ; Si terminal extérieur. 
STA 58 
BPL END 
LDA#0C ;Si pas de terminal extérieur. 
STA 5B 
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5. La gestion des entrées-sorties pour les micro-ordinateurs pouvant 
fonctionner sous le système d'explo i tation CP/M.--------------------
CP/M [i] est de loin le système d'exploitation pour 
micro-ordinateur le 
Mal heureusement, 
micr oprocesseur 8080 
plus répandu. 
il n'est prévu 
[ i i ] . 
pour fonctionner qu'avec un 
La diffusion de CP/M est facilitée par le fait que Digital 
Research, propriétaire des droits de CP/M, demande aux constructeurs 
de micro-ordinateurs d'écrire un BIOS spécifique · pour chaque 
mac hine. 
Ce BIOS est ensuite relié à l'ensemble du système d'exploitation. 
Cette manière de procéder a permis d'adapter facilement 
CP/ M à un très grand nombre de micro-ordinateurs. 
[ i ] CP/M Control Programs for Micro-computer ) est une marque 
déposée de Digital Research. 
[ii ] Ce système 
microprocesseurs 
d'instructions 
d ' instructions. 
d'exploitation peut également fonctionner avec les 
8085, Z80 et NCS 800 qui admettent le jeu 
du 8080 comme un sous-ensemble de leur jeu 
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Vu la diffusion de CP/M, et plutôt que de réécrire un BIOS 
pour les micro-ordinateurs utilisant comme microprocesseurs des 8080, 
8085, Z80, les concepteurs du système d'exploitation UCSD ont 
préf éré utiliser pour chaque type de machine, le BIOS utilisé par 
CP / M. 
Ce Bios est relié à 1 'ensemble du système d'exploitation. 
Grâce à cette méthod~, i l n'existe qu'un seul système 
d'exploitation UCSD pour les micro-ordinateurs pouvant fonctionner 
sous CP/M. Seul le BIOS change. 
98 
Chapitre 4. 
La gestion des fichie r s. 
1. Introduction. 
La mémoire centrale est d'un accès très rapide. Sa taille 
est cependant limitée, particulièrement sur les micro-ordinateurs. 
La quantité d'informations ( par exemple résultats intermédiaires 
qu'il est possible de conserver en mémoire centrale pendant 
1 'exécution d'un programme est donc limitée. 
De plus la mémoire centrale étant une mémoire volatile, le 
contenu sera perdu lors de la coupure de 1 'alimentation électrique 
de 1 'appareil. 
Actuellement, la manière la plus simple de conserver les 
informations est de les enregistrer sur des supports magnétiques 
te l s que bandes et diques magnétiques. 
Outre la bande magnétique utilisée sous forme de 
cassettes, semblables aux cassettes utilisées pour 1 'enregistrement 
du son ou spécialisées pour un accès plus rapide aux informations, 
les micro-ordinateurs utilisent principalement des disquettes 
magnétiques, versions simplifiées des disques magnétiques en 
él iminant une série de contraintes mécaniques. 
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Depuis quelques mois, les utilisations de disques 
magnétiques véritables se multiplient en raison des avantages 
importants de ce type de support et de 1 'abaissement des coüts dü â 
une production de masse. 
Rappelons que nous appelons fichiers, une collection 
d'informations réunies pour des r aisons fonctionnelles. 
Il peut s'agir de données, de résultats ou de programmes. 
Il est habituel de découper le fichier en articles. Cette 
découpe s'applique bien aux fichiers de données et beaucoup moins 
bien aux fichiers de programmes. 
Sur la mémoire exter ne, il est nécessaire de créer un 
découpage en blocs. l'utilisateur doit pouvoir ignorer ce découpage. 
Le système doit lui venir en aide en proposant un ensemble de 
programmes s'occupant de toute cette gestion. 
C'est le rôle des procédures de gestion des fichiers. 
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2 Organisation d'une disquette. 
Les mémoires de masse des micro-ordinateurs monopostes 
sont en général des minidisquettes souples d'un diamètre de 5.25 
pouces ( On rencontre également des disquettes souples d'un 
diamètre de 8 pouces, mais leur capacité et leur prix sont 
beaucoup plus élevés et de ce fait, on ne les trouve que sur 
les appareils de haut de gamme) [ i] . 
Une mini-disquette 
circulaire de 5.25 pouces 
souple est un support magnétique 
13.3 cm) de diamètre, disposé dans 
une enveloppe protectrice carrée de 5.25 pouces de côté. 
Sur ce support, les informations sont enregistrées sur des pistes 
circulaires concentriques. (Les minidisquettes habituelles 
contiennent 35, 40 et actuellement parfois 100 pistes). 
La tête de lecture-écriture est translatée le long 
d'un rayon par un mécanisme 
moteur pas à pas [36] . 
[ i ] L'exposé est 
mini disquettes de 5.25 pouces. 
disquettes . de 8 pouces sont 
de positionnement, généralement un 
basé sur l'utilisation de 
La gestion et 1 'utilisation des 
identiques, excepté le nombre de 
pistes et de secteurs qui est plus grand. 
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Chaque piste est découpée en secteurs, généralement 10, 
13, 16 secteurs. Chaque secteur contient 128 ou 256 bytes. 
La capacité totale d'une mini-disquette varie de 80 K à 400 Koctets 
selon le nombre de pistes et de secteurs. 
3 Utilisation d'une mini-disquette par UCSD Pascal. 
A l'origine, UCSD Pascal a été écrit pour des mini et 
micro-ordinateurs de DIGITAL EQUIPEMENT, POP 11 et LSI 11. Sur ces 
machines, les secteurs des disques contiennent 512 octets. Pour des 
raisons de cohérence, UCSD Pascal simule des secteurs de 512 octets 
sur tous les autres ordinateurs sur lesquels il est implémenté. 
La documentation du système d'exploitation emploie le mot 1 bloc 1 
pour désigner les secteurs simu l és ou non de 512 octets. 
Logiquement [i] , une disquette peut être représentée 
comme une suite de blocs de 512 octets ( à partir de cet endroit, 
lorsque nous parlerons de bl oc, nous sous-entendrons des secteurs 
de 512 octets ) . 
IBootstrl Répertoire 1 Fichiers ... 
numéro du 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 110 1 
secteur 
Lors de 1 'initialisation du système, un programme en ROM · 
charge en mémoire et exécute le code objet situé sur les blocs 0 
et ,1. Ce programme a pour but de charger le système d'exploitation 
et de lancer 1 'exécution de 1 'interpréteur de commande. 
[i] Par opposition à la représentation physique. 
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permettant 
disquette. 
Il existe sur toutes les disquettes un répertoire 
l'accès à toutes les informations stockées sur la 
Ce répertoire contient également le nom de la disquette. 
disquettes 
blocs ). 
Le répertoire se 
( blocs numéros 
trouve toujours au même endroit sur les 
2 à 5 ). Il est de longueur fixe ( 4 
Il peut contenir les références de 77 fichiers. 
Voici la description 'Pascal I du répertoire [39] 
Directory=array[0 .. 77] of record 
first_block:integer; 
last_block:integer; 
file_type:integer; 
file_name:string[l5]; 
num_byte:integer; 
last_date:integer; 
end; 
Chaque enregistrement du tableau contient les références 
d'un fichier sauf le premier. Celui-ci contient les références de 
la disquette ( nom de la disquette, nombre de blocs 
disponibles,numéro du premier bloc du premier fichier, etc ... ) . 
Les références des fichiers apparaissent dans le 
répertoire, dans 1 'ordre de placement des fichiers sur la disquette. 
Il est parfois nécessaire, en cas de création de fichier, d'insérer 
une nouvelle référence de fichier dans le répertoire, en décalant 
d'une position toutes les références qui la suivent. 
L'espace d'un fichier est constitué d'un nombre de blocs 
contigus. Pour chaque fichier, le catalogue contient le numéro du 
premier bloc, le numéro du dernier bloc plus un, le type de fichier 
et la date de la dernière mise à jour. 
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Problèmes posés par la représentation contiguë. 
La représentation contiguë ne nécessite pas de chainage ou de table 
permettant de retrouver un bloc appartenant à un fichier, mais par 
contre, i ntroduit des contraintes: 
l. Une disquette peut contenir suffisamment d'espace pour recevoir 
un nouveau fichier, mais cet espace est scindé en plusieurs .morceaux, 
tous trop petits pour recevoir ce fichier. 
exemple [ i ] 
PASCAL0 : 
SYSTEM.PASCAL 43 23-Feb-82 6 Data 
SYSTEM.MISCINFO l 4-May-79 49 Data 
SYSTEM.STARTUP 3 13-Nov-81 50 Code 
SYSTEM. ED !TOR 47 17-Dec-81 53 Code 
SYSTEM.COMPILER 75 26-Feb-82 100 Code 
ACTUAL.TEXT 6 5-Mar-82 175 Text 
LECTURE.TEXT 12 5-Mar-82 181 Text 
ENTSOR.TEXT 8 5-Mar-82 193 Text 
INITIAL!. TEXT 4 5-Mar-82 201 Text 
FONCTIONS . TEXT 16 5-Mar-82 205 Text 
C6502.TEXT 4 7-Mar-82 221 Text 
ACTUAL.CODE 25 5-Mar-82 225 Code 
< UNUSED > 2 250 
BUFFER.CODE 2 18-Mar-82 252 Code 
< UNUSED > 10 254 
BUFFER.TEXT 4 18-Mar-82 264 Text 
< UNUSED > 5 268 
C6502.COOE 2 7-Mar-82 273 Code 
< UNUSEO > 5 275 
15/15 files, 22 unused, 10 in largest 
[i] Les listings illustrant ces exemples sont fournis par la 
tâche L(ist de l'utilitaire FILER. 
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Dans l'exemple ci-dessus, il reste 22 blocs libres mais 
1 'espace le plus grand est de 10 blocs. 
séquentiel 
texte à 
Pour cette raison, un programme manipulant 
avec recopies répétées de celui-ci ( exemple 
1 'aide de 1 'éditeur de texte du système 
un fichier 
édition d ' un 
) , se verra 
contraint de réserver 
-soit deux zones libres distinctes et toutes deux 
suffisamment grandes pour recevoir la totalité du fichier. ( il faut 
remarquer que les deux zones doivent absolument être distinctes ) 
-soit une zone unique 
trois fois la tail 1 e du fichier 
nécessaire que la zone 1 i bre de 
seul tenant ) 
Exemple Edition d'un texte 
ayant une taille au moins égale à 
à éditer. ( dans ce cas, il est 
la disquette soit disposée d'un 
Lors de 1 'édition d'un texte, il est nécessaire, pour des 
raisons de sécuiité, de recopier périodiquement le texte sur la 
disquette. 
De plus, lors de la création d'un texte, la taille du fichier croît 
sans cesse. 
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Imaginons le travail sur une zone unique de taille i~férieure à 
trois fois la taille du fichier. Après un certain nombre de copies, 
la disquette se présentera comme suit 
zone 1 zone 2 
//////////1 fichier ti 1 1///////////////// 
avec taille(zone2) supérieure taille(zonel). 
Après un nouvel accr oissement de la taille du fichier et 
une nouvelle copie, la disquette se présentera comme suit 
zone 3 zone 4 151 
Ill/Ill/Ill 1 fichier ti+l 1 1///////////////// 
avec taille(zone3) inférieure taille(zone4) 
taille(zone5) inférieure taille(zone4) 
taille(zone3)+taille(zone5) supérieure taille(zone4). 
A partir de ce moment, il sera impossible d'effectuer une 
nouvelle copie du fichier. 
Pour remédier à ces inconvénients, la nouvelle version 
version 1.1 de l'éditeur permet de recopier un fichier en 
écrasant 1 'ancien (option 'Save with purge'). 
Cette solution présente certains dangers : 
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a) En cas d'arrêt intempestif du micro-ordinateur pendant 
la recopie du fichier, seulement une partie de celui-ci aura été 
recopiée sur la disquette. 
Dans ce cas, le répertoire i ndiquera 1 'adresse et la taille de 
1 'ancien fichier, le début du fichier correspondra au début du 
nouveau fichier, la fin du fich i er correspondra à la fin de 1 'ancien 
fichier. 
b) Pour ce faire, i l faut que la totalité du fichier 
réside en mémoire centrale. 
2. Il est nécessaire de disposer d'un utilitaire de réorganisation 
des fichiers sur les disquettes . 
exemple : tâche K(runch de 1 'utilitaire FILER. 
compactage en avant. 
La disquette de départ est la disquette de 
1 'exemple précédent. 
PASCAL0: 
SYSTEM.PASCAL 43 23-Feb-82 6 Data 
SYSTEM.MISCINFO 1 4-May-79 49 Data 
SYSTEM.STARTUP 3 13-Nov-81 50 Code 
SYSTEM. ED !TOR 47 17-Dec-81 53 Code 
SYSTEM.COMPILER 75 26-Feb-82 100 Code 
ACTUAL.TEXT 6 5-Mar-82 175 Text 
LECTURE.TEXT 12 5-Mar-82 181 Text 
ENTSOR.TEXT 8 5-Mar-82 193 Text 
INITIAL!. TEXT 4 5-Mar-82 201 Text 
FONCTIONS.TEXT 16 5-Mar-82 205 Text 
C6502.TEXT 4 7-Mar-82 221 Text 
ACTUAL.CODE 25 5-Mar-82 225 Code 
BUFFER.CODE 2 18-Mar-82 250 Code 
BUFFER.TEXT 4 18-Mar-82 252 Text 
C6502.CODE 2 7-Mar-82 256 Code 
< UNUSED > 22 258 
15/15 files, 22 unused, 22 in largest 
Voici un deuxième exemple où la disquette a été compactée, 
107 
mais cette fois en libérant un espace à la suite d'un fichier 
préalablement choisi. 
PASCAL0: 
SYSTEM.PASCAL 43 23-Feb-82 6 Data 
SYSTEM.MISCINFO l 4-May-79 49 Data 
SYSTEM.STARTUP 3 13-Nov-81 50 Code 
SYSTEM. ED !TOR 47 17-Dec-81 53 Code 
SYSTEM.COMPILER 75 26-Feb-82 100 Code 
ACTUAL.TEXT 6 5-Mar-82 175 Text 
LECTURE.TEXT 12 5-Mar-82 181 Text 
ENTSOR.TEXT 8 5-Mar-82 193 Text 
INITIALI.TEXT 4 5-Mar-82 201 Text 
< UNUSED > 22 205 
FONCTIONS.TEXT 16 5-Mar-82 227 Text 
C6502.TEXT 4 7-Mar-82 243 Text 
ACTUAL.CODE 25 5-Mar-82 247 Code 
BUFFER.CODE 2 18-Mar-82 272 Code 
BUFFER.TEXT 4 18-Mar-82 274 Text 
C6502.CODE 2 7-Mar-82 278 Code 
15/15 files, 22 unused, 22 in largest 
L'emploi de cet utilitaire est dangereux. Le mode d'emploi 
en avise 1 d 1 ailleurs ,1 ' utilisateur. 
En effet, pendant la réorganisation d'une disquette, juste avant la 
mise à jour du répertoire de la disquette, ce répertoire ne permet 
plus un accès correct aux diff érents fichiers de la disquette. Si 
survient, à ce moment, un arrêt du micro-ordinateur, une partie de 
1 'information de cette disquette risque d'être perdue. 
De plus, à un certain moment pendant la réorganisation, il est 
possible qu'en déplaçant un fichier, ni 1 'ancienne, ni la nouvelle 
version de ce fichier ne soit complète. C'est ce qui se passe sur 
la figure suivante au stade b. 
~-------
IIIIIIII 
IIIIIIII 
1------1 
1 1 
F-> 1------ 1 
lfich. I 
1 F 1 
1------ 1 
1 
a 
--------
llll!l!I 
llllll!I 
1------1 
1 1 
F-> I 1 
1 1 
1 
1------1 
b 
--------
IIIIII II 
IIIIII I I 
1------ 1 
lfich. 1 
F->I F 1 
1------ 1 
1 1 
C 
a Avant la copie du fichier F. 
b Pendant la copie du fichier F. 
c La copie du fichier Fest terminée. 
d Mise à jour du répertoire. 
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--------
IIIIIIII 
lllll!II 
F->J------1 
Jfich. 1 
1 F 1 
1------1 
1 1 
d 
3. S'il n'y a pas d'espace libre à la fin d'un fichier, 
il est impossible d'étendre cel ui-ci. 
Dans ce cas, il est nécessaire de recopier la totalité du 
fichier existant, dans une zone suffisamment grande pour contenir le 
nouveau fichier. Cette copie doit être faite par le prograrrme 
utilisateur. 
4. Un problème se pose lorsque l'on veut créer 
simultanément 2 ou plusieurs fichiers sur une disquette. 
Lors de la création d'un fichier, le système choisit le 
plus grand espace libre de la disquette et le réserve pour ce 
fichier ( C'est-à-dire qu'il sera impossible de placer sur cet 
espace de la disquette un autre fichier ). S'il y a plusieurs 
espaces libres sur la disquette, il n 'y a aucun problème, le premier 
espace libre est réservé pour le premier fichier, le second espace 
libre pour le deuxième fichier et ainsi de suite. 
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S'il n'y a qu'un seul espace libre sur la disquette, sans 
précaution spéciale, on ne pourra y placer qu'un seul nouveau 
fichier. Pour créer 2 ou plusieurs nouveaux fichiers dans cet 
espace libre, il faudra spécifier la taille maximum possible pour 
chacun des fichiers, en sachant que dans aucun cas, cette taille ne 
pourra être dépassée. 
A cause de 
concevoir des fichiers 
1 'ouverture du fichier 
cette contrai te, il est très difficile de 
dont la taille est inconnue au moment de 
ou dont la taille varie dans de grandes 
proportions au cours de 1 'exécution. 
Certains 
1 'éditeur de liens, 
fichiers, (pour les 
objet, un fichier 
programmes, (par exemple les compilateurs, 
etc •.• ), utilisent simultanément plusieurs 
compilateurs, le fichier contenant le code 
contenant le listing de la compilation et des 
fichiers temporaires ; pour 1 'éditeur de liens, le fichier contenant 
le code objet, un fichier contenant le listing de 1 'édition de liens). 
De plus la plupart de ces fichiers ont une taille inconnue et il 
faudra soit prévoir une taille maximum, soit n'autoriser la création 
que d'un seul fichier à la fo i s (exemple, pour 1 'éditeur de liens, 
il n'est pas possible de placer sur la même disquette le fichier 
contenant le code objet et l e fichie r contenant le listing de 
1 'édition de liens). 
5. Le meilleur emplacement possible pour le répertoire 
d'une disquette est, généralement, l'espace situé sur les pistes du 
centre de la disquette. 
Dans le cas de fichiers situés obligatoirement sur des blocs 
contigus, il faut tâcher de ménager des espaces libres les plus 
grands possibles sur la disquette. 
Dans ce cas, le meilleur emplacement pour le répertoire d'une 
disquette est 1 'espace situé sue les pistes les plus intérieures ou 
les plus extérieures de la disquette. 
Cette contrainte n'est cependant pas trop gênante, dans la mesure où 
les performances des disquettes sont mau vaises (le temps de mise en 
route du moteur d'entrainement de la disquette est d'environ l 
seconde). 
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4. Les différents types de fichiers. 
Au niveau physique: 
Une suite de blocs de 512 bytes disposés de manière 
contiguë sur les supports magnétiques. 
Au niveau logique: 
fixe. 
par 
Une suite d'enregistrements de longueur quelconque mais 
Il existe différents types de fichiers qui sont distingués 
- Un suffixe accolé au nom figurant dans le catalogue 
.TEXT 
.DATA 
.CODE 
.BAD 
- Un byte figurant dans le catalogue et indiquant le type 
du fichier. 
En fonction de la valeur ind ·quée par le byte situé dans 
le catalogue et indiquant le type du fichier, on distinguera les 
types suivants : 
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-DATA Le contenu du fichier est complètement libre. Le 
fichier contiendra du premier au dernier bloc les enregistrements 
tels qu'ils ont été définis dans le programme qui a créé le fichier. 
-CODE 
exécutables. 
Il s'agit des fichiers contenant des programmes 
Le premier bloc contient le dictionnaire des segments du programme 
contenu dans ce fichier. 
exécutable. 
Les autres blocs contiennent le code 
-TEXT Il s'agit de fichiers prédéfinis comme 
file of char. 
-BAD Il s'agit d'une marque identifiant une zone de la 
mini-disquette impropre au stockage des données. 
Cette marque, à la différence de tous les autres types de fichiers 
ne peut jamais être déplacée lors de réorganisation de disquette. 
Seul le suffixe .TEXT est significatif. Dans tous les 
autres cas, le type indiqué par le byte situé dans le catalogue est 
prépondérant. 
Les fichiers possédant le suffixe .TEXT contiennent au début du 
fichier, deux blocs destinés à contenir n'importe quelles 
informations désirées par 1 'utilisateur. 
C'est ainsi que 1 'éditeur du 
différents paramètres d'édition ( ceux-ci 
chaque fichier édité) . 
système y range les 
sont donc définis pour 
Ces deux blocs sont ignorés lors d'une lecture normale du fichier( à 
1 'aide des instructions GET ou READ ) . 
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De plus, dans ce type de fichier, les chaines de 
caractères ne chevauchent jamais une frontière de blocs entre blocs 
pairs et impairs. 
Il s'agit d'une contrainte imposée par le compilateur Pascal du 
système [ i ] . 
Il est possible de définir les fichiers suivants ( soit 
par les instructions standard, soit en modifiant le répertoire comme 
expliqué au point 6 de ce chapitre ) : 
Bytes caractérisant 
le fichier! l 
BAD 
Pas de 
bloc 
d I en -tête! 
1 
1 
1 
1 
2 
CODE 
2 blocs 1xxxxxxxxxx1xxxxxxxxxx1 
d 1 en-tête1xxxxxxxxxx1xxxxxxxxxx1 
IXXXXXXXXXXIXXXXXXXXXXI 
1xxxxxxxxxx1xxxxxxxxxx1 
3 
TEXT 
4 5 
DATA 
(i] Pour des raisons de rapidité, le compilateur Pascal du système 
n'utilise pas les instructions READ et READLN pour le balayage du 
fichier source, mais utilise un tableau de 1024 caractères ( 2 blocs 
physiques de la mini-disquette ) . 
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Tous les types de f i chiers peuvent être définis si pas 
explicitement par programme, i l est toujours possible de modifier 
certaines informations contenues dans le catalogue; nous verrons 
plus loin comment ). 
Certains types de fichier n'ont pas d'intérêt car ils ne sont pris en 
charge par aucun utilitaire du système. C'est notamment le cas pour 
les fichiers 'CODE' comportant l es blocs d'en-tête, car ces fichiers 
contenant des programmes exécutables ne pourront être exécutés. 
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5. Les primitives d'accès. 
Les différents accès possibles peuvent se subdiviser en 
trois classes 
- Les ouvertures de fichier. Le système vérifie que le 
fichier peut être légalement ouvert, réserve en mémoire centrale une 
zone destinée à la gestion du fichier ( tampon ) et initialise 
différents pointeurs. 
- Les lectures et écritures d'information. 1 'utilisateur 
donne le nom symbolique d'une variable. Le système de gestion des 
fichiers effectue les échanges entre la disquette, le tampon en 
mémoire centrale et la variable du programme utilisateur. 
- Les fermetures de fichier. Le système met à jour le 
catalogue de la disquette si nécessaire et libère la zone réservée 
en mémoire centrale pour le tampon. 
Nous donnerons aux primitives les noms demandés par le 
compilateur Pascal. 
La compilation de ces instructions étant traduite par un appel à des 
procédures standard, nous donnerons, pour des raisons de facilité, 
le même nom aux instructions Pascal et aux procédures standard. 
Les compilateurs des autres langages doivent 
-soit utiliser les procédures standard ( les mêmes que le 
compilateur Pascal ). 
-soit utiliser leurs propres routines d'accès disposées 
dans un RUN-TIME package. 
115 
Ouverture et fermeture de fichier. 
RESET, REWRITE. 
Reset(nom_dans_programme,nom_dans_catalogue) 
exemple : 
Re set ( sysout ,'1 i st. text1); 
Nom dans_catalogue doit être une chaîne de caractères 
représentant un nom de fichier. 
Nom_dans_programme représente 1 'identificateur du RECORD 
décrivant un enregistrement du fichier. 
Cette instruction a pour effet d'établir les relations 
entre les tampons d'entrées-sorties et le programme utilisateur. 
Sert également à initialiser les pointeurs qui pointent vers le 
début du fichier. 
En Pascal standard, cette instruction a, également, pour 
effet de lire le premier article du fichier. Cela peut avoir de très 
gros inconvénients notamment lors de lecture de caractères au 
clavier. 
En effet, lors de 1 'instruction d'initialisation du clavier par 
l'instruction : 
reset(sysin,keyboar d) par exemple , 
le système tente de lire le premier caractère. 
Il y aura donc arrêt du programme juqu 1 au moment où 1 'utilisateur 
frappera le premier caractère. 
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Pour remédier à ces inconvénients, UCSD Pascal admet un 
nouveau type de fichier, les fichiers inter actifs. 
Exemple de déclaration d'un tel fichier en Pascal 
var sysout:interactive; 
Ces fichiers sont, en tous points, identiques aux fichiers de 
caractères "TEXT" ), mis à part le fait que lors del 'instruction 
RESET, il n'y a plus de première lecture. 
Au niveau le plus bas, la primitive "RESET" se décompose en deux 
parties : 
-OPEN 
-GET 
ouverture du fichier. 
lecture du premier arti cle 
Lorsqu'un fichier est déclaré "INTERACTIF" , le compilateur Pascal 
ne génère plus l'instruction "GET" à la suite de 1 'instruction 
"OPEN". 
Rewrite(nom dans programme,nom_dans_catalogue) 
Cette instruction est identique à RESET, excepté le fait 
que les pointeurs pointent, dans ce cas, à la fin du fichier. 
Le fichier ne peut exister avant 1 'exécution de cette instruction. 
Il est possible de spécifier une taille maximale pour le fichier à 
créer : 
Exemple Rewrite(sysout, list.text[10]); 
Le fichier occupera 10 blocs. Il pourra être étendu par 
la suite si les blocs qui lui sont contigus ne sont pas utilisés 
( voir le paragraphe 3 de ce chapitre ) . 
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Lecture et écriture d'un article du fichier. 
Il existe 4 niveaux d'accès: 
-Pour tous les supports (adressables ou non) 
-UNITREAD, UNITWRITE. 
Il s'agit de fonctions permettant la lecture ou l'écriture 
d'une suite de bytes sur un périphérique donné. Ces procédures sont 
écrites en assembleur de l'ordinateur hôte. Ces deux fonctions sont 
également utilisées pour la gestion des entrées-sorties et ont été 
détaillées au chapitre 3. 
Le manuel d'utilisation prévient l'utilisateur du danger de ces 
fonctions. En effet, il n'y a aucune vérification faite par le 
système de gestion des fichiers. Il est possible, en se trompant 
simplement de numéro de bloc , d'écraser un fichier se trouvant 
précédemment sur la disquette. 
, Cependant, l'usage de ces fonctions de très bas niveau est 
parfois indispensable lorsque l'on désire manipuler des informations 
de la disquette n'appartenant à aucun fichier ( Exemple le 
catalogue proprement dit ou le porgramme de BOOTSTRAP ) . Un 
exemple de travail directement sur le catalogue sera donné au 
paragraphe suivant. 
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-Uniquement pour supports adressables 
-BLOCKREAD, BLOCKWRITE. 
Il s'agit de fonctions permettant de lire ou d'écrire un certain 
nombre de blocs de 512 bytes. Ces procédures peuvent accéder 
-à une disquette via un nom de disquette. La différence par 
rapport aux fonctions UNITREAD et UNITWRITE est ici une lecture et 
écriture d'un multiple de 512 bytes. 
-à un fichier situé sur une disquette via un nom de 
fichier. 
-GET, PUT, SEEK. 
Ces procédures permettent de lire, d'écrire ou de se positionner sur 
un enregistrement du fichier. 
-READ, WRITE ( Uniquement pour fichiers TEXT, c'est-à-dire 
définis comme FILE OF CHAR ). Ces procédures permettent de lire ou 
d'écrire une suite de caractères. 
Les procédures READ et WRITE sont simplement une 
simplificat~on des procédures GET et PUT et peuvent s'écrire comme 
suit: 
READ = 
WRITE = 
x:=f-; 
get(f); 
f-:=x; 
put(f); 
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-EOF Cette fonction indique si la fin du fichier est 
atteinte. 
La fin du fichier se détecte grâce à une information contenue dans 
le catalogue : le nombre de bytes significatifs se trouvant dans le 
dernier bloc du fichier. 
-EOLN Cette fonction ne peut être utilisée que pour des 
fichiers de caractères. Elle indique la fin d'une ligne. 
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6. L'accès au catalogue. 
En plus des possibilités de travail sur les fichiers 
proprement dits, il peut être intéressant de pouvoir manipuler 
explicitement le catalogue. 
Exemples 
a) Un programme utilise un fichier Tet crée par fusion un fichier 
T+l . 
Lors d'une exécution ultérieure de ce programme, le fichier T+l doit 
devenir le fichier T 
Il serait donc intéressant de pouvoir, par programme, 
changer le nom d'un fichier. 
b) L'espace libre sur la disquette est devenu insuffisant ( Voir le 
point 3 de ce chapitre ) . 
Normalement le programme se termine par une erreur ou alors le 
positionnement d'un drapeau indique 1 'anomalie. 
Il serait intéressant de pouvoir réorganiser la disquette sans 
interrompre le programme. 
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Ces deux cas peuvent être résolus en manipulant 
directement le catalogue. 
On déclarera une zone, en mémoire centrale, destinée à 
recevoir l'image du catalogue Voir le paragraphe 3 de ce 
chapitre 
Var directory:array[0.77] of record 
first_bloc:integer; 
last_block:integer; 
file_type:integer; 
file_name:string[l5]; 
num_byte:integer; 
l ast_date: i nteger;. 
end; 
Cette zone sera remplie par le contenu du catalogue par 
une lecture de la disquette à partir du bloc numéro 2 
Unitread(4,d i rectory,2028,2); [i] 
[i] Les différents paramètres signifient : 
4 : est le numéro du premier lecteur de mini-disquette. 
Pour les autres lecteurs de mini-disquettes, d'autres numéros 
seront utilisés. 
Catalogue est le nom symbolique de la zone en mémoire 
centrale destinée à recevoir les informations lues. 
2028 est le nombre d'octets à transmettre ( 5 mots de 2 
octets pour l es nombres entiers et 16 octets pour la chaîne 
de caractères, le tout à multiplier par 78) 
2 : Numéro du premier secteur du catalogue; 
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Le programmeur a alors accès à toutes les informations du 
catalogue. 
S'il modifie l'image 
variable CATALOGUE 
du catalogue, la recopie du contenu de la 
sur la disquette se fera comme suit 
UNITWRITE(4,catalogue,2028,2); 
Les paramètres sont identiques à ceux de la procédure UNITREAD 
utilisée précédemment. 
L'avantage de cette méthode, est que le programmeur a 
accès à toutes les informations contenues dans le catalogue [i] . 
L'inconvénient est qu'il devra réserver en mémoire centrale 
une zone de 2 Koctets destinée à contenir l'image du catalogue. 
[i] Cette méthode a été utilisée avec succès lors de la création du 
DEBBUGER. 
Après la compilation du DEBBUGER, le fichier objet a les 
caractéristiques des fichiers CODE. 
Cependant, après remplacement du segment numéro 2 par le DEBBUGER 
( à l'aide de l'utilitaire LIBRARY.CODE ), le fichier objet a les 
caractéristiques d'un fichier DATA ( tout comme les librairies de 
sous-programmes ). Ce fichier contenant le code objet n'est dès lors 
plus exécutable. 
Nous avons donc remplacé le code 5 ( DATA) par le code 2 ( CODE) . 
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7. La gestion des tampons. 
Au niveau physique 
Une disquette est un support adressable. Cependant les 
lectures et écritures ne peuvent se faire directement que pour un 
certain nombre d'octets à la fois ( l bloc à la fois ) . 
Il existe, presque toujours en mémoire centrale, une zone 
appelée tampon et destinée à recevoir les informations contenues 
dans un bloc. 
Au niveau logique 
La majorité des langages de haut niveau reconnaissent la 
notion d'article. 
Un article peut être considéré comme l 'ensemble des informations que 
l'utilisateur désire manipuler d'un seul tenant . 
Nous 
- Tampon 
disquette [i ] . 
distinguerons 
physique 
donc deux niveaux de tampons 
de la taille d'un bloc de la 
[i] Il sera cependant légèrement plus grand, car il contiendra 
quelques autres informations, comme le nom du fichier dans le 
catalogue et différents pointeurs . 
- Tampon logique 
centrale contenant un article. 
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il s'agit de la zone de la mémoire 
Cette zone fera le plus souvent partie de la zone de données du 
programme utilisateur et sera connue de celui-ci par un nom 
symbolique. 
/ / 
/ / 
/ / 
/ / 
/ / 
/ / 
disquette. 
tampon physique. 
tampon logique situé dans la zone de données du 
programme utilisateur. 
La longueur d'un article ( tampon logique ) est, le plus 
souvent différente, de la longueur des tampons physiques. 
Le système de gestion des fichiers rend la gestion transparente 
pour 1 'utilisateur. 
125 
Conclusions. 
Il est 
tai 11 e 
raison 
tampons. 
normale. 
La gestion des tampons est classique. 
cependant dommage que 1 'utilisateur ne puisse pas choisir la 
des tampons physiques C' est d'ailleurs pour cette 
que le compilateur Pascal du système util i se ses propres 
Ceux-ci ont une taille deux fois plus grande que la taille 
Toute la gestion ( avec toutes les vérifications que cela entraine 
doit alors être explicitement prograrrmée par 1 'utilisateur. 
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8. Les protections prévues. 
Il semble que les protections soient efficaces. 
Nous avons effectué un certain nombre d'essais, où nous avons 
véritablement cherché la faille. Dans presque tous les cas, le 
système d'exploitation s'est rendu compte del 'erreur. 
Nous donnons , ci-dessous , la liste des différentes 
protections que nous avons rencontrées, suivie de la liste des 
erreurs qui se sont produites lors de nos essais. 
Protections prévues. 
- Les disquettes sont des supports amovibles. Le système de gestion 
des fichiers, avant tout accès à un fichie r , vérifie si la disquette 
désirée se trouve bien dans le lecteur. 
Si 1 'utilisateur possède plusieurs lecteurs de disquettes, il peut 
placer la disquette désirée dans le lecteur de son choix. Le système 
de gestion des fichiers lira le nom des disquettes se trouvant dans 
chacun des lecteurs et identifiera de la sorte la disquette désirée. 
- Une disquette contient plusieurs fichiers. Lors d'une écriture, le 
système de gestion des fichiers vérifie qu'il n'y a pas écrasement 
d'un fichier préexistant. En cas de risque d'écrasement de fichier, 
il y a soit une erreur d'exécution, soit le positionnement d'un 
drapeau. 
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Erreurs rencontrées. 
- Il ne s'agit pas exactement du système de gestion des fichiers, 
mais le cas est très semblable. 
Lors du chargement d'un segment en mémoire centrale, il n'y a aucune 
vérification opérée sur la di squette. I l y a simplement chargement 
en mémoire centrale des blocs figurant sur la disquette aux 
emplacements indiqués par la table de segments. 
Si par inadvertance, l'utilisateur a changé de disquette, ou si le 
programme a modifié le contenu de la di squette à l ' emplacement du 
segment à charger, il y a beaucoup de chances pour quel 'utilisateur 
perde le contrôle du système. 
Dans ce cas une réinitialisation générale sera nécessai re. 
- Nous avons indiqué précédemment le cas des fichiers possédant le 
suffixe .TEXT. 
Les deux premiers blocs de ces f i chiers ne contiennent pas 
d ' enregistrements proprement dits. Ils sont en fait constitués, pour 
la plus grande partie, de 0. 
Si lors de la création d'un fichier, le nom comporte le suffixe 
.TEXT, et si après avoir changé de nom ( en utilisant un autre 
suffi xe, par exemple .DATA) on essaie de relire ce fichier, les 
premiers articles ne sembleront contenir que des 0. 
Un autre problème pourra survenir à cause du non chevauchement des 
frontières de pages des chaines de caractères. 
Le plus grave est que ce type d ' erreur ne sera jamais détecté par 
le système de gestion des fichiers. 
128 
Chapitre 5. 
Vérification de la portabilité des programmes. 
Au niveau du langage source. 
Prenons comme exemple le compilateur Pascal du système. 
Le programme source de ce compilateur est absolument identique d'une 
machine ·à l'autre ( mis à part quelques constantes qui sont fonction 
de la taille de la mémoire centrale ) . 
Il ne devrait donc pas y avoir de problème de ce côté. 
Par contre, et c'est le point le plus délicat, il 
existera, dans l'avenir, un grand nombre de compilateurs pour ce 
système, et même plusieurs compilateurs pour chaque langage de 
programmation. 
C'est à ce niveau que des différences pourront apparaître et rendre 
les programmes non portables. La balle est donc dans le camp des 
concepteurs de compilateurs; c ' est à ceux-ci de réaliser des 
compilateurs répondant aux normes en vigueur; encore faut-il que ces 
normes existent. 
Nous avons eu 1 'occasion d'écrire un certain nombre de 
programmes, en langage Pascal, sur le micro-ordinateur APPLE II. 
Ces programmes ont été également compilés et exécutés sur le 
micro-ordinateur NORT STAR Horizon sans aucun problème. 
Au niveau du code objet. 
Théoriquement, 
identiques. 
Il devrait donc être 
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toutes les machines vi rtuelles sont 
possible d ' exécuter un programme objet sur 
n'importe quelle machine virtuelle. 
Cela n'est pas tout à fait vrai pour trois raisons 
a) Il existe de petites différences d'une machine virtuelle à 
1 • autre [ i ] . 
Ces différences 
optimisations des 
certaines machines . 
peuvent égal ement provenir du fait que des 
interpréteurs de CODE-P ont été apportées sur 
b) Le jeu d'instructions de la machine virtuelle ( CODE-P ) évolue. 
La deuxième version de ce code introduit quelques nouvelles 
instructions. 
Normalement, une compatibilité vers le bas devrait être assurée, 
mais cela reste encore à démontrer. 
[i] Nous avons déjà eu 1 'occasion de parler du type de rangement de 
nombres de 16 bits dans une mémoire orientée octets ( Chapitre 2, 
paragraphe 6 ) . 
Exemple microprocesseur 6800, les nombres de 16 bits sont rangés 
avec les poids forts aux adresses basses. 
· microprocesseur 6502, les nombres de 16 bits sont rangés 
avec les poids forts aux adresses basses. 
Il est cependant possible de passer outre à cette contrainte, mais 
aux dépens de 1 'efficacité de 1 'i nterpréteur de CODE-P. 
130 
c) Certaines parties de prograITITie peuvent être écrites en assembleur 
del 'ordinateur hôte. 
Dans ce cas, la portabilité ne peut évidemment être assurée que pour 
les micro-ordinateurs utilisant le même type de microprocesseur ( ou 
un microprocesseur ayant un jeu d'instructions compatible ) . 
Il semble que les différences les plus importantes 
proviennent des différentes versions de ce système d'exploitation et 
pas du micro-ordinateur utilisé. 
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Conclusions. 
Le système d'exploitation étudié remplit bien les 
objectifs visés, c'est-à-dire portabilité et facilité d'utilisation. 
L'utilisation d'un pseudo-code est une solution très 
simple, tout en offrant des avantages incontestables 
- Toutes les machines virtuelles sont identiques. 
- Bonne gestion de la mémoire. 
- Compacité du code généré. 
Les inconvénients sont 
- Moindre vitesse d'exécution. 
- Place mémoire perdue pour loger 1 'interpréteur de 
CODE-P. 
Ces inconvénients 
technologiques, par 
microprogrammés en CODE-P. 
diminueront 
1 'utilisation de 
avec les progrès 
microprocesseurs 
De ce fait, le CODE-P utilisé pourrait bien, à brève échéance 
devenir un langage machine pur et simple o 
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La gestion des entrées-sorties correspond à un compromis 
entre simplicité de réalisation et performances. 
Les utilisations habituelles se font sans problème. Par contre 
toute utilisation particulière nécessitera une programmation en 
assembleur [il . 
La gestion des fichiers est très bonne. 
Les protections prévues sont très efficaces. 
Il est cependant regrettable que l'organisation des 
fichiers sur les disquettes soi t aussi restrictive uniquement des 
secteurs contigus sans possibilités d'extension ) . 
Dans ces conditions les avant ages apportés par les nouvelles 
primitives d'accès par rapport au Pascal Standard ) n'ont que peu 
d'intérêt. 
D'un point de vue commercial, la publicité insiste surtout 
sur les possibilités professionnelles de ce système. 
Il nous semble toutefois que les domaines où ce système remplira le 
mieux les objectifs visés sont l'enseignement et l'utilisation comme 
système de développement de programmes. 
Pour des utilisations professionnelles, la disposition des fichiers 
sur les disquettes est trop restrictive. 
[i ] Avec tous les inconvénients de non portabilité que cela 
occasionne. 
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Annexes. 
Les lecteurs désireux de trouver un complément 
d'informations, concernant la machine virtuelle, pourront analyser les 
listings témoins et les codes générés par le compilateur Pascal du 
système, lors de la compilation de petits programmes d'essai. 
Une description complète du jeu d ' instructions de la machine 
virtuelle se trouve en [4]. 
Les annexes 1 à 6 permettent de comparer un prograrrnne 
constitué d'un seul segment avec un programme constitué de deux 
segments. 
En annexes 7 et 8, on trouvera 
générées par le compilateur lors 
spéciale (*$R Segment_name*) . 
les instructions supplémentaires 
de la rencontre de la directive 
L'annexe 9 illustre la procédure à suivre pour utiliser des 
procédures compilées séparément. 
L'annexe 10 montre ce que pourrait être le squelette du noyau du 
système d'exploitation ( Le programme PASCALSYSTEM ). 
L'annexe 11 montre deux petits listings permettant de calculer la 
taille des tampons utilisés pour les accès aux disquettes. 
Enfin 1 'annexe 12 donne le listing complet du DEBUGGER. 
Table des annexes. 
Annexe 1 Programme ESSAil. Page Al 
Tri par la méthode SHELL en un seul segment. 
-Listing témoin de la compilation. 
Annexe 2 Programme ESSAil. A3 
Tri par la méthode SHELL en un seul segment. 
-Désassemblage du code généré par le compilateur. 
Annexe 3 Programme ESSAil. A9 
Tri par la méthode SHELL en un seul segment. 
-Contenu du dictionnaire des segments. 
Annexe 4 Programme ESSAI2. Al0 
Tri par la méthode SHELL en deux segments. 
-Listing témoin de la compi l ation. 
Annexe 5 Programme ESSAI2. Al2 
Tri par la méthode SHELL en deux segments. 
-Désassemblage du code généré par le compilateur. 
Annexe 6 Programme ESSAI2. 
Tri par la méthode SHELL en un seul segment. 
-Contenu du dictionnaire des segments. 
Annexe 7 Programme ESSAI3. 
Utilisation de 1 'option R (Résident). 
-Listing témoin de la compilation. 
Annexe 8 Programme ESSAI3. 
Utilisation de 1 'option R (Résident). 
-Désassemblage du code génére par le compilateur. 
Annexe 9 Programme ESSAI4 et 5. 
Compilation séparée d'une procédure mise sous 
forme de UNIT. 
-Listing témoin de la compilation. 
Al8 
Al9 
A20 
A23 
Annexe 10 Squelette du programme 11 PASCALSYSTEM" constituant A25 
le noyau du système d'exploitation. 
Annexe 11 Calcul de la taille des tampons. A27 
Annexe 12 Programme source du DEBUGGER. A28 
l=t 1 
Anne:,-,:e 1 . 
Listi n~ fourni Par le comPilatew~ lors d~ la comPil ation du Pragrawne 
1 
1 
.-•, 
..::. 
4 
C' 
·-' 
6 
7 
10 
11 
12 
13 
14 
15 
16 
17 
1r, 0 
19 
1 1 e nuff1éro de l -3 l i ::!ne . 
2 le numéro du sesmenl . 
3 le numéro de la Procédure . 
5: l 'adresse relat ive du code ::!énéré. 
6 le Pro5ramme source. 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1: D 
1: D 
1: [) 
1: [) 
2: (1 
2:1 
2: 1 
2: 1 
2 : (1 
1: 1 
1 •. -, ..... 
1: 1 
1 •• • J. 
C' 
_, 6 
1 <:t::t-L+=·n 
1 PROGRRM ESSAI1; 
3 var ech,ecarl,i:inte:::ler; 
6 tab:arra~[l . • nbJ or inle::!er; 
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1 Procedure echanse ; 
1 •._.1ar ::-~ : int.e::112r; 
(1 be:::lin 
(1 :,::: =t . .ab[iJ; 
13 
64 
14 
77 
lab(iJ:=tab (i+ecarl] ; 
l .ab ( i +ei:· ëtrt. J : =:=< 
~or i:=1 lo nb do 
ri2ad ( t .ab t i J ) ; 
writeln<~tabli2au non classe'); 
A2 
20 1 1: 1 ,-,r:-,: , ..  J t,w-i t.e ln; 
21 1 < • 1 ·33 >?c--::1rt.: ==rit,; .:. . 
22 1 1 : 1 1:-'E, reF·ea+.. 
,.._,-=!' 1 1. ---:, '::'E, ec·.aï·-·t.: =t?c· a t-·+_. di 1-.-' .-, . .... .... , . ..:.. ..::., 
24 1 1 : 2 lül reFe-=1l-
-.c:- 1 1 • --:r 101 ,=:,c-h: ==0; ,L ._l n ._:, 
2E, 1 1 • --:r 104 ·f i:1r· i: =1 t_.,:. n b-s,c- -=1i-·-t.. do .. ,.;, 
.-,~ 1 1 :4 1 1 :::: b e ::Jiri .L J' 
.-.,-, 
..;:. c, 1 1 : 5 1 i'=' '-' if" t..ab[ i J >t. .. ab [ i +ec-.=1i-·-t .. J t .. hen 
29 1 1 ... - 145 b,?:::iin • '=' 
30 1 1 : 7 145 ec-h: =1 ; 
31 1 < . --, 14:::: e c-h-:::1n::lt? .:. . ,· 
7 - , 1 1: 6 14:::: end ...:;,~ 
~~ 1 • :4 150 end ._,.._, .L 
34 1 1 . ---:, . ..:.. 150 un+..i l ec·h=ü 
--:rc:- 1 1 • 1 15~: .,_ . l e ,:-.::srt✓ == 1 . ...;,._, .. un, .. 1 .,. 
3E, 1 1 : 1 lt:,7 , ... w-i t.elri< -·· t.--:::1b l eau c- l -=1·:- ·=·'=' -·· ) ; 
7~ 1 1 : 0 2ü1 er11:I . ...::, f 
R3 
Ann'=' ::-::,=' 1 . 
Désassemblage comment~ du code généré Pour le Programme ESSAI!. 
adresses relatives des variables globales: 
: ~35 
:06 
adresses r elati ves des variables locales: 
::< : 01 
[10[10 A5 06 LAO (16 
(1002 EA SLDO 03 ;char5emenl dei el veriricalion des bornes 
(KK13 01 SLDC #01 
0004 64 SL[,c: +i:EA 
0(tü5 .-,,-. 1:=t,:1 CH~:'. 
0006 01 SLDC :H01 
0007· ':.'5 00 SLIE:S HH 
000::: A4 01 I)<A 01 
rm~:1A F::: Sit·fü 00 ;chargement de tab[iJ 
GüOE: cc (11 STL ;:-11 
(100[) A5 06 LAO 06 ;charger l'adresse de tab 
0üüF EA SLDO ,--:,--:,· t.:.1~1 ;char~emenl dei el vérirication des bornes 
(1(i1(1 01 
0(11 1 64 
t1012 ,-·, .-, ·=,,:, 
0013 01 
00 14 '35 
0015 A4 
0017 A"' 
·-' 
ûü1'?- EA 
ü01R EE: 
001 E: ,-, .-, 1~..::. 
0(11 C 0 1 
061 D 64 
001E , .... ,,-, C•1: , 
001F 01 
0(,20 ·~5 
(1(121 A4 
(1(123 F·=• 
·-· 
0;:.:124 '3A 
0025 A5 
(1(127 EA 
0(128 EB 
002'3 ,-,.-, 1=1.L 
0ü2A 01 
(1(128 64 
(1(12(: ,-,,-. 
·=1,: , 
(1(12() 0 1 
ü02E '35 
0Ci2F A4 
0031 [)::: 
(1(132 '3A 
0(133 AD 
SLDC 
SLDC 
CHt< 
SLDC 
(10 SUBS 
0 1 1:,-::A 
06 LAO 
SLDO 
SLDO 
Œ?i RDD 
SLDC 
SLDC 
CHK 
SL[)C: 
00 SUE:S 
01 r::-,:A 
snm 
STO 
(i6 LAO 
SLDO 
SLDO 
,-.,,-., ADD 1::.1•,:t 
SLDC 
SLDC 
CHK 
SLDC 
00 SUES 
0 1 I>=:A 
SLDL 
STO 
00 F.:t-~F' 
#01 
~=64 
#01 
nn 
01 
06 
~33 
04 
ItH 
#01 
#E.4 
#(1 1 
ItH 
01 
00 
06 
[13 
0 4 
It·H 
#ül 
#E.4 
tt01 
rt-n 
01 
ü1 
00 
.1 - L . 
l· •=!...1 
A4 
;ca lcul dei+ e car~ e ~ vérif i ca~ion des born~s 
;char~emen~ de ~ab[i+ecart J 
;sauve~aae dans t ab[ iJ 
;char~er l' adresse de ~ab 
;calcul dei+ ecart e~ vérif ica~ion des bornes 
;sauve~aae dans tab[i+ecartJ 
;fin de la procédure ' ECHANGE' . 
0(136 02 
0ü3A 07 
(1(13E: üO 
012i3C 3C 
0ü3D Ül~1 
(1(13E 02 
0ü3F ül 
0(14(1 ()7 
0(141 [)7 
0042 [il 
0(143 RE: 
(1(145 64 
(1(146 RE: 
0~14,f! ER 
(1049 A9 
(1(14E: C::: 
(1(14(: Al 
0ü4E E:6 
(1051 A5 
0053 ER 
0(154 ül 
01355 64 
[1(156 ::::::: 
0057 01 
005.:: ,:::,C"' 
-· ·-' 
005'3 A4 
(105E: CD 
(105E ':!E 
(106(1 ER 
(13 
6R 
6A 
(1(1 
19 
01 
06 
00 
01 
00 
0(1 
i::ic:-
' • • _ 1 
;taille de la zone ~e données. 
;taille de la zone des ParaMètres. 
;F:<i t IC 
;procedure number ;nwnéro de la Procédure . 
; 1 e::< , 1 e•._.te 1 ;numéro dans la cha~n e s ~ati9ue. 
t·KIP ;début du Prosramme ~ ri nciPal 
HOP 
5LDC #01 ;charsement de 1 da~ s la variable i 
5F.:O ( 13 
5LDC #64 ;char~ement d e 100 dans la variab le U6A 
SF.:O 6A 
SLDO 03 ;test si fi n de boucl e 
LDO 6A 
LEQ IHT 
FJP 1 ·:=i ;s i fin de la boucle ✓ FoR ✓ alors aller en 0067 
f., .-, 
~1...::. LO[) ül ., 02 
LAO (16 
SLDO t33 ; vér if ier s1 ! ✓ indice comPris entre les bornes 
SLDC #01 
SLDC #64 
CH~:'. 
SLDC #[11 
5UE:5 It-H 
I;-::R 01 
(1(: .-.... ,,-, 1_.,.··,r b•.::1., l.:il_. 
C<F' (1[1 ; i ochec+. 
SLDO 03 ;aJouter 1 è la variable i 
0061 01 
(Ki62 ,-·,.-, 1=,..::. ü(i 
0063 RE: ,-:,7 \:_!.__;, 
0065 E:9 F6 
00E,7 E:6 01 
006R 07 
0ü6E: A6 12 
007F Ü(1 
oo:::o CD 00 
(10:=~3 '3E 00 
1:10:::::5 B6 01 
00:::::::: CD (î[i 
0(1:?.E: 9E 0~3 
00:::() E:t:, 01 
0090 CD 00 
0093 9E 00 
(H]'::'5 E:6 01 
0(198 CD ûü 
009E: '3E 00 
0fi9D 64 
00'3E RE: 04 
001=i0 E'"' c, 
00A1 ~-.,.-. ~.t..::. 
00i=i2 ::::t, 00 
00A3 RE: ü4 
1:101=i5 00 
00R6 AB 05 
00R::: 01 
00A9 AB 03 
00AE: 64 
OOAC EB 
001::ir:i ,::, C" 
- · ._! 00 
00AE AE: 6A 
00Bü ER 
00B1 A'3 6A 
~33 
13 
03 
16 
(13 
16 
(13 
1 E, 
AU:i It-H 
LL..TF· FE, 
LOD 01 ., 03 
t·!OP 
;saut i ncond itionnel e n 0048 
LCA ~tableau non classe ~ 
SLDC #00 
LOD (11 ., 03 
L-,-._.r, ., .. ,r 
L-. , ... •r-, ., .. ,r 0(1 
LOD 01.,03 
C::<F' 00., 16 
C::-::F' (1(1 
LOD 01., 03 
C::<P 00., 16 
SLDC #EA 
SF.:O 04 
SLDO 04 
SLDC #02 
DIU nn 
SF~O 04 
SLDC ~Iü0 
SLDC #01 
SF.:O ,-:,7 t:.t...:1 
SLDC 4J:fA 
SLDO 04 
SUE:S It--lT 
SF.'.O 6A 
SLDO [13 
LDO 6A 
; i c,chec-1--:. 
; t,.w· i t..s• 1 n 
;iochec.-L 
;charEement de 100 dans la v~riable ecarl 
;di v iser la variable ecart Par 2 
;chargement de 0 dans la variable ech 
;charsemenl de 1 dans la variable i 
;calacul de 100-ecart dans U6A 
;test s1 fin de boucle 
A6 
üüE:3 i-·•:• _ .. _, (i(I LEC! It-H 
00E:4 Al .-,-:, F.JF' .-,-;. ..::. f ..::. f ;si fin de boucle alors saut en 00DD 
00E:6 A5 06 LAO (.iE: 
00E:f: ER SLDO li3 ; t est si l a v a ri able i c o mpri se ent re 1 et 100 
üüE:9 Cil SLDC # 0 1 
OOE:A 64 SLDC #E1•4 
OOE:E: :~.::::: CH~=:: 
tiOl::C 01 SLDC ; ffH 
û0E:(. '35 (iü SUE:S It·H 
û0E:E A4 ül I;<A ü1 
00C0 r-1-, r ,: , Sit·Kl Ct[J ;charEement de t ab[iJ 
ü0C1 A5 06 LAO t-JE1 
OOC:3 ER SLDO ,--:,-:.-t:,I._) ;calcul dei+ ecart et véri r icat ion des bornes 
ü0C4 EE: SLDO 04 
üOC:5 :::2 00 ADD ItH 
00C6 01 SLDC *f01 
00C7 64 SLDC :µ,,EA 
û0C~: f:::: CHK 
ûOC:9 01 ::;LDC #01 
OOCA 95 0.:3 SUE:S It-H 
û0C:E: A4 01 T\.'A J..- · .. ' 01 
ü0CD F·=· ,_, Sit·lD 0 •3 
00CE c:s 0ü GFtr It-H 
00CF A1 05 FJF' 05 ; ·=· i le ré·;.u 1 ·t..::1 -L -- .l ~-- -, - ~. ':' ": • l· 1 -::1.1. ·=·'=' 
00D1 01 SLDC #01 
0(1[i2 AB ~35 SF.:O (15 
tiOD4 CE ü2 CLP ~32 
ü0DE, ER SLDO (13 ;aJouter 1 a la v ariable i 
00D7 01 SLDC #01 
OOD::: :32 (i(i ADD IIH 
tH3D9 AB 03 SF.:O 03 
00DE: B9 F4 UJF' F4 
000[) EC SL.DO 05 ; t est si e c h=0, si oui ~ller en 00A5 
00DE 00 SLDC #00 
H-·=· '-' 
BODF C:3 00 EC!U Il-H 
BtiE0 A1 r- ro r ..::. F n-, ~•r i::- ·-, .~ 
€10E2 EE: SLDO 04 • .l - - ..J. 
·=-1 ec-art.=1 ., ·:-i oui ·:I 1 1er l:'f°i 00AO , L-t:'·:- 1 •. 
00E3 r· • .'..IJ. SLDC #ûl 
l:K1E4 C3 (i0 EC!U nrr 
0üE5 A1 F0 FJF' Fü 
00E7 BE. 01 03 LOD 01 ·' ~~13 
13üEA D7 HOP 
13üE8 r,6 ( iE LCA ··· t....::sb 1 &au c·l-::1·=-·=·'="··· 
00F8 tJ ~3 SLDC #0~3 
00FC CD (i0 • ..,. ( ·'· ·',-, 00., 13 ; l,Jr i t.e·=-t-r in::::! .l~• .,···.r 
B0FF '::'E 0(1 c;:-:;p 00 ; i Cn:·hech 
i::.'IH31 BE, 01 !~13 LOD 01 ,-... 7 ·' l-_:t._;, 
0104 CD 00 • .• -.. t::, O=:F' 00., 16 ; l,.w· i t...e 1 n 
(1107 '::'E 00 C<F' 0ü ; i eichec·k. 
0109 Cl 0(1 ' F.:E:F' (10 ;t-·t?t...ow·· 
-::1U ·= '::t·=-l.éri-,e d ··· e ::<F- 1 o i t .at ion 
010C 6C ; -Ïi.fü1F t.::1ble 
01ü[) iJü 
(i l OE 69 
010F 0~~i 
(il 10 60 
01 11 (Ki 
01 1 r , .:. CR 
[11 13 00 
01 14 DO _ _,_J _ _ , t..J .:::fl_ . . ::f ·:.iz l:' 
0115 00 
01 16 ~J4 ;. F" ar·· .::S ff1et.et·· ·::.i:ze 
01 17 00 
01 1 ·=· '-' üF ; t?::-::i t. IC 
[H19 i?,(1 
01 1R DA ;'='nt...er· IC 
(11 18 0(1 
01 lC 01 ; F·r·ocedure nurnber 
01 1() OQt 
' 
; 1 e ::-~ l e•,.1 e 1 
dictionnaire des Proc~dures du Pro ~r2mme ESSAil. 
SEGMEt·H : C1 ESSAil 
ADRESSE : (8LOC,8YTE ) 
NUMERO DU SEGMENT 
DEPLACEMENT F'ROCEDURE 
4 1 
224 0 .-, ..::.. 
1 
1 
LE>: 
LEUEL 
0 
1 
LONGUEUR: (PAGE,BYTE ) 
t-KtME:RE DE F'F.'.OCE[:,I_IF:ES 
EHîEF.'. rc D:: IT IC 
21f: 15 
,·-.. ::i n_. 
1 36 SOIT 
PAF.'.AMETEF: 
SIZE 
4 
DATA 
SIZE 
.-, 
..::.. 
A1ü 
Rnne::<E' 4 . 
1 -·•-u .. : l .::1 li :::ine. 
2 
' 
._, 
4 le numéro d~imbrica~ion . 
5 l ' adresse relative du code généré. 
6 le Pro9ramme sour ce . 
1 2 3 4 
1 1 1: D 1 i:: :+::t-L + :-1< ) 
.-, 1 1: D ..:. 1 PROGRAM ESSAI2; 
' 1 1: ( j -· 
4 1 1: D 
r:::- 1 1: D 
·-' 
E, 1 1·: D 106 
7 7 1: D 
,-, 7 1: D ,::, 
9 7 1 • .-:-, 
' 
.... _ 1 ü be:::lin 
10 7 1: 1 ü :,-:: : =lëib[ i J; 
11 7 1: 1 
' 
13 ~ab(iJ: =tab[i+ec ar~J; 
12 ..., 1 1 .. ... . 37 ~ab[i +ecar~J:=x 
13 7 1: 0 
14 7 1: 0 64 
15 1 1: (1 ü be::iin 
16 1 1: 1 ü ~or i:=1 ~o nb do 
•..., 1 1. ·-:, J. .. . .... 14 re.ad o'. l-=ib[iJ >; 
1 C• 
~· 1 1: 1 
19 1 1: 1 
20 
21 
22 
.-, -:r 
k ~I 
24 
2E, 
.-.~ 
ka' 
3(1 
31 
-,.-, 
...;1.L 
33 
34 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1: 1 
1 : 1 
-t • • - , 
.L • .L 
1 . -'"'.• ..... 
1 • ' .. . _, 
1 . 7 • 1 
1 . 7 • 1 
1: 4 
1: 2 
1: 1 
1 : 1 
'33 
101 
11Z!1 
1!2i4 
118 
11 f: 
145 
145 
14f: 
148 
151 
151 
159 
l,.1ri t.i::•l n ; 
ecart:=ecart div 2; 
for i :=1 to nb-ec-art do 
if tab[iJ >tab[i+ec-artJ then 
'2c-h: = 1; 
e nd 
un+_. i 1 •?c .::1rt.= 1 ; 
202 end . 
A1 1 
adresses relatives des variables ~lobales: 
ec·art. : 04 
i : 0 3 
R12 
------------------------------------------------------------------------------. 
Se~men~ Procedure ~ECHANGE~. 
adre ~~es rel a tives des variables loca les: 
::< : ~3 1 
0000 R5 06 LAO (iE, 
(1[113 2 EA SLDO [ï3 
00 (13 01 SLDC #01 
0(104 64 ::::LDC ttEA 
c,005 ::::::: CH~< 
(1(1 l~i6 01 SLDC #~)1 
0007 135 00 SU85 I t·H 
00û ::: A4 01 I l<A 01 
000 A F·=· '-' S it-m [i[1 ; char~emen~ de ~ab[iJ 
0üü B cc (11 STL (il 
OüüD A5 06 LAO 0E, 
0ü0 F ER SLDO (13 ; char~ement dei et véririca ~ion des born~s 
A13 
001[1 01 SLDC #01 
(1[11 1 E,4 SL.DC tFEA 
0012 ,-,,-, CH~< 1=u:, 
0013 t;.31 SLDC fü31 
0014 '35 00 SUE:S ItH 
0015 A4 01 r:,-::A ül ;calcul de 1~.i ndex 
0(11 7 A5 [16 LAO {:.1Ei 
0(11':.! ER SLDO (ï3 ;cal cul dei+ ecart e~ véri fica~ion des ~~rnes 
001A Er, r:, SLDO (1.:j. 
(101E: :32 0(1 ADD ItH 
001(: 01 SLDC #(?i1 
(101 [:, 64 SLDC #E,4 
l:10 1E :=:::: CH~< 
(1[l 1 F ~:31 SLDC #[:i l 
002[1 '::45 0 •:i SUBS ItH 
(U321 A4 Cil I>=:A 01 
0023 F·=· ,_, Si t-m üü 
0024 ':!A STO ;sauveta~e dans l a b[iJ 
0025 A"" 
·-' 
0E, LAO 06 
(1[127 EA SLDO [i3 ;calcul dei+ ecart et vérificat i on des born~s 
0(128 EB SLDO (14 
Ci029 , .... .-, c,..::. 00 ADD IIH 
002A 01 SLDC #ül 
fü32E: 64 SLDC #E,4 
002C ,-,r, CHK 
·=·•=1 
002D 01 SLDC #01 
002E '35 (1[1 SUBS IIH 
002F A4 01 I'.<A 01 ;calcu l de l'index 
0031 [:i::: SLDL 01 
0~332 9A STO 
0033 AD 00 F.'.1-~P (1(1 ;fin de l a Procédure echan~e 
0036 02 
B(CA 07 
üü3E: 00 
003C: 3C 
003[) 00 
003E 01 
Oü3F 01 
;e:,-::i t IC 
;procedure number 
; 1 E<=< l e•._.1e l 
A14 
------------------------------------------------------------------------------
0000 D7 t·KIP ; début du Prosramme PrinciPal 
(1(iû1 ()7 t·-IOP 
00~32 (i 1 SLDC #01 ;c-harsemenl de 1 dans la variab le 1 
0003 AE: 03 SF.:O 03 
(1005 64 SLDC #EA ;c-harsemenl de 100 dans la variable U6A 
000E, A,.., c:, 6A SF::O E,A 
000::: ER SLDO 03 ;test s1 fin de boucle 
00ü'3 A'3 6R LDO E,Fi 
ü00E: 1~·-· 
-·'=' 
(10 LEO IHT 
oooc Al 1'3 FJP 19 ;si fin·de la boucle alors ~ll~r en 0027 
00t21E E:6 ül t-32 Lot) 01 .,02 
0011 A5 0E, LAO 06 
0013 EA SLDO 03 ;vérifier si l~indic-e comPris entre les bornes 
(1014 01 SLDC #01 
0015 64 SLDC #64 
0016 ,-,.-, ,=,,:, CHK 
01317 01 SLDC ~H31 
ü01f: 95 00 SUE:5 It·H 
(101'3 A4 01 I:=<A 01 ;calcul de l~index 
001E: CD (1(i 0C C<P 00 .,0C 
001E 9E 00 C<P 00 ;iochec-L 
(1020 EA 
0021 01 
0022 ::.::2 
002:::; AE: 
0025 8 '3 
0(127 86 
002A D7 
ü0 :2E: A6 
üt33F 00 
004(1 CD 
0043 '3E 
0045 86 
Oü4f: CD 
004E: ':.'E 
004[:, 86 
005(1 CD 
\:i053 '3E 
(1055 86 
Oü5f: CD 
(105E: '3E 
005() 64 
005E AE: 
006(1 EE: 
ü0E, 1 02 
0062 :=:t:1 
0063 AE: 
Oü65 (10 
0ü66 AE: 
0t]6f: 01 
0069 AB 
006E: 64 
006C EE: 
006[;, •::)C' 
-· ·-· 
006E A.-. C• 
(1(i 
03 
FE, 
01 03 
• .-, 
.l...::. 
(10 13 
00 
01 ~33 
(1(1 16 
00 
ül 03 
00 16 
00 
01 (13 
0(i • .•· J.C• 
00 
04 
00 
04 
05 
03 
fi(1 
6A 
SLDO 03 
SLDC 
ADD 
UJF' 
#01 
ItH 
,-.-
r t:, 
LOD 01.,03 
t-KtF' 
;aJouter 1 a la v ariable 1 
;saut inconditionnel en 000C 
LCA ~table~u non classe~ 
SLDC #00 
C<P 00., 13 
C::-:;p (HJ 
LOD 01..~)3 
C<P 00., 16 
LOD 01., 03 
C::<P 00., 16 
LOD 01 ., ~33 
L-..... ,r-, .,.,r 
C·=P 
00., 16 
SLDC :l:l:64 
5F.:O 04 
SLDO 04 
D 11._.1 It·ff 
SF.:O 04 
SLDC #00 
SF::O 05 
SLDC #01 
SPO 03 
SLDC #64 
SLDO û4 
SUBS It·H 
SF.:O E.R 
; i cu:·hed•:, 
; iochec-!--:. 
;ioch ech 
;diviser la variable ec~rt Par 2 
;chargement de 0 dans la variable ech 
;calcul de 100-ecart dans U6A 
A15 
007(1 ER 
(1071 A'3 E,A 
0(173 c:::: 0~3 
0074 A1 2:::: 
[itJ7E, A5 0E, 
C107f: ER 
ti079 01 
OIJ7A 64 
(107E: :::::::: 
007(: 01 
007[) ·~5 00 
00?E A4 01 
Ci0:::0 F::: 
m::i:31 A5 06 
€10:33 ER 
00::::4 EE: 
0(1:::5 :=:2 Ct0 
oo::::E. 01 
0087' 64 
0[1~:f: :::!::: 
00é:9 01 
CUJ:::A 95 00 
0088 A4 01 
0~xm F:::: 
(1(1é:E C5 00 
00::::F A1 06 
(1(1'31 01 
0092 RE: 05 
0094 CD 07 01 
0097 ER 
0(198 01 
0~399 ::::2 00 
B09A AE: 03 
009C 89 F4 
B09E EC 
SLDO ( i3 
LDO E\R 
LED I tH 
F .,.,-. 
~•r 
l""",1-, 
~ '- ' 
LAO (iE, 
SLDO 03 
SLDC *fûl 
Sl[:i C: fi:E,4 
CH~< 
SLDC :l-J:01 
SUE:S I t·-!T 
I ._,,-, 
.-··,n 01 
Sit·fü 00 
LAO 06 
SLDO 03 
SLDO 04 
ADD IMT 
SLDC ~~01 
SLDC #64 
CHK 
SLDC #01 
SUBS ltH 
I >=:A 01 
snm oo 
GF.:T ItH 
FJF' (16 
SLDC #01 
:::F~O (15 
r·\.:'P 07.,01 
SLDO o:~ 
SLDC #0 1 
ADD IHT 
SF:O 03 
UJF' F4 
SLDû 0~5 
A16 
;lest si fi n d e boucle 
; si fin de boucle alors s~ul en 009E 
; t .f::'•:.t. ·::.i 13 1._.1 .=1r·i.::1L1 l t:' i c·c1f11F·rr·i·:.e f.-sï1t.r-·e 1 &t. 1.0(i 
;c~ l cul de 1 /index 
;charsemenl de l ab[iJ 
;~alcu l dei+ exarl el v~r iricali0n des bornes 
;cal cul de 1/index 
;chargement de lab [i+ecartJ 
;comP~raisc~ de 2 e ntiers 
;si le r é sultat esl ralse al ors aller en 0096 
;chardeffienl de 1 dans e~h 
;aPPel d e la Procédur·e e c han~e 
;aJouler 1 à la v a riabl e i 
;saut en 00 
; lest si ech=0 , si 0ui a ll er en 00 
00'3F Oü 
û0A0 c:3 (10 
00A1 A1 ,-~, r..:. 
ûûA3 EE: 
00A4 01 
ûüA5 c:3 00 
00Af. A1 F0 
00AB E:6 01 
001::iE: A6 0E 
(10E:8 [)7 
008C: 0[t 
00E:D CD 00 
OOC0 qr---C. 00 
(1(1C2 E:E; 01 
0üC5 CD 00 
00C::: ,::ir 
-· C. 0(1 
00CA Cl 00 
00cc 6C 
00CD Oü 
00CE e=i _,_. 
ûOCF O(i 
00[)(1 60 
(1(1[)1 00 
00[)2 CR 
0üD3 üü 
0üD4 [)0 
00D5 0(i 
(1(i[)f. 04 
0tJD7' 0 (1 
00D::: ü E 
O[iD9 00 
ûODA DA 
OODE: (10 
0ûDC 01 
00[)[:, 00 
[i3 
5LDC 4F0~3 
EC!U IIH 
FJP F·-·, ..::. 
'.::~LDO 04 
SLDC ~H?.1 
EOU It-n 
FJF' F0 
LOD 01., 1J3 
;test si ecart=1 , -· oui aller ~n 00 
LCA ~tableau classe~ 
t·K!P 
1' ~· 
.-,.,.. 
~1 ...:, 
S .r 
J.C• 
; ._ii_m-,F-
SLDC #00 
C::<P 00 ., 13 
C:>=: F· (1(1 
L OD 01.,(13 
O=:P 00., 16 
t .. ::sble 
. _, - .). 
,uo < ..a 
-=-i:ze 
; F·-::1r.:jf11et.er ·::.1 :Zt? 
; E,::-:: i t. IC 
,; Err ·1t.1-::,r-- IC 
; F-ro,:·edure nur,,ber 
; 1 E<=< 1 t:' 1-.!•:? 1 
; i o,:-hed·=. 
A17' 
SEG~1El·H : ü E:::SRI2 
ADRESSE : (BLOC,BYTE) 
NUMERO DU SEGMENT 
DEPLACEMENT PROCEDURE 
2 1 
SEGMEHT : 1 ECHAt-~GE 
ADRESSE : (BLOC,BYTE) 
t·füMEF.:O DU SEGMEIH 
DEPLACEMENT PROCEDURE 
2 1 
2 
1 
LEUEL 
0 
1 (1 
7 
LE:": 
LEUEL 
1 
LOt·4GUEUR : (PAGE., 81/TE) 
NOMBRE DE PROCEDURES: 1 
Et-HER IC E::-,:IT IC 
21f: 14 
LONGUEUR: (PAGE,BYTE) 
NOMBRE DE PROCEDURES: 1 
EtHEF: IC E'.<IT IC 
60 7 
(i 226 
PAl?AMETEF: 
:::rzE 
4 
SOIT 
SOIT 
Pl'.:fF:AMETEF: 
SIZE 
ü 
226 
DATA 
SIZE 
2(i8 
DRTR 
SIZE 
Ann t?::-,:e 7. 
ESSAI3. Les d i ~~ér en~es col onne s rePrés~nl~nt: 
1 
1 
2 
..,.. 
,..:, 
4 
c:-
_, 
E, 
7 
f: 
'::' 
10 
11 
1 ·-, 
..:... 
1"'!" 
-· 
14 
15 
lE, 
17 
1 f~ 
19 
1 l e numéro de l a l i ~ne . 
2 
18 numéro de l a Procédure. 
4 l e numéro d~imbrical i on . 
c-_ ,
r·\? l .::it. i '·..'•? du 
6: le Progra mme s our ce . 
. -. 
..:... 3 4 
1 
1 
1 
7 
1 
7 
1 
7 1 : 1 0 
7 
1 1:ü 2'3 end; 
7 
' 
1: ü 42 
- ~· _, _ 
t_·t_lU f::' 
1 .•· ··, • .... 
f : 1 : D 1 se~me nt. pr ocedure Proc2; 
,=, 
'-' 
~! 
,=· 
'-' 
,:, 
'-' 
,:, 
'-' 
1 
1 
1 
1 
1 
1: 1 
(i 
0 
31 end; 
C" .-
-•t:• 
(1 
1 : 1 41 Pr ocl; 
1:1 44 Proc2; 
1: ~] 47 end. 
A1 '3 
Désassemblase du code ~énéré Pour le Pro~ramme ESSAI3 . 
---------------------------------------------------- . 
F'r·océdure F·F:OC:1. 
(i0ü0 86 02 03 
m:. 1 ,3 CD 00 1 3 
(1013 '3E 00 
0015 E:6 02 ü3 
0018 CD 00 16 
[1ü1E: 9E 00 
0010 AD 00 
002(1 00 
0021 Oü 
0022 12,û 
002-:: 00 
0024 07 
LOD (,2., 03 
LCA ··· s.esu1erïl 1 ··· 
t..JOF' 
SLDC #00 
C<P 00 ., 13 
c,- ,.., 
.;:,r (10 
LOD (12 ., 03 
(''.-'C• 
..... , 00., 16 
C:SF' (i(i 
F.'.!-~P 00 ; ~in de la Procédur~ PROC:1 
0026 26 ; en'f..er·· I C 
[1tJ27' 00 
002:::: 01 
0029 01 
A20 
F'roc·édur·e PF.:OC:2. 
---------------
0000 89 
Oüt?i2 E!E, 
0005 A6 
(1010 [)7 
(1011 Oü 
(1012 CD 
(1015 '3E 
0017 81:, 
(K11A CD 
0(11() '3E 
(1(1 i F 07 
002(1 '3E 
(1022 8'3 
0024 f:,-, .:1 J 
0025 '3E 
0027 89 
0i:c9 RD 
002E: 00 
002C 2A 
(102E 00 
ûü2F 00 
0(130 (10 
0031 0(1 
0032 13 
(1(133 0(1 
0034 34 
0035 00 
(1(136 [11 
0(137 01 
(103::: 02 
22 
ti2 
("'.:! 
'·· 
(i 0 
00 
c-· 1..::. 
[10 
00 
16 
(15 
15 
F6 
00 
~33 
13 
03 
16 
fJ.JF' 22 
t·KtP 
SLDC #00 
C>=P 
1--,-r-, _ . .::,r 
00., 13 
00 . 
LOD (C., 1:13 
c::,-:;p ÜÜ., 16 
CSF' (1ü 
SLDC ~:07 
CSF' 16 
UJP 05 
SLDC #(_=({ 
CSP 15 
UJP FE. 
F'.!-~P 00 
; '='::-,:i t.. IC 
; proc'='dure number 
;saut i nconditi onne l e n 0024 
;iochec-L 
• r,1 ,-
, r:.-.:i 
; saut inconditionnel en 0029 
;MFJ:'. 
;saut inconditionnel en 0002 
;rin de la Procédure PF.:OC2 
A21 
0000 [)7 
0001 [)7 
00ü2 E:6 
0005 AE, 
0(11A D7 
001E: 0(1 
001(: CD 
001F 9E 
0021 E:6 
0024 CD 
0(127 '?E 
(1(129 CD 
0(12(: CD 
l](12F Cl 
(1032 00 
0034 04 
0035 00 
003E, 07 
0038 
0039 Oü 
0ü3A 01 
003B üü 
01 
13 
( i0 
00 
01 
00 
00 
07 
Of: 
00 
t-KtP 
~-,-,, 
.:.1 ..:, LOD 131., 03 
LCA 'pro~ramme Princi pal ' 
t·KIF' 
SL[:i1:: #[i(i 
13 C•:P 00 ., 13 
r•,-r, 
- ·-=•r 00 
(13 LOD (11 .,ü3 
1 E; r-, .. ,,.., _., .. ,r Cil::1., 16 
CSP 00 
ül C)-::F' 07.•01 
~31 c-vr-, ·( ·, r [i:::: ·' ~) 1 
F.:E:P 00 
; dat .. :1 ·=· i :zi:-
;e>::i t. IC 
; E-rïli:- r IC 
;proceduri:- number 
_; i c11:·hed•:, 
_; i ochec-1-•:, 
;aPPel de la Procédure PROC1 
;aPPe l de la Proc édure PROC2 
A22 
Ann'=':,-,:e '3. 
Li •:.t. in:::! ·:.ourc-e du Pt··o:::1r .::; rî1ffle ESSAI 3 '='t... de 1-::J P1···oc-édur·"=' ., ECH!1HGE ·' .• à corl',P i 1 E-r 
·: -éP ar·éri,'='nt. ·=-OlE,. f orr1"1•? dE:- ·' UI-~ I T ·' ES5f=i I 4. 
(:+:$L+=+= ) 
F'F:OGF.:AM ESS!=i I 3 ;. 
(:+:$UESSAI4.code* ) 
ESSAI4; 
be::! in 
for i:=1 lo nb do 
t··'='-:1d(t..:1b[ i J) ; 
writeln( / lableau non classe-'); 
l.,tr· i t .e 1 f"I j; 
1.,ir·i t.e 1 n; 
for i:=1 l o nb-ecart do 
be==i in 
e-nd 
if tab[iJ)lab[i+ecartJ lheh 
bE-:=:lin 
ec-r,: == 1; 
ec-han==ii:· 
unt.il '='c-h==ü 
1.mt..i l ec-a t··t=:1 ; 
writeln(/lableau classe/); 
'2nd. 
(:+,~rs+=+,::, 
(:-t<$L+:+:) 
uni tJ ESSAI4; 
i:-on·:-t- nb= 1 ü(1; 
~ab:arra~[l .. nbJ of inte::Jer; 
iriiP l eff1ent.at ion 
Procedur·e echan~e; 
,._.1.:::r :,< : irit.e::JE:-t·•_; 
b,;,::ïin 
:,.,:: =t.3b [ i J; 
t~b(iJ:=t.~b[i+ei:-art J; 
t_ .. ab [ i +ec-a~·-t. J: =:,< 
besin 
end . 
A24 
S·::iue 1 e tt.,:::" du F-TCi::l 1··•.:1 ff:fîle F'ASCALS\-'STEM cc,n·::-t. i t.uaï:t. le nu::13u d1J ·::.'::l":,. t .érne 
d··· •=- >~F· l c., i t .. :1 t. i c.in . 
P1-··ei::Jr .:1ïi1 PASCALS'/STEM; 
UAR lisle des variables ::il obal es ; 
Se::iMent. Procedure USERPROGRAM; 
be::iin 
1.,1ri t.e 1 r1( ·' 10 u·:-1::•r F-r-o5t··.:1ri"1·) ; 
end; 
Se::iment Procedure DEBUGGER ; 
be::iiï, 
wri~eln('no debus~er i n s~slem'); 
Segmen~ Procedure PRINTERROR(xe9err:inte5er ); 
be::iin 
writeln('error n umber ',xe~err); 
Se::iment Procedure INITIALIZE; 
be::iin 
end; 
A25 
Se~ment Procedure GETCMD; 
Procedure l o acl ( filen~m~) ; 
be::lin 
r ·eF·•=- .::it. 
A2E, 
writ.eln( / Command: E(diL , R(w1, F(i l e,C( omP,L(i nk ,X ( ecu~e,A(~~em,/, 
·-"[:11::et.iu::::i ., ?···); 
re .:id i:: ch) ; 
un+_. i l c·h in [ ·' E ·' ., -·· i:;:: -·· , -·· F ··· ., ··· C ··· ., -·· L ··· ., ··· >=: -·· ., -··A ··· ., -·· D -·· J ; 
i:·a·=::.e c·h of 
✓ E/:load(~s~st.em . 2dit0r ~); 
···;-:: ·· : t,e~i r1 
i:-nd; 
t:"nd; 
write(/execut.e what f il e ~ ); 
re.:1dln(f"i lenari,e); 
l o.:1d (fi 1 en.:1ri":e) ; 
end; 
be::lin 
IHITIALI ZE; 
GETCMD; 
USEF:PF:OGRAM; 
end . 
·1 
AnnE-::<e 11 • 
Calcul de la Laille des tamPons . 
Prosramme 1. Article d'une l on~ueur de 100 mals . 
1 1 
.-, 1 .::. 
-:,- 1 ,.;, 
4 1 
C" 1 ~· 
6 1 
.., 1 ,. 
,.., 1 C• 
9 1 
1:D 1 Prosram e ssai; 
1 :D 3 t~Pe ar~icle=arra~[1 .. 100J of inte~er; 
1: D 
1: D 
3 var s~sout:file or ar~ic l e ; 
... ,-.,.,. 
""'t 1<;.1~1 
ü be:::iin 
1:1 33 close( s ~sout ) ; 
1: 0 41 end. 
Prosramme 2. Article d'une lonsueur de 10 mo~s . 
1 1 
~. 1 .::. 
-:,- 1 ,.;, 
4 1 
C" 1 ~· 
6 1 
.., 1 ,. 
,.., 
C• 1 
9 1 
1:D 1C-t<$L+:+:) 
1 : 0 1 Prosram essa i; 
1:0 3 l~Pe arLicle=arra~[ l .. 10] of int e ~&r ; 
1:0 3 '-.!-:1r· ·==·'=Vi:-Ctut.:fil ,:? c,f· .:1r·t .icle; 
1:D 313 
1:(1 (i be::Jin 
1: 1 
1: 1 
1'." 
.... 
( · l c,·:.e ( ·=- 1~·=-c,L~-c) ; 
1: O 41 •?nd . 
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Rnn'=' ::-::e 12. 
(=+=:tS++ =+=) 
<:t<:f.U- :+:) 
(=-1<$L COt·EOLE: =+= ) 
PROGRAM PASCALSYSTEM; 
A:2::: 
TYPE CMDSTATE=(ETAT1,DEE~GCAL,ETAT3,ETAT4,ETAT5 , ETAT6,ETAT?,ETAT8,ETAT9,ETAT10, 
DEBUGEXEC,DEBUGCONT); 
FILEPTR=tINTEGER; 
s•-,isc:OMP EC:==F:EC::01:;:D 
FILLER1:ARRAY[1 .. 3JOF I~rEGER; 
BUGSTATE:INTEGER ; 
FILLER2:ARRAY[1 .. 8JOF INTEGER; 
HL TL I HE: I t-ffEt~EF.:; 
BRKPTS:RRRAY[0 .. 3J OF INTEGER; 
Hm .; 
UAR SYSCOM:~SYSCOMREC; 
FILLER3:ARRAY[1 .. 67J OF INTEGER; 
STATE:CMDSTATE.: 
SEGMENT PROCEDURE USERPROGRAM(INPUT ,OUTPLIT:FILEPTR); 
BEG rn 
Et-m; 
SEGr1EIH F·F:OCEDUF:E DEE:UGGEF'.; 
TYPE OCTET=PACYED ARRAY[0 . . 0J OF ,-., .-, r.= i=- • F_:1 • • ..;:_ ._ i._ lJt 
UAF: E:'/TE: F.:ECOF.:D 
CASE E:OOLE!-it·l OF 
FALSE:(ADDF.:ESS:I~fEGER); 
TRUE :(MEMORY :tOCTET); 
Et-JD; 
IF'C., I: ItHEl-:;ER; 
>=:>=: ., '-.-"/: It-HEt~EF.'. ; 
PF:OCEDUF:E DEE:ot--1.; (:+: MI SE Et-~ ROUTE DU DEE:U1~GEF'. :t:) 
BECiIH 
BYTE.ADDRESS:=- 6096; 
BYTE.MEMORYt[ 0J :=169; 
BYTE.ADDRESS:=- 6095; 
BYTE.MEMORYt[0J:=1; 
BYTE.ADDRESS:=-6094; 
8YTE. MEMORYtC0J:=133; 
PROCEDURE DEBOFF; <* ARRET DU DEBUGGER *) 
E:EGrn 
BYTE.ADDRESS:=- 6096; 
8YTE.MEMORYt[0J:=76 ; 
BYTE.ADDRESS:=- 6095; 
BYTE . MEMORYt[0J:=59 ; 
8\'TE. ADDRESS~ =- 60'34 ; 
BYTE. MEMORYt[OJ:=210; 
A3ü 
FUt·lCTI Ot4 LECTUPE: I t-ffEGEF:; (:+: LECTUF~E o-· Ut·l CRF.'.ACTEF.:E DAt·6 LE BUFFEF.'. DU C:L_At.lI EF: :+: > 
UAR PTR1 , PTR2:INTEGER; 
BECi It-~ 
REPEAT 
BYTE.ADDRESS:=-16615; 
PTR2:=BYTE.MEMORYtC0J; 
BYTE.ADDRESS:=-1661 6; 
PTRl:=BYTE .MEMORYtCOJ ; 
UNTIL PTR 1<>PTR2; 
PTF.:1: =PTF: 1 +1.~ 
IF PTR1=78 THEN F~R1:=0; 
BYTE.MEMORYt[0J :=PTR1 ; 
BYTE.ADDRESS :=PTR1+945; 
LECTURE:=BYTE.ME~JRY~[0J; 
Et-K) ; 
PROCEDURE SAUUETAGE; ( * SAUUETAGE DES COORDONNEES DU CURSEUR*> 
E:ECiit-~ 
BYTE.ADDRESS:=244; 
;,.,; ;,~ : =E:'/TE. MEMOR'-/t[0J; 
BYTE.ADDRESS:=245; 
YY:=BYTE.MEMORYt [0J; 
Et--1D; 
PROCEDURE BLAt•K:; (:+: MISE A E:LAt-K: DE LA PF.:EMIEF:E LICit-~E DE L···Ec:F.:AH :+:) 
BECiIH 
GOTO>=:'-/(0., 0); 
hlF~ITE( ··· 
1.JRITE( ··· 
GOTO:=-:'ï' ( ü ., 0) ; 
Et-m; 
.. · ) ; 
... ) ; 
FUNCTION UALEUR:INTEGER ; (* LECTURE DU NUMERO DU FDINT D'ARRET =-1<) 
BEGIN 
IPC:=SYSCOM~ . HLTLINE; 
BYTE.ADDRESS:=IPC+1; 
UALEUR:=BYTE.MEMORYt[0J; 
H -ID; 
PROCEDUF.:E TRA I TEMEt-ff; FOF:hlAF.:D; 
PROCEDURE INITIALISATION; 
UAR NUMERO , NOMBRE:INTEGER; 
MOT: F.:ECOF.:D 
CASE BOOLEAt-~ OF 
FALSE:(ADDRESS:INTEGER); 
TRUE :(MEMORY:tINTEGER); 
Et-m; 
BEG N 
SALJl.)ETAGE; 
IF STATE=DEBUGCALL THEN WRITE(CHRC12 )) ; 
BLANC; 
S(t.eF-
IF STATE=DEBUGCALL THEN WRITE(' 
ELSE ldRITE( ·' 
WRITE C~ (1.1] ✓ ); 
REPEAT 
I: =LECTUF:E; 
St.art. i ns ·' ) 
Line number: ' ,UALEUR); 
UNTIL I IN [116,84, 115 ,83,119,87,101,~3]; 
GOTO:=<:VUJ ., (1 ) ; 
BLAtK:; 
CASE I OF 
116, 84: BEGit-l ( * TF.:ACE :+: ) 
SYSCOMt.8RKPTSC0J:=0; 
SYSCOMt.BUGSTATE:=1; 
am; 
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115.,t::3:E:EGIN ( =+= STEP =+: > 
SYSCOMt . 8RKPTS[0J:=- 1; 
SYSCOMt . BUGSTATE:=2; 
1 
IF STATE<>DEBUGCALL THEN 
BEGit·l 
TF.:A I TEMEt·ff; 
am; 
EHD; 
119, f:7: BEGit·l C+= 1.dHERE :+: ) 
F:EPEAT 
BLAt-lC; 
READLN ( SYSCOMt.8RKPTS[0J ) ; 
UNTIL SYSCOM~.8RKPTSEOJ }0; 
REPEAT 
BLAt·lC; 
ldF:I TE ( ·' Ti ff1E-·=· : ··· ) ; 
READLN(SYSDJMt . BRKPTS[lJ ) ; 
UNTIL SYSCOM~.8RKPTSE1J>=0; 
SYSCOMt.BUGSTATE : =3; 
Et-JD; 
101 .• E.9: E:EGit-l (:+: EHD :-i<) 
SYSCOMt . BUGSTATE:=9; 
am; 
IF STATE=DEBUGCALL THEN 
BEGit~ 
STATE:=DEBUGEXEC; 
DEBOl-l; 
USERPROGRAM(NIL , NIL); 
Et-lD; 
STATE:=DEBUGEXEC; 
Et-lD; 
Q"O'"~, 
l , ._;, ..;_ 
PROCEDURE TRAITEMENT; 
E:EGit--1 
CASE SYSCOW~ .BUGSTATE OF 
1: BECii t·l 
SAUf...lETAGE ; 
ldRITE< ···Tr-.::1c e : execu~e line ~, f...lALEUR); 
GCtTC1~<'ï' ( >=:::-:; ., '/'/); 
am; 
2:BEGIH 
SRU')ETAGE; 
BLAt-K:; 
execu~e line ~, UALEUR ); 
l.JRITEi:: ··· 
F.:EPEAT 
I : =LECTUFiE; 
UHTIL (( I=27 ) OR ( I=3 )); 
IF !=3 THEN 
BEG I t-• 
GCtTCt>=:1/ ( ;-:;::-:: ., 1..-' 1·/ ) ; 
I t·lITI ALI SATI ot·l ; 
am; 
GOTœ-::1/( 25 ., 0) ; 
ldF:ITE< ... 
GOTO::-:;'/ i:: ;:.,;;:-:; .• 1-/ 1/) ; 
Et-m; 
3:BEGIN (* WHERE * ) 
IF SYSCOMt.8RKPTS[0J=UALEUR THEN 
E:EGit-• 
., ·, . 
.. :, 
IF S'ï'SCOttt. E:FJ<F'TS[ 1 J=0 THEt·l 
INITI RLISATIOH; 
SYSDJMt.8RK PTS[1J :=SYSCO~t . BRKPTS[1J -1; 
Et-m; 
Et-m; 
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9: E:EGit·~ 
Et..fD; 
Et·lD.:: 
Et•fü ; 
BEGrn 
DEE:OFF; 
(:+: Et·lD :+:) 
CASE STATE CIF 
DEBUGEXEC:TRAITEMENT; 
DEBUGCALL:INITIALISATION; 
DEBUGCONT:INITIALISATION; 
Et•lD; 
DEE:Ctt•~; 
EHD; 
BEGIH 
EMD. 
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