Abstract-In many applications, including integer-forcing linear multiple-input and multiple-output (MIMO) receiver design, one needs to solve a successive minima problem (SMP) on an n-dimensional lattice to get an optimal integer coefficient matrix A ∈ Z n×n . In this paper, we first propose an efficient optimal SMP algorithm with an O(n 2 ) memory complexity. The main idea behind the new algorithm is it first initializes with a suitable suboptimal solution, which is then updated via a novel algorithm with only O(n 2 ) flops in each updating, until A is obtained. Different from existing algorithms which find A column by column through using a sphere decoding search strategy n times, the new algorithm uses a search strategy once only. We then rigorously prove the optimality of the proposed algorithm. Furthermore, we theoretically analyze its complexity. In particular, we not only show that the new algorithm is Ω(n) times faster than the most efficient existing algorithm with polynomial memory complexity, but also assert that it is even more efficient than the most efficient existing algorithm with exponential memory complexity. Finally, numerical simulations are presented to illustrate the optimality and efficiency of our novel SMP algorithm.
smallest r such that the closed n-dimensional ball B(0, r) of radius r centered at the origin contains k linearly independent lattice vectors.
In many applications, such as integer-forcing (IF) linear multiple-input and multiple-output (MIMO) receiver design [1] [2], we need to find an invertible 1 
. . , n. Note that IF linear MIMO receiver reaches the optimal diversity-multiplexing tradeoff for the standard MIMO channel with no coding across transmit antennas in the high signalto-noise ratio (SNR) region [2] . In addition to the IF linear receiver, there are many other efficient and effective MIMO detection approaches, such as the likelihood ascent search detector whose complexity is O(mn) flops [3] , minimum mean-squared error iterative successive parallel arbitrated decision feedback detectors whose exact complexity analysis was not given [4] , unified bit-based probabilistic data association detection approach whose complexity is substantially lower than that of the conventional symbol-based probabilistic data association detectors in uncoded V-BLAST systems using high-order QAM [5] , energy spreading transform approach whose complexity is O(mn) flops [6] , decision-feedbackbased algorithm whose complexity is O(mn 2 ) flops [7] , adaptive and iterative multi-branch minimum mean-squared error decision feedback detection algorithms whose complexity is O(mn 2 ) flops [8] , and iterative detection and decoding algorithms for low-density parity-check codes whose exact complexity analysis was not given [9] . Different from the IF linear receiver, which decodes integer combinations of the transmitted codewords based on the fact that any integer linear combination of lattice points is still a lattice point, these detectors decode the transmitted codewords individually. When the channel matrix is near singular, the IF linear receiver may have better detection performance than these approaches.
In addition to the IF linear receiver design, solving an SMP is needed in some other applications, such as physical-layer network coding framework design [10] and compute-compress-and-forward relay strategy design [11] . Motivated by these applications, this paper focuses on developing an efficient algorithm for optimally solving the SMP and analyzing its complexity.
B. Related Works
There are several optimal SMP algorithms [10] , [12] [13] [14] [15] . For conciseness, we briefly introduce the main ideas of the algorithms in the recent two papers [14] , [15] only. There are two SMP algorithms in [14] which are respectively for solving SMP's on real and complex lattices. For conciseness, we introduce the algorithm for the real SMP only. For efficiency, this algorithm first utilizes the Lenstra-LenstraLovász (LLL) reduction [16] to preprocess the SMP. Then, as in [10] , it finds the transformed A column by column, by an improved Schnorr-Euchner search algorithm [17] which is a widely used sphere decoding search algorithm, in n iterations. Finally, this solution is left multiplied with the unimodular matrix generated by the LLL reduction to give A . The first and last steps of the algorithm in [15] are the same as those of the algorithm in [14] . However, its second step is different. Specifically, it first creates a matrix M , which stores a list of sorted (in an nondecreasing order according to their lengths) lattice vectors with lengths bounded by the largest length of all the column vectors of the LLL reduced matrix of H. These vectors are obtained by employing the Alg. ALLCLOSESTPOINTS in [18] . Then M is transformed into the row echelon form by the Gaussian elimination. Finally, the first n linearly independent columns of M are chosen to form the transformed A . Although simulations in this paper will show that the latter is much more efficient than the former, different from the former, its memory complexity is an exponential function in n. Thus, a more efficient algorithm with polynomial memory complexity is still desirable.
There are also some suboptimal SMP algorithms, such as the slowest descent method [19] and lattice reduction based algorithms [20] , [21] .
C. Our Contributions
In this paper, we develop an efficient optimal SMP algorithm for A . Specifically, the contributions of this paper are summarized as follows:
• An efficient optimal algorithm for the SMP is proposed. 2 Like existing ones, for efficiency, our algorithm first uses the LLL reduction [16] to preprocess the SMP by reducing H. Then, unlike [14] , which forms the solution of the transformed SMP column by column in n iterations, our new algorithm initializes with a suboptimal solution which is an n × n permutation matrix such that it is a fairly good initial solution of the transformed SMP. The suboptimal solution is then updated by a novel algorithm which uses the improved SchnorrEuchner search algorithm in [23] to search for candidates 2 This part was presented at the 2017 IEEE International Conference on Communications (ICC) [22] , but the strategy for updating the suboptimal solution is further improved in this version.
of the columns of the solution of the transformed SMP, and uses a novel and efficient algorithm to update it. The updating process continues until the optimal solution is obtained. Finally, the solution of the transformed SMP is left multiplied with the unimodular matrix generated by the LLL reduction to give the optimal solution A (see Section II).
• We theoretically show that the memory complexity and the expected time complexity of our new algorithm are respectively O(n 2 ) space and O(n 3/2 (2πe m/n) n/2 ) flops (see Section III-A).
• We show that the new algorithm is Ω(n) 3 times faster than the algorithm in [14] , which is the most efficient existing algorithm with polynomial memory complexity (see Section III-B). We also assert that it is faster than the one in [15] whose memory complexity is exponential in n (see Section III-C).
• Numerical simulations not only verify the improvements as predicted from the above theoretical findings but also show that the proposed optimal algorithm is more efficient than the Minkowski reduction based suboptimal algorithm for solving the SMP (see Section IV). The rest of the paper is organized as follows. We propose our new SMP optimal algorithm and show its optimality in Section II. We analyze its space and time complexities in Section III. Simulation results are provided in Section IV to show the efficiency and superiority of the proposed algorithm. Finally, conclusions are given in Section V.
Notation: Let R m×n and Z m×n respectively stand for the spaces of the m × n real and integer matrices. Let R n and Z n denote the spaces of the n-dimensional real and integer column vectors, respectively. Matrices and column vectors are respectively denoted by uppercase and lowercase letters. For a matrix A, let a ij denote its element at row i and column j, a i denote its i-th column, a k,i:j be the vector formed by a ki , a k,i+1 , . . . , a kj and A i:j be the submatrix of A formed by columns from i to j. For a vector x, let x i be its i-th element and x i:j be the subvector of x formed by entries i, i+1, . . . , j. For a number x, let x denote its nearest integer (if there is a tie, the one with smaller magnitude is chosen).
II. A NEW SMP ALGORITHM
In this section, we propose an efficient algorithm for exactly solving the SMP and rigorously show its optimality.
The main novelties of our new algorithm are: one the one hand, unlike [14] , which needs to use an improved SchnorrEuchner search algorithm n times, it uses the improved Schnorr-Euchner search algorithm [23] once only. On the other hand, the complexity of the novel algorithm for updating the suboptimal solution is O(n 2 ) flops only. As will be explained in details in Section II-B, in comparison, a straightforward updating algorithm costs O(n 4 ) flops. Because of these two novelties, the efficiency of the new algorithm is significantly improved.
A. Preprocessing of the SMP
For efficiency, one typically uses the LLL reduction [16] to preprocess the SMP. Let H have the following thin QR factorization whose algorithms can be found in many references (see, e.g., [24] ):
where Q ∈ R m×n is a matrix with orthonormal columns, R ∈ R n×n is an upper triangular matrix. Recall that we assume H is a full column matrix, so R is full-rank.
After obtaining R, the LLL reduction reduces R in (1) tō R throughQ
whereQ ∈ R n×n is orthogonal, Z ∈ Z n×n is unimodular (i.e., Z also satisfies | det(Z)| = 1), andR ∈ R n×n is an upper triangular matrix satisfying
where δ is a constant satisfying 1/4 < δ ≤ 1. The matrixR is said to be LLL reduced. The LLL reduction algorithm can be found in [16] and its properties in MIMO communications have been studied in [25] [26] [27] .
By (1) and (2), we have H = QQRZ −1 . Since the columns of Q are orthonormal andQ is orthogonal, we have
By the definition of successive minima, we also have
Thus, by Definition 1, the SMP on lattice L(H) can be transformed to the SMP on lattice L(R), i.e., Problem 1 below:
is a solution to Problem 1, then A = ZB is a solution to the SMP on lattice L(H). Moreover, according to the definition of successive minima, the solution B of Problem 1 satisfies
Note that the reason for transforming the SMP on lattice L(H) to the SMP on lattice L(R) (i.e., Problem 1) is that the latter can be solved much more efficiently than the former due to the fact thatR is LLL reduced.
B. Updating Strategy for the Novel Algorithm
The main idea behind the proposed algorithm for Problem 1 is as follows: we start with a suboptimal solution B which is the n × n permutation matrix such that
Then, we update the suboptimal solution. More specifically, we use the improved Schnorr-Euchner search algorithm in [23] to find a nonzero integer vector b satisfying Rb 2 < Rb n 2 . Then, we use it to update B and then go to the next updating. More specifically, we use b and B to get another suboptimal solution (i.e., an invertible matrix) denoting byB, whose columns are chosen from b and the columns of B such that Rb i 2 are as small as possible for 1 ≤ i ≤ n and
The updating process continues with the process of the improved Schnorr-Euchner enumeration until the suboptimal solution cannot be updated anymore, and the final solution is B . Note that to ensure the suboptimal solution can be updated to the optimal solution B which satisfies (3), B should satisfy (4) andB should satisfy (5) through the whole updating process.
From the above analysis, we can see that the updating process is equivalent to solving Problem 2 below.
Problem 2: For a given full-rank matrix B ∈ Z n×n and a nonzero vector b ∈ Z n which satisfy
where we denote
find an invertible matrixB ∈ Z n×n whose column vectors are chosen from b and columns of B such that
andr i are as small as possible for 1 ≤ i ≤ n, where we denoter
In the following, we will propose an algorithm with at most 5n 2 − 2n − 1 flops (i.e., the summation of the numbers of addition, subtraction, multiplication and division) to solve Problem 2. In comparison, we will explain in detail that a straightforward method for Problem 2 costs O(n 4 ) flops. Before giving the details, we need to show the problem is well-defined, i.e., showing the following proposition.
Proposition 1: Problem 2 is solvable.
To prove Proposition 1, we need to introduce the following theorem:
Theorem 1: Let B ∈ Z n×n be an arbitrary full-rank integer matrix and b ∈ Z n be an arbitrary nonzero integer vector such that B 1:i is full column rank for some i with 1 ≤ i ≤ n, where
Then there exists at least one j with i + 1 ≤ j ≤ n + 1 such that B [\j] is also full-rank, where B [\j] is the matrix obtained by removing the j-th column of B.
Proof: Since B is full-rank, there exist
Since B 1:i is full column rank, there exists at least one j with i + 1 ≤ j ≤ n + 1 such that f j−1 = 0. Otherwise, by the aforementioned equation, b is a linear combination of b 1 , . . . , b i−1 which implies that B 1:i is not full column rank, contradicting the assumption. Then, we have
which implies that In the following, we prove Proposition 1.
Proof: By (6) and (7), one can see that there exists an i
Then, one can see that
Hence, solving Problem 2 is equivalent to finding the largest j with 1 ≤ j ≤ n + 1 such that B [\j] is full-rank, where B is defined in (10) . Specifically, after finding j, setB = B [\j] andr = r [\j] , where r [\j] is the vector obtained by removing the j-th entry from r. Then, by (7), (10) and (11), one can see that (9) holds. Moreover, by (12) , one can see thatr k are as small as possible for 1 ≤ k ≤ n, and by (11) and (12), (8) holds.
If B 1:i is not full column rank, then j = i, i.e., b should be removed from B, and the resulting matrix is B which is full-rank by assumption. This is because, no matter which b j is removed for i +1 ≤ j ≤ n+1, the resulting matrix contains B 1:i as a submatrix, and hence it is not full-rank. On the other hand, if b j is removed for 1 ≤ j ≤ i − 1, then it is not the column with the largest index needs to be removed.
If B 1:i is full column rank, then by Theorem 1, there exists at least one j with i + 1 ≤ j ≤ n + 1 such that B [\j] is full-rank.
Thus, there exists a j with i ≤ j ≤ n + 1 such that B [\j] is full-rank no matter whether B 1:i is full column rank or not. Therefore, Problem 2 is solvable.
By the above proof, a straightforward method to find the desired j is to check whether B [\k] is full-rank for k = n + 1, n, . . . , i + 1 until finding an invertible matrix B [\j] if it exists. Otherwise, i.e., B [\k] is not full-rank for k = n + 1, n, . . . , i + 1, then by the above analysis, j = i. Clearly, this approach works, but the main drawback of this method is that its worst complexity is O(n 4 ) flops which is too high. Concretely, in the worst case, i.e., if i = 1 and B [\j] are not full-rank for 2 ≤ j ≤ n + 1, then n matrices need to be checked. Since the complexity of checking whether an n × n matrix is full-rank or not is O(n 3 ) flops, the whole complexity is O(n 4 ) flops. In the following, we propose a method which solves Problem 2 in O(n 2 ) flops, under the assumption that B has the LU factorization LB = U with given L and U , by using an updating LU factorization algorithm. Specifically, we have the following theorem:
Theorem 2: Let B be defined in Problem 2, suppose that B has the following LU factorization: Proof: In the following, we propose an algorithm to find B,r,L andŪ satisfying the requirement of Theorem 2, and then show its complexity is at most 5n 2 − 2n − 1 flops. Our method for Problem 2 consists of three steps. Firstly, we find i with r i−1 ≤ α < r i such that (11) and (12) hold to form B (see (10) ). Then, we find the largest j such that B [\j] is full-rank. Finally, we getB by settingB = B [\j] , obtainr by settingr = r [\j] and update L and U toL and U , respectively. The first step is trivial, so in the following, we consider the second step. By (13), we have
where we denoteŨ = U Lb ∈ R n×(n+1) . Since L is an invertible matrix and j ≥ i (see the proof of Proposition 1), finding the desired j is equivalent to finding the largest j with i ≤ j ≤ n such that U [\j] is full-rank if it exists. Specifically, by the proof of Proposition 1, if there exist i ≤ j ≤ n such that U [\j] is full-rank, then the largest j is the one we need; otherwise, the last column of B b should be removed to formB. SinceŨ 1:n is an upper triangular matrix, by (15) , to find the desired j, we only need to check whetherũ k,n+1 = 0 for k = n, n−1, . . . , i until finding one j such thatũ j,n+1 = 0 if it exists. Otherwise, i.e.,ũ k,n+1 = 0 for k = n, n − 1, . . . , i, then we setB = B,r = r,L = L andŪ = U .
In the following, we introduce the last step. Ifũ k,n+1 = 0 for k = n, n − 1, . . . , i, then by the above analysis,B = B, r = r,L = L andŪ = U . Otherwise, there exist at least one i < j ≤ n such thatũ j,n+1 = 0. Then we setB = B [\j] and r = r [\j] . To getL,Ū , we first updateŨ toÛ by settinĝ
Then, we use elementary transformations of matrices to brinĝ U back to an upper triangular matrix by transformingû ki = 0 for k = j, . . . , i + 1 to getŪ . Meanwhile, we use the same elementary transformations to update L to getL.
To make readers implement the above algorithm easily, we describe the pseudocode of the above algorithm in Alg. 1.
In the following, we analyze the complexity of Alg. 1 by counting the number of flops. Since L may not be a lower triangular matrix, the first 11 steps cost at most 2n 2 flops (for computing v), and the last 12 steps cost
flops. Thus, the total complexity of Alg. 1 is at most 5n 2 − 2n − 1 flops. From the above analysis, we can see that, if i is large or j is small, the total complexity of Alg. 1 is much smaller than 5n Algorithm 1 An Efficient Updating LU Factorization Algorithm for Updating B Input: An invertible matrix B ∈ Z n×n , nonzero vectors r ∈ R n and b ∈ Z n , and positive number α that satisfy (6) and (7), an invertible upper triangular U and full-rank matrix L such that (13) It is easy to check thatB andr satisfy (8) and (9) , and LB =Ū . [23] From the first paragraph of Sec. II-B, our novel algorithm for Problem 1 needs to use the integer vectors obtained by the improved Schnorr-Euchner search algorithm [23] to update the suboptimal solution B, thus we briefly review this algorithm in this subsection. To better explain this algorithm, we first introduce the Schnorr-Euchner search algorithm [28] for solving the following shortest vector problem (SVP)
C. The Improved Schnorr-Euchner Search Algorithm in
More details on this algorithm are referred to [18] and [29] , and its variants can be found in [30] and [31] . Suppose that b is within the hyper-ellipsoid defined by
where β is a given constant. Let
Then (18) can be transformed to
which is equivalent tō
for i = n, n − 1, . . . , 1, where i is called as the level index, and we define (20) with i = 1 holds or not, and so on; Otherwise, we try to update b 3 , and so on. Finally, when we are not able to find a new integer b such that (20) holds with i = n, the search process stops and outputs the latest b, which is actually b satisfying (17) .
The improved Schnorr-Euchner search algorithm [23] is a simple modification of the Schnorr-Euchner search algorithm based on the fact that if b is an optimal solution to (17), then so is −b
. Specifically, the algorithm in [23] only searches the nonzero integer vectors b, satisfying b n ≥ 0 and b i ≥ 0 if b i+1:n = 0 (1 ≤ i ≤ n − 1). Note that only the former property of b is exploited in [14] , whereas this strategy can prune more vectors while retaining optimality.
D. A Novel Optimal SMP Algorithm
In this subsection, we develop a novel and efficient algorithm for SMP on lattice L(H). We begin with designing the algorithm for Problem 1 by incorporating Alg. 1 into the Schnorr-Euchner search algorithm.
The proposed algorithm for Problem 1 is described as follows: we start with a suboptimal solution B which is the n×n permutation matrix satisfying (4) and assume β = Rb n 2 . We further assume L = B, U is the n × n identity matrix, r ∈ R n with r k = Rb k 2 for 1 ≤ k ≤ n. Clearly, r satisfies (6) and (7), and (13) holds (note that B is a permutation matrix). Then we use the improved Schnorr-Euchner search algorithm [23] to search nonzero integer vectors b satisfying (18) to update B. Specifically, we denote α = Rb 2 (since b satisfies (18) and β = Rb n , α satisfies (6)), use Alg. 1 to update B, r, L and U and set β = r n . After this, we go to the next updating, i.e., we use the improved Schnorr-Euchner search algorithm to update b and α (more details on how to update b is referred to Sec. II-C), and then use Alg. 1 to update B, r, L and U . Finally, when B cannot be updated anymore and β cannot be decreased anymore (i.e., when we are not able to find a new value for b n such that (20) holds with k = n), the search process stops and outputs B . By the above analysis, the proposed algorithm for Problem 1 can be summarized in Alg. 2, where
Remark 3: Note that the differences between Alg. 2 and the improved Schnorr-Euchner search algorithm in [23] are lines 4-10 and line 27 which are for initialization and updating suboptimal solutions B, respectively. More specifically, lines 4-10 and line 27 should be respectively changed tob = 0 (intermediate solution), andb = b, β = η for the improved Schnorr-Euchner search algorithm.
If B is a solution to Problem 1, then A = ZB is a solution to the SMP on lattice L(H), where Z is defined in (2), thus the algorithm for A is described in Alg. 3.
E. Optimality of the New Algorithm
In this subsection, we show that the new algorithm exactly solves the SMP on lattice L(H). Since A = ZB , it is equivalent to show that Algorithm 2 exactly solves Problem 1. Specifically, we have the following theorem which shows the optimality of Algorithm 2.
Theorem 3: Suppose that B ∈ Z n×n is the full-rank matrix returned by Algorithm 2, then
Rb i 2 = λ i (R), i = 1, 2, .
. . , n, whereR is defined in (2).
Proof: Please see Appendix.
III. COMPLEXITY ANALYSIS OF THE NEW ALGORITHM
In this section, we first theoretically show that the memory complexity and the expected time complexity of our new SMP algorithm are respectively O(n 2 ) space and O(n 3/2 (2πe m/n) n/2 ) flops. Then, we show that our new SMP algorithm is Ω(n) times faster than [14, Algorithm 2] whose memory complexity is O(n 2 ) space, and explain that it is also faster than [15, Algorithm 1] whose memory complexity is exponential in n. 
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21: (19) 22:
24: (21)) 25:
else 26: if η = 0 then 27: use Alg. 1 to updateL, U , B and r, where α = √ η, set β = r n ; 28: set i = i + 1;
29:
end if 30 :
32:
end if 34: else 35: if i = n then 36: break; 
A. Complexity Analysis of the Proposed Algorithm
In this subsection, we analyze the space and time complexities of Alg. 3. 1) Perform the QR factorization to H to get an invertible upper triangular matrix R (see (1)). 2) Perform the LLL reduction to R to getR and Z (see (2) ). 3) Get B by solving Problem 1 with Alg. 2. 4) Set A := ZB .
We first look at its memory complexity. One can easily see that the space complexities of both Alg. 1 and Alg. 2 are O(n 2 ) space. The space complexities of the QR factorization, the LLL reduction and saving Z (see (2) ) are O(n 2 ) space, thus the total memory complexity of Alg. 3 is O(n 2 ) space. In the following, we investigate the time complexity, in terms of flops, of Alg. 3. Since the complexities of the QR factorization and computing A = ZB , and the expected complexity of the LLL reduction (when 1/4 < δ < 1) [32] are polynomial in n, while the complexity of Alg. 2 is exponential, the complexity of Alg. 3 is dominated by Alg. 2.
In the sequel, we study the complexity of Alg. 2. From Alg. 2, one can see that its complexity, denoted by C(n), consists of two parts: the complexities of finding and updating integer vector b satisfying (18) , and updating B, L, U , r whenever a nonzero integer vector b is obtained (line 27 of Alg. 2). Let C 1 (n) and C 2 (n) respectively denote them, then
Let μ i (n) and f i , 1 ≤ i ≤ n, respectively denote the number of integer vectors b ∈ Z n×n (see (20) ) searched by the Schnorr-Euchner enumeration algorithm and the number of flops that the enumeration performs for searching an integer vector b in the i-th level. Then by [33] , f i = O(n) (which can be seen from Alg. 2), and thus
Since the number of times that B needs to be updated is μ 1 (n), and by the complexity analysis of Alg. 1, each updating costs O(n 2 ) flops, so we obtain
By the aforementioned three equations, we have
To compute C(n), we need to know μ 1 (n), but unfortunately, exactly computing μ 1 (n) is very difficult if it is not impossible. However, from [18] , [33] [34] [35] , the expected value of μ 1 (n),
where β = Rb n 2 (see step 1 of Alg. 2). Note that the above strategy has also been employed in [14] to analyze the complexity of the algorithm in [14] .
To compare the time complexity of our proposed algorithm with that of the SMP algorithm in [14] , we make the same assumption as that in [14] on H, i.e., assuming that the entries of H independently and identically follow the standard Gaussian distribution. Since the initial B is an n × n permutation matrix, if we do not use the LLL reduction to
Since the LLL reduction can generally significantly reduce the initial radius, the expected value of the initial radius of Alg. 2 is less than √ m. Thus,
By the Stirling's approximation and the fact that Γ(n + 1) = n! for any positive integers n, we obtain
Hence,
which combing with (22) yields
B. Comparison of the Complexity of the Proposed Method
With That of the Algorithm in [14] In this subsection, we show that Alg. 3 is Ω(n) times faster than the SMP algorithm in [14] .
Note that two algorithms, which are respectively for real and complex SMP's, were proposed in [14] . In this paper, we only developed an algorithm for the real SMP since an algorithm for the complex SMP can be similarly designed and a general complex SMP can be easily converted into an equivalent real SMP.
To better understand the real SMP algorithm in [14] , i.e., [14, Algorithm 2], we briefly review it here. It first performs the LLL reduction to H, i.e., finding a unimodular matrix Z ∈ Z n×n such that HZ is LLL reduced. Then it performs QR factorization to HZ to get an upper triangular matrix R to transforms the SMP on L(H) to Problem 1. Note that these two steps are equivalent to the first two steps of Alg. 3. Then it solves Problem 1 to get B . Finally it returns A = ZB , where Z is defined in (2) . As in [10, Algorithm 1], B is obtained column by column in n iterations. To be more concrete, the solution of the SVP (17) forms the first column of B ; for 2 ≤ k ≤ n, the integer vector which minimizes Rb 2 over all the integer vectors b that are independent with the first k − 1 columns of B forms the k-th column of B . These vectors are obtained by a modified Schnorr-Euchner algorithm [14] .
By the above analysis, one can see that the memory complexity of [14, Algorithm 2] is also O(n 2 ) space. So it has the same memory complexity as Alg. 3.
In the following, we compare their time complexities. By [14, eqs. (15) and (18) 
While, by (22) and (23), the complexity of Alg. 3 is bounded by
Since (25) [14] is O(nk 2 ) times of that of solving an SVP (since independence needs to be checked), and thus the total complexity is around O(n 4 ) times of that of solving an SVP. Since these (n − 1) variants of SVP may have different initial radii, the true complexity may be lower than O(n 4 ) times of that of solving an SVP with the largest initial radius r max which is defined as
To get b n , a variant of SVP with the initial radius r max needs to be solved. Since independence needs to be checked, the complexity of obtaining b n is O(n 3 ) times of that of solving an SVP with the initial radius r max . Therefore, the complexity of [14, Algorithm 2] is Ω(n 3 ) times of that of solving an SVP with the initial radius r max . In contrast, by the analysis in the above subsection, the complexity of Alg. 3 is O(n 2 ) times of that of solving an SVP with the initial radius r max . Hence, the new algorithm is Ω(n) times faster than [14, Algorithm 2] .
C. Comparison of the Complexity of the Proposed Method
With That of the Algorithm in [15] In this subsection, we compare the complexity of Algorithm 3 with that of the SMP algorithm in [15] , i.e., [15, Algorithm 1] .
To better understand [15, Algorithm 1], we briefly review it here. This algorithm was designed for IF receiver design. After obtaining an upper triangular matrix R by the Cholesky factorization, it performs the LLL reduction to R (see (2) ) to transfer the SMP to Problem 1. Then it uses a matrix M to store all the integer vectors b satisfying Rb 2 ≤ r max in an nondecreasing order according to Rb 2 , where r max is defined in (27) . These b's are obtained by using the Algorithm ALLCLOSESTPOINTS in [18] . Note that, as mentioned in [15] , apparently linearly dependent vectors (those multiplied by −1 ) are not stored in M . After this, M is transformed into a row echelon form by using the Gaussian elimination, and then the first n independent columns of M are selected to form B . Finally it returns A = ZB , where Z is defined in (2) .
As stated in [15] , the number of columns of M can be approximated by
where r max is defined in (27) . Thus, the memory complexity of this algorithm is exponential in n. Hence, it is higher than that of Alg. 3 whose memory complexity is O(n 2 ) space. In the following, we compare their time complexities in terms of flops. Since M is obtained by the Alg. ALLCLOSES-TPOINTS in [18] , let ζ 1 denote the number of nonzero integer vectors searched by Alg. ALLCLOSESTPOINTS in [18] , then by the above analysis, the complexity of [15, Algorithm 1] is dominated by using the Gaussian elimination to reduce M into a row echelon form. Thus, the complexity is around n 2 ζ 1 flops (note that ζ 1 is much larger than n).
By Alg. 2, its initial radius is r max which is defined in (27) . Different from [15, Algorithm 1] , which needs to search all the integer vectors b satisfying Rb 2 < r max , Alg. 2 searches part of them since the radius will become smaller and smaller during the search process. Let ζ 2 denote the number of nonzero integer vectors b searched by Alg. 2, then although we are unable to quantify the gap between ζ 2 and ζ 1 , by the above analysis, ζ 2 < ζ 1 .
By the complexity analysis of Alg. 1, the complexity of Alg. 3 is at most around 5n 2 ζ 2 flops. As stated in Sec. II-B, the true complexity of Alg. 1 can be much less than 5n 2 flops, thus it is expected that Alg. 3 is more efficient than [15, Algorithm 1] . Indeed, this is true, for more details, see the simulation results in Sec. IV.
D. Comparison of the Complexity of the Proposed Method With That of the Minkowski Reduction Algorithm
As the Minkowski reduction [36] has been used in [20] and [14] to sub-optimally solve the SMP, in this subsection, we compare the complexity of Alg. 3 with that of the Minkowski reduction algorithm in [37] . Two Minkowski reduction algorithms were proposed in [37] . Although the second one is faster, their expected asymptotic complexities are the same. By [37, eq. (18) and (31)], the complexity is bounded by
By (26), our new algorithm has smaller bound, so it is expected that our new algorithm is faster. Indeed, this is true, for more details, see the simulation results in Sec. IV. By the Minkowski reduction algorithm in [37] , one can see that its memory complexity is O(n 2 ). Based on the above analysis, we can use Table I to 
IV. SIMULATION RESULTS
In this section, we provide numerical results to compare the efficiency and effectiveness of our proposed algorithm with those of [14, Algorithm 2], [15, Algorithm 1] and the Minkowski reduction algorithm [37] for solving the SMP on lattice L(H) over 1000 samples. To simplify notation, these algorithms are respectively denoted by "New Alg.", "DKWZ", "FCS" and "Mink". We do not compare them with the SMP algorithms in [12] and [13] since they are not the state-of-the-art. For simplicity, we assume H's are n × n matrices for n = 2 : 2 : 20. For any fixed n, we first generate 1000 realizations of H, whose entries independently and identically follow the standard Gaussian distribution, to generate 1000 SMP's on L(H). Then, we respectively use "DKWZ", "FCS" and "New Alg." to solve these SMP's. In the test, we found that it may take several hours to use the Minkowski reduction algorithm [37] to suboptimally solve the SMP when n ≥ 16. Hence, we did not use this algorithm to solve the SMP for n = 16, 18, 20. Note that the code for this algorithm was provided by the first author of [37] , and the same problem also exists for the HKZ reduction algorithm developed in [37] (for more details, please see [38] ).
We first compare the solution A's returned by these four algorithms. Since the aim of solving the SMP on n-dimensional lattice L(H) is to get an A ∈ Z n×n such that Ha i is as small as possible for 1 ≤ i ≤ n, we respectively use u (1) , u (2) , u (3) , u (4) ∈ R n with u
, to denote the lengths of the lattice vectors Ha (j) i for the solutions A (1) , A (2) , A (3) , A (4) returned by "Mink", "FCS" "New Alg." and "DKWZ". Figure 1 shows average
, which are respectively denoted by "Mink-DKWZ", "FCS-DKWZ", and "New Alg.-DKWZ", over 1000 realizations versus n.
From Figure 1 , we can see that the average relative differences between the solutions returned by "FCS" and "DKWZ", and "New Alg." and "DKWZ" are 0 for n = 2 : 2 : 20, which is because they are optimal SMP algorithms. Figure 1 also shows that the average relative differences between the solutions returned by "Mink" and "DKWZ" tends to get larger as n becomes larger. This is because different from the latter, the former is a suboptimal SMP algorithm.
We then compare the complexities of these four algorithms. Figure 2 displays the average numbers of flops taken by the four algorithms. Figure 3 shows the average ratios of the numbers of flops needed by "Mink", "DKWZ" and "FCS" relative to that of "New Alg.". From Figures 2 and 3 , one can see that the suboptimal algorithm "Mink" is faster than "DKWZ", but it is slower than "FCS", and "New Alg." is the most efficient one among the four algorithms under consideration. .
V. CONCLUSION
In this paper, we have developed a novel efficient algorithm with an O(n 2 ) memory complexity for optimally solving an SMP on an n-dimensional lattice, and theoretically showed its optimality. Theoretical complexity analysis showed that the new algorithm is Ω(n) times faster than the most efficient existing optimal algorithm with polynomial memory complexity. We have also asserted that it is faster than the most efficient existing algorithm with exponential memory complexity. Simulation results have also been provided to illustrate the optimality and efficiency of the proposed algorithm. APPENDIX PROOF OF THEOREM 3 To prove Theorem 3, we need to introduce the following two lemmas. We begin with introducing the following Lemma which provides some properties of successive minima. In the following, we prove Theorem 3 by using Lemma 2. is not a column of the n × n identity matrix, otherwise we only need to show the next step), and it will not be replaced by any vector b ∈ Z n . We first show the conclusion holds for b
