Introduction.
As is well known, the integral sine and cosine functions Si(z) and Ci{z), respectively, are frequently met with in problems of applied mathematics. As an example we may mention the theory of antenna radiation, though in this field one preferably uses a slightly different pair of functions S(z), C{z) defined by £(z) = C(z) + iS(z) = f (1 -e~u)dt/t,
" 0 wherein i denotes the imaginary unit. Obviously 5(2) is identical to Si(z):
S(z) = Si(z) = T sin I dt/t.
J o
Further,1 if y denotes Euler's constant, C(z) = 7 + log z -Ci(z) = f (1 -cos t)dt/t. ' o Recently, the author was led to the study of another transcendental function closely related to that defined by (1). This new function Ei(z) is related to E(z) in the same way as the latter is to the ordinary trigonometric functions, viz.
/* Z /» 1 /» 1 E(t)dt/t = I I (1 -e~iz'')dsdt/st.
The function Ei(z) was encountered in antenna theory but may possibly be of some value in other fields as well. Therefore it is thought worth while to treat some of its features here. In addition, a short table of numerical values may be of general interest. Finally, the function a2(x), as it occurs in Hallen's antenna theory, is shown to be expressible in terms of the functions E{x) and E\{x).
2. Power series and asymptotic expansion for Ei(z). With respect to numerical evaluation, especially for small values of z,a power-series development may serve the purpose. After expanding the integrand in (1) into powers of t, one simple integration leads to a power series for E{z). Using the latter in the left-hand integral of (4) we obtain, after another term-by-term integiation, the required expansion immediately, viz.
™ (-iz)"
For large values of z, however, an asymptotic expansion is more desirable. In this respect we have found the following development:
where the constants A and B are given by A = y2/2 -7T2/24 + iryi/2 = -0.24464 45548 + 0.90668 45943i, B = 7 + ti/2 = 0.57721 56649 + 1.57079 63268i.
Formula (6) may be proved as follows: An equivalent definition of Ei(z) is
o as can be verified by a partial integration of the left-hand integral in (4), and an obvious change in the variable of integration. Once more integrating by parts one is led to
Now, for large2 values of z, the main contribution to the integral (8) comes from the values of the integrand in the neighbourhood of t = 0. It is therefore reasonable to consider the integral (8) as the sum of two terms:
where the "main term" and the "correction term" are defined by 1 r~ix then, by successive partial integrations of (11),
Further, by induction, or otherwise,
We thus obtain for h(z), after N = n -1 terms, Further details are left to the reader. We have thus proved the validity of the asymptotic expansion (6) for positive values of s, though (6) holds for Re(s) >0 as well.
A third development for the function Ei(z).
For moderate values of z (for instance 2 = 10) neither the power series (5) nor the asymptotic development (6) is very useful for numerical purposes, as then too many terms are required. For such values of z it is better to apply the Taylor series.
To that end we use the obvious formula
The series (13) converges for all values of A because £i(z+A) is an integral function of A. The following recurrence relations for the coefficients cn(z), (n>0), can be established:
with initial values
Given z, the functions c"(z) can be calculated success'vely.
As at present there exist very accurate tables for the integral sine and cosine functions,3 it is not difficult to prepare an auxiliary table for the function E(z).
4. A short table for the function £i(z). We have prepared a short six-decimal table for Ei(z) for values of z between 0.0 and 20.0 at intervals of length 0.2. For z^5.0 the power series was applied, up to 8 decimals. For 5.020.0 the function was computed by means of (13), the functions c"(z) being pre-calculated (8 decimals) for z = 5, 7, • ■ ■ , 19. Accordingly, (13) (10) and £i(15) were also checked, by comparison with the power-series values. Moreover the eight-decimal numbers on the worksheet were checked by calculating sixth-order differencesj and then rounded off to six decimals. Therefore, it will be very unlikely that the error therein exceeds half a unit of the last decimal.
Tables I, II contain the real and imaginary parts of the function E\(z), respectively. Thus they give Re Ei(z) = r [y + log t -Ci(t)]dt/t = z f sin zt (log t)2 dt/2, In this formula 12 denotes a large constant, depending on the radius a and the halflength I of the antenna: B = 2 log (2l/a). Further x -kl = 2ivl/\, where X is the wavelength.
Only the first-order coefficients «t(x) and fiiix) can be given explicitly in terms of known functions, namely ai(x) = %eixE(4x) -cos xE(2x).
Rather intricate formulae were given for the second-order coefficients a2(x) and ft(x), which were evaluated by graphical methods.5 It may be noticed that in the refined theory6 the same second-order coefficients occur. Recently a2(x) was found to be expressible in terms of E(x) and E\{x) by means of a fairly simple formula, viz.
cti(x) = -«i(x) {log 4 + E(2x)} -cos xE-(2x)/2 + 2i sin x£i(4x) + cos x{Ei(4x) -2Ei(2x)\.
With the help of our tables for the function E\(x), and the American tables for Si(x), Ci(x), we have calculated «i and a2 to six decimals for 0.0(0.1)5.0. After careful checking, these results were rounded off to four decimals. The final data are given in tables III, IV, whereby
Comparison of our table for the first-order coefficient «i(x) with those of King and Blake7 shows only small differences in the last decimal. Also the values of the second-order coefficient a2(x) are in good agreement with the corresponding twodecimal values obtained by graphical integration.6
As for the other second-order coefficient, we do not think it possible to express j32(x) in such a simple way; unfortunately, more intricate functions seem to play a part.
In the following sections a proof of formula (17) will be given. As a rather large amount of analysis seems necessary to establish such proof, we may once more emphasize the usefulness of the short abbreviation E(x) as was adopted here for the combined integral sine and cosine functions.
6. Some auxiliary functions. We introduce the following four functions:
" o /» 2x <t>i(x) = | {cos (x -0 -cos x\ log (1 -t/2x)e~udt/t.
J o Between these functions the following relations exist: -
<f>t(x) = eix<f>i(4x)/2 -cos x<j)i(2x). 
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and then (22) follows at once on account of (5). A detailed proof of (24) only will be given as an example. Firstly,
-t P.iX dt ?eixE(2t) + cos x E{t)}.
Therefore, /► 2x l og (1 -t/2x) -[\eix{E(2t) -E(4x) \ -cos x\E(t) -E(2x)}]dt. o dt
Secondly, by partial integration, 1 c21 £(2') -£(4*) Cx Eif) ~ E(2x) <t>i(x) = -etx I dt -cos x I dt, 2 J o t -2 x Jo t -2 x and, after some trivial transformation and by the use of (18), this reduces to (.24). 7. Proof of formula (17). Instead of Hallen's functions F"(z) we take /»(z) = Fn(z/k). These functions are recurrently defined by /o(z) = cos z,
Apart from/o, only/i can be given explicitly in terms of known functions, viz.
/l(z) = (cos x -cos z) log (1 -zi/x2) + %{e'*E(2x + 2z) + e~~izE(2x -2z)} -cos x[E{x + z) + E{x -z)}.
The functions «i(x) and a^{x) are obtained when z = x is substituted in/i(z) and/2(z), respectively. Therefore the required expression for a2(x) has to be derived from 
= e«E(4*)(l -e~u)/2,
r6 = {cos (x -t) -cos #} log (1 -t/2x),
Let the corresponding contributions to the integral in (26) be denoted by J", thus
Then one will find consecutively I\ --a\(x) log 4 + eixEi(4x)/2 -cos xE\{2x),
/" = _ <r«Ei(4*)/2,
/, = cos z{£:(2*) -E*(2x)/2) (29a)
/6 = eix4>i(4x)/2 -cos x<j>\{2x), (31a)
It is thought unnecessary to give detailed proofs of the above formulae, as the general lines are the same as in the example of the preceeding section. Upon substituting (27a) • • • (33a) in ai(x) = /1 + /2+ • • • +J7, we obtain oi2(x) = cos x£2(2a:)/2 -eixE(2x)E(4x)/2 -ai(») log 4 + i sin xE\{4x)
-ccs x {2<t>i(2x) + <t>i(2x)} + e"{2<t>1(4x) + <*>2(4x)}/2.
On account of (22), the functions <pi and <p% can be eliminated. One then easily obtains the required formula (17). 
