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Abstract
A long-standing goal in the field of Artificial Intelligence (AI) is to develop systems that can perceive
and understand human multimodal language. This requires both the consideration of context in the
form of surrounding utterances in a conversation, i.e., context modelling, as well as the impact
of different modalities (e.g., linguistic, visual acoustic), i.e., multimodal fusion. In the last few
years, significant strides have been made towards the interpretation of human language due to
simultaneous advancement in deep learning, data gathering and computing infrastructure. AI models
have been investigated to either model interactions across distinct modalities, i.e., linguistic, visual
and acoustic, or model interactions across parties in a conversation, achieving unprecedented levels
of performance. However, AI models are often designed with only performance as their design
target, leaving aside other essential factors such as transparency, interpretability, and how humans
understand and reason about cognitive states.
In line with this observation, in this dissertation, we develop quantum probabilistic neural models
and techniques that allow us to capture rational and irrational cognitive biases, without requiring
a priori understanding and identification of them. First, we present a comprehensive empirical
comparison of state-of-the-art (SOTA) modality fusion strategies for video sentiment analysis. The
findings provide us helpful insights into the development of more effective modality fusion models
incorporating quantum-inspired components. Second, we introduce an end-to-end complex-valued
neural model for video sentiment analysis, simulating quantum procedural steps, outside of physics,
into the neural network modelling paradigm. Third, we investigate non-classical correlations across
different modalities. In particular, we describe a methodology to model interactions between image
and text for an information retrieval scenario. The results provide us with theoretical and empirical
insights to develop a transparent end-to-end probabilistic neural model for video emotion detection
in conversations, capturing non-classical correlations across distinct modalities. Fourth, we intro-
duce a theoretical framework to model user’s cognitive states underlying their multimodal decision
perspectives, and propose a methodology to capture interference of modalities in decision making.
Overall, we show that our models advance the SOTA on various affective analysis tasks, achieve
high transparency due to the mapping to quantum physics meanings, and improve post-hoc inter-
pretability, unearthing useful and explainable knowledge about cross-modal interactions.
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One of the ultimate goals of AI is to enable computers to understand human language and endow
them with the ability to communicate with us, in the multiparty setting, producing replies in natural
language that are tuned to a specific context.
Human language is inherently multimodal and is manifested via words (i.e., linguistic modality),
gestures (i.e., visual modality), and vocal intonations (i.e., acoustic modality). In general terms, in
computer science, modality refers to a certain type of information and/or the representation format
in which information is stored [13]. The means whereby information is delivered to the senses of
an interpreter is called medium. Moreover, a research problem is characterised as multimodal when
it includes multiple such modalities. On the other hand, human language is contextual usually
in the form of preceding utterances. Following the above inspiring vision in AI, the scope of this
dissertation is to investigate and deploy methods to model interactions across different modalities
and context of sequential preceding utterances for analysing human language.
1.1 The “Holy Grail” of Understanding Human Language
Human language understanding task Giving machines the capability to understand human lan-
guage effectively opens new horizons for human-machine conversation systems [148], tutoring systems
[107], and health care [117], to name a few applications. Even though for humans, comprehending
human language is an effortless task, this is a non-trivial challenge for machines. For computers,
understanding human language requires both the consideration of context modelling in the form of
surrounding utterances in a conversation, and multimodal fusion to modelling interactions of differ-
ent modalities that constitute human language into a compact multimodal representation. As far
as context modelling concerning, AI models should consider speaker information of utterances and
the relative position of other utterances from the target utterance. Speaker information is about
1
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modelling inter-speaker dependency, which aids an AI model to understand how a speaker influ-
ences other speakers, e.g., to change an opinion. Similarly, self-dependency enables an AI model to
understand how a speaker resists, e.g., to the change of his mind, against external influence. On the
other hand, consideration of relative position of target and preceding utterances decides how past
utterances influence the current utterance. As far as multimodal fusion concerning, it depends on
modelling each modality individually in a way that can be interacted with other modalities, a.k.a.,
intra-modal dynamics, and modelling interactions across different modalities, a.k.a., inter-modal or
cross-modal dynamics.
Multimodal intelligence The central challenge of a multimodal problem is to model inter-
dependencies and complementary presence in heterogeneous data originating from multiple modal-
ities, i.e., inter-modal dynamics, that change the overall perception of a real-world problem. For
instance, let us consider the situation in which we want to identify the emotional state of the utter-
ance “Oh yeah, that’s right!”. In the absence of other modalities, the utterance itself is ambiguous,
since there is no specific context to bias the emotional state of the utterance. For example, the utter-
ance might express emotions of anger, sadness, joy, or surprise (see Figure 1.1). If we consider that
the person speaks loudly “Oh yeah, that’s right!”, its emotional state could express positive emo-
tions (i.e., joy or surprise) or a negative emotion (i.e., anger), excluding sadness which is commonly
expressed by soft voice (see Figure 1.1). Even though bi-modal interactions make less ambiguous
the utterance, its emotional state can not be safely clarified. However, as soon as all modality
behaviours are simultaneously present, the utterance’s emotional state becomes apparent (see tri-
modal in Figure 1.1). This implies that distinct modalities should not be considered in isolation;
rather, each modality acts as a context for the other modalities. The fusion of distinct modalities,
a.k.a., multimodal fusion, is hence contextual, and this is a subtle issue.
Oh yeah, that’s right!
Oh yeah, that’s right! Loud Voice
Oh yeah, that’s right! Loud Voice
Modality Emotional State






Figure 1.1: The above figure shows how uni-modal, bi-modal, and tri-modal dynamics disambiguate
the emotional state of a multimodal utterance.
In contrast to verbal information (i.e., linguistic) where some kind of structure is provided by
its elements such as punctuation and paragraphs, non-verbal information (i.e., visual, acoustic) is
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typically an uninterrupted stream with few delimiters. For non-verbal information, defining the
semantic unit is a fundamental step to attain high-quality representation. In other words, there
is often a large gap between the content of a multimedia signal and its meaning. This is usually
referred to as the semantic gap. While there is a semantic gap between the words in a sentence and
its overall information and meaning, there is an even larger gap between non-verbal information and
its semantics, and the gap gets bigger and bigger as the type of signal increases in complexity [12] (see






Figure 1.2: The semantic gap between multimedia streams and their meaning gets larger as signals
increase in complexity.
asynchronous. A multimodal interaction is characterized as synchronous when it occurs at the same
timestamp. For instance, a simultaneous co-occurrence of a smile with a positive word (see Figure
1.3, Top). By contrast, a multimodal interaction is characterized as asynchronous when spans over
a long-range multimodal sequence. For instance, a prolonged occurrence of laughter with a positive
word (see Figure 1.3, Bottom). Alignment strategies, such as attention mechanisms, is a common
practice to deal with both synchronous and asynchronous cross-modal interactions [126].
Figure 1.3: Example video clip from movie reviews. [Top]: Illustration of word-level alignment
where video and audio features are averaged across the time interval of each spoken word, i.e.,
synchronous cross-modal interactions. [Bottom] Illustration of crossmodal attention weights between
text (“spectacle”) and vision/audio, i.e., asynchronous cross-modal interactions.
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Representation learning Currently, deep learning, as a particular area within representation
learning, copes with the semantic gap within modalities. In particular, it uses artificial neural net-
works with many hidden layers transforming raw data to higher-level representations or features for
a specific task [16]. Representation learning is of a great value in practice since better representa-
tions can often simplify learning tasks [37, 69, 118]. By contrast, multimodal representation learning
is not only constrained to transform the raw data to higher-level representations, i.e., modelling of
intra-modality dynamics. Additionally, it primarily aims at fusing different modality signals into
a compact multimedia representation and thereby enables cross-modality signal processing. Multi-
modal representations can be categorized into joint and coordinated [13]. Joint representations are
projected to the same space using all of the modalities as input. Coordinated representations, on
the other hand, exist in their own space, but are coordinated through a similarity (e.g. based on
Euclidean distance) or structure constraint (e.g. partial order). In summary, representation learn-
ing deals with the semantic gap of multimedia streams, while multimodal representation learning
handles synchronous and asynchronous cross-modal interactions.
Information fusion Fusion, being a key research topic in multimodal problems, integrates
information extracted from different unimodal data sources into a single compact multimodal rep-
resentation. Fusion methods can be divided based on the stage in which fusion occurs during
the associated procedures (see Figure 1.4). Early fusion, a.k.a., feature-level or content-level fu-
sion, integrates features after being extracted. In this dissertation, early fusion, content-level, and
feature-level fusion are interchangeable. Feature-level fusion is mainly advantageous in that it can
accommodate cross-modal interactions at an early stage. However, features should be represented in
the same format before fusion. Late fusion, a.k.a., decision-level fusion, which aggregates decisions
of separated models for each modality, has been regarded as more flexible, as it does not require
the costly cross-feature synchronisation. However, it lacks feature-level interactions across different
modalities. Again, late fusion and decision-level fusion are interchangeable. Overall, feature-level
and decision-level fusions can suppress either intra- or inter-modality interactions, respectively [159].
However, since deep learning essentially involves learning hierarchical representations from raw data,
this gives rise to a more flexible multimodal fusion approach, called intermediate-level fusion, where
a shared representation layer is constructed by merging units with connections coming into this layer
from multiple modality-specific paths (see Figure 1.4 (C)). That is, representations are learned using
different kinds of neural layers and fused using fusion layers, also known as a shared representation
layers [119].
In this dissertation, we consider verbal (i.e., linguistic) and non-verbal (i.e., visual and acoustic)
modalities, exploit deep learning representations to model intra-modality dynamics, and leverage
feature-level, intermediate-level, and decision-level modality fusion strategies to deploy joint com-
putational models for human language analysis.
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Model 2 Model 3
Output
(A) Early fusion (B) Late fusion
Modality 1 Modality 2 Modality k…
Output
(C) Intermediate fusion
Figure 1.4: Fusion methods based on the stage in which modality fusion occurs.
1.2 Encouraging Progress and Remaining Challenges
Encouraging progress. Despite the complexity of the above-described tasks, in recent years, re-
search has made significant strides towards the understanding of human language, and especially in
the field of affective computing, due to simultaneous advances in state-of-the-art (SOTA) benchmark-
ing datasets for video sentiment analysis and emotion recognition [27, 115, 155, 157]. Due to recent
advances in deep learning, a recent trend was geared towards Recurrent Neural Network (RNN) [95]
backbone architectures, which treats human language analysis task as either multimodal fusion or
context modelling problem. In particular, neural approaches have been investigated to either model
interactions across distinct modalities, i.e., linguistic, visual, and acoustic, [115, 126, 143, 152, 151],
or model interactions across parties in a conversation [48, 59, 60, 92], after merging different modal-
ities into a joint multimodal representation.
Remaining challenges. Recent advances in affective computing are gearing towards complex
Artificial Intelligence (AI) models, achieving unprecedented performance. However, most of the
current AI models cannot overcome the “black-box problem”, leading to limited explainability in
real-life applications. To tackle this problem, currently, researchers shall dwell in the field of eX-
plainable AI (XAI). The field of XAI aims to equip AI learning models with transparency, fairness,
accountability and explainability [9]. To this end, AI models should adapt concepts from cognitive
sciences, which provide methodological tools to explain the decisions made. In particular, a step
forward beyond the high performance, when deploying AI models, should be the consideration of
how humans understand and reason about the cognitive states behind the decisions. First, the
exploitation of a cognitive framework in the deployment of an AI model could mitigate cognitive
biases while taking decisions. Besides, it could draw attention to the various adversarial pertur-
bations, which would lead to wrong predictions or decisions. More importantly, it could give an
insight into the causality established by the learning model as well as the reasoning of the model.
Hence to use AI models for understanding human language in real life, we need to make AI models
accountable by explaining their decisions and make them transparent, forming the building blocks
for Responsible or Ethical AI. Moreover, the new alternative design factors should not sacrifice the
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high performance that existing neural models achieve in affective computing. That is, there is a
challenge for researchers to distil cognitive biases into workable computational models.
1.3 Motivation of Using Quantum Theory to Model Human
Language and Challenges
Paradoxes in decision making. Although SOTA neural network approaches have demonstrated
an excellent performance, they neglect how people understand and reason about cognitive states
[102]. However, it is widely known in the literature of cognitive science that when it comes to
decision making under uncertainty, humans usually choose preferences that do not always obey the
classical (Kolmogorov) axioms of probability [68] and utility theory [97], leading to decisions that
are either sub-optimal, paradoxical or even irrational [4, 66, 129]. Thus, models that could take
into account not only rational decisions but also irrational and paradoxical human decisions could
greatly benefit decision support systems.
Quantum Cognition One general framework that has been extensively studied in the domain
of human cognition and decision making is quantum probability theory [25]. The framework accom-
modates not only optimal rational decisions, but also several sub-optimal, irrational, and paradoxical
decisions reported in the literature [128], without requiring apriori understanding and identification
of cognitive biases. Conceptually, Quantum Theory (QT) challenges the notion that the outcome
of a measurement is merely extracting information about “pre-existing” elements of reality [40].
Conversely, QT invalidates this assumption, showing that reality does not always consist of object
behaving objectively [158]. Generally, in QT, the outcome of measurement will depend on other
observations that are made. Similar to multimodal fusion, QT is also contextual.
QT is not only a physical theory but also a framework in which theories can be developed.
Indeed, QT has increasingly been deployed outside physics. Early work showed that in some cases
human language understanding exhibits certain non-classical phenomena, such as “entanglement”
[18], i.e., non-classical correlations, “quantum interference” [140], and ambiguities [19], enabling
quantum probabilities to serve as a suitable framework for modelling human language. Recently,
the quantum measurement postulate, in conjunction with a set of procedural steps to transform
a classical model to its quantum analogue, has been simulated into the neural network modelling
paradigm for Natural Language Processing (NLP) tasks [78, 139]. The quantum-probability networks
have not only achieved a SOTA performance but also demonstrated a high-level explainability in
terms of model transparency, due to their theoretical roots in the well-established quantum physics
meanings. A more detailed description of related work in this direction will be presented in the next
chapters. Nevertheless, the investigation of the mathematical framework of quantum mechanics in
modelling human language is preliminary, focusing on small-scale user studies, and considers only
linguistic modality. It is an open research question of how such a mathematical framework of high
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theoretical significance could be applied to the multimodal setting, tested on larger benchmarking
datasets, and yield a practical significance.
Short-term and long-term motivations. Fusing modalities with a quantum-driven way can
be motivated from both a concrete (short-term) perspective and a general (long-term) perspective.
In terms of short-term concrete motivations, first, quantum-inspired representation learning ex-
hibits a better model transparency due to its theoretical roots in the well-established quantum
physics meanings. Additionally, in this dissertation, we introduce strategies which are in line with
standard procedural steps to convert information to its quantum analogue, namely, preparation,
evolution, and measurement. In fact, due to the complexity of models, their interpretability de-
creases while the performance increases. Second, the mathematical formalism of quantum theory
allows distilling cognitive biases into neural workable models and strategies, modelling humans’
understanding and reasoning of cognitive states. Third, due to inherent properties of quantum
mechanics, quantum-inspired multimodal representation learning is capable of optimizing post-hoc
interpretability, unearthing useful and explainable knowledge about the way distinct modalities in-
teract with each other and contribute to the final decision made.
In terms of long-term general motivations, the QT mathematical framework, capturing classical
and irrational cognitive biases, could be leveraged for multiparty task-oriented dialogue systems,
adapting the agents’ retrieve content to the context of a conversation [144], and improve dialogue
components which manipulate a conversation[73].
Challenges of this approach. A crucial challenge of mapping information to its quantum
analogue is that information is represented as a state vector of unit length in a basis of mutually
orthogonal vectors. Despite there exist algorithms for training mutually orthogonal vectors [8, 147],
such a constraint makes computational models not affordable. In this dissertation, we overcome such
a limitation, by training bases into the neural network modelling paradigm that their basis vectors
do not necessarily form an orthonormal basis. From an interpretation point of view, basis vectors
correspond to abstract semantic concepts, which are not necessarily independent of each other in
practice. From a quantum point of view, we exploit Positive Operator-valued Measure (POVM) [99],
which are not necessarily orthogonal. Although the impact of orthogonality in quantum probabilistic
models is beyond the scope of the current dissertation, a unitary algorithm has been preliminary
investigated in a joint work to address the evolution of utterances in a conversation with a quantum
view [76].
1.4 Research Questions
This dissertation aims at developing transparent and unified quantum probabilistic computational
models for human language analysis, endowing the quantum-cognitive nature of the human decision-
making process, with a focus on rational and paradoxical cognitive biases. To this end, we borrow
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concepts from QT to endow computational models with quantum cognition. Hence, the main re-
search question of this dissertation is:
Main RQ If and how can a mathematical framework of Quantum Theory be applied into workable
computational models to accommodate rational and irrational cognitive biases, underlying
the multimodal decision perspectives, and yield a practical significance for analyzing human
language?
The answer to this question is sought by breaking it down into the four sub-research questions, which
are described below. Figure 1.5 shows how these research questions are investigated and answered
in the specific chapters of the thesis.
RQ 1 - Chapter 2: Multimodal Fusion Strategies for Human Language Analysis
Systematic Review Experimental Comparison
RQ 2 - Chapter 4: Quantum-inspired Multimodal Fusion
Complex-valued Neural Model
RQ 3 - Chapter 5: Entanglement-driven Multimodal Fusion
CHSH inequality Complex-Valued Neural Model
RQ 4 - Chapter 6: Quantum-inspired Decision-level Multimodal Fusion
Quantum Probabilistic Model
Figure 1.5: Thesis chapters addressing specific research questions.
RQ 1 What are the existing SOTA modality fusion approaches, which components/aspects in these
approaches are the most effective to solving the problem, and what are their limitations?
Video sentiment analysis is a rapidly growing area. A recent trend has been geared towards different
modality fusion models utilizing various attention, memory and recurrent components [80, 106,
126, 143, 151, 152]. However, there is a lack of systematic investigation on how these different
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components contribute to solving the problem as well as their limitations. Chapter 2 answers the
first research question by presenting a large-scale and comprehensive empirical comparison of SOTA
modality fusion approaches for analyzing human language. The findings provide helpful insights
and guidance to the development of more effective quantum probabilistic computational models and
identify biases of multimodal datasets.
RQ 2 If and how can we effectively exploit the mathematical formalism of quantum mechanics
outside physics to fuse inputs of multimodal features for a video sentiment analysis task?
Existing quantum probabilistic neural models have been investigated for textual representation learn-
ing tasks only [78, 139]. On the other hand, current quantum-inspired modality fusion strategies
vaguely borrow various detached quantum concepts at different stages, are implemented by real-
valued components, and supports only two modalities [163, 164]. They hence neither support tri-
modals (all three modalities) nor facilitate an end-to-end training. It is an open research question
on how the quantum measurement postulate could be deployed outside physics, and especially in
the field of affective computing to fuse multimodal features. A significant milestone towards that
direction is discussed in Chapter 4 to answer the second research question, by presenting an end-to-
end complex-valued neural network, which simulates the quantum measurement postulate, for video
sentiment analysis.
RQ 3 How can we encode cross-modal information in the form of non-classical correlations and how
such correlations could benefit multimodal decision making?
Recent advances in quantum probabilistic neural models have been shown to achieve a compa-
rable performance to the SOTA, with a better transparency and increased level of interpretability.
However, they treat quantum states as either a classical mixture or as a separable tensor product,
without triggering their interactions which could make them correlated or non-separable (i.e., entan-
gled in QT term). Such non-separability is a form of non-classical correlation and has been shown in
cognitive science as a fundamental feature of human decision making under uncertainty. It complies
with the more general quantum probability theory only. This means that the current quantum prob-
abilistic neural models have not fully exploited the expressive power of quantum probabilities. We
give a detailed answer to the third research question in Chapter 5, which exposes an extensive inves-
tigation on encoding cross-modal information in the form of non-classical correlations. In particular,
this chapter reveals the investigation of non-classical correlations in a multimodal Information Re-
trieval (IR) task, a video sentiment analysis task, and a conversational emotion recognition task.
Additionally, various measurements of the degree of non-separability are proposed to optimize post-
hoc interpretability in terms of how different modalities interact with each other and contribute to
the final decision.
RQ 4 How can we represent users’ cognitive states, underlying their multimodal decision perspec-
tives, and how we can learn such representations from multimodal data?
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In QT, there is the concept of incompatibility, where it is not possible to construct a joint
probability distribution for events, and instead we can only assign probabilities to the sequence of
outcomes. That is, the outcome of an event is impossible to be in a definite state with respect to two
incompatible events because the definite state for one is an indefinite state for another. Incompat-
ibility can also manifest in the individual factors contributing to different dimensions of document
relevance in an IR scenario [131] or physiological experiments [41]. Currently, such strategies build
up users’ cognitive states in a complex-valued Hilbert space, learnt by measuring joint probabilities
in user studies. In Chapter 6, we answer the last research question, by proposing a novel approach
that constructs the complex Hilbert space representation of the user’s cognitive states underlying
their multimodal decision perspectives. Moreover, a method for learning such representation from
multimodal data has been proposed.
1.5 Main Contributions
The main contributions of this thesis can be summarised as follows:
• We present the first large-scale and comprehensive empirical comparison of eleven SOTA
modality fusion approaches in two multimodal human language analysis tasks, with three
SOTA benchmarking datasets. A novel methodology is proposed to investigate the effective-
ness of SOTA modality fusion strategies for human language analysis and the trade-off between
effectiveness and efficiency.
• We introduce the first end-to-end quantum probabilistic fusion neural model, which recognizes
the sentiment of a multimodal sentence. In particular, we make the following contributions: 1)
we propose a quantum-inspired methodology to model intra-modal interactions between dif-
ferent semantic units, i.e., words, 2) we introduce a strategy to model inter-modal interactions
across different modalities deriving inspiration from QT, 3) we designate how to extract the
utterance’s sentiment in a quantum manner, 4) the quantum view bring a unique superiority in
understanding the contributions of single modalities and bi-modals (i.e., any of two modalities)
to the predicted sentiment judgment, without requiring an ablation test, and 5) the proposed
model achieves a comparable performance to the SOTA.
• We conceive a methodology to formulate the relevance of documents in the form of Bell-
type inequalities for a multimodal IR scenario. Bell-type inequalities are a formal method to
establish non-classical correlations in data generated by systems. While cognitive scientists
have explored ways to use Bell-type inequalities for other human decision-making data [5, 39],
it has not been used for multimodal IR data before. This thesis devises a way to formulate
relevance judgement data from both image and text unimodal decisions in terms of Bell-type
inequalities.
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• We propose a transparent and joint quantum probabilistic neural model, which models cross-
modal correlations as non-separable, which to our best knowledge, no existing models in the
current literature have taken into account. Moreover, we make the following contributions: a)
in contrast to previous work, we consider both context modelling, in the form of preceding
utterances, and multimodal fusion in the form of modality interactions, into a unified frame-
work, b) the proposed model architecture supports multiparty conversations without requiring
artificial expansion, c) the model achieves an improved performance, as compared to various
SOTA approaches, for video emotion recognition in conversations, and d) the degree of non-
separability of modalities unearths useful and explainable knowledge about the way distinct
modalities interact with each other.
• We devise a method for extracting Hilbert Space structure from multimodal data. Hilbert space
structure has been used in IR for smaller-scale user study data or as toy examples [17, 43].
However, it has not been exploited for multimodal representation learning tasks. In this
dissertation, we introduce a method to represent uni-modal decisions in a Hilbert space with
different bases for each modality. Hilbert space is the building block in the quantum framework
and lays the foundation for quantum probabilistic models for representation and prediction. It
can also be used to test further non-classical phenomena, such as contextuality and interference
of individual decisions. The methods developed to model uni-modal decisions into a Hilbert
space representing multimodal sentiment judgements is a novel contribution of the thesis.
1.6 Thesis Outline
This dissertation aims at developing transparent and unified quantum probabilistic computational
models for fusing different modality streams, borrowing concepts from quantum cognition [25]. All
proposed computation models are designed in a way that facilitates accuracy optimization, trans-
parency in the decision-making process, and post-hoc interpretability, giving meaningful explanations
to the final decision made.
In Chapter 2 we present a large-scale and comprehensive empirical comparison of SOTA modal-
ity fusion approaches in two video sentiment analysis tasks, with three SOTA benchmarking datasets
[49]. A systematic investigation shows how different neural components contribute to solving the
problem as well as their limitations. The findings provide us helpful insights and guidance to the
development of more effective quantum probabilistic neural models for multimodal fusion.
In Chapter 3 we present related work which exploits the mathematical formalism of quantum
mechanics for representation learning and establish the foundations of QT.
Based on the findings of the Chapter 2 and the limitations of existing quantum-inspired rep-
resentation learning approaches, discussed in Chapter 3, in Chapter 4, we develop an end-to-end
complex-valued neural network, simulating the quantum measurement postulate and its procedural
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steps for video sentiment analysis [75]. That is, given an utterance constituted of linguistic, visual,
and acoustic modalities, the quantum-inspired neural model infers its sentiment, i.e., positive or
negative. The model first converts specific-modality features to their quantum analogue, i.e., quan-
tum pure states, and constructs tri-modal representations via the tensor product of specific-modality
quantum states. Hence, each word is represented as a unified pure quantum state, which is a unit
vector in a complex-valued Hilbert space. Interactions among words in a sentence are modelled into
a mixture matrix by calculating the weighted sum of individual words, represented as pure quan-
tum states so that the output to be a valid mixed quantum state. Finally, a set of parameterized
vectors applied to the sentence representation by calculating their inner product, as a simulation
of the quantum measurement postulate, to identify the discriminating information for sentiment
classification.
A step beyond the work in Chapter 4 is the consideration of evolution in quantum systems.
To this end, in Chapter 5 we address a limitation in the literature that quantum probabilistic
models treat quantum states as either a classical mixture or as a separable tensor product across
modalities, without triggering their interactions in a way that they are correlated or non-separable.
Such non-separability has been shown in cognitive science as a fundamental feature of human decision
making under uncertainty. To this end, we investigate encoding of cross-modal information in
the form of non-classical correlations, a.k.a., entanglement. In particular, we first present a user
study investigating non-classical correlations between image and text for a multimodal IR task,
based on the combination of uni-modal decisions [53]. The results provide us with theoretical and
empirical insights for the development of a transparent end-to-end probabilistic neural model for
video emotion detection in conversations, encoding information in non-classical correlations [51].
The model takes multimodal information, i.e., linguistic, visual, and acoustic, for a sequence of
utterances and converts it to quantum states. The concept of quantum evolution is first exploited
to capture contextual information in the form of preceding utterances. Then the model operates
utterance-level pairwise fusion of modalities, i.e., linguistic-visual, linguistic-acoustic, and visual-
acoustic, via the tensor product of bi-modals (any of two modalities). The bipartite quantum-states
of bi-modals are evolved, so that be entangled, before mapping the complex-valued representation to
a real-valued high-level representation via the quantum measurement postulate. Finally, we evaluate
the introduced quantum probabilistic model on utterance-level (i.e., without considering preceding
utterances) sentiment analysis tasks, modifying the proposed architecture, accordingly [52].
The results of the user study in Chapter 5 show that there is no violation of Bell-type inequalities.
Careful thought reveals that one of the reasons for the no violation is because we exploited the
classical real-valued representations, but the non-classical properties of QT such as interference and
entanglement are rooted on a complex Hilbert Space representation. To this end, in Chapter 6 we
introduce a novel probabilistic model of a highly theoretical and practical significance that constructs
the complex-valued Hilbert space representation of user’s cognitive states [50], underlying their
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multimodal decision perspectives. Afterwards, we propose a method for learning such representation
from multimodal data and how they interfere with each other in decision making. The representation
is finally used to facilitate a decision fusion approach for utterance-level video sentiment analysis.
Finally, in Chapter 7 we identify the remaining challenges and discuss the path forward.
1.7 Relationship to Published Work
The chapters in this thesis describe work that has been published or is under review in the following
conferences and journals:
Chapter 2
• Dimitris Gkoumas, Qiuchi Li, Christina Lioma, Yijun Yu, and Dawei Song. What
makes the difference? An empirical comparison of fusion strategies for multimodal lan-
guage analysis. Information Fusion, 66:184-197, 2021
Chapter 4
• Qiuchi Li, Dimitris Gkoumas, Christina Lioma, and Massimo Melucci. Quantum-
inspired multimodal fusion for video sentiment analysis. Information Fusion, 65:58–71,
2020.
Chapter 5
• Dimitris Gkoumas, Sagar Uprety, and Dawei Song. Investigating non-classical corre-
lations between decision fused multi-modal documents. In International Symposium on
Quantum Interaction, pages 163–176. Springer, 2018.
• Dimitris Gkoumas, Dawei Song, Qiuchi Li, and Massimo Melucci. An entanglement-
driven fusion neural network for video sentiment analysis. In The Web Conference 2021
(Under Review), 2021.
• Dimitris Gkoumas, Qiuchi Li, Massimo Melucci, Nie Jian-Yun, and Dawei Song. An
entanglement-driven neural network model for contextual and non-separable modality
fusion in conversational emotion recognition. Information Fusion (Under Review), 2021.
Chapter 6
• Dimitris Gkoumas, Qiuchi Li, Massimo Melucci, and Dawei Song. (2021, February).
A quantum cognitively motivated decision fusion for video sentiment analysis. In AAAI
2021.
The publications below describe joint work that is loosely related to this thesis but not described
in the thesis:
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• Qiuchi Li, Dimitris Gkoumas, Alessandro Sordoni, Jian-Yun Nie, and Massimo Melucci.
(2021, February). Quantum-inspired neural network for conversational emotion recognition.
In AAAI 2021.
• Sagar Uprety, Dimitris Gkoumas, and Dawei Song. A survey of quantum theory inspired
approaches to information retrieval. ACM Computing Surveys (CSUR), 53(5):1–39, 2020.
• Sagar Uprety, Dimitris Gkoumas, and Dawei Song. Investigating bell inequalities for mul-
tidimensional relevance judgments in information retrieval. In International Symposium on




This chapter provides an overview and empirical comparison of the state-of-the-art multimodal fu-
sion approaches for human language analysis, in particular video sentiment analysis. Multimodal
video sentiment analysis is a rapidly growing area. A recent trend has been geared towards complex
modality fusion models utilizing various attention, memory and recurrent components. However,
there lacks a systematic investigation on a) how effective the current machine learning-based mul-
timodal fusion strategies are, b) how efficient the SOTA multimodal fusion strategies are, c) how
the effectiveness could affect efficiency and d) which components/aspects are the most effective for
affective computing. This chapter fills the gap by first providing a systematic review of multimodal
time series for video sentiment analysis and emotion recognition. Then, we experimentally com-
pare the SOTA modality fusion approaches in two video sentiment analysis tasks, with three SOTA
benchmarking datasets.
2.1 Related Work
Affective computing. The work in this dissertation targets at computational methodologies for
detecting the sentiment or emotion polarity of user-generated videos, a.k.a., video sentiment anal-
ysis or emotion recognition, respectively. Both video sentiment analysis and emotion recognition
are sub-fields of affective computing [112], which is an emerging interdisciplinary area in multime-
dia information processing, bringing together AI and cognitive science. In particular, it studies
a speaker’s sentiment or emotion expressed by verbal (i.e., linguistic) and non-verbal (i.e., visual,
acoustic) streams.
15
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Multimodal fusion. One of the major challenges of video affective analysis is to modelling inter-
actions across distinct modalities [116], e.g., linguistic, visual, and acoustic. Early work aggregated
decisions of uni-modal classifiers by voting [98], averaging [120], weighted sum [54], classification-
based methods [11], e.g., support vector machines, or a trainable model [29, 48, 137]. Other strategies
fused features after being extracted [67, 72]. Later work derived inspiration from effective neural
strategies in Natural Language Processing (NLP), such as RNN [96], Long Short-term Memory
(LSTM) [62], and Convolutional Neural Network (CNN) [69] architectures, to model interactions
across different modality features by fusing either input features per timestamp or uni-modal output
hidden units [113, 114, 141, 156].
Due to recent advances in deep learning, a recent trend was gearing towards sophisticated RNN
backbone architectures. Early advancements in the field utilized tensor-based fusion approaches to
compose [151] or factor [15, 85] different modalities at an utterance level [15, 85, 151], word level
[79], or in a hierarchical manner [89]. Recently, Mai et al. [91] exploited the tensor-based strategy to
fuse segmented uni-modal information for capturing local interactions. Then, the local tensors fed
a bidirectional skip connection LSTM to learn global interactions. Other approaches used hybrid
memory components, constructed from the hidden units of each modality at the previous timestamp
and fed as an additional input of the next timestamp [80, 152]. Inspired by successful trends in
NLP, some approaches introduced encoder-decoder structures in sequence-to-sequence learning by
translating a target modality to a source modality [38, 90, 106]. Other fusion strategies incorporated
reinforcement learning [32], fuzzy logic[30], bilinear pooling [165], deep canonical correlation analysis
[124], and hierarchical fusion strategies [46, 57]. Attention mechanisms have also been exploited to
align different modalities, resulting in better-performing modality fusion approaches [57, 126, 153,
154]. Currently, attention-based approaches are the most effective fusion approaches for utterance-
level human language analysis [49].
Unaligned fusion strategies. One common way of tackling unaligned multimodal sequence is
by forced word-aligning before training [107, 126, 113, 152, 157]: manually preprocess the visual and
acoustic features by aligning them to the resolution of words. However, it is worth noting that there
exist other modality fusion approaches, which manipulate directly unaligned data to elicit long-range
contingencies across different modalities (i.e., asynchronous cross-modal interactions) [57, 126, 143].
A fair comparison between word-aligned sequences and unaligned multimodal time series showed a
decreased performance for unaligned multimodal streams [126].
Context modelling. Another important aspect of video affective computing is the consideration
of context from preceding utterances [116]. Initial work utilized Recurrent Neural Network (RNN)
architectures to model interactions between the target utterance and its content [47, 113]. Memory
networks were introduced as a more elaborate approach to pay attention to intra-speaker and inter-
speaker interactions. In particular, memory cells were deployed to model speaker-specific context [59,
60]. More recent work demonstrated a better level of model transparency and improved performance
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utilizing modules to handle intra- and inter-speaker emotional influence [48, 92]. In particular,
DialogueRNN [92] built a hierarchical multi-stage RNN with different strategies for updating a
speaker and a listener’s emotion states. DialogueGCN [48] captured the relations of all utterances
in a conversation, based on their relative order and whether they belonged to the same speaker.
The relations were reflected in a graph, and a graph neural network was built to update utterance
representations. Despite those approaches modelled intra- and inter-speaker interactions effectively,
they suppressed cross-modal interactions. In particular, they joined pre-trained utterance-level uni-
modal embedding by concatenation or attention mechanism to obtained multimodal embedding and
fed it into neural models without eliciting cross-modal interactions. Additionally, current approaches
either do not consider any speaker level dependency [47, 113], or support conversations with two
speakers only, without can be extended to apply on multiparty conversations [48, 92], or require
artificial expansion to be applied on multiparty datasets [92].
Interpretability and information fusion. Most of the current modality fusion strategies
are black-box approaches, which come with the price of lacking interpretability. However, recently
a few holistic frameworks tried to separate cross-modal interactions, to endow AI models with a
better level of interpretability. For instance, the contributions to the prediction from each modal-
ity and the interactions between modalities, i.e., bi-modal and tri-modal interactions, have been
investigated through an interpretable multimodal fusion framework [127]. Hazarika et al. [61] ex-
ploited two subspaces, a joint subspace and a modality-specific subspace, to capture uni-modal
and tri-modal interactions. In [154], authors applied seven distinct self-attention mechanisms to
a factorized multimodal representation, capturing all possible uni-modal, bi-modal, and tri-modal
interactions, simultaneously.
2.2 Methodology for Empirical Comparison of SOTA Models
This section details the methodology we used for our empirical study of the most recent SOTA
multimodal language fusion approaches, in the context of video sentiment and emotion analysis
tasks. We first formulated the task on which our study was carried out. Sentiment analysis was
a binary multimodal classification task inferring either positive or negative emotions. Emotion
recognition was a multimodal multilabel classification task inferring one or more emotions, i.e.,
neutral, happiness, sadness, and frustration. However, both tasks aim to capture emotions of video
utterance and fall under affective computing field [28].
2.2.1 Task Definition
The goal is to infer the emotion of utterances from video speakers. Each video consists ofN sequential
utterances U = (U1, ..., Ui, ..., UN ), where i is the i
th utterance. Each utterance Ui is associated with






i ), 1 ≤ i ≤ N . The
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corresponding labels for the N segments are denoted as y = (y1, ..., yi, ..., yN ), yi ∈ R. We apply
word-level alignment, where visual and acoustic features are averaged across the time interval of each
spoken word. Then, we zero-pad the utterances to obtain time-series data of the same length. After
this step, language, visual, and acoustic features have the same length L. For the linguistic modality
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2.2.2 Datasets and Feature Extraction
We empirically evaluated the SOTA approaches from the last two years on multimodal sentiment
analysis tasks by using two SOTA benchmarking datasets, namely CMU Multimodal Opinion-level
Sentiment Intensity (CMU-MOSI) [155] and the largest available dataset for multimodal sentiment
analysis, CMU Multimodal Opinion Sentiment and Emotion Intensity (CMU-MOSEI) [157]. Fig-
ure 2.1 illustrates a few samples of monologue video clips. We also evaluated the approaches to
the multimodal emotion recognition task using the IEMOCAP dataset [27]. Table 2.1 summarizes
the statistics of the datasets in terms of training, validation and test sets. We compared all ap-
proaches to word-aligned multimodal language sequences, leaving the very challenging comparison
with unaligned language sequences for future work.
Dataset Train Validation Test
CMU-MOSI [155] 1,284 229 686
CMU-MOSEI [157] 16,265 1,869 4,643
IEMOCAP [27] 2,717 798 938
Table 2.1: Training, validation and test data distribution in CMU-MOSI, CMU-MOSEI, and IEMO-
CAP, respectively.
CMU-MOSI is a relatively balanced (1176 positive and 1023 negative utterances) human mul-
timodal sentiment analysis dataset consisting of 2,199 short monologue video clips (each lasting
the duration of a sentence). It has 1,284, 229, and 686 utterances in training, validation, and test
sets, respectively. CMU-MOSEI is a larger scale sentiment and emotion analysis dataset made up
of 22,777 movie review video clips from more than 1,000 online Youtube speakers. The training,
validation, and test sets are comprised of 16,265, 1,869 and 4,643 utterances, respectively. Human
annotators labelled each sample with a ratio score from -3 (highly negative) to 3 (highly positive)
including zero. Hence, the multimodal sentiment analysis task can be formulated as a regression
problem.
For CMU-MOSI and CMU-MOSEI, we used the CMU-Multi-modal Data SDK1 [157] for feature
extraction. Following previous work [85, 126, 143, 151, 152], we converted video transcripts into 300-
dimensional pre-trained Glove word embeddings (glove.840B.300d) [104]. Besides, GloVe embedding
1https://github.com/A2Zadeh/CMU-MultimodalSDK
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Figure 2.1: Three examples of monologue video clips. The first and third cases corresponds to
negative sentiments and the second one to positive sentiment. The task is to predict the sentiment
of each utterance for a given set of modalities, i.e., text, visual, and speech, without considering
preceding utterances.
is more computationally affordable than other more effective, yet computationally expensive, word
embeddings [37, 105]. Facet 2 is used to capture facial muscle movement, including per-frame ba-
sic and advanced emotions and facial action units. We used VOCAREP [36] to extract low-level
acoustic features (e.g., 12 Mel-frequency cepstral coefficients, pitch tracking and voiced/unvoiced
2https://pair-code.github.io/facets
CHAPTER 2. STATE-OF-THE-ART MULTIMODAL FUSION APPROACHES 20
segmenting features, glottal source parameters, peak slope parameters, and maxima dispersion quo-
tients). For CMU-MOSI, we extracted visual and acoustic features at a frequency of 15Hz and 12.5
Hz respectively. For CMU-MOSEI, we extracted at a frequency of 15 Hz and 20Hz. To reach
the same time alignment across modalities, we applied a word-level alignment. To align visual and
acoustic modalities with words, we used P2FA [150]. Then, to obtain the aligned timesteps, we
averaged the visual and audio features within these time ranges. All sequences in the word-aligned
case had length 50. For each word the dimension of the feature vector was set to 300 (linguistic),
20 (visual), and 5 (acoustic) for CMU-MOSI, and 300 (linguistic), 35 (visual), and 74 (acoustic) for
CMU-MOSEI.
For multimodal emotion recognition, we used IEMOCAP [27]. It consists of 151 videos about
dyadic interactions, where professional actors are required to perform scripted scenes that elicit
specific emotions. It has 2,717, 798, and 938 utterances in training, validation, and test sets, re-
spectively. Human annotators labelled each sample for four emotions (neutral, happy, sad, angry).
The labels for every emotion are binary. That allowed us to reduce the multiclass learning problem
to a problem solvable using binary classifiers. Following a one-vs-all strategy, for each emotion, we
trained a robust classifier to recognize one emotion from all the others. We followed a similar pro-
cess to the sentiment analysis datasets to extract features from 3 streams. The linguistic, facial and
acoustic embeddings are 300-dimensional, 35-dimensional, and 74-dimensional vectors, respectively.
All sequences are word-aligned having length 50.
2.2.3 Evaluation Metrics
To evaluate the effectiveness on CMU-MOSI and CMU-MOSEI tasks, we adopted a series of eval-
uation performance metrics used in prior work [80, 126, 152, 157]: binary accuracy (i.e., Acc2 :
positive sentiment if values ≥ 0, and negative sentiment if values < 0), 7-class accuracy (i.e., Acc7 :
sentiment score classification in Z ∩ [−3, 3]), F1 score, Mean Absolute Error (MAE) of the score,
and the Pearson’s correlation (Corr) between the model predictions and regression ground truth.
For all the metrics, higher values denote better performance, except MAE where lower values denote
better performance.
To evaluate the effectiveness on IEMOCAP, in contrast to previous work reporting accuracy
[126, 143], we reported recall and F1 score for individual emotion classes. We empirically found
that accuracy was a misleading measurement for evaluating one-vs-all emotion classifiers. That is
because there is a class imbalance. For instance, the ratio of utterances labelled as happy versus the
other emotion equals 1/6. Indeed, some classifiers showed high accuracy even though they failed to
distinguish the emotion of the class from all the others correctly. To evaluate the overall performance
of the SOTA models, we also calculated the weighted recall and weighted F1 score measurements.
We evaluated efficiency by reporting: the number of parameters for each approach, the training
time of learning, i.e., speed-up during inference, and the validation set convergence.
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2.2.4 Experiments
In this study, we devised three main experiments as follows:
1. Experiment 1: We first replicated the SOTA approaches following the same experiment
set up, as reported in the original papers. Then, we investigated the performance through a
comprehensive critical and experimental analysis.
2. Experiment 2: We compared the SOTA approaches in terms of efficiency.
3. Experiment 3: We conducted several ablation studies to understand a) the importance of
modalities and b) which components contribute most to modelling cross-modal interactions
across the three modalities.
2.2.5 SOTA models
We replicated a variety of sequential attention mechanisms, memory, tensor fusion, and translation
neural approaches3 into a unified framework in PyTorch. Most of their authors have made im-
plementations available on Github. We replicated the EF-LSTM, LF-LSTM, RMFN, and MARN
models from scratch.
Except for the Multimodal Transformer (MulT) [126], the rest of the modality fusion methods are
typically RNN-based deep learning networks. However, we went beyond a typical one-to-one compar-
ison and proposed a taxonomy in terms of model features, namely: recurrent-based, tensor-based,
attention mechanism-based, memory-based, and translation-based networks. This taxonomy will
enable researchers to understand the SOTA field better and identify directions for future research.
Recurrent cell-based networks
This category includes modality fusion approaches which mainly utilize recurrent cells for each time
step. In this case, the cells get stacked one after the other, implementing an efficiently stacked RNN.
• Early-Fusion LSTM (EF-LSTM) [62] EF-LSTM concatenates linguistic, visual, and acous-
tic features at each timestamp, and builds an LSTM to construct sentence-level multimodal
representation. The last hidden state is taken and sequentially passed to two fully connected
layers to produce the output sentiment.
• Late-Fusion LSTM (LF-LSTM) [62]. LF-LSTM builds LSTMs for linguistic, visual, and
acoustic inputs separately, and concatenates the last hidden state of the three LSTMs as
sentence-level multimodal representation. The concatenated hidden states are taken and se-
quentially passed to two fully connected layers to produce the output sentiment.
3The code for our models and experiments is available on https://github.com/gkoumasd/MSAF
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• Recurrent Multistage Fusion Network (RMFN) [47] RMFN models cross-modal inter-
actions through a divide-and-conquer approach in several stages. Intramodal dynamics are
modelled through modality-specific RNNs. For each timestep, the uni-modal hidden states
of RNNs are concatenated. Then, the concatenated representation is processed in multiple
stages. For each stage, the most important modalities are highlighted using an attention mod-
ule and then fused with the previous stage fused representations. In the end, a summary action
generates a multimodal joint representation which is fed back into the intramodal RNNs as an
additional input for the next timestep.
Tensor-based networks
This group of networks is mainly based on the tensor product of modalities for composing and
factorizing information.
• Tensor Fusion Network (TFN) [151] TFN explicitly models view-specific and cross-view
dynamics by creating a multi-dimensional tensor that captures uni-modal, bi-modal, and tri-
modal interactions across linguistic, visual, and acoustic modalities.
• Low-rank Multimodal Fusion (LMF) [85]. LMF adopts the same approach as TFN to
model the multimodal representation. After that, it applies a tensor decomposition approach
by calculating the inner product of the multimodal tensor with a weight tensor. The output
is a low-dimension vector, which is used to make predictions.
Attention mechanism-based networks
These approaches mainly exploit various attention mechanism components to fuse modalities.
• Multi-Attention Recurrent Network (MARN) [153]. MARM captures cross-modal dy-
namics at each timestamp. A multi-attention block is built to construct a cross-modal repre-
sentation, based on hidden states of the previous timestamp, and fed into the inputs of the
current timestamp. The cross-modal representation and hidden states of the last timestamp
are concatenated to form a multimodal sentence embedding, which is sequentially passed to
two fully connected layers to produce the output sentiment.
• Multimodal Transformer (MulT) [126] MulT merges multimodal time-series via a feed-
forward fusion process from multiple directional pairwise cross-modal transformers. Each
cross-modal transformer is a deep stacking of several cross-modal attention blocks. As a final
step, it concatenates the outputs from the cross-modal transformers and passes the multimodal
representation through a sequence model to make predictions.
• Multimodal Uni-Utterance - Bi-modal Attention (MMUU-BA) [47] MMUU-BA en-
codes linguistic, visual, and acoustic streams through three separate Bi-GRU layers followed by
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fully connected dense layers. Then, pairwise attentions are computed across all possible com-
binations of modalities, i.e., linguistic-visual, linguistic-acoustic, and visual-acoustic. Finally,
individual modalities and bi-modal attention pairs are concatenated to create the multimodal
representation, used for final classification. MMUU-BA makes predictions by applying a fully
connected layer to each timestamp. In our experiments, since we did not consider preceding
utterances, we extracted the last hidden state only and fit it to a fully connected layer to make
predictions.
• Recurrent Attended Variation Embedding Network (RAVEN) [143] RAVEN learns
multimodal shifted word representations conditioned on the visual and acoustic modalities.
Concretely, visual and acoustic embeddings interact with each word embedding through an
attention gated mechanism to yield a nonverbal visual-acoustic vector. The resulting vector
is integrated into the original word embedding to model the intensity of the visual-acoustic
influence on the original word. By applying the same method for each word in a sentence, the
model outputs a multimodal shifted word-level representation. The representation is encoded
into an LSTM followed by a fully connected layer to produce an output that fits the task. Yet,
in our experiments, we considered the last hidden state to construct nonverbal visual-acoustic
embedding since we worked on word-level aligned data.
Memory-based networks
This category extends recurrent neural models with a memory component to model modality inter-
actions.
• Memory Fusion Network (MFN) [152] MFN is a memory fusion network that builds a
multimodal gated memory component. The memory cell is updated along with the evolution
of the hidden states of three uni-modal LSTMs. The last memory cell is concatenated with the
last hidden states of uni-modal LSTMs to construct the multimodal sentence representation.
Then, the multimodal representation is sequentially passed to two fully connected layers to
produce the output sentiment.
Translation-based networks
This category includes neural machine translation approaches for modelling human language by
converting a source modality to a target modality.
• Multimodal Cyclic Translations Network (MCTN) [106] MCTN is a hierarchical neural
machine translation network with a source modality and two target modalities. The first level
learns a joint representation by using back translation. Then, the intermediate representation
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is translated into the second target modality without back translation. The multimodal rep-
resentation is fed into RNN for final classification. For our experiments, the source modality
is the linguistic modality.
We first fine-tuned all models by performing a fifty-times random grid search on the hyperparam-
eters. We reported the final settings in Appendix A. After the fine-tuning process, we trained all the
models again for 50 epochs, five times. We used Adam optimizer with L1 loss as the loss function
for CMU-MOSI and CMU-MOSEI since sentiment analysis is formulated as a regression problem.
For IEMOCAP, we used cross-entropy loss since emotion recognition is formulated as a multilabel
classification problem. We reported the average performance on the test set for all experiments.
2.3 Results
2.3.1 Effectiveness
In Table 2.2, we see that attention mechanism-based approaches, namely, MulT, MMUU-BA, and
RAVEN, exhibited the highest binary accuracy (between 78.2% and 78.7%) on CMU-MOSI. MulT
reported just 0.1% higher accuracy than RAVEN. Yet, for Acc7, RAVEN reported an increased
performance of 34.6% as compared to 33.8% for MMUU-BA and 33.6% for MulT. TFN attained
the highest accuracy of 34.9% for Acc7. RAVEN and MMUU-BA reported the highest correlation
(Corr). Despite the low accuracy, MCTN exhibited the lowest mean absolute error. That might
imply that MCTN needs more epochs to converge (we found in [106] that MCTN had been trained
for 200 epochs). Overall, RAVEN was the most effective approach on CMU-MOSI task. T-tests did
not reveal a significant difference in binary accuracy across all approaches.
There was a discrepancy between the empirical results from our experiments and the reported
ones in literature. Specifically, we empirically found lower accuracy for all the SOTA approaches,
except RAVEN, which attained an increased accuracy of 78.6% compared to 78% in [143]. A possible
reason for the discrepancy between literature and our empirical results may be that different versions
of the CMU-MOSI dataset had been used in the published works. Those versions consisted of
different feature dimensions and sequence lengths. Another possible explanation for this might be
the fine-tuning parameters, which were rarely reported in current work, making reproducibility a
particularly tricky task. In the literature, MulT was regarded as the SOTA approach among the 11
investigated approaches, reporting an increased binary accuracy of 83.0% as compared to 78.7% in
our experiments on CMU-MOSI. Note that for MulT we used the same datasets, implementation,
and configuration settings as described in [126].
In Table 2.3, we present the results for multimodal sentiment analysis on CMU-MOSEI. All
approaches attained an improved performance compared to that of the CMU-MOSI dataset. We
suspect this is because CMU-MOSEI is a much larger dataset. MMUU-BA attained an increased
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Model Acc7 Acc2 F1 MAE Corr
LSTM
EF-LSTM [62] 32.7 75.8 75.6 1.000 0.630
LF-LSTM [62] 32.7 76.2 76.2 0.987 0.624
RMFN [47] 32.3 76.8 76.4 0.980 0.626
Tensor
TFN [151] 34.9 75.6 75.5 1.009 0.605
LMF [85] 30.5 75.3 75.2 1.018 0.605
Attention
MARN [153] 31.8 76.4 76.2 0.984 0.625
MulT [126] 33.6 78.7 78.4 0.964 0.662
MMUU-BA [47] 33.8 78.2 78.1 0.947 0.675
RAVEN [143] 34.6 78.6 78.6 0.948 0.674
Memory
MFN [152] 31.9 76.2 75.8 0.988 0.622
Translation
MCTN [106] 32.3 76.2 76.2 0.903 0.630
Table 2.2: Comparative analysis across the SOTA approaches on CMU-MOSI. Best results are
highlighted in bold.
Approach Acc7 Acc2 F1 MAE Corr
LSTM
EF-LSTM [62] 45.7 78.2 77.1 0.687 0.573
LF-LSTM [62] 47.1 79.2 78.5 0.655 0.614
Tensor
TFN [151] 47.3 79.3 78.2 0.657 0.618
LMF [85] 47.6 78.2 77.6 0.660 0.623
Attention
MARN [153] 47.7 79.3 77.8 0.646 0.629
MulT [126] 46.6 80.2 79.8 0.657 0.661
MMUU-BA [47] 48.4 80.7 80.2 0.627 0.672
RAVEN [143] 47.8 80.2 79.8 0.636 0.654
Memory
MFN [152] 47.4 79.9 79.1 0.646 0.626
Table 2.3: Comparative analysis across the SOTA approaches on CMU-MOSEI. Best results are
highlighted in bold.
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binary accuracy of 80.7% compared to 80.2% for RAVEN and MulT. MMUU-BA also reports the
highest accuracy for Acc7 and the highest correlation (Corr in Table 2.3) compared to all other
approaches. In general, we found that attention mechanism-based fusion strategies, namely, MMUU-
BA, MulT, and RAVEN, significantly outperformed the other approaches. Yet, there is no significant
difference across MMUU-BA, MulT, and RAVEN in terms of binary performance.
CMU-MOSEI is a recently published dataset. We can only compare the empirical results from
our experiments to the reported ones in literature for RAVEN, MulT and MMUU-BA. In litera-
ture, MulT reported the best binary performance, attaining an increased binary accuracy of 82.5%
compared to 80.2% in our experiments even though we used the same experimental settings as in
[126]. In contrast, MMUU-BA reported an increased binary accuracy of 80.7% compared to 79.8%
in literature. In [143], authors did not conduct experiments on CMU-MOSEI. Yet, in [126], for
RAVEN, authors reported a decreased accuracy of 79.1% compared to our 80.2% (see Table 2.3).
We could not run experiments for RMFN and MCTN on CMU-MOSEI. RMFN was computationally
too expensive, and MCTN could not support CMU-MOSEI due to its computational complexity and
required memory resources on the large-scale CMU-MOSEI task.
Following previous work [84], the binary performance across different modality fusion approaches
was compared for the CMU-MOSI and CMU-MOSEI tasks, as shown in Figure 2.2. Each line style
corresponds to the taxonomy of the SOTA approaches. According to Figure 2.2, all approaches im-
proved on the CMU-MOSEI task. Besides, MulT and RAVEN yielded similar performance for both
CMU-MOSI and CMU-MOSEI tasks. That is, they showed similar learning behaviour. However,
MMUU-BA showed a positive trend with a sharper rise in performance for the CMU-MOSEI task
than the MulT and RAVEN approaches.
Figure 2.2: Accuracy comparison across different modality fusion approaches for CMU-MOSI and
CMU-MOSEI tasks.
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We present the results for the emotion recognition task in Table 2.4. In contrast to sentiment
analysis tasks, which calculated accuracy, we calculated the class-wise recall to find out how many
emotions were detected correctly out of the total number of emotions for each emotion class. We
also calculated the weighed recall for each modality fusion method. The results showed that the
happy emotion class was the most challenging for all approaches, while the angry class was the
most straightforward. Attention mechanism approaches, e.g., MulT and MMUU-BA, were the
most effective for the emotion recognition task. In particular, MMUU-BA achieved the highest
recall for happy and sad classes, while MulT recalled the most neutral utterances (see Table 2.4).
However, EF-LSTM had the highest sensitivity for the angry class. Overall, MulT was the most
effective approach for the emotion recognition task, yielding an increased weighted recall of 60.2% as
compared to 58.7% of the next best approach, i.e., MMUU-BA. We could not directly compare our
results with those in literature since binary accuracy was used as a prime performance measurement.
However, in [126], MulT is also the SOTA for the IEMOCAP task.
Neutral Happy Sad Angry Weighted
Approach Recall F1 Recall F1 Recall F1 Recall F1 Recall F1
LSTM
EF-LSTM [62] 57.3 61.2 20.7 30.8 57.7 62.0 80.7 71.7 57.8 59.5
LF-LSTM [62] 58.5 60.0 31.7 40.0 53.7 56.0 66.1 69.6 55.5 58.6
RMFN [47] 56.9 60.3 17.3 25.6 55.4 57.3 65.5 70.8 53.2 57.2
Tensor
TFN [151] 60.0 61.9 19.3 28.0 53.4 57.3 76.4 72.9 56.7 58.7
LMF [85] 46.6 54.7 34.5 40.6 49.8 54.3 80.1 72.9 53.6 57.0
Attention
MARN [153] 55.1 59.6 27.1 35.1 57.2 57.4 70.4 71.2 55.2 58.4
MulT [126] 64.9 64.2 19.9 29.6 56.8 58.5 79.3 70.9 60.2 59.7
MMUU-BA [47] 57.0 60.0 35.6 41.8 58.2 61.2 75.5 71.9 58.7 60.5
RAVEN [143] 33.6 42.6 0.7 1.4 14.5 23.2 21.4 32.7 22.0 30.3
Memory
MFN [152] 49.4 55.6 35.1 42.1 56.2 55.5 64.5 67.3 52.4 56.5
Table 2.4: Comparative analysis across the SOTA approaches on IEMOCAP dataset. Best results
are highlighted in bold.
Overall, we see that all approaches attained a lower binary performance compared to the re-
ported ones in literature, except RAVEN, which achieved higher performance on both CMU-MOSEI
and CMU-MOSI, and MMUU-BA, which achieved a higher accuracy on CMU-MOSEI. RAVEN
was the most effective model for the CMU-MOSI task, MMUU-BA for CMU-MOSEI, and MulT
for IEMOCAP. That is, attention mechanism-based approaches were the most effective for human
multimodal affection recognition tasks. MulT was a robust competitive model, but, in contrast to
the literature, we found that it did not attain the highest performances on sentiment analysis tasks.
Nevertheless, without considering efficiency, we noticed that MulT, MMUU-BA, and RAVEN were
the most appropriate models for sentiment analysis, while MMUU-BA and MulT were the most
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appropriate ones for emotion recognition. While RAVEN showed outstanding performance for the
sentiment analysis tasks, it yielded the lowest performance for the emotion recognition task.
2.3.2 Error Analysis
We conducted an error analysis on the above experiments. Figure 2.3 shows the percent error4
per sentiment class on CMU-MOSI. Each line style corresponds to the taxonomy of the SOTA
approaches. Although CMU-MOSI is a relatively balanced dataset, consisting of 1176 positive
and 1023 negative utterances, all fusion modality approaches yielded a higher percent error for the
positive sentiment class compared to the negative sentiment class (see Figure 2.3). In particular, most
approaches showed a percent error that was twice as high for the positive sentiment class compared
to the negative sentiment class. We also noticed that attention mechanism-based approaches, e.g.,
MMUU-BA, MulT, and RAVEN, achieved the lowest percent error for the positive sentiment class.
However, tensor-based modality fusion approaches, e.g., TFN and LMF, were more effective in terms
of performance for the negative sentiment class. It is worth noting that RAVEN, achieving the lowest
percent error for the positive class, yielded the highest percent error for the negative class.
Figure 2.3: Percent error per sentiment class on CMU-MOSI.
Figure 2.4 depicts the percent error per sentiment class on CMU-MOSEI. In contrast to CMU-
MOSI, all approaches achieved a low percent error for the positive sentiment class, whereas they
struggled with negative utterances. We suspect this was because CMU-MOSEI is an unbalanced
dataset. That is, it consists of 11544 positive and 4721 negative utterances. The results showed that
once we collected enough data, there was no significant difference among different fusion modality
approaches in terms of performance (see the positive class in Figure 2.4).
4We define percent error within a class as the difference between the estimated number and the actual number
when compared to the actual number expressed as a percentage.
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Figure 2.4: Percent error per sentiment class on CMU-MOSEI.
Figure 2.5 shows the percent error for each emotion on IEMOCAP. The results showed that the
percent error was high, i.e., greater than 64%, for the happy emotion class. We suppose that this
was due to the small number of samples. Specifically, the happy emotion class has only 135 samples
compared to 383, 193, and 227 in the neutral, sad, and angry emotion classes, respectively, in the
test set. That implies that the performance for each emotion class was analogous to the number
of samples for each class. However, some approaches, such as MMUU-BA and MulT, were more
effective than others, such as RAVEN and MFN. That is, there was considerable variance in percent
error across different modality fusion approaches.
Figure 2.5: Percentage error per emotion class on IEMOCAP.
We then carried out the following analysis on test outputs of CMU-MOSI. We grouped the
outputs of all the samples in the test dataset. The first group (i.e., easy) consisted of 49 cases,
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where all methods predicted correctly; the second group (i.e., medium) consisted of 21 cases, where
half the methods predicted correctly; the third (i.e., hard) consisted of 18 cases, where 2 out of 11
methods predicted correctly; and the fourth (i.e., very hard) consisted of 15 cases, where all methods
predicted incorrectly. We included four linguistic-visual samples for each group in Table 2.5.
Out of 686 utterances, 49 of them, that were 7.1%, were predicted correctly by all approaches.
These were usually sentences consisting of highly sentimental words such as “horrible”, “love” (see
Table 2.5, Easy category). Only 21 utterances, 3.1%, were predicted correctly by half of the ap-
proaches. All those utterances were either neutral or positive. For example, one possible reason
that approaches failed to make a correct prediction for utterances such as “But it does have some
adult humour” and “It actually surprised me” (see Table 2.5, Medium category) was due to missing
context and the confused visual content. Eighteen utterances, i.e., 2.6%, could not be correctly
predicted by 9 out of 11 approaches, even though utterances included highly sentimental words like
“pretty girl”, “laughing”, but neutral or negative facial expressions (see Table 2.5, Hard category).
Finally, no approaches could predict 15 utterances, that was 2.2%. Utterances like “Everything that
happened in Shrek 1,2, and 3 are wiped away” and “A lot of people don’t like Scream 2 ” (see Table
2.5, Very Hard category) were dominated by highly negative words, but the overall sentiment was
positive. It is worth mentioning that all the error cases of the medium, hard, and very hard groups
were positive sentiment utterances. To our knowledge, this is a novel finding.
2.3.3 Efficiency
In experiment 2, we reported the model sizes (i.e., parameters), the training time of learning, and
the validation set convergence. We illustrate the validation set convergence across all competitive
approaches on CMU-MOSI, CMU-MOSEI and IEMOCAP in Figure 2.6, Figure 2.7, and Figure
2.8, respectively. We noticed that all approaches converged in just a few epochs for all tasks,
i.e., CMU-MOSI, CMU-MOSEI, and IEMOCAP tasks. Overall, we observed that the validation
set convergence exhibited different carve trends across different fusion approaches and tasks. At
first, all approaches manifested a downtrend. That implies that the learning algorithms sought to
minimize the loss function, called optimization. After the optimization process, there were some
approaches that the downtrend shifted to an uptrend with a sharp rise (e.g., observe LMF and
EF-LSTM convergence in Figure 2.7, or MFN and LF-LSTM in Figure 2.8). We attribute such a
sharp rise to overfitting. Indeed, some approaches were more prone to overfitting than others. Other
strategies exhibited a horizontal trend (e.g., the majority of models in Figure 2.6, or MULT and
MFN in 2.7) after the optimization process. That means that the optimization algorithm was stuck
in a local optimal - a good enough set of weights - or a global optimal - the best set of weights.
However, for CMU-MOSI task, the horizontal trends were smooth while for CMU-MOSEI task, they
usually manifested a slight negative or positive slope. We speculate that this was due to the high
learning rate on CMU-MOSEI.
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Category Linguistic Visual Sentiment
Easy (100%) This movie was horrible. Negative
I had no idea why I even saw this movie. Negative
This movie seemed um a little long. Negative
You will really love this movie if you
are 8.
Positive
Medium (50%) But it does have some adult humour. Positive
He is pretty average guy. Positive
The two women in this movie are par-
ticularly good looking.
Positive
It actually surprised me. Positive
Hard (20%) They are back to you having two killers
thankfully.
Positive
She is really pretty girl. Positive
It had me laughing out loud. Positive
Not bad idea for a sequel. Positive
Very Hard (0%) Who I don’t usually like Positive
I did like Transformers 2 even though a
lot of people didn’t like that.
Positive
A lot of people don’t like Scream 2. Positive
Everything that happened in Shrek 1,2
and 3 are wiped away.
Positive
Table 2.5: Error cases across all approaches on CMU-MOSI task. We illustrate the linguistic and
visual parts, which humans can easily understand.
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For CMU-MOSI, we empirically found that MMUU-BA converged faster to better results at
training compared to other approaches (see Figure 2.6). RAVEN showed a more stabilized mean
absolute error (MAE) at training compared to MulT, but it was still higher compared to MMUU-
BA. In general, all approaches converged quite fast, up to 10 epochs. We assume that this was due
to the small data size. We observed that MCTN needs much more than 50 epochs to converge.
Figure 2.6: Validation set convergence across the SOTA approaches on the CMU-MOSI task
For CMU-MOSEI, we observed that EF-LSTM, LF-LSTM, TFN, LMF, and MARN increased
the MAE after 5 epochs (see Figure 2.7). A possible explanation for this might be overfitting
since CMU-MOSEI was a large dataset. MulT and RAVEN showed a pretty destabilized MAE at
training. Despite RAVEN being among the most robust approaches on CMU-MOSEI in terms of
binary accuracy, it achieved the highest MAE among all approaches (see Figure 2.7). Finally, we
empirically found that MMUU-BE converged faster to better results, attaining the lowest MAE.
Figure 2.7: Validation set convergence across the SOTA approaches on the CMU-MOSEI task
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For IEMOCAP, most of the approaches increased the cross-entropy loss after the 5th epoch (see
Figure 2.8). Only RAVEN and MulT attained a low and stabilized cross-entropy loss. Specifically,
MulT, reporting the best recall performance for the “neutral” class, attained the lowest cross-entropy
loss. EF-LSTM, achieving an improved performance as compared to other sophisticated competitive
approaches, showed a fair and stabilized loss at training until 25th epoch.
Figure 2.8: Validation set convergence across the SOTA approaches on the IEMOCAP task
We investigated the complexity of the models by presenting the number of parameters and
training times in minutes for CMU-MOSI, CMU-MOSEI, and IEMOCAP in Table 2.6. We observed
that approaches integrating LSTMCell components, such as LF-LSTM, MARN, and RMFN, were
not able to speed up. PyTorch could not maintain the same speed for LSTMCell, which is a variant of
LSTM. Despite the low performances, tensor-based approaches attained significant speedup during
inference. For CMU-MOSI, MMUU-BA was faster than RAVEN, even though the latter had fewer
parameters. We attribute this slowdown to the LSTMCell component of RAVEN. MulT, being
a more complicated model, required more time (i.e., 17.6 minutes) than MMUU-BA and RAVEN
(i.e., 0.64 and 3.71 minutes, respectively). We observed similar behaviour for CMU-MOSEI. Even
though CMU-MOSEI was a relatively large dataset compared to CMU-MOSI, some models had fewer
parameters on CMU-MOSEI compared to CMU-MOSI. This might be because different configuration
settings were set up after the fine-tuning process. For IEMOCAP, EF-LSTM was not only an effective
but also an efficient approach, attaining a more significant speedup (26 times) than its counterpart
(i.e., MulT) in terms of performance.
2.3.4 Ablation Studies
To address the third research question, we designed various ablation studies to analyse a) the impor-
tance of modalities and b) essential components for learning cross-modal interactions. We conducted
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MOSI MOSEI IEMOCAP
Approach Mins. Params. Mins. Params. Mins. Params.
LSTM
EF-LSTM [62] 0.43 177,329 6.59 217,457 1.40 206,152
LF-LSTM [62] 3.14 1,155,109 54.47 5,111,485 3.59 946,756
RMFN [47] 57.42 1,950,805 - - 20.85 1,732,884
Tensor
TFN [151] 0.51 14,707,911 1.87 6,804,859 0.53 23,198,398
LMF [85] 0.43 1,144,493 2.00 5,079,473 1.12 962,116
Attention
MARN [153] 69.5 1,350,389 268.20 5,442,313 4.6 1,362,116
MulT [126] 17.6 1,071,211 31.20 874,651 36.89 1,074,998
MMUU-BA [47] 0.64 2,424,965 7.07 2,576,165 0.79 2,605,484
RAVEN [143] 3.71 171,433 23.87 159,213 3.00 173,680
Memory
MFN [152] 1.88 1,513,221 18.56 415,521 5.13 1,325,508
Translation
MCTN [106] 15.64 147,100 - - - -
Table 2.6: Comparative analysis across the SOTA approaches on IEMOCAP dataset.
all ablation studies on CMU-MOSI.
Importance of Modalities
To understand the importance of modalities in multimodal tasks, we conducted ablation studies on
TFN, which inherently models uni-modal, bi-modal, and tri-modal interactions, and MulT, which
attains high accuracy on both sentiment analysis and emotion recognition tasks. For TFN, we tested
the TFN approach with uni-modal, bi-modal, and tri-modal tensors. Table 2.7 shows the results
of the ablation studies. We observed that language was the most informative modality as it was a
pivot for visual and acoustic modalities. The uni-modal visual and acoustic subnetworks and the
bi-modal visual-acoustic subnetwork attained fairly low accuracy compared to those integrating the
linguistic modality. Specifically, combining language with visual or acoustic modalities was generally
better than combining the visual and acoustic modalities. In contrast to [151], we found that the
language-based subnetwork performed similarly to the tri-modal tensor network in terms of the
binary accuracy. That is, our experiments showed that the tensor-based fusion was not an effective
approach for modelling cross-modal interaction across three modalities.
For MulT, we first considered the performances for linguistic, visual, and acoustic only trans-
formers. We found a binary accuracy of 79.5% for the language transformer compared to 77.4% in
literature [126]. The language transformer significantly outperformed the visual- and acoustic-only
transformers (see Table 2.8).
We also studied the importance of individual cross-modal transformers according to the target
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Variant Acc7 Acc2 F1 MAE Corr
TFNl 31.3 75.7 75.6 1.017 0.756
TFNv 17.3 53.2 50.5 1.465 0.125
TFNa 15.2 56.6 54.4 1.425 0.181
TFNl,v 30.3 75.1 75.0 1.013 0.610
TFNl,a 31.1 75.9 75.9 1.012 0.624
TFNv,a 15.4 56.9 55.5 1.414 0.178
TFNw/oc 35.7 75.1 74.9 1.024 0.605
TFNl,v,a [151] 34.9 75.6 75.5 1.009 0.605
Table 2.7: Comparison of TFN with with other variants of it on CMU-MOSI.
Variant Acc7 Acc2 F1 MAE Corr
MulTl 34.3 79.5 79.2 0.939 0.662
MulTv 20.9 59.7 58.3 1.401 0.154
MulTa 18.75 60.5 60.1 1.348 0.211
MulTv,a→l 31.3 76.7 76.5 1.037 0.604
MulTl,a→v 32.6 78.9 78.7 0.993 0.787
MulTl,v→a 33.6 79.6 79.4 0.996 0.663
MulTH5 31.9 79.0 78.8 1.014 0.662
MulTH10 33.5 79.0 79.0 0.995 0.667
MulT [126] 33.6 78.7 78.4 0.964 0.662
Table 2.8: Comparison of MulT with other variants of it on CMU-MOSI.
modality (i.e., L, V → A, V,A → L, and L,A → V ). Among the three cross-modal transformers,
the one where acoustic was the target modality worked best. This result is consistent with [106]
but in contrast with [126], which reports that presenting language as a target modality leads to the
best performance. The experiments showed that there was no need to consider multiple directional
pairwise cross-modal transformers. Specifically, when we considered acoustic as a target modality
yielded an increased accuracy of 79.6% compared to 78.7% for MulT. However, there was no statisti-
cal difference in performance among the three cross-modal transformers and the multiple directional
pairwise cross-modal transformer (i.e., MulT).
Important Modules for Cross-modal Interactions
To understand the influence of individual components for modelling cross-modal interactions, we
performed comprehensive ablation analysis on the SOTA approaches on CMU-MOSI. First, we
studied the importance of extra dimensions with value 1 of TFNl,v,a [151], which models uni-modal
and bi-modal dynamics, besides tri-modal ones. We found that the TFN version without constant
(TFNw/oc in Table 2.7) reported a decreased accuracy of 75.1% compared to 75.6% for TFN. How-
ever, for Acc7, the model improved from 34.9% to 35.7% when comparing TFNl,v,a to TFNw/oc.
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For MulT, we considered the number of heads in the cross-modal attention module. We experi-
mented with 5 and 10 heads (MulTH5 and MulTH10 in Table 2.8, respectively). We did not observe
any difference in terms of binary accuracy. However, for Acc7, the increased number of heads yielded
an increased performance of 33.5% compared to 31.9% (see Table 2.8).
In [153], authors claim that for each timestamp, there might exist multiple cross-modal interac-
tions. We experimented with three variants of MARN to investigate the number of attentions needed
to extract all cross-modal dynamics. Specifically, we tried one, five, and ten attentions. In contrast
to [153], our experiments showed that the MARN with only one attention slightly outperformed
the models with multiple attentions in terms of binary accuracy (see Table 2.9). Nevertheless, the
MARN with five attentions outperformed the other two variants, for Acc7. We also removed the
multi-attention block (MAB) from MARN. Specifically, we replaced the MAB with a fully connected
layer and removed the softmax function. We observed that there was no effect on binary accuracy
(see Table 2.9) while for Acc7, the difference was marginal.
Variant Acc7 Acc2 F1 MAE Corr
MARNK=1 30.9 76.9 76.7 0.983 0.629
MARNK=5 31.5 76.1 76.0 1.001 0.616
MARNK=10 30.9 76.4 76.2 1.012 0.621
MARNw/oMAB 32.4 76.4 76.2 0.979 0.622
MARN [153] 31.8 76.4 76.2 0.984 0.625
Table 2.9: Comparison of MARN with other variants of it on CMU-MOSI.
For MMUU-BA, we analyzed the attention module to understand its learning behaviour. We
experimented with two other variants of MMUU-BA (see Table 2.10). The architecture of these
variants differed concerning the attention computation module. Particularly, in MMUU-UA, we
computed one-directional attention, e.g., from linguistic to visual modality only. In MMUU-SA, we
only computed self-attention within modalities. We found that one-directional attention resulted
in an increased binary accuracy of 78.8% compared to 78.2% from the proposed framework. Both
MMUU-UA and MMUU-BA attained the same performance, for Acc7 (see Table 2.10). For the self-
attention approach, we found that it was less effective than the one-directional cross-modal attention
but more effective than the bi-directional cross-modal attention, in terms of the binary performance.
Variant Acc7 Acc2 F1 MAE Corr
MMUU-UA 33.8 78.8 78.6 0.925 0.680
MMUU-SA 32.0 78.6 78.5 0.950 0.688
MMUU-BA [47] 33.8 78.2 78.1 0.947 0.675
Table 2.10: Comparison of MMUU with other variants of it on CMU-MOSI.
For MFN, first, we investigated if cross-modal interactions could happen over multiple time
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instances. Specifically, we experimented with a variant of MFN by shrinking the context from time t
and t− 1 to only the current timestamp t in the memory component. We found that MFNw/o∆ (see
Table 2.11) significantly underperformed the MFN approach. That implies that we should not model
cross-modal interactions on aligned time steps, but consider long-range cross-modal contingencies
across a multimodal sequence. Second, we evaluated the importance of spatial-temporal cross-modal
interactions over time by removing all memory components. The results showed the effectiveness of
memory components on the proposed approach. Both outcomes agree with the reported experiments
in [152].
Variant Acc7 Acc2 F1 MAE Corr
MFNw/o∆ 31.5 73.8 73.8 1.042 0.584
MFNw/oMemory 31.6 75.0 74.8 1.011 0.598
MFN [152] 31.9 76.2 75.8 0.988 0.662
Table 2.11: Comparison of MFN with other variants of it on CMU-MOSI.
For RAVEN, we have already removed the Nonverbal Subnetworks [143] as mentioned in Section
2.2.5. This modification resulted in an increased binary accuracy of 78.6% compared to 78.0% in
[143] on CMU-MOSI. We also investigated the temporal interactions between the nonverbal “sub-
word” units with language utterances. Specifically, we removed the shift component, which learns
dynamically to shift the text representation by integrating the nonverbal vector. Visual and acous-
tic representations were concatenated with the word embeddings before being fed to downstream
networks. We found that integrating the nonverbal context with words was beneficial for under-
standing human language (see Table 2.12). Specifically, RAVEN showed a significantly increased
binary performance of 78.6% compared to 75.6% for RAVENw/oShift.
Variant Acc7 Acc2 F1 MAE Corr
RAVENw/oShift 31.8 75.6 75.5 1.016 0.615
RAVEN [143] 34.6 78.6 78.6 0.948 0.674
Table 2.12: Comparison of RAVEN with other variants of it on CMU-MOSI.
For RMFN, we decomposed the fusion problem into multiple stages; we experimented with the
number of stages needed for modelling cross-modal dynamics. Specifically, we experimented with
one, three, and six stages. Our experiments showed that RMFN attained a similar performance,
whether we applied one or six stages to fuse information (see Table 2.13).
Overall, we found that linguistic modality was a pivot for visual and acoustic modalities. This
basic finding is consistent with literature. However, the results from ablation studies did not always
follow findings reported in literature. In particular, we found that:
• fusing multimodal information into multiple levels (e.g., MulT, MARN, and RMFN) does not
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Variant Acc7 Acc2 F1 MAE Corr
RMFNs=1 32.9 75.3 75.2 0.982 0.616
RMFNs=3 32.5 75.5 75.3 0.991 0.623
RMFNs=6 33.1 75.6 75.5 0.991 0.613
RMFN[47] 31.7 75.2 75.1 1.005 0.612
Table 2.13: Comparison of RMFN with other variants of it on CMU-MOSI.
necessarily result in better binary performance. In some cases, fusing information into multiple
levels might achieve slightly better fine-grained accuracy, that is, Acc7;
• tensor-based approaches underperform the linguistic modality;
• integrating the temporal (e.g., MFN) or modality (e.g., RAVEN) context over the multimodal
fusion process results in a significantly better performance.
2.4 Discussion on Key Findings
In this study, we replicated the most recent SOTA models for multimodal language analysis. We
evaluated their effectiveness through comprehensive comparative studies, error analyses and series
of ablation studies. The efficiency of the models was also compared in terms of three evaluation
metrics, namely, parameters, training time, and validation set convergence. The results associated
with ablation studies helped us determine which components and methodologies contribute most to
solving the problem of affective computing.
In terms of effectiveness, the experiments showed that approaches exploiting attention mechanism
components improved the model performance for both sentiment analysis and emotion recondition
tasks. We speculate that this was because the attention mechanism acted as an implicit multimodal
alignment component. Memory networks reached a similar performance as well. On the other
hand, despite tensor-based approaches getting a lower present error for the negative sentiment class
on CMU-MOSI, in general, they did not attain high performance. Similarly, recurrent cell-based
approaches did not achieve a high performance either. Overall, most of the SOTA approaches
attained lower performances in the range of 2% to 4.5% compared to the reported one in the
literature. We mainly attribute such discrepancies to the fine-tuning process. The different versions
of the CMU-MOSEI and CMU-MOSI datasets used in published works could be another reason for
most of those cases.
From an efficiency viewpoint, attention mechanism-based approaches were usually more complex
and required more training time than the rest of the modality fusion approaches. To alleviate
that issue, we could consider less fine-grained cross-modal interactions. Indeed, our ablation studies
showed that adding more levels of interactions across modalities resulted in a decreased performance.
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Recurrent cell-based approaches were extremely computationally expensive. On the other hand,
memory and tensor networks were more efficient.
Table 2.14 summarizes the key findings on how different components contributed to solving
the problem of affective video content analysis. Overall, the results demonstrated that attention
mechanism were the most effective approaches despite being computationally expensive. During the
training process, they manifested a stabilized and fast convergence, and they coped with both skewed
and balanced datasets. However, autoencoder approaches were more suitable for missing or noisy
data. The ablation studies showed that cross-modal interactions are not aligned on correspond-
ing time steps but spread across a multimodal sequence. Finally, video sentiment analysis could





EF-LSTM [62], LF-LSTM [62] 1) Computationally cheap.
2) Outperform a few SOTA approaches.
Tensor Operator TFN [151], LMF [85] 1) Low error for the negative class on MOSI.
2) Computationally cheap.
Attention Mechanism RMFN [47], MARN [153],
MulT [126], MMUU-BA [47],
RAVEN [143]
1) State-of-the-art performance on both tasks.
2) Relatively fast convergence.
3) Stabilized learning behaviour.
4) Cope with skewed and balanced datasets.
Memory Cell MFN [152] Capture non-aligned cross-modal interactions.
Autoencoder MCTN [106] 1) Tackle with perturbations and missing data.
2) Fewer learning parameters.
Table 2.14: Summary of Key Findings. The first column lists the investigated key components, the
second column summarizes which models are using which component, and the third column shows
how different components contribute differently to solving the problem of multimodal language
analysis.
These key findings were drawn from experiments over three most widely used standard bench-
marking datasets in the literature, and data imbalance had been regarded as a vital issue influencing
the model performance. The linguistic modality was the most informative compared to visual and
acoustic modalities. We attribute that difference to the use of word embedding trained on large
corpora, and not to noise issues related to the datasets. All three datasets are carefully collected,
pre-processed and annotated by a world-leading group in this area, and the noise within the datasets
is minimized. In practise, there is a need for investigating new approaches for training visual and
acoustic embeddings. However, such an investigation is beyond the scope of this paper. Thus,
we believe that our results over three high-quality and well-established large-scale benchmarking
datasets can sufficiently support the conclusions.
One limitation of our study was that we used a simple approach to align modalities. Following
previous work, we averaged visual and acoustic modalities throughout word intervals since advancing
the SOTA was not the aim of this work. However, further investigation is needed in this direction
to determine if other alignment approaches could enhance the relatively low performance of the
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non-verbal modalities. In terms of the implementation, we noticed that the LSTMCell component
could not speed up. That made approaches which primarily utilize recurrent cell components less
efficient.
2.5 Conclusions
We have conducted a large-scale empirical comparison among SOTA approaches for multimodal
human language analysis. The results show that the attention mechanism strategies, modelling
pairwise modality interactions, such as MulT [126] and MMUU-BA [47], are the most effective for
both sentiment analysis and emotion recognition tasks. The qualitative analysis of the study reveals
that existing approaches cannot tackle ambiguous utterances, i.e., when the content of modalities
is uninformative. As far as context modelling in the form of preceding utterances in conversation,
current approaches either do not consider any speaker level dependency [47, 113], or support con-
versations with two speakers only, without can be extended to apply on multiparty conversations
[59, 60], or require an artificial extension to be applied on multiparty datasets [48, 92]. The find-
ings helped us identifying the current limitations of SOTA and provided us helpful insights to the
development of more effective modality fusion models.
Chapter 3
An Overview of Applying
Quantum Theory in Human
Language Analysis
In Chapter 2, the empirical analysis of multimodal fusion strategies showed that attention mechanism-
based models are capable of achieving unprecedented levels of performance. However, most of them
cannot overcome the “black-box problem”, leading to a limited utility in real-life applications. The
reason is that current strategies are often designed with only performance as their design target, thus
leaving aside other important aspects such as transparency, confidence, fairness or accountability
[9]. To this end, researchers shall borrow concepts from cognitive science to yield a spectrum of
methodological tools that can provide explainable decisions. A step forward beyond the explainable
decisions and high performance, when deploying AI models, should be the consideration of how hu-
mans understand and reason about the cognitive states under which the decisions are made. Indeed,
the qualitative analysis in Chapter 2 revealed that existing approaches cannot tackle ambiguous
utterances, i.e., when the content of modalities is uninformative.
By contrast, quantum probability theory, as a general framework, has been extensively studied
in the domain of human cognition and decision making [25]. Moreover, recent advances in quantum
probabilistic neural models have achieved comparable performance for various NLP tasks [78, 139,
163], yet with better transparency due to the mapping to the well-established quantum physics
meanings, and in some cases, an increased level of interpretability. In this chapter, we present
the related work that exploits the mathematical formalism of quantum mechanics to model human
language and establish the foundation of QT.
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3.1 Related Work
3.1.1 Quantum cognition in human language
Research has found a whole range of human judgements that deviates substantially from what would
be considered normatively correct according to logic or probability theory [4, 66, 128, 129]. Current
generative learning algorithms are based on probability theory which cannot easily accommodate
sub-optimal or irrational human decisions. When dealing with preferences under uncertainty, it
seems that models based on normative theories of rational choice tend to tell how individuals must
choose, instead of showing how individuals actually choose [88]. A simple solution to this problem
would be to use rule-based expert systems and incorporate these cognitive biases and paradoxical
decisions as rules. However, that would require an apriori understanding and identification of the
cognitive biases involved, and would also lead to a set of rules growing largely with the size of
the data, which is impractical. An alternative would be to rethink the fundamental core concepts
that underpin decision making. If under uncertainty, humans make decisions that violate the laws
of probability theory, then perhaps these laws are too limited to express human decision-making
under uncertainty fully. A more general and flexible probability theory providing better insights
and accommodating several paradoxical findings reported in the literature without the need to know
apriori is quantum probability theory [25].
Previous studies have shown that human language understanding [19, 140] exhibits certain non-
classical phenomena (i.e. quantum-like phenomena), e.g., semantic contradictions and ambiguities
[18]. For example, the utterance “two cars were reported stolen by the Groveton police yesterday”
can be interpreted in different ways, that is, the police either reported or stole the two cars [7]. That
is, in some cases, human language might convey such complex characteristics, which may not fully
be captured by traditional representation learning methods, which obey the classical (Kolmogorov)
axioms of probability [68] and utility theory [97]. By contrast, quantum-probability based models
can serve as a promising method to formulate the quantum-like phenomena and to better capture
different levels and aspects of semantic units, which would be of considerable benefit for understand-
ing human language. In particular, quantum-probability based strategies have been investigated to
model combinations of words and their associations [2, 21, 22, 44, 136, 145]. The underlying idea
is that the meaning of a concept, determined by the context in which it occurs, is analogous to
the state of a quantum particle which is influenced by the measurement context. The mathemat-
ical formalism of quantum mechanics has also been exploited to disambiguate polysemous words
[145, 146]. Finally, other work utilized QT to construct semantic spaces [3, 20, 23, 87]. Although
such approaches obey a more general and flexible probability theory, they are underperformed by
SOTA models. One possible reason is that the quantum probabilistic models did not encapsulate
the strengths of quantum theory into data-driven approaches. Another reason might be the lack of
complex numbers since non-classical phenomena can be modelled in the complex field [1, 94]. In the
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next two subsections, we review initial work in NLP and IR, which integrates quantum-driven and
data-driven approaches into computational models.
3.1.2 Quantum-inspired representation learning
QT is not only a physical theory but also a framework in which theories can be developed. In-
deed, QT has increasingly been deployed outside physics. The application of quantum theory in
representation learning began after van Rijsbergen’s pioneering work [134] by integrating geometric
spaces, probabilistic spaces, and logic into a unified theoretical framework. Then, the probabilistic
framework of quantum theory was exploited for IR, NLP, and multimodal representation learning
tasks [132]. A preliminary discussion about quantum probability formalism with application to IR
can be found in [109]. Later quantum probabilities were exploited for query expansion [74, 161]
and ranking [166] in IR scenarios. Crucially, quantum formalism was successfully utilised for mod-
elling word dependencies through density matrices [122] and formulating the semantic composition
of words [122] in IR tasks. Quantum-inspired models were also introduced to address NLP tasks.
Early work simulated the quantum language model [122] into the neural network modelling paradigm
for a question-answering task [162]. Nevertheless, it utilised real numbers only and the quantum-
measurement approximated via a convolutional neural module. Recent work simulated the quantum
measurement principle into an end-to-end complex-valued neural network leading to improved per-
formance and better interpretability [78, 139].
3.1.3 Quantum-inspired multimodal representation learning
Quantum-inspired strategies were also investigated to multimodal representation learning. Wang et
al. [142] proposed a tensor-based representation for an image-text IR task. They exploited statistics
to capture correlations between image and text, yet without leading to performance improvement.
In [164], authors derived inspiration from quantum-interference to address the decision level fusion
in a heuristic manner. Even though the framework outperformed various baseline approaches, the
model vaguely borrowed detached quantum concepts at different stages, implemented by real-valued
components, and supported only two modalities. That is, it cannot support tri-modals (all three
modalities). A recent quantum-inspired framework for conversational emotion recognition [163]
derived inspiration from the concept of weak measurement in QT to model influences of speaker in
a conversation, and the concept in [164] to fuse modalities, yet without addressing the challenge of
modelling tri-modals.
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3.2 Preliminaries on Quantum Theory
This section presents the fundamental concepts of quantum theory [25, 94, 99] that we exploit
to construct the quantum probabilistic models. Consistent with quantum theory, we adopt the
widely-used Dirac Notations, known as “bra-ket” notation. A complex-valued unit vector ~u and its
conjugate transpose ~u∗T are denoted as a ket |u〉 and a bra 〈u|, respectively. The inner product of
two vectors |u〉 and |v〉 is defined by 〈u|v〉, while |u〉 〈u| and |v〉 〈v| define operators.
3.2.1 Hilbert Space
The starting point to modelling quantum states is a set of basis states. A basis is a set of n mutually
orthogonal vectors {|ej〉}nj=1 of unit length. The vector space employed in QT is a vector space over
complex numbers, called Hilbert space H, offering the structure of an inner product to enable the
measurement of angles and lengths [58, 64]. Hilbert spaces are sufficient for completeness because
a state evolution always yield a valid state, finiteness, which implies completeness and is natural in
Computer Science, and complex field because quantum operators create superposition that can only
be modelled in the complex field [1, 94]
The choice of an appropriate basis depends to a large degree on how context is to be brought into
the picture. For instance, if we want to estimate the conditional probability of an emotion concept
among a set of basis states {ej} given the state s, denoted as p(s|ej), the basis shall take the form
{ej}, where each ej represents an abstract emotion concept. Thus, in quantum theory, context is
represented with the choice of basis. Note the different sets of orthonormal basis states can represent
the same Hilbert space.
3.2.2 Quantum State
Any pure state |s〉 of a quantum system is regarded as a linear superposition, i.e., an appropriate
weighted sum, of one set of n basis states, represented by a unit vector in Hn. That is, the pure state
|s〉 can be written as a probability distribution of complex probability amplitudes in the context of















rj |2 = 1, i is imaginary number satisfying i2 = −1, and φj are phases ∈ [0, 2π]. Before
the measurement of a superposed state, there is uncertainty in that the state has no known value.
That is, the state |s〉 is in a superposition of all basis states.
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3.2.3 Mixed Systems
A mixed system describes the overall state of a set of pure states in probabilistic distribution. The
mathematical representation of the mixed system state is a density matrix, which is a positive semi-
definite square matrix with a unitary trace. Essentially, for a set of pure states {|si〉}ni=1 with




Pi |si〉 〈si| . (3.2)
Since {Pi}ni=1 are non-negative values that sum up to 1, the complex valued density matrix ρ
produced by Eq. 3.2 is always positive semi-definite with unit trace, i.e., ρ = ρ∗T , tr(ρ) = 1. The
diagonal elements of ρ are always non-negative real values that sum up to 1, while the off-diagonal
entries are generally complex values, i.e., quantum interference terms. Concretely, these off-diagonal
elements are able to obtain quantum interference effects among basis states, which are non-linear
functions that can be mapped to the non-linear activation functions in neural networks [55].
It is also worth noting that a pure state can be converted to a density matrix. For instance, the
pure state of Eq. 3.1 can be regarded as ρ = |s〉 〈s|. Hence, the density matrix ρ can be used to
represent both a pure and a mixed state in a single Hilbert Space.
3.2.4 Observable and Quantum Measurements
A measurement basis, called observable Ô, establishes the environment for removing a quantum
state from uncertainty. In particular, an observable Ô is made of a set of eigenvectors {|λj〉}, which
forms a complete orthogonal basis of the Hilbert Space H. Mathematically speaking, an observable
Ô is a self-joint matrix, i.e., Ô = Ô∗T . Projected-Valued Measure (PVM) with respect to observable
Ô yields one out of the observable eigenvalues {λj} ∈ R and causes the collapse of the state to the
corresponding eigenvector. Since the quantum state collapses onto a certain eigenstate |λj〉 after
measurement, applying the same observable onto the post-measurement state will always lead to the
same eigenstate |λj〉. However, if the same observable Ô is applied to infinite copies of a quantum
state, the observed values will then submit to a classical probability distribution {Pi}.
In practice, the probability of a given outcome is obtained via the projection postulate. That is,
according to the Born’s rule [64], the probability of the pure state |s〉 to collapse onto the eigenstate
|λj〉 equals the projection of the complex-valued unit length vector |s〉 onto the basis state |λj〉.
Mathematically speaking, the probability of |s〉 to collapse onto the |λj〉 is calculated by the inner
product of the two vectors as follows:
P (s|λj) = |〈λj |s〉|2, (3.3)
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where the inner product 〈λj |s〉 is calculated as
〈λj |s〉 = |λj〉∗T |s〉 (3.4)
Similarly, for a mixed quantum system represented by a density matrix ρ, according to Born’s rule,
the probability is calculated by
P (ρ|λj) = tr(ρ |λj〉 〈λj |) = 〈λj |ρ|λj〉. (3.5)
Since |λj〉 〈λj | are a complete orthogonal basis, the resulting probabilities form a classical probability
distribution summing up to 1.
However, PVMs on sub-systems of larger systems cannot be described by a PVM acting on
the sub-system itself. Positive Operator-valued Measure (POVM) overcomes this constraint, by
associating a positive probability for each measurement outcome, ignoring the post-measure state
[100]. That is, POVM is a generalization of PVM, providing mixed information of a state for the
entire ensemble of sub-systems. Mathematically speaking, a POVM M is a set of Hermitian positive
semi-definite operators {Ei} on a Hilbert space H that sum to the identity operator, i.e.,
∑
iEi = 1.
For a generic pure state’s density matrix ρ, where ρ = |s〉 〈s|, the probability with respect to Ei is
computed as
P (ρ|Ei) = Tr(Eiρ) = 〈s|Ei |s〉 , (3.6)
and
∑
P (ρ|Ei) = 1. Crucially, in contrast to PVM, the elements of a POVM are not necessarily
orthogonal. Practically, this means that we can skip unitary algorithms to train the proposed
quantum probabilistic computational models.
3.2.5 Quantum Composite Systems
In QT, a composite system describes a compound quantum system composed of multiple individual
quantum systems. That is, instead describing individual quantum systems by separate quantum
states, one for each system, we are able to describe the individual states using one composite state
|sc〉. The Schmidt decomposition [99] is a particular way to express an arbitrary quantum state of
a composite system. For instance, suppose A and B are two nA-dimensional and nB-dimensional
spaces, respectively. Then, any state vector sc ∈ A⊗B can be expressed as a linear combination of
an arbitrary basis of the product space |i〉 ⊗ |j〉, where |i〉 and |j〉 are two arbitrary bases of A and







ci,j |i〉 ⊗ |j〉 , (3.7)
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where
√
ci,j are probability amplitudes satisfying
∑
i,j ci,j = 1. Then, according to Schmidt decom-






γi,i |iA〉 ⊗ |iB〉 , (3.8)
where |sc〉 ∈ A⊗B, |iA〉 ∈ A and |iB〉 ∈ B are orthonormal bases for HnA and HnB , respectively, and
γi,i are real and non-negative coefficients satisfying
∑min(nA,nB)
i=1 γi,i = 1. Note that this theorem
does not generalize to three or more spaces, therefore, can be used for bipartite quantum states only.
3.2.6 Reduced Density Matrix
Reduced density matrix is used to construct representations of sub-systems from a composite quan-
tum system [100]. Suppose a state ρ ∈ HAB for a bi-particle system composed of sub-systems A and
B. The density matrix ρA of the sub-system A so that applying any measurement M ∈ HA onto it
to yield the same result as applying the measurement M ⊗ I on the composite system state ρ with
the sub-system B unchanged, according to Eq. 3.5, is given by
tr(MρA) = tr((M ⊗ IB)ρ),∀M ∈ HA (3.9)
The solution ρA of the above equation is obtained by taking the partial trace of ρ over the
sub-system B:
ρA = trB(ρ), (3.10)
where the partial trace is defined as follows: suppose ρ can be expressed as ρ =
∑
ijkl cijkl |ei〉A 〈ej |⊗
|fk〉B 〈fl|, then ρA = trB(ρ) =
∑
ijkl cijkl 〈fl|fk〉 |ei〉 〈ej |. In the matrix form, this stands for com-
puting traces for all blocks corresponding to each sub-system division. Fig. 3.1 shows the case of
taking the partial trace over a two-qubit system state. Since the partial trace operation obeys com-
mutative law, the reduced density matrix can be properly defined over any subset of a composite
system of an arbitrary scale (i.e., number of systems).
Figure 3.1: Illustration of partial trace. The left-hand side is a density matrix of a two-qubit system.
The partial trace is performed over system B. The right hand side shows the resulting 2 by 2 reduced
density matrix of system A.
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3.2.7 Quantum Entanglement
In QT, the way that quantum systems can be correlated is fundamentally different from the classical
theory. When a composite quantum system evolves under a Hamiltonian 1 that includes interactions
between individual sub-systems, the resulting state of the composite system is, in general, no longer
separable. The fact that individual quantum systems are non-separable, i.e., cannot be expressed
as a tensor product of individual systems (see Eq. 3.12), make them entangled [64, 93]. This
implies that the joint probability distribution of the composite system would no longer factor in the
respective probabilities of individual sub-systems. Entanglement is beyond the classical correlations,
and violates the classical theories, such as Bell inequalities [71].
The bipartite Von Neumann entanglement entropy S [138] is a measurement of the degree of
quantum entanglement for a composite pure state. For instance, for an arbitrary bipartite quantum
state consisting of two substates, i.e., A ∈ HnA and B ∈ HnB , the Von Neumann entropy is calculated
as follows,




where ai are singular values of the Schmidt decomposition of the bipartite quantum state over either
the A or B individual system. Eq. 3.11 makes clear that the entanglement entropy is the same
regardless of whether one decomposes over the A or B sub-system. Crucially, if the entropy S is
zero, there is no entanglement and |sc〉 is separable into |sA〉 and |sB〉, that is
|sc〉 = |sA〉 ⊗ |sB〉 . (3.12)







defined as the effective number of non-zero coefficients in the Schmidt decomposition [103], i.e., the
number of effective degrees of freedom contributing to the entanglement. The Schmidt numbern
K is defined on the interval [1,min(HnA ,HnB )] and K ∼ min(HnA ,HnB ) corresponds to maximal
entanglement. If K equals 1, then the composite state is a separable state.
3.2.8 Quantum Dynamics
In quantum mechanics, there is a law under which quantum systems change over time. Such a
law should be consistent with the superposition principle and the probabilistic interpretation. In
particular, the state at the current time t should be a linear operator acting on the state at the
1A Hermitian linear operator that can be derived from the Euler–Lagrange equations of motion of the associated
“classical” system.
CHAPTER 3. AN OVERVIEWOF APPLYINGQUANTUMTHEORY IN HUMAN LANGUAGE ANALYSIS49
previous time t−1. Mathematically speaking, the motion of the state |s〉 is given by the Schrödinger




|s(t)〉 = Ĥ |s(t)〉 , (3.14)
where Ĥ is Hamiltonian. If Ĥ does not change in time, then the time evolution operator for the
time t is the unitary U operator. Hence, the state evolves according to
|s(t)〉 = U |s(t− 1)〉 , (3.15)
3.2.9 Summary
We now have a firm notion of how to describe the states of quantum systems, what quantum mea-
surement is about, and how quantum systems change with time. Additionally, complex-valued
representations can model non-linear interactions among basis states, corresponding to context. On
the other hand, entanglement, being beyond classical correlations, can be exploited to model cor-
relations across distinct modalities. Finally, the Hamiltonian evolution is another way to model
time-series information. It remains an open problem to elaborate on how the axioms of quantum
theory can be injected into various components, and then, how we can join them into quantum prob-
abilistic computational models, encapsulating the strengths of quantum theory-driven approaches
into a data-driven approach. This dissertation aims to make a step forward to address the problem.
3.3 Conclusions
Quantum probability theory is a more general and flexible probability theory, providing better in-
sights and accommodating several paradoxical findings reported in the literature without the need to
know apriori. On the other hand, recent advances in quantum probabilistic neural models achieved
comparable performance to the SOTA [78, 139, 162, 163, 164], yet with better transparency due to
the mapping to quantum physics meanings, and in some cases, an increased level of interpretability
[78]. However, existing work utilized either real numbers only [162, 163, 164] or modelled quan-
tum states as a classical mixture [78, 139], which cannot fully exploit the potential of quantum
probabilistic description. Moreover, quantum probability formalism has been exploited to model
bi-modals only (i.e., any of two modalities), borrowing vaguely detached quantum concepts at dif-
ferent stages,[163, 164]. It is an open research question of how the axioms of QT shall be injected
into unified computational models to address fusion of multiple modalities (e.g., more than any
two modalities), encapsulating the strengths of quantum theory-driven approaches into data-driven




In this chapter, we tackle the crucial challenge of fusing different modalities of features for utterance-
level multimodal sentiment analysis. Existing neural network approaches largely model multimodal
interactions in an implicit and hard-to-understand manner. We address this limitation with inspi-
rations from quantum theory, which contains principled methods for modelling complicated interac-
tions across distinct modalities. In particular, we draw the analogy of the electron property states in
terms of the multimodal fusion of input features, by simulating the quantum measurement postulate
and its procedural steps for video sentiment analysis.
In our quantum-inspired multimodal fusion (QMF) framework, the word interaction within a
single modality and the interaction across modalities are formulated as superposed and decom-
posable composite states, respectively, at different stages. Sentiment decisions are made via the
concept of quantum measurement, which is a natural choice given the quantum state representation
of multimodal sentences. Concretely, an observable is introduced to measure the probabilities of the
multimodal sentences in the states of main sentiment-related aspects. The probability values are
then passed to a fully connected layer to predict the final sentiment. The complex-valued neural
network implementation of the framework achieves comparable results to SOTA neural models on
two benchmarking video sentiment analysis datasets and high transparency due to the mapping to
quantum physics meanings. In the meantime, we produce the uni-modal and bi-modal sentiment
directly from the model to interpret the final multimodal decision.
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4.1 Introduction
As discussed in Chapter 2, in most of three directions of performing multimodal fusion, the way the
modalities interacted was often vague and implicit for intra-modal, and inter-modal interactions [13].
This phenomenon is closely related to the interpretability issue and the broader concept of XAI.
Interpretability has become a significant concern for machine learning models. As those models
have brought about remarkable performance boosts, researchers are looking for ways to understand
the model, in order to know whether we can trust it and deploy it in real work [82] or whether it
contains privacy or security issues [63]. Existing models in multimodal sentiment analysis heavily
rely on neural structures to fuse multimodal data, which often behave like black-boxes with few
numerical constraints and purely data-driven assignment. As a result, these models invariably suffer
from low interpretability.
In this study, we investigate a quantum-inspired approach for fusing multimodal data in an
attempt to provide a principled view of multimodal fusion from a quantum perspective. The inspi-
ration stems from the manifestation of non-classical phenomena in human cognition and decision,
which violates classical probability theory but adopts a compact explanation via QT [25]. QT
has stimulated the successful construction of quantum-inspired models for human cognition-related
tasks, such as information retrieval (IR) [77, 122] and language understanding [78, 139]. As a typical
human cognitive task, however, multimodal sentiment analysis has received little attention from a
quantum-inspired viewpoint [164], due to the challenge in modelling complicated interactions across
different modalities in a quantum manner. In this work, we take a step forward and present a novel
quantum-theoretic multimodal fusion framework.
4.2 Model
We now present the quantum-inspired framework for multimodal sentiment analysis. Since Hilbert
Space is the mathematical foundation of any quantum-theoretical framework, it is necessary to define
the Hilbert Space. In the remaining part of the section, we define the Hilbert Space grounding the
proposed framework and introduce the formulation of words, sentences, and sentiment decisions.
The task is an utterance-level sentiment analysis as discussed in Chapter 2, Section 2.2.1.
4.2.1 Multimodal Hilbert Space
We generally view a multimodal sentence as a composite quantum system of individual modalities.
Hence, in our framework, the Hilbert Space is a composition of uni-modal Hilbert Spaces for single
modalities, referred to as Multimodal Hilbert Space Hmm. In multimodal sentiment analysis, we
focus exclusively on the textual, visual, and acoustic modalities. However, it is worth noting that
our framework is general and could be adapted to any number of modalities.
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Figure 4.1: The Multimodal Hilbert Space Hmm composed of textual, visual and acoustic Hilbert
Space Ht,Hv,Ha. |etj〉 , |evj 〉 , |eaj 〉 , |emmj 〉 denotes a basis state of Ht,Hv,Ha,Hmm respectively.
Suppose Ht,Hv,Ha denote the Hilbert Space for textual, visual, and acoustic modalities spanned
by the basis states {|eti〉}
tdim




k=1 , respectively. Hmm is then expressed as
Hmm = Ht ⊗Hv ⊗Ht with a set of basis states {|eti〉 ⊗ |evj 〉 ⊗ |eak〉}
tdimvdimadim
i=1j=1k=1 . The basis can be re-
written as {|emml 〉}
tdim×vdim×adim
l=1 for simplification purposes, where each |emml 〉 is a tensor product
of |eti〉, |evj 〉, |eak〉 for some i, j, k. Fig. 4.1 shows the multimodal Hilbert Space in the composition of
three individual Hilbert Spaces.
4.2.2 Word State
A word w is formulated as a pure state |w〉 on Hmm. Since a word is associated with a textual,
visual and acoustic feature vector, we are able to construct its uni-modal state representation |wt〉,
|wv〉 and |wa〉 in Ht, Hv, Ha, respectively. It is then an open issue to construct |w〉 based on the
respective uni-modal states of w. In this work, we assume |w〉 to be a product state of uni-modal
states, i.e., |w〉 = |wt〉 ⊗ |wv〉 ⊗ |wa〉, as shown in Fig. 4.2. This simple strategy is employed for the
reasons below:
• By implementation, it gives rise to a tensor-based fusion of multimodal signals, which is be-
lieved to be a meaningful and useful approach to capture inter-modal interactions [15, 85, 151].
In particular, it explicitly aggregates features of three modalities by means of multiplication,
while other models [47, 126, 143, 152, 153] instead rely on additional structures to fuse uni-
modal features in a more implicit manner.
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Figure 4.2: Multimodal Word Representation. Each color indicates one word. The multimodal word
state |w〉 for word w is a tensor product of its uni-modal states |wt〉, |wv〉 and |wa〉.
• When uttering one word or one sentence, a person may aim at expressing different senti-
ments under different situations. A single word has different multimodal representations under
different visual-acoustic contexts based on word-dependent textual representation and word-
independent visual and acoustic representations. As a result, different sentiments of a specific
word or sentence can be accounted for by this multimodal word representation.
4.2.3 Sentence State
We formulate a sentence as a mixture of individual word states {|w〉} in the sentence. The mixed
state ρ ∈ Hmm of a sentence is produced by the individual word states in the sentence in the form




λi |wi〉 〈wi| (4.1)
where {λi} are convex coefficients, i.e.,
∑
i λi = 1 in order to guarantee Tr(ρ) = 1. λi is a word-
dependent weight that reflects the importance of the word wi in the sentence. The sentence mixed
state ρ is visualized as an ellipse constructed by unit vectors of words in the sentence in Fig. 4.3.
The ellipse representation is due to the fact that a density matrix assigns a probability measure on
the Hilbert Space from the quantum probability point of view. Please refer to [122] for a detailed
explanation.
Even though a density matrix is constructed from a particular set of word weights, it corresponds
to many possible mixture weights of the same set of words (Section 3.2.3). As a result, it is capable
of formulating different word combinations under different contexts. As a probability measure on
the Multimodal Hilbert Space, the density matrix is a sentence representation in terms of uni-modal
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Figure 4.3: Our framework. Each colored ball indicates a word in the multimodal sentence, rep-
resented as a unit vector of the same color in the Multimodal Hilbert Space. The sentence is
represented by a mixed state visualized as a black ellipse. The eigenstates of the observable are
unit vectors in black color. The squared length of the intersection between each unit vector and the
ellipse (in red) is the measurement probability for the respective eigenstate. The sentence sentiment
representation is composed of all probability values represented by red balls.
features in combination from a classical perspective. The representation is a separable state rather














i ⊗ ρvi ⊗ ρai ,
where ρmi = |wmi 〉 〈wmi | ∈ Hm for m ∈ {t, v, a}. From Section 3.2.5 and 3.2.7, ρ is separable with
respect to the three uni-modal Hilbert Spaces by definition. Consequently, the framework considers
word-level interactions via the concepts of mixture and superposition on the feature level, while
the interactions across different modalities are largely absent from the feature level. Instead, the
inter-modal interactions are implemented in the sentiment decision process, as outlined in the next
paragraphs.
4.2.4 Sentiment Measurement
Based on the multimodal sentence representation, a component is needed to operationalize the
sentiment judgment process. To this aim, we link sentiment judgment to quantum measurement
and “measure” the “sentiment state” of a multimodal sentence.
We hypothesize that there are K sentiment-related aspects or topics, such as the aspects of
aspect-based sentiment analysis. The sentence will collapse onto one of them after the measurement.
The probabilities over the aspects after repeating the measurements can be seen as a sentiment
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characterization of a multimodal sentence, which could be used to determine the sentence sentiment.
Mathematically, the multimodal observable Ômm is associated with a set of aspect ids {k}Kk=1





k |vk〉 〈vk| . (4.3)
After the experiment, the multimodal sentence ρ will collapse onto the k-th aspect at a likelihood
of Pk:
Pk = 〈vk| ρ |vk〉 (4.4)
The final sentiment judgment is given based on the clues from each sentiment-related aspect, and
the probability values {Pk}Kk=1 are taken to generate the sentence sentiment. In Fig. 4.3, a set of
unit-norm vectors is associated with the observable Ômm. The squared lengths of their intersections
with the density matrix ellipse ρ are the measurement probabilities {Pk}Kk=1 that reflect sentence
sentiment.
It is worth noting that each sentiment-related aspect is a pure state |vk〉, which is always a
composite state of the three uni-modal systems. Hence, the aspects are abstract concepts over the
whole multimodal space that can hardly be mapped to human-understandable notions. Instead, each
aspect can be seen as a composite multimodal sentiment decision of uni-modal sentiment decisions.
The observable Ômm is uniquely represented by the eigenstates {|vk〉}Kk=1. In the rest of the chapter,
we use {|vk〉}Kk=1 and Ômm interchangeably to represent an observable.
The way uni-modal sentiment decisions are aggregated can be displayed with the help of a
reduced density matrix. The reduced density matrix allows us to obtain the statistically equivalent
observable for bi-modal and uni-modal systems so that the decisions entailed in the tri-modal system
can be inferred by applying the observable onto the respective sentence representation. The details
of this process are introduced in Section 4.4.4.
4.3 Methodology
This section outlines the neural network implementation of our quantum-inspired multimodal fusion
framework for multimodal sentiment analysis. Complex values are pivotal to the formulation of
quantum concepts, so our network is composed of complex-valued units as an authentic formulation
of the quantum-inspired multimodal fusion process. Fig. 4.4 shows the architecture of the network.
Next, we introduce the way to handle complex values for each network component, so that the
network weights could be learned in the same way as any classical neural network.
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Figure 4.4: The quantum-inspired multimodal fusion network. The multimodal word states are
obtained via complex-valued multimodal word embedding. The local context states are constructed
from individual word states under the global weighting and local mixture strategy. The multimodal
observable is applied to each context state in the measurement step, and the obtained probability
matrix is row-wise max-pooled and passed to a neural network to produce the final sentiment.
4.3.1 Complex-valued Multimodal Word Embedding
As previously introduced, the multimodal word state is |wi〉 = |wti〉⊗ |wvi 〉⊗ |wai 〉 in the Multimodal
Hilbert Space. The task is to map real-valued input features to complex-valued unit vectors for
each word under each modality. To this aim, we adopt the modulus-argument form for a complex
number. Each uni-modal state for a word w is represented as
|w〉 = r1eiθ1 |e1〉+ ...+ rneiθn |en〉 (4.5)
= [r1e
iθ1 , ..., rne
iθn ],
where i is the imaginary number satisfying i2 = −1, the moduli R = [r1, ..., rn] form a real unit
vector, and the arguments Θ = {θ1, ..., θn} are in [−π, π] each. In the modulus-argument form, any
operation on the complex numbers will lead to a non-linear combination of the constituent moduli
and arguments. If the moduli and arguments could be appropriately assigned with different features,
a non-linear feature combination is naturally produced.
Different policies are employed to assign the moduli and arguments from the input features for
different modalities. The textual modality possesses a word-dependent distributed representation,
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while the features for non-textual modalities are word-independent and non-trainable. In contrast
to the textual modality that each word is represented as word embedding, visual and acoustic em-
beddings are extracted in the pre-processing step. This implies that visual and acoustic embeddings
are different in different video clips for the same word whilst words in the textual representation are
the same across video clips. Hence, visual and acoustic embeddings should be fixed during training,
i.e., they should be not trainable. Therefore, the moduli Rt = [rt1, ..., r
t
n] for w are constructed
from the pre-trained word embedding E(w) via a deep neural network Dt, while the moduli of
visual and acoustic modalities Rv, Ra are obtained via deep neural networks Dv and Da from the
respective input feature vectors Vw and Aw (note that they do not depend on word w). Precisely,
Rt = N(Dt(E(w))), R
v = N(Dv(Vw)), R
a = N(Da(Aw)) with N(·) as the vector L2-normalization
function. In line with the Tensor Fusion Network [151], Dt is composed of an LSTM layer followed
by two fully connected layers, while Dv and Da are three stacked fully connected layers. They
mainly serve as dimension reduction models, ensuring that the dimensionality of the multimodal
Hilbert Space is computationally affordable. Moreover, the textual LSTM structure memorizes the
sequence information, complementing the quantum-inspired framework that ignores word order.
This step produces a low-dimensional representation Rt, Rv and Ra for the moduli. They are then
unit-normalized to meet the unit-norm constraints.
The way to initialize arguments for each modality is as follows: for textual modality, we initialize
the arguments of sentiment words regarding their respective sentiment polarity. To this goal, we
use a prior polarity lexicon of approximately 155,000 words, named SentiWords [45], to derive
prior polarity lexica for sentiment analysis. In particular, a positive word is initialized with a zero
vector, and a negative word is initialized with a vector of π, while non-sentiment words are assigned
with a vector of π/2 for their respective textual arguments. The assumption behind this is that
the individual word sentiment influences the sentence sentiment, and we aim at leveraging the word
sentiment by linking it with the textual arguments. Here we map an argument to the sentiment with
the cosine function so that the arguments of π, π/2, 0 are mapped to -1,0,1, indicating a negative,
neutral and positive sentiment respectively. Since only a rough estimation of word sentiment is
present in a sentiment dictionary, it is used as initial values of the arguments subject to fine-tuning
together with the other network components. For the non-textual modalities, the arguments Θv and
Θa are set to be word-dependent. Even though the non-textual representation is word-independent,
different representations of the same word may still share some information that possibly helps
to make the sentiment judgment. Hence we build the quantum-inspired framework to learn the
arguments Θv and Θa respectively based on uni-modal features. The learned arguments are used as
initial values of arguments that are fine-tuned on the tri-modal data.
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4.3.2 Mixture
In the previous section, we have outlined the formulation of a sentence as a mixture of individual
words following Eq. 3.2. To adapt this step to the multimodal sentiment analysis scenario, one
needs to answer the crucial question of determining the word-dependent probability weights {Pi}
in Eq. 3.2. Furthermore, the sentiment of the sentence is often determined by local contexts, i.e.,
consecutive words within local windows, rather than the whole sentence. Therefore, another issue
falls on the identification of contexts that provide crucial clues to judge the sentiment.
In this work, we addressed both issues through global weighting and local mixture, which has
been taken for constructing text-based language representation [78]. Essentially, we assigned a
global weight to each word and use the global weights to determine the density matrices for local
word contexts. As for the weighting scheme, the weight Λi of a word wi should be composed of









where Λti = ||Dt(E(wi))||2, Λvi = ||Dv(Vwi)||2, Λai = ||Da(Awi)||2 are the L2-norms of the contracted
textual, visual and acoustic feature vectors of wi respectively. {βm ∈ [0, 1],m ∈ {t, v, a}} are
modality-specific weights that sum up to 1.
The weighting scheme were followed by the local mixture of words in the multimodal sentence.
Specifically, a set of local contexts were identified, and the words in each context c were mixed in a
quantum manner (i.e., Eq. 3.2) to produce a density matrix ρc. The mixture weights were produced
by softmax-normalizing the word weights within each context so that the outcome of the mixture is
always a legal density matrix. The approach to extract local contexts from the sentence is an open
issue. In this work, we applied sliding windows of varying lengths through the whole sentence, each
producing a density matrix representing a local n-gram. Hence, rather than a single density matrix,
a set of matrices were produced by the local mixture component. In the measurement step, the most
representative contexts were identified in a data-driven fashion, as outlined in Section 4.3.3.
It is worth noting that the L2-norms of feature vectors were used to fit the construction of
complex-valued word embedding. In order to ensure that each uni-modal representation can be
interpreted as a pure state, vector L2-normalization was applied, and vector norms were hence
discarded. The vector norm somehow reflects the semantic intensity, which may be indicative of the
combination of words in a local context. From a quantum perspective, the absolute number of each
pure state should be considered when mixed together.
4.3.3 Measurement
The measurement component needs to handle a set of C density matrices {ρc} for local contexts,
and identify the discriminating contexts to sentiment classification. To achieve this purpose, a
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single observable {|vk〉}Kk=1 was performed to the set of density matrices, each generating a set of
probability values via Eq. 3.5. As a result, a K-by-C matrix of probability values was produced
by the measurement, each entry corresponding to the likelihood of a local context collapsing to an
eigenstate. Then a row-wise maximum pooling was conducted to get the most similar local context
for each of the K sentiment-related aspects. The respective probabilities, i.e., the K maximum
probability values, were treated as the sentence sentiment representation. A neural network Dout
was built on its basis to produce the final sentiment prediction of the multimodal sentence.
We aimed to learn the eigenstates or sentiment-related aspects {|vk〉}Kk=1 from the data, as it
was difficult to map them to concrete notions beforehand. A deviation from the standard definition
of observable was then employed: the set of eigenstates did not necessarily form an orthonormal
basis of the Multimodal Hilbert Space, but were instead of a predefined number of K and not
hard-coded as orthogonal to each other. The reasons were two-fold. On the one hand, different
abstract sentiment-related aspects are not necessarily independent of each other in practice. On
the other hand, it is not computationally affordable to ensure mutual orthogonality of measurement
states during training, even though there are already algorithms for training mutually orthogonal
vectors [8, 147].
4.3.4 Network Learning
The network weights include word embeddings E, arguments Θt, Θa, Θv, modality-specific weights
{βm ∈ [0, 1],m ∈ {t, v, a}}, observable {|vk〉}Kk=1, and neural network weights Dt, Da, Dv and Dout.
Note that the mixture step does not contain any trainable weights.
As for the initialization, E was initialized with existing word embeddings. The textual arguments
Θt was initialized in a word sentiment related manner as introduced in Section 4.3.1. In order to
initialize the visual and acoustic arguments, we pre-trained the framework on respective uni-modal
data consisting of a dimension reduction network, a global mixture of all words in the sentence,
a measurement component and the output network Dout with random initialized argument. The
eigenstates in the observable had random-initialized arguments and random-initialized unit-norm
moduli.
During training, the moduli and arguments of complex-valued inputs were trained separately
with unit-norm constraints imposed on the moduli part. The intermediate complex-valued layers
were implemented with real and imaginary parts for inputs and outputs, in order to back-propagate
the loss function to real and imaginary parts separately.
4.3.5 Network Interpretation
Our network captures multimodal interactions by borrowing concepts from quantum theory. For the
quantum-like process to be understandable for human beings, we propose an approach to interpret
the network. Essentially, the model captures word interactions via superposition and inter-modal
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interactions through the composition of the superposed states. Both levels of interactions could be
explicitly understood from the learned tri-modal model as follows:
I) The uni-modal and bi-modal decisions entailed in the learned model can be computed for a
target sample. The uni-modal word states and weights can be computed from the learned model,
allowing us to compute global word weights via Eq. 4.6 for any subset of the three modalities,
and then the mixed state of any local context on its basis. The corresponding observable for the
respective modalities is computed by taking the reduced density matrix (Section 3.2.6) of the learned
eigenstates so that the measurement can be applied to the set of obtained density matrices. The
probabilities are row-wise max-pooled and passed to the learned Dout to generate the sentiment
label for the target subset of modalities.
II) The multimodal sentiment judgment for any word or word combination can be inferred from
the learned model. With the learned observable and output network Dout, the sentiment label for
any density matrix ρ ∈ Hmm can be produced. A word adopts a density matrix representation
(Section 3.2.3). The density matrix of any combination of words, such as local contexts, can also be
computed as a mixture of word states, with mixture weights being softmax-normalized global word
weights. Hence we can check the sentiment for each word or word combination determined by the
learned model.
The point that the learned model could be directly leveraged to generate results for part of
the data is crucial to address the interpretability issue because that refers to the model’s authentic
behavior. When the models require re-training on the subset of data, on the other hand, the result
cannot be safely interpreted as the performance of the original model anymore. In the multimodal
sentiment analysis context, if a tri-modal network needs to be re-trained to predict sentiments for
uni-modal or bi-modal data, it will remain doubtful whether the results could be used to “interpret”
the behavior of the original tri-modal model on the uni-modal or bi-modal systems.
However, instead of directly taking the learned network to give predictions, most prior work
in this field requires re-training the model based on uni-modal and bi-modal data. In particular,
LSTM-based approaches involve concatenations of uni-modal hidden units to produce the inter-
modal dynamics, so one cannot directly apply the component to a bi-modal and uni-modal case due
to the dimension inconsistency. In MulT [126] and tensor-based approaches [15, 85, 151], the shape of
multimodal sentence representation is relevant to the number of modalities, so the neural structures
should be re-trained to predict sentiments based on bi-modal and uni-modal representations. MCTN
[106] has a single-directional structure for the second seq-to-seq component, so it could only be used
to predict part of the bi-modal and tri-modal sentiment, depending on the order of the modalities
put into modelling.
To the best of our knowledge, LMF [85] is the only prior model that facilitates direct computation
of uni-modal and bi-modal sentiments from the learned tri-modal network. However, an analysis
of such a property is missing from the original LMF paper. This chapter identifies this property
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of our model, and presents the exact prediction results of the tri-modal network on uni-modal and
bi-modal data in Section 4.4.4.
4.4 Experiments
4.4.1 Experimental Setup
The experiments were conducted on CMU-MOSI [155] and CMU-MOSEI [157] SOTA benchmakring
datasets for video sentiment analysis. The details about the datasets and feature extraction have
been described in Section 2.2.2. However, in this work there is a crucial additional pre-processing
step. In particular, we merged two version of datasets to obtain import words that there are missing
in the version of CMM-Multimodal SDK. Such pre-processing step could substantially affect the
overall performance, since linguistic modality is the most informative compared to visual and acoustic
modalities.
To evaluate the proposed model, we conducted a comprehensive comparison with the following
SOTA models introduced in Chapter 2: 1) Early-Fusion LSTM (EF-LSTM), 2) Late-Fusion LSTM
(LF-LSTM), 3) Multi-Attention Recurrent Network (MARN) [153], 4) Memory Fusion Network
(MFN) [152], 5) Tensor Fusion Network (TFN) [151], 6) Low-rank Multimodal Fusion (LMF) [85]
and 7) Multimodal Transformer (MulT) [126], the details of which were given in Section 2.2.5.
Finally, we used the same evaluation metrics as were described in Section 2.2.3, in agreement with
[157].
4.4.2 Performance Analysis
The performance on CMU-MOSEI and CMU-MOSI is shown in Tables 4.1 and 4.2 respectively.
The bold values refer to the highest performance out of all the models for a specific metric. For
each model, the percentage difference from the best score (%∆) is shown in parentheses next to its
absolute performance. The best hyperparameters for CMU-MOSEI were tdim = vdim = adim = 10,
local context length l = {1, 3}, the number of eigenstates K = 20, last hidden layer size h = 48,
batch size bs = 32, and learning rate lr = 0.002. The best settings for CMU-MOSI were tdim =
vdim = adim = 10, l = {1, 2}, K = 30, h = 24, bs = 32, and lr = 0.001 respectively.
Both tables indicate close results between our QMF and the best-performed models in the ex-
periment. In particular, QMF obtained the best performance in MAE and Correlation and ranked
second in binary accuracy and F1 value on CMU-MOSI. QMF was less competitive on CMU-MOSEI
compared to other models, but it marginally underperformed the best model at a relative difference
of less than 2.5% in all metrics. A significant performance discrepancy of over 2.5% between QMF
and the best model was observed solely in 7-level accuracy on CMU-MOSI. We posit that it is be-
cause CMU-MOSI is a smaller dataset, and a minor increase in the number of wrong samples may
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Model Acc-7 Acc-2 F1 MAE Corr
Vanilla LSTM
EF-LSTM 0.4753 (2.86%) 0.7921 (2.43%) 0.7895 (2.01%) 0.6560 (3.88%) 0.6268 (5.22%)
LF-LSTM 0.4719 (3.56%) 0.7911 (2.55%) 0.7855 (2.50%) 0.6669 (5.61%) 0.6102 (7.72%)
LSTM+
MARN [153] 0.4837 (1.14%) 0.8090 (0.34%) 0.8014 (0.53%) 0.6310 0.6515 (1.48%)
MFN [152] 0.4448 (9.09%) 0.8031 (1.07%) 0.7925 (1.64%) 0.7044 (11.54%) 0.6562 (0.77%)
Tensor
TFN [151] 0.4893 0.8118 0.8079 0.6465 (2.38%) 0.6515 (1.48%)
LMF [85] 0.4824 (1.41%) 0.8064 (0.67%) 0.8057 (0.27%) 0.6358 (0.68%) 0.6613
Seq-to-Seq
MulT [126] 0.4590 (6.19%) 0.8022 (1.18%) 0.7951 (1.32%) 0.6980 (10.53%) 0.6511 (1.54%)
Ours
QMF 0.4788 (2.15%) 0.8069 (0.60%) 0.7977 (0.99%) 0.6399 (1.33%) 0.6575 (0.57%)
Table 4.1: Effectiveness on CMU-MOSEI. The best scores out of all the models for a specific metric
are in bold. The percentage difference from the best score (%∆) is shown in parentheses next to the
absolute performance of a model.
lead to a non-negligible drop on the 7-level accuracy. In fact, the 7-level accuracy on CMU-MOSI
had the greatest coefficient of variation out of all metrics, suggesting low stability of this metric.
On the larger dataset of CMU-MOSEI, QMF consistently outperformed MulT on all metrics, which
was previously perceived as the best-performed model in this domain.
Model Acc-7 Acc-2 F1 MAE Corr
Vanilla LSTM
EF-LSTM 0.3323 (9.90%) 0.7770 (2.90%) 0.7772 (2.60%) 0.9675 (5.78%) 0.6504 (6.54%)
LF-LSTM 0.3178 (13.83%) 0.7711 (3.63%) 0.7702 (3.48%) 0.9768 (6.80%) 0.6381 (8.31%)
LSTM+
MARN [153] 0.3294 (10.68%) 0.7959 (0.54%) 0.7955 (0.31%) 0.9576 (4.70%) 0.6739 (3.16%)
MFN [152] 0.3236 (12.26%) 0.7851 (1.89%) 0.7838 (1.78%) 0.9684 (5.88%) 0.6380 (8.32%)
Tensor
TFN [151] 0.3586 (2.77%) 0.7784 (2.72%) 0.7785 (2.44%) 0.9642 (5.42%) 0.6591 (5.29%)
LMF [85] 0.3688 0.7872 (1.62%) 0.7871 (1.37%) 0.9409 (2.88%) 0.6595 (5.23%)
Seq-to-Seq
MulT [126] 0.3528 (4.34%) 0.8002 0.7980 0.9407 (2.86%) 0.6911 (0.69%)
Ours
QMF 0.3353 (9.08%) 0.7974 (0.35%) 0.7962 (0.23%) 0.9146 0.6959
Table 4.2: Effectiveness on CMU-MOSI. The best scores out of all the models for a specific metric
are in bold. The percentage difference from the best score (%∆) is shown in parentheses next to the
absolute performance of a model.
Another interesting finding is that different types of prior models, including advanced LSTM-
based approaches, tensor-based models and seq2seq-based methods, were close to each other by
effectiveness, and consistently outperformed the simple EF-LSTM and LF-LSTM strategies. Even
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though similar trends have also been reported in the existing literature, the gaps observed in this
experiment were much smaller. We conjecture that this is mainly because word embeddings were
trained in this experiment while they were not set as trainable in previous models. Under a fixed
word representation, the complexity of the neural structures may have an enormous impact on
the representation capability of the model and hence influence performance. On the other hand,
with trainable word embeddings, even a simple network structure may yield acceptable performance
with a large number of training parameters in the embedding lookup table. This also explains why
MulT was previously perceived as the best model but did not significantly outperform the remaining
models in our experiment.
Empirically, we find that QMF is among the three best models, including MARN and LMF, which
converges faster to better results at training when compared to other competitive approaches (see
Figure 4.5). We illustrate the training time of QMF in minutes when compared to other SOTA on
the CMU-MOSEI task in Figure 4.6. QMF attains a significant speedup during inference compared
to more sophisticated models, such as MARM, MULT, and MFN, which are currently the SOTA
approaches on multimodal sentiment analysis.
Figure 4.5: Validation set convergence of QMF in comparison with other SOTA on the CMU-MOSEI
task.
4.4.3 Ablation Test
In order to examine the influence of each component in the proposed model, an ablation test was
designed on the larger of the two datasets, i.e., CMU-MOSEI. Based on the best settings, changes
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Figure 4.6: Training time of QMF in comparison with other SOTA on the CMU-MOSEI task.
were made only on the respective component, so that the performance difference was a reliable
indicator of the impact of the element.
To validate the effectiveness of the modulus-argument assignment of complex-valued embedding,
we replaced the complex-valued components with their real counterparts. However, simple removal of
the arguments leads to a decrease in parameter scale and may bias the results. In order to eliminate
this effect, the real-valued network QMF-real contained doubled dimensions tdim = 20, vdim =
20, adim = 20 for uni-modal inputs and twice the number of sentiment-related aspects K = 40.
A particular strategy was introduced to initialize the arguments of three modalities. To check
whether it positively affected the model performance, we re-trained the same model with randomly
initialized arguments (i.e., QMF-rand-init) and compared its performance with the original QMF
model.
Another crucial network unit was the local-mixture strategy, where the density matrices of local
contexts were extracted and fed to the measurement. To justify the use of this component, we run a
model with a global mixture of all words in the sentence (i.e., QMF-global-mixture), with the other
setting unchanged.
Finally, after the measurement results were outputted, a row-wise max-pooling was conducted
to identify the most representative context for each sentiment-related aspect (i.e., eigenstate). We
contrasted that strategy with the row-wise average-pooling (QMF-average-pool), which uses the
average probability of all local contexts to represent the sentence feature with respect to a particular
aspect.
As shown in Table 4.3, a notable drop in performance was observed for all QMF variants.
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Models Acc-7 Acc-2 F1 MAE Corr
QMF 0.4788 0.8069 0.7977 0.6399 0.6575
QMF-real 0.4241 0.7301 0.7320 0.7641 0.4682
QMF-rand-init 0.4221 0.7172 0.7278 0.7583 0.5332
QMF-global-mixture 0.4324 0.7237 0.7244 0.7671 0.4215
QMF-average-pool 0.4208 0.7325 0.7401 0.7102 0.5542
Table 4.3: Ablation Study on CMU-MOSEI.
That illustrated the usefulness of complex-valued components, arguments initialization strategies,
the local mixture strategy, as well as the max-pooling for measurement results. In particular, the
discrepancy with QMF-real empirically implied that the complex values in the components were
not merely a doubling of parameters. However, it brought about a meaningful combination of the
respective features for the modulus and argument parts (which agrees with Section 4.3.1) that led
to the performance improvement.
4.4.4 Interpretation of Multimodal Decision
The proposed model captures inter-modal interactions on the decision level, viewing the multimodal
sentiment judgment as a composition of uni-modal decisions. In order to understand the composited
sentiment decision, we decomposed the best QMF model on CMU-MOSEI by looking into the
decisions on uni-modal and bi-modal data implicitly encoded in the tri-modal sentiment analysis.
The decomposition approach was introduced in Section 4.3.5.
Models Acc-7 Acc-2 F1 MAE Corr
QMF-tri-modal 0.4788 0.8069 0.7977 0.6399 0.6575
QMF-textual 0.3644 0.7629 0.7064 1.1789 0.4949
QMF-visual 0.2893 0.4135 0.1299 0.9400 0.1608
QMF-acoustic 0.2897 0.4137 0.1301 0.9623 0.0313
QMF-textual+visual 0.3923 0.7973 0.7780 0.7800 0.5796
QMF-textual+acoustic 0.3955 0.7971 0.7748 0.7305 0.5509
QMF-visual+acoustic 0.2053 0.2897 0.1301 1.0731 0.2073
Table 4.4: Uni-modal and bi-modal sentiment classification result on CMU-MOSEI, entailed by the
best-performed QMF learned by the whole CMU-MOSEI data.
Table 4.4 shows the sentiment prediction results based on all uni-modal and combinations of
bi-modal features of CMU-MOSEI. The results showed that the QMF best predicted the sentiment
based on three modalities. When QMF was used to predict sentiment based on uni-modal data, it
was able to give a reasonably accurate prediction for textual features, but barely able to provide any
predictions for visual and acoustic modalities. However, the QMF was able to give better judgments
when combining visual or acoustic features with textual features, as can be seen from the gradually
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increased performances in both textual → textual+visual → textual+visual+acoustic and textual
→ textual+acoustic → textual+visual+acoustic paths.
The results above indicate that the textual modality played a predominant role in determining
the sentiment, while visual and acoustic modalities were less relevant to the sentence sentiment.
This finding is consistent with the prior work in this field [106, 126, 151]. Furthermore, even if the
textual modality carried the majority of sentiment-related information, complementary information
was extracted from the visual and acoustic modalities to boost the sentiment prediction capability
of textual modality. However, visual and acoustic modalities were not able to predict sentiment
independently.
Table 4.5 shows examples from the CMU-MOSI dataset to show the impact of our proposed
QMF multimodal fusion approach by comparing with uni-modals and bi-modals. Each example
is described with the spoken words as well as the acoustic and visual behaviours. The sentiment
predictions and the ground truth labels range between strongly negative (-3) and strongly positive
(+3).
Table 4.6 shows some utterances illustrating how local word contexts, captured by sliding win-
dows of varying lengths through the whole sentence, i.e., n-grams, contribute to the final sentiment
analysis. Since the compact multimodal representation in the entire multimodal space is tough to
understand for humans, we illustrate cases for the textual modality only by decomposing the multi-
modal representation to the textual Hilbert space. The ground truth sentiment labels in Table 4.6
are between strongly negative (−3) and strongly positive (+3). To this goal, we filter local word
contexts by filtering out probability scores from the row-wise max-pooling layer (see Figure 4.4),
which are less than 0.2. The darker the colour in Table 4.6, the bigger weight of a sliding window
is. Overall, we noticed that context windows with a longer length, e.g., trigrams, contribute most
to the final sentiment polarity of the utterances. However, in some cases, the strong polarity of
some words dominates the local context of more expansive sliding windows. For example, in the
third utterance (see Table 4.6), the word “good” dominates the local window context “the good evil
kind”. We also notice that some textual contexts which are neutral themselves, e.g., “Israel sniper”
in the last utterance (see Table 4.6), convey an increased sentiment polarity. For those cases, we
attribute the polarity to the interaction with other modalities.
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Table 4.7 illustrates cases for the CMU-MOSI task, showing how the sentiment polarity of words,
encoded into phases, changes after model learning. The “Initialization” column (Table 4.7) shows
the prior polarity of words for each modality, as described in Section 4.3.1. The “Learning” column
(Table 4.7) shows how the phase, and hence the sentiment polarity of specific multimodal words,
changes after model learning. To extract the learning phases, we obtained unigrams of particular
words after the interaction of multimodal representation with the learnable abstract sentiment con-
cepts, i.e., quantum measurements (see Figure 4.4). The case studies in Table (Table 4.7) show
that the phase learning process mitigates the overall polarity of words. For example, the sentiment
polarity of words “surprised” and “ridiculous”, initialized as strongly positive (i.e., 0) and strongly
negative (i.e., π), changes to a moderate sentiment polarity after model learning, i.e., π6 and
5π
6
correspondingly, which is closer to the ground truth sentiment. In contrast, when the sentiment
polarity of a word is neutral, e.g., the word “sell” in the last case (Table 4.7), the phase changes its
sentiment polarity accordingly, after the interaction of modalities and during the learning process.
Phases
Spoken words + visual behaviours
and acoustic
Initialization Learning Ground Truth
[It actually surprised me.] +
Neutral Voice + Neutral Expression
{0,0,0} ≈ π
6 1.2
[The plot is ridiculous but no one




[The only actor who can really sell










Table 4.7: Cases from CMU-MOSI task. For each case, we show how the initialization of uni-modal
phases, defined in {}, for the corresponding marked textual words (e.g., surprised, ridiculous, and
sell), change after model learning. The phases in the third column correspond to the unified phases
of the compact multimodal representation. The ground truth sentiment labels are between strongly
negative (-3) and strongly positive (+3).
4.5 Conclusions
We have developed a novel quantum-inspired framework for multimodal sentiment analysis. The
framework borrows quantum concepts to explicitly model intra-modal interactions on the feature
level and inter-modal interactions on the decision level via the concept of superposed and composite
states, respectively. A neural network with complex-valued components was built to learn both
interactions in an end-to-end supervised way. In addition to obtaining comparable performance to
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SOTA models, the model facilitated to understanding of multimodal interactions from both quantum
and classical perspectives.
Although our results are encouraging, the model is subject to multiple limitations. First, the
model captures inter-modal interactions among different modalities leaving aside speaker information
and relative position of preceding utterances, i.e., a.k.a., context modelling. Crucially, the model
considers word-level interactions via the concepts of mixture and superposition on the feature level,
while the interactions across different modalities are largely absent from the feature level. The
multimodal representation is hence a separable state rather an entangled representation with respect
to the three uni-modal modalities. This means that the current strategy has not fully exploited the
expressive power of quantum probabilities to fuse inputs of multimodal features. In the next chapter,
we take a step forward and present a comprehensive investigation to encode cross-modal information




A multimodal fusion process requires the consideration of distinctive issues. Among them is the
correlation among different modalities representing how they co-vary with each other. In many
situations, the correlation between them provides additional cues that are very useful in fusing them.
In particular, the basic idea of correlation is that a modality can help predict or enhance another
modality. It is hence essential to know different methods of computing correlations and to analyze
them from the perspective of how they affect fusion [110]. The correlation can be comprehended at
various levels, e.g. the correlation between low-level features and the correlation between semantic-
level decisions. The correlation between features has been computed in the forms of correlation
coefficient, mutual information, latent semantic analysis (also called lament semantic indexing),
canonical correlation analysis, and cross-modal factor analysis [11]. On the other hand, the decision
level correlation has been exploited in the form of causal link analysis, causal strength, and agreement
coefficient [11].
In quantum mechanics, correlation has also been an important topic. In the quantum mechanical
framework, uncertainty may occur not only when the elements are collected in an ensemble but
also when each of them is in a superposed state. In QT, making an observation on one part of a
system instantaneously could affect the state in another part of a system, even if space-like distances
separate the respective systems. Such a quantum correlation presents some peculiarities, which led
to the notion of entanglement. Entanglement is a sort of correlation between observables measured in
atomic-size particles, such as photons, when these particles are not necessarily collected in ensembles.
Despite entanglement being a kind of correlation, there are some fundamental differences between
entanglement and the classical correlation encountered in the macroscopic world. A classical corre-
lation is a statistical relationship, causal or not, between two random variables. In entanglement,
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besides correlation, cause exists as well since the correlation does not depend on an underlying value
attached to the particles. Instead, it depends on what is measured on either side. This non-classical
property of quantum entanglement motivates us to model non-classical correlations in the multi-
modal fusion process and investigate causal relationships between different modalities, facilitating
hence explainability of learning models.
Despite the recent advances in quantum probabilistic neural models, in particular the quantum-
inspired multimodal fusion (QMF) framework presented in Chapter 4, existing models treat quantum
states as either a classical mixture or as a decomposable tensor product across modalities, without
triggering their interactions which could make them correlated or non-separable (i.e., entangled).
This means that the current strategies have not fully exploited the expressive power of quantum
probabilities. Such non-separability has been shown in cognitive science as a fundamental feature
of human decision making under uncertainty, and it complies with the more general quantum prob-
ability theory only. To fill this gap, in this chapter, we investigate the encoding of cross-modal
information in the form of non-classical correlations, a.k.a., entanglement.
In this chapter (Chapter 5), we first present a prior study to examine a multimodal fusion sce-
nario that might be similar to that encountered in physics by firstly measuring two observables
of a multimodal document, i.e., text-based and image-based, without counting on an ensemble of
multimodal documents already labelled in terms of these two variables. Then, we investigate the ex-
istence of non-classical correlations between pairs of uni-modal decisions. The experimental results
and discussions provide theoretical and empirical insights and inspirations to develop a transparent
and joint entanglement-driven fusion neural network for emotion recognition in conversations, ad-
dressing not only the challenges of multimodal fusion but also those of context modelling in the form
of preceding utterances. The last part of chapter 5 presents an evaluation of the proposed entangled-
driven fusion neural network on the video sentiment analysis task. Overall, the model achieves a
performance improvement and optimized post-hoc interpretability via the notion of entanglement
for both video sentiment analysis and emotion recognition tasks.
5.1 Investigating Non-classical Correlations Between Deci-
sion Fused Multimodal Documents
5.1.1 Introduction
Nowadays, images and text are an integral part of the Web, where images rarely exist without text.
However, Web search systems still consider images as a separate vertical from text and provide only
text-to-image search functionality. Yet, the spectrum of information needs of Web search system
users goes well beyond text-to-image searches and includes the search tasks, in which pairs of a
textual fragment and an image form atomic retrieval units, such as the text-to-image and text IR
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scenario. For instance, suppose a user types in a text query to retrieve multimodal documents
Figure 5.1: The text-to-image and text IR scenario
consisting of an image and a caption as shown in Fig. 5.1. One can notice that the query term
“plane” can be matched in both textual and visual modalities of the given multimodal document.
However, the query term “London” can be matched only in its textual modality, while the term
“sunset” only in its visual modality. This implies that only when the text and image modalities are
fused, we get the benefit of complementary information, in turn increasing the precision of IR. It is
hence natural to consider both text and image as one retrieval unit. To this end, feature-level or
decision-level fusion approaches (Section 1.1) should be in place.
In QT, an entangled composite system cannot be validly decomposed and modelled as separate
sub-systems (Section 3.2.7). If a composite system is factorizable, then it is compositional, in a
sense it can be expressed as a product of states corresponding to the separate sub-systems. A
system that is not factorizable cannot be described by its individual sub-systems, and is deemed
non-compositional, termed entangled [99]. That is, individual sub-systems are viewed as one unit.
QT provides a well-developed set of analytical tools that can be used to determine whether the state
of a system of interest can be validly decomposed into separate sub-systems. A possible way to test
the non-compositional state of a composite system is the violation of Bell’s inequalities. For instance,
having calculated the expectation values of variables associated with an experiment, we can fit the
Clauser-Horne-Shimony-Holt (CHSH) version of Bell’s inequality [35]. If the CHSH inequality is
greater than 2, then the Bell inequality is violated. It has been empirically found that the maximal
possible violation in QT is 2
√
2 ≈ 2.8284 [34]. This means that each violation being close to the
maximal value is very significant. In addition to the CHSH inequality, the Schmidt decomposition
is another way for detecting entanglement in bipartite systems (Section 3.2.7).
In the current preliminary study, we have modelled image and text relevances of documents
concerning multimodal queries as a composite system, and then investigated the existence of non-
classical correlations between image and text relevance probabilities via the violation of CHSH
version of Bell’s inequality. The contribution of this work resides more in a theoretical than a
practical aspect. In particular, Section 5.1 presents a decision-level modality fusion strategy with
a quantum-inspiration, while the rather challenging feature-level fusion is addressed in Section 5.2
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and 5.3.
5.1.2 Background
We now briefly introduce the fundamental concepts of quantum entanglement, which have been
exploited to model image and text decisions and investigate the existence of entanglement between
pairs of documents.
Quantum States
At the outset, let us suppose a system of two qubits expressed in a Bit basis {0, 1}, such that the
first qubit is in a state |ψA〉 = a0 |0〉 + a1 |1〉 and the second one in a state |ψB〉 = b0 |0〉 + b1 |1〉.
The state |ψ〉 of the two qubits together as a composite system is a superposition of four classical
probabilities resulting in
|ψ〉 = |ψA〉 ⊗ |ψB〉 = a0b0 |00〉+ a0b1 |01〉+ a1b0 |10〉+ a1b1 |11〉 , (5.1)
where ⊗ denotes the tensor product of states.







According to Born’s rule (Section 3.2.4), the probability of the composite quantum state |ψ̂〉 to
collapse either to the state |00〉 or to the state |11〉 equals 0.5. However, after the measurement, the
composite system is not in an entangled state anymore. For instance, once we measure the state
|00〉, the updated state of the system results in
| ˆ̂ψ〉 = |00〉 . (5.3)
Moreover, if we first measure the state |0〉 of the first qubit (Equation 5.2), the probability of the
qubit to collapse to the state |0〉 again equals 0.5. However, after the measurement, the probability
of the second qubit to be in the state |0〉 results in 1.
Let us consider the scenario of changing bases from the Bit basis {0, 1} to a Sign basis {−,+}.
According to the rotation invariance [123], the Bell state in the Sign basis is again an equal super-
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Suppose now that we measure the probability of the second qubit to be in the state |−〉 in respect
of the Sign basis, given that we have already measured the probability of the first qubit to be in
state |0〉 concerning the Bit basis. Once we measure the first qubit, the probability of the second
qubit to be in the same state |0〉 results in 1. If θ is the angle between the Bit and Sign bases, then
according to the Pythagorean theorem, the probability of the second qubit to be in the state |−〉
equals cos2 θ.
Bell Inequality
In quantum mechanics, one way to test entanglement is by violating Bell’s inequalities. A possible
strategy to proceed is to define four observables. Each observable has binary values ±1 thus gives
two mutually exclusive outcomes. For instance, a photon can be detected by “+” or “-” channel in
a two-channel polariser (see Figure 5.2). If A1, A2 are observables describing the first system, and
B1, B2 observables of the second system, respectively, then the CHSH inequality has as follows:
|〈A1B1〉+ 〈B1A2〉+ 〈A1B2〉 − 〈A2B2〉| ≤ 2, (5.5)
where 〈〉 denotes the expectation value1 between two observables. The violation of 5.5 is a sign of
entanglement. A Bell inequality violation implies that at least one of the assumptions of local-realism
made in the proof of 5.5 must be incorrect [99]. This points to the conclusion that either or both
of locality - an object is only directly influenced by its immediate surroundings - and realism - an
object has definite values - must be rejected as a property of composite systems that violate CHSH
inequality.
5.1.3 Model
The experimental setup is analogous to that one of investigating quantum entanglement in photons
[10]. Figure 5.2 shows a typical optical experiment of the two-channel Bell test. In particular,
Figure 5.2: A typical CHSH (two-channel) experiment. The source S produces pairs of “photons”,
sent in opposite directions. Each photon encounters a two-channel polariser whose orientation can be
set by the experimenter. Emerging signals from each channel are detected and coincidences counted
by the coincidence monitor CM.
1More details about the calculation of expectation values are given in Section 5.1.3
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documents corresponds to photons, while the relevance and non-relevance of documents are analogues
to the mutually orthogonal outcomes of the two-channel polariser. Finally, the functionality of the
monitor CM (see Figure 5.2) in the lab experiment is similar to the decision-level modality fusion
process.
Preparation of Quantum States
The proposed method draws an analogy from quantum composite systems to model image and
text modality decisions of relevance in respect of a multimodal query in a multimodal IR scenario.
Before the decision-level fusion of image and text modalities, there exists a probability P (R|T ) for a
multimodal document DM to be relevant to a multimodal information need concerning the textual
information. Similarly, the probability for the same document not to be relevant is denoted as
P (R|T ), which is equal to 1− P (R|T ). Let us consider a real-valued two dimensional Hilbert space
for the relevance of the DM concerning the textual information, as illustrated in Figure 5.3. The
vector Rt stands for the relevance of the document concerning the text-based modality. On the
other hand, Rt represents the non-relevance concerning the same text-based information need and
is orthogonal to Rt.
The text-based relevance of a document can be modelled as a vector in the Hilbert space, which
unifies logic, probabilities, and geometry into a compact vector space [134]. In particular, the vector
is a superposition of the relevance and non-relevance basis vectors with respect to the text-based
modality and is represented as:
|DM 〉 = a |Rt〉+ a′ |Rt〉 , (5.6)
where |a|2 + |a′|2 = 1. The coefficients a and a′ are calculated by projecting the quantum state
|DM 〉 onto the relevance and non-relevance basis vectors respectively (Figure 5.3). Mathematically
speaking, a equals the square of the inner product of vectors |DM 〉 and |Rt〉. Hence, according to
the Born rule (Sec 3.2.4), P (R|T ) equals the square of the inner product of vectors |Rt〉 and |DM 〉,
i.e., |〈Rt|DM 〉|2. Likewise, P (R|T ) equals |〈Rt|DM 〉|2.
Similarly, we denote as P (R|I) the probability of the multimodal document DM to be rele-
vant concerning the image-based information need, and P (R|I) the probability to be irrelevant
respectively (Figure 5.4). The relevance of a document with respect to the image-based modality is
similarly modelled as:
|DM 〉 = b |Ri〉+ b′ |Ri〉 (5.7)
Thus, P (R|I) is computed as the square of the inner product of vectors |Ri〉 and |DM 〉, i.e.,
|〈Ri|DM ]〉2. Likewise, P (R|I) equals |〈Ri|DM 〉|2.
By contrast, after the decision-level fusion of image and text modalities, the document is judged
based on both modalities. Such a phenomenon can be modelled in the same Hilbert space, spanned
by two different bases, one for each modality, as illustrated in Figure 5.5. The document DM is
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Figure 5.3: Hilbert space of
text-based relevance represen-
tation.
Figure 5.4: Hilbert space of
image-based relevance repre-
sentation.
Figure 5.5: Hilbert space of mul-
timodal relevance representation.
hence represented as a unit vector and its representation is expressed with respect to the bases
T = {|Rt〉 , |Rt〉} and I = {|Ri〉 , |Ri〉}. Note that each basis models context with respect to a given
modality.
Quantum-inspired Decision-Level Fusion
After the preparation of quantum states, we have modelled the decision-level fusion of pairwise
documents as a quantum composite state. For a pair of documents, namely, DM1 and DM2 , where
each document is in a superposition state of relevance and non-relevance, spanned by the text and
image bases, the composite state is defined by the tensor product of the document quantum states.
Mathematically speaking, if |DM1〉 = a1 |Rt〉+a′1 |Rt〉 and |DM2〉 = a2 |Rt〉+a′2 |Rt〉 are the quantum
states of documents DM1 , DM2 , in respect to the text modality, then the composite state |D̂M 〉 has
as follows:
|D̂M 〉 = |DM1〉 ⊗ |DM2〉 = a1a2 |RtRt〉+ a1a′2 |RtRt〉+ a′1a2 |RtRt〉+ a′1a′2 |RtRt〉 , (5.8)
where ⊗ the tensor product of quantum statets. Similarly, if |DM1〉 = b1 |Ri〉+ b′1 |Ri〉 and |DM2〉 =
b2 |Ri〉+ b′2 |Ri〉 are the quantum states of documents DM1 , DM2 , in respect to the image modality,
then the composite state |D̂M 〉 has as follows:
|D̂M 〉 = |DM1〉 ⊗ |DM2〉 = b1b2 |RiRi〉+ b1b′2 |RiRi〉+ b′1b2 |RiRi〉+ b′1b′2 |RiRi〉 . (5.9)
If the composite state of documents |D̂M 〉 is factorizable, there is an uncertainty concerning the
relations between the two documents. For instance, the first and second terms in Equation 5.8 reveal
that when the linguistic content of the DM1 is relevant, then we cannot be sure about the relevance
of the linguistic content of the other document since it could be relevant or non-relevant. Similarly,
the third and fourth term in Equation 5.8 implies that when the linguistic content of the DM1 is
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non-relevant, then the other document is in a superposition of relevance and non-relevance basis
states. Likewise, image modality raises similar ambiguities. Moreover, when the composite state
of documents is factorizable then it is compositional in a sense it can be expressed as a product of
individual states, corresponding to the separate documents DM1 , DM2 .
Conversely, if the composite quantum state is not factorizable is deemed non-compositional and
termed entangled. In this case, if the textual basis is a the standard basis, then for each pair of
documents, there exists one of the two following Bell states:
|DM 〉 = a1a2 |RtRt〉+ a′1a′2 |RtRt〉 , (5.10)
or
|DM 〉 = a1a′2 |RtRt〉+ a′1a2 |RtRt〉 . (5.11)
If the first Bell state exists (Equation 5.10), then the probability for both documents to be relevant
regarding the linguistic modality equals |a1a2|2. If we measure only the probability of the first
document to be relevant in respect to the linguistic modality, it results again in |a1a2|2. Then after
the measurement, the probability for the second document to be relevant is equal to 1. Moreover,
we can simultaneously predict the probability of the second document to be relevant concerning the
image modality, which is equal to cos2θ, where θ is the angle between the image and text bases (see
Figure 5.5). Likewise, we can similarly estimate the probabilities of both documents to be irrelevant
(e.g., |RtRt〉, Equation 5.10), the first to be relevant and the second irrelevant (e.g., |RtRt〉, Equation
5.11), or the first to be irrelevant and the second relevant (e.g., |RtRt〉, Equation 5.11).
CHSH Inequality Estimation
The CHSH inequality defines four observables, where each observable has two binary values ±1
thus gives two mutually exclusive outcomes. In particular, for the document DM1 there exist two
variables, Rt1 and Ri1 , which take the values 1,−1 respectively, where Rt1 = 1 corresponds to the
basis state |Rt1〉 and Rt1 = −1 corresponds to its orthogonal basis state |Rt1〉. Similarly, Ri1 = 1
corresponds to the basis state |Ri1〉 and Ri1 = −1 corresponds to its orthogonal basis state |Ri1〉.
For the document DM2, we have variables Rt2 and Ri2 which also take values 1,−1, where Rt2 = 1
corresponds to the basis state |Rt2〉 and Rt2 = −1 corresponds to its orthogonal basis state |Rt2〉.
Similarly, Ri2 = 1 corresponds to the basis state |Ri2〉 and Ri2 = −1 corresponds to its orthogonal
basis state |Ri2〉. Then, according to Equation 5.5, the CHSH inequality has as follows:
|〈Rt1Rt2〉+ 〈Rt2Ri1〉+ 〈Rt1Ri2〉 − 〈Ri1Ri2〉| ≤ 2, (5.12)
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where 〈〉 denotes expectation values of observable, which are calculated2 as follows:
〈Rt1Rt2〉 = ((+1)P (Rt1) + (−1)P (Rt1)) ∗ ((+1)P (Rt2) + (−1)P (Rt2))
= P (Rt1)P (Rt2)− P (Rt1)P (Rt2)− P (Rt1)P (Rt2) + P (Rt1)P (Rt2),
〈Rt2Ri1〉 = ((+1)P (Rt2) + (−1)P (Rt2)) ∗ ((+1)P (Ri1) + (−1)P (Ri1))
= P (Rt2)P (Ri1)− P (Rt2)P (Ri1)− P (Rt2)P (Ri1) + P (Rt2)P (Ri1),
〈Rt1Ri2〉 = ((+1)P (Rt1) + (−1)P (Rt1)) ∗ ((+1)P (Ri2) + (−1)P (Ri2))
= P (Rt1)P (Ri2)− P (Rt1)P (Ri2)− P (Rt1)P (Ri2) + P (Rt1)P (Ri2),
〈Ri1Ri2〉 = ((+1)P (Ri1) + (−1)P (Ri1)) ∗ ((+1)P (Ri2) + (−1)P (Ri2))
= P (Ri1)P (Ri2)− P (Ri1)P (Ri2)− P (Ri1)P (Ri2) + P (Ri1)P (Ri2),
where P (·) stands for probability of an outcome. Note that the products of probabilities are defined
as joint probabilities between two independent outcomes. Moreover, the violation of Equation 5.12
is a sign of entanglement, and then a pair of documents may result in one of the Bell states of
Equations 5.10 or 5.11.
5.1.4 Methodology
Dataset
We have conducted experiments on the ImageCLEF2007 data collection [56], the purpose of which
is to investigate the effectiveness of combining image and text for IR tasks. Out of 60 test queries,
we randomly picked up 30 ones, together with the ground truth data. Each query, describing user
information need, consists of three sample images and a text description, whereas each document
consists of an image and a text description. For every query, we created a subset of 300 relevant and
irrelevant documents, which firstly includes all the relevant documents for the query, and the rest is
irrelevant documents. The dataset has been used for investigating both the Bell states (Equations
5.10 and 5.10). The number of relevant documents per query ranges from 11 to 98.
Estimation of Uni-modal Retrieval Scores
For image modality, we exploited the pre-trained VGG16 model [121] on ImageNet to extract features
from images. The output is a 2049-dimensional vector representation. After the feature extraction
2For derivation look at Appendix B.
CHAPTER 5. ENTANGLEMENT-DRIVEN MULTIMODAL FUSION 79
process, we computed similarity scores between a query and an image via cosine similarity. For the
linguistic modality, a query expansion approach has been applied, extending a query with the ten
most frequent terms according to the ground truth documents. This indeed corresponds to a simu-
lated explicit relevance feedback scenario. Then, we mapped text to TF-IDF vector representations
and compute similarity scores again via cosine function. Note that cosine similarity score is bounded
in [0, 1]. However, in this study, cosine similarity is used to approximate the probability of relevance.
Experimental Procedure
At the outset, image and text relevance scores are estimated via cosine function. Then, expectation
values are computed according to relevance scores. In particular, the probability of a document
to be relevant concerning a modality is equal to the outcome of cosine function. Consequently,
the likelihood of a document to be irrelevant concerning the same modality equals 1 minus the
score of cosine function. Next, we fit the CHSH inequality (Equation 5.12) with the estimated
expectation values and checked for any existence of violation. For each query, we calculated in total
the percentage of documents that violated the CHSH inequality. Additionally, we calculated the
rate of queries that violated the CHSH inequality.
5.1.5 Results and Discussion
The experiment results showed that there is no violation of Bell’s inequality. This implies that in
the context of the experimental setting non-classical correlations between pairs of documents may
not exist, but also that the hypothesis of rotation invariance falls down. Thus, the image and text
bases are not equal Bell states as defined in Equation 5.4.
Another possible explanation of the experimental results is that the outcomes of the observables
are initially independent. For instance, the probability of the linguistic relevance of the first docu-
ment does not affect the linguistic relevance probability of the second document. That is, the joint
probability of relevance has been calculated as a product of individual relevance probabilities. By
contrast, in some user studies the Bell inequality has been violated [5, 6, 21, 22]. In those studies,
users are commonly asked to report their judgments about intersections of events. Hence the joint
probabilities can be directly estimated from the judgments. Thus, the expectation values are calcu-
lated under an implicit assumption that the outcomes can be incompatible. This assumption may
result in “conjunction fallacy” [129] violating the monotonicity law of probability by overestimating
the joint probability, thus violating the Bell inequality.
Finally, another important reason is that we constructed real-value Hilbert spaces to represent
the quantum states. However, the complex field is pivotal in QT because the quantum operators
create superposition that can only be modelled in the complex field [1, 94].
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5.1.6 Section Conclusions
We introduced a quantum-inspired methodology to investigate the existence of non-classical corre-
lations between pairs of decision fused multimodal documents. The practical significance of such
correlations is beyond the classical correlations. That is, if we know the relevance of an entangled
document, then we can instantaneously know with certainty the relevance of the other entangled doc-
ument, acquiring information about how to fuse local decisions. However, the experiments showed
no violation of the CHSH inequality. We attribute this result to the lack of interactions between of
documents after the integration of them in a composite system and the lack of complex field.
Overall, the contribution of this work resides more in a theoretical than a practical aspect. The
experimental results and discussions provide theoretical and empirical insights and inspirations for
future development of this direction. In particular, in the next section, we introduce a transparent
and end-to-end complex-valued neural model for emotion recognition in conversations. The model
induces different modalities to interact in such a way that they may not be separable, encoding
cross-modal information in the form of non-classical correlations. Moreover, it models interactions
across tri-modals, which to our best knowledge, no existing models in the current literature have
taken into account.
5.2 An Entanglement-driven Neural Network Model for Con-
textual and Non-Separable Modality Fusion in Conver-
sational Emotion Recognition
In chapter 4, we have developed a novel quantum-inspired framework for multimodal sentiment anal-
ysis. The framework considers word-level interactions via the concepts of mixture and superposition
on the feature level, while the interactions across different modalities are largely absent from the
feature level. Moreover, the model treats cross-modal interactions as a separable tensor product of
modalities and interactions of words in a sentence as a classical mixture, which cannot fully exploit
the potential of a quantum probabilistic description. Finally, the model does not consider contextual
information in the form of preceding utterances. In Set. 5.1, we have presented a preliminary study
to investigate non-classical correlations between decision fused multimodal documents. However, due
to the lack of interactions between pairs of documents and complex field, non-classical correlations
are absent. A full quantum model is yet to be developed to capture the non-classical correlations
across distinct modalities explicitly. Such non-classical correlations are crucial for multimodal rep-
resentation learning tasks, since one modality would influence the other in the process of reaching a
final decision in a way that complies with quantum probability theory.
In this section, we develop a transparent and joint quantum probabilistic neural model, namely,
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contextual Entanglement-driven Fusion Neural Network (c-EFNN). c-EFNN induces different modal-
ities to interact in such a way that they may not be separable, encoding cross-modal information
in the form of non-classical correlations. Evaluation on two benchmarking datasets for video emo-
tion recognition in conversations shows improved performance over a wide range of SOTA base-
lines. Additionally, the degree of non-separability between modalities optimizes the post-hoc in-
terpretability. The model is fundamentally different from that one in chapter 4 in that we take
a quantum-cognitively motivated view on the non-decomposability of cross-modality interactions,
which is modelled as quantum entanglement, while the model in chapter 4 assumed the interactions
are decomposable.
5.2.1 Introduction
Understanding human-like emotions requires the consideration of behavioural cues (e.g., vocal be-
haviour, posture, gaze etc.), contextual information, and cognitive biases, such as moods and types
of behaviour, mental states, or events influencing emotions [102, 116]. In recent years, research has
made significant strides towards the inference, recognition, and interpretation of human-like emo-
tions. In particular, neural approaches have been investigated to either model interactions across
distinct modalities, i.e., linguistic, visual and acoustic, [126, 106, 143, 152, 151], or model interac-
tions across parties in a conversation [59, 60, 92, 48], after merging different modalities into a joint
multimodal representation. Although such approaches have demonstrated excellent performance,
they neglected how people understand and reason about emotional states [102]. There is hence a
need to distil cognitive biases into workable computational models.
As discussed in Section 1.1 (Multimodal Intelligence), the modelling of distinct modalities for
emotion recognition is a challenging problem, due to the spectrum of emotions that an utterance
can emerge, depending on the context of individual modalities. This implies that modality fusion
is contextual and distinct modalities should not be considered in isolation; rather, each modality
acts as a context for the other modalities. That is, we must model modalities as non-separable.
QT is the only theory which models non-separability. Thus, there is a reason to suppose that QT
provides an adequate theory to capture cross-modal correlations and how such correlations influence
an emotional state.
QT is not only a physical theory but also a framework in which theories can be developed. In-
deed, QT has increasingly been deployed outside physics. Early work showed that in some cases
human language understanding exhibits certain non-classical phenomena [18, 140] and ambiguities
[19], enabling quantum probabilities to serve as a suitable framework for modelling human lan-
guage. Recently, the quantum measurement postulate, in conjunction with a set of procedural steps
to transform a classical model to its quantum analogue, has been simulated into the neural net-
work modelling paradigm for NLP tasks [78, 139]. The quantum-probability networks have not only
achieved a SOTA performance but also demonstrated a high-level explainability in terms of model
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transparency due to their theoretical root on the well-established quantum physics meanings. A
more detailed description of related work in this direction has been presented in chapter 3. Nev-
ertheless, existing approaches treated the interactions among quantum states as either a classical
mixture of states [78, 139] or a separable product of states (chapter 4), which cannot fully exploit
the potentials of quantum probabilities in modelling the entanglement, i.e., non-separability of mul-
tiple modalities. The expressiveness of quantum probabilities goes beyond classical correlations,
describing joint probability distributions that cannot be decomposed into the tensor product of the
individual ones. Such non-separability has been shown in cognitive science as a fundamental fea-
ture of human decision making under uncertainty, and it complies with the more general quantum
probability theory only.
In line with this observation, we propose a joint quantum probabilistic neural network which
captures non-classical correlations among distinct modalities. In particular, we transform the pre-
trained real-valued uni-modal embeddings into pure quantum states of complex values. The way
in which modality states then interacts with each other makes them non-separable, i.e., entangled.
The main difference of this work from the previous probabilistic neural network approaches resides
in the issues of contextuality, i.e., a modality activates multiple emotion senses in the context of the
previous utterances and other modalities, and non-separability, i.e., a modality cannot be separated
from the rest of modalities occurred concurrently. We have evaluated the proposed model on two
SOTA benchmarking datasets for video emotion recognition in conversations, namely, IEMOCAP
[27] and MELD [115]. Numerical experiments show that the model significantly optimizes perfor-
mance compared to a wide variety of SOTA approaches. Moreover, the degree of non-separability
of entangled states improves the post-hoc interpretability as well.
To summarize, this work makes the following contributions:
• A transparent and joint quantum probabilistic neural model, which models cross-modal cor-
relations as non-separable, which to our best knowledge, no existing models in the current
literature have taken into account.
• In contrast to previous work, the model considers both context modelling, in the form of
preceding utterances, and multimodal fusion in the form of modality interactions, into a unified
framework.
• The proposed model architecture supports multiparty conversations without requiring artificial
expansion.
• The model achieves an improved performance, as compared to various SOTA approaches, for
video emotion recognition in conversations.
• The degree of non-separability of modalities unearths useful and explainable knowledge about
the way distinct modalities interact with each other.
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5.2.2 Task Formulation
In general, this study is concerned with the task of inferring emotion recognition labels (e.g., happy,
angry, sad, etc.) of constituent utterances u1, u2, ..., un in a video conversation. Each utterance
uk is associated with linguistic, visual, and acoustic content uk = {uk,l, uk,v, uk,a} and uttered by
an associated party ps, where s is the index of the corresponding party. Essentially, the objective is
to establish a mapping function that maps each constituent utterance to its corresponding emotion
recognition label. Therefore, this is a multi-class classification task which involves two challenging
issues: conversational context and non-separability of multiple modalities that dynamically interact
with each other to determine the final emotion label.
This section presents a contextual and non-separable modality fusion strategy to address both
issues in a unified neural network framework driven by quantum entanglement.
5.2.3 Model
A quantum system requires a set of procedural steps that convert information to its quantum
analogue, evolve it through time evolution, and then perform measurements upon the system to
make predictions. In line with this, we propose a transparent end-to-end quantum probabilistic
neural model, namely, contextual Entanglement-driven Fusion Neural Network (c-EFNN).
General Architecture
The architecture of c-EFNN is illustrated in Figure 5.6. In particular, we have deployed an inter-
mediate fusion strategy [119], which is a flexible multimodal fusion approach, into a neural network
modelling paradigm that incorporates QT-inspired complex representation of information, com-
posite quantum system and entanglement to capture the non-separability of modalities, quantum
measurement for abstract feature extraction, and quantum evolution to model the contextuality over
consecutive utterances and modalities.
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Specifically, c-EFNN takes multimodal information, i.e., linguistic, visual, and acoustic, for a
sequence of utterances and feeds it into three separated neural branches, one for each modality
(see Figure 5.6). After the preparation of utterance states, weight vectors are exploited to capture
contextual information in the form of preceding utterances (see Figure 5.6, Evolution of Utterances
step). Then, for each utterance, we operate a pairwise fusion of modalities, i.e., linguistic-visual,
linguistic-acoustic, and visual-acoustic, via the tensor product of bi-modals (any of two modalities).
Another weight vector models correlations within the bi-modal tensor-based representations (see Fig-
ure 5.6, Entangled Bi-Modals step). A set of parameterized measurements map the complex-valued
representation to a real-valued high-level representation via the quantum measurement postulate.
Finally, a row-max pooling operator followed by a fully connected layer passed to a softmax function
for classification. In the remaining part of the section, we have elaborated on the methodology of
the procedural steps.
Preparation of States
In this work, the utterances are modelled as uni-modal pure quantum states into modality-specific
Hilbert spaces Hm, where m ∈ {l, v, a}, for linguistic, visual, and audio modalities. In line with
previous work [78, 139], we consider the exponential form of complex numbers to express quantum
states: z = reiθ, where amplitude r is a real non-negative coefficient, phase θ ∈ [0, 2π), and i is
imaginary number satisfying i2 = −1.
Then, according to Equation 3.1, the modality-specific pure state of the kth utterance |uk,m〉, in
short |um〉 to avoid clattering subscripts, could generally be expressed as
|um〉 = [r1,meiθ1,m , r2,meiθ2,m , ..., rd,meiθd,m ]T




where d is the dimension of modality features and  refers to element-wise vector product.
In Equation 5.13, the first vector, i.e., rm = [r1,m, r2,m, ..., rd,m]
T , corresponds to amplitudes,
where the moduli r is a real-valued vector of unit length. To construct amplitudes, we transform pre-
trained real-valued embeddings to their quantum analogues as follows. Suppose the input utterance-
level features are l ∈ Rdl , v ∈ Rdv , a ∈ Rda , for linguistic, visual, and acoustic modalities respectively.
At the outset, we project the input features into the same dimension d via a fully connected layer
with Rectified Linear Unit (ReLU) as the activation function, to ensure all elements {ri,m}di=1 are
non-negative : m̂ = ReLU(Wmm + bm), where m ∈ {l, v, a}. Then, we normalized the outputs to
create vectors of unit length: rm =
m̂
||m̂||2 .
The second vector in Equation 5.13, i.e., θ = [θ1,m, θ2,m, ..., θd,m]
T , is also real-valued, with all
its elements in [0, 2π]. The assignment of the phases θ is an open research question. In this work, we
enable the utterances to carry temporal information, i.e., the position of utterances in a conversation,
and speaker information, i.e., the index of corresponding party, in the phase part. The phase θ of
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the kth utterance is hence calculated by
θ = θ(k, s) = fpe(k) + fse(s), (5.14)
where fpe(k) defines a map fpe : N → Rd from a discrete position index to a d−dimensional real-
valued vector, and fse(s) is a map fse : N→ Rd from a discrete index s of the corresponding party
to a d−dimensional real-valued vector. To constrain θ ∈ [0, 2π] during training, we transform the
real values to a uniform distribution U[0, 2π]. In this way, the non-recurrent architecture of c-EFNN
not only captures the sequential information of utterances, but also handles the speaker emotion
dependencies, which has been a major issue for conversational emotion recognition [116].
Time Evolution
In this work, we aim to learn the join-association between multiple utterances and modalities via
the concept of evolution, and to emphasize on the contributing modalities via the concept of non-
separability. Thus, we model both the time evolution of consecutive utterances and distinct modal-
ities to track the dynamics of emotional states in a conversation. However, the main difference of
the evolution of consecutive utterances in relation to the evolution of distinct modalities lies in the
way the quantum states of the later interact so that they are not to be separable.
Time Evolution of Consecutive Utterances After the transformation of feature inputs to
quantum states into uni-modal Hilbert spaces, modality-specific complex-valued neural layers are
injected (one each for linguistic, visual, and acoustic), to update the quantum states taking into
account preceding utterances (see Figure 5.6, Evolution step). For the kth utterance state |uk,m〉,
where m ∈ {l, v, a}, the transformation induced by the neural layer is given by
|ûk,m〉 = Wm  |uk,m〉 , (5.15)
which can be considered as weighted linear transformation layer, where Wm ∈ Rd is the modality-
specific weight vector, and  stands for element-wise vector product. The output is an unnormalized
vector |ûk,m〉, which is then normalized to get a vector of unit length, i.e., a valid quantum state:
|ûk,m〉 = ûk,m||ûk,m||2 , in short |ûk,m〉 = |um〉. The Wm is a joint operator, which interacts with the
consecutive utterance states. From the quantum point of view, this means that Equation 5.15 is a
valid approximation of Equation 3.15 [14], i.e., Wm can be realized as a unitary operator U . Despite
Wm acts as a quantum Hamiltonian control which interacts with individual utterance quantum
states, the entanglement may not be present between utterances, since they share the same specific-
modality Hilbert space. From the representation learning point of view, Wm captures the contextual
information in a conversation [149].
CHAPTER 5. ENTANGLEMENT-DRIVEN MULTIMODAL FUSION 87
Entanglement and Time Evolution of Distinct Modalities The updated uni-modal ut-
terance states are fed into the modality fusion component (see Figure 5.6). In particular, we de-
ploy a fusion module which takes the utterance states of pairwise modalities, i.e., linguistic-visual,
linguistic-acoustic, visual-acoustic. For each pairwise of states, a composite separable state is cre-
ated by computing the tensor product of them. The composite separable state is defined on a
d2−dimensional joint space Hm1,m2 := ⊗2(Hm)2 and formulated as
|um1,m2〉 = |um1〉 ⊗ |um2〉 , (5.16)
where m1,m2 any of two modalities, and ⊗ defines the outer product of two states.
Then, another complex-valued neural layer W is connected to induce interactions of pairwise
modalities (see Figure 5.6), as follows:
|ûm1,m2〉 = W  |um1,m2〉 , (5.17)
the output of which is an unnormalized vector. Likewise, we normalize the output to get a unit




|ûm1,m2〉 = |um1,m2〉. Throughout the update process of utterance states, Wm has acted as a
quantum Hamiltonian control, i.e., a joint operator on multiple states, on the same Hilbert space
Hm. Conversely, in this case, W acts as a quantum Hamiltonian control on different Hilbert spaces,
i.e., Hm1 , Hm2 , and entanglement is hence generated after the transformation. This means that
the output after the transformation cannot be written in the decomposable form of Equation 3.12,
thus giving the potential to capture non-classical correlations across pairwise modalities.
Measurement
The measurement component acts upon n sets of three non-separable pairwise modalities, one set for
each utterance, to identify the discriminating information to emotion classification. In particular,
a set of parameterized measurements {Ok}Kk=1 are performed to the set of non-separable pairwise
modalities (see Figure 5.6), generating a sequence of positive scalars via
P (k) = |〈Ok|um1,m2〉|2, (5.18)
where m1,m2 are any pair of modalities and each Ok represents an abstract emotion concept. The
output is a K × 3 matrix of positive real values produced by measurement. Each value corresponds
to the likelihood of a non-separable pairwise modality state collapsing to a basis state Ok, which
is effectively a basis context representing abstract emotion concepts. Note that the measurement
component can be thought of as a dictionary learning approach [83]. Then a row-wise maximum
pooling operator is conducted to cascade the three sequences of abstract emotions into one high-level
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utterance representation (see Figure 5.6). Finally, the high-level representation is passed to a fully
connected layer followed by a softmax classifier.
5.2.4 Experiments
Datasets
We performed experiments on two widely used benchmarking datasets in conversational emotion
detection: IECAMOCAP [27] and MELD [115]. Table 5.1 summarizes the statistics of both datasets
in terms of trainning, validation and test sets. IEMOCAP consists of videos of dyadic conversations
between pairs of 10 speakers. The videos are segmented into utterances with annotations of fine-
grained emotion categories. In this work, we consider six such categories for the classification task:
anger, happiness, sadness, neutral, excitement, and frustration. The training and validations sets
are curated using the first 8 speakers. MELD is a multiparty dialog emotion classification dataset.
It has more than 1400 dialogues and 13000 utterances from the Friends TV series. Each utterance
in every dialog is annotated with emotions. We considered the following emotion categories: anger,
sadness, joy, surprise, and neutral. Figure 5.7 shows an example of multimodal conversation for
MELD task.
Dialogue Utterances
Dataset Train Val Test Train Val Test
IECAMOCAP 96 24 31 6808 1702 1623
MELD 1039 114 280 9989 1109 2610
Table 5.1: Training, validation and test data distribution in the datasets.
For a fair comparison, we used the publicly available3 pre-trained utterance features provided
by the authors of DialogueRNN [92], a SOTA model. Each utterance in IEMOCAP had a 100-
dimensional textual feature vector, a 512-dimensional visual feature vector and 100-dimensional
acoustic feature vector. On the other hand, for each utterance in MELD, 600-dim textual features
and 300-dim acoustic features were used4. For visual features, the 3D-CNN [65] is adopted to extract
abstract representations from raw video data. The 3D-CNN network conducts convolution operation
on the height and width for a video frame and across the time domain to be capable of learning the
temporal relationships between consecutive frames. The dimension of features is 300.
3https://github.com/declare-lab/conv-emotion
4The pre-trained visual feature is not publicly available for MELD
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Baselines
We compared the proposed c-EFNN model with a great variety of the SOTA monologue, dialogue
and quantum-inspired neural approaches in affective computing.
Monologue Models To adopt the monologue models to the conversational setting, we changed
the word-level input features to utterance-level input features, and an output was yielded at each
timestamp. We replicated the following monologue baselines: a) TFN [151] is a tensor-based neural
network which captures uni-modal, bi-modal, and tri-modal interactions across distinct modalities
via a multi-dimensional tensor, b) MFN [152] exploits a hybrid memory cell, constructed from the
hidden units of each modality at the previous timestamp, which acts as an additional input of the
next timestamp, and c) MulT [126] consists of pairwise cross-modal transformers, the outputs of
which are concatenated to build a multimodal embedding for each utterance.
Dialogue Models We also replicated the following dialogue models: a) c-LSTM [113] uses
a Bi-directional Long Short-Term Memory (LSTM) for each modality, to capture the contextual
content from surrounding utterances. The context-aware utterance representations are then used
as inputs into another Bi-directional LSTM for emotion classification, b) c-GRU+Att[47] is a
variant of c-LSTM, by replacing LSTM with Gated Recurrent Unit (GRU) and applying an attention
mechanism component to capture cross-modal interactions, c) CMN [60] uses two distinct GRUs
for two parties, i.e., a speaker and a listener. The utterance representation is obtained by feeding
the current utterance as a query to two distinct memory networks for both parties, d) ICON [59]
is an extension of CMN, connecting outputs of individual speaker GRUs in CMN using another
GRU, which acts as a memory to track the overall conversational flow and e) DialogueRNN [92]
is a recurrent network that uses two GRUs to track individual speaker states and global context
during the conversation. Further, another GRU is employed to track emotional state through the
conversation.
Quantum-inspired Models We finally compare with QMF [73] introduced in chapter 4.
For evaluation, we chose average accuracy and F1 scores over all emotion categories. Besides,
for a fine-grained understanding of performance, precision, recall, and F1 scores were calculated for
each emotion category.
Experimental Settings
A grid search for the best hyper-parameters was conducted for all models. At each search, models
were trained for 100 epochs, and the model with the lowest validation loss was chosen. Out of 50
searches, the model with the highest average F1 score on the test set was taken to compute the
performance values. CMN [60], ICON [59], and DialogueRNN [92] were excluded from the MELD
experiment, since they cannot support multiparty conversations [48].
The parameters in the proposed c-EFNN model were determined by the set of hyper-parameters
Θ = {N,D,K, S}, where N is the number of utterances in a conversation, D is the embedding
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dimension of input features after projection layers, K is the number of measurement vectors, and S
is the number of speakers in a conversation. For both datasets, we searched over a parameter pool :
D ∈ {100, 120, 140, 160, 180, 200}, size of last hidden layer ∈ {32, 48, 64, 80}, dropout rate for the
last hidden layer ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6,0.7, 0.8}, learning rate ∈ {0.001, 0.002, 0.005, 0.008}.
The batch size varied in proportion to the dataset scale, i.e., batch size∈ {24, 48, 96} for MELD
and batch size ∈ {4, 8, 16} for IEMOCAP.
We trained c-EFNN by feeding the real and imaginary parts of the complex-valued layers as
different input parts and simulated complex operations using real values [125]. Indeed, any complex
function f : Cn → Cn can be represented as f(a+ ib) = a(a, b) + ib(a, b), where a, b : Rn → Rn [8].
c-EFNN was hence trained via the backpropagation algorithm. Measurements were initialized from
standard normal distributions. All the parameters were trainable with respect to cross-entropy loss
defined on the extracted features. We chose Adam as the optimization algorithm.
Performance Analysis
Table 5.2 shows the comparison results between c-EFNN and various monologue, dialogue, and
quantum-inspired approaches for the IEMOCAP task. For most of the strategies, the emotion cat-
egory about happiness is the most challenging due to under-fitting. Indeed, this emotion category
has fewer samples compared to other emotion categories in IEMOCAP. We notice that almost all
baseline strategies struggled with neutral utterances, although neutral emotion category has the
most samples in IEMOCAP. Indeed, in contrast to QT-based modelling, which tackles ambiguities
in content, the traditional approaches in affective computing cannot effectively cope with utter-
ances when their context is uninformative or ambiguous [49]. In general, c-EFNN achieves the best
precision or recall for most of the emotion categories in IEMOCAP. Overall, c-EFNN attains an
increased average accuracy of 64.46% as compared to 62.30% of DialogueRNN (see Table 5.2). That
is a significant improvement of 3.5% (t-test<.05). c-EFNN also yields an increased average F1 score
of 64.30% as compared to 59.60% of c-GRU+Att, i.e., a 7.3% improvement (t-test<.05).
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Table 5.3 presents the results for the MELD task. Unlike IEMOCAP task, the baseline ap-
proaches generally achieve reasonably high performance for neutral utterances due to the abundance
of neural utterances in MELD. Indeed, half of the samples in MELD belong to neutral emotion cate-
gory, i.e., 4750 neutral utterances out of 9450 in the training set. In contrast, the baseline approaches
generally show a relatively low performance for the other categories, e.g., in most cases, the precision
was lower than 50%. We suspect that this is due to the skewness of data, in terms of the numbers of
samples between the neutral emotion category and the rest of emotion categories in MELD. Among
the baselines, MulT, which is a monologue-based approach, achieves the best performance. However,
c-EFNN gains an increased average accuracy of 63.10% as compared to 60.75% of MulT, which is a
significant improvement of 3.7% (t-test<.05). Finally, c-EFNN again attains an improved F1 score
of 59.44% as compared to 58.59% of MulT.
In summary, c-EFNN significantly outperforms the baselines for both IEMOCAP and MELD
tasks. The analysis of results has shown that c-EFNN is capable of coping with ambiguous utterances
and skewed datasets.
Ablation Test
We also carried out an ablation test on MELD to investigate the effect of introduced quantum
components. In particular, to examine the effectiveness of the time evolution-based modelling of
consecutive utterances, we replaced the component with GRU layers (a.k.a. c-EFNN-gru). The
outputs were normalized to get vectors of unit length. We investigated the impact of non-separable
modalities, introducing two other variants of c-EFNN, after removing the weight vector W (see
Figure 5.6): a) c-EFNN-tensor fuses all modalities into a unified tensor-based representation; and b)
c-EFNN-con concatenates all modalities into a vector representation. Then, the outputs interacted
with the measurement component. We also considered the impact of speaker influences by initializing
phases from standard normal distributions (a.k.a. c-EFNN-rand). We finally replaced measurements
with a convolutional neural network (CNN), whereby the K filters of CNN served as K measurements
to investigate the impact of the measurement component (a.k.a. c-EFNN-cnn).
The results of the ablation test, illustrated in Table 5.4, show that each component plays a
crucial role in the c-EFNN. In particular, the comparison with c-EFNN-rand shows the effectiveness
of modelling speaker influences into the phase part of complex-valued representations, while the
increase in performance over c-EFNN-tensor and c-EFNN-con reveals the superiority of encoding
the non-classical correlations (i.e., entanglements) between modalities. Moreover, the comparison
with c-EFNN-cnn shows the usefulness of trainable measurements. Finally, c-EFNN-gru turns out
to be a less appropriate way to construct updated utterance states.
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Average
Variant Accuracy F1
c-EFNN-gru 0.6235 (↓ 1.2%) 0.5860 (↓ 1.4%)
c-EFNN-tensor 0.6190 (↓ 1.9%) 0.5810 (↓ 2.2%)
c-EFNN-con 0.6140 (↓ 2.7%) 0.5760 (↓ 3.0%)
c-EFNN-rand 0.6220 (↓ 1.4%) 0.5830 (↓ 1.9%)
c-EFNN-cnn 0.6170 (↓ 2.2%) 0.5805 (↓ 2.3%)
Table 5.4: Ablation test of c-EFNN on MELD. Values in parentheses are the relative percentage
differences from c-EFNN.
Post-hoc Interpretability
Further, we evaluated the post-hoc interpretability by investigating bi-modal correlations within
composite utterance states after the modality context interaction. In particular, according to Equa-
tion 3.11, we calculated the degree of quantum entanglement for bipartite composite utterance states
of linguistic and visual modalities.
Linguistic Visual Emotion
It turns out, we can’t do it. Monica has
to work.
Joy
Oh yeah, that’s right! Anger
You can’t fire him and dump him the
same day, he’ll kill himself.
Sadness
Table 5.5: Selected most entangled linguistic-visual modalities on MELD.
Table 5.5 and Table 5.6 illustrate examples of the most and least entangled linguistic-visual
modalities according to entanglement entropy. The most entangled pairs are those that one of two
modalities is ambiguous or uninformative. For example, in Table 5.5, the linguistic content of the
two first utterances is ambiguous, while the visual content of the third utterance is uninformative.
By contrast, when the context of both modalities is informative, unambiguous, and simultaneously
present (see Table 5.6), the entanglement entropy is close to zero. In those cases, the composite
representation is separable, and there is no need to exploit the quantum probabilistic interpretation.
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However, through the concept of non-separability, c-EFNN is able to capture both separable and
non-separable bi-modal interactions, as a generalization of existing probabilistic modality fusion
approaches. This attribute is the core reason that c-EFNN has achieved improved performance.
Linguistic Visual Emotion
I really think I might kill someone
tonight!
Anger
I want to start drinking in the morning.
Don’t say that I don’t have goals!
Anger
Table 5.6: Selected examples of least entangled linguistic-visual modalities on MELD.
We also investigated the number of effective degrees of freedom contributing to the entangle-
ment of bi-modals. In particular, we calculated the average score of Schmidt numbers according
to Equation 3.13 for pairwise modalities. Table 5.7 shows the average scores for linguistic-visual,
linguistic-acoustic, and visual-acoustic modalities on IEMOCAP and MELD, respectively. When
values are greater to 1, the bipartite modality states are non-separable, i.e., they are entangled. In





Table 5.7: Average Schmidt scores of bi-modals on IEMOCAP and MELD tasks
The results show that entanglement is substantially present for linguistic-visual and linguistic-
acoustic bi-modals. This implies that the linguistic modality plays a predominant role in determin-
ing the emotional state of utterances. That is, linguistic modality is more informative compared
to ambiguous visual and acoustic modalities. In particular, linguistic modality acts as a context
for visual and acoustic modalities, and as soon as modalities are simultaneously present, the utter-
ance’s emotional state becomes apparent. We notice that the degree of entanglement is higher for
linguistic-visual bi-modals as compared to linguistic-acoustic. This implies that visual modality is
less informative than acoustic, and there are hence more changes for visual modality to be entangled
with linguistic, due to its ambiguous content.
In contrast, there are only a few non-separable visual-acoustic modality states on IEMOCAP,
while the visual-acoustic modality states are separable on MELD task. We attribute this result
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to the uninformative content of visual and acoustic modalities. Even though both modalities are
simultaneously present, the ambiguous content of visual modality can not act as context for the
ambiguous acoustic modality as well, to clarify the overall emotional state, and vice versa.
We finally observed that the effective degree of freedom contributing to the entanglement of
bi-modals is higher on IEMOCAP as compared to MELD. We suspect this is because IEMOCAP is
a small dataset, and the degree of ambiguity is high. We also speculate that the difference is due to
the dimensions of sub-spaces. Roughly speaking, the smaller the dimension of sub-spaces are, the
bigger the Schmidt number [31]. For our experiments, the embedding dimensions of input features
were 100 and 160 for IEMOCAP and MELD, respectively.
5.2.5 Section Conclusions
In this work, we have introduced a transparent and joint quantum probabilistic neural model for
video conversational emotion recognition, which addresses context modelling and multimodal fusion
challenges into a unified framework. The model is based on the concept of non-separability to fuse
bi-modals, capturing classical and non-classical correlations between modalities. Our experiments on
both benchmarking datasets demonstrate the effectiveness of encoding bi-modal information in the
form of non-classical correlations. Besides, non-classical correlations were quantified by appropriate
measures, which optimized post-hoc interpretability.
5.3 An Entanglement-driven Fusion Neural Network for Video
Sentiment Analysis
In this section, we present a variance of c-EFNN model introduced in Section 5.2. In particular,
this model disregards context modelling in the form of preceding utterances and emphasizes on
the contributing modalities via the concept of non-separability. Extensive empirical evaluation
is carried out on two large-scale benchmarking datasets for video sentiment analysis. The model,
namely EFNN, achieves significant improvements over a wide range of SOTA baselines and increased
post-hoc interpretability. The task is an utterance-level sentiment analysis as discussed in Chapter
2, Section 2.2.1.
5.3.1 Model
The architecture of EFNN is illustrated in Figure 5.8. The main difference between c-EFNN (Figure
5.6) and EFNN (Figure 5.8) is that EFNN does not include the Evolution of Utterances component,
which captures contextual information in the form of preceding utterances. Another crucial change
is that c-EFNN receives utterance-level inputs from a dialogue, whilst EFNN gets word-level features
from sentences.































Figure 5.8: Entanglement-driven Fusion Neural Network (EFNN) architecture. The symbol ⊗ stands
for the tensor product of vectors,  the element-wise vector product, and 〈〉 the inner product of
vectors. Different shades imply transformations. The dimension of vector might vary over the
procedural steps.
Preparation of States
In this work, each utterance is modelled as a uni-modal pure quantum state into modality-specific
Hilbert spaces Hm, where m ∈ {l, v, a}, for linguistic, visual and audio modalities. In line with
previous works [78, 73, 139], we consider the exponential form of complex numbers to express
quantum states: z = reiθ, where amplitude r is a real non-negative coefficient, phase θ ∈ [0, 2π),
and i is imaginary number satisfying i2 = −1.
Then, according to Equation 3.1, the modality-specific pure state of an utterance |um〉 could
generally be expressed by the following modulus-augment form:
|um〉 = [r1,meiθ1,m , r2,meiθ2,m , ..., rd,meiθd,m ]T




where d is the dimension of modality features and  refers to element-wise vector product. In the
modulus-argument form, any operation on the complex numbers will lead to a non-linear combination
of the constituent moduli and arguments. This implies that a non-linear feature combination is
inherently produced when we assign Equation 5.19 with linguistic, visual, and acoustic features.
In Equation 5.19, the first vector, i.e., rm = [r1,m, r2,m, ..., rd,m]
T , corresponds to amplitudes,
where the moduli r is a real-valued vector of unit length. To construct amplitudes, we transform
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the input real-valued features to their quantum analogues as follows. Suppose the input word-level
features are X l ∈ RL×dl , Xv ∈ RL×dv , Xa ∈ RL×da , where dl, dv, da represents feature dimensions
for linguistic, visual, and acoustic modalities respectively, and L is the sequence length, i.e., total
number of words in an utterance. At the outset, we project the input features into the same
dimension d via convolutional neural networks [70] from the respective input features with Rectified
Linear Unit (ReLU) as the activation function in the last hidden layer, to ensure all elements
{ri,m}di=1 are non-negative: m̂ = ReLU(CNNm(Xm)) ∈ Rd, where m ∈ {l, v, a}. Despite the
projection of modalities into a common space, the convolutional neural networks CNNm capture




The second vector in Equation 5.19, i.e., θ = [θ1,m, θ2,m, ..., θd,m]
T , is also real-valued, with all
its elements in [0, 2π]. The assignment of the phases θ is an open research question. In this work,
to enable each utterance to carry temporal information, i.e., we assign the position of words in a
sentence to the phase part. With this way, we capture the global structure of words in an utterance.
The phase θ is hence calculated by
θ = θ(k) = fpe(k), (5.20)
where fpe(k) defines a map fpe : N → Rd from a discrete position index to a d−dimensional real-
valued vector.
Entanglement-driven Modality Fusion
After the transformation of feature inputs to quantum states into uni-modal Hilbert spaces, we feed
them into the modality fusion component (see Figure 5.8). In particular, we deploy a fusion module,
which takes the utterance states of pairwise modalities, i.e., linguistic-visual, linguistic-acoustic,
visual-acoustic. For each pairwise of states, a composite but separable state is created by computing
the tensor product of them. The composite separable state is defined on a d2−dimensional joint
space Hm1,m2 := ⊗2(Hm)2 and formulated as
|um1,m2〉 = |um1〉 ⊗ |um2〉 , (5.21)
where m1,m2 any of two modalities, and ⊗ defines the outer product of two states.
Then, a complex-valued neural layer W is injected to induce interactions of pairwise modalities
(see Figure 5.8), as follows:
|ûm1,m2〉 = W  |um1,m2〉 , (5.22)
where W ∈ Rd2 is a shared weight vector, and  stands for element-wise vector product. The output
is an unnormalized vector |ûm1,m2〉, which is then normalized to get a unit vector in Hm1,m2 ∈ Rd
2
,
i.e., a valid quantum state: |ûm1,m2〉 =
| ̂um1,m2 〉
|| ̂um1,m2 ||2
, in short |ûm1,m2〉 = |um1,m2〉.
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5.3.2 Measurement
The measurement component acts upon the set of three non-separable pairwise modalities to identify
the discriminating information for sentiment classification. In particular, a set of parameterized
measurements {Ok}Kk=1 are performed on the set of non-separable pairwise modalities (see Figure
5.8), generating a sequence of positive scalars for each pair of modalities via
P (k) = |〈Ok|um1,m2〉|2, (5.23)
where m1,m2 are any pair of modalities and each Ok represents an abstract sentiment concept. The
output is a K × 3 matrix of positive real values produced by measurement. Each value corresponds
to the likelihood of a non-separable pairwise modality state collapsing to a basis state Ok, which is
in effect a basis context representing abstract sentiment concepts.
Then a row-wise maximum pooling operator is conducted to cascade the three sequences of
abstract concepts into one high-level utterance representation (see Figure 5.8). Finally, the high-
level representation is passed to a fully connected layer followed by a softmax classifier.
5.3.3 Experiments
Datesets and Evaluation Metrics
The experiments were conducted on two SOTA benchmarking video sentiment analysis datasets,
namely CMU-MOSI [155] and CMU-MOSEI [157]. We have left the details about the datasets and
feature extraction in chapter 2, Section 2.2.2.
To evaluate the effectiveness of our model on CMU-MOSI and CMU-MOSEI tasks, we adopted
a series of evaluation performance metrics used in prior work [80, 126, 152, 157], including: binary
accuracy (i.e., Acc2 : positive sentiment if values ≥ 0, and negative sentiment if values < 0), 7-
class accuracy (i.e., Acc7 : sentiment score classification in Z ∩ [−3, 3]), F1 score, Mean Absolute
Error (MAE) of the score, and the Pearson’s correlation (Corr) between the model predictions and
regression ground truth. For all the metrics, the higher values denote a better performance, except
MAE where the lower values denote better performance.
Baselines
We compare our proposed EFNN model with the SOTA neural approaches for video sentiment
analysis, replicating a variety of baseline Long Short-Term Memory (LSTM) [62], advanced LSTM,
tensor, sequence-to-sequence, and quantum-inspired strategies.
Baseline LSTM: Early-Fusion LSTM (EF-LSTM) concatenates linguistic, visual, and
acoustic features at each timestamp, and builds an LSTM to construct sentence-level multimodal
representation. The last hidden state is taken and sequentially passed to two fully connected layers
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to produce the output sentiment. Late-Fusion LSTM (LF-LSTM) builds LSTMs for linguistic,
visual, and acoustic inputs separately, and concatenates the last hidden state of the three LSTMs as
sentence-level multimodal representation. The concatenated hidden states are taken and sequentially
passed to two fully connected layers to produce the output sentiment.
Advanced LSTM: Multi-Attention Recurrent Network (MARN) [153] captures cross-
modal dynamics at each timestamp. A multi-attention block is built to construct a cross-modal
representation, based on hidden states of the previous timestamp, and fed into the inputs of the
current timestamp. The cross-modal representation and hidden states of the last timestamp are
concatenated to form a multimodal sentence embedding, which is sequentially passed to two fully
connected layers to produce the output sentiment. Memory Fusion Network (MFN) [152] is a
memory fusion network that builds a multimodal gated memory component. The memory cell is up-
dated along with the evolution of the hidden states of three unimodal LSTMs. The last memory cell
is concatenated with the last hidden states of unimodal LSTMs to construct the multimodal sentence
representation. Then, the multimodal representation is sequentially passed to two fully connected
layers to produce the output sentiment. Contextual GRU with Attention (c-GRU+Att) [47]
encodes linguistic, visual, and acoustic streams through three separate Bi-GRU layers followed by
fully connected dense layers. Then, pairwise attentions are computed across all possible combina-
tions of modalities. Finally, individual modalities and bi-modal attention pairs are concatenated to
create the multimodal representation, used for final classification. c-GRU+Att makes predictions by
applying a fully connected layer to each timestamp. In our experiments, since we did not consider
preceding utterances, we extracted the last hidden state only and fit it to a fully connected layer to
make predictions.
Tensor: Tensor Fusion Network (TFN) [151] explicitly models view-specific and cross-view
dynamics by creating a multi-dimensional tensor that captures unimodal, bi-modal, and tri-modal
interactions across linguistic, visual, and acoustic modalities. Low-rank Multimodal Fusion
(LMF) [85] adopts the same approach as TFN to model the multimodal representation. After that,
it applies a tensor decomposition approach by calculating the inner product of the multimodal tensor
with a weight tensor. The output is a low-dimension vector, which is used to make predictions.
Seq-to-Seq: Multimodal Transformer (MulT) [126] merges multimodal time-series via a
feed-forward fusion process from multiple directional pairwise cross-modal transformers. Each cross-
modal transformer is a deep stacking of several cross-modal attention blocks. As a final step, it con-
catenates the outputs from the cross-modal transformers and passes the multimodal representation
through a sequence model to make predictions.
Quantum-inspired: QMF [73] is the model introduced in chapter 4.
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Experimental Settings
A grid search for the best hyper-parameters was conducted for all models. At each search, the models
were trained for 100 epochs. Out of 50 searches, the model with the lowest validation loss was used
to produce the test performance. The parameters in the proposed EFNN model were determined
by the set of hyper-parameters Θ = {D,K}, where D is the embedding dimension of input features
into same dimensional spaces and K is the number of measurement vectors. For both datasets, we
searched over a parameter pool : D ∈ {100, 120, 140, 160, 180, 200}, K ∈ {10, 20, 30, 60, 80, 120,
150}, size of last hidden layer ∈ {32, 48, 64, 80}, dropout rate for the last hidden layer ∈ {0.1, 0.2,
0.3, 0.4, 0.5, 0.6,0.7, 0.8}, learning rate ∈ {0.001, 0.002, 0.005, 0.008}, batch size∈ {32, 64, 96}.
We trained EFNN by feeding the real and imaginary parts of the complex-valued layers as
different input parts and simulated complex operations using real values [125]. EFNN was hence
trained via the backpropagation algorithm. Measurements were initialized from standard normal
distributions. All the parameters were trainable with respect to L1-loss defined on the extracted
features. We chose Adam as the optimization algorithm.
Performance Analysis
Table 5.8 shows the comparison results between EFNN and the SOTA baseline approaches for the
CMU-MOSI task. The approaches that apply attention mechanism to align pairwise modalities, i.e.,
c-GRU+Att and MulT, exhibit the highest binary accuracy as compared to the rest of the baselines.
TFN achieves the highest accuracy for Acc7 among the baselines. Note that there is a discrepancy
between the empirical results from our experiments and the reported ones in the literature. Specif-
ically, we empirically find a lower accuracy for all the SOTA approaches. A possible reason for the
discrepancy between literature and our empirical results may be that different versions of the CMU-
MOSI dataset had been used in the published works. Those versions consist of different feature
dimensions and sequence lengths. Another possible explanation for this might be the fine-tuning
parameters, which are rarely reported in the existing work, making reproducibility a particularly
tricky task.
Table 5.9 presents the results for the CMU-MOSEI task. All approaches attain an improved
performance compared to that of the CMU-MOSI dataset. We suspect this is because CMU-MOSEI
is a much larger dataset. c-GRU+Att is the most effective model among the baselines for the CMU-
MOSEI task. MulT achieves similar performance to c-GRU+Att, without a significant difference.
EFNN gains an increased binary accuracy of 82.8% as compared to 80.7% of c-GRU+Att, which
is a significant improvement of 2.6% (t-test<.05). Finally, EFNN achieves an improvement for all
evaluation metrics on CMU-MOSEI.
In summary, EFNN significantly outperforms the baselines for both CMU-MOSI and CMU-
MOSEI tasks. The analysis of results has shown that EFNN is capable of coping with both balanced
and skewed datasets.
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Approach Acc7 Acc2 F1 MAE Corr
Baseline LSTM
EF-LSTM 32.7 75.8 75.6 1.000 0.630
LF-LSTM 32.7 76.2 76.2 0.987 0.624
Advanced LSTM
MARN [153] 31.8 76.4 76.2 0.984 0.625
MFN [152] 31.9 76.2 75.8 0.988 0.622
c-GRU+Att [47] 33.8 78.2 78.1 0.947 0.675
Tensor
TFN [151] 34.9 75.6 75.5 1.009 0.605
LMF [85] 30.5 75.3 75.2 1.018 0.605
Seq-to-Seq
MulT [126] 33.6 78.7 78.4 0.964 0.662
Quantum
QMF [73] 34.2 78.1 77.9 0.997 0.670
EFNN 35.9 80.9 80.8 0.913 0.690
(∆%) (2.8%) (2.7%) (2.9%) (3.7%) (2.2%)
(∆EF−LSTM%) (8.9%) (6.3%) (6.4%) (9.5%) (8.7%)
Table 5.8: Effectiveness on CMU-MOSI. Best results are highlighted in bold. (∆%) and
(∆EF−LSTM%) indicate absolute relative percentage improvement over the next best model and
the baseline EF-LSTM model, respectively.
Ablation Test
We also carried out an ablation test on CMU-MOSEI to investigate the effect of introduced quantum
components. In particular, to examine the effectiveness of convolution neural networks CNNm pro-
jecting modalities to common dimensional spaces, we replace the component with GRU layers (a.k.a.
EFNN-gru). Furthermore, we would like to investigate the impact of non-separable modalities, by
introducing two other variants of EFNN, after removing the weight vector W (see Figure 5.8): a)
EFNN-tensor fuses all modalities into a unified tensor-based representation, i.e., tri-modal fusion;
and b) EFNN-con concatenates all modalities into a vector representation, and then the outputs
interact with the measurement component. Moreover, we also consider the impact words’ position
in an utterance by initializing phases from standard normal distributions (a.k.a. EFNN-rand). We
finally replace the measurements with a convolutional neural network (CNN), whereby the K filters
of CNN serve as K measurements, in order to investigate the impact of the measurement component
(a.k.a. EFNN-cnn).
The results of the ablation test, illustrated in Table 5.10, show that each component plays a
crucial role in the EFNN. In particular, the comparison with EFNN-rand shows the effectiveness
of modelling words’ position into the phase part of complex-valued representations. At the same
time, the decreased performance of EFNN-tensor and EFNN-con reveals the superiority of encoding
the non-classical correlations (i.e., entanglements) between modalities. Moreover, the comparison
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Approach Acc7 Acc2 F1 MAE Corr
Baseline LSTM
EF-LSTM 45.7 78.2 77.1 0.687 0.573
LF-LSTM 47.1 79.2 78.5 0.655 0.614
Advanced LSTM
MARN [153] 47.7 79.3 77.8 0.646 0.629
MFN [152] 47.4 79.9 79.1 0.646 0.626
c-GRU+Att [47] 48.4 80.7 80.2 0.627 0.672
Tensor
TFN [151] 47.3 79.3 78.2 0.657 0.618
LMF [85] 47.6 78.2 77.6 0.660 0.623
Seq-to-Seq
MulT [126] 46.6 80.2 79.8 0.636 0.654
Quantum
QMF [73] 47.2 79.8 79.4 0.646 0.655
EFNN 50.2 82.8 82.6 0.595 0.689
(∆%) (3.6%) (2.6%) (2.9%) (5.4%) (2.5%)
(∆EF−LSTM%) (9.0%) (5.6%) (6.7%) (15.5%) (16.8%)
Table 5.9: Effectiveness on CMU-MOSEI. Best results are highlighted in bold. (∆%) and
(∆EF−LSTM%) indicate absolute relative percentage improvement over the next best model and
the baseline EF-LSTM model, respectively.
Approach Acc7 Acc2 F1 MAE Corr
EFNN-gru 1.5% (↓) 1.3% (↓) 1.3% (↓) 1.2% (↓) 1.1% (↓)
EFNN-tensor 2.2% (↓) 1.8% (↓) 1.8% (↓) 1.5% (↓) 1.7% (↓)
EFNN-con 2.8% (↓) 2.5% (↓) 2.5% (↓) 2.4% (↓) 2.2% (↓)
EFNN-rand 1.5% (↓) 1.2% (↓) 1.2% (↓) 1.2% (↓) 1.4% (↓)
EFNN-cnn 1.9% (↓) 1.4% (↓) 1.4% (↓) 1.6% (↓) 1.7% (↓)
Table 5.10: Ablation test on CMU-MOSEI. Absolute relative percentage difference from EFNN.
with EFNN-cnn shows the usefulness of trainable measurements. Finally, EFNN-gru shows that
convolutional neural networks could be a more appropriate way to project modalities into common
dimensional spaces. Overall, the ablation test reveals that the entanglement-driven fusion component
plays the most crucial role in the architecture of EFNN.
Post-hoc Interpretability
Further, we evaluated the post-hoc interpretability by investigating the bi-modal correlations within
composite utterance states after the modality context interaction. In particular, according to Equa-
tion 3.11, we calculated the degree of quantum entanglement for bipartite composite utterance states
of linguistic and visual modalities.
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Linguistic Visual Sentiment
The story was all right. Positive
But it does have some
adult humour.
Positive
I do not wanna see any
more of this.
Negative
Table 5.11: Selected most entangled linguistic-visual modalities on CMU-MOSI.
Table 5.11 and Table 5.12 illustrate some examples of the most and least entangled linguistic-
visual modalities according to entanglement entropy. The most entangled pairs are those that one of
two modalities is ambiguous or uninformative. For example, in Table 5.11, the linguistic content of
the two first utterances is ambiguous, while the visual content of the third utterance is uninformative.
By contrast, when the context of both modalities is informative, unambiguous, and simultaneously
present (see Table 5.12), the entanglement entropy is close to zero. In those cases, the composite
representation is separable, and there is no need to exploit the quantum probabilistic interpretation.
However, through the concept of non-separability, EFNN is able to capture both separable and
non-separable bi-modal interactions, as a generalization of existing probabilistic modality fusion
approaches. This attribute is the core reason that EFNN has achieved performance improvement.
Linguistic Visual Sentiment
The voice acting was phe-
nomenal!
Positive
Yeap a horrible protago-
nist!
Negative
Table 5.12: Selected examples of least entangled linguistic-visual modalities on CMU-MOSI.
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5.3.4 Section Conclusions
We have proposed a variance of c-EFNN, namely EFNN, discarding the context modelling compo-
nent, which considers preceding utterances. Comprehensive experiments on two SOTA benchmark-
ing datasets showed that the information encoded in the form of non-classical correlations between
modalities is not only effective for the utterance-level modality fusion but also for the word-level
modality fusion. Moreover, the concept of non-separability provides additional cues about the in-
teractions across different modalities.
5.4 Chapter Conclusions
In this chapter, we have presented an investigation of modelling cross-modal information in the form
of non-classical correlations. We have initially introduced a methodology for modelling pairwise deci-
sions of documents and then investigating the existence of non-classical correlations via the violation
of CHSH inequality to facilitate the decision-level modality fusion. However, the experiments on an
image-text dataset demonstrated that there are no such correlations between pairs of documents.
That is mainly due to the lack of interactions between documents and complex-field. Motivated
by these results, we have developed an end-to-end and transparent quantum probabilistic fusion
neural network for video emotion recognition and sentiment analysis. Comprehensive experiments
on SOTA benchmarking datasets have shown the effectiveness of modelling cross-modal information
in the form of non-classical correlations for both word-level and utterance-level fusion tasks, as well.
Moreover, non-classical correlations have been quantified by appropriate measures, which optimized
post-hoc interpretability. Despite the encouraging results, it remains an open research question of
how multimodal decision perspectives could be modelled and learnt in a quantum manner to lever-
age the expensiveness of quantum probabilities. In the next chapter, we go one step forward and
answer this question by introducing a novel quantum decision-level representation and proposing a




In Section 5.1, we have proposed a methodology to model decisions of multimodal documents with a
quantum view to investigate the existence of non-classical correlations via the violation of CHSH in-
equality. However, due to the lack of interactions and complex field, no violation has been observed.
Additionally, the analysis in Chapter 2 showed that video sentiment analysis as a decision-making
process is inherently complex, involving the fusion of decisions from multiple modalities and human
cognitive biases. Inspired by recent advances in the emerging field of quantum cognition [41, 131],
we show that the sentiment judgment from one modality could be incompatible with the judgment
from another, i.e., the order matters and they cannot be jointly measured to produce a final decision.
Thus the cognitive process in video sentiment analysis exhibits “quantum-like” biases that cannot
be captured by classic probability theories. Accordingly, in Chapter 6, we propose a fundamen-
tally new, quantum cognitively-motivated fusion strategy for predicting sentiment judgments. In
particular, we have formulated utterances as quantum superposition states of positive and negative
sentiment judgments, and uni-modal classifiers as mutually incompatible observables, on a complex-
valued Hilbert space with positive-operator valued measures. Experiments on two benchmarking
datasets illustrate that our proposed model significantly outperforms various existing decision level
and a range of SOTA content-level fusion approaches. The results also show that the concept of
incompatibility allows effective handling of all combination patterns, including those extreme cases
that are wrongly predicted by all uni-modal classifiers.
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6.1 Introduction
Video sentiment analysis is an emerging interdisciplinary area, bringing together artificial intelligence
(AI) and cognitive science. It studies a speaker’s sentiment expressed by distinct modalities, i.e.,
linguistic, visual, and acoustic. At its core, effective modality fusion strategies are in place. Existing
neural structures achieve the SOTA [38, 126, 143, 151] by integrating features after being extracted,
called content-level fusion. Other approaches simulate logic reasoning and human cognitive biases
[54, 98] by aggregating decisions of uni-modal classifiers into a joint decision, called decision-level
fusion. Additionally, hybrid fusion approaches benefit from the advantages of both strategies. In
this work, we target at the generally less effective but more flexible decision-level fusion.
Video sentiment analysis is inherently a complex human cognition process. Recent research in
cognitive science found that in some cases human decision making could be highly irrational [129],
and such behaviour does not always obey the classical (Kolmogorov) axioms of probability [68] and
utility theory [97]. On the other hand, preliminary work shows that the mathematical formalism
of Quantum Mechanics (QM) can successfully address paradoxes of classical probability theory in
modelling human cognition [25]. Particularly, in [140], the Quantum Question Order inequality was
tested, which is an inequality for testing incompatibility, and hence irrational behaviour in decision-
making systems. In this study, users were asked to judge the relevance of documents. The results of
the study showed that the relevance was affected by the order in which documents were presented.
For example, for the query “Albert Einstein”, users were shown documents about “Isaac Newton”
and “Theory of Relativity”. The relevance probability of “Isaac Newton” was lower when it was
shown after “Theory of Relativity” (called a comparative context) than when it was shown first
(non-comparative context). In simple terms, having seen a more relevant document first, user’s
judgement about a particular document may change. This can be explained as an Order Effect due
to incompatibility between the topics. Conceptually, quantum cognition challenges the notion that
user’s cognitive states underpinning the decisions have pre-defined values and that a measurement
merely records them. Instead, the cognitive system is fundamentally uncertain and in an indefinite
state. The act of measurement would then create a definite state out of the indefinite state and
change the overall cognitive state.
Likewise, we hypothesise that uni-modal sentiment judgments do not happen independently, like
a pre-defined value being read out of the internal cognitive state. They are rather constructed at the
point of information interaction and thus influenced by the other modalities, which serve as a context
for the inference of sentiment judgment for the current modality. For example, there might be cases
that the order of different decision perspectives, e.g., when someone focuses first on the linguistic
and then on the visual perspective, or vice versa, can lead to controversial sentiment judgements.
That is, the measurement from the first perspective provides a context that affects the subsequent
one, influencing the probabilities used to compute the utility function of multimodal sentiment
decision. In this case, we say that these two decision perspectives are incompatible with each other.
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That implies that judgements over different modalities cannot be measured jointly, and quantum
probability should hence be in place [133]. We argue that video sentiment analysis could benefit
from the generalized framework of quantum cognition by capturing the cases of incompatibility
which cannot be modelled by classical probabilities.
To this end, we introduce a novel decision-level fusion model inspired by quantum cognition [41].
The goal is to predict the sentiment of utterances in videos, associated with linguistic, visual, and
acoustic streams. In particular, we formulate an utterance as a quantum superposition state of
positive and negative sentiments (i.e., it can be positive and negative at the same time until it is
judged under a specific context), and uni-modal classifiers as mutually incompatible observables, on
a shared complex-valued Hilbert space H spanned by distinct uni-modal sentiment bases. In QT,
the concept of incompatibility of observables, represented in the form of non-commuting operators,
implies that it is impossible to construct a joint probability distribution for the variables. We can
only assign probabilities to a sequence of measurements. That is, a quantum state is impossible
to be in a definite state with respect to three incompatible bases because the definite state for a
specific basis results in an indefinite state for the other bases. In this chapter, we take advantage
of incompatibility to influence the uni-modal decisions, when they are under high uncertainty, to
finally infer multimodal sentiment judgments. To resolve the incompatibility issue, we make use of
Positive-Operator Valued Measures (POVMs) to approximate the sentiment of uni-modal classifiers
simultaneously. In practice, we estimate the complex Hilbert Space and uni-modal observables from
training data, and then establish the final multimodal sentiment state of a test utterance from the
learned uni-modal observables. It is important to note that the model produces a generalization
form of classical probabilities, allowing for both compatible and incompatible sentiment decisions.
To our best knowledge, this is the first quantum cognitively inspired theoretical approach, with
practical implementation, that investigates and models the incompatibility of sentiment judgments
for video sentiment analysis.
Extensive evaluation on two widely used benchmarking datasets, namely CMU-MOSI[155] and
CMU-MOSEI[157], show that our model significantly outperforms not only various representative
decision-level fusion baselines, but also a range of SOTA content-level fusion approaches for video
sentiment analysis. We also show that the model is able to make correct sentiment judgments even
for the cases where all uni-modal classifiers give wrong predictions.
6.2 Background
In chapter 3, we introduced the fundamental concepts of QT, such as Hilbert Space, Quantum Su-
perposition, and Quantum Measurement that we have exploited to construct the proposed model.
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In contrast to previous quantum models introduced in chapters 4 and 5, the current quantum-
probabilistic model takes advantage of quantum incompatibility to fuse uni-modal sentiment judg-
ments. To that end, the next part introduces the concept of incompatibility.
6.2.1 Incompatibility
The concept of incompatibility is applicable in a Hilbert space only. Each basis state, defining an
event, has a projector Π to evaluate the event. In contrast to classical probability, the conjunction
of two events is not necessarily commutative [26]. Suppose ΠA and ΠB are two sequential measure-
ments for A and B events. In quantum cognition, the joint probability distribution of two events
equals the product of the two projectors ΠA and ΠB , corresponding to the basis state A ∩ B. If
ΠAΠB = ΠBΠA, then the two events are called compatible. However, if ΠAΠB 6= ΠBΠA, then
their product is not a projector, and the two events do not commute, that is, they are incompatible.
Incompatibility implies that the two measurements cannot be accessed jointly without disturbing
each other. Classical probability can not capture such disturbance, assuming that measurements
are always compatible and commute. However, the mathematical formalism of quantum probability
allows for both compatible and incompatible measurements [64, 133]. Thus, it is a generalization of
classical probability theory.
6.3 Model
The proposed model draws an analogy from quantum systems. For instance, consider an electron
and suppose we want to measure a particular property, called the spin. The spin is a magnetic
property. We could hence attribute a positive spin if the electron deflects towards the North pole
and negative if it deflects towards the opposite pole. However, the electron is a physical entity
described by other properties as well, such as momentum and energy. Likewise, we could attribute
positive and negative momentum and energy. Crucially, positive and negative values of a property,
e.g., spin, are not independent of the other properties, e.g., momentum and energy. The choice of
basis that is made in formulating a property is what leads to the expectation that QT might be
used in the description of contextual systems. To draw the analogy of the electron property states
in terms of human multimodal sentiment judgments, we considered the two-valued property data
to be equivalent to the positive/negative sentiment judgments. Moreover, the different properties
represented by bases are equivalent to making judgments along distinct modalities, i.e., linguistic,
visual, and acoustic. Just like the example of the electron, the final multimodal sentiment judgment
cannot be assumed to exist independently of the choice of a specific modality considered. In the
remaining part of the section, we elaborate on the procedural steps of the introduced model. The
task is an utterance-level sentiment analysis, as discussed in Chapter 2, Section 2.2.1.








Figure 6.1: The Sentimental Hilbert Space. An utterance is represented as a pure state |S〉 belonging
to the surface of a unit sphere (called the Bloch sphere). The two opposed unit vectors represent
positive and sentiment judgment, and the ellipses represent subspaces, i.e., events. The associated
uni-modal sentiment observables L̂, V̂ , Â as well as the tri-modal observable F̂ are mutually incom-
patible in that they have different eigenstates. The observables are not orthogonal since modalities
are not independent but highly correlated. Shadowed basis vectors imply projections of |S〉 on the
corresponding bases, i.e., probability of events.
6.3.1 Sentiment Hilbert Space
The model is defined on a Sentimental Hilbert Space Hsenti, which is a 2-dimensional vector space
spanned by the basis states {|+〉 , |−〉}. The basis states |+〉, |−〉 correspond to positive (if the human
annotation score ≥ 0) and negative (if the human annotation score < 0) sentiments, respectively. We
represent an utterance Uk as a pure state |SUk〉 (in short |S〉) on Hsenti. The uni-modal sentiment
classifiers (denoted as L, V,A) are formulated as mutually incompatible observables (see Figure 6.1).
The utterance can be represented under different sets of basis states, i.e., uni-modal (L, V,A) and
multimodal (F ) basis states in Figure 6.1. The observables are not orthogonal since modalities
are not independent, but highly correlated. For tasks beyond binary sentiment classification, i.e.,
emotion recognition, we follow a one-vs-all strategy for each emotion by recognizing one emotion
from all the others.
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6.3.2 Utterance Representation
An utterance is represented as a pure state |S〉 of positive and negative sentiments on Hsenti (see
Figure 6.1). On this 2-dimensional Hilbert space, it adopts a polar generic representation
|S〉 = cos θS
2
|+〉+ eiφS sin θS
2
|−〉 , (6.1)
where θS , φS ∈ [0, 2π] and and i is the imaginary number satisfying i2 = −1. According to the Born’s
rule [64], the probability of an utterance being positive and negative is P (+) = | 〈S|+〉 |2 = cos2 θS2




2 = 1. As to be shown in more detail in the next
Section, the relative phase φS plays a crucial role in capturing correlations between incompatible
observables and giving rise to results that are fundamentally different from the classical case.
6.3.3 Sentiment Decisions
We formulate uni-modal sentiment decisions as mutually incompatible observables onHsenti, namely
L̂, V̂ , and Â for linguistic, visual and acoustic modalities respectively (see Figure 6.1). For the binary
sentiment analysis task, each observable is associated with two eigenstates and two eigenvalues, with
common eigenvalues of 1 and −1 for positive and negative sentiments. In that case, incompatibility
falls under different sets of eigenstates {|M,+〉 , |M,−〉} defining a uni-modal basis, where modality
M ∈ {L, V,A}. Following Equation 6.1, we express the eigenstates as
|M,+〉 = cos θM
2
|+〉+ eiφM sin θM
2
|−〉 (6.2)
|M,−〉 = sin θM
2
|+〉 − eiφM cos θM
2
|−〉 (6.3)
with θM , φM ∈ [0, 2π]. The eigenstates form an orthonormal basis, with 〈M,+|M,+〉 = 〈M,−|M,−〉 =
1 and 〈M,+|M,−〉 = 〈M,−|M,+〉 = 0.
A general observable Ô can be decomposed to its eigenstates {|λi〉} of the orthonormal basis as
Ô = λi |λi〉 〈λi|, where eigenvalues {λi} are possible values that a state can take for the corresponding
events after measurement. Thus, the uni-modal observables are defined as follows:
L̂ = (+1) |L,+〉 〈L,+|+ (−1) |L,−〉 〈L,−| (6.4)
V̂ = (+1) |V,+〉 〈V,+|+ (−1) |V,−〉 〈V,−| (6.5)
Â = (+1) |A,+〉 〈A,+|+ (−1) |A,−〉 〈A,−| (6.6)
Similarly, the observable for the final sentiment decision F̂ is
F̂ = (+1) |+〉 〈+|+ (−1) |−〉 〈−| (6.7)



























Figure 6.2: Model pipeline. It consists of three steps: a) step 1: Observable estimation, b) step 2:
Utterance state estimation, and c) step 3: Multimodal sentiment measurement.
which spans the Hsenti and is incompatible with all uni-modal observables.
Following the projective geometric structure, the result probability of a measurement on an
eigenstate equals the projection of the state onto it, that is, the squared inner product of the
vectors, e.g., | 〈S|M,+〉 |2 for uni-modal positive sentiment and | 〈S|+〉 |2 for final (multimodal)
positive sentiment. The measurement probabilities under L̂ stand for the utterance’s sentiment
under linguistic modality, as so forth for the other modalities. Finally, its multimodal sentiment is
determined by the observable F̂ . As illustrated in Figure 6.1, the sentiment judgment is positive in
terms of uni-modal observables (projections are visualized as shadows in Figure 6.1), yet is negative
in terms of the multimodal observable due to incompatibility.
6.4 Methodology
This section presents a methodology that operationalizes the proposed model. Traditionally, in
the physical sciences, the study of mathematical problems involves modelling methods leveraging a
combination of approximation techniques. In this work, we exploit statistical information from the
data to learn the sentimental Hilbert Space described in the previous section, so as to leverage the
incompatible observables to determine the sentiment of an utterance. Overall, as shown in Figure
6.2, the pipeline consists of three steps: (1) we first estimate the generic uni-modal observables M̂
from the training data; (2) then we construct the sentiment state for each test utterance |ST 〉 from
the learned uni-modal observables and uni-modal sentiment prediction results; (3) finally, we judge
the sentiment from the multimodal observable F̂ . In the remaining part of the section, we elaborate
the methodology for each step.
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6.4.1 Observable Estimation
The uni-modal observables are constructed from the overall statistics of the training data. These
values are mapped to their quantum expressions to estimate the parameters of the uni-modal ob-
servables. In particular, the uni-modal observables and pure state should submit to the following
properties: I) the pure state should conform to the statistics of the dataset, II) the uni-modal senti-
ment measurement results should be consistent with the ratio of positive and negative samples in the
training subsets, and III) quantum correlations between observables should be aligned to classical
correlations of the per-sample prediction results, derived from the training data.
To facilitate the construction of uni-modal observables, we introduce a pure state as follows:
|G〉 = cos θG
2
|+〉+ eiφG sin θG
2
|−〉 , (6.8)
which describes the extent to which the dataset is unbalanced for positive and negative labels. By
Born’s rule [64], the probability of positive judgment is:
P (+) = | 〈+|G〉 |2 ≈ #pos
N
, (6.9)
where #pos is the number of true positive utterances in the training set and N the size of the







since the quantum probability equals the squared amplitude of a state (see chapter 3).
According to the second property, the probability of a positive sentiment judgment for each
modality is given by




where #Lpos, #Vpos and #Apos equals the number of true positive utterances for each modality in
the training set. Combining Equation 6.2, Equation 6.8 and Equation 6.11, the probability of the




















Finally, we looked into the correlations between pairs of uni-modal observables, where the relative
phases play an important role. From a quantum statistics point of view, the correlation of observables
for two modalities M1,M2 is given by (| 〈M1,+|M2,+〉 |2 + | 〈M1,−|M2,−〉 |2− | 〈M1,+|M2,−〉 |2−
| 〈M1,−|M2,+〉 |2). A more detailed explanation about the derivation is included in Appendix C.
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where M1 6= M2 ∈ {L, V,A} and corr(M1,M2) is a classical correlation of the per-sample prediction
results based on modalities M1 and M2, which is computed from the training data. When M1 and
M2 give exactly same predictions, the correlation corr(M1,M2) = 1. Therefore, | 〈M1,+|M2,+〉 | =
| 〈M1,−|M2,−〉 |2 = 1 and | 〈M1,+|M2,−〉 |2 = | 〈M1,−|M2,+〉 |2 = 0, so the value 1 is also produced
from the quantum side. Similarly, a value of -1 is obtained for both sides when the two modalities
give totally opposite predictions, indicating the maximum negative correlation. Hence, Equation 6.13
gives three equations for distinct pairs of modalities. For example, for linguistic-visual correlation,
Equation 6.13 results in
cos θL cos θV + sin θL sin θV cos(φL − φV ) ≈ corr(L, V ), (6.14)
as so forth for the {L,A}, {A, V } modality pairs respectively, that is,
cos θL cos θA + sin θL sin θA cos(φL − φA) ≈ corr(L,A)
cos θA cos θV + sin θA sin θV cos(φA − φV ) ≈ corr(A, V )
(6.15)
To wrap up, taking into account the number of positive sentiments in the training set and corre-
lations across different pairs of modalities, we get seven equations from Equation 6.10, Equation 6.12
and Equation 6.13, and eight unknown variables {θG, θL, θV , θA, φG, φL, φV , φA}. As all equations
rely only on the differences between the relative phases rather than their absolute values, we can
safely set φG = 0 without loss of information. Hence a unique solution of {θG, θL, θV , θA, φL, φV , φA}
can be produced, and accordingly determining the uni-modal observables L̂, V̂ , and Â.
6.4.2 Utterance State Estimation
After having uni-modal observables calculated as described above, we need to estimate the state for
each test utterance. For a specific test utterance denoted as
|ST 〉 = cos
θT
2
|+〉+ eiφT sin θT
2
|−〉 , (6.16)
the uni-modal predictions can be exploited to estimate the values of θT , φT . However, since the
observables L̂, V̂ , and Â are mutually incompatible, the measurements results cannot be accessed
simultaneously. To that end, we propose utilize POVMs to get the results of all incompatible
measurements simultaneously [130]. In particular, we construct sample-specific POVMs for each uni-
modal measurement, applying unsharp (weak) projections [24] without disturbing the observables.
CHAPTER 6. QUANTUM-INSPIRED DECISION-LEVEL MULTIMODAL FUSION 115
That is, the measurement of each utterance state with respect to a specific-modality basis is modelled
as POVM. The POVM on a specific-modality basis does not disturb the measurements on the other




I + (1− ηT ) |M,±〉 〈M,±| , (6.17)
where ηT ∈ [0, 1] is specific to sample T , since each utterance interacts with the apparatus in a
different manner. We apply uni-modal POVMs on the test utterance to measure the sentiment of
utterance in terms of each modality, that is,
〈ST |EM+ |ST 〉 ≈ PT,M (+), (6.18)
where PT,M (+) are uni-modal probabilities for the positive sentiment judgment. Equation 6.18 gives
a system with three equations, each equation for a distinct modality, and three unknown variables
{θT , φT , ηT }. Solving the system allows us to construct the state |ST 〉.
6.4.3 Multimodal Sentiment Measurement
The sentiment of a test utterance |ST 〉 is measured by Equation 6.7. The results are PT (+) = cos2 θT2
and PT (−) = sin2 θT2 . The sentiment of ST is hence positive if cos
2 θT
2 > 0.5 and negative otherwise.
6.5 Experiments
6.5.1 Datasets
We evaluate the proposed model on two affective analysis tasks. For video sentiment analysis,
we have performed experiments on two benchmarking datasets, namely, CMU Multimodal Opinion-
level Sentiment Intensity (CMU-MOSI) [155] and CMU Multimodal Opinion Sentiment and Emotion
Intensity (CMU-MOSEI) [157]. We have left the details about the dataset and feature extraction
in section 4.4.1. For video emotion recognition, we conducted experiments on IEMOCAP [27]. We
have left more details about IEMOCAP and feature extraction in section 2.2.2.
For evaluation metrics, we have chosen the most stabilized metrics from the full set given in
Section 2.2.3. For example, the experiments in Chapter 2 showed that Acc7 and Corr metrics are
not stabilized enough as compared to Acc2 and F1 metrics. Additionally, in contrast to Acc7, the
Acc2 facilitates the training process, since for evaluating Acc7, we need to train the model for each of
the 7 classes, following a one-vs-all strategy. In particular, we have adopted the binary accuracy (i.e.,
Acc2 : positive sentiment if the human annotation score ≥ 0, and negative sentiment if the human
annotation score < 0), and F1 score for CMU-MOSI and CMU-MOSEI tasks. For IEMOCAP, we
have followed a one-vs-all strategy. Thus, we have again exploited the binary accuracy and F1 score
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as evaluation metrics for IEMOCAP task.
6.5.2 Baselines
We compared with robust approaches on both decision-level and content-level modality fusion ap-
proaches.
Decision-level:
We first trained neural uni-modal classifiers. In particular, we used Bi-GRU layers [33] with forward
and backward state concatenation, followed by fully connected layers. The outputs gave linguistic,
visual, and acoustic embeddings {L, V,A} ∈ Rd, where d was the number of neurons in dense layers.
Then, self-attentions were computed for each uni-modal dense representation, by calculating the
scaled dot-product [135]. Finally, each attentive uni-modal representation was fed into two fully
connected layers, followed by a softmax layer to obtain sentiment judgments. We leave the final
settings in Appendix C.1. The uni-modal results are then fed into the multimodal meta-fusion
approaches. We compared with a range of baseline fusion approaches:
• Voting was used to aggregate the outputs of the uni-modal classifiers. In particular, we applied
a) Hard Voting, via majority voting, b) Weighted Majority Voting, by assigning weights to each
uni-modal classifier and taking their average, and c) Soft Voting, by averaging the predicted
probabilities, to infer multi-modal sentiment judgments.
• Single models exploited supervised machine learning algorithms as meta fusion approaches of
the uni-modal classifiers. For both tasks, we chose the most effective models, namely, a) Logistic
Regression, b) Support Vector Machine (SVM), and c) Gaussian Naive Bayes (GaussianNB),
from a pool of supervised learning algorithms.
• Ensemble methods combined learning algorithms, selecting the optimum combination from
a pool of models. We explored stacking, backing, and boosting strategies [111]; a) for stacking,
single models were stacked together and the hard voted method computed predictions, b) for
bagging, a number of estimators were aggregated by majority voting, and c) for boosting, we
applied AdaBoost classifier [42].
• A Deep Fusion approach combined the confidence scores of uni-modal classifiers along with
the complementary scores as inputs to a deep neural network, followed by a sigmoid layer,
which made the final prediction [101].
Content-level:
We also compared the model with a range of SOTA content-level fusion approaches.
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• For SOTA, we replicated a) MulT [126], consisting of pairwise crossmodal transformers,
the outputs of which are concatenated to build the multimodal embedding utterance, b)
RAVEN [143], an RNN based framework with an attention gating mechanism to model cross-
modal interactions, and c) TFN [151], a tensor-based neural network that a multi-dimensional
tensor captures uni-modal, bi-modal, and tri-modal interactions across distinct modalities.
• QMF [73] is the model introduced in chapter 4.
6.5.3 Experiment Settings
We conducted the experiments on the same uni-modal classifiers trained for the decision-level baseline
approaches. We estimated the uni-modal observables from training plus validation sets, and then we
used the learnt observables for predicting the utterance sentiment on the test set. We used Pearson
correlation for modelling classical correlations. In case the equation systems did not have solutions,
the MATLAB fsolve function was used to generate a numerical solution. In particular, we randomly
initialized the parameters {θG, θL, θV , θA, φL, φV , φA} ∈ [0, 2π] for uni-modal observable estimation,
and {θT , φT } ∈ [0, 2π], ηT ∈ [0, 1] for utterance state estimation. The random initialization was
repeated for 200 times to obtain the optimum solutions by calculating the minimum sum of squared
loss.
6.5.4 Comparative Analysis of Results
For both video sentiment analysis tasks, we present the comparison results between the proposed
model and various decision-level fusion strategies in Table 6.1. For CMU-MOSEI, all approaches
attained an improved performance as compared to the performance of CMU-MOSI task. We sus-
pect this is because CMU-MOSEI is a much larger dataset. Overall, Weighted Voting was the
best-performing approach among the voting-based aggregations, Logistic Regression among the su-
pervised learning algorithms, and Stacking among the ensemble learning methods. For both tasks,
Stacking and Bagging were the most effective baseline decision-level fusion strategies. For CMU-
MOSI, the proposed model attained an increased accuracy of 84.6% as compared to 78.4% of Stack-
ing. That is, a significant improvement of 6.2% (p − value < 0.05). For CMU-MOSEI, the model
reached an increased accuracy of 84.9% as compared to 82.2% of Stacking, i.e., a significant im-
provement of 2.7% (p − value < 0.05). We noticed the F1 measure results are pretty different
from the binary accuracy in terms of performance. In particular, F1 performance is much lower in
comparison with Acc2 performance. We attribute this result to the imbalanced classes in datasets.
In particular, further analysis showed that accuracy was very close to precision and quite dissimilar
to recall. This means that precision was dominating the overall accuracy. Note that the F1 score is
the harmonic mean of precision and recall, so it is a class-balanced accuracy measure.
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CMU-MOSI CMU-MOSEI
Approach Acc2 F1 Acc2 F1
Hard Voting 67.5 65.4 71.5 83.3
Weighted Voting 74.6 71.6 81.3 87.8
Soft Voting 75.2 71.9 77.5 86.2
SVM 77.4 72.9 81.7 87.9
Logistic Regression 78.0 73.8 81.9 88.0
GaussianNB 76.7 71.6 80.9 86.8
Stacking 78.4 75.1 82.2 88.1
Bagging 78.1 73.6 82.0 88.0
Boosting 77.7 74.0 81.7 87.7
Deep Fusion 77.8 77.7 81.9 81.3
Proposed Model 84.6 (↑ 6.2) 84.5 (↑6.8 ) 84.9 (↑ 2.7) 91.1 (↑3.0)
Table 6.1: Effectiveness of decision-level fusion approaches on CMU-MOSI and CMU-MOSEI. Best
results are highlighted in boldface. Numbers in parentheses indicate relative percentage improvement
over the next best model.
Table 6.2 presents the comparison results between the introduced model and various content-
level fusion approaches. For CMU-MOSI, TFN [151] was the most effective among the baseline
content-level fusion approaches. The proposed model attained an improvement in accuracy by 3.4%
(see Table 6.2). For CMU-MOSEI, RAVEN [143] attained the highest accuracy among the baselines.
The proposed model yielded an increased accuracy of 84.9% as compared to 80.2% of RAVEN, i.e.,
4.7% improvement.
Overall, the decision-level feature strategies achieved better performance than the content-level
neural approaches on CMU-MOSEI. This implies that discriminative learning approaches can benefit
from large datasets, whereas neural approaches lead to overfitting. We also observed that the
proposed model achieved a similar performance both on CMU-MOSI and CMU-MOSEI, even though
CMU-MOSI is a relatively balanced dataset. That is, our model can effectively cope with both
skewed and balanced datasets.
CMU-MOSI CMU-MOSEI
Approach Acc2 F1 Acc2 F1
MulT [126] 80.2 79.5 80.0 79.8
RAVEN [143] 78.6 78.6 80.2 79.9
TFN [151] 81.2 80.8 77.8 77.8
QMF [73] 80.7 79.7 79.7 79.6
Proposed Model 84.6 (↑ 3.4) 84.5 (↑3.7 ) 84.9 (↑ 4.7) 91.1 (↑11.2)
Table 6.2: Effectiveness of content-level fusion approaches on CMU-MOSI and CMU-MOSEI. Best
results are highlighted in boldface. Numbers in parentheses indicate relative percentage improvement
over the next best model.
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Table 6.3 shows the effectiveness of the existing decision-level fusion approaches on IEMOCAP
task. Among the baseline decision-level fusion strategies, Stacking turned out to be the most effective
for all emotion categories, except for the neutral category where Deep Fusion (see Talbe 6.3) approach
achieved better performance. Overall, our proposed approach outperformed all the baseline fusion
strategies. In particular, the proposed model achieved an increased accuracy of 92.9% as compared
to 88.6% of Stacking for the happy class (i.e., 4.3% significant improvement), 89.6% as compared
to 85.2% of Stacking for the sad class (i.e., 4.4% significant improvement), 90.3% as compared to
87.3% of Stacking for the angry class (i.e., 3.0% significant improvement), and 75.1% as compared
to 70.9% of Deep Fusion for the neutral class (i.e., 4.2% significant improvement). Furthermore, the
effectiveness of content-level fusion approaches on IEMOCAP is illustrated in Table 6.4. Again, our
proposed method achieved a significant improvement of 2.8%, 3.4%, 2.5%, and 3.0% for the happy,
sad, angry, and neutral classes, respectively, as compared to the next best models.
Happy Sad Angry Neutral
Approach Acc2 F1 Acc2 F1 Acc2 F1 Acc2 F1
Hard Voting 82.8 80.6 76.6 74.4 82.4 81.1 64.8 62.3
Weighted Voting 85.7 83.1 79.4 77.2 85.6 82.4 67.5 64.9
Soft Voting 83.9 81.4 77.7 75.1 83.5 81.7 65.8 63.2
SVM 86.5 83.8 80.8 78.9 85.9 82.6 68.4 65.2
Logistic Regression 87.2 84.3 81.5 80.1 86.7 83.5 69.1 65.9
GaussianNB 86.1 83.5 80.2 79.3 85.3 82.2 67.8 65.0
Stacking 88.6 86.4 85.2 84.1 87.3 84.5 70.6 67.3
Bagging 88.2 86.1 84.8 83.2 86.6 83.4 70.1 66.9
Boosting 87.7 85.5 84.1 82.6 85.9 82.5 69.6 66.4
Deep Fusion 86.8 84.2 81.3 80.0 86.2 83.1 70.9 67.8
Proposed Model 92.9 (↑ 4.3) 92.7 (↑ 6.3) 89.6 (↑4.4 ) 89.5 (↑ 5.4) 90.3 (↑ 3.0) 90.1 (↑ 5.6) 75.1 (↑4.2) 75.0 (↑ 7.2)
Table 6.3: Effectiveness of decision-level fusion approaches on IEMOCAP. Best results are high-
lighted in boldface. Numbers in parentheses indicate relative percentage improvement over the next
best model.
Happy Sad Angry Neutral
Approach Acc2 F1 Acc2 F1 Acc2 F1 Acc2 F1
MulT [126] 90.1 88.2 86.2 85.6 87.3 87.0 72.1 70.3
RAVEN [143] 88.4 86.8 84.6 83.0 87.3 86.8 69.8 69.4
TFN [151] 87.5 85.6 83.7 82.8 87.8 87.0 70.3 69.6
Proposed Model 92.9 (↑ 2.8) 92.7 (↑ 4.5) 89.6 (↑3.4 ) 89.5 (↑ 3.9) 90.3 (↑ 2.5) 90.1 (↑ 3.1) 75.1 (↑3.0) 75.0 (↑ 4.7)
Table 6.4: Effectiveness of content-level fusion approaches on IEMOCAP. Best results are highlighted
in boldface. Numbers in parentheses indicate relative percentage improvement over the next best
model.
6.5.5 Ablation Tests
Table 6.5 shows the results of our ablation study. The first three rows list the performance of uni-
modal classifiers when no crossmodal interactions were modelled. The linguistic modality was the
most predictive due to the use of word embedding trained on large corpora. For CMU-MOSEI, the
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linguistic classifier outperformed all the content-level and voting-based fusion approaches, illustrating
the robustness of uni-modal classifiers.
CMU-MOSI CMU-MOSEI
Approach Acc2 F1 Acc2 F1
Linguistic Only 77.1 72.3 81.5 87.8
Visual Only 54.7 48.4 71.1 83.0
Acoustic Only 56.1 60.0 71.2 83.1
Proposed Model 84.6 (↑ 7.5) 84.5 (↑12.2 ) 84.9 (↑ 3.4) 91.1 (↑3.3)
Table 6.5: Comparison with uni-modal sentiment analysis classifiers.
As a second set of ablation experiments, we tested the proposed model when only bimodal
dynamics were present. We present the result in Table 6.6, which shows the linguistic and acoustic
dynamics were the most informative. However, trimodal dynamics outperformed all possible bimodal
combinations, yielding an improvement of accuracy by 5.0% for CMU-MOSI, and 2.2% for CMU-
MOSEI.
CMU-MOSI CMU-MOSEI
Approach Acc2 F1 Acc2 F1
Model{Linguistic,V isual} 78.2 74.3 82.1 88.4
Model{Linguistic,Acoustic} 79.6 75.1 82.7 89.2
Model{V isual,Acoustic} 55.1 55.2 70.8 82.7
Proposed Model 84.6 (↑ 5.0) 84.5 (↑9.4 ) 84.9 (↑ 2.2) 91.1 (↑1.9)
Table 6.6: Comparison of the model with its variants.
6.5.6 Effect of Incompatibility
We conducted a further analysis to investigate the effectiveness of incompatibility. We first identified
all the cases that were correctly predicted by one out of the eleven decision-level fusion approaches.
In total, there were 33 such cases on CMU-MOSI and 1547 ones on CMU-MOSEI test sets. The
proposed model gave correct predictions for 31 cases out of 33 on CMU-MOSI and all the 1547 cases
on CMU-MOSEI. Furthermore, we analyzed the cases that all uni-modal classifiers gave wrong
sentiment judgments, but the proposed model successfully fused them giving correct predictions.
There were 39 such utterances out of 686 on the CMU-MOSI and 633 utterances out of 4643 on the
CMU-MOSEI subsets.
6.5.7 Case Study
We illustrate the visual-acoustic content of an incompatible case of the utterance “I mean even if
you don’t have kinds” in Figure 6.3. The linguistic state by itself is in an indefinite state, which
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results in a superposition of sentiment judgments. Similarly, the visual-acoustic content is under
uncertainty since the content is neutral. Indeed, all uni-modal classifiers predicted a negative sen-
timent judgment, inferring a probability less than 0.5, yet very close to the decision boundary of
0.5. This superposition of uni-modal beliefs, i.e., positive and negative sentiment at the same time
until they are judged under a specific context, results in the occurrence of incompatibility. Under
the high levels of uncertainty, incompatibility influences the uni-modal judgments and successfully
predicts a positive multimodal sentiment judgment. This phenomenon is the core of the model and
the reason it achieves such high performance.
Figure 6.3: Visual-acoustic content of an incompatible case.
6.6 Conclusions
We have proposed an effective fusion strategy inspired by quantum cognition. Specifically, we
formulated utterances as states and uni-modal decisions as mutually incompatible observables in a
complex-valued sentimental Hilbert space. The incompatibility captures cognitive biases that are
otherwise not possible with classical probability. The proposed model has been shown to be able
to handle all combination patterns including the cases where all uni-modal classifiers gave wrong
sentiment judgments. Therefore, the proposed approach achieved an improved performance over




The main aim of the research reported in this thesis was to find out how the mathematical framework
of Quantum Theory could be applied into workable computational models to accommodate rational
and irrational cognitive biases, underlying the multimodal decision perspectives, and to yield a
practical significance for analyzing human language. This has been broken down into four sub-
research questions.
The first research question (RQ 1) is concerned about current SOTA fusion approaches and
how specific components in those approaches facilitated solving the problem. We answered it in
Chapter 2 by conducting a large-scale and comprehensive empirical comparison of SOTA modality
fusion approaches for analyzing human language. The experiments showed that all neural models
could not cope with skewed datasets. Additionally, the existing modality fusion approaches were
data-hungry since the performance was lower for small-scale datasets as compared to large-scale
datasets. Moreover, a more detailed analysis showed that SOTA models could not accommodate
ambiguous cases. For instance, when an utterance itself was vague, and there was no specific context
to bias its emotional state, neural models failed to make correct predictions. Finally, among the
distinct modality fusion approaches, those that applied bi-modal attention mechanisms to model
interactions across many modalities were the most effective. We expect that the findings did not
only provide helpful insights for this dissertation to make steps forward but also they will provide
guidance to other researchers to the development of more effective modality fusion models.
The next research question (RQ 2) focused on how we could effectively exploit the mathemat-
ical formalism of quantum mechanics outside physics to fuse inputs of multimodal features. We
answered this question in Chapter 4. The work contributed to the field of quantum-inspired mul-
timodal analysis in both theory and implementation. An end-to-end quantum-inspired framework
for tackling a multimodal task was constructed, and a multimodal fusion was conducted down at
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the word level. Furthermore, that model was the first to introduce complex values to implement the
quantum process into the multimodal context on the implementation level. In addition to obtain-
ing comparable performance to SOTA models, we also contributed an interpretation approach to
facilitate understanding of multimodal interactions from both quantum and classical perspectives.
In particular, the quantum view brought a unique superiority in understanding the contributions of
single modalities and bi-modals (i.e., any of two modalities) to the predicted sentiment judgment,
without the need for extra tuning.
Although our results were encouraging, the model in Chapter 4 was subject to multiple limita-
tions. In particular, the interactions across distinct modalities were largely absent from the feature
level. Moreover, the multimodal representation was a separable state rather an entangled represen-
tation with respect to the three uni-modal modalities. This means that the strategy did not fully
exploit the expressive power of quantum probabilities to fuse inputs of multimodal features. That
brought to the third research question (RQ 3): How could we encode cross-modal information in
the form of non-classical correlations and how such correlations could benefit multimodal decision
making? We answered that question in Chapter 5. The work contributed to the fields of quantum-
inspired multimodal representation learning and affecting computing. In terms of quantum-inspired
representation learning, we deployed an end-to-end quantum probabilistic neural model to address
the non-separability of cross-modal interactions. To our best knowledge, no existing models in the
current literature have taken into account. In addition to obtaining improved performance, we
proposed a flexible neural architecture, which considered both context modelling, in the form of
preceding utterances, and multimodal fusion, in the form of modality interactions, into a unified
framework. Moreover, the model architecture supported multiparty conversations without requiring
artificial expansion. We also contributed an interpretation approach by quantifying the degree of
non-separability between modalities, unearthing useful and explainable knowledge about the way
distinct modalities interacted with each other.
Although the work in Chapter 5 addressed various limitations in quantum-inspired multimodal
representation learning field, it remained an open research question (RQ 4): how the quantum
cognition could be precisely exploited to represent explicitly users’ cognitive states, underlying their
multimodal decision perspectives, and how we could learn such representations from multimodal
data. We answered this question in Chapter 6 by proposing the very first quantum cognitively
inspired theoretical approach, with practical implementations, that investigated and modelled the
incompatibility of multimodal sentiment judgments for video sentiment analysis. We also introduced
a novel methodology to construct the complex-valued Hilbert space representation, exploited to
facilitate a decision fusion approach. In addition to obtaining improved performance, we contributed
an explainable approach for decisions made, via the concept of incompatibility.
One limitation of the thesis concerns the visualization of abstract sentiment and emotion con-
cepts, i.e., quantum measurements. Currently, the most effective way to visualize embeddings by
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projecting high dimensional representations onto a 2-dimension space is the t-SNE (t-Distributed
Stochastic Neighbouring Entities). However, the quantum-view of embeddings, i.e., complex-valued
embeddings, and the learning process of the complex-valued neural network enable impractical such
a visualization. In particular, we have trained the model by feeding the real and imaginary parts
of the complex-valued layers as different input parts and simulated complex operations using real
values. This means that each abstract concept conveys two representation parts. One might consider
visualizing the real and imaginary part of the abstract sentiment concepts independently. However,
we consider that such an approach (i.e., visualizing the real and imaginary parts separately) will
result in clusters of abstract concepts, which do not reflect how our complex-valued neural model
encodes sentiment and emotion information.
7.2 A Broader Discussion
Artificial neural networks have proven to be very efficient at detecting patterns in large sets of data,
and they can do it in a scalable way. The experiments in Chapter 2 showed that increasing the size
of neural networks and training them on larger sets of annotated data will, in most cases, improve
their accuracy. This characteristic has created a sort of “bigger is better” mentality, pushing some
AI researchers to seek improvements and breakthroughs by creating larger and larger AI models and
datasets. Indeed, AI models now perform tasks like image classification, object detection and facial
recognition with accuracy that often exceeds that of humans thanks to deep neural architectures
and the existence of large datasets. However, current AI systems suffer from flaws that will not
be fixed by making them bigger. For instance, an AI system trained to infer binary sentiment
analysis of video utterances will not be able to do anything else, not even identify emotions that is
a slightly different task. Moreover, neural network models are vulnerable to adversarial examples,
perturbations in data that cause the AI systems to act in erratic ways. Finally, beyond the challenges
of generalizability in AI models, most of them cannot overcome the “black-box problem”, enabling
them of limited utility in real-life applications.
In the past couple of years, there have been many discussions regarding the limits and challenges
of deep learning, and there are various efforts into solving individual problems such as creating AI
systems that are explainable, less data-hungry, and generalize well overcoming data biases. Some of
the initiatives in the field involve the use of elements of symbolic artificial intelligence, the rule-based
approach that dominated the field of AI before the rise of deep learning. However, this leads to a set
of rules growing largely with the size of the data, which is impractical for real-world applications. On
the contrary, there might need to go back to classical AI to deal with things like high-level cognition
by injecting concepts from cognitive science into existing computational workable frameworks. For
instance, Lin and He have proposed a probabilistic unsupervised model, which detects sentiment and
topic of utterances, simultaneously [81]. Such approaches might be more similar to the way human
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working memory processes information as compared to the SOTA supervised learning strategies.
Currently, representation learning approaches are constructed in a way which is quite far from how
humans understand and reason about cognitive states. Addressing such a research challenge could
be beneficial for a great variety of representation learning tasks. First, the exploitation of a cognitive
framework in the deployment of an AI model could emulate cognitive biases while taking decisions.
Besides, it could draw attention to the various adversarial perturbations, which would lead to wrong
predictions or decisions. Moreover, cognition could provide a spectrum of methodological tools to
explain the decisions made. More importantly, it could give an insight into the causality established
by the learning model as well as the reasoning of the model.
Causality is one element of higher-level cognition, which is a big debate these days. It is related
to systematic generalization, which is the ability humans have to generalize the concepts they know,
so they can be combined in new ways that are unlike anything else they have seen. That is a major
concern of people working in deep learning and is very important for the next steps of progress
of machine learning. In classical AI, researchers tried to obtain causality with logic and symbols.
However, there are people like us who think that they shall inject functionalities into existing tools
which have been built in the last few years. Such functionalities should be similar to the way humans
perform reasoning, which is actually quite different from the way a purely logical system does it.
So far, deep learning has comprised learning from static datasets, which makes AI really good as
tasks are related to correlations and associations. However, neural networks do not interpret cause
and effect or why these associations and correlations exist. This, in turn, limits AI from being able
to generalize their learning and transfer their skills to another related environment. In Chapter 5,
we have leveraged the concept of non-separability, i.e., entanglement, not only to fuse multimodal
information effectively but also to understand interactions across different modalities. Specifically,
the bipartite Von Neumann entanglement entropy gave insights into the causality established by the
learning model as well as the reasoning of the model. For instance, the decision of an ambiguous
modality, e.g., visual, could be attributed due to entanglement with the informative modality, i.e.,
linguistic. Moreover, the effective degree of freedom contributing to the entanglement of bi-modals,
via the calculation of Schmidt numbers, assisted in understanding the way that bi-modals interacted
with each other and dealt with biases of training sub-datasets. Explicitly, the post-hoc analysis
showed that the average Schmidt score of bi-modals was higher when a dataset was small, with many
ambiguous cases. Contrary to machine learning approaches which discover correlations among data,
the model in Chapter 5 exploits the notion of quantum entanglement, being a kind of non-classical
and non-separable correlation, which provides a new mathematical formalism to unveil cause-effect
relationships from correlations [160]. Crucially, quantum probabilities, as a more general and flexible
probability theory, do not require the need to know apriori, whilst machine learning approaches
require a wide frame of prior knowledge to prove that observed effects are casual.
Another crucial challenge in AI is how we can create functions similar to human reasoning.
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Attention mechanisms were a potential strategy to address the above research question. In particular,
attention mechanisms allow us to learn how to focus our computation on particular elements. For
humans, attention is also an important part of conscious processing. For example, when someone
is conscious of something, she/he focuses on a certain thought, and then she/he might move on to
another thought. This is very different from standard neural networks, which are instead parallel
processing on a large scale. Having said that, we have been experiencing big breakthroughs on
computer vision, translation, and memory thanks to attention mechanisms.
Although the ability of neural networks to parallel-process on a large scale has given us signif-
icant breakthroughs, research is now shifting to developing novel deep architectures and training
frameworks for addressing tasks like reasoning, planning, capturing causality, and obtaining system-
atic generalization. In particular, there is a need for investigating computational cognitive models
that involve the human in the loop and thereby, become human-centric. A good starting point
towards this research direction is the work of Piwek et al. [108], who proposed a cognitive model to
investigate the impact of distal and proximal demonstratives in language comprehension. However,
the analysis revealed that the relation between proximals/distals and importance was refuted. A
post-hoc analysis showed that importance might be linked with the use of a pointing act rather than
the choice of demonstrative.
On the other side, clearly, the application of QT beyond its standard domain could be controver-
sial, but it can identify some intriguing and fresh directions for computational modelling. Crucially,
QT provides a robust mathematical framework beyond its physical theory, in which various theories
can be developed. We argue that the quantum formalism of quantum mechanics and quantum cog-
nition are a different style of brain-inspired computations and a robust tool to get started towards
the new research trends. To this end, in Chapter 6, we have introduced a quantum cognitively
motivated framework to model the fusion of decisions from multimodal decision perspectives via the
concept of incompatibility. The modelling of uni-modal decisions as mutually incompatible is able
to capture not only rational and optimal decisions, but also sub-optimal, irrational, and paradox-
ical decisions. Practically, this means that the concept of incompatibility, accommodated only by
quantum probabilities, allows effective handling of all combination patterns, including those extreme
cases that are wrongly predicted by all uni-modal classifiers.
Another step that will help AI systems to behave more consistently is how they decompose
data and find the important bits. Attention mechanisms, which enable neural networks to focus on
relevant bits of information, and transfer learning, mapping the parameters of one neural network to
another, represent a great progress towards this direction. Nevertheless, a better compositionality
can lead to deep learning systems that can extract and manipulate high-level features in their problem
domains and dynamically adapt them to new environments without the need for extra tuning and
lots of data. In line with this, in Chapter 4, we have proposed a quantum-inspired multimodal fusion
model for video sentiment analysis. The quantum view of the multimodal representation learning
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has brought a unique superiority in understanding the contributions of uni-modal and bi-modal
dynamics to the predicted final sentiment judgment, via the concept of the reduced matrix, without
requiring to retrain the neural model.
It is customary to think that by focusing solely on performance, the models will be increasingly
opaque. This is true in the sense that there is a trade-off between performance and model trans-
parency. However, the experiments in Chapters 4, 5, and 6 showed the benefits of exploiting the
mathematical formalism of quantum mechanics to fuse different modalities. In particular, the exper-
iments showed the effectiveness of quantum probabilistic models achieving comparable or superior
performance as compared to various SOTA fusion strategies. Additionally, they do unearth not only
useful and explainable knowledge about the way distinct modalities interact with each other but
also demonstrate high-level model transparency due to their theoretical root on the well-established
quantum physics meaning.
7.3 Future Directions
In this dissertation, our motivation to use the mathematical formalism of quantum mechanics was
to overcome deficiencies of explainability and cognitive biases in the existing fusion approaches.
However, there is the need of other critical modelling aspects that should be taken into account
when deploying AI-based systems in practice. That includes not only algorithmic proposals but
also new procedures devoted to ensuring responsibility in the application and usage of AI models,
including tools for accountability and data governance, methods to assess and explain the impact of
decisions made by AI models, or techniques to detect, counteract or mitigate the effect of bias on
the model’s output. It is only by carefully accounting for all these aspects when humans, through
all processes and systems endowed with AI-based functionalities (e.g. Robotics, Machine Learning,
Optimization and Reasoning), will fully trust and welcome the arrival of this technology. Under this
scope, quantum cognition could constitute a robust mathematical tool to developing methods for
describing risks in AI applications in the future.
One major concern among the risks in AI applications is the privacy and model confidentiality
in data fusion contexts. Computational representation learning models shall have complex repre-
sentations of their learnt patterns. Not being able to understand what has been captured by the
model and stored in its internal representation may entail a privacy breach. Contrarily, the ability to
explain the inner relations of a trained model by non-authorized third parties may also compromise
the differential privacy of the data origin. QT and quantum cognition could yield a spectrum of
methodological approaches and mathematical tools establishing a solid research ground towards this
direction. Indeed, QT has been harnessed for use in a variety of real-world applications, such as cryp-
tography. Currently, quantum cryptography is considered the most secure due to the unbreakable
quantum key distribution. In this dissertation, we have leveraged the notion of entanglement and
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incompatibility to unveil cause-effect relationships among distinct modalities. However, the same
quantum properties and the bizarre behaviour of QT are worth being investigated for addressing
safety and security issues over fusion processes.
Another concern is that AI models should be able to generalize efficiently and to a large scale,
and handle the uncertainties of the world. Currently, AI models have to be trained anew when a
slight change is brought to their environment. AI models need to generalize to different distributions
in data and do continual learning. For instance, if someone has learnt driving in Greece, she/he does
not need to learn driving all over again when she/he moves to the UK. She/he just have to adapt
herself/himself to the new environment. Similarly, AI models should be able to handle environment
changes around them. This is a long term goal and there is no solution yet. To this end, the properties
of open quantum systems could be a possible direction to explore. In particular, an open quantum
system is a quantum-mechanical system that interacts with an external quantum system, which is
known as the environment or an ensamble. In general, such interactions significantly change the
dynamics of the system and result in quantum dissipation, such that the information contained in the
system is lost to its environment. In Section 5.2, we introduced a methodology to model interactions
between current and preceding utterances via quantum evolution. We viewed the current utterance
like a particle which interacts with an external environment of particles, corresponding to preceding
utterances. In the future, open quantum systems in conjunction with quantum properties, like
superposition, could be leveraged to manipulate high-level features in their problem domains and
dynamically adapt them to new environments, without the need for extra tuning. However, more
sophisticated ways of interactions than those in Section 5.2 are required. To make further progress,
it is these kinds of problems that we must turn to next.
Appendix A
Fine-tuning Final Settings of
Baselines
Tables list the final settings for each neural model, after the fine-tuned process through a fifty-times
random grid search on the hyper-parameters.
Table A.1: Hyperparameters of EF-LSTM on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 64 64 16
Initial Learning Rate 0.002 0.002 0.001
LSTM Output 96 128 128
Multimodal Embedding Dimension 64 128 16
Multimodal Embedding Dropout 0.1 0.2 0.1
Gradient Glip 0.4 0.8 0.3
Table A.2: Hyperparameters of LF-LSTM on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 64 16 16
Initial Learning Rate 0.005 0.001 0.001
LSTM Outputs 128,16,80 128,64,16 128,64,16
Multimodal Embedding Dimension 32 48 32
Multimodal Embedding Dropout 0.2 0.4 0.2
Gradient Glip 0.4 0.3 0.7
129
APPENDIX A. FINE-TUNING FINAL SETTINGS OF BASELINES 130
Table A.3: Hyperparameters of TFN on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 96 128 128
Initial Learning Rate 0.001 0.002 0.001
Subnetwork Outputs 128,80,80 128,16,32 128,80,60
Subnetwork Dropout Probabilities 0.1,0.1,0.1 0.2,0.2,0.2 0.5,0.5,0.5
Sentiment Subnetwork Outpout 16 96 128
Sentiment Subnetwork Probability 0.4 0.3 0.4
Gradient Glip 0.1 0.1 0.5
Table A.4: Hyperparameters of LMF on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 96 128 32
Initial Learning Rate 0.001 0.002 0.001
Rank 4 4 16
Subnetwork Outputs 128,32,80 128,64,32 128,64,32
Subnetwork Dropout Probabilities 0.5,0.5,0.5 0.1,0.1,0.1 0.3,0.3,0.3
Crossmodal Representation 0.2 0.2 0.4
Gradient Glip 0.2 0.2 0.4
Table A.5: Hyperparameters of MARN on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 128 16 64
Initial Learning Rate 0.001 0.002 0.001
LSTM Outputs 128,64,80 128,80,80 128,80,32
Attention Blocks 2 2 5
Attention Cell 16 64 32
Compressed dimension 64,32,8 64,40,40 64,16,8
Output cell dimension 16 16 96
Gradient Glip 0.1 0.2 0.7
Table A.6: Hyperparameters of MFN on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 128 128 32
Initial Learning Rate 0.001 0.002 0.005
LSTM Outputs 128,80,16 128,80,16 128,64,16
γ1, γ2 cell dimensions 128,128 128,128 64,32
Attention cell dimensions 64,32 64,32 256,32
Memory dimension 256 256 256
Output cell dimension 64 64 128
Gradient Glip 0.2 0.2 0.7
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Table A.7: Hyperparameters of MulT on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 16 128 32
Initial Learning Rate 0.001 0.002 0.005
Transformers Hidden Unit Size 40 40 40
Crossmodal Blocks 4 4 4
Crossmodal Attention Heads 8 10 10
Temporal Convolution Kernel Size 3/3/3 3/3/3 3/3/5
Textual Embedding Dropout 0.3 0.2 0.3
Crossmodal Attention Block Dropout 0.1 0.2 0.25
Output Dropout 0.1 0.1 0.1
Gradient Glip 0.2 0.2 0.7
Table A.8: Hyperparameters of MMUU-BA on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 64 64 64
Initial Learning Rate 0.005 0.002 0.001
RNN dropouts 0.15,0.15,0.15 0.1,0.1,0.1 0.7,0.7,0.7
GRU dropouts 0.1,0.1,0.1 0.3,0.3,0.3 0.15,0.15,0.15
FC dropouts 0.15,0.15,0.15 0.8,0.8,0.8 0.15,0.15,0.15
Output cell dimensions 32 32 64
Output dropout 0.15 0.3 0.1
Gradient Glip 0.3 0.9 0.5
Table A.9: Hyperparameters of RMFN on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 64 128 16
Initial Learning Rate 0.005 0.002 0.002
Shift Weight 0.8 0.7 0.1
LSTM layers 3 1 1
Cell Output 50 40 30
Gradient Glip 0.7 1 0.1
Table A.10: Hyperparameters of RMFN on CMU-MOSI, CMU-MOSEI, and IEMOCAP.
CMU-MOSI CMU-MOSEI IEMOCAP
Batch Size 64 128 16
Initial Learning Rate 0.005 0.002 0.002
Shift Weight 0.8 0.7 0.1
LSTM layers 3 1 1
Cell Output 50 40 30
Gradient Glip 0.7 1 0.1
Appendix B
Expectation Values of Observables
The expectation of a random variable X that takes the values {+,−} according to the probability
distribution PX(+), PX(−) is defined as
〈X〉 = (+)PX(+) + (−)PX(−).
For two random variables X, Ψ, that take the values {+,−} according to the probability distribution
PX(+), PX(−) and PΨ(+), PΨ(−) respectively, the expectation value is defined as the product resulting
in
〈X,Ψ〉 = ((+)PX(+) + (−)PX(−)) ∗ ((+)PΨ(+) + (−)PΨ(−))
= (+)(+)(PX(+)PΨ(+)) + (+)(−)(PX(+)PΨ(−))




Suppose M be an observable corresponding to one modality:
M = (+1)[M,+] + (−1)[M,−]
where [M, .] = |M, .〉 〈M, .|. If M is treated as random variable, it is possible to express its expecta-
tion as
E(M) = tr(ρM) = (+1)Pm(+1) + (−1)Pm(−1)
where tr(ρ[M,+]) = Pm(+1) and tr(ρ[M,−]) = Pm(−1). Note that the variables are still real
because the observed values, which are the eigenvalues of the observables, are real although the
operators are defined over the complex field.
The variance of M can be expressed as
V(M) = (+1− E(M))2Pm(+1)
+ (−1− E(M))2Pm(−1)
= 1− E(M)2
We can assume that observable expectations are zero without loss of generality. If they were not
zero, it is possible to normalize the observables and define
M̄ = (+1− E(M))[M,+] + (−1− E(M))[M,−1] .
such that
E(M̄) = E(M − E(M)) = E(M)− E(E(M)) = 0
As a consequence, suppose M̄ ≡M without loss of generality. Therefore, V(M) = 1.
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Suppose A,B be two observables corresponding to two modalities. Both variables have zero







(i− E(A))(j − E(B))Pa,b(i, j)
where
Pa,b(i, j) =
tr([A, i]ρ[A, i][B, j])
tr([A, i]ρ[A, i])
is the probability that A is measured after the measurement of B according to Lüders’ rule [86]. The






















since V (M) = 1 for M ∈ {A,B}.
Then, consider the correlation between A,B and of the pure state ρ = |g〉 〈g|. We have that
Pa,b(i, j) =
tr([A, i]ρ[A, i][B, j])
tr([A, i]ρ[A, i])
=
tr(|A, i〉 〈A, i| ρ |A, i〉 〈A, i| |B, j〉 〈B, j|)
tr(|A, i〉 〈A, i| ρ |A, i〉 〈A, i|)
=
〈B, j|A, i〉 〈A, i|g〉 〈g|A, i〉 〈A, i|B, j〉
〈A, i|A, i〉 〈A, i|g〉 〈g|A, i〉
=
| 〈B, j|A, i〉 |2| 〈A, i|g〉 |2
| 〈A, i|g〉 |2
= | 〈B, j|A, i〉 |2
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It follows that
Corr(A,B) = | 〈B,+1|A,+1〉 |2 +
| 〈B,−1|A,−1〉 |2 −
| 〈B,+1|A,−1〉 |2 −
| 〈B,−1|A,+1〉 |2
C.1 Hyperparameters of Uni-modal Classifiers
For uni-modal classifiers, the Bi-directional GRUs had 300 neurons, each followed by a dense layer
consisting of 100 neurons. A grid search is conducted over a hyperparameter pool. We report the
final settings in Table C.1. Each uni-modal classifiers was trained for 50 epochs with Adam as the
optimizer on the L1 loss function.
CMU-MOSI CMU-MOSEI
Hyperparameter L V A L V A
Learning Rate 0.002 0.002 0.002 0.001 0.002 0.001
Batch Size 128 128 128 128 32 32
Gradient Clipping 0.8 0.5 0.8 0.3 1 0.5
Output 64 32 128 128 64 64
Output Dropout 0.15 0.2 0.3 0.3 0.5 0.4
GRU Dropout 0.2 0.5 0.1 0.3 0.2 0.5
Table C.1: Final settings for training uni-modal classifiers on CMU-MOSI and CMU-MOSEI
Bibliography
[1] Scott Aaronson. Quantum Computing Since Democritus. Cambridge University Press, 2013.
[2] Diederik Aerts. Quantum structure in cognition. Journal of Mathematical Psychology,
53(5):314–348, 2009.
[3] Diederik Aerts and Marek Czachor. Quantum aspects of semantic analysis and symbolic
artificial intelligence. Journal of Physics A: Mathematical and General, 37(12):L123, 2004.
[4] Diederik Aerts, Suzette Geriente, Catarina Moreira, and Sandro Sozzo. Testing ambiguity and
machina preferences within a quantum-theoretic framework for decision-making. Journal of
Mathematical Economics, 78:176–185, 2018.
[5] Diederik Aerts and Sandro Sozzo. Quantum structure in cognition: Why and how concepts
are entangled. In International Symposium on Quantum Interaction, pages 116–127. Springer,
2011.
[6] Diederik Aerts and Sandro Sozzo. Quantum entanglement in concept combinations. Interna-
tional Journal of Theoretical Physics, 53(10):3587–3603, 2014.
[7] Hameed M Al Janaby and Ammar A Abed. Syntactic ambiguity in newspaper headlines.
Journal of the Faculty of Collective Knowledge, 16:1–29, 2011.
[8] Martin Arjovsky, Amar Shah, and Yoshua Bengio. Unitary evolution recurrent neural net-
works. In International Conference on Machine Learning, pages 1120–1128, 2016.
[9] Alejandro Barredo Arrieta, Natalia Dı́az-Rodŕıguez, Javier Del Ser, Adrien Bennetot, Siham
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Morency. Multimodal sentiment analysis with word-level fusion and reinforcement learning.
In Proceedings of the 19th ACM International Conference on Multimodal Interaction, pages
163–171, 2017.
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