The null linear discriminant analysis method is a competitive approach for dimensionality reduction. The implementation of this method, however, is computationally expensive. Recently, a fast implementation of null linear discriminant analysis method using random matrix multiplication with scatter matrices was proposed. However, if the random matrix is chosen arbitrarily, the orientation matrix may be rank deficient, and some useful discriminant information will be lost. In this paper, we investigate how to choose the random matrix properly, such that the two criteria of the null LDA method are satisfied theoretically. We give a necessary and sufficient condition to guarantee full column rank of the orientation matrix. Moreover, the geometric characterization of the condition is also described.
Introduction
Dimensionality reduction has become an ubiquitous preprocessing step in many applications. In general, its objectives are to remove irrelevant and redundant data to reduce the computational cost and to improve the quality of data for efficient data-intensive processing tasks such as face recognition and data mining. Linear discriminant analysis (LDA) is one of the most popular and powerful dimensionality reduction techniques for classification (Fukunaga, 1990) . However, a main disadvantage of LDA is that the so-called total scatter matrix must be nonsingular. Indeed, in many applications, the scatter matrices can be singular since the data points are from a very high-dimensional space, and thus usually the number of the data samples is much smaller than the data dimension. This is the well-known small sample size (SSS) problem or the undersampled problem (Fukunaga, 1990) .
Let X = [x 1 , x 2 , . . . , x n ] be a set of training samples in a d-dimensional feature space, and Ω = {ω j : j = 1, 2, . . . , c} be the class labels, with ω j being the j-th class. We denote by n j the number of samples in the j-th class, which satisfies and the between-class scatter matrix
The total scatter matrix is defined as
moreover, it is known that (Fukunaga, 1990 )
Without loss of generality, we assume that the n training vectors are linear independent. Consequently, the ranks of the matrices S T , S B and S W are n − 1, c − 1 and n − c, respectively. The LDA method is realized by maximizing the between-class scatter distance while minimizing the total scatter (or the within-class scatter) distance (Fukunaga 1990) . However, when the dimension of data is much larger than the number of training samples, the total scatter matrix S T (or the within scatter matrix S W ) will be singular, and we suffer from the small sample size problem (Fukunaga, 1990) .
The null linear discriminant analysis (null LDA) method (Chen et al., 2000) is a competitive approach to overcome this difficulty. It first computes the null space of the within-class scatter matrix S W , and then computes the principal components of the between-class scatter matrix S B within the null space of S W . In essence, the null LDA method is to find the orientation (or the transformation) matrix W = [w 1 , w 2 , . . . , w h ] ∈ R d×h (of rank h with 1 ≤ h ≤ c − 1) that satisfies the following two conditions (Sharma et al., 2012 )
and
When S T is singular, the null LDA method solves
for the orientation matrix W , where S † T stands for the pseudo inverse (or the Moore-Penrose inverse) of S T . In (Sharma et al., 2012) , it was shown that the equation (1.3) is a sufficient condition for the null LDA method. However, the null LDA method requires eigenvalue decomposition of S † T S B , and the computational cost will be prohibitive when d is large. In order to release the overhead, Sharma and Paliwal (Sharma et al., 2012) propose to replace W on the right-hand side of (1.3) by any random matrix Y ∈ R d×(c−1) of rank c − 1, and make use of
as the orientation matrix, moreover, they present a fast implementation of null LDA method in (Sharma et al., 2012) . In recent years, this method has gained wide attentions in the area of dimensionality reduction and data mining (Alvarez-Ginarte et al., 2013; Lu et al., 2013; Lyons et al., 2014; Sharma et al., 2014) . The following theorem is the main theorem of (Sharma et al., 2012) . It shows that (1.4) is a sufficient condition for null LDA. Meanwhile, it is also the basis of the fast implementation of null LDA method (Sharma et al., 2012) ; for more details, we refer to (Sharma et al., 2012) . Remark 1. However, we find that this theorem is incomplete. For example, let X = [x 1 , x 2 ; x 3 , x 4 ], where {x 1 , x 2 } ∈ ω 1 and {x 3 , x 4 } ∈ ω 2 . Suppose that µ 1 = x1+x2 2 =ê and µ 2 = x3+x4 2 = 2ê, wherê
Note that rank(S B ) = c − 1 = 1. In terms of Theorem 1, as Y can be chosen as any random vector, we pick
where α is any positive number that satisfies 0 < α < 1. Then,
which does not satisfy the criterion (1.2).
As a result, if the random matrix is chosen arbitrarily, the orientation matrix may be rank deficient, and some discriminant information is lost. In this paper, we revisit the fast implementation of null linear discriminant analysis method and consider how to choose the random matrix properly, such that the two criteria (1.1) and (1.2) of the null LDA method are satisfied theoretically. We give a necessary and sufficient condition to guarantee that the orientation matrix W from (1.4) is of full column rank. Moreover, the geometric characterization of this condition is also investigated.
The main result
Since the n training vectors {x} n i=1 are linear independent, and the orientation matrix W is required to be of full column rank in the null LDA method, in this paper, we focus on how to choose Y ∈ R d×(c−1) (of rank c − 1) in (1.4), such that rank(W ) = c − 1. We follow the notations used in (Sharma et al., 2012) . Let
be the eigenvalue decomposition of S T , where U 1 ∈ R d×(n−1) corresponds to the range of S T , U 2 ∈ R d×(d−n+1) corresponds to the null space of S T , and Σ 1 ∈ R (n−1)×(n−1) is a diagonal matrix with positive diagonal elements. From now on, we denote G = S † T S B for notation simplicity. By Lemma A3 of (Sharma et al., 2012) , we have that
Recall that S B = BB T , thus
, and QQ T = RΛR T be the eigenvalue decomposition, where R ∈ R (n−1)×(n−1) is orthonormal and Λ ∈ R (n−1)×(n−1) is diagonal. So we arrive at
That is,
Moreover, it was proven in Lemma A2 of (Sharma et al., 2012 ) that Λ = I c−1 0 0 0 , where I c−1 is the (c − 1) × (c − 1) identity matrix. It follows from (2.6) that
is the matrix composed of the first c − 1 columns of
i.e., GÛ 1 =Û 1 and GÛ 2 = 0. (2.8)
, it is seen that the columns of U construct a basis in R d , moreover, we have that
Therefore, if the d × (c − 1) matrix Y ∈ span{Û 2 , U 2 }, then it follows from (2.7) and (2.8) that W = GY = S † T S B Y = 0, S B W = 0, and Theorem 1 fails to hold.
Next, we aim to give a necessary and sufficient condition for rank(W ) = c − 1. As the columns of From (1.4), (2.7), (2.8) and (2.9), we obtain
SinceÛ 1 is of full column rank, we have from (2.10) that rank(W ) = c − 1 if and only if rank(Ẑ 1 ) = c − 1, i.e.,Ẑ 1 is nonsingular. We are in a position to consider how to evaluateẐ 1 in practice.
1 R =QR be the QR decomposition, whereQ ∈ R (n−1)×(n−1) is an orthogonal matrix andR ∈ R (n−1)×(n−1) is an upper triangular matrix, then
, is the QR decomposition of U, where [U 1Q , U 2 ] is orthonormal and I n−d+1 is the (n − d + 1) × (n − d + 1) identity matrix. Thus,
(2.11)
is composed of the last n − c rows ofR −1 . So we obtain from (2.11) that
Furthermore, if rank(Ẑ 1 ) = c − 1, then we have from (2.10) that W = S † T S B Y is of rank c − 1. According to Lemma A3 of (Sharma et al., 2012) , we have
and it follows from Theorem 1 and Theorem 2 of (Sharma et al., 2012) that W satisfies the null LDA criteria (1.1) and (1.2).
In summary, we have the main theorem that is a modification to Theorem 1 [Theorem 3 in (Sharma et al., 2012) ].
Theorem 2. Let Y ∈ R d×(c−1) be a random matrix of rank c − 1, and let Notice that U 1QR1 is of full rank. Given a random matrix Y ∈ R d×(c−1) , the following theorem describes the geometric characterization of the condition forẐ 1 being nonsingular.
Theorem 3. Suppose that Y ∈ R d×(c−1) is of full column rank, and denote by span{Y } the subspace spanned by the columns of Y . Let K = span{Y } and L = span{U 1QR1 }, thenẐ 1 is nonsingular if and only if any nonzero vector x ∈ K (or y ∈ L), it is not orthogonal to L (or K).
Proof. The proof is by contradiction. On one hand, suppose that there is a nonzero vector x ∈ K and x ⊥ L. Then there exists a nonzero vector z ∈ R c−1 , such that x = Y z. Since x ⊥ L, we obtain
andẐ 1 is singular. This shows that, ifẐ 1 is nonsingular, then for any nonzero vector x ∈ K, it is not orthogonal to L. On the other hand, we assume thatẐ 1 is singular. Then there is a nonzero vector z ∈ R c−1 , such thatẐ 1 z = U 1QR1 T Y z = 0. Let x ≡ Y z ∈ K, then x = 0, and it is orthogonal to L. This implies that, if for any nonzero vector x ∈ K, it is not orthogonal to L, thenẐ 1 is nonsingular.
Remark 3. Given a random matrix Y , Theorem 2 can be utilized to check whether W is of full rank a prior in the fast implementation of the null LDA method (Sharma et al., 2012) . Indeed, it indicates that W is of rank c − 1 if and only ifẐ 1 = U 1QR1 T Y is nonsingular. Equivalently, Theorem 3 shows that this only happens if and only if for any nonzero vector x in K = span{Y }, it is not orthogonal to L = span{U 1QR1 }, moreover, for any nonzero vector y in L = span{U 1QR1 }, it is not orthogonal to K = span{Y }. In practice, however, the case of a "near singular" (i.e., the smallest eigenvalue is not zero but is close to zero)Ẑ 1 can occur if Y is chosen arbitrarily (Golub et al., 2013) . Consequently, W will be near rank deficient and the two criteria of the null LDA method can not be satisfied any more. In this situation, we suggest using another random matrix Y instead.
