Gerência de reservas de recursos e capacidades para a grade by Kunrath, Leonardo
Leonardo Kunrath
Gereˆncia de Reservas de Recursos e
Capacidades para a Grade
Floriano´polis, Fevereiro de 2008
UNIVERSIDADE FEDERAL DE SANTA
CATARINA
PROGRAMA DE PO´S-GRADUAC¸A˜O EM
CIEˆNCIA DA COMPUTAC¸A˜O
Leonardo Kunrath
Gereˆncia de Reservas de Recursos e
Capacidades para a Grade
Dissertac¸a˜o submetida a` Universidade Federal de Santa Catarina como parte
dos requisitos para a obtenc¸a˜o do grau de Mestre em Cieˆncia da Computac¸a˜o.
Carlos Becker Westphall
Floriano´polis, Fevereiro de 2008
Gerência de Reservas de Recursos e Capacidades para a Grade 
 
Leonardo Kunrath 
 
 
Esta Dissertação foi julgada adequada para a obtenção do título de Mestre em Ciência 
da Computação Área de Concentração de Sistemas de Computação e aprovada em sua 
forma final pelo Programa de Pós-Graduação em Ciência da Computação. 
 
 
                                 ______________________________________ 
                                          Prof. Dr. Mário Antônio Ribeiro Dantas 
Coordenador do Programa de Pós-Graduação em 
                                                                                     Ciência da Computação 
Banca Examinadora 
 
______________________________________ 
                                        Prof. Dr. Carlos Becker Westphall (Orientador) 
 
 
                              ______________________________________ 
                                Prof. Dr. Mário Antônio Ribeiro Dantas, UFSC 
         
 
______________________________________ 
                               Prof. Dr. João Bosco Mangueira Sobral, UFSC 
       
 
______________________________________ 
                              Prof. Dr. Bruno Richard Schulze, LNCC 
       
 
Agradecimentos
Agradec¸o primeiramente a Deus, por ser meu guia, minha forc¸a e meu maior incentivo.
Agradec¸o tambe´m a` minha famı´lia, que esteve presente em todos os momentos, tanto os
de aˆnimo quanto os de desaˆnimo, me incentivando, apoiando e acreditando em mim.
Agradec¸o ao meu orientador, Prof. Dr. Carlos Becker Westphall, por todo apoio
e ajuda, e por acreditar no meu trabalho. Agradec¸o tambe´m, e de forma especial, ao
Fernando Luiz Koch, amigo que foi fundamental para este trabalho, principalmente pelas
ide´ias, por tirar muitas du´vidas, pela ajuda prestada e pelas palavras de incentivo.
Resumo
Este trabalho apresenta um estudo da gereˆncia de reservas de recursos de Grade.
Reservas sa˜o fundamentais para QoS em Grades. Sa˜o propostos uma arquitetura onde
usua´rios, gerenciador de reservas e gerenciadores de recursos sa˜o entidades separadas e que
se relacionam, e um modelo de representac¸a˜o de recursos e reservas para escalonamento
de reservas, baseado em empacotamento em fita. Sa˜o trabalhados quatro requisitos ne-
cessa´rios para uma gereˆncia adequada de reservas de recursos: abrangeˆncia, flexibilidade,
eficieˆncia e utilizac¸a˜o dos recursos. A soluc¸a˜o proposta e´ flex´ıvel o bastante para suportar
reservas imediatas, antecipadas e sob-demanda, e relaxamento. E´ tambe´m abrangente o
bastante para suportar diversos recursos, por meio de reservas de um recurso, de mu´l-
tiplos recursos simultaneamente, e de parte da capacidade de um recurso. Sa˜o tambe´m
propostos treˆs algoritmos de escalonamento de reservas.
Abstract
This work presents a research about Grid resource reservation management. Reserva-
tions are very important in Grids. In this work, an architecture where Grid users, a reser-
vation manager and resource managers are distinct entities that interact with each other
is proposed; and also a model of reservation scheduling algorithms based on strip-packing.
This work tries to support four requirements for reservation management: flexibility, ef-
ficiency, resource utilization and support of reservations of many kinds of resources. The
solution supports reservations of simple and multiple resources, and of part of a resource
capability. It is also flexible enough to support immediate, advance and on-demmand
reservations, and also laxity. This work also presents three algorithms for reservation
scheduling.
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81 Introduc¸a˜o
Este cap´ıtulo apresenta o tema no qual o trabalho esta´ inserido, seus objetivos, escopo,
contribuic¸o˜es e organizac¸a˜o.
1.1 Apresentac¸a˜o do Tema
Entende-se por “computac¸a˜o em Grade” como uma forma de computac¸a˜o distribu´ıda
onde computadores, supercomputadores, clusters, dispositivos de gerac¸a˜o e armazena-
mento de dados e outros dispositivos computacionais interagem entre si de forma a com-
partilhar seus recursos computacionais e suas capacidades. Isto gera um sistema com
muitos recursos compartilhados, possuindo, assim, uma grande capacidade de processa-
mento e armazenamento e muitas funcionalidades.
Uma Grade possui duas func¸o˜es principais: interligar dispositivos e juntar uma grande
capacidade de processamento e/ou armazenamento. Quanto a interligar dispositivos, usa-
se estruturas de Grade para que dispositivos compartilhem suas funcionalidades, tal como,
por exemplo, determinados bancos de dados, func¸o˜es de transformac¸a˜o de dados, disposi-
tivos que geram novos dados, e, assim, oferec¸am func¸o˜es complexas envolvendo tais dados.
Esse e´ o caso de Grades que utilizam-se de sensores, que sa˜o dispositivos que captam da-
dos do ambiente, tal como umidade, pressa˜o, movimento, imagens digitais, entre outros.
E´ comum que hajam outros dispositivos que oferecem func¸o˜es de transformac¸a˜o destes
dados, de forma que se possa determinar, por exemplo, as condic¸o˜es atmosfe´ricas de um
local, ou se alguma pessoa esta´ presente em um recinto.
Quanto a juntar uma grande capacidade de processamento e/ou armazenamento, e´
poss´ıvel que se use uma Grade de forma a permitir a execuc¸a˜o aplicac¸o˜es de grande porte.
Isto e´ poss´ıvel de duas formas. A primeira e´ atrave´s do uso de supercomputadores e/ou
clusters, que sa˜o considerados no´s da Grade. Desta forma, pode-se utilizar a Grade para
acesso a esses dispositivos e envio de aplicac¸o˜es para que executem neles. Uma outra
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maneira e´ atrave´s de Grades de larga escala. Sa˜o assim chamadas porque sa˜o compostas
por uma grande quantidade de dispositivos (dezenas, centenas ou ate´ mesmo milhares),
de forma que a capacidade de processamento e/ou armazenamento dispon´ıvel seja muito
grande. Chama-se isso de “supercomputac¸a˜o distribu´ıda”.
Uma Grade possui uma plataforma de software, que costuma ser chamada de “mid-
dleware”. Esta plataforma proveˆ as funcionalidades ba´sicas de interligac¸a˜o entre os com-
putadores, identificac¸a˜o dos recursos disponibilizados, das aplicac¸o˜es e dos usua´rios da
Grade; func¸o˜es para localizar recursos desejados, e func¸o˜es de seguranc¸a, tal como cripto-
grafia, entre outras. “Aplicac¸a˜o de Grade” e´ o nome que se da´ a uma aplicac¸a˜o constru´ıda
sobre um middleware de Grade, de forma que pode utilizar os diversos recursos e funcio-
nalidades da mesma.
As estruturas e arquiteturas de Grade sa˜o tecnologias ainda em desenvolvimento.
Muitas propostas para melhorar diversas caracter´ısticas das Grades, sendo elas a inclusa˜o
de novas funcionalidades ou enta˜o a melhoria das ja´ existentes, esta˜o surgindo a` medida
que a popularidade das Grades aumenta. Espera-se, com isso, obter Grades que venham
a ser ta˜o simples de usar e ta˜o abrangentes e u´teis que seja poss´ıvel “a Grade”. Entende-se
por “a Grade” como uma Grade global, dispon´ıvel em qualquer lugar do mundo e para
qualquer indiv´ıduo. A Grade permitiria o compartilhamento de quaisquer recursos ou
funcionalidades computacionais, disponibilizando os mesmos de forma global.
Um dos desafios a ser alcanc¸ados para que se possa ter a Grade e´ a obtenc¸a˜o de um
sistema para prover e gerenciar os recursos dos mais diversos tipos de dispositivos presentes
na mesma de forma que possam ser utilizados com qualidade de servic¸o. Chama-se de
“qualidade de servic¸o”(Quality of Service ou QoS ) a capacidade de garantir caracter´ısticas
como desempenho, confiabilidade, disponibilidade, seguranc¸a, etc. Assim, um sistema de
gereˆncia de recursos capaz de disponibilizar um recurso para um determinado usua´rio da
Grade, ou aplicac¸a˜o do mesmo, de forma ininterrupta, por exemplo, pode ser deseja´vel a
outro que na˜o e´ capaz, uma vez que esta caracter´ıstica, em alguns casos, pode ser muito
importante.
Quem determina quais sa˜o as caracter´ısticas desejadas no uso dos recursos (ou “pa-
raˆmetros de QoS”) e´ o usua´rio da Grade que deseja utilizar os mesmos. Caso deseje, ele
deve ser capaz de escolher quais os no´s que possuem recursos com os paraˆmetros de QoS
desejados e utiliza´-los. Um problema quanto a isso e´ o fato de que alguns recursos da
Grade podem ser desejados por mais de um usua´rio ou aplicac¸a˜o. Isso faz com que seja
necessa´rio controlar o acesso aos recursos para que sejam bem utilizados e para resolver
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conflitos.
O no´ que possui um recurso, ou “provedor do recurso” e´ quem gerencia o acesso ao
recurso. Assim, paraˆmetros de QoS sa˜o negociados entre o usua´rio que deseja usar o
recurso e o provedor do mesmo, de forma que se estabelec¸a um acordo (normalmente sob
a forma de um “SLA”). Acordos sa˜o obtidos no final de um processo de negociac¸a˜o entre o
usua´rio e o provedor do recurso. O usua´rio busca, nesta negociac¸a˜o, obter o(s) recurso(s)
com seus paraˆmetros de QoS desejados; o provedor busca fazer com que os recursos sejam
bem utilizados pelos diversos usua´rios que os requisitam.
Uma das soluc¸o˜es para que os provedores possam disponibilizar recursos de forma a
atender diversos paraˆmetros de qualidade e´ atrave´s de reservas de recursos. Reservar um
recurso significa torna´-lo dispon´ıvel para o usua´rio da Grade que o reservou, ou aplicac¸a˜o
do mesmo, de forma ininterrupta e livre de competic¸a˜o com outros usua´rios e aplicac¸o˜es.
E´ poss´ıvel a reserva de recursos como um todo (tal como processadores de um cluster)
ou de capacidades de um recurso, como e´ o caso de uma quantidade de banda de rede, por
exemplo, onde na˜o e´ a rede toda (o recurso) que e´ reservada, mas sim uma certa taxa de
transfereˆncia de dados (parte da capacidade do recurso). Em outras palavras, ha´ reservas
de recursos e reservas de capacidades de um recurso.
Reservas sa˜o uma soluc¸a˜o via´vel e importante para a gereˆncia de recursos para a
Grade. As formas mais rudimentares de uso de reservas na gereˆncia de recursos se da´ com
reservas fortemente acopladas aos recursos. Um caso, por exemplo, e´ o de um recurso que
e´ gerenciado por uma fila de utilizadores e uma reserva se da´ quando a fila fica parada
para que apenas um usua´rio ou tarefa o use. Por outro lado, um suporte melhor e´ dado
quando as reservas sa˜o fracamente acopladas, que e´ o caso do uso de um gerenciador de
reservas.
Um gerenciador de reservas tem como func¸a˜o apenas o agendamento das reservas e
escalonamento de novas requisic¸o˜es de reserva nas agendas de reservas. Ele pode geren-
ciar as reservas de um ou mais recursos, controlados por um ou mais gerenciadores de
recursos. Na˜o cabe ao gerenciador de reservas o controle de uso dos recursos. Na verdade,
um gerenciador de reservas na˜o precisa estar localizado internamente ao gerenciador de
recursos; pode estar localizado inclusive em outro no´ da Grade.
Um exemplo de gerenciador de reservas presente em um no´ da Grade diferente do
no´ onde esta˜o os recursos e´ o seguinte: um usua´rio A quer reservar um dos recursos do
usua´rio B , cujo gerenciador de reservas esta´ presente no usua´rio C . Primeiramente A
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requisita uma reserva do gerenciador em C . De posse da reserva, A requisita o uso do
recurso em B . Antes de permitir o uso, B consulta C para confirmar que a reserva existe.
Gerenciamento de reservas e´ uma das necessidades das Grades para prover uso dos
recursos com qualidade de servic¸o. Pore´m, como sera´ apresentado no pro´ximo cap´ıtulo,
as soluc¸o˜es atuais para o gerenciamento de reservas possuem graves restric¸o˜es, sendo
aplica´veis em apenas algumas situac¸o˜es e apenas para alguns tipos de dispositivos ligados
a` Grade. Isto traz a motivac¸a˜o para a proposta deste trabalho.
1.2 Objetivos e Contribuic¸o˜es
O objetivo geral desta dissertac¸a˜o e´ apresentar um esquema de reservas de recursos
e de capacidades de recursos abrangente, que seja aplica´vel aos mais diversos tipos de
dispositivos presentes em Grades. A ide´ia e´ contribuir com ide´ias, abstrac¸o˜es e algoritmos
para o desenvolvimento de gerenciadores de reservas para a Grade.
Como objetivos espec´ıficos, visa-se fazer com que os gerenciadores de reservas:
• oferec¸am suporte a reservas flex´ıveis, ou seja, sejam capazes de reservar recur-
sos com reservas imediatas, antecipadas ou sob-demanda, e com limites de tempo
flex´ıveis.
• sejam capazes de fazer uma boa utilizac¸a˜o dos recursos e capacidades, ou seja,
utiliza´-los da melhor forma poss´ıvel. Uma boa utilizac¸a˜o significa que mais usua´rios
e aplicac¸o˜es conseguem utilizar os recursos, e que eles ficam menos tempo subutili-
zados.
• possuam algoritmos de gereˆncia com baixa complexidade algor´ıtmica. Isso faz
com que o tempo de resposta de um gerenciador de reservas para agenda´-las seja
baixo, e que o mesmo suporte uma grande quantidade de reservas (seja escala´vel).
As principais contribuic¸o˜es deste trabalho sa˜o as propostas de modelagem de reser-
vas e de algoritmos de escalonamento de reservas para suprir os requisitos de utilizac¸a˜o,
eficieˆncia, flexibilidade e abrangeˆncia; e a implementac¸a˜o de algoritmos para escalona-
mento de diferentes tipos de reserva. As reservas sa˜o modeladas de forma homogeˆnea,
dando suporte a diversos tipos de recursos.
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1.3 Escopo e Limitac¸o˜es do Trabalho
A dissertac¸a˜o aborda, de forma mais detalhada, os seguintes temas:
• recursos de Grade: principais tipos e particularidades, e quais tipos de reservas
suportam.
• reservas: tipos e atributos, e onde se aplicam;
• gerenciamento de reservas: abstrac¸o˜es para representar recursos, capacidades e
reservas, e algoritmos para agendar e escalonar reservas.
Por questa˜o de limitac¸a˜o de escopo, alguns assuntos menos relevantes aos objetivos
do trabalho, pore´m tambe´m importantes ao gerenciamento de recursos de Grade, na˜o
sera˜o abordados neste trabalho. Entre eles, podemos citar:
• descoberta de recursos: como os recursos sa˜o disponibilizados/anunciados na
Grade e como sa˜o encontrados por usua´rios e aplicac¸o˜es;
• pol´ıticas de uso de recursos: formas de representar particularidades/restric¸o˜es
do uso de certos recursos, e quais ac¸o˜es podem ser tomadas por quem usa e quem
disponibiliza tais recursos.
• acordos/SLAs: na˜o sa˜o abordadas formas de representa´-los, nem formas de ga-
rantir que sejam cumpridos conforme estabelecidos, e nem as ac¸o˜es que podem ou
devem ser tomadas em casos de violac¸a˜o dos acordos.
• co-alocac¸a˜o de recursos: arquiteturas, algoritmos e entidades para obter reservas
simultaˆneas de diferentes recursos pertencentes a diferentes domı´nios administrati-
vos. Co-alocac¸a˜o costuma ser elaborada como uma aplicac¸a˜o/servic¸o cuja finalidade
e´ utilizar reservas de recursos individuais, de forma sincronizada. Para isso, sa˜o
necessa´rias co-reservas, ou seja, reservas coordenadas de recursos heterogeˆneos de
diferentes domı´nios. Na˜o sera´ trabalhada neste trabalho por ser utilizada em apenas
algumas situac¸o˜es e por poder ser implementada como um servic¸o de alto n´ıvel que
utilizara´ um conjunto de reservas simples.
• escalonamento dinaˆmico: este trabalho apresenta uma proposta onde o gerenci-
amento de tarefas e o gerenciamento de reservas de recursos e´ feito em mo´dulos ou
entidades separadas. Desta forma, recursos sa˜o reservados para usua´rios, e o esca-
lonador de tarefas ira´ escalonar as mesmas para utilizac¸a˜o dos recursos reservados.
1.4 Organizac¸a˜o do Trabalho 13
Em outras palavras, utiliza-se uma abordagem esta´tica, onde se reserva recursos
para usua´rios, e na˜o para aplicac¸o˜es.
• escalonamento de tarefas: apo´s a reserva dos recursos necessa´rios, um gerenci-
ador de tarefas toma deciso˜es sobre quais tarefas utilizara˜o cada recurso e de que
forma fara˜o isto. Estas deciso˜es esta˜o fora do escopo do trabalho, que tem como
preocupac¸a˜o a reserva adequada dos recursos, independentemente das tarefas que
os utilizara˜o.
1.4 Organizac¸a˜o do Trabalho
Este trabalho esta´ organizado de forma:
• Cap´ıtulo 2: Requisitos e Trabalhos Relacionados. Apresenta os principais
requisitos que devem ser cumpridos pelos gerenciadores de reservas e os principais
trabalhos relacionados a` gereˆncia de reservas de recursos de Grade.
• Cap´ıtulo 3: Gereˆncia de Reservas. Neste cap´ıtulo se da˜o as principais contri-
buic¸o˜es teo´ricas. Sa˜o apresentadas formas de modelar e reservas e algoritmos de
escalonamento de reservas para atender aos requisitos.
• Cap´ıtulo 4: Escalonamento de Reservas. Apresenta os algoritmos de escalona-
mento de reservas implementados.
• Cap´ıtulo 5: Resultados Experimentais. Apresenta estudos de casos e ana´lise do
uso dos algoritmos desenvolvidos.
• Conclusa˜o. Revisa os principais progressos atingidos ao longo do trabalho e destaca
as contribuic¸o˜es.
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2 Ana´lise Teo´rica e Trabalhos
Relacionados
Este cap´ıtulo apresenta o problema trabalhado e analisa a importaˆncia da gereˆncia de
reservas e quais sa˜o dos requisitos necessa´rios para bem gerencia´-las, e tambe´m discute
sobre os trabalhos relacionados a` gereˆncia de reservas.
2.1 Ana´lise do Problema
A pergunta que este trabalho tenta responder e´ a seguinte: “Quais sa˜o os requisitos e
como deve ser modelado um gerenciador de reservas de recursos de Grade?”. O primeiro
passo para responder esta pergunta e´ verificar como se da´ o uso de reservas de recursos.
Para isso, e´ apresentado um cena´rio de uso de recursos de Grade.
2.1.1 Cena´rio
Na figura 2.1, e´ apresentado um cena´rio que exemplifica a questa˜o de gereˆncia de
recursos. Um determinado no´ da Grade, no caso um cluster, compartilha os seguintes
recursos na Grade: 16 processadores ideˆnticos, 4 discos r´ıgidos e banda de rede capaz de
transferir 800 Kilobytes por segundo de dados. Ao mesmo tempo, em outros no´s da Grade,
diferentes usua´rios desejam enviar aplicac¸o˜es diversas para utilizar os recursos dispon´ıveis
de acordo com suas necessidades.
Este cena´rio exemplifica alguns dos problemas com que um sistema de gerenciamento
de recursos para Grade deve ser capaz de lidar. Entre eles pode-se citar:
• Diferentes usua´rios simultaˆneos - e´ o caso de quando diferentes usua´rios da
Grade desejam utilizar os recursos de um determinado no´ ao mesmo tempo. O
sistema de gerenciamento de recursos deve saber ponderar isso, de forma a que os
diferentes usua´rios possam ter a chance de utilizar os recursos.
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Figura 2.1: Cena´rio: compartilhamento de recursos em uma Grade.
• Muitos recursos - o sistema de gerenciamento de recursos deve ser capaz de ge-
renciar os diferentes recursos que o no´ oferece, de forma a lidar com as diferenc¸as
dos mesmos.
• Muitas tarefas - uma vez que os usua´rios va˜o enviando tarefas para utilizac¸a˜o dos
recursos, o gerenciador de recursos deve ser capaz de lidar com as mesmas de forma
organizada, alternando a posse dos recursos entre elas de forma a estabelecer um
compartilhamento mais justo dos mesmos.
Existem duas formas principais de gerenciar recursos de Grade: utilizando reservas
ou na˜o utilizando.
Gereˆncia de Recursos sem Reservas
Neste caso, o gerenciador de recursos se baseia na ide´ia de tarefas ou servic¸os utilizando
os recursos. Pode-se, assim, dividir os recursos em dois grupos: processadores e demais
recursos.
O papel dos processadores e´ a execuc¸a˜o das tarefas. O gerenciador de recursos lida
com isso desempenhando o papel de escalonador dinaˆmico de tarefas, de forma a organizar
as mesmas para execuc¸a˜o simultaˆnea, por meio de filas.
Outros recursos ale´m de processadores sa˜o utilizados pelas tarefas em execuc¸a˜o. Por
exemplo, uma tarefa pode usar acesso a disco, conexo˜es de rede ou ainda outros dispositi-
vos. O gerenciador de recursos deve oferecer ferramentas para permitir acesso simultaˆneo,
mas tambe´m acesso isolado a certos recursos, tal como por meio de travas, para melhor
utilizac¸a˜o dos mesmos.
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Existem alguns dos problemas neste tipo de gerenciamento de recursos. Um deles e´
a subutilizac¸a˜o dos recursos. Isso pode ocorrer caso uma tarefa utilize uma trava em um
recurso sem necessidade. Outro problema e´ a questa˜o de competic¸a˜o: diferentes tarefas
podem disputar por recursos como rede, acesso a disco ou ainda outros; o que pode
atrasar tarefas, na medida em que elas precisam esperar que os recursos desejados sejam
liberados. Outro problema ainda e´ o caso de aplicac¸o˜es paralelas, que geram va´rias threads
ou processos, e assim atrasam as demais aplicac¸o˜es.
Gereˆncia de Recursos com Reservas
Neste caso, os recursos na˜o sa˜o utilizados diretamente por tarefas. Um usua´rio que
deseja usar um recurso deve passar por uma etapa de negociac¸a˜o com o usua´rio servidor
do recurso, de forma a obter uma reserva do recurso.
Obter uma reserva significa obter uma garantia de uso exclusivo, em um intervalo
finito e determinado de tempo, de um recurso, de certa proporc¸a˜o da capacidade de um
recurso, ou de um conjunto de recursos.
Um exemplo que permite uma melhor visualizac¸a˜o disso, utilizando o cena´rio apresen-
tado, pode ser: um usua´rio deseja processadores para uma aplicac¸a˜o paralela que utiliza
quatro processos. Ele pode reservar quatro processadores por um determinado per´ıodo de
tempo, tal como das 10 horas a`s 15 horas. Neste per´ıodo ele poderia enviar os processos
para os processadores e executa´-los de forma exclusiva.
Outro exemplo: outro usua´rio, interessado em executar uma aplicac¸a˜o que necessita
de diferentes recursos, poderia requisitar uma reserva de um processador das 14 horas
a`s 20 horas, outra de um disco r´ıgido no mesmo per´ıodo, outras duas reservas de 200
Kilobytes por segundo de banda de rede, uma das 14 horas a`s 16 horas e outra das 18 a`s
20 horas.
Como se pode perceber, com reservas obte´m-se maior controle no uso dos recursos.
Diferentemente da estrate´gia anterior, onde um usua´rio que quisesse executar uma tarefa
a enviava e ela competia com as demais, com reservas um usua´rio que queira utilizar
um recurso deve reservar o mesmo e esperar pelo momento de uso, pore´m na˜o havera´
competic¸a˜o na hora de utiliza´-lo. Ale´m disso ha´ garantia da disponibilidade dos recursos,
o que evita atrasos. Outro fator ainda que torna fundamental o uso de reservas em Grades
e´ a questa˜o de reservas simultaˆneas.
A utilizac¸a˜o de reservas para controlar o uso dos recursos gera a necessidade de se ter
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um gerenciador de reservas. Este gerenciador pode ser interno ao gerenciador de recursos
ou externo. Se for externo, ele pode ate´ estar situado em outro no´ da Grade, e servira´
de entedidade intermedia´ria entre os usua´rios interessados e o gerenciador de recursos. O
gerenciador de reservas possui duas func¸o˜es principais: negociac¸a˜o e escalonamento.
A negociac¸a˜o se da´ atrave´s de troca de mensagens entre os usua´rios interessados e
gerenciador de reservas. Uma negociac¸a˜o comec¸a quando um usua´rio interessado envia ao
gerenciador um pedido de reserva de determinados recursos, por determinado per´ıodo de
tempo. Normalmente, seguem-se outras trocas de mensagens a fim de resolver questo˜es
de pol´ıticas de acesso, procedimentos tomados em caso de faltas ou em casos de viola-
c¸o˜es, questo˜es de seguranc¸a, entre outros. Por fim, o gerenciador verifica a possibilidade
de agendar a reserva dos recursos no tempo requerido, e o faz caso seja poss´ıvel, retor-
nando para o usua´rio interessado a resposta. A negociac¸a˜o enta˜o termina com as deciso˜es
tomadas registradas em um documento de acordo.
O escalonamento e´ o nu´cleo da gereˆncia de reservas. Ele acontece internamente a`
negociac¸a˜o, escolhendo os recursos e o per´ıodo mais adequado dentre os poss´ıveis para que
a reserva acontec¸a. Dele depende o sucesso da gereˆncia de reservas, pois um escalonador
que na˜o utilize bem os recursos, na˜o suporte muitas reservas ou que seja pouco eficiente
pode tornar o uso dos recursos ainda pior do que o caso sem reservas.
2.1.2 Requisitos Fundamentais
As quatro principais vantagens para gereˆncia de recursos que podem ser obtidas por
meio de reservas, e que sa˜o requisitos fundamentais de um gerenciador de reservas, sa˜o:
• Uso exclusivo - quando um usua´rio reserva recursos, aqueles recursos podem ser
utilizados apenas por ele durante o per´ıodo da reserva, independentemente de haver
ou na˜o outros usua´rios interessados nos recursos. Isso permite o uso ao ma´ximo dos
recursos agendados.
• Uso ininterrupto - em uma reserva, os recursos sa˜o utilizados sem que haja ne-
nhum tipo de interrupc¸a˜o ou preempc¸a˜o. Em outras palavras, cada reserva se da´ em
um certo per´ıodo cont´ınuo de tempo. Isso traz a garantia de que as aplicac¸o˜es na˜o
sera˜o interrompidas e de que a capacidade computacional reservada na˜o se altera
do in´ıcio ao fim da reserva.
• Previsibilidade - como a capacidade computacional reservada e´ constante, e´ poss´ı-
vel prever o tempo que levara´ para executar determinada tarefa, tal como executar
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uma aplicac¸a˜o, ou transferir uma certa quantidade de dados, ou o nu´mero de tarefas
que podem ser cumpridas por unidade de tempo.
• Coordenac¸a˜o - o usua´rio pode reservar diferentes recursos de forma simultaˆnea.
Assim, e´ poss´ıvel executar aplicac¸o˜es que usem va´rios recursos, garantindo que eles
estara˜o dispon´ıveis.
2.1.3 Requisitos Desejados
Ale´m dos requisitos citados anteriormente, existem alguns outros que sa˜o opcionais,
mas cuja presenc¸a e´ necessa´ria para que o gerenciador de reservas possa desempenhar
bem o seu papel. Sa˜o eles:
• Eficieˆncia - e´ preciso que a complexidade do algoritmo de escalonamento seja baixa,
ou seja, o tempo de resposta do algoritmo na˜o deve ser muito grande, mesmo com
um grande nu´mero de recursos gerenciados e de reservas ja´ agendadas. Isso sig-
nifica que, quando um usua´rio interessado for negociar para reservar um recurso,
ele deve receber uma resposta dentro de um tempo curto. Em outras palavras, o
escalonamento na˜o deve ser uma operac¸a˜o que gere grandes atrasos.
• Utilizac¸a˜o - e´ preciso que o gerenciador de reservas preze pela ma´xima utilizac¸a˜o
dos recursos. A utilizac¸a˜o em um determinado momento pode ser medida como
a capacidade utilizada em relac¸a˜o a` capacidade total. Para obter boa utilizac¸a˜o,
deve-se ser capaz de tomar deciso˜es adequadas quanto aos melhores recursos e ao
melhor per´ıodo no qual realizar cada reserva.
• Flexibilidade - o gerenciador deve ser capaz de fazer o agendamento de reservas
para uso imediato, antecipado ou na medida que os recursos estiverem dispon´ıveis.
Ale´m disso, deve permitir que sejam estabelecidos limites de tempo de in´ıcio e
te´rmino das reservas r´ıgidos ou flex´ıveis, de acordo com a prefereˆncia do usua´rio
requisitante.
• Abrangeˆncia - o escalonador deve ser capaz de prover suporte a reservas de di-
ferentes tipos recursos, utilizando tipos de reservas adequados para cada tipo de
recurso.
O sucesso de um gerenciador de reservas ira´ depender de cumprir estes requisitos.
Caso ele os deixe de lado eficieˆncia, na˜o conseguira´ atender casos onde ha´ grande compe-
tic¸a˜o pelos recursos ou enta˜o gerara´ atrasos que prejudicara˜o a execuc¸a˜o das aplicac¸o˜es
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da Grade. Deixar de lado a questa˜o de utilizac¸a˜o, atrave´s do uso de algoritmos de es-
calonamento que na˜o procurem maximizar o tempo em que os recursos estara˜o sendo
utilizados, acabara´ tambe´m prejudicando a Grade como um todo, devido ao disperd´ıcio
da capacidade dos recursos.
Gerenciadores inflex´ıveis e na˜o abrangentes na˜o apenas prejudicam a Grade, mas
tornam invia´vel o uso de reservas de recursos. A inflexibilidade reduz a chance de se
conseguir um recurso. Por exemplo, caso um usua´rio tenha uma prefereˆncia de hora´rio
para uso de um recurso, ao requisitar uma reserva do mesmo e´ poss´ıvel que este recurso
ja´ tenha sido reservado por outro usua´rio. Quanto a` abrangeˆncia, o suporte a reservas
de apenas um u´nico tipo de recurso, tal como processador, ou banda de rede, acaba
tornando o gerenciador u´til em apenas alguns casos isolados dentro da Grade. Soluc¸o˜es
mais abrangentes, com reservas de va´rios tipos de recursos, permitem uso coordenado dos
mesmos, trazendo maior qualidade de servic¸o.
A seguir, sera˜o apresentados alguns tipos de reservas que devem ser suportados para
que se tenha maior flexibilidade e abrangeˆncia.
2.1.4 Tipos de Reservas para maior Flexibilidade
Para maior flexibilidade, podem ser distingu¨idos treˆs tipos de reservas. O que as dife-
rencia e´ a questa˜o temporal. Sa˜o elas reservas imediatas, reservas antecipadas e reservas
sob-demanda.
Reservas Imediatas
Reservas imediatas sa˜o aquelas onde se deseja utilizar os recursos imediatamente, no
momento em que se sa˜o requisitadas. Caso o recurso requisitado estiver ocupado, a reserva
na˜o se concretiza.
Um gerenciamento de recursos que suporte apenas reservas imediatas se comporta
como um sistema sem reservas, com apenas algumas pequenas modificac¸o˜es. Isso quer
dizer que e´ um sistema baseado em tarefas.
Uma reserva imediata de um processador, em um sistema assim, aconteceria da se-
guinte forma: ha´ va´rias tarefas em execuc¸a˜o no mesmo processador, e uma fila e´ utilizada
para organiza´-las. As regras da fila sa˜o simples: uma tarefa esta´ em funcionamento por vez
e, depois de um certo tempo, ela e´ interrompida e recolocada no fim da fila, dando lugar
para a pro´xima. Uma reserva imediata pressupo˜e uma tarefa que na˜o pode ser interrom-
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pida. Quando uma destas reservas e´ colocada na fila, as outras aplicac¸o˜es devem esperar
ela ser conclu´ıda para que a fila siga adiante. O escalonador de tarefas pode estabelecer
um limite ma´ximo para a durac¸a˜o da reserva. Isso impede que as demais aplicac¸o˜es de
Grade fiquem paradas por muito tempo.
Na figura 2.2, e´ apresentado um exemplo de gereˆncia de tarefas de Grade por meio de
fila. O exemplo utiliza uma fila que segue a ordem de chegada e um esquema onde cada
tarefa que estiver executando (a mais a` direita, na figura), apo´s ser interrompida, vai para
o fim da fila. Em (a), ha´ apenas tarefas de Grade comuns (Ax). Em (b), ha´ tarefas de
Grade comuns (Ax) e tarefas sob forma de reserva imediata de processador (Rx). Como
as reservas imediatas normalmente possuem maior prioridade que as demais aplicac¸o˜es de
Grade, elas sa˜o colocadas a` frente das outras aplicac¸o˜es, no comec¸o da fila, pore´m atra´s
de outras reservas ja´ feitas. Como o mecanismo de revezamento para uso do recurso na˜o
e´ utilizado em reservas, por elas executarem do in´ıcio ao fim sem serem interrompidas, a
fila ficara´ parada ate´ que a reserva em posse do recurso termine sua execuc¸a˜o.
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Figura 2.2: Escalonamento de Tarefas e Reserva Imediata.
Reservas Antecipadas
E´ poss´ıvel que se negocie a reserva de um recurso muito antes de seu uso. Assim,
negocia-se para que uma tarefa de um usua´rio da Grade inicie e execute de forma exclusiva
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a partir de um instante de tempo que e´ definido na negociac¸a˜o. Por exemplo, e´ poss´ıvel
reservar um recurso para ser utilizado “a partir das oito horas da manha˜”.
Uma reserva antecipada possui, assim, dois campos importantes, definidos na negocia-
c¸a˜o entre usua´rio e provedor do recurso: a durac¸a˜o da reserva e o tempo inicial da mesma.
Com algoritmos adequados, e´ poss´ıvel usar estes campos de forma a permitir diversas
reservas antecipadas em um mesmo no´ da Grade. O fator primordial e´ que elas sejam
temporalmente exclusivas, ou seja, duas ou mais reservas na˜o devem estar agendadas para
o mesmo per´ıodo de tempo.
Uma caracter´ıstica importante das reservas antecipadas e´ o fato de que o usua´rio que
reserva o recurso na˜o o usa imediatamente. Isso gera duas implicac¸o˜es: a primeira, e´ o
fato de que o usua´rio deve receber uma confirmac¸a˜o de que a reserva esta´ agendada, e
uma senha ou outro tipo de identificac¸a˜o para que possa acessar mais tarde o recurso e
utiliza´-lo. A segunda implicac¸a˜o e´ que ha´ um grande per´ıodo de tempo entre a negociac¸a˜o
e o uso do recurso. Isso faz com que seja poss´ıvel, para o usua´rio, renegociar os termos da
reserva ou ate´ mesmo cancela´-la; e para o provedor do recurso, tratar problemas com os
recursos, tal como ativar re´plicas do recurso caso ele venha a falhar, ou avisar o usua´rio
interessado de eventuais problemas, renegociando termos da reserva com ele.
R S
      14:00h      16:00h                 20:00h          22:30h
  D(R) = 2:00h D(S) = 2:30h
Figura 2.3: Duas reservas antecipadas R e S em uma agenda temporal.
As reservas antecipadas na˜o sa˜o colocadas em uma fila normal, mas em uma agenda
temporal. A fila com aplicac¸o˜es que na˜o sa˜o reservas continua a existir. A figura 2.3
apresenta uma agenda temporal com duas reservas antecipadas, R e S. Estas reservas
podem ou na˜o pertencer ao mesmo usua´rio.
Um sistema de gerenciamento de reservas sem reservas antecipadas e´ praticamente
invia´vel. Ale´m das caracter´ısticas de aumento de QoS pela previsa˜o de in´ıcio da reserva
e melhor utilizac¸a˜o dos recursos, ja´ que o provedor pode agendar as reservas de forma
organizada, reservas antecipadas tambe´m sa˜o fundamentais para o uso coordenado de
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recursos.
Reservas Sob-Demanda
Este tipo de reserva e´ utilizado quando um usua´rio da Grade necessita reservar um
recurso para uso imediato. Pore´m, caso o recurso esteja ocupado, ele busca uma reserva
antecipada para o primeiro per´ıodo poss´ıvel de disponibilidade do recurso. E´ poss´ıvel
perceber que, por natureza, este tipo de reserva e´ flex´ıvel, porque permite que o intervalo
de reserva do recurso possa ser determinado na˜o na requisic¸a˜o, mas de acordo com as
outras reservas ja´ agendadas.
Ao suportar reservas sob-demanda, o gerenciador de reservas garante que sera´ capaz
de verificar as reservas agendadas e encontrar o primeiro per´ıodo de disponibilidade. Ale´m
disso, e´ preciso que, no momento em que a reserva seja conclu´ıda, o gerenciador envie uma
resposta ao usua´rio interessado de qual sera´ o intervalo de tempo da reserva, para ele saber
quando sera´ a hora certa de utilizar o recurso.
2.1.5 Tipos de Reservas para Maior Abrangeˆncia
Enquanto, para prover reservas flex´ıveis, foram destacados diferentes tipos de reservas
quanto ao fator temporal, para a questa˜o de abrangeˆncia e´ necessa´rio suportar diferentes
tipos de reserva quanto a` capacidade reservada. Por este crite´rio, uma reserva pode ser
de um dos treˆs seguintes tipos: reserva simples, reserva mu´ltipla ou reserva parcial.
Reserva Simples
Neste tipo de reserva, apenas um recurso e´ considerado, mesmo que o no´ da Grade
possua va´rios. Uma caracter´ıstica importante deste tipo de reserva e´ que o recurso so´ pos-
sui dois estados poss´ıveis em um determinado instante de tempo: reservado ou dispon´ıvel.
Na˜o se considera a possibilidade de haver mais do que uma reserva ao mesmo tempo, nem
de se reservar parte do recurso. Se um processador for reservado, por exemplo, apenas o
usua´rio que o reservou podera´ utiliza´-lo no intervalo referente a` reserva.
Este tipo de reserva e´ utilizado quando se deseja reservar um u´nico recurso por com-
pleto, independentemente de ele poder ser utilizado por mais do que um usua´rio ao mesmo
tempo. Por exemplo, caso se deseje reservar toda a capacidade de rede para um usua´rio,
pode-se utilizar este tipo de reserva. Pore´m, como a rede pode ser utilizada por mais do
2.1 Ana´lise do Problema 23
que um usua´rio ao mesmo tempo, seria mais adequado o uso de outro tipo de reserva para
a rede.
As figuras 2.2 e 2.3 exemplificam reservas de um u´nico recurso. E´ poss´ıvel visuali-
zar, pelas figuras, que o recurso pode estar, em um determinado momento, totalmente
reservado ou enta˜o totalmente dispon´ıvel para novas reservas.
Reserva Mu´ltipla
Consideremos o exemplo do cena´rio apresentado neste cap´ıtulo. Ha´ dezesseis processa-
dores ideˆnticos localizados no mesmo no´ e sendo compartilhados na Grade. Suas reservas
sa˜o controladas pelo mesmo gerenciador de reservas. Suponha-se agora que um usua´rio
da Grade deseje reservar oito processadores para uma aplicac¸a˜o paralela. Caso apenas
reservas simples fossem suportadas, ele teria que fazer oito reservas, tentando coordenar
para que acontecessem ao mesmo tempo. Pode-se perceber que seria um desperd´ıcio de
tempo e um esforc¸o adicional muito grande.
Entende-se por reserva mu´ltipla como uma u´nica reserva de va´rios recursos no mesmo
intervalo de tempo. Na suposic¸a˜o feita, ao inve´s de “oito reservas de um processador”,
tentando coordena´-las para um mesmo intervalo, seria feita “uma u´nica reserva de oito
processadores”. Isso na˜o apenas facilita o uso de aplicac¸o˜es paralelas, como tambe´m au-
menta consideravelmente a eficieˆncia do escalonamento de reservas, pois uma quantidade
menor de reservas e´ necessa´ria.
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Figura 2.4: Exemplo de reservas mu´ltiplas em quatro recursos (A e C).
A figura 2.4 apresenta um exemplo com duas reservas mu´ltiplas (A e C ) e duas reservas
simples (B e D). A e´ uma reserva de treˆs recursos por treˆs horas, e C e´ uma reserva de dois
recursos por oito horas. E´ poss´ıvel perceber pelo exemplo que reservas simples e reservas
mu´ltiplas podem co-existir para o mesmo conjunto de recursos. Na verdade, reservas
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simples podem ser utilizadas como “reservas mu´ltiplas de um u´nico recurso”, de forma
que um sistema de gerenciamento de reservas que suporte reservas mu´ltiplas suportara´
tambe´m reservas simples.
Reserva Parcial
Este tipo de reserva difere-se das reservas simples e mu´ltiplas por uma caracter´ıstica
importante: na˜o e´ o recurso que sera´ reservado, mas sim parte de sua capacidade.
Um dos exemplos deste tipo de reserva e´ dado no cena´rio apresentado. Ele apresenta
um no´ que possui banda de rede capaz de transferir 800 KB/s de dados. O recurso e´
a rede. Sua capacidade e´ a taxa de transfereˆncia. Caso fosse reservada uma taxa de
transfereˆncia de 200 KB/s, na˜o seria toda a rede reservada, mas sim apenas uma parte
de sua capacidade. Em outras palavras, uma reserva parcial e´ uma reserva de parte da
capacidade de um recurso.
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Figura 2.5: Representac¸o˜es de reservas parciais.
A figura 2.5 apresenta um exemplo com duas reservas: uma de 400 KB/s por uma
hora, e outra de 320 KB/s por duas horas, sendo que a capacidade total de transfereˆncia
de dados e´ de 800 KB/s. Ha´ duas representac¸o˜es para as mesmas reservas: na esquerda,
as reservas esta˜o representadas pela unidade de capacidade (no caso, KB/s); na direita,
esta˜o representadas por porcentagem da capacidade total, uma vez que 800 KB/s e´ 100%,
400 KB/s e´ 50% e 320 KB/s e´ 40% da capacidade total. Esta representac¸a˜o da direita e´
mais gene´rica pois pode ser usada para outros tipos de recursos. Assim, ao inve´s de ter
que lidar com diversas unidades de capacidade (para disco r´ıgido, por exemplo, seria em
bytes), basta que o gerenciador de reservas saiba lidar com porcentagem da capacidade
total, e haja um simples conversor (de unidade para porcentagem) para cada tipo de
recurso.
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2.2 Trabalhos Relacionados
2.2.1 GARA
Este e´ o primeiro trabalho que aborda reservas antecipadas de recursos para Grades.
Ele apresenta o GARA (Globus Architecture for Reservation and Allocation, ou seja,
arquitetura para reserva e alocac¸a˜o de recursos para o Globus). O Globus e´ um middleware
de Grade muito utilizado (provavelmente o mais utilizado), e que adota diversos padro˜es
e e´ gene´rico o suficiente para que se possa construir, atrave´s dele, Grades e aplicac¸o˜es de
Grade.
GARA foi constru´ıdo para a segunda versa˜o do Globus (BRUNETT et al., 1998),
como uma extensa˜o do GRAM (Grid Resources Allocation Manager (CZAJKOWSKI et
al., 1998), o servic¸o de gereˆncia de recursos do Globus. A partir da terceira versa˜o do
Globus, que evoluiu para atender a` nova arquitetura de Grades OGSA (Open Grid Services
Architecture) (FOSTER et al., 2002), baseados em Web Services, o GARA passou a ser
usado atrave´s de interfaces para acesso a componentes do antigo Globus 2.
No GARA, os recursos sa˜o apresentados como objetos gene´ricos. Assim, banda de
rede, processadores, arquivos, acesso a bancos de dados, e todos os demais tipos de recursos
seriam representados pelo mesmo tipo de objeto. Esta visa˜o dos recursos permitia que se
desenvolvesse interfaces homogeˆneas para publicac¸a˜o, escolha e acesso dos mesmos, pore´m
tornava complicado o pro´ximo passo, na hora do uso, onde as diferenc¸as entre os recursos
vinham a` tona.
Para reservas, este modelo homogeˆneo simplificou muito a implementac¸a˜o de reservas.
Pore´m, todas as reservas eram feitas atrave´s de timeslot tables ou simplesmente slot tables,
que sa˜o trabalhados atrave´s de gerenciadores chamados de timeslot managers (FERRARI;
GUPTA; VENTRE, 1995), (FERRARI; GUPTA; VENTRE, 1997) e (HOO; JOHNSTON,
1999). Slot tables sa˜o estruturas bidimensionais que levam em conta a per´ıodo de tempo
da reserva e a porcentagem do recurso que sera´ utilizada. Em outras palavras, o GARA
suporta reserva parcial de recursos. Pore´m, infelizmente, reservas simples e reservas mu´l-
tiplas na˜o sa˜o suportadas, o que reduz muito a eficieˆncia e abrangeˆncia do gerenciador,
pois, para recursos como processadores, onde seria o ideal reservas mu´ltiplas, sa˜o realiza-
das diversas reservas parciais, onde a capacidade e´ o poder de processamento (ciclos) dos
processadores.
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2.2.2 Reservas em Transfereˆncias de Dados
Diversos trabalhos (BURCHARD; HEISS; ROSE, 2003), (BURCHARD, 2003), (BUR-
CHARD; DROSTE-FRANKE, 2003), (BURCHARD et al., 2004), (BURCHARD; LIN-
NERT, 2004), (BURCHARD, 2004), (BURCHARD, 2005a), (BURCHARD et al., 2005),
(BURCHARD; LINNERT; SCHNEIDER, 2005), (BURCHARD; SCHNEIDER; LINNERT,
2005), (BURCHARD et al., 2005) e (BURCHARD, 2005b) abordam dois problemas prin-
cipais. O primeiro e´ a reserva de taxa de transmissa˜o de dados em redes locais de alto
desempenho. O segundo e´ a questa˜o de resolver faltas ocorridas em recursos de forma a
poder cumprir as reservas ja´ agendadas.
Para identificar cada reserva, estabeleceu-se um conjunto de atributos que definem
a capacidade de transfereˆncia de dados, o per´ıodo de tempo da reserva e quais os dois
no´s da rede que trocara˜o os dados. Um gerenciador de reservas de uma certa rede local
poderia, assim, estabelecer diversas reservas simultaˆneas para transferir dados passando
os mesmos por uma rota que inclui diversos no´s da rede.
O gerenciador utiliza apenas reservas parciais, atrave´s de um algoritmo bidimensional,
como em (FOSTER et al., 1999). Foi tambe´m apresentado uma nova forma de reserva
parcial, chamada de reserva malea´vel (malleable reservation). Esta reserva permite que
a capacidade e a durac¸a˜o da reserva possam ser definidas livremente pelo gerenciador de
reservas. Assim, ao inve´s de requisitar uma certa capacidade de transfereˆncia por uma
certa durac¸a˜o de tempo, requisita-se a transfereˆncia de uma certa quantidade de dados.
O gerenciador enta˜o escolhera´ os valores de durac¸a˜o e capacidade; menor durac¸a˜o implica
em maior capacidade usada e vice-versa.
Para resolver problemas ocorridos por causa de faltas, e´ apresentada da seguinte
soluc¸a˜o: por suportar reservas antecipadas, ha´ um tempo entre a negociac¸a˜o pela reserva
e o momento de utilizac¸a˜o do recurso. Neste intervalo, caso ocorra alguma falta, busca-se
uma nova rota, que e´ informada ao usua´rio que requisitou a reserva.
Um dos principais problemas destes trabalhos e´ que sa˜o suportadas apenas reservas
parciais de capacidade de transfereˆncia de dados em redes. Outros tipos de reservas e
outros recursos na˜o sa˜o considerados.
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2.2.3 Gerenciadores Mediadores entre Grades e Clusters
Diversos trabalhos abordaram a questa˜o de criar interfaces e gerenciadores capazes de
interagir com clusters e supercomputadores, fazendo com que seus processadores possam
ser reservados por usua´rios de Grade. A ide´ia e´ servir de ponte entre a Grade e estes
dispositivos. Estes gerenciadores de reservas teˆm como caracter´ısticas: sa˜o intermedia´rios
entre a Grade e os clusters ; e sa˜o responsa´veis pelo escalonamento das reservas, constru´ıda
como uma camada de alto n´ıvel sobre os gerenciadores de recursos locais dos clusters.
(SMITH; FOSTER; TAYLOR, 2000) aborda a questa˜o de reservas mu´ltiplas de pro-
cessadores utilizando-se de gerenciadores de recursos projetados para supercomputadores.
A ide´ia e´ reservar processadores de supercomputadores atrave´s de uma integrac¸a˜o do mid-
dleware de Grade com o gerenciador de recursos local (Local Resource Manager). Assim,
um usua´rio pode requisitar uma reserva de um certo nu´mero de processadores para se-
rem usados simultaneamente em um per´ıodo de tempo pre´-definido; enta˜o a requisic¸a˜o e´
repassada ao gerenciador de recursos local, que cuidara´ dos detalhes. Ale´m disso, ele apre-
senta um estudo de algoritmos para aplicac¸o˜es que devem ser executadas completamente
de uma vez e para aplicac¸o˜es que podem ser paradas e reiniciadas posteriormente. Fo-
ram utilizadas filas, uma para cada processador, e atrave´s delas diferentes te´cnicas foram
combinadas para as requisic¸o˜es. Foi assumido, tambe´m, que na˜o se sabe ao certo quando
uma aplicac¸a˜o ira´ terminar, e enta˜o e´ preciso que se use algoritmos para prever isso. Foi
tambe´m utilizado backfilling, ou seja, aplicac¸o˜es podem ser reservadas fora da ordem de
chegada, desde que na˜o sejam atrasadas as aplicac¸o˜es que ja´ esta˜o na fila. Assumiu-se
que as aplicac¸o˜es reservadas podem ter diferentes prioridades. Os resultados mostraram
que aplicac¸o˜es que podem ser reiniciadas permitem melhor utilizac¸a˜o dos recursos. Os
principais problemas deste trabalho sa˜o a falta de suporte de outros recursos ale´m de
processadores e a falta de suporte de reservas parciais.
(ELMROTH; TORDSSON, 2004) expo˜e a ide´ia de um esquema onde os usua´rios
indicam quais sa˜o os seus benchmarks desejados, ou seja, quais sa˜o os paraˆmetros de
qualidade de servic¸o exigidos. Com isso, o gerenciador ira´ escolher os recursos necessa´rios
e agendar as reservas. O gerenciador de recursos possui duas func¸o˜es principais: escolher
os melhores recursos para as aplicac¸o˜es de Grade e agendar reservas. Elas sa˜o agendadas
atrave´s de um mecanismo que interage com o gerenciador de recursos local e possui duas
operac¸o˜es: requisitar reservas e liberar reservas. Cada reserva e´ definida com os valores de
nu´mero de processadores e durac¸a˜o da reserva, ou seja, sa˜o suportadas reservas mu´ltiplas.
Um terceiro atributo, que e´ uma conta a` qual sera´ atribu´ıda a reserva, tambe´m pode ser
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enviada na requisic¸a˜o de reserva. O gerenciador, enta˜o, cria a reserva, acopla a ela o
identificador do usua´rio beneficiado, e a envia para gerenciador local. Quando termina o
tempo da requisic¸a˜o, o gerenciador envia um comando ao gerenciador local para liberar
os recursos. Reserva de capacidades e outros recursos ale´m de processadores na˜o sa˜o
suportados.
(ROEBLITZ; SCHINTKE; WENDLER, 2004) tambe´m apresenta o gerenciamento
de reservas de processadores por meio de reservas antecipadas. E´ proposto um tipo de
reserva chamada de reserva ela´stica. Ela possui como atributos os limites de tempo
para comec¸ar e para terminar, e nu´mero ma´ximo e mı´nimo de processadores. Ale´m dos
limites, sa˜o definidos: durac¸a˜o referencial, poder de processamento referencial e nu´mero
de processadores referencial. A func¸a˜o do gerenciador de reservas e´ agendar cada reserva
em um per´ıodo adequado e com um nu´mero adequado de processadores. E´ poss´ıvel que
haja processadores com diferentes desempenhos, enta˜o o algoritmo na˜o busca a soluc¸a˜o
ideal, por ser um problema com grande complexidade algor´ıtmica e invia´vel. E´ utilizado
um algoritmo que gera algumas poss´ıveis soluc¸o˜es e, entre elas, a mais via´vel, e que se
adequa melhor aos valores referenciais, e´ escolhida. Embora reservas mu´ltiplas sejam
suportadas, o mesmo na˜o acontece com outros tipos de reservas e outros recursos ale´m de
processadores.
Treˆs trabalhos, (SIDDIQUI et al., 2005), (SIDDIQUI; VILLAZO´N; FAHRINGER,
2006) e (WIECZOREK et al., 2006), tratam sobre o gerenciamento de recursos do Askalon
(FAHRINGER et al., 2005), um ambiente para desenvolver e executar aplicac¸o˜es de Grade.
Infelizmente, os u´nicos recursos que estes trabalhos gerenciam sa˜o processadores, com
reservas simples e mu´ltiplas.
Em (SIDDIQUI et al., 2005), o Askalon e´ modificado para funcionar com o Globus
Toolkit versa˜o 4 (GT4) (FOSTER, 2005) e com WS-GRAM, que e´ uma implementac¸a˜o
do GRAM (CZAJKOWSKI et al., 1998) atrave´s de WSRF (Web Services Resource Fra-
mework). O gerenciamento de recursos e´ feito de forma que as reservas sejam modeladas
como WS-resources. A arquitetura apresenta um modelo onde o usua´rio que deseja re-
servar processadores se comunica com um gerenciador de reservas. Este se comunica com
o gerenciador de recursos local. Na hora de utilizar os processadores, o usua´rio deve se
comunicar com o WS-GRAM, que verificara´ se o usua´rio tem uma reserva feita e se e´ para
aquele momento e, se for, ele da´ acesso aos mesmos.
Em (SIDDIQUI; VILLAZO´N; FAHRINGER, 2006), um gerenciador de recursos mo-
delado em treˆs camadas e´ apresentado. A primeira camada e´ a de alocac¸a˜o. Ela e´ im-
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plementada atrave´s de um algoritmo de empacotamento em fita adaptado para reservas,
que foi chamado de VSHSH. A segunda camada e´ a de co-alocac¸a˜o, constru´ıda sobre a ca-
mada anterior, e gerencia uma ou mais alocac¸o˜es. A terceira camada e´ a de coordenac¸a˜o,
que busca resolver problemas gerados pela competic¸a˜o de diversos usua´rios pelos mesmos
recursos, gerando soluc¸o˜es na˜o conflitantes, atrave´s de uma re-organizac¸a˜o das reservas
na agenda ou atrave´s da reduc¸a˜o do nu´mero de recursos utilizados por cada usua´rio.
Em (WIECZOREK et al., 2006), a ide´ia principal e´ que um usua´rio envie um workflow,
ou seja, uma aplicac¸a˜o que conte´m um conjunto de sub-processos definidos. Ao recebeˆ-lo,
o gerenciador reserva os processadores necessa´rios para que o workflow seja executado
adequadamente. Sa˜o propostos dois algoritmos para as reservas. O primeiro, chamado
de attentive, recebe uma requisic¸a˜o de reserva para um per´ıodo determinado. Se houver
processadores dispon´ıveis, este sera´ o per´ıodo da reserva. Caso na˜o haja, sa˜o geradas
alternativas e o usua´rio requisitante pode escolher alguma, desistir ou re-negociar. O
segundo algoritmo chama-se progressive. Este algoritmo e´ uma extensa˜o do primeiro
que faz com que, ao se ter mais de um usua´rio e, portanto, mais de um workflow, o
algoritmo na˜o permita que um dos usua´rios tome todos os recursos. Isso e´ feito atrave´s
do estabelecimento de limites para que cada usua´rio so´ possa fazer um certo nu´mero de
reservas por vez.
2.2.4 Outros Casos de Reservas em Grades
(KEAHEY; MOTAWI, 2004) propo˜e uma arquitetura chamada VAS (Virtual Appli-
cation Service). Nesta arquitetura, usua´rios da Grade utilizam um servic¸o persistente
chamado VAS factory, pelo qual sa˜o instanciados servic¸os que utilizam diversos recur-
sos. O objetivo e´ facilitar a execuc¸a˜o de servic¸os em tempo real. O gerenciamento de
recursos e´ feito por meio de reservas parciais, utilizando um gerenciador chamado DSRT
(NAHRSTEDT; CHU; NARAYAN, 1999). Pode-se utilizar reservas imediatas e antecipa-
das, pore´m so´ e´ considerado o recurso processador. Reservas mu´ltiplas e outros recursos
na˜o sa˜o suportados.
(FAROOQ; MAJUMDAR; PARSONS, 2005) traz um estudo sobre o uso de relaxa-
mento em reservas simples e antecipadas. Relaxamento permite que o gerenciador de
reservas tenha a flexibilidade para escolher o intervalo de tempo mais adequado para a
reserva, ao inve´s de simplesmente tentar reservar a mesma em um instante pre´-definido.
E´ apresentado um estudo do desempenho de um algoritmo de gerenciamento de reservas
ao utilizar-se de reservas com diferentes valores de relaxamento. A conclusa˜o que se chega
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e´ que este fator e´ muito importante para a boa utilizac¸a˜o dos recursos. O ponto fraco do
trabalho e´ que o gerenciador na˜o suporta nem reservas parciais nem reservas mu´ltiplas.
(DECKER; SCHNEIDER, 2007) apresenta um estudo sobre co-alocac¸a˜o de recursos
para workflows. A intenc¸a˜o e´ gerenciar eficientemente as atividades de cada workflow,
mapeando as mesmas para os diferentes recursos que elas exigem. Este mapeamento e´
poss´ıvel com o uso de reservas antecipadas. Foram apresentados algoritmos baseados em
heur´ısticas, de forma a reduzir a complexidade algor´ıtmica. No trabalho, um framework
foi utilizado para modelar e executar algoritmos. Tomou-se por base o algoritmo HEFT
(Heterogeneous Earliest-Finish-Time) (TOPCUOUGLU; HARIRI; WU, 2002). A partir
deste, foi desenvolvido o HEFT-Sync, que traz como vantagem o tratamento de depen-
deˆncias, o suporte a reservas antecipadas e suporte a` co-alocac¸a˜o de recursos. Pore´m, foi
constatado que o HEFT-Sync teve a maioria de seus workflows rejeitados devido a na˜o
conseguir encontrar recursos dispon´ıveis em muitas requisic¸o˜es com dependeˆncias, dentro
do tempo da co-alocac¸a˜o. Para isso foi desenvolvido o HEFT-SyncBT. Este algoritmo,
diferente do anterior, ao inve´s de agendar as reservas para o primeiro intervalo livre dispo-
n´ıvel, registra os poss´ıveis per´ıodos de agendamento e os guarda em uma a´rvore. Assim,
caso ocorra problemas de falta de recursos, algumas reservas podem ter seus intervalos
modificados de acordo com as opc¸o˜es registradas na a´rvore e, assim, problemas locais
podem ser resolvidos. O algoritmo aborda reservas de processadores e de banda de rede.
Um ponto forte do gerenciador e´ apresentar reservas flex´ıveis para cada reserva, pois os
limites de in´ıcio e fim de cada reserva na˜o esta˜o definidos, podendo ser escolhidos de
acordo com as dependeˆncias do workflow. O ponto fraco do algoritmo e´ na˜o considerar
reservas mu´ltiplas.
(CASTILLO; ROUSKAS; HARFOUSH, 2007), por fim, aborda algoritmos para esca-
lonamento de reservas, com a intenc¸a˜o de fazer uma boa utilizac¸a˜o dos recursos. A forma
de deixar os algoritmos mais eficientes proposta foi atrave´s do uso de a´rvores bina´rias ba-
lanceadas para armazenar os intervalos de tempo em que os recursos estariam dispon´ıveis.
Foram propostos treˆs algoritmos: first-fit, min-LIP e min-TIP. O first-fit busca na a´rvore
o primeiro intervalo onde cada nova reserva caberia. O min-LIP e o min-TIP buscam
o per´ıodo com menor tamanho poss´ıvel onde caberia cada nova reserva; com a diferenc¸a
que o min-LIP ordena os intervalos livres por ordem de in´ıcio dos mesmos, enquanto min-
TIP ordena eles por ordem de te´rmino. Os algoritmos propostos, pore´m, sa˜o restritos a
processadores e na˜o suportam reservas mu´ltiplas e nem parciais.
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2.2.5 Considerac¸o˜es
Foram considerados como trabalhos relacionados apenas aqueles que apresentaram al-
guma proposta de reservas de recursos para Grades com caracter´ısticas fundamentais para
um gerenciador de reservas, tal como implementac¸a˜o de reservas antecipadas. Alguns tra-
balhos, tal como (LIVNY; RAMAN, 1998), que discute sobre o gerenciamento de recursos
do Condor, que por sinal na˜o suporta reservas antecipadas e baseia-se em escalonamento
de tarefas dinaˆmico, na˜o foram considerados importantes para este trabalho, e por isso
na˜o foram citados.
Reservas abrangentes Reservas flexíveis Recursos Suportados
RS RM RP RA Flexibilidade processador banda outros
GARA sim não sim sim sim sim sim sim
Smith et al 2000 sim sim não sim indireta* sim não não
Burchard et al sim não sim sim sim (R. maleável) não sim não
Elmroth et al 2004 sim sim não sim não** sim não não
Roeblitz et al 2004 sim sim não sim sim (R. elástica) sim não não
Askalon sim sim não sim indireta* sim não não
Keahey et al 2004 sim não sim não não sim não não
Farooq et al 2005 sim não não sim sim (relaxamento) sim não não
Decker et al 2007 sim sim não sim sim sim sim não
Castillo et al 2007 sim não não sim sim sim não não
RS = reserva simples; RM = reserva múltipla; RP = reserva parcial; RA = reserva antecipada;
** tempo de início fixo. Porém, o término não é definido, e sim previsto por algoritmos.
* Tempo de início e término fixos. Caso o intervalo não esteja disponível, o escalonador indica outros períodos possíveis e o 
usuário pode escolher um.
Figura 2.6: Trabalhos relacionados a` gereˆncia de reservas.
Como e´ poss´ıvel observar pela figura 2.6, os diferentes trabalhos citados na˜o conse-
guem cumprir todos os requisitos desejados para o gerenciamento eficiente de reservas.
O trabalho que mais chega perto de cumpri-los e´ o GARA, pore´m ele na˜o suporta reser-
vas mu´ltiplas e e´ um projeto que na˜o evoluiu para acompanhar as novas tendeˆncias de
computac¸a˜o em Grade baseadas em OGSA.
E´ poss´ıvel perceber tambe´m que nenhum trabalho suporta reservas mu´ltiplas e reservas
parciais ao mesmo tempo. O ideal seria que, de acordo com os tipos dos recursos, o usua´rio
provedor dos mesmos pudesse escolher o tipo de reserva que seria utilizada, simples, parcial
ou mu´ltipla, e o escalonador deveria ter suporte para as mesmas.
Outra observac¸a˜o importante e´ o fato de que apenas o GARA poˆde reservar outros
tipos de recurso ale´m de processador e banda de rede. Este fator se deu porque ele
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oferece abstrac¸o˜es homogeˆneas para representar os recursos, de forma que sa˜o reservados
objetos do tipo recurso. Em outras palavras, e´ preciso que o gerenciamento de reservas
seja gene´rico e com baixo acoplamento em relac¸a˜o aos recursos, possibilitando assim a
reserva de diversos tipos de recursos.
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3 Gereˆncia de Reservas
Este cap´ıtulo apresenta algumas propostas para um gerenciamento de reservas ade-
quado. Primeiramente, e´ apresentada uma arquitetura onde e´ definida a forma com que
os usua´rios, o gerenciador de reservas e os gerenciadores de recursos interagem. Depois, e´
apresentada a forma com que a reserva e´ modelada. A seguir, sa˜o apresentadas abstrac¸o˜es
para modelar os recursos e reservas em um escalonador, de forma a permitir algoritmos
eficientes e com boa utilizac¸a˜o dos recursos. Por fim, sa˜o feitas algumas considerac¸o˜es a
respeito das propostas.
3.1 Gerenciador de Reservas
Um gerenciador de reservas pode ou na˜o ser acoplado ao gerenciador de recursos. Esta
proposta apresenta uma arquitetura de gereˆncia de recursos onde o gerenciador de reservas
esta´ situado em uma camada superior ao gerenciador de recursos local. Na verdade, e´
poss´ıvel que o gerenciador de reservas esteja localizado em um computador diferente do
que possui os recursos, tendo como u´nicas func¸o˜es negociac¸a˜o e agendamento de reservas.
Por ser uma camada superior, um gerenciador de reservas pode ser responsa´vel pelas
reservas de recursos de diferentes computadores, ou ate´ mesmo ser responsa´vel pelas reser-
vas de todos os recursos de uma determinada rede local ou organizac¸a˜o virtual (FOSTER;
KESSELMAN; TUECKE, 2001). Isto pode ser melhor visualizado na figura 3.1, que mos-
tra um exemplo onde um gerenciador de reservas e´ responsa´vel pelas reservas dos recursos
de todos os computadores de uma organizac¸a˜o virtual. Nesta figura, ha´ oito agendas tem-
porais para o agendamento de reservas: as treˆs da esquerda organizam reservas mu´ltiplas
(uma de discos r´ıgidos e as outras duas de processadores) de recursos dos usua´rios dez e
onze; as treˆs centrais organizam reservas simples ou parciais de recursos do usua´rio 12; as
duas da direita representam reservas parciais das capacidades de transfereˆncia de dados
dos usua´rios onze e doze.
Uma caracter´ıstica importante que um gerenciador de reservas deve possuir e´ que ele
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Figura 3.1: Gerenciador de reservas em uma organizac¸a˜o virtual.
deve ser gene´rico o bastante para ser capaz de trabalhar com reservas de diferentes tipos,
com recursos heterogeˆneos e com gerenciadores de recursos locais diversos. Por isso, o
ideal e´ que os algoritmos de escalonamento de reservas trabalhem de forma homogeˆnea
e gene´rica, e o gerenciador tenha interfaces padronizadas e protocolos para comunicac¸a˜o
com usua´rios e gerenciadores locais de recursos.
Outro ponto importante e´ o fato de que o gerenciador de reservas trabalha apenas
com as reservas; o escalonamento de tarefas e controle de uso dos recursos na˜o e´ seu papel.
Ele e´ utilizado pelos usua´rios para obter reservas, e pelos gerenciadores de recursos para
verificar se os usua´rios que esta˜o requisitando os recursos possuem realmente reservas dos
mesmos.
3.2 Reservas e Atributos
No momento da requisic¸a˜o da reserva, o usua´rio deve fornecer alguns paraˆmetros
que indicam os recursos/capacidades a serem agendados, suas prefereˆncias e os limites
tolerados. Este trabalho apresenta a seguinte proposta de paraˆmetros passados em uma
requisic¸a˜o de reserva:
• Tipo do Recurso: indica o tipo do recurso desejado.
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• Capacidade desejada: indica o nu´mero de recursos reservados ou a capacidade a ser
reservada. O formato deste paraˆmetro depende do tipo do recurso.
• Durac¸a˜o: e´ o intervalo de tempo que durara´ a reserva.
• Limite para iniciar : e´ o instante de tempo estabelecido como o mais cedo poss´ıvel
para a reserva iniciar.
• Limite para terminar : e´ o instante de tempo estabelecido como ma´ximo para que a
reserva termine. A reserva na˜o pode ser agendada para terminar apo´s este paraˆme-
tro.
Ale´m dos atributos passados como paraˆmetro em uma requisic¸a˜o, uma reserva ainda
possui mais treˆs atributos: tempo de in´ıcio e tempo de te´rmino, que define o intervalo
exato no qual a reserva foi agendada; e um atributo identificador, representado por um
nu´mero inteiro.
3.2.1 Relaxamento
Existe um fator primordial para estabelecer reservas com flexibilidade: o uso de rela-
xamento (ou laxity) (FAROOQ; MAJUMDAR; PARSONS, 2005). Este fator e´ calculado
pela relac¸a˜o entre a diferenc¸a entre os limites para iniciar e terminar, e a durac¸a˜o da
reserva. Se esta diferenc¸a for igual a` durac¸a˜o, na˜o ha´ relaxamento. Pore´m, se a diferenc¸a
entre os limites for maior que a durac¸a˜o, ha´ relaxamento, ou seja, ha´ flexibilidade para
que o gerenciador possa escolher o melhor intervalo para agendar a reserva.
Com relaxamento, um usua´rio na˜o estabelece um tempo u´nico para a reserva do
recurso, mas sim uma faixa de tempo no qual o gerenciador de reservas tera´ a liberdade
de escolher qual o melhor intervalo para a mesma. Isto permite melhor utilizac¸a˜o dos
recursos, uma vez que o gerenciador tera´ condic¸o˜es de identificar poss´ıveis soluc¸o˜es e
escolher a que considerar mais adequada, dentro das especificac¸o˜es do usua´rio.
Por outro lado, caso o usua´rio fac¸a questa˜o de estabelecer o per´ıodo exato onde a
reserva deve ser efetuada, ou seja, sem relaxamento, basta que ele envie os paraˆmetros
de limite para iniciar e para terminar com uma diferenc¸a exatamente igual a` durac¸a˜o.
Atrave´s disso, havera´ um u´nico intervalo poss´ıvel para a reserva, bastando ao gerenciador
a verificac¸a˜o da disponibilidade de recursos neste intervalo.
O relaxamento e´ um valor impl´ıcito obtido pelos limites e pela durac¸a˜o de uma re-
serva, ou seja, ele e´ definido para cada reserva pelo usua´rio requisitante. A fo´rmula para se
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determinar o relaxamento e´: Relaxamento= (limite para terminar − limite para iniciar)durac¸a˜o −1. Atra-
ve´s desta fo´rmula e´ poss´ıvel perceber que, quando a diferenc¸a entre os limites for igual a`
durac¸a˜o, o relaxamento sera´ nulo. Se for o dobro da durac¸a˜o, o relaxamento tera´ valor
de 100%. Se for o triplo sera´ de 200%; e assim por diante. O relaxamento e´ expresso em
porcentagem.
Relaxamento e´ muito importante, principalmente para reservas antecipadas. Uma
tentativa de agendamento de uma requisic¸a˜o de reserva sem relaxamento corre grave risco
de ser mal sucedida, pois e´ poss´ıvel que ja´ haja alguma reserva para o intervalo r´ıgido
requisitado. Com relaxamento, ha´ mais possibilidades de se obter um intervalo onde a
reserva pode ser agendada.
3.3 Modelagem de Recursos e Reservas para Escalo-
namento de Reservas
Para que na˜o haja conflitos entre as reservas agendadas, e´ necessa´rio organiza´-las. O
escalonamento e´ a etapa do gerenciamento em que um algoritmo recebe uma requisic¸a˜o
de reserva e verifica a possibilidade de agendamento da mesma dentro dos paraˆmetros
passados, de acordo com os recursos dispon´ıveis. Para saber quais recursos estara˜o dis-
pon´ıveis, e´ necessa´ria a ana´lise das reservas ja´ agendadas. A complexidade desta ana´lise
depende da forma com que elas sa˜o modeladas e organizadas.
Este trabalho propo˜e o uso de empacotamento em fita, que e´ um problema da mate-
ma´tica onde se busca encaixar (ou “empacotar”) retaˆngulos em um espac¸o geome´trico no
formato de uma fita; com algumas adaptac¸o˜es para que seja utilizado na modelagem das
reservas e dos outros elementos no escalonador de reservas.
3.3.1 Empacotamento em Fita
E´ um problema da matema´tica que possui dois elementos geome´tricos principais: uma
fita e diversos retaˆngulos. A quantidade de retaˆngulos pode variar.
A fita e´ especificada como um objeto bidimensional, com as dimenso˜es comprimento
e largura. A largura e´ dada por um valor finito e conhecido, constante em toda a fita.
O comprimento e´ um valor grande o suficiente, com a seguinte caracter´ıstica: o in´ıcio e´
definido, pore´m o fim na˜o e´ definido. Em outras palavras, a fita possui um in´ıcio conhecido
mas um fim na˜o conhecido.
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Os retaˆngulos tambe´m sa˜o objetos bidimensionais. Eles possuem tanto largura quanto
comprimento finitos e conhecidos. As dimenso˜es de diferentes retaˆngulos podem variar
entre si. E´ poss´ıvel tambe´m que se tenha retaˆngulos mais largos que compridos, quadrados,
e outros mais compridos que largos ao mesmo tempo.
O problema esta´ definido da seguinte forma: deve-se encaixar ou “empacotar” os
retaˆngulos na fita. Por empacotar, entende-se mover o retaˆngulo sobre a fita, de forma
que toda a a´rea do retaˆngulo encontre-se dentro da a´rea da fita. Isso faz com que seja
imposs´ıvel encaixar na fita retaˆngulos que possuam uma largura maior do que a da fita.
Outro fator fundamental e´ que nenhum retaˆngulo pode ocupar a mesma a´rea pertencente
a outro retaˆngulo, ou seja, a intersecc¸a˜o de a´rea dos retaˆngulos e´ sempre vazia.
Na figura 3.2, e´ apresentado um exemplo de empacotamento em fita. Na fita, cinco
retaˆngulos esta˜o empacotados. Caso um sexto retaˆngulo chegasse para ser empacotado,
ele so´ poderia ser empacotado caso sua largura na˜o fosse maior que a da fita.
Y0
Yn
...
Começo da fita
Figura 3.2: Algoritmo de empacotamento em fita.
O empacotamento pode-se dar com diferentes objetivos. O objetivo que mais se leva
em conta, normalmente, e´ a utilizac¸a˜o da fita. Por utilizac¸a˜o entende-se a a´rea da fita
que esta´ sendo ocupada por retaˆngulos em relac¸a˜o a` a´rea que vai do in´ıcio da fita ate´ o
u´ltimo retaˆngulo. Uma melhor utilizac¸a˜o se da´ quando se consegue encaixar os diferentes
retaˆngulos de forma a que preencham melhor os espac¸os livres, e que os retaˆngulos fiquem
o ma´ximo poss´ıvel no in´ıcio da fita. Ale´m deste objetivo pode haver outros, tal como ter
os retaˆngulos empacotados por ordem de tamanho, ou enta˜o ter o ma´ximo de retaˆngulos
ocupando espac¸os pro´ximos, ou outro objetivo qualquer. Pore´m, a melhor utilizac¸a˜o acaba
normalmente sendo o objetivo mais buscado.
Existem diversas formas de se tentar alcanc¸ar a soluc¸a˜o, ou seja, diversos algoritmos
para isso. Aı´ surge uma caracter´ıstica interessante do problema: a busca de uma solu-
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c¸a˜o ideal para melhor utilizac¸a˜o dos retaˆngulos envolve tentar todas as combinac¸o˜es de
organizac¸a˜o dos retaˆngulos na fita. Esse problema e´, computacionalmente falando, um
problema NP-completo.
Por ser de tal complexidade, diversos algoritmos seguindo diferentes heur´ısticas foram
criados para tentar gerar boas soluc¸o˜es de utilizac¸a˜o da a´rea da fita, pore´m com baixa
complexidade algor´ıtmica. Algumas das heur´ısticas organizam os retaˆngulos por ordem
de largura, outras por ordem de comprimento, outras ainda colocando pro´ximos uns dos
outros os retaˆngulos com mesmo comprimento ou mesma largura. Outro tipo de heur´ıstica
interessante e´ dado pelo estabelecimento de cortes virtuais na fita, separando assim a fita
em partes (tambe´m chamadas de gavetas) e tentando organizar os retaˆngulos de diferentes
maneiras em cada gaveta. A forma como os cortes sa˜o estabelecidos, bem como a forma
posterior de organizac¸a˜o podem ser bem variadas. Ale´m disso e´ poss´ıvel estabelecer cortes
verticais e tambe´m cortes horizontais, ou ate´ mesmo ambos na mesma heur´ıstica. Com
essa variedade de te´cnicas, e´ poss´ıvel estabelecer um grande nu´mero de poss´ıveis soluc¸o˜es
para o problema. Uma “melhor” soluc¸a˜o, em geral, na˜o e´ estabelecida, porque diferentes
soluc¸o˜es podem ser consideradas como melhores dependendo de onde o empacotamento
em fita e´ usado.
Ha´ algumas especificac¸o˜es que podem ser feitas que geram diferentes formas de em-
pacotamento. As principais sa˜o sobre quando que os retaˆngulos sa˜o conhecidos e se eles
podem ou na˜o ter sua posic¸a˜o na fita modificada. Assim, surgem dois tipos principais de
problemas de empacotamento: on-line e off-line.
• Empacotamento On-Line - o que ha´ a mais do que a definic¸a˜o padra˜o de empa-
cotamento em fita sa˜o duas definic¸o˜es adicionais. A primeira e´ que, uma vez que
se determinou em que lugar da fita um certo retaˆngulo ira´ ficar, essa decisa˜o na˜o
pode ser refeita, ou seja, na˜o se pode voltar atra´s e alterar o lugar. A segunda e´
que so´ se conhece, no ma´ximo, um retaˆngulo por vez. Assim, deve-se empacotar tal
retaˆngulo, ou seja, decidir em qual lugar ele vai ficar na fita, e e´ so´ depois disso que
e´ poss´ıvel saber qual e´ o pro´ximo retaˆngulo. Em outras palavras, os retaˆngulos va˜o
sendo empacotados na ordem em que va˜o chegando e, uma vez empacotados, na˜o
sa˜o mais alterados. Este problema traz soluc¸o˜es com menor complexidade, porque
se leva em conta apenas o retaˆngulo que esta´ na vez e a necessidade de determinar
qual lugar e´ o melhor para ele. Por outro lado, a utilizac¸a˜o da a´rea da fita na˜o e´
muito boa, porque na˜o se sabe quais retaˆngulos vira˜o posteriormente, e porque a
ordem da chegada dos retaˆngulos altera o resultado final do empacotamento, uma
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vez que na˜o se pode voltar atra´s.
• Empacotamento Off-Line - e´ como se fosse o oposto do empacotamento on-line. Os
retaˆngulos podem ser reorganizados na fita o quanto se desejar, e/ou se conhece
todos os retaˆngulos antes de comec¸ar a empacotar. Esse tipo de problema gera
soluc¸o˜es com maior complexidade, porque sa˜o levados em conta todos os retaˆngulos
simultaneamente. Por outro lado, e´ poss´ıvel a obtenc¸a˜o de uma melhor utilizac¸a˜o da
a´rea da fita, pois ha´ mais possibilidades. Inclusive, a soluc¸a˜o de utilizac¸a˜o ideal da
fita, que e´ extremamente complexa, e´ definida apenas para empacotamento off-line.
3.3.2 Empacotamento em Fita para Reservas Mu´ltiplas
Empacotamento em fita e´ um problema que pode ser adaptado e aplicado na gereˆncia
de reservas de recursos atrave´s de algumas definic¸o˜es. Essas definic¸o˜es sa˜o as seguintes:
• Fita: representa o conjunto de recursos ideˆnticos que podem pertencer a` mesma
reserva mu´ltipla.
• Retaˆngulo: cada um representa uma reserva.
• Comprimento: o comprimento da fita e o de cada retaˆngulo representam o tempo.
Um retaˆngulo e´ uma reserva com um tempo limitado. A fita tem como comec¸o o
instante de tempo “atual” (do momento), e esta´ aberta a reservas futuras.
• Largura: representa a quantidade de recursos. A fita tem como largura o nu´mero
total de recursos para uma certa reserva mu´ltipla. Cada retaˆngulo tem como largura
a quantidade de recursos da reserva.
• Tipo de empacotamento: utiliza-se empacotamento em fita on-line. Isso ocorre
porque as requisic¸o˜es de reserva sa˜o feitas de forma independente, ou seja, sa˜o
agendadas as reservas de acordo com a chegada das requisic¸o˜es. Ale´m disso, uma vez
que uma reserva e´ agendada, o usua´rio recebe como resposta o intervalo da mesma.
Isso significa que o retaˆngulo que representa a reserva na˜o pode ser modificado de
posic¸a˜o na fita, o que faz com que o algoritmo na˜o possa voltar atra´s quanto a`
escolha de onde posicionar o retaˆngulo.
A figura 3.3 mostra um exemplo de utilizac¸a˜o de um algoritmo de empacotamento
em fita na gereˆncia de reservas mu´ltiplas. O exemplo e´ o mesmo da figura 2.4, ou seja,
quatro processadores ideˆnticos. O algoritmo modela os diversos recursos como uma fita
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5h 6h 7h 8h 9h 10h 11h 12h 13h 14h 15h 16h 17h 18h 19h 20h 21h 22h 23h 24h 25h   ...
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D
R4
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R2
R1
Figura 3.3: Empacotamento em fita para reservas mu´ltiplas.
e as reservas como retaˆngulos, para melhor controle. E´ poss´ıvel notar que, neste tipo
de utilizac¸a˜o de empacotamento em fita, os valores de largura sa˜o restritos, porque e´
apenas poss´ıvel reservar um, dois, treˆs ou quatro processadores. Assim, estes sa˜o os
u´nicos valores de largura aceitos. Uma outra caracter´ıstica importante e´ o fato de que
a largura e comprimento na˜o representam dimenso˜es geome´tricas, mas sim o nu´mero de
recursos para a largura, e o tempo para o comprimento.
E´ poss´ıvel notar tambe´m outra particularidade dos algoritmos de empacotamento em
fita: a modelagem de reservas como retaˆngulos. Isso facilita a implementac¸a˜o de algorit-
mos de verificac¸a˜o da utilizac¸a˜o dos recursos, por juntar recursos e tempo em retaˆngulos:
basta achar a a´rea da fita ocupada para achar a utilizac¸a˜o.
5h 6h 7h 8h 9h 10h 11h 12h 13h 14h 15h 16h 17h 18h 19h 20h 21h 22h 23h 24h 25h   ...
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?
Figura 3.4: Problema de empacotamento para encaixar retaˆngulo.
Ha´, pore´m, um ponto fraco na utilizac¸a˜o desta modelagem: retaˆngulos na˜o permitem
reservas de recursos que na˜o sejam vizinhos. Isso pode ser observado na figura 3.4, onde e´
poss´ıvel verificar que na˜o se pode agendar uma reserva D de treˆs recursos, para o per´ıodo
entre 14h e 18h, mesmo havendo treˆs recursos dispon´ıveis, porque na˜o e´ poss´ıvel formar
um retaˆngulo com eles. A reserva teria que entrar a partir de 18h. No pro´ximo cap´ıtulo,
e´ apresentado um algoritmo que consegue solucionar este problema.
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Outro fator interessante que deve-se levar em conta e´ a questa˜o de representac¸a˜o das
reservas. E´ imposs´ıvel estabelecer uma ordem onde uma comec¸a apenas apo´s o te´rmino
da anterior, porque va´rias reservas podem estar agendadas para os mesmos intervalos
de tempo, utilizando os diversos recursos. Assim, algoritmos para agendamento devem
percorrer a fita em busca de um lugar onde se encaixe o novo retaˆngulo/reserva. A forma
com que isso e´ feito determinara´ a complexidade do algoritmo e a utilizac¸a˜o da fita.
O uso de empacotamento em fita on-line, para escalonar reservas, possui uma particu-
laridade. As reservas antecipadas, que possuem limites de in´ıcio e te´rmino, na˜o podem ser
colocadas em qualquer lugar da fita. Elas precisam ser colocadas em uma regia˜o temporal
da fita dentro dos limites particulares de cada reserva. Isso pode complicar o algoritmo, ja´
que esta restric¸a˜o faz com que na˜o se obtenha uma utilizac¸a˜o ta˜o boa do recurso, porque
poderia haver outros lugares na fita que gerariam uma melhor disposic¸a˜o das reservas.
Mesmo assim, ha´ um ponto positivo: o uso de apenas uma regia˜o da fita para agendar
limita o nu´mero de opc¸o˜es, o que faz com que o algoritmo possa escolher mais ra´pido em
qual lugar a reserva sera´ agendada, ou determinar mais ra´pido se ela pode ou na˜o ser
agendada.
3.3.3 Empacotamento em Fita para Reservas Parciais
Empacotamento em fita tambe´m pode ser utilizado para escalonamento de reservas
parciais, utilizando mecanismos similares aos usados para reservas mu´ltiplas, pois tambe´m
e´ um problema com duas dimenso˜es: tempo e capacidade reservada. Assim, a dimensa˜o
de tempo continua sendo representada pelo comprimento da fita; pore´m a largura da fita,
ao inve´s de representar a quantidade de recursos, representara´ a capacidade do recurso
reservada.
Como comentado no cap´ıtulo anterior, ha´ diversos tipos de capacidades que podem
ser reservadas: banda de rede (em KB/s), poder de processamento (em ciclos), espac¸o de
armazenamento (em KB ou MB), entre outros. Para tornar o algoritmo gene´rico, utiliza-
se a representac¸a˜o da capacidade como porcentagem da capacidade total, como e´ poss´ıvel
visualizar na figura 2.5, onde as reservas parciais ja´ esta˜o sendo representadas por meio
de empacotamento em fita.
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3.4 Avaliac¸a˜o da Proposta
No cap´ıtulo anterior, foram apresentados os quatro principais requisitos desejados
em um gerenciador de reservas: abrangeˆncia, flexibilidade, eficieˆncia e boa utilizac¸a˜o dos
recursos. Neste cap´ıtulo sa˜o apresentadas: uma arquitetura para o gerencidor de reservas,
os atributos das reservas e o uso de empacotamento em fita na modelagem de recursos e
reservas para o escalonamento das mesmas.
A escolha dos atributos das reservas e´ fundamental para suprir o requisito de flexibili-
dade. Como esta˜o estabelecidos a durac¸a˜o e os limites para in´ıcio e te´rmino, o escalonador
tem a flexibilidade para escolher o melhor intervalo e onde a reserva sera´ efetuada. Ale´m
disso, e´ preciso suportar relaxamento, ou seja, limites para as reservas possivelmente mai-
ores que as durac¸o˜es das mesmas, o que torna as reservas mais flex´ıveis, melhorando a
utilizac¸a˜o dos recursos e reduzindo a quantidade de requisic¸o˜es de reservas recusadas.
O uso de uma modelagem baseada em empacotamento em fita e´ proposto para a
questa˜o de eficieˆncia e boa utilizac¸a˜o dos recursos, pois ele utiliza abstrac¸o˜es para modelar
os recursos e as reservas de uma forma a simplificar o escalonamento, o que proveˆ eficieˆncia,
e facilitando a organizac¸a˜o das reservas, o que contribui para otimizar a utilizac¸a˜o dos
recursos. As questo˜es de utilizac¸a˜o e eficieˆncia ira˜o depender tambe´m dos algoritmos que
utilizara˜o empacotamento em fita. Os algoritmos desenvolvidos sera˜o apresentados no
pro´ximo cap´ıtulo.
A abrangeˆncia e´ trabalhada pela proposta de uso de empacotamento em fita diferen-
ciado para reservas parciais e para reservas mu´ltiplas, o que torna o gerenciador capaz de
suportar estes dois tipos de reserva. Isto e´ algo que nenhum dos trabalhos relacionados,
apresentados no cap´ıtulo anterior, conseguem fazer simultaneamente.
Pode-se concluir, assim, que a proposta tem dois pontos fundamentais: uma arquite-
tura de gerenciamento de reservas, que ressalta a importaˆncia do gerenciador de reservas
em relac¸a˜o a usua´rios e gerenciadores de recursos; e uma modelagem homogeˆnea das
reservas e recursos, atrave´s de empacotamento em fita, para escalonamento de reservas,
de forma a cumprir os requisitos de utilizac¸a˜o, eficieˆncia, flexibilidade e abrangeˆncia. A
proposta, por outro lado, na˜o leva em conta particularidades do uso dos recursos, tais
como pol´ıticas de uso ou forma de acesso.
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4 Escalonamento de Reservas
Este cap´ıtulo apresenta treˆs algoritmos desenvolvidos para o escalonamento de reser-
vas. Eles sa˜o baseados na modelagem de recursos e reservas atrave´s de empacotamento
em fita, e procuram cumprir os requisitos de boa utilizac¸a˜o dos recursos e eficieˆncia.
4.1 Algoritmo para Reservas Mu´ltiplas
Para reservas mu´ltiplas, foi desenvolvido um algoritmo baseado em empacotamento
em fita on-line. O importante do algoritmo e´ determinar, ao chegar uma requisic¸a˜o de
reserva, se ela pode ou na˜o ser agendada e, caso possa, em que intervalo de tempo e quais
os recursos agendados.
Ao chegar a requisic¸a˜o, a primeira coisa a se fazer e´ encontrar poss´ıveis intervalos
de tempo nos quais a reserva poderia ser agendada. Vamos chama´-los de “intervalos
candidatos”. Sa˜o candidatos porque, para que se possa agendar a reserva em um deles, e´
preciso que haja recursos suficientes no intervalo.
A forma de se encontrar estes candidatos e´ atrave´s das reservas ja´ agendadas (retaˆn-
gulos ja´ empacotados na fita) e dos valores de durac¸a˜o, limite para iniciar e para terminar
da requisic¸a˜o feita. Os passos para isto sa˜o os seguintes:
1. Encontram-se todos os valores de te´rmino de cada um dos retaˆngulos ja´ empacota-
dos. Nestes valores, recursos sa˜o liberados, ou seja, e´ poss´ıvel que, ao te´rmino de
alguma reserva, haja recursos dispon´ıveis suficientes para a nova reserva.
2. Dos valores encontrados, sa˜o descartados aqueles que na˜o permitem que a reserva
seja realizada entre os valores de limite para iniciar e terminar. Assim, sobram
apenas valores para in´ıcio da reserva poss´ıveis, ou candidatos.
3. Ale´m destes, e´ acrescentado como candidato o pro´prio valor do limite para iniciar,
pois e´ sempre um valor temporalmente poss´ıvel de agendar uma reserva.
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A figura 4.1 apresenta a representac¸a˜o de uma fita com alguns retaˆngulos empacotados.
Uma nova requisic¸a˜o de reserva de treˆs recursos por treˆs horas chega, e enta˜o, determinam-
se os candidatos pelos passos rece´m listados. Os primeiros intervalos sa˜o determinados
pelo primeiro passo, e teˆm seus in´ıcios representados na figura pelas setas pequenas.
Depois, no segundo passo, sobram apenas os intervalos poss´ıveis (candidatos), com in´ıcios
representados pelas setas grades. E´ acrescido como candidato tambe´m o valor do limite
para iniciar, tambe´m com in´ıcio representado por uma seta grande.
5h 6h 7h 8h 9h 10h 11h 12h 13h 14h 15h 16h 17h 18h 19h 20h 21h 22h 23h 24h 25h  ...
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R2
R1
Duração=3h
?
Limite
para iniciar
3R
Limite
para terminar
Figura 4.1: Encontrando os intervalos candidatos para agendamento.
Apo´s achar os intervalos candidatos, e´ preciso identificar se, em pelo menos um deles,
ha´ recursos suficientes para efetuar a reserva. Esta verificac¸a˜o e´ feita para cada um dos
candidatos, ate´ que se encontre um em que a reserva possa ser efetuada. Os passos para
isso sa˜o os seguintes:
1. Acham-se todas as reservas agendadas para o per´ıodo do intervalo candidato. Elas
sa˜o as que na˜o cumprem nenhum dos dois requisitos: (i) comec¸ar e terminar antes do
comec¸o do intervalo; e (ii) comec¸ar e terminar depois do fim do intervalo candidato.
2. Sa˜o analisadas essas reservas e determinados os recursos utilizados e os dispon´ıveis
no per´ıodo.
3. Caso haja recursos suficientes para a reserva, ela e´ efetuada.
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4. Caso na˜o haja, este intervalo candidato e´ descartado, e o algoritmo repete o proce-
dimento para o pro´ximo candidato.
5. Caso em nenhum dos intervalos candidatos seja poss´ıvel agendar a reserva, chega-se
a` conclusa˜o de que e´ imposs´ıvel efetuar a reserva.
Este algoritmo citado faz um bom uso dos recursos porque e´ capaz de determinar
todas as possibilidades que se encaixam na descric¸a˜o da requisic¸a˜o de reserva. Ale´m
disso, ele traz uma melhoria quanto ao conceito de empacotamento em fita por permitir
que retaˆngulos possam ser separados com cortes horizontais em sub-retaˆngulos. Isso quer
dizer que e´ poss´ıvel agendar uma reserva para recursos na˜o vizinhos na fita.
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Figura 4.2: Agendando uma reserva de recursos.
A figura 4.2 mostra como o algoritmo procede apo´s encontrar os intervalos candidatos
(representados pelas setas). Na figura, o primeiro candidato e´ o que comec¸a no limite para
iniciar da requisic¸a˜o. Neste intervalo na˜o ha´ recursos suficientes, ou seja, na˜o e´ poss´ıvel
reservar. Enta˜o e´ testado o pro´ximo candidato, mas ocorre o mesmo. No terceiro candi-
dato, ha´ treˆs recursos dispon´ıveis, portanto sera´ poss´ıvel reservar. E´ poss´ıvel perceber que
o retaˆngulo da reserva teve que ser dividido em dois, porque estavam dispon´ıveis apenas
o primeiro, o segundo e o sexto recursos. Mesmo assim, por estarem dispon´ıveis, foram
utilizados, e a reserva pode ser realizada com sucesso.
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4.2 Algoritmos para Reservas Parciais
Para agendar reservas parciais, as soluc¸o˜es presentes na literatura ficam muito a de-
sejar. Por isso, foi desenvolvida uma abstrac¸a˜o sobre empacotamento em fita capaz de
aumentar a eficieˆncia do algoritmo e melhorar a utilizac¸a˜o dos recursos: os Variable
Slots (KUNRATH; WESTPHALL; KOCH, 2008). Foi tambe´m implantado uma forma
de permitir que o dono do recurso possa disponibilizar apenas uma certa quantidade de
capacidade para ser reservada, tal como 70% da capacidade ma´xima.
4.2.1 Limitando Capacidade Ma´xima
Um problema que pode ser levantado quanto a`s necessidades dos usua´rios e provedores
de recursos e´ a questa˜o de que um provedor pode querer limitar a porcentagem ma´xima
de capacidade permitida para ser disponibilizada para reservas de Grade.
No proposta deste trabalho, e´ poss´ıvel limitar a largura ma´xima utilizada da fita.
Assim, a fita seria reduzida a uma “sub-fita”, ou seja, uma fita com mesmo comprimento
mas largura inferior a` capacidade ma´xima. A largura desta nova sub-fita e´ a largura
estabelecida pelo provedor do recurso. Por exemplo, na figura 4.3, um corte longitudinal
e´ utilizado para produzir uma sub-fita com a quantidade de capacidade estabelecida pelo
provedor, que e´, neste exemplo, 70% da capacidade ma´xima. A nova sub-fita tem a mesma
func¸a˜o do caso de uma fita sem restric¸o˜es, ou seja, aceita-se retaˆngulos / reservas com no
ma´ximo a largura / capacidade da sub-fita. Retaˆngulos que exigem mais do que a largura
da sub-fita sa˜o recusadas. No caso da figura, uma reserva que pedisse mais de 70% da
capacidade ma´xima da fita, que seria um valor superior a` capacidade da sub-fita, seria
recusada.
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Figura 4.3: Suporte a` limitac¸a˜o de capacidade reservada.
4.2 Algoritmos para Reservas Parciais 47
4.2.2 Variable Slots
Nas reservas mu´ltiplas, a informac¸a˜o sobre quais dos diferentes recursos sa˜o agendados
para cada reserva e´ importante. Por exemplo, se ha´ quatro processadores, reservar os dois
primeiros ou enta˜o os dois u´ltimos na˜o e´ a mesma coisa, por mais que ambas sejam reservas
de dois processadores. Em reservas parciais isso na˜o acontece: reservar os primeiros 30%
da capacidade ou os u´ltimos 30% e´ a mesma coisa. Este fato abre espac¸o para algumas
estrate´gias. Uma destas estrate´gias que foi criada e desenvolvida para este trabalho e´ o uso
de Variable Slots (VS). Eles sa˜o estruturas utilizadas para organizar reservas agendadas
e representa´-las, aumentando a utilizac¸a˜o dos recursos e a eficieˆncia.
VS sa˜o formados por reservas parciais inteiras ou partes de reservas parciais. Estas sa˜o
juntadas no mesmo VS quando esta˜o reservando capacidades do recurso em um mesmo
per´ıodo de tempo. Em outras palavras, VS sa˜o estruturas determinadas por intervalos
de tempo e compostas por reservas e/ou pedac¸os de reservas. Eles servem para que se
determine a quantidade total de capacidade utilizada em diferentes per´ıodos de tempo,
obtida pelas diversas reservas. Por exemplo, na figura 4.4 (a), esta´ representada uma fita
com duas reservas R1 e R2. Em (b), R2 e´ dividida em duas partes porque isso na˜o altera a
reserva, ja´ que continua a mesma quantidade de capacidade no mesmo intervalo de tempo.
Em (c), sa˜o utilizados VS. No caso da figura, ha´ treˆs VS: o primeiro e´ determinado pelo
intervalo em que so´ ha´ a reserva R1; o segundo e´ determinado pelo intervalo em que ha´
as reservas R1 e R2; e o terceiro pelo intervalo em que so´ ha´ a reserva R2.
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Figura 4.4: Empacotamento em fita com Variable Slots.
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VS sa˜o muito u´teis para representar a capacidade utilizada do recurso. Atrave´s deles, e´
poss´ıvel verificar muito mais rapidamente quais sa˜o os per´ıodos que possuem capacidade
suficiente para a reserva. Na figura 4.4 (c), por exemplo, basta verificar a capacidade
restante de cada um dos treˆs VS, ou seja, a distaˆncia entre o limite superior de cada um
dos VS e a capacidade ma´xima (70% no exemplo da figura). A capacidade delimitada por
VS1 e´ a capacidade de R1, a delimitada por VS2 e´ a de R1 mais a de R2, e a por VS3 e´
a de R2 somente.
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Figura 4.5: Exemplos de empacotamento com Variable Slots.
No exemplo da figura 4.4, vamos agora acrescentar algumas reservas. As reservas
T, U, V e X sera˜o adicionadas conforme aparece na figura 4.5 (1), ou seja, cada reserva
esta´ posicionada na fita no per´ıodo em que ficara´, pore´m ainda na˜o organizadas. Em
(2), aparecem os VS conforme ficam apo´s englobarem as treˆs primeiras reservas. Em (3)
aparecem os VS apo´s a u´ltima reserva. Na figura, ao acrescentar-se a reserva T, o terceiro
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VS e´ dividido em dois. Isso ocorre porque ha´ diferenc¸as de capacidade e, por isso, um novo
VS se forma a partir das reservas. Para englobar U, como ele possui o mesmo per´ıodo do
segundo VS, na˜o foi preciso criar um novo VS, apenas se juntar a ele. Com V, como o
per´ıodo escolhido na˜o possui nenhum VS, um novo VS e´ criado para conter V. Por fim,
a chegada de X acaba gerando mais dois VS, pois e´ preciso partir dois dos VS existentes
ao meio.
Uma particularidade dos VS e´ o seguinte: um VS pode possuir diversas reservas ou
partes de reservas. Uma reserva pode ser representada por diversos VS. Pore´m, uma
reserva na˜o pode possuir apenas um pedac¸o do VS, ou seja, do comec¸o ao fim do intervalo
de tempo de um VS, ele tera´ as mesmas reservas ou pedac¸os de reservas. Isso pode ser
exemplificado atrave´s da figura 4.6, onde (a) representa as reservas, e (b) os VS destas
mesmas reservas. As duas primeiras reservas utilizam a mesma quantidade de capacidade
do recurso, comec¸am uma logo depois da outra, e sa˜o representadas por VS diferentes.
O mesmo acontece nas treˆs u´ltimas reservas. Note que a quantidade total de capacidade
dos dois VS que representam as treˆs reservas e´ a mesma, pore´m eles sa˜o dois VS ao inve´s
de um so´. Mesmo assim, as duas u´ltimas reservas formam um so´ VS, pois se encaixam
inteiras no VS.
Este fator foi assim determinado pelo fato de que, se fosse permitido que um VS tivesse
reservas que acabassem no meio dele, isso traria uma complexidade adicional ao algoritmo,
pois as verificac¸o˜es se tornariam muito mais exaustivas, ja´ que o VS teria sub-intervalos
com diferentes reservas.
4.2.3 Algoritmo SUVS
foi desenvolvido neste trabalho o algoritmo SUVS (“Scheduling Using Variable Slots”,
ou “escalonando com uso de VS”). Este algoritmo utiliza a abstrac¸a˜o de VS para agendar
reservas paciais da capacidade de um recurso de forma eficiente e com alta utilizac¸a˜o do
recurso. O algoritmo funciona da seguinte forma:
1. Todas as reservas esta˜o sob a forma de uma lista de VS. O algoritmo comec¸a a
percorrer a lista, ate´ chegar no primeiro VS onde o per´ıodo do mesmo tem algo em
comum com o per´ıodo entre os limites da requisic¸a˜o.
2. A partir da´ı, continua-se percorrendo a lista e marcando quais sa˜o os VS localizados
entre os limites.
3. Tendo feito isso, tenta-se agendar a reserva para comec¸ar no limite para iniciar.
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Figura 4.6: Organizando reservas em Variable Slots.
4. Para ver se e´ poss´ıvel agendar neste per´ıodo, verifica-se todos os VS que ficariam
no per´ıodo da reserva e, caso a soma da capacidade de cada um com a capacidade
requisitada seja inferior ou igual a capacidade ma´xima, a reserva pode ser agendada.
5. Se a reserva puder ser agendada, ela e´ anexada aos VS. Isso e´ feito atrave´s do
me´todo de partir a reserva para cair em diferentes VS. Este me´todo pode tambe´m
gerar novos VS, quando parte da reserva (ou ela toda) cai em um intervalo sem
reservas, ou enta˜o se houver a necessidade de se partir um VS em dois. Assim que
a reserva e´ efetuada e armazenada como VS, o algoritmo termina, retornando a
mensagem de que foi poss´ıvel agendar a reserva, e informando os valores de in´ıcio e
te´rmino da reserva.
6. Se na˜o puder ser agendada, o in´ıcio da reserva e´ ajustado temporariamente para ser
igual ao instante em que termina o VS testado em que a capacidade do mesmo mais
a capacidade requisitada foi maior do que a capacidade permitida.
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7. Se o instante de te´rmino da reserva for maior que do que o limite para terminar, a
reserva na˜o pode ser agendada, e o algoritmo termina.
8. Caso contra´rio, repete-se os passos de quatro em diante.
Este algoritmo foi desenvolvido de forma a suportar reservas antecipadas com as se-
guintes particularidades, referentes as limites:
• limites definidos. E´ o caso mais complexo, onde tanto o limite para iniciar quanto
o para terminar esta˜o definidos.
• Limite para iniciar na˜o definido e limite para terminar definido: neste
caso, a reserva poderia comec¸ar a qualquer momento, mas ha´ um limite ma´ximo de
tempo onde ela deve terminar. Assim, o algoritmo coloca o limite para iniciar como
sendo o “tempo atual” (do momento), ou seja, a reserva poderia ser agendada para
comec¸ar imediatamente ou enta˜o para comec¸ar posteriormente.
• Limites na˜o definidos: e´ um caso onde a reserva poderia comec¸ar a qualquer
momento e na˜o ha´ um limite para quando ela ira´ terminar. O algoritmo coloca o
limite para iniciar como sendo o “tempo atual” e o limite para terminar como sendo
“infinito”. Isso faz com que o te´rmino da reserva nunca seja maior que o limite, ou
seja, a reserva sempre podera´ ser agendada. No pior caso, ela pode ser agendada
para acontecer depois da u´ltima reserva agendada.
• Limite para iniciar definido e limite para terminar na˜o definido: a reserva
deve comec¸ar a partir de um instante definido, mas na˜o ha´ limites para quando
deve terminar. Como a anterior, e´ sempre poss´ıvel efetuar a reserva. Por “sempre”,
entende-se que os casos onde e´ sempre imposs´ıvel agendar a reserva, que sa˜o quando a
capacidade requisitada e´ maior que a capacidade total, ou enta˜o quando a requisic¸a˜o
conte´m erros, ja´ tenham sido eliminados desde o comec¸o.
A figura 4.7 apresenta um exemplo de utilizac¸a˜o do algoritmo SUVS. No exemplo,
tenta-se agendar uma nova reserva (com tracejado duplo). O algoritmo primeiramente
identifica os VS envolvidos (do terceiro ao penu´ltimo). Ao tentar agendar R em no limite
para iniciar (passo 3), na˜o e´ poss´ıvel (verificac¸a˜o do passo 4), porque ha´ um VS em que a
capacidade do VS mais a requisitada de R ultrapassa a capacidade ma´xima estabelecida
pelo provedor do recurso (80% da capacidade total, no exemplo dado). Enta˜o tenta-se
reservar logo depois deste VS (passo 6). Ao verificar que agora e´ poss´ıvel (passo 4), a
reserva e´ anexada aos VS, como e´ mostrado na figura 4.7 na parte de baixo.
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Figura 4.7: Exemplo de uso do algoritmo SUVS.
4.2.4 Algoritmo SUVS-P
O algoritmo SUVS-P e´ uma variac¸a˜o do algoritmo SUVS, que leva em conta a questa˜o
de prioridade de alguns tipos de reserva.
No algoritmo, sa˜o consideradas as reservas antecipadas sem limite de te´rmino definido
como reservas com prioridade mais baixa que as demais. Assim, caso chegue uma reserva
com limite para terminar finito e definido, ou seja, restric¸o˜es de tempo para te´rmino da
reserva, as reservas que na˜o teˆm limite de te´rmino definido podem ser reajustadas para
darem lugar a esta. Isto ocorre apenas no caso de, sem reajuste, ser imposs´ıvel agendar a
reserva de maior prioridade, e com o reajuste, ser poss´ıvel.
Uma implicac¸a˜o deste algoritmo e´ que as reservas de baixa prioridade podem ser
modificadas. Isso faz com que seja necessa´rio que o provedor do reservas informe ao
usua´rio dono desta reserva que ela teve seus valores de in´ıcio e te´rmino modificados.
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Os procedimentos do algoritmo SUVS-P, para uma reserva de baixa prioridade, sa˜o
os mesmos de SUVS. Pore´m, para uma reserva de alta prioridade, sa˜o os seguintes:
1. Tenta-se agendar a reserva com os passos de SUVS. Se for poss´ıvel agendar a reserva,
o algoritmo termina.
2. Caso na˜o seja poss´ıvel, coloca-se o tempo de in´ıcio da reserva como o limite para
iniciar novamente.
3. Enta˜o, percorre-se cada um dos VS presentes no intervalo da reserva, identificando
se a capacidade da nova reserva, mais a capacidade de VS excluindo-se a capacidade
das reservas de baixa prioridade, na˜o e´ maior que a capacidade ma´xima permitida.
4. Se pelo menos para um VS for maior, muda-se o in´ıcio da reserva para o fim daquele
VS, e verifica-se se ela na˜o terminaria apo´s o limite para terminar. Se terminaria, o
algoritmo acaba com a impossibilidade de a reserva ser agendada. Se na˜o, repete-se
os passos 3 em diante.
5. Se na˜o for maior para todos os VS, e´ porque e´ poss´ıvel agendar a reserva ali, caso
se elimine as reservas de baixa prioridade.
6. Remove-se as reservas de baixa prioridade dos VS, colocando-as em uma lista.
7. Anexa-se a nova reserva aos VS.
8. Apo´s isso, as reservas que foram removidas sa˜o agendadas novamente pelo algoritmo
SUVS.
9. Enta˜o, o usua´rio que requisitou recebe a confirmac¸a˜o, com os valores de in´ıcio e
te´rmino definidos. Os usua´rios das reservas modificadas (as que foram removidas)
recebem tambe´m os novos valores de in´ıcio e te´rmino das mesmas.
A figura 4.8 apresenta um exemplo de utilizac¸a˜o do algoritmo SUVS-P. Os VS que
possuem apenas reservas (e pedac¸os de reservas) com prioridade alta esta˜o representadas
com retaˆngulos tracejados. Os VS que teˆm tambe´m reservas ou pedac¸os com prioridade
baixa esta˜o representados sem tracejado na parte equivalente a estas. Uma nova reserva
de prioridade alta chega. Tenta-se agendar ela, pore´m na˜o e´ poss´ıvel (passo 1). Depois,
verifica-se se e´ poss´ıvel agendar caso se remova reservas de baixa prioridade (passos 2, 3,
4 e 5). Por fim, verifica-se que isto e´ poss´ıvel; no caso, para intervalo de 13:00h a 14:30h.
Na parte de baixo da figura 4.8, e´ poss´ıvel visualizar que uma reserva de baixa prioridade
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Figura 4.8: Exemplo de uso do algoritmo SUVS-P.
teve que sair para dar lugar a` nova reserva. A nova reserva e´ agendada e, enta˜o, a reserva
removida tambe´m e´ agendada.
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5 Resultados Experimentais
Este cap´ıtulo tem por finalidade apresentar um estudo sobre o uso dos algoritmos de
escalonamento propostos SUVS e SUVS-P, sob diferentes circunstaˆncias. O objetivo na˜o
e´ testar extensivamente os algoritmos de forma a registrar o desempenho dos mesmos,
mas apresentar alguns testes por questa˜o de validac¸a˜o e estudo de diferentes resultados
obtidos pela variac¸a˜o de alguns fatores. Os fatores estudados sa˜o o nu´mero de reservas
antecipadas, a proporc¸a˜o de reservas com limite para terminar definido e a taxa de rela-
xamento. Os resultados observados sa˜o a me´dia de utilizac¸a˜o da capacidade do recurso e
a proporc¸a˜o de reservas recusadas.
5.1 Tecnologias Utilizadas
A ide´ia inicial para os testes foi o uso de simulador. Neste intuito, estudou-se a
possibilidade de uso do GridSim (BUYYA; MURSHED, 2002), por ser um dos mais
completos e por apresentar uma proposta de reservas antecipadas. Pore´m, foi poss´ıvel
observar que o GridSim na˜o e´ capaz de suportar as diferentes definic¸o˜es propostas. Ele
considera uma reserva como um conjunto de Gridlets, sendo cada um destes um conjunto
de informac¸o˜es sobre uma tarefa e seu ambiente de processamento. Em outras palavras,
na˜o ha´ distinc¸a˜o entre gereˆncia de reservas e gereˆncia de tarefas, e cada reserva e´ definida
como um conjunto de processadores que sera´ utilizado por um determinado conjunto de
tarefas em um certo intervalo de tempo.
Neste sentido, ha´ uma grande diferenc¸a entre as definic¸o˜es do GridSim e as apresen-
tadas neste trabalho. A proposta deste trabalho e´ de um gerenciador de reservas que
interage com gerenciadores de recursos para proporcionar reservas de diversos tipos de
recursos, na˜o apenas processadores, para usua´rios da Grade. Isto se difere da proposta
do GridSim, que reserva processadores para tarefas, ao inve´s de recursos para usua´rios.
Ale´m disto, as reservas propostas pelo mesmo na˜o apresentam os atributos necessa´rios
para torna´-las flex´ıveis, nem suporte para reservas paciais, o que o torna inadequado para
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os testes.
Tendo visto que o GridSim e os demais simuladores estavam muito longe da proposta
deste trabalho, foi implementada uma aplicac¸a˜o para os testes. Esta utilizou os algoritmos
SUVS e SUVS-P para escalonamento, verificando como se comporta o escalonamento com
variac¸o˜es do nu´mero de reservas agendadas e dos limites das mesmas. Os testes na˜o
consideraram a interac¸a˜o do usua´rio com o gerenciador de reservas, mas sim a questa˜o de
escalonamento de reservas, e por isso os testes foram realizados em um u´nico computador,
sem considerar-se lateˆncia de rede.
Na aplicac¸a˜o utilizada para os testes, foram utilizadas duas entidades que interagem
entre si. A primeira entidade e´ a que gera requisic¸o˜es de reserva e as envia. A segunda
entidade representa o gerenciador de reservas, que tem como func¸o˜es receber as requisic¸o˜es
de reservas, escalona´-las e devolver uma resposta. As entidades foram implementadas
como objetos. As seguintes classes de objetos compuseram a aplicac¸a˜o:
• Requisitor: e´ a classe que representa a entidade que requisita as reservas. Seus
atributos sa˜o o nu´mero de requisic¸o˜es e a taxa de envio das mesmas, e os valores
de durac¸a˜o, limite para iniciar e para terminar e capacidade de cada requisic¸a˜o de
reserva.
• GerenciadorDeReservas: e´ a classe que implementa a entidade que gerencia as
reservas. Nela sa˜o estabelecidos os atributos de capacidade ma´xima que pode ser
reservada e durac¸a˜o ma´xima das reserva.
• SUVS: e´ a classe que implementa o algoritmo SUVS.
• SUVSP: e´ a classe que implementa o algoritmo SUVS-P.
• Requisicao: e´ a classe que tem como atributos os paraˆmetros usados pelo objeto
Requisitor ao fazer uma requisic¸a˜o.
• Reserva: e´ a classe que representa uma reserva e seus atributos. Cada objeto desta
classe e´ constru´ıdo a partir de um objeto Requisicao, possuindo assim seus atributos.
Ainda ha´ dois atributos que sa˜o obtidos no momento do escalonamento: o efetivo
in´ıcio e te´rmino da reserva.
• Recurso: classe onde as informac¸o˜es sobre o recurso sa˜o armazenadas.
• VS: classe que implementa os Variable Slots.
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• RespostaDaRequisicao: classe que guarda as informac¸o˜es dos testes relativas ao
escalonamento das requisic¸o˜es.
A aplicac¸a˜o foi desenvolvida uma aplicac¸a˜o em Java 6 (tambe´m conhecido como Java
1.6). Ale´m disso, os testes foram realizados em um computador com processador Atlon-
XP de 1,5 Ghz, 1 GB de memo´ria RAM e sistema operacional Linux. A distribuic¸a˜o de
Linux utilizada foi o Kubuntu, versa˜o Dapper (6.06), e o kernel (nu´cleo) utilizado foi o
2.6. O ambiente de programac¸a˜o utilizado foi o Eclipse.
5.2 Resultados
Atrave´s desta aplicac¸a˜o, sendo executada com diversas variac¸o˜es de atributos, foi pos-
s´ıvel coletar alguns dados estat´ısticos referentes ao funcionamento dos algoritmos SUVS
e SUVS-P. Os gra´ficos das figuras 5.1 e 5.2 apresentam resultados obtidos.
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Figura 5.1: Impacto do nu´mero de reservas e PRD na utilizac¸a˜o do recurso.
A figura 5.1 apresenta um gra´fico que representa os valores obtidos nos testes dos
algoritmos SUVS e SUVS-P, onde se considerou a possibilidade de variar a porcentagem
de reservas que possuem o limite pala terminar finito e definido (Porcentagem de Reservas
com Deadline ou simplesmente PRD) iguais a 20% e 50%. Ale´m disso, para diferentes
nu´meros de reservas agendadas, a utilizac¸a˜o do recurso era diferente. Pelo gra´fico, e´
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poss´ıvel perceber que, na medida que o nu´mero de reservas agendadas aumenta, aumenta
a utilizac¸a˜o do recurso. Este comportamento ja´ era esperado, uma vez que, quanto mais
se requisita um recurso, mais tempo ele passara´ ocupado e, portanto, sera´ mais utilizado.
Ale´m disso, quanto maior a chegada de requisic¸o˜es de reservas com diferentes durac¸o˜es e
capacidades, maior a chance de que os “buracos” na agenda de reservas sejam preenchidos.
Quanto aos valores de PRD, e´ poss´ıvel perceber que, em um ambiente com mais
reservas com limite para terminar definido, ha´ menos opc¸o˜es de lugares na agenda para
encaixa´-la. Assim, estas reservas na˜o fazem ta˜o boa utilizac¸a˜o dos recursos.
Outro fator importante e´ a questa˜o do algoritmo utilizado. SUVS-P teve uma taxa
menor (portanto pior) de utilizac¸a˜o que SUVS. Isso ocorreu porque, ao ajustar as reservas
com limite para terminar como priorita´rias, elas deslocam outras reservas, tomando seu
lugar. Como estas reservas na˜o se encaixam ta˜o bem quanto as sem limite para terminar
finito, este mecanismo de prioridades acaba reduzindo a utilizac¸a˜o me´dia do recurso.
PRD=0% PRD=20% PRD=40% PRD=60% PRD=80% PRD=100%
0,03 0,07 0,15 0,25 0,33
100 0,02 0,04 0,11 0,17 0,24
200 0,02 0,03 0,08 0,12 0,19
300 0,01 0,02 0,04 0,08 0,15
400 0,01 0,01 0,02 0,06 0,12
500 0,01 0,05 0,09
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Figura 5.2: Impacto de relaxamento e PRD na taxa de requisic¸o˜es recusadas.
A figura 5.2 apresenta, por outro lado, o estudo do uso de diferentes valores de re-
laxamento. Neste exemplo, focou-se no algoritmo SUVS. Foram utilizados os valores de
0% a 500% (a diferenc¸a entre os limites foi de zero a seis vezes maior do que a durac¸a˜o)
e, quanto maior o valor de relaxamento, menor a quantidade de reservas recusadas (e
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consequ¨entemente maior utilizac¸a˜o do recurso). E´ importante ressaltar que os valores de
relaxamento apresentados foram utilizados apenas em reservas com limite para terminar
definido, cuja proporc¸a˜o e´ representada pelo valor PRD. Por isso, e´ natural que a variac¸a˜o
do relaxamento fac¸a menos diferenc¸a nos casos onde PRD e´ baixo, e na˜o fac¸a diferenc¸a
onde PRD e´ zero.
Outro fator importante e´ a questa˜o de diferentes valores de PRD. Cada valor, variando
de 0% a 100%, e´ representado por uma curva. Desta forma, e´ poss´ıvel perceber que, quanto
maior a quantidade de reservas com limite para terminar definido, maior a quantidade de
reservas recusadas. O pior caso e´ com todas as reservas com limite para terminar e sem
relaxamento, pois neste caso, um terc¸o das reservas foram recusadas. O melhor caso e´
com PRD=0%: ja´ que na˜o ha´ limite ma´ximo de tempo para a reserva acabar, e´ sempre
poss´ıvel agendar este tipo de reserva pois, no pior caso, sera´ agendada para acontecer apo´s
todas as outras ja´ agendadas.
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6 Concluso˜es e Trabalhos Futuros
Grades permitem o compartilhamento de recursos distribu´ıdos e heterogeˆneos. Para
que isto seja poss´ıvel, e´ necessa´rio que se tenha uma estrutura de software capaz de
gerenciar recursos. A questa˜o se torna ainda mais importante quando se trata da Grade,
ou seja, o que se espera das tecnologias de Grade para o futuro, onde havera´ uma Grade
global capaz de permitir que os mais diversos recursos e servic¸os sejam compartilhados.
Para a Grade, a gereˆncia de recursos deve levar em conta QoS. Muitas aplicac¸o˜es de
Grade so´ podem ser realizadas caso sejam utilizados recursos com algumas caracter´ısticas,
ou paraˆmetros de qualidade, como disponibilidade, confiabilidade, acesso ininterrupto,
entre outros. Muitos trabalhos teˆm proposto prover isso atrave´s de reservas de recursos,
onde certos recursos ou certa porcentagem da capacidade de um recurso sa˜o dedicados
exclusivamente para um usua´rio requisitante, para uso ininterrupto por um intervalo de
tempo. O uso de reservas traz a necessidade de gerenciamento das mesmas.
Este trabalho aborda a questa˜o de gerenciamento de reservas de recursos de Grade.
Sa˜o trabalhados diferentes tipos de reservas: reservas imediatas, antecipadas e sob-demanda,
assim classificadas pelo crite´rio de tempo de utilizac¸a˜o em relac¸a˜o ao tempo de requisic¸a˜o
da reserva; e reservas simples, mu´ltiplas e parciais, pelo crite´rio de capacidade reservada.
Ale´m disso, sa˜o discutidas formas de se gerenciar estes tipos de reservas.
Este trabalho propo˜e, no cap´ıtulo 3, uma arquitetura que enfatiza a importaˆncia de
uma entidade chamada de“gerenciador de reservas”, e uma modelagem que utiliza empaco-
tamento em fita para representar recursos e reservas, para que se tenha um escalonamento
eficiente, abrangente, flex´ıvel e com melhor utilizac¸a˜o dos recursos. A flexibilidade e´ su-
portada pela definic¸a˜o dos atributos das reservas e suporte a relaxamento. A abrangeˆncia
e´ trabalhada pelo suporte a reservas simples, parciais e mu´ltiplas. A eficieˆncia e utilizac¸a˜o
se da˜o pelo escalonamento.
No cap´ıtulo 4, sa˜o apresentados treˆs algoritmos de escalonamento de reservas. Eles
fazem uso da modelagem apresentada no cap´ıtulo 3. O primeiro deles escalona reservas
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simples e mu´ltiplas. Os outros dois, chamados de SUVS e SUVS-P, escalonam reservas
parciais da capacidade de um recurso. Para os dois u´ltimos foram criados os Variable
Slots, que sa˜o estruturas usadas para organizar as reservas e melhorar o escalonamento.
Foi dado tambe´m suporte a` limitac¸a˜o de capacidade ma´xima agendada, por meio de um
corte longitudinal na fita que representa o recurso a ser reservado. A diferenc¸a entre SUVS
e SUVS-P e´ que o segundo utiliza um mecanismo de prioridade em que determinadas
reservas, as que possuem restric¸o˜es de tempo mais flex´ıveis, podem ser reagendadas para
dar lugar a reservas de maior prioridade.
Nos testes realizados, pore´m, chegou-se a` conclusa˜o de que com SUVS o recurso e´
melhor utilizado que com SUVS-P. Os testes tambe´m mostraram que a utilizac¸a˜o dos
recursos aumenta com o aumento do nu´mero de reservas antecipadas, e que reservas com
o atributo limite para terminar definido como infinito, bem como o uso de relaxamento,
melhoram a utilizac¸a˜o dos recursos e reduzem a quantidade de requisic¸o˜es de reservas
recusadas. Embora os testes tenham sido u´teis para coletar estas informac¸o˜es importantes
a respeito do escalonamento de reservas, eles levaram em conta apenas a questa˜o de
escalonamento, deixando de lado os fatores de negociac¸a˜o e lateˆncia de rede.
Para trabalhos futuros, e´ poss´ıvel citar algumas careˆncias da gereˆncia de reservas
que ainda precisam ser supridas. Uma delas e´ o suporte a co-reservas, ou seja, reservas
mu´ltiplas de recursos heterogeˆneos de diferentes domı´nios ou organizac¸o˜es virtuais, que
podem ser necessa´rias em casos de aplicac¸o˜es que utilizem uma quantidade muito grande
de recursos. Outra e´ a questa˜o de aplicac¸o˜es que geram grandes fluxos de tarefas, tal
como workflows, que poderiam ser melhor suportados pelo uso de algoritmos off-line, pois
se conheceria antecipadamente os diversos recursos necessa´rios por cada tarefa. Outra
sugesta˜o de trabalho futuro e´ a elaborac¸a˜o de uma interface para facilitar a requisic¸a˜o de
reservas, inclusive que permita a visualizac¸a˜o das reservas ja´ agendadas e da utilizac¸a˜o dos
recursos. Outra careˆncia a ser suprida e´ a inexisteˆncia de simuladores de Grade capazes
de realizar um gerenciamento de reservas mais abrangente, como este trabalho propo˜e.
Por fim, segue a sugesta˜o de um estudo de testes exaustivos que visem dar uma visa˜o mais
quantitativa do gerenciamento de reservas, inclusive utilizando os algoritmos propostos e
tipos de reservas apresentados neste trabalho.
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