A computational approach to prediction of ultrasound backscatter from heterogeneous microstructure is presented. The problem is formulated as a volume integral equation (VIE), and solved by an FFT-based iterative method which exploits a convolutional VIE kernel. Generally anisotropic heterogeneous microstructure is specified on the micron scale, and spatial filtering is applied to generate ultrasonically relevant heterogeneous elastic properties. The approach is used to examine mean square backscatter voltage as a function of spatially varying grain size in crystalline metals.
INTRODUCTION
This paper reports on a computational study of ultrasound propagation in heterogeneous microstructures, such as granular metals and fiber reinforced composites. Random spatial fluctuations in elastic properties and density over a range of length scales relative to ultrasound wavelength can give rise to scatter-induced attenuation, backscatter noise, and phase front aberration. It is of interest to quantify the dependence of these phenomena on parameters describing the microstructure, for the purpose of quantifying deleterious consequences on flaw detectability, and for the purpose of material characterization. While the equations governing the physical phenomena involved are well understood, obtaining practical solutions to these equations is challenging due to the multiple length scales involved. Using a typical aerospace metal alloy as an example, micro-structural detail appears on a scale 1 to 2 orders of magnitude smaller than the ultrasound wavelength. To fully capture the influence of microstructure detail, computational methods commonly applied to study ultrasound scattering must be refined accordingly, thereby rapidly exceeding computational resources. Alternatively, applying statistical wavefield metrics to the governing equations yields scattering formulations for quantities such as mean field amplitude and backscatter intensity. [1, 2] The resulting formulations are solved approximately, yielding results of inherently limited validity. This paper reports on an alternate means of formulating and computing ultrasound scattering by microstructures explicitly specified in arbitrarily fine detail.
The approach adopted here employs a volumetric integral equation (VIE) formulation, in which scattering within a heterogeneous volume is expressed via a kernel involving the Green function for the mean host medium. Significantly, integration in the volumetric formulation is convolutional in form, enabling efficient evaluation by Fast Fourier Transformation (FFT). To avoid explicit formation and inversion of a prohibitively large scattering matrix, an iterative solution using FFT-based convolution is employed to reduce the VIE error residual. In fortuitous cases, the error residual serves as the incremental solution improvement, resulting in a rapidly converging series. In complementary cases, gradient means of residual minimization are employed. The VIE formulation and computational approach employed here were originally explored in previous work addressing propagation in heterogeneous acoustic media, governed by the variable velocity scalar wave equation. [3] Ongoing work is extending this previous formulation to generally heterogeneous elastic media. This paper reports on progress thus far in accommodating general linearly elastic media described by 21 spatially varying elastic constants with constant density, as would describe most granular metal alloys. In our previous work microstructure heterogeneity was prescribed on the wavelength scale in an ad hoc fashion, using estimates of spatial variation in longitudinal wave velocity based on visual micrographic assessment of microstructure. The present work seeks to use as computational input explicit specification of material elastic properties on the microstructure length scale, which is then translated to a mathematically equivalent prescription on the ultrasonic length scale. Problem formulation and computational approaches have thus far been explored for one and two dimensional implementations. Results of the study to date are presented here, which demonstrate application to granular metal having varying grain size.
PROBLEM FORMULATION
The time harmonic equation of motion governing propagation in a linearly elastic heterogeneous medium is expressed in differential form as (1) where cijkl(x) are the spatially dependent elastic constants,  is (spatially invariant) mass density, and ui(x) are particle displacements. [4] The dependence of field quantities on time harmonic frequency  is implicitly assumed. It is assumed that material heterogeneity is confined to a finite volume V embedded in an infinite homogeneous host medium having elastic constants c 0 ijkl and like density . Integral equation formulation utilizes the Green function for the host medium, defined as the response to a directed point force im (x-x') acting at position x'
Although an integral equation for field displacements can be formulated directly using eqs. (1 and 2), the resulting equation contains terms involving displacement derivatives of different order (an integro-differential equation), resulting in a problematic computational implementation. To avoid these complications, a formulation is pursued which involves only displacement gradients. To this end, eq. (2) is first differentiated with respect to xn ' . Equation (1) and the differentiated form of eq. (2) are then multiplied by u G i:m,n(x|x') and ui (x), respectively, and the difference between the resulting equations is integrated over all space  V , excluding an infinitesimal sphere  V centered at x'.
(3) Application of the product rule for differentiation yields
The divergence theorem is applied to the first integral in eq. (4) . Using the elastic constant symmetry cijkl= cklij and writing cijkl (x) = cijkl(x) -c 0 ijkl yields (5) where nj(x) is the outward normal to surface  V +  V . In treating the surface integrals over  V displacements are expressed as the sum of incident ui in (x) and scattered ui sc (x) fields. Noting that cijkl(x) = c 0 ijkl on  V , the integral involving the scattered field is seen to vanish by the radiation condition, and the integral involving the incident field is seen to equal to the negative incident field gradient -um,n in (x') evaluated at x'. The integral over  V extracts the essential contribution from the Green function singularity, represented by (6) Using this notation, the governing integral equation is expressed
where the identity c 0 ijkl Jijmn = km ln is employed. By contracting with cpqmn(x'), eq.(7) can also be written in terms of the stress increments ij(x)=cijmn(x) um,n(x) , ij in (x)=cijmn(x) um,n in (x) (not to be confused with scattered field stress), rather than displacement gradients
Use of Voigt notation in writing eq. (7 or 8) results in a simpler expression to manipulate and code, e.g. following evident algebraic manipulations and variable definitions eq. (7) takes the following Voigt form in terms of strain i (9) where the established conventions for Voigt notation are assumed.
An iterative solution to eq. (9) is sought, in which the error residual (the difference between the left and right sides of the equation) is incrementally reduced with each successive iteration. This approach is preferred over explicit conversion to an algebraic matrix equation, due to the prohibitively large computational resources required to hold and manipulate the resulting matrices, particularly for future 3D implementations. Previous work involving
the corresponding scalar wave equation showed that a straightforward implementation of a Neumann series often provides an efficiently converging solution, due to the weak nature of microstructure scattering. Such a solution for eq. (9) is expressed (10)
where the superscript "p" denotes successive estimates of the solution, beginning with i 0 =i in . Importantly, convergence of eq. (10) is not generally assured. However, convergence is consistently observed when |cijkl(x)| is sufficiently small. Examples presented in this paper are restricted to this class of problem, for which convergence is obtained within a few iterations. When eq. (10) does not converge, other methods of residual minimization can be employed, such as conjugate gradient minimization. Interest in this paper is in predicting received ultrasonic backscatter signals as would be observed experimentally. For this purpose a volumetric expression of Auld's reciprocity relation [3] is formulated for time harmonic backscatter output voltage v() in terms of the strain i (11) where T() embodies, among other things, the frequency response of the ultrasonic measurement system. Computational efficiency in evaluation of eq. (10) is significantly enhanced by noting that the integral is the convolution of the Green state with the stress increment i(x)=cij(x) j(x). By the convolution theorem for Fourier transformation, the integral in eq. (10) is evaluated as the product of the Green state and the stress increment in the k-space transform domain. Fast Fourier Transformation (FFT) efficiently transforms functions between x and k domains, assuming the functions meet requisite criteria. Specifically, assuming the x-space solution domain is sampled on an equally-spaced Cartesian grid, use of FFT convolution requires 1) the bandwidth of the functions being convolved must be less than the reciprocal of the function sampling interval, and 2) for non-periodic functions, at least one of the functions has to be zero-valued over half of its x-space domain to avoid recirculant contamination. The Green state has infinite bandwidth by definition, and must therefore be filtered to the bandwidth used to support the sought solution. This can be achieved rigorously by truncating the domain of integration in the evaluation the Fourier spatial frequency integral representation of the Green state to the spectral bandwidth to be used in the FFT. When a closed form Green state representation is available, a less rigorous but simpler approach is to sample the Green state symmetrically about the singularity, then multiply by a phase factor in k-space to shift the sampled function by a half sampling increment, so that the formerly singular position aligns with the sampling grid. High frequency error in this latter approach requires a somewhat smaller sampling interval to attain the same accuracy of problem solution, but its simpler implementation may justify this expense. The spatially filtered Green state is evaluated on an x-space sampling grid twice the extent of the volume supporting non-zero cij(x).
The bandwidth required to support i(x) is now discussed. Time harmonic wave motion is determined by the elastic properties of the medium averaged over some fraction of the ultrasonic wavelength. This intuitive notion suggests that wave motion should be uninfluenced by a priori spatial filtering of the elastic properties, given a filter of sufficient bandwidth. This in turn suggests that, given a microstructure specified in fine detail, it should be possible to generate an ultrasonically equivalent medium through spatial filtering using a filter of sufficient bandwidth. In problems of interest here, the bandwidth of the microstructure exceeds that of the incident field, in which case the bandwidth required to support i(x) will be that required to support the filtered microstructure. The metric to determine bandwidth sufficiency is eq. (11): the desired bandwidth is the minimum observed to have negligible influence on the computed backscattered signal. The implementation of backscatter signal prediction using ultrasonically equivalent media is subject of the next section of this paper. ,...
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NUMERICAL IMPLEMENTATION
Example computations of backscattered signals in heterogeneous media using the approach outlined in the preceding section of this paper are presented. The underlying concepts are first explored in a 1D formulation, corresponding to 1D propagation in a layered medium. The concepts are then applied to a 2D formulation of more pertinent interest to propagation in granular metals.
The first example considers 1D propagation of an incident longitudinal plane wave perpendicular to a layered medium consisting of parallel planar interfaces. Motion is limited to the x1 direction, and is determined by a single elastic constant c11(x). Using random number generation, layer thickness is randomly specified with a normal probability density centered at 20 m, and having 10% of its peak center value at thicknesses of 10 m and 30 m. Within the layers, c11(x) takes on a constant value randomly assigned with uniform probability density between specified limits, where minimum and maximum values of c11 are those corresponding to a  4% longitudinal velocity variation in an isotropic host medium c11 0 having longitudinal velocity of cL=5820 m/s and density of =8.94 kg/m 3 . A realization of a random layered medium meeting these criteria is depicted in fig. (1a) , which plots c11(x) as a function of x1, sampled at a 1 m resolution over 1.024 mm. The histogram of layer thickness for the sequence from which fig. (1a) is extracted is plotted in fig. (1b) , showing agreement with the specified probability distribution of layer thickness. The backscatter signal received in response to this 1D medium is computed for a 10 MHz center frequency incident plane wave pulse of longitudinal motion. The spectral response T() in eq. (11) is specified to be a Hanning window having center frequency at 10 MHz, with a 100% 6dB spectral bandwidth. The strain field is evaluated through iterative evaluation of eq. (10) using the 1D Green state (12) where kL=/cL is the longitudinal wave number for the host medium. An FFT sequence containing 2048 points in 1 m increments is used to support the solution. Numerical convergence of the solution is observed after a few iterations, but for good measure a total of 10 iterations were employed. Interest is in examining the effect of spatial filtering of the heterogeneous medium c11(x) on the predicted backscatter signal. To this end, a Gaussian spatial filter is applied to c11(x), centered with unit amplitude at zero spatial frequency, and having an amplitude of .01 (1% amplitude point) at the Nyquist frequency of the spatial sampling, kNy=210 6 m -1
. The filtered medium is shown in figs. (2a, b) in the x and k domains, respectively. It is seen that the filtering supplies a slight smoothing of the discontinuities of c11(x). The backscattered signal computed by eqs.(10,11) for this slightly filtered medium is plotted following Fourier transformation to the time domain in fig. (2c) . Greater degrees of filtering are examined in the remaining plots of fig. (2) . The result of reducing the filter bandwidth by a factor of 8 is shown in figs. (2d, e, f) . It is seen that the medium of fig. (2d) is substantially different than that of fig. (2a) . However, it is seen that the backscatter signal of fig. (2f) is identical to that of fig. (2c) , indicating that the filtered medium of fig. (2d) is ultrasonically equivalent to that of fig. (2a) for the purposes of ultrasonic backscatter generation. The result of reducing the filter bandwidth by a factor of 16 is shown in figs. (2g, h, i) . The filtered medium of fig. (2g) displays a further deviation from that of fig. (2a) . It is noted that at this level of filtering the backscatter signal begins to display a slight deviation from that of fig. (2c) . Significantly, the strain field computed using the filtered medium is over-sampled by a factor of 16. The same backscattered signal is obtained by sampling the equivalent medium of fig. (2g) using 64 points at a 16 m sampling interval, thereby reducing the computation in the iteration of eq. (10) to a 128 point FFT. This observation demonstrates the computational savings gained by filtering the microstructure to an ultrasonically equivalent medium. Importantly, this process is not equivalent to simply sampling the unfiltered microstructure at 16 m, which would violate the Nyquist sampling theorem.
The principles demonstrated in figs. (1-2) are now applied to scattering by a 2D microstructure. A 2D prescription of cij(x) is implemented to simulate a metal grain structure. A domain is filled with contacting circles having random diameters displaying a normal probability distribution. Elastic constants and density are specified within each circle corresponding to single crystal nickel, for which, when material symmetry is aligned with Cartesian coordinates, non-zero elastic constants are c11 To restrain motion to two dimensions, the 2D domain is assumed perpendicular to the 001 crystallographic direction, and the elastic properties within each circle are prescribed by rotating the crystal through some angle about the 001 direction. The angle of rotation is randomly specified, with a uniform probability density. At points between the circles, properties are assigned to be those of the nearest circle. Figure (3) shows a 20 m grain structure generated in this fashion at a 1 m resolution, using the probability distribution of fig. (1b) to assign circle diameters. The image grey scale level indicates the crystallographic rotation (0 to 90 degrees) to be applied within the grain. Contacting circles in a 256 m x 256 m fig. (3a) . The resulting microstructure after filling the intervening spaces with the nearest neighbor properties is shown in fig. (3b) . Upon material rotation, motion which is restricted to the x1-x2 plane will be governed by 4 independent elastic constants: c11(x) = c22(x), c12(x), c16(x) = -c26(x), and c66(x). Arrays containing these constants are filled over the 1 m resolution computational domain, where material rotation at each point is assigned according to a grain structure map as exemplified by fig. (3b) . Interest in this paper is in predicting backscatter signals for a mildly focused ultrasound beam, as would be used for NDE inspection. The case chosen for study is a 10 MHz Gaussian beam focused to a 2.54 mm 6dB minimum beam width. The real part of the time harmonic focused beam in the vicinity of the focal zone is plotted in fig. (4a) , where it is seen to occupy a width of approximately 4 mm. Guided by this observation, the procedure depicted in fig. (3) is applied to prescribe elastic constants cij(x), i,j=1,2,6, on a 16384 x 4096 1 m resolution grid, using the same 20 m grain size probability distribution. Denoting this domain of prescribed heterogeneity as V in eq.(10), the complementary domain outside V is assumed to be homogeneous and isotropic with non-zero elastic constants c11 0 =c22 0 =c33 0 =+2, c12 0 =c13 0 =c23 0 =, c44 0 =c55 0 =c66 0 =. The Lame constants ,  are extracted as the mean value of c12(x) and c66(x) over the computational domain V, respectively. The increment in elastic properties cij(x) is then calculated as the difference between elastic properties within V and the homogeneous isotropic medium outside V. Specification of an isotropic host medium implies use of the corresponding Green function in evaluation of eq. (10), expressed in Cartesian (as opposed to Voigt) notation as
where H0 1 (z) is the order zero Hankel function of the first kind. Following procedures applied to the 1D example, an equivalent medium is derived by spatially filtering cij(x) with a 2D version of the Gaussian filter applied in fig.(2) . Figure (4b) shows the spatially filtered c11(x), where a Gaussian spatial filter is employed having its 1% amplitude point at kNY/16, corresponding to the filtering applied in figs. (2g, h, i) . Following spatial filtering, the 16384 x 4096 grid is decimated by a factor of 16, yielding a 1024 x 256 cij(x) array for use in numerical evaluation of eq. (10). To facilitate FFT-based convolution, cij(x) is loaded into the first quadrant of a 2048 x 512 computational array. The Green function of eq.(13) is filtered and sampled over a 2048 x 512 array, with values at xi-xi'  0 occupying the first half of array dimension "i", and xi-xi'<0 occupying the second, as is customary with FFT manipulations. The iteration of eq. (10) then proceeds by forming the stress increment i(x)=cij(x) j(x), transforming via FFT to k-space, multiplying by the Green state, inverse transforming, then summing with
to obtain the updated field strain. Convergence was observed in ~3 iterations, however several iterations beyond the observed point of convergence were employed for good measure. The real part of the total computed strain field is plotted in fig. (4c) . The iterative solution yielding fig. (4c) updates the strain i throughout the entire 16 mm x 4 mm domain with each iteration. An alternative approach was explored which rearranges the computation so as to step sequentially through 4 mm x 4mm sections in the direction of incidence. Assuming a section under consideration alone occupies the host medium, the strain field within the section is iterated to convergence using the total forward field emerging from the preceding section as the incident field, then the backscattered signal contributed by that section is evaluated by eq. (11). This approximation is noted to exclude multiple scattering interactions across the boundary between neighboring sections. To gauge the error introduced by this approximation, the time domain backscattered signal from an 8 mm x 4 mm domain is obtained by applying the exact iteration to the full domain, and then by applying the approximate method sequentially to the two adjacent 4 mm x 4 mm domains. Time harmonic results are computed at 255 discreet frequencies distributed over a 20 MHz bandwidth, and time domain signals are obtained by Fourier transformation assuming a Hanning spectral response T() in eq.(11) with a 100% 6 dB bandwidth. The backscattered signals resulting from the exact and approximate computations are overlaid in fig.  (5) . The expanded view of the later arriving multiply scattered noise tail reveals the largest error of approximation, which is seen to be negligible. The sequential approximation is advantageous because 1) smaller, manageable arrays having a size independent of the total domain length are being manipulated at any given time, and 2) the number of required time harmonic frequencies depends only on the size of the smaller array, likewise independent of the total domain length. Using the approximate sequential method, the result of fig.(8) actually only requires 127 discrete frequencies, since the backscattered signal generated by each 4 mm long section is approximately half the duration of that generated by the 8 mm long domain. The individual backscatter signal contributions must, of course, be appropriately positioned in time prior to summation. It is noted that each iteration of eq. (10) for the 4 mm square domain required 0.14 seconds on a modest capability laptop computer.
As a final result, time domain backscatter from a 16 mm x 4 mm domain is computed using the sequential domain approximate method. Two cases are considered: 1) a uniformly distributed 20 m mean grain size over the length of the sample, and 2) a 20 m mean grain size over the first 8 mm, and a 10 m mean grain size over the following 8 mm. Grain diameters are assumed to have scaled versions of the normal probability distribution of fig.  (1b) , and grain orientation is assumed uniformly distributed. 100 member ensembles of microstructure realization meeting these statistical descriptors were generated, backscatter signals were computed for each realization, and the mean value of the square of backscatter time domain voltage were summed for the two cases. 127 discreet frequencies were distributed over 20 MHz, and a Hanning spectral response was prescribed with a 100% 6 dB bandwidth. The means square voltages plotted in fig. (6) display the expected dependence on grain size. The uniform 20 m microstructure reveals a profile roughly in proportion to the axial profile of the incident beam. The dual microstructure case reveals a significant drop in backscatter amplitude at times corresponding to the scatter by the 10 m grains. Significantly, a noise tail is observed at times corresponding to depths at which the incident pulse is beyond the 16 mm heterogeneous domain, and therefore not generating backscatter. The indicated noise tail in fig. (6) can therefore be entirely attributed to multiple scattering. This observation provides an indication of the level at which multiple scattering is accumulated in the propagation path.
CONCLUSIONS
The computational approach presented here provides a rigorous quantification the dependence of ultrasound propagation and scatter on microstructure parameters. The formulation accommodates a general prescription of spatially dependent anisotropic elastic properties on an arbitrarily fine length scale, and hence provides a tool to study a variety of microstructure phenomena, such as variable grain size, elongation, and preferred orientation, on multiple length scales, e.g. micro-and macro-grain descriptions. Spatial filtering of microstructure detail reduces the scope of computation to that sufficient for accurate prediction of ultrasound propagation and scatter, with post-filter microstructure detail on the order of field wavelength. Use of a volume integral equation (VIE) problem formulation results in a convolutional form efficiently evaluated using Fast Fourier Transformation. Solutions are obtained using an iterative reduction of the VIE error residual, thereby circumventing explicit formation, retention, and inversion of scattering matrices. Solutions are mathematically rigorous, providing means to assess the range of validity of approximate formulations such as Born and independent scatterer theory, and to quantify consequent errors in their use for prediction of backscatter noise levels and microstructure parameter estimation (e.g. grain size measurement). Importantly, the approach fully captures signal accumulation associated with multiple scattering. As the approach computes scattering for explicitly specified microstructure, computation of statistical field measures requires ensemble generation of random realizations, and explicit computation of scatter for each member. The approach is therefore computation intensive, and likely not a practical tool for routine material characterization data inversion. It is anticipated, however, that the approach will contribute to the development of computationally-derived corrections to data inversion based on approximate scattering theory. While the 1D and 2D formulations presented here give guidance and insight into the implementation of the computational approach, the predicted phenomena likely deviate sufficiently from that of the 3D problem to yield their use suspect for quantitative representation of 3D microstructure scattering. The present 2D formulation will therefore be extended in upcoming work to accommodate full 3D microstructure prescription. Due to reliance on FFT-based operations, this extension involves an increase in computational operations from ~2N 2 log(N) to ~3N 3 log(N), thereby remaining within the reach of available computation resources.
