Introduction
Let F(z) be a vector-valued function, F : C --* C N, which is analytic at z = 0 and meromorphic in a neighbourhood of z = O, and let its Maclaurin series be given as where um are fixed vectors in C N. 
The result now follows by realizing that
The property contained in (2.1) is Pad6-1ike in the sense that, for SMPE and SMMPE with , ul, ..., u,_+k, and F(z) Ul, ..., u, and F(z 
Ni being the cofactor o/ai in (2.4). where ajt are constant vectors in C N defined as
Here Gi(z) stands .for the ith component of G(z).
are such that Zt(m,_)_ "_ = gin, and thus, for _-1 _ (1_,1, R), but arbitrary.
Proofi
The proof can be achieved by applying Lemma 4.1 of [St4] to each component of Urn.
where aji are constant vectors in C N, ajpj # O, 1 <_ j <_ t, and G(z) is analytic in K and thus has the convergent expansion 
M_(_)and _ being as in (3.7).
(3.8) (3.9) (3.10)
Proof:
The proof can be achieved by applying Lemma 5.1
of [Si4] to each component of Fro(z). [] and
In the sequel we assume that for the approximation precedures SMPE and SMMPE
Note that (3.12) is possible as the number of the vectors aji is at most N by (3.11).
(3.11) (3.12)
As a consequence of (3.12) we obtain the following result:
Proof.' It is enough to show that for each j the vectors _jt, 0 <. l <_ pj, are linearly independent. If we rewrite (3.6) in the form 
,: j=l
No additional assumption is needed for SMPE.
(3.15)
In order for (3.14) to hold it is necessary (but not sufficient) that the two sets of vectors {aj_ :0 < i < pj, 1 _<j _< t} and {ql, "",qk}, each be linearly independent, as has already been assumed.
Main Results
Our first result concerns the denominator polynomial 
Also the pith derivative of Q,,k(z) has exactly one zero _j(n) that tends to zj and satisfies
In case the function F(z) has only polar singularities on the circle OK = {z : Izl= R}, the results in (4.2), (4.3), (4.5), and (4.6) can be strengthened to read precisely 
Proof:
We do not intend to give the proofs of all of the results stated above. We shall be content with a short sketch of the proof of (4.2), and refer the reader to the appropriate references for the rest. SMMPE is equal to the determinant in (3.14), while 2 for STEA is equal to
By what has been assumed, we see that 2 ¢ 0, hence W ¢ 0 for SMMPE and STEA.
By W ¢ 0, the proof of (4.2) is now complete for SMPE, SMMPE, and STEA. (4.27) and denote the residue of the rational function (z -(j(n))iFn,k(z)
Proof: and, for n sufficiently large, 
n---*oo zeOKj
Taking the modulus of both sides of (4. 
The rest of the proof can now be completed as that of Theorem
[]
It is easy to see that, letting H(z) = z in (4.37), we obtain the result in (4.5) that pertains to _j(n). Similarly, letting H(z) = z -1 in (4.37), we obtain the analogous result pertaining to £j(n).
The stronger result for _j(n) given in (4.9), and the corresponding result for £j(n), cannot be obtained from Theorem 4.4, however.
We now give the improved version of Theorem 4.1 for the special case mentioned following the proof of Theorem 4.1. 
Theorem 4.5 Let the vector-valued function F(z) in
Consequently, Qn,k(z), for n _ e¢, has exactly one zero zj(n) that tends to zj,j = 1,2, ...,k. For 44) and this holds true also when zj(n) and zj on the left hand side are replaced by Aj(n) = 1/zj(n)
and Aj = 1/zj.
Proof:
We start by observing that, from (4.40) and the fact that G(z) is a polynomial, we have is the precise number of poles counted according to their multiplicities contained in K. When this condition is not satisfied, i.e., when k is larger than this number, we cannot expect convergence to take place, in general. When the only singularities on OK are poles, however, it might be possible to obtain some convergence results under certain conditions when k is greater than the number of 
Writing F,_+_+r(z) = F_+_(z) + _m=n+.+_ Um zm in (5.1), and using the fact that
in which the absence of the vectors u0, Ul, ...,Un-1 is transparent.
Developing the approach that leads to (5.2) further, in the remainder of this section we give approximants to the aji that are different from the aft(n) above. These new approximations will be used in the treatment of the matrix eigenvalue problem in the next section.
Consider the meromorphic function 
It is important to note that 13) sothat the factor zjt(n) n has disappeared from dji,t(n). Consequently, dji(n) does not involve the factors zj1(n) n, 1 < l < wj. In view of the fact the we are interested in the limit as n _ ec, the absence of the zfl(n) n is expected to have a stabilizing effect in actual numerical computations. In fact, the developments of this section were prompted also by the desire to eliminate the factors zjt(n)'* from the approximations to the aft. We shall make use of these new approximations to the aji in our treatment of the matrix eigenvalue problem in the future.
Extension to General Linear Spaces
In the previous sections we considered F(z) to be a function from C to C N. Under appropriate conditions on the spectrum of A all of the results of Sections 4 and 5 hold. We leave out the details. 
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