We define a bivariate mixture model to test whether economic growth can be considered exogenous in the Solovian sense. For this purpose, the multivariate mixture approach proposed by Alfò and Trovato is applied to the Bernanke and Gürkaynak extension of the Solow model. We find that the explanatory power of the Solow growth model is enhanced, since growth rates are not statistically significantly associated with investment rates, when cross-country heterogeneity is considered. Moreover, no sign of convergence to a single equilibrium is found.
INTRODUCTION
Many recent papers have pointed out that cross-country models based on the Mankiw, Romer and Weil (MRW hereafter; Mankiw et al., 1992) specification of the Solow (1956 ) growth model do not allow for heterogeneity among countries. Bianchi (1997) , Bloom et al. (2003) , Brock and Durlauf (2000) , Desdoigts (1999) , Durlauf (2001) , Durlauf et al. (2001) , Durlauf and Johnson (1995) , Kalaitzidakis et al. (2001) , Liu and Stengos (1999) , Masanjala and Papageorgiou (2004) , Paap and Van Dijk (1998) , Paap et al. (2005) and Quah (1996 Quah ( , 1997 all found strong parameter heterogeneity in cross-country or panel type growth regressions. This evidence is in contrast to the homogeneity assumptions of the standard Solow model. It is common practice to identify three possible sources of heterogeneity: varying parameters across countries, omitted variables and nonlinearities in the production function. Each of these sources has been studied applying specific theoretical or statistical modifications to the MRW model under both parametric and semi-parametric approaches. The present paper aims at testing the explanatory capability of the MRW model while defining a parsimonious statistical approach to model different sources of heterogeneity. To simplify model estimation, we assume that heterogeneity sources can be simply modeled by introducing a latent effect to each country growth experience allowing for a posterior classification of countries based on the latent variable values (see, for example, Paap et al., 2005; Paap and van Dijk, 1998) . Similar statistical approaches have also been discussed by Canova (2004) and Bloom et al. (2003) . Canova (2004) discusses a Bayesian approach to model regional data; while the approach is explicitly based on a finite mixture representation, model parameters are estimated using permutation-based tools for detecting structural break points in time series. Thus, it could be computationally cumbersome when the sample size or the number of components 3 According to the deterministic version of the Solow model, country-specific laws of motion for capital inputs determine the corresponding accumulating process. Using lower-case letters to denote per-worker quantities, i.e. y it D Y it /Lit, k it D K it /Lit and h it D H it /Lit, we can rewrite the production function and the capital accumulation equations in a standard way as follows:
f y it jA it , k it , h it D A where υ is the depreciation rate, common to both inputs, while s ki and s hi represent the share of output invested in physical and human capital, respectively. We can now solve explicitly for the balanced growth path of output per worker. The output per worker in the balanced growth path is therefore given by the following log-linear function:
where ε it represent independent mean-zero homoscedastic Gaussian errors, and parameter estimates are usually obtained through ordinary least squares, under standard i.i.d. hypotheses. Several authors (see, for example, Brock and Durlauf, 2000; Durlauf, 2001; Durlauf et al., 2001; Durlauf and Johnson, 1995; Liu and Stengos, 1999; Kalaitzidakis et al., 2001; Masanjala and Papageorgiou, 2004) have found empirical evidence for heterogeneity in regression parameters. This may be for various reasons. For example, the relationship between output and factors could be far from linear; a homogeneous Cobb-Douglas function may not correctly describe the factor allocation process, since countries may have different production functions. A further possibility is that residuals can be correlated among units over time. While heteroscedasticity may be corrected through traditional parametric applications, Zellner (1969) shows that standard OLS estimates are averages of groupspecific parameters only if no correlation exists between observations in the groups. However, economic series are only rarely uncorrelated. Many other potential variables could be used to explain the growth rates. The literature on growth is full of tests on the effects of not yet considered new covariates; Levine and Renelt (1992) show that new variables are not robustly explicative in growth equations, while Sala-i-Martin (1997) finds that new covariates can be used to model economic growth. The problem is that potential regressors could number 100 or more. Inserting them we could gain in explanation power but lose simplicity and model interpretation would not be an easy matter. According to Aitkin (1999) , we assume that some fundamental covariates were not considered in the model specification and that their joint effect can be accounted for by adding latent effects to the linear predictor, thus relaxing the assumption of i.i.d. residuals. Let us start assuming that, conditional on a set of individual latent effects u i which represent the effects of unobserved sources of heterogeneity, the observed log output per worker ln y it , i D 1, . . . , n, t D 1, . . . , T, are realizations of independent variates, drawn from a normal density. For the sake of simplicity, we will denote by
the set of model parameters. The regression model for log-output per worker is defined as
Latent effects appear additively in the linear predictor, but this assumption can be relaxed by associating random parameters to some elements of the covariates set, generalizing to a random coefficient model. Given the assumption of conditionally independence, we have
Treating the latent effects as nuisance parameters, and integrating them out, we obtain for the likelihood function the following expression:
where u represents the support for G(u), the distribution function of ui. Model parameters in (8) can be estimated through the marginal likelihood in (10), where the intercept term 0i D [ln A 0 C gt C u i ] varies across countries in order to capture country-specific features. In this context, the random component in 0i represents mean zero deviations from the fixed part ln A 0 C gt; strictly speaking, country-specific latent effects u i capture country variability in the dynamic process of the 'technological' factor. In the standard formulation of equation (2), technology differs between countries only to the extent that each country starts from a different (nonrandom) initial condition, ln A i0 . The focus of our paper is rather on the estimation of the latent variables affecting countries' growth experiences, namely u i . Various alternative parametric specifications may be proposed for modeling random effect distribution. A standard approach is to turn to numerical quadrature techniques, such as Gaussian or Adaptive quadrature (see, for example, Liu and Pierce, 1994) . Other alternatives are simulation methods such as Markov chain Monte Carlo methods (McCulloch, 1994) , or simulated maximum likelihood methods (Geyer and Thompson, 1992; Munkin and Trivedi, 1999) . Parametric specifications of the mixing distribution can, however, be restrictive and are generally unverifiable; for this reason, we propose to avoid specifying a parametric distribution for the random effects, and leave G Ð completely unspecified. As proved by Lindsay (1983a Lindsay ( , 1983b , the MLe of G Ð is concentrated on a support of cardinality at most equal to the number of distinct points in the analyzed sample. For fixed O , the likelihood is maximized with respect to G Ð by at least one discrete distribution O G n Ð with at most n support points. Therefore, the integral in (10) may be approximated by a sum on a finite number of locations, say K:
where f y i jx i , u k D f ik denotes the response distribution in the kth component of the finite mixture. Locations u k and corresponding masses k (prior probabilities) represent unknown parameters, as does K, which is treated as fixed and estimated via penalized likelihood criteria. Denoting by υ the complete parameter vector, we obtain
where w ik represents the posterior probability that the ith unit comes from the kth component of the mixture. The corresponding likelihood equations are weighted sums of those for an ordinary log-linear regression model with weights w ik . Solving these equations for a given set of weights, and updating the weights from the current parameter estimates, defines an EM algorithm (see, for example, McLachlan and Peel, 2000) .
The Multivariate Case
Up to now, we have discussed only the univariate case. However, Bernanke and Gürkaynak (2001) observe that testing the Solow model is equivalent to testing independence between the steadystate national growth rates and both saving and human capital formation rates. They note that levels and growth rates of output per worker are different dimensions of the same phenomena, and reject the Solow hypothesis using seemingly unrelated regression equations (SURE) for levels and growth rates of per capita output. As noted by Caselli (2001) , one possible explanation of their results is that the analyzed economies are not on a balanced growth path; should this be the case, the Solow model would still be consistent with reality. A further reason is that statistical models used to test Solow conclusions may lead to wrong conclusions if unobserved countryspecific heterogeneity is present. As outlined before, our aim is to test whether the assumption of technological exogeneity is a helpful approximation of the driving process of per capita income levels and growth rates when heterogeneity across countries is considered. We assume that the analyzed sample is composed of n countries, with y 1it and y 2it denoting, respectively, per capita national output and growth rate at time t D 1, . . . , T. Vectors of, possibly outcome-specific, p jt covariates have been recorded for each country and will be denoted by x 1it and x 2it . To simplify the discussion, consider the case where covariates do not differ across outcome s and are, respectively, equal to
. Following the usual notation for multivariate data, let y i D y i1 , y i2 denote respectively the vector of observed per capita and growth rate of output for the ith country, i D 1, . . . , n in the analyzed time-window. The univariate approach above should be extended in order to take into account potential dependence among outcomes (Davidson and Mackinnon, 1993) . For example, endogeneity of regressors in cross-country or longitudinal estimation is a wellknown problem which has not been given a final solution, as pointed out, among others, by Mankiw (1995) . Furthermore, omitted covariates may affect both per capita output levels and growth rates; therefore, modeling the association among the two outcomes can be a fundamental aspect of research. For complete generality, we assume that unobserved heterogeneity affects outcomes in different ways, i.e., that the latent effects in the two regression equations are correlated. In the MRW context, the t -period difference of equation (7) along the balance growth path leads to the conclusion that only time-related changes in technology affect country-specific growth rates; therefore, the growth rate is independent of capital or physical accumulation. Assuming that technology may differ across countries reflecting 'resource endowments, climate, institutions and so on'(MRW, p. 411), we can write it in classical statistical notation as
while balanced growth per worker output, ln y Ł it , matches the actual one, ln y it , minus the stochastic and stationary term, it , which represents the cyclical deviation from that path:
Therefore, we have the following system:
Indeed, differentiating the output per worker in equation (7) along the BGP we obtain the second expression of the system. Let us assume, according to Bernanke and Gürkaynak (2001) , that sh, sk and the population rate of growth are included as predictors in the estimated regression equations; therefore, if none of these covariates is significant, the assumption of an exogenous 'technology' cannot be rejected. The authors reject the hypothesis, finding that some of the specified covariate effects are statistically significant. However, even if the assumption is not rejected, the technology cannot be considered really exogenous; rather, we can still use the Solow model to describe, in a parsimonious way, the role of human and physical capital in countries' growth rates. As Romer (2001) points out, Bernanke and Gürkaynak (2001) do not really test for exogeneity of technology; rather they evaluate whether asymmetries in growth among countries can be explained by differences in capital accumulation. Azariadis and Drazen (1990) show that multiple steadystate equilibria can be generated by capitals rates thresholds, producing a non-convex production function. Durlauf and Johnson (1995) and Bernard and Durlauf (1996) show that multiple steadystate regimes can be correctly estimated only if one uses subsets of countries; otherwise, formal convergence tests based on common linear models may be biased. Starting from the model of Bernanke and Gürkaynank (2001) , we propose to admit multiple BGPs entailing heterogeneous groups of countries. Specifically, since the error terms in system (15) are correlated, we use a multivariate expansion of the univariate model (7), allowing for correlated latent effects.
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Let ui D u i1 , u i2 denote the corresponding set of country-and outcome-specific random effects. The hypothesis is that (Y 1it , Y 2it ) represents conditionally independent Gaussian variates given the latent effects, which vary over outcomes and account for both cross-country variation and dependence among outcomes. These models are sometimes referred to as multifactor models (see, for example, Winkelmann, 2000) . Given the modeling assumptions, the bivariate regression model can be written as follows:
As mentioned before, u ij represent subject-and outcome-specific heterogeneity in the intercept parameters. The corresponding likelihood function can be rewritten as follows:
This multiple integral cannot be solved in closed form, even if some simplifications are possible. We provide a nonparametric ML estimation of the mixing distribution G Ð following the path discussed for the univariate case (for a detailed discussion, see Alfó and Trovato, 2004) . In this case, the likelihood function becomes
where
. . , K represents the joint probability of locations u k . As before, locations u k and corresponding masses k represent unknown parameters. The elements u kj of u k can be estimated by introducing, in the linear predictor, the interaction between a K-level factor and the indicator variables d jit , where d jit D 1 8i D 1, . . ., n, j D 1, 2 and t D 1, . . . , T iff the jth outcome is modeled, 0 otherwise. Deriving w.r.t. the vector of model parameters, , we have
and w ik represents the posterior probability that the ith unit comes from the kth component of the mixture. The corresponding likelihood equations are weighted sums of those for an ordinary multivariate regression model with weights w ik ; the adopted EM algorithm can be sketched as follows.
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Computational Details
As is well known (see, among others, Aitkin, 1999; Wang et al., 1996) , the EM algorithm is designed to maximize the complete data likelihood in expression (10). Let us start denoting by z i D z i1 , . . . , z iK the unobservable vector of component indicators, where z ik D 1, if the country has been sampled from the component of the mixture, and 0 otherwise. Since the component labels in z are unobservable, they have to be treated as missing data. We therefore denote the complete data by y c D fy, zg. The likelihood for the complete data is defined by the following expression:
while the corresponding log-likelihood function is given by
Since the z ik are treated as missing data, in the rth iteration of the E-step, we take the expectation of the log-likelihood for complete data over the unobservable component indicator vector z i given the observed data y i and the current parameter estimates, say d r D fg r , u r , p r g. In other words, we replace z ik with its conditional expectation:
ik is the posterior probability that the ith unit belongs to the kth component of the mixture. The conditional expectation of the log likelihood for complete data is expressed by the function
The M-step aims at maximizing the expected value of the complete data likelihood given the observed data and the current parameter estimates. The estimated parameters are the solution of the following M-step equations:
To obtain updated estimates of the unconditional probability k we replace each z ik by O z ik d r , and, solving equation (25) which represents a well-known result from ML in finite mixtures. Solutions of equation (26) can be obtained through an iteratively weighted least squares (IWLS) algorithm.
If the adopted criterion is based on the sequence of likelihood values r ½ 1, r 2 N , the E and M-steps are alternatively repeated until the relative difference
changes by an arbitrarily small amount. Since rC1 ½ r , convergence is obtained with a sequence of likelihood values which are upward bounded. Penalized likelihood criteria (such as AIC, CAIC or BIC) have been used to estimate the number of mixture components.
The use of finite mixtures has some significant advantages over parametric mixture models. First, it allows us to classify countries in clusters characterized by homogeneous values of the latent effects, where this kind of classification is possible only if country heterogeneity does exist. Second, since locations and corresponding probabilities are completely free to vary over the corresponding supports, the proposed approach can readily accommodate extreme and/or strongly asymmetric departures from the Gaussian assumption.
DATA DESCRIPTION AND RESULTS
To test whether heterogeneity bias affects conclusions drawn in the 'growth empirics' framework, we propose a reanalysis of the dataset used by Bernanke and Gürkaynank (2001) (data can be found at http://www.princeton.edu/¾bernanke/data.htm). The data are drawn from the Summers-Heston Penn World Tables (PWT) version 6.0, which extends the data through 1998 for most variables. For reasons of space we avoid comparison with older versions, and use PWT version 6.0 for years 1960-1995 for non-oil countries.
Bernanke and Gürkaynank (2001) discuss both cross-section and pooled cross-section data; for this reason, we start our reanalysis by fitting the univariate mixture model 7 to the crosssection data. Table I shows the results obtained. As can be easily seen, the approach based on the finite mixture parametrization finds four to five components (which can be interpreted as different groups of countries), thus pointing out that substantial heterogeneity is present. However, looking at countries (posterior) classification, we obtain non-sense clusters: for example, the USA and Uganda are in the same group together with Rwanda and Switzerland, etc. (see Table II ).
Thus the finite mixture approach applied to cross-section data does not produce satisfactory results; in our perspective, this can be due to country-specific heterogeneity being masked by long-term averages (from 1960 to 1995) of per capita GDP. That is, country-specific heterogeneity cannot be captured if one does not look at between-countries variation which cannot be explained by observed covariates but remains persistent over the analyzed time period. For this reason, we turn to apply the proposed mixture model to the non-overlapping 5-year period from 1960 to 1995; the covariates have been averaged over the corresponding time period, while the dependent variables (level and growth rate of per capita GDP) are 5 years forward. The choice of 5-year periods is usually adopted in the panel growth literature to hold sufficient degrees of freedom while avoiding the negative effects of strong autocorrelation of dependent variables (Bond et al., 2001) . Moreover, leading dependent variables may reduce endogeneity bias. Growth measures based on 5-year periods are adequate for studying the impact of traditional cyclical variables, but may not help in understanding the impact of long-run factors. For this purpose, we fit a similar finite-mixture model to 10-year intervals also. The parametric benchmark 497 is represented by a feasible GLS (FGLS) approach. For the non-oil countries sample, Table III reports parameter estimates and model diagnostics for both FGLS and univariate finite mixture models 7, the latter applied to both 5-and 10-year periods. We present estimates for both textbook and human capital augmented Solow models and, finally, for the restricted model.
The human capital augmented model clearly outperforms the textbook Solow model, as can be evinced by looking at the log-likelihood of the augmented Solow model fitted via the FGLS or the proposed finite mixture approach (FUME in the following). FUME estimates for human and physical capital shares are lower than expected; however, parameter estimates for this approach should be considered as conditional on the unobservable latent component, and therefore have a different meaning from those obtained through the FGLS approach. FGLS estimation of the Solow model gives more reasonable values for labor and capital shares, due to the marginal parametric interpretation given above. The assumption of conditional independence (given the latent effects) which is at the basis of the FUME approach implies that the global production function is obtained by weighting K different functions, each one corresponding to a different component (subgroup) of the analyzed sample. This means that the estimates for covariate effects can be shrunken with respect to a homogeneous model, since they come from a weighted sum of different production functions. Since the PWT 6 sample collects data also for poorest countries, measurement bias due to inefficiency of national statistical systems may be present. Figure 1 reports the empirical density of the log per capita GDP levels and the estimated density obtained using, respectively, FGLS and FUME approaches. The empirical density clearly suggests that population heterogeneity is present; moreover, if we compare the estimated and empirical densities, the mixture model seems to better describe the data-generating process (DGP).
As it is well known, due to non-standard conditions we cannot use standard parametric tools to test the goodness of fit of a mixture model; as suggested by Aitkin (1997) and McLachlan and Peel (2000) , we can use, for diagnostic purposes, a plot comparing the fitted mixture distribution with the empirical distribution function. Figure 2 shows the corresponding two (respectively based on FGLS and FUME) fitted CDFs, together with 95% confidence bands for the observed CDF based on the usual binominal interval. Note that the estimated CDF based on the finite mixture approach provides a closer fit to the observed data, the departure in right side reflecting the cluster composed by the USA and Switzerland. In contrast, the FGLS-based CDF shows substantial and significant departures from the observed CDF for several values of the log of per capita GDP.
Parametric univariate estimation correctly controls for heteroscedasticity, but it seems to be inadequate to account for individual heterogeneity influencing the DGP. The potential presence of heterogeneous subpopulations is adequately treated in the FUME approach; using penalized likelihood criteria such as BIC, AIC and CAIC (Tables IV and V report such values for 5-year and 10-year data) we choose seven components to estimate the unknown mixing distribution.
To provide a formal test for the null hypothesis that data are drawn from a seven-component finite mixture, we employed the bootstrap-based procedure detailed in Romano (1988 
where d is the number of parameters and n is the sample size.
observed value of the (scaled) D statistic is equal to 0: 0566 with the corresponding (approximate) p-value ¾ D 0.304 (B D 1000 resamples). The same procedure has been adopted to test the null hypothesis that data are drawn from the homogeneous GLS model, obtaining an approximate p-value < 0.001 (B D 1000 resamples). The proposed approach allows classification of countries on the basis of the posterior probabilities estimates O w ik , which represent a potentially useful by-product of the adopted approach. According to a simple MAP rule, in fact, the ith country can be classified in the lth component if 
where d is the number of parameters and n is the sample size. 
It is worth noting that each component is characterized by homogeneous values of estimated latent effects; i.e., conditionally on the observed covariates, countries from that group show a similar structure, at least in the steady state. The latent variables should capture the effect of missing covariates such as those related to institutions; estimated locations are shown in Table VI , while corresponding clusters are reported in Table VII. For poor countries, we may note that the random terms negatively affect the level of the log of per capita GDP, while the effect is higher and positive for the richest ones such as the USA, Switzerland and other more industrialized countries. The conclusion is that the Solow model, conditionally on heterogeneous groups, helps us understand the differences among countries, while allowing for balanced growth paths; in other words, FUME is able to measure local variation in the observed data. Significance levels: † 10%; Ł 5%; ŁŁ 1%. Note: lny, log of per capita GDP levels (PWT data); gy, log difference of lny; lnsh, schooling of the working population (World Bank Report data); lnsk, Summers-Heston corrected investment/GDP ratio (PWT data); lngd, sum of the rates of change in population and in technological progress plus depreciation (PWT data); , log-likelihood; data are 5-or 10-year averages, dependent variable is forwarded. Method of estimation GLM with adjusted SE for clustered data, cluster on country.
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Following the path described by Bernanke and Gürkaynank (2001), we have estimated the bivariate regression model in equation (15), adopting either a fully parametric SURE model or a bivariate finite mixture approach. In the former case, we employed a maximum likelihood approach with correlated error terms. Looking at the bivariate results, we may note that the fully parametric model confirm the results obtained by Bernanke and Gürkaynank (2001) (see Table VIII ), while the bivariate finite mixture approach does not find any significant parameter estimates in the growth equation (see Table IX ).
Moreover, estimated locations for the latent component in the growth rate equation are close to zero; that is, we do find negligible differences in the rate of GDP growth for countries belonging to different groups. Instead, heterogeneity plays a relevant role in the levels equation. Results show that the latent component in the growth equation can be omitted; therefore, there is no empirical evidence of a global convergence process towards a single equilibrium path. To test whether the apparent homogeneity of growth rates across countries may be due to measurement error bias, we re-estimated a bivariate Solow model using as response in the first equation the residuals of the univariate FGLS model for GDP levels, and inserting in the corresponding linear predictor only a random component. The second equation for growth rates is the same as in (16): j D 2. Using this strategy, we implicitly impose that the parameter vector in the growth equation is equal to the one estimated by FGLS. Comparing parameter estimates obtained with this approach with those obtained from the unconstrained bivariate model, we found no empirical evidence of any significant difference; thus, we may guess that measurement error does not affect results obtained in the growth rate model, and that heterogeneity captured by the bivariate finite mixture model is due, rather, to unobservable covariables.
The values of penalized likelihood criteria as well as the estimated mass points (5-year data only) corresponding to the chosen number of components, O K, are reported in Tables X and XI. Significance levels: † 10%; Ł 5%; ŁŁ 1%. Note: lny, log of per capita GDP levels (PWT data); gy, log difference of lny; lnsh, schooling of the working population (World Bank Report data); lnsk, Summers-Heston corrected investment/GDP ratio (PWT data); lngd, sum of the rates of change in population and in technological progress plus depreciation (PWT data); K, number of mixture components; , log-likelihood; 2 , within-country (residual) variance; 2 u lny variance of the random intercept for y 1 ; 2 ugy , variance of the random intercept for y 2 ; cov(u lny , u gy ), covariance between random terms; data are 5-or 10-year averages; dependent variable is forwarded.
Using these estimates, we may classify countries on the basis of the posterior probability estimates O w ik , which represent an important by-product of the adopted semiparametric approach. It is worth noting that each group is characterized by homogeneous values of the estimated random effects; i.e., conditionally on observed covariates, countries assigned to the same group have a similar structure (see Table XII for the bivariate classification). This data-driven clustering can be considered as an empirical, modeling, counterpart to multiple equilibria models discussed by Azariadis and Drazen (1990) , Durlauf and Johnson (1995) , Bernard and Durlauf (1996) and Galor (1996) , among others. Should a multi-population density exist, we would find significant components for the random effects. Should this not be the case, we would face a spurious clustering problem and a single normal component distribution would be sufficient to correctly describe the DGP (see McLachlan and Peel, 2000) .
The existence of a single equilibrium path in the long run is well supported if the correlation between the random effects in the two equations is significant and negative, thus indicating a progressive decrease in observed differences among countries. The bivariate results (see Table IX ), however, show that the variance of the latent effect in the growth rate equation is near zero; also, the covariance between the latent effects for levels and growth rates is near zero, but still positive (Table IX) . This result does not change with varying K (see Table X ). In other words, the neoclassical relationship between levels and growth rates of per capita output does not statistically match the analyzed data. Looking at univariate and bivariate results we may suggest 505 Significance levels: † 10%; Ł 5%; ŁŁ 1% Notes: K, no. components; , log-likelihood; u lny , u gy , correlation among the two latent effects;
where d is the number of parameters and n is the sample size. Note: k, number of mixture components selected by penalized criteria; Loc, locations; SE, locations' standard errors; Prob., prior probability of belonging to that local area. The probabilities are for both equations in the bivariate model.
that countries do not converge towards a single path but that, rather, countries converge to clusterspecific paths, with clusters staying divergent. Convergence clubs may also emerge endogenously if there are multiple possible steady-state equilibria given fundamentals (see Galor, 1996) . This means that the cluster structure cannot be exhaustively explained by the neoclassical model; the unobserved characteristics influencing per capita income levels (rather than growth rates) do not represent technological differences, since it is widely believed that technology in different countries converges. Rather, unobserved heterogeneity seems to be related to long-lasting differences in culture and institutions. To test whether clusters converge, we employed the following strategy: a univariate finite mixture model has been fitted to data from 1960 to 1975, under the constraint that the number of locations is K D 7 and using as starting parameter vector the model parameter estimates reported, respectively, in Tables VI and III. Using the cluster structure obtained at the end of this path, we have estimated the corresponding cluster-specific mean of GDP levels for the out-of-sample (years Our results are surprising given that several variables have been found in the growth empirics literature to have a significant effect on per capita real GDP growth (see, for example, Levine and Renelt, 1992; Sala-i-Martin, 1997) . The corresponding models typically include in the linear predictor the initial level of per capita real GDP; given within-cluster convergence, this variable has a robustly negative coefficient in growth regressions. However, level variables and initial level of log GDP per capita are strongly correlated; therefore, the variance of the log difference of GDP per capita is almost entirely explained by the initial conditions (see, among others, Temple, 1998 Temple, , 1999 .
If we consider a standard cross-country growth model augmented by political rights variables and geographical dummies, we find that none of these variables is significant in the growth equation if initial per capita real GDP (see Table XIII ) is not included.
We performed a factor analysis to check for multicollinearity between variables in the MRW Solovian growth model. Should the four regressors be orthogonal, we would find factors explaining not more than 20-25% of the total variance. In the present context, however, we find that the first factor accounts for approximately 64% of the total variance. The collinearity between regressors is confirmed also if we average capital inputs for the period 1965-1995 (see Figure 5) . These results imply that cross-section tests on convergence are inflated by collinearity and, since initial per capita GDP is a good predictor for capital saving rates, additional covariate effects may be ill estimated. It is worth noting that a 'minimal cross-section growth regression', including only the initial level of per capita income, would not be a good choice owing to corresponding minimal economic insight.
We identify seven different clusters for the univariate model and six for the bivariate one. The number of clusters is apparently not consistent with those found in other proposals, where the number of groups is usually restricted to two, three or four groups (see, for example, Liu and Stengos, 1999; Kalaitzidakis et al., 2001; Canova, 2004; Masanjala and Papageorgiou, (2004) ; Paap et al., 2005) . These differences are, however, reasonable if one considers that the estimation method, the analyzed time period and the number of countries do not coincide. Paap et al. (2005) identify three groups but the analysis is limited only to Africa, Asia and Latin-America. Becchetti et al. (2006) analyze the same dataset, associating a random parameter to the human capital variable; the estimated number of components is equal to five, perhaps due to a greater flexibility of their approach to unobserved heterogeneity. We believe that the unobserved characteristics which affect per capita income levels are not true technological differences, but rather represent the effects of long-lasting differences in culture and institutions. To better understand differences among groups, we report in Table XIV the values of the correlation coefficients between social and cultural indicators and the estimated set of latent effects. As can be seen, indicators of institutional quality and economic freedom are strictly and significantly correlated with the estimated locations u k , representing the cluster-specific deviation from the sample average. Our results are also in line with those obtained by Canova (2004) and Jerzmanowski (2006) , who find that the role of culture and institutions is making growth episodes persistent rather than ruling out growth take-offs. The unobserved differences between countries are, however, innumerable and clearly multidimensional. For each component, the proposed estimator summarizes these differences using just two dimensions: estimated latent terms in the level of per capita GDP (pcgdp) and in the growth rate of pcgdp. The variance of the latent effects in the level equation is high when compared to both the variance in the growth equation and the covariance between the two latent effects. Thus, when we divide the countries into groups, the estimated differences between groups are roughly one-dimensional; still, we are sure that these estimated differences in pcgdp levels are functions of unobserved, multidimensional differences.
The almost complete absence of any sign of convergence across clusters gives us some reason to believe that three plausible unobserved differences are not, in themselves, major factors in explaining difference in pcgdp across countries. First, it seems unlikely that measurement error in estimated physical capital stocks is as important a factor as we would have guessed. If countries with the same observed characteristics (including measured physical capital per capita) differ only in the true level of physical capital per capita, a Solow model would imply that they converge to the same pcgdp. Second, the same argument applies to human capital for an augmented Solow model provided that the sum of the elasticities of GDP with respect to physical and human capital is less than one. Third, according to the consensus opinion of growth theorists, if the unobserved differences are differences in disembodied technology in use, pcgdp should converge. In contrast, differences in institutions, laws, norms, customs, attitudes and aspirations may be persistent. For example, the Protestant ethic, which may be the spirit of capitalism may cause Protestant countries to be persistently richer than other countries (see Weber, 1930; Bagella et al., 2002; Dobbin, 2004; Dudley and Blum, 2001) . We believe that the estimated components may group together countries whose culture and institutions imply a similar level of pcgdp for a given population, capital, human capital and technology. Since these groupings collapse many dimensions into one, countries in the same group have very different levels of every single identifiable institutional and cultural factor. 
CONCLUSIONS
In this paper we discuss an empirical model with the aim of testing whether economic growth can be considered exogenous in the Solovian sense. Following Alfò and Trovato (2004) , we define a bivariate mixture model for the Bernanke and Gürkaynak (2001) extension of the Solow model. Like Durlauf et al. (2001) , we find that the explanatory power of the Solow growth model is enhanced when cross-country heterogeneity is considered. In this case, we find that growth rates are not significantly associated with investment rates. In particular, Bernanke and Gürkaynak (2001) reject the Solow growth model analyzing cross-country data on GDP, growth and investment. The evidence against the Solow model becomes statistically insignificant when a pooled cross-section model is applied to Bernanke and Gürkaynak's data allowing for unobserved heterogeneity across countries. We suggest that their rejection of the Solow model is caused by omitted variables bias; however, care is needed, since our tests may fail to reject the Solow model because of their reduced power. A more robust result of our analysis is an extremely strong evidence of unexplained heterogeneity in levels of per capita real GDP and an extremely weak evidence of heterogeneity in the rate of growth of per capita real GDP. This means that the data show no sign of convergence across classes of countries. The procedure could, in principle, have detected clusters of high-growth countries and of low-growth countries. It did not do so. The results suggest convergence clubs, that is, groups of countries with different levels of per capita real GDP within which countries converge to a group-specific growth path.
We find almost no evidence that different groups converge towards each other. This suggests that the unobserved factors which we model with a discrete mixture correspond to long-lasting characteristics not accounted for by the augmented Solow model.
