We determine both the random code capacity region and the deterministic code capacity region of the arbitrarily varying multiple access channel (AVMAC) under input and state constraints. For the AVMAC without constraints, the characterization due to Ahlswede and Cai is complete except for two cases, pointed out in the literature as an open problem. The missing piece is obtained as a special case of our results.
Such constraints are often due to power limitations of the transmitter and the jamming signal. Not only the constrained setting provokes serious technical difficulties analytically, but also, there is a significant effect on the behavior of the deterministic code capacity. Specifically, dichotomy in the notion of [1] no longer holds when state constraints are imposed on the jammer [4] . That is, the deterministic code capacity can be lower than the random code capacity, and yet non-zero. As for the AVMAC under constraints, Gubner and Hughes [7] determined the divided-randomness capacity region (see remark in [7] , and solved examples in the references of [7] ).
In this work, we consider the AVMAC when input and state constraints are imposed on the users and the jammer, respectively. We give full characterization for both the random code capacity region and the deterministic code capacity region. The challenging part is the deterministic code analysis. When state constraints are imposed, the operational time sharing argument does not apply to the AVMAC. Roughly speaking, using a code over a part of the blocklength effectively increases the state constraint and loosens the restriction on the jammer over this period of time. Thus, it becomes essential to replace the operational time sharing argument with coded time sharing [7] . Our decoder is then a coded time sharing variant of Ahlswede and Cai's decoding rule [2] , while the time sharing sequence is deterministic and known to the jammer as well. Yet, a fundamental difference between our coding scheme and the one in [2] arises from the dichotomy discrepancy, as Ahlswede and Cai only showed achievability of positive rates R 1 = R 2 = ε > 0, proving that the capacity region has a nonempty interior. However, for the AVMAC under constraints, dichotomy does not apply and achievability of positive rates is insufficient. Hence, in our problem, proving achievability is more demanding. Hereby, the codebooks construction and the analysis are based on generalization of the techniques by Csiszár and Narayan [4] , along with the insights of Ahlswede and Cai [2] . The converse proof involves observations by Gubner [6] as well. As a special case, we obtain a full characterization of the capacity region of the AVMAC without constraints, filling the gap left by Ahlswede and Cai [2] . A full manuscript with proofs can be found in [10] .
II. DEFINITIONS AND RELATED WORK
A state-dependent discrete memoryless multiple access channel (MAC) (X 1 × X 2 , S, W Y |X1,X2,S , Y) con-sists of the inputs, state and output alphabets, X k , k = 1, 2, S, Y, respectively, and a conditional probability function W Y |X1,X2,S . As the channel is memoryless without feedback, W Y n |X n 1 ,X n 2 ,S n (y n |x n
The arbitrarily varying multiple access channel (AVMAC) has a state sequence S n distributed according to an unknown joint distribution q(s n ), not necessarily independent nor stationary, and could also give probability mass 1 to a particular s n . We denote the AVMAC by A = {W Y |X1,X2,S }.
A. Coding
We introduce some preliminary definitions. Definition 1 (Deterministic Code). A (2 nR1 , 2 nR2 , n) code for the AVMAC consists of two message sets [1 : 2 nR k ], k = 1, 2, where 2 nR k is integer, two encoding functions f k : [1 : 2 nR k ] → X n k , k = 1, 2, and a decoding function g :
The decoder receives the channel output y n , and finds an estimate (m 1 ,m 2 ) = g(y n ). We denote C = (f 1 , f 2 , g).
We proceed to coding schemes where f 1 , f 2 and g are drawn at random, and revealed to the encoders and decoder. Definition 2 (Random code). A random code consists of a collection of codes {C γ } γ∈Γ , along with a probability distribution µ(γ) over the code collection Γ. Definition 3 (Divided-randomness code). A dividedrandomness code is a random code with two statistically independent random elements γ 1 ∼ µ 1 and γ 2 ∼ µ 2 , while Encoder k has access to γ k alone, for k = 1, 2, and the decoder has access to both.
Next, we consider input and state constraints. Let φ k : X k → [0, ∞), k = 1, 2, and l : S → [0, ∞) be some given bounded functions, and define
for k = 1, 2. Assume that min x k φ k (x k ) = min s l(s) = 0. Let Ω 1 , Ω 2 , Λ > 0. Given input constraints (Ω 1 , Ω 2 ), the encoding functions need to satisfy
≤ Ω 1 and φ n 2 (X n 2 ) ≤ Ω 2 with probability 1. As for the state constraint, it is assumed that the state sequence has a joint distribution q(s n ) ∈ P Λ (S n ), where
That is, l n (S n ) ≤ Λ with probability 1.
The capacity region is defined below. Define the conditional probability of error of C given s n ,
Now, define the average probability of error for some q(s n ) by P
e|s n (C ). A (2 nR1 , 2 nR2 , n, ε) code for the AVMAC under input constraints (Ω 1 , Ω 2 ) and state constraint Λ, satisfies (2) and
We say that a rate pair (R 1 , R 2 ) is achievable, if for every ε > 0 and large n, there exists a (2 nR1 , 2 nR2 , n, ε) code. The deterministic code capacity region C(A ), or simply 'the capacity region', is defined as the closure of the set of achievable rate pairs. Similarly, a (2 nR1 , 2 nR2 , n, ε)
B. Related Work
We briefly review known results. 1) Divided-Randomness Capacity Region: Define
where S|U ∼ q(s|u).
Theorem 1 (see [7] ). The divided-randomness capacity region of the AVMAC A under input constraints (Ω 1 , Ω 2 ) and state constraint Λ is given by
2) Without Constraints: Let C(A free ) and C (A free ) denote the deterministic code and the divided-randomness capacity regions, respectively, free of constraints. Now, by [8] , the deterministic code capacity region of an AVMAC free of constraints, either coincides with the divided-randomness capacity region or else, it has an empty interior. A necessary and sufficient condition for a non empty interior was established by [6, 2] in terms of the following definition.
Definition 4. [6, 5] The AVMAC is said to be 1) symmetriz-
Intuitively, symmetrizability-X 1 ×X 2 identifies a poor channel, where the jammer can fail communication by randomizing according to S n ∼ n i=1 J(s i |x 1,i ,x 2,i ), for some pair of codewordsx n 1 andx n 2 . Suppose that the transmitted codewords are x n 1 and x n 2 . The codewordsx n 1 andx n 2 can be thought of as impostors transmitted by the jammer. Since the "average channel" is symmetric with respect to (x n 1 , x n 2 ) and (x n 1 ,x n 2 ), the codeword pairs appear to the receiver as equally likely. Theorem 2 (see [9, 6, 2] [11, Theorem 8]). a) If non-1), non-2), and non-3) hold in Definition 4,
b) If 2) holds, yet non-1) and non-3) hold,
holds, yet non-1) and non-2) hold,
In all other cases, C(A free ) = {(0, 0)}.
Observe that in Case b) and Case c) of Theorem 2, the characterization is incomplete. As pointed out by Wiese and Boche, this has remained an open problem for nearly 20 years [11, Remark 9] . It does not follow from the single user results, since Gubner's conditions are stronger than single-user symmetrizability [4] . We are going to fill this gap and show that (12) and (13) hold with equality.
III. MAIN RESULTS
We determine both the random code capacity region and the deterministic code capacity region of the AVMAC under input constraints (Ω 1 , Ω 2 ) and state constraint Λ.
1) Random Code Capacity region: Define C (A ) as in (6) with the constraint of q(s|u) = q(s). Theorem 3. The random code capacity region of the AVMAC A under input constraints (Ω 1 , Ω 2 ) and state constraint Λ is given by
The proof of Theorem 3 is given in [10] . We note that the operational time sharing argument is not eligible for the AVC under a state constraint. In particular, if a code is used over a fraction of 0 < θ < 1 of the blocklength, then this code needs to be reliable under a state constraint Λ/θ. Nevertheless, it can be shown that C (A ) is convex.
2) Deterministic Decoding Rule: We move to the deterministic code capacity region, and define the decoding regions. For every P U,X1,X2 , define
where the minimizations are over J (u) (s|x 1 , x 2 ), J (u) 1 (s|x 1 ), and J (u) 2 (s|x 2 ), which satisfy (8), (9) , and (10), respectively, where a minimum over an empty set is +∞. Intuitively, min{ Λ, Λ 1 , Λ 2 } is the minimal average state cost which the jammer has to pay to symmetrize the channel, for a given P U,X1,X2 . If this minimal state cost exceeds the state constraint, the jammer cannot symmetrize the channel. Definition 5 (Decoder). Given the codebooks {f k (m k )} and a time sharing sequence u n , declare that y n ∈ D(m 1 , m 2 ) if there exists s n with l n (s n ) ≤ Λ such that the following hold. 1) D(P U,X1,X2,S,Y ||P U P X1|U P X2|U P S|U W Y |X1,X2,S ) ≤ η. 
where (U, X 1 , X 2 , X 1 , X 2 , S, Y ) are dummy random variables distributed as the joint type of (u n , f 1 (m 1 ), f 2 (m 2 ), f 1 ( m 1 ), f 2 ( m 2 ), s n , y n ), and where a competitor is another message pair that satisfies Condition 1 for some s n with l n ( s n ) ≤ Λ.
The definion above is proper only if the decoding sets are disjoint, as stated in the following lemma. Lemma 4. Let u n be of type P U , and suppose that in each codebook, all codewords have the same conditional type P X k |U , k = 1, 2. Assume P X k |U (x k |u) > 0 ∀x k , u. If min Λ(P U,X1,X2 ), Λ 1 (P U,X1 ), Λ 2 (P U,X2 ) > Λ , (19) then, for sufficiently small η, η 1 , η 2 > 0, D(m 1 , m 2 ) = D( m 1 , m 2 ), for all (m 1 , m 2 ) = ( m 1 , m 2 ).
The proof of Lemma 4 is given in [10] .
3) Deterministic Codebooks: While the decoding rule above is similar to that of Ahlswede and Cai [2] , here we prove a generalization of a lemma by Csiszár and Narayan [4] , in order to generate proper codebooks. Let T n denote the type class of P U,X1,X2, X1, X2,S . Lemma 5 (Codebooks Generation). For every ε > 0, sufficiently large n, rates R k ≥ ε and types P U and P k = P X k |U , k = 1, 2, there exist a time sharing sequence u n ∈ T n (P U ), and codebooks, {(x n 1 (m 1 ), x n 2 (m 2 )) : m k ∈ [1 : 2 nR k ], k = 1, 2}, of type P 1 × P 2 , such that for every a n 1 ∈ X n 1 , a n 2 ∈ X n 2 , s n ∈ S n with l n (s n ) ≤ Λ, and every joint type P U,X1,X2, X1, X2,S , the following hold.
1) Joint Typicality
|{( m 1 , m 2 ) : (u n , a n 1 , a n 2 , x n 1 ( m 1 ),
2) Conditional Typicality Given M 2 |{ m 1 : (u n , a n 1 , a n 2 , x n 1 ( m 1 ), s n ) ∈ T n }| ≤ 2 n [R1−I( X1;X1,X2,S|U )] + +ε , (23) |{m 1 : (u n , x n 1 (m 1 ), a n 2 , x n 1 ( m 1 ), s n ) ∈ T n for some m 1 = m 1 }| ≤ 2 n(R1− ε 2 ) ,
3) Conditional Typicality Given M 1 |{ m 2 : (u n , a n 1 , a n 2 , x n 2 ( m 2 ), s n ) ∈ T n }| ≤ 2 n [R2−I( X2;X1,X2,S|U )] + +ε , (25) |{m 2 : (u n , x n 1 (m 1 ), a n 2 , x n 2 ( m 2 ), s n ) ∈ T n for some
The proof of Lemma 5 is given in [10] .
4) Deterministic Code Capacity Region:
Now, we determine the deterministic code capacity region. Let
Definition 6. Define the rate region C(A ) as follows.
a) If L * > Λ, L * 1 > Λ, and L * 2 > Λ, then
Observe that the optimization set of the input distribution P U P X1|U P X2|U in (30) is a subset of the corresponding set in (6) , for the random code capacity region, hence C(A ) ⊆ C (A ). Furthermore, if the AVMAC is non-symmetrizable in the sense of neither X 1 × X 2 , X 1 |X 2 , nor X 2 |X 1 , then Λ(P U,X1,X2 ) = Λ 1 (P U,X1 ) = Λ 2 (P U,X2 ) = +∞, in which case we have that C(A ) = C (A ). Theorem 6. Assume that L * = Λ, L * 1 = Λ and L * 2 = Λ. Then, the capacity region of the AVMAC A under input constraints (Ω 1 , Ω 2 ) and state constraint Λ is given by
Furthermore, if A is non-symmetrizable-X 1 × X 2 , nonsymmetrizable-X 1 |X 2 , and non-symmetrizable-X 2 |X 1 , then the capacity region coincides with the random code capacity region, i.e. C(A ) = C (A ) = C (A ).
The proof of Theorem 6 is given in [10] . The analysis uses the properties established for the decoding rule and codebooks specified above. As mentioned, coded time sharing is an essential replacement for the classical operational time sharing argument, which cannot be applied to the AVMAC under constraints. Hence, our analysis combines our coded time sharing variant of the decoder by Ahlswede and Cai [2] , with our generalization of the codebook generated by Csiszár and Narayan [4] . The converse proof further uses Gubner's observations in [6] . A full characterization of the deterministic code capacity region without constraints is obtained by the substitution of Ω k = φ k,max , k = 1, 2, and Λ = l max . Remark 1. The boundary case where either L * = Λ or L * k = Λ, k = 1, 2, remains unsolved. Even in the single user setting, say Y 2 = ∅, the case of L * 1 = Λ is an open problem (see [4] ), although it is conjectured in [4] that the capacity is zero in this case. Similarly, we conjecture that the capacity region is C(A ) = C(A ) for all values of L * , L * 1 and L * 2 . There are special cases where we can prove that this holds, given in the corollary below.
Corollary 7. Let A be an AVMAC under input constraints (Ω 1 , Ω 2 ) and state constraint Λ, where A is symmetrizable-X 1 × X 2 , symmetrizable-X 1 |X 2 , and symmetrizable-X 2 |X 1 . If the symmetrizability equations (8), (9) , and (10) are only satisfied by conditional distributions J(s|x 1 , x 2 ), J 1 (s|x 1 ) J 2 (s|x 2 ) which are 0-1 laws, then
Corollary 7 is proved in [10] . Next, we give an example.
Example 1. Let A be an AVMAC which consists of independent binary symmetric channels. Specifically, let the state and the output be pairs as well, i.e. S = (S 1 , S 2 ) and
where X 1 , X 2 , S 1 , S 2 , Y 1 and Y 2 are binary. Suppose that the input and state cost functions are Hamming weights, i.e. φ 1 (x 1 ) = x 1 , φ 2 (x 2 ) = x 2 , l(s) = s 1 + s 2 ,
while Ω 1 , Ω 2 , Λ ∈ (0, 1]. First, we use Theorem 3 to show that the random code capacity region is given by
where ω 1 = min Ω 1 , 1 2 , ω 2 = min Ω 2 , 1 2 , λ = min Λ, 1 2 , h(t) = −t log 2 t − (1 − t) log 2 (1 − t) for 0 < t < 1, and α * β = (1 − α)β + α(1 − β). In particular, if Λ ≥ 1 2 , then the random code capacity region is C (A ) = {(0, 0)}.
It can further be seen that the binary AVMAC is symmetrizable-X 1 × X 2 , symmetrizable-X 1 |X 2 , and symmetrizable-X 2 |X 1 . In particular, the symmetrizability equations (8), (9) , and (10) only hold with 0-1 laws. Then, we use Corollary 7 to show that the capacity region is given by the following. If Ω 1 > Λ and Ω 2 > Λ, then
If Ω 1 ≤ Λ and Ω 2 > Λ, then C(A ) = {(0, R 2 ) : R 2 ≤ h(ω 2 * λ) − h(λ)} .
If Ω 1 > Λ and Ω 2 ≤ Λ, then
Otherwise, if Ω 1 ≤ Λ and Ω 2 ≤ Λ, then
The analysis is given in [10] . We observe that the deterministic code capacity region and the random code capacity region are the same, only if Λ ≥ 1 2 or both input constraints are higher than the state constraint. In all other cases, the deterministic code capacity region is strictly included within the random code capacity region, i.e. C(A ) C (A ).
