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METRIZATION OF DIFFERENTIAL PLURIFORMS ON
BERKOVICH ANALYTIC SPACES
MICHAEL TEMKIN
Abstract. We introduce a general notion of a seminorm on sheaves of rings
or modules and provide each sheaf of relative differential pluriforms on a
Berkovich k-analytic space with a natural seminorm, called Ka¨hler seminorm.
If the residue field k˜ is of characteristic zero and X is a quasi-smooth k-analytic
space, then we show that the maximality locus of any global pluricanonical
form is a PL subspace of X contained in the skeleton of any semistable formal
model of X. This extends a result of Mustat¸a˘ and Nicaise, because the Ka¨hler
seminorm on pluricanonical forms coincides with the weight norm defined by
Mustat¸a˘ and Nicaise when k is discretely valued and of residue characteristic
zero.
1. Introduction
1.1. Motivation. It often happens that a Berkovich space X possesses natural
skeletons, which are, in particular, deformational retracts of X of finite topological
type, see [Ber90, Section 4.3] and [Ber99]. In some special cases, such as the case of
curves of positive genus or abelian varieties, there is a canonical (usually, minimal)
skeleton. As a rule, skeletons are obtained from nice formal models, e.g. polystable
or, more generally, log smooth ones, though we should mention for completeness
that a different and very robust method of constructing skeletons was developed
very recently by Hrushovski and Loeser, see [HL12].
In [KS06], Kontsevich and Soibelman constructed a canonical skeleton of analytic
K3 surfaces over k = C((t)) by use of a new method: the skeleton is detected as the
extremality locus of the canonical form. In [MN13], this method was extended by
Mustat¸a˘ and Nicaise as follows. If k is discretely valued and X is the analytification
of a smooth and proper k-variety, they constructed norms on the pluricanonical
sheaves ω⊗nX and showed that the maximality locus of any non-zero pluricanonical
form φ is contained in the skeleton associated with any semistable formal model of
X . The union of the maximality loci of non-zero pluricanonical forms is called the
essential skeleton of X in [MN13]. It is an important “combinatorial” subset of X ,
see [NX13], although it does not have to be a skeleton of X .
An advantage of the above approach is that it constructs a valuable combinatorial
subset, the essential skeleton, in a canonical way. In particular, the only input is the
metrization of pluricanonical sheaves, and no choice of a formal model is involved.
Slightly ironically, one heavily exploits formal models to metrize ω⊗nX . On the
one hand, existence of nice global formal models is not needed since it suffices for
any so-called divisorial point x to find a sufficiently small domain that contains x
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and possesses a regular formal model. The latter problem is much easier and the
construction works fine when char(k˜) > 0 and existence of nice global models is a
dream. But on the other hand, this still leads to technical restrictions, including
the assumption that k is discretely valued. In addition, the construction of the
norm is not so geometric: first one defines it at divisorial points by use of formal
models, and then extends it to the whole X by continuity.
The original aim of this project was to provide a natural local analytic con-
struction of Mustat¸a˘-Nicaise norm, which applies to all points on equal footing and
eliminates various technical restrictions of their method. The basic idea is very sim-
ple: provide ΩX with the maximal seminorm making the differential d : OX → ΩX
a non-expansive map, and induce from it a seminorm on ω⊗nX = (∧
dΩX)
⊗n. More-
over, the same definition makes sense for any morphism f : X → S, so the construc-
tion generalizes to the relative situation and no assumption on k and f is needed.
This increases the flexibility even in the original setting; for example, one obtains a
way to work with analytic families of proper smooth varieties. Unfortunately, im-
plementation of the basic idea is not so simple due to lack of various foundations.
So, a large part of this project is devoted to developing basic topics, including
a theory of Ka¨hler seminorms on modules of differentials, its application to real-
valued fields, metrization of sheaves of modules, etc. On the positive side, we think
that this foundational work will be useful for future research in non-archimedean
geometry and related areas.
Once Ka¨hler seminorms will have been defined, we will study the maximality
locus of pluricanonical forms. Unfortunately, the assumption that char(k˜) = 0
seems unavoidable with current technique, but we manage to treat the non-discrete
case as well. In particular, we only use a result a` la de Jong (see [Tem15, Theo-
rem 3.4.1]) instead of the existence of semistable model (a result a` la Hironaka).
Finally, under the assumptions of [MN13], we compare the Ka¨hler seminorm to the
Mustat¸a˘-Nicaise norm on the pluricanonical sheaves. Surprisingly, they coincide
only when char(k˜) = 0, and in general they are related by a factor which up to a
constant coincides with the log different of H(x)/k.
1.2. Methods. At few places in the paper, including the definition of Ka¨hler semi-
norms, we have to choose one method out of few possibilities. Let us discuss briefly
what these choices are.
1.2.1. An approach via unit balls. One way to define a seminorm on a k-vector space
V is by using its unit ball V ⋄, which is a k◦-module. Technically, this leads to the
easiest way to metrize a coherent OX -sheaf F : just choose an O◦X -submodule F
⋄
X
(subject to simple restrictions). For example, if the valuation is not discrete one can
simply define the Ka¨hler seminorm ‖ ‖Ω on ΩX/S as the seminorm associated with
the sheaf O◦XdX/S(O
◦
X), the minimal O
◦
X -submodule of ΩX/S containing dX/SO
◦
X .
Unfortunately, this definition is problematic when the valuation is discrete or trivial
(though, see Remark 6.1.6). In order to consider ground fields with discrete or
trivial valuations on the equal footing, we have to develop all basic constructions
in terms of seminorms themselves. For example, ‖ ‖Ω can be characterized as
the maximal seminorm such that the map d : OX → ΩX/S is non-expansive (see
Lemma 6.1.4). Still, some implicit use of unit balls is made in Section 5, e.g. see
Theorem 5.1.8.
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1.2.2. Seminormed algebras versus Banach algebras. Most seminormed rings in
Berkovich geometry are Banach. Nevertheless, more general seminormed rings
also show up, with the main example being the local rings OX,x and their residue
fields κ(x). For this reason, it is technically much more convenient to work with
seminormed rings and modules rather than their Banach analogues throughout the
paper. In addition, it turns out to be important to consider only non-expansive
homomorphisms, while classical Banach categories contain all bounded homomor-
phisms.
1.2.3. Metrization of sheaves. There exist two ways to define seminorms on sheaves
of rings or modules. In this paper we implement a sheaf theoretic approach, which
applies to any site. We introduce the notions of (pre)sheaves of seminorms on a
sheaf of abelian groups (resp. rings or modules) A. In fact, this is equivalent to
introducing (pre)sheaves of seminormed abelian groups with the underlying sheaf
A. Various operations, such as tensor products, are defined using sheafification. A
slight technical complication of the method is that one has to consider unbounded
seminorms.
A simpler ad hoc method to metrize sheaves on topological spaces or sites with
enough points is to metrize the stalks in a semicontinuous way: for a section s ∈
F(U) let |s| : U → R≥0 denote the function sending x ∈ U to |s|x, then all functions
|s| should be upper semicontinuous. All operations are then defined stalkwise. The
main problem with applying this method to our case is that one has to work with
all points of the G-topology site XG, which is not a standard tool in Berkovich
geometry. We describe these points in the end of the paper, but they are not used
in our main constructions.
Remark 1.2.4. (i) It is more usual to consider only continuous metrics. For
example, the definition of metrization in [CLD12] requires that all sections |s| are
continuous. Nevertheless, it is the semicontinuity that encodes the condition that
| | is a sheaf, see Theorem 3.2.11.
(ii) In the case of Ka¨hler seminorms, non-continuous functions ‖φ‖Ω arise in the
simplest cases. For example, already the function ‖dt‖Ω on the discM(k{t}) is not
continuous; in fact, ‖dt‖Ω is the radius function, see §6.2.1.
1.3. Overview of the paper and main results. In Section 2 we fix our notation
and study seminorms on vector spaces over real-valued fields and modules over real
valuation rings. Most of the material is probably known to experts but some of
it is hard to find in the literature, especially the material on index of semilattices
and content of torsion modules. Section 3 deals with metrization of sheaves. First,
we study sheaves on arbitrary sites and then specialize to the case of G-sheaves on
analytic spaces. In Section 4, we extend the theory of Ka¨hler differentials to semi-
normed rings. In particular, given a non-expansive homomorphism of seminormed
rings A→ B we show that dB/A : B → (ΩB/A, ‖ ‖Ω) is the universal non-expansive
A-derivation, where the Ka¨hler seminorm ‖ ‖Ω is defined as the maximal seminorm
making the homomorphism dB/A non-expansive.
In Section 5 we study the Ka¨hler seminorm on a vector space ΩK/A, where K
is a real-valued field. In Theorem 5.1.8 we show that ΩlogK◦/A◦ modulo its torsion is
an almost unit ball of the Ka¨hler seminorm on ΩK/A. Thus, the study of Ka¨hler
seminorms is tightly related to study of ΩlogK◦/A◦ and ramification theory. Although
this is classical in the discretely valued case, [GR03, Chapter 6] is the only reference
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for such material when |K×| is dense. Unfortunately, even loc.cit. does not cover
all our needs, so we have to dig into the theory of real-valued fields, that makes
this section the most technical in the paper. One of our main results there is that
if K is dense in a real-valued field L then Ω̂K/A
∼
−→Ω̂L/A, see Theorem 5.6.6 and its
corollary.
In Section 6 we define the Ka¨hler seminorm ‖ ‖Ω on ΩX/S for any morphism
f : X → S. This is done by sheafifying the presheaf of Ka¨hler seminorms on affi-
noid domains and it follows easily from the definition that ‖ ‖Ω is the maximal
seminorm on ΩX/S making the map d : OXG → ΩX/S non-expansive. In Theo-
rem 6.1.8 we show that the completed stalk Ω̂X/S,x is isomorphic to Ω̂H(x)/H(s),
where s = f(x). This provides the main tool for explicit work with the seminorm
‖ ‖Ω and its stalks. Note that the main ingredient in proving Theorem 6.1.8 is that
Ω̂κ(x)/κ(s) = Ω̂H(x)/H(s) by Theorem 5.6.6. Another fundamental property of Ka¨hler
seminorms is established in Theorem 6.1.13: Ka¨hler seminorms is determined by
the usual points of X (the G-analyticity condition from §3.3) and the functions
‖s‖Ω are semicontinuous with respect to the usual topology of X (and not only
the G-topology). Some examples of Ka¨hler seminorms are described in Section 6.2,
including the ones demonstrating that Ka¨hler seminorms behave weirdly when k
possesses wildly ramified extensions. Also, we study the compatibility of ‖ ‖Ω with
base change in Section 6.3. In particular, we show that it is compatible with restric-
tion to the fibers and tame extensions of the ground field (Theorem 6.3.11 and its
corollaries), but is incompatible with wild extensions of the ground field. Finally,
we use ‖ ‖Ω to metrize the sheaves Sm(ΩnX/S) of relative pluriforms on X .
Section 7 is devoted to recalling basic facts about formal models and skeletons
of Berkovich spaces. Then we study in Section 8 metrization of the sheaves ω⊗mX of
pluricanonical forms on a rig-smooth space X . In Corollary 8.1.3 we obtain a sim-
ple formula that evaluates Ka¨hler seminorms at monomial points, and we deduce
in Theorem 8.1.6 that the restrictions of geometric Ka¨hler seminorms onto PL sub-
spaces of X are PL. The main ingredient here is Theorem 9.4.8. In Theorem 8.3.3
we establish the connection between Ka¨hler seminorm on pluricanonical sheaves
and the weight norm of Mustat¸a˘ and Nicaise. Finally, in Section 8.2 we study the
maximality locus of a non-zero pluricanonical form with respect to the geometric
Ka¨hler seminorm. We prove that it is contained in the essential skeleton of X , see
Theorem 8.2.4, and, if char(k˜) = 0, it is a PL subspace of X , see Theorem 8.2.9.
When char(k˜) = 0 this extends the results of Mustat¸a˘ and Nicaise to the case of
non-discrete |k×| and arbitrary quasi-smooth X , not necessarily algebraizable or
even strictly analytic. (If char(k˜) > 0, our norm differs from the weight norm.)
Finally, Section 9 is devoted to study the topological realizations of the G-
topologies on analytic spaces and PL spaces. Our description of the topological
space |XG| seems to be new, see Section 9.1 and Remark 9.2.9(ii) concerning the
connection to adic and reified adic spaces. In particular, we interpret the points of
|XG| in terms of the graded reductions of germs. Also, we interpret points of the
PL topologies in terms of combinatorial valuations (or valuations on lattices), see
Section 9.3, and for a PL subspace P ⊆ X we describe the embedding |PG| →֒ |XG|.
This is used to prove a strong result on the structure of P : locally P possesses a
residually unramified chart, see Theorem 9.4.8. It seems that our usage of the space
|PG| is more or less equivalent to the use of model theory in [Duc12] and [DT14],
METRIZATION OF DIFFERENTIAL PLURIFORMS ON BERKOVICH SPACES 5
see Remark 9.3.3. Note also that Theorem 9.4.8 is the only result of Section 9 used
in the main part of the paper (in the proof of Theorem 8.1.6).
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2. Real-valued fields
In this section we study seminormed vector spaces over a real-valued field K and
modules over the ring of integers K◦.
2.1. Conventions. First, let us fix basic terminology and notation on valued fields
and analytic spaces.
2.1.1. Valued fields. By a valued field we mean a field F provided with a non-
archimedean valuation | | : F → {0}∪Γ, where Γ is an ordered group. The conditions
|x| ≤ 1 and |x| < 1 define the ring of integers F ◦ and its maximal ideal F ◦◦,
respectively. In addition, F˜ = F ◦/F ◦◦ denotes the residue field of F .
2.1.2. The real-valued case. Assume that a valued field K is real-valued, i.e. Γ =
R>0. Then | | is a norm and hence defines a topology onK. We will use the notation
|K◦◦| = suppi∈K◦◦ |π|. Thus, |K
◦◦| = 0 if the valuation is trivial, |K◦◦| = |π| if K is
discretely valued with uniformizer π, and |K◦◦| = 1 otherwise.
Let, now, π be any element of K◦◦ \ {0} if the valuation is non-trivial, and set
π = 0 otherwise. In particular, the induced topology on K◦ is the π-adic one.
Given a K◦-module M we say that an element x ∈ M is divisible if it is infinitely
π-divisible. In particular, if the valuation of K is trivial then 0 is the only divisible
element. A K◦-module is divisible if all its elements are divisible.
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2.1.3. Analytic spaces. Throughout this paper, k is a non-archimedean analytic
field, i.e. a real-valued field which is complete with respect to its valuation. Trivial
valuation is allowed. All analytic spaces we will consider are k-analytic spaces in
the sense of [Ber93, §1].
In addition, we fix a divisible subgroup H ⊆ R>0 such that H 6= 1 and |k
×| ⊆ H
and consider only H-strict analytic spaces in the sense of [CT]. For shortness, we
will often call them analytic spaces.
2.1.4. The G-topology. The usual topology of an analytic space X can be used for
working with coherent sheaves only when X is good. In general, one has to work
with the G-topology of analytic domains whose coverings are the set-theoretical
coverings U = ∪i∈IUi such that {Ui} is a quasi-net on U in the sense of [Ber90,
§1.1]. These coverings are usually called G-coverings or admissible coverings. By
XG we denote the associated site: its objects are (H-strict) analytic domains and
coverings are the G-admissible ones. The structure sheaf OXG of X is a sheaf on
XG, and by O◦XG we denote the subsheaf of k
◦-algebras whose sections have spectral
seminorm bounded by 1, i.e. O◦XG(V ) = A
◦
V for an affinoid domain V =M(AV ).
2.2. Seminormed rings and modules. In Section 2.2 we recall well-known facts
and definitions concerning seminorms. All seminorms we consider are non-archime-
dean. Ring seminorms will be denoted | |, | |′, etc., and module seminorms will be
denoted ‖ ‖, ‖ ‖′, etc.
2.2.1. Seminormed abelian groups. Throughout this paper, a seminorm on an abelian
group A is a function ‖ ‖ : A→ R≥0 such that
(0) ‖0‖ = 0,
(1) the inequality ‖x− y‖ ≤ max(‖x‖, ‖y‖) holds for any x, y ∈ A.
Note that (1) is a short way to encode the more standard conditions that ‖x+y‖ ≤
max(‖x‖, ‖y‖) and ‖−x‖ = ‖x‖. The pair (A, ‖ ‖) will be called a seminormed
group. If ‖ ‖ has trivial kernel then it is called a norm.
2.2.2. Bounded and non-expansive homomorphisms. A homomorphism φ : A → B
is called bounded with respect to ‖ ‖A and ‖ ‖B if there exists C = C(φ) such that
‖a‖ ≤ C‖φ(a)‖ for any a ∈ A. If C = 1 then φ is called non-expansive.
2.2.3. The non-expansive category. As in [BBK13, Section 5.1], the category of
seminormed abelian groups with non-expansive homomorphisms will be called the
non-expansive category (of seminormed abelian groups).
Remark 2.2.4. (i) Often one works with the larger category whose morphisms
are arbitrary bounded morphisms; let us call it the bounded category. In fact, it is
equivalent to the localization of the non-expansive category by bounded maps that
possess a bounded inverse.
(ii) Working with the bounded category is natural when one wants to study
seminorms up to equivalence; for example, this is the case in the theory of Banach
spaces. On the other side, working with the non-expansive category is natural when
one distinguishes equivalent seminorms, so this fits the goals of the current paper.
(iii) A serious advantage of working with the non-expansive category is that one
can describe limits and colimits in a simple way, see [BBK13, Section 5.1].
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2.2.5. Seminormed rings. A seminorm on a ring A is a seminorm | | on the un-
derlying group (A,+) that satisfies |1| = 1 and |xy| ≤ |x||y| for any x, y. A ring
with a fixed seminorm is called a seminormed ring. Usually it will be denoted
by calligraphic letters and the seminorm will be omitted from the notation, e.g.
A = (A, | |A). An important example of a normed ring is a real-valued field.
2.2.6. Seminormed modules. A seminormed A-module M is an A-module provided
with a seminorm ‖ ‖M such that ‖am‖M ≤ |a|A‖m‖M for any a ∈ A and m ∈ M .
The notions of non-expansive homomorphisms of seminormed rings and modules
are defined in the obvious way.
2.2.7. Quotient seminorms and cokernels. If φ : A → B is a surjective homomor-
phism of seminormed abelian groups, rings or modules then the quotient seminorm
on B is defined by ‖x‖B = infy∈φ−1(x)‖y‖A. It is the maximal seminorm such
that φ is non-expansive, hence, in the case of groups and modules, (B, ‖ ‖B) is the
cokernel of any non-expansive homomorphism C → A whose image is Ker(φ).
2.2.8. Strictly admissible homomorphisms. Recall that a homomorphism ψ : C →
D of seminormed abelian groups (resp. rings or modules) is called admissible if
the quotient seminorm on ψ(C) is equivalent to the seminorm induced from D. In
the non-expansive category, it is natural to consider the following more restrictive
notion: ψ is strictly admissible if the quotient seminorm on ψ(C) equals to the
seminorm induced from D.
2.2.9. Tensor products. Given a seminormed ring A, by tensor product of semi-
normed A-modules M and N we mean the module L = M ⊗A M provided with
the tensor seminorm ‖ ‖⊗ such that ‖l‖⊗ = inf(maxi‖mi‖ · ‖ni‖), where the in-
fimum is taken over all representations l =
∑n
i=1mi ⊗ ni. Note that ‖ ‖⊗ is the
maximal seminorm such that the bilinear map φ : M×N → L is non-expansive, i.e.
satisfies ‖φ(m,n)‖⊗ ≤ ‖m‖ · ‖n‖. Obviously, M × N → (L, ‖ ‖⊗) is the universal
non-expansive bilinear map.
2.2.10. Exterior and symmetric powers. If M is a seminormed A-module then the
modules SnM and
∧nM acquire a natural seminorm as follows: both are quotients
of ⊗nM , so we consider the tensor seminorm on ⊗nM and endow SnM and
∧n
M
with the quotient seminorms. The latter can be characterized as the maximal
seminorms such that ‖m1 ⊗ · · · ⊗ mn‖Sn and ‖m1 ∧ · · · ∧ mn‖∧n do not exceed∏n
i=1‖mi‖ for any m1, . . . ,mn ∈M .
2.2.11. Filtered colimits. Assume that {(Aλ, ‖ ‖λ)}λ∈Λ is a filtered family of semi-
normed abelian groups (resp. rings or A-modules) with non-expansive transi-
tion homomorphisms, A = colimλAλ is the filtered colimit, and fλ : Aλ → A
are the natural maps. We endow A with the colimit seminorm given by ‖a‖ =
infλ∈Λ,b∈f−1λ (a)
‖b‖λ. Obviously, this is the maximal seminorm making each homo-
morphism fλ non-expansive, and hence A is the colimit of Aλ in the category of
seminormed rings.
Lemma 2.2.12. Filtered colimits of seminormed rings and modules are compatible
with quotients, tensor products, symmetric and exterior powers.
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Proof. For concreteness, consider the case of tensor products. Assume that {Mi}
and {Ni} are two filtered families and set Li = Mi ⊗ Ni, M = colimiMi, N =
colimiNi and L = colimiLi. By the universal properties of tensor and colimit
seminorms we obtain a non-expansive homomorphism φ : L → M ⊗ N , whose un-
derlying homomorphism is the classical isomorphism. It remains to show that φ−1
is non-expansive too. If l ∈ M ⊗ N satisfies ‖l‖M⊗N < r then l =
∑r
j=1mj ⊗ nj
with maxj(‖mj‖M · ‖nj‖N ) < r. Choosing i large enough we can achieve that mj
and nj come from elements m
′
j ∈Mi and n
′
j ∈ Ni whose norms are so close to the
norms of mj and nj that the inequality maxj(‖m′j‖Mi · ‖n
′
j‖Ni) < r holds. Then
l′ =
∑
jm
′
j ⊗n
′
j ∈ Li is a lifting of l satisfying ‖l
′‖Li < r and hence ‖φ
−1(l)‖L < r,
as required. 
2.2.13. The completion along a seminorm. Throughout this paper “complete” means
what one sometimes calls “Hausdorff and complete”. Similarly, by “completion”
we mean what one sometimes calls “separated completion”.
The completion of A with respect to the semimetric d(x, y) = ‖x− y‖ is denoted
Â. Note that ‖ ‖ extends to Â by continuity and the completion map α : A → Â
is an isometry (i.e. ‖x‖ = ‖α(x)‖) whose kernel is the kernel of ‖ ‖. Completion
is functorial and, in the case of groups or modules, it takes exact sequences to
semiexact sequences, i.e. sequences in which Im(di+1) is dense in Ker(di). Moreover,
if all morphisms of an exact sequence are strictly admissible then the completion is
exact and strictly admissible.
2.2.14. Banach rings and modules. A seminormed ring or module is called Banach
if it is complete; in particular, the seminorm is a norm. Note that a Banach A-
module M is automatically a Banach Â-module.
2.2.15. Unit balls. The unit ball of a seminormed ring A will be denoted A⋄; it is
a subring of A. The unit ball of a seminormed A-module M will be denoted M⋄;
it is an A⋄-module.
Remark 2.2.16. (i) Perhaps, M◦ would be a better notation, but the sign ◦ is
traditionally reserved for the unit ball of the spectral seminorm of a Banach algebra.
So, we use the diamond sign ⋄ instead.
(ii) If k is a real-valued field, 0 6= π ∈ k◦◦, and V is a seminormed k-space then
the induced topology on V ⋄ is the π-adic one. In this case, V is Banach if and only
V ⋄ is π-adic.
2.2.17. Bounded categories. For the sake of completeness, we make some remarks
on the categories of seminormed abelian groups (resp. rings or A-modules) with
bounded homomorphisms. Usually, seminormed A-modules in our sense are called
non-expansive and a general seminormed A-moduleM is defined to be an A-module
provided with a seminorm ‖ ‖M such that there exists C = C(M) satisfying
‖am‖M ≤ C|a|A‖m‖M for any a ∈ A and m ∈ M . Some results below can be
extended to bounded homomorphisms using the following lemma, but we will not
pursue this direction in the sequel.
Lemma 2.2.18. Assume that φ : S → R is a bounded homomorphism of semi-
normed abelian groups, rings or modules. Then replacing the norm of S with an
equivalent norm one can make φ non-expansive.
Proof. Define a new seminorm ‖ ‖′S by ‖a‖
′
S = max(‖a‖S, ‖φ(a)‖R). 
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2.3. K◦-modules. In this section we study K◦-modules for a real-valued field K.
This material will be heavily used later, in particular, because such modules appear
as unit balls of seminormed K-vector spaces.
2.3.1. Almost isomorphisms. Let K be a real-valued field and let M be a K◦-
module. We say that M is a torsion module if any its element has a non-zero
annihilator. ByMtor andMtf =M/Mtor we denote the (maximal) torsion submod-
ule and the (maximal) torsion free quotient, respectively. We say that an element
x ∈ M is almost zero if for any r < 1 there exists π ∈ K◦ such that r < |π| and
πx = 0, and x is called essential otherwise. If |K×| is discrete then any non-zero
element is essential. As in [GR03], we say that a module is almost zero if all its
elements are so, and a homomorphism is an almost isomorphism if its kernel and
cokernel almost vanish.
2.3.2. Almost isomorphic envelope. Let N be a K◦-module with submodules M
and M ′. We say that M and M ′ are almost isomorphic as submodules if the
embeddings M →֒ M +M ′ and M ′ →֒ M +M ′ are almost isomorphisms. By the
almost isomorphic envelope, or just envelope,M env ofM inN we mean the maximal
submoduleM ′ ⊆ N which is almost isomorphic toM . Obviously,M ′ consists of all
elements x ∈ N such that for any r < 1 there exists π ∈ K◦ satisfying r < |π| and
πx ∈ M . Thus, if |K×| is discrete then M env = M for any M and N , and if |K×|
is dense then M env is the maximal submodule M ′ ⊆ N such that K◦◦M ′ ⊆ M .
For example, if N = K and |K×| is dense then (K◦◦)env = K◦.
2.3.3. Adic seminorm. Given a K◦-module M we define the adic seminorm as
‖x‖adic = inf
a∈K◦| x∈aM
|a|.
Lemma 2.3.4. Let M be a K◦-module and x ∈M an element.
(i) The adic seminorm is the maximal K◦-seminorm on M bounded by 1.
(ii) ‖x‖adic = 0 if and only if x is divisible (see §2.1.2).
Proof. The claim is almost obvious and the only case that requires a little care
is when the valuation is trivial. In this case, ‖ ‖adic is trivial, i.e. ‖x‖adic = 1
whenever x 6= 0, and so ‖x‖adic = 0 if and only if x = 0, i.e. x is divisible. 
Lemma 2.3.5. (i) Any homomorphism φ : M → N between K◦-modules is non-
expansive with respect to the adic seminorms.
(ii) Assume that M and N are torsion free. Then φ is an isometry if and only
if Ker(φ) is divisible and Coker(φ) contains no essential torsion elements.
Proof. The first claim is obvious, so let us prove (ii). If Q = Ker(φ) is not divisible,
then it contains an element x which is not infinitely divisible in Q and hence also
not infinitely divisible in M . Then ‖x‖adic 6= 0, and hence φ is not an isometry.
So, we can assume that Q is divisible and we should prove that in this case φ is
an isometry if and only if Coker(φ) contains no essential torsion elements. Since
Q is divisible, M/Q is torsion free and the map M → M/Q is an isometry. Thus,
replacingM with M/Q we can assume that φ is injective. In this case the assertion
is obvious. 
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2.3.6. Finitely presented modules. The following result is proved as its classical ana-
logue over DVR by reducing a matrix to a diagonal one by elementary operations.
Lemma 2.3.7. Assume that L ⊆M are free K◦-modules of ranks l and m, respec-
tively. Then there exists a basis e1, . . . ,em of M and elements π1, . . . ,πl ∈ K◦ such
that π1e1, . . . ,πlel is a basis of L.
Corollary 2.3.8. Any finitely presented K◦-module M is of the form ⊕ni=1Mi with
each Mi non-zero cyclic, say Mi = K
◦/πiK
◦, and 1 > |π1| ≥ · · · ≥ |πn| ≥ 0. In
addition, the sequence |π1|, . . . ,|πn| is determined by M uniquely.
2.4. Seminorms on K-vectors spaces. Now, let us study seminorms on vector
spaces over a real-valued field K.
2.4.1. Orthogonal bases and cartesian spaces. We recall some results from [BGR84,
Chapter 2]. For simplicity we only consider the finite-dimensional case; general-
izations to the case of infinite dimension can be found in loc.cit. So, assume that
(V, ‖ ‖) is a finite-dimensional seminormed K-vector space. A basis e1, . . . ,en of
V is called r-orthogonal, where r ∈ (0, 1], if for any v =
∑
i aiei the inequality
‖v‖ ≥ rmaxi(|ai| · ‖ei‖) holds. If r = 1 then the basis is called orthogonal, and
if in addition ‖ei‖ = 1 for 1 ≤ i ≤ n then the basis is called orthonormal. One
says that the seminormed space V and the seminorm ‖ ‖ are weakly cartesian (resp.
cartesian, resp. strictly cartesian) if V possesses an r-orthogonal basis for some r
(resp. an orthogonal basis, resp. an orthonormal basis).
Remark 2.4.2. (i) If V is weakly cartesian then it possesses an r-orthogonal basis
for any r < 1, see [BGR84, Proposition 2.6.2/3].
(ii) If K is complete then V is weakly cartesian if and only if its seminorm is
a norm, see [BGR84, Proposition 2.3.3/4]. Conversely, if K is not complete, say
x ∈ K̂ \ K then it is easy to see that K + Kx with the norm induced from K̂
is a normed vector space of dimension two which is not weakly cartesian (e.g. its
completion is the one-dimensional K̂-vector space K̂).
(iii) If K is spherically complete then any normed vector space is cartesian by
[BGR84, Proposition 2.4.4/2]. Conversely, if K is not spherically complete one can
easily construct two-dimensional normed vector spaces which are not cartesian.
2.4.3. Index of norms. If U is one-dimensional with basis e then sending a seminorm
to its value on e provides a one-to-one correspondence between seminorms (resp.
norms) on V and the half-line R≥0 (resp. R>0). In particular, if ‖ ‖ is a norm
and ‖ ‖′ is a seminorm on U then the index [‖ ‖′ : ‖ ‖] = ‖e‖′/‖e‖ is a well-defined
number independent of the choice of e.
We can extend this construction using the top exterior powers. Assume that
dim(V ) = d and set U = det(V ) =
∧d
V . Any seminorm ‖ ‖ on V induces the
determinant seminorm ‖ ‖det = ‖ ‖∧d on U , see §2.2.10. Moreover, if ‖ ‖ is weakly
cartesian then it is easy to see that ‖ ‖det is a norm, hence for any pair of weakly
cartesian norms we can define the index [‖ ‖′ : ‖ ‖] to be [‖ ‖′det : ‖ ‖det]. Obviously,
the index is transitive, i.e.
[‖ ‖′ : ‖ ‖] · [‖ ‖′′ : ‖ ‖′] = [‖ ‖′′ : ‖ ‖].
Remark 2.4.4. The intuitive meaning of the index is that it measures the inverse
ratio of volumes of the unit balls of the norms, at least when |K×| is dense. This
will be made precise in Lemma 2.6.4 below.
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2.5. Unit balls. Next, we study seminorms in terms of their unit balls. In this
section, the trivially valued case will be uninteresting: we will often have to exclude
it and in the remaining cases it will reduce to a triviality.
2.5.1. Semilattices. Assume that V is a K-vector space and M ⊆ V is a K◦-
submodule. If M ⊗K◦ K = V then we say that M is a semilattice of V . If a
semilattice M is a free K◦-module then we say that M is a lattice. Note that M is
a semilattice if and only if it contains a basis of V and hence contains a lattice.
2.5.2. Almost unit balls. For any K-seminorm ‖ ‖ on a K-vector space V the unit
ball V ⋄ is a K◦-module. More generally, we say that a K◦-submodule M ⊆ V is
an almost unit ball of ‖ ‖ if it is almost isomorphic to V ⋄ in the sense of §2.3.2. In
particular, V ⋄ itself is an almost unit ball too. If the valuation on K is non-trivial
then any almost unit ball M is a semilattice.
2.5.3. Seminorm determined by a semilattice. Any semilattice M ⊆ V determines
a K-seminorm on V as follows: M possesses the canonical adic seminorm and there
is a unique way to extend it to a K-seminorm ‖ ‖M on V = KM . By Lemma 2.3.4,
‖ ‖M is the maximal seminorm whose unit ball contains M . The following lemma
shows to which extent these correspondences between seminorms and semilattices
are inverse one to another. The proof is simple so we omit it.
Lemma 2.5.4. Let V be a vector space over a real-valued field K.
(i) Assume that M ⊆ V is a semilattice and let ‖ ‖ be the maximal seminorm
such that ‖M‖ ≤ 1. Then M env is the unit ball of ‖ ‖. In particular, M is an
almost unit ball of V .
(ii) Assume that the valuation on K is non-trivial, V is provided with a K-
seminorm ‖ ‖ and V ⋄ is the unit ball. Let ‖ ‖′ be the maximal seminorm bounded
by 1 on V ⋄. Then ‖ ‖′ is the minimal seminorm that dominates ‖ ‖ and takes
values in the closure of |K| in R≥0.
Corollary 2.5.5. Assume that K is a real-valued field whose valuation is non-
trivial and V is a K-vector space. Then the above constructions establish a one-
to-one correspondence between almost isomorphism classes of semilattices M ⊆ V
and K-seminorms on V taking values in the closure of |K| in R≥0.
2.5.6. Bounded semilattices. Assume now that V is finite-dimensional and let us
interpret the results of Section 2.4 in terms of semilattices. A semilattice M of V is
called bounded if it is contained in a lattice. Equivalently, for some (and then any)
sublattice L ⊆M one has that πM ⊆ L for some 0 6= π ∈ K◦.
Lemma 2.5.7. Let M be a semilattice in a finite-dimensional K-vector space V
with the associated seminorm ‖ ‖M .
(i) The following conditions are equivalent: (a) M is almost isomorphic to a
lattice of V in the sense of §2.3.2, (b)M env is a lattice, (c) ‖ ‖M is strictly cartesian.
(ii) The following conditions are equivalent: (d) M is bounded, (e) for any π ∈
K◦◦ there exists a lattice L ⊆M such that πM ⊆ L, (f) ‖ ‖M is weakly cartesian.
Proof. Since any lattice is an almost isomorphic envelope of itself, the equivalence
(a)⇐⇒(b) is clear. By Lemma 2.5.4(i), M env is the unit ball of ‖ ‖M , hence a
basis of V is orthonormal if and only if it is also a basis of M env. This shows that
(b)⇐⇒(c).
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Obviously, (e) implies (d). If πM ⊆ L ⊆ M and |π| = r then any basis of L
is r-orthogonal with respect to ‖ ‖M and we obtain that (d) =⇒ (f). Finally, let
us prove that (f) implies (e). Assume that ‖ ‖M is weakly cartesian and choose
an r-orthogonal basis e1, . . . ,en for some r ∈ (0, 1]. If 0 < |π| < r then M is
contained in the lattice ⊕ni=1π
−1K◦ei. It follows that if |K
×| is discrete then M
is a lattice, so we can assume that |K×| is dense. Choose any number s ∈ (0, 1).
By Remark 2.4.2(i), there exists an s-orthogonal basis e1, . . . ,en. Multiplying ei by
elements of K we can also achieve that ei ∈ M and ei /∈ πM for any π ∈ K with
|π| < s. Then ei generate a lattice L ⊆ M such that πM ⊆ L for any π ∈ K with
|π| < s2. 
Remark 2.5.8. (i) By definition, m ∈M is divisible if and only if ‖m‖M = 0. So,
Remark 2.4.2(ii) implies that K is complete if and only if any semilattice without
non-zero divisible elements is bounded.
(ii) One can introduce a class of almost lattices using property (e) of Lemma 2.5.7
as the definition. We do not use this terminology since an almost lattice is the same
as a bounded semilattice. Using Lemma 2.5.7 and Remark 2.4.2(iii) one can easily
check that if K is spherically complete and |K×| = R>0 thenM is an almost lattice
if and only if it is almost isomorphic to a lattice, but in general there exist almost
lattices which are not almost isomorphic to a lattice.
2.5.9. Index of bounded semilattices. If M is a semilattice in V then
∧iM is a
semilattice in
∧i
V . Furthermore, if M is bounded then it is contained in a lattice
L and hence
∧i
M is contained in the lattice
∧i
L. In particular,
∧i
M is bounded.
If d = dim(V ) then we call det(M) =
∧d
M the determinant of M . As in the case
of seminorms, we define the index of two bounded semilattices M,N of V to be the
ratio of their determinants:
[M : N ] =| det(M) : det(N)| = sup {|π| : π ∈ K,π det(N) ⊆ det(M)} .
Lemma 2.5.10. Let V be a finite-dimensional vector space over a real-valued field
K, let M,M ′ be two bounded semilattices of V and let ‖ ‖ and ‖ ‖′ be the associated
norms on V . Then,
(i) For any i, ‖ ‖∧i is the norm associated with
∧i
M .
(ii) [‖ ‖ : ‖ ‖′] = [M :M ′]−1.
Proof. Since M is an almost unit ball of ‖ ‖, it is easy to see that ‖ ‖∧i is the
maximal norm such that ‖v1 ∧ · · · ∧ vi‖∧i ≤ 1 for any v1, . . . ,vi ∈ M . Thus the
module
∧i
M , which is generated by the elements v1 ∧ · · · ∧ vi with v1, . . . ,vi ∈M ,
is an almost unit ball of ‖ ‖∧i . This implies (i), and taking i = dim(V ) we reduce
(ii) to the one-dimensional case, which is clear. 
2.6. Content of K◦-modules.
2.6.1. The definition. Given a finitely presentedK◦-moduleM we represent it as in
Corollary 2.3.8 and define the content of M to be cont(M) =
∏n
i=1|πi|. In general,
we set cont(M) = infα cont(Mα), where Mα run through all finitely presented
subquotients of M . Obviously, this is compatible with the definition in the finitely
presented case. Note that cont(M) = 0 if M is not a torsion module.
METRIZATION OF DIFFERENTIAL PLURIFORMS ON BERKOVICH SPACES 13
Remark 2.6.2. The content invariant adequately measures the “size” of a torsion
moduleM . In particular, cont(M) = 1 if and only ifM almost vanishes. Also, if the
valuation of K is discrete and πK is a uniformizer then cont(M) = |πK |
length(M).
2.6.3. Relation to the index. We will study the content by relating it to index of
semilattices.
Lemma 2.6.4. Assume that V is a finite-dimensional vector space over a real-
valued field K and L ⊆ M are two bounded semilattices of V . Then [M : L] =
cont(M/L)−1.
Proof. IfM and L are lattices then the assertion follows by use of Lemma 2.3.7. In
particular, this covers the case of DVR’s, so in the sequel we assume that |K×| is
dense. Choose 0 6= π ∈ K◦◦. Then it is easy to see that [M : πL] = π−d[M : L] and
cont(M/πL) = πdcont(M/L), where d = dim(V ). Therefore, it suffices to prove
the lemma for M and πL, and we can assume in the sequel that L ⊆ πM for some
π with |π| < 1.
Let π1, π2, . . . be elements of K
◦ such that the sequence |πi| strictly increases
and tends to 1. By Lemma 2.5.7(d)⇐⇒(e), for each i ∈ N there exist lattices Li
and Mi such that
πiLi ⊆ L ⊆ Li ⊆Mi ⊆M ⊆ π
−1
i Mi.
Since the case of lattices was established, it suffices to check the equalities
lim
i
cont(Mi/Li) = cont(M/L), lim
i
[Mi : Li] = [M : L].
The latter follow from the observation that
cont(Mi/Li) ≥ cont(M/L) ≥ cont(π
−1
i Mi/πiLi) = π
2d
i cont(Mi/Li)
and
[Mi : Li] ≤ [M : L] ≤ [π
−1
i Mi : πiLi] = π
−2d
i [Mi : Li].

2.6.5. Properties. The following continuity result reduces computation of contents
to the finitely generated case.
Lemma 2.6.6. If a K◦-module M is a filtered union of submodules Mi then
cont(M) = inf
i
cont(Mi) = lim
i
cont(Mi).
Proof. Any subquotient of Mi is a subquotient of M hence cont(Mi) ≥ cont(M).
Also, it is easy to see that any finitely presented subquotient of M is a subquotient
of each Mi with a large enough i. Hence the equalities hold. 
Now we can establish the main property of content, the multiplicativity.
Theorem 2.6.7. If 0 → M ′ → M → M ′′ → 0 is a short exact sequence of K◦-
modules then cont(M) = cont(M ′) · cont(M ′′).
Proof. If M is not torsion then either M ′ or M ′′ is not torsion and hence both
cont(M) and cont(M ′)cont(M ′′) vanish. So assume that M is torsion. First, we
consider the case when M is finitely generated. Fix an epimorphism L = (K◦)n ։
M and denote its kernel Q. Then L is a lattice in V = Kn and since M = L/Q
is torsion, Q is a semilattice of V . Let Q′ be the kernel of the composition L →
M → M ′′ then M ′′ = L/Q′ and M ′ = Q′/Q. Hence the claim follows from the
multiplicativity of the index and Lemma 2.6.4.
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Assume now that M is a general torsion module and let {Mi} be the family of
finitely generated submodules of M . Then M ′ is the filtered union of the submod-
ules M ′i =M
′ ∩Mi and M ′′ is the filtered union of the modules M ′′i =Mi/M
′
i . By
the above case, cont(Mi) = cont(M
′
i) · cont(M
′′
i ) and it remains to pass to the limit
and use Lemma 2.6.6. 
3. Metrization of sheaves
3.1. Seminormed sheaves. Throughout Section 3.1, C is a site, i.e. a category
provided with a Grothendieck topology. In our applications, C will be the category
associated with a G-topological space, more concretely, it will be of the form XG
for an analytic space X .
3.1.1. Quasi-norms. The sup seminorm can be infinite on a non-compact set, so it is
technically convenient to introduce the following notion. Let R≥0 = R≥0∪{∞} be
the one-pointed compactification ofR≥0 with addition and multiplication satisfying
all natural rules and the rule 0 · ∞ = 0. Quasi-norms on abelian groups, rings and
modules are defined similarly to seminorms but with the target R≥0. For example,
a quasi-norm | | on a ring A is a map | | : A → R≥0 such that |0| = 0, |1| = 1,
|a− b| ≤ max(|a|, |b|) and |ab| ≤ |a| · |b|. The material of Section 2.2, including the
constructions of quotient and tensor product seminorms, extends to quasi-norms
straightforwardly.
3.1.2. Seminorms on sheaves. Let A be a sheaf of abelian groups on C. By a
pre-quasi-norm ‖ ‖ on A we mean a family of quasi-norms ‖ ‖U on A(U), where
U runs through the objects of C, such that the restriction maps A(U) → A(V )
are non-expansive. In the same way one defines quasi-norms on sheaves of rings
and quasi-norms on sheaves of modules over a sheaf of rings provided with a pre-
quasi-norm. The constructions we describe below for pre-quasi-norms on sheaves
of abelian groups hold also for pre-quasi-norms on sheaves of rings and modules.
A pre-quasi-norm is called a quasi-norm if it satisfies the following locality con-
dition: for any covering {Ui → U} in C the equality ‖s‖U = supi‖si‖Ui holds. A
pre-quasi-norm is called locally bounded if for any U in C and s ∈ A(U) there exists
a covering {Ui → U} such that ‖si‖Ui < ∞ for any i, where si denotes s|Ui . A
locally bounded quasi-norm will be called a seminorm, and once a seminorm ‖ ‖ is
fixed we call the pair A = (A, ‖ ‖) a seminormed sheaf of abelian groups.
Remark 3.1.3. (i) Our ad hoc definitions have the following categorical interpre-
tation. If ‖ ‖ is a pre-quasi-norm on A then the pair (A, ‖ ‖) can also be viewed as
a presheaf of quasi-normed abelian groups on C, and this presheaf is a sheaf if and
only if ‖ ‖ is a quasi-norm.
(ii) If an object U is quasi-compact (i.e. any of its coverings possesses a finite
refinement) and ‖ ‖ is locally bounded then ‖ ‖U is a seminorm. In particular, if
the subcategory of quasi-compact objects Cc is cofinal in C then seminorms on A
can be viewed as sheaves of seminormed abelian groups on Cc with the underlying
sheaf of abelian groups A.
3.1.4. Sheafification. For any pre-quasi-norm ‖ ‖′ on a sheaf of abelian groups A
we define the sheafification ‖ ‖ = α(‖ ‖′) by the rule
‖s‖U = inf
{Ui→U}
sup
i∈I
‖si‖
′
Ui ,
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where U is an object of C, s ∈ A(U) and the infimum is over all coverings of U .
Lemma 3.1.5. Keep the above notation. Then ‖ ‖ is a quasi-norm and it is the
maximal quasi-norm dominated by ‖ ‖′. In addition, if ‖ ‖′ is locally bounded then
‖ ‖ is a seminorm.
Proof. The fact that ‖ ‖ is a quasi-norm follows easily from the transitivity of
coverings. The other assertions are obvious. 
Remark 3.1.6. The universal property from the first part of the lemma justifies the
notion “sheafification”. In fact, the same argument shows that (A, ‖ ‖′)→ (A, ‖ ‖)
is the universal (non-expansive) map from (A, ‖ ‖′) to a sheaf of abelian groups
with a quasi-norm. Thus, (A, ‖ ‖) is even the sheafification of (A, ‖ ‖′) as a sheaf
of quasi-normed abelian groups.
3.1.7. Operations on seminormed sheaves. Let us extend various operations, in-
cluding quotients, tensor products, symmetric powers and exterior powers, to semi-
normed sheaves. This is done in two stages. First one works with sections over each
U separately. This produces a sheaf with a pre-quasi-norm, which is easily seen to
be locally bounded. Then one sheafifies this pre-quasi-norm if needed. As in the
case of usual sheaves of rings and modules, the second step is needed in the case
of constructions that are not compatible with limits, such as colimits (including
quotients), tensor products, etc.
For the sake of illustration, let us work this out in the case of quotients. Assume
that φ : A → B is an epimorphism of sheaves of abelian groups and A is provided
with a seminorm ‖ ‖. First, we endow B with the quotient pre-quasi-norm ‖ ‖′′, i.e.
for each U in C the quasi-norm ‖ ‖′′U on B(U) is the maximal quasi-norm making the
map (A(U), ‖ ‖U )→ (B(U), ‖ ‖′′U ) non-expansive. Then the quotient seminorm ‖ ‖
′
on B is defined to be the sheafification of ‖ ‖′′. In particular, ‖ ‖′ is the maximal
seminorm on B making the homomorphism (A, ‖ ‖)
φ
→ (B, ‖ ‖′) non-expansive.
Remark 3.1.8. Provide K = Ker(φ) with any seminorm ‖ ‖K making the embed-
ding K →֒ A non-expansive. For example, one can take the restriction of ‖ ‖ on K.
Then the universal property characterizing φ implies that (B, ‖ ‖′) is the cokernel
of the map of the seminormed sheaves of abelian groups (K, ‖ ‖K)→ (A, ‖ ‖).
3.1.9. Pushforwards. Recall that a morphism f : C′ → C of sites is a functor F : C →
C′ that satisfies certain properties, see [Sta, Tag:00X0]. If A′ is a sheaf of abelian
groups on C′ with a pre-quasi-norm ‖ ‖′ then we endow A = f∗(A′) with the
pushforward pre-quasi-norm ‖ ‖ as follows: for any U in C and U ′ = F(U) we have
that A(U) = A′(U ′) and we set ‖ ‖U = ‖ ‖U ′ . Clearly, if ‖ ‖′ is a quasi-norm then
‖ ‖ is also a quasi-norm, but the pushforward of a seminorm can be unbounded.
Remark 3.1.10. An important case when the pushforward of a seminorm is a
seminorm is when f corresponds to a proper map of topological spaces. This fact
will not be used, so we do not check it here.
3.1.11. Pullbacks. Assume, now, that A is a sheaf of abelian groups on C with a
pre-quasi-norm ‖ ‖ and A′ = f−1(A). Then A′(U ′) = colimU ′→F(U)A(U) and we
define ‖ ‖′U ′ to be the colimit of the quasi-norms ‖ ‖U . If ‖ ‖ is a quasi-norm, it
still may happen that the pre-quasi-norm ‖ ‖′ is not a quasi-norm, so we define
f−1(‖ ‖) to be the sheafification of ‖ ‖′. On the positive side we note that local
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boundedness is preserved by the pullback, so if ‖ ‖ is a seminorm then f−1(‖ ‖) is
a seminorm too.
3.2. Points and stalks of seminorms. In this section we study stalks of semi-
norms at points and describe seminorms that are fully controlled by stalks. For
concreteness, we usually consider sheaves of abelian groups but the cases of rings
and modules are similar.
3.2.1. Points of sites. We use the terminology of [Sta, Tag:00Y3] when working
with points of sites. Recall that a point x of C is a functor x : C → Sets that
satisfies certain properties and given an object U of C an elements f ∈ x(U) is
interpreted as a morphism f : x → U . The set of isomorphism classes of points of
C will be denoted |C|.
3.2.2. Stalks. Assume that ‖ ‖ is a pre-quasi-norm on a sheaf of abelian groups
A. Given a point x ∈ |C|, we endow the stalk Ax = colimx→UA(U) at x with the
stalk quasi-norm ‖ ‖x defined as follows: if x → V and s ∈ A(V ) then ‖s‖x =
infx→U→V ‖s‖U . The following result follows by unveiling the definitions.
Lemma 3.2.3. Assume that ‖ ‖ is a pre-quasi-norm on a sheaf of abelian groups
A. Then,
(i) The stalks of ‖ ‖ and of the sheafification α(‖ ‖) coincide.
(ii) If ‖ ‖ is locally bounded then the stalks ‖ ‖x are seminorms.
Also, Lemma 2.2.12 implies the following result.
Lemma 3.2.4. Stalks of seminormed sheaves of rings or modules are compatible
with quotients, tensor products, symmetric and exterior powers. For example, given
a seminormed sheaf of rings A, seminormed A-modules M, N and L =M⊗AN ,
and a point x ∈ |C|, there is a natural isomorphism of seminormed Ax-modules
Mx ⊗Ax Nx = Lx.
3.2.5. Semicontinuity. Let P ⊆ |C| be a subset. A seminorm ‖ ‖ on A induces
the set of stalk seminorms {‖ ‖x}x∈P which satisfies the following semicontinuity
condition: if x ∈ P and sx ∈ Ax then for any ε > 0 there exists a morphism
x→ U such that sx is induced from s ∈ A(U) and ‖s‖U < ‖s‖x + ε, in particular,
‖s‖y < ‖s‖x + ε for any y → U . Any family of seminorms satisfying this condition
will be called upper semicontinuous.
Example 3.2.6. If C is the site of open subsets of a topological space X then a
family of seminorms {‖ ‖x}x∈X is upper semicontinuous if and only if for any open
U and a section s ∈ A(U) the function ‖s‖ : U → R sending x to ‖s‖x is upper
semicontinuous.
3.2.7. P-seminorms. Let P ⊆ |C|. Given a seminorm ‖ ‖ on A set ‖s‖P,U =
supx∈P,x→U‖sx‖x. Clearly, ‖ ‖P is a seminorm on A, and we say that ‖ ‖ is a
P-seminorm if ‖ ‖ = ‖ ‖P .
Lemma 3.2.8. Keep the above notation then,
(i) ‖ ‖P is the maximal P-seminorm on A that is dominated by ‖ ‖. The stalks
of ‖ ‖P and ‖ ‖ at any point of P coincide.
(ii) There is a natural bijection between P-seminorms on A and upper semicon-
tinuous families of seminorms on the stalks of A at the points of P.
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Proof. The first claim is clear. We noticed earlier that any seminorm gives rise to an
upper semicontinuous family. Conversely, to any family of seminorms {‖ ‖x} on the
stalks at the points x ∈ P we assign the sup seminorm ‖s‖P,U = supx∈P,x→U‖sx‖x.
To prove (ii) we should prove that if the family is upper semicontinuous then the
stalk ‖ ‖P,x coincides with the original seminorm ‖ ‖x. Clearly, ‖ ‖x ≤ ‖ ‖P,x. In
addition, if ‖s‖x < r then there exists a morphism x → U such that s is induced
from an element sU ∈ A(U) and ‖sU‖y < r for any y → U . Then ‖s‖P,x ≤
‖sU‖P,U < r, thus proving (ii). 
Remark 3.2.9. The class of P-seminorms is not preserved under quotients and
other operations. One can easily construct such examples already when C is associ-
ated to the topological space X = {η, s} consisting of an open point η and a closed
point s, and P = {η}.
3.2.10. Conservative families. As one might expect, if C possesses enough points
then the theory of seminorms can be developed in terms of stalks. More concretely,
assume that C possesses a conservative family of points P . Then seminorms and
operations on them are completely controlled by the P-stalks. In particular, one
can define all operations on seminormed sheaves stalkwise. This follows from the
following result.
Theorem 3.2.11. Assume that P is a conservative family of points of a site C
and A is a sheaf of abelian groups (resp. rings, resp. modules over a seminormed
sheaf of rings) on C. Then any seminorm ‖ ‖ on A is a P-seminorm. In particu-
lar, there is a natural bijective correspondence between seminorms on A and upper
semicontinuous families of seminorms on the stalks of A at the points of P.
Proof. All cases are proved similarly, so assume that A is a sheaf of abelian groups.
Fix r > 0 and let A⋄r ⊆ A denote the ball of radius r; it is the presheaf such that
A⋄r(U) is the set of all elements s ∈ A(U) with ‖s‖U ≤ r. The locality condition
satisfied by ‖ ‖ implies that A⋄r is, in fact, a sheaf. Note that the stalk of A
⋄
r at a
point x coincides with the ball (Ax)
⋄
r .
Define a subsheaf A⋄P,r
ir
→֒ A⋄r by the condition that s ∈ A
⋄
P,r(U) if for any
x → U with x ∈ P the inequality ‖s‖x ≤ r holds. Note that A⋄P,r is the r-ball of
the seminorm ‖ ‖P and the stalk of A⋄P,r at a point x ∈ P equals to (Ax)
⋄
r . So,
the embedding of sheaves ir induces isomorphisms of stalks at the points of P , and
using that P is conservative we obtain that ir is an equality. Thus, the balls of the
seminorms ‖ ‖ and ‖ ‖P coincide and hence the seminorms coincide. We proved
that ‖ ‖ is a P-seminorm, and the second claim follows from Lemma 3.2.8(ii). 
3.3. Sheaves on analytic spaces. In this section we study seminorms on OXG -
modules, where X is an H-strict k-analytic space and XG denotes the site of H-
strict analytic domains in X .
3.3.1. Analytic points. Note that any point x ∈ X defines a point of XG, so we can
view |X | as a subset of |XG|. A point of XG is called analytic if its isomorphism
class lies in |X |. A seminorm on a sheaf of abelian group on XG is called G-analytic
if it is an |X |-seminorm in the sense of §3.2.7. For example, the spectral seminorm
| | on OXG satisfies |f |U = supx∈U |f(x)|, i.e. it is G-analytic.
Example 3.3.2. (i) A typical example of a non-analytic point z on a unit disc
E = M(k{t}) is as follows: the family of neighborhoods of z is the set of all
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domains U ⊆ E that contain an open annulus r < |t| < 1 for some r. One can
view z as the maximal point with |t|z < 1. In Huber adic geometry (see [Hub94])
it corresponds to a valuation of height two such that |t|z < 1 and r < |t|z for any
real r < 1.
(ii) Using z one easily constructs a seminorm ‖ ‖ on OXG which is not G-analytic.
For example, set ‖f‖U = 0 if z /∈ U and ‖f‖U = ‖f(p)‖ otherwise, where p is the
maximal point of E. In fact, all stalks of ‖ ‖, excluding the stalk at z, are zero.
For the sake of simplicity, we only use analytic points in Section 3.3 (and in the
main part of this paper). Arbitrary points of XG will be described in Section 9.1,
and then we will extend to them some results of this section.
3.3.3. Analytic seminorms. Let A be a sheaf of abelian groups on XG with a semi-
norm ‖ ‖. For any domain U and a section s ∈ A(U) consider the function
‖s‖ : U → R≥0 that sends x ∈ U to ‖s‖x. As we saw in §3.2.5, this function
is upper G-semicontinuous, i.e. if x ∈ X satisfies ‖s‖x < r then there exists an
analytic domain V such that x ∈ V ⊆ U and ‖s‖y < r for any y ∈ V . We say
that the seminorm ‖ ‖ is analytic if it is G-analytic and all functions ‖s‖ are upper
semicontinuous with respect to the usual topology of X , i.e. in the above situation
V can be chosen to be a neighborhood of x.
Remark 3.3.4. (i) Both conditions are essential in the definition of analytic semi-
norms. For example, the seminorm ‖ ‖ in Example 3.3.2 has zero stalks at all
analytic points, hence all functions ‖s‖ vanish though the seminorm is not ana-
lytic.
(ii) Assume that X = ∪iXi is an admissible covering. Then a function X → R is
upper semicontinuous if and only if its restrictions to Xi are upper semicontinuous.
Therefore, a seminorm on A is analytic if and only if its restrictions onto A|Xi are
analytic, i.e. analyticity is a G-local condition.
(iii) The following simple observation will not be used, so we omit a justification.
A seminorm ‖ ‖ is analytic if and only if for any affinoid domain U ⊆ X , a section
s ∈ A(U), a point x ∈ U and r > ‖s‖x there exists a neighborhood V of x in U
such that ‖s‖V < r. This can also be reformulated using stalks of A in the usual
topology: ‖ ‖ is analytic if and only if for any affinoid domain U ⊆ X and a point
x ∈ U the map A|U|,x → Ax is an isometry with respect to the stalk seminorms of
‖ ‖, where A|U| denotes the restriction of A onto the topological space |U |.
3.3.5. Local rings of OXG . In Berkovich geometry, one usually works with local
rings OX,x of good spaces and their residue fields κ(x) = OX,x/mx. We will also
need the local rings OXG,x and their residue fields κG(x) = OXG,x/mG,x.
Lemma 3.3.6. Let X be an analytic space with a point x ∈ X. Then
(i) (OXG,x, | |x) is a seminormed local ring whose maximal ideal mG,x is the
kernel of | |x.
(ii) The residue norm on κG(x) is a valuation and the completion coincides with
H(x). In particular, H(x) is the completion of (OXG,x, | |x).
Proof. Note that OXG,x is the filtered colimit of the rings OV,x, where V is an
affinoid domain containing x, and the transition maps are local. Hence (i) follows
from the observation that the maximal ideal of OV,x is the kernel of the restriction
of | |x. Furthermore, this implies that the residue field κG(x) of OXG,x is the filtered
union of the residue fields of OV,x. The latter are dense subfields of H(x) hence the
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same is true for κG(x). It remains to note that the completion of (OXG,x, | |x) is
isomorphic to the completion of its quotient by the kernel of the seminorm. 
3.3.7. Seminormed OXG-modules. Assume that (F , ‖ ‖) is a seminormed OXG -
module. For any analytic point x the kernel of ‖ ‖x contains mG,xFx and hence
‖ ‖x is induced from the residue seminorm on the fiber F(x) = Fx/mG,xFx. We
call the latter the fiber seminorm and denote it ‖ ‖(x). The completion of F(x)
with respect to ‖ ‖(x) is a Banach H(x)-space that will be called the completed fiber
and denoted F̂(x).
3.3.8. Pullbacks. If f : Y → X is morphism of Berkovich spaces and F is a semi-
normed OXG -module then we define the pullback as f
∗F = f−1F ⊗f−1OXG OYG ,
where both f−1 and the tensor product are taken in the sense of seminormed
sheaves.
3.3.9. The case of invertible sheaves. For illustration, let us describe G-analytic
OXG -seminorms on an invertible module F . Such a seminorm ‖ ‖ is determined
by a G-semicontinuous family of seminorms ‖ ‖x for x ∈ X . Sending a seminorm
to its fiber establishes a bijection between OXG,x-seminorms on Fx and κG(x)-
seminorms on the one-dimensional vector space F(x). Finally, if sx is a basis of
F(x) then sending a seminorm to its value on sx provides a parametrization of
κG(x)-seminorms on F(x) by numbers r ∈ R≥0.
Lemma 3.3.10. Assume that X is an analytic space and F is a free OXG-module
of rank one with basis s. Then the correspondence ‖ ‖ 7→ ‖s‖ establishes a bijection
between G-analytic OXG-seminorms on F and upper G-semicontinuous functions
r : X → R≥0. Furthermore, a seminorm is analytic if and only if the function ‖s‖
is upper semicontinuous.
Proof. For any seminorm ‖ ‖ the function ‖s‖ is upper G-semicontinuous and
the argument above the lemma shows that it determines a G-analytic seminorm
uniquely. Conversely, given a G-semicontinuous function r consider the seminorm
‖ ‖x on Fx such that ‖s‖x = r(x). It is easy to see that the family {‖ ‖x}x∈X is G-
semicontinuous and hence gives rise to a G-analytic seminorm by Lemma 3.2.8(ii).
It remains to show that if ‖s‖ is upper semicontinuous then the seminorm is ana-
lytic. Indeed, a section t ∈ F(U) is of the form fs with f ∈ OXG(U), and using
that the function |f | is continuous we obtain that ‖t‖ = |f | · ‖s‖ is upper semicon-
tinuous. 
3.3.11. Analytic OXG-seminorms on coherent sheaves. For coherent sheaves one
can describe analyticity in terms of fiber seminorms of X and XG.
Lemma 3.3.12. Assume that X is a good analytic space with a coherent OX -
module F and let FG denote the associated coherent OXG-module on XG. Let ‖ ‖
be an OXG-seminorm on FG and for any x ∈ X endow stalks Fx and FG,x and
the fibers F(x) and FG(x) with the stalk and the fiber seminorms of ‖ ‖. Then the
following conditions are equivalent:
(i) ‖ ‖ is analytic.
(ii) The map Fx → FG,x is an isometry for any x ∈ X.
(iii) The map F(x)→ FG(x) is an isometry for any x ∈ X
(iv) The map F(x) ⊗κ(x) κG(x) → FG(x) is an isometric isomorphism for any
x ∈ X.
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Proof. (iii)⇐⇒(iv) Set K = κ(x), K ′ = κG(x), V = F(x) and endow V ′ = V ⊗KK ′
with the tensor seminorm. The map h : V ′ → FG(x) is an isomorphism since F
is coherent, so (iv) is satisfied if and only if h is an isometry. Note also that
the inclusion K →֒ K ′ is an isometry, hence V →֒ V ′ is an isometry by [Poi13,
Lemma 3.1]. In particular, if h is an isometry then g : V → FG(x) is an isometry,
i.e. (iv) =⇒ (iii). Conversely, if g is an isometry then h is an isometry because h is
non-expansive and V is dense in V ′.
(ii)⇐⇒(iii) This follows from the fact that the seminorm of Fx is induced from
the seminorm of F(x), and similarly for FG,x and FG(x).
(i) =⇒ (ii) We should prove that if x ∈ X and s ∈ Fx then the image sG ∈ FG,x
of s satisfies ‖sG‖x ≥ ‖s‖. Choose a neighborhood U of x such that s is defined on
U . Since the seminorm is analytic, for any r > ‖sG‖x there exists a neighborhood
V ⊆ U of x such that ‖s‖y < r for any y ∈ V . Since ‖ ‖ is G-analytic, this implies
that ‖s‖V < r and hence ‖s‖x < r.
(ii) =⇒ (i) First, we claim that (ii) holds for the restriction of FG onto any good
domain U ⊆ X . Let G denote the coherent OU -module FG|U . Choose any x ∈ U
and let κU (x) be the residue field of x in U , in particular, κ(x) ⊆ κU (x) ⊆ κG(x).
Since (ii) and (iii) are equivalent, we should check that the map h : G(x)→ GG(x) =
FG(x) is an isometry. This follows easily from the fact that G(x) = F(x)⊗κ(x)κU (x)
as vector spaces, h is non-expansive and F(x)→ FG(x) is an isometry.
Now, let us prove that ‖ ‖ is analytic. Let U ⊆ X be an affinoid domain and
s ∈ FG(U). We claim that the function ‖s‖ is upper semicontinous. It suffices
to check this for affinoid domains in U hence we can assume that U is affinoid.
Fix x ∈ U and let r > ‖s‖x. We showed that Gx → FG,x is an isometry, where
G = FG|U , hence there exists a neighborhood V ⊆ U of x with ‖s‖V < r. In
particular, ‖s‖y < r for any y ∈ V and hence ‖s‖ is upper semicontinous at x.
It remains to show that ‖ ‖ is G-analytic. If this is not so then ‖s‖U > r >
supx∈U‖s‖x for some choice of U , s ∈ A(U) and r. If U = ∪iUi is an admissible
affinoid covering then ‖s‖Ui > r for some i, and replacing U with Ui we can assume
that U is affinoid. By the same argument as above, for any point x ∈ U there
exists an open neighborhood Vx ⊆ U of x with ‖s‖Vx < r. Since U = ∪xVx is
an admissible covering, we obtain that ‖s‖U ≤ supx‖s‖Vx < r. The contradiction
concludes the proof. 
3.3.13. Operations. Finally, let us study when the property of a seminorm to be
analytic is preserved by various operations. Certainly, some restrictions should be
imposed (see Remark 3.2.9), so we only consider the coherent case, which will be
used later.
Lemma 3.3.14. Analyticity of OXG-seminorms on coherent sheaves is preserved
under the following operations: quotients, tensor products, symmetric and exterior
powers.
Proof. We consider the case of quotients. The tensor products are dealt with sim-
ilarly and the other cases follow. So, let M ։ N be a surjection of coherent
OXG -modules and let ‖ ‖M be an analytic OXG -seminorm onM. We should prove
that the quotient seminorm ‖ ‖N is analytic. By Remark 3.3.4(ii), the question is
G-local on X hence we can assume that X is good.
In the sequel, M and N denote the OX -sheaves, while MG and NG denote the
associated OXG -sheaves. Set K = κ(x) and K
′ = κG(x), and endow U = M(x),
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U ′ = MG(x), V = N (x) and V ′ = NG(x) with the fiber seminorms of ‖ ‖M and
‖ ‖N . In particular, we have surjections f : U ։ V and f ′ = f ⊗K K ′ : U ′ ։ V ′
such that the seminorms on the targets are the quotient seminorms.
By the equivalence (i)⇐⇒(iv) in Lemma 3.3.12, the isomorphism U ⊗K K ′
∼
−→U ′
is an isometry and it suffices to prove that the isomorphism h : V ⊗K K ′
∼
−→V ′
of seminormed vector spaces is an isometry. By definition, ‖ ‖V is the maximal
seminorm such that ‖f(u)‖V ≤ ‖u‖U for any u ∈ U , hence the seminorm on
V ⊗K K ′ is the maximal one such that ‖f(u) ⊗ a‖ ≤ |a| · ‖u‖U for any u ∈ U
and a ∈ K ′. In the same way, the seminorm on V ′ is the maximal one such that
‖f ′(u⊗ a)‖ ≤ |a| · ‖u‖U . Since h(f(u)⊗ a) = f ′(u⊗ a), the seminorms match and
h is an isometry. 
4. Differentials of seminormed rings
4.1. Ka¨hler seminorms.
4.1.1. The definition. Given a seminormed ring B and a homomorphism of rings
φ : A→ B we equip ΩB/A with the Ka¨hler seminorm ‖ ‖Ω given by the formula
‖x‖Ω = inf
x=
∑
cidbi
max
i
|ci|B|bi|B,
where x ∈ ΩB/A and the infimum is over all representations of x as
∑
cidB/A(bi)
with ci, bi ∈ B. In fact, we will always work with ‖ ‖Ω when φ is a non-expansive
homomorphism of seminormed rings, but its independence of the seminorm of A
will be used.
4.1.2. Universal properties. Both the Ka¨hler seminorm and the seminormed module
(ΩB/A, ‖ ‖Ω) can be characterized by appropriate universal properties.
Lemma 4.1.3. Assume that A → B is a non-expansive homomorphism of semi-
normed rings. Then,
(i) ‖ ‖Ω is the maximal B-seminorm that makes dB/A : B → ΩB/A a non-
expansive A-homomorphism.
(ii) dB/A is the universal non-expansive A-derivation of B with values in a semi-
normed B-module:
HomB,nonexp(ΩB/A,M)
∼
−→DerA,nonexp(B,M)
for any seminormed B-module M .
Proof. The first claim is obvious. In (ii), we should only prove that any non-
expansiveA-derivation d : B →M with values in a seminormed B-moduleM factors
into a composition of dB/A and a non-expansive homomorphism h : ΩB/A → M .
By the usual universal property, we have a unique such factoring with h being a
homomorphism of modules, and it remains to show that h is non-expansive. Let
‖ ‖′Ω be defined by ‖x‖
′
Ω = max(‖x‖Ω, ‖h(x)‖M ). Then it immediately follows that
(ΩB/A, ‖ ‖
′
Ω) is a seminormed B-module and dB/A is non-expansive with respect to
‖ ‖′Ω. So, ‖ ‖Ω = ‖ ‖
′
Ω by (i), and hence h is non-expansive. 
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4.1.4. An alternative definition. Similarly to the case of usual rings, one can define
the seminormed module ΩB/A in terms of the kernel of B ⊗A B → B. The proof
reduces to repeating the classical argument (see [Mat80, Section 26.C]) and checking
that all relevant maps are non-expansive.
Lemma 4.1.5. Assume that f : A → B is a non-expansive homomorphism of semi-
normed rings and I is the kernel of the induced homomorphism of seminormed rings
B ⊗A B → B. Then the classical isomorphism φ : ΩB/A
∼
−→I/I2 is an isometry.
Proof. Recall that φ is induced by the derivation d : B → I/I2 given by db =
b ⊗ 1 − 1 ⊗ b. By Lemma 4.1.3(ii), it suffices to show that any non-expansive A-
derivation ∂ : B →M factors uniquely into a composition of d and a non-expansive
homomorphism of B-modules h : I/I2 →M . In fact, a homomorphism h exists and
is unique by the classical theory, so we should only check that it is non-expansive.
Let C = B ∗M denote the B-module B ⊕M provided with the multiplication
(b,m)(b′,m′) = (bb′, bm′ + b′m) and the seminorm |(b,m)|C = max(|b|B, ‖m‖M).
The A-bilinear map B×B → B ∗M sending (b, b′) to (bb′, b∂(b′)) is non-expansive,
hence it induces a non-expansive homomorphism λ : B ⊗A B → B ∗ M . By the
classical argument, λ vanishes on I2 and takes I to M , in particular, it induces
a non-expansive homomorphism h : I/I2 → M . It remains to notice that h ◦ d =
∂. 
4.2. Basic properties of Ka¨hler seminorms.
4.2.1. Fundamental sequences. First and second fundamental sequences extend to
the context of seminormed rings.
Lemma 4.2.2. Assume that A → B → C are non-expansive homomorphisms of
seminormed rings. Then,
(i) The maps of the first fundamental sequence
ΩB/A ⊗B C
g
→ ΩC/A
f
→ ΩC/B → 0
are non-expansive and f is strictly admissible.
(ii) If the homomorphism φ : B → C is onto and J is its kernel then the maps of
the second fundamental sequence
J/J2 → ΩB/A ⊗B C
g
→ ΩC/A → 0
are non-expansive. Furthermore, if B → C is strictly admissible then g is strictly
admissible.
Proof. This directly follows from the definition of Ka¨hler seminorms. For example,
let us check the second assertion in (ii). We should prove that the quotient seminorm
does not exceed the Ka¨hler seminorm of ΩC/A. The latter is the maximal seminorm
satisfying the inequalities ‖dc‖ ≤ |c|C . For any r > |c|C we can find b ∈ φ−1(c) such
that |b|B < r. Therefore ‖db‖Ω < r and we obtain that the quotient seminorm of
dc does not exceed r. 
Remark 4.2.3. Even if the map g : ΩB/A⊗B C → ΩC/A is an isomorphism, it does
not have to be an isometry. Simple examples of this type are obtained when B → C
is an isomorphism but not an isometry.
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Corollary 4.2.4. Let A → B be a local homomorphism of seminormed local rings
and let kA and kB be the residue fields provided with the quotient seminorms. If
|mB|B = 0 then the natural map ΩB/A → ΩkB/kA is an isometry.
Proof. By our assumption, the map ΩB/A → ΩB/A/mBΩB/A is an isometry. Hence
the map ΩB/A → ΩkB/A is an isometry by Lemma 4.2.2(ii). Since the map A → kB
factors through kA there is also an isometry ΩkB/A → ΩkB/kA . 
4.2.5. Base change. Similarly to the classical case, Ka¨hler differentials of semi-
normed modules are compatible with base changes.
Lemma 4.2.6. Assume that A → B and A → A′ are non-expansive homomor-
phism of seminormed rings and set B′ = B⊗AA′. Then φ : ΩB/A⊗A′ B
′ → ΩB′/A′
is an isomorphism of seminormed modules.
Proof. Since φ is an isomorphism of modules we should prove that it is an isometry.
Let ‖ ‖s and ‖ ‖t denote the seminorms on the source and on the target, respectively.
Recall that ‖ ‖s is the maximal seminorm making the bilinear map ΩB/A × B
′ →
ΩB/A ⊗A′ B
′ non-expansive (see §2.2.9). This fact and Lemma 4.1.3(i) imply that
‖ ‖s is the maximal seminorm for which ‖ad(b)⊗ c‖s ≤ |a|B|b|B|c|B′ for any a, b ∈ B
and c ∈ B′. In addition, Lemma 4.1.3(i) implies that ‖ ‖t is the maximal seminorm
such that ‖xd(y)‖t ≤ |x|B′ |y|B′ for any choice of x, y ∈ B′. Since ad(b)⊗ c goes to
acd(b), it follows that any inequality defining ‖ ‖s holds also for ‖ ‖t, and so φ is
non-expansive.
It remains to check that φ−1 is non-expansive and for this we will check that any
inequality defining ‖ ‖t holds for ‖ ‖s too. As we noted above, ‖ ‖t is defined by
the inequalities ‖z‖t ≤ |x|B′ |y|B′ , where x, y ∈ B′ and z = xdy. Fix r > |y|B′ and
find a representation y =
∑n
i=1 bi ⊗ a
′
i with bi ∈ B, a
′
i ∈ A
′, and |bi|B|a′i|A′ ≤ r for
any 1 ≤ i ≤ n. Then φ−1(z) =
∑n
i=1 d(bi)⊗ a
′
ix and hence
‖φ−1(z)‖s ≤ max
i
|bi|B|a
′
i|A′ |x|B′ ≤ r|x|B′ .
Thus ‖φ−1(xdy)‖s ≤ |y|B′ |x|B′ for any x, y ∈ B′, and we are done. 
4.2.7. Density.
Lemma 4.2.8. If φ : B0 → B is a non-expansive homomorphism of seminormed
rings with a dense image then the Ka¨hler seminorm of ΩB/B0 vanishes.
Proof. For any b ∈ B and ε > 0 there exists b0 ∈ B0 such that |b − b0| < ε. Hence
‖db‖ = ‖d(b− b0)‖ ≤ ε. 
Corollary 4.2.9. If A → B0 → B are homomorphisms of seminormed rings and
the image of B0 → B is dense then the homomorphism φ : ΩB0/A ⊗B0 B → ΩB/A
has a dense image.
Proof. By Lemma 4.2.2(ii), K = Im(φ) is the kernel of the admissible surjection
ΩB/A → ΩB/B0 . Since the seminorm on ΩB/B0 is trivial by Lemma 4.2.8, it follows
that any element of ΩB/A can be approximated by an element of K with any
precision, i.e. K is dense. 
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4.2.10. Filtered colimits. We will also need that Ka¨hler seminorms are compatible
with filtered colimits.
Lemma 4.2.11. Assume that A is a seminormed ring and {Bλ}λ∈Λ is a filtered
family of seminormed A-algebras with non-expansive transition homomorphisms.
Let B be the colimit seminormed algebra, see §2.2.11. Then ΩB/A = colimλΩBλ/A
as seminormed A-modules.
Proof. It is a classical result that the modules are isomorphic, so we should compare
the seminorms. Let ‖ ‖ be the colimit seminorm on ΩB/A. By Lemma 4.1.3(i) and
§2.2.11, ‖ ‖ is the maximal seminorm such that the composed A-homomorphisms
Bλ
dλ→ ΩBλ/A → ΩB/A are non-expansive. The latter decompose as Bλ
φλ→ B
d
→
ΩB/A and it follows from the definition of | |B that d : B → ΩB/A is non-expansive
and ‖ ‖ is the maximal seminorm for which this happens. Thus, ‖ ‖ coincides with
the Ka¨hler seminorm. 
4.3. Completed differentials.
4.3.1. The module Ω̂B/A. By Ω̂B/A we denote the completion of ΩB/A. It is a
Banach B-module and we call its norm the Ka¨hler norm. The corresponding A-
derivation will be denoted d̂B/A : B → Ω̂B/A.
4.3.2. The universal property. Lemma 4.1.3 and the universal property of the com-
pletions imply the following result.
Lemma 4.3.3. If φ : A → B is a non-expansive homomorphism of seminormed
rings then d̂B/A is the universal non-expansive A-derivation of B with values in
Banach B-modules. Namely,
HomB,nonexp(Ω̂B/A,M)
∼
−→DerA,nonexp(B,M)
for any Banach B-module M .
Remark 4.3.4. (i) In the case of k-affinoid algebras, Berkovich defines Ω̂B/A in
[Ber93, §3.3] as J/J2, where J = Ker(B → B⊗̂AB). Note that the notation in
[Ber93] does not use hat because uncompleted modules of Ka¨hler differentials are
never considered there, but we have to distinguish them in our paper. It follows from
[Ber93, Prop. 3.3.1(ii)] and Lemma 4.3.3 that Berkovich’s definition is equivalent
to ours. In particular, if X =M(B) and S =M(A) then Γ(ΩX/S) = Ω̂B/A.
(ii) Alternatively, one could deduce the equivalence of the two definitions from
Lemma 4.1.5. Even more generally, Lemma 4.1.5 implies that if A → B is a
homomorphism of Banach rings, J = Ker(B → B⊗̂AB) and J2 is the closure of J2
in J , then Ω̂B/A = Ĵ/J2 = J/J2. In the affinoid case, all ideals are automatically
closed, so J2 = J2.
5. Ka¨hler seminorms of real-valued fields
Our next aim is to study Ka¨hler seminorms on the vector spaces ΩK/A, where
K is a real-valued field and φ : A→ K is a homomorphism of rings. In this case we
will use the notation A◦ = φ−1(K◦). In fact, we are mainly interested in the cases
when A = Z or A is a field, but we will consider an arbitrary A when possible.
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5.1. Log differentials. The aim of this section is to express the Ka¨hler seminorm
on ΩK/A in terms of modules of log differentials, so we start with recalling some
basic facts about the latter.
5.1.1. Log rings. A log structure on a ringA is a homomorphism of monoids αA : MA →
(A, ·) inducing an isomorphism M×A
∼
−→A×. The triple (A,MA, αA) is called a log
ring. Usually we will denote it as (A,MA) and, when this cannot cause to a confu-
sion, denote elements αA(m) simply bym. Homomorphisms of log rings are defined
in the natural way.
5.1.2. Log differentials. If (A,MA) → (B,MB) is a homomorphism of log rings
then we denote by Ω(B,MB)/(A,MA) the module of log differentials. Recall that
the latter is defined in [Kat89, §1.7] as the quotient of ΩB/A ⊕ (B ⊗M
gp
B ) by the
relations of the form (0, 1⊗a), where a ∈MA, and (dB/A(b),−b⊗b), where b ∈MB.
The full form of the latter relation is (dB/A(αB(b)),−αB(b)⊗ b), and we used our
convention to present it in a more compact form. For any b ∈ MB we denote by
δB/A(b) the image of 1 ⊗ b ∈ B ⊗M
gp
B in Ω(B,MB)/(A,MA). It satisfies the equality
bδB/A(b) = dB/A(b). Intuitively, one may view δb as the log differential d log b and
Ω(B,MB)/(A,MA) is the universal module obtained from ΩB/A by adjoining the log
differentials of the elements of MB.
5.1.3. The universal log derivative. A log (A,MA)-derivation of (B,MB) with val-
ues in a B-module N consists of an A-derivation d : B → N and a homomorphism
δ : MB → N such that dm = mδm for any m ∈MB and δm = 0 for any m coming
from MA. The B-module of all log derivations is denoted Der(A,MA)((B,MB), N).
Lemma 5.1.4. If (A,MA)→ (B,MB) is a homomorphism of log rings then(
dB/A : B → Ω(B,MB)/(A,MA), δB/A : MB → Ω(B,MB)/(A,MA)
)
is a universal log (A,MA)-derivation of (B,MB). Namely, for any B-module N
the induced homomorphism
HomB(Ω(B,MB)/(A,MA), N)
∼
−→Der(A,MA)((B,MB), N)
is an isomorphism.
This fact is proved similarly to its classical analogue for Ka¨hler differentials, so
we skip the proof (see also [Ogu, Proposition IV.1.1.6]). As an immediate corollary
one obtains the first fundamental sequence (see also [Ogu, Proposition IV.2.3.1]).
Corollary 5.1.5. Assume that (A,MA) → (B,MB) → (C,MC) are homomor-
phisms of log rings. Then the sequence
Ω(B,MB)/(A,MA) ⊗B C → Ω(C,MC)/(A,MA) → Ω(C,MC)/(B,MB) → 0
is exact.
5.1.6. The integral log structure. Given a valued field K and a homomorphism
φ : B → K◦, we will use the notation
ΩlogK◦/B = Ω(K◦,K◦\{0})/(B,B\Ker(φ))
and ΩlogK◦ = Ω
log
K◦/Z.
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5.1.7. The Ka¨hler seminorm on ΩK/A. The following result expresses the Ka¨hler
seminorm in terms of a module of log differentials.
Theorem 5.1.8. Assume that K is a real-valued field with a subring A and let
‖ ‖Ω denote the Ka¨hler seminorm of ΩK/A. Then,
(i) Localization induces an isomorphism ΩlogK◦/A◦ ⊗K◦ K = ΩK/A. In particular,
one can naturally view (ΩlogK◦/A◦)tf as a semilattice in ΩK/A.
(ii) ‖ ‖Ω is the maximal K-seminorm whose unit ball contains (Ω
log
K◦/A◦)tf . In
particular, (ΩlogK◦/A◦)tf is an almost unit ball of ‖ ‖Ω.
Proof. Part (i) follows from the fact that the modules of log differentials are com-
patible with localizations and the log structure at the generic point of K◦ is trivial:
ΩlogK◦/A◦ ⊗K◦ K = Ω(K,K×)/(A◦,A◦\{0}) = ΩK/A◦ = ΩK/A.
Note that ‖ ‖Ω is determined by the inequalities ‖dx‖Ω ≤ |x| with x ∈ K. For any
seminorm, ‖dx‖ ≤ |x| if and only ‖d(x−1)‖ = ‖−x−2dx‖ ≤ |x−1|, hence already
the inequalities ‖δx‖Ω ≤ 1 with 0 6= x ∈ K◦ determine ‖ ‖Ω. This proves (ii). 
In view of §2.5.3 we obtain the following formula for ‖ ‖Ω.
Corollary 5.1.9. Keep the assumptions of Theorem 5.1.8. Then the restriction of
the Ka¨hler seminorm of ΩK/A to (Ω
log
K◦/A◦)tf coincides with the adic seminorm of
the latter: ‖x‖Ω = ‖x‖adic for any x ∈ (Ω
log
K◦/A◦)tf .
Remark 5.1.10. (i) We have just seen that the Ka¨hler seminorm on ΩK/A is
tightly related to the torsion free quotient of ΩlogK◦/A◦ . Nevertheless, we will later
see (e.g. in Theorem 5.6.4) that the torsion submodules of the modules ΩlogK◦/A◦ do
affect subtle issues related to Ka¨hler seminorms.
(ii) It follows from Corollary 5.3.3 below that if A itself is a field and |A×| is
dense then one can replace ΩlogK◦/A◦ by ΩK◦/A◦ in Theorem 5.1.8 and its corollary.
However, in the discretely valued case the discrepancy between the two modules is
essential, and one has to stick to logarithmic differentials (e.g, see Section 8.3).
(iii) Although any serious investigation of ramification theory of valued fields
should study the modules ΩL◦/K◦ and Ω
log
L◦/K◦ and their torsion, it seems that
[GR03, Chapter 6] is the only source where this topic was systematically explored.
5.2. Main results on ΩL◦/K◦ . In Sections 5.2–5.5 we will study (logarithmic)
differentials of real-valued fields. In fact, all results hold for general valued fields
whose height does not exceed one, but we prefer to fix the group of values to keep
uniformness of the paper: we still work within the ”seminormed framework”.
We start with studying modules ΩL◦/K◦ , and we are especially interested in a
control on their torsion submodules. To large extent this is based on results of
Gabber and Ramero from [GR03, Chapter 6], where arbitrary valued fields are
studied.
5.2.1. Basic ramification theory notation. We say that a finite extension L/K is
unramified if L◦/K◦ is e´tale. An algebraic extension L/K is called unramified if its
finite subextensions are so. As in [GR03, Sections 6.2], we denote by Ksh the strict
henselization of K (in the sense that (Ksh)◦ is the strict henselization of K◦); it
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is the maximal unramified extension of K. By Kt we denote the maximal tame
extension of K; it is the union of all extensions L/Ksh whose degree is invertible
in K˜. For example, if K is trivially valued then Kt = Ksh is the separable closure
of K.
5.2.2. The cotangent complex LL◦/K◦ . The module ΩL◦/K◦ is the zeroth homology
of the cotangent complex LL◦/K◦ . Studying the latter is the central topic of [GR03,
Sections 6.3,6.5] and we formulate the main result below. We say that a field
extension L/K is separable if L is geometrically reduced over K.
Theorem 5.2.3. Let L/K be an extension of real-valued fields. Then,
(i) Hi(LL◦/K◦) = 0 for i > 1.
(ii) The module H1(LL◦/K◦) is torsion free and it vanishes if and only if L/K
is separable.
(iii) The module ΩL◦/K◦ is torsion whenever L/K is algebraic and separable.
Proof. (i) and the first assertion of (ii) are proved in [GR03, Theorem 6.5.12(i)].
Since H1(LL◦/K◦)⊗L◦ L = H1(LL/K) and the latter module vanishes if and only if
L/K is separable, we obtain the second assertion of (ii). Finally, ΩL◦/K◦ ⊗L◦ L =
ΩL/K and the latter module vanishes whenever L/K is algebraic and separable. 
Remark 5.2.4. The proving method of [GR03, Theorem 6.5.12(i)] is as follows:
first one explicitly computes LL◦/K◦ for certain elementary extensions L/K using
that in this case L◦ is a filtered colimit of subrings K◦[xi] (see [GR03, Proposi-
tions 6.3.13 and 6.5.9]), then the general case is deduced via transitivity triangles.
5.2.5. The six-term exact sequence. In the sequel, we will use the notation ΥL◦/K◦ =
H1(LL◦/K◦). By [Ill71, Proposition II.2.1.2] any tower of real-valued extensions
F/L/K gives rise to a distinguished transitivity triangle of cotangent complexes
LL◦/K◦ ⊗L◦ F
◦ → LF◦/K◦ → LF◦/L◦
+1
→
and by Theorem 5.2.3 we obtain a six-term exact sequence of homologies
0→ ΥL◦/K◦⊗L◦F
◦ → ΥF◦/K◦ → ΥF◦/L◦ → ΩL◦/K◦⊗L◦F
◦ → ΩF◦/K◦ → ΩF◦/L◦ → 0.
5.2.6. Tame extensions. Cotangent complexes of tame extensions are especially
simple.
Lemma 5.2.7. If L/K is a tame algebraic extension then the L◦-module ΩL◦/K◦
is isomorphic to L◦◦/K◦◦L◦ and hence LL◦/K◦ is quasi-isomorphic to the module
L◦◦/K◦◦L◦ placed in the degree 0.
Proof. By Theorem 5.2.3 it suffices to prove the first isomorphism. The claim is
obvious for unramified extensions since both sides vanish. Using the transitivity
triangles we can now replace L and K with Lsh and Ksh and assume in the sequel
that K = Ksh. Both sides of the asserted equality commute with filtered unions
of extensions hence we can assume that L/K is finite. Then the lemma reduces to
two cases: (a) if the valuation of K is discrete K then ΩL◦/K◦ is cyclic of length
eL/K − 1, (b) if |K
×| is dense then ΩL◦/K◦ = 0. The first claim is classical, so we
only check the second one.
Since K = Ksh it follows that L/K breaks into a tower of elementary extensions
of the form F (π1/l)/F with l invertible in K˜ and |π| /∈ |K×|l. Using the transitivity
triangles it suffices to consider the case when L = K(π1/l). Note that L◦ is the
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filtered union of the subalgebras Ai = K
◦[x
1/l
i ] where xi ∈ πK
l satisfy |xi| < 1.
Since l ∈ (L◦)× one easily sees that ΩAi/K◦ = Aidxi/x
l−1
i Aidxi, and hence ΩL◦/K◦
is the filtered colimit of the modules Mj = L
◦dxi/x
l−1
i L
◦dxi with the following
transition maps: if |xi| ≤ |xj | then Ai ⊆ Aj and the map Mi → Mj is given
by dxi 7→
xi
xj
dxj . The image of dxi in Mj vanishes whenever
|xi|
|xj|
≤ |xj |l−1, that
is |xi| ≤ |xj |l. Since |K×| is dense, |xj | can be arbitrarily close to 1 and taking
|xj | > |xi|1/l we kill the image of dxi. Thus colimiMi = 0 and we are done. 
5.2.8. Dense extensions. Using the method outlined in Remark 5.2.4 we will also
study LL◦/K◦ when K is dense in L. It is easy to see that Ω̂L◦/K◦ = 0 and hence
ΩL◦/K◦ = 0 is divisible, but we will need a more precise statement. We say that
an L◦-module M is a vector space if it is an L-module. Equivalently, M is divisible
and torsion free.
Lemma 5.2.9. Assume that L/K is an extension of real-valued fields and K is
dense in L. Then both ΩL◦/K◦ and ΥL◦/K◦ are L-vector spaces.
Proof. We start with three classes of elementary extensions, and then the general
case will be deduced in three more steps.
Case 1. Assume that L/K is separable algebraic. Since K is dense in L, it follows
that L lies in the henselization of K, i.e. L◦/K◦ is e´tale. In this case, the cotangent
complex vanishes.
Case 2. Assume that L/K is purely inseparable of degree p. In this case, L =
K(x) with a = xp ∈ K \ Kp and there exist ci ∈ K such that limi|x − ci| = 0.
Clearly, f(t) = tp − a is the minimal polynomial of x. It is easy to see that L◦ is
the filtered colimit of its subrings K◦[xi], with xi =
x−ci
pii
where πi ∈ K are such
that limi|πi| = 0 (same argument as in the proof of [GR03, 6.3.13(i)]). It follows
that LL◦/K◦ = colimiLK◦[xi]/K◦ . Since K
◦[xi] = K
◦[t]/Ii where Ii = (fi) and
fi(t) = t
p−
a−cpi
pipi
is the minimal polynomial of xi, the homologies of LK◦[xi]/K◦ are
easily computable (cf. the proof of [GR03, 6.3.13(iv)]): ΩK◦[xi]/K◦ is the invertible
module with basis dxi and ΥK◦[xi]/K◦ = Ii/I
2
i is the invertible module with basis
fi. Since dxi =
dx
pii
, we obtain that ΩL◦/K◦ = Ldx.
To describe the map ΥK◦[x]/K◦ → ΥK◦[xi]/K◦ we consider compatible presenta-
tions K◦[t] ։ K◦[x] and K◦[ti] ։ K
◦[xi], where the connecting maps take t and
x to πiti + ci and πixi + ci, respectively. The connecting maps induce the map
I/I2 → Ii/I2i that sends f = t
p − a to πpi t
p
i + c
p
i − a = π
p
i fi(ti). This completely
determines the filtered family ΥK◦[xi]/K◦ , and since limi|π
p
i | = 0, its colimit is the
one-dimensional L-vector space with basis f .
Case 3. Assume that L = K(x) is purely transcendental. In this case we have
that ΥL◦/K◦ ⊗L◦ L = ΥL/K = 0, and since ΥL◦/K◦ is torsion free, it actually
vanishes. The module ΩL◦/K◦ is computed as in Case 2. First, one shows that L
◦
is the filtered colimit of localizations of the K◦-algebras K◦[xi] where xi =
x−ci
pii
and limi|πi| = 0 (same argument as in [GR03, 6.3.13(i)] or [GR03, 6.5.9]). It then
follows that ΩL◦/K◦ is the colimit of invertible modules L
◦dxi and dxi =
dx
pii
. Thus,
ΩL◦/K◦ = Ldx.
Case 4. Assume that L/K is finite. We induct on [L : K]. If L/K is as in Cases
1 or 2 then we are done. Otherwise, it can be split into a tower K ( F ( L, and
the claim holds true for F/K and L/F by the induction. Therefore, in the six-term
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exact sequence the terms corresponding to F/K and L/F are vector spaces. It
follows easily that the remaining terms are vector spaces too.
Case 5. Assume that L/K is finitely generated. This time we induct on d =
tr.deg.(L/K). If d = 0 then we are in Case 4. Otherwise choose a purely tran-
scendental subextension F = K(x) ⊆ L and note that the assertion holds for F/K
by Case 3 and for L/F by the induction. The same argument with the six-term
sequence completes Case 5.
Case 6. The general case. Obviously, L is the filtered colimit of its finitely
generated K-subfields Li and L
◦ = colimiL
◦
i . It remains to use that the cotan-
gent complex and the homology are compatible with filtered colimits, and filtered
colimits of vector spaces are vector spaces. 
5.2.10. The different. We have defined the content of K◦-modules in §2.6. For
any separable extension of real-valued fields L/K we define the different to be
δL/K = cont((ΩL◦/K◦)tor). In particular, δL/K = 1 if L is trivially valued. For
inseparable extensions we set δL/K = 0.
Theorem 5.2.11. Let F/L/K be a tower of algebraic extensions of real-valued
fields, then
(i) δF/K = δF/LδL/K .
(ii) If L is not trivially valued and L/K is tame then δL/K = |K
◦◦|/|L◦◦|. In
particular, if K is not trivially valued then δKt/K = |K
◦◦|.
(iii) If L/K is finite and separable then δL/K > 0.
Proof. If F/K is inseparable then either F/L or L/K is inseparable and both sides
of the equality in (i) vanish. So, assume that F/K is separable. By Theorem 5.2.3
we have a short exact sequence of torsion modules
0→ ΩL◦/K◦ ⊗L◦ F
◦ → ΩF◦/K◦ → ΩF◦/L◦ → 0.
Hence (i) follows from Theorem 2.6.7 and the fact that for any L◦-module M and
the F ◦-module M ′ =M ⊗L◦ F ◦ the equality cont(M) = cont(M ′) holds.
If L is not trivially valued then cont(L◦◦/K◦◦L◦) = |K◦◦|/|L◦◦| and hence (ii)
follows from Lemma 5.2.7.
Let us prove (iii). Using (i) it suffices to prove that the different of the larger
extension KtL/L does not vanish. Furthermore, δKt/K > 0 by (ii), hence it suffices
to consider the finite extension KtL/Kt. Thus, we can assume that K = Kt
and then L/K splits to a tower of extensions of degree p = char(K˜). Using (i)
again it suffices to consider the case when K = Kt and [L : K] = p. By [GR03,
Proposition 6.3.13] we have that L◦ is a filtered colimit of subalgebras K◦[aix+ bi],
where x ∈ L and ai, bi ∈ K. We can also assume that x ∈ L◦. Note that the
numbers |ai| are bounded by a finite number C because otherwise x ∈ K̂ and hence
K̂ contains the separable extension L/K, which is impossible since K is henselian.
Set xi = aix + bi, then ΩL◦/K◦ is generated by the elements dxi. Let f(x)
be the minimal polynomial of x over K. Then dx is annihilated by f ′(x) and
f ′(x) 6= 0 since L/K is separable. It follows that dxi is annihilated by any π with
|π| < |f ′(x)|C−1 and since ΩL◦/K◦ is the filtered union of the submodules generated
by dxi, we obtain by Lemma 2.6.6 that cont(ΩL◦/K◦) ≥ |f
′(x)|C−1 > 0. 
Remark 5.2.12. (i) We will not need this, but our definition of the different is
compatible with the definition of Gabber and Ramero in the following sense. They
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introduced in [GR03, Section 2.3] a class C of uniformly almost finitely generated
K◦-modules M and defined for them the formation of Fitting’s ideals Fi(M). It
is not difficult to show that for any uniformly almost finitely generated torsion
module M the equality |F0(M)| = cont(M) holds. In addition, it is proved in
[GR03, Proposition 6.3.8] that if L/K is a finite separable extension of real-valued
fields then ΩL◦/K◦ is uniformly finitely generated, and then the different of L/K is
defined to be F0(ΩL◦/K◦). Thus, in this case δL/K equals to the absolute value of
the different from [GR03].
(ii) Classically, one defines the different only for algebraic extensions, but it is
a reasonable invariant in the transcendental case too. For example, one can show
that if k is not trivially valued and x ∈ A1k is the maximal point of a disc E then
(the non-classical) δH(x)/k is the maximum of δH(z)/k where z runs over rigid points
in E. In the algebraic case, the different measures how wild the extension K/k is.
This also provides a good intuition for the meaning of the different when K/k is
not algebraic.
5.3. Relations between ΩlogL◦/K◦ and ΩL◦/K◦ . Our next aim is to compare the
modules ΩlogL◦/K◦ and ΩL◦/K◦ .
5.3.1. Comparison homomorphism. Let λK/A denote the natural map ΩK◦/A◦ →
ΩlogK◦/A◦ , and let λK = λK/Z.
Lemma 5.3.2. For any real-valued field K there is an exact sequence of K◦-
modules
0→ ΩK◦
λK−→ ΩlogK◦
ρK
−→ |K×| ⊗ K˜ → 0,
where ρK(xδKy) = |y| ⊗ x˜ for x, y ∈ K◦ and K◦ acts on |K×| ⊗ K˜ through K˜. In
particular, if K is not discretely valued (but K may be trivially valued) then λK is
an almost isomorphism.
Proof. The map λL is injective for any valued field L by [GR03, Corollary 6.4.18(i)].
Furthermore, if L is of a finite height h then [GR03, Corollary 6.4.18(ii)] constructs
a filtration of Coker(λL) of length h with explicitly described quotients. Since
the height of K is one, this filtration degenerates and the cited result yields an
isomorphism Coker(λK)
∼
−→|K×|⊗ (K◦/K◦◦). The explicit description of ρK is due
to the description of a map ρ in the proof of [GR03, Proposition 6.4.15] (see the
formula for ρ˜ above [GR03, Claim 6.4.16]). 
Corollary 5.3.3. If L/K is an extension of real-valued fields then Ker(λL/K) is
annihilated by any element of K◦◦ and Coker(λL/K) is annihilated by any element
of L◦◦. In particular, if |K×| is dense then λL/K is an almost isomorphism.
Proof. Let N be the image of the map ΩlogK◦ ⊗K◦ L
◦ → ΩlogL◦ and let µ be the
composition of λK ⊗K◦ L◦ and the map Ω
log
K◦ ⊗K◦ L
◦
։ N . Applying the snake
lemma to the commutative diagram
ΩK◦ ⊗K◦ L◦
µ

// ΩL◦ _
λL

// ΩL◦/K◦ //
λL/K

0
0 // N // ΩlogL◦
// ΩlogL◦/K◦
// 0
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we obtain an exact sequence
0→ Ker(λL/K)→ Coker(µ)→ Coker(λL)→ Coker(λL/K)→ 0. (1)
By Lemma 5.3.2, Coker(λL) is annihilated by L
◦◦, hence the same is true for
Coker(λL/K). Similarly, Coker(λK) is annihilated by K
◦◦, hence the same is true
for Coker(λK)⊗K◦ L◦ = Coker(λK ⊗K◦ L◦), for its quotient Coker(µ), and for the
submodule Ker(λL/K) of Coker(µ). 
Using Lemma 5.3.2 and its corollary one can easily verify the following examples.
Example 5.3.4. (i) If K is discretely valued with uniformizer π then Coker(λK) =
K˜ with generator δK(π). In particular, λK is not an almost isomorphism in this
case.
(ii) If char(K˜) = p > 0 and |K×| is p-divisible then λK is an isomorphism.
(iii) Assume that L/K is a tamely ramified finite extension of discretely valued
fields with uniformizers πK and πL. Note that Ω
log
L◦/K◦ = 0 (in fact, L
◦/K◦ is log
e´tale), but ΩL◦/K◦
∼
−→πKL◦/πLL◦ is a cyclic module of length eL/K − 1. In partic-
ular, λL/K is not injective if the tamely ramified extension L/K is not unramified.
5.3.5. The discrete valuation case. If the valuation of K is discrete then the dis-
crepancy between ΩlogL◦/K◦ and ΩL◦/K◦ can be sensitive. However, the following
trick reduces the study of modules ΩlogL◦/K◦ to the non-discrete case.
Lemma 5.3.6. Assume that K is a discrete-valued field, A→ K a homomorphism,
and L/K a tamely ramified algebraic extension. Then ΩlogK◦/A◦ ⊗K◦ L
◦ ∼−→ΩlogL◦/A◦ .
Proof. Since the formation of modules of log differentials is compatible with filtered
colimits it suffices to consider the case when L/K is finite. Then the situation is
well-known: the log structures are fine and the inclusion K◦ →֒ L◦ is log e´tale. By
[Ols05, 1.1(iii)] Olsson’s log cotangent complex LlogL◦/K◦ is quasi-isomorphic to zero,
and the lemma follows by considering the transitivity triangle
L
log
K◦/A◦ ⊗K◦ L
◦ → LlogL◦/A◦ → L
log
L◦/K◦
+1
→
of L◦/K◦/A◦ (see [Ols05, 1.1(v)]) and the associated sequence of homologies. 
5.4. Main results on ΩlogL◦/K◦ . One can define the whole log cotangent complex
L
log
L◦/K◦ using an approach of Gabber that was elaborated by Olsson in [Ols05,
Section 8]. The advantage of Gabber’s theory is that it deals with not necessarily
fine log rings, as our case is. It seems very probable that analogues of all main
results of Section 5.2 hold also in the logarithmic setting. We do not explore this
here and only study the maps
ψlogL◦/K◦/A◦ : Ω
log
K◦/A◦ ⊗K◦ L
◦ → ΩlogL◦/A◦
by comparing them with the non-logarithmic analogues
ψL◦/K◦/A◦ : ΩK◦/A◦ ⊗K◦ L
◦ → ΩL◦/A◦ .
Note that ψlogL◦/K◦/A◦ is obtained from ψ
log
L◦/K◦/Z by dividing both the source and
the target by the image of ΩlogA◦ ⊗A◦ L
◦, in particular, the following result holds.
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Lemma 5.4.1. Keep the above notation then Coker(ψlogL◦/K◦/Z) = Coker(ψ
log
L◦/K◦/A◦)
and Ker(ψlogL◦/K◦/A◦) is a quotient of Ker(ψ
log
L◦/K◦/Z).
5.4.2. Tame extensions. The assertion of Lemma 5.3.6 holds for non-discretely val-
ued fields, but we will only need the following slightly weaker version.
Lemma 5.4.3. Assume that L/K is a tamely ramified algebraic extension of real-
valued fields and A→ K is a homomorphism. Then the homomorphism ψlogL◦/K◦/A◦
is an almost isomorphism.
Proof. Lemma 5.3.6 covers the case of a discrete-valued K. The trivially graded
case is obvious since the logarithmic structures are trivial. It remains to consider
the case when |K×| is dense. By Lemma 5.3.2, the maps λK and λL are almost
isomorphisms. Since ψL◦/K◦/Z is an isomorphism by Lemma 5.2.7, we obtain that
ψlogL◦/K◦/Z is an almost isomorphism. The assertion for an arbitrary A follows by
applying Lemma 5.4.1. 
5.4.4. Separable extensions. The logarithmic version of Theorem 5.2.3 would imply
that ψlogL◦/K◦/A◦ is injective whenever L/K is separable. Comparison with the non-
logarithmic case yields a slightly weaker result:
Lemma 5.4.5. Assume that L/K is a separable algebraic extension of real-valued
fields and A → K is a homomorphism. Then the kernel of the map ψlogL◦/K◦/A◦
almost vanishes.
Proof. Again, Lemma 5.4.1 reduces the general claim to the case of the maps
ψlogL◦/K◦/Z. Furthermore, using Lemma 5.4.3, it suffices to prove that the kernel
of ψlog(Lt)◦/(Kt)◦/Z almost vanishes. Both K
t and Lt are not discrete-valued, hence
ψlog(Lt)◦/(Kt)◦/Z is almost isomorphic to ψ(Lt)◦/(Kt)◦/Z by Lemma 5.3.2. The latter
map has trivial kernel by Theorem 5.2.3(ii). 
5.4.6. Dense extensions. Next we consider the case when K is dense in L.
Lemma 5.4.7. Assume that L/K is an extension of real-valued fields such that K is
dense in L and A→ K is a homomorphism. Then the L◦-modules Ker(ψlogL◦/K◦/Z)
and Coker(ψlogL◦/K◦/A◦) are vector spaces and the L
◦-module Ker(ψlogL◦/K◦/A◦) is di-
visible.
Proof. Consider the following commutative diagram where λ = λK ⊗K◦ L◦ and
ρ = ρK ⊗K◦ L
◦:
0 // ΩK◦ ⊗K◦ L◦
ψL◦/K◦/Z

λ
// ΩlogK◦ ⊗K◦ L
◦
ψlog
L◦/K◦/Z

ρ
// (|K×| ⊗ K˜)⊗K◦ L◦ //
γ

0
0 // ΩL◦
λL
// ΩlogL◦
ρL
// |L×| ⊗ L˜ // 0
The rows are exact by Lemma 5.3.2. Moreover, the formulas for ρK and ρL provided
by Lemma 5.3.2 imply that γ is the natural map. Since |K×| = |L×| and K˜ = L˜
we obtain that γ is an isomorphism, and hence ψL◦/K◦/Z and ψ
log
L◦/K◦/Z have the
same kernel and cokernel. By Lemma 5.2.9 these L◦-modules are vector spaces.
The general case follows by applying Lemma 5.4.1. 
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5.4.8. Log different. Given a separable extension L/K of real-valued fields we define
the log different of L/K to be δlogL/K = cont((Ω
log
L◦/K◦)tor). For inseparable extensions
we set δlogL/K = 0. The log different is related to the usual different in a very simple
way and this allows to easily establish its basic properties:
Theorem 5.4.9. Let L/K be an algebraic extension of real-valued fields, then
(i) If K is not trivially valued then δlogL/K = δL/K |L
◦◦|/|K◦◦|.
(ii) If F/L is another algebraic extension then δlogF/K = δ
log
F/Lδ
log
L/K .
(iii) If L/K is tame then δlogL/K = 1.
(iv) If L/K is finite and separable then δlogL/K > 0.
Proof. The map ΩlogK◦⊗K◦(K
t)◦ → Ωlog(Kt)◦ is an almost isomorphism by Lemma 5.4.3.
Using this and the similar fact for L, one obtains an almost isomorphism
ΩlogL◦/K◦ ⊗L◦ (L
t)◦ → Ωlog(Lt)◦/(Kt)◦ ,
in particular, δlogL/K = δ
log
Lt/Kt . By Lemma 5.3.2, Ω
log
(Lt)◦/(Kt)◦ is almost isomorphic
to Ω(Lt)◦/(Kt)◦ , hence δ
log
Lt/Kt = δLt/Kt . Finally,
δLt/Kt = δL/KδLt/L/δKt/K = δL/K |L
◦◦|/|K◦◦|
by Theorem 5.2.11, and we obtain (i). Using (i), one immediately deduces the other
assertions from their non-logarithmic analogues proved in Theorem 5.2.11. 
5.5. Almost tame extensions and fields.
5.5.1. Almost unramified extensions. Let L/K be a separable algebraic extension
of real-valued fields. Following Faltings we say that L/K is almost unramified if
ΩL◦/K◦ almost vanishes.
Lemma 5.5.2. Assume that F/L/K is a tower of separable algebraic extensions
of real-valued fields, then
(i) L/K is almost unramified if and only if δL/K = 1.
(ii) F/K is almost unramified if and only if both F/L and L/K are so.
Proof. Recall that the module ΩL◦/K◦ is torsion by Theorem 5.2.3(iii). So, ΩL◦/K◦
almost vanishes if and only if its content equals to 1, and we obtain (i). The second
claim follows from (i) because the different is multiplicative by Theorem 5.2.11(i).

5.5.3. Almost tame extensions. In the discrete valuation case, almost unramified
is the same as unramified, but in general there even are wildly ramified almost
unramified extensions. Thus, being almost unramified is not a good measure of
“wildness” of extensions: there are tamely ramified extensions which are not almost
unramified, and there are wildly ramified extensions which are almost unramified.
Another weird property is that a tame extension L/K is almost unramified if and
only if K is not discretely valued.
It is natural to seek for a natural enlargement of the class of almost unramified
extensions that includes all tame ones, and this can be achieved very simply: one
should pass to logarithmic differentials. So, we say that a separable algebraic
extension L/K is almost tame if ΩlogL◦/K◦ almost vanishes. Note that any tame
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extension is almost tame by Theorem 5.4.9(iii). As earlier, we immediately obtain
the following result:
Lemma 5.5.4. Assume that F/L/K is a tower of separable algebraic extensions
of real-valued fields, then
(i) L/K is almost tame if and only if δlogL/K = 1.
(ii) F/K is almost tame if and only if both F/L and L/K are so.
5.5.5. The non-discrete case. In the non-discrete case, there is no difference be-
tween almost tame and almost unramified because the kernel and cokernel of
ΩL◦/K◦ → Ω
log
L◦/K◦ almost vanish by Corollary 5.3.3.
5.5.6. The discrete case. As one should expect, in the discrete-valued case the “al-
most” version of tameness does not provide anything new.
Lemma 5.5.7. Assume that L/K is a separable algebraic extension of real-valued
fields and the valuation on K is discrete. Then L/K is almost tame if and only if
it is tame.
Proof. Assume first that L/K is finite. Then it is a classical result that δL/K ≤
|K◦◦|/|L◦◦| and the equality holds if and only if the extension is tame. Using
Theorem 5.4.9(i) we obtain that δlogL/K = 1 if and only if L/K is tame. The general
case follows due to the following two observations: (1) L/K is tame if and only if
all its finite subextensions Li/K are tame, (2) δ
log
L/K is the limit of δ
log
Li/K
because
ΩlogL◦/K◦ is the filtered colimit of Ω
log
L◦i /K
◦ . 
5.5.8. The defectless case. In fact, one can describe a more general situation where
almost tameness reduces to tameness. Recall that a finite extension of real-valued
fields L/K is called defectless if eL/KfL/K = [L : K], and an algebraic extension is
defectless if all its finite subextensions are so.
Lemma 5.5.9. Assume that L/K is a defectless separable extension of real-valued
fields. Then L/K is almost tame if and only if it is tame.
Proof. The case of a trivially valued K is obvious, and the case of a discretely
valued K was established in Lemma 5.5.7, so assume that |K×| is dense. In this
case, L/K is almost tame if and only if it is almost unramified by §5.5.5, hence the
lemma reduces to the following claim: if |K×| is dense and L/K is defectless and
not tame then L/K is not almost unramified. We start with establishing special
cases of the claim. Lemma 5.5.4(ii) will be used all the time so we will not mention
it.
Case 1. L/K is wildly ramified of degree p. If fL/K = p choose x ∈ L
◦ such
that x˜ /∈ K˜, and if eL/K = p choose x ∈ L such that |x| /∈ |K|. In either case, the
elements 1, x, . . . ,xp−1 form an orthogonal K-basis of L. We claim that δL/K =
r1−p|h′(x)|, where h(t) is the minimal polynomial of x and r = |x|.
If fL/K = p then L
◦ = K◦[x] and hence ΩL◦/K◦ = L
◦dx/L◦h′(x)dx. In par-
ticular, δL/K = |h
′(x)|, as claimed. If eL/K = p then L
◦ is the filtered union of
subrings Aj = K
◦[xj ] with j ∈ N, where xj =
x
pij
and πj ∈ K are such that
rj = |πj | decrease and tend to r from above. It follows that
ΩL◦/K◦ = colimjΩAj/K◦ = colimjL
◦dxj/L
◦h′j(xj)dxj ,
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where hj(t) is the minimal polynomial of xj over K. Note that hj(t) = π
−p
j h(πjt).
Hence h′j(xj) = π
1−p
j h
′(πjxj) = π
1−p
j h
′(x) and using that dxj = π
−1
j dx we obtain
ΩL◦/K◦ =
⋃
j
π−1j K
◦dx/
⋃
j
π−pj h
′(x)K◦ = K◦◦r−1dx/K
◦◦
r−p|h′(x)|,
where we set K◦◦s = {a ∈ K| |a| > s}. Therefore, δL/K is as claimed.
It remains to estimate |h′(x)|, so let h(t) = tp +
∑p−1
i=0 ait
i. We claim that
|ai| < rp−i for i > 0. First, |ai| ≤ rp−i by [BGR84, Proposition 3.2.4/3]. If
eL/K = p then r
p−i /∈ |K×| for 0 < i < p, hence ai < rp−i. If fL/K = p then h˜(t) is
the minimal polynomial of x˜. Since L˜/K˜ is inseparable, h˜(t) is of the form tp − c
and hence |ai| < 1 = r for 0 < i < p. Thus,
|h′(x)| =
∣∣∣∣∣pxp−1 +
p−1∑
i=1
iaix
i−1
∣∣∣∣∣ ≤ max
(
|prp−1|, max
0<i<p
(|air
i−1|)
)
< rp−1
and we obtain that δL/K < 1, proving that L/K is not almost tame.
Case 2. L/K is finite, Galois and totally wildly ramified. In this case, L/K
splits into a tower of defectless wildly ramified extensions of degree p. Hence L/K
is not almost tame by Case 1.
Case 3. L/K is a composition of a tame extension F/K and a Galois totally
wildly ramified extension L/E (i.e. [L : E] = pn). Since L/K is not tame, we have
that n > 0 and hence L/K is not almost tame by Case 2.
Case 4. L/K is finite. By the standard ramification theory there exists a finite
tame extension F/L such that F/K splits into a composition of a tame extension
and a Galois totally wildly ramified extension. Since F/L is tame it is defectless
and hence F/K is defectless. Thus, F/K is not almost tame by Case 3, and since
F/L is almost tame we necessarily have that L/K is not almost tame.
Case 5. The general case. By definition, L/K contains a finite non-tame defect-
less subextension F/K, which is not almost tame by Case 4. Hence L/K is not
almost tame. 
5.5.10. Almost tame extensions: the summary. We can summarize a few above
results as follows.
Theorem 5.5.11. Assume that L/K is a separable algebraic extension of real-
valued fields, then
(i) L/K is almost tame if and only if it is either tame or almost unramified.
(ii) Assume that L/K is defectless; in particular, this is the case when L/K is
tame or |K×| is discrete. Then L/K is almost tame if and only if it is tame.
(iii) If |K×| is dense then L/K is almost tame if and only if L/K is almost
unramified.
5.5.12. Deeply ramified fields. Assume that the valuation on K is non-trivial. We
refer the reader to [GR03, Section 6.6] for the definition and basic properties of
deeply ramified fields. Recall that a real-valued field K is called deeply ramified if
Ω(Ks)◦/K◦ = 0, and by [GR03, Proposition 6.6.2] this condition can be weakened by
requiring that Ks/K is almost unramified (i.e. Ω(Ks)◦/K◦ almost vanishes). Fur-
thermore, any deeply ramified field is perfect by [GR03, Proposition 6.6.6(i)⇐⇒(ii)],
hence K is deeply ramified if and only if the algebraic closure Ka is almost unram-
ified over K.
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5.5.13. Almost tame fields. We extend the notion of deeply ramified fields by re-
placing almost unramified extensions with almost tame ones. Assume that K is a
real-valued field, whose valuation can be trivial. We say that K is almost tame if
the extension Ka/K is almost tame. For example, a trivially valued field is almost
tame if and only if it is perfect.
Remark 5.5.14. (i) Giving a name to a special class of valued fields K one often
refers either to the property of K over a ground valued field (e.g. over Qp) or to the
properties all extensions of K satisfy. It is slightly confusing but both approaches
are used in the theory of valued fields. On the one hand, deeply ramified extensions
are “deeply ramified” over a discretely valued subfield. On the other hand, in the
model theory of valued fields, K is called tame if the extension Ka/K is tame. Our
notion of almost tame fields is an analogue (and generalization) of this classical
notion.
(ii) Scholze defines in [Sch12, Section 3] perfectoid fields to be complete deeply
ramified fields of height one and positive residue characteristic. In a sense, the
condition of being perfectoid is a valuation-theoretic version of perfectness. So, it
seems natural to extend the class of perfectoid fields by allowing non-complete fields
and including perfect trivially valued fields and fields of residue characteristic zero.
As we are going to prove, this larger class coincides with the class of almost tame
fields. So, the notion “perfectoid” is a reasonable alternative to “almost tame”.
Theorem 5.5.15. A real-valued field K is almost tame if and only if at least one
of the following assertions is true: (i) K is a perfect trivially valued field, (ii)
char(K˜) = 0, (iii) K is deeply ramified.
Proof. We can assume that the valuation is non-trivial, as the other case is obvious.
If p = char(K˜) = 0 then any algebraic extension of K is tamely ramified, so K is
almost tame. In the sequel we assume that p > 0. If K is discretely valued then it
possesses wildly ramified extensions, so K is not almost tame by Lemma 5.5.7. If
|K×| is dense then there is no difference between almost tame and almost unramified
extensions. In particular, in this case K is almost tame if and only if it is deeply
ramified. 
Corollary 5.5.16. Assume that K is a real-valued field.
(i) If char(K) > 0 then K is almost tame if and only if it is perfect.
(ii) Assume that the valuation is non-trivial. Then K is almost tame if and only
if Ks/K is almost tame.
5.5.17. Separable extensions of almost tame fields. One can also characterize almost
tame fields in terms of separable extensions, at cost of considering transcendental
ones.
Theorem 5.5.18. Let K be a real-valued field. Then K is almost tame if and
only if for any separable extension of real-valued fields L/K the module ΩlogL◦/K◦ is
almost torsion free.
Proof. We start with the direct implication, so assume that K is almost tame. If
the valuation of K is trivial then the module ΩlogL◦/K◦ = Coker(ψ
log
L◦/K◦/Z) is torsion
free by [GR03, Corollary 6.5.21], so assume that the valuation is non-trivial. If
p = char(K˜) = 0 then ΩlogL◦/K◦ is torsion free by [GR03, Lemma 6.5.16], so assume
that p > 0. Then |K×| is dense and hence λL/K is an almost isomorphism by
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Corollary 5.3.3. So, it suffices to show that ΩL◦/K◦ is torsion free. Recall that K
is deeply ramified by Theorem 5.5.15 and hence ΩK◦ is divisible.
Case 1: char(K) = p. Then ΩL◦ = ΩL◦/Fp is torsion free by [GR03, Claim 6.5.21].
Thus ΩL◦/K◦ is the cokernel of the map ΩK◦⊗K◦L
◦ → ΩL◦ whose source is divisible
and target is torsion free. Hence ΩL◦/K◦ is torsion free.
Case 2: char(K) = 0. Consider the algebraic closure F = Ka provided with
an extension of the valuation. Let E be the composite valued field FL. Then
ΩL◦/K◦ ⊗L◦ E
◦ →֒ ΩE◦/K◦ by [GR03, Lemma 6.3.32(ii)], hence it suffices to show
that ΩE◦/K◦ is torsion free. The latter follows from the facts that ΩF◦/K◦ = 0
since K is deeply ramified and ΩE◦/F◦ is torsion free by [GR03, Lemma 6.5.20(i)].
Now, let us prove the inverse implication. The case when the valuation of K is
non-trivial follows from Corollary 5.5.16: if the torsion module Ωlog(Ks)◦/K◦ is almost
torsion free then it almost vanishes and hence Ks/K is almost tame. Assume,
now, that the valuation is trivial. It suffices to prove that if K is not perfect, say
a ∈ K \Kp, then there exists a separable extension L/K such that ΩlogL◦/K◦ contains
an essential torsion element. Let R be the localization of K[t] at the maximal ideal
generated by π = tp − a; it corresponds to a point x ∈ A1K with k(x) = K(a
1/p).
Then R is a discrete valuation ring of K(t) with uniformizer π and, since A1K is a
smooth K-curve, ΩR/K = Rdt is a free module with basis dt. The R-module Ω
log
R/K
is generated over ΩR/K by δπ subject to the relation πδπ − dπ = 0. Since dπ = 0,
we obtain that ΩlogR/K = R⊕R/πR and δπ is a non-trivial torsion element. 
Remark 5.5.19. It might look surprising that R with the log structure generated
by π is not log smooth over K. The reason for this is that the log structure is
geometrically “non-reduced” over K because π = (t− a1/p)p in R⊗K K(a1/p).
5.6. Ka¨hler seminorms and field extensions. Assume that L/K is an exten-
sion of real-valued fields and A → K is a homomorphism of rings. In this section
we will apply the theory of real-valued field extensions to compare the Ka¨hler semi-
norms | |Ω,K/A and | |Ω,L/A on ΩL/A and ΩK/A, respectively.
5.6.1. The map ψL/K/A. The two seminorms are related by the non-expansive map
ψL/K/A : ΩK/A ⊗K L→ ΩL/A,
where the seminorm on the source is the base change of ‖ ‖Ω,K/A. Naturally, we
say that ‖ ‖Ω,K/A and ‖ ‖Ω,L/A agree if ψL/K/A is an isometry. For shortness,
the seminorms on both sides of ψL/K/A will be denoted ‖ ‖. This is safe since we
consider only one seminorm on each vector space.
To study ψL/K/A it is useful to consider the following commutative diagram
ΩlogK◦/A◦ ⊗K◦ L
◦
ζ


ψlog
L◦/K◦/A◦
// ΩlogL◦/A◦
ε


// ΩlogL◦/K◦
//
λ


0
(ΩlogK◦/A◦ ⊗K◦ L
◦)tf
 _
α

φ
// (ΩlogL◦/A◦)tf _
β

// Coker(φ)
γ

// 0
ΩK/A ⊗K L
ψL/K/A
// ΩL/A // ΩL/K // 0,
(2)
38 MICHAEL TEMKIN
where the top and the bottom rows are the first fundamental sequences. Note that
the source and the target of φ are the almost unit balls of the two seminorms by
Theorem 5.1.8.
Lemma 5.6.2. Keep the above notation. Then ψL/K/A is an isometry if and only
if Ker(φ) is divisible and Coker(φ) contains no essential torsion elements.
Proof. By Corollary 5.1.9, ψL/K/A is an isometry if and only if φ is an isometry
with respect to the adic seminorm. It remains to use Lemma 2.3.5(ii). 
5.6.3. Separable algebraic extensions. Note that ψL/K/A is an isomorphism when-
ever L/K is separable and algebraic.
Theorem 5.6.4. Assume that L/K is a separable algebraic extension of real-valued
fields and A→ K is a homomorphism.
(i) If L/K is almost tame then the isomorphism ψL/K/A is an isometry.
(ii) Assume that ΩlogL◦/A◦ is torsion free. Then ψL/K/A is an isometry if and only
if L/K is almost tame. Moreover, the content of the quotient of the unit balls of
the two seminorms equals to δlogL/K .
Proof. Note that ΩlogL◦/K◦ is a torsion module because Ω
log
L◦/K◦ ⊗L◦ L = ΩL/K = 0.
(i) Being a quotient of ΩlogL◦/K◦ , the module Coker(φ) in diagram (2) is almost
zero. In addition, Ker(φ) ⊆ Ker(ψL/K/A) = 0. Thus, (i) follows from Lemma 5.6.2.
(ii) The kernel of ψlogL◦/K◦/A◦ almost vanishes by Lemma 5.4.5, hence its source is
almost torsion free. Thus, ε is an isomorphism and ζ is an almost isomorphism, in
particular, ψlogL◦/K◦/A◦ is almost isomorphic to φ. By Theorem 5.1.8, ψ
log
L◦/K◦/A◦ is
almost isomorphic to the embedding of the unit balls. Therefore, the quotient of the
unit balls is almost isomorphic to ΩlogL◦/K◦ giving rise to equality of the contents. 
5.6.5. Dense extensions. Another case that will be very important in the sequel is
when K is dense in L, for example, K = κ(x) and L = H(x).
Theorem 5.6.6. Assume that L/K is an extension of real-valued fields such that
K is dense in L, and let A → K be a homomorphism of rings. Then the map
ψL/K/A is an isometry with a dense image.
Proof. Density of the image follows from Corollary 4.2.9. Set χ = ψlogL◦/K◦/A◦
for shortness. To prove that ψL/K/A is an isometry we recall that Coker(χ) is
a vector space and Ker(χ) is divisible by Lemma 5.4.7. Let χtor and χtf be the
maps χ induces between the torsion submodules and the torsion free quotients of
its arguments. In particular, χtf is the map φ from diagram (2). The snake lemma
yields an exact sequence
Ker(χ)
β
→ Ker(φ)→ Coker(χtor)
α
→ Coker(χ)→ Coker(φ)→ 0.
Since Coker(χ) is torsion free and Coker(χtor) is torsion, α = 0 and so Coker(φ) =
Coker(χ) is a vector space. In addition, the torsion free group Ker(φ) is an extension
of the divisible group Im(β) by the torsion group Coker(χtor). It follows easily that,
in fact, Ker(φ) = Im(β). Thus, Ker(φ) is divisible and hence ψL/K/A is an isometry
by Lemma 5.6.2. 
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Corollary 5.6.7. In the situation of Theorem 5.6.6, the completion of ψ̂L/K/A is
an isometric isomorphism. In particular, Ω̂K/A
∼
−→Ω̂L/A.
5.7. Ka¨hler seminorms and monomial valuations. In this section we study
finitely generated extensions L/K such that L◦/K◦ behaves similarly to log smooth
extensions, though it does not have to be finitely presented.
5.7.1. Orthonormal bases of ΩL/K . Note that if t1, . . . , tn is a separable transcen-
dence basis of a field extension L/K then dt1, . . . ,dtn is a basis of ΩL/K . The
following result is an immediate corollary of Theorem 5.1.8.
Lemma 5.7.2. Given an extension of real-valued fields L/K with a separable tran-
scendence basis t1, . . . ,tn consider the following conditions:
(i) ΩlogL◦/K◦ is a free L
◦-module with basis δt1, . . . ,δtn.
(ii) dt1t1 , . . . ,
dtn
tn
is an orthonormal basis of ΩL/K.
Then (i) =⇒ (ii) and the conditions are equivalent whenever ΩlogL◦/K◦ is torsion
free.
5.7.3. Generalized Gauss valuations. We will use the underline to denote tuples,
e.g. r = (r1, . . . ,rn). Assume that K is a real-valued field and A = K[t] for
t = (t1, . . . ,tn). For any tuple r = (r1, . . . ,rn) ∈ R
n
>0 by | |r we denote the
generalized Gauss valuation on A defined by the formula∣∣∣∣∣ ∑
i∈Nn
ait
i
∣∣∣∣∣
r
= max
i
(
|ai|r
i
)
= max
i
|ai| n∏
j=1
r
ij
j
 .
The normed ring (A, | |r) will be denotedK[t]r. Since | |r is multiplicative it extends
to a norm on K(t) that will be denoted by the same letter, and we use the notation
(K(t), | |r) = K(t)r. The following lemma indicates that (K(t)r)◦/K◦ behaves as
a log smooth extension.
Lemma 5.7.4. Assume that K is a real-valued field, r1, . . . ,rn > 0 and L =
K(t1, . . . ,tn)r. Then Ω
log
L◦/K◦ is a free L
◦-module with basis δt1, . . . ,δtn.
Proof. By Lemma 5.1.4 it suffices to show that for any L◦-module M and elements
m1, . . . ,mn there exists a unique log K
◦-derivation (d, δ) : (L◦, L◦ \ {0})→M such
that δti = mi. If u ∈ K[t] satisfies |u|r = 1 then u ∈ (L◦)× and u =
∑
l∈Nn alt
l,
where |altl| ≤ 1, so we set
δu = u−1
(∑
l∈Nn
n∑
i=1
lialt
lmi
)
.
Since |L×| = |K×|rZ1 . . . r
Z
n , an arbitrary element z ∈ L
◦ is of the form atlu/v for
l ∈ Zn, a ∈ K and u, v ∈ K[t] with |u|r = |v|r = 1, so we set δz = lδt + δu − δv
and dz = zδz. It is a direct check that the so defined (d, δ) is a log K◦-derivation.
Any other log K◦-derivation should satisfy the same formulas for δu, δz and dz, so
uniqueness is clear. 
5.7.5. A characterization of Gauss valuations. Under mild technical assumptions,
one can also characterize generalized Gauss valuations in terms of ΩlogL◦/K◦ .
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Lemma 5.7.6. Let L = K(t1, . . . ,tn)/K be a purely transcendental extension of
real-valued fields, let ri = |ti|, let p = exp.char(K˜), and assume that K˜ is perfect
and |K×| is p-divisible. If dt1t1 , . . . ,
dtn
tn
is an orthonormal basis of ΩL/K then L =
K(t1, . . . ,tn)r as a valued field.
Proof. Assume that, conversely, the valuation | | on L is not generalized Gauss with
respect to t. Then the valuation on K[t] is strictly dominated by | |r, in particular,
there exists a polynomial f(t) =
∑
l∈Nn alt
l in L◦ such that |f | < |f |r = maxl|al|rl.
Removing all monomials of absolute value strictly smaller than |f |r we can achieve
that the following condition holds: (*) |f | < |f |r and |alt
l| = |f |r for each al 6= 0.
Choose f satisfying (*) and of minimal possible degree. We claim that if p > 1
then not all monomials are p-th powers. Indeed, assume that the claim fails, say
f =
∑
l∈pNn alt
l. By our assumption on K, for any a ∈ K there exists b ∈ K with
|a− bp| < |a|. Indeed, since |K×| is p-divisible we have that a = xpy with |y| = 1,
and using that K˜ is perfect we can find z ∈ K with y˜ = z˜p. Then b = xz is as
required. Now, for any al fix bl such that |b
p
l − al| < |al|. Clearly,
∑
l∈pNn b
p
l t
l
satisfies (*) and hence
∑
l∈Nn bplt
l also satisfies (*), but its degree is smaller than
that of f . It follows that there exists l ∈ Nn and 1 ≤ i ≤ n such that al 6= 0 and
|li| = 1.
Since the basis dt1t1 , . . . ,
dtn
tn
of ΩL/K is orthonormal, |f | ≥ ‖df‖Ω and
df =
∑
l∈Nn
n∑
i=1
lialt
l dti
ti
,
the inequality |lialtl| ≤ |f | holds for any choice of l and i. However, |lialtl| =
|alt
l| = |f |r > |f | for the choice with al 6= 0 and |li| = 1, a contradiction. 
5.7.7. t-monomial valuations. Let L/K be an extension of real-valued fields and
t = (t1, . . . ,tn) a tuple of elements of L. We say the valuation on L is t-monomial
with respect to K if the induced valuation on k[t] is a generalized Gauss valuation.
This happens if and only if L contains the valued subfield K(t)r where ri = |ti|.
All results proved in Section 5.7 can be summarized as follows.
Theorem 5.7.8. Assume that L/K is an extension of real-valued fields with a
separable transcendence basis t1, . . . ,tn. Consider the following conditions:
(i) The valuation on L is t-monomial and ΩlogL◦/K(t)◦ = 0.
(ii) ΩlogL◦/K◦ is a free L
◦-module with basis δt1, . . . ,δtn.
(iii) dt1t1 , . . . ,
dtn
tn
is an orthonormal basis of ΩL/K .
(iv) ‖ dt1t1 ∧ · · · ∧
dtn
tn
‖Ωn = 1 in Ω
n
L/K .
Then (i) =⇒ (ii) =⇒ (iii)⇐⇒(iv). Furthermore, if K is almost tame then all
four conditions are equivalent.
Proof. (i) =⇒ (ii) Set F = K(t). By the first fundamental sequence, we have a
surjective map ψ◦ : ΩlogF◦/K◦ ⊗F◦ L
◦ → ΩlogL◦/K◦ , which becomes the isomorphism
ψ : ΩF/K ⊗F L
∼
−→ΩL/K after tensoring with L. In particular, the kernel of ψ
◦ is
torsion. By Lemma 5.7.4, the source of ψ◦ is a free module with basis δt1, . . . ,δtn.
So, the kernel of ψ◦ is trivial, and hence ψ◦ is an isomorphism.
(ii) =⇒ (iii) This is covered by Lemma 5.7.2
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(iii)⇐⇒(iv) The direct implication is obvious. Conversely, assume that (iii) fails.
Then the latticeM generated by the elements ei =
dti
ti
is strictly smaller than Ω⋄L/K
and hence there exists a lattice M ′ such that M ( M ′ ⊆ Ω⋄L/K . Choose a basis
e′1, . . . ,e
′
n of M
′ then
1 ≥ ‖e′1 ∧ · · · ∧ e
′
n‖Ωn = [M
′ :M ] · ‖e1 ∧ · · · ∧ en‖Ωn ,
and since [M ′ : M ] > 1 we obtain that (iv) fails.
Finally, assume that K is almost tame, in particular, ΩlogL◦/K◦ is torsion free.
Then the implication (iii) =⇒ (ii) follows from Lemma 5.7.2. Assume, now, that
(ii) holds; in particular, ψ◦ is surjective and hence ΩlogL◦/F◦ = 0. Furthermore, the
isomorphism ψ is non-expansive and ‖ dtiti ‖Ω ≤ 1 in its source. Therefore, ψ is an
isometry and dt1t1 , . . . ,
dtn
tn
is an orthonormal basis of ΩF/K . By Lemma 5.7.6, the
valuation on F is generalized Gauss, i.e. L is t-monomial. 
Remark 5.7.9. The assumption that K is almost tame in Theorem 5.7.8 is needed
for the implication (iii) =⇒ (ii) even when n = 1 and K is trivially valued. For
example, assume that p = char(K) > 0 and a ∈ K◦ is such that a˜ /∈ K˜p and define
the norm on L = K(t) so that |tp − a| = r for some r ∈ (0, 1) and the norm is
(tp − a)-monomial. Then one can check that ΩlogL◦/K◦ is a direct sum of L
◦δt and
an essential torsion submodule generated by δ(tp−a), and hence dtt is of norm one.
Note that ΩlogL◦/K◦ is not free in this case, although its torsion free quotient is free
with basis δt. In the particular case of the trivial valuation, the same example in a
non-complete setting was already used in the end of proof of Theorem 5.5.18.
6. Metrization of ΩX/S
Throughout Section 6, f : X → S denotes a morphism of k-analytic spaces. In
the case of sheaves, | | will always denote spectral seminorms on the structure
sheaves and their stalks, and ‖ ‖ will always denote Ka¨hler seminorms (defined
below) on sheaves of pluriforms and their stalks.
6.1. Ka¨hler seminorm on ΩX/S . In this section we introduce a seminorm ‖ ‖ =
‖ ‖Ω,X/S on ΩX/S . We will mention Ω and X/S in the notation only when a
confusion is possible.
6.1.1. The definition. The construction is straightforward: we simply sheafify the
presheaf of Ka¨hler seminorms on affinoid algebras. Let C be the full subctegory of
XG whose objects are affinoid domains V =M(B) in X such that f(V ) is contained
in an affinoid domain U =M(A) ⊆ S. Note that ΩX/S(V ) = Ω̂B/A, in particular,
Ω̂B/A is independent of the choice of U . Furthermore, the Ka¨hler seminorm on
Ω̂B/A is the quotient of the Ka¨hler seminorm on Ω̂A/k by Lemma 4.2.2(i), hence it
is independent of U too and we can denote it ‖ ‖′B/S . This construction produces
a locally bounded pre-quasi-norm ‖ ‖′ on the restriction of ΩX/S to C. Its sheafifi-
cation is a seminorm on ΩX/S |C , and we can extend this seminorm to a seminorm
‖ ‖ = ‖ ‖Ω,X/S on the whole ΩX/S since C is cofinal in XG. We call ‖ ‖Ω,X/S the
Ka¨hler seminorm of X/S.
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Remark 6.1.2. (i) By definition, if V is a domain in X and φ ∈ ΩX/S(V ) then
‖φ‖V = inf maxi‖φ‖′Ai/S , where the infimum is over admissible coverings V = ∪iVi
with Vi =M(Ai) in C.
(ii) We do not study the question whether ‖ ‖V = ‖ ‖′V for any V in C (i.e.,
whether ‖ ‖′ is already a seminorm on ΩX/S |C). This is not essential for our needs
because all results about ‖ ‖ will be proved using stalks.
6.1.3. The universal property. The universal property satisfied by Ka¨hler semi-
norms of seminormed rings, see Lemma 4.1.3(i), and the universal property of
sheafification, see Lemma 3.1.5, imply the following characterization of ‖ ‖.
Lemma 6.1.4. The Ka¨hler seminorm ‖ ‖Ω,X/S is the maximal seminorm on ΩX/S
that makes the differential d : OX → ΩX/S a non-expansive map.
6.1.5. Unit balls. There is an alternative approach to Ka¨hler seminorms via unit
balls. It is more elementary but less robust and we will not use it. For the sake of
completeness we outline it in the following remark leaving some simple verifications
to the interested reader.
Remark 6.1.6. (i) If |k×| is dense then Lemma 6.1.4 provides a simple way to
describe the unit ball Ω⋄X/S of ‖ ‖, and we obtain another way to define ‖ ‖.
This involves the sheaf-theoretic extension of the terminology of Section 2.4. Let
BX/S = O
◦
XG
dO◦XG denote the subsheaf of O
◦
XG
-modules of ΩX/S generated by
dO◦XG . Lemma 6.1.4 implies that ‖ ‖ is the maximal seminorm whose unit ball
contains dO◦X/G, hence BX/S is an almost unit ball of ‖ ‖ and the unit ball Ω
⋄
X/S
is the almost isomorphic envelope of BX/S .
(ii) Let k be arbitrary. Already for the unit disc E = M(k{t}), the inclusion
i : BE/k →֒ Ω
⋄
E/k is usually not an isomorphism. For example, if x is the maximal
point of a disc around zero of radius r /∈ |k×|Q then dtt is contained in Ω
⋄
E/k,x but
not in BE/k,x. Moreover, if |k
×| is discrete then i is not even an almost isomorphism.
This example suggests that one can improve the situation by adding logarithmic
differentials of units, so we set
BlogX/S = BX/S +O
◦
XGδO
×
X/S ,
where δ : O×X/S → ΩX/S is the logarithmic differential. It is easy to see that B
log
X/S ⊆
Ω⋄X/S and the inclusion is an equality for E/k. It is an interesting question whether
BlogX/S = Ω
⋄
X/S in general.
6.1.7. The stalks and the fibers. Our next aim is to study local behavior of the
Ka¨hler seminorm ‖ ‖ at points of X . Given x ∈ X with s = f(x), fix an affinoid
domain U =M(A) containing s and let {Vλ =M(Bλ)}λ be the family of affinoid
domains in X such that x ∈ Vλ and f(Vλ) ⊆ U . Provide ΩX/S,x with the stalk
seminorm ‖ ‖x, then we saw in §6.1.1 that ΩX/S,x is the filtered colimit of the
seminormed A-modules Ω̂Bλ/A (see §2.2.11). In fact, ΩX/S,x is an (uncompleted)
filtered colimit of completed modules of differentials, so it can be informally thought
of as a partial completion of ΩOx/Os , where we set Ox = OXG,x and Os = OSG,s for
METRIZATION OF DIFFERENTIAL PLURIFORMS ON BERKOVICH SPACES 43
shortness. Consider the following commutative diagram of seminormed modules
ΩBλ/A
αλ
// //
βλ

Ω̂Bλ/A
γλ

ψλ
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
ΩOx/Os
αx
// ΩX/S,x
ψx
// Ω̂H(x)/H(s),
(3)
where ψx is the non-expansiveA-homomorphism induced by the A-homomorphisms
ψλ via the universal property of colimits.
Theorem 6.1.8. Keep the above notation. Then αx and ψx are isometries with
dense images. In particular, Ω̂H(x)/H(s) is the completion of both ΩX/S,x and
ΩOx/Os .
Proof. By Lemma 4.2.11, ΩOx/Os = colimλΩBλ/A as seminormed modules. In
particular, αx is the colimit of isometries with dense images αλ, and hence αx
itself is an isometry with a dense image. Therefore, it suffices to show that the
map ΩOx/Os → Ω̂H(x)/H(s) is the completion homomorphism. Indeed, the surjec-
tion ΩOx/Os → ΩκG(x)/κG(s) is an isometry by Corollary 4.2.4 and Ω̂κG(x)/κG(s) =
Ω̂H(x)/H(s) by Corollary 5.6.7. 
Corollary 6.1.9. In the situation of Theorem 6.1.8, ψx identifies the completed
fiber ̂ΩX/S(x) with Ω̂H(x)/H(s).
Remark 6.1.10. (i) Corollary 6.1.9 provides an alternative way to define ‖ ‖x. In-
stead of the colimit definition in §6.1.7, one can simply induce ‖ ‖x from Ω̂H(x)/H(s)
by the rule ‖φ‖x = ‖ψx(φ)‖Ω̂,H(x)/H(s) for φ ∈ ΩX/S,x.
(ii) Even more importantly, the corollary provides a convenient way to compute
the values of ‖ ‖x since the finite-dimensional normed vector spaces Ω̂H(x)/H(s) are
often pretty explicit. For comparison, we note that it is not clear how to describe
the fiber ΩX/S(x) in terms of κG(x)/κG(s). One can only say that ΩX/S(x) is a
finite-dimensional quotient, in fact, a partial completion of the huge vector space
ΩκG(x)/κG(s). However, the seminorm of ΩX/S(x) can still have a non-trivial kernel.
6.1.11. Ka¨hler seminorms on pluriforms. By the constructions of §3.1.7, ‖ ‖Ω in-
duces seminorms on the sheaves obtained from ΩX/S by tensor products, symmet-
ric powers and exterior powers. In particular, it induces a canonical seminorm
‖ ‖(ΩlX )⊗m on the sheaf of pluriforms (Ω
l
X)
⊗m, that will be called Ka¨hler seminorm
too.
Of particular interest will be the situation when X → S is quasi-smooth of rela-
tive dimension n. Then the relative canonical sheaf ωX/S =
∧n
ΩX/S is invertible,
as well as the relative pluricanonical sheaves ω⊗mX/S . The corresponding seminorms
will be denoted ‖ ‖ω and ‖ ‖ω⊗m .
6.1.12. Analyticity of the seminorms. We have already used Corollary 5.6.7 when
studying the stalk seminorms of ‖ ‖. As another application, let us show that all
seminorms we have constructed are analytic.
Theorem 6.1.13. The seminorm ‖ ‖Ω and the induced seminorms on the sheaves
obtained from ΩX/S by tensor products, symmetric powers and exterior powers are
analytic.
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Proof. By Remark 3.3.4(ii), analyticity is G-local, hence it suffices to consider the
case when X is affinoid. In the sequel ΩX/S denotes the OX -module and the OXG -
module will be denoted ΩXG/SG . By Lemma 3.3.12(i)⇐⇒(iii) we should prove that
for each x ∈ X the map h : ΩX/S,x → ΩXG/SG,x is an isometry with respect to
the stalks of ‖ ‖Ω. It suffices to check that the completion of h is an isometry and
we know by Theorem 6.1.8 that the completion of ΩXG/SG,z is Ω̂H(x)/H(s). So, it
suffices to check that Ω̂H(x)/H(s) is also the completion of ΩX/S,x, and for this we
will copy the argument from the proof of Theorem 6.1.8 but with sheaves in the
usual topology.
Set s = f(x), Ox = OX,x and Os = OS,s, and provide Ωκ(x)/κ(s) with the Ka¨hler
seminorm. We claim that Ω̂H(x)/H(s) is the completion of ΩOx/Os . Indeed, the
surjection ΩOx/Os → Ωκ(x)/κ(s) is an isometry by Corollary 4.2.4 and Ω̂κ(x)/κ(s) =
Ω̂H(x)/H(s) by Corollary 5.6.7. 
6.2. Examples. In this section, we compute ‖ ‖Ω and its completed fibers in a few
basic cases. We try to choose simple examples that illustrate the general situation.
In particular, we will see that ‖ ‖Ω discovers a rather subtle behavior even in the
one-dimensional case.
6.2.1. The case of a disc. Assume that k = ka and X = M(k{T }) is the unit
disc. Then ΩX is a free sheaf with basis dT , so we can identify it with OX by
sending dT to 1. Let r(x) be the radius function, i.e. r(x) is the infimum of radii
of subdiscs of X containing x. We claim that ‖dT ‖x = r(x) for any x ∈ X . If
x is contained in a disc of radius s with center at a then |T − a|x ≤ s and hence
‖dT ‖x = ‖d(T − a)‖x ≤ s. The function ‖dT ‖ : X → R≥0 is semicontinuous by
Theorem 6.1.13, therefore it suffices to check that ‖dT ‖x ≥ r(x) at a type 2 or 3
point x. In such case, replacing T by a suitable T−a with a ∈ k we can achieve that
|T |x = r(x) and the valuation on H(x) is T -monomial. But then ‖
dT
T ‖Ω,H(x)/k = 1
by Theorem 5.7.8(i) =⇒ (iii), and so ‖dT ‖x = |T |x = r(x).
The formula for ‖dT ‖ implies that its maximality locus consists of a single point,
the maximal point of X . Another consequence is that ‖ ‖ is the seminorm corre-
sponding to r(x) in the sense of Lemma 3.3.10.
Remark 6.2.2. The radius function r(x) is upper semicontinuous but not contin-
uous, and this is a typical behavior for functions of the form ‖φ‖. This indicates
that the Ka¨hler seminorm on ΩX/S is very different from the spectral seminorm on
OXG even when ΩX/S is invertible. For example, if X is a curve and f ∈ Γ(OXG)
is a global function then |f | is locally constant outside of a finite graph. On the
other hand, if φ ∈ Γ(ΩX) then for any type 2 point x the value of ‖φ‖ decreases
in almost all directions leading from x. This property is tightly related to the fact
that the maximality locus of such φ is a finite graph. Also, this indicates that the
unit balls Ω⋄X/S are usually huge O
◦
XG
-modules.
6.2.3. Rigid points: perfect ground field. Assume that k is perfect. Let x ∈ X be any
point with H(x) ⊆ k̂a, for example, a rigid point (i.e. a point with [H(x) : k] <∞),
or a type 1 point on a curve. Note that Ω̂H(x)/k = 0, since k
a ∩ H(x) is dense
in H(x) by Ax-Sen-Tate theorem, see [Ax70]. Therefore, any differential form φ
satisfies ‖φ‖Ω,x = 0 by Corollary 6.1.9
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6.2.4. Rigid points: non-perfect ground field. If k is not perfect then the situation
is different. For example, assume that x is a rigid point with l = H(x) inseparable
over k; a disc contains plenty of such points, e.g. the points given by T p − a = 0
for a ∈ k \ kp. One can easily give examples when Ka¨hler seminorm on the finite
dimensional vector space Ωl/k is a norm and hence Ω̂l/k = Ωl/k 6= 0. (Probably, this
is always the case since k is complete.) On the other hand, Ω̂l/k is the completion
of ΩX/k,x, so the seminorm on the latter does not vanish.
Let us outline a concrete particular case. Assume that l = k(α) is a purely insep-
arable extension of k of degree p; in particular, Ωl/k = ldα. Then r = infc∈k|α− c|
is positive since k is complete. Since dα = d(α − c), we obviously have that
‖dα‖Ω,l/k ≤ r. One can check straightforwardly that the choice of ‖dα‖ = r
makes the map dl/k non-expansive, so, in fact, ‖dα‖Ω,l/k = r. In particular, if T is
the coordinate on X = A1k and x ∈ X is the type 1 point given by T
p = a, then
‖dT ‖x = s1/p, where s = infc∈k|a− cp|.
6.2.5. Disc over non-perfect field. Assume that char(k) = p > 0 and k˜ is not
perfect and let X = M(k{T }). Choose any a ∈ k◦ such that a˜ /∈ k˜p and let x be
the rigid point given by T p = a. Then ‖dT ‖x = 1 by §6.2.4, and we claim that,
more generally, ‖dT ‖ = 1 on the whole line connecting x with the maximal point
of X . In particular, the maximum locus of ‖dT ‖ contains a huge subgraph, whose
combinatorial cardinality (i.e. the cardinality of the set V ∪E of vertices and edges)
is easily seen to be equal to the cardinality of k (it is infinite since k˜ 6= k˜p).
To verify our claim, let q be the maximal point of the disc around x given by
|T p − a| ≤ r. Set S = T p − a and L = k̂(S) ⊆ H(q), then the valuation on L is
S-monomial and hence infc∈L|S + a− cp| = 1. Since T = (a+ S)1/p we obtain by
§6.2.4 that ‖dT ‖Ω,H(q)/L = 1, and hence ‖dT ‖Ω,H(q)/k ≥ 1. The opposite inequality
is obvious, so ‖dT ‖q = ‖dT ‖Ω,H(q)/k = 1.
Remark 6.2.6. In the mixed characteristic case the situation is even weirder. On
the one hand, the Ka¨hler seminorm vanishes at rigid points, but on the other hand,
if k˜ is not perfect, say a˜ /∈ k˜p, and I is the interval connecting x = (T p − a)
with the maximal point q then a similar argument shows that ‖dT ‖ = 1 on some
neighborhood of q in I. In fact, the maximality locus of ‖dT ‖ is a huge tree with
root q but its leaves are points of type 2.
6.3. Ka¨hler seminorms and base changes.
6.3.1. Domination. For general base changes, Ka¨hler seminorms are related as fol-
lows.
Lemma 6.3.2. Assume that X → S and S′ → S are morphisms of k-analytic
spaces and X ′ = X ×S S′. Let φ ∈ Γ(ΩX/S) and let φ
′ ∈ Γ(ΩX′/S′) be the pullback
of φ. Then for any point x′ ∈ X ′ with image x ∈ X one has that ‖φ′(x′)‖ ≤ ‖φ(x)‖.
In other words, the pullback of ‖ ‖Ω,X/S (see §3.3.8) dominates ‖ ‖Ω,X′/S′ .
Proof. Let s ∈ S and s′ ∈ S′ be the images of x′. Unrolling the definitions of
the Ka¨hler seminorms and the pullback operation we see that the assertion of the
lemma reduces to the claim that the map Ω̂H(x)/H(s) ⊗H(x) H(x
′) → Ω̂H(x′)/H(x)
is non-expansive. The latter follows straightforwardly from the definition of the
seminorm on the source: similarly to the argument in Lemma 4.2.6, all inequalities
defining the seminorm of the source hold in the target. 
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Remark 6.3.3. (i) The domination of seminorms from Lemma 6.3.2 is not an
equality in general. We will later see that this is often the case when X is a disc,
S =M(k) and S′ =M(l) for a finite wildly ramified extension l/k. One can also
provide a characteristic-free example. Assume that k = ka, S =M(k) and X = S′
is the unit disc over k, and let x = s′ be a point. It is easy to see that the fiber
over (x, s′) in X ′ contains a type 1 point x′. So, ‖ ‖x′ = 0 by §6.2.3. On the other
hand, if r(x) > 0 then ‖ ‖x 6= 0.
(ii) At first glance, the above examples are surprising because in the context of
seminormed rings, Ka¨hler seminorms are compatible with base changes by Lemma 4.2.6.
However, we use structure sheafs provided with the spectral seminorms in the def-
inition of Ka¨hler seminorms, while the tensor seminorms do not have to be spec-
tral. For example, if E/k and F/k are finite extensions of analytic fields such
that K = E ⊗k F is a field, the tensor norm on K can be strictly larger than the
valuation. As we will prove below, this phenomenon may only happen when the
extensions are wild.
6.3.4. Universally spectral norms. Remark 6.3.3(ii) motivates the following defini-
tion. We say that a Banach k-algebraA is spectral if its norm is power-multiplicative.
In other words, | |A coincides with the spectral seminorm. We say that a Banach k-
algebra is universally spectral if A⊗̂kl provided with the tensor seminorm is spectral
for any extension of analytic fields l/k.
Remark 6.3.5. (i) The condition that a Banach algebra is spectral is an analogue
of reducedness in the usual ring theory. Thus, universal spectrality can be viewed
as an analogue of geometric reducedness over a field.
(ii) For comparison, we note that a point x ∈ X was called universal by Poineau,
see [Poi13, Definition 3.2], if the tensor norm on H(x)⊗̂kl is multiplicative for
any l/k (originally, universal norms were called peaked, see [Ber90, Section 5.2]).
The algebraic analogue of the property that a Banach field is universal over k is
geometrical integrality.
6.3.6. Defectless case. One can show that an algebraic extension is universally spec-
tral if and only if it is almost tame, but this will be worked out elsewhere. Here we
only check this for defectless extensions.
Lemma 6.3.7. Assume that K/k is a finite defectless extension of analytic fields.
Then K is universally spectral over k if and only if K/k is tame.
Proof. Throughout the proof, given an analytic k-field l we set L = K ⊗k l and
provide it with the tensor seminorm ‖ ‖L. Let k˜gr = ⊕r>0k˜r be the R>0-graded
reduction of k, and define L˜gr, K˜gr and l˜gr similarly. Also, let L˜
′
gr be the R>0-
graded ring associated with the filtration on L induced by ‖ ‖L; in particular,
L˜′gr = L˜gr only when ‖ ‖L coincides with the spectral seminorm. Note that ‖ ‖L is
not spectral if and only if ‖xn‖L < ‖x‖
n
L for some x and large n, and this happens
if and only if x˜ is a homogeneous nilpotent element of L˜′gr. Thus, ‖ ‖L is spectral
if and only if the graded ring L˜′gr is reduced in the sense of graded commutative
algebra of [Tem04, Section 1]. (This also reinforces Remark 6.3.5(i).)
Since K/k is defectless, K possesses an orthogonal k-basis a1, . . . ,an. Then, this
basis is also an orthogonal basis of L over l and hence a˜1, . . . ,a˜n is a basis of both
K˜gr over k˜gr and L˜
′
gr over l˜gr. In particular, we obtain that L˜
′
gr = K˜gr ⊗k˜gr l˜gr.
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Now, let us prove the lemma. The extension K/k is tame if and only if K˜/k˜
is separable and |K×|/|k×| has no p-torsion. By [Duc13, Proposition 2.10 ] the
latter happens if and only if the extension of graded fields K˜gr/k˜gr is separable (in
the graded setting). This implies that for any extension of analytic fields l/k, the
graded l˜gr-algebra K˜gr⊗k˜gr l˜gr is reduced, and as we saw above this happens if and
only if the tensor seminorm on K ⊗k l is spectral.
Conversely, if K/k is wild then we showed in the above paragraph that K˜gr/k˜gr
is not separable. For simplicity take l = k̂a (in fact, l = K would suffice). Then
l˜gr is an algebraically closed graded field and K˜gr ⊗k˜gr l˜gr is an inseparable finite
l˜gr-algebra. By [Duc13, 1.14.3], this implies that K˜gr ⊗k˜gr l˜gr is not reduced, and
hence ‖ ‖L is not spectral. 
Corollary 6.3.8. Any tame extension is universally spectral.
Proof. This follows from the lemma since any tame extension is defectless. 
6.3.9. Residually tame morphisms. We say that a morphism g : S′ → S is resid-
ually tame (resp. residually unramified) at s′ ∈ S′ if the extension of completed
residue fields H(s′)/H(s), where s = g(s′), is finite and tame (resp. unramified). A
morphism is residually tame or residually unramified if it is so at all points of the
source.
6.3.10. Compatibility with base changes. In view of Remark 6.3.3(i), one has to re-
strict base change morphisms in order to ensure compatibility of Ka¨hler seminorms
with the base change. Here is a natural way to impose such a restriction.
Theorem 6.3.11. Let f : X → S and g : S′ → S be two morphisms of analytic
k-spaces. Assume that for any point s′ ∈ S′ with s = g(s′) the field H(s′) is finite
and universally spectral over H(s) (by Corollary 6.3.8 this includes the case of a
residually tame g). Then the pullback of the Ka¨hler seminorm on ΩX/S coincides
with the Ka¨hler seminorm on ΩX×SS′/S′ .
Proof. Fix a point x′ ∈ X ′ = X ×S S
′ and let x ∈ X , s′ ∈ S′ and s ∈ S be its
images. Set also K = H(s), K ′ = H(s′), L = H(x), and L′1 = H(x
′). We should
prove that if φ ∈ ΩX/S,x and φ
′ ∈ ΩX′/S′,x′ is its pullback then ‖φ‖x = ‖φ
′‖x′. By
Corollary 6.1.9, the values of the seminorms can be computed at Ω̂L/K and Ω̂L′1/K′ ,
respectively. This reduces the question to proving that the map ψ : Ω̂L/K ⊗L L
′
1 →
Ω̂L′1/K′ is an isometry.
Consider the seminormed ring L′ = L⊗KK ′ and note that λ : Ω̂L/K⊗LL
′ ∼−→Ω̂L′/K′
is an isometry by Lemma 4.2.6. In addition, L′ is reduced since it is spectral, and
L′ is a finite L-algebra since K ′/K is finite. Hence L′
∼
−→
∏n
i=1 L
′
i, where L
′
i are
extensions of L and L′1 is as defined earlier. We claim that this isomorphism is
also an isometry. Indeed, the right-hand side is provided with the sup seminorm
hence this follows from [BGR84, Theorem 3.8.3/7]. Thus, ΩL′/K′ =
∏n
i=1ΩL′i/K′
and hence ψ′ : Ω̂L′/K′ ⊗L′ L
′
1 → Ω̂L′1/K′ is an isometric isomorphism. Therefore,
the composition ψ = ψ′ ◦ (λ⊗L′ L′1) is an isometry. 
Let us record the most important particular cases of the theorem.
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Corollary 6.3.12. Assume that X → S is a morphism of k-analytic spaces, s ∈ S
is a point and Xs is the fiber over s. Then ‖ ‖Ω,Xs/s equals to the restriction of
‖ ‖Ω,X/S onto the fiber.
Corollary 6.3.13. Assume that f : X → S is a morphism of k-analytic spaces and
l/k is a finite extension such that l is universally spectral over k (e.g., l/k is tame).
Set Xl = X ⊗ l and Sl = Y ⊗ l. Then ‖ ‖Ω,Xl/Sl is the pullback of ‖ ‖Ω,X/S.
Remark 6.3.14. (i) In fact, instead of finiteness of l/k it suffices to assume that
the extension is algebraic. The proof is based on passing to a colimit and completing
and we leave the details to the interested reader.
(ii) In particular, the Ka¨hler seminorm is preserved when we replace k with its
completed tame closure. In principle, this reduces the study of Ka¨hler seminorms
to the case of a tamely closed ground field k.
6.3.15. Geometric Ka¨hler seminorm. Given a morphism f : X → S, let f : X → S
denote its ground field extension with respect to k̂a/k and let g denote the morphism
X → X . Provide g∗ΩX/S with the pushout quasi-norm g∗(‖ ‖Ω,X/S) (see §3.1.9)
and let ‖ ‖Ω,X/S be the quasi-norm it induces on ΩX/S via the embedding ΩX/S →֒
g∗ΩX/S . By definition, if φ ∈ ΩX/S(U) then ‖φ‖Ω,V = ‖g
∗φ‖Ω,g−1(V ). It follows
easily that ‖ ‖Ω,X/S is an analytic seminorm and ‖φ‖Ω,x = ‖g
∗φ‖Ω,x′ for any x′ ∈ X
and x = g(x′). We call ‖ ‖Ω,X/S the geometric Ka¨hler seminorm on ΩX/S and use
Ω in the notation to stress that it is geometric.
Absolutely in the same way one defines the geometric Ka¨hler seminorm ‖ ‖
(Ω
l
X/S)
⊗m
on the sheaf of pluriforms (Ωl
X/S
)⊗m.
Remark 6.3.16. If k possesses non-trivial wild extensions, Ka¨hler seminorms on
k-analytic spaces can behave rather weird (see §6.2.4 and §6.2.5). So, in this case
it is often more useful to work with the geometric Ka¨hler seminorm.
7. PL subspaces
Main results about Ka¨hler seminorms are related to the PL structure of analytic
spaces, so in the current section we describe what this structure is.
7.1. Invariants of a point. We start with recalling basic results about invariants
t and s associated to points of k-analytic spaces, see [Ber90, §9]. To stress the
valuative-theoretic origin of these invariants we prefer to denote them F and E,
the transcendental analogues of e and f .
7.1.1. Invariants of extensions of valued fields. To any extension of valued fields
L/K one can associate two cardinals that measure the “transcendence size” of the
extension: the residual transcendence degree FL/K = tr.deg.K˜(L˜) and the rational
rank EL/K = dimQ(|L
×|/|K×| ⊗Z Q). Both invariants are additive in towers of
extensions L′/L/K, i.e. EL′/K = EL′/L + EL/K and FL′/K = FL′/L + FL/K .
7.1.2. Invariants of points. For a point x of a k-analytic space X we define the
residual transcendence degree FX,x = FH(x)/k and the rational rank EX,x = EH(x)/k.
Usually, we will omit the space X in this notation. Additivity of the invariants
can now be expressed as follows. Assume that f : X → Y is a morphism of k-
analytic spaces, x ∈ X is a point with y = f(x), and the H(y)-analytic space
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Z = X ×Y M(H(y)) is the fiber over y. Then FX,x = FY,y + FZ,x and EX,x =
EY,y + EZ,x. In particular, if f is finite then FX,x = FY,y and EX,x = EY,y.
7.1.3. Classification of points on a curve. Starting with [Ber90, §1.4.4] and [Ber93,
§3.6], points of k-analytic curves are classified to four types: (1) H(x) ⊆ k̂a, (2)
Fx = 1, (3) Ex = 1, (4) the rest. In all cases, it is easy to see that Ex + Fx ≤ 1,
i.e., Ex = 0 for type 2 points, Fx = 0 for type 3 points, and Ex = Fx = 0 for type
1 and 4 points.
If x is of type 2 or 3 then the following three claims hold: H˜(x) is finitely
generated over k˜, |H(x)×| is finitely generated over |k×|, if k is stable then H(x)
is stable. The first two are simple, and we refer to [Tem10, Corollary 6.3.6] for the
stability theorem. Note that all three claims can fail for types 1 and 4.
7.1.4. Monomial points. Fibering X by curves and using the additivity of E and
F and induction on dimension, it is easy to see that any point x ∈ X satisfies the
inequality Ex + Fx ≤ dimx(X). A point x ∈ X is called monomial or Abhyankar if
Fx + Ex = dimx(X). The set of all monomial points of X will be denoted X
mon.
Remark 7.1.5. (i) Monomial points are adequately controlled by the invariants
Ex and Fx. This often makes the work with them much easier than with general
points. For example, see Corollary 7.2.5 below.
(ii) Analogues of monomial points in the theory of Riemann-Zariski spaces are
often called Abhyankar valuations. They are much easier to work with too; for
example, local uniformization is known for such points.
7.2. PL subspaces. The set Xmon is huge and, at first glance, may look a total
mess when dim(X) > 1. Nevertheless, it possesses a natural structure of an ind-PL
space that we are going to recall.
7.2.1. The model case. Recall that points of the affine space
Ank =
⋃
r
M(k{r−1t1, . . . ,r
−1tn})
with coordinates t1, . . . ,tn can be identified with real semivaluations on k[t1, . . . ,tn]
that extend the valuation of k. The semivaluations that do not vanish at t1, . . . ,tn
form the open subspace Gnm. Thus, for each tuple r ∈ R
n
>0 the generalized gauss
valuation | |r (see §5.7.3) defines a point pr ∈ Gnm, and the correspondence r 7→ pr
provides a topological embedding α : Rn>0 →֒ G
n
m. Let S be the image of α.
Remark 7.2.2. (i) One often calls S the skeleton of Gnm; this terminology is
justified by (ii) and (iii) below. Sometimes one refers to the points of S as t-
monomial valuations because they are determined by their restriction to the monoid∏n
i=1 t
N
i .
(ii) Any semivaluation x ∈ Gnm is dominated by the t-monomial valuation p|t(x)|.
The map x 7→ p|t(x)| is a retraction r : G
n
m ։ S. Moreover, Berkovich constructs in
[Ber90, §6] a deformational retraction of Gnm onto S whose level at 1 is the above
map.
(iii) All t-monomial valuations are distinguished by invertible functions (in fact,
by monomials ta), hence they are incomparable with respect to the domination.
Thus, S is the set of all points of Gnm that are maximal with respect to the domi-
nation. In particular, it is independent of the coordinates.
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7.2.3. Monomial charts. By a monomial chart of an analytic space X we mean a
morphism f : U → Gnm such that U is an analytic domain in X and f has zero-
dimensional fibers. Clearly, f is determined by invertible functions t1, . . . ,tn ∈
O×X(U). A point x ∈ U of the chart is called t-monomial or f -monomial if the
restriction of | |x to k[t1, . . . ,tn] is monomial. In this case, we also say that t1, . . . ,tn
is a family of monomial parameters at x. Note that H(f(x)) = k̂(t) is provided
with a generalized Gauss valuation and H(x) is its finite extension.
In addition, we say that the chart is residually tame or unramified (at a point
x ∈ U) if the morphism f is so, see §6.3.9. In this case we also say that the family
of monomial parameters t1, . . . ,tn is residually tame or unramified (at x). The
following result shows that monomial charts adequately describe the whole Xmon.
Lemma 7.2.4. A point x ∈ X is monomial if and only if there exists a monomial
chart f : U → Gnm such that x is f -monomial.
Proof. Set L = H(x). If there exists a monomial chart f such that f(x) is a
monomial point then the induced map f : U → Gnm has zero-dimensional fibers and
hence L is finite over K = H(y), where y = f(x). Since Ey + Fy = n, we obtain
that Ex + Fx = n, i.e. x is monomial.
Conversely, assume that the sum of E = Ex and F = Fx equals to n = dimx(X).
Choose t1, . . . ,tF ∈ κG(x) such that t˜1, . . . ,t˜F is a transcendence basis of L˜/k˜, and
choose {tF+1, . . . ,tn} such that its image in (|L×|/|k×|) ⊗Q is a basis. Then the
valuation on K = ̂k(t1, . . . ,tn) is a generalized Gauss valuation. Take an analytic
domain U ⊆ X containing x such that dim(U) = n and t induces a morphism
f : U → Gnm. Then y = f(x) is a monomial point of G
m
n (even a point of its
skeleton). Consider the fiber Uy = f
−1(y). By [Duc14, Corollary 8.4.3] dimy(Uy) =
0, hence using [Duc07, Theorem 4.9] we can shrink U around y so that f has zero-
dimensional fibers. 
Corollary 7.2.5. Assume that x ∈ X is a monomial point, then
(0) The ring OXG,x is Artin. In particular, if X is reduced then mG,x = 0 and
OXG,x = κG(x).
(1) The extension H˜(x)/k˜ is finitely generated.
(2) The group |H(x)×|/|k×| is finitely generated.
(3) If k is stable then H(x) is stable.
Proof. By Lemma 7.2.4 there exists a chart f : U → Gnm that takes x to a point
y corresponding to a generalized Gauss valuation. Note that OXG,x is finite over
OYG,y. All four properties are satisfied by y, hence they also hold for x. 
We can now strengthen Lemma 7.2.4 in the case of an algebraically closed k.
Corollary 7.2.6. Assume X is a k-analytic space, k algebraically closed and x ∈ X
is a monomial point. Then there exists a monomial chart f such that x is f -
monomial and f is residually unramified at x.
Proof. The proof repeats that of Lemma 7.2.4, but we will choose ti more care-
fully. Set L = H(x), E = EL/k, F = FL/k and n = E + F . Since k = k
a the
field k˜ is algebraically closed and the group |k×| is divisible. In particular, the
extension L˜/k˜ is separable and the group |L×|/|k× is torsion free. Since L˜/k˜ is
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finitely generated by Corollary 7.2.5(1), it possesses a separable transcendence ba-
sis. Choose t1, . . . ,tF ∈ κG(x) so that t˜1, . . . ,t˜F is such a basis. Since the group
|L×|/|k×| is finitely generated by Corollary 7.2.5(2), it is isomorphic to ZE . Choose
tF+1, . . . ,tn ∈ κG(x) so that their images form a basis of |L×|/|k×.
The elements t1, . . . ,tn define a morphism f : U → Gnm for a small enough ana-
lytic domain U containing x, and we claim that f is as required. Indeed, it suffices
to check that L is unramified over K = H(f(x)) = ̂k(t1, . . . ,tn). By our choice
|L×| = |K×| and L˜/K˜ is separable. Since K is stable by Corollary 7.2.5(3), L/K
is unramified. 
7.2.7. Skeletons of monomial charts. The set of all f -monomial points of U will be
denoted S(f) and called the skeleton of the chart. Note that S(f) is nothing else
but the preimage of the skeleton ofGnm under f . By Lemma 7.2.4, X
mon = ∪fS(f),
where f runs over all monomial charts of X . We warn the reader that, in general,
S(f) does not have to be a retract of U .
7.2.8. RS-PL structures. We will usually abbreviate “piecewise linear” as PL. We
refer to [Ber04, §1] for the definition of an RS-PL space Q for a ring R ⊆ R
and its exponential module S ⊆ R>0. Here we only recall that Q has an atlas
{Pi} of RS-PL polytopes, i.e. polytopes in Rn>0 given by finitely many inequalities
ste11 . . . t
en
n ≤ 1 with s ∈ S, ei ∈ R and provided with the family of RS-PL functions.
7.2.9. Rational PL-subspaces. Absolute values of the coordinates of Gnm induce
coordinates ti : S → R>0 on its skeleton S. The latter are unique up to the action
of GL(n,Z)⋉ |k×|n combined from the action of GL(n,Z) on
∏n
i=1 t
Z
i and rescaling
the coordinates by elements of |k×|. Therefore, S acquires a canonical Z|k×|-PL
structure.
The following facts were proved by Ducros: (1) for any monomial chart f : U →
Gnm the skeleton S(f) possesses a unique QH -PL structure such that the map
S(f)→ S is QH -PL, see [Duc03, Th. 3.1], (2) for any two monomial charts f and
g the intersection S(f) ∩ S(g) is QH-PL in both S(f) and S(g), see [Duc12, Th.
5.1], and so S(f) ∪ S(g) acquires a natural QH -PL structure and the whole Xmon
acquires a natural structure of an ind-QH -PL space. By a rational QH-PL subspace
of X we mean a subset of the form ∪ni=1S(fi) with its induced QH-PL structure.
7.2.10. Integral structure. One may wonder if the QH -PL structure on a rational
PL subspace P of X can be refined to an integral one. Ducros and Thuillier showed
in [DT14] that this is indeed the case: there is a ZH -PL structure on P such that a
function f : P → R>0 is ZH -PL if and only if G-locally it is of the form r|f |, where
f is an analytic function on X and r ∈ H (see [DT14, 3.7] and note that HQ = H).
Obviously, such a structure is unique but consistency of the definition requires an
argument. In addition, they show that the associated QH-PL space, obtained by
adjoining integral roots of all ZH -PL functions on P , coincides with the original
QH-PL space. In the sequel, we provide P with this ZH -PL structure and call it a
ZH-PL subspace of X .
7.3. Semistable formal models.
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7.3.1. Semistable formal schemes. We say that a formal k◦-scheme is strictly semi-
stable if locally it admits an e´tale morphism to a formal scheme of the form Zn,a =
Spf(k◦{T0, . . . ,Tn}/(T0 . . . Tn − a)) with 0 6= a ∈ k◦. A formal k◦-scheme is called
semistable if it is e´tale-locally strictly semistable .
Remark 7.3.2. (i) Sometimes one does not require that a 6= 0, thereby obtaining
a wider class of semistable formal schemes. If X is semistable in this sense then Xη
is quasi-smooth if and only if one can find charts with a 6= 0. Since we will only
be interested in formal models of quasi-smooth spaces, we use the definition that
includes the condition a 6= 0.
(ii) If the valuation is discrete and a is a uniformizer, one often considers schemes
Z = Spf(k◦{T0, . . . ,Tn}/(T
l0
0 . . . T
ln
n − a)). They are regular with snc closed fiber.
If li > 1 then the closed fiber is not reduced and hence Z is not semistable. Note
also that if (l1, . . . ,ln) ∈ k˜
× then Z is log smooth, see Remark 7.3.4 below.
7.3.3. Skeletons associated to semistable formal models. To any semistable formal
k◦-scheme X with generic fiber X = Xη Berkovich associated in [Ber99, Section 5]
the skeleton S(X) ⊂ X and constructed a deformational retraction X ։ S(X).
Moreover, these constructions are compatible with any e´tale morphism φ : Y →
X, i.e. S(Y) = φ−1η (S(X)) and the retraction is compatible with φη, see [Ber99,
Theorem 5.2(vii)].
Since any semistable formal k◦-scheme is connected with semistable formal schemes
Zn,a by a zigzag of two e´tale morphisms, description of the skeleton and the retrac-
tion reduces to the model case, and the latter is induced from Gnm. Namely, let
Gnm be the n-dimensional torus with coordinates T1, . . . ,Tn. The affinoid sub-
domain given by |T1 . . . Tn| ≥ |a| and |Ti| ≤ 1 for 1 ≤ i ≤ n equals to Z =
M(k{T0, . . . ,Tn}/(T0 . . . Tn − l) and hence can be identified with the generic fiber
of Z = Zn,a. Then T1, . . . ,Tn give rise to the monomial chart f : Z →֒ G
n
m with
skeleton S(f) = S(Gmn ) ∩ Z, and S(Z) coincides with S(f). The retraction of Z
onto S(Z) is the restriction of the retraction of Gmn onto S(G
m
n ).
Remark 7.3.4. (i) Slightly more generally, Berkovich makes the above construc-
tions for polystable models, i.e. those models that are e´tale-locally isomorphic to
products of semistable ones. In fact, this can be extended further to log smooth
formal models with trivial generic log structure – these are formal schemes that
e´tale-locally admit smooth morphisms to formal schemes of the form Spf(k◦{P/Π}),
where Π and P are sharp fs monoids, α : Π →֒ k◦ \ {0} is an embedding such that
the composition Π→ |k◦\{0}| is injective, φ : Π→ P is an injective homomorphism
with no p-torsion in the cokernel and such that ΠgpP = P gp, and k◦{P/Π} is the
quotient of k◦{P} by the ideal generated by elements α(π) − φ(π) for π ∈ Π. The
details will be worked out elsewhere.
(ii) The main motivation for considering log smooth formal models is that it is be-
lieved (at least by the author) that any quasi-smooth compact strictly analytic space
possesses a log smooth formal model. This is absolutely open when char(k˜) > 0, but
one may hope to prove this by current techniques when char(k˜) = 0. Currently, the
latter is only known for a discretely valued k: desingularization of excellent formal
schemes implies that there even exists a semistable formal model. If the Q-rank of
|k×| is larger than one, then it is easy to give examples when semistable models do
not exist, e.g. Spf(k{at−1, t})× Spf(k{bt−1, t}), where |b| /∈ |a|Q (see also [Tem15,
Remark 1.1.1(ii)]). The situation with polystable models is unclear: it is still an
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open combinatorial question (in dimension at least 4) whether any log smooth for-
mal model possesses a polystable refinement. A tightly related question was raised
by Abramovich and Karu in [AK00, Section 8]: log smooth (resp. polystable) mod-
els are analogues of weakly semistable (resp. semistable) morphisms in the sense
of [AK00, Section 0].
8. Metrization of pluricanonical forms
Throughout Section 8, X is assumed to be quasi-smooth of pure dimension n.
In particular, ΩX = Ω
1
X/k is a locally free sheaf of rank n and the pluricanonical
sheaves ω⊗mX = (
∧nΩX)⊗m are invertible.
8.1. Monomiality of Ka¨hler seminorms.
8.1.1. Stalks at monomial points. Recall that if k = ka then any monomial point
possesses a family of residually tame monomial parameters by Corollary 7.2.6. This
allows to describe ‖ ‖ω as follows.
Theorem 8.1.2. Assume that k is algebraically closed. Let X be a quasi-smooth
k-analytic space of dimension n with a point x ∈ X, and let t1, . . . ,tn be invertible
elements of OXG,x. Then ‖
dt1
t1
∧ · · · ∧ dtntn ‖ω,x ≤ 1 and the following conditions are
equivalent:
(i) ‖ dt1t1 ∧ · · · ∧
dtn
tn
‖ω,x = 1.
(ii) dt1t1 , . . . ,
dtn
tn
form an orthonormal basis of Ω̂H(x)/k.
(iii) t is a family of residually tame monomial parameters at x.
Proof. Since ‖dti‖Ω,x ≤ |ti|x, it follows that ‖
dt1
t1
∧ · · · ∧ dtntn ‖ω,x ≤ 1. The equiv-
alence (i)⇐⇒(ii) is proved precisely as the equivalence (iii)⇐⇒(iv) in the proof of
Theorem 5.7.8. We will complete the proof by showing that (ii)⇐⇒(iii).
Set l = k(t) and L = l̂. First, assume that ti form a family of residually
tame monomial parameters. Then dt1t1 , . . . ,
dtn
tn
is an orthonormal basis of Ω̂l/k
by Theorem 5.7.8. It remains to use that Ω̂l/k = Ω̂L/k by Corollary 5.6.7, and
Ω̂L/k = Ω̂H(x)/k because H(x)/L is tame.
Conversely, assume that dt1t1 , . . . ,
dtn
tn
is an orthonormal basis of Ω̂H(x)/k. Since the
isomorphism ψH(x)/L/k : Ω̂L/k⊗LH(x)→ Ω̂H(x)/k is non-expansive and ‖
dti
ti
‖Ω,L/k ≤
1, we obtain that ψH(x)/L/k is an isometry and
dt1
t1
, . . . ,dtntn is an orthonormal basis
of Ω̂L/k. The module Ω
log
H(x)◦/k◦ is almost torsion free by Theorem 5.5.18, hence
H(x)/L is almost tame by Theorem 5.6.4.
It remains to show that t1, . . . ,tn is a family of monomial parameters because
then L is stable by Corollary 7.2.5(3) and henceH(x)/L is tame by Theorem 5.5.11(ii).
Note that t1, . . . ,tn are algebraically independent over k because dt1, . . . ,dtn are lin-
early independent in Ω̂H(x)/k, hence t1, . . . ,tn is a separable transcendence basis of
l/k. Since Ωl/k is finite-dimensional, the completion Ωl/k → Ω̂l/k is surjective, and
comparing the dimensions we see that it is an isomorphism. Thus, Ωl/k⊗lL→ Ω̂L/k
is an isometric isomorphism by Corollary 5.6.7. This implies that dt1t1 , . . . ,
dtn
tn
is an
orthonormal basis of Ωl/k, and hence the valuation on l is t-monomial by Theo-
rem 5.7.8. 
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Corollary 8.1.3. Assume that k is algebraically closed, X is quasi-smooth, ele-
ments t1, . . . ,tn ∈ OXG,x form a family of residually tame monomial parameters at
a point x, and F = (ΩlX)
⊗m. Then
B =
{(
dti1
ti1
∧ · · · ∧
dtil
til
)
⊗ · · · ⊗
(
dtj1
tj1
∧ · · · ∧
dtjl
tjl
)}
is an orthonormal basis of Fx. In particular, any pluriform φ ∈ Γ((Ω
l
X)
⊗m) can be
represented as φ =
∑
e∈B φee locally at x, and the following equality holds
‖φ‖(ΩlX)⊗m,x = maxe∈B
|φe|x.
Proof. By Theorem 8.1.2, dt1t1 , . . . ,
dtn
tn
is an orthonormal basis of ΩX,x. This reduces
the claim to simple multilinear algebra. 
Corollary 8.1.4. Keep the assumptions of Corollary 8.1.3 and assume that F =
ω⊗mX . Then e = (
dt1
t1
∧ · · · ∧ dtntn )
⊗m is a basis of Fx, and if φ = fe is the represen-
tation of a pluricanonical form φ at x then ‖φ‖ω⊗m,x = |f |x.
8.1.5. Piecewise monomiality. Now, we can prove that norms of pluriforms induce
ZH -PL functions on ZH -PL subspaces of X (see §7.2.9). In particular, when
restricted to ZH -PL subspaces of X , spectral seminorm and Ka¨hler seminorms
demonstrate similar behavior, although their global behavior is very different.
Theorem 8.1.6. Assume that X is a reduced k-analytic space and φ ∈ Γ((ΩlX)
⊗m)
is a pluriform on X, and consider the function ‖φ‖ : X → R≥0 that sends x to
the value ‖φ‖
(Ω
l
X)
⊗m,x
of the geometric Ka¨hler seminorm. Then for any ZH-PL
subspace P ⊂ X the restriction of ‖φ‖ onto P is a ZH-PL function.
Proof. Since X is reduced, any monomial point satisfies mx = 0 and hence X is
quasi-smooth at x. Therefore, replacing X by a neighborhood of P we can assume
that X is quasi-smooth.
First, we consider the case when k = ka. By Theorem 9.4.8 that will be proved
in the end of the paper, we can cover S by finitely many skeletons of residually tame
(even unramified) monomial charts, hence it suffices to consider the case when P
itself is the skeleton of a residually tame monomial chart f : U → Gnm given by
t1, . . . ,tn ∈ Γ(O
×
U ). By Corollary 8.1.3, locally at a point x ∈ P we can represent
‖φ‖ as the maximum of ZH -PL functions |φi|. Hence ‖φ‖ is ZH -PL too.
Assume, now, that k is arbitrary. Set X = X⊗̂kka and let φ ∈ Γ((ΩlX)
⊗m) be
the pullback of φ. The preimage P ⊂ X of P is a ZH -PL subspace: just take the
charts of P and extend the ground field to k̂a. Also, it follows from the description
with charts that the map P → P is ZH -PL. Since the pullback of ‖φ‖(ΩlX)⊗m,x
to
P is ‖φ‖(Ωl
X
)⊗m,x and the latter function is ZH -PL by the case of an algebraically
closed ground field, ‖φ‖
(Ω
l
X)
⊗m,x
is a ZH -PL function as well. 
Remark 8.1.7. Most probably, the assumption that X is reduced can also be
removed. Also, it seems probable that the theorem holds for the Ka¨hler seminorm
too.
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8.2. Maximality locus of pluricanonical forms. Given a pluricanonical form
φ, let Mφ be the maximality locus of the Ka¨hler seminorm of φ and let Mφ be the
maximality locus of the geometric Ka¨hler seminorm of φ. Our next aim is to study
Mφ; recall that it is closed by Theorem 6.1.13 and Lemma 3.3.10. The main results
of this section, including Theorems 8.2.4 and 8.2.9, do not hold for the maximality
locus Mφ, at least when the residue field is not perfect; the counterexamples being
as in Section 6.2.5 and Remark 6.2.6.
8.2.1. The torus case. We start with studying the standard pluricanonical form on
a torus.
Lemma 8.2.2. Let X be the k-analytic torus Gn,anm with coordinates t1, . . . ,tn.
Consider the pluricanonical form φ = (dt1t1 ∧ · · · ∧
dtn
tn
)⊗m. Then ‖φ‖ω⊗m,x ≤ 1 for
any x ∈ X and the equality takes place if and only if x is a generalized Gauss point
(see §7.2.1). In particular, the maximum locus of ‖φ‖ω⊗m is the skeleton R
n
>0 of
X.
Proof. This immediately follows from Theorem 8.1.2. 
8.2.3. The semistable case. Recall that the skeleton S(X) ⊂ X associated with a
strictly semistable formal model has a natural structure of a simplicial complex.
Theorem 8.2.4. Assume that X is a quasi-smooth compact strictly k-analytic
space, φ ∈ Γ(ω⊗mX ) is a pluricanonical form on X, X is a strictly semistable formal
model of X, and S(X) ⊂ X is the skeleton associated with X. Then the maximality
locus Mφ is a union of faces of S(X).
Proof. Set ‖ ‖ = ‖ ‖ω⊗m for shortness. First, let us prove that Mφ ⊆ S(X).
Working locally on X we can assume that there exists an e´tale morphism
g : X→ Y = Spf(k◦{t0, . . . ,tn}/(t0 . . . tn − a)),
where 0 6= a ∈ k◦. Since Y = Yη is a domain in Gnm with coordinates t1, . . . ,tn (see
§7.3.3), e = (dt1t1 ∧ · · · ∧
dtn
tn
)⊗m is a nowhere vanishing pluricanonical form on Y
and therefore φ = he for a function h ∈ Γ(OX). By [Ber99, Theorem 5.3.2(ii)], the
retraction r : X → S(X) is compatible with domination, in particular, |h|x ≤ |h|r(x).
Since ‖φ‖x = |h|x‖e‖x, it remains to prove that ‖e‖x ≤ ‖e‖r(x) and the equality
holds if and only if x = r(x), i.e. x ∈ S(X).
When working with e, we can also view it as a form on Y . Let g : X → Y
be the generic fiber of g. Since g is e´tale, if x ∈ X and y = g(x) then the ex-
tension H(x)/H(y) is unramified by [Ber99, Lemma 1.6]. So, Theorem 6.3.11 and
Lemma 6.3.7 imply that ‖e‖x = ‖e‖y. By Corollary 8.2.2, ‖e‖y ≤ 1 for any point
y ∈ Y and the equality holds precisely for the points of S(Y). So, ‖e‖x ≤ 1 for any
x ∈ X and the equality holds precisely for the points of g−1(S(Y)) = S(X).
It remains to show that if ∆ is a face of S(X) then either ∆ ⊂Mφ or the interior
∆◦ is disjoint fromMφ. This claim is local on X so we can assume that X = Spf(A
◦)
is affine and there is an e´tale morphism g : X→ Y as above. In particular, we can
assume that φ = he, as above, and so ‖φ‖x = |h|x at any point x ∈ S(X). Note
that X is pluri-nodal in the sense of [Ber99, Section 1], hence |h|A ∈ |k×| by [Ber99,
Proposition 1.4]. Thus, multiplying φ by an element of k× we can achieve that
|h|A = 1, and then h ∈ A◦ is a function on X. Note that ∆◦ is the preimage in
S(X) of a point x ∈ X. If h˜(x) = 0 then |h|x < 1 at any point in the preimage of
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x in X , and hence ∆◦ ∩Mφ = ∅. Otherwise, |h|x = 1 for any x as above, hence
∆◦ ⊆Mφ and by the closedness of Mφ we obtain that ∆ ⊆Mφ. 
Remark 8.2.5. (i) Theorem 8.2.4 is an analogue of [MN13, Th. 4.5.5], though
it applies to a wider context (e.g., X is only assumed to be quasi-smooth). Note,
however, that these results consider different seminorms when char(k˜) > 0 (see
Section 8.3 below).
(iii) The lemma can be extended to general semistable models at cost of consid-
ering generalized simplicial complexes. Moreover, it should extend to arbitrary log
smooth formal models, once the foundations are set (see Remark 7.3.4).
8.2.6. Residually tame coverings. Recall that residual tameness was defined in §6.3.9.
Lemma 8.2.7. Assume that X is a quasi-smooth compact strictly k-analytic space
admitting a residually tame quasi-e´tale covering Y → X such that Y possesses a
strictly semistable formal model. Then for any pluricanonical form φ ∈ Γ(ω⊗mX ) on
X the geometric maximality locus Mφ is a compact ZH-PL subspace of X.
Proof. Let ψ ∈ Γ(ωY ) be the pullback of φ. By Theorem 6.3.11, the norm functions
‖φ‖ω⊗m and ‖ψ‖ω⊗m are compatible, and hence Mφ = f(Mψ). It remains to recall
that Mψ is a compact ZH -PL subspace by Theorem 8.2.4, and hence its image
under f is a ZH -PL subspace by [DT14, Proposition 2.1]. 
8.2.8. Residue characteristic zero. In order to use the previous lemma, one should
construct an appropriate covering Y → X . The author conjectures that any quasi-
smooth strictly analytic space possesses a quasi-net of analytic subdomains that
admit a semistable model (this is an analogue of the local uniformization conjecture
in the desingularization theory). However, this seems to be out of reach when
char(k˜) > 0. Even the case of char(k˜) = 0, which should be relatively simple,
is missing in the literature. We can avoid dealing with it here in view of the
following generalization of a theorem of U. Hartl to ground fields with non-discrete
valuations, see [Tem15, Theorem 3.4.1]: there exist a finite extension l/k and a
quasi-e´tale surjective morphism Y → Xl = X ⊗k l such that Y possesses a strictly
semistable formal model. The theorem does not provide any control on residual
tameness of f , but it is automatic whenever char(k˜) = 0.
Theorem 8.2.9. Assume that char(k˜) = 0 and X is a quasi-smooth compact
strictly k-analytic space. Then for any pluricanonical form φ ∈ Γ(ω⊗mX ) on X,
the maximality locus Mφ is a compact ZH-PL subspace of X.
Proof. In this case, there is no difference between ‖ ‖ω⊗m and ‖ ‖ω⊗m . Take Y
and l as in [Tem15, Theorem 3.4.1], then the composition Y → X ⊗k l → X is
a quasi-e´tale covering, which is automatically residually tame. It remains to use
Lemma 8.2.7. 
We us say that a point x ∈ X is divisorial if x is monomial and EH(x)/k = 0.
Thus, x is divisorial if and only if tr.deg.
H˜(x)/k˜
= dimx(X). We will not need this,
but it is easy to see that if X is strictly analytic then x is divisorial if and only if
there exists a formal model X such that x is the preimage of a generic point of Xs
under the reduction map.
Corollary 8.2.10. Keep the assumptions of Theorem 8.2.9 and let Xdiv be the set
of divisorial points of X. Then ‖φ‖ω⊗m = maxx∈Xdiv‖φ‖ω⊗m,x.
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Proof. By Theorem 8.2.9, the maximality locus Mφ is a compact ZH -PL subspace.
By Theorem 8.1.6, the restriction of ‖φ‖ on Mφ is a ZH -PL function, hence it
achieves maximum at a ZH -rational point x. Any such x is a divisorial point of
X . 
8.3. Comparison with the weight norm of Mustat¸a˘-Nicaise. We conclude
Section 8 by comparing ‖ ‖ω with the weight norm a` la Mustat¸a˘ and Nicaise, see
[MN13]. Unless said to the contrary, k is assumed to be discretely valued.
8.3.1. Weight seminorm. Assume that K/k is a separable finitely generated exten-
sion of real-valued fields of transcendence degree n such that tr.deg.(K˜/k˜) = n.
Note that K is discretely valued and such extensions correspond to divisorial valu-
ations. Let us recall how a norm on ωK/k = Ω
n
K/k is defined in [MN13]. We will call
it the weight norm and denote ‖ ‖wt. Fix t1, . . . ,tn ∈ K◦ such that t˜1, . . . ,t˜n is a
transcendence basis of K˜/k˜. We claim that replacing ti with elements t
′
i such that
|ti − t′i| < 1 one can in addition achieve that t1, . . . ,tn is a separable transcendence
basis of K. To prove this we will use the observation that the latter happens if
and only if dt1, . . . ,dtn is a basis of ΩK/k. Choose a separable transcendence basis
x1, . . . ,xn, in particular, dxi form a basis. Then the elements d(ti+axi) = dti+adxi
form a basis for all but finitely many values of a ∈ k. In particular, we can choose
a ∈ k such that d(ti+axi) form a basis and |axi| < 1 for any i, and then t′i = ti+axi
are as required.
Note that the induced valuation on l = k(t1, . . . ,tn) is Gauss, and so l
◦ is a
localization of k◦[t1, . . . ,tn]. Since l
◦ →֒ K◦ is a finite lci homomorphism, there
exists a representationK◦ = l◦[s1, . . . ,sm]/(f1, . . . ,fm) and thenK
◦ is a localization
of k◦[t, s]/(f). By [MN13, 4.1.4], the canonical module ωK◦/k◦ is generated by
∆−1φ, where φ = dt1 ∧ · · · ∧ dtn and ∆ = det
(
∂fi
∂sj
)
. To describe ‖ ‖wt it suffices
to compute the norm of φ. The definitions of [MN13, 4.2.3–4.2.5] introduce a log-
norm that we call weight: wt(φ) = νk(∆)+1e , where e = eK/k and νk : k
× → Z
is the additive valuation of k (the weight function wtφ considered in loc.cit. is a
function of a point x ∈ X where K appears as the residue field of x; it is the
logarithmic analogue of the function ‖φ‖ on X). So, we define the weight norm by
‖φ‖wt = |∆πK |, where πK is a uniformizer of K. (The factor 1/e is only needed
in the additive setting to make the group of values of K equal to e−1Z, so that νk
agrees with νK .) The weight norm on ω
⊗m
K/k is defined via ‖φ
⊗m‖wt⊗m = (‖φ‖wt)
m.
Note that ΩK◦/l◦ is the cokernel of the map
⊕mi=1fiK
◦ d→ ⊕mj=1K
◦dsj ,
where dfi =
∑n
j=1
∂fi
∂sj
dsj . It follows that ∆ = cont(ΩK◦/l◦) = δK/l.
8.3.2. Comparison. The norms ‖ ‖ω and ‖ ‖wt on the one-dimensional vector space
ωK/k differ by a factor, so to compare them it suffices to evaluate the Ka¨hler semi-
norm at φ. Since |ti| = 1, Theorem 5.7.8 implies that dt1, . . . ,dtn is a basis of the
K◦-module Ωlogl◦/k◦ ⊗l◦ K
◦. The homomorphism ψlogK◦/l◦/k◦ is an almost embedding
by Lemma 5.4.5, and since its source is torsion free (even free), it is injective and
we obtain an exact sequence
0→ Ωlogl◦/k◦ ⊗l◦ K
◦ → ΩlogK◦/k◦ → Ω
log
K◦/l◦ → 0.
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Note that (
ΩlogK◦/k◦
)
tf
/
(
Ωlogl◦/k◦ ⊗l◦ K
◦
)
= ΩlogK◦/l◦/
(
ΩlogK◦/k◦
)
tor
and denote this module by M .
By Theorem 5.1.8, (ΩlogK◦/k◦)tf is an almost unit ball of ‖ ‖ω,K/k. Since φ is a
basis of det(Ωlogl◦/k◦ ⊗l◦ K
◦) we have that
‖φ‖ω,K/k =
[(
ΩlogK◦/k◦
)
tf
:
(
Ωlogl◦/k◦ ⊗l◦ K
◦
)]−1
,
and then Lemma 2.6.4 implies that ‖φ‖ω,K/k = cont(M). By Theorem 2.6.7
cont(M) = cont
(
ΩlogK◦/l◦
)
/cont
((
ΩlogK◦/k◦
)
tor
)
= δlogK/l/δ
log
K/k,
and we obtain that ‖φ‖ω = δ
log
K/l/δ
log
K/k. Since δ
log
K/l = δK/l|πKπ
−1
l | and |πl| = |πk|,
the equality rewrites as ‖φ‖ω = (δ
log
K/k)
−1∆|πKπ
−1
k |. Thus, ‖ ‖wt = |πk|δ
log
K/k‖ ‖ω
and twisting by m we obtain the following comparison result.
Theorem 8.3.3. If k is discretely valued, X is quasi-smooth and x ∈ X is a
divisorial point, i.e. a monomial point with discretely valued K = H(x), then the
Ka¨hler and the weight norms on m-canonical forms are related by
‖ ‖wt⊗m = |πk|
m
(
δlogK/k
)m
‖ ‖ω⊗m .
Remark 8.3.4. (i) If X is the analytification of a smooth k-variety, Mustat¸a˘ and
Nicaise extend the weight norms ‖ ‖wt,x to a weight seminorm ‖ ‖X,wt on the
whole X by semicontinuity, i.e. ‖ ‖X,wt is the minimal seminorm that extends
the family {‖ ‖wt,x}x∈Xdiv . If char(k˜) = 0 then ‖ ‖X,ω⊗m is an X
div-seminorm by
Corollary 8.2.10, hence Theorem 8.3.3 implies that ‖ ‖X,wt⊗m = |πk|
m‖ ‖X,ω⊗m . If
char(k˜) > 0 then it is easy to see that X = A1k contains divisorial points x with
δlogH(x)/k < 1. Hence the seminorms differ already for A
1
k.
(ii) The constant factor |πk| in the formula for ‖ ‖wt is analogous to the −1 shift
in [MN13, 4.5.3], while the log different factor is rather subtle (whenever char(k˜) >
0). It seems very probable that for any K and quasi-smooth X , the function
δlog(x) = δlogH(x)/k is upper semicontinuous on X . In particular, the seminorms
‖ ‖wt,x = |πk|δ
log
H(x)/k‖ ‖ω,x should define an analytic seminorm ‖ ‖X,wt on ωX .
Also, I expect that ‖ ‖X,wt (as well as ‖ ‖X,ω⊗m) is an X
div-seminorm, and hence
it coincides with the weight seminorm of Mustat¸a˘-Nicaise in the situation they
considered.
9. The topological realization of XG
Let X be an analytic space. In Section 9 we study the topological space |XG|
associated to XG and prove Theorem 9.4.8 that was used earlier in the paper. The
section is independent of the rest of the paper, so there is no cycle reasoning here.
9.1. Topological realization of XG.
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9.1.1. Prime filters. Let us recall the definition of completely prime filters on G-
topological spaces (e.g., see [vdPS95, p. 83]). Let p = {Ui} be a set of analytic
domains of X then
(0) p is proper if ∅ /∈ p and X ∈ p.
(1) p is saturated if for any analytic domains U ⊆ V with U ∈ p also V ∈ p.
(2) p is filtered if for any U, V ∈ p also U ∩ V ∈ p.
(3) p is completely prime if for any admissible covering U = ∪iUi with U ∈ p
at least one Ui is in p.
We say that p is a filter if it is proper, saturated and filtered. Note that these three
conditions are purely set-theoretic, while the complete primality condition involves
the G-topology.
Remark 9.1.2. (i) A filter is called prime if it satisfies (3) for finite admissible
coverings. Van der Put and Schneider considered in [vdPS95] prime filters of quasi-
compact analytic domains. In this case, primality and complete primality are equiv-
alent. Moreover, any finite covering of a quasi-compact domain by quasi-compact
domains is admissible, hence primality reduces to a set-theoretical condition.
(ii) Our definition deals with arbitrary analytic domains. In this case, prime
filters do not form an interesting class and one has to work with completely prime
ones.
9.1.3. The space |XG|. By a point x of XG we mean a completely prime filter {Ui}
of analytic domains of X . Intuitively, this is the prime filter of all analytic domains
“containing” x. We denote by |XG| the set of all points of XG. For any analytic
domain U ⊆ X saturation of a filter of U in X induces an embedding |UG| →֒ |XG|.
We provide |XG| with the topology whose base is formed by all sets of the
form |UG|. Obviously, any sheaf F on XG extends to a sheaf F ′ on |XG| by
setting F ′(|UG|) = F(U) and sheafifying, so we obtain a functor αX : X∼G → |XG|
∼
between the associated topoi, where, as in [sga72a], given a site C we denote by
C∼ the topos of sheaves of sets on C. The stalk of F ′ at x ∈ |XG| is simply
colimU∈xF(U). For shortness, we will denote this stalk as Fx.
Remark 9.1.4. We refer to [Sta, Tag:00Y3] for the definition of points of a general
site. It is easy to see that for G-topological spaces this definition agrees with our
definition given in terms of completely prime filters.
9.1.5. Abundance of points. Since any point ofX possesses a compact neighborhood
and any compact analytic space is quasi-compact in the G-topology, the site of X is
locally coherent in the sense of [sga72b, VI.2.3]. Therefore, X∼G has enough points
by Deligne’s theorem, see [sga72b, VI.9.0].
Theorem 9.1.6. For any k-analytic space X the topological space |XG| is sober
and the functor αX : X
∼
G → |XG|
∼ is an equivalence of categories.
Proof. In view of [sga72a, IV.7.1.9] and [sga72a, VI.7.1.6], it suffices to show that
X∼G is generated by subsheaves of the final sheaf 1X . For any analytic subdomain
U ⊆ X , let LU ⊆ 1X denote the extension of 1U , i.e. LU (V ) = {1} if V ⊆ U and
LU (V ) = ∅ otherwise. If F is a sheaf on X then any section s ∈ F(U) induces a
morphism LU → F . In particular, we obtain an epimorphism φ :
∐
s,U LU → F ,
where U runs over all analytic subdomains and s runs over F(U). 
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9.1.7. Ultrafilters. Our next aim is to classify the points of XG and we start with
those corresponding to the maximal completely prime filters.
Lemma 9.1.8. The completely prime filter Px of all analytic domains containing
a point x ∈ X is maximal, and any maximal completely prime filter is of the form
Px. In particular, we obtain an embedding of sets X →֒ |XG| whose image consists
of all points that have no non-trivial generizations.
Proof. If Px is not maximal then it can be increased to a larger completely prime
filter P . Fix an analytic domain U ∈ P \Px. Take an affinoid domain V containing
x, then W = U ∩ V lies in P . Choose an admissible covering of W by affinoid
domains Wi. Then at least some W
′ = Wi lies in P . Since W ′ is a compact
domain in V not containing x, there exists a neighborhood V ′ of x in V such that
V ′∩W ′ = ∅. Since V ′ ∈ Px ⊂ P , this contradicts P being a filter, so Px is maximal.
Assume, now, that P is a maximal completely prime filter. Since X possesses an
admissible covering X = ∪iVi by affinoid domains we can fix V = Vi ∈ P . Assume
that P is not of the form Px with x ∈ V . By the maximality of P , for any x ∈ V we
have that P * Px and hence there exists an affinoid domain Vx ⊂ V with x /∈ Vx.
Then ∩x∈V Vx = ∅, and hence already the intersection of finitely many sets Vx is
empty. This contradicts P being a filter. 
In the sequel we will freely consider X as a subset of |XG|.
Remark 9.1.9. One may wonder whether X →֒ XG is a topological embedding.
Clearly, this may make sense only for the G-topology ofX since any analytic domain
U ⊆ X is the preimage of the open subset UG of XG. Nevertheless, even for the
G-topology the answer is negative simply because X is not a topological space for
the G-topology. Moreover, there exist analytic domains U and V such that U ∪ V
is not an analytic domain (e.g. the closed polydisc of radii (1, 2) and the open
polydisc of radii (2, 1)). So, UG ∪ VG is open in XG but its restriction to X is not
an analytic domain.
Corollary 9.1.10. Any point z ∈ |XG| possesses a unique generization r(z) lying
in X.
Proof. We should prove that any completely prime filter is contained in a single
filter of the form Px. One such Px exists by Lemma 9.1.8. Assume that P is
contained in Px and Py with x 6= y. Choose any V ∈ P , then Vx = X \ {y} and
Vy = V \ {x} form an open and, hence, admissible covering of V . Thus, either Vx
or Vy lies in P and we obtain a contradiction. 
9.1.11. The retraction. By Corollary 9.1.10 we obtain a retraction rX : |XG| → X
given by z 7→ r(z). For each x ∈ X , the fiber r−1X (x) is the set of all specializations
of x in |XG|. Thus, r
−1
X (x) is the closure of x in |XG| and we will also denote it
xX,G.
Theorem 9.1.12. Let X be a k-analytic space, U ⊆ X a k-analytic subdomain
and x ∈ U a point. Then,
(i) rX : |XG| → X is a topological quotient map and X is the maximal locally
Hausdorff quotient of |XG|.
(ii) U is a neighborhood of x if and only if the inclusion xU,G ⊆ xX,G is an
equality. In particular, U is open if and only if the inclusion |UG| ⊆ r
−1
X (U) is an
equality.
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Proof. We start with (ii). For an analytic domain V ⊆ X with x ∈ V let (V, x)
denote the germ of V at x. Define a presheaf of abelian groups on |XG| as follows:
F (V ) is either 0 or Z, and the second case takes place if and only if x ∈ V and
(V, x) is not contained in (U, x), i.e. for any neighborhood W of x one has that
W ∩ V * W ∩ U . The restriction maps are either identities or the map Z → 0.
If V1, . . . ,Vn are domains containing x and satisfying ∪ni=1(Vi, x) = (V, x), then
(V, x) * (U, x) if and only if (Vi, x) * (U, x) for some i. It follows that the presheaf
F is separated and hence the sheafification map F → F = αF is injective by
[sga72a, II.3.2]. In particular, F = 0 if and only if F = 0. Obviously, F = 0 if and
only if U is a neighborhood of x.
On the other hand, the stalk of F at a point z ∈ |XG| is given by Fz =
colimz∈WF (W ), in particular, Fz is either 0 or Z. The second possibility holds
if and only if for any W with z ∈ W one has that x ∈ W and (W,x) is not con-
tained in (U, x). The first condition means that rX(z) = x and then the second
condition holds if and only if z /∈ |UG|, i.e. z /∈ |UG| ∩ xX,G = xU,G. Thus, F has
non-zero stalks if and only if the inclusion xU,G ⊆ xX,G is not equality, and hence
F = 0 if and only if xU,G = xX,G. Combining this with the conclusion of the above
paragraph we obtain (ii).
Let us prove (i). If U ⊆ X is open then r−1X (U) = |UG| by (ii). Thus, r
−1
X (U) is
open in |XG| and we obtain that rX is continuous.
To prove that rX is a topological quotient map, assume that U ⊆ X is not open
and let us prove that r−1X (U) is not open. Choose a point x ∈ U not lying in the
interior of U . By (ii) there exists a point z ∈ xX,G \ xU,G, in particular, z /∈ |UG|
and z ∈ r−1X (U). We claim that r
−1
X (U) is not a neighborhood of z. Assume to the
contrary that z lies in the interior of r−1X (U). Then there exists an analytic domain
W ⊆ X such that z ∈ |WG| ⊆ r
−1
X (U). Since z /∈ |UG|, we have that W * U . So
there exists a point y ∈ W \ U , and observing that y ∈ |WG| and y /∈ r
−1
X (U) we
obtain a contradiction. Thus, rX is a topological quotient map.
Finally, X is the maximal locally Hausdorff quotient of |XG| because any locally
Hausdorff quotient |XG| → Z should identify each point x ∈ X with any of its
specialization z ∈ xX,G. 
9.1.13. Notation XG. Starting from this point we will not distinguish the site XG
and the topological space |XG|. In particular, we will usually write x ∈ XG instead
of x ∈ |XG|.
9.1.14. Non-analytic points. Our next aim is to describe the non-analytic or infin-
itesimal points of XG, i.e. the points of XG \X . For this we have to recall some
results about reductions of germs.
9.1.15. Germ reduction. By A˜H we denote the H-graded reduction ⊕h∈HA˜h. In
[CT, Section 8] and [Duc14, Section 1.5], to any germ (X, x) of an H-strict an-
alytic space at a point one associates an H-graded reduction (˜X, x)H , which is
an H-graded Riemann-Zariski space associated to the extension of H-graded fields
H˜(x)H/k˜H . In particular, any point z ∈ (˜X, x)H induces a graded valuation on
H˜(x)H and if (X, x) is separated then z is also determined by this valuation.
Theorem 9.1.16. Let X be an H-strict k-analytic space and x ∈ X a point. Then
the closure of x in XG is canonically homeomorphic to (˜X, x)H .
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Proof. Let L denote the set-theoretical lattice of subdomains (U, x) ⊆ (X, x).
Clearly, the closure of x is a sober topological space and L is its topology base.
On the other hand, subdomains of (X, x) are in a one-to-one correspondence with
quasi-compact open subspaces of (˜X, x)H by [Tem04, Theorem 4.5] and [CT, The-
orem 8.5]. So, L is also the lattice of a topology base of the sober topological
space (˜X, x)H . Since, a sober topological space is determined by such a lattice (it
can be reconstructed as points of the corresponding topos), we obtain the asserted
homeomorphism. 
9.2. Stalks of OXG and O
◦
XG
. Our next aim is to describe the stalks of the sheaves
OXG and O
◦
XG
at non-analytic points. In particular, this will lead to an explicit
description of the homeomorphism from Theorem 9.1.16.
9.2.1. Spectral seminorm. We provide each stalk OXG,x with the stalk | |x of the
spectral seminorm, i.e. |s|x = infx∈UG |s|U , where | |U is the spectral seminorm of
U .
Lemma 9.2.2. Let X be an analytic space and let x ∈ XG be a point. Then,
(i) The seminorm | |x is a semivaluation and OXG,x is a local ring whose maximal
ideal is the kernel of | |x.
(ii) If y ∈ XG generizes x then the generization homomorphism φx,y : OXG,x →
OXG,y is an isometry with respect to | |x and | |y. In particular, φ is local.
For the sake of comparison we note that in the case of schemes any non-trivial
generization is not local.
Proof. Let z = rX(x) be the maximal generization of x. We claim that |s|x = |s|z
for any s ∈ OXG,x. If U is an analytic domain with x ∈ UG then z ∈ U and
so |s|x ≥ |s|z. Conversely, set r = |s|z and note that Xε = X{|s| ≤ r + ε} is a
neighborhood of z for any ε > 0. Since x ∈ (Xε)G we obtain that |s|x ≤ r + ε for
any ε, and so |s|x ≤ |s|z . In other words, φx,z is an isometry. In the same way, φy,z
is an isometry, and therefore φx,y is an isometry.
It remains to prove (i). Since φx,z is an isometry and | |z is multiplicative, it
follows that | |y is multiplicative. If |s|x = 0 for s ∈ OXG,x then s is not invertible.
Conversely, if |s|x = r > 0 then |s|z > 0 and hence there exists a neighborhood U
of z such that s ∈ OXG(U)
×. Since x ∈ UG, we obtain that s is invertible. 
9.2.3. Residue fields. Once we know that OXG,x is local, we denote its maximal
ideal by mG,x. The residue field will be denoted κG(x) = OXG,x/mG,x. Since mG,x
is the kernel of | |x, the residue field acquires a real valuation and we denote its
completion by H(x). This extends the notation of §3.3.5 to non-analytic points.
9.2.4. Generization homomorphisms. Recall that by Lemma 9.2.2(ii), any gener-
ization homomorphism φx,y : OXG,y → OXG,x induces an embedding of real-valued
fields κG(y) →֒ κG(x).
Lemma 9.2.5. If y ∈ XG generizes x ∈ XG then the induced embedding κG(x) →֒
κG(y) has dense image and so H(x) = H(y).
Proof. Note that we can replace X with an analytic domain X ′ such that x ∈
X ′G. In particular, we can assume that X is affinoid. Let z ∈ X be the maximal
generization of y and x. The local embeddings OX,z →֒ OXG,x →֒ OXG,y →֒ OXG,z
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induce embeddings of the residue fields κ(z) →֒ κG(x) →֒ κG(y) →֒ κG(z). It
remains to use that κ(z) →֒ κG(z) has a dense image. 
9.2.6. Stalks of O◦XG . As in [Tem11, Section 2.1], by a semivaluation ring A with
semifraction ring B we mean the following datum: a local ring (B,m) and a subring
A ⊆ B such that m ⊂ A and A/m is a valuation ring of k = B/m. Such a datum
defines an equivalence class of semivaluations ν : B → Γ ∪ {0} whose kernel is m,
and A = ν−1(Γ≤1 ∪ {0}) is the ring of integers of ν.
Lemma 9.2.7. For any x ∈ XG, the stalk O◦XG,x is a semivaluation ring with
semifraction ring OXG,x. In particular, O
◦
XG,x
/mG,x is a valuation ring of κG(x).
Proof. If s ∈ mG,x then |s|x = 0 and hence |s| < 1 in a neighborhood of x. In
particular, s ∈ O◦XG,x. It remains to show that if u ∈ O
×
XG,x
then either u or u−1
lies in O◦XG,x. Shrinking X we can assume that u ∈ OXG(X)
×. Then X is the
union of Y = X{u} and Z = X{u−1}, hence x lies in either YG or ZG, and then
u ∈ O◦XG,x or u
−1 ∈ O◦XG,x, respectively. 
9.2.8. Valuation νx. Let νx denote both the semivaluation induced by O◦XG,x on
OXG,x and the valuations induced on κG(x) and H(x). If x ∈ X then an element
s ∈ OXG,x lies in O
◦
XG,x
if and only if |s|x ≤ 1. Thus, O◦XG,x/mG,x = H(x)
◦, i.e. νx
is the standard real valuation of H(x). If x is arbitrary, we only have an inclusion
O◦XG,x/mG,x →֒ H(x)
◦, so νx is composed from the real valuation of H(x) and the
residue valuation ν˜x on H˜(x).
The following remark clarifies the relation between these valuations and germ
reductions. It will not be used in the sequel so we just formulate the results.
Remark 9.2.9. (i) The construction of ν˜x can be extended by associating to x
a graded valuation ring of H˜(x)H (see §9.1.15) whose component in degree 1 is
O◦XG,x/mG,x, and the argument is essentially the same. Set O = OXG for shortness
and let O◦r and O
◦◦
r be the subsheaves of O whose sections on U satisfy |s|U ≤ r
and |s|U < r, respectively. Then Ax = ⊕h∈H(O◦h)x/(O
◦◦
h )x is a graded valuation
ring of H˜(x)H = ⊕h∈H(Ox)
◦
h/(Ox)
◦◦
h that coincides with the graded valuation
ring induced by the image of x under the homeomorphism r−1X (y) = (˜X, y)H from
Theorem 9.1.16, where y ∈ X is the maximal generization of x. In particular,
x ∈ X if and only if Ax = H˜(x)H , i.e. the graded valuation is trivial.
(ii) Assume that H =
√
|k×| and hence XG is the usual strictly analytic G-
topology. Then the H-graded reduction coincides (as a topological space) with the
ungraded reduction (˜X, x) because taking the degree-1 components provides a one-
to-one correspondence between graded valuation k˜H -rings in H˜(x)H and valuation
k˜-rings in H˜(x). In particular, x is determined by its maximal generization y and
a point of (˜X, y), or, that is equivalent, x is determined by the valuation νx. This
implies that XG coincides with the Huber adic space X
ad corresponding to X , and
x ∈ X if and only if νx is of height one. Furthermore, if H = R>0 then XG
coincides with the so-called reified adic space introduced by Kedlaya in [Ked13],
and (perhaps) the case of a general H will be set in details in [DT14].
9.3. Topological realization of PL spaces and skeletons.
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9.3.1. The n-dimensional affine RS-PL space. Consider the RS-PL space A = R
n
>0
with coordinates t1, . . . ,tn. It is provided with the G-topology AG of RS-PL sub-
spaces. Recall that U ⊆ A is an RS-PL subspace if the RS-polytopes contained in
U form a quasi-net (hence also a net) of U , and a covering U = ∪iUi by RS-PL
subspaces is admissible if {Ui}i is a quasi-net of U .
For any polytope P ⊂ A the topological realization |PG| is a quasi-compact
topological space. As in the case of analytic spaces (see §9.1.5), Deligne’s theorem
implies that AG has enough points, and, moreover, (AG)
∼ is equivalent to |AG|∼.
For shortness, we will not distinguish AG (resp. PG) and its topological realization
|AG| (resp. |PG|).
9.3.2. G-skeletons. If X is an analytic space with a ZH -PL subspace P then the
embedding i : P →֒ X is continuous with respect to the G-topologies, see [Ber04,
Theorem 6.3.1]. Since the functor that associates to a sober topological space the
lattice of its open subsets is fully faithful, this implies that i extends to a continuous
embedding iG : PG →֒ XG and we say that PG is a ZH-PL subspace of XG.
Remark 9.3.3. (i) The main advantage of working with PG is that it is a honest
topological space, so one can use local arguments. One has to describe the new
points but, as we will see, this is simple: points of PG correspond to valuations on
abelian groups, and points of iG(PG) correspond to t-monomial valuations.
(ii) It seems that the use of model theory in [DT14] is mainly needed for the
same aim. One interprets PG in terms of definable sets and types in the theory of
ordered groups, and Deligne’s theorem on points of locally coherent sites is replaced
with Go¨del’s completeness theorem. This is not so surprising, since it is known
that Go¨del’s theorem and Deligne’s theorem are equivalent, when appropriately
translated (for example, see [Fro13]).
9.3.4. Monomiality. Notions of t-monomial and generalized Gauss valuations nat-
urally extend to general valuations. Namely, let L/l be an extension of valued
fields and let (t1, . . . ,tn) be a tuple of elements of L. We say that the valuation
on l(t) is a generalized Gauss valuation (with respect to l) if for any polynomial
a =
∑
i∈Nn ait
i ∈ l[t] the equality |a| = maxi|aiti| holds. Such a valuation on l(t) is
uniquely determined by its restrictions onto l and the monoid tZ :=
∏n
j=1 t
Z
j . If, in
addition, L is finite over the closure of l(t) in L then we say that L and its valuation
are t-monomial. The following result is proved in [DT14, Proposition 1.8.3].
Lemma 9.3.5. Assume that X is an analytic space, f : U → Gnm is a monomial
chart given by t1, . . . ,tn ∈ O
×
XG
(U), and x ∈ XG is a point whose maximal gener-
ization y is contained in the ZH-PL subspace P = S(f). Let l denote the field H˜(y)
provided with the valuation ν˜x (see Remark 9.2.9(i)), and let d = tr.deg.(l/k˜). As-
sume that |ti|x = 1 for 1 ≤ i ≤ d, and set si = t˜i for 1 ≤ i ≤ d. Then x ∈ PG if
and only if the extension l/k˜ is s-monomial.
Consider a monomial chart f : U → Gnm given by u1, . . . ,un ∈ O
×
XG
(U). Let
g : U → Gnm be given by ti = ci
∏n
j=1 u
lij
i , where ci ∈ k
× and (lij) is an n-by-n
integer matrix with non-zero determinant. Then it is easy to see that g is another
monomial chart and S(f) = S(g). Note also that if x ∈ UG is a point whose maximal
generization y is monomial then choosing monomials ti appropriately we can achieve
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that |ti|x = 1 for 1 ≤ i ≤ Fy = tr.deg.(H˜(x)/k˜) (in terms of [DT14, Section 1.8], ti
are well presented at x). Therefore, Lemma 9.3.5 implies the following corollary.
Corollary 9.3.6. Assume that P is a ZH -PL subspace of X and x ∈ PG is a point,
and let l denote the residue field H˜(x) with the valuation ν˜x. Then the extension
l/k˜ is Abhyankar.
9.3.7. Structure sheaf of A. In the remaining part of Section 9.3 we provide the
promised valuation-theoretic description of the points of PG. This will not be used
in the sequel, so the reader can skip to Section 9.4.
Until the end of Section 9.3, we fix arbitrary R and S, and L = S ⊕ (⊕ni=1t
R
i )
denotes the group of RS-monomial functions on A. We provide A with the sheafO◦A
such that if P is an RS-polyhedron then O◦A(P ) is the monoid of RS-PL functions
with values in (0, 1].
9.3.8. Combinatorial valuations. By an RS-valuation on L we mean any homomor-
phism | | : L → Γ to an ordered group such that if r ∈ R+ = R ∩R≥0 and x ∈ L
with |x| ≤ 1 then |xr| ≤ 1, and the restriction of | | onto S ⊆ L is equivalent to the
embedding S →֒ R>0. We say that a valuation is bounded if for any x ∈ L there
exists s ∈ S with |x| ≤ |s|.
9.3.9. Valuation monoids. Analogously to ring valuations, the valuation is deter-
mined up to an equivalence by the valuation monoid L◦ consisting of all elements
x ∈ L with |x| ≤ 1. It is bounded if and only if SL◦ = L. In addition, (L◦)gp = L
and L◦ is an (RS)
◦-monoid, i.e. it contains S◦ = S ∩ (0, 1] and is closed under the
action of R+. In this case, we say that L
◦ is a bounded valuation R+-monoid of L.
9.3.10. Valuative interpretation of points. Similarly to the points of XG, points of
PG admit a simple valuative-theoretic interpretation.
Theorem 9.3.11. Let A and L be as above. Then for any point x ∈ AG the stalk
O◦AG,x is a bounded valuation R+-monoid of L, and this establishes a one-to-one
correspondence between points of PG and bounded RS-valuations on L.
Proof. Choose an RS-polytope P with x ∈ PG. Clearly, M = O◦AG,x is an R+-
monoid. Also, Mgp = L = SM because these equalities hold already for the
monoid M ′ = O◦AG(P ). To prove that M is a valuation monoid it suffices to show
that if a ∈ L then either a ∈ M or a−1 ∈ M , but this follows from the fact that
P = P{a ≤ 1} ∪ P{a−1 ≤ 1}.
It remains to show that any bounded valuation R+-monoid L
◦ of L equals to
O◦AG,x for a unique point x. Consider the set F of all RS-polytopes given by finitely
many inequalities ai ≤ 1 with ai ∈ L◦. Then F is a completely prime filter and
the stalk at the corresponding point x is L◦. Uniqueness of F is also clear from the
construction. 
9.3.12. G-skeleton of the torus. Now let us assume that RS = ZH and so L =
H ⊕ tZ. Set T = Gnm, and consider the embedding i : A →֒ T sending s to the
generalized Gauss valuation | |s and the retraction r : T→ A from Remark 7.2.2(ii).
Both are continuous in the G-topology, see [Ber04, Theorems 6.3.1 and 6.4.1], hence
extend to continuous maps iG : AG →֒ TG and rG : TG → AG. Furthermore, the
description of the maps i and r can be naturally extended to iG and rG. For
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simplicity, we explain this only in the case when H = |k×|Q, and the reduction is
ungraded.
Given a point x ∈ TG consider its maximal generization y ∈ T and provide H(x)
with the valuation νx, see Remark 9.2.9. Then the restriction of νx onto |k×| ⊕ t
Z
is a bounded ZH -valuation, so we obtain a map rG. Conversely, given a bounded
ZH -valuation µ : L → Γ, we extend it to a generalized Gauss valuation on k[t] by
the max formula |
∑
i ait
i|µ = maxi|ai|µ(t
i). Since | |µ is composed from a real
valuation and a valuation on its residue field, we obtain a point of TG. Clearly,
rG ◦ iG = Id, so rG is a retraction onto S(T)G := iG(A).
9.4. Residually unramified monomial charts. Our last goal is to prove a the-
orem on existence of residually unramified monomial charts that was used earlier
in the paper.
9.4.1. Residual unramifiedness at non-analytic points. Assume that f : Y → X
is a morphism of k-analytic spaces, y ∈ YG, x = f(y) and provide H(y) and
H(x) with the valuations νy and νx, respectively (see §9.2.8). We say that f is
residually unramified at y (resp. residually tame at y) if the extension of valued
fields (H(y), νy)/(H(x), νx) is finite and unramified (resp. tame). This extends the
analogous notion from the case of analytic points to the whole YG.
Lemma 9.4.2. Keep the above notation. Then f is residually unramified at y if
and only if the extension of the real-valued fields (H(y), | |y)/(H(x), | |x) and the
extension of the valued fields (H˜(y), ν˜y)/(H˜(x), ν˜x) are unramified.
Proof. This follows from a criterion for an extension of composed valued fields to
be unramified, see [Tem10, Proposition 2.2.2]. 
9.4.3. Generators of unramified extensions. Assume that L/K is a finite unramified
extension of valued fields. We say that u ∈ L is an integral generator of L over K if
L◦ is a localization of K◦[u]. Note that in this case g′(u) is invertible in L◦, where
g(T ) is the minimal polynomial of u over K.
Lemma 9.4.4. Assume that L/K is a finite extension of valued fields. Then,
(i) If L/K is unramified then it possesses an integral generator.
(ii) An element u ∈ L is an integral generator if and only if L = K[u], u ∈ L◦
and g′(u) ∈ (L◦)×, where g is the minimal polynomial of u over K.
Proof. The first claim is a (simple) special case of Chevalley’s theorem [Gro67,
IV4, 18.4.6]. Only the inverse implication needs a proof in (ii), so let us establish
it. Consider the subring A = K◦[u, g′(u)] of L◦. By [Gro67, IV4, 18.4.2(ii)], A is
e´tale over K◦. Therefore, A is a semilocal Pru¨fer ring (i.e. all its localizations are
valuation rings) and it follows that any intermediate ring A ⊆ R ⊆ Frac(A) is a
localization of A. In particular, L◦ is a localization of A. 
9.4.5. Residually unramified locus. Given a morphism f : Y → X , by the residually
unramified locus of f we mean the set of all points y ∈ |YG| such that f is residually
unramified at y.
Theorem 9.4.6. Assume that f : Y → X is a quasi-e´tale morphism. Then the
residually unramified locus of f is open in |YG|.
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Proof. Assume that f is residually unramified at y ∈ YG. We should prove that f
is residually unramified in a neighborhood of y. Set x = f(y), L = (H(y), νy) and
K = (H(x), νx). Also, let y0 ∈ Y and x0 ∈ X be the maximal generizations of y and
x, respectively, and consider the real-valued fields L0 = H(y0) and K0 = H(x0).
Step 1. We can assume that X = M(A) is affinoid and f is finite e´tale. The
question is G-local at x and y hence we can assume that X and Y are affinoid. It
follows easily from [Ber93, Theorem 3.4.1] that replacing X and Y with neighbor-
hoods of y0 and x0, we can achieve that f factors as Y →֒ Y → X , where Y is an
affinoid domain in Y and Y → X is finite e´tale (see [DT14, 3.12]). So, replacing Y
with Y we can assume that f is finite e´tale.
Note that X and Y are good. We will use the usual local rings OX,x0 , OY,y0 and
the residue fields κ(x0), κ(y0) in the sequel. Also, we will freely replace X with a
neighborhood of x0 when needed.
Step 2. We can assume that Y = M(B), where B = A[u] and u(y) is an
integral generator of L◦ over K◦. By our assumption, L◦/K◦ is e´tale, hence by
Lemma 9.4.4(i) there exists an integral generator v of L overK. We claim that using
Lemma 9.4.4(ii) one can slightly move v achieving that v ∈ κ(y0). Indeed, L0/K)
is separable hence K0[v] is preserved under small deformations of u by Krasner’s
lemma applied to L0/K0. Similarly, if gv is the minimal polynomial of v then g
′
v(v)
changes slightly under small deformations of v. In particular, a slight change of v
preserves the reduction g˜′v(v) and hence also the equality ν˜y(g˜
′
v(v)) = 1, which is
equivalent to the inclusion g′v(v) ∈ (L
◦)×.
In the sequel, v ∈ κ(y0). Since κ(x0) is henselian by [Ber93, Theorem 2.3.3], it
is separably closed in H(x) and therefore the minimal polynomial gv(T ) of v lies in
κ(x0)[T ]. Choose a monic lifting G(T ) ∈ OX,x0 [T ] and shrink X around x0 so that
G(T ) ∈ A[T ].
Set B = A[T ]/(G(T )) and Y ′ =M(B). Then Y ′ → X is a finite map of degree
d = deg(G) and the preimage of x0 is a single point y
′
0 such that H(y
′
0)/H(x0) is
the extension L0/K0. Therefore, Y
′ → X is e´tale at y′0 and the maps of germs
(Y ′, y′0)→ (X, x0) and (Y, y0)→ (X, x0) are isomorphic by [Ber93, Theorem 3.4.1].
In particular, after shrinking X around x0 the morphism Y
′ → X becomes e´tale,
and then we can replace Y with Y ′. Then the image u ∈ B of T is as required since
u(y) = v.
Step 3. The domain U = Y {G′(u)−1} is as required. Clearly y ∈ U , so we should
only check that for any z ∈ U with F = H(z) and E = H(f(z)), the extension F/E
is unramified. Set w = u(z), then F = E[w] and the minimal polynomial h(T ) of
w over E is a factor of G(T ), where G = G(z) is obtained from G by evaluating its
coefficients at z. Since h(w) = 0 and G
′
(w) is invertible, we obtain that h′(w) is
invertible. By Lemma 9.4.4(ii), w is an integral generator of F over E, in particular,
F/E is unramified. 
9.4.7. Construction of charts. Now we are in a position to prove the main result of
Section 9.4.
Theorem 9.4.8. Assume that k is algebraically closed. Let X be a k-analytic space
and P a compact ZH-PL subspace of X. Then there exist finitely many residually
unramified monomial charts fi : Ui → Gnim such that P = ∪iS(fi).
Proof. First, we observe that it suffices to show that for any point x ∈ PG there
exists a residually unramified monomial chart f : U → Gnm such that x ∈ S(f)G.
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Indeed, intersecting this chart with a chart g such that x ∈ S(g)G and S(g) ⊆ P
we can also achieve that S(f) ⊆ P , and then the assertion follows from the quasi-
compactness of PG.
By Lemma 9.4.9 below, there exists a monomial chart such that x ∈ S(f)G and
f is residually unramified at x. Applying Theorem 9.4.6 we can find an analytic
domain V ⊆ U such that x ∈ VG and the map f |V is residually unramified. Hence
f |V is a required monomial chart and we are done. 
Lemma 9.4.9. Assume that X is an analytic space and x ∈ XG is a monomial
point. Then there exists a monomial chart f : U → Gnm such that x ∈ S(f)G and
f is residually monomial at x.
Proof. The argument is similar to that in Corollary 7.2.6, but this time we should
choose the transcendence basis of the residue field more carefully. Let x0 ∈ X be
the maximal generization of x and consider the real-valued field L0 = (H(x0), | |x)
and the valued fields L = (H(x), νx) and l = (L˜0, ν˜x). Then x0 is monomial and l/k˜
is Abhyankar by Corollary 9.3.6. Set E = Ex0 and F = Fx0 , and choose elements
aF+1, . . . ,aF+E such that their images in |L
×
0 |/|k
×| form a basis. Next, choose a
transcendence basis b1, . . . ,bF of l/k˜ such that l/k˜(b1, . . . ,bF ) is unramified; this is
possible by [Kuh10, Theorem 1.3].
Remark 9.4.10. Existence of such a basis is the valuation-theoretic ingredient
of local uniformization of Abhyankar valuations. It is an immediate consequence
of the difficult theorem that l is stable, see [Kuh10, Theorem 1.1] or [Tem13, Re-
mark 2.1.3]. In fact, one can take b1, . . . ,bF to be any basis such that b1, . . . ,bE˜ is
mapped to a basis of |l×| ⊗Q, where E˜ = El/k˜, and bE˜+1, . . . ,bF is mapped to a
separable transcendence basis of l˜/k˜.
Choose any lifts a1, . . . ,aF ∈ κG(x) of b1, . . . ,bF . We obtain elements a1, . . . ,an,
where n = E + F = dimx0(X), and let t1, . . . ,tn ∈ OXG,x be any lifts of a1, . . . ,an.
Let U be such that ti are defined on U and x ∈ UG. Then t induces a mor-
phism f : U → Gnm and the fiber f
−1(f(x0)) is zero-dimensional at x0 by [Duc14,
Corollary 8.4.3]. It then follows from [Duc07, Theorem 4.9] that replacing U by
a Zariski open neighborhood of x0 we can achieve that f has zero-dimensional
fibers and hence is a monomial chart. By our construction, the induced valua-
tions on K = k(a1, . . . ,an) and K˜ = k˜(b1, . . . ,bF ) are generalized Gauss valuations.
The first implies that x0 ∈ S(f), hence the second implies that x ∈ S(f)G by
Lemma 9.3.5.
The residue field extension l/k˜(b1, . . . ,bF ) is unramified and hence separable. In
addition, L0 is unramified over H(f(x0)) = ̂k(a1, . . . ,aF ) because the fields are
stable and have the same group of values and the extension of the residue fields
is separable. Hence f is residually unramified at x by Lemma 9.4.2, and we are
done. 
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