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1. Introducción
El estudio de las ecuaciones diferenciales en el
plano tomó una dirección importante a principios
del siglo XX motivado por el Problema 16 de Hil-
bert que pregunta por el número de ciclos límite
que tiene una ecuación diferencial polinomial en
el plano. En el intento de resolver este problema,
la teoría ha tenido un desarrollo notable en dis-
tintos aspectos, tanto en el caso real como en el
caso complejo.
En este escrito hacemos una introducción a al-
gunos aspectos de la teoría de campos vectoriales
polinomiales planos, reales y complejos. Ilustraremos algunos métodos gene-
rales que se han implementado para entender el comportamiento de dichos
campos en vecindades de puntos singulares, es decir, puntos donde el cam-
po se anula. El comportamiento alrededor de los puntos regulares, donde el
campo es distinto de cero, se entiende muy bien a partir del Teorema de
Existencia y Unicidad de Ecuaciones Diferenciales Ordinarias (TEU) y el
llamado Teorema de la Caja de Flujo. Dichos teoremas no se aplican en el
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caso singular, por lo que ha habido necesidad de implementar otros métodos,
que a su vez, han permitido un desarrollo considerable de la teoría.
En la primera parte nos concentramos en el estudio de un campo vectorial
polinomial real X en una vecindad de uno de sus puntos singulares. En
particular, nos enfocaremos al cálculo del índice de Poincaré–Hopf del campo
vectorial X en un punto singular; recordemos que el índice nos ayuda a
comprender el comportamiento geométrico local de las curvas integrales del
campo vectorial en una vecindad del punto singular.
A todo campo vectorial polinomial real X, se le asocia su variedad de
ceros reales ZR(X), que consiste de todos los puntos singulares reales de
X. Al complexificar el campo X y encontrar todos sus puntos singulares
complejos, se obtiene la variedad de ceros complejos ZC(X). De acuerdo a
cómo sean estas variedades, el cálculo del índice se hace utilizando técnicas
muy distintas. El caso más estudiado es el correspondiente a las llamadas
singularidades algebraicamente aisladas. En este caso, ZR(X) y ZC(X) son
finitos. El índice se calcula a partir de la fórmula bien conocida de Eisenbud–
Levine y Khimshiashvili (ver [EL] y [Khi]), que describe al índice como la
signatura de una forma bilineal definida sobre un álgebra local asociada al
campo vectorial, la cual, como R-espacio vectorial es de dimensión finita.
En el caso que la singularidad no es algebraicamente aislada, la dimensión
del álgebra local asociada al campo es infinita y no es posible hacer el cálculo
del índice con la misma fórmula. Es necesario implementar otros métodos
para poder realizar dicho cálculo. El estudio de este tipo de singularidades
lo inició Castellanos en [Cas]. En el artículo [CCC], se hace el estudio del
cálculo del índice imponiendo ciertas hipótesis específicas sobre el campo
vectorial y su variedad de ceros complejos. Analizaremos el caso plano de
estos resultados.
En la segunda parte del escrito nos enfocamos al estudio de campos vec-
toriales polinomiales complejos. Al igual que en el caso real, muchas de las
propiedades interesantes de estos campos se encuentran alrededor de los pun-
tos singulares. En diversos aspectos, la teoría tiene mucho en común con la
respectiva teoría real, pero evidentemente existen diferencias esenciales.
De acuerdo con la versión compleja del TEU, por un punto regular del
plano C2 pasa una única curva solución. En el caso de puntos singulares, el
teorema de Camacho y Sad (ver [CS]) nos garantiza que en el plano al menos
hay una curva analítica tangente al campo vectorial.
Una manera canónica de estudiar los espacios de dimensión uno que pasan
por la singularidad es estudiar la parte lineal del campo holomorfo, así que
el hecho que el polinomio característico tenga todas sus raíces en C nos da
una herramienta para estudiarlos, distinta al caso real. Otra herramienta
conveniente en este estudio son los cambios de coordenadas holomorfos, los
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cuales nos permiten llevar un campo vectorial holomorfo dado, a otro campo
canónico que entendemos mejor.
Un tipo importante de singularidades lo conforman las llamadas singula-
ridades reducidas : aquellas tales que el cociente de los valores propios de la
parte lineal del campo alrededor de la singularidad no es un número racional
positivo. De estas singularidades se conoce toda la dinámica, en el sentido
que se sabe cuántas curvas analíticas tangentes al campo vectorial pasan por
ellas.
A pesar de conocer la dinámica de las singularidades reducidas, la clasifi-
cación de campos vectoriales holomorfos en espacios de dimensión dos no está
completa y las técnicas de estudio para diferentes tipos de campos pueden ser
muy variadas. La cuestión puede reducirse al estudio alrededor de los puntos
singulares, por lo que es entonces primordial encontrar invariantes bajo cam-
bios de coordenadas que dependan sólo de la singularidad. Estos invariantes
pueden definirse en el contexto de muchas áreas de las matemáticas como la
topología, el análisis y la geometría algebraica.
En la primera parte, que consiste de las secciones §2, §3 y §4, hacemos
la descripción del caso real y en las secciones §5, §6 y §7 analizamos el ca-
so complejo. Finalmente, en la sección §8 hacemos algunos comentarios y
preguntas que sugieren ideas para el posible desarrollo de la teoría de estos
temas fascinantes.
2. Campos vectoriales polinomiales en R2
En esta sección damos algunas definiciones y resultados básicos sobre
campos vectoriales planos reales y nos concentramos en el caso de campos
vectoriales polinomiales, es decir, cuando las funciones componentes del cam-
po X son polinomios. La bibliografía sobre el tema es muy amplia y cuales-
quiera de las referencias [HS] o [DLA] contiene un desarrollo detallado de la
teoría.
2.1. Campos vectoriales en R2
Sea U un subconjunto abierto de R2 y supongamos que 1 ≤ r ≤ ∞ o
r = ω. Un campo vectorial de clase Cr en U es una aplicación X : U −→ R2
de clase Cr. Un campo vectorial asocia, a cada punto x ∈ U , un vector X(x).
Una curva integral del campo X es una solución de la ecuación diferencial
x˙ = X(x), (x ∈ U). (1)
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
A
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Si ϕ : I ⊂ R −→ U es una solución de la ecuación diferencial (1), entonces
ϕ′(t) = X(ϕ(t)), (t ∈ I).
Esquemáticamente
t = 0
ϕ(t)
ϕ
x = ϕ(0)
X(x)
U
Curva integral del campo X
Un punto x0 ∈ U tal que X(x0) 6= 0 se llama un punto regular de X. En
caso contrario diremos que x0 es un punto singular de X.
Supongamos que X es un campo vectorial que nunca se anula en U . El
TEU (ver e.g., [DLA], Cap. 1, Teorema 1.1) establece que en la vecindad de
cualquier punto x0 ∈ U , existe una curva integral ϕ de X definida en un
intervalo (−ε, ε) ⊂ R tal que ϕ(0,x0) = x0.
Las curvas integrales del campo X definen un flujo local ϕ en cada punto
x ∈ U ; i.e., existe una vecindad Ux de x y un intervalo (−ε, ε) ⊂ R tal que,
para cualquier y ∈ Ux, la curva integral que pasa por y, γy(t) está definida
para todo t ∈ (−ε, ε):
ϕ : (−ε, ε)× Ux −→ U, ϕ(t,y) := γy(t).
ϕ es de clase Cr y las condiciones de flujo local son:
ϕ(0,y) = y para toda y ∈ U , y,
ϕ(s, ϕ(t,y)) = ϕ(s+ t,y), siempre que los términos estén definidos.
Por otro lado, el Teorema de la Caja de Flujo (ver, e.g. [DLA], Cap. 1,
Teorema 1.12), establece que en la vecindad de un punto regular es posible
‘alinear’ el campo vectorial. Más precisamente, si x ∈ U es un punto regular
del campo X, entonces podemos encontrar una carta coordenada V alrededor
de x y un difeomorfismo h : V −→ V ′ ⊂ R2 tales que X|V es Cr-conjugado al
campo horizontal Y :=
(
1
0
)
a través de h. Intuitivamente, una conjugación
entre dos campos vectoriales manda curvas integrales en curvas integrales.
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U
V
x
h
V ′
El Teorema de la Caja de Flujo
Observemos que podemos elegir V de manera que V ′ ⊂ R2 sea rectangu-
lar. De esta manera obtenemos una descomposición de V ′ en intervalos de la
forma V ′h × {y}, para cada y ∈ V ′v . Aquí, V ′h son los intervalos horizontales y
V ′v son los intervalos verticales. Las curvas definidas por h−1(V ′h × {y}) son
líneas de flujo local del campo X.
2.2. Campos vectoriales polinomiales
En lo sucesivo estudiaremos campos vectoriales polinomiales X definidos
en subconjuntos abiertos del plano. Este campo vectorial lo representaremos
usando el sistema diferencial asociado:
x˙ = P (x, y)
y˙ = Q(x, y),
donde P y Q son polinomios en las variables reales x, y. Decimos que el
sistema es de grado n = ma´x{grad(P ), grad(Q)}.
Observación 2.1. Un sistema como el anterior, tiene un número infinito de
puntos singulares (una curva) o, tiene a lo más n2 puntos singulares en R2.
De manera regular usaremos la siguiente notación para un campo vectorial
polinomial evaluado en un punto cualquiera (x, y) ∈ R2:
X =
(
P (x, y)
Q(x, y)
)
.
Ejemplo 2.1 (Campos lineales). Consideremos el sistema x˙ = Ax, donde A
es una matriz de 2 × 2 con det(A) 6= 0. Observemos que x = 0 es un punto
singular del campo.
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Si escribimos τ = traza(A) y δ = det(A), entonces sabemos que los valores
propios de A están dados por
λ =
τ ±√τ 2 − 4 δ
2
.
Tenemos entonces las siguientes posibilidades:
a) δ > 0 .
• τ 2 − 4 δ ≥ 0 . En este caso decimos que 0 es un nodo (y se pueden
distinguir tres tipos esencialmente diferentes):
(A tiene dos valores propios diferentes)
(A sólo tiene un valor propio y no diagonaliza)
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(A sólo tiene un valor propio y diagonaliza)
• τ 2 − 4 δ < 0 . En este caso decimos que 0 es un foco:
• τ = 0 . En este caso decimos que 0 es un centro:
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b) δ < 0 . En este caso decimos que 0 es un punto silla:
Punto silla
3. Singularidades de campos vectoriales
En esta sección iniciamos el estudio del comportamiento local de un cam-
po vectorial polinomial X en una vecindad de un punto singular x0. De
acuerdo con la observación (2.1), consideraremos el caso en el que el campo
tiene solamente singularidades aisladas; esto es, un punto x0 es una singula-
ridad aislada de X si existe una vecindad U de x0 suficientemente pequeña
para que X no tenga otro punto singular en U .
Para realizar este estudio utilizaremos invariantes ‘locales’ del campo y,
como el índice que vamos a definir es invariante bajo cambios de coordenadas,
haremos el estudio en una vecindad del punto singular 0 := (0, 0), donde
supondremos que 0 es una singularidad aislada de X.
Todos los conceptos y resultados importantes en esta sección y la siguien-
te son válidos, de forma muy general, para gérmenes de campos vectoriales
polinomiales y sus invariantes locales. Sin embargo, para mantener la nota-
ción lo más sencilla posible, enunciaremos todo esto para campos vectoriales
polinomiales, en el entendido de que un representante de un germen de cam-
po vectorial polinomial es un polinomio definido en una vecindad del punto
singular.
3.1. Gérmenes, invariantes locales y variedades de ceros
Sean P,Q : (R2, 0) −→ (R, 0) dos polinomios definidos respectivamente en
vecindades abiertas que contienen a 0, D1 y D2, tales que P (0) = Q(0) = 0.
Decimos que P es equivalente a Q, si existe una vecindad abiertaD ⊂ D1∩D2
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de 0 tal que P|D = Q|D. Una clase de equivalencia de aplicación polinomial
en 0 se llama un germen en 0 de un polinomio en R2.
El conjunto A := R[[x, y]] que consiste de todos los gérmenes en 0 de apli-
caciones polinomiales en R2 es un anillo con la suma y multiplicación usual de
series de potencias. Esto es, si P ,Q ∈ A, entonces, la suma y multiplicación
de P y Q están bien definidas como la suma y multiplicación usual de series
de potencias. La serie de potencias idénticamente 0 es el elemento neutro adi-
tivo y la serie de potencias 1 es el elemento neutro multiplicativo; además,
estas dos operaciones satisfacen las propiedades distributivas usuales.
Observación 3.1. Utilizaremos en lo sucesivo campos vectoriales definidos
en una vecindad de 0. Los conceptos, resultados e invariantes locales asociados
están definidos de forma más general para gérmenes de campos vectoriales
X : (R2, 0) −→ (R2, 0), los cuales podemos pensarlos como gérmenes en 0 de
aplicaciones reales analíticas en R2.
Sea
X =
(
P (x, y)
Q(x, y)
)
un campo vectorial polinomial en R2 con singularidad aislada en 0. Denote-
mos por IX = (P,Q) al ideal generado por P y Q en A; esto es, IX consiste
de elementos de la forma f P + g Q, donde f, g ∈ A.
Un invariante local de X en 0 es:
AX := A/IX .
AX es un anillo local, i.e., AX tiene un único ideal máximo. Más aún, AX es
también un espacio vectorial sobre R, por lo que admite una estructura de
álgebra sobre R.
Definimos la variedad de ceros reales de X como
ZR(X) = {x ∈ R2 : X(x) = 0}.
Como x0 = 0 es una singularidad aislada, se tiene que ZR(X) = {0}.
Una observación importante que determina el tipo de ‘aproximación’ que se
debe utilizar en este estudio es si la correspondiente variedad de ceros com-
plejos tiene dimensión compleja positiva o cero. Para describir esta variedad,
necesitamos complexificar el campo X.
El campo vectorial complexificado de X, que denotamos nuevamente por
X, consiste básicamente en escribir los polinomios como funciones de variable
compleja; esto es, el campo
X =
(
P (z, w)
Q(z, w)
)
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es un campo vectorial complejo en C2 y P,Q son polinomios en las variables
complejas z, w. Este campo determina un campo de líneas complejas en C2
en el complemento del conjunto singular o variedad de ceros complejos de X:
ZC(X) = {(z, w) ∈ C2 : X(z, w) = 0}.
Dependiendo de la naturaleza geométrica de ZC(X), se hace el estudio
de las singularidades del campo X, las cuales dividiremos en: singularida-
des algebraicamente aisladas y singularidades que no son algebraicamente
aisladas.
3.2. Singularidades algebraicamente aisladas (SAA)
Sea X =
(
P (x, y)
Q(x, y)
)
un campo vectorial polinomial en R2 con una singu-
laridad aislada en 0.
Definición 3.1. Decimos que X tiene una singularidad algebraicamente ais-
lada en 0 si el álgebra local AX asociada a X, es de dimensión finita como
espacio vectorial real. Esto es,
dimRAX <∞.
En este caso,
ZR(X) = {0} y ZC(X) = {0}.
Ejemplo 3.1. Sea
X =
(
x2 − y2
2x y
)
el campo vectorial polinomial en R2 con singularidad aislada en 0. Observe-
mos que
AX = R[[x, y]]/(x2 − y2, 2x y),
y una R-base para AX está determinada por las clases residuales de
1, x, y, x2 + y2.
Luego,
dimRAX = 4,
y por lo tanto, X tiene una singularidad algebraicamente aislada en 0 ∈ R2.
Además,
ZR(X) = {0} y ZC(X) = {0}.
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Ejemplo 3.2. Sea
X =
(
x3 − 3x y2
3x2 y − y3
)
el campo vectorial polinomial en R2 con singularidad aislada en 0. Observe-
mos que
AX = R[[x, y]]/(x3 − 3x y2, 3x2 y − y3),
y una R-base para AX está determinada por las clases residuales de
1, x, x2, y, x y, y2, x y2, y3, y4.
Luego,
dimRAX = 9.
Por lo tanto, X tiene una singularidad algebraicamente aislada en 0 ∈ R2.
Además,
ZR(X) = {0} y ZC(X) = {0}.
3.3. Singularidades no-algebraicamente aisladas (SNAA)
Sea de nuevo X =
(
P (x, y)
Q(x, y)
)
un campo vectorial polinomial en R2 con
una singularidad aislada en 0.
Definición 3.2. Decimos que X tiene una singularidad no-algebraicamente
aislada en 0 si
dim(ZC(X)) > 0.
En este caso,
dimRAX =∞.
El siguiente ejemplo ilustra esta situación (ver [CCC], ejemplo 3.3).
Ejemplo 3.3. Sea
X =
(
x4 − y4
2x3 y + 2x y3
)
=
(
(x2 − y2)(x2 + y2)
2x y (x2 + y2)
)
el campo vectorial polinomial en R2. Claramente, X tiene una singularidad
aislada en 0 ∈ R2, pero la variedad de ceros complejos tiene codimensión 1.
Esto es,
ZR(X) = {0} y codimZC(X) = 1.
En este caso, el conjunto singular complejo de X son las dos rectas en C2:
ZC(X) = {x− i y = 0} ∪ {x+ i y = 0}.
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4. El índice de campos vectoriales
Como mencionamos en la introducción, para calcular el índice de un
campo vectorial X en el punto singular x0 = 0, separamos el análisis en
dos casos: cuando X tiene una singularidad algebraicamente aislada en 0 y
cuando la singularidad no es algebraicamente aislada. En el primer caso, el
estudio se hace calculando la signatura de una forma bilineal no degenerada
asociada al campo. La fórmula correspondiente la determinaron Eisenbud-
Levine y Khimshiasvili (ver [EL] y [Khi]). El estudio de singularidades no-
algebraicamente aisladas de campos vectoriales reales analíticos fue iniciado
por Castellanos en [Cas].
Sea X =
(
P (x, y)
Q(x, y)
)
un campo vectorial polinomial en R2 con una singu-
laridad aislada en 0.
Sea S1 el círculo unitario en el plano y denotemos por S1ε a una circunfe-
rencia con centro en 0 de radio ε > 0 suficientemente pequeño para que la
única singularidad de X en el disco determinado por S1ε sea el origen.
Definición 4.1. El índice de Poincaré–Hopf de X en 0 es el grado de la
aplicación de Gauss:
X
‖X‖ : S
1
ε −→ S1.
Denotaremos por Ind0(X) al índice de X en 0.
En el caso de sistemas lineales (ver ejemplo 2.1), el índice está determi-
nado por el signo del determinante δ de la matriz A. En esta situación, los
índices son +1, para todos casos posibles en a), y −1 en el caso b).
4.1. Indice de campos vectoriales con SAA
SeaX =
(
P (x, y)
Q(x, y)
)
un campo vectorial polinomial en R2 con singularidad
algebraicamente aislada en 0.
Entonces, el álgebra local asociada a X, AX , es de dimensión finita como
espacio vectorial sobre R. Eligiendo coordenadas en el dominio, podemos
describir a X a partir de sus componentes P,Q : (R2, 0) −→ (R, 0). En las
coordenadas x, y se define el determinante Jacobiano del campo vectorial X
por
Jac(X) :=
∣∣∣∣∣ ∂P/∂x ∂P/∂y∂Q/∂x ∂Q/∂y
∣∣∣∣∣ ,
el cual podemos pensar como una función Jac(X) : (R2, 0) −→ R.
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La clase residual J del germen Jac(X) del determinante Jacobiano de X
en el álgebra AX
J = Jac(X) mo´d IX
es diferente de cero. Supongamos ahora que ϕ : AX −→ R es un funcional
lineal tal que ϕ(J) > 0. Entonces, dado este funcional lineal ϕ, se define una
forma bilineal
〈·, ·〉ϕ : AX × AX −→ AX −→ R
(a, b) 7−→ a b 7−→ ϕ(a b)
Antes de enunciar el resultado importante que nos permite calcular el
índice de un campo vectorial en una singularidad algebraicamente aislada,
recordemos que si 〈·, ·〉 es una forma bilineal definida en AX (en general,
en un espacio vectorial de dimensión finita), entonces su signatura es un
invariante fundamental que se define como la suma algebraica de +1’s y −1’s
que aparecen de acuerdo con los signos de los elementos diagonales de la
matriz diagonal asociada a 〈·, ·〉.
El teorema de Eisenbud–Levine y Khimshiashvili establece lo siguiente.
Teorema 4.1. La forma bilineal
〈·, ·〉 = 〈·, ·〉ϕ (2)
es simétrica y no-degenerada. Su signatura es independiente de ϕ y el índice
de Poincaré–Hopf de X en 0 está dado por
Ind0(X) = Signatura 〈·, ·〉. (3)
Los siguientes ejemplos ilustran este importante resultado.
Ejemplo 4.1. Sea
X =
(
x2 − y2
2x y
)
el campo vectorial polinomial en R2 con singularidad aislada en 0. Entonces,
Ind0(X) = 2 .
Demostración. De acuerdo con el ejemplo 3.1, X tiene una singularidad
algebraicamente aislada en 0 ∈ R2. Una R-base para AX está determinada
por las clases residuales de 1, x, y, x2 +y2 y la clase residual del determinante
Jacobiano es 4 (x2 + y2). Si ϕ es el funcional lineal que envía J a 1 y los
demás elementos de la base a 0, entonces, ϕ(J) > 0 y la matriz asociada a
esta forma bilineal tiene signatura 2 (ver, e.g. [EL]). Por lo tanto, el índice
de Poincaré–Hopf de X en 0 es 2.  
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1 Trigonometria esfe`rica
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seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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Ejemplo 4.2. Sea
X =
(
x3 − 3x y2
3x2 y − y3
)
el campo vectorial polinomial en R2 con singularidad aislada en 0. Entonces,
Ind0(X) = 3 .
Demostración. De acuerdo con el ejemplo 3.2, X tiene una singularidad
algebraicamente aislada en 0 ∈ R2. Una R-base para AX está dada por las
clases residuales de 1, x, x2, y, x y, y2, x y2, y3, y4 y J = 24 y4. Si ϕ es el
funcional lineal que envía y4 a 1 ∈ R y a los otros elementos de la base a
0, entonces ϕ(J) > 0. La signatura de la matriz asociada a ϕ es 3, y por lo
tanto, el índice de Poincaré–Hopf de X en 0 es 3 (ver [CCC]).  
4.2. Índice de campos vectoriales con SNAA
SeaX =
(
P (x, y)
Q(x, y)
)
un campo vectorial polinomial en R2 con singularidad
aislada en 0, tal que la singularidad no es algebraicamente aislada.
En este caso, el álgebra local asociada a X, AX , es de dimensión infinita
como un espacio vectorial sobre R y no es posible, hasta donde los autores
saben, asociar una signatura a una forma bilineal definida sobre un espacio
vectorial de dimensión infinita. En [CCC], los autores hacen el estudio de
este tipo de singularidades de campos vectoriales reales analíticos.
En particular, en el caso en que ZC(X) es de codimensión 1, los autores
prueban que el campo vectorial X se puede escribir en la forma X = f Y ,
donde f es un germen en 0 de una función real analítica que no cambia de
signo fuera de 0 y Y es un germen en 0 de un campo vectorial real analítico
con singularidad aislada en 0. Cuando Y tiene singularidad algebraicamen-
te aislada en 0, entonces es posible encontrar una subálgebra de dimensión
finita de AX , en la cual se puede definir una forma bilineal simétrica y no-
degenerada, cuya signatura es el índice del campo vectorial X en 0 (ver los
teoremas en la sección 3 de [CCC], para todos los detalles).
El siguiente ejemplo ilustra un caso como el mencionado, donde la varie-
dad de ceros complejos tiene codimensión 1 y el campo Y resultante tiene
una singularidad algebraicamente aislada en 0.
Ejemplo 4.3 ([CCC]). Sea
X =
(
x4 − y4
2x3 y + 2x y3
)
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el campo vectorial polinomial en R2 con singularidad aislada en 0. Entonces,
Ind0(X) = 2.
Demostración. Claramente, X tiene una singularidad aislada en 0 ∈ R2 y
la variedad de ceros complejos tiene codimensión 1. Esto es,
ZR(X) = {0} y codimZC(X) = 1.
En este caso, el conjunto singular complejo de X son las dos líneas en C2:
ZC(X) = {x− i y = 0} ∪ {x+ i y = 0}.
Observemos ahora que X = f Y , donde f = x2 + y2 es positiva fuera de 0 y
Y es el campo vectorial polinomial
Y =
(
x2 − y2
2x y
)
,
el cual tiene una singularidad algebraicamente aislada en 0. Entonces, IX =
(f)IY , donde IY = (x2 − y2, 2x y) es el ideal generado por las componentes
del campo Y . Recordemos ahora que el radical del ideal IX , el cual se denota
por
√
IX , consiste en todos los elementos g ∈ A para los cuales existe un
entero positivo n tal que gn ∈ IX . En este caso, y por la forma de IX , se
puede probar que:√
IX =
√
(f)IY =
√
(f) ∩ IY =
√
(f) ∩
√
IY .
Como
√
(f) = (f) y
√
IY = (x, y) , se sigue que√
IX = (f) .
Finalmente, recordemos que el ideal cociente (IX :
√
IX ) se define como
el ideal que consta de todos los elementos g ∈ A tales que g√IX ⊂ IX . En
este caso,
(IX :
√
IX ) = (f IY : f) = IY .
Usando el álgebra de dimensión finita AY se puede calcular el índice de
Poincaré–Hopf de X. Como el índice de Poincaré–Hopf de Y en 0 es 2 (ver
ejemplo 3.1), concluimos que el índice de Poincaré–Hopf de X en 0 es
Ind0(X) = (+1)
2 × (+2) = +2.
 
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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5. Campos vectoriales polinomiales en C2
En esta parte del escrito haremos el estudio de campos vectoriales polino-
miales definidos en el plano complejo C2. Empezaremos con las definiciones
generales y algunos ejemplos que ilustran distintos comportamientos de flujos
de campos complejos en el plano.
5.1. Campos vectoriales en C2
Sea U ⊂ C2 un subconjunto abierto en C2 y P,Q : U −→ C polinomios
complejos (holomorfos). Consideremos el sistema diferencial polinomial de
grado n:
z˙ = P (z, w)
w˙ = Q(z, w) .
Recordemos que el conjunto singular del sistema es:
ZC(X) = {(z, w) ∈ U : P (z, w) = Q(z, w) = 0} .
Similarmente a como lo hicimos en el caso real, asociado a este sistema
diferencial tenemos el campo vectorial polinomial (holomorfo)
X =
(
P (z, w)
Q(z, w)
)
.
Definición 5.1. Diremos que ϕ es una solución del sistema diferencial an-
terior en el abierto V de C, si
ϕ = (ϕ1, ϕ2) : V −→ U
t 7−→ (ϕ1(t), ϕ2(t))
es una función holomorfa en V tal que para todo t ∈ V
ϕ˙1(t) = P (ϕ1(t), ϕ2(t))
ϕ˙2(t) = Q(ϕ1(t), ϕ2(t)) .
El TEU en el plano complejo (ver [Hil]), garantiza que por cada punto
p ∈ U , existe una solución ϕ que satisface la condición ϕ(0) = p. Si p no es
un punto singular, entonces la solución es única. En un punto singular, la
ecuación diferencial tiene al menos la solución constante ϕ(t) = p.
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Ejemplo 5.1. Consideremos el sistema diferencial
z˙(t) = 1
w˙(t) = 2 ,
definido en C2. El conjunto singular es el conjunto vacío. La solución de la
ecuación asociada a X que pasa por (a1, a2) ∈ C2 es:
ϕ = (ϕ1, ϕ2) : C −→ C2
t 7−→ (t+ a1, 2 t+ a2) ,
pues ϕ˙1(t) = 1, ϕ˙2(t) = 2 y ϕ(0) = (a1, a2). Notemos que la imagen de esta
solución es
{(t+ a1, 2 t+ a2) ∈ C2 : t ∈ C} = {(z, w) ∈ C2 : w = 2 z − 2 a1 + a2} ,
la cual es una línea en el plano C2 que pasa por (a1, a2). Todas estas rectas
son paralelas, así que tienen intersección vacía entre si y llenan el espacio C2
al variar (a1, a2).
Ejemplo 5.2. Consideremos el sistema diferencial
z˙(t) = z
w˙(t) = w ,
definido en C2. El conjunto singular es {(0, 0)}. La solución de la ecuación
diferencial asociada a X que pasa por (a1, a2) ∈ C2 es:
ϕ = (ϕ1, ϕ2) : C −→ C2,
t 7−→ (a1 et, a2 et),
pues
∂(a1 e
t)
∂t
= a1 e
t ,
∂(a2 e
t)
∂t
= a2 e
t y ϕ(0) = (a1, a2). Notemos que si
(0, 0) 6= (a1, a2) entonces:
{(a1 et, a2 et) ∈ C2 : t ∈ C} ∪ {(0, 0)} = {(z, w) ∈ C2 : a2 z − a1w = 0} ,
la cual es la recta que pasa por (0, 0) y por (a1, a2). Todas estas rectas llenan
el espacio C2 al variar (a1, a2) y pasan por el punto singular.
El teorema de existencia y unicidad nos dice que la estructura topológi-
ca de las soluciones de la ecuación diferencial en una vecindad de un punto
que no es singular es trivial. Los comportamientos topológicos más intere-
santes aparecen alrededor de los puntos singulares. Así que en lo que sigue,
estudiaremos el comportamiento general de un campo vectorial polinomial
(holomorfo) alrededor de un punto singular en un abierto de C2.
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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Ejemplo 5.3. Sea d un entero positivo y consideremos el campo vectorial
polinomial
νJ =
(
wd − zd+1
1− zdw
)
.
El conjunto singular de este campo es
{(rd+1, r) : r es una raíz d2 + d+ 1-ésima de la unidad} .
Este campo ha sido muy estudiado ya que, para d mayor o igual que 2,
es un ejemplo de un campo vectorial polinomial sin soluciones definidas por
polinomios. Fue descubierto por el matemático francés Jean Pierre Jouanolou
en 1979 (ver [Jou]). Su retrato de fase en el plano real corresponde a la figura:
Ejemplo 5.4. Consideremos el campo vectorial:
ν3 =
(
w z − z (z2 + w2)
−w (z2 + w2)
)
.
Este campo tiene una única singularidad en (0, 0) y tiene soluciones definidas
por polinomios. Su retrato de fase en el plano real corresponde a:
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6. Separatrices
6.1. Teorema de Camacho y Sad
Como hemos mencionado anteriormente, los campos vectoriales polino-
miales en el plano complejo tienen, por un punto singular, al menos la solu-
ción trivial constante, en esta sección veremos un teorema fundamental que
nos dice que por todo punto singular del campo pasa una curva definida por
los ceros de una función analítica (la cual puede ser singular) cuya tangente
en cada punto es la marcada por el campo en cuestión. Éste resultado fue
demostrado en 1982 por César Camacho y Paulo Sad. A continuación dare-
mos algunos conceptos preliminares para terminar la sección enunciando este
Teorema y dando algunos ejemplos.
Definición 6.1. Sea U un abierto de C2. Decimos que el conjunto C ⊂ U es
una curva analítica si existe una función holomorfa no constante F : U −→ C
tal que C = {p ∈ U : F (p) = 0}. Si éste es el caso, diremos que F define a la
curva C. Una curva analítica C es irreducible si la función que la define no se
puede factorizar como el producto de dos funciones holomorfas no constantes.
Un ejemplo particular e importante de curva analítica es el siguiente:
Si F : C2 → C es un polinomio, es decir, F (z, w) =
∑
(k,l)∈N2∪{(0,0)}
akl z
k wl,
entonces la curva analítica definida por F se llama curva algebraica. Por
ejemplo:
a) El trébol de tres hojas es la curva algebraica definida por los ceros de
(z2 + w2)2 + 3 z2w − w3. Dibujo en el plano real:
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
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1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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b) El trébol de cuatro hojas es la curva algebraica definida por los ceros de
(z2 + w2)3 − 4 z2w2. Dibujo en el plano real:
Un ejemplo final: ¿Cuándo es analítica la curva zλ − w = 0 con λ ∈ C en
una vecindad U de (0, 0)? Si λ es un entero no negativo entonces la curva
es analítica. Recordar que en general zλ = exp (λ log z) y la derivada del
logaritmo no está definida para z = 0 .
Estamos ahora en condiciones de establecer la siguiente definición.
Definición 6.2. Sea p una singularidad aislada de un campo vectorial X
(esto significa que los polinomios que definen a X no tienen factores comunes
distintos de las constantes). Una separatriz de X por p es una curva analítica
C que pasa por p y tal que X es tangente a ella.
Ahora explicaremos cómo identificar una separatriz. Supongamos que el
campo vectorial polinomial está definido en una vecindad de 0 en C2 por
X(z, w) =
(
P (z, w)
Q(z, w)
)
, donde P y Q no tienen factores polinomiales comunes
distintos de las constantes. Para saber si la curva analítica C definida por
F (z, w) es tangente al campo X debemos comprobar que el polinomio
X(F ) = P (z, w)
∂F (z, w)
∂z
+Q(z, w)
∂F (z, w)
∂w
es cero en todo punto (z0, w0) tal que F (z0, w0) = 0. Esto es así ya que el
vector (
∂F (z, w)
∂z
,
∂F (z, w)
∂w
) es normal a la curva C y si (z, w) ∈ C, entonces
F (z, w) = 0 y por lo tanto (P (z, w), Q(z, w)) · (∂F (z, w)
∂z
,
∂F (z, w)
∂w
) es cero.
El resultado que queremos destacar de esta sección es el siguiente.
Teorema 6.1. (Camacho–Sad [CS]) Todo punto singular aislado de un cam-
po vectorial holomorfo definido en una vecindad de C2 tiene al menos una
separatriz.
Claudia R. Alcántara y Manuel Cruz–López 21
Este resultado nos dice que existen separatrices por los puntos singulares
pero no nos dice nada de la naturaleza de dichas curvas analíticas. Podríamos
ahora preguntarnos cuestiones como: ¿cuántas hay? en caso de existir ¿están
definidas en todo C2? ¿son algebraicas? y en el caso de que lo sean ¿podemos
encontrar el grado del polinomio que las define como función del grado de
los polinomios que definen al campo? etcétera.
Por supuesto estas preguntas no tienen respuestas generales, y desafor-
tunadamente no se sabe mucho al respecto. Por ahora desarrollamos dos
ejemplos que responden parcialmente a la primera pregunta. Dichos ejem-
plos muestran que pueden existir tanto un número finito como una infinidad
de separatrices por un punto singular.
Ejemplo 6.1. Considerar el campo
(
z
i w
)
. Las funciones z, i w son polino-
miales en C2 y el campo tiene un único punto singular en (0, 0). En este caso
las únicas separatrices por (0, 0) son las curvas definidas por z y w.
Definición 6.3. Una singularidad es dicrítica si pasan por ella una infinidad
de separatrices.
Ejemplo 6.2. Considerar el campo
(
z
nw
)
, con n un entero positivo. Este
campo tiene un único punto singular en (0, 0). Es fácil observar que para
todo k1, k2 ∈ C la curva algebraica definida por k1 zn−k2w es separatriz por
(0, 0). Así que tenemos una singularidad dicrítica.
7. Singularidades reducidas
Ya vimos que un punto singular de un campo vectorial polinomial tiene
al menos una separatriz y dimos un ejemplo de una singularidad y un campo
con una infinidad de separatrices. En esta sección discutiremos sobre un
tipo de singularidades, llamadas reducidas, por las que pasan a lo más dos
separatrices. Si nuestro campo tiene solo singularidades reducidas entonces,
en cierto sentido, su dinámica será fácil de estudiar.
El objetivo de esta sección es dar la definición precisa de singularidad
reducida, ver que este tipo de singularidades es invariante ante cambio de
coordenadas y terminar mencionando un importante resultado que nos dice
que en muchos casos un campo puede ser llevado, en un cierto sentido, a otro
cuyas singularidades son todas reducidas.
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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7.1. Cambio de coordenadas
El cambio de coordenadas en un campo vectorial polinomial holomorfo,
al igual que en álgebra lineal, es útil para llevar nuestro campo a una forma
más sencilla de estudiar. Por supuesto este cambio preserva las propiedades
dinámicas del campo vectorial. A continuación damos la definición precisa
de cambio de coordenadas.
Un cambio de coordenadas en U para un campo vectorial X se define a
través de una función biholomorfa:
B : U −→ U
(z, w) 7−→ (B1(z, w), B2(z, w)) = (x, y) .
A partir de B obtenemos un nuevo campo al que denotaremos por B∗X(x, y)
y que se define como (DB ·X) ◦ (B−1(x, y)). Es decir,
( ∂B1
∂z
∂B1
∂w
∂B2
∂z
∂B2
∂w
)(
P (z, w)
Q(z, w)
)
(B−1(x,y))
=

(
∂B1
∂z
(z, w)P (z, w) + ∂B1
∂w
(z, w)Q(z, w)
)
(B−1(x,y))(
∂B2
∂z
(z, w)P (z, w) + ∂B2
∂w
(z, w)Q(z, w)
)
(B−1(x,y))
 ,
Diremos que B∗X(x, y) es el campo X con el cambio de coordenadas dado
por B.
Veamos cuidadosamente el ejemplo de un cambio lineal de coordenadas:
Sea
L : C2 −→ C2
(z, w) 7−→ (a z + bw, c z + dw) = (x, y) ,
tal que a d− b c = 1, así que
L−1 : C2 −→ C2
(x, y) 7−→ (d x− b y,−c x+ a y) = (z, w) ,
entonces,
L∗X(x, y) =
(
aP (d x− b y,−c x+ a y) + bQ(d x− b y,−c x+ a y)
c P (d x− b y,−c x+ a y) + dQ(d x− b y,−c x+ a y)
)
.
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Teorema 7.1. Sea X un campo vectorial polinomial holomorfo definido en
un abierto U de C2 y B : U → U un cambio de coordenadas para X. Enton-
ces,
1. p ∈ U es un punto singular para X si y sólo si B(p) ∈ U es un punto
singular para B∗X(x, y), y
2. F define una separatiz para X por p si y sólo si F ◦ B−1 define una
separatriz para B∗X(x, y) por B(p) ∈ U .
Demostración. La primera parte es consecuencia de:
P (a, b) = Q(a, b) = 0⇐⇒ P (B−1(B(a, b))) = Q(B−1(B(a, b))) = 0 .
Para la segunda parte, usando la regla de la cadena y el hecho de que la
derivada de (B(B−1(x, y))) en cualquier punto es la matriz identidad, nos da
el resultado.  
Ejemplo 7.1. Consideremos el campo vectorial lineal:
X =
(
α1 z + α2w
β1 z + β2w
)
y consideremos el cambio de coordenadas dado por el biholomorfismo
L : C2 −→ C2
(z, w) 7−→ (a z + bw, c z + dw) = (x, y) ,
entonces:
L∗X(x, y) =
(
a b
c d
)(
α1 α2
β1 β2
)(
a b
c d
)−1(
x
y
)
.
Esto nos dice que, salvo cambio de coordenadas, un campo vectorial lineal
está dado por alguna de las siguientes matrices:
(
λ1 0
0 λ2
)
λi ∈ C,
(
λ 1
0 λ
)
λ ∈ C.
Observación 7.1. A diferencia con lo que sucede en el ejemplo 2.1, en el
caso complejo siempre es posible obtener los valores propios de la matriz.
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7.2. Singularidades reducidas
En esta sección vamos a estudiar las singularidades llamadas reducidas,
estas singularidades tienen la propiedad de que por ellas pasan a los más dos
separatrices, así que en cierto sentido su dinámica es fácil de estudiar.
Sea U un abierto de C2 y consideremos el campo vectorial polinomial
X(z, w) =
(
P (z, w)
Q(z, w)
)
definido en U .
Definición 7.1. La singularidad p se llama reducida si al menos uno de los
valores propios λ1 o λ2 de la parte lineal
DX(p) =
(
∂P
∂z
(p) ∂Q
∂z
(p)
∂P
∂w
(p) ∂Q
∂w
(p)
)
de X alrededor de p, es distinto de cero y el cociente λ = λ1/λ2 /∈ Q+. Este
cociente λ recibe el nombre de número característico de la singularidad p.
Una singularidad reducida se llama no-degenerada si λ1 y λ2 son distintos
de cero; en caso contrario se llama nodo-silla.
Hacemos ahora una breve descripción de las singularidades reducidas de
acuerdo a su número característico λ (ver [Bru]):
1. λ /∈ R− ∪ {0} (dominio de Poincaré):
En este caso X es linealizable alrededor de p (teorema de linealización
de Poincaré), es decir, en coordenadas adecuadas (z, w) centradas en
p,
X =
(
z
λw
)
.
Esta ecuación es integrable, es decir, se pueden dar las ecuaciones de
todas las curvas solución, las cuales son
k1 z
λ − k2w = 0 ,
donde ki ∈ C. Sin embargo, las únicas soluciones holomorfas son las
definidas por z y w, ya que λ es un complejo puro o un real no racional.
Entonces la singularidad p tiene dos separatrices.
2. λ ∈ R− (dominio de Siegel):
En este caso la linealización no siempre es posible; sin embargo, como
en el caso anterior, existen sólo dos separatrices z y w.
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Ejemplo 7.2. Consideremos
X =
(−z
w
)
.
Si a ∈ C, entonces las curvas analíticas definidas por z w−a son solución
del sistema correspondiente. Sin embargo, estas curvas no pasan por el
único punto singular (0, 0) a menos que a sea cero. Así que la única
curva que pasa por el origen es z w = 0 que define las separatrices z y
w.
3. λ = 0 (nodo-silla):
En este caso existe un cambio de coordenadas holomorfo tal que X se
puede escribir como
(
z (1 + awk) + wF (z, w)
wk+1
)
,
donde k es un natural, a ∈ C y F es una función holomorfa que se
anula en (0, 0) hasta orden k . La curva w es una separatriz llamada
“separatriz fuerte”. Algunas veces, por ejemplo si F (z, w) = 0 , existe
una segunda separatriz z, llamada “separatriz débil”.
Ejemplo 7.3. Consideremos
X =
( −w2 − z2w
w + z2 − z w2
)
,
este campo vectorial holomorfo satisface las siguientes propiedades: tie-
ne una única singularidad en (0, 0), se sabe que ninguna de sus separa-
trices es algebraica, sin embargo no se sabe cómo son las separatrices.
La singularidad es un nodo-silla, así que la teoría nos dice que, hacien-
do un cambio holomorfo de coordenadas, podemos obtener a lo más
dos separatrices algebraicas por la singularidad, evidentemente dicho
cambio no puede ser algebraico, es decir, no puede estar definido por
ecuaciones polinomiales. Su retrato de fase en el plano real se exhibe
en la siguiente figura:
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Para terminar esta sección comentamos que la importancia de estudiar las
singularidades reducidas radica en el hecho que existe una construcción muy
general en matemáticas, la cual no veremos en estas notas, que consiste en
hacer explosiones en los puntos singulares del campo vectorial para llevarlo
a uno en el que todas las singularidades tienen en cada caso alguno de los
valores propios de su parte lineal diferente de 0 (y son en muchos casos
reducidas). La demostración de este importante resultado puede consultarse
en [Sei]. También recomendamos revisar [AFJ], donde se expone de manera
clara y con muchos ejemplos cómo se lleva a cabo el proceso de explosión de
campos vectoriales polinomiales planos en sus puntos singulares.
Una vez que tenemos sólo singularidades reducidas podemos estudiar los
campos alrededor de estas singularidades haciendo un cambio de coorde-
nadas y llegando a las singularidades descritas en esta subsección. De este
modo obtendremos un comportamiendo conocido de nuestro campo vectorial
alrededor de sus puntos singulares.
8. Comentarios finales
Los distintos aspectos del estudio de campos vectoriales mencionados en
el presente artículo son motivo de intenso trabajo en diferentes lugares y
desde perspectivas diversas. En este último apartado mencionamos algunas
ideas generales y preguntas que nos parecen interesantes.
Supongamos primero que X = (X1, . . . , Xn) es un germen en 0 de un
campo vectorial analítico real en Rn con una singularidad aislada en 0 =
(0, . . . , 0).
I. Si el campo Y que resulta de escribir a X como X = f Y (ver 4.2) no
tiene una singularidad algebraicamente aislada en 0, ¿es posible repetir
el proceso desarrollado para calcular el índice?
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II. ¿Es posible probar un teorema análogo al teorema 3.2 en [CCC] si supri-
mimos la hipótesis de reducibilidad de la variedad de ceros complejos?
III. ¿La posible existencia de curvas algebraicas invariantes proporciona in-
formación relevante para el cálculo del índice?
Como se ha mencionado en las últimas secciones de estas notas, la clasi-
ficación de los campos vectoriales polinomiales complejos no está ni de lejos
terminada, existen muchos problemas abiertos en este sentido. Vamos a des-
cribir algunos de ellos y algunos métodos que se han usado para resolverlos.
I. Encontrar métodos generales para saber si un campo vectorial tiene
separatrices algebraicas o encontrar ejemplos de campos sin ellas repre-
sentarían resultados muy atractivos en esta área. Por ejemplo en [Zol]
el autor encontró campos con esta propiedad.
II. Usando métodos de la Teoría Geométrica de Invariantes, es posible pro-
bar resultados sobre clasificación de campos con cierto tipo de singu-
laridades degeneradas y con separatrices algebraicas (ver [Alc1], [Alc2],
[Alc3]). ¿Es posible seguir utilizando esta técnica para parametrizar me-
diante variedades algebraicas campos con cierto tipo de singularidades
degeneradas y con cierto tipo de separatrices algebraicas?
III. Supongamos que un campo vectorial polinomial X tiene todas sus se-
paratrices algebraicas (ver ejemplo 6.2). ¿Es posible obtener el grado de
los polinomios que definen las separatrices como una función del grado
de los polinomios que definen al campo? Este problema fue enuncia-
do y descubierto por Henri Poincaré y es, al igual que los anteriores,
altamente no trivial. No es posible resolverlo en general pero se han
encontrado resultados bajo ciertas condiciones (ver por ejemplo [Car]).
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