An acoustic pointing task was used to determine whether interaural temporal disparities ͑ITDs͒ conveyed by high-frequency ''transposed'' stimuli would produce larger extents of laterality than ITDs conveyed by bands of high-frequency Gaussian noise. The envelopes of transposed stimuli are designed to provide high-frequency channels with information similar to that conveyed by the waveforms of low-frequency stimuli. Lateralization was measured for low-frequency Gaussian noises, the same noises transposed to 4 kHz, and high-frequency Gaussian bands of noise centered at 4 kHz. Extents of laterality obtained with the transposed stimuli were greater than those obtained with bands of Gaussian noise centered at 4 kHz and, in some cases, were equivalent to those obtained with low-frequency stimuli. In a second experiment, the general effects on lateral position produced by imposed combinations of bandwidth, ITD, and interaural phase disparities ͑IPDs͒ on low-frequency stimuli remained when those stimuli were transposed to 4 kHz. Overall, the data were fairly well accounted for by a model that computes the cross-correlation subsequent to known stages of peripheral auditory processing augmented by low-pass filtering of the envelopes within the high-frequency channels of each ear.
I. INTRODUCTION
We have recently reported ͑Bernstein and Trahiotis, 2002͒ that the relatively poor sensitivity to changes in ongoing interaural temporal disparities ͑ITDs͒ often measured with high-frequency signals ͑e.g., Klumpp and Eady, 1956; Zwislocki and Feldman, 1956; McFadden and Pasanen, 1976; Neutzel and Hafter, 1976; Henning, 1980; Trahiotis, 1982, 1994; Blauert, 1983͒ can be mitigated by the use of specially constructed high-frequency ''transposed'' stimuli. As described by van de Par and Kohlrausch ͑1997͒, transposed stimuli are designed with the goal of providing the high-frequency channels of the binaural auditory system with envelope-based inputs that, other things being equal, essentially mimic waveform-based inputs normally available in low-frequency channels.
The principal conclusion from our previous study was that the relatively poor resolution of ITDs typically observed with conventional high-frequency stimuli was not attributable to a general insensitivity to ITD of the high-frequency channels of the binaural processor. Rather, in accord with a hypothesis first advanced by Colburn and Esquissaud ͑1976͒, it appeared that frequency-related differences in sensitivity to ongoing ITDs resulted primarily from properties of the temporal signatures of the ''internal'' stimuli that are produced by peripheral rectification and low-pass filtering.
It is also the case that previous studies with conventional high-frequency stimuli have shown that the functions relating extent of laterality ͑displacement of the intracranial image from midline͒ to ITD are typically much more shallow than those measured with low-frequency stimuli ͑e.g., Blauert, 1982; Bernstein and Trahiotis, 1985b͒ . Said differently, for a given ITD, intracranial images produced by conventional high-frequency stimuli are perceived to be much closer to the midline than are intracranial images produced by low-frequency stimuli.
The purpose of this study was to determine whether ITDs conveyed by high-frequency transposed stimuli would also result in larger extents of laterality than those obtained with conventional high-frequency stimuli. At the outset, it was not clear whether the greater sensitivity to ITD measured with transposed stimuli would translate to there being greater ITD-based extents of laterality for transposed stimuli. Consequently, we conducted a limited series of pilot studies to determine whether high-frequency, transposed stimuli would, indeed, produce large extents of ITD-based laterality. The results of the pilot studies were positive in that they indicated that high-frequency transposed stimuli ͑1͒ can yield larger extents of laterality than do conventional high-frequency stimuli and ͑2͒ can yield extents of laterality of comparable magnitude to those produced by conventional low-frequency stimuli.
Consequently, a formal investigation was undertaken in which an acoustic pointing task was used to measure extents of laterality produced by ͑1͒ low-frequency narrow-band, Gaussian noise; ͑2͒ low-frequency narrow-band Gaussian noise transposed to 4 kHz; and ͑3͒ high-frequency narrow bands of Gaussian noise centered at 4 kHz. The larger set of data, reported here, confirmed that high-frequency transposed stimuli do, indeed, yield extents of laterality that are greater than those produced by conventional high-frequency stimuli and, depending on the particular stimulus condition, are equivalent to those produced by conventional lowfrequency stimuli. In addition, a second experiment revealed that the general effects on lateral position produced by imposed combinations of bandwidth, ITD, and interaural phase disparities ͑IPDs͒ on low-frequency stimuli remained when those stimuli were transposed to 4 kHz.
II. EXPERIMENT 1 A. Stimuli and procedures
High-frequency transposed bands of noise were generated by employing a technique similar to that described by van de Par and Kohlrausch ͑1997͒. The general technique, which was also used by Bernstein and Trahiotis ͑2002͒, is illustrated in Fig. 1͑a͒ . First, the time-domain representation of a low-frequency band of Gaussian noise was ͑linearly͒ half-wave rectified by setting all negative values to zero. The rectified waveform was then transformed to the frequencydomain and the magnitudes of components above 2 kHz were filtered out by setting them to zero. Then, the signal that resulted was transformed back to the time-domain ͑top row͒ and multiplied by a 4-kHz sinusoidal ''carrier'' ͑middle row͒. The product ͑bottom row͒ was a high-frequency transposed stimulus having an envelope whose time signature mimicked that of the rectified and filtered low-frequency band of noise. It is important to understand that had the rectified waveform not been low-pass filtered, then its spectrum, as well as the spectrum of the transposed stimulus, would have been essentially unbounded and might have been able to provide low-frequency channels with useful binaural information.
As discussed by Bernstein and Trahiotis ͑2002͒, if one assumes ͑1͒ that whatever form of ''rectification'' that occurs in the peripheral auditory system removes all, or essentially all, of the negative portions of the external waveform and ͑2͒ that the cutoff of internal low-pass filtering is substantially below 2 kHz, then one would expect, all other things being equal, that the internal, neural pattern of activity would be the same for our low-frequency stimuli and their highfrequency, transposed counterparts. Both assumptions are supported by numerous physiological data and analyses ͑e.g., Rose et al., 1967; Brugge et al., 1969; Johnson, 1980; Palmer and Russell, 1986͒. As discussed by Bernstein and Trahiotis ͑2002͒, there are two other lines of evidence that attest to the suitability of the overall procedure used to yield the desired stimuli. First, we previously verified via computer simulations that employing a low-pass cutoff of 2 kHz had, at most, negligible effects on the envelopes of the transposed stimuli. These negligible effects are manifest as the almost imperceptible ripples in the ''flat'' portions of the waveform depicted in the top trace of Fig. 1͑a͒ . Second, van de Par and Kohlrausch ͑1997͒ have shown that restricting the spectra of transposed stimuli in a similar manner such that only three or five central components remained did not adversely affect improvements in binaural detection thresholds. Thus, it appears that the transposition technique yields physical stimuli, per se, that fulfill our requirements. Figure 1͑b͒ displays a portion of the power spectrum of one of the transposed stimuli used in the experiment. In this case, a 25-Hz-wide band of Gaussian noise centered at 125 Hz was transposed to 4 kHz. For this example, the technique results in the presence of sidebands centered at 4000Ϯ125, Ϯ250, Ϯ500, Ϯ750, Ϯ1000, Ϯ1250, Ϯ1500, Ϯ1750, Ϯ2000 Hz. Only the sidebands having amplitudes within 50 dB of the amplitude at the center frequency are shown. Note that the vast majority of the power in this stimulus is contained within the region between 3750 and 4250 Hz. Thus, the energy in the transposed stimulus occurs over a broader spectral region than does the energy in either its 25-Hz-wide low-frequency counterpart or the energy in a conventional 25-Hz-wide conventional band of Gaussian noise centered at 4 kHz. As will be seen when the data are presented and discussed, the differential effects among the stimuli in terms of the extent of laterality produced by the ITDs conveyed by them cannot be accounted for by their differences in spectral extent, per se.
All three types of stimuli ͑low-and high-frequency bands of Gaussian noise and high-frequency transposed stimuli͒ were generated digitally with a sampling rate of 20 kHz ͑TDT AP2͒, were low-pass filtered at 8.5 kHz ͑TDT FLT2͒, and were presented via Etymotic ER-2 insert earphones at a level matching 72 dB SPL as produced by TDH-39 earphones in a 6-cc coupler.
1 The center frequency of the conventional bands of noise was 125, 250, or 4000 Hz. Bandwidth was 25, 50, 100, 200, or 400 Hz, depending on center frequency. For the center frequencies of 125, 250, and 4000 Hz, the largest of the bandwidths employed was 200, 400, and 400 Hz, respectively. The transposition method ͑i.e., rectification, filtering, and multiplication͒ was applied to each of the bands of noise centered at 125 and 250 Hz in order to construct the set of transposed stimuli centered at 4000 Hz. For all three types of stimuli, ongoing ITDs ͑0, 200, 400, 600, 800, and 1000 s, left ear leading͒ were imposed by applying linear phase shifts to the representation of the signals in the frequency domain and then gating the signals destined for the left and right ears coincidentally, after transformation to the time-domain.
Extents of laterality were measured for four normalhearing young adult listeners ͑one male and three female͒ via an acoustic pointing task in which the listeners varied the interaural intensitive difference ͑IID͒ of a 200-Hz-wide band of noise centered at 500 Hz ͑the pointer͒ so that it matched the intracranial position of a second, experimentercontrolled, stimulus ͑the target͒. This procedure has been used previously in several studies ͑e.g., Trahiotis and Stern, 1989; Buell et al., 1991; Heller and Trahiotis, 1996͒ and is described fully in Bernstein and Trahiotis ͑1985a͒. The pointer was generated in a manner similar to that described above and its overall level, when presented diotically (IID ϭ0), was 65 dB SPL. Listeners adjusted the intracranial position of the pointer by rotating a knob. Rotation of the knob produced symmetric changes of the IID ͑in dB͒ of the pointer ͑i.e., increases in level at one ear and decreases in level at the other ear͒. The IID adjusted by the listener served as a metric of the intracranial position of the target. An arbitrary and randomly chosen value of the IID was inserted in the pointer prior to each match. This served to randomize the initial position of the pointer with respect to the absolute position of the knob. Each sequence of stimuli consisted of three presentations of the target ͑each separated by 200 ms͒, a pause of 300 ms, three presentations of the pointer ͑each separated by 200 ms͒, and a pause of 600 ms. The duration of target and pointer stimuli was 100 ms including 20-ms cos 2 rise/decay ramps. Targets and pointers were repeated until the listeners indicated that they had matched the intracranial positions of the target and pointer. Prior to completing a match, listeners had the option of halting, and then restarting, the sequence in order to ''check'' their adjustments after a period of silence.
All of the aforementioned stimulus conditions were visited in random order. Having chosen a particular stimulus condition as the target, a random process was used to select a value of ITD from the set to be tested until the listeners had completed three independent matches for each value of ITD. Within each series of matches to a particular target, three matches were also made when the target was presented diotically. The mean IID inserted by the listener to match these diotic targets was typically about 1 dB or so and served as a ''correction factor.'' That is, it was subtracted from the IIDs resulting from all the matches in the run. Finally, all of the stimulus conditions ͑targets͒ were revisited in reverse order and the data reported in the figures represent the mean ''corrected'' value of IID of the pointer across the six matches made by each listener for a particular combination of target and ITD.
Additional, ''control'' data were obtained to evaluate the possibility that listeners' matches for high-frequency transposed stimuli were influenced or depended upon distortion products present in low-frequency regions. For that purpose, three of the listeners remade matches using the procedure described above and, separately, in the presence of a continuous diotic noise low-pass filtered at 1300 Hz ͑N0 equivalent to 30 dB SPL; see, for example, Hafter, 1976, 1981; Bernstein and Trahiotis, 2002͒. In the latter case, the pointer was a 200-Hz-wide band of noise centered at 4 kHz. In short, the data obtained with and without the continuous low-pass noise were, for practical purposes, identical. Therefore, the advantage of being able to compare directly the data obtained in this experiment to our previous studies by employing the same acoustic pointing procedure as before appears to carry no cost.
B. Results and discussion
Each panel in Fig. 2 In order to present most clearly the important trends among the data, no error bars are shown. Rather, the relative precision of the measurements will be discussed below in terms of the amounts of variance accounted for by the independent variables. Suffice it to say that the trends in the averaged data are truly representative of the data obtained both within and across listeners.
Three major outcomes are readily apparent. First, the extents of laterality obtained with both the ''125-Hz'' and ''250-Hz'' transposed stimuli centered at 4 kHz ͑left and right columns, respectively͒ are much greater than those obtained with bands of Gaussian noise centered at 4 kHz. Second, when the low-frequency Gaussian noise was centered at 125 Hz, it and its transposed counterpart produced extents of laterality that were highly similar and, in many cases, essentially equivalent. Third, when the low-frequency Gaussian noise was centered at 250 Hz, its transposed counterpart produced somewhat smaller extends of laterality than did the low-frequency Gaussian noise itself. In fact, those extents of laterality were also smaller than those obtained with the ''125-Hz'' transposed stimuli. The somewhat smaller extents of laterality obtained with the 250-Hz transposed stimuli appear to be consistent with and, perhaps related to, our recent finding that threshold-ITDs obtained with 256-Hz tones transposed to 4 kHz are larger than those obtained with 128-Hz tones transposed to 4 kHz ͑Bernstein and Trahiotis, 2002͒.
It should be emphasized, however, that quite substantial extents of laterality were produced by the ''250-Hz'' transposed stimuli when the larger ITDs were imposed. For example, looking across the different bandwidths, the intracranial images produced by an ITD of 600 s, a value which approaches the maximum ITD encountered by human listeners in a natural environment, were matched by acoustic pointer IIDs of 12Ϯ1 dB. IIDs of this magnitude are well known to produce intracranial images far toward or at the ear ͑e.g., Watson and Mittler, 1965; Yost, 1981͒ . It is also the case that IIDs larger than about 12 dB have been reported to produce only small, albeit reliable, increases in extent of laterality ͑Trahiotis and Bernstein, 1986͒. As IID is increased from 0 to 12 dB, the position of the intracranial image changes essentially linearly from midline to very near the more intense ear. Taken together, these findings support the position that differences in pointer IID measured with the 250-Hz-centered low-frequency stimuli and their transposed counterparts with large ITDs are not indicative of large changes in extent of laterality.
In order to compare the relative potency of transposed stimuli centered at 4 kHz and bands of Gaussian noise centered at 4 kHz, the most conservative approach is to use as a standard of comparison the extends of laterality produced by the 400-Hz-wide band of Gaussian noise. This is so because it has been shown that ITD-based extents of laterality produced by bands of Gaussian noise centered at 4 kHz are relatively constant for bandwidths of 400 Hz and greater ͑Trahiotis and Bernstein, 1986͒. Therefore, this strategy has the advantage of precluding what may be ''unfair'' comparisons between the ͑smaller͒ extents of laterality produced by narrower bands of noise centered at 4 kHz. Comparisons among the data in Fig. 2 clearly indicate that transposed stimuli centered at 4 kHz produce extents of laterality that ͑1͒ are greater than those produced by even the 400-Hz-wide band of Gaussian noise centered at 4 kHz and ͑2͒ can be as great as those produced by Gaussian bands of noise centered at 125 Hz. Both of these outcomes appear to indicate that when high-frequency transposed stimuli convey an ITD, its potency is enhanced relative to when that ITD is conveyed by conventional high-frequency stimuli.
The data in Fig. 2 obtained with the low-frequency Gaussian noises and their transposed counterparts were subjected to a four-factor ͑type of stimulus ͓low-frequency noise, transposed counterpart͔ ϫ center frequency ͓125, 250 Hz͔ ϫ bandwidth ͓25, 50, 100, 200 Hz͔ ϫ ITD ͓0, 200, 400, 600, 800, 1000 s͔ ͒ within-subjects, analysis of variance. In addition, the proportion of variance accounted for ( 2 ) was determined for each significant main effect and interaction ͑Hays, 1973͒. Both the data obtained with a bandwidth of 400 Hz and the data obtained with the Gaussian bands of noise centered at 4 kHz were not included in the analysis. The former were omitted in order to make the statistical analysis completely factorial. The latter were omitted because the goal was to conduct a statistical analysis that compared extents of laterality produced by high-frequency transposed stimuli with extents of laterality produced by their low-frequency counterparts.
The error terms for the main effects and for the interactions were the interaction of the particular main effect ͑or the particular interaction͒ with the subject ''factor'' ͑Keppel, 1973͒. In order to remove interlistener differences ͑i.e., ''biases''͒ in the overall use of the acoustic pointer, we normalized the data. This was done, listener-by-listener, by dividing the IID of the pointer obtained for each stimulus condition by the value of IID required to match the 200-Hz-wide band of Gaussian centered at 250 Hz having an ITD of 1000 s. While any of the stimuli could be used as the reference for normalization, that particular stimulus was chosen because it consistently produced, both within and across listeners, very large extents of laterality. The reasoning was that a stimulus that produces large extents of laterality would be one that could most clearly reveal differences among the listeners in their use of the acoustic pointer.
Consistent with visual evaluation of the data, the main effect of ITD was highly significant ͓F(5,15)ϭ69.13, p Ͻ0.0005, 2 ϭ0.75] and accounted for 75% of the variability of the data. The main effect of stimulus type ͑Gaussian noise or transposed noise͒ only approached significance ͓F(1,3)ϭ8.4, pϭ0.0629, 2 ϭ0.04], but did account for 3.5% of the variability in the data. Although the main effect of stimulus type was not significant, the interaction of center frequency by stimulus type was significant ͓F(1,3)ϭ35.91, pϭ0.009, 2 ϭ0.006] but only accounted for 0.6% of the variability in the data. This outcome provides statistical validation to the conclusion reached by visual inspection of the data that differences in extent of laterality produced by the bands of Gaussian noise and their high-frequency transposed counterparts are smaller at 125 Hz than at 250 Hz. The interaction of stimulus type by ITD was also significant ͓F(5,15)ϭ4.15,pϭ0.015, 2 ϭ0.009͔ but accounted for only 0.9% of the variability in the data. This outcome confirms statistically the observation that the differences found between the effects produced by low-frequency bands of Gaussian noise and their high-frequency transposed counterparts depend upon the magnitude of the ITD. These two interactions must be interpreted in light of the fact that the triple interaction of center frequency by stimulus type by ITD was also significant ͓F(5,15)ϭ4.11, pϭ0.015, 2 ϭ0.002͔ but only accounted for 0.2% of the variability in the data. The significance of the triple interaction means that the differences found between the effects produced by the low-frequency bands of Gaussian noise and their highfrequency transposed counterparts at the different ITDs depend upon center frequency. None of the other main effects or interactions reached statistical significance. The total proportion of variability in the data accounted for by the independent variables was 82% with 75% of the variance accounted for by ITD. Based on all of these numerical outcomes and visual inspection of the data, we conclude that high-frequency transposed stimuli produce extents of laterality that are substantial and comparable to those produced by low-frequency Gaussian noises.
III. EXPERIMENT 2
Measures of ITD-based extents of laterality obtained with low-frequency stimuli have revealed that acrossfrequency consistency of interaural timing information can influence greatly the intracranial position of acoustic images ͑e.g., Jeffress, 1972; Stern et al., 1988; Trahiotis and Stern, 1989; Shackleton et al., 1992; Buell et al., 1994; Stern and Trahiotis, 1998; Trahiotis et al., 2001͒ . Stern and his colleagues ͑e.g., Stern et al., 1988; Trahiotis, 1992, 1998͒ have discussed how across-frequency effects on lateralization can be accounted for within interaural crosscorrelation models of binaural processing. Their explanation rests upon two aspects of a putative internal representation of the binaural stimuli. One aspect is termed ''straightness.'' It refers to the extent to which maxima of the internal interaural cross-correlation of the stimuli are consistent in that they occur at the same internal delay over a range of frequencies. The second aspect, termed ''centrality,'' refers to the extent to which maxima of the cross-correlation function are located at internal delays of small magnitude ͑i.e., near midline͒.
Within this conceptual framework, straightness and centrality are cast as two, sometimes conflicting, weighting functions that determine the relative salience of individual peaks of the cross-correlation function. The relative influences of straightness and centrality can be understood by considering the intracranial position of acoustic images produced by stimuli that have a constant value of ITD but differ in bandwidth.
To illustrate such effects, Fig. 3 represents trajectories of the peaks of the internal interaural cross-correlation function for bands of Gaussian noise centered at 250 Hz for values of internal delay between Ϯ4.0 ms. In what follows, combinations of ITD and interaural phase disparity ͑IPD͒ refer to the single value of ITD and the single value of IPD that were applied to all spectral components of any given bandwidth of noise. The top panel represents the condition when the bandwidth of the noise is 25 Hz and the stimulus has an ongoing ITD of 3.0 ms favoring the right ear. That ITD is equal to three-quarters of the period of the 250-Hz center frequency and produces peaks of activity in the cross-correlation function at an internal delay of 3.0 ms, Ϫ1.0 ms, and other ''slipped cycles'' of the spectral components of the 25-Hzwide band of noise that would occur at internal delays with magnitudes greater than those depicted.
This 25-Hz-wide band of noise produces an intracranial image that is heard far toward the left ͑lagging͒ side of the head in accord with the activity at Ϫ1.0 ms. This stimulus condition represents a case in which centrality carries the greatest weight in determining lateral position because the activity at Ϫ1.0 ms ͑which is closer to the midline͒ outweighs the activity at the ''true'' delay of 3.0 ms.
The middle panel of Fig. 3 depicts the case when the bandwidth of the noise is increased to 400 Hz. In this case, across-frequency consistency is evident within the crosscorrelation function as an extended straight vertical line at the true delay of 3.0 ms. Concomitantly, the trajectory passing through Ϫ1.0 ms exhibits ''curvature'' in that it spans a very large range of internal delay in a frequency-dependent manner. Also note the appearance of a third trajectory at the upper-left portion of the panel. This slipped-cycle trajectory also exhibits curvature over a large range of internal delay. This stimulus is lateralized far toward the right ͑leading͒ side of the head, consistent with the notion that the straight activity at an internal delay of 3.0 ms dominates perception.
The bottom panel of Fig. 3 depicts the cross-correlation function when the bandwidth of the noise remains 400 Hz and an IPD of 270°is imposed on the noise, rather than an ITD of 3.0 ms. At the 250-Hz center frequency of the noise, an IPD of 270°is equivalent to an ITD of 3.0 ms. Because this is so, the values of internal delay at 250 Hz, the center frequency of the noise, are the same in all three panels of the figure. That is, the trajectories for an IPD of 270°are ''anchored'' at the same positions as are the trajectories in the upper two panels for an ITD of 3.0 ms.
This 400-Hz-wide band of noise is lateralized toward the left side of the head. As can be seen from the figure, the only region within the cross-correlation function that is more or less straight occurs along the trajectory anchored at Ϫ1.0 ms and between about 250 and 450 Hz. Within our theoretical framework, this region would be expected to dominate perceived laterality because it is both the straightest and most central portion of the cross-correlation function.
It seemed natural and important to determine whether manipulations of ITD and IPD conveyed by the envelopes of high-frequency transposed stimuli would produce effects on perceived laterality that are similar to those observed with low-frequency stimuli. Beyond their empirical value, such data could provide valuable theoretical insights concerning the mechanisms underlying how high-frequency envelopebased binaural information is processed vis a vis lowfrequency, waveform-based information. In order to obtain the necessary data, we used the same acoustic pointing task that was used in experiment 1 with the same four listeners.
It will be seen that manipulations of ITD and IPD within the envelopes of high-frequency transposed stimuli can, indeed, produce changes in lateralization that are very much like those observed with conventional low-frequency bands of noise. It will also be seen that, despite that similarity, a satisfactory theoretical account of the data appears to require different sorts of central processing of the pattern of activity within low versus high spectral regions.
A. Stimuli
The stimuli that served as targets in the acoustic pointing task were either ͑1͒ low-frequency bands of Gaussian noise centered at 250 Hz and having bandwidths of 25, 50, 100, 200, or 400 Hz or ͑2͒ such noises transposed to 4 kHz. In one low-frequency stimulus condition, the noise carried an ITD of 3.0 ms favoring the left ear and an IPD of 0°. In a second low-frequency stimulus condition, the noise carried an ITD of 0 ms and an IPD of 270°that favored the left ear. The high-frequency stimuli were centered at 4 kHz and were the transposed counterparts of the low-frequency stimuli. All other details of the generation of the stimuli and their presentation were the same as those described under experiment 1.
B. Results and discussion
Figure 4 is a plot of the mean IID of the pointer ͑taken across the four listeners͒ as a function of the bandwidth of the targets. The standard errors of the measures were typically less than 2.5 dB and never exceeded 5.5 dB. The parameter of the plot is the stimulus condition. Data obtained with low-frequency Gaussian noises are represented by open symbols and data obtained with their transposed counterparts are represented by closed symbols.
We begin with the data obtained with low-frequency bands of Gaussian noise having an ITD of 3.0 ms and an IPD of 0°͑open squares͒. When the bandwidth was either 25 or 50 Hz, the mean IID of the pointer was about Ϫ16 dB, indicating an intracranial image far toward the right ͑lagging͒ ear. As bandwidth was increased, pointer IIDs became progressively and dramatically less negative. The data clearly indicate that, as bandwidth was increased, the intracranial position of the acoustic image moved away from the lagging ear, crossed the midline and, once the bandwidth reached 400 Hz, was essentially fully lateralized toward the leading ͑left͒ ear. In contrast, when the same bandwidths of Gaussian noise had an ITD of 0 ms and an IPD of 270°͑open triangles͒, the mean pointer IID was about Ϫ18 dB or so for all bandwidths, indicating intracranial images very far toward the right ear. The pattern of these low-frequency data, obtained at a center frequency of 250 Hz, replicate the ''straightness/ centrality'' effects reported by Trahiotis and Stern ͑1989͒ for bands of noise centered at 500 Hz.
The patterning of the data obtained with the transposed stimuli shows the same trends as the patterning of their lowfrequency counterparts. One difference between the two sets of data is that the transposed versions of the noises having an ITD of 0 ms and an IPD of 270°͑closed triangles͒ are not lateralized quite as far toward the lagging ͑right͒ ear as are the low-frequency bands of Gaussian noise.
The principal finding is, however, that the effects on lateral position brought about by imposing combinations of bandwidth, ITD, and IPD on low-frequency stimuli were also exhibited when such stimuli were transposed to 4 kHz. One might conclude from this that straightness and centrality along the internal cross-correlation surface influence lateral position in much the same manner for high-frequency transposed stimuli and low-frequency bands of noise. This is not necessarily true, as will become clear when the data are discussed further in Sec. IV A.
IV. ACCOUNTING FOR THE DATA
The primary objective of the theoretical analysis was to determine whether the observed extents of laterality could be accounted for by a correlation-based model that incorporates physiologically valid stages of peripheral processing. That type of model has been used to provide quantitative predictions for binaural detection, discrimination, and lateralization data ͑e.g., Bernstein and Trahiotis, 1996; Bernstein et al., 1999; Trahiotis et al., 2001; Bernstein and Trahiotis, 2002͒ . The first stage of peripheral processing was bandpass filtering implemented via a bank of Gammatone filters ͑see Patterson et al., 1995͒ . For purposes of computational efficiency, the center frequencies of the filters ranged from 25 to 2000 Hz for stimuli centered at 125 and 250 Hz and ranged from 2000 to 8000 Hz for stimuli centered at 4000 Hz. The center frequencies of the filters were spaced in terms of their respective equivalent-rectangular bandwidths ͓according to Glasberg and Moore's ͑1990͒ ''ERB'' function͔ with the density of the filterbank being four filters per ERB. The output of each filter was subjected to ''envelope compression'' (exponentϭ0.23), square-law rectification, and low-pass filtering at 425 Hz to capture the loss of neural synchrony to the fine-structure of the stimuli that occurs as the center frequency is increased ͑for details, see Bernstein et al., 1996͒ . A stage of additional low-pass filtering at 150 Hz was imposed on the outputs of the high-frequency filters in order to capture a ''rate limitation'' that serves to ''smooth'' the fluctuations of their envelopes. Bernstein and Trahiotis ͑2002͒ have recently discussed several instances in which this rate limitation appears to operate and, further, they demonstrated how incorporating such a stage of low-pass filtering within the model was necessary in order to predict threshold-ITDs for high-frequency conventional and transposed stimuli.
The central binaural processor was implemented by generating cross-correlograms ͑i.e., cross-correlation surfaces͒ with one dimension representing frequency in steps defined by the density of the aforementioned filterbanks and a second dimension representing values of delay ͑͒ spanning the range Ϫ3500 to 3500 s in 12.2-s steps. The third dimension ͑height͒ was the value of the cross-products integrated over the 100-ms duration of the stimuli.
Predicted laterality was determined by computing the across-frequency average of the cross-correlogram and locating the value of associated with the most central peak of activity, i.e., the peak that was closest to the midline ( ϭ0). This choice was based on the knowledge that, all other things being equal, peaks of the cross-correlation function that are closest to midline dominate perceived lateral position ͑e.g., Stern et al., 1988͒ . Examination of the crosscorrelation functions revealed that the most central peak was, with very few exceptions, also the peak of the average correlogram that had the greatest magnitude. Consequently, the evaluation of the ability of the model to predict the data does not depend critically upon the choice of the most central peak as the decision variable.
A. Predictions of extents of laterality
Ten independent tokens of each combination of type of stimulus, bandwidth, and ITD used in experiment 1 served as inputs to the model. The output of the model for each token was an estimate of the position of the most central peak of activity in the across-frequency averaged correlogram. The ten independent estimates obtained for each combination of type of stimulus, bandwidth, and ITD were averaged to yield a single prediction of the model for that stimulus. The predictions were in units of ͑internal delay͒.
In order to compare the predictions of the model to the empirical data, it was necessary to relate the ''raw'' predictions from the model, which were in units of , to units of IID of the acoustic pointer. In order to derive the required relation, we used the 25 and 200-Hz-wide bands of Gaussian centered at 125 and 250 Hz. For each combination of center frequency ͑125 or 250 Hz͒, bandwidth ͑25 or 200 Hz͒, and ITD ͑0 to 1000 s in steps of 200 s͒, the model's predicted value of was paired with the mean IID ͑in dB͒ of the pointer required by the listeners to match the intracranial position of that particular stimulus. That is, we assembled corresponding pairs of predicted and IID of the pointer for the 24 stimulus conditions of interest (2 CFsϫ2 bandwidths ϫ6 values of ITD). Next, we found the exponential of the form IID(dB)ϭa(1Ϫe Ϫb ) that best fit ͑in the least-squares sense͒ the 24 pairs of and IID. This single function was used to obtain predicted values of IID for all of the stimuli.
Only the low-frequency stimuli were used to ''calibrate'' the model because ͑1͒ they, as a group, yielded the largest values of IID of the pointer for a given value of ITD and ͑2͒ their functions relating lateral position to ITD were quite similar over the range of ITDs used in the experiment. Therefore, each of the low-frequency stimulus conditions used in the analysis served to provide an independent estimate of the function relating pointer IID to predicted , the model's metric of lateral position. Figure 5 displays both the obtained data ͑symbols͒ and the predictions of the model ͑lines͒. The format of the figure is similar to that of Fig. 2 . A primary outcome is that the model correctly predicts that ITDs conveyed by lowfrequency Gaussian noises and their transposed counterparts yield large and comparable extents of laterality. Quantitatively, the model accounts for 91% of the variance 2 in those data. That said, the model does not capture the finding that extents of laterality measured with low-frequency bands of noise centered at 250 Hz are slightly greater than those measured with their transposed counterparts. As discussed when the data were presented, the differences observed in terms of IID of the pointer must be interpreted while recognizing that IIDs greater than about 12 dB yield only very small, albeit reliable, changes in extent of laterality. Thus, overall, the model provides a fairly good account of the data obtained with low-frequency bands of noise and their transposed counterparts.
We now consider the predictions of the model for the data obtained with bands of conventional, Gaussian noise centered at 4 kHz ͑dotted lines͒. The model does appear to, at least qualitatively, account for two important aspects of these data. First, the model is generally correct in predicting that extents of laterality measured with the transposed stimuli centered at 4 kHz should be much greater than those measured with bands of Gaussian noise centered at that frequency. Second, the model is also generally correct in predicting that extent of laterality should, for a given value of ITD, increase with the bandwidth of the Gaussian noise. At the same time, the model consistently overpredicts the extents of laterality measured empirically.
We did attempt to improve the accuracy of the predictions by increasing the complexity of the model in several ways. This included applying several different functions that have been used by other investigators to emphasize activity within the cross-correlogram occurring at relatively small delays ͓i.e., the ''centrality'' functions specified by Colburn ͑1977͒, Shear ͑1996͒, and Shackleton et al. ͑1992͔͒ and ad hoc modifications of them. We also investigated the utility of employing the centroid of activity of the crosscorrelogram as the indicator of lateral position instead of its most central peak. These modifications of the model always diminished, sometimes dramatically, its overall ability to predict the major trends in the data. Based on the examination of many ͑more than 20͒ sets of predictions, it appears that at least some of the difficulty stems from not being able to specify and apply valid centrality weighting for frequency regions from as low as 125 Hz to as high as 4 kHz, or so. Said differently, it appears that at least some of the difficulty surrounds the fact that functional analogs of Stern and Colburn's centrality weighting function ͓ p()͔ have not been specified for frequencies below 250 Hz and above 1200 Hz ͑see Stern and Shear, 1996͒ . This lack of knowledge concerning how to weight differentially portions of the patterns of activity that occur within different spectral regions of the cross-correlogram will also be seen to limit the model's ability to account for the data obtained in experiment 2.
We believe the qualitative successes of the model are potentially quite important and should not be discounted. In order to understand this conclusion, consider the data and predictions obtained when the bandwidth of the Gaussian noise centered at 4 kHz was 25 Hz ͑top panel in each column͒ and the ITD was 1000 s. Note that the model correctly predicts that the Gaussian noise will be heard near midline while, simultaneously, predicting that the transposed stimulus centered at 4 kHz will be heard far toward the left ͑leading͒ ear. This means that, despite their common ITDs, the most central peaks of the cross-correlograms produced by these two stimuli, respectively, are in very different locations: one near the midline and the other one far toward the leading ear.
This outcome was, at least to us, highly nonintuitive. Specifically, it was not apparent how, according to the model, a large ITD conveyed by a 25-Hz-wide band of Gaussian noise centered at 4 kHz would produce a peak of activity near midline while the same ITD conveyed by a transposed noise centered at 4 kHz would produce a peak of activity far toward the leading ear. Our investigations revealed that envelope compression was a major factor. When compression was omitted, the peak of activity for the 25-Hz-wide band of high-frequency Gaussian noise ͑and indeed, for wider bandwidths͒ indicated a lateral position far toward the leading ear. Figure 6 displays predictions of the data obtained in experiment 2.
3 The reader is reminded that the purpose of that experiment was to determine whether the patterns of laterality produced by low-frequency stimuli characterized by differential degrees of straightness and centrality ͑as depicted in model, however, fails to capture the differences in laterality between the low-frequency Gaussian noises having an ITD/ IPD combination of 0 ms/270°and their high-frequency transposed counterparts. A similar type of shortcoming was also evident for the predictions of the data in experiment 1 ͑see Fig. 4͒ for low-frequency Gaussian noises centered at 250 Hz and their transposed counterparts. There too, the transposed stimuli were incorrectly predicted to have essentially the same extent of laterality as their low-frequency counterparts.
For the 3.0 ms/0°case, the model correctly predicts that the narrowest bands of Gaussian noise and their highfrequency transposed counterparts are lateralized toward the lagging ear and that the 400-Hz-wide band of noise and its high-frequency transposed counterpart are lateralized far toward the leading ear. The predictions of the model, however, do not capture the gradual nature of the changes in the locus of the intracranial image evident in the empirical data as bandwidth is increased from 50 to 200 Hz. As shown by Stern and his colleagues ͑e.g., Stern et al., 1988; Trahiotis, 1992, 1998͒ , a successful account of such data, at least for stimuli centered at 500 Hz, stems from the incorporation of functions that weight differentially portions of the patterns of activity that occur within different spectral regions of the cross-correlogram. As discussed above, the specific weighting function required as a function of the center frequency of the stimuli are unknown. Our initial attempts to augment the model with several versions of such functions actually led to poorer predictions for the lateralization of our high-frequency stimuli centered at 4 kHz.
Another issue deserves comment. The similarities in the psychophysical data that did occur with low-frequency noises and their high-frequency transposed counterparts as a function of combinations of bandwidth and ITD/IPD need not have resulted from the operation of similar or identical pattern processing of their respective cross-correlograms. Consider that, at low center frequencies, the combining of binaural timing information must occur across narrow-band elements or filters in order for straightness to emerge. This is so because the bandwidths of the external stimuli that exhibit the effects of straightness often greatly exceed the relatively narrow bandwidths of the low-frequency auditory filters through which they are processed. For example, the 400-Hzwide bands of noise centered at 250 Hz exceed by a factor of about 8 the equivalent rectangular bandwidth of the auditory filter at that center frequency ͑see Fig. 1 of Moore, 1997͒ . Therefore, it seems inescapable that the observed effects of straightness on lateralization at low center frequencies must involve some type of, most likely central, across-auditoryfilter integration.
In contrast, it appears that effects like those attributed to straightness can occur for high-frequency transposed stimuli, even without across-auditory-filter integration. In order to understand why this is so, consider that the vast majority of the energy of transposed stimuli centered at 4 kHz is contained within the approximately 500-Hz-wide auditory filter centered at that frequency. In fact, predictions of the model obtained using only one pair of left/right auditory filters centered at 4 kHz proved to be, for all intents and purposes, identical to those obtained when predictions were made using the entire bank of Gammatone filters.
Examination of cross-correlograms revealed that the envelope-based effects of consistency of internal delay for transposed stimuli centered at 4 kHz come about via changes in the damping of the cross-correlation function. Figure 7 illustrates these effects. The two panels display the crosscorrelograms that result when an ITD of 3.0 ms is applied to either a 25-Hz-wide ͑upper panel͒ or a 400-Hz-wide ͑bottom panel͒ band of Gaussian noise centered at 250 Hz that is transposed to 4 kHz. As indicated by the arrows, the most central peak occurs at Ϫ0.9 ms for the 25-Hz-wide case and at 2.9 ms ͑essentially, at the ITD͒ for the 400-Hz-wide case. In fact, for the 400-Hz-wide case, the damping has changed the shape of the cross-correlogram such that no peak closer to the midline than 2.9 ms occurs. Therefore, it appears that, at least for high-frequency transposed stimuli, within-filter effects are sufficient to produce changes in laterality as large as those ͑almost certainly͒ produced by across-filter integration for low-frequency bands of noise.
V. SUMMARY AND CONCLUSIONS
The primary purpose of this investigation was to determine whether ITDs conveyed by high-frequency transposed stimuli would produce larger extents of laterality than ITDs conveyed by bands of high-frequency Gaussian noise. To that end, we employed an acoustic pointing task in order to measure extents of laterality for low-frequency Gaussian noises, the same noises transposed to 4 kHz, and highfrequency Gaussian bands of noise centered at 4 kHz.
The three major findings were the following: ͑1͒ Extents of laterality obtained with the transposed stimuli were much greater than those obtained with the bands of high-frequency Gaussian noise; ͑2͒ The low-frequency Gaussian noises centered at 125 Hz and their high-frequency transposed counterparts produced extents of laterality that were highly similar and, in many cases, essentially equivalent; ͑3͒ The low- frequency Gaussian noises centered at 250 Hz produced somewhat greater extents of laterality than did their highfrequency transposed counterparts. The overall patterning of the data was fairly well accounted for by a cross-correlationbased model similar to the one used recently by Bernstein and Trahiotis ͑2002͒ to account for threshold ITDs obtained with similar conventional and transposed stimuli.
A second experiment was conducted to determine whether patterns of laterality produced by low-frequency stimuli characterized by differential degrees of straightness/ centrality would also be produced when those stimuli were transposed to 4 kHz. It was found that the data obtained with the transposed stimuli exhibited much the same trends as did their low-frequency counterparts. That is, the general effects on the lateral positions of the intracranial images brought about by imposed combinations of bandwidth, ITD, and IPD on low-frequency stimuli remained when those stimuli were transposed to 4 kHz. The general features of the data were accounted for by the same cross-correlation-based model used to account for the data obtained in the first experiment.
The behavioral data obtained in this study, the maskinglevel difference ͑MLD͒ data obtained by van de Par and Kohlrausch ͑1997͒, and the ITD discrimination data obtained by Bernstein and Trahiotis ͑2002͒ all point to the same conclusion. That is, differences in the salience of and sensitivity to ITDs found between low and high spectral regions stem mostly from differences in the nature of the inputs to the central binaural processor, as opposed to inherent differences in the ability to process ITDs. necessary to impose a 10-dB larger voltage on the Etymotic ER-2 than would be expected on the basis of its calibration. The formula used to compute the percentage of the variance for which our predicted values of threshold accounted was 100ϫ(1Ϫ͓⌺ For these data, 100 independent estimates were obtained for each combination of type of stimulus, bandwidth, and ITD/IPD combination. The estimates were averaged to yield a single prediction of the model for each of these combinations.
