With modem simulation packages, the modeler can choose almost any standard statistical distribution for generating input random variables. The question arises as to how sensitive are output performance measures to the particular type of distributions selected for modeling the input. We investigate the sensitivity of two output performance measures (average queue wait and the 95 percentile value of the queue wait distribution) for a G/G/I queue, simulated using GPSS/H.
INTRODUCTION
The major question we attempt to answer in this study is just how important is it to expend resources (time and money) in determining the input distributions (interarrival and service times, for example) for a queueing simulation model? That is, how sensitive are the output measures of performance such as queue sizes and waiting times to the particular choice of input distributions? Note that we are not concerned here with how well the input distributions chosen fit, in a statistical sense, the data we may be using to determine distribution choice, but how sensitive the output performance measures are to the distribution choice. In other words, we want to fmd out if it suffices to choose distributions with roughly the same density shape and first two moments matched to the data at hand. Or is it necessary to collect large amounts of data and spend great effort in precisely choosing input distributions, and, if so, which procedures are best?
There is some evidence that, perhaps, matching only the first two moments might suffice. For M/G/l, the Pollaczek-Khintchine (P-K) formula tells us we need only the mean (I/h) of the interarrival time distribution (this is also the standard deviation) and the mean (l/p) and standard deviation (a,) of the service time distribution to calculate expected value measures of performance (MOP). The expected queue size, for example, is given in Equation (1) is given by Equation (2), which is also the heavy trafftc approximation, and depends only on the first two moments of the interarrival and service time distributions (I//z, 02, I/p , a",).
There is a great deal of material in the statistical literature concerning fitting known statistical distributions to data. However, we are not particularly interested in how well a distribution fits the data with respect to classical statistical measures, but how sensitive the MOPS are to distribution choice.
In this study, we conduct a series of experiments using a G/G/l simulation model written in GPSSIH. The two MOPS we consider are the mean queue wait, W,, and the 95th percentile of the queue wait distribution which we denote as W, (.95) ; that is, letting T, represent the random variable, wait in queue, then Pr{T, > W&.95)} = .05. Twenty replications of 20,000 customers with a warm-up period of 2,000 were used in all cases considered and confidence interval estimates were produced for the MOPS. The simulation model was validated for cases where known theoretical steady-state results existed (e.g., M/M/l for both MOPS and M/G/l for W,>, and simulation error for mean values was generally within 5%, with the confidence bound range, for most cases, being f 5%, with a worst case of*l3%.
FIRST EXPERIMENT
This experiment was performed to determine whether the first two moments of interarrival and service time distributions are sufficient in estimating the MOPS. The F/F/l (F = Gamma distribution) was selected as a base case model and compared to LN/LN/I (LN = lognotmal), Sensitivity of Output Measures to Input Distributions in Queueing Simulation Modeling 297 W/W/l (W = Weibull) and P5/P5/1 (P5 = Pearson, type 5) models. Traffic intensities (p) of 0.2, 0.5, and 0.8 were considered along with coefficients of variation of interarrival and service time distributions (CVat and CVst respectively) of 0.5, 1.0 and 2.0, making a total of 108 cases in all (each with 20 replications of 20,000 customers and a 2,000 customer warm-up period). Table 1 presents some sample results showing that there can be significant sensitivity in the output MOPS, and that, in general, matching only the first two moments is not sufficient. We see that for higher p values (.8), the percentage differences are, for the most part, modest. But for p = .5, percentage differences are sizable, and for p = .2, some turned out to be very large, although the absolute values of the MOPS were near zero, which partially accounts for large percentage differences. Even so, there is ample evidence that it is not always sufftcient to match only the first two moments. Twenty-eight of the 108 cases run had percent differences for W, greater than 20%, twelve of these being cases with p values of .5 or .8. These were either P5 models, or W and LN models with CV& =2. Further, some of the P5 cases of the original 108 cases had to be eliminated from consideration due to slow convergence of the second moment in the generated variates. One curious result was that in many cases, the percentage differences seemed to be somewhat less for W,(.95) than for W, -there were only 21 cases where percentage differences for W,(.95) were greater than 20%, nine of these for p values of .5 or .8, with conditions similar to those 12 for W, 
cases (MOPS = 0)
For thirty six of the 108 cases run, analytical solutions exist for W, , i.e., those cases for which CVti = 1, the F/ F /I and W/W/l reduce to M/G/l models. Further, when CVti is also 1, the M/G/l models further reduce to M/M/l models and analytical results are available for both W, and W,(.95). Tables 2 and 3 show these results. Table 2 shows the M/M/l results and we see both the simulated F (=GM) and W (=WB) models are very close to the theoretical values, again validating the simulation. We can also see the "heavy traffic" effect in that the large percent differences of the LN and PT models diminish as 0 increases. But there is sizable differences in these models, again indicating that matching the first two moments only is, in general, not sufficient. Table 3 shows similar effects for the M/G/l cases.
SECOND EXPERIMENT
This experiment investigated selecting two-parameter distributions by matching the first and third quartiles of the base case f/F /l to W/W/l, LN/LN/l and PS/P5/1. The same 108 cases were attempted, although many of these resulted in infeasible tits, or feasible fits with 0 11. For the feasible cases, the percent deviations from the base case were much larger, and we concluded from this experiment that matching the first and third quartile is considerably poorer than matching the first two moments.
THIRD EXPERIMENT
In this experiment, we compared Maximum Likelihood estimation (MLE) to MOM for fitting two-parameter distributions. The experimental design had p =.5, CV.,t = 1, CV,, = .5,1,2. Data were generated for sample sizes of 20,50,100,200,500,1000 for the above three cases for F / l? 11 and LN/LN/l models. F and LN parameters were estimated for each of the sample sizes by both MOM and MLE. The empirical distribution, MOM and MLE cases were simulated for the various sample sizes and compared to the actual F / r /l and LN/LN/l base case simulations. The conclusions drawn from this experiment were (i) as sample size increases, the empirical model converges to actual, (ii) MOM appears somewhat "better" than MLE for small sample sizes, but both yield similar results for large sample sizes, and (iii) percent differences from actual are still quite large in many cases, especially for small sample sizes.
The general conclusion from experiments 1,2 and 3 is that two parameter distributions are not sufftcient in general. It appears that, although the first two moments are important, that it is necessary, in many cases, to capture higher-order moments. To attempt to determine just how many may be necessary, we did a final experiment using a discrete point distribution. While there are families of distributions that have more than two parameters (e.g., Johnson translation distributions, phase-type distributions, Coxian distributions, generalized hyper exponential distributions), fitting can be a formidable task (see, for example, Johnson and Taffe, 1991 , Johnson, 1993 , and Harris and Marchal, 1997 . We chose discrete point distributions, which were very easy to fit by MOM and allowed us to see what happened as we increased the number of moments matched. The experimental design for this final experiment had p =.5, CV,, =l, and CV,, =.5,1,2. Data were generated for sample sizes (n) of 20,50, 100,200,500, 1000 for above three cases for r / I-/l and LN/LN/l models (same as the third experiment). For each sample size and each G/G/l model, a discrete k-point distribution was fit by nonlinear programming, matching two up to five moments respectively. The nonlinear programming problem to be solved is given by (3) below. @j cases (CV, =.5 and 2). It is interesting to note that using the discrete distribution with a five mom&t match is almost as good as using the entire empirical distribution and for large n, they both are fairly close to the actual simulated MOPS. Output measures of performance can, indeed, be sensitive to the particular "shape" of the input distribution. Using standard two-parameter distributions for which only the first two moments are captured in many cases is not sufficient, unless the system is in heavy traffic (probably p > .9). Results here indicate that it may be necessary to capture at least five moments, even though the lower order moments dominate in importance. Sample sizes when determining input distributions should be at least 200 and preferably closer to 1000 which should provide good results when using empirical distributions from which to generate inputs. Using a discrete k-point distribution for which the first five moments are matched to the data is almost as good. These are easy to determine by non-linear programming and easily generate sample data for simulation. The actual, empirical and the four discrete k-point fits were simulated, and W, and W&.95) compared. Figure 1 shows, for the CV,, =l case, the percent differences in W, and W, (.95) from the gamma and lognormal simulated cases with simulations using the empirical distribution, and discrete distributions with two, three and four moments matched for sample data generated from gamma and lognormal distributions for sample sizes of 50, 200 and 1000 observations. Results are similar for the other two This research shows that attention must be paid to proper input modeling, and that it is not a trivial task. Some general papers in this area include Fox (1981) , Kelton (1984) , Cheng (1993) , Cheng, et al (1996) , Leemis (1995 Leemis ( , 1996 and Nelson et al (1995) . Three rather "nonclassical" classes of distributions which appear to have potential in input modeling are the Johnson translation distributions (see Storer et al, 1988) , Phase-type distributions (see Johnson and Taaffe, 1991) , and Bezier distributions (see In a master level discrete-event simulation course at The George Washington University, a student team did a project involving a local bank. A G/G/c queue r as simulated. The interarrival time and teller service t me data were run through the UNIFIT II data fitting package and Table A . 1 shows the moment comparison given by UNIFIT II for the actual data and the best five theoretical distributions it suggests. For c = 7 (giving a c 1 = .63), two sets of simulations were run. Using the empirical distribution (EM) for service times, G/EM/7 runs were made for G = EM , the first five theoretical distributions given by UNIFIT and the four discrete k-point distributions matching two, three, four and five moments to the data. A similar set of runs were made using EM for interarrival times (EMG/7) and G= EM, the first five distributions given by UNIFIT and the four k-point distributions. Percent differences of the G/EM/7 and EM/G/7 models from the EM/EM/7 model are given in Table A .2. Note the anomaly when G is Pearson 6. The moments vary considerably from the data, yet the percent differences in output measures are modest. Except for this, "generally" the percent differences are smallest when the percent differences in moments are smallest. 
