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The intersection of the different classes of implications is one of the most popular topics
nowadays due to the large number of constructionmethods of these operators. In this paper,
we deal with the characterization of the intersection of Yager’s implications with QL and D-
implications. Some initial steps have already beenmadewith the intersection of Yager’s im-
plicationswith (S,N), R andQL-implications, however some questions remain unanswered.
In particular, we solve an open problem related to the characterization of those implications
that are both QL-implications and f -generated implications with f (0) < ∞, fully determin-
ing the expression of the QL-implications generated by a continuous t-conorm that belong
to the considered intersection. Furthermore, we perform a similar study for D-implications
and finally, we study the intersection of Yager’s implications with their ϕ-conjugates.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Fuzzy implications are the generalization of the classical binary implications to the set of fuzzy logic. These operators
play a significant role in many fields, being crucial in fuzzy control and approximate reasoning [16,19,25]. In addition of
modelling fuzzy conditionals, they are also used to performbackward and forward inferences in any fuzzy rules based system
[17,29]. Moreover, we can highlight the use of fuzzy implications in fuzzy DI-subsethoodmeasure and image processing [9],
fuzzy morphological operators [20], data mining [34] and rough sets [28] among many others. The increasing interest on
fuzzy implications from both their applications and the theoretical point of view has been accompanied by the publication
of many of papers and even a whole book [4], on this topic.
Many models of fuzzy implications have been proposed in the literature. The main reason is the necessity to find the
implication functionwhichmodels better the inference rule that is going toperform(see [32]). Among thesedifferentmodels,
the most usual ones are those obtained through t-norms and t-conorms via the so-called R-implications, (S,N)-implications,
QL-implications and D-implications, see for instance [4] or [25]. Moreover, these types have been extended and not only
t-norms and t-conorms, but also copulas, quasi-copulas and even conjunctors in general [13], representable aggregation
functions [11], and mainly uninorms [1,5,12,23,30,31] have been used for this purpose. Moreover, Yager introduced f - and
g-generated fuzzy implications [33] based on the direct use of additive generating functions f and g that are, in fact, additive
generators of continuous Archimedean t-norms and t-conorms, respectively. In his paper Yager has given an extensive
analysis of the role of these new classes of implications in approximate reasoning. In particular, he introduced and studied
some new interesting concepts like strictness of implications, sharpness of inference, or the strictness index.
In order not to lose the track between somany classes of implications, the study of the intersection between the different
classes has become a prolific topic recently. In this way, the intersections of (S,N), R and QL-implications pairwise have
been studied in [18,6]. Furthermore, the intersections of some families of (U,N) and RU-implications have been determined
in [7]. Finally, some initial results about the relationship of Yager’s implications with (S,N), R and QL-implications have
been proved in [3]. With respect to the intersections of Yager’s implications some questions remained unanswered due to
the non-existence of a characterization of these implications. In particular, an open problem was posed in Problem 4.8.3
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in [4] dealing with the intersection of Yager’s and QL-implications. After the characterization of Yager’s implications in
[27], the intersections of this class of implications can be revisited and refined and an answer to their intersection with
QL-implications can be given. This will be the main goal of this paper jointly with the characterization of the intersections
of Yager’s implications with D-implications and the ϕ-conjugates of f and g-generated implications.
The paper is organized as follows. In the next section we recall the basic definitions and the characterizations of the
main classes of implications needed in the subsequent sections. In Section 3, the intersections of Yager’s implications with
(S,N), R, QL and D-implications are studied as well as their relationship with their ϕ-conjugates. The paper ends with some
conclusions and future work.
2. Preliminaries
Wewill suppose the reader to be familiar with the theory of t-norms and t-conorms (all necessary results and notations
can be found in [15,21]). Just recall the definition of the family of Frank t-norms.
Definition 1 [21]. The family (Tλ)λ∈[0,∞] of Frank t-norms is given by:
Tλ(x, y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
TM(x, y), if λ = 0,
TP(x, y), if λ = 1,
TLK(x, y), if λ = ∞,
logλ 1 + (λ
x−1)(λy−1)
λ−1 , otherwise.
The additive generators of the members of this family are:
fλ(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
− ln x, if λ = 1,
1 − x, if λ = ∞,
− logλ λx−1λ−1 , otherwise.
To make this work self-contained, we recall here some of the concepts and results employed in the rest of the paper.
2.1. Automorphisms and conjugates
Definition 2. A function ϕ : [0, 1] → [0, 1] is an automorphism if it is continuous and strictly increasing and satisfies the
boundary conditions ϕ(0) = 0 and ϕ(1) = 1, i.e., if it is an increasing bijection in [0, 1].
Definition 3. Let ϕ : [0, 1] → [0, 1] be an automorphism. Two functions f , g : [0, 1]n → [0, 1] are ϕ-conjugate if g = fϕ ,
where
fϕ(x1, . . . , xn) = ϕ−1(f (ϕ(x1), . . . , ϕ(xn))), x1, . . . , xn ∈ [0, 1].
Note that given an automorphism ϕ : [0, 1] → [0, 1], the ϕ-conjugate of a t-norm T , that is Tϕ , and the ϕ-conjugate of
an implication I (see Definition 5), that is Iϕ , are again a t-norm and an implication, respectively.
2.2. Fuzzy negations
Definition 4 (See Definition 1.1 in [14] and Definition 11.3 in [21]). A decreasing function N : [0, 1] → [0, 1] is called a fuzzy
negation, if N(0) = 1, N(1) = 0. A fuzzy negation N is called
(i) strict, if it is strictly decreasing and continuous,
(ii) strong, if it is an involution, i.e., N(N(x)) = x for all x ∈ [0, 1].
Example 1. Important negations that will be used along this paper are the classical fuzzy negation, NC(x) = 1 − x, and the
least fuzzy negation,
ND1(x) =
⎧⎨
⎩ 1, if x = 0,0, if x ∈ (0, 1].
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2.3. Fuzzy implications
Definition 5. A binary operator I : [0, 1]2 → [0, 1] is said to be an implication function, or an implication, if it satisfies:
(I1) I(x, z) ≥ I(y, z) when x ≤ y, for all z ∈ [0, 1].
(I2) I(x, y) ≤ I(x, z) when y ≤ z, for all x ∈ [0, 1].
(I3) I(0, 0) = I(1, 1) = 1 and I(1, 0) = 0.
Note that, from the definition, it follows that I(0, x) = 1 and I(x, 1) = 1 for all x ∈ [0, 1] whereas the symmetrical
values I(x, 0) and I(1, x) are not derived from the definition. Some properties of fuzzy implications that will be used along
this paper are the following:
• The left neutrality principle,
I(1, y) = y, y ∈ [0, 1]. (NP)
• The exchange principle,
I(x, I(y, z)) = I(y, I(x, z)), for all x, y, z ∈ [0, 1]. (EP)
• The law of importationwith a t-norm T ,
I(T(x, y), z) = I(x, I(y, z)), x, y, z ∈ [0, 1]. (LI)
• Theweak law of importationwith a conjunctive, commutative and nondecreasing function F : [0, 1]2 → [0, 1], (see [26])
I(F(x, y), z) = I(x, I(y, z)), for all x, y, z ∈ [0, 1]. (WLI)
• The ordering property,
x ≤ y ⇐⇒ I(x, y) = 1, x, y ∈ [0, 1]. (OP)
• The contrapositive symmetrywith respect to a fuzzy negation N,
I(x, y) = I(N(y),N(x)), x, y ∈ [0, 1]. (CP(N))
Definition 6 (See Definition 1.14.15 in [4]). Let I be a fuzzy implication. The function NI defined by NI(x) = I(x, 0) for all
x ∈ [0, 1], is called the natural negation of I.
At this point, let us recall the definitions of the classes of implications that we will use along this paper and their
characterizations when there is one available and it is going to be used later.
Definition 7 (Definition 2.4.1 in [4]). A function I : [0, 1]2 → [0, 1] is called an (S,N)-implication if there exist a t-conorm
S and a fuzzy negation N such that
I(x, y) = S(N(x), y), x, y ∈ [0, 1].
IfN is a strong fuzzy negation, then I is called a strong implication or S-implication. Moreover, if I is an (S,N)-implication
generated from S and N, then we will denote it by IS,N .
Theorem 1 (Theorem 22 in [26]). For a function I : [0, 1]2 → [0, 1] the following statements are equivalent:
(i) I is an (S,N)-implication generated from a t-conorm S and a strict (strong) fuzzy negation N.
(ii) I satisfies (WLI) with a conjunctive, commutative and nondecreasing function F and NI is a continuous (strict, strong)
fuzzy negation.
In this case the function F is given by F(x, y) = N−1(I(x,N(y))) for all x, y ∈ [0, 1]. In addition, we have that S(x, y) =
I(N−1(x), y) and N = NI.
We give also another characterization of (S,N)-implications.
Theorem 2 [2]. For a function I : [0, 1]2 → [0, 1] the following statements are equivalent:
(i) I is an (S,N)-implication generated from some t-conorm S and some continuous (strict, strong) fuzzy negation N.
(ii) I satisfies (I1), (EP) and I(x, 0) = N(x) is a continuous (strict, strong) fuzzy negation.
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Moreover, the representation I(x, y) = S(N(x), y) is unique in this case.
Definition 8 (Definition 2.5.1 in [4]). A function I : [0, 1]2 → [0, 1] is called an R-implication if there exists a t-norm T such
that
I(x, y) = sup{t ∈ [0, 1]|T(x, t) ≤ y}, x, y ∈ [0, 1].
If I is an R-implication generated from a t-norm T , then we will denote it by IT .
Note that R and (S,N)-implications are always implications in the sense of Definition 5.
Definition 9 (Definition 2.6.1 in [4]). A function I : [0, 1]2 → [0, 1] is called a QL-operation if there exist a t-norm T , a
t-conorm S and a fuzzy negation N such that
I(x, y) = S(N(x), T(x, y)), x, y ∈ [0, 1].
If I is a QL-operation generated from the triple (T, S,N), then we will often denote it by IT,S,N .
Definition 10 (Definition 4 in [22]). A function I : [0, 1]2 → [0, 1] is called a D-operation if there exist a t-norm T , a
t-conorm S and a fuzzy negation N such that
I(x, y) = S(T(N(x),N(y)), y), x, y ∈ [0, 1].
If I is a D-operation generated from the triple (T, S,N), then we will often denote it by IT,S,N .
QL and D-operations are not implications in general since (I1) or (I2) could not hold, respectively. A characterization of
those cases when QL or D-operations are implications is still open (see Problem 2.7.5 in [4]). Only if the QL or D-operation
is a fuzzy implication, we will use the term QL or D-implication. However, in both cases a common necessary condition is
known.
Lemma 3 (Lemma 2.6.5 in [4], Proposition 3 in [22]). If a QL-operation IT,S,N (or a D-operation I
T,S,N) is a fuzzy implication,
then the pair (S,N) satisfies S(N(x), x) = 1 for all x ∈ [0, 1].
On the other hand, the definitions and some characterizations of Yager’s classes of fuzzy implications are given.
Definition 11 [33,4]. Let f : [0, 1] → [0,∞] be a strictly decreasing and continuous function with f (1) = 0. The function
I : [0, 1]2 → [0, 1] defined by
I(x, y) = f−1(x · f (y)), x, y ∈ [0, 1]
with the understanding 0 · ∞ = 0, is called an f -generated implication. The function f itself is called an f -generator of the I
generated as above. In such a case, to emphasize the apparent relation we will write If instead of I.
The following theorem shows the characterization of f -generated implications with f (0) < ∞ and it was proved in [27].
However since this reference is still not available online, we include the proof for the sake of completeness.
Theorem 4 (Theorem 6 in [27]). Let I : [0, 1]2 → [0, 1] be a binary function. Then the following statements are equivalent:
(i) I is an f -generated implication with f (0) < ∞.
(ii) I satisfies (LI) with TP and NI is a strict negation.
Moreover, in this case the f -generator is unique up to a positive multiplicative constant and it is given by f (x) = N−1I (x).
Proof. Let I be a function with NI a strict negation and satisfying (LI) with TP . Let us define f (x) = N−1I (x). Since NI is
a strict negation, f : [0, 1] → [0, 1] is well-defined and it is a continuous and strictly decreasing function. In addition,
f (0) = N−1I (0) = 1 and f (1) = N−1I (1) = 0 and consequently, it is an f -generator with f (0) < ∞. Now let us prove that
If = I using that I satisfies (LI) with TP .
If (x,NI(y)) = f−1(x · f (NI(y))) = f−1(xy) = NI(xy) = I(xy, 0) = I(x, I(y, 0)) = I(x,NI(y))
for all x, y ∈ [0, 1]. Thus since NI is strict, it takes all values in [0, 1] and the result follows.
The reciprocal is guaranteed by Proposition 3.1.6-(ii) and Theorem 7.3.10 in [4]. 
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Definition 12 [33,4]. Let g : [0, 1] → [0,∞] be a strictly increasing and continuous function with g(0) = 0. The function
I : [0, 1]2 → [0, 1] defined by
I(x, y) = g(−1)
(
1
x
· g(y)
)
, x, y ∈ [0, 1]
with the understanding 1
0
= ∞ and ∞ · 0 = ∞, is called a g-generated implication, where the function g(−1) is the
pseudo-inverse of g given by
g(−1)(x) =
⎧⎪⎨
⎪⎩
g−1(x), if x ∈ [0, g(1)],
1, if x ∈ [g(1),∞].
The function g itself is called a g-generator of the I generated as above. In such a case, to emphasize the apparent relation
we will write Ig instead of I.
3. Intersections of Yager’s implications
In this section, the intersections of Yager’s implicationswith themost common classes of implicationswill be determined.
For each class, we will recall the results already proved in [3] (see also from Section 4.5 to 4.7 in [4]) and wewill try to refine
some of them and complete the study.
3.1. Intersections with (S,N) and R-implications revisited
The actual result involving the intersection of Yager’s implications with (S,N)-implications is the following one.
Theorem 5 (Theorem 4.5.1 in [4]). If f is an f -generator, then the following statements are equivalent:
(i) If is an (S,N)-implication.
(ii) f (0) < ∞.
Note that this result states that all f -generated implications with f (0) < ∞ are (S,N)-implications, i.e., the set of f -
generated implications with f (0) < ∞ is a subset of the set of (S,N)-implications. In fact, it is determined that in this case S
is theϕ-conjugate of the probabilistic sum t-conorm SP withϕ(x) = 1− f (x)f (0) andN is the strict negationN(x) = ϕ−1(1−x).
However, it is possible to express the t-conorm S in terms of I as the next theorem proves.
Theorem 6. Let I : [0, 1]2 → [0, 1] be a binary function. Then the following statements are equivalent:
(i) I is both an (S,N)-implication and an f -generated implication with f (0) < ∞.
(ii) I satisfies (LI) with TP and NI is a strict negation.
Moreover, in this case N = NI, S is the N−1-dual of the product t-norm TP, that is, S(x, y) = N(N−1(x) · N−1(y)) for all
x, y ∈ [0, 1] and f = N−1, up to a multiplicative positive constant.
Proof. First, (i) ⇒ (ii) is a direct consequence of Theorem 4. Reciprocally, by the same theorem, if I satisfies (LI) with TP and
NI is a strict negation, I is an f -generated implication with f (0) < ∞with f = N−1I , up to amultiplicative positive constant.
In addition, using Theorem 1, we know that I is also an (S,N)-implication generated by the strict negation N = NI and the
t-conorm
S(x, y) = I(N−1(x), y) = N(N−1(x) · N−1(y)). 
Remark 1. For the particular case of S-implications, NI = N is a strong negation and in this case we obtain that S(x, y) =
N(N(x) · N(y)) and f = N.
Moreover, f -generated implications with f (0) = ∞ and g-generated implications do not intersect (S,N)-implications
(see Theorem 4.5.4 in [4]).
The intersection of R-implications with Yager’s implications is quite restricted and it was fully determined in [3]. The
Goguen implication IGG is the only R-implication that it is also a Yager’s implication, in particular a g-generated implication
with g(1) < ∞. Thus, we limit to express the result in terms of the recent characterization of the Goguen implication
obtained in [27].
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Theorem 7. Let I : [0, 1]2 → [0, 1] be a binary function. Then the following statements are equivalent:
(i) I is both a R-implication and a g-generated implication with g(1) < ∞.
(ii) I satisfies (LI) with TP and (OP).
(iii) I is the Goguen implication IGG.
Proof. (i) ⇒ (ii) is proved taking into account that R-implications satisfy (OP) and Yager’s implications, (LI) with TP . Then,
(ii) ⇒ (iii) is straightforward using Theorem 25 in [27] and (iii) ⇒ (i) is well-known. 
3.2. Intersections with QL and D-implications
With respect to QL and D-implications, only some results related to QL-implications could be given in [3]. In particular,
the following one is worth of attention.
Theorem 8 (Theorem 8.4 in [6]). If I is either
(i) a g-implication obtained from a g-generator, or
(ii) an f -implication obtained from an f -generator with f (0) = ∞,
then I is not a QL-implication.
Note that a similar result can be proved for D-implications.
Theorem 9. If I is either
(i) a g-implication obtained from a g-generator, or
(ii) an f -implication obtained from an f -generator with f (0) = ∞,
then I is not a D-implication.
Proof. The result is clear taking into account that the natural negation of a g-generated implication or an f -generated
implication with f (0) = ∞ is ND1 (see Proposition 3.1.6 and 3.2.7 in [4]), but the pair (S,ND1) does not satisfy the property
of Lemma 3 for any t-conorm S (Remark 2.3.10-(iii) in [4]) and consequently, I is not a D-implication. 
Thus, the only question that remains to be solved is the next one where IF,ℵ denotes the set of f -generated implications
with f (0) < ∞ and IQL, the set of QL-implications.
Problem 1 (Problem 9.4-(iv) in [6]). Is the intersection IF,ℵ ∩ IQL non-empty? If yes, then characterize the intersection
IF,ℵ ∩ IQL.
The above open problem can also be stated for D-implications. The first part of the problem is already solved. Note that
the Reichenbach implication, that is defined by
IRC(x, y) = 1 − x + xy, x, y ∈ [0, 1]
is a QL-implication obtained from the triple (TP, SLK ,NC) and it is also an f -generated implicationwith f (0) < ∞ generated
by f (x) = 1− x. In addition, since IRC satisfies (CP) with respect to NC , using Proposition 7 in [22], IRC is also a D-implication
obtained from the triple (TP, SLK ,NC). So, the intersection in both cases is not empty. Now, the question that arises is:
are there more fuzzy implications other than IRC which belong to the intersection studied? We will answer positively this
question and we will characterize the intersection. In addition, in some particular cases it will be also possible to determine
the triple (T, S,N) from which the QL or D-implication is generated.
First of all, the following results will be useful in order to characterize the intersection in general terms.
Proposition 10 (Proposition 7.3.9 in [4]). Let T be a t-norm and let the QL-operation IT∗,S∗,N∗ obtained from a t-conorm S∗, a
t-norm T∗ and a strict negation N∗ be a fuzzy implication. Then the following statements are equivalent:
(i) The couple of functions IT∗,S∗,N∗ and T satisfies (LI) for all x, y, z ∈ [0, 1].
(ii) IT∗,S∗,N∗ is an (S,N)-implication generated from N∗ and a t-conorm S(x, y) = S∗(x, T∗((N∗)−1(x), y)) and T is the N∗
dual of S.
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Theorem 11. For a D-implication IT,S,N, with a continuous negation N, the following statements are equivalent:
(i) IT,S,N satisfies (EP).
(ii) IT,S,N is an (S,N)-implication generated from a t-conorm S∗ and N.
Moreover, if N is strict, then S∗(x, y) = S(T(x,N(y)), y).
Proof. First, we will prove (i) ⇒ (ii). Let IT,S,N be a D-implication with a continuous negation N. Thus, it satisfies (I1) and
NIT,S,N = N is continuous. Since it satisfies (EP) too, using Theorem 2, the function IT,S,N is an (S,N)-implication generated
from a t-conorm S∗ and N. Reciprocally, an (S,N)-implication satisfies (EP).
Moreover, if N is strict, then
S∗(x, y) = I(N−1(x), y) = S(T(x,N(y)), y), x, y ∈ [0, 1]. 
Proposition 12. Let T be a t-norm and let the D-operation IT
∗,S∗,N∗ obtained from a t-conorm S∗, a t-norm T∗ and a strict
negation N∗ be a fuzzy implication. Then the following statements are equivalent:
(i) The couple of functions IT
∗,S∗,N∗ and T satisfies (LI) for all x, y, z ∈ [0, 1].
(ii) IT
∗,S∗,N∗ is an (S,N)-implication generated from N∗ and a t-conorm S(x, y) = S∗(T∗(x,N∗(y)), y) and T is the N∗ dual
of S.
Proof. Let IT
∗,S∗,N∗ satisfy (LI) with the t-norm T . It is well-known that in this case, it satisfies (EP). Therefore, using the
above result, we have that IT
∗,S∗,N∗ is an (S,N)-implication generated from N∗ and S(x, y) = S∗(T∗(x,N∗(y)), y). Finally,
by Theorem 7.3.2 in [4] we have that if IT
∗,S∗,N∗ satisfies (LI) with the t-norm T , then T is the N∗ dual of S. Reciprocally, it is
immediate using Theorem 7.3.2 in [4]. 
These results allow us to determine which QL-implications (or D-implications) are also f -generated implications with
f (0) < ∞. Note that there is no restriction on the underlying operators of neither the QL-implication nor the D-implication.
Theorem 13. Let IT,S,N be a QL-operation. Then the following statements are equivalent:
(i) IT,S,N is an f -generated implication with f (0) < ∞.
(ii) IT,S,N satisfies (LI) with TP and N is a strict negation.
(iii) N is a strict negation and it holds
N(xy) = S(N(x), T(x,N(y)) for all x, y ∈ [0, 1]. (1)
Moreover, in this case f = N−1, up to a multiplicative positive constant.
Proof. First, note that (i) ⇔ (ii) is just based on Theorem 4 and the fact that NIT,S,N = N. Now, let us prove (ii) ⇔ (iii).
Using Proposition 10, IT,S,N satisfies (LI) with TP if and only if IT,S,N is an (S,N)-implication generated fromN and a t-conorm
S∗(x, y) = S(x, T(N−1(x), y)) and TP is the N dual of S∗. Note that this occurs if and only if S∗(x, y) = N(N−1(x) · N−1(y)).
Thus, we have that
N(N−1(x) · N−1(y)) = S(x, T(N−1(x), y))
and then, changing a = N−1(x) and b = N−1(y), if and only if,
N(a · b) = S(N(a), T(a,N(b))),
for all a, b ∈ [0, 1] since N is strict. Finally, by Theorem 4, f = N−1IT,S,N = N−1. 
Theorem 14. Let IT,S,N be a D-operation. Then the following statements are equivalent:
(i) IT,S,N is an f -generated implication with f (0) < ∞.
(ii) IT,S,N satisfies (LI) with TP and N is a strict negation.
(iii) N is a strict negation and it holds
N(xy) = S(T(N(x),N(N(y))),N(y)) for all x, y ∈ [0, 1]. (2)
Moreover, in this case f = N−1, up to a multiplicative positive constant.
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Proof. The proof is similar to the one of the previous theorem using now Proposition 12. 
From the two previous results and using Proposition 5 in [22], we have
Corollary 15. Let T be a t-norm, S a t-conorm and N a strong negation. Then the following statements are equivalent:
(i) IT,S,N is an f -generated implication with f (0) < ∞.
(ii) IT,S,N is an f -generated implication with f (0) < ∞.
(iii) N(xy) = S(N(x), T(x,N(y)) for all x, y ∈ [0, 1].
Moreover in this case, IT,S,N = IT,S,N = If for the f -generator given by f = N−1, up to a multiplicative positive constant.
Although the problem is in some sense already solved, the condition N(xy) = S(N(x), T(x,N(y)) (or the equivalent one
for D-implications) does not provide any clue in order to decide when a given t-norm, a t-conorm and a strict negation
generate a QL-implication that is also an f -generated implication with f (0) < ∞. Now, in order to deal deeper with this
equation and to clarify these questions, let us consider continuity on some underlying operators.
3.2.1. Continuous case
From now, we will consider QL-operations generated from a continuous t-conorm and a continuous t-norm. Just from
this property, many more properties are derived that will enable to determine which t-conorms, t-norms and negations are
needed in order to generate a QL-operation that is also an f -generated implication with f (0) < ∞.
Proposition 16. Let S be a continuous t-conorm, T a continuous t-norm and N a fuzzy negation. If the QL-operator IT,S,N is also
an f -generated implication with f (0) < ∞, then there exists an automorphism ϕ on [0, 1] such that S = (SLK)ϕ , N = (NC)ϕ
and T must be strict and given by
T(x, y) = ϕ−1(ϕ(x) − ϕ(N(y))) = ϕ−1(ϕ(x) − ϕ(x · ϕ−1(1 − ϕ(y))))
for all x, y ∈ [0, 1].
Proof. First of all, if theQL-operator IT,S,N is also an f -generated implicationwith f (0) < ∞ then using Theorem4,we know
that N = NIT,S,N is a strict negation. Now, since IT,S,N is in fact a QL-implication in this case, using Lemma 3 we can ensure
that S(N(x), x) = 1 holds for all x ∈ [0, 1]. This implies by the continuity of S and N that there exists a unique bijection
ϕ : [0, 1]2 → [0, 1] such that S(x, y) = (SLK)ϕ(x, y) and N(x) ≥ (NC)ϕ(x) for all x, y ∈ [0, 1]. In addition, Eq. (1) holds
and we have that
N(xy) = S(N(x), T(x,N(y))) ⇒ N(xy) = ϕ−1(min{ϕ(N(x)) + ϕ(T(x,N(y))), 1})
⇒ ϕ(N(xy)) = min{ϕ(N(x)) + ϕ(T(x,N(y))), 1}.
The cases when x = 0 or y = 0 hold trivially taking into account that N(x) ≥ (NC)ϕ(x). Otherwise, ϕ(N(xy)) < 1 and it
must hold that for all x, y > 0,
ϕ(N(xy)) = ϕ(N(x)) + ϕ(T(x,N(y))) ⇒ T(x,N(y)) = ϕ−1(ϕ(N(xy)) − ϕ(N(x))).
Consequently, changing N(y) by y (since N is continuous) we have
T(x, y) = ϕ−1(ϕ(N(x · N−1(y))) − ϕ(N(x))), (3)
for all y < 1 (x = 0 can be included). Since T is continuous, Eq. (3) also holds for y = 1. Then we obtain that
x = T(x, 1) = ϕ−1(ϕ(N(0)) − ϕ(N(x))) = ϕ−1(1 − ϕ(N(x)))
for all x ∈ [0, 1], that is N is strong and it coincides with the ϕ-conjugate of the classical negation, i.e., N(x) = (NC)ϕ(x).
Moreover, T must be given by
T(x, y) = ϕ−1(ϕ(N(x · N−1(y))) − ϕ(N(x))) = ϕ−1(ϕ((NC)ϕ(x · (NC)ϕ(y))) − ϕ((NC)ϕ(x)))
= ϕ−1(ϕ(x) − ϕ(N(y))) = ϕ−1(ϕ(x) − ϕ(x · ϕ−1(1 − ϕ(y))))
for all x, y ∈ [0, 1]. From this expression we clearly deduce that T is strictly increasing with respect to y and since T is
commutative, T is a strict t-norm. 
A similar result can be proved for D-implications. The proof is analogous to the previous one using now Eq. (2).
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Proposition 17. Let S be a continuous t-conorm, T a continuous t-norm and N a fuzzy negation. If the D-operator IT,S,N is also
an f -generated implication with f (0) < ∞, then there exists an automorphism ϕ on [0, 1] such that S = (SLK)ϕ , N = (NC)ϕ
and T must be strict and given by
T(x, y) = ϕ−1(ϕ(y) − ϕ(N(x) · y)) = ϕ−1(ϕ(y) − ϕ(ϕ−1(1 − ϕ(x)) · y))
for all x, y ∈ [0, 1].
Remark 2. Note that in Propositions 16 and 17 it is enough to require continuity of the t-norm T at the points (x, 1) for all
x ∈ [0, 1], since continuity at the other points follows from the proof by Eq. (3).
Thus, we can consider the case N(x) = (NC)ϕ(x) without loss of generality and we have that for any QL-operation that
is also an f -generated implication with f (0) < ∞ we have that
I(x, y) = ϕ−1(1 − ϕ(x) + ϕ(T(x, y))) (4)
for x, y ∈ [0, 1]. So, I is totally determined by the function ϕ and the t-norm T . For this reason, we can denote the corre-
sponding QL-operation by Iϕ,T and the corresponding D-operation I
ϕ,T is just the contraposition of Iϕ,T by N. At this point,
we have the following result.
Theorem 18 (Theorem 4 in [24]). Let ϕ : [0, 1] → [0, 1] be an increasing bijection and T any t-norm. Then Iϕ,T (or Iϕ,T )
satisfies the law of importation with a t-norm T1 if and only if T is the ϕ-conjugate of a Frank t-norm Tλ. In this case, Iϕ,T and I
ϕ,T
are fuzzy implications, they coincide Iϕ,T = Iϕ,T and they satisfy the law of importation with a t-norm T1 if and only if T1 is the
ϕ-conjugate of the Frank t-norm T 1
λ
, assuming 1
0
= ∞ and 1∞ = 0.
Remark 3. Since the QL-operations and D-operations generated by a continuous t-conorm that belong to the intersection
satisfy that N = (NC)ϕ and consequently, they can be expressed by Iϕ,T and Iϕ,T respectively, by Theorem 18, they coincide.
Thus, the QL-operations generated by a continuous t-conorm that are also f -generated implications with f (0) < ∞ are
the same set that constitute D-operations generated by a continuous t-conorm that are also f -generated implications with
f (0) < ∞.
Finally, we can characterize the intersection with the next result.
Theorem 19. Let S be a continuous t-conorm, T a continuous t-norm and N a fuzzy negation. Then the following statements are
equivalent:
(i) IT,S,N is an f -generated implication with f (0) < ∞.
(ii) IT,S,N is an f -generated implication with f (0) < ∞.
(iii) S = (SLK)ϕ , T = TP and N = (NC)ϕ with ϕ(x) = xc for some c ∈ R or S = (SLK)ϕ , T = (Tλ)ϕ and N = (NC)ϕ with
ϕ(x) = 1 − logλ ((1 − λ) k
√
x + λ) for some λ ∈ (0,∞)\{1} and k ∈ (0,∞).
Moreover, in this case f = (NC)ϕ , up to a multiplicative positive constant and the implications that belong to the intersection
have one of the following two expressions
(1) For some c ∈ R,
Ic(x, y) = c
√
1 − xc + (x · y)c.
(2) For some λ ∈ (0,∞)\{1} and k ∈ (0,∞),
Iλ,k(x, y) =
[
(1 − λ) · k√y + λ − k√x · λ · (1 − k√y)
(1 − λ) · k√x · (1 − k√y) + (1 − λ) · k√y + λ
]k
.
Proof. Let us prove (i) ⇒ (iii). If IT,S,N is an f -generated implication with f (0) < ∞, by Proposition 16 there exists some
increasing bijection ϕ such that S = (SLK)ϕ , N = (NC)ϕ and T is strict. Thus, IT,S,N = Iϕ,T . Now, since I satisfies (LI) with
TP by Theorem 18 there exists λ ∈ (0,∞) (recall that T is strict) such that T = (Tλ)ϕ and TP = (T 1
λ
)ϕ . If λ = 1 then
T = (T1)ϕ = (TP)ϕ and TP = (T1)ϕ = (TP)ϕ . Thus, we get
TP = (TP)ϕ ⇒ xy = ϕ−1(ϕ(x)ϕ(y)) ⇒ ϕ(xy) = ϕ(x)ϕ(y).
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This functional equation has only the solutions of the form ϕ(x) = xc . Otherwise, we have that
TP = (T 1
λ
)ϕ ⇔ (TP)ϕ−1 = T 1
λ
.
Therefore, the additive generators must be the same up to a positive multiplicative constant k ∈ (0,∞), i.e., we get
−k · ln
(
1
λx
− 1
1
λ
− 1
)
= − lnϕ−1(x) ⇔ ϕ−1(x) =
[
λ(1 − λx)
λx(1 − λ)
]k
⇔ ϕ(x) = 1 − logλ
(
(1 − λ) k√x + λ
)
.
Consequently, S = (SLK)ϕ , T = (Tλ)ϕ and N = (NC)ϕ with ϕ(x) = 1 − logλ
(
(1 − λ) k√x + λ
)
for some λ ∈ (0,∞)\{1}
and k ∈ (0,∞).
Reciprocally, consider S = (SLK)ϕ , T = (TP)ϕ and N = (NC)ϕ with ϕ(x) = xc for some c ∈ R. Now since TP is the
Frank t-norm with λ = 1, Theorem 18 ensures that IT,S,N satisfies (LI) with TP . Moreover since N is a strong negation, then
by Theorem 4 IT,S,N is an f -generated implication with f (0) < ∞. Now, if S = (SLK)ϕ , T = (Tλ)ϕ and N = (NC)ϕ with
ϕ(x) = 1− logλ ((1 − λ) k
√
x + λ) for some λ ∈ (0,∞)\{1} and k ∈ (0,∞), by reversing the arguments above we obtain
that (T 1
λ
)ϕ = TP and using again Theorem 18, we conclude that IT,S,N satisfies (LI) with TP . Moreover, N is a strong negation.
So, by Theorem 4 IT,S,N is an f -generated implication with f (0) < ∞.
Furthermore, (i) ⇔ (ii) is guaranteed by the previous remark. Finally, note that the f -generator is given by f (x) =
(NC)
−1
ϕ (x) = (NC)ϕ(x) and the expression of the implications I that are both a QL-operation (or a D-operation) and an
f -generated implication with f (0) < ∞ is one of the following two cases:
(1) If N = (NC)ϕ with ϕ(x) = xc for some c ∈ R then (NC)ϕ(x) = c
√
1 − xc and
I(x, y) = (NC)ϕ(x · (NC)ϕ(y)) = c
√
1 − xc + (x · y)c.
Fig. 1. Plot of some implications that are QL-operators and f -generated implications with f (0) < ∞.
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(2) IfN = (NC)ϕ withϕ(x) = 1−logλ ((1 − λ) k
√
x + λ) for someλ ∈ (0,∞)\{1}andk ∈ (0,∞) thena straightforward
computation shows that
(NC)ϕ(x) =
[
λ · (1 − k√x)
(1 − λ) · k√x + λ
]k
and then
I(x, y) = (NC)ϕ(x · (NC)ϕ(y)) =
[
(1 − λ) · k√y + λ − k√x · λ · (1 − k√y)
(1 − λ) · k√x · (1 − k√y) + (1 − λ) · k√y + λ
]k
. 
Note that taking c = 1 on the implications Ic of the previous theorem we obtain the Reichenbach implication IRC . Some
other implications that are into the intersection are displayed in Fig. 1.
3.3. Intersection of Yager’s implications with their conjugates
In [27], jointlywith the characterizations of Yager’s implications, theirϕ-conjugateswere also characterized. These results
allow us to fully determine the intersection of f and g-generated implications with their ϕ-conjugates. Unlike the cases of
(S,N), R and QL-implications where their ϕ-conjugates are also (S,N), R and QL-implications respectively (see Theorem
2.4.5, Proposition 2.5.10 and Theorem 2.6.11 in [4]), Example 5 in [27] showed that the ϕ-conjugate of a Yager’s implication
is not a Yager’s implication in general.
In order to determine the intersection, wewill recall here only the characterization of the ϕ-conjugates of an f -generated
implication with f (0) < ∞. The rest of characterizations of the ϕ-conjugates of Yager’s implications can be seen in [27].
Theorem 20 (Theorem 8 in [27]). Let I : [0, 1]2 → [0, 1] be a binary function and ϕ : [0, 1] → [0, 1] an automorphism.
Then the following statements are equivalent:
(i) I is the ϕ-conjugate of an f -generated implication with f (0) < ∞, i.e., I has the expression
I(x, y) = (If )ϕ(x, y) = ϕ−1
(
f−1 (ϕ(x) · f (ϕ(y)))
)
, x, y ∈ [0, 1].
(ii) I satisfies (LI) with (TP)ϕ and NI is a strict negation.
Moreover, in this case NI = (NIf )ϕ and the f -generator, that is unique up to a positive multiplicative constant, is given by
f (x) = (N−1I )ϕ−1(x).
Proof. Similar to the proof of Theorem 4. 
First of all, we prove that the ϕ-conjugate of a Yager’s generator is also a Yager’s generator of the same class.
Proposition 21. Let ϕ : [0, 1] → [0, 1] be an automorphism and I a Yager’s implication with generator h.
(i) If h is an f -generator with h(0) < ∞, then hϕ is also an f -generator with hϕ(0) < ∞.
(ii) If h is an f -generator with h(0) = ∞, then hϕ is also an f -generator with hϕ(0) = ∞.
(iii) If h is a g-generator with h(1) < ∞, then hϕ is also a g-generator with hϕ(1) < ∞.
(iv) If h is a g-generator with h(1) = ∞, then hϕ is also a g-generator with hϕ(1) = ∞.
Proof. The proof is immediate taking into account that hϕ is a composition of continuous functions and ϕ, ϕ
−1 are strictly
increasing with ϕ(0) = 0 and ϕ(1) = 1. 
Next result shows that the key fact is to find which automorphisms satisfy the invariance of the product t-norm under
the conjugation.
Theorem 22. Let ϕ : [0, 1] → [0, 1] be an automorphism and I a Yager’s implication. Then the following statements are
equivalent:
(i) Iϕ is a Yager’s implication.
(ii) ϕ(x) = xc for some constant c ∈ R.
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Moreover, in this case Iϕ is a Yager’s implication of the same class of I and if h is the generator of I, h
′ = hϕ , that is given by
hϕ(x) = c√h(xc) is the generator of Iϕ .
Proof. We will consider the case that I is an f -generated implication with f (0) < ∞. The other cases are analogous. By
Theorem 4, if Iϕ is an f -generated implication with f (0) < ∞, it satisfies (LI) with a t-norm T if and only if T = TP .
However, since it is a ϕ-conjugate of an f -generated implication with f (0) < ∞, using Theorem 20, it satisfies (LI) with
(TP)ϕ . Consequently, we should have that TP = (TP)ϕ . So,
TP = (TP)ϕ ⇔ xy = ϕ−1(ϕ(x)ϕ(y)) ⇔ ϕ(xy) = ϕ(x)ϕ(y).
It is well-known that this functional equation only has the solutions ϕ(x) = xc for some c ∈ R. Now, reciprocally consider
hϕ(x) = c√h(xc) where h is the f -generator with h(0) < ∞ of I. By the previous proposition, hϕ is an f -generator with
hϕ(0) < ∞. Let us see that hϕ generates the implication Iϕ .
Iϕ(x, y) = ϕ−1(I(ϕ(x), ϕ(y)))) = c
√
I(xc, yc) = c
√
h−1(xc · h(yc)) = h−1ϕ (x · hϕ(y)). 
4. Conclusions
In this paper, the intersection of QL-operations with f -generated implications with f (0) < ∞ has been characterized
solving the open problem posed in Problem 9.4-(iv) in [6]. Moreover, the expressions of the t-conorm S, the t-norm T and
the fuzzy negation N that generate a QL-operation IT,S,N belonging to the intersection studied have been fully determined
when a continuous t-conorm and a continuous t-norm are considered. In addition, the intersections of Yager’s implications
with D-operations have been also characterized and we have revisited the intersections of Yager’s implications with (S,N)
and R-implications. Finally, since the ϕ-conjugate of a Yager’s implication is not a Yager’s implication in general, we have
studied their intersection.
It is clear that the implications belonging to the intersection of QL-operations with f -generated implications with f (0) <
∞ satisfy all the properties that hold for each class of implications. Consequently, they can bemore adequate to use in some
applications, especially in image processing (see [9,10,8]). Some future work could be made in this direction.
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