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Abstract
In this paper, two weighted essentially nonoscillatory (ENO) schemes are presented on triangular meshes. By
combining quadratic polynomials with weights on the ENO stencil, we construct a scheme with second-order
accuracy and another scheme with third-order accuracy. Numerical results show the accuracy and stability of
the weighted ENO schemes and resolution for discontinuity.
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1. Introduction
The two-dimensional Hamilton–Jacobi equation with initial values is
9v
9t + H (∇v) = 0; (x; y; t)∈R
2 × (0;+∞);
v(x; y; 0) = v0(x; y); (x; y)∈R2;
(1.1)
where ∇v= (9v=9x; 9v=9y)T.
The Hamilton–Jacobi equation arises in many applications such as variational calculus, geometric
optics, combustion, material science and optimal control [2,11,17]. It is well known that the solutions
to (1.1) typically are continuous but with discontinuous derivatives, regardless of the smoothness of
the initial value and the Hamiltonian. Such solutions are in general not unique. The solution with
the physical implication is the viscosity solution [3].
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The numerical study on multi-dimensional Hamilton–Jacobi equations was started in [4]. They
presented the Fnite diGerence schemes on rectangular meshes. These schemes are Frst-order accurate
and diHcult to apply to complicated geometry. In [9,15] high-order essentially nonoscillatory (ENO)
schemes were introduced on structured meshes. Kossioris et al. [8] presented the co-volume schemes
on triangular meshes. Li et al. [10] proposed a non-conforming Fnite element method. Hu and Shu
[5] introduced the discontinuous Fnite element method. In addition, Abgrall [1] constructed Frst-order
schemes and high-order ENO schemes on unstructured mesh.
Weighted ENO schemes were initiated by Liu et al. [13] and improved by Jiang and Shu [7].
Both approximated the hyperbolic conservation laws. Later, Jiang and Peng [6] constructed weighted
ENO schemes on structured mesh for Hamilton–Jacobi equations. Roughly speaking, weighted ENO
schemes are central schemes in regions where the solution is smooth but emulate ENO schemes near
the discontinuities of the solution. This is achieved by weighting the ENO substencils with weights
adapted to the relative smoothness of the solution on these substencils, thus eliminate or alleviate
the problems caused by abrupt substencil changes in ENO schemes, such as linear instability or
accuracy degeneracy [20].
In this work, we present two schemes with high-order accuracy on the same set of triangular ENO
stencils. One scheme by using a set of weights to recover the gradient of solution has the same
accuracy as ENO scheme. The other scheme by using diGerent sets of weights to recover diGerent
partial derivatives of solution has higher-order accuracy. We will construct high-order schemes by a
combination of two-dimensional quadratic polynomials.
This paper is organized as follows. In Section 2, a weighted ENO method with simple weights
is proposed. In Section 3, the third-order scheme, the method to treat negative weights and the
reconstruction of the components of gradient are discussed. To test the stability and accuracy of
numerical schemes, numerical examples are given in Section 4. Finally, the concluding remarks are
oGered.
2. The scheme with simple weights (WENO1)
Given a triangulation on R2, let Xi be a node and Tjl (l = 0; 1; : : : ; ki) denote all triangles with
common the vertex Xi. Vi =
⋃
Tjl .
To construct ENO or weighted ENO schemes on triangular mesh, it is important to get some
monotone and consistent numerical Hamiltonians as building blocks. Here are two numerical Hamil-
tonians for (1.1).
(1)
H˜ (U0; U1; : : : ; Uki) = H
(∑ki
l=0 lUl
2
)
− CL

ki∑
l=0
l
(
Ul + Ul+1
2
)
· nl+1=2: (2.1)
This numerical Hamiltonian was presented in [1]. In (2.1), we set that Uki+1 =U0 and ki+1 = 0.
Here Ul and l (l=0; 1; : : : ; ki) denote the gradient of v on Tjl and the angles of Tjl at Xi, respectively.
CL is dependent on only the Lipschitz constant of H . nl+1=2 is the unit vector parallel to the common
edge between Tjl and Tjl+1 , as shown in Fig. 1. In (2.1),
l = tan
(
l
2
)
+ tan
(
l+1
2
)
:
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Fig. 1. The structure of Vi.
(2)
H˜ (U0; U1; : : : ; Uki) =
ki∑
l=0
lH (Ul)− CH
ki∑
j=0
1
cos l=2
lUl · nl; (2.2)
where
l =
sin l∑ki
j=0 sin j
(l= 0; 1; : : : ; ki):
The above numerical Hamiltonian was given in [10]. In (2.2), nl is unit vector parallel to the
centerline of Tjl .
If H in (1.1) is dependent explicitly on x; y; t, we need to slightly modify two numerical Hamil-
tonians. For example, (2.2) may be modiFed as
H˜ (xi; yi; t; U0; U1; : : : ; Uki) =
ki∑
l=0
lH (xi; yi; t; Ul)− CH
ki∑
l=0
1
cos l=2
lUl · nl:
Then we discuss a high-order weighted ENO scheme by constructing the weighted ENO polyno-
mial of Tjl .
Let Xi; Y1; Y2 be three vertices of Tjl and(xi; yi), (xi1; yi1) and (xi2; yi2) denote the coordinates of the
vertices. The corresponding function values are vi, vi1 and vi2, respectively. Without ambiguity, we
will omit the subscript jl of Tjl except for the numerical schemes. Following the ENO method [1],
one can get four substencils from T on Th. Combining the four substencils, we get a second-order
ENO stencil S, as shown in Fig. 2. It has 12 nodes denoted by Xi; Y1; : : : ; Y11 and 10 triangles denoted
by T; T1; T2; : : : ; T9. The four substencils are
S1{Xi; Y1; Y2; Y4; Y7; Y10}; S2{Xi; Y1; Y2; Y3; Y4; Y5}; S3{Xi; Y1; Y2; Y6; Y7; Y8};
S4{Xi; Y1; Y2; Y9; Y10; Y11}:
If substencils are admissible, one can get a quadratic interpolation polynomial Qr(x; y) for Sr (r =
1; 2; 3; 4). The smooth indicator of Q(x; y) with degree up to K is deFned as (see [7])
w =
∑
16 |  |6K
∫

|  |||−1(DQ(x; y))2 dx dy; (2.3)
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Fig. 2. The second-order ENO stencil.
where  is a multi-index and D denotes the derivative operator. Furthermore, we deFne the weight
of Qr(x; y) as
r =
1=(wr + )∑4
r=1 1=(wr + )
;
where  is a small positive constant to prevent calculation from overNow. In our computation,  is
set at 10−7. Thus, the WENO polynomial is given by
PWENO(x; y) =
4∑
r=1
rQr(x; y):
Remark 1. If the solution to (1.1) is smooth on the stencil S and the mesh size h is suHciently
small, the weights of Qr(x; y) (r = 1; 2; 3; 4) are very close. Then PWENO(x; y) is approximately
the algebraic average of Qr(x; y) (r = 1; 2; 3; 4). On the other hand, if the derivatives of v(x; y; t)
are discontinuous on S, for those substencils containing singularities of the solution, the indicators
of their polynomials are large so that the weights are small. For this case, PWENO(x; y) will be
dominated by the polynomials with small indicators.
By the polynomial PWENO(x; y), one obtains a gradient that approximates ∇v(x; y; t) at Xi. In the
region where the solution to (1.1) is smooth, we have
|∇v(Xi; t)−∇PWENO(Xi; t)|=O(h2):
For each Tjl(l = 0; 1; : : : ; ki) on Vi, we obtain an approximate gradient ∇PWENOTjl (Xi). Substituting
these approximations into (2.1) or (2.2), A scheme with simple weights is given by
d
dt
vi =−H˜ (∇PWENOTj0 (Xi);∇P
WENO
Tj1
(Xi); : : : ;∇PWENOTjki (Xi)): (2.4)
The above scheme is called WENO1 having second-order accuracy. In general, whatever weights are
chosen, the order of accuracy of WENO1 can not be enhanced due to the reason given in Remark
2. One can use the second- or third-order TVD Runge–Kutta method for the temporal discretization
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of (2.4). Setting
Li =−H˜ (∇PmTj0 (Xi);∇P
m
Tj1
(Xi); : : : ;∇PmTjki (Xi));
the mth order TVD Runge–Kutta method for (2.4) is
v(p)i =
p−1∑
k=0
$pkv
(k)
i + pkPtL
(p)
i ; (2.5)
p= 1; : : : ; m; v(0)i = v
n
i ; v
n+1
i = v
(m)
i :
The coeHcients $pk and pk are given in [19].
3. The scheme with suitable weights (WENO2)
As scheme (2.4) cannot achieve the desired accuracy, we choose enough ENO substencils on S
and appropriate weights to construct the weighted ENO scheme with higher order than the ENO
scheme or WENO1.
For most triangulations, one can get at least 10 admissible substencils on S. Each substencil has
six nodes or four triangles of which T is one. In the previous section, we have given four admissible
substencils: S1; S2; S3; S4. Then the remainders are denoted as follows:
S5 {Xi; Y1; Y2; Y3; Y4; Y10}; S6 {Xi; Y1; Y2; Y4; Y5; Y7}; S7 {Xi; Y1; Y2; Y4; Y6; Y7};
S8 {Xi; Y1; Y2; Y4; Y10; Y11}; S9 {Xi; Y1; Y2; Y7; Y8; Y10}; S10 {Xi; Y1; Y2; Y7; Y9; Y10}:
As an example, it is easy to test that the above 10 substencils on the stencil shown in Fig. 3 are
admissible. For Sk , we can obtain the polynomial Qk(x; y) (k = 1; : : : ; 10), such that
Qk(x; y) = v0 + c1; k(x − xi) + c2; k(y − yi) + c3; k(x − xi)2
+ c4; k(x − xi)(y − yi) + c5; k(y − yk)2:
The coeHcients cl;k (l= 1; : : : ; 5; k = 1; : : : ; 10) are linearly dependent on vj (j = 0; 1; : : : ; 11).
Y6 Y5
Y8
Y7
Y2
Y1
Y4
Y3
Y9 Y10
Y11
Xi
Fig. 3. The ENO stencil on the uniform mesh.
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3.1. Linear weights
Assuming that the linear weight corresponding to polynomials Qk(x; y) is k (k = 1; : : : ; 10), then
we deFne
PWENO(x; y) =
10∑
k=1
kQk(x; y): (3.1)
On the other hand, one can obtain a cubic polynomial P3(x; y) that approximates v on S. This is
possible because S contains 12 nodes and a cubic interpolation polynomial only requires 10 nodes.
Setting
P3(x; y) = v0 + cˆ1(x − xi) + cˆ2(y − yi) + · · ·+ cˆ9(y − yi)3; (3.2)
where cˆk (k = 1; : : : ; 10) depend linearly on vj (j = 0; 1; : : : ; 11), we have
∇(v− P3)|X=Xi =O(h3): (3.3)
Proposition 1. Assuming linear weights satisfy 1 + 2 + · · ·+ 10 = 1, we have
(1) PWENO(xi; yi) = P3(xi; yi),
(2) if v∈Span{1; x; y; x2; xy; y2}, then PWENO(x; y) = P3(x; y).
Proof. The proof of (1) is trivial.
Let v∈Span{1; x; y; x2; xy; y2}, one gets Qk(x; y) = v (k = 1; : : : ; 10) and P3(x; y) = v. Moreover,
because 1 + 2 + · · ·+ 10 = 1, then PWENO(x; y) = P3(x; y) = v. This completes the proof.
Unlike weighted ENO schemes for hyperbolic conservation laws [7,18], a set of weights is not
enough to reconstruct the gradient of P3(x; y) in (3.3). Therefore, we have to use two sets of weights
to reconstruct components of the gradient.
The appropriate linear weights are chosen so that for arbitrary vj (j = 0; 1; : : : ; 11), the following
equality holds:
9
9x P
WENO(xi; yi) =
9
9x P
3(xi; yi); (3.4)
i.e.,
1c1;1 + 2c1;2 + · · ·+ 10c1;10 = cˆ1: (3.5)
As c1; k and cˆ1 are linearly dependent on vj (j = 0; 1; : : : ; 11), we set
c1; k = a1; kv0 + a2; kv1 + a3; kv3 + · · ·+ a12; kv11; k = 1; 2; : : : ; 10;
cˆ1 = b1v0 + b2v1 + b3v2 + · · ·+ b12v11;
where al;k and bl (l= 1; 2; : : : ; 12) depend only on S or the triangulation.
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Therefore, (3.5) becomes
a1;11 + a1;22 + · · ·+ a1;1010 = b1;
a2;11 + a2;22 + · · ·+ a2;1010 = b2;
...
a12;11 + a12;22 + · · ·+ a12;1010 = b12:
(3.6)
In (3.6), there are 10 weights k (k=1; 2; : : : ; 10) and 12 equations. By Proposition 1, (3.4) holds
under the constraints that 1+2+ · · ·+10=1 and v∈Span{1; x; y; x2; xy; y2}. We can eliminate Fve
equations from (3.6) leaving it with three degrees of freedom. It would be useful to choose a set of
non-negative linear weights, which is important for the weighted ENO procedure to be developed
for solving Hamilton–Jacobi equations.
Remark 2. A cubic interpolation polynomial needs at least 10 nodes with their function values.
For WENO1, it produces an algebraic system similar to (3.6) with only four weights. Even if Fve
equations are eliminated from the algebra system, the system is still overdetermined. Therefore,
regardless of the weights chosen, WENO1 has only second-order accuracy.
Similarly, we can get a set of linear weights ˜k (k = 1; : : : ; 10) so that
9
9y P˜
WENO (xi; yi) =
9
9y P
3(xi; yi); (3.7)
where
P˜WENO(x; y) =
10∑
k=1
˜kQk(x; y): (3.8)
To ensure stability near discontinuities of the solution, we need nonnegative linear weights. However,
negative linear weights may appear for general meshes. Therefore, we introduce a regrouping method
as illustrated by the uniform mesh below.
From the ENO stencil on the uniform mesh which is obtained by adding one diagonal line in
each square cell, we obtain a cubic polynomial P3(x; y) on the third-order substencil {Xi; Y1; Y2; Y3; Y4;
Y5; Y6; Y7; Y8; Y10}. The ENO stencil and the uniform mesh are shown in Figs. 3 and 4(a), respectively.
The coeHcients of P3 are
cˆ1 =
1
h0
(
1
3
v0 − v2 + 13 v3 +
1
6
v8
)
;
cˆ2 =
1
3h0
(
−5
2
v0 + 2v1 + 2v2 − v3 + 2v4 − v5 + 12 v6 − v7 − v10
)
;
cˆ3 =
1
h20
(
1
2
v2 − v0 + 12 v3
)
; cˆ4 =
1
2h20
(v0 − 2v1 + v2 − 2v3 + 3v4 − v5 + v6 − v7);
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Fig. 4. (a) The uniform mesh, h0 = 25 . (b) and (c) The solution of (4.1), h0 =
1
5 .
cˆ5 =
1
2h20
(−v0 + 2v1 − 2v2 + v3 − 2v4 + v5 − v6 + v7 − v10);
cˆ6 =
1
6h30
(3v2 − 3v0 + v3 − v8); cˆ7 = 12h30
(2v0 − 2v1 − v2 − v3 + v4 + v7);
cˆ8 =
1
2h30
(2v1 − v0 + v3 − v4 + v5 − v6);
cˆ9 =
1
6h30
(2v0 − 4v1 + 2v2 − v3 + 2v4 − v5 + 2v6 − v7 − v10);
where h0 is the edge length of a square cell. For the uniform mesh, we will use h0 to denote the
mesh size instead of h.
Solving (3.4) and (3.7), we obtain two sets of linear weights
2 = 5 = 13 ; 3 = 9 =
1
6 ; 1 = 4 = 6 = 7 = 8 = 10 = 0;
˜1 = ˜2 = 16 ; ˜5 = ˜6 =
1
2 ; ˜7 =− 13 ; ˜3 = ˜4 = ˜8 = ˜9 = ˜10 = 0: (3.9)
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There is a negative weight in the second set. In principle, by the fact that every substencil contains
the triangle T , 1 + 2 + · · ·+ 10 = 1 and ˜1 + ˜2 + · · ·+ ˜10 = 1, we can combine some positive
weights with the negative weight, and get a set of new weights which are nonnegative. For the
second set in (3.9), combining ˜6 and ˜7, we get
′1 = 
′
2 =
1
6 ; 
′
5 =
1
2 ; 
′
6 = ˜6 + ˜7 =
1
6 ; 
′
3 = 
′
4 = 
′
7 = 
′
8 = 
′
9 = 
′
10 = 0 (3.10)
and
Q′k(x; y) = Qk(x; y); (k = 6);
Q′6(x; y) =
˜6
′6
Q6(x; y) +
˜7
′6
Q7(x; y):
(3.11)
Setting P˜WENO (x; y) =
∑10
k=1 
′
kQ
′
k(x; y), P˜
WENO(x; y) satisFes (3.7).
Recently, a substitute for regrouping method to treat negative weights has been proposed in [18].
Because the suitable p3(x; y) can reduce the number of negative weights it is important to choose
it. Let P3r (x; y) (r = 1; 2; 3) be the cubic interpolation polynomials on the following third-order
substencils:
{Xi; Y1; Y2; Y3; Y4; Y5; Y6; Y7; Y8; Y10}; {Xi; Y1; Y2; Y3; Y4; Y5; Y7; Y9; Y10; Y11};
{Xi; Y1; Y2; Y4; Y6; Y7; Y8; Y9; Y10; Y11}:
The suitable p3 is the average of the three polynomials, i.e.,
P3(x; y) = 13(P
3
1(x; y) + P
3
2(x; y) + P
3
3(x; y)):
3.2. Nonlinear weights and the scheme WENO2
To avoid oscillation near the singularities of the solutions to (1.1), we use nonlinear weights
instead of linear weights. Assume that linear weights l and ˜l; l=1; 2; : : : ; 10 are nonnegative after
regrouping. Then we deFne nonlinear weights as follows:
!k =
!ˆk∑10
l=1 !ˆl
; !ˆl =
l
( + wl)2
; (3.12)
!˜k =
R!k∑10
l=1 R!l
; R!l =
˜l
( + wl)2
; (3.13)
where wl(l = 1; : : : ; 10) are the smooth indicators of Ql(x; y), which are deFned by (2.3).  is a
small constant.
Replacing linear weights with nonlinear weights !k and !˜k (k =1; : : : ; 10) in (3.1) and (3.8), we
obtain the two polynomials with nonlinear weights
R(x; y) =
10∑
k=1
!kQk(x; y); (3.14)
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R˜(x; y) =
10∑
k=1
!˜kQk(x; y): (3.15)
For each Tjl (l= 0; 1; : : : ; ki) on Vi, we get an approximation Ul to ∇v(Xi),
Ul =
(
9
9x R(xi; yi);
9
9y R˜(xi; yi)
)T
:
Substituting Ul into numerical Hamiltonian (2.1) or (2.2), we get scheme WENO2
d
dt
vi =−H˜ (U0; U1; : : : ; Uki): (3.16)
The above is a semi-discrete third-order scheme because (3.3) holds. Let
Li =−H˜ (U0; U1; : : : ; Uki):
Again, a third-order TVD Runge–Kutta method (3.4) is employed for the temporal discretization of
(3.16).
In the region where the solutions to (1.1) are smooth, the indicators wl (l = 1; : : : ; 10) are very
close, then the nonlinear weights !k and !˜k (k = 1; : : : ; 10) are also very close. So (3.16) becomes
a central scheme. On the other hand, near the discontinuities of the solution, R(x; y) and R˜(x; y) are
dominated by quadratic polynomials with small smooth indicators. Then scheme (3.16) is reduced
to a ENO scheme.
Remark 3. As a interpolation polynomial with degree four needs at least 15 nodes and there are only
12 nodes on S, we cannot obtain a scheme with higher-order accuracy. Hence, WENO2 achieves
the optimal order of accuracy.
4. Numerical results and conclusion
In this section, we test the accuracy and the stability of WENO1 and WENO2 by means of some
examples. In our computation, we use (2.1) as the building block in Examples 1, 3 and 4, and (2.2)
in Examples 2 and 5. Moreover, the second- and third-order TVD Runge–Kutta methods are used
for the time discretization of (2.4) and (3.16), respectively.
Example 1. Consider the Hamilton–Jacobi equation with the periodic initial condition:
vt − cos(vx + vy + 1) = 0; −2¡x¡ 2; −2¡y¡ 2;
v(x; y; 0) =−cos
(
(x + y)
2
)
:
(4.1)
We use the uniform meshes, shown in Fig. 4(a) for the coarsest case h0 = 25 . When t6 0:5=
2
the solution of (4.1) is smooth. We therefore solve (4.1) until t6 0:5=2 by using WENO1 and
WENO2. Results in Table 1 demonstrate that WENO1 and WENO2 have the expected accuracy. At
t = 1:5=2, discontinuities of the derivative of the solution of (4.1) appear. Numerical solutions of
WENO1 and WENO2 at this time are shown in Fig. 4(b) and (c), respectively.
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Table 1
Accuracy for WENO1 and WENO2
h0 25
1
5
1
10
1
20
1
40
WENO1 (L1 error) 1:27E− 2 3:06E− 3 6:86E− 4 1:63E− 4 4:06E− 5
Order — 2.05 2.16 2.07 2.01
WENO2 (L1 error) 8:63E− 3 1:10E− 3 1:28E− 4 1:55E− 5 1:95E− 6
Order — 2.97 3.1 3.05 2.99
WENO1 (L∞ error) 9:17E− 2 2:04E− 2 4:72E− 3 1:13E− 3 2:87E− 4
Order — 2.17 2.11 2.06 1.98
WENO2 (L∞ error) 3:78E− 2 4:69E− 3 5:29E− 4 6:08E− 5 7:29E− 6
Order — 3.01 3.15 3.12 3.06
Table 2
Accuracy result for two-dimensional problem (4.2)
h0 15
1
10
1
20
1
40
1
80
WENO1 (L1 error) 4:08E− 2 1:09E− 2 2:51E− 3 5:59E− 4 1:32E− 4
Order — 1.91 2.11 2.17 2.08
WENO2 (L1 error) 2:22E− 2 2:56E− 3 3:04E− 4 3:55E− 5 4:31E− 6
Order — 3.12 3.07 3.1 3.04
WENO1 (L∞ error) 9:74E− 2 2:70E− 2 6:52E− 3 1:54E− 3 3:83E− 4
Order — 1.85 2.05 2.08 2.01
WENO2 (L∞ error) 3:58E− 2 3:71E− 3 4:09E− 4 4:88E− 5 6:18E− 6
Order — 3.27 3.18 3.07 2.98
Example 2. Consider the combustion problem [9].
9v
9t −
√
1 + v2x + v2y = 0; (x; y)∈ (0; 1)× (0; 1); t ¿ 0;
v(x; y; 0) = cos 2x − cos 2y:
(4.2)
The uniform meshes are adopted. The accuracy result are shown in Table 2 for WENO1 and WENO2,
at t=0:5=2 when the solution to (4.2) is smooth. The solution develops the discontinuities at t=0:36.
The numerical solutions for WENO1 and WENO2 are shown in Fig. 5(a) and (b) with h0 = 120 .
Example 3. Consider the optimal problem [14,15]
9v
9t + vx sin y + (sin x + sign(vy))vy −
1
2
sin2y − (1− cos x) = 0;
(x; y)∈ (−; )× (−; ); t ¿ 0;
v(x; y; 0) = 0:
(4.3)
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Fig. 5. ((a), (b)) The solutions of WENO1 and WENO2, t = 0:36.
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Fig. 6. ((a), (b)) The numerical solution to (4.3).
We also use the uniform mesh with h0 = =20. The results of WENO1 and WENO2 at t = 1 are
shown in Fig. 6(a) and (b), respectively.
Example 4. Consider the following problem for computer vision [12,16]:
vt + I(x; y)
√
1 + v2x + v2y − 1 = 0; (x; y)∈-; t ¿ 0;
v|9- = 0;
(4.4)
where - = (−1; 1)× (−1; 1). We consider two cases.
(1) Initial value and brightness are
v(x; y; 0) = 0;
I(x; y) = 1=
√
1 + (1− |x|)2 + (1− |y|)2:
(4.5)
The steady solution to (4.4) with (4.5) is v(x; y;∞)= (1− |x|)(1− |y|). Fig. 7(a) and (b) show the
results of WENO1 and WENO2. Here h0 = 120 .
(2) Initial value and brightness are
v(x; y; 0) = (64=9)xy(x + 1)(y + 1)(1− x)(y − 1);
I(x; y) = 1=
√
1 + ( cos(x) sin(y))2 + ( cos(y) sin(x))2:
(4.6)
X.-G. Li, C.K. Chan / Journal of Computational and Applied Mathematics 167 (2004) 227–241 239
-1
0
1 -1
0
1
0
0.5
1
y
x
v
-1
0
1 -1
0
1
0
0.5
1
y
x
v
(a) (b)
Fig. 7. The numerical solution to (4.4)–(4.5).
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Fig. 8. The numerical solution to (4.4)–(4.6).
Solution to (4.4)–(4.6) is not unique, see [12]. To obtain the unique solution, we have to add some
conditions at points where I(x; y) = 1, i.e.,
v
(
−1
2
;−1
2
; t
)
= v
(
1
2
;
1
2
; t
)
= 1; v
(
−1
2
;
1
2
; t
)
= v
(
1
2
;−1
2
; t
)
= 1; v(0; 0; t) = 0:
Its steady solution is v(x; y;∞) = sin(x) sin(y). The results of both schemes are displayed in
Fig. 8(a) and (b), respectively. h0 = 120 .
Example 5. Consider the propagating surface problem
9v
9t −
√
1 + v2x + v2y = 0; (x; y)∈-; t ¿ 0;
v(x; y; 0) = sin
(
2
(x2 + y2)
)
; (x; y)∈ R-
(4.7)
with a Neumann-type boundary condition (9v=9n)|9- = 0, where - = {(x; y)|x2 + y2¡ 1}.
It is diHcult to use rectangular mesh for this problem. Instead, we can use the triangulation as
shown in Fig. 9(a) having 1178 elements and 615 nodes. We have also reFned the mesh near the
center of the domain where the solution to (4.7) develops discontinuous derivatives. The result of
WENO2 at t = 0; 1:0 is shown in Fig. 9(b).
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Fig. 9. (a) The triangulation; (b) The numerical solution of WENO2.
5. Conclusion
By using building blocks, we construct high-order schemes on triangular meshes. Using the
same stencils, scheme WENO2 has higher-order accuracy than the ENO scheme in [1] and scheme
WENO1. Numerical results demonstrate that WENO2 has higher resolution for discontinuities than
WENO1.
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