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Abstract—In this paper, we investigate how the sensor
network performs in the case when the event moves with
special movement path. We compare the simulation results for
four scenarios: when the event is stationary, moving randomly,
moving with simple 4 path and boids path. The simulation
results have shown that for the case when event is moving
randomly the performance is the worst in the four scenarios.
The characteristic of goodput decreases with the increase of
number of sensor nodes. In the case of boids model, the
gooput is unstable when the Tr is lower than 10 pps. The
consumed energy characteristic increases with the increase
of Tr. Simulation results show that the consumed energy of
random movement is the worst among four scenarios. The
consumed energy of boids model is the lowest in four cases. This
show that the event movement with boids model can decrease
the consumed energy in the large scale WSNs.
Keywords-WSN, Event mobility, Movement path, Goodput,
Consumed energy, Radio model.
I. INTRODUCTION
In recent years, technological advances have lead to the
emergence of distributed Wireless Sensor Networks (WSNs)
which are capable of observing the physical world, process-
ing the data, making decisions based on the observations
and performing appropriate actions. These networks can be
an integral part of systems such as battle-field surveillance
and micro-climate control in buildings, nuclear, biological
and chemical attack detection, home automation and envi-
ronmental monitoring [1], [2].
Wireless sensor network simulation is an important part
of the current research. A large number of algorithms were
first implemented and evaluated using several network sim-
ulators. Recently, there are many research works for sensor
networks [3], [4]. In our previous work [5], we implemented
a simulation system for sensor networks consider different
protocols (e.g., AODV, DSR, DSDV, OLSR) and different
propagation radio models. In [6], we analysed the perfor-
mance of the WSNs considering different topologies with the
irregular radio model. Also, we analysed the performance
of our proposed simulation systems. But, we considered
that the event node is stationary in the observation field.
However, in many applications the event node may move.
For example, in an ecology environment the animals may
move randomly. Another example is when an event happens
in a robot or in a car.
In this work, we want to investigate how the sensor
network performs in the case when the event moves with
special movement path. We carry out simulations for lattice
topology and TwoRayGround radio model considering Ad-
hoc On-demand Distance Vector (AODV) protocol. We
evaluate the performance of WSN for 4 scenarios: when the
event is stationary, moving randomly, moving with simple 4
path and boids path. The simulation results have shown that
for the case when event is moving randomly the performance
is the worst in the four scenarios. The characteristic of
goodput decreases with the increase of number of sensor
nodes. In the case of boids model, the gooput is unstable
when the Tr is lower than 10 pps. The consumed energy
characteristic increases with the increase of Tr. Simulation
results show that the consumed energy of random movement
is the worst among four scenarios.
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Figure 1. Proposed network simulation model.
Figure 2. An example of lattice network.
The remainder of the paper is organized as follows. In
Section II, we explain the proposed network simulation
model. In Section III, we discuss the movement path of
event. In Section IV, we show the simulation results. Con-
clusions of the paper are given in Section V.
II. PROPOSED NETWORK SIMULATION MODEL
In our WSN, every node detects the physical phenomenon
and sends back to the sink node the data packets. We suppose
that the sink node is more powerful than sensor nodes. In our
previous work, the event node was stationary. In this work,
we consider that the event moves with special movement
path. We analyse the performance of the network in a fixed
time interval. This is the available time for the detection
of the phenomenon and its value is application dependent.
Proposed network simulation model is shown in Fig.1.
A. Topology
For the physical layout of the WSN, two types of topolo-
gies has been studied so far: random and lattice topolo-
gies. In the former, nodes are supposed to be uniformly
distributed, while in the latter one nodes are vertexes of
particular geometric shape, e.g., a square grid. For lattice
topology, in order to guarantee the connectedness of the
network we should set the transmission range of every node
to the step size, d, which is the minimum distance between
two rows (or columns) of the grid [7], [8]. In fact, by this
way the number of links that every node can establish (the
node degree D) is 4. Nodes at the borders have D = 2.
In the case of random networks, we suppose that the co-
ordinates in the Euclidean plane of every sensor are random
variables uniformly distributed in the interval [0, L]× [0, L].
Snapshots of lattice and random networks generated in
simulations are shown in Fig. 2 and Fig. 3, respectively.
Figure 3. An example of random network.
B. Radio Model
In order to simulate the detection of a natural event, we
used the libraries from Naval Research Laboratory (NRL)
[9]. In this framework, a phenomenon is modelled as a
wireless mobile node. The phenomenon node broadcasts
packets with a tunable synchrony or pulse rate, which
represents the period of occurrence of a generic event. These
libraries provide the sensor node with an alarm variable. The
alarm variable is a timer variable. It turns off the sensor if no
event is sensed within an alarm interval. In addition to the
sensing capabilities, every sensor can establish a multi-hop
communication towards the sink by means of a particular
routing protocol.
We assume that the MAC protocol is the IEEE 802.11
standard. This serves to us as a baseline of comparison for
other contention resolution protocols. The receiver of every
sensor node is supposed to receive correctly data bits if the
received power exceeds the receiver threshold, γ.
As reference, we select parameters values according to
the features of a commercial device (MICA2 OEM). In par-
ticular, for this device, we found that for a carrier frequency
of f = 916MHz and a data rate of 34KBaud, we have a
threshold (or receiver sensitivity) γ|dB = −118dBm [10].
The calculation of the phenomenon range is not yet opti-
mized and the phenomenon propagation is assumed to follow
the propagation laws of the radio signals.
In particular, the emitted power of the phenomenon
is calculated according to a TwoRayGround propagation
model [11]. The received power Pr at a certain distance
d is the same along all directions in the plane. In the case
of Line Of Sight (LOS) propagation of the signal, the Friis
formula predicts the received power as:
Pr(d) = Pt − β (dB) , (1)
β = 10 log
(
(4πd)2L
GtGrλ2
)
where Gr and Gt are the antenna gains of the receiver
and the transmitter, respectively, λ is the wavelength of
the signal, L the insertion loss caused by feeding circuitry
of the antenna, and β is the propagation pathloss. For
omni-antennas, GR = Gt = 1. The signal decay is then
proportional to d2. A more accurate model is Two-Ray-
Ground model, where in addition to the direct ray from
the transmitter towards the receiver node, a ground reflected
signal is supposed to be present. Accordingly, the received
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power depends also on the antenna heights and the pathloss
is:
β = 10 log
(
(4πd)4L
GtGrhthrλ2
)
(2)
where hr and ht are the receiver and transmitter antenna
heights, respectively. The power decreases faster than Eq.
(1). The formula in Eq. (2) is valid for distances d > dc (dc
is the distance threshold of signal LOS propagation), that is
far from the transmitting node [12].
C. Energy Model
The energy model concerns the dynamics of energy con-
sumption of the sensor. A widely used model is as follows
[13]. When the sensor transmits k bits, the radio circuitry
consumes an energy of kPTxTB, where PTx is the power
required to transmit a bit which lasts TB seconds. By adding
the radiated power Pt(d), we have:
ETx(k, d) = kTB (PTx + Pt(d)) .
Since packet reception consumes energy, by following the
same reasoning, we have:
E(k, d) = kPTxTB + kTBPt(d) + kPRxTB (3)
where PRx is the power required to correctly receive (de-
modulate and decode) one bit.
D. Routing Protocols
We are aware of many routing protocols for ad-hoc net-
works [14]. We have implemented in our simulation system
many routing protocols. But, in this work, we consider only
AODV protocol.
The AODV is an improvement of DSDV to on-demand
scheme. It minimize the broadcast packet by creating route
only when needed. Every node in network maintains the
route information table and participate in routing table
exchange. When source node wants to send data to the
destination node, it first initiates route discovery process. In
this process, source node broadcasts Route Request (RREQ)
packet to its neighbors. Neighbor nodes which receive
RREQ forward the packet to its neighbor nodes. This process
continues until RREQ reach to the destination or the node
who know the path to destination.
When the intermediate nodes receive RREQ, they record
in their tables the address of neighbors, thereby establishing
a reverse path. When the node which knows the path to
destination or destination node itself receive RREQ, it send
back Route Reply (RREP) packet to source node. This RREP
packet is transmitted by using reverse path. When the source
node receives RREP packet, it can know the path to desti-
nation node and it stores the discovered path information in
its route table. This is the end of route discovery process.
Then, AODV performs route maintenance process. In route
maintenance process, each node periodically transmits a
Hello message to detect link breakage.
T0r
f()
Tr WSN
Target event−reliability
Event−reliability
Figure 4. Representation of the transport based on the event-reliability.
E. Event Detection and Transport
For event detection and transport, we use the data-centric
model similar to [15], where the end-to-end reliability is
transformed into a bounded signal distortion concept. In
this model, after sensing an event, every sensor node sends
sensed data towards the Monitoring Node (MN). The trans-
port used is a UDP-like transport, i.e. there is not any
guarantee on the data delivery. While this approach reduces
the complexity of the transport protocol and well fit the
energy and computational constraints of sensor nodes, the
event-reliability can be guaranteed to some extent because
of the spatial redundancy.
The sensor node transmits data packets reporting the
details of the detected event at a certain transmission rate.
The setting of this parameter, Tr, depends on several factors,
as the quantization step of sensors, the type of phenomenon,
and the desired level of distortion perceived at the MN. For
example, if we refer to event-reliability as the minimum
number of packets required at sink in order to reliably detect
the event, then whenever the sink receives a number of
packets less than the event-reliability, it can instruct sensor
nodes to use a higher Tr. This instruction is piggy-backed
in dedicated packets from the MN.
This system can be considered as a control system, as
shown in Fig. 4, with the target event-reliability as input
variable and the actual event-reliability as output parameter.
The target event-reliability is transformed into an initial T 0r .
The control loop has the output event-reliability as input, and
on the basis of a particular non-linear function f(·), Tr is
accordingly changed. We do not implement the entire control
system, but only a simplified version of it. For instance, we
vary Tr and observe the behaviour of the system in terms
of the mean number of received packets. In other words, we
open the control loop and analyse the forward chain only.
III. EVENT MOBILITY IN MANY-TO-ONE MULTI-HOP
WSNS
The research works on the subject of event mobility in
many-to-one multi-hop WSNs can generally be categorized
based on the assumed type of event trajectory. Types of
mobile event trajectories most commonly studied in the
literature include: fixed (stationary), random, 4 path and
boids path model. We explain each of these four types of
event trajectories in more details in following.
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Figure 5. Multi-hop WSN with a randomly moving event.
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Figure 6. A simple 4 path-constrained mobile event.
A. Stationary Event Model
In general, the event is stationary in the observed field
(for e.g., gas, fire). Sensor nodes which are around the event
sense the event and send the information to the sink by multi-
hop.
B. Movement with Random Path
As the name implies, the trajectory of a randomly moving
event comprises a sequence of segments of arbitrary length
and direction (see Fig. 5). The event’s speed along each
segment, and the pause time between movements along
different segments, can also be arbitrary, although these
two conditions do not to hold to satisfy the randomness
requirement. In many applications the event node may move.
For example, in an ecology environment the animals may
move randomly. Another example is when an event happens
in a robot or in a car.
C. The Simple 4 Path Model
In contrast to the random trajectory, the fixed trajectory
is fully deterministic and the event is expected to continu-
ously follow the same path through the network. The fixed
trajectory is typically forced upon the mobile event by the
nature of the physical terrain and/or presence of obstacles in
the environment. An example of a research study that deals
with this type of trajectory is [16]. In this work, we set the
mobile event with simple 4 path (see Fig. 6).
D. The Boids Path Model
As computer model of coordinated animal motion such
as bird flocks and fish schools. It was based on three di-
mensional computational geometry of the sort normally used
in computer animation or computer aided design. So called
Separation:
Alignment:
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Steer to move toward  
the average position 
of local flockmates
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average heading
of local flockmates
Steer to avoid
crowding local 
flockmates
Figure 7. Boids model.
Table I
TOPOLOGY SETTINGS.
Lattice
Step d = L√
N−1 m
Service Area Size L2 = (800x800)m2
Number of Nodes N = 16, 100, 256
Transmission Range r0 = d
Random
Density(nodes/m2) ρ ∈ {25 · 10−6,2 · 10−4}
Transmission Range(m) r0 = 180
the generic simulated flocking creatures boids. The basic
flocking model consists of three simple steering behaviours
which describe how an individual boids moves based on the
positions and velocities of its nearby flockmates (see Fig. 7).
Each boids has direct access to the whole scene’s geo-
metric description, but flocking requires that it reacts only
to flockmates within a certain small neighborhood around
itself. The neighborhood is characterized by a distance (mea-
sured from the center of the boids) and an angle, measured
from the boids direction of flight. Flockmates outside this
local neighborhood are ignored. The neighborhood could
be considered a model of limited perception (as by fish in
murky water) but it is probably more correct to think of it
as defining the region in which flockmates influence a boids
steering.
IV. SIMULATION RESULTS
In this section, we present the simulation results of our
proposed WSN. We simulated the network by means of NS-
2 simulator, with the support of NRL libraries.
In Tables I and II, we summarise the values of parameters
used in our WSN. Let us note that the power values
concern the power required to transmit and receive one bit,
respectively. They do not refer to the radiated power at all.
This is also the energy model implemented in the widely
used NS-2 simulator.
A. Performance Metrics
In this paper, we evaluated the performance of the pro-
posed model with two performance metrics: goodput and
depletion. The goodput is defined at the sink, and it is the
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Table II
RADIO MODEL AND SYSTEM PARAMETERS.
Radio Model Parameters
Path Loss Coefficient α = 2.7
Variance σ2dB = 16dB
Carrier Frequency 916MHz
Antenna omni
Threshold (Sensitivity) γ = −118dB
Other Parameters
Reporting Frequency Tr = [0.1, 1000]pps1
Interface Queue Size 50 packets
UDP Packet Size 100 bytes
Detection Interval τ 30s
1 packet per seconds
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Figure 8. Average goodput for 16 nodes.
received packet rate divided by the sent packets rate. Thus:
G(τ) =
Nr(τ)
Ns(τ)
(4)
where Nr(τ) is the number of received packet at the sink,
and the Ns(τ) is the number of packets sent by sensor
nodes which detected the phenomenon. Note that the event-
reliability is defined as GR = Nr(τ)R(τ) , where R is the required
number of packets or data in a time interval of τ seconds.
As long as the WSN is being used, a certain amount
of energy will be consumed. The energy consumption rate
directly affects the life-time of the network, i.e., the time
after which the WSN is unusable. The energy depletion is a
function of the reporting rate as well as the density of the
sensor network. Recall that the density of the network in the
event-driven scenario correlates with the number of nodes
that report their data. Accordingly, we define the consumed
energy by the network in the detection interval τ as:
Δ(τ) =
NEI −
∑N
i=1 ei(τ)
Nτ
(5)
where ei(t) is the node energy at time t and the means are
computed over the number of nodes. The number of nodes N
is set as power of integers in order to analyse the behaviour
of the scaled versions of the network.
B. Simulation Results and Discussion
For AODV routing protocol, the sample averages of Eq.
(4) and Eq. (5) are computed over 20 simulation runs, and
they are plotted from Fig. 8 to Fig. 13. In these figures, the
vertical axis shows the goodput or consumed energy, while,
the horizontal axis shows is the reporting frequency. We set
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Figure 9. Average goodput for 100 nodes.
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Figure 10. Average goodput for 256 nodes.
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Figure 11. Average depletion for 16 nodes.
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Figure 12. Average depletion for 100 nodes.
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Figure 13. Average depletion for 256 nodes.
the reporting frequency from 0.1 to 1000. At a particular
value of Tr (∼ 10pps), the goodput decreases abruptly,
because the network has reached the maximum capacity.
The goodpout results are plotted from Fig. 8 to Fig. 10.
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As shown in Fig. 8, for the case of 16 nodes, the goodput of
stationary event model and boids model are unstable when
the Tr is lower than 10 pps. When the Tr is larger than 10
pps, the goodput of random path has the worst performance.
When the number of sensor node increase to 100 nodes, as
shown in the Fig. 9, the goodput of stationary event is stable.
The goodput of random path is lower compared with other
cases. Also, the goodput for 100 nodes is lower than 16
nodes. The performance results have the same trend also for
256 nodes as shown in Fig. 10.
The results of consumed energy (depletion) are shown
from Fig. 11 to Fig. 13. The consumed energy increases
when the number of nodes is increased. In the case of 16
nodes, all the models perform the same, but the performance
of random is not good. When the number of nodes increases
from 100 to 256, the consumed energy of random path in-
creases much more than the others models. The explanation
of this effect is not simple, because it is intermingled with
the dynamics of MAC and routing protocol. We also found
that the consumed energy of boids model is the lowest in
four cases. This show that the event movement with boids
model can decrease the consumed energy in the large scale
WSNs.
V. CONCLUSIONS
In this paper, we presented our simulation results of WSN
for four scenarios of event movement. We used the goodput
and consumed energy metrics to measure the performance.
From the simulation results, we conclude as follows:
• For the case of 16 nodes, the goodput of stationary
event model and boids model are unstable when the Tr
is lower than 10 pps.
• When the Tr is larger than 10 pps, the goodput of
random path has the worst performance.
• When the number of sensor node increase to 100 nodes,
the goodput of stationary event is stable.
• The goodput of random path is lower compared with
other cases. Also, the goodput for 100 nodes is lower
than 16 nodes. The performance results have the same
trend also for 256 nodes
• The consumed energy increases when the number of
nodes is increased.
• In the case of 16 nodes, all the models perform the
same, but the performance of random is not good.
• When the number of nodes increases from 100 to 256,
the consumed energy of random path increases much
more than the others models.
• The consumed energy of boids model is the lowest in
four cases. This show that the event movement with
boids model can decrease the consumed energy in the
large scale WSNs.
In the future, we would like to increase the number of
event nodes because the boids model can be applied for
many event nodes. We also would like to consider the case
of other routing and MAC protocols. We plan to evaluate the
performance of WSNs for other metrics such as pathloss and
routing efficiency.
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