Abstract. An empirical statistic for a class C of stationary processes is a function g which assigns to each process (X n ) ∈ C with distribution P and to each sample X 1 . . . X n of the process a real number g P (X 1 , . . . , X n ). We describe a condition on g which implies that the sequence (g P (X 1 . . . X n )) ∞ n=1 obeys a (universal) upcrossing inequality, that is, that the probability that this sequence fluctuates across some interval k times decays to zero with k. As applications we get upcrossing inequalities for the ergodic theorem (recovering known results), and get upcrossing inequalities for the Shannon-McMillan-Breiman theorem and for the Kolmogorov complexity statistic.
Introduction
General pointwise theorems in probability and ergodic theory do not usauly admit universal rates of convergence. This is the case, for instance, with the martingale convergence theorem and the ergodic theorem for time averages of stationary sequences. In both these examples, however, there does exist a universal bound on the probability of the sequence fluctuating some number of times across an interval (and interestingly, there are proofs of these bounds using common techniques). Such bounds are called upcrossing inequalities.
In this paper we will present a schema for generating upcrossing inequalities for certain statistics associated to stationary sequences. One application of this is to the ergodic theorem, for which such theorems are known (and indeed served as motivation for the current work). New results include an upcrossing inequality for the pointwise entropy theorem (the Shannon-McMillan-Breiman theorem), and for the Kolmogorov complexity statistic.
Given a real-valued series (x n ) ∞ n=1 and a nonempty interval [s, t], we say that a pair i < j is an upcrossing of [s, t] if x i < s < t < x j . The number of upcrossings of [s, t] by (x n ) is defined as the largest k for which there exists a sequence of indices 1 ≤ i 1 < j 1 < i 2 < j 2 < . . . < i k < j k 2000 Mathematics Subject Classification. 37A30, 37A35, 60G10, 60G17, 94A17, 68Q30. 1 such that each pair i m , j m is an upcrossing; if there is such a sequence for every k we say there are infinitely many upcrossings. The number of upcrossings up to time t is defined similarly, under the restriction that all j k ≤ t. Clearly if the number of upcrossings of every interval by (x n ) is finite then (x n ) converges, and similarly, for a sequence (X n ) of real-valued random variables, if the number of upcrossings of every interval by (X n ) ∞ n=1 is finite almost surely then lim X n exists almost surely.
For a real-valued process (X n ), if for every s < t an inequality of the form
has more than L upcrossings of [s, t]) ≤ ε(L, s, t)
holds with lim L→∞ ε(L, s, t) = 0 then lim n→∞ X n exists a.s.. We are interested in obtaining an inequality of this sort which holds uniformly in some large family of processes. Results of this kind are known for the martingale and ergodic (time-average) theorems:
In the case where (X n ) ∞ n=1 is a martingale Doob [6] showed that such an inequality holds with ε(L, s, t) = X 1 1 /L(t − s), and for a uniformly bounded martingale with bound M, Dubins [7] showed that one can have have exponential decay: ε(L, s, t) = (t/Ms) L .
In the case that X n = 1 n n k=1 Z k are the time averages of an integrable stationary process, Bishop [1, 2] showed that one can take ε(L, s, t) = (X 1 − s) + 1 /L(t − s), and Kalikow and Weiss [10] obtained the exponential rate of decay ε(L, s, t) for the case when the Z n are non-negative (the rate depends on s, t). Kalikow and weiss's result hold also for averages of random fields. Similar results were proved independently using different techniques by Ivanov [8] (see also [4] ), and by Jones, Kaufman, Rosenblatt and Wierdl [9] .
We are interested in real-valued sequences associated to samples of stationary processes. Such a sequence is determined by a function which assigns a real number to each finite sample of the process, but may in addition depend on the distribution of the process. To be precise, Definition 1.1. Let Σ be a set and let Σ * denote the set of all finite sequences over Σ. Let S(Σ) be the space of all stationary processes with values in Σ. An empirical statistic is a function
We identify a Σ-valued processes (X n ) ∞ n=1 with its distribution measure P . If g is an empirical statistic, P ∈ S(Σ) and a ∈ Σ * then we write g P (a) = g(P, a), and omit P when convenient. We will be able to prove upcrossing inequalities for statistics g possessing a certain regularity which can be described informally as the property that it is unlikely to be able to decompose a sample with high g-value into smaller samples, most of which have small g-value. To describe this precisely we will need some notation.
A segment will mean a finite set of consecutive integers; for i < j we write [i; j] = [i, j]∩Z. We call the leftmost element of a segment its anchor point, so [i; j] is anchored at i.
A collection of segments U is disjoint if every pair of distinct U, V ∈ U are disjoint. If U is a segment and V a collection of segments, we say that U is ε-filled by V if V ⊆ U for every V ∈ V and |
i.e. all but an ε-fraction of U is covered by elements of V. We say a collection V of segments has granularity L if |V | ≥ L for every V ∈ V.
For a word a = a 1 a 2 . . . a n ∈ Σ * and a segment
Definition 1.2. Let g be an empirical statistic for an alphabet Σ. We say that g is regular if the following holds: For every s < t there exists a δ > 0 such that, if
There exists an n such that g P (X [1;n] ) > t, and [1; n] can be δ-filled by a disjoint collection V with granularity L such that g P (X V ) < s for V ∈ V satisfies ε L → 0 at a rate independent of P (but depending on δ, s, t). If this rate of decay is exponential we say that g is exponentially regular. We also say g is regular if the above holds when we replace the inequalities in the definition of ε L with the conditions g P (X [1;n] ) < s and g P (X V ) > t.
Given a stationary process (X n ) ∈ S(Σ) and an empirical statistic g we obtain the sequence of observations g P (X 1 . . . X n ) associated with the first n outputs of the process. For regular statistics, we have the following: Theorem 1.3. (Upcrossing schema) Let g be an empirical statistic for an alphabet Σ. Let s < t. If g is regular then there exist a sequence ρ L → 0 such that for any Σ-valued stationary process (X n ) ∞ n=1 with distribution P ,
In particular, if g is exponentially regular then ρ L decays exponentially.
Remark.
(1) The decay rate ρ L may be determined explicitly. Given a number δ = δ(s, t) > 0 and a decreasing sequence (ε k ) so that the probability in the definition of regularity is bounded by ε L for all P ∈ S(Σ), there is a constant c and a number θ ∈ (0, 1), both of which can be determined explicitely and depend only on s, t, δ, such that
(2) Regularity is a technical condition. In section 3 we will give an example showing that it is not necessary. (3) The proof is constructive and does not rely on any other convergence theorems.
Most of the dirty work is done by some combinatorial machinery of the type developed by Ornstein and Weiss for doing ergodic theory on amenable groups (see [12] for a gentle introduction or [13] for a more general discussion). Indeed, the theorem is valid also for random fields, that is, for empirical statistics on stationary processes parameterized by Z d . Here one observes "cubes" on the sample path, ie (X i ) i∈[1;n] d . The proof is very similar to the proof for Z-processes (though at some points the combinatorics gets messier). The results also hold for statistics which look at symmetric samples X −n . . . X n or symmetric cubes in Z d . It is possible that the results can be generalized to statistics which observe samples on well-behaved Følner sequences in processes parameterized by more general discrete amenable groups, but we will not address this here. (4) Bishop's upcrossing inequality for the ergodic theorem was motivated by a search for an ergodic theorem which would fit into the constructivist framework of mathematics. Although this is not our motivation, theorem 1.3 and its applications can probably be adapted to the constructivist framework as well.
The easiest application of the schema is to the ergodic theorem for positive sequences. This recovers results of Kalikow and Weiss [10] , Ivanov [8, 4] and Jones, Kaufman, Rosenblatt and Wierdl [9] (although in some cases the constants are worse). Curiously we do not recover Bishop's result, which applies to L 1 functions, and is not yet covered by any of the above techniques. Note that Kalikow and Weiss derive an upcrossing inequality for L 1 processes from their result on upcrossings for positive processes, but it is somewhat weaker than Bishop's. Let us briefly give an explicit statement our other applications, which are concerned with entropy and complexity. The first of these is an upcrossing inequality for the Shannon-McMillan-Breiman theorem: Theorem 1.4. Let Σ be a finite alphabet. For every 0 < s < t there is a ρ ∈ (0, 1) such that for every stationary Σ-valued process (X n ) ∞ n=1 ,
(1) The constant ρ above is independent of the process, but depends on the size of the alphabet Σ. (2) Note that neither the formulation nor the proof of this theorem requires the notion of entropy, although once the limit lim n − 1 n log P (X 1 . . . X n ) is known to exist it is not hard to show that the limit equals the entropy of the ergodic component to which the realization belongs. Also note that we do not assume ergodicity of the process (nor did we in theorem 1.3), but if the process is ergodic a direct argument shows that the limit lim n − 1 n log P (X 1 . . . X n ) is sub-invariant and hence constant. (3) The proofs of the SMB theorem of which we are aware rely on the ergodic theorem and/or the Martingale theorem. Since upcrossing inequalities are known for both of these, it is perhaps not surprising that there should exist bounds for the SMB as well. However, we do not know how to deduce the one from the others.
Our second application involves the computational complexity of samples of stationary processes. Fix a universal Turing machine U, and for every string x ∈ {0, 1} * let x * ∈ {0, 1} * be the shortest string such that running U with input x * stops and produces
x as output. The Kolmogorov complexity κ(x) of x is the length of x * , and is sometimes referred to as the minimal description length of x. Note the choice of U affects κ(x) only up to an additive constant, since a universal Turing machine can simulate another by running a finite-length program; thus for an infinite sequence x 1 , x 2 , . . . ∈ {0, 1} N , if the limit lim
exists it is independent of the choice of U. Although the Kolmogorov complexity of a sequence is not computable, κ has been extensively studied as a non-statistical measure of complexity. There is a close relation between the theory of Kolmogorov complexity and Shannon's theory of information; see for example [5] . Brudno [3] showed that the Kolmogorov complexity satisfies 1 n κ(X 1 . . . X n ) → h, where as usual h is the process entropy; one way of seeing this is to note that since entropy is the lower bound for compression of stationary sequences we have ≥, and the existence of universal data compression algorithms gives ≤. The sequence 1 n κ(X 1 . . . X n ) actually obeys an exponential upcrossing inequality: Theorem 1.5. For every 0 < s < t there is a ρ ∈ (0, 1) such that for every stationary
The rest of this paper is organized as follows. In the next section we prove the upcrossing schema, albeit deferring the proof of a key lemma to section 6. We then apply it to three problems: In section 3 we apply it to the ergodic theorem, and describe a counterexample, in section 4 to the Shannon-McMillan-Breiman theorem, and in section 5 to Kolmogorov complexity. In the final section we develop the combinatorial machinery needed for the proof of theorem 1.3.
Acknowledgement. This paper is part of the author's Ph.D. studies under the guidance of Professor Benjamin Weiss, whom I would like to thank for his support and good advice.
Proof of the upcrossing schema
In this section we will outline the proof of theorem 1.3. The heart of the proof is a combinatorial lemma concerning collections of segments of integers. This lemma is in the same spirit as the covering and disjointification techniques developed by Ornstein and Weiss for doing ergodic theory on amenable groups (see for instance [12, 13] ). The philosophy behind this circle of ideas is that many theorems for stationary processes (and more generally, measure preserving actions of amenable groups) can be reduced to combinatorial statements about collections of segments (or of averaging sets in the case of group actions). This reduction is sometimes called the transference principle. The current section contains the details of this transference argument in our context; the combinatorial details, which are somewhat technical, are stated below in lemma 2.2 but their proof is defered to section 6.
For the proof we adopt the dynamical formalism for stationary processes. Recall that a measure preserving system is a quadruple (Ω, B, P, T ) where (Ω, B, P ) is a probability space, T is a measure-preserving transformation T : Ω → Ω (ie T −1 (A) ∈ B and
. A stationary process (X n ) with values in Σ defined on a probability space (Ω, B, P ) is said to arise from a measure-preserving system if there is a measure-preserving transformation T : Ω → Ω and a measurable function X : Ω → Σ such that X n (ω) = X(T n ω) for every ω ∈ Ω and n ∈ Z.
It is well-known that for any stationary process (X n ) one can find a process (X ′ n ) with the same distribution as (X n ) such that (X ′ n ) arises from a measure preserving system (see for instance [11] , p. 100). We will therefore assume that (X n ) arises from a measure preserving system. This is mainly a notational convenience.
In order to prove the theorem 1.3 it suffices to prove the following:
Proposition 2.1. Suppose g : S(Σ)×Σ * → R is a regular empirical statistic. Fix s < t and let δ, (ε L ) be as in the definition of regularity. Then there is a sequence ρ L → 0 (with exponential convergence if g is exponentially regular) such that, for every L ∈ N and every Σ-valued process (X n ), the event
The proof proceeds as follows. Assume that (X n ) arises from a measure preserving system (Ω, B, P, T ). Fix a parameter R much bigger than N (we will eventually take R → ∞), and for ω ∈ A N let I = I(ω) ⊆ {1, . . . , R} be the set of indices i such that
By stationarity of the process we have
What we are going to do is estimate the integral on the right. By definition for each i ∈ I there is a sequence of segments
By throwing out the bottom L levels of the tower (ie L/2 of the U i 's and L/2 of the V i 's) we can assume that this tower is only L segments high (i.e. L/2 U's and L/2 V 's) but each segment is of size at least L.
We now make use of the regularity of g for the first time. Consider the event 
We proceed to estimate the last integral on the right hand side. Set I * * = I \ I * and fix ε = δ/6. For i ∈ I * * and k we have
and
so that p satisfies (1+δ) p ≥ 2/ε 2 and p ≥ 2. By deleting the segments U i (k), V i (k) when k = 0 (mod p) we may assume that over each i ∈ I * * there are segments
. We now forget any other segments and retain only these L ′ segments anchored at points in I * * .
We now state the key combinatorial result on which we rely. We defer the proof, which is rather technical, to section 6. Lemma 2.2. Assuming that ε < 1/4, the set I * * can be decomposed into a disjoint union I * * = I 0 ∪ I 1 in such a way that
In particular we conclude from the lemma that
and for every i ∈ I 1 there is a k and V i (k) which can be δ-filled by a disjoint union of U j (m)'s (recall that 6ε = δ).
The sets I 0 , I 1 are random sets which depend on ω, N and R. Writing I 0 = I 0 (ω, N, R) , I 1 = I 1 (ω, N, R) in order to make this dependence explicit, we have
where C L/2 is the event
There exists an n such that g P (X [1;n] ) > t, and [1; n] can be δ-filled by a disjoint collection V with granularity L/2 such that g P (X V ) < s for V ∈ V By regularity of g we have P (C L/2 ) ≤ ε L/2 . We therefore have
taking R → ∞ and putting everything together we get
as desired.
The ergodic theorem
As a warm up, let us show how we can use theorem 1.3 to get upcrossing inequality for time averages of non-negative processes. Consider non-negative real-valued processes, ie Σ = [0, ∞), and let
In fact g does not depend on the distribution P at all and we will write simply g. We claim that g is exponentially regular. In fact given s < t and δ < 1 − s t
, if for a sample X 1 . . . X n there is a disjoint collection of segment V which δ-fills [1; n] and g(X V ) > t,
which cannot happen if g(X 1 . . . X n ) < s. Thus the event in the definition of regularity is empty, and g is exponentially regular. This gives Theorem. (Kalikow-Weiss) For every s < t there exists a ρ ∈ (0, 1) such that, for every non-negative stationary process (X n ),
for constants c and ρ ∈ (0, 1) which depend only on s, t.
A slight variation of this shows that regularity is not necessary for a universal upcrossing inequality to hold. Consider the statistic h defined for the alphabet [−1, 1] by
is obtained by repeating elements from the sequence of ergodic avarages (g(X 1 . . . X n )) ∞ n=1 defined above, it obeys a universal upcrossing inequality with exponential decay. However, Proposition 3.1. h is not regular.
Proof. Let s = −1/2 and t = 1/2, and let δ > 0. It suffices to show that for every L there is a bounded process (X i ) and an n such that P h(X 1 . . . X n ) > t, and [1; n] can be δ-filled by a disjoint collection V with granularity L such that g P (X V ) < −s for V ∈ V ≥ 1 6
(and this will hold also with the roles of s, t and inequalities reversed). Given L choose k ∈ N so that 1/k < δ, and let (X i ) be the process whose unique sample path, up to translation, is the sequence with period 2k in which blocks of 1's and −1's of length k alternate. Set n = k 2 . It is easily verified that (a) the probability that the first 2k/3 symbols of a sample are 1's is 1/6, and the value of h on such a sample is ≥ 1/2; and (b) whenever X 1 , . . . , X 2k/3 = 11, . . . , 1, the sample X 1 , . . . , X n can be δ-covered by samples with h-value < −1/2: for this let j be the first index so that X j , X j+1 , . . . , X j+k−1 = −1, −1, . . . , −1, so j ≤ k; then the sample (X i ) n i=j has h-value −1, and the fraction of [1; n] not covered by [j; n] is of relative size < k/n < δ).
The Shannon-McMillan-Breiman theorem
The classical pointwise entropy theorem states that the probability P (X 1 . . . X n ) of the first n observations of an ergodic process grows exponentially at a limiting rate equal to the process entropy; in other words, − 1 n log P (X 1 . . . X n ) → h almost surely. This theorem fits into our schema as follows. For Σ a finite set, P ∈ S(Σ) and a 1 . . . a n ∈ Σ * , we define g P (a 1 . . . a n ) = − 1 n log P (a 1 . . . a n )
if P (a 1 . . . a n ) > 0 and arbitrarily otherwise.
Theorem 4.1. (upcrossing inequality for SMB) Let Σ be a finite alphabet. For every 0 < s < t there is a ρ ∈ (0, 1) such that for every stationary Σ-valued process (X n )
For the proof we show that g P is exponentially regular. The idea uses a simple combinatorial fact which we develop next; it is often used both in the definition of entropy and in several proofs of the SMB theorem.
Let Σ be a finite alphabet. A language is a subset of Σ * . For a finite word w ∈ Σ * let ℓ(w) denote its length. For u, v ∈ Σ * we write uv for their concatenation. As before, for a word w = w 1 w 2 . . . w k and a segment
The main fact we will use is that given a language S ⊆ Σ * exhibiting a small amount of variation, the language S ′ , consisting of words which are concatenations of words from S plus a small amount of noise, has approximately the same amount of variation as S. To be precise, for a language S ⊆ Σ * and ε > 0 we say that a word w can be ε-tiled by S if there is a disjoint collection U of segments which ε-fills [1; ℓ(w)] and w U ∈ S for U ∈ U. We write
The following lemma says that if the language S has a small amount of variation then S ′ k (ε) has small variation too: Lemma 4.2. (word packing lemma) Let S ⊆ Σ * . Write S k = S ∩ Σ k and suppose there is a constant s such that |S k | < 2 sk for each k, and that there is an integer L such that This information suffices because the first two items allow us to place the words (w i ) i∈I in their correct location in w, and (3) allows us to fill in the rest by simply reading off the letters of v and placing them in the first available position in w. Thus in order to estimate |S ′ N (ε)| we need to estimate the number of choices at each of the stages (1)- (3).
Since all the words in S are of length at least L, we see that |I| ≤ N/L. We can specify the locations of the words (w i ) i∈I in w by specifying the first and last index of w i in w.
This information is described by a subset of
where H(r) = −r log r − (1 − r) log(1 − r). The right-hand inequality is a consequence of Stirling's formula. To estimate the number of choices in step (2), recall that by assumption for each i ∈ I there are |S ℓ(w i ) | ≤ 2 sℓ(w i ) possible choices for w i (note that from step (1) the length of w i is already determined). Therefore
Finally, the length of v is known since ℓ(v) = N − i∈I ℓ(w i ), and since ℓ(v) ≤ εN,
we have #{choices at step (3)} = 2 ℓ(v) ≤ |Σ| εN = 2 εN log |Σ| Multiplying these estimates together gives us
and the lemma follows.
Proposition 4.3. The statistic g P (a 1 . . . a n ) = − 1 n log P (a 1 . . . a n ) is exponentially regular Proof. Let (X n ) ∞ n=1 ∈ S(Σ) be a process and s < t. Pick δ > 0 and N so that
(t+s)n Thus for n ≥ N, let
there exists n > L such that X 1 . . . X n can be δ-tiled by S and P (X 1 . . . X n ) < 2
But this is exactly the regularity condition, where we have set
Kolmogorov complexity
Recall that the Kolmogorov complexity κ(x) of a word x ∈ {0, 1} * is the length of the shortest string x * ∈ {0, 1} * such that running a (fixed) universal Turing machine U on x * produces x as output. The upcrossing inequality for g (theorem 1.5) follows from Proposition 5.1. Let g(a 1 . . . a n ) = 1 n κ(a 1 . . . a n ). Then the statistic g is exponentially regular.
Proof. We show that this statistic and every s < t there is a δ for which the event in the definition of regularity is eventually empty, ie we can take ε L = 0 for all large enough L.
To see this we reason as in the proof of lemma 4.2. suppose that x ∈ {0, 1} n and [1; n] an be δ-filled by a disjoint collection of segments {V 1 , . . . , V m } with
In order to describe x one needs only specify the pattern x| [1; n]\∪V i , and then describe each x| V i using x| * V i
; x| V i is recovered from x| * V i
by simulating the running of x| * V i
. We can code this information in self-terminating strings using standard techniques; thus an estimate of the type used in the previous section shows that the amount of space required to do this is
where α, β are as in lemma 4.2, and the first term represents the overhead for encoding the strings in a self-punctuating format and the length of the program used to reconstruct the original word from these strings. This expression bounds the Kolmogorov complexity of x from above, so
and this is < t if n, L are big enough and δ small enough. Hence g is exponentially regular.
Proof of lemma 2.2
This section contains the machinery which is ultimately used to prove lemma 2.2. Some of the statements below are standard but we prove them here for completeness. See [12, 13] for more examples of these types of arguments. Others parts of the argument are related to the Effective Vitali Covering lemma from [10] .
As mentioned in the introduction everything here can be carried out for symmetric segments and for cubes in Z d ; most of the proofs below generalize easily to that case.
However, for simplicity we present the simplest case of one-sided segments.
We need some more notation. A tower of height M over a finite set I ⊆ N is a collection U = {U i (k) : i ∈ I , 1 ≤ k ≤ M} of segments such that U i (k) is anchored at i, and for each i ∈ I the sequence
The second statement follows immediately from the blowup lemma 6.1.
Our next goal is the disjointification lemma, which produces large disjoint subcollections from tall enough towers. The first stage of the proof of this is the following special case: 
We want to replace the constant 1/3 in the Vitali lemma with a constant close to 1. Roughly speaking this can be done by working with several layers of covers and iteratively disjointifying each level in turn to obtain a constant fraction of the size of the original union; repeating this enough times almost exhausts the original set.
Lemma. (Disjointification lemma) Let ε ∈ (0, 1). Suppose U = {U j (k)} is a tower of height M > ⌈3/ε⌉ over a set J and
Proof. We construct a decreasing sequence of towers U = U M ⊇ U M −1 ⊇ . . . ⊇ U 1 with U k of height k. In order to obtain U k−1 from U k let U k be the ε-upper crust of U k and apply the Vitali lemma to U k . We obtain a disjoint collection W k ⊆ U k . Now set
By the upper crust lemma we have
By construction V is disjoint. Now distinguish between two cases: Case 1: | ∪ U 1 | ≥ ε| ∪ U(1)|. Since the U k 's are decreasing we have that | ∪ U k | ≥ ε| ∪ U(1)| for every k ≥ 1, so from the properties of the upper crust and the Next we will need a notion slightly weaker than that of ε-filling. We say that a segment U is ε-covered by a collection V if ∪V ⊆ U ε and
This is almost the same as ε-filling, except we have allowed the segments of V to extend a little beyond the end of the segment U. For a segment U and a tower V = {V i (k)} over I, we say that V M-times ε-fills U if V is of height M and each level V(k) of V ε-fills U; similarly, we say that U is M-times ε-covered by V if V is of height M and each level V(k) of V ε-covers U.
The following lemma says that for towers with rapid enough growth, these two notions are essentially the same: Lemma 6.4. (Reduction from covering to filling)Let ε > 0 and let U be a segment. Suppose V = {V i (k)} is a tower over I which M-times ε-covers U and for i ∈ I and
Clearly ∪V ′ ⊆ U and V ′ is a tower of height M − 1. We claim that every level of V ′ 3ε-fills U. It is enough to verify this for the bottom level, and it is enough to show that
Suppose the claim is false. Then there is some V j (1) ∈ V(1) \ V ′ (1) and r ∈ V j (1) whose distance from Z \ U is more than ε|U|, so this is true also for
Roughly speaking, our next lemma states that if each segment in a tower U is not mostly covered by other members of the tower, then there is a definite overall size increase from one level of the tower to the next. A version of this lemma is implicit in Kalikow and Weiss's paper [10] . and for every i ∈ I 1 there is exists a k and a subtower V ⊆ U of height M − 1, each level of which 3ε-fills U i (k).
Proof. Let I 1 = i ∈ I For some k ∈ {0, . . . , L} there is a subtower V ⊆ U which M-times ε-covers U i (k) and I 0 = I \ I 1 . We claim that this is the decomposition we are looking for.
To get the size bound on I 0 , let
By the definition of I 1 we see that U 0 satisfies the hypotheses of the inflation lemma, so
On the other hand, for i ∈ I 1 there exists k ≤ L and a subtower V = {V j (m) : j ∈ J , 1 ≤ m ≤ M} ⊆ U of U of height M, each level of which ε-covers U i (k). Apply lemma 6.4.
We are ready to prove lemma 2.2 from section 2, which we reformulate here in a self-contained way:
Lemma. Let ε ∈ (0, 1 4 ). Suppose I ⊆ Z is finite and for each i ∈ I we are given an tower of height 2(L + 1) over I, with the segments over i are denoted by Proof. Set M = [4/ε] and apply the previous lemma to V = {V i (k) : i ∈ I , 1 ≤ k ≤ L}; we get a decomposition I = I 0 ∪I 1 with I 0 satisfying the conclusion of the current lemma. We need only verify the same for I 1 . Let i ∈ I 1 and let V i (k) and W ⊆ V be as in the conclusion of the previous lemma, ie W is a tower of height M − 1 each level of which 3ε-fills V i (k). Let 
