The present work aims at the reduction of transmission delay at the level of AFDX ES (Avionics Full Duplex Switched Ethernet End-Systems). To this end, two approaches, namely Network Calculus and response time analysis (RTA), are employed in the computation of upper bound delay. To evaluate the delay regarding different scheduling policies, the arrival curve of the flow on output of ES is established for given traffic shaping algorithm and service mode. Computational analysis shows that Bandwidth Allocation Gap (BAG) based scheduling is the optimal policy at the level of AFDX ES, which leads to the tightest output arrival curve among all possible scheduling policies. BAG-based scheduling consists in assigning higher priority to virtual links with smaller BAG thus corresponding to the well known Rate-Monotonic Algorithm. Furthermore, schedulability criterion are established based on RTA. Additionally, delay bound computation indicates that response time analysis provides a tighter delay bound than that obtained by Network Calculus. Numerical simulations are carried out to confirm the validity, the applicability, and the performance of the proposed scheduling scheme.
I. INTRODUCTION
Avionics Full Duplex Switched Ethernet (AFDX) is developed based on IEEE 802.3 standard (Ethernet), which aims at providing reliable data communication for avionics applications [1] . Although separated transmission/receiving mechanism in AFDX networks allows avoiding data collision, data loss may still happen due to contentions at different levels of multiplexing on End Systems (ES) and Switches (SW). Furthermore, for highly critical applications, a packet missing its deadline is considered as a failure. Therefore, AFDX networks should also ensure deterministic guarantees of bounded delay for end-to-end data transmission.
Assuring required quality of service (QoS) in real-time communication networks is a long-standing problem and diverse scheduling policies for packet multiplexing have been proposed to provide required QoS for different applications (see, e.g., [2] , [3] , [4] , [5] , [6] , [7] ). Those policies leads to different level of QoS in terms of determinism and transmission delay bound. AFDX standard imposes a very strict QoS assessment by requiring that "a guaranteed service provides a firm, mathematically provable, upper bound on end-to-end frame transit delay ..." (see Section 3.1 of [1] ). Therefore computation and analysis of transmission delays is a critical factor in the design and the development of AFDX networks. This issue has been intensively addressed in the literature using different methods [8] , [9] , [10] .
One of the most popular tools employed in computing upper bounds of transmission delay in communication networks is the theory of Network Calculus [11] , [12] . Essentially, this approach amounts to estimating the delay bound based on the characteristics of data flow and multiplexing mechanism, described by, respectively, arrival curves and service curves. To determine the performance provided by a system, many work attempts to find tighter arrival curves with respect to fixed scheduling policies while assuming the schedulability [13] , [14] , [10] , [15] . Note that, although Network Calculus is essentially a tool for network performance analysis, the computation of delay based on arrival and service curves provides also hints about how to improve the performance of the considered system. Based on this idea, the approach adopted in the present work is to find the optimal scheduling scheme leading to the tightest worst-case delay on a network node for given traffic and service models.
The present work emphasizes delay analysis at the level of End-System because it is the source of data flows. We establish firstly the arrival curve of the flow on output of ES, then we evaluate the delay regarding scheduling policies. Our aim is to determine the optimal scheduling policy that would provide the lowest delay bound and hence leading to the tightest output arrival curve among all possible scheduling policies. The investigation presented in this work is based on the following typical ES configuration:
• leaky bucket constrained traffic shaping on every virtual link to ensure that data transmissions conform to defined limits on bandwidth and burst; • rate-latency service for data flow aggregation and forwarding on ES, which describes the guaranteed minimum service rate each virtual link can receive and the maximum latency due to multiplexing in the worst case; • static-priority scheduling. Inspired by the worst case response time analysis in real-time systems [16] , [17] , [18] , [2] , we apply this tool to compute delays at the level of ES. Note that with a properly implemented traffic regulator as specified in ARINC 664 p7 standard [1] , the data transmission for each virtual link at ES will be made periodic with the BAG as the period and the eventual transmission deadline. Hence, we can readily employ diverse scheduling techniques developed in real-time systems, such as the Rate-Monotonic Algorithm [19] . The results show that response time analysis will provide a tighter delay bound than that obtained by Network Calculus. Furthermore, response time analysis is used to build criteria for schedulability assessment, which is a critical test in order to assure the deterministic guarantees of the network.
The reminder of the paper is organized as follows. Section II presents the model of AFDX End-System. Approaches adopted for delay bound analysis are derived in Section III. Section IV is dedicated to schedulability analysis. Section V addresses the optimality of scheduling policy in order to obtain the tightest output arrival curve. A case study is carried out in Section V in view of validating the proposed approach. Simulation results are reported in Section VI followed by some concluding remarks in Section VII.
II. AFDX END SYSTEMS MODELING
The source End-System (ES) receives a variety of data from avionic equipments and sends them through a series of switches, which quickly forward data to the appropriate destination ES. AFDX uses the concept of virtual link(vl) to identify a data flow. Each vl is defined as a logical unidirectional connection from one source ES to one or more destination ES according to static routing tables in switches. Figure 1 shows the ES model which is used in delay and schedulability analysis. Each ES contains single or multiple logical queues and a single server. In this context the server will be shared based on a given scheduling policy. Packets enter into different queues according to the identifier of their vl. Thus each queue is associated with one vl and the server will choose the packet to transmit through the output port according to the given policy. Note that based on the ADFX standard, each virtual link can aggregate up to four sub-virtual links using the Round-Robin scheduling algorithm [1] . Therefore the aggregation of virtual links from sub-virtual links is application specific but not tunable.
A. Traffic Model
The maximum bandwidth allocated to a vl i is determined by two parameters: 1) the bandwidth Allocation Gap (BAG i ), which is the minimum transmission time interval between the starting bits of two adjacent AFDX frames on the vl i , whose value is 2 n (ms), n = 0, 1, . . . , 7; 2) the maximum frame size for vl i , denoted by l max i , which is a configurable parameter ranging from 84bytes to 1538bytes. The regulator, also called traffic shaper, is responsible of controlling the bandwidth allocated to a vl in such a way that the flow of the corresponding vl sends no more than one packet in each BAG interval. One of the recommended traffic regulation algorithms by AFDX standard is the well known leaky bucket [1] . A leaky bucket can be characterized by the shaping curve α σ ,ρ defined as (see, e.g., [12] ): α σ ,ρ (t) = ρt + σ . Having α σ ,ρ as an arrival curve allows a source to send σ bits at once, but not more than ρ bits/s over the long run. In other words, based on BAG i and l max 
B. Service Model
The service curve is a common tool which is used to characterize the forwarding service offered by a network node. In this work, rate-latency function is used to describe the service curve provided by the multiplexer on the ES Level. A rate-latency function is of the following form:
where C is the service rate of the physical link and T is the latency experienced in the node. This curve provides an effective way to analyze various services offered by an ES in the worst case. The service offered by multiplexer (MUX) to each virtual link depends on the adopted scheduling policy, such as First Come First Serve (FCFS), Static-Priority (SP), etc. The service curves on a non-preemptive node serving two flows with static priority is derived in [12] (Section 6.2.1). This result can be extended to a more generic case. More specifically, assume that the node guarantees a strict service curve β (t) to the aggregate flow based on static priority. Furthermore, assume that flows are ordered in such a way that the priority of flow-i is lower than that of flow-j if i > j. The service the node offered to flow-i is then given by:
where α j (t) and σ j are, respectively, the arrival curve and the burst of flow-j. (3) can be derived by iterating the formula for two flows with static priority while taking into account the fact that on a non-preemptive node, a higher priority flow may also be blocked by at most one flow with lower priority.
III. DELAY ANALYSIS IN AFDX ES
On AFDX ES, virtual links ultimately enter the MUX and then are sent to the output port based on some scheduling policies. At MUX, congestion can occur and lead to delays for a given vl. In the present work, two approaches, namely Network Calculus and response time analysis, are adopted to compute the latency of an ES.
A. Network-Calculus Analysis
NC analysis relies on two basic concepts: arrival curve (α) and service curve (β ). The delay of a flow on a node can be represented by the maximum horizontal distance between α and β [12] .
In case where vl i is (σ i , ρ i )-constrained and the offered service is described by the rate-latency function given in (2), according to (3) the service offered to vl i is:
Hence, the service rate and the latency experienced by vl i are given by [20] :
In addition, when an arrival curve α i passes by a node providing a service curve β i , the corresponding output flow is then constrained by an arrival curve α * i (t) = α i (t) ⊘ β i (t), where ⊘ is the min-plus deconvolution [12] . This means that if
where σ * i = ρ i T i + σ i representing the burst of the output flow. The aggregate output arrival curve is given by:
where N is the total number of virtual links served by the multiplexer. It is worth noting that rate-latency multiplexing affects only the burst of the output arrival curve, but not its rate. Therefore, the optimal arrival curve leading to the minimum delay should be the one with minimum burst. This is an important property which would allow the simplification of scheduling algorithm design and optimization.
B. Response-Time Analysis
The latency introduced by multiplexer can also be computed by response time analysis. The response time of a given vl i , denoted by R i , is defined as the maximal duration between the arrival time and the transmission time of a given packet [6] . Response time analysis amounts then to computing the worst-case response time of each packet for a given deadline, the BAG in the case of AFDX ES.
The worst-case response time R i of each vl i for AFDX ES using non-preemptive static-priority scheduling can be derived following the analysis given by [21] , [16] , [17] , [6] . Let B i be the maximum time that vl i may need to wait for a lower-priority vl to finish its transmission. B i is computed as:
where l p(i) is the set of vls with priority lower than vl i and C is the rate of physical link. To determine the worst case response time R i for vl i with priority level i, we have to explore all packets released from vl i during an interval called level-i Busy Period [21] , [6] . The busy period, a concept introduced by Lehoczky in [22] , is a time interval [a, b] within which jobs of priority i or higher are processed throughout [a, b] but no jobs of level i or higher are processed in (a − ε, a) or (b, b + ε) for sufficiently small ε > 0. According to [22] , the length of that interval, denoted by I i , is given by:
where hep(i) is the set of vls with priority higher than or equal to vl i . I i is given by the minimal solution of the following recursive equation:
As in general (10) does not have closed-form solution, I i can be computed iteratively by
and I i = I k i if (11) ends up with I k+1 i = I k i . If more than one packet of vl i is transmitted during a level-i busy period, then it is necessary to determine the response time of each packet, in order to find the overall worst-case response time of vl i [22] , [21] . The number of packets of vl i , denoted by P i , that become ready for transmission before the end of the busy period is given by:
In the following analysis, we use an index variable p to represent a packet of vl i . The first packet in the busy period corresponds to p = 0 and the final one to p = P i − 1. We can now compute Q i (p), the queuing time of the p th packet in the interval of duration I i . Similar to the computation of busy period interval, Q i is computed by the following iterative procedure:
until
The response time for the p th arrival in priority level-i busy period is then given by:
The worst response time of vl i is defined as
Obviously, the worst case latency corresponding to vl i is given by
where l min i is minimum length of the packets transmitted through vl i . Note that response time analysis is based on the interference of critical instances and hence, it is independent of traffic model described by arrival curve.
IV. SCHEDULING ALGORITHMS AND SCHEDULABILITY
In order to provide guaranteed bandwidth with non-preemptive static-priority scheduling, schedulability analysis should be carried out for all virtual links.
As virtual links are characterized by their BAG and rate, we are particularly interested in schedulability issues related to two static priority assignment schemes, namely BAG-based and Rate-based scheduling, presented below. In BAG-based scheduling scheme, higher priority is assigned to virtual links with smaller BAGs. As it is assumed that the packets of a given virtual link arrive periodically with a time interval defined by BAG, this scheme is an implementation of the well known Rate-Monotonic Algorithm (RMA) [23] , [24] , [25] .
Consider a set of input vl i , i = 1, . . . , N, sharing the same MUX, where N is the number of input virtual links. Assume that vl i is (σ i , ρ i )-constrained and that the virtual links are indexed in descending order of priority. Therefore BAG i ≤ BAG j if i < j. In a way similar to [5] , [7] , the schedulability test of BAG-based scheduling scheme is given by:
for i = 1, . . . , N, where C is the rate of physical link and all vl j , 1 ≤ j < i, have higher priority than vl i . Thus the first term in (17) denotes the sum of the transmission time of packets belonging to the virtual links of higher priority than vl i which, in the worst case, send their packets concurrently with vl i . The second term in (17) denotes the time to transmit the largest packet of virtual links having lower priority than vl i , while the third term denotes the transmission time of the largest packet of vl i . Conceptually, the schedulability condition given in (17) implies that the transmission of a packet of vl i should be finished within the corresponding BAG i even in the worst case. This explains obviously the sufficiency of condition (17) . Theorem 1 of [6] can be used to prove that (17) is also a necessary condition for schedulability assessment. This theorem states that assuming there are N connections and letting c i and T i denote, respectively, the maximal packet transmission time and the period of connection i, then if there exists a real number x with x ≥ 2 such that
then all connections scheduled with non-preemptive rate-monotonic (RM) will meet their deadline. In our scheme, c i and T i correspond to l max i /C and BAG i , respectively. In order to prove that (17) is a necessary condition, let's assume that there is a connection i that does not meet its deadline. Hence, the corresponding connection does not verify (17) . In other words:
Since BAG i ≥ BAG j , then rewriting (17) yields:
We get as a result:
As BAGs are harmonic, any BAG i is the integer multiple of any other BAG j . Furthermore, rewriting (19) yields:
This shows that (18) is not verified. Therefore, connection i is not schedulable with non-preemptive RM. We can conclude then that (17) is a necessary condition for vls to be schedulable for a general ES. Another way to provide a deterministic data transmission is to guarantee the maximum throughput for every virtual link. To this end, we can consider a scheduling scheme based on the rate of data flow by assigning higher priority to virtual links with higher request rate.
According to ARINC 664 standard (see [1] p.7), the maximal latency at the level of ES must be less than or equal to 500 µs for all avionic applications. Therefore, whatever the scheduling policy adopted, it is necessary to verify whether or not the maximum latency at the level of AFDX ES is smaller than a predefined value T max . Therefore, in addition to the schedulability test given in (17) , the following constraint must also be satisfied:
In fact T max may vary from one application to another depending on system requirements, provided the ARINC 664-p7 specification is respected.
V. OPTIMALITY OF OUTPUT ARRIVAL CURVES
As mentioned in Section III-A, the delay on ES depends only on the burst of the aggregate output flow. Therefore, the optimal scenario among all possible static priority scheduling schemes can be obtained by
where SP is a set of all possible static-priority scheduling scenarios and T s i is the delay encountered by vl i under the scenario s. Note that in this optimization problem, T s i is the only term depending on the scheduling policy. Therefore, the scheduling policy leading to the tightest arrival curve is the one that offers the minimal delay bound. Furthermore, T s i can be computed by either (5b), based on Network Calculus, or (16) , based on response time analysis.
Liu and Layland [23] proved that in the case of single processor, the RM scheduling is optimal among all static-priority scheduling policies when the deadline of each task is the same as its period. It is shown in [23] (Theorem 2) that the optimality of RM scheduling also holds for non-preemptive schemes. Obviously, BAG-based scheduling is a non-preemptive RM scheme. Therefore it is the optimal one in the sense defined by Liu and Layland [23] and should lead to the tightest output arrival curve.
To illustrate the influence of different static-priority schemes to the arrival curve of output flow and the delay, we consider an ES with four virtual links. The specific configuration of vl 1 ∼ vl 4 are shown in Table I . It is assumed that the data transmission rate of the physical link is 8.5Mbps. The priority of each virtual link corresponding to BAG-based and ratebased scheduling is also shown in Table I . For this configuration, there are in total 24 (according to N!) possible scheduling scenarios. In Fig. 2 , only the arrival curves tighter than that corresponding to Rate-based scheduling, as well as the one corresponding to FCFS scheduling (the worst case), are plotted. Those arrival curves are computed based on (7) and according to latency in (5b) assigned for each scheduling scenario. It is clear that the arrival curve corresponding to BAG-based scheduling is the minimal one which is denoted by Min. This confirms that the BAG-based scheduling offers the lowest latency and hence, it is the optimal policy among all the possible static-priority scheduling. This result also demonstrates that the optimality of RM algorithm given by Liu and Layland [23] holds in AFDX ES scheduling problems. Figure 3(a) shows the delay of the considered configuration under BAG-based scheduling. The delays are obtained by response-time analysis (16) and network calculus (NC) (5b). It is clear that the delay computed by response-time is tighter than that given by NC. Additionally, in the case of NC, the delay of vl 4 is more than 500 µs, which violates the schedulability condition (20) . However, this configuration is schedulable based on response-time analysis. Figure 3(b) shows the arrival curves of BAG-based scheduling according to response-time analysis (16) and NC (5b), as well the minimal arrival curve calculated based on (21) and (5b). It is clear that the arrival curve based on the response-time is the lowest one.
VI. SIMULATION STUDIES
In order to verify the validity of ES delay computation, simulation studies are carried out to measure the AFDX ES delay encountered by vls regarding different scheduling policies, BAG-Based, Rate-Based and FCFS. In this paper, the obtained results are compared with computed delay using both Network calculus and response-rime analysis.
In simulations, the configuration shown in Table I are studied with all possible static-priority scheduling scenarios. Furthermore, all 24 possible static-priority scheduling scenarios are considered in the MUX of the ES. 
A. TrueTime Based Simulation
The platform used in this paper is the Real-time network control system simulation software called TrueTime [26] . It is a Matlab/Simulink-based simulator. This toolbox facilitates co-simulation of controller task execution in real-time kernels, network transmissions, and continuous plant dynamics. The TrueTime toolbox is written in C++ MEX language, using event-based simulation and external interrupts. It provides also the possibility to write tasks as M-files, C++ functions or call Simulink block diagrams from the code functions. This toolbox includes two main interface modules -TrueTime Kernel and TrueTime Network. The Kernel module is composed of the flexible real-time kernel, A/D and D/A converters, network interface, and external access. It is responsible for I/O and network data acquisition or data processing and calculations. It can implement a control algorithm/logic and is the "brain" of every device. It uses several simple M-files (modified to satisfy needs) which handle all mentioned operations. In the kernel can be executed several independent tasks (periodic, non-periodic) which can cooperate on the same goal. Network module provides various network modules, including CSMA/CD(Ethernet), CSMA/AMP(CAN), Switched Ethernet, TDMA, FDMA, Round Robin. It supports also simulation of Wireless networks (802.11b/g WLAN and 802.15.4 ZigBee) and battery-powered devices.
For the purpose of generating delays on ESs, this simulation platform is used to implement the model of an AFDX ES with transmission rate 8.5Mbps. A TrueTime Network module is used as MUX for ES, TrueTime Kernel is used as vl to emulate periodic tasks. We add SP scheduling to the MUX by modifying the source code of the TrueTime Network module. value. This configuration will generate more congestion at the MUX and will lead to maximum transmission delay in the experiment. 2) Transmission starting time of each vl i is chosen randomly between 0 to 1 ms, while the size of vl i packet complies with the even distribution between s min to l max i . Note that s min equals to 160 bits corresponds to the size of the protocol stack headers. This case leads to more realistic scenarios. In both cases, two hundred packets, from each vl, were selected. The maximum delay is called "actual maximum value".
B. Transmission Delay Related to Different Scheduling Policies
During our simulation, the transmission delay of vl 1 ∼ vl 4 are observed for different scheduling policies. Figure 5 shows the actual maximum values of each vl corresponding to BAG-based and Rate-based, and FCFS. Note that all the 24 possible scenarios were simulated. It is clear that with different scheduling order, the delay of each vl varies as well as the total delay, which is the maximum delay necessary for all considered vls to send one packet. It can be seen that Rate-based scheduling is the worst among the considered scenarios (see Fig. 5 ) and leads to the largest total delay. Though FCFS is the worst case in computational analysis due to its independence from system characterizations, it performs better than Rate-based in simulation study. Furthermore, it is clear that BAG-based scheduling provides the smallest delay for the majority of vls and encounters the smallest total delay among all the possible scheduling scenarios. We can conclude that BAG-based scheduling policy is the optimal one for AFDX ES in simulation study. This confirms the validity and the applicability of the computational analysis.
On the other hand, estimated maximum values are larger than those obtained by simulation. This is due to the fact that estimated values are results of the worst case delay analysis which is obviously pessimistic. For instance Network Calculus considered the worst case scenario for each vl by taking into account the maximum possible latency due to competing vls. Since in the case of FCFS no priority order is taken into account, the estimated values obtained by RTA and NC are the same. We can also note that estimated values in the case of FCFS is very pessimistic because the scheduling order is unknown a priori making FCFS the worst case in computational analysis. In spite of that pessimistic prediction, it is shown that the actual maximum delay of vl 2 almost reached estimated worst case delay. Figure 6 (b) presents the distribution of packet delays for each vl. The delay equals to zero means that the corresponding vl did not wait at the MUX of ES. Figure 6 (b) also shows that the actual maximum delay, already presented in Fig 5, is rarely met by the corresponding vl. According to the ARINC 664 standard on p7 [1] , the delay jitter for a flow is defined as the transmission delay variation between any two frames of the same flow. To evaluate the jitter corresponding to the considered configuration, we have computed the standard deviation, which shows how much variation or "dispersion" there is from the "average" (mean, or expected/budgeted value). A low standard deviation indicates that the delays tend to be very close to the mean value, whereas high standard deviation indicates that the delays spread out over a large range of values. Figure 7 shows the standard deviation of the delay of each vl for different scheduling priority order. Note that, for a lightly loaded network, the standard deviation is very small compared to the maximum allowed jitter.
VII. CONCLUSION AND FUTURE WORK
The present work addresses transmission delay analysis at the level of End-System (ES). Two approaches, Network Calculus and response time analysis, are adopted to compute the upper delay bound. By establishing the arrival curve of the flow on output of ES, based on traffic shaping algorithm and service mode, the delay regarding different scheduling policies is analyzed. Computational analysis shows that BAG-based scheduling (corresponding to the classical Rate-Monotonic Algorithm) is the optimal policy at the level of AFDX ES, which leads to the tightest output arrival curve among all possible scheduling policies with static priority. Additionally, delay bound computation indicates that response time analysis provides a tighter delay bound than that obtained by Network Calculus. The simulation results confirmed the validity of the proposed analysis.
As future work, we are looking forward to extending the tools and approaches used in the present work to end-to-end delay analysis of an entire AFDX network regarding scheduling policies and network topologies in order to further optimize the system performance.
