Abstract. Motivated by applications to 3D printing, this paper presents two algorithms for calculating an ensemble of solutions to heat conduction problems. The ensemble average is the most likely temperature distribution and its variance gives an estimate of prediction reliability. Solutions are calculated by solving a linear system, involving a shared coefficient matrix, for multiple right-hand sides at each timestep. Storage requirements and computational costs to solve the system are thereby reduced. Stability and convergence of the method are proven under a condition involving the ratio between fluctuations of the thermal conductivity and the mean. A series of numerical tests are provided which confirm the theoretical analyses and illustrate uses of ensemble simulations.
1. Introduction. Ensemble algorithms are finding application in an increasing number of fields, including iso-thermal fluid flow [12, 13] , magnetohydrodynamics [11] , natural convection [3, 4] and 3D printing [14] . Recently, an effort has been put forward to consider ensemble algorithms for problems with uncertain parameters. First-and second-order ensemble algorithms were presented for iso-thermal fluid flow with constant viscosity in [5, 6] , a first-order method was presented for the heat equation with constant thermal conductivity under mixed boundary conditions in [14] , and a first-order method for the heat equation with space and time dependent thermal conductivity under Dirichlet boundary conditions was presented in [10] . Herein, we extend an earlier study [14] to include spatially dependent thermal conductivities and a second-order method.
Let Ω ⊂ R d (d = 2,3) be a convex polyhedral domain with piecewise smooth boundary ∂Ω. The boundary is partitioned such that ∂Ω = Γ 1 ∪ Γ 2 with Γ 1 ∩ Γ 2 = ∅ and |Γ 1 | > 0. Given T (x, 0; ω j ) = T 0 (x; ω j ), κ(x; ω j ), and f (x, t; ω j ) for j = 1, 2, ..., J, let T (x, t; ω j ) :
Remark: The method (4) is similar to a BDF2-AB2 method used in [9] to uncouple a pair of evolution equations with exactly skew-symmetric coupling. Remark: If −∇ · (< κ > ∇T n+1 ) − ∇ · (κ ∇T n ) is replaced with −∇ · (κ max ∇T n+1 ) − ∇ · (κ − κ max )∇T n in (3), then the algorithm is unconditionally stable; see [1] .
In Section 2, we collect necessary mathematical tools. In Section 3, we present algorithms based on (3) and (4) . Stability and error analysis follow in Section 4. We end with numerical experiments and conclusions in Sections 5 and 6.
∈ X h satisfying, for every n = 1, 2, ..., N − 1, the second-order approximation of (1) and (2):
Remark: Although, homogeneous mixed boundary conditions are considered here for ease of exposition, this is not restrictive; that is, all results follow for the nonhomogeneous case via standard techniques [2, 15] .
4. Numerical Analysis of the Ensemble Algorithm. We present stability results for the aforementioned algorithms under the following condition:
where C † = 1/2, 1/16, for the first-and second-order methods, respectively. In Theorems 1 and 2, the stability of the temperature approximation is proven under condition 9 for the schemes (7) and (8) . Moreover, in Theorems 5 and 6, the convergence of these algorithms is proven under the same condition.
Stability Analysis.
Theorem 1. Consider (7). Suppose f ∈ L 2 (0, t * ; H −1 (Ω)). If (7) satisfies condition 9, then
in equation (7) and use the polarization identity. Multiply by ∆t on both sides and rearrange. Then,
).
Use the Cauchy-Schwarz-Young inequality on ∆t(f n+1 , T n+1 h
) and −∆t(κ ∇T
Use estimates (11) and (12) in (10) with 2 1 = 2 = 1/2. This yields
Add and subtract
2 to the l.h.s. Regrouping terms leads to
Use condition 9. Then,
Multiply by 2, sum from n = 0 to n = N − 1 and put all data on the r.h.s. This yields
Therefore, the l.h.s. is bounded by data on the r.h.s. The temperature approximation is stable.
Proof. Consider equation (8) .
and use the polarization identity. Multiply by ∆t on both sides and rearrange.
). Apply the Cauchy-Schwarz-Young inequality on each term,
Use estimates (11), (15), and (16) in (14) 
2 . This leads to
Apply condition 9, multiply by 4, sum from n = 1 to n = N − 1 and put all data on the r.h.s. Then,
4.2. Error Analysis. Denote T n as the true solution at time t n = n∆t. Assume the solution satisfies the following regularity assumptions:
The error is denoted
Definition 3. (Consistency error). The consistency error is defined as
Lemma 4. Provided T satisfies the regularity assumptions 18 -19, then ∀r > 0
Proof. These follow from the Cauchy-Schwarz-Young inequality, Poincaré-Friedrichs inequality, and Taylor's Theorem with integral remainder.
Theorem 5. For T satisfying (1) and (2) , suppose that T 0 h ∈ X h is an approximations of T 0 to within the accuracy of the interpolant. Further, suppose that condition 9 holds. Then ∃ C > 0 such that the scheme (7) satisfies
Proof. Consider the scheme (7). The true solution satisfies for all n = 0, 1, ...N :
Subtract (20) and (7), then the error equation is
∈ X h and reorganize. This yields
Add and subtract (κ∇T ) and (κ ∇(
) to the r.h.s. and reorganize. Then,
The following estimates follow from application of the Cauchy-Schwarz-Young inequality,
Applying the Cauchy-Schwarz-Young inequality, condition 9, and Taylor's theorem yields,
Apply the Cauchy-Schwarz-Young inequality and condition 9,
Let 4 = 1/2. Apply Lemma 4, let r = 40 and 1 = 2 = 3 = 5 = 6 = 1. Multiply by ∆t, use the above estimates, and regroup:
Use condition (9), multiply by 2, and take the maximum over all constants on the r.h.s. Then,
Sum from n = 0 to n = N − 1, take the infimum over X h , and apply the approximation property 6. Then,
Using ψ 0 h = ∇ψ 0 h = 0 and applying the triangle inequality yields the result. Theorem 6. For T satisfying (1) and (2), suppose that T to within the accuracy of the interpolant. Further, suppose that condition 9 holds. Then ∃ C > 0 such that the scheme (8) satisfies
Proof. Consider the scheme (8) . The true solution satisfies for all n = 1, 2, ...N − 1:
Subtract (30) and (8), then the error equation is
Add and subtract (κ∇T
), and (κ ∇(2T n − T n−1 ), ∇ψ n+1 h
Let 10 = 4 11 = 1/4. Apply Lemma 4, let r = 40 and 2 = 7 = 9 = 12 = 13 = 7/4. Multiply by ∆t, use the above estimates, condition 9, and take a maximum over all constants on the r.h.s. Then,
Multiply by 4. Sum from n = 1 to n = N − 1, take the infimum over X h , and apply the approximation property 6. The result then follows by using ψ k h = ∇ψ k h = 0, k = 0, 1, and application of the triangle inequality.
5. Numerical Experiments. In this section, we illustrate the stability and convergence of the numerical schemes described by (7) and (8) using P2 elements to approximate the temperature distribution. The numerical experiments include a convergence experiment with an analytical solution devised through the method of manufactured solutions and a 3D printing application in the spirit of the work by Vora and Dahotre [16] . The software used for all tests is FreeFem++ [8] .
5.1. Numerical convergence study. In this section, we illustrate the convergence rates for the proposed algorithms (7) and (8) . Let J = 2. The unperturbed solution is given by Figure 1a for the domain and boundary conditions. The perturbed solutions are given by T (x, y, t; ω 1,2 ) = (1 + 1,2 )T (x, y, t), corresponding to κ(x, y; ω 1,2 ) = κ + 1,2 where 1 = 1e − 2 = − 2 , and both heat source and boundary terms are adjusted appropriately. The perturbed solutions satisfy the following relation, < T >= 0.5 T (x, y, t; ω 1 ) + T (x, y, t; ω 2 ) = T (x, y, t).
The finite element mesh Ω h is a Delaunay triangulation generated from m points on each side of Ω. We calculate errors in the approximations of the average temperature with the
Rates are calculated from the errors at two successive ∆t 1,2 via log 2 (e(∆t 1 )/e(∆t 2 )) log 2 (∆t 1 /∆t 2 ) .
We set t * = 1, ∆t = 0.5/m and vary m between 4, 8, 12 16, 20, and 24. Results are presented in Tables  1 and 2 . For algorithm (7), we see first order convergence in the L ∞ (0, t * ; L 2 (Ω)) norm and second order convergence in the L 2 (0, t * ; H 1 (Ω)) norm; this is, in part, better than anticipated. Regarding algorithm (8), we observe second order convergence in both norms, as expected.
3D printing application.
We now consider an application problem in the spirit of [16] to illustrate the use of ensembles. The problem is the two-dimensional heat transfer of a solid medium subject to laser heating from above by a single pulse. We let J = 3 such that κ = 110, 100, and 90. The lower corner walls are maintained at temperatures T (1, y, t; ω j ) = T (x, 0, t; ω j ) = 1 and upper corner walls allow Table 2 : Errors and rates for the second-order method. for heat flow out of the element via κ∇T · n = 1; see Figure 1b . The initial conditions are T (x, y, 0; ω j ) = 1. Moreover, the heat source, f (x, y, t), is given by
representing a pulse laser with Gaussian beam profile. The finite element mesh is a division of [0, 1] 2 into 64 2 squares with diagonals connected with a line within each square in the same direction. We use the first-order algorithm (7) with timestep ∆t = 0.005 and final time t * = 0.01. The values for each computed approximate temperature distributions and mean distribution in the L 2 norm are computed and presented in Figure 2 . We see that the temperature aproximation generated by the unperturbed thermal conductivity and the mean sit atop of one another, as expected. Moreover, the temperature approximations generated by perturbed thermal conductivities encompass the mean, evidently useful in quantifying uncertainty.
6. Conclusion. We presented two algorithms for calculating an ensemble of solutions to heat conduction problems with uncertain thermal conductivity. In particular, these algorithms required the solution of a linear system, involving a shared coefficient matrix, for multiple right-hand sides at each timestep. Stability and convergence of the algorithms were proven, under a condition involving the ratio between fluctuations of the thermal conductivity and the mean. Moreover, numerical experiments were performed to illustrate the use of ensembles and the proven properties.
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