The iterative conditional estimation (ICE) is an iterative estimation method of the parameters in the case of incomplete data. Proposed since about fifteen years, ICE works under weak hypotheses and has been successfully applied in many unsupervised processing problems. In particular, it gave good results in unsupervised image segmentation based on complex models like hidden fuzzy Markov fields, hidden evidential Markov fields, or triplet Markov fields. However, there were no general theoretical results concerning its asymptotic behavior until now. The aim of this paper is to provide a general theorem, and to specify two applications: the mixture proportion estimation in a very general setting, and estimation of the components means in Gaussian mixture. The position of ICE with respect to the "Expectation-Maximization" (EM) method is also briefly discussed.
INTRODUCTION
The iterative conditional estimation (ICE) is an iterative estimation method of parameters in the case of incomplete data. Its use asks for very weak hypotheses and it can be performed in relatively complex situations. Proposed in [13] , ICE has been successfully applied in many problems of statistical signal or image segmentation; let us mention [3, 5, 7, 8, 11, 15] among recent papers. Before, ICE also gave good results in different complex models, like hidden fuzzy (also said "mixed-states") Markov fields [16] , hidden evidential Markov fields [2] , multi-sensor Markov chains [10] , or triplet Markov fields [1] . However, there were no theoretical results concerning the asymptotic behaviour of ICE until now. The aim of this paper is to provide a general theorem, and to show that it is applicable to the mixture proportion estimation in a very general setting. 
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Let us remark that (ii) and (iii) are rather subsidiary hypotheses and are generally easy to verify. In particular, the uniformity with respect to θ can be obtained assuming that
is compact, which can often be made in real situations. Therefore the main result is the relationship between the convergence of the deterministic sequence 
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Proposition 1
The hypotheses of the theorem above are verified for each
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COMPONENTS MEANS OF A MIXTURE ESTIMATION
Let us consider the problem of estimating the means of the components in Gaussian mixture 
where j δ is the function defined on Using the theorem above, we will show the following result :
Proposition 2
Let us consider the mixture model described above. Let us assume that π σ 2 6 Let us notice that on the contrary to the example in the previous section, the theorem is used "locally" in the sense that the true parameter θ is assumed to be close enough to the q θ . Of course, as θ is not known, such kind of hypotheses is difficult to verify in real situations.
ICE AND EM
The ICE method resembles to the well known iterative EM method [12, 17, 18] [18] . The EM and ICE obtained sequences are different in general, and, as ICE does not use any "likelihood maximization", it is in general easier to implement. In fact, the "maximization" step in EM can pose calculation problems, especially in complex models. When its exact computation is impossible, one can consider different approximation techniques, often of stochastic nature. However, these different approximation methods are, in general, difficult to study from the theoretical viewpoint and it is difficult to show that the good asymptotic properties of the Maximum Likelihood estimator are saved [4, 12, 17, 18] . Let us mention that some relationships between EM and ICE have been studied in the frame of exponential models in [6] , and it has been showed that in some situation ICE can give the same sequence as EM. In particular, when the principle of the EM leads to explicit calculations in the mixture proportion estimation above, the obtained formulas are strictly the same as the formulas obtained with ICE. Therefore, in this case ICE can be seen as a generalisation of EM. Otherwise, the ICE iterations in the example in section 4 are strictly the same that those obtained with EM; thus this example can also be seen as an original way of studying the EM convergence.
CONCLUSION
We considered the problem of the Iterative Conditional Estimation (ICE) convergence in the case of independent and identically distributed data. A general theorem has been established and its interest has been validated through two classical examples concerning mixture estimation. Some advantages of ICE over EM have also been briefly mentioned.
