ABSTRACT The technology of software-defined devices has great prospect in updating the programs of the sensing devices to enable the devices to adapt to the new environments and applications. However, to effectively spread the code to each node in the software-defined-based wireless sensor networks (WSNs) is still a challenging task. In this paper, a proportion to duty cycle length-based broadcast (PDLB) scheme is proposed to disseminate code in duty cycle-based WSNs in a fast and energy-efficient style. In PDLB scheme, the sink first initiates a code broadcast. Then, the nodes that have received code start counting and calculate the priority of broadcasting based on an improved counter-based priority broadcasting approach proposed in this paper. Next, the nodes with the highest priority select k slots to broadcast according to the length of duty cycle so that the code can be spread from the sink to the network periphery. Finally, the nodes that have not obtained the code wait for a period of timeout to broadcast to actively send code request; after receiving code request, the node that obtained the code initiates a code broadcast to cause the code requester to obtain the code. The PDLB scheme has been validated by comprehensive experiments that show the following regularities. The smaller the count threshold value C h , the larger the number of slots selected for broadcasting that can guarantee a certain coverage ratio, while the code dissemination speed slows down at the same time. The longer the duty cycle is, the more the broadcast time is required, and the larger the transmission delay is. For each slot added in a working cycle, the number of broadcasts is increased by 1.54%-33.33% and the transmission delay is augmented by 2.27%-70.04%. The higher the node density is, the shorter the code spread speed is. As the network density increases, the transmission delay is reduced by 0.83%-65.87%. When the number of broadcasting slots is half of the total number of slots in a work cycle, the energy consumption reaches the lowest value.
I. INTRODUCTION
Wireless sensor network is self-organized to form by numerous sensor nodes [1] - [3] , each node of which is mainly composed of wireless communication components, processors, memory, sensing components, batteries [4] - [7] . Due to fast development of microprocessor technology, sensor
The associate editor coordinating the review of this manuscript and approving it for publication was Ying Li. nodes have stronger performance and cheaper price [8] - [10] which can make a huge contribution to Internet of Things (IoT). According to the researches, the performance of personal mobile phone processors is faster than that of personal computers ten years ago. The storage capacity, such as memory size, is larger than that 10 years ago in personal computers [11] - [13] . Besides, the technology in the sensing devices has advanced rapidly, and it has a qualitative improvement in sensing the types of surrounding environment data and data sensitivity, range and other performance indicators [14] - [16] , making a rapid development on wireless communication capability [17] , [18] , and greatly improving sensor-based applications [19] - [21] . Wireless sensor network can be widely applied to industrial production line monitoring [22] - [24] , crop temperature, humidity perception [25] , [26] , traffic flow monitoring [27] - [29] , geological hazard warning and monitoring [30] - [32] , life monitoring, personal health monitoring [33] , [34] , location-based services [8] , [35] - [37] and etc. Moreover, with the development of the sensing devices technology, various sensing devices are applied to different equipment, which not only enables the wireless sensor network to further expand its application domain and form a pervasive perceptual network, such as crowd source network [14] , [15] , [38] , [39] and fog network [12] , [42] , [43] that are the significant components of the Internet of Things (IoT) [5] , [20] , [44] - [46] , but also makes the current network architecture and computing model undergo a profound evolution [8] , [47] , [48] , such as the conversion from the cloud computing model [9] , [15] , [31] to the edge computing model, from the central network to the evolution of the Edge network [6] , [9] , [49] .
Another technology that influences the wireless sensor network deeply is the software define devices technology [44] , [50] - [53] which adopts the idea of the software implementation of hardware devices, holding that the main function is implemented by the configured software while the device only provides the fundamental hardware [44] , [50] - [53] . That is, for the technology, when the software configured by the hardware devices is different, the function of device is different. Therefore, such technology has a great prospect since it enables the device to have new functions without replacing the hardware device, thereby expanding the scope of its application, greatly extending its service time, reducing the time, delay, cost and other insufficiencies caused by the replacement of equipment. What's more, the deployed wireless sensor network allows the new code to be propagated to each node through the network, then the nodes recompiles the code such that sensor nodes have new functions to adapt to new perception and monitoring requirements [44] , [50] - [53] .
However, how to spread the code from the sink node to each node in the network is still a challenging task, which is the research content of this paper [50] - [53] . In fact, the sink not only needs to spread the code to the entire network, but also needs to release some information to the entire network, or shares data with each node in the network [50] - [53] . Thus, sharing code, data, or information into the network or spreading code to every node in the network is essentially about how the sink spreads data across the network. In fact, there have been some researches on how the sink node spread code to the whole network. The main criteria for evaluating these researches are as follows: (1) The time required for data to be spread to the entire network, sometimes expressed as delay or latency, that is, the time starting from spreading the data by the sink until the last node in the network receives the data [50] - [53] . Obviously, it is required that the diffusion delay be as small as possible in practice, since the smaller diffusion delay is important for some key applications. Taking industrial control for example, the sensing device monitors the temperature of the boiler and takes corresponding measures for different temperatures in the boiler, while a larger delay may result in loss for the sensing device failing to take corresponding measures to change the temperature. During the code diffusion, the sensor node that receives the code first compiles the code and then has a new monitoring data collection function, while the node that does not receive the code still uses the old data collection strategy, which will cause inconsistencies in data collection for a period of time in the network. Obviously, the time of data inconsistency in the network should be as short as possible. In other words, the shorter the delay is, the better the network performance is. (2)A low energy consumption makes a high network lifetime. During the code diffusion, the energy of sensor nodes needs to be consumed. Therefore, the code diffusion strategy should be designed to consume the energy of the node as less as possible, thus allowing the network to have a high lifetime [50] - [53] . (3) Other performance, such as simple strategy, wide applicability, robust and easy implement, strong scalability and so on [50] - [53] .
There have been some researches on code diffusion for wireless sensor networks, which fall into two categories: one is centralized code diffusion scheme, in which the timing of each node for broadcasting code is planned in advance and then the code diffusion task can be completed by broadcasting according to the planned time sequence [50] - [53] . The advantage of this scheme is that the transmission delay and energy consumption are both relatively small, making it possible to find an optimized diffusion path in advance. However, the fatal deficiency of that is the poor scalability because the sink node calculates the timing of the diffusion of each node before knowing the whole network topology. Therefore, this scheme is not suitable for changing the network where the code diffusion cannot be performed at any time [50] - [53] . Another scheme is called distributed code diffusion scheme. One of the most classic methods is to implement the code diffusion based on flooding, where each node that receives the code merely broadcasts once. Therefore, this scheme generally has good applicability to the network since it is not necessary to know the topology of the network beforehand [54] and it is especially suitable for networks where nodes may be ineffective and the packets loss ratio is high.
Although there are some shortcomings such as high redundancy of broadcast-packets and high energy consumption of nodes [54] in distributed code diffusion scheme, this type of scheme will have the superiorities of low transmission delay and strong adaptability [55] if the number of broadcasts can be better controlled so as to reduce the number of redundant retransmissions of broadcast-packets. Therefore, this paper aims to propose a distributed code diffusion scheme. However, the main disadvantage of the scheme is also obvious. As each node broadcasts once, it can result in a large number of redundant transmissions, which can cause high channel contention and collisions. This phenomenon is referred to as the broadcast-storm problem [54] , [55] . Thus, how to mitigate the broadcast-storm problem is the most important problem in this kind of code diffusion scheme. Since the key to alleviating the broadcast-storm problem is to reduce the number of broadcast-packets, if some nodes are restricted for broadcasting, the number of duplicate packets can be reduced and the code diffusion performance will be improved. However, how to determine whether a node broadcasts or not is significant because if the transmissions of broadcast-packets of some key nodes are inhibited, some nodes will not receive the packets and transmission delay will become longer; otherwise, the delay will become shorter and the high reachability will be achieved.
To mitigate the broadcast-storm problem, numerous counter-based broadcast schemes have been proposed [55] . There are two important parameters set in the counter-based broadcast schemes. One is called the count value (C m ), and the other is the random access delay (RAD) indicating the length of time value that needs to be timed. The node counts the number of duplicate packets received. As soon as the RAD timer expires, the node compares the count value with a fixed count threshold value (C h ). If C m ≤ C h , the node transmits the packet; otherwise, transmission of the packet is inhibited [55] . What's more, Jung et al. [49] improved this scheme, not only by considering the count value as the sole criterion, but also by considering the following factors comprehensively: (1) coverage area, which refers to the exact additional coverage area of the node that receives the same packets from two different nodes. Obviously, the larger the coverage area, the better the code diffusion performance. In other word, the nodes with the largest additional coverage areas selected for broadcasting can speed up the diffusion of code. Since code needs to be spread as far as possible from the broadcasting source, the nodes further away from the broadcasting nodes are given higher priority to promote the spread of code diffusion. Finally, Jung et al. [55] also designed the code propagation scheme by combining the remaining battery of the node, and found that the proposed scheme is more effective.
Although a lot of code or data diffusion schemes have been proposed [54] - [58] , all of these schemes are aimed at the networks where nodes remain active all the time. In such networks where all nodes always remain active, when a node broadcasts, nodes in its transmission range can receive the code. In reality, however, this method consumes a lot of energy from nodes, which affects the network lifetime, so the majority of networks do not keep the nodes always active in order to save the energy. Therefore, much duty cycle based WSNs have been applied [52] , [57] , [58] . In such networks, the time is divided into units of equal length called slot and then a work cycle can be composed of n slots. Each node in a work cycle merely selects one slot as a work slot to awake and sleep in other slots in order to save energy [52] , [35] .
Since the energy consumption of a node in sleeping state is several orders of magnitude lower than that of a node in active state, the duty cycle based WSNs can consume the energy more economically, thus prolonging the lifetime of network [52] , [57] , [58] .
However, the duty cycle based WSNs brings a serious challenge to code broadcasting [52] , [57] , because the schemes in which the node keeps awake all the time cannot be used in duty cycle based WSNs [52] , [57] ,. Even if the broadcast method based on flooding [56] , which is the most energy-consuming way, is used in duty cycle based WSNs, the code propagation is not necessarily performed efficiently. The reason is that when a node broadcasts in duty cycle based networks [52] , [57] , only nodes that are in the broadcast range and awake at the same slot with the broadcast node can receive the code, thereby the current schemes cannot be applied in the duty cycle based WSNs. Therefore, it is very important to propose a code diffusion scheme for duty cycle based WSNs. In this paper, a proportion to duty cycle length based broadcast (PDLB) scheme is proposed to disseminate code in duty cycle based wireless sensor networks with an energy efficient and fast style. The main innovations of this paper are as follows:
(1) This paper first proposes a code (or data) diffusion algorithm for duty cycle based WSNs, which solves the problem of lack of suitable code disseminate scheme in the duty cycle based WSNs.
(2) A proportion to duty cycle length based broadcast (PDLB) scheme is proposed to disseminate code in the duty cycle based wireless sensor networks with an energy efficient and fast style. First, an improved counter-based priority broadcasting approach determines the broadcast priority of broadcasting nodes. Unlike previous schemes, the broadcasting nodes can broadcast many times, they select k slots for broadcasting according to the length of duty cycle. After that, the nodes that have not obtained the code actively send code request during the time starting from spreading the data by the sink until the process of broadcasting ends by using a timeout active request code (TARC) method to receive the code.
(3) The PDLB scheme has been validated by comprehensive experiments. The experimental results show the following regularity: (a) The larger the count value C m , the larger the number of slots selected for broadcasting that can guarantee a certain coverage ratio, while the code dissemination speed slows down at the same time. (b) The longer the duty cycle of a node is, the more the broadcast times is required, and the larger the transmission delay is. For each slot added in a working cycle, the number of broadcasts is increased by 1.54%-33.33% and the transmission delay is increased by 2.27%-70.04%. (c) The higher the node density is, the faster the time required for broadcasting is and the code spread speed is. As the network density increases, the proportion of number of broadcast nodes is reduced by 0.38%-43.84%, and the transmission delay is also reduced by 0.83%-65.87%.
(d) When the number of broadcasting slots is half of the total number of slots in a work cycle, the energy consumption reaches the lowest value.
The rest of this paper is organized as follows: Section 2 summarizes the related work. Then, the network model and problem statement are presented in Section 3. In Section 4, the PDLB scheme is proposed in detail. The theoretical analysis and simulation results for the proposed PDLB scheme are presented in Section 5. Finally, Section 6 gives conclusions.
II. RELATED WORK
In fact, as the wireless sensor network first appears, sending data from the sink to the entire network becomes an important operation in its network [59] - [62] . However, before the software define devices technology being mature, sending data from the sink to the entire network is often used for network maintenance [63] , topology information [64] , and routing information broadcast [65] . In this type of operation, the amount of data that needs to be transmitted is small, and is not frequently operated, which has little effect on the energy consumption of the network. Therefore, the simple flooding operation can meet the needs of the application [56] . However, after the software define devices technology appears, in the wireless sensor network, the sink is generally connected to the Internet by wired or other communication means. After the program code upgrade for the sensor node is completed, it can be easily transferred to the sink via the Internet. However, the spread from the sink to the entire network is a certificate issue [50] - [53] . Since the program code used for upgrading the sensor node is relatively large, the transmission itself consumes enormous energy, and if the flooding method is still used, it will cause multiple repeated redundancy, thus seriously affecting the network lifetime. Therefore, the researchers have conducted bunches of related research. These studies can be mainly divided into two categories according to the way they are transmitted:
(1) Distributed code propagation scheme based on flooding operation [55] , [56] . In this method, each node in the network that receives the code will broadcast once, obviously causing many redundant transmissions. Therefore, in many studies, the flooding broadcast method will be improved mainly to constrain some nodes from participating in the broadcast, so as to reduce the flood storm of the network.
(2) The other method is the centralized code diffusion [50] - [53] . In this method, the sink obtains the topology of the entire network in advance, and it then calculates to determine whether each node broadcasts and the timing of broadcast according to the corresponding code diffusion algorithm. Obviously, in this centralized method, only the necessary nodes initiate the broadcast operation, thus greatly reducing the number of transmissions and making the required propagation time relatively small. However, the time and energy consumption still cannot be ignored because the sink needs to know the topology of the entire network in such method, and each node in the network needs to aware when the sink calculates the code diffusion method.
Code (or data) diffusion methods can be divided into the following two categories: (1) Code dissemination for none-duty cycle based WSNs; (2) Code dissemination for duty cycle based WSNs. Currently, flooding code propagation strategy is generally used for none-duty cycle based WSNs. The centralized code propagation scheme has been used in a lot of research for none-duty cycle based WSNs and duty cycle based WSNs. The following is a summary of the related work.
A. CENTRALIZED CODE DISSEMINATION SCHEMES 1) CENTRALIZED CODE DIFFUSION STRATEGY IN NONE-DUTY CYCLE BASED WSNs
In this kind of network, each node is always in the active state. Therefore, if a node broadcasts, all nodes in its broadcast range can receive the code. The main concern in this kind of research is how to enable the code propagate to the entire network with the least transmission, which is called minimum-transmission broadcast (MTB) problem [66] . Because the smaller the number of transmissions, the least amount of energy the code diffusion consumes, this is beneficial to the system. The general method is to find a Minimum Connected Dominating Set (MCDS) to complete code diffusion [66] . The MCDS is a set containing the sink node and the smallest number of connected nodes that cover the whole network. Because of the connectivity in the MCDS, the broadcast of the code from the sink can reach all the other nodes in the set. Benefiting from the nodes covering the entire network in the MCDS, when each node on the MCDS sends the data once, every node in the network receives the code. Therefore, in this kind of code propagation, the most critical task is to build the MCDS. Once the MCDS is built, it only needs to start from the sink. Once the node on the MCDS receives the code, it will broadcast the code once to complete the code diffusion task. However, building the MCDS is not an easy task. Some researchers have pointed out that building MCDS is an NP-hard problem [66] . Therefore, constructing an approximate optimal MCDS is a commonly used method. In this method, the energy consumption of code propagation is relatively small.
2) CENTRALIZED CODE DIFFUSION STRATEGY IN DUTY CYCLE BASED WSNs
The code diffusion strategy described above is based on the premise that node is always active. In this way, once a node on the MCDS broadcasts, the nodes in the coverage range can receive the code for sure. However, the duty cycle based WSNs is not the same case. In such a network, each node has many slots, and the node only selects one slot for work, that is, the node is active in this selected slot and sleeps elsewhere. Thus, in the duty cycle based WSNs, if a node broadcast only once, each node in the network may not be able to receive the code. Because when the node broadcasts, only the node in active status and in broadcast coverage will receive the code. The nodes that are not in the same slot active as the broadcast node will not receive the code. Therefore, some researchers [64] have improved the MTB scheme to apply it to the duty cycle based network. The main improvements are as follows: (a) First: set each node in the MCDS to keep active in all n slots during code propagation, thus ensuring all nodes in the MCDS can receive the code only after one broadcast. (b) After the node on the MCDS receives the code, each node can broadcast at most k times to ensure that each node can receive the data.
The simple method described above is feasible, but it is not necessarily an optimization method. First, the nodes on the MCDS do not have to be active all the time, but only need to be active when broadcasting, so that the number of broadcasts can be reduced. Secondly, if the active slot selected as the node on the WSNs is the same as the active slot of the most nodes in the broadcast range, the node broadcasting once will enable the most nodes to receive the code, which can reduce the number of broadcasts. Thus, Hong et al. [68] proposed two new MTB-duty cycle schemes, namely centralized SCA (CSCA) algorithm, and distributed SCA (DSCA) algorithm.
3) THE INTEGRITY SCHEME FOR REDUCING BOTH DELAY AND BROADCAST TIMES
The study of reducing the delay and the number of broadcasts at the same time is called the minimum latency broadcast scheduling (MLBS). In this method, not only the energy consumption of the node is reduced, but also the time required for broadcasting is reduced, namely latency.
In the centralized code diffusion scheme in the none-duty cycle based WSNs, the latency difference between different strategies is small. However, in the duty cycle based WSNs, the latency difference between different strategies are relatively large. Moreover, there is also a tradeoff between latency and energy consumption. Generally speaking, more energy sacrifice can reduce the latency. When the energy consumption is small, it is possible to have a larger latency. The normal MLBS strategy is to arrange the broadcast of the node by selecting appropriate active slot and minimizing latency and broadcast times through broadcast timing. However, the effect for this type of method that improves network performance is small after all. Liu et al. [69] proposed a strategy that can modify the original strategy with little or no modification, reducing the latency and maintaining a high lifetime. The method they used is as follow: because of the high energy consumption of the nodes in the near sink area during data collection, the energy consumption of the nodes in the far sink area is small and thus there is energy surplus. Therefore, they increase the number of active slots with energy remaining nodes. For example, if the active slot of the node can be increased, then all the added active slots can be added to the same slot, and the same as the broadcast slot on the MCDS. In this way, only the nodes on the MCDS need to broadcast once to ensure that all nodes in the network can receive the code. It is also possible to effectively reduce the latency in the situation of increasing the active of some nodes.
Another way to reduce the latency in code propagation is the method proposed by Yang et al. [48] which is designed to increase the broadcast radius. The idea of this type of method is to make full use of the remaining nodes of the far sink area to increase its broadcast radius. Since increasing broadcast radius can make the broadcast range larger, the number of nodes that get code in one broadcast is more. After increasing the broadcast radius, the number of hops required from the sink to the edge of the network is reduced, thereby reducing the number of hops and the propagation time so as to reduce the latency.
B. DISTRIBUTED CODE DISSEMINATION SCHEMES
At present, distributed code dissemination schemes have caused extensive concern due to wide applicability, low requirement for network and simple algorithm. However, the current proposed schemes based on flooding algorithm are all used for the network where each node is awaked continuously. Since the traditional flooding algorithm leads to many redundant broadcast-packets and high energy consumption which result in low network lifetime, the present schemes are improved on the basis of flooding scheme, which mainly inhibit some nodes to rebroadcast so that the number of broadcasts reduces and the broadcast storms can be avoided. Meanwhile, most of schemes proposed for code diffusion are based on counter-based broadcast scheme [55] . This scheme reduces the broadcast storms mainly by means of counting to limit some nodes to rebroadcast, and the idea is described as follow: the system first sets count threshold value (C h ) and random access delay (RAD), then the node starts to count the number of packets received (C m ) as soon as it receives at the first time during RAD. When the RAD timer expires, if C m > C h , the node will no longer broadcast, otherwise, the transmission of packets is allowed. Obviously, when a too short RAD is used, the possibility that a node relays broadcast-packets increases. On the one hand, the purpose of inhibiting nodes to broadcast is to avoid the broadcast storm so as to reduce energy consumption. On the other hand, the sink node is the origin of packet, so the nodes selected for broadcast are required to spread packet to areas as far as possible from sink node, which can speed up the spread of packets. What's more, according to the main factors of selecting broadcast nodes, code propagation in none-duty cycle based WSNs can be divided into following categories: (1) distance aware counter-based broadcast (DCB), (2) neighborhood-aware counter-based broadcast (NCB), (3) battery-aware counter-based broadcast (BCB) [55] .
(1) Le et al. [67] proposed a DCB scheme in which the RAD was determined based on the distance between itself and the broadcasting node. If node is farther away from the broadcast node, the RAD used is shorter, so the probability of broadcasting is larger, the RAD is defined as follow:
where T max is the maximum random access delay, r is the broadcast radio of node, rand [0, 1] is a uniformly distributed random variable between 0 and 1, and D is the distance from the broadcast node. As seen from Eq.1, when a node is farthest from broadcast node, RAD = 0, that is to say, no matter how large the count threshold value is, the node is bound to broadcast. The closer a node is to broadcast node, the larger the random access delay is, so the probability of broadcasting becomes smaller, thereby the possibility that a node far from the broadcasting node relays packets decreases, thus accelerating the spread of packets. The advantages of the DCB scheme is that it is simple and easy to implement, but the drawback is that each node in scheme needs to know the location of itself and broadcasts node so as to calculate the distance from broadcast node, which requires node to have function of positioning. Therefore, for some networks that are relatively simple and unloadable, it is not possible to use the DCB scheme. Another drawback is that the node can only calculate the distance between itself and broadcast node, without considering the specific location of itself, which may cause some bad consequences. For example, a node may be located at a certain position between the sink node and the broadcast node. Thus, if the node is selected as broadcast node, it does not increase (or rarely increase) the additional coverage areas in network. In other words, the broadcast of this node is invalid, only the nodes that are locate outside the sink node and broadcast node can effectively promote the spread of packets.
(2) Neighborhood-Aware Counter-Based Broadcast (NCB) Scheme in which a node receiving a packet determined a RAD based on the number of neighbor nodes is proposed. The general idea of the NCB scheme is that the possibility of node with a large number of neighbors relays packets increases, which is due to that a node with more neighbors broadcast once can make more neighbor nodes receive packets. Conversely, the possibility of node decreases. In the NCB scheme, there is a significant parameter RF, which is a random factor. RF is set to one of two values: RF1 or RF2, where RF1 is less than RF2. The average number of neighbors of a node is represented by n avg and the actual number of neighbors of a node is represented by n nei . If n nei > n avg , RF is set to RF2; otherwise the RF value is set to RF1. The RAD value is shown as below:
In fact, the NCB scheme also controls the probability of node broadcasting by adjusting C h . When n nei of node is large, C h is comparatively large, which ensures that a node with a large number of neighbors is selected for broadcasting so that more nodes can receive packets in once broadcasting.
(3) Battery-Aware Counter-Based Broadcast (BCB) Scheme [71] is a method where the possibility of a node relay packets is determined on the remaining battery level. In the BCB scheme, a node with a high battery level employs a large C h , and RAD is mainly calculated by C h . When C h is large, the RAD of node is shorter. According to the way the BCB scheme is set, it is obvious that the higher the remaining battery level of node is, the bigger the probability of node that relay packet is. In this way, the energy consumption of network can be counterpoised.
(4) Comprehensive scheme. The scheme proposed by Jung et al. [55] is essentially a synthesis of the calculation of C h and RAD in the above schemes. They added an index called the additional coverage area in the proposed scheme. This index refers to the size of broadcasting area that can be increased when the selected broadcasting node broadcasts. Their scheme also considers other performance indicators, such as the distance from the broadcast node, the density of the nodes, and the remaining battery of the nodes. Jung et al. [55] synthesized these factors to determine both C h and RAD, and verified the effectiveness of this method through experiments.
In the previous section, we reviewed the code (or data) diffusion schemes in wireless sensor networks. Here are some conclusions: (1) if applying a centralized code diffusion protocol, the propagation speed will be faster, the latency will be smaller, and the number of transmissions will be relatively small [50] , [69] . As for the centralized strategy, there are studies on non-duty cycle base WSNs, and on duty cycle based WSNs. Relatively speaking, for non-duty cycle based WSNs, due to nodes being in the active state all the time, the code diffusion protocol requires fewer transmissions and less latency. The code diffusion strategy of the duty cycle based WSNs is more complicated and requires more transmissions. However, it does not mean that the duty cycle based WSNs have longer lifetime. The main work of WSNs is to collect data rather than code diffusion. Therefore, in the duty cycle based WSNs, nodes are in the sleep state at most of the time, which saves energy. The drawback of the code diffusion strategy is that the network topology needs to be known before implementation, and the scheduling result needs to be sent to all nodes in the network. It is not easy to implement it in the networks where the network topology changes frequently. (2) Distributed counting-based code diffusion strategies [55] , [70] , [71] . In this type of diffusion strategy, the essence is that nodes forbid some nodes which are useless for broadcasting codes from broadcasting through certain constraints, thus reducing redundant broadcasts. The mechanism is that the node starts to time when it receives the code and counts the number of received codes. The duration of the timer and the counts have a threshold. When the time is up, if the number of the code received by the node is less than the threshold, the code broadcast will perform. Otherwise, the broadcast will not perform. The purpose of restricting some nodes from broadcasting is thereby completed through such a method. The count-based strategy sets different thresholds according to the distance from the broadcast node, the remaining energy, and the number of neighbor nodes.
It is worth noting that the proposed distributed code diffusion strategy is for non-duty cycle WSNs. There is no code diffusion strategy for duty cycle based WSNs. Because the code diffusion protocol of duty cycle based WSNs is more challenging, and due to the higher network performance and lifetime of the duty cycle based WSNs, the research is more meaningful. Therefore, the research goal of this paper is to propose a code diffusion strategy in the duty cycle based WSNs.
III. NETWORK MODEL AND PROBLEM STATEMENT A. NETWORK MODEL
The network model used for this paper is shown in Figure 1 . There is a circular wireless sensor network with radius R, with a source node S, and n similar homogeneously distributed nodes. Thus, the entire network can be represented as W =
where v i is the node ID. The sink node S deployed in the central of network is responsible for broadcasting. The radius of packet transmission is r and the transmitting of packets can be done mainly by nodes broadcasting. In the network, the normal nodes are driven by the same battery and have limited energy, the initial energy of which is set as E init . Each node adopts an independent sleep/wake scheduling to work in asynchronous wireless sensor networks (WSNs). The time required for nodes working is divided into some slots and nodes can receive or broadcast a packet in one slot. During a working cycle, nodes that receive packet only can wake up at one slot and sleep in others, but nodes that broadcast packet can wake up in several slots. What's more, the length of each working cycle is T and the number of slots in it is |T |, then the working cycle can be expressed by {0, 1, 2, 3, . . . |T | − 1}. Taking |T | = 3 for instance, it represents that the working cycle of nodes is comprised of three slots, numbered 0, 1, 2, and each node randomly chooses one slot as work slot (active slot) to work and sleep in other slots. During initialization, each node can know the active slot of neighbors through the way of communicating with each other reciprocally.
Like the energy consumption model used in most researches, there are three types of energy consumption that exist in the model when broadcasting. The first type is the energy consumed when a node broadcasts a packet, which is defined as E s ; the second type is the energy consumed when a node receives a packet, which is define as E r ; the third type is the energy consumed when the node only remains active, which is defined as E a . Meanwhile, it is assumed that the data packet is at the same size, so the energy used for broadcasting and receiving is unchanged, that is to say, E s and E r maintain the same value during the whole code propagation process.
For the convenience of readers, the following Tables summarize the symbols and the terms used in this paper, respectively.
B. PROBLEM STATEMENTS
The broadcast-based code dissemination schemes with distributed and dynamic adaptively have wide applications in reality, but they are all aim at non-duty cycle WSNs so they are not suitable for duty cycle based WSNs. Therefore, the goal of this paper is to propose a code dissemination scheme to disseminate code in duty cycle based wireless sensor networks. And the key performance indicators are as follow:
1) MINIMUM BROADCAST TIMES
In this paper, B is defines as broadcast times, B i of node v i is defined as the number of times that node v i broadcasts data packet. General broadcast times of the networks is 1≤i≤n B i . Therefore, the goal of this paper in the aspect of the broadcast times can be summarized as the following formula:
2) MINIMUM ENERGY CONSUMPTION
In this paper, E is defined as energy consumption, the energy consumption of node v i is defined as the energy which v i uses to transmit the data packet, receive the data packet and wake up during the whole time from when S sends the data packet to when all nodes receive the data packets. Let p i , q i , r i are respectively the number of times v i sends the data packet, the number of times v i receives the data packet, and the number of times v i wakes up during the code dissemination in the whole networks. Accordingly, the energy consumption is 1≤i≤n (p i E r + q i E s + r i E a ) Therefore, the goal of this paper in energy consumption can be summarized as the following formula:
3) MINIMUM TRANSMISSION DELAY
In this paper, D is defines as transmission delay, D i of node v i is defined as the number of slots between sending code from S and reception of code by v i . General the delay of the last node receiving code in the network is max( 1≤i≤n D i ). Therefore, the object of this paper in terms of transmission delay can be summarized as the following formula:
Therefore, the aim of the whole paper is to minimize the broadcasting times, the energy consumption and the transmission delay, which can be expressed by the following formula:
IV. CODE DISSEMINATION SCHEME DESIGN A. RESEARCH MOTIVATION
Although there is no data or code dissemination scheme for duty cycle based WSNs, it is natural to extend the code dissemination scheme for non-duty cycle WSNs to the duty cycle based WSNs. Therefore, this section discusses the advantages and disadvantages of previous code dissemination scheme directly applied to the duty cycle based WSNS through several specific examples, thus illustrating the motivation of the proposed scheme by describing the process of nodes broadcasting. For the convenience of research, the number of slots in one working cycle reduces by half. And the network topology can be seen in Figure 2 . In such a network, the duty cycle |T | = 4 means that one duty cycle consists of four slots, numbered {0, 1, 2, 3}. There is a solid line between the nodes to prove that they are neighbor nodes for code delivery.. Assuming that if there are only broadcast nodes around the node, the node will no longer be broadcast. In order to allow code to spread in duty cycle based WSNs, a method of the number of selected slot for broadcast (NSSB) can be proposed in PDLB scheme, in which a node selected for broadcasting can select k slots to broadcast. Nevertheless, in order to limit the impact of broadcast storm, a method that restricts nodes broadcasting similar to previous strategies is adopted. The system first sets a counting threshold value (C h ). Besides, random access delay (RAD) and the count value (C m ) are set for keep track of the number of repetitive broadcast-packets. Then, the node counts the number of packets received during RAD. If at the end of time, C m > C h , the spread of broadcast-packets is inhibited. On the contrary, the node spreads the broadcast-packets. Therefore, C h = 2, RAD = 1 can be set in this research, that is to say, if the waiting time exceeds 1, when C m > 2, the broadcasting of node is inhibited, otherwise it can broadcast packet. Next, the performance of code propagation can be compared during the following three aspects:
A natural idea of extending the previous code diffusion scheme for non-duty cycle based WSNs to duty cycle based WSNs is that each node receiving code determines whether to broadcast according to the count value in its own active slot, and if the number of nodes that first receive the code in one work cycle is zero, the code broadcasting terminates. In this way, the broadcasting process and result of spreading code by v 1 , v 2 , v 3 are illustrated in Figure. Table 3 shows the delay, broadcast and receiving times of all nodes in the model shown in Figure 2when NSSB method (k = 1) is adopted. The minimal transmission delay is 12, the total broadcast times is 8 and the number of receiving nodes is 10, which confirms that message coverage of network is only 40%. It can be seen that in this method, simply applying the traditional code dissemination scheme in duty cycle based WSNs may lead to 60% of the nodes failing to receive the packets, which is not suitable for the current application demand. Moreover, network message coverage will decrease accordingly with the decline of |T |. For instance, in the network given above, the network message coverage is only shown as 40% when |T | = 4, so it can be found that the network message coverage is less than 20% when |T | = 8, which is far from satisfaction to the requirement of application. Although the amount of data transmitted and received are relatively small and the delay is small, in this way, the message coverage rate if this method, which is the main goal of code diffusion, is too far from the required requirement to become meaningless.. As a result, it is not appropriate to simply extend the previous code dissemination scheme for none duty cycle based WSNs to the duty cycle base WSNs.
2) BROADCAST IN ALL SLOTS, NAMELY THE CASE OF k = T IN NBBS METHOD
When k = 1 in NBBS method, since each node has multiple slots but only broadcasts in one slot, the network message coverage is low and dissatisfies the application requirement. Incidentally, in order to reduce unnecessary broadcast times, if there is no active node in a certain broadcast slot of the node, the broadcast will be prohibited. In this situation, |T | = 4, then k = 4 in this method. Below we experiment to verify the effect of code diffusion under this kind of method. Table 4 shows the delay, broadcast and receiving times of all nodes in the model shown in Figure 2 when NSSB method (k = 4) is adopted. It is easy to see that transmission delay is 15, total broadcast times is 29 and the number of receiving nodes is 25. Compared with k = 1 in NBBS method, the delay is increased by 25%, the total broadcast times is increased by 262.5% and the total number of receiving nodes is increased by 150%, reaching the coverage of the whole network message. However, broadcast and receiving times are both relatively large, resulting in large energy consumption.
3) BROADCAST IN SOME SLOTS, NAMELY THE CASE OF 1 < k < T IN NBBS METHOD
Obviously, based on above analyses, we can know that when k = 1 in NBBS method, although the broadcast times paid for system is the least, its network message coverage rate is not consistent with the application demand. While k = |T |, it can fully satisfy the demands of 100% network message coverage but the broadcast times and energy consumption are relatively large. Therefore, naturally, if k can be taken value in (2 . . . |T | − 1), the tradeoff between energy consumption and network message coverage will be reached.
Therefore, k = 2 can be adopted in NBBS method, that is to say, the node selected for broadcasting randomly selects two slots to broadcast so that more nodes can get code. By this way, the broadcast process and result can be shown in Figure. Table 5 shows the delay, broadcast and receiving times of all nodes in the model shown in Figure 2 when NSSB method (k = 2) is adopted. The transmission delay is 13, the total broadcast times is 18 and the number of receiving nodes is 18. In comparison with k = 1 in NBBS method, they are increased by 8.33%, 80%, 125% respectively; in comparison with k = 4 in NBBS method, they are respectively decreased by 13.33%, 28%, 57.89%. So in the case of 1 < k < |T | in NBBS method, the energy consumption can be minimized while guaranteeing a certain packets coverage.
After broadcasting in three ways mentioned above, we can draw a comparison chart of the three ways as shown in Figure 6 .
We can see obviously in Figure. 6 that with increase of k, except for the number of broadcast nodes, other parameters are on the rise. Furthermore, the larger the value of, the greater the energy consumption, and the network message coverage increase. Only when k = 4, namely k = |T |, the code can fully spread to the entire network, but the energy consumption for that can be the largest. In other cases, there are some nodes which fail to receive code, collectively referred to as isolated node. Thus, the conclusion we obtain from the above experimental results is that when k is comparatively small in NBBS method, the cost of system broadcasting and energy are less, but the message coverage is very small, which is not satisfied the demand of the system. When the value of k is large, the cost paid by the system broadcasting is large, and the delay is large. It can be seen that if the coverage of the network message can be satisfied,, the smaller the k is, the better the network performance is. Accordingly, the current problem is how to satisfy the network message VOLUME 7, 2019 FIGURE 6. Code diffusion performance in three ways of NSSB method.
coverage while choosing a smaller k. In other words, the issue can be resolved only if the isolated nodes can be eliminated.
Consequently, our research focuses on how these isolated nodes can receive code. Isolated nodes can be defined as the nodes that fail to receive code after NBBS method is adopted. Moreover, there are two kinds of isolated nodes appearing as shown in Figure. 7: the first case is that the node finds that there are no neighbor nodes that are active in the same slot at the same time, so there is no way to obtain the data packet; the other is that node finds neighbor nodes that are active with itself at the same time, but none of them can receive the data packets. In PDLB scheme, in order to ensure that the code is completely diffused into the network when any number of broadcast slots are selected, a method of timeout active request code (TARC) is proposed in PDLB scheme, the main idea of that is after the timeout threshold value (T th ) of the isolated node waits, if it finds that it still cannot receive the code, it will start to change its active slot according to the active slot of the surrounding node and actively sends request message, if the node receiving code and request message, it broadcasts the data packet at the working time slot, so that the node receives the packets.. According to the maximum broadcast message time above, we can set T th = 15 and choose to accept the least number of packets with k = 1 to let the remaining nodes actively obtain the code. At this time, the schedule process of node v 11 can be seen in Figure. 8. While the waiting time of node v 11 more than 15, then v 11 changes the active slot to the slot numbered 2 at which the number of active neighbor nodes is most and transmits request message, then node v 3 which has received code broadcasts once again, thus node v 11 gets code, D 11 = 19. TABLE 6. Delay, broadcast and receiving times under k = 1 in PDLB scheme. Table 6 shows the delay, broadcast and receiving times of all nodes in the model shown in Figure. 2 when PDLB scheme (k = 1) is adopted. At this time, the transmission delay is 23, the total number of receiving nodes is 25 and the total broadcast times is 7. Compared with the only NBBS method (k = 4), this way increases the propagation delay to ensure complete coverage of the network message,, but also reduces the number of broadcasts, resulting in less energy consumption.
Base on above analysis, the PDLB scheme, which allows code to transmit in duty cycle WSNs with fast and energy efficient style, is a code dissemination scheme that determines the broadcast priority of a node by selecting the appropriate k value, plus the TARC method, and integrates multiple factors to have a tradeoff between ensure energy consumption and propagation time while ensuring complete coverage of the code in the network.
B. PDLM SCHEME DESIGN
The main points of PDLB scheme are as follows: (1) selecting optimized k for code diffusion. Although the PDLB scheme can allow code diffusion in a wide range of k values, choosing the optimized k for code diffusion can effectively improve the performance of code diffusion. (2) In order to be able to meet the requirement of network message coverage in application in the case of selecting different k values, a method of timeout active request code approach (TARC) is proposed by this paper, in which k can be selected as any value to satisfy the demand of application. (3) Even under the above conditions, it is still necessary to restrict some nodes with low code diffusion efficiency to broadcast. Therefore, an improved counter-based priority broadcasting (ICPB) approach is proposed, in which only the node with high broadcast priority broadcasts code to reduce the broadcast times to improve the network performance.
The PDLB scheme is composed of two methods: NBBS and TARC method. The node chooses k slots to broadcast in NBBS method, and the TARC method is proposed for isolated nodes. In addition, how to select broadcast nodes is a key issue in NBBS method. So, based on the traditional distributed code diffusion schemes, we propose an ICPB method to limit the number of nodes to broadcast, which is described as follow:
RAD set by the system according to the rule of strategy is a length of time which needs to be timed once the node receives code for the first time. C h is defined as the maximum number of duplicate packets accepted by the broadcast node., And the node starts to calculate the number of packets (C m ) it receives after receiving the packet. If C m > C h , the node no longer broadcast, on the contrary, it broadcasts. Thus, the RAD is calculated as follows:
For a node that is far from (close to) the broadcasting node to use a short (long) random access delay, we define the random access delay RAD d considering the distance between the node and the broadcasting node as
where d is the distance between a node and the broadcasting node, rand [0, 1] is a uniformly distributed random variable between 0 and 1, and T max is the maximum random access delay.
In order for a node that has high (low) remaining battery to use a short (long) random access delay, we let E re , E init , RAD b be the remaining battery of node, initial battery charge, and random access delay considering the remaining battery level of a node, and we define RAD b as:
Finally, we define the random access delay of a node in the network as
where , σ ∈ [0, 1] are weighted parameters determined by the density of neighbor nodes, as follow:
where n i and n are the number of neighbor nodes of node v i and the total number of nodes in the network, respectively. In this way, we can draw the following conclusions: when a node is located in a dense area, σ increases, and a node with a high remaining amount of battery is therefore more likely to be selected for the broadcasting, thereby achieving high energy efficiency. On the other hand, when a node is located in a sparse area, increase, and a node that is far from the broadcasting node is more likely to be selected for the rebroadcasting. Thus, lower redundancy of broadcast-packets and high reach ability and can be achieved Additionally, we also set a minimum restricted broadcast distance ratio (R min ). In each slot, we find the receiving node that has the farthest distance with sink node and record distance as D max , which is defined as follow:
where d i,s is the distance between the node v i and sink node, and node v i cannot broadcast as the following condition is met:
So the algorithm of NSSB method in PDLB scheme is described below:
Suppose n nodes and |T | slots numbered {0, 1, 2, 3 . . . . Each node needs to select an active time slot to work, so initialize the nodes' active slot under NSSB method can be described by Algorithm 1
|T | −
After the source node broadcasts once in all time slots of the first cycle, with the active node of each time slot in each subsequent cycle, some eligible nodes that receive the code need to determine the broadcast priority through the ICPB mode in the NBBS method, and then to compete for the right to broadcast, so select broadcast nodes of all nodes under NBBS method can be described by Algorithm 2.
When the broadcast nodes in each cycle are determined, the broadcast nodes use the NBBS method to select as few broadcast slots as possible and enable more new nodes to receive the code, so working procedure of selecting broadcast slots under NBBS method can be described by Algorithm 3.
When the broadcast node and its broadcast time slot are selected, the broadcast node can use the NBBS mechanism to broadcast the code, so working procedure of broadcasting code under NBBS method can be described by Algorithm 4.
When the broadcast process of broadcast nodes which use NBBS method is over in PDLB scheme, the node that does not receive the code uses the TARC method to obtain the code. And the TARC algorithm is described as follows:
Suppose the active slot of isolated node v i numbered s i , the waiting time for code is t i , and the timeout threshold is T th . When t i > T th , the slots are ordered from big to small by node v i so the broadcasting list is expressed by
Then node v i changes the active slot to s 1 at first. Next, v i sends request message, the neighbor node of which that active in s 1 and obtains the code broadcasts, if v i still not get code, it changes the active slot in order of slot in list in cycle and sends until it get code. If the entire isolated nodes receive code, the whole code dissemination ends.
Working procedure of receiving code under TARC method can be described by Algorithm 5:
V. PARAMETER OPTIMIZATION AND PERFORMANCE ANALYSIS
In the experiment, we can analysis the impact of code propagation on the PDLB scheme from the following four aspects: 1) the number of slots selected for broadcasting (k). 2) Counting value (C m ) and minimum restricted broadcast distance ratio (R min ).
3) The length of work cycle (|T |). 4) The density of nodes in network. In addition, we use three kinds of networks to research. These three networks are the same size and have only one sink node, but they deploy different numbers of nodes: (a) the number of normal nodes deployed in sparse network is 1000. (b)The number of normal nodes deployed in normal network is 2500. (b)The number of normal nodes deployed in dense network is 4000. In the first three experiments, normal network can be used and in the last experiment, three networks can be applied. Furthermore, the global parameters and values can be seen in Table 7 . We assume a static network topology, as can be verified in most of the applications of wireless sensor networks. And C++ language is used in simulation operation to obtain data. In our proposed PDLB scheme, we need to conduct a partial and global analysis to judge its quality, and we also need to choose the optimal k value to make the code's diffusion performance the best, so as to save energy and reduce latency. Figure 9 demonstrates the variation of code diffusion performance indexes in two methods under different k values. In the case of k = 1, the code diffusion performance is the worst, which is because the number of nodes that rebroadcast messages is minimal, and then the propagation of a large portion of broadcast messages is limited, resulting in reduced accessibility of messages, ultimately resulting in the minimum message coverage. At the same time, the number of isolated node select the slot as Active_Slot and send request 8:
1) NBBS AND TARC METHOD IN PDLB SCHEME
For nodes using TARC method is the largest, which consumes the most energy and spends the longest transmission delay.
When k> 1, with the increase of k in NBBS method, the number of receiving nodes and receiving times both increase, but the growth rate of the former becomes slower, and the latter increases linearly, which means that when the value of k is larger, its value has less and less influence on the nodes accepting messages in the network, that is, the influence on the message coverage in the network is getting smaller and smaller. In addition, the smaller the number of isolated nodes using the TARC method, the lower the curve of all performance indicators, and the less energy consumption and shorter time used can guarantee the message coverage.
When k = 8, only the NBBS method is required in the PDLB scheme to ensure complete diffusion of code in the network. Therefore, in the PDLB scheme, except in the case of k = |T |, it can be ensured that the message coverage rate can reach at 100% only by the NBBS method, and in other cases, the TARC method needs to be used more or less to ensure the network message coverage.
Besides, we can find that there are obvious correlation between the transmission delay and active times, the broadcast times and the receiving times respectively in Figure 9 . For the purpose of inquiry, we use D, N a , B, A to represent the four parameters mentioned above respectively, and then we compare the two sets of data of N a /D and A/B, and the result can be shown in table 8. It can be seen that the value of N a /D is 308 approximately, and the value of A/B is about 3.2, that is to say, there is a significant positive correlation between the two sets of parameters, and in the process of code propagation, for each additional broadcast slot, the active times increased by an average of 308 times. And for each additional broadcast time, the number of times that all neighbors received will increase by three times. In addition, we need to explore the energy consumption in the NBBS and TARC methods. In order to compare the energy consumption in two methods, we compare the energy consumption of a single node, as shown in Figure. 10. Since the energy consumption is several times higher than in other cases when the number of receiving nodes is too small, in order to avoid the influence of special circumstances, we remove this situation to explore in general condition. At this point, it can be found that when the TARC method is used, the energy consumption of a single node is larger than that when the NBBS method is adopted, resulting in a low energy efficiency of the network. Therefore, in order to ensure good code diffusion performance and improve energy efficiency, it is necessary to let nodes using TARC methods as few as possible.
Based on the comparison of two methods in PDLB scheme, the following is a comprehensive analysis of PDLB method.
2) PDLB SCHEME As seen from Figure 11 (f), the energy consumption shows a trend of decreasing first and then increasing with the increase of k value, and it reaches the minimum value under the environment with k = 5. We can analysis the changing of that according to Figure 9(b) . when k ≤ 5, k has a relatively large influence on the number of receiving nodes in the NBBS method. At this time, after the broadcast node broadcasts, the newly added code diffusion area becomes larger, so the number of newly added nodes that receive messages increases greatly, so that the number of isolated nodes adopting the TARC method is greatly reduced, and the number of repeated receiving messages becomes less, and the redundancy of retransmission of broadcast messages becomes low, so energy consumption is gradually reduced, because in the PDLB scheme, we can choose the optimal k value for broadcasting in any cases, so our energy consumption is the smallest compared to any other situation, so the energy efficiency is improved. When k > 5, the influence of the increase of the k value on the number of receiving nodes in the NBBS method has become very small. At this time, the newly added code diffusion area becomes very small, so the increasing range of number of newly added receiving nodes increases little, more nodes receive the message repeatedly at the same time, which causes the retransmission redundancy of the broadcast message to be increased, so the energy consumption gradually increases, resulting in a decrease in energy utilization.
In order to verify the relationship between energy and k under normal law, we perform energy analysis by comparing the number of different time slots (|T|) in a work cycle to perform energy analysis, as shown in Figure 12 :
It is revealed that when the number of broadcasting slots (k) is half of the total number of slots in a work cycle, the energy consumption is the least. Thus, if it is assumed that the best k with minimum energy consumption is set as k * , then k * can be summarized as the following formula:
As shown in Figure11(a)(c)(f), under the condition of k = 1, the number of broadcast nodes, the receiving times and energy consumption are several times higher than other cases. One the one hand, most nodes adopt TARC method to actively accept the code, and when node sends request message, the receiving nodes that get the request will broadcast, which results in more redundant packets. And in this mode, the energy consumption of the node receiving the message is higher, resulting in high energy consumption and low energy utilization. On the other hand, the nodes that do not receive code after adopting NBBS method need to wait until the waiting time exceeds T th , so as to actively get code with TARC method. Therefore, some energy is also consumed in the waiting process.
It can be seen from Figure 11 (a)-(b) that although the number of broadcast nodes reduces as the value of k increases, the broadcast times increases, and two indexes tend to be inversely proportional, which demonstrates that the increasing range of broadcast times of broadcast nodes is greater than the decreasing range of the number of broadcast nodes and which also explains the phenomenon that redundant messages increase as the value of k increases. And Figure 11 (d)(e) shows that the large the k value, the smaller the propagation delay and the fewer the active times, this is because the additional code transmissions range added in each slot becomes larger, accordingly, the speed of that becomes faster and the transmission delay becomes shorter. Simultaneously, it can be seen that the delay changes little in the cases except for the k value being extremely large or very small. Therefore, the PDLB scheme can guarantee the stability of the propagation delay to a certain extent.
Through the above analysis, the most critical issue in this paper is to choose the optimal k in the PDLB scheme to optimize the code diffusion performance. The most important indicators are the broadcast times, transmission delay and energy consumption. So if we assume that the proportion of three indicators are set as 0.2, 0.3, 0.5 respectively and the total value is 1 in all cases, then the total performance under different k values is shown in Table 9 . The performance of k = 4 and k = 5 is not much different, and the performance of code diffusion is the best when k = 5. It also proves that the code diffusion performance is optimal when the optimized k value taken is half of the total time slot.
B. INFLUENCE OF COUNTING VALUE C h AND MINIMUM RESTRICTED BROADCAST RATIO R min ON CODE DIFFUSION
Since we improved the previous counter-based scheme in the PDLB method and proposed the ICPB method to limit the broadcast nodes, we need to study the two parameters (C h , R min ) to obtain the best value or obtain the regularity.
1) INFLUENCE OF COUNTING VALUE C h ON CODE DIFFUSION
First, in order to explore the effect of C h on code diffusion, we selected several different C h values in the ICPB method for comparison. And in order to unify the standard, we assume that the k corresponding to C h can be used for research when the coverage network reaches 95% for the first time. The network coverage can be listed in table 10.It is showed that the valid data of different C h is corresponding to the different k (the valid data is boldly displayed to research). Figure 13 indicates the different indicators of code diffusion property with different C th . As seen from Figure 13(a) , when a certain message coverage is guaranteed, the smaller the selected value of C h , the larger the corresponding value of k, and as the value of the selected C h is larger, the value of k is gradually decreased. In other words, with the increase value of C h , only a smaller value of k can meet the demand of application. Meanwhile, it can be seen in Figure 13 (d) that when C h = 20, the broadcast times reaches maximal value, and when C h continues to increase, the number of broadcasts gradually decreases. Therefore, the value of C h should be as large as possible to satisfy the situation where more nodes are accepted to the code in the case of small k. Besides, Figure 13 (b) shows that the transmission delay is also reduced with the increase of C h , which is because when C h becomes larger, under the environment with fixed C m , the number of nodes that are restricted by the ICPB method is reduced, and the possibility of the node rebroadcasting the message increases, so the restriction on the propagation of the broadcast message becomes smaller. This moment the accessibility becomes higher, so the speed of propagation becomes faster, and the propagation delay becomes shorter.
Based on above analysis, we can get the following rules: the smaller the count value C h is, the larger the number of slots selected for broadcasting can guarantee a certain coverage ratio, this moment the code dissemination speed is slow down.
2) MINIMUM RESTRICTED BROADCAST RATIO R min ON CODE DIFFUSION
In ICPB approach, a minimum restricted broadcast distance ratio (R min ) is used to select the broadcast nodes in order to get the best value of R min , we analysis different R min with different k values.
As seen from Fig(a)(b)(c) , when R min increases, the number of broadcast nodes, number of receiving nodes and the broadcast times are all have significantly decreasing tendency, and when R min ≤ 0.4, three indicators began to decline very smoothly or remain in their original state, while R min > 0.4, the magnitude of the decline in the three indexes increases significantly, this is because the nodes restricted to broadcast are basically close to the sink node when R min is very small. Since the node closer to the sink node has a higher probability of receiving the code, the retransmission of code can be good to avoid, thus the redundancy of broadcast-message is reduced and the energy efficiency is improved.
However, when R min is big enough, most of nodes are restricted from broadcasting, some of which are the key nodes to spread code out, resulting in small code spread range, deteriorating accessibility and slow speed of code spread. Therefore, after the above analysis, it is necessary to select optimal R min to reduce the transmission of redundant message while guaranteeing a certain message coverage, this moment the time for code diffusion is short, the redundancy of message can decrease and the energy efficiency also becomes low. Meanwhile, the number of broadcast nodes reduces but the broadcast times and number of receiving nodes increases when k increases, which shows that the larger the k, the fewer the number of broadcast nodes are required to complete the code transmission, this moment the more redundant messages are produced by rebroadcast nodes. What's more, when k is relatively small, the adjustment performance of the network is relatively poor, so a small R min can have a great influence on the changes of various indicators in the network, and with the increasing of k, the adaptive ability of the network becomes stronger, In other words, a suitable k value selected can guarantee good message reachability and network message coverage under a certain R min value.
By analyzing Figure14(d), we can see that with the increase of R min at different k value, the transmission delay exhibits a change from first increasing to peaking and then decreasing. At this time, R min has a great effect on each code diffusion performance indexes. The reduction in the number of broadcast nodes makes the rebroadcast of messages limited to a certain extent, resulting in low reachability, so the code spreads slowly and a longer transmission delays required guaranteeing certain message coverage. And when R min big enough, the spread of broadcast message is completely suppressed. At this time, code can no longer be spread, so the number of receiving nodes reduces, so the number of receiving nodes becomes less, causing a shorter delay. What's more, the smaller the k is, the smaller the R min used when the transmission delay reaches the maximum value, and the larger the average delay, which is because when k is small, the number of broadcast nodes is small, the code diffusion range is small, and the number of retransmitted broadcast messages is small, so the diffusion speed is slow and the transmission delay is long.
Through the above analysis, we can know that choosing an optimal R min can greatly optimize the performance of code diffusion, decreasing the redundancy in the retransmission of message and improving the energy efficiency of nodes in the network with high reachability and low latency. Therefore, under the premise of ensuring a certain network message coverage rate and reducing the number of broadcast nodes as much as possible, when R min = 0.4, the network performance is the best.
C. INFLUENCE OF LENGTH OF WORKING CYCLE |T | ON CODE DIFFUSION
In previous paper, fixed |T | = 8 is used to research on code diffusion, and in order to consider the influence of |T | on code diffusion, we choose different |T | for research. We know that the energy consumption is the least when the number of slots used for broadcasting is half of the total slot. So in order to be able to study under the best condition, we adopt the following way of that when |T | is odd, then k = |T | 2 ; when |T | is even, then k = |T | 2 + 1. Afterwards data analysis can be performed on the research:
It can be seen from Fig. 15 (a)(b) (c) that as the increasing of |T |, the number of broadcast nodes shows a downward trend, while the transmission delay and the number of broadcast times show an upward trend. Figure 15 indicates the code diffusion property indexes under the environment with different |T |. In order to explore the impact of |T | on the broadcast times and transmission delays, we record the value of two indexes after each changing of |T | (see from table 11). It can be seen that for each additional slot in a work cycle, the broadcast times increases by 1.54%-33.33%, and transmission delay increases by 2.27%-70.04%. That is to say, the longer the duty cycle of a node is, the more the broadcast times is required, and the transmission delay increases.
D. INFLUENCE OF NODE DENSITY ON CODE DIFFUSION
In order to explore the influence of node density on code diffusion performance, we adopt three networks of different densities network to research and in order to make a unified comparison, we unify the date This moment the ordinate unit is the ratio, the numerator is the performance index of comparison, and the denominator is the number of nodes in the network, when the ratio is less than 1, it is expressed as a percentage, and when the ratio is greater than 1, the ratio is used to express unit.
1) NBBS AND TARC METHOD IN PDLB SCHEME
It can be seen in Figure 16 that all code diffusion indexes show a upward trend with increase of k in sparse network, this is because the probability of transmitting the code is lower due to few neighbors, few broadcast nodes and small code diffusion range, so the propagation of the code is limited and the reachability deteriorates. Furthermore, when k is relatively small, only a few nodes can get code in network, so the value of k should to be as large as possible while guaranteeing a certain message coverage, which is because a larger k value can ensure a larger code diffusion range, higher accessibility, and more number of receiving nodes, thereby the transmission delay can be larger and the redundancy in the retransmission of broadcast-messages can be lower, leading to improve the energy efficiency of nodes in the network. Through the above analysis we can conclude that the k value has a major influence on the diffusion performance of the code in the sparse network. And the key point is how to spread code out as far as possible. Furthermore, in normal and dense networks, although different indicators show different trends, the overall change trend between the different indicators of the two networks is consistent. At this time, since the number of nodes in the network is large and nodes are concentrated, probabilities of transmitting code and the reachability are both higher, thus code transmission is faster and transmission delay is less. Besides, a certain message coverage rate can be ensured within a certain range of k values, which indicates that the influence of the k value on the indexes is not so large, this moment the magnitude of the increase of the number of newly receiving nodes becomes smaller.
At the same time, as the increasing of node density, the proportion of broadcast nodes, the value of k become smaller in the network, and the time taken by broadcast is shorter while ensuring a certain message coverage, but the proportion of broadcast times decreases and the proportion of receiving times increases, which confirms the reachability of code diffusion is higher in dense network and the probabilities of transmitting code is also higher. In addition, the proportion of energy consumption in density-intensive networks exceeds that in normal network, which shows that energy efficiency is low in dense networks due to many redundant broadcastpackets produced. Therefore, it can be concluded that in the process of using the NBBS method for broadcasting, when the node density is larger, the influence of the k value on the performance of the code diffusion gradually reduces, and the propagation delay also reduces, the reachability becomes higher, but the redundancy of the message becomes higher. Figure 17 represents the code diffusion property in TARC method with different network density, as seen from that, with the increase of k, all indicators are showing a downward trend in all density networks, because the number of receiving nodes gradually increases under NBBS method. And with the increase of density of network, the time required for code diffusion, and the proportion of energy consumption are showing a downward trend, especially from sparse network to normal network, therefore, it takes more time and cost to let the isolated node to get code in a network with low density. Thus, when k is fixed and the TARC method is adopted, the network density is larger, the number of isolated nodes generated is fewer, so the transmission delay is shorter and the energy consumption is less.
2) PDLB SCHEME
We conduct a comprehensive analysis of the PDLB scheme (as shown in Figure 18 ). Overall, comparing the proportion of code diffusion properties in three density networks in the process of code diffusion, the price paid for sparse network is the highest. which is because the proportion of energy consumption is highest and the transmission delay is also longest, so the energy efficiency is the lowest and the redundancy is the worst. In addition, any other proportions of indexes are relatively large, which also verifies that. As the increasing of network density, the system paying a less price and spending a shorter transmission delay can complete the code spread. In addition, from a separate point of view, as shown in Figure 18 (a)(b), as the k increases, regardless of the network density, he proportion of broadcast times and the proportion of broadcast nodes present an inverse relationship, and the letter gradually decreases as the density increases, which means when ensuring the complete diffusion of the code, as the network density increases, the smaller the proportion of the number of broadcast nodes required, so the less energy can be consumed and the energy efficiency can be improved. Meanwhile, it can be seen in Figure 18 (d)(e) that the proportion of active times and transmission both reduces with the increasing of network density, so the high reachability and fast speed of code diffusion can be achieved in dense network. Figure 18 (f) illustrates that the optimal k for least energy consumption is unchanged with the changing of network density. In order to explore the relationship between transmission delay and node density, the number of broadcast nodes and node density (n =1000/2500/4000), we compare the proportion of two indexes, we assume P b and P d are defined as the proportion of the number of broadcast nodes in research, and result can be shown in table 12, table 13 . It can be seen that as the network density increases, the proportion of number of broadcast nodes reduces by 0.38%∼43.84%, and the transmission delay also reduces by 0.83∼65.87%. That is to say, relative to the network itself, the higher the node density is, the shorter the time required for broadcasting is, and the fewer the number of broadcast nodes is. 
VI. CONCLUSION
During the process of code dissemination in the wireless sensor networks, traditional schemes require that all sensor nodes remain active all the time, thus being not suitable for duty cycle base WSNs. In this work, based on the existing distributed data diffusion schemes, we propose a proportion to duty cycle length based broadcast (PDLB) scheme by analyzing the relationship between duty cycle and transmission delay, which enables data to be fully diffused in a duty cycle wireless sensor network, shortens the latency, and reduces the broadcast time and energy consumption to improve the network performance. In the PDLB scheme, the NBBS method is applied to nodes to select appropriate k for broadcasting, and an improved counter-based priority broadcasting (ICPB) approach is also used to limit the broadcasting of nodes. Then the nodes that have not obtained code employs the TARC method to actively get code. What's more, the best code diffusion performance can be achieved in the PDLB scheme while ensuring the network message coverage. Since there is no other scheme compared with PDLB, the performance of the PDLB scheme is not necessarily the best at present, and there is still room for improvement. Furthermore, we can draw a series of rules by researching the code dissemination in the PDLB scheme, which can lay a certain foundation for the future research on the duty cycle network. 
