Abstract -In the context of qualify assurance strategies, stahktical process control techniques and conformance testing are n e c e s s q to perform a correct qualily auditing of process outcomes. However, data collecthn k based on measurements and every measurement is infrinsically affected by uncertainty. Even ifadopted instruments are in a condilion of metrological confirmation, random and systemaiic measurement errors can not be completely eliminated. As a consequence, wrong measurementbased decisions can seriously decrease companies pro@ because of larger costs of repairing and shipping, as well as for the loss of reputation associated with customers dissahkfaction. This paper deak with the problem of the growth in false acceptance risk due to both random and systematic errors. In particular, it is shown that a s y s t e d contribution, that ofen k the prevailing kind of uncertainty associated with the use of an electronic measuring equipment, can seriously increase the worst-case risk to take wrong deckions whenperforming various stahktical process control procedures. Nevertheless, such risks can be greatly decreased by setting suitably the Test Uncerta*rty Rafh associated with fhe measuring equipment.
I. INTRODUCTION
The worldwide diffusion of the quality management practices described in the IS0 9000 series of standards, has greatly influenced the role of test and measurement for the improvement of primary company processes. However, due to the generality of the concepts explained in the IS0 9000, whose applicability ranges from manufacturing to the supplying of services, only some basic measurement principles, such as the need of metrological confirmation, are mentioned [ 13. Further details about measurement processes and specific requirements for instrumentation management are described in other specific documents [2-51. The common target of all of these standards is to provide methods and measurement criteria aimed at achieving valid results useful to support decisions. Nevertheless, it is known that the unavoidable presence of uncertainty in every measurement process may increase the risks associated with wrong decisions [6] , [7] . In this paper, after a short introduction about the main sources of error in electronic measuring equipment, it is analyzed and compared the effect of both random and systematic contributions occurring when running control charts and performing conformance testing in qualityoriented organizations. Moreover, directions are given on how to design the measurement procedures in order to achieve given targets in consumer and producer risks.
II. RANDOM ERRORS, SYS'IEMATIC ERRORS AND QUALITY CONTROL
In performing a measurement, the final result is unavoidably affected by a total error that originates from several possible sources such as measuring parameter biases, limited equipment resolution, operator mistakes, environmental factors, aging of devices and random noises [SI. Each error can be modeled as a random variable that follows a statistical distribution with a certain standard deviation, whose estimation is usually referred to as uncertainty. Thus, there is an uncertainty contribution associated with each error source. The total measurement uncertainty results from the composition of all these sources and its evaluation, carried out using either type A or type B techniques , depends on the variability range of the factors influencing the measurement outcomes. If such influence factors exhibit a large variability, they induce random errors on the measuring process. However, if the same factors are fixed, the measurement errors associated with them tend to be systematic, that is constant over a certain period of time [9] . To simpllfy instrument usage, the electronic instrumentation manufacturers usually supply models in their specifications aimed at bundling together within a window of operation, the effect of many environmental factors such as time, temperature, humidity and power line fluctuations [lo] . As a result, a worstcase value is usually provided to evaluate the instrument uncertainty. Such a value holds as long as all operation parameters are maintained within some given bounds. When electronic industry-rated instruments are employed in controlled environment, measurement errors can often be considered prevailingly systematic.
Since, nowadays, every statistical process control is based on the use of measurement systems, the effect of measurement errors on process control techniques such as control charts and confomnce testing has to be carefully investigated. To this aim, suppose that x is a Gaussian random variable modeling the process outcomes with mean value px and standard deviation 6% (intrinsic uncertainty). Refer to E, as the measurement error. Then, y = x + e is the random variable, with mean value py and standard deviation oy, describing the measurement outcomes. Note that, in case of random contributions, E can be assumed to be a zero mean Gaussian random variable n 0-7803-7218-2/02/$10.00 02002 EEE with a standard deviation equal to aE [ll] , [12] . On the other hand, when dealing with systematic errors, e will be set equal to a constant value E. Depending on the set of environmental conditions, the systematic error can assume values in the interval [ --E M , E M ] , where the upper bound E M > 0 represents the worst-case measurement offset, a limit usually provided by the instrument manufacturer. Because of the central limite theorem, unless other information is available or a 100% data containment inside pre-set limits has been observed, the normal distribution should be applied as the default error distribution [13] . Thus E can be thought being equal to 3uc if the error shows a Gaussian behavior in the domain of influence factors.
III. CONTROL CHARTS AND
MEASUREMENT UNCERTAINTY Control charts are usually employed to monitor some meaningful process parameters, such as the mean and the standard deviation of a process (p-6 charts). However, because of measurement uncertainty, the parameters truly measured are py and uy. Parameters monitoring is carried out through two sampling estimators. In fact, if N is the number of observations, the central tendency of the process is estimated by using:
that is the commonly used unbiased estimator of the mean value py. Similarly, is a biased estimator of og. Particularly, it can be proved that [ll]:
where E{.} is the expectation operator and r(.) is the gamma function [ 141. A control chart is usually designed using a Center Line (CL) representing the expected value of the monitored parameter, an Upper Control Limit (UCL) and a Lower Control Limit (LCL) [I I]. Of course, the random and systematic contributions have different influences on the measured parameter of the process. In the former case, the random error increases the variance of the measured parameter but it has no effect on its mean value. In the latter, the reverse situation occurs. In the following, two main hypotheses are assumed in order to compare the influence of these two kinds of uncertainty on control charts.
1. The process is centered and chart CL is either fixed by regulatory requirements or it derives from a correct estimation performed on a very large number of samples collected with a highly accurate measuring procedure during the chart design phase'. When only the random error is considered such kind of deviation has no effect on py. However, if a pure systematic contribution is considered and if the CL of the mean chart derives from the same techniques and instruments employed to perform the statistical process control, the systematic contribution is undistinguishable from monitored values. As a consequence, the chart limits are shifted by the same systematic deviation and the effect of the measurement error can not be detected. In this case, the systematic contribution has no any influence on the false acceptance risk. 2. Both LCL and UCL are determined by setting the probability of false reject risk, a, to a given value, as it often occurs in designing a control chart. Since measured data reported on the chart are affected by some uncertainty, both UCL and LCL have to keep into account these contributions, as it will be explained later in the paper.
Of course, under these hypotheses, the probability of type II errors differs from what usually reported in literature, that is when measurement errors are neglected. Hence, in the next subsections, the probability of type II errors is calculated as a function of the so-called Test Uncertainty Ratio (TUR) when considering the effect of random and systematic errors.
A. Random Contributions and Control Charts
As regards to the mean control chart, the UCL and LCL limits have the following expression [ l 11:
where CL = pz = pu?! when the process is in control because of the zero-mean value of e, 2, is the p-level quantile associated with a zero-mean, unity-variance normal random variable and oy replaces the usual om value, in order to take into account the effect of measurement uncertainty. By assuming x and e as independent random variables, it results oy = ax 1 + 7, where R = oz/uc represents the TUR. Therefore, if py = CL + 6 represents the mean value of the out-of-control process, the operating characteristic curve &,, (.) becomes:
A n In this context, high accuracy means that both systematic and random contributions associated with the measurements used to calculate the parameters of the control charts are much smaller than oz.
where @(.) is the distribution function of a zero-mean, unityvariance normal random variable. In Fig. l(a) , by assuming the meaningful case of one-at-time data ( N = 1) and cy = 0.05, the behavior of PTIL (.) is shown for various values of the TUR.
The hypothesis N = 1 is justified by the fact that, due to timerelated and economical reasons, many processes are controlled using a single measurement [ 151. Of course, for a given value of 6, the larger is the TUR, the lower is &(-). Note that (5) holds not only in the domain of time (where N is simply the number of sequential observations), but also in the domain of every other possible influence factor (e.g. temperature) causing a variable, Gaussian4istributed behavior of measurement error.
As regards to the &3 chart, it was proved in [7] that, by following a similar procedure:
where X&-,(.) and x $ -~,~-, represent the probability distribution function and the (1 -a)-level quantile of a chi-square random variable with ( N -1) degrees-of-freedom, respectively. Moreover, in (6), X = ux/oo is the ratio between the out-of-control and in-control standard deviations values of the monitored process or product.
A

B. Systematic Contributions and Control Charts
When a mean control chart is considered and the measured values are affected by systematic contributions, a careful design of the chart limits must be performed. If CL= p x is given, the control limits must be widened in order to accommodate for the contribution of the systematic deviation in accordance with the requirements of [ 2 ] . Since the value of the systematic deviation can not be determined unless a calibration or, at least, a verification of the instrument is performed, it is not possible to set an exact value for a. Nevertheless, on the basis of the same two hypotheses stated at the beginning of section Et, a worst-case evaluation of the false reject risk, a M can be carried out. Thus, in order to compare the operating characteristic curves Os,(.) obtained in the systematic error case, with the corresponding ones evaluated in section m.A, a preliminary calculation of the chart limits has to be carried out, under the assumption that the worst-case probabilities of type I errors are the same in both situations. This result can be achieved by suitably choosing a value H so that fig lies outside the interval:
with probability lower than or equal to a given value a M when S = 0. Note that, in (7), oy = ox because systematic uncertainty in a short time interval is simply a constant offset. As usual, chart parameters are supposed to be evaluated over a very large number of samples during the chart design phase. 
Then, by indicating H a as the particular value of H satisfying (9), the operating characteristic curve Ps,(.) is given by: P,,(R) Pr{Type II err.} = Pr{LCL < fiar 5 UCLIG # 0 ) = As (10) depends on the unknown parameter E, only the maximum of PSp (.) can be univocally determined. In Fig. l The analysis of the &-chart is obvious, because a constant offset has no effect on the standard deviation of the random variable modeling the process outcomes. Therefore, the probability of type 11 errors corresponding to a &chart coincides with that published in [7] , when TUR + . 03.
C. Comparison between the Effects of Random and Systematic Contributions on a Mean Chart
A complete comparison between the effects of random and systematic errors on the false acceptance risk can not be performed because of the many degree of freedom involved in the problem. In the random error case, an assessment of the measurement uncertainty oe leads to a single operating characteristic curve for any given value of a and N . On the other hand, in the systematic error case, the lack of information due to the unknown value of the offset allows only the assessment of a worst-case false acceptance risk for the same values of a = a~ and N . Thus, the maximum risk of failing to detect an out-of-control condition in case of systematic contributions for a given TUR, is always larger than the corresponding risk when only random contributions affect the measurement outcomes. However, when the TUR grows, the difference between two corresponding @.,(.) curves decreases: when TUR + . 00 the operating characteristic curves coincide, as expected. Of course, the achievement of a large TUR is very expensive. Therefore, it is necessary to find a right trade-off between the costs associated with the management of a large TUR and the costs due to wrong decisions. To this purpose, observe that if the measuring equipment is at least five times more accurate than the process to be monitored, the false acceptance risks shown in Fig. l(a) and Fig. l(b) begin to be comparable. As a consequence, when TUR > 5 both analysis methods can equally be used. 
IV. CONFORMANCE TESTING AND MEASUREMENT UNCERTAINTY
Conformance testing is the procedure by which a quality characteristic is measured against pre-set limits. Thus, a product fails the test if the measured quantity is outside a given interval. The measurement uncertainty may alter the final decision about an item in two possible ways: either an out-oflimit product can be wrongly accepted or a valid one can be wrongly rejected. The former probability is referred to as consumer risk (CR), while the latter is referred to as producer risk (PR) . Under the assumption of x being Gaussian-distributed, CR and PR depend on the uncertainty features. While in [7] the Gaussian and uniformly distributed random contributions are analyzed, in the Appendix of this paper it is shown that, when a systematic error -EM 5 E 5 EM is considered, CR and PR are given by:
where % = SL/ax is the positive normalized specification limit. In Fig. 2 the worst-case CR and PR are shown as a func-tion of the TUR for various values of E. It can easily be proved that these values of CR and PR are always larger than the corresponding risks associated with random errors. Moreover, it can be shown that if E,$f/ux > 2=, the worst-case values both of CR and PR are reached when E = 2 z . These values are constant, that is independent from the TUR. However, when E M / U , < 2=, the maximum values of (1 l ) and (12) are achieved when I E~ = E M = 3 a x / R so that CR and PR depend again on the TUR. So, as stated in section III.c, the larger is the TUR, the lower become both CR and PR.
V. CONCLUSIONS
A comparison between the influence of random and systematic contributions on some of the best-known statistical control techniques, such as the b-b pair of control charts and conformance testing, is presented in this paper. Since uncertainty effects associated with the usual operating conditions of most of industry-rated measuring equipment are prevailingly due to systematic errors, their influence on the risks of taking wrong decisions should carefully be assessed. The results reported in this paper show that these risks, in worst-case situations, are larger than the corresponding ones caused by random deviations. However, in both cases, decision risks can be greatly decreased, at an acceptable cost, by employing measurement apparata able to achieve a suitable value of the TUR.
VI. APPJZNDIXA DERIVATION OF THE EXPRESSIONS (1 1) AND (12)
If a systematic contribution affects a measurement outcome, the consumer risk (CR) is obtained from: 
~E I > 2SL
Then (12) is obtained using similar considerations as above.
