






Дифференциальное и интегральное исчисление
функций многих переменных
Электронный учебно-методический




Марзан Сергей Андреевич – доцент кафедры математического анализа,
дифференциальных уравнений и их приложений БрГУ имени А.С. Пушкина, кандидат
физико-математических наук, доцент
Сендер Александр Николаевич – заведующий кафедрой алгебры, геометрии и
математического моделирования БрГУ имени А.С. Пушкина, кандидат
физико-математических наук, доцент
Сендер Николай Никитич – заведующий кафедрой математического анализа,
дифференциальных уравнений и их приложений БрГУ имени А.С. Пушкина, кандидат
физико-математических наук, доцент
Редактор:
Марзан Сергей Андреевич – доцент кафедры математического анализа,
дифференциальных уравнений и их приложений БрГУ имени А.С. Пушкина, кандидат
физико-математических наук, доцент
Рецензенты:
Л.П. Махнист – заведующий кафедрой высшей математики БрГТУ, кандидат
технических наук, доцент
О.А. Матысик – доцент кафедры прикладной математики и информатики БрГУ
имени А.С. Пушкина, кандидат физико-математических наук, доцент
3
Знакомство с ЭУМК
Электронный учебно-методический комплекс (далее – ЭУМК) содержит курс лекций и практических
занятий, задания для подготовки к экзамену и зачету, варианты заданий для индивидуальной работы, а
также интерактивные тестовые задания для самоконтроля по разделу «Дифференциальное и интеграль-
ное исчисление функций многих переменных» дисциплины «Математический анализ». Наличие большого
количества примеров и разобранных решений задач поможет в самостоятельном изучении важнейшего
раздела математического анализа.
ЭУМК не предъявляет никаких специальных требований к системе (для корректной работы с теста-
ми требуется подключение к сети интернет). В правой части экрана находится навигационная панель.
Опишем предназначение кнопок на навигационной панели:
– кнопка «На весь экран» позволяет «развернуть» ЭУМК на весь экран монитора;
– кнопка «Начало» предназначена для быстрого перехода на титульную страницу ЭУМК;
– кнопка «Содержание» предназначена для быстрого перехода к разделу «Содержание» ЭУМК;
– кнопка «Назад» предназначена для возврата на ту страницу ЭУМК, с которой был совершен переход
на любую другую страницу с помощью гиперссылки или кнопки навигационной панели;
– кнопка «Закрыть» позволяет закончить работу с ЭУМК.
Кроме указанных выше кнопок навигационная панель содержит кнопки, позволяющие «листать» стра-
ницы ЭУМК, а также кнопки быстрого перехода на первую и последнюю страницы (в полноэкранном
режиме страницы ЭУМК можно «листать» нажимая клавиши «пробел», «влево», «вправо» на клавиа-
туре, или с помощью колесика мыши). На навигационной панели указывается номер страницы, которая
открыта в момент просмотра ЭУМК. Нажав на отображаемый номер страницы курсором мыши, можно
вызвать окно, позволяющее совершить переход на любую страницу ЭУМК.
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Предисловие
Предлагаемый вниманию читателей электронный учебно-методический комплекс (далее – ЭУМК) является
второй частью следующей серии учебно-методических комплексов для студентов специальности 1–02 05 01 «Ма-
тематика и информатика» по учебной дисциплине «Математический анализ»:
1. Математический анализ. Часть 1. Введение в анализ. Дифференциальное и интегральное исчисление функ-
ций одной переменной.
2. Математический анализ. Часть 2. Дифференциальное и интегральное исчисление функций многих перемен-
ных.
3. Математический анализ. Часть 3. Ряды.
ЭУМК разработан в соответствии с типовой учебной программой для специальности 1–02 05 01 «Математика
и информатика», утвержденной 07.07.2014, рег. № ТД – А.492/тип.
В условиях постоянно возрастающего объема научной (а значит и учебной) информации количество часов,
предусмотренных учебными планами на преподавание традиционно изучаемых дисциплин, имеет устойчивую
тенденцию к сокращению. В этой связи необходимо, чтобы учебные дисциплины, еще не потерявшие своей акту-
альности, преподавались на современном научном уровне, полноценно и кратко.
При изложении материала приводятся стандартные и специфические способы решения многих задач с целью
обучения на конкретных примерах поиску наиболее рационального способа решения. В конце каждой лекции
приводятся вопросы и задания для самоконтроля с целью помочь студентам в проверке усвоения ими теорети-
ческого материала. Наряду с примерами, аналогичными решенным на практических занятиях, ЭУМК содержит
достаточно большое количество нетривиальных задач, не все из которых могут быть решены в аудитории или
самостоятельно, многие задачи окажутся полезными для кружковой работы. ЭУМК содержит обширный мате-
риал для контрольных и индивидуальных работ, а также вопросы для подготовки к экзамену и зачету по разделу
«Дифференциальное исчисление функций многих переменных».
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ПРИМЕРНЫЙ ТЕМАТИЧЕСКИЙ ПЛАН
№ Название темы, перечень изучаемых вопросов ЛК ПР
1 n-мерные евклидовы пространства. Понятие n-мерного евклидового пространства. Раз-
личные типы множеств n-мерного евклидового пространства. Последовательности точек n-
мерного евклидового пространства.
2 2
2 Предел и непрерывность функции многих переменных. Понятие функции многих пе-
ременных. Множество уровня функции. Предел функции многих переменных. Непрерывность
функции многих переменных. Равномерная непрерывность функций многих переменных. Тео-
рема Кантора. Непрерывные отображения. Понятие области.
2 4
3 Частные производные и дифференциал функции многих переменных. Частные про-
изводные функции многих переменных. Дифференцируемость функции многих переменных и
дифференциал. Связь непрерывности и существования частных производных с дифференци-
руемостью. Достаточное условие дифференцируемости. Касательная плоскость и нормаль к
поверхности.
2 2
4 Производные и дифференциалы сложных функций. Производные высших поряд-
ков Производные и дифференциалы сложных функций. Инвариантность формы первого диф-
ференциала. Дифференциал функции и приближенные вычисления. Производные высших по-
рядков. Теорема Шварца. Дифференциалы высших порядков функции многих переменных.
Производная по направлению. Градиент. Формула Тейлора—Маклорена для функции многих
переменных.
4 2
5 Дифференцирование неявно заданных функций. Понятие функции, заданной неявно.
Частные производные неявно заданной функции. Неявные функции, определяемые системой
функциональных уравнений.
2 2
6 Экстремум функции многих переменных. Понятие экстремума функции многих пере-




№ Название темы, перечень изучаемых вопросов ЛК ПР
7 Условный экстремум функции многих переменных. Условный экстремум. Сведение
условного экстремума к безусловному. Метод неопределенных множителей Лагранжа. До-
статочный признак условного экстремума. Нахождение наибольших и наименьших значений
функций многих переменных.
2 2
8 Двойной интеграл, условия его существования и основные свойства. Задачи, приво-
дящие к понятию двойного интеграла. Понятие двойного интеграла. Суммы Дарбу. Условия
существования двойного интеграла. Основные свойства двойного интеграла. Сведение двой-
ного интеграла к повторному. Криволинейные координаты. Замена переменных в двойном
интеграле. Якобиан в полярных криволинейных координатах. Геометрические и физические
приложения двойного интеграла
6 6
9 Тройные интегралы. Задача о массе материального кубируемого тела. Понятие тройно-
го интеграла. Суммы Дарбу. Условия существования тройного интеграла. Основные свойства
тройных интегралов. Способы вычисления тройных интегралов. Замена переменных в трой-
ном интеграле, цилиндрические и сферические координаты. Геометрические и физические
приложения тройного интеграла.
2 4
10 Криволинейные интегралы первого рода. Задача о массе материальной кривой. Поня-
тие криволинейного интеграла первого рода. Существование и вычисление криволинейного
интеграла первого рода. Основные свойства криволинейного интеграла первого рода. Криво-
линейный интеграл первого рода по контуру. Приложения криволинейных интегралов первого
рода.
2 2
11 Криволинейные интегралы второго рода. Ориентированные кривые. Задача о работе
плоского силового поля. Понятие криволинейного интеграла второго рода. Теорема о суще-
ствовании и вычислении криволинейного интеграла второго рода. Основные свойства криволи-
нейного интеграла второго рода. Криволинейный интеграл второго рода по контуру. Формула





Многие вопросы естествознания приводят к рассмотрению такой зависимости между несколькими
переменными величинами, при которой значения одной из переменных величин полностью определяются
значениями остальных переменных.
Так, например, при рассмотрении каких-либо физических характеристик тела (например, его плотно-
сти ρ или температуры T ) приходится учитывать изменение этих характеристик при переходе от одной
точки тела к другой. Поскольку каждая точка тела определяется тремя декартовыми координатами x, y
и z, то рассматриваемые характеристики определяются значениями трех переменных x, y и z.
При рассмотрении физических процессов, меняющихся во времени, значения физических характери-
стик определяются значениями четырех переменных: трех координат x, y, z и времени t. Например, при
изучении звуковых колебаний газа плотность ρ этого газа и его давление p определяются значениями
четырех переменных x, y, z и t.
Для изучения такого рода зависимостей необходимо изучить понятие функции многих (нескольких)
переменных и аппарат для исследования таких функций. Но прежде чем перейти к изучению функций
многих переменных, познакомимся с некоторыми свойствами множеств, на которых эти функции будут
заданы.
1.1 Понятие n-мерного евклидового пространства
Определение 1.1. Упорядоченная совокупность n действительных чисел
x = (x1, . . . , xn), xi ∈ R, i = 1, n,
называется n-мерным вектором x, а числа x1, . . . , xn – его координатами.
Число n называют размерностью вектора.
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Суммой векторов x = (x1, . . . , xn) и y = (y1, . . . , yn) называется вектор
x+ y = (x1 + y1, . . . , xn + yn),
а произведением вектора x на число λ ∈ R называется вектор
λx = xλ = (λx1, . . . , λxn).
Множество всех n-мерных векторов, в котором введены операции сложения векторов и умножения
вектора на действительное число, называется n-мерным векторным пространством (или, более полно,
n-мерным арифметическим векторным пространством) над полем действительных чисел R.
ВекторO = (0, . . . , 0) называется нулевым вектором или нулем n-мерного векторного пространства.
Определение 1.2. Скалярным произведением векторов x, y n-мерного векторного пространства
называется число








x21 + · · ·+ x2n называют длиной или модулем вектора x и обозначают |x|.
Определение 1.3. Всякое n-мерное векторное пространство, в котором введено скалярное произве-
дение, называется n-мерным евклидовым пространством (или, более полно, n-мерным вектор-
ным евклидовым пространством) и обозначается Rn.
В случае n = 1 пространство Rn совпадает с прямой R, в случае n = 2 – с плоскостью R2, а в случае
n = 3 – с пространством R3, изучаемым в элементарной и аналитической геометрии.
Справедлива следующая лемма.
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Лемма 1.1. Для любых x, y, z ∈ Rn и любых α, β ∈ R справедливы следующие свойства:
1) |αx| = |α||x|;
2) (x, y) = (y, x);
3) (αx+ βy, z) = α(x, z) + β(y, z);
4) (x, x) > 0, (x, x) = 0⇔ x = 0;
5) |x+ y| 6 |x|+ |y|;
6) |x− y| > ||x| − |y||.
JПервые четыре свойства очевидны и вытекают непосредственно из определений.
Докажем пятое свойство. Сначала покажем, что для любых действительных чисел ai и bi, i = 1, n,










Пусть a = (a1, . . . , an), b = (b1, . . . , bn). Рассмотрим для любого λ ∈ R квадратный трехчлен относи-
тельно λ:
0 6 (a+ λb, a+ λb) = |a|2 + 2λ(a, b) + λ2|b|2,
где (a, b) – скалярное произведение векторов a и b. Дискриминант квадратного трехчлена
D = 4(a, b)2 − 4|a|2 · |b|2
должен быть неположительным, т.е. (a, b) 6 |a| · |b|, откуда и следует неравенство (1.1).
Теперь докажем, что для любых x, y ∈ Rn |x+ y| 6 |x|+ |y|, т.е. докажем, что√√√√ n∑
i=1







1Виктор Яковлевич Буняковский (1804–1889) – российский математик.
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Из неравенства (1.3) следует справедливость пятого свойства.
Теперь докажем шестое свойство. Из свойства 5 следует, что ||x| − |y|| 6 |x− y|. Действительно,
|x| = |x− y + y| 6 |x− y|+ |y|,
поэтому |x| − |y| 6 |x− y|. В силу «равноправия» x и y имеем также
|y| − |x| 6 |y − x| = |x− y|. I
Замечание 1.1. n-мерное евклидово пространство Rn можно определить как n-мерное точечное ев-
клидово пространство, если упорядоченную совокупность n действительных чисел (x1, x2, . . . , xn) = x
назвать точкой n-мерного точечного пространства (в этом случае число xi называют i-ой коорди-
натой точки x, i = 1, 2, . . . , n), а также ввести понятие расстояния между любыми двумя точками
x и y n-мерного пространства по формуле
ρ(x, y) =
√
(x1 − y1)2 + . . .+ (xn − yn)2. (1.4)
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В самом деле, для любых двух векторов n-мерного векторного евклидового пространства




(x1 − y1)2 + · · ·+ (xn − yn)2 = ρ(x, y),
где ρ(x, y) – расстояние между точками x и y n-мерного точечного евклидового пространства с теми же
координатами, что и векторы x и y.
Таким образом, n-мерное точечное евклидово пространство и n-мерное векторное евклидово простран-
ство – это один и тот же объект. Как n-мерное точечное евклидово пространство, так и n-мерное векторное
евклидово пространство состоят из одних и тех же элементов – из упорядоченных совокупностей n дей-
ствительных чисел. В связи со сказанным, элементы n-мерного евклидового пространства Rn допускается
называть как векторами, так и точками, используя для их обозначения одинаковые символы.
Для нумерации точек или векторов пространства Rn будем использовать верхние индексы, оставляя
нижние индексы для обозначения порядкового номера координаты точки. Например, записывая точку

















Точки пространств R2 или R3 будем обозначать и нумеровать, как правило, привычным образом.
Так, если в пространстве R2 определена декартова прямоугольная система координат Oxy, то точки
пространства будем обозначать (x, y), используя для нумерации нижний индекс: (x1, y1), (x2, y2) и т.п. Если
в пространстве R3 определена декартова прямоугольная система координат Oxyz, то точки пространства
будем обозначать (x, y, z), также используя для нумерации нижний индекс: (x1, y1, z1), (x2, y2, z2) и т.п.
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1.2 Различные типы множеств n-мерного евклидового пространства
Определение 1.4. Если x ∈ Rn и r > 0, то множество
B(x, r) = {y ∈ Rn : ρ(x, y) < r}
называется открытым шаром с центром в точке x радиуса r, а множество
B(x, r) = {y ∈ Rn : ρ(x, y) 6 r}
называется замкнутым шаром с центром в точке x радиуса r.
Определение 1.5. Множество A ⊂ Rn называется открытым, если для любой точки x ∈ A






Рисунок 1.1 Шар B(x, r) и открытое множество
Простейшими примерами открытых множеств являются интервал (a, b), a < b, числовой прямой R,
открытый шар B (x, r) в евклидовом пространстве Rn. Примером открытого множества в n-мерном ев-
клидовом пространстве Rn является n-мерный параллелепипед с центром в точке x ∈ Rn:
P (x; δ1, . . . , δn) =
{




Если δ1 = δ2 = · · · = δn = δ, то указанное выше множество называют n-мерным кубом с центром в
точке x и обозначают Q(x; δ).
Если n = 1, то множество Q(x; δ) является интервалом с центром в точке x длины 2δ; если n = 2,
то множество Q(x; δ1, δ2) является прямоугольником со сторонами, параллельными осям координат (их
длины соответственно равны 2δ1 и 2δ2); при n = 3 множество Q(x; δ1, δ2, δ3) представляет собой прямо-
угольный параллелепипед с ребрами, параллельными осям координат (их длины соответственно равны
2δ1, 2δ2 и δ3).
Определение 1.6. Окрестностью точки x ∈ Rn называется любое открытое множество, содер-
жащее точку x.
Если G ⊂ Rn – окрестность точки x ∈ Rn, то множество G◦ = G \ {x} называется проколотой
окрестностью этой точки.
n-мерный параллелепипед с центром в точке x ∈ Rn будем называть прямоугольной окрестностью
точки x.
Очевидно, что открытое множество является окрестностью любой своей точки. Окрестности точки
x ∈ Rn будем обозначать, как правило, Ux, Vx, . . . ; проколотые окрестности будем обозначать, как правило,
U◦x , V
◦
x , . . . .
Определение 1.7. Точка называется внутренней для множества A ⊂ Rn, если существует
окрестность этой точки, содержащаяся в A. Множество всех внутренних точек множества A назы-
вается его внутренностью и обозначается IntA.
Определение 1.8. Точка x ∈ Rn называется предельной для множества A ⊂ Rn, если в любой
проколотой окрестности этой точки есть точки из A.
Другими словами, это означает, что в любой окрестности точки x есть точки множества A, отличные
от x. Подчеркнем, что предельная точка x может не принадлежать множеству A.
Множество всех предельных точек для A будем обозначать A′.
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Точка множества, которая не является предельной для него, называется изолированной точкой мно-
жества.
Пример 1.1. Рассмотрим на числовой прямой R множество M = [a, b) ∪ {c}, где c > b, a < b.
Множество предельных точек M ′ = [a, b]. Тогда c – изолированная точка множества M .
Определение 1.9. Множество называется замкнутым, если оно содержит все свои предельные
точки.
Простейшим примером замкнутого множества является замкнутый шар B(x, r).
Определение 1.10. Замыканием множества A называется множество A = A ∪ A′.
Замыкание A является замкнутым множеством. В самом деле, если x – предельная точка для A, то для
любого r > 0 существует точка y ∈ A ∩ B(x, r), y 6= x. Существует h > 0, для которого B(y, h) ⊂ B(x, r).
Если y /∈ A, то y ∈ A′ и в шаре B(x, h) есть точка из A. Итак, в любом шаре B(x, r) есть точка из A,
отличная от x. Это означает, что x ∈ A, поэтому x ∈ A и A замкнуто.
Определение 1.11. Границей множества A ⊂ Rn называется множество
∂A = A ∩ CA.
Точки, принадлежащие границе множества, называются граничными точками этого множества.
Очевидно, что точка x является граничной тогда и только тогда, когда в любой окрестности этой
точки есть точки из A и из CA. В частности, для любого множества A
∂A ∩ (IntA) = Ø.
Определение 1.12. Непустое множество X ⊂ Rn называется ограниченным, если оно содер-
жится в некотором шаре.
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1.3 Последовательности точек n-мерного евклидового пространства
В [1, лекция 5] давалось определение числовой последовательности как функции, определенной на
множестве натуральных чисел. Последовательностью точек n-мерного евклидового пространства Rn
будем также называть функцию a : N→ Rn (обозначают {a(m)}∞m=1 ⊂ Rn или {a(m)} ⊂ Rn.
Определение 1.13. Если {a(m)} – некоторая последовательность, а {nk} – любая возрастающая по-
следовательность натуральных чисел, то последовательность {a(nk)} называется подпоследователь-
ностью последовательности {a(m)}.
Определение 1.14. Последовательность {a(m)}∞m=1 ⊂ Rn называется сходящейся к a ∈ Rn (крат-
кая запись lim
m→∞
a(m) = a), если
∀Ua ∃m0 ∈ N ∀m > m0 a(m) ∈ Ua.
Понятие предела последовательности {x(m)}∞m=1 точек пространства Rn может быть сведено к понятию
предела числовых последовательностей координат точки.
Теорема 1.1. Для того, чтобы последовательность {x(m)} ⊂ Rn сходилась к точке x ∈ Rn, необхо-





i = xi, i = 1, 2, . . . , n, (1.6)
где x(m) = (x(m)1 , . . . , x
(m)
n ) ∈ Rn, m ∈ N, x = (x1, . . . , xn) ∈ Rn.
JНеобходимость. Пусть lim
m→∞
x(m) = x. Зафиксируем произвольное ε > 0; тогда существует такое
m0 ∈ N, что при всех m ∈ N m > m0 x(m) ∈ Q(x; ε), где Q(x; ε) – n-мерный куб с центром в точке x. Тогда
для любого i = 1, 2, . . . , n и при m > m0 справедливо неравенство∣∣∣x(m)i − xi∣∣∣ < ε,
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i = xi, i = 1, 2, . . . , n.
Достаточность. Пусть
∣∣∣x(m)i − xi∣∣∣ < ε, и P (x; ε1, . . . , εn) – заданная прямоугольная окрестность точки
x. Тогда для каждого εi > 0 существует такой номер mi ∈ N, что для всех m ∈ N m > mi выполняется
неравенство ∣∣∣x(m)i − xi∣∣∣ < εi, i = 1, 2, . . . , n. (1.7)
Пусть m0 = max{m1, . . . ,mn}. Тогда при m > m0 и всех i = 1, . . . , n будут одновременно выполнены
условия (1.7) и, следовательно, при m > m0 x(m) ∈ P (x; ε1, . . . , εn), что и означает, что lim
m→∞
x(m) = x I.
Последовательность точек {x(m)} ⊂ Rn называется ограниченной, если множество ее значений, т.е.
множество
{
x(m) : 1, 2, . . .
}
ограничено в пространстве Rn.
Если последовательность {x(m)} ⊂ Rn сходится, то она ограничена, так как каждая из координат-
ных последовательностей {x(m)i } (i = 1, . . . , n, i – фиксировано) в этом случае также сходится и, значит,
ограничена.
В [2, лекция 6] была доказана теорема Больцано – Вейерштрасса из которой следовало, что из любой
ограниченной последовательности точек из R можно выделить сходящуюся подпоследовательность. Ана-
логичная теорема может быть доказана (докажите самостоятельно) с использованием теоремы 1.1 для
ограниченной последовательности точек пространства Rn.
Теорема 1.2 (Больцано – Вейерштрасса). Из любой ограниченной последовательности точек
пространтсва Rn можно выделить сходящуюся подпоследовательность.
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Вопросы и задания для самоконтроля
Дайте определения:
– n-мерного евклидового пространства Rn;
– открытого и замкнутого шара;
– открытого множества;
– окрестности и проколотой окрестности точки n-мерного евклидового пространства Rn;
– внутренней, предельной, изолированной точки подмножества n-мерного евклидового пространства Rn;
– замкнутого множества, замыкания множества, границы множества;
– сходящейся последовательности точек n-мерного евклидового пространства Rn.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 1
Множества на плоскости R2 и в пространстве R3. Предельные точки множеств. Открытые и
замкнутые множества
При использовании аппарата функций многих переменных для решения прикладных задач часто при-
ходится изображать в декартовой прямоугольной системе координат на плоскости (или в пространстве)
множества точек, удовлетворяющих определенным условиям.
Задание 1. В декартовой прямоугольной системе координат на плоскости изобразить множество то-
чек, координаты которых удовлетворяют неравенству
(x+ 3)2 + (y − 4)2 < 36. (1.8)
JТак как (x− a)2 + (y − b)2– квадрат расстояния от точки (x, y) до точки (a, b), то неравенству (1.8)
удовлетворяют координаты точек, лежащих внутри окружности (x+ 3)2 + (y − 4)2 = 36.
Центром этой окружности является точка (−3, 4), радиус ее равен 6. Точки самой окружности не
принадлежат множеству (рисунок 1.2).I
Задание 2. В декартовой прямоугольной системе координат на плоскости изобразить множество то-
чек, координаты которых которых удовлетворяют системе неравенств:{
(x− 4)2 + (y + 2)2 6 25,
x− 2y − 3 6 0. (1.9)
JНеравенство (x − 4)2 + (y + 2)2 6 25 определяет круг с центром в точке (4,−2) и радиусом 5.




. Ему удовлетворяют координаты точек, лежащих




, и выше этой прямой. Поэтому системе неравенств (1.9) удовлетворяют координаты
точек кругового сегмента AMB (рисунок 1.3).
Чтобы найти координаты точек A и B, надо решить систему уравнений{
(x− 4)2 + (y + 2)2 = 25,









Решив эту систему, получим: (−1,−2), (7, 2).I
Задание 3. В декартовой прямоугольной системе координат на плоскости изобразить множество точек
(M ∩ N) \ P , где координаты точек множества M удовлетворяют неравенству x2 + y2 6 49, координаты
точек множества N – неравенству y > x2, а координаты точек множества P – уравнению y = 2x.
JМножество M ∩ N ограничено окружностью x2 + y2 = 49 и параболой y = x2. Из этого множества
исключаются точки прямой y = 2x (рисунок 1.4), так как по определению множество (M ∩ N) \ P есть
совокупность точек, принадлежащих множеству M ∩N , и не принадлежащих множеству P. I
Задание 4. Задать множество точек круга с центром в точке (2, 3) и радиусом 5 системой неравенств
вида: {
a 6 x 6 b,




J Очевидно, что абсциссы точек круга изменяются от −3 до 7. Запишем уравнение окружности
(x − 2)2 + (y − 3)2 = 25 в виде y = 3 ±
√
21 + 4x− x2. Уравнение y = 3 −
√
21 + 4x− x2 задает нижнюю
полуокружность, а y = 3 +
√
21 + 4x− x2 – верхнюю полуокружность. Поэтому при заданном значении
x, лежащем на отрезке [−3, 7], значения y изменяются от 3−
√
21 + 4x− x2 до 3 +
√
21 + 4x− x2. Таким
образом, множество точек круга задается системой неравенств{
−3 6 x 6 7,
3−
√
21 + 4x− x2 6 y 6 3 +
√
21 + 4x− x2. I
Задание 5. Множество G точек (x, y) плоскости R2 задано системой неравенств{
y > x2,











Задать его системой неравенств {
a < x < b,
ϕ(x) < y < ψ(x).
JСначала изобразим в декартовой прямоугольной системе координат на плоскости множествоG. Нера-
венство y > x2 задает множество точек, ограниченное параболой y = x2 и лежащих выше нее, а нера-
венство x2 + y2 < 20 – множество точек, лежащих внутри окружности x2 + y2 = 20. Поэтому система
неравенств (1.11) задает множество, изображенное на рисунке 1.5. Чтобы найти координаты точек A и
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B, решаем систему уравнений {
y = x2,






Из нее находим, что A (−2, 4),B (2, 4). Значит, x меняется от −2 до 2. Если задано x, то y изменяется от




20− x2. Поэтому множество G задается системой неравенств{
−2 < x < 2,
x2 < y <
√
20− x2. I
Задание 6. В декартовой прямоугольной системе координат в пространстве R3 изобразить множество
точек, координаты которых удовлетворяют системе неравенств{
x2 + y2 + z2 > 36,
2x− 3y + z − 2 > 0. (1.12)
JНеравенству x2 + y2 + z2 > 36 удовлетворяют координаты точек, лежащих на сфере x2 + y2 + z2 = 36
и вне этой сферы, а неравенству 2x − 3y + z − 2 > 0 – координаты точек, лежащих на плоскости
z = 2− 2x+ 3y и выше этой плоскости. Поэтому системе неравенств удовлетворяют координаты полупро-
странства z > 2 − 2x + 3y, из которого удален шаровой сегмент – пересечение этого полупространства с
шаром x2 + y2 + z2 < 36 (сферическая часть поверхности сегмента принадлежит множеству).I
Задание 7. Задать системой неравенств вида:
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x),
Φ(x, y) 6 z 6 Ψ(x, y)
(1.13)
множество в пространстве R3, ограниченное координатными плоскостями, плоскостями x = 4, y = 6 и
плоскостью 3x+ 12y − 8z − 24 = 0.
JСначала найдем фигуру, ограниченную на плоскости z = 0 линиями пересечения этой плоскости с
плоскостями x = 4, y = 6, 3x+ 12y − 8z − 24 = 0. Полагая в уравнениях этих плоскостей z = 0, напишем
уравнения прямых, лежащих в плоскости x = 4, y = 6, 3x + 12y − 24 = 0. Мы получили трапецию,
определяемую неравенствами: {
0 6 x 6 4,
2− 1
4
x 6 y 6 6.
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Пусть (x, y) – точка трапеции. На вертикальной прямой, проходящей через эту точку, пространствен-
ной области принадлежит отрезок, начинающийся на плоскости z = 0 и кончающийся на плоскости
3x+ 12y − 8z − 24 = 0. Поэтому множество задается системой неравенств:
0 6 x 6 4,
2− 1
4
x 6 y 6 6,






Задание 8. Множество G состоит из точек плоскости, обе координаты которых рациональны. Дока-
зать, что любая точка (a, b) плоскости является предельной для этого множества.
JВыбираем любую окрестность точки (a, b), задаваемую неравенствами |x− a| < δ, |y − b| < δ. Най-
дется рациональное число r1, отличное от числа a, и такое, что |r1 − a| < δ. Кроме того, найдется раци-
ональное число r2, такое, что |r2 − b| < δ. Точка (r1, r2) принадлежит множеству G, лежит в выбранной
окрестности точки (a, b) и отличная от нее. Итак, в любой окрестности точки (a, b) есть отличные от (a, b)
точки из G. Значит, (a, b) – предельная точка для множества G. I
Задание 9. Множество G состоит из всех точек плоскости, для которых
x2 + y2 < 25.
Доказать, что точка (3, 4) является предельной для множества G.
JВыберем любую окрестность точки (3, 4), задаваемую неравенствами |x− 3| < δ, |y − 4| < δ, где
























принадлежит множеству G. Отсюда вытекает, что (3, 4) – предельная
точка для множества G. I
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Задание 10. Доказать, что множество G точек плоскости, координаты которых удовлетворяют нера-
венству y > x2, замкнуто.
JЧтобы доказать замкнутость множества G, достаточно показать, что любая точка (a, b), не принад-
лежащая множеству G, не может быть предельной для G. Пусть точка (a, b) не принадлежит G. Тогда
справедливо неравенство b < a2. Положим ε = a2 − b > 0. Найдется такое δ < ε
2
, что из неравенства
|x− a| < δ вытекает |x2 − a2| < ε
2
. Тогда из неравенств |x− a| < δ, |y − b| < δ вытекает, что
x2 − y = (a2 − b) + (b− y) + (x2 − a2) > (a2 − b)− |b− y| −






Значит, все точки δ-окрестности точки (a, b) не принадлежат множеству G. Следовательно, (a, b) не
является предельной точки этого множества. Значит, множество G замкнуто.I
Задание 12. Найти граничные точки множества G, заданного неравенством x2 + y2 < 100.
JДанное множество состоит из точек, лежащих внутри окружности радиуса 10 с центром в начале
координат (точки самой окружности не принадлежат множеству). Геометрически очевидно, что его гра-
ницей является окружность x2 + y2 = 100. Докажем это утверждение аналитически. Легко проверить,
что неравенства x2 + y2 < 100 и x2 +y2 > 100 задают открытые множества. Поэтому ни точки множества
x2 + y2 < 100, ни точки множества x2 + y2 > 100 не является граничным для множества G. Рассмотрим
теперь точки окружности x2 + y2 = 100. Пусть точка (a, b) лежит на этой окружности. Возьмем любую
окрестность точки (a, b). В ней есть как точки (x, y), для которых |x| < |a|, |y| < |b|, так и точки, для
которых |x| > |a|, |y| > |b|. Для первых точек имеем x2 + y2 < a2 + b2 = 100, а для вторых x2 + y2 > 100.
Значит, (a, b) – граничная точка для G. I
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Задания для самостоятельного решения
1. В декартовой прямоугольной системе координат на плоскости изобразить множество точек, коорди-
наты которых которых удовлетворяют следующим условиям:
1.1 y 6 2x+ 4;
1.2 y2 > 6x;
1.3 (x− 4)2 + (y + 6)2 6 25;
1.4 x2 + 6x+ y2 − 2y − 26 > 0.
1.5
{
x2 + y2 > 9,
x2 + y2 < 16;
1.6
{
0 < x2 + y2 < 25,
y > 2x2;
1.7 x 6 y 6 x2;
2. Задать системой неравенств множество точек кругового сегмента, ограниченного окружностью
x2 − 4x+ y2 + 6y = 0
и отрезком прямой x− 2y + 1 = 0.
3. Задать системой неравенств множество точек четырехугольника с вершинами (−1, 2), (3, 7), (6, 4),
(0,−2).
4. Задать системой неравенств множество точек параллелограмма с вершинами (−3, 1), (2, 4), (6, 2),
(1,−1).
5. Задать системой неравенств множество точек сегмента, отсекаемого от параболы y = x2− 6 прямой
y = 2x+ 1.
6. Задать системой неравенств множество точек плоскости (x, y), таких, что эти точки лежат выше
прямой x− 3y + 4 = 0 и вне круга радиуса 10 с центром в точке (2,−1).
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7. Задать системой неравенств множество точек плоскости, таких, что расстояние от точки (x, y)
до точки (2, 3) меньше удвоенного расстояния от точки (−3, 4) и больше расстояния от прямой
3x− 4y + 5 = 0. Задать это множество системой неравенства вида:{
a < x < b,
ϕ(x) < y < ψ(x).






= 1 и внутри этого эллипса, множества точек треугольника с вершинами (0, 5), (−3, 6), (3, 0),
и множества точек, лежащих выше параболы y = x2.
9. Прямая, проходящая через точки (4, 5) и (−2,−1), и круг радиуса 10 с центром в точке (−4, 2),
разбивают плоскость на четыре части. Задать эти части системами неравенств.
10. Круговое кольцо ограниченно двумя окружностями с центром в точке (2, 4) и радиусом 4 и 7 соот-
ветственно. Задать это кольцо системой неравенств.
11. Задать системой неравенств область, ограниченную дугами окружностей:
x2 − 6x+ y2 − 8y = 0, x2 − 2x+ y2 + 4y − 35 = 0.
12. Четырехугольник с вершинами (−1, 3), (4, 8), (5, 6), (0, 1) разбить на части, каждая из которых
задается системой неравенств вида: {
c 6 y 6 d,
ϕ(y) 6 x 6 ψ(y).
Разбить его же на части, каждая из которых задается системой неравенств вида (1.10).
13. В декартовой прямоугольной системе координат в пространстве R3 изобразить множество точек,







13.2 xyz > 0;
13.3 x2 + y2 + z2 6 9;
13.4 4 6 x2 + y2 + z2 6 16;
13.5 4 6 x2 + z2 6 16;
13.6
{
x2 + y2 + z2 < 25,
x2 + y2 < 3;
13.7
{
z − x2 − y2 > 0,
x2 + y2 − z > 9;
13.8
{
x2 + y2 − 4 6 0,
x+ y − 2z > 0;
13.9 (x+ y)(x+ z + 2) > 0;
13.10 (x2 + y2 − 4)(x2 + z2 − 4) > 0;
13.11
{
z > x2 − y2,
x2 + y2 + z2 6 16.
14. Описать системой неравенств общую часть эллипсоида с полуосями 5, 4, 3, главные оси которого на-
правлены по осям координат, и двуполостного гиперболоида, получаемого при вращении гиперболы
z2 − x2 = 4 вокруг оси Oz.
15. Описать системой неравенств общую часть, конуса, вершина которого находится в начале координат,
а направляющей служит линия {
x2 + y2 = 25,
z = 3
и шара радиусом 6 с центром в точке (0, 1,−1).
16. Описать системой неравенств часть первого октанта, получающуюся при выбрасывании пересечения
этого октанта и шара радиуса 5 с центром в начале координат.
17. Множество G состоит из всех точек плоскости, обе координаты которых – иррациональные числа.
Доказать, что любая точка плоскости является предельной для множества G.
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18. Множество G состоит из всех точек плоскости, абсцисса которых рациональна, а ордината ирраци-
ональна. Доказать, что любая точка плоскости является предельной для множества G.
19. Построить хотя бы одно множество, для которого предельным были бы точки (3, 4) и (−1, 2), и
только эти точки.
20. Построить множество, предельными точками для которого является все точки вида (0, n), где n –
целое число, и только такие точки.
21. Доказать, что объединение двух открытых множеств является открытым множеством.
22. Доказать, что пересечение двух замкнутых множеств является замкнутым множеством.
23. Доказать, что сумма двух замкнутых множеств является замкнутым множеством.
24. Доказать, что дополнение замкнутого множества открыто, а дополнение открытого множества за-
мкнуто.
25. Доказать, что множество точек плоскости, координаты которых удовлетворяют системе неравенств:{
x+ y > 5,
x2 + y2 < 100,
открыто.
26. Доказать, что множество точек плоскости, координаты которых удовлетворяют системе неравенств:
x > 0,
y > 0,
x2 + y2 > 25,
открыто.
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27. Доказать, что множество точек плоскости, координаты которых удовлетворяют не равенствам:{
x+ y > 5,
x2 + y2 6 100,
замкнуто.
28. Доказать замкнутость множества (A ∩ B) ∪ (C ∩D), где A задается неравенством y > x2, B– нера-
венством x2 + y2 6 49, C– неравенством x+ y > 3 и D – неравенством (x− 4)2 + (y − 1)2 6 81.
29. Множество G задается системой неравенств:{
y > x2 + 1,
x2 + y2 < 49.
Доказать, что оно не является ни открытым, ни замкнутым. Какие предельные точки не принадле-
жат этому множеству? Какие точки принадлежат множеству G, но не являются для него внутрен-
ними?
30. Множество состоит из точек, обе координаты которых рациональны. Доказать, что любая точка
плоскости является граничной для этого множества.
31. Множество A состоит из точек круга x2 + y2 6 4, имеющих рациональную абсциссу. Найти границу
этого множества. Имеет ли это множество внутренние точки?
32. Множество A состоит из точек (x, y), таких, что x2 + y2 – рациональное число, меньшее 1. Имеет ли
это множество внутренние точки? Найти границу этого множества.
33. Множество G состоит из таких точек (x, y, z), что координаты x, y, z рациональны, и x2 +y2 +z2 < 4.
Найти множество предельных точек для G.
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34. Найти границу множества, задаваемого системой неравенств:{
(x− 3)2 + (y − 4)2 + z2 < 16,
(x− 3)2 + (y − 4)2 < 4.
35. Построить множество, для которого предельными точками были точки (1, 4,−1), (7, 5, 6), (−3, 0, 8)
и только эти точки.
36. Доказать, что множество задаваемое системой неравенств, открыто:{
x2 + y2 + z2 > 25,
x+ 3y − 2z > 6.
37. Доказать, что множество, задаваемое системой неравенств, замкнуто:{
x2 + y2 + z2 > 25,
x+ 3y − 2z > 6.
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ЛЕКЦИЯ 2
Предел и непрерывность функции многих переменных
2.1 Понятие функции многих переменных
На первом курсе нами рассмотрено понятие функции: если каждому элементу множества x ∈ X
соответствует по некоторому закону (правилу) f(x) единственный элемент y ∈ Y , то говорят, что на
множестве X задана функция f со значениями y = f(x) из множества Y (f : X → Y ).
Определение 2.1. Пусть X ⊂ Rn. Функцию f : X → R будем называть действительной функцией
многих переменных или функцией n действительных переменных.
Как и прежде, в некоторых случаях функцию будем задавать с помощью «поточечного» правила
x 7→ f(x), x ∈ X ⊂ Rn,
или
y = f(x), x ∈ X ⊂ Rn.
Множество X есть область определения функции f : X → R. Как и прежде, область определения
мы будем обозначать D(f) или просто D, когда ясно, о какой функции идет речь.
Если A ⊂ X, то множество
f(A) = {f(x) : x ∈ A}
называется образом множества A, а f(X) – областью значений функции. Как и прежде, область
значений мы будем обозначать E(f).
Напомним (см. [2, лекция 3]), что функции можно задавать разными способами (аналитически, графи-
чески или табличным способом). Задавая функцию аналитически формулой вида y = f(x), как правило,
дополнительно указывают область определения функции: y = f(x), x ∈ X ⊂ Rn. Если же функция зада-
ется только формулой y = f(x), то под областью ее определения понимают множество X ⊂ Rn, для всех
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элементов которого эта формула имеет смысл. В этом случае уместной является задача о нахождении
допустимого множества X ⊂ Rn, являющегося областью определения функции.
Пример 2.1. Найти допустимое множество X ⊂ R3, являющееся областью определения функции
f(x, y, z) = x+y−z√
4−x2−y2−z2
.
JИскомое множество определится из условия 4 − x2 − y2 − z2 > 0, т.е. условия x2 + y2 + z2 < 4. Это
открытый шар с центром в начале координат радиуса 2. I
Определение 2.2. Графиком функции f : X → R, X ⊂ Rn, называют множество точек
(x, f(x)) = (x1, . . . , xn, f(x))
евклидового пространства Rn+1.
Например, графиком функции двух переменных z = x2+y2, (x, y) ∈ R2, является множество точек про-
странства R3, принадлежащих параболоиду вращения, который на рисунке (2.1) изображен в декартовой
прямоугольной системе координат.
График функции двух переменных, вообще говоря, представляет собой некоторую поверхность в трех-
мерном пространстве. Как правило, построение поверхности в декартовой прямоугольной системе коорди-
нат в пространстве R3 оказывается довольно трудной задачей, и поверхность обладает меньшей наглядно-
стью, чем линия на плоскости. В случае графика функции трех и большего числа переменных говорить
о наглядности вообще не приходится. В связи с этим оказывается удобным геометрически описывать
функцию многих переменных с помощью так называемого множества уровней функции.
Определение 2.3. Пусть f : X → R, X ⊂ Rn. Множество точек x ∈ X, удовлетворяющих ра-
венству f(x) = c, где c – некоторая постоянная, называется множеством уровня функции f ,






В случае n = 2 множество уровня называют линией уровня, в случае n = 3 – поверхностью уровня, а
при n > 3 – гиперповерхностью уровня.
Замечание 2.1. Термин «линии уровня» заимствован из картографии. В картографии линиями уров-
ня называют линии, на которых высота точек земной поверхности над уровнем моря одинакова. По ним
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можно судить не только о высоте над уровнем моря определенной точки местности, но и о характере
рельефа данной местности.
В физике для некоторых поверхностей и линий уровня используются специальные названия (поверхно-
сти постоянной температуры называются изотермическими или изотермами; поверхности постоянного
давления называются изобарическими или изобарами; поверхности постоянного потенциала называются
эквипотенциальными; поверхности постоянной энергии называются изоэнергетическими).
По взаимному расположению линий уровня можно получить представление о форме поверхности,
описываемой функцией двух переменных.
Пример 2.2. Описать семейство линий уровня функции
f(x, y) = xy, (x, y) ∈ X ⊂ R2.
JВ соответствии с определением линии уровня, давая z = xy различные числовые значения c, будем
получать уравнения линий уровня. При c 6= 0 получим семейство гипербол. Например, c = 1, 2, . . . , n . . .
получаем семейство гипербол
xy = 1, xy = 2, . . . , xy = n, . . . ,
расположенных в первой и третьей координатных четвертях.
При c = −1,−2,−3, . . . ,−n, . . . получим семейство гипербол
xy = −1, xy = −2, . . . , xy = −n, . . . ,
расположенных во второй и четвертой четвертях.
При c = 0 получаем уравнение xy = 0, определяющее две прямые x = 0 и y = 0. I
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2.2 Предел функции многих переменных
Пусть X ⊂ Rn, f : X → R, a – предельная точка X.
Определение 2.4. Число b ∈ R называется пределом функции f в точке a (или при x → a),
если для любой сходящейся к a последовательности точек {x(m)} множества X, отличных от точки







f(x) = b : ∀x(m) ∈ X x(m) 6= a lim
m→+∞







Приведенное определение называют определением предела функции многих переменных «на языке
последовательностей». Это определение можно сформулировать, используя терминологию окрестностей.
Определение 2.5. Число b ∈ R называется пределом функции f в точке a (или при x → a),
если для любой окрестности Ub точки b найдется такая проколотая окрестность U◦a точки a, что
f (X ∩ U◦a ) ⊂ Ub:
lim
x→a
f(x) = b : ∀Ub ∃U◦a ∀x ∈ X ∩ U◦a f(x) ∈ Ub.
Определения 2.4 и 2.5 эквивалентны. Справедливость этого утверждения может быть доказана точно
также, как и эквивалентность определений «на языке последовательностей» и «на языке окрестностей»
функции одной переменной. Если же в качестве окрестности точки a ∈ Rn взять открытый шар с центром
в точке a радиуса δ > 0, то с учетом того, что для любых x, a ∈ Rn ρ(x, a) = |x−a|, можно сформулировать




f(x) = b :
∀ε > 0 ∃δ > 0 ∀x ∈ X 0 < |x− a| < δ |f(x)− b| < ε.
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Замечание 2.2. Определения 2.4 и 2.5 применимы и в случаях, когда b = +∞, b = −∞ или b = ∞
(напомним, что U∞ = (−∞,∆) ∪ (∆,+∞); U−∞ = (−∞,∆); U+∞ = (∆,+∞) (∆ > 0)).
В определении 2.6 b ∈ R – конечное число. Если b = +∞, то в определении 2.6 неравенство |f(x)−b| < ε
нужно заменить на неравенство f(x) > E, если b = −∞ – на неравенство f(x) < −E, если b = ∞ – на
неравенство |f(x)| > E, E > 0.
Замечание 2.3. Определения 2.4 – 2.6 по форме записи ничем не отличаются от случая функций
одной переменной. А значит, для функций многих переменных будут справедливы основные положения
теории пределов, аналогичные соответствующей теории для функции одной переменной (аналогично до-
казывается теорема о единственности предела функции, вводится понятие бесконечно малых и бесконечно
больших в точке для этих функций, а также свойства таких функций и т.п.).
Например, для функции многих переменных будет справедлив критерий о связи функции, имеющей




f(x) = b⇔ f(x) = b+ α(x),
где α(x) – бесконечно малая при x→ a.





f(x, y) = b,
где (x0, y0) – предельная точка D.
Если в качестве окрестности точки использовать прямоугольную окрестность, определение 2.6 в случае
функции двух переменных удобно сформулировать следующим образом:
∀ε > 0 ∃δ > 0 ∀ (x, y) ∈ D
{
0 < |x− x0| < δ,
0 < |y − y0| < δ
|f (x, y)− b| < ε. (2.1)
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∣∣:∣∣∣∣ x+ yx2 + 1 + 1
∣∣∣∣ = |x+ y + x2 + 1|x2 + 1 6 |x| |x+ 1|+ |y + 1|1 .
Введём ограничения для предельной точки (−1,−1), взяв в качестве «радиуса» её квадратной окрест-
ности меньше половины расстояния между предельной точкой и прямой x = 0. Например,
{
|x+ 1| < 1
2
,
|y + 1| < 1
2
.
С учётом указанного ограничения оценим сверху |x|.














< |x| < 3
2
< 2. Искомая оценка примет вид:∣∣∣∣ x+ yx2 + 1 − (−1)
∣∣∣∣ ≤ |x| |x+ 1|+ |y + 1| < 2 |x+ 1|+ |y + 1| .
Потребуем, чтобы {
2 |x+ 1| < ε
2
,




|x+ 1| < ε
4
,
|y + 1| < ε
2
.







. При таком выборе δ будет выполняться определение предела
функции 2.1.I
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Пусть X ⊂ Rn, f : X → R – функция n-переменных, D ⊂ X, a – предельная точка D. Если для
некоторого b ∈ R и
∀ε > 0 ∃δ > 0 ∀x ∈ D ⊂ X 0 < ρ(x, a) < δ ρ(f(x), b) < ε,
то число b называют частичным пределом функции f в точке a (или пределом функции f по
подмножеству D). Несложно показать (покажите самостоятельно), что у функции f существует предел,
равный b ∈ R, тогда и только тогда, когда любые частичные пределы функции будут существовать и
равняться b. Указанное утверждение можно использовать для доказательства того, что для функции не
существует предела в некоторой точке (если для функции в указанной точке можно найти два различных
частичных предела, то функция в указанной точке предела не имеет).
Пример 2.4. Доказать, что не существует предела функции
f (x, y) =
xy
x2 + y2
, (x, y) ∈ X =
{
(x, y) ∈ R2 \ {(0, 0)}
}
в точке (0, 0).

























(x, y) ∈ R2 : y =
√

















Так как частичные пределы разные, то функция в указанной точке предела не имеет.








x = r cosϕ













Очевидно, что существуют такие значения ϕ ∈ [0; 2π], для которых частичные пределы будут различ-
ными. Например, если ϕ = π
4
, то частичный предел равен 1
2
, но если ϕ = 0, то частичный предел равен 0.
Значит, указанный предел не существует.I




f(x, y). В этом случае мы полагаем
x = x0 + r cosϕ, y = y0 + r sinϕ




f(x, y) = c
равносильно тому, что равномерно по ϕ выполняется соотношение lim
r→0
F (r;ϕ) = c, то есть, для любого
ε > 0 существует δ > 0, не зависящее от ϕ, что из 0 < r < δ вытекает |F (r, ϕ) − c| < ε. Это имеет место,
во всяком случае, если F (r;ϕ) имеет вид:
F (r;ϕ) = c+ rλψ(r;ϕ),
где λ > 0, а функция ψ(r;ϕ) ограничена в области 0 < r < α, 0 6 ϕ < 2π.
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) = 0. I
Замечание 2.5. Для функций многих переменных техника вычисления пределов во многом анало-
гична технике вычисления пределов функций одной переменной. Покажем это на конкретных примерах.










(аналогично, как и для функции одной переменной, доказывается тео-
рема о пределе суммы, произведения и частного, как следствие устанавливается, что предел многочлена в
любой точке плоскости R2 равен значению многочлена в этой точке; предел дробно-рациональной функ-
ции в любой точке области её определения равен значению функции в этой точке).




(x− 2y) (x+ 2y)




(x− 2y) (x+ 2y)













































2.3 Непрерывность функции многих переменных
Определение 2.7. Функция f : X → R, X ⊂ Rn, называется непрерывной в точке a ∈ X, если
∀ε > 0 ∃δ > 0 ∀x ∈ X |x− a| < δ |f(x)− f(a)| < ε. (2.3)
В терминах окрестностей (2.3) можно переписать так:
∀Vf(a) ∃Ua f(Ua ∩X) ⊂ Vf(a). (2.4)
Если a ∈ X – предельная точка для X, то непрерывность f в точке a означает, что lim
x→a
f(x) = f(a).
Если же a – изолированная точка для X, то условие непрерывности (2.4) выполняется автоматически
для любой функции, определенной в этой точке.
Замечание 2.6. Любая элементарная функция n-переменных непрерывна в своей области опреде-
ления (элементарной функцией называют функцию, которая может быть задана с помощью конечного
числа арифметических операций и композиций элементарных функций одного переменного).
Пусть X1 ⊂ Rn, X2 ⊂ Rn, X1 ∩X2 6= Ø.
Теорема 2.2 (об арифметических операциях над непрерывными функциями). Если функции
f1 : X1 → R и f2 : X2 → R
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непрерывны в точке a ∈ X1 ∩X2, то и функции
f1 ± f2, f1 · f2,
f1
f2
(если f2 (a) 6= 0)
непрерывны в точке a.
JСправедливость заключений теоремы есть очевидное следствие из соответствующих теорем об ариф-
метических операциях над пределами функций многих переменных, которые доказываются аналогично
соответствующим теоремам для функции одной переменной.I
Пусть на множестве X ⊂ Rn задана функция n переменных
x 7→ f(x) = f(x1, . . . , xn), x ∈ X,
где xi в свою очередь являются функциями m переменных, определенных на множестве T ⊂ Rm:
t 7→ xi = ϕi (t) = ϕi (t1, t2, . . . , tm) (i = 1, n, (t1, t2, . . . , tm) ∈ T ),
причём для любой точки t ∈ T (ϕ1(t), . . . , ϕn(t)) ∈ X. Тогда на множестве T задана сложная функция
t 7→ f ◦ ϕ = f (ϕ (t)) = f (ϕ1 (t) , ϕ1 (t) , . . . , ϕn (t)) .
Теорема 2.3 (о непрерывности сложной функции). Пусть на множестве T ⊂ Rm определена
сложная функция t 7→ f ◦ ϕ = f (ϕ (t)). Если функция x 7→ f(x), x ∈ X, непрерывна в точке x(0) ∈ X,




, i = 1, n, то
сложная функция f ◦ ϕ непрерывна в точке t(0).
Замечание 2.7. Справедливость заключения теоремы 2.3 есть очевидное следствие из теоремы о
пределе сложной функции многих переменных, доказательство которой мы опускаем (оно во многом ана-
логично доказательству теоремы о пределе сложной функции одной переменной). Доказательства после-
дующих теорем для непрерывных функций многих переменных также будут опущены (их доказательства
также во многом аналогичны доказательствам соответствующих теорем для функций одной переменной).
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Теорема 2.4 (об устойчивости знака непрерывной функции). Пусть функция f : X → R,
X ⊂ Rn, непрерывна в точке a ∈ X и f (a) > 0 (f (a) < 0). Тогда во всех точках некоторой окрестности
точки a, принадлежащих области определения функции, выполняется неравенство f (x) > 0 (f (x) < 0).
Определение 2.8. Функция f : X → R, X ⊂ Rn, называется непрерывной на множестве X,
если она непрерывна в каждой точке этого множества.
Теорема 2.5 (первая теорема Вейерштрасса). Если функция f : X → R непрерывна на ограни-
ченном замкнутом множестве X ⊂ Rn, то она ограничена на этом множестве.
Теорема 2.6 (вторая теорема Вейерштрасса). Если функция f : X → R непрерывна на ограни-
ченном замкнутом множестве X ⊂ Rn, то она достигает на этом множестве своих точных граней.
2.4 Равномерная непрерывность функций
Определение 2.9. Функция f : X → R, X ⊂ Rn, называется равномерно непрерывной на мно-
жестве D ⊂ X, если
∀ε > 0 ∃δ > 0 ∀x′, x′′ ∈ D |x′ − x′′| < δ |f (x′)− f (x′′)| < ε.
Замечание 2.8. Если функция равномерно непрерывна на множестве, то она будет и непрерывной на
этом множестве. Для доказательства достаточно в определении 2.9 вместо x′′ взять любую точку a ∈ D
и зафиксировать её, а в качестве x′ взять x ∈ D (x – текущая точка в D). При таком выборе будем иметь
определение непрерывности функции f в точке a ∈ D:
∀ε > 0 ∃δ > 0 ∀x ∈ D |x− a| < δ |f (x)− f (a)| < ε.
Пример 2.8. Доказать по определению 2.9, что функция
f(x, y) = x+ y, (x, y) ∈ R2,
будет равномерно непрерывной на R2.
51
JВозьмём любое ε > 0. Для нахождения δ > 0 (из определения 2.9) для любых точек (x1, y1) и (x2, y2)





(x1 − x2)2 + (y1 − y2)2 6
6
√
|x1 − x2|2 + 2 |x1 − x2| |y1 − y2|+ |y1 − y2|2 =
= |x1 − x2|+ |y1 − y2| . (2.5)
Потребуем, чтобы
{
|x1 − x2| < ε2 ,
|y1 − y2| < ε2
. Тогда в качестве δ возьмём ε. Получим:
∀ε > 0 ∃δ = ε > 0 ∀ (x1, y1) , (x2, y2) ∈ R2,√
(x1 − x2)2 + (y1 − y2)2 < δ = ε,







Теорема 2.7 (теорема Кантора). Если функция f : X → R непрерывна на ограниченном замкнутом
множестве X ⊂ Rn, то она будет равномерно непрерывной на X.
JДоказательство теоремы 2.7 проводится аналогично доказательству теоремы Кантора о равномерной
непрерывности функции одной переменной, непрерывной на отрезке.I
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2.5 Непрерывные отображения. Понятие области
Пусть X, Y ⊂ Rn. Аналогично определению непрерывности действительной функции многих пере-
менных (определение 2.7) можно рассмотреть понятие непрерывности отображения f : X → Y в точке
a ∈ X.
Определение 2.10. Отображение f : X → Y называется непрерывным в точке a ∈ X, если
∀ε > 0 ∃δ > 0 ∀x ∈ X |x− a| < δ |f(x)− f(a)| < ε.
Отображение f : X → Y называют непрерывным на множестве X, если оно непрерывно в каждой
точке этого множества.
Определение 2.11. Путем во множестве X ⊂ Rn называется любое непрерывное отображение
γ : [α, β] → X отрезка [α, β] ⊂ R в X. Образ γ([α, β]) называется следом пути, а точки a = γ(α) и
b = γ(β) – соответственно началом и концом пути γ.
В этом случае также говорят, что путь γ соединяет точки a и b.
Определение 2.12. Непустое множество X ⊂ Rn называется линейно связным, если для любых
двух его точек существует путь, соединяющая эти точки, след которого принадлежит X.
Определение 2.13. Областью будем называть любое открытое линейно связное множество.
Если множество D ⊂ Rn является областью, то множество D, полученное присоединением к D всех
граничных точек этого множества, называется замкнутой областью.
53
Вопросы и задания для самоконтроля
1. Дайте определения:
– функции многих переменных, ее области определения, области значений, графика;
– линии уровня функции двух переменных, поверхности уровня функции трех переменных;
– предела функции многих переменных, частичного предела;
– непрерывности функции многих переменных в точке, на множестве;
– равномерно непрерывной на множестве функции многих переменных;
2. Сформулируйте и докажите теоремы:
– о непрерывности сложной функции многих переменных;
– об устойчивости знака непрерывной функции.
3. Сформулируйте теоремы Вейерштрасса о функции, непрерывной на ограниченном замкнутом мно-
жестве.
4. Сформулируйте теорему Кантора о равномерной непрерывности функции на ограниченном замкну-
том множестве.
5. Дайте определение линейно связного множества.
6. Дайте определение области. Какие из нижеследующих множеств являются областями:
6.1 множество точек плоскости, координаты которых удовлетворяют неравенству
4 < x2 + y2 < 25;
6.2 множество точек плоскости, координаты которых удовлетворяют системе неравенств{
4 < x2 + y2 < 10,
−1 < y < 1;
6.3 множество A ∪ B, где A состоит из точек (x, y), для которых x2 + y2 < 100, а B – из точек (x, y),
для которых (x− 2)2 + (y + 3)2 < 144?
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 2
Область определения и область значений функции многих переменных
Задание 1. Найти допустимое множество X ⊂ R2, являющееся областью определения функции
f(x, y) = x+y
2x−y .
JВыражение x+y
2x−y теряет смысл лишь при тех значениях x и y, при которых знаменатель обращается
в нуль. Отсюда областью определения нашей функции является вся плоскость, из которой исключены






Задание 2. Найти допустимое множество X ⊂ R2, являющееся областью определения функции
f(x, y) =
√
(x− 1)(y + 2).
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JРешая неравенство (x− 1)(y + 2) > 0, находим, что либо{
x− 1 > 0,
y + 2 > 0,
либо {
x− 1 6 0,
y + 2 6 0.
Решением первой системы является совокупность точек, описываемая системой неравенств x > 1,
y > −2. Решением второй системы – x 6 1, y 6 −2. Чтобы получить изображение искомой области
на координатной плоскости, достаточно провести две прямые x = 1 и y = −2. Полученные решения
показывают, что область определения состоит из двух квадрантов с общей вершиной в точке (1,−2)
(рисунок 2.3).I
Задание 3. Найти допустимое множество X ⊂ R2, являющееся областью определения функции
f(x, y) = ln x
y
.
JПоскольку выражение, стоящее под знаком логарифма, должно быть положительным, то задача
сводится к решению неравенства x
y
> 0. Из последнего следует: x > 0 и y > 0, либо x < 0 и y < 0. I
Задание 4. Найти допустимое множество X ⊂ R2, являющееся областью определения функции
f(x, y) = ln sin π(x2 + y2).
JОбласть определения функции совпадает со множеством решений неравенства
sin π(x2 + y2) > 0. (2.6)
Решаем неравенство (2.6).
2πk < π(x2 + y2) < π + 2πk,
где k – целые неотрицательные числа.






Если k = 0, то 0 < x2 + y2 < 1. При k = 1 будет
(
√
2)2 < x2 + y2 < (
√
3)2,
и так далее (рисунок 2.4).
На положительной полуоси абсцисс в область определения функции входит множество



















Задание 5. Найти допустимое множество X ⊂ R3, являющееся областью определения функции
f(x, y, z) = arccos
(




x2 + y2 − 3.
J
{
−1 6 x2 + y2 + z2 − 3 6 1,
0 6
√
x2 + y2 − 3 6 1. (2.7)
Система (2.7) равносильна системе{ (√
2
)2
6 x2 + y2 + z2 6 22,(√
3
)2
6 x2 + y2 6 22.
(2.8)
Первое неравенство системы (2.8) есть шаровой слой с центром в точке (0, 0, 0), границы которого есть:




. Второе неравенство есть также
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. Общей частью указанных слоев будет кольцо, образованное вращением сегмента (рисунок









Задание 6. Найти множество значений функции
f(x, y) =
√
2 + x+ y − x2 − 2xy − y2, (x, y) ∈ X ⊂ R2.
JВведем обозначение z = x + y. Тогда подкоренное выражение примет вид u = −z2 + z + 2. Найдем
множество значений функции u.





























. Но арифметический корень имеет смысл, если −z2 + z+ 2 > 0. Тогда искомое множество













Задание 7. Найти множество значений функции
f(x, y, z) = x2 + y2 + z2, (x, y, z) ∈ X =
{
(x, y, z) ∈ R3, x+ y + z = 6
}
.
JОбласть определения функции – это плоскость, которая проходит через точки A (6, 0, 0), C (0, 6, 0),

















Расстояние любой точки (x, y, z) указанной плоскости до начала координат (точки O (0, 0, 0)) будет
ρ =
√
x2 + y2 + z2.
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Очевидно, что функция ρ, а значит и f , не ограничены сверху, кроме того эти функции непрерывны
на своих областях определения. Тогда
sup
(x,y,z)∈D(f)
f (x, y, z) = +∞.
Точная нижняя грань достигается, она совпадает с длиной перпендикуляра, опущенного из точкиO (0, 0, 0)
на нашу плоскость. Этот перпендикуляр есть высота правильной пирамиды OABC. Основание высо-
ты есть точка O1 – пересечение медиан правильного треугольника ABC. Координаты точки O1 есть
x = y = z = 2. Покажем это. Например, отрезок BF точки O1 будет z = 2. Также и остальные координа-
ты точки O1 будут равны 2.
f(2, 2, 2) = 22 + 22 + 22 = 12.
E (f) = [12,+∞) . I
Задание 8. Найти поверхность уровня функции
f(x, y, z) =
2z
x2 + y2
, (x, y, z) ∈ X =
{
(x, y, z) ∈ R3, x2 + y2 6= 0
}
.




Если c > 0, то из (2.9) имеем {
z = c
2
(x2 + y2) ,
x2 + y2 6= 0. (2.10)
Система (2.10) определяет параболоид вращения, расположенный выше плоскости z = 0 (на рисунке










Если c = 0, то также из системы (2.10) имеем{
z = 0,
x2 + y2 6= 0. (2.11)
Система (2.11) определяет координатную плоскость z = 0 с выколотым началом координат.
При c < 0 также имеем параболоид вращения, расположенный ниже плоскости z = 0 (рисунок 2.8){
z = c
2
(x2 + y2) ,
x2 + y2 6= 0.










Задание 9. Найти линию уровня функции
f(x, y) = ln
(
1− x2 − y2
)
, (x, y) ∈ X ⊂ R2.
JЛиния уровня определяется уравнением
ln
(
1− x2 − y2
)
= c, (2.12)
где c – произвольная действительная константа. Исследуем уравнение (2.12)
1− x2 − y2 = ec, x2 + y2 = 1− ec. (2.13)
Если c < 0, то уравнение (2.13) определяет окружность с центром в начале координат и радиусом
R2 =
√
1− ec. При c = 0 имеем одну точку O (0, 0). Если c > 0, то уравнение (2.13) решений не имеет, то
есть линия уровня есть пустое множество.I
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Задания для самостоятельного решения
1. Найдите допустимые множества X ⊂ R2, являющиеся областями определения функций z : X → R.
Сделайте соответствующие рисунки.
1.1 z = 1
x+y
;
1.2 z = y
x
;






3− x2 − y2;
1.6 z =
√



















































1.18 z = arcsin x
y2
+ arcsin(1− y).
2. Найдите допустимые множества X ⊂ R3, являющиеся областями определения функций u : X → R.
Сделайте соответствующие рисунки.
2.1 u = ln(xyz);
2.2 u =
√
z(2− z) + ln(4− x2)− 3y;
2.3 u =
√
8− x2 − 2y2 − 4z2;







2.5 u = ln
√
exy(z − y2);








3. Выразить площадь треугольника как функцию его трех сторон. Указать область определения этой
функции.
4. Выразить объем конуса как функцию его высоты и образующей. Указать область определения этой
функции.
5. Квадратная доска состоит из 4 квадратных клеток, попеременно черных и белых; сторона каждой
из них равна единице длины. Рассмотрим прямоугольник со сторонами, параллельными сторонам
доски, один из углов которого совпадает с черным углом доски. Площадь черной части этого пря-
моугольника является функцией от длин его сторон x и y. Запишите аналитическое выражение для
этой функции.
6. Выразить объем конуса как функцию его полной поверхности S и l длины образующей.
7. Выразить площадь равнобочной трапеции как функцию от дин ее сторон.
8. Выразить объем конуса как функцию от угла осевого сечения конуса α и от радиуса r шара, впи-
санного в конус.
9. Выразить объем прямоугольного параллелепипеда как функцию от длины диагонали l1, длины диа-
гонали основания l2 и угла ϕ между диагональю основания и одной из сторон.
10. Описать поверхности, являющиеся графиками функций z : X → R, X ⊂ R2:
10.1 z = x+ y − 1;
10.2 z =
√
1− x2 − y2;
10.3 z = x2 + y2;




10.6 z = xy.
11. Найти семейства линий уровня для каждой из функций z : X → R, X ⊂ R2, и начертить их графики:
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11.1 z = x+ y;
11.2 z = x2 + y2;
11.3 z = x2 − y2;
11.4 z = x
y
;
11.5 z = 1
2x2+3y2
;
11.6 z = xy (x > 0);
11.7 z = 2−xy
y2
.
12. Найти поверхности уровня функций u : X → R, X ⊂ R3:
12.1 u = x+ y + z;
12.2 u = x2 + y2 + z2;
12.3 u = x2 + y2 − z2;
12.4 u = (z + y)2 + x2;
12.5 u = (z + y)2 + x2;




Предел и непрерывность функции многих переменных









JЗададимся любым сколь угодно малым положительным ε > 0. Для нахождения указанного в опре-




)∣∣∣∣ = ∣∣∣∣2x− 4y + 5x2 + 5 + 3− 32 (x2 + 1)
∣∣∣∣ =
=
∣∣∣∣8− 4y + 5x2 + 2x− 32 (x2 + 1)
∣∣∣∣ < ∣∣∣∣4(2− y) + 5(x+ 1)(x− 35
)∣∣∣∣ 6
6 4 |y − 2|+ 5 |x+ 1|
∣∣∣∣x− 35
∣∣∣∣ = α. (2.14)
Рассмотрим окрестность предельной точки сколь угодно малого радиуса. В нашем случае этот радиус
должен быть меньше расстояния между точками x = −1 и x = 3
5
. Возьмем оценку |x+ 1| < 1. Тогда
−1 < x+ 1 < 1; −2 < x < 0; −2, 6 < x− 3
5
< −0, 6; 0, 6 <
∣∣x− 3
5
∣∣ < 2, 6.
Продолжим оценку сверху α. α < 4 |y − 2| + 13 |x+ 1|. Потребуем: 4 |y − 2| < ε
8
и 13 |x+ 1| < ε
2
,
|x+ 1| < ε
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. При таком выборе δ будет выполняться определение предела
по Коши.I




, (x, y) ∈ X =
{




не имеет предела в точке (0, 0).
JПерейдем к полярным координатам x = r cosϕ, y = r sinϕ. Тогда функция f примет вид:
f(r cosϕ, r sinϕ) =
r2 cos2 ϕ− r2 sin2 ϕ
r2 cos2 ϕ+ r2 sin2 ϕ
= cos 2ϕ. (2.15)




f(x, y) = c,
то для любого ε > 0 нашлось бы такое δ > 0, что из неравенства 0 < r < δ вытекало бы |f(x, y)− c| < ε.
Но функция (5.1) не зависит от r и в любой сколь угодно малой окрестности точки (0, 0) есть такие точки,
где f(r cosϕ, r sinϕ) = 0 (например, при ϕ = π
4
), так и точки, где f(r cosϕ, r sinϕ) = 1 (например, при
ϕ = 0). Значит, lim
x→0
y→0
f(x, y) не существует.I







JПолагаем x = r cosϕ, y = r sinϕ. Тогда
x2y
x2 + y2
= r cos2 ϕ · sinϕ.








r cos2 ϕ · sinϕ = 0. I
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, если (x, y) 6= (0, 0),
0, если (x, y) = (0, 0),
когда x→ 0, y → 0?
JЕсли положить x = at, y = bt, то при любых a и b 6= 0 имеем:
lim
t→0





Если же b = 0, то y = 0 и f(x, y) = 0. Поэтому предел функции f , когда (x, y) стремится к точке (0, 0)
по любой прямой, равен нулю.












Таким образом, в сколь угодно малой окрестности точки (0, 0) есть точки, где f(x, y) = 1
2
, поэтому
нуль не может быть пределом функции f при (x, y)→ (0, 0). I











f(x, y) = c,
если для любого ε > 0 найдется такое N > 0, что из |x| > N , |y| > N вытекает неравенство |f(x, y)− c| < ε.
Мы имеем:










Если |x| > N и |y| > N , то ∣∣∣∣ xx2 + y2
∣∣∣∣ < ∣∣∣∣1x
∣∣∣∣ < 1N ,
∣∣∣∣ yx2 + y2
∣∣∣∣ < ∣∣∣∣1y





x+ y + 2x2 + 2y2
x2 + y2
= 2. I




, (x, y) ∈ X =
{
(x, y) ∈ R2 \ {(0, 0)}
}
,
не имеет предела, когда x→∞, y →∞.
JПоложим сначала x = t, y = t4. Тогда при t→∞ имеем: x→∞, y →∞ и
lim
t→∞





С другой стороны, при x = t2, y = t имеем:
lim
t→∞




















x2−2xy+y2+x−y , если x 6= y,
4, если x = y.
JПри x = y = 2 числитель и знаменатель дроби обращаются в нуль. Мы имеем при x 6= y
f(x, y) =
(x− y)(x+ y)
(x− y)(x− y + 1)
=
x+ y






x− y + 1
= 4.




(x, y) = 4. I








, если x 6= 0,
3, если x = 0.
JПри x = 0, y = 3 числитель и знаменатель дроби sin(x
2y)
x2
обращаются в нуль. Положим x2y = α.
















y = 1 · 3 = 3.
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Если же x = 0, то f(x, y) = 3, и предел f(x, y) при y → 3 равен 3. I




1 + sin4(x2 + 3xy + y2)
, (x, y) ∈ R2, (2.16)
непрерывна на R2.
JФункции (x, y) 7→ x2 − y2 и (x, y) 7→ x2 + 3xy + y2, (x, y) ∈ R2, непрерывны на R2 как многочлены от
x и y. По теореме о непрерывности суперпозиции непрерывных функций вытекает, что (x, y) 7→ ex2−y2 и
(x, y) 7→ 1 + sin4(x2 + 3xy + y2), (x, y) ∈ R2, также непрерывны на R2. При этом 1 + sin4(x2 + 3xy + y2) 6= 0
на R2, а потому и функция (2.16) непрерывна на R2. I




, (x, y) ∈ X =
{
(x, y) ∈ R2 \ {(0, 0)}
}
, (2.17)
при x = 0, y = 0 так, чтобы она была непрерывна в точке (0, 0).
JЧтобы функция была непрерывна в точке (0, 0) надо, чтобы






чтобы найти предел, перейдем к полярным координатам x = r cosϕ, y = r sinϕ. Получим:
f(r cosϕ, r sinϕ) =
r4(cos4 ϕ+ sin4 ϕ)
r2(cos2 ϕ+ sin2 ϕ)
= r2(cos4 ϕ+ sin4 ϕ).
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f(x, y) = 0.
Итак, чтобы функция (2.17) была непрерывной при x = 0, y = 0, надо положить f(0, 0) = 0. I


















































13 (x2 + y2)− 7


















































z = x2 + y2,





z ln z =
















































































= e0 = 1. I
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Задания для самостоятельного решения








, если x2y 6= 0,






















































f(x, y), где f(x, y) =
{
x2+2xy−3y2
x3−y3 , x 6= y,
4
3
, x = y.




, (x, y) 6= (0, 0),
0, (x, y) = (0, 0),
не имеет предела в точке (0, 0).
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, если x+ y 6= 0,
1, если x+ y = 0,
не имеет предела, когда x→∞, y →∞.
6. Исследовать на непрерывность функцию
f(x, y) =
{
16− x2 − y2, если x2 + y2 6 16,
0, если x2 + y2 > 16.
7. Исследовать функции (x, y) 7→ f(x, y), (x, y) ∈ X ⊂ R2, на непрерывность:
7.1 f(x, y) = x−y
x+y
,
7.2 f(x, y) = 2x−3
x2+y2−4 .




7.4 f(x, y) = x−y
x3−y3 ,
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7.5 f(x, y) = ln(9− x2 − y2),
7.6 f(x, y) = 3
x3+y3
,
7.7 f(x, y) = x
2+y2
x2−y2 ,
7.8 f(x, y) = 1
(x2+y2−4)(y2−4x) ,
7.9 f(x, y) = sin 1
x+y
,
7.10 f(x, y) = cos 1
x2+y2−9 ,
7.11 f(x, y) = 1
xy
,
7.12 f(x, y) = x+y√
x2+y2−4
,
7.13 f(x, y) = x|y| .
8. Исследовать функции (x, y, z) 7→ f(x, y, z), (x, y, z) ∈ X ⊂ R3, на непрерывность:
8.1 f(x, y, z) = 1
sinπx+sinπy+sinπz
,
8.2 f(x, y, z) = 1√
8−x2−2y2−4z2
,
8.3 f(x, y, z) = x+y+z
xy−z ,
8.4 f(x, y, z) = 1
x2+y2−z2 ,
8.5 f(x, y, z) = 1
x2+y2+z2−16 ,
8.6 f(x, y, z) = 1
x2+y2−z2−1 ,
8.7 f(x, y, z) = 1
x2+y2−z2+1 .
9. Является ли функция f(x, y) = x+y
xy
, (x, y) ∈ X = {(x, y) ∈ R2, xy 6= 0}, равномерно непрерывной в
области ее определения?
10. Является ли функция f(x, y) =
√




Частные производные и дифференциал функции многих переменных
3.1 Частные производные функции многих переменных
Пусть X ⊂ Rn, x(0) ∈ IntX; f : X → R.
Пусть ∆x = (∆x1, . . . ,∆xn), где ∆xk 6= 0 (k = 1, . . . , n), причем x(0) + ∆x ∈ X; ei – базисный вектор
пространства Rn (все координаты вектора равны нулю, кроме i-ой координаты, равной единице).




























Проиллюстрируем на примере функции двух переменных z = f(x, y) геометрический смысл частных
приращений ∆xf (P0), ∆yf (P0) и полного приращения ∆f (P0) в точке P0 (x0, y0) (рисунок 3.1).
ТочкаM0 (x0, y0, f (x0, y0)) и кривыеM0B1,M0B2, B1B3, B2B3 принадлежит графику функции f , част-
ные приращения функции f по переменным x и y равны соответственно длине отрезка A1B1, то есть,
∆xf (P0) = |A1B1| и длине отрезка A2B2 (∆yf (P0) = |A2B2|), а полное приращение функции f равно
длине отрезка A3B3 (∆f (P0) = |A3B3|).
Для случая, когда изображенная на рисунке 3.1 поверхность будет расположена ниже плоскости
M0A2A3A1, то частные и полное приращения функции f будут равны соответственно длинам указанных
выше отрезков, взятых со знаком минус.
Определение 3.1. Частной производной функции f в точке x(0) по аргументу xi называется
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Рисунок 3.1










Проиллюстрируем геометрический смысл частных производных на примере функции двух переменных
z = f(x, y), (x, y) ∈ D ⊂ R2 (рисунок 3.2).
ТочкаM0 (x0, y0, f (x0, y0)) принадлежит графику функции f (некоторой поверхности), графики функ-
ций f1 = f (x, y0) (кривая AB) и f2 = f (x0, y) (кривая CD) есть линии пересечения этой поверхности с
плоскостями y = y0 и x = x0, l1 и l2 – касательные к кривым AB и CD в точке M0. Исходя из геометри-
ческого смысла производной для функции одной переменной f ′x (x0, y0) = tgα, где α – угол между осью

























Физический смысл частных производных функции двух переменных состоит в том, что ∂f
∂x
(x0, y0) есть
скорость изменения функции в точке (x0, y0) в направлении оси Ox, а ∂f∂y (x0, y0) – скорость изменения
функции в точке (x0, y0) в направлении оси Oy.





представляет собой обыкновенную производную функции
f по i-ой переменной xi в точке x
(0)
i при фиксированных значениях остальных переменных xk = x
(0)
k ,
k 6= i, понимаемую как обычная производная функции одной переменной. Поэтому вычисление частных
производных производится по обычным правилам вычисления производных функций одной переменной.
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Пример 3.1. Найти частные производные функции
f (x, y) =
x
y
, (x, y) ∈ X =
{
(x, y) ∈ R2 : y 6= 0
}
,
в точке (0, 1), используя определение 3.1.
J f ′x (0, 1) = lim
∆x→0







f ′y (0, 1) = lim
∆y→0









Пример 3.2. Найти частные производные функций f : X → R, X ⊂ R2, используя формулы для
нахождения производных функций одной переменной:
а) f (x, y) = 3 · 2−4 sin20 1−yx .
J f ′x (x, y) = 3 · 2−4 sin
20 1−y
x · ln 2 · (−4) · 20 sin19 ·1− y
x
· cos 1− y
x






f ′y (x, y) = 3 · 2−4 sin
20 1−y
x · ln 2 · (−4) · 20 sin19 1− y
x




· (−1) . I









































































)2x2 12√y . I
3.2 Дифференцируемость функции многих переменных и дифференциал
Пусть x(0) ⊂ Rn, ∆x = (∆x1, . . . ,∆xn), где ∆xk 6= 0 (k = 1, . . . , n), причем x(0) + ∆x ∈ Ux(0) .
Определение 3.2. Функция f : Ux(0) → R называется дифференцируемой в точке x(0), если полное








Ai∆xi + α(∆x) |∆x| , (3.2)
где Ai – некоторые действительные константы, не зависящие от ∆xi, i = 1, n; а α (∆x) – бесконечно
малая при ∆x→ O, O = (0, 0, . . . , 0).
Если функция f дифференцируема в каждой точке множества M ⊂ X, то она называется диффе-
ренцируемой на множестве M .
Если функция f дифференцируема в точке x(0), то первое слагаемое в правой части (3.2) называется









Если хотя бы одна из констант Ai (i = 1, n) не равна нулю, то дифференциал функции в точке есть
главная линейная относительно приращений аргументов часть полного приращения дифференцируе-
мой функции.
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Пример 3.3. Доказать, используя определение, что функция
f (x, y) = x2y, (x, y) ∈ R2,
дифференцируема на R2. Найти полное приращение и дифференциал функции в точке (1, 0).
JСогласно определению 3.2, функция двух переменных
z = f(x, y), (x, y) ∈ X ⊂ R2,
будет дифференцируемой в точке (x0, y0) ∈ IntX, если
∆f(x0, y0) = A1∆x+ A2∆y + α(∆x,∆y)
√
(∆x)2 + (∆y)2,
где A1 и A2 – некоторые действительные константы, не зависящие от ∆x и ∆y, а α(∆x,∆y) → 0 при
(∆x,∆y)→ (0, 0).
Запишем полное приращение функции в любой точке (x0, y0) ∈ R2.
∆f (x0, y0) = f (x0 + ∆x, y0 + ∆y)− f (x0, y0) =
= (x0 + ∆x)
2 (y0 + ∆y)− x20y0 =
(
x20 + 2x0∆x+ (∆x)
2) (y0 + ∆y)− x20y0 =
= x20∆y + 2x0y0∆x+ 2x0∆x∆y + y0 (∆x)





2x0∆x∆y + y0 (∆x)
2 + ∆y (∆x)2√
(∆x)2 + (∆y)2
)√
(∆x)2 + (∆y2). (3.4)
Правая часть (3.4) имеет вид (3.2), где
A1 = 2x0y0, A2 = x
2
0, α(∆x,∆y) =
2x0∆x∆y + y0 (∆x)
















2 6 |x0||∆y|+ |y0||∆x|+ |∆y||∆x| → 0 при (∆x,∆y)→ (0, 0).
Дифференцируемость на R2 доказана.
Тогда дифференциал функции в точке (x0, y0) будет
df (x0, y0) = 2x0y0∆x+ x
2
0∆y. (3.5)
Если x0 = 1, y0 = 0, то
df (1, 0) = ∆y. (3.6)
Полное приращение функции f в точке (1, 0) будет:
∆f (1, 0) = ∆y + 2∆y∆x+ (∆x)2 ∆y I .
3.3 О связи непрерывности и существования частных
производных с дифференцируемостью
Пусть X ⊂ Rn, x(0) ∈ IntX; f : X → R.
Теорема 3.1. Если функция f дифференцируема в точке x(0), то она непрерывна и имеет частные







где Ai (i = 1, n) определяются (3.2).
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Значит, функция f непрерывна в точке x(0).
Дальше разделим левую и правую части равенства (3.2) на ∆xi и перейдём к пределу при ∆xi → 0


















= Ai, (i = 1, n). I
С учётом заключения теоремы 3.1, определения дифференциала функции в точке, а также с учетом













Пример 3.4. Найти дифференциал функции







, (x, y) ∈ X =
{
(x, y) ∈ R2, x > 0, y > 0
}
.
JНаходим частные производные функции.




















































3.4 Достаточное условие дифференцируемости
Существование частных производных функции в точке еще не обеспечивает дифференцируемости этой
функции в точке.
Пусть X ⊂ Rn, x(0) ∈ IntX; f : X → R.
Теорема 3.2. Если функция f имеет частные производные в некоторой окрестности точки x(0), а
в самой точке x(0) эти частные производные непрерывны, то функция f дифференцируема в точке x(0).
JДоказательство теоремы проведём для функции двух переменных.
Пусть X ⊂ R2, f : X → R, x(0) = (x0, y0) ∈ IntX.
∆f (x0, y0) = f (x0 + ∆x, y0 + ∆y)− f (x0, y0) =
= (f (x0 + ∆x, y0 + ∆y)− f (x0, y0 + ∆y)) + (f (x0, y0 + ∆y)− f (x0, y0)) .
Применяя теорему Лагранжа, получим:
∆f (x0, y0) = f
′
x (x0 + θ1∆x, y0 + ∆y) ∆x+ f
′
y (x0, y0 + θ2∆y) ∆y, (3.8)
где θ1 и θ2 ∈ (0, 1).





f ′x(x0 + θ1∆x, y0 + ∆y) = f
′




f ′y(x0, y0 + θ2∆y) = f
′





α (∆x,∆y) = lim
∆x→0
∆y→0
β (∆x,∆y) = 0. Тогда:
∆f (x0, y0) = (f
′
x (x0, y0) + α (∆x,∆y)) ∆x+
(
f ′y (x0, y0) + β (∆x,∆y)
)
∆y =
= f ′x (x0, y0) ∆x+ f
′
y (x0, y0) ∆y + α (∆x,∆y) ∆x+ β (∆x,∆y) ∆y = (3.9)
= f ′x (x0, y0) ∆x+ f
′
y (x0, y0) ∆y +
(




Так как ∣∣∣∣∣α (∆x,∆y) ∆x+ β (∆x,∆y) ∆y√(∆x)2 + (∆y)2
∣∣∣∣∣ 6
6 |α (∆x,∆y)| |∆x|√
(∆x)2 + (∆y)2
+ |β (∆x,∆y)| |∆y|√
(∆x)2 + (∆y)2
6
6 |α (∆x,∆y)|+ |β (∆x,∆y)| → 0 при (∆x,∆y) ,
то α(∆x,∆y)∆x+β(∆x,∆y)∆y√
(∆x)2+(∆y)2
– бесконечно малая при (∆x,∆y)→ (0, 0).I
Замечание 3.1. Непрерывность частных производных функции в точке не есть необходимое условие
её дифференцируемости в этой точке. Покажем это на конкретном примере. Рассмотрим функцию
f(x, y) =
{
(x2 + y2) sin 1√
x2+y2
, если x2 + y2 6= 0,
0, если x2 + y2 = 0,
(x, y) ∈ R2. (3.10)
Найдём частные производные функции в точке (0, 0):






Аналогично и f ′y (0, 0) = 0.
Частная производная функции f в любой точке из R2, отличной от точки (0, 0), будет:


























Покажем, что для функции f ′x не существует предела при (∆x,∆y) → (0, 0). Перейдём к полярным
















2r cosϕ · sin 1
r






2r cosϕ ·sin 1
r




не существует, так как частичный предел
при ϕ = π
2
+ πn (n ∈ Z) равен нулю, а при ϕ = 2πn (n ∈ Z) частичного предела не существует. Значит, не
существует предела (3.12), то есть частная производная f ′x терпит разрыв в точке (0, 0).
С другой стороны,
∆f (0, 0) = f (0 + ∆x, 0 + ∆y)− f (0, 0) =








= 0 ·∆x+ 0 ·∆y +
√




(∆x)2 + (∆y)2. (3.13)
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Представление (3.13) доказывает дифференцируемость функции f в точке (0, 0), так как√
(∆x)2 + (∆y)2 sin
1√
(∆x)2 + (∆y)2
→ (0, 0) при (∆x,∆y)→ (0, 0)
как произведение бесконечно малой функции при (∆x,∆y) → (0, 0) на функцию ограниченную в проко-
лотой окрестности точки (0, 0).
3.5 Касательная плоскость и нормаль к поверхности
Пусть D ⊂ R2 – область; функция двух переменных f : D → R имеет непрерывные частные производ-
ные в области D. В этом случае график функции f будем называть гладкой поверхностью.
Обозначим указанную выше поверхность через S.
Определение 3.3. Касательной плоскостью Π к поверхности S в точке (x0, y0, z0), где
z0 = f (x0, y0) , (x0, y0) ∈ D,
называется плоскость, определяемая уравнением
z − z0 =
∂f
∂x
(x0, y0) (x− x0) +
∂f
∂y
(x0, y0) (y − y0) . (3.14)
Нормалью к поверхности S в точке (x0, y0, f (x0, y0)) ∈ S называется прямая, определяемая си-
стемой уравнений
x− x0
f ′x (x0, y0)
=
y − y0















касательной плоскости к поверхности S в точке
(x0, y0, f (x0, y0)) является направляющим.
89
Геометрически тот факт, что поверхность является гладкой означает, что через любую ее точку мож-
но провести касательную плоскость, и при переходе от одной точки поверхности к другой касательная
плоскость меняется непрерывно.
Изобразим в декартовой прямоугольной системе координат в пространстве R3 поверхность S и каса-
тельную плоскость Π к поверхности в точке M0 (x0, y0, z0) (рисунок 3.3). Плоскость Π обладает характер-
ным для касательной плоскости свойством: расстояние от любой точки M (x, y, f (x, y)) ∈ S до плоскости
Π (до точки T ∈ Π) есть бесконечно малая величина более высокого порядка, чем ρ = ρ (P0, P ), ρ → +0,

























JПусть x − x0 = ∆x, y − y0 = ∆y, тогда ρ = ρ(P0, P ) =
√
(∆x)2 + (∆y)2. С учётом равенства (3.2)
получим:
|MT | =




(∆x)2 + (∆y)2 = o (ρ) ,
ρ→ +0. I
Замечание 3.2. Справедливо и обратное утверждение, то есть, если плоскость Π задана уравнением
z − z0 = A (x− x0) +B (y − y0) , (3.16)
где z0 = f (x0, y0), то справедливо равенство
f (x, y)− f (x0, y0) = A (x− x0) +B (y − y0) + o (ρ) , ρ→ +0, (3.17)
или






(x0, y0) ∆y + o (ρ) (3.18)
(f дифференцируема в точке (x0, y0), ∆x = x− x0, ∆y = y − y0).
Представление (3.18) означает, что Π есть касательная плоскость к поверхности S в точке
(x0, y0, f (x0, y0)) .
Таким образом, справедлива теорема-критерий.
Теорема 3.3. Для того, чтобы поверхность S имела касательную плоскость Π в точке
(x0, y0, f (x0, y0)) ,
необходимо и достаточно, чтобы функция f : D → R, D ⊂ R2, была дифференцируемой в точке
(x0, y0) ∈ D.
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Пример 3.5. Написать уравнения касательных плоскостей и нормалей к поверхности – графику функ-
ции z = xy в точках: а) (0, 0, 0), б) (2, 1, 2).
Jа) z′x = y
∣∣∣
y=0





z − 0 = 0 (x− 0) + 0 (y − 0) , z = 0.
Через точку (0, 0) проходит ось Oz, которая и будет нормалью к касательной плоскости z = 0.
б) z′x = y
∣∣∣
y=1
















Замечание 3.3. Если функция f дифференцируема в точке (x0, y0), то
df (x0, y0) = f
′
x (x0, y0) ∆x+ f
′
y (x0, y0) ∆y = f
′
x (x0, y0) (x− x0) + f ′y (x0, y0) (y − y0) .
С другой стороны, df (x0, y0) = z − z0.
Таким образом, дифференциал df (x0, y0) функции f в точке (x0, y0) с геометрической точки зрения
есть приращение аппликаты точки касательной плоскости к поверхности S в точке (x0, y0) при переходе
от точки (x0, y0) к её приращённой точке (x0 + ∆x, y0 + ∆y). На рисунке 3.3 df (x0, y0) = NM (MP = z,
NP = z0).
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Вопросы и задания для самоконтроля
1. Дайте определения частного и полного приращения функции многих переменных.
2. В чем состоит геометрический смысл частного и полного приращений функции двух переменных?
3. Дайте определение частной производной функции многих переменных.
4. В чем состоит геометрический смысл частных производных функции двух переменных?
5. Дайте определения функции, дифференцируемой в точке, на множестве.
6. Дайте определение дифференциала функции многих переменных.
7. Сформулируйте теорему о связи непрерывности и существования частных производных с диффе-
ренцируемостью функции многих переменных.
8. Сформулируйте достаточное условие дифференцируемости функции многих переменных.
9. Запишите уравнения касательной плоскости и нормали к поверхности, определяемой уравнением
z = f(x, y).
10. В чем состоит геометрический смысл дифференциала функции двух переменных в точке?
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ЛЕКЦИЯ 4
Производные и дифференциалы сложных функций. Производные высших
порядков
4.1 Производные и дифференциалы сложных функций
Пусть на области D ⊂ Rn задана функция n переменных
x 7→ f(x) = f(x1, . . . , xn),
где xi в свою очередь являются функциями m переменных, определенными на области T ⊂ Rm:
t 7→ xi (t) = xi (t1, t2, . . . , tm) (i = 1, n, (t1, t2, . . . , tm) ∈ T ),
причём для любой точки t ∈ T x(t) = (x1(t), . . . , xn(t)) ∈ D.
Теорема 4.1. Пусть функция f : D → R дифференцируема в точке x(0) ∈ D, а функции t 7→ xi (t)
имеют частные производные ∂xi
∂tk
(i = 1, n, k = 1,m) в точке t(0) ∈ T , причем для любой точки t ∈ T
(x1(t), . . . , xn(t)) ∈ D и x(0)i = xi(t(0)), тогда сложная функция
t 7→ u = f (x (t)) , t ∈ T,












, k = 1, . . . ,m.
JРассмотрим доказательство теоремы для случая, когда D ⊂ R3, T ⊂ R – интервал числовой прямой.
Пусть функция u = f(x, y, z) дифференцируема в точке (x, y, z) ∈ D, а для функций x = x(t), y = y(t),
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z = z(t) существуют производные в точке t ∈ T и для любого t ∈ T (x(t), y(t), z(t)) ∈ D. Покажем, что



















Точке t придаём любое приращение ∆t 6= 0, но такое, чтобы t + ∆t ∈ T . Указанное приращение
порождает приращения функций x, y, z соответственно ∆x, ∆y, ∆z. Так как функция f дифференцируема












(∆x)2 + (∆y)2 + (∆z)2, (4.2)
где α (∆x,∆y,∆z) бесконечно малая при (∆x,∆y,∆z)→ (0, 0, 0).


































(при ∆t > 0 берется знак плюс, при ∆t < 0 – знак минус).
Переходим к пределу в равенстве (4.3) при ∆t → 0. Так как функции x, y, z дифференцируемы в







































x′2(t) + y′2(t) + z′2(t). I
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Замечание 4.1. Если в теореме 4.1 требование существования у функций xi частных производных ∂xi∂tk
в точке t(0) ∈ T заменить требованием дифференцируемости функций xi в точке t(0), то сложная функция
u = f (x (t)), t ∈ T , будет дифференцируемой в точке t(0) ∈ T .
Например, если функции двух переменных x = x (t, τ), y = y (t, τ), z = z (t, τ) дифференциру-
емы в точке (t, τ) ∈ D ⊂ R2, и выполняются остальные условия теоремы 4.1, то сложная функция







































JПри выводе формул (4.4) (4.5) сначала фиксируем τ , а потом t и, учитывая (4.1), получаем требуемые
формулы.
Для доказательства дифференцируемости функции записываем полные приращения функций f , x, y,
z, и в равенство для ∆f (x, y, z) подставляем представления для ∆x (t, τ), ∆y (t, τ), ∆z (t, τ) . I
Замечание 4.2. Если функция u = f (x, y) , (x, y) ∈ D ⊂ R2, дифференцируема в точке (x, y) ∈ D, а
функция y = y(x), x ∈ I ⊂ R, дифференцируема в точке x ∈ I, и для любой точки x ∈ I (x, y(x)) ∈ D, то












Справедливость указанных предложений следует из аналога теоремы 4.1 для функции двух перемен-





Производная, определяемая формулой (4.6), называется полной производной функции u по x.
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Пример 4.1. Пусть
f(x, y) = arcsin (x− y) , (x, y) ∈ X ⊂ R2,
x(t) = 3t, y(t) = 4t3, t ∈ I ⊂ R; (x(t), y(t)) ∈ X.
Найти промежуток I изменения переменной t, где существует df
dt
. Записать формулу для этой производной.
JОбласть определения функции f есть множество решений неравенства
|x− y| 6 1⇔
{
x− y 6 1,
x− y > −1, ⇔
{
x 6 y + 1,
x > y − 1. (4.7)










В систему (4.7) подставляем x = 3t, y = 4t3.{
3t 6 4t3 + 1,
3t > 4t3 − 1, ⇔
{
4t3 − 3t+ 1 > 0,
4t3 − 3t− 1 6 0, ⇔ −1 6 t 6 1.

































4.2 Инвариантность формы первого дифференциала
Пусть область D ⊂ Rn. Если функция f : D → R дифференцируема в точке x(0) ∈ D, то существует
























Покажем, что формула (4.8) является универсальной в том смысле, что она сохраняет свою форму и
в том случае, когда аргументы xi (i = 1, n) сами являются функциями аргументов tk (k = 1,m).
JДоказательство проведем для функции двух переменных
u = f(x, y), (x, y) ∈ D ⊂ R2,
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где x = x (t, v), y = y (t, v), (t, v) ∈ X ⊂ R2, (x(t, v), y(t, v)) ∈ D. Сложная функция u = f (x (t, v) , y (t, v)),




























































































Указанное свойство называется инвариантной (неизменной) формой первого дифференциала.
4.3 Дифференциал функции и приближенные вычисления
Пусть область D ⊂ R2. Определим для функции двух переменных z = f(x, y), (x, y) ∈ D, абсолютную
погрешность ∆z, зная абсолютные погрешности ∆x и ∆y аргументов x, y: |∆x| > ∆x и |∆y| > ∆y.
Имеем |∆z| = |f (x+ ∆x, y + ∆y)− f (x, y)|. Заменяя приращение функции ее дифференциалом, по-
лучим
|∆z| ≈
∣∣f ′x (x, y) ∆x+ f ′y (x, y) ∆y∣∣ .
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∣∣∣∣ |∆y| . (4.12)





Пример 4.2. Гипотенуза прямоугольного треугольника x = 122 см, а острый угол y = 30◦ ± 1◦. С
какой точностью можно найти противолежащий данному углу катет z этого треугольника?
JРассмотрим функцию двух переменных
z = x sin y, (x, y) ∈ R2.
Отсюда ∂z
∂x
= sin y, ∂z
∂y
= x cos y. Полагая x = 120, ∆x = 2 и y = π
6
, ∆y = π
180
, находим












≈ 1 + 1, 8 = 2, 8 (см) .
Следовательно, z = 60 см ± 2, 8 . Используя формулу (4.12), можно определить также предельную
относительную погрешность функции: δz = ∆z|z| .
В частности, положим z = xy (x 6= 0, y 6= 0). Тогда ∆z = |y|∆x+|x|∆y и, следовательно, δz = ∆x|x| +
∆y
|y| ,
или δz = δx + δy, т.е. относительная погрешность произведения равна сумме относительных погрешностей
сомножителей.I
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4.4 Производные высших порядков. Теорема Шварца
Пусть область D ⊂ Rn, f : D → R, x(0) ∈ D, и для любых x ∈ D существуют ∂f
∂xi









называется частной производной второго порядка функ-
ции f в точке x(0), причём при k 6= i
(
k, i = 1, n
)
эта производная называется смешанной производной.





















для i = k.
Аналогично по индукции выводятся частные производные в точке любого порядка. Пусть задан набор
натуральных чисел {il}ml=1, 1 6 il 6 n. Частная производная функции f в точке x(0) порядка m по
переменным xi1 , . . . , xim определяется индуктивно
∂mf














при этом предполагается, что все предыдущие производные
∂lf
∂xi1 . . . ∂xil
, l = 1, . . . ,m− 1,
существуют в некоторой окрестности точки x(0).
Определение 4.1. Функция f : D → R называется m раз (m ∈ N) дифференцируемой в точке
x(0) ∈ D, если все её частные производные до порядка m− 1 дифференцируемы в точке x(0).
Теорема 4.2 (достаточный признак дифференцируемости). Если для функции f : D → R
в точке x(0) ∈ D существуют и непрерывны все её частные производные до порядка m (m ∈ N), то
функция f будет m-раз дифференцируемой в точке x(0).
101
JСправедливость заключения теоремы следует из определения 4.1 и теоремы 3.2.I
Следующий пример показывает, что частная производная вообще говоря зависит от порядка, в котором
выполняется дифференцирование, то есть зависит от порядка индексов в наборе {il}ml=1.





, x2 + y2 6= 0,
0, x = y = 0,
(x, y) ∈ R2,
имеет в точке (0, 0) смешанные частные производные второго порядка, но они не равны в этой точке.
JВначале найдём частные производные первого порядка функции f в точке (x, y), если x2 + y2 6= 0:
f ′x (x, y) =
(3x2y − y3) (x2 + y2)− xy (x2 − y2) 2x
(x2 + y2)2
=
y (x4 + 4x2y2 − y4)
(x2 + y2)2
,
f ′y (x, y) =
(x3 − 3xy2) (x2 + y2)− 2y (x2 − y2)xy
(x2 + y2)2
=
x (x4 + 4x2y2 − y4)
(x2 + y2)2
.
Находим (по определению) частные производные первого порядка функции f в точке (0, 0):







Аналогично f ′y (0, 0) = 0.
Дальше находим (по определению) смешанные частные производные второго порядка функции f в
точке (0, 0)












−1 = f ′′xy (0, 0) 6= f ′′yx (0, 0) = 1. I
При некоторых ограничениях, накладываемых на функцию f , все же можно утверждать, что частная
производная не зависит от порядка дифференцирования.
Теорема 4.3 (Теорема Шварца). Пусть для функции f : D → R в некоторой окрестности точки










(1 6 i, j 6 n), причем две последние













JДоказательство рассмотрим для функции двух переменных z = f(x, y), (x, y) ∈ X ⊂ R2.
∆x (∆yf (x, y)) = ∆x (f (x, y + ∆y)− f (x, y)) =
= f (x+ ∆x, y + ∆y)− f (x+ ∆x, y)− f (x, y + ∆y) + f (x, y) =
= (f (x+ ∆x, y + ∆y)− f (x, y + ∆y))− (f (x+ ∆x, y)− f (x, y)) . (4.14)
К уменьшаемому и вычитаемому последней разности применим теорему Лагранжа (по x):
∆x (∆yf (x, y)) = (f
′
x (x+ θ1∆x, y + ∆y)− f ′x (x+ θ1∆x, y)) ∆x. (4.15)
Дальше к разности в правой части равенства (4.15) также применим теорему Лагранжа (по y), полу-
чим:
∆x (∆yf (x, y)) = f
′′
xy (x+ θ1∆x, y + θ2∆y) ∆x∆y. (4.16)
С другой стороны, ∆x (∆yf (x, y)) =
= (f (x+ ∆x, y + ∆y)− f (x+ ∆x, y))− (f (x, y + ∆y)− f (x, y)) . (4.17)
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К соответствующим разностям в правой части (4.17) вначале применим теорему Лагранжа по y, а
потом по x.
∆x (∆yf (x, y)) =
(
f ′y (x+ ∆x, y + θ3∆y)− f ′y (x, y + θ3∆y)
)
∆y =
= f ′′yx (x+ θ4∆x, y + θ3∆y) ∆y∆x. (4.18)
Из (4.16) и (4.17) следует, что
f ′′xy (x+ θ1∆x, y + θ2∆y) ∆x∆y = f
′′
yx (x+ θ4∆x, y + θ3∆y) ∆y∆x. (4.19)
В последнем равенстве левую и правую части делим на ∆y∆x 6= 0 и переходим к пределу при ∆x,
∆y → 0, то есть (x+ θ1∆x, y + θ2∆y) и (x+ θ4∆x, y + θ3∆y) стремятся к (x0, y0). В силу непрерывности
смешанных частных производных в точке (x0, y0) получим справедливость заключения теоремы.I
4.5 Дифференциалы высших порядков функции
многих переменных
Пусть D ⊂ Rn, f : D → R. Предположим, что функция f имеет в некторой окрестности точки
x(0) ∈ IntD частные производные второго порядка, непрерывные в точке x(0). Тогда функция f будет
два раза дифференцируемой в точке x(0). Дополнительно потребуем, чтобы ∆xi = dxi (i = 1, n) были
независимыми от аргументов xi в совокупности.




























































При непрерывности частных производных запись (4.21) можно упростить. Например, для функции
двух переменных:
d2f (x0, y0) = f
′′
x2 (x0, y0) dx
2 + 2f ′′xy (x0, y0) dxdy + f
′′
y2 (x0, y0) dy
2. (4.22)
Символически формулу (4.22) записывают в следующем виде









f (x0, y0) . (4.23)
При условии дифференцируемости m-раз (m ∈ N) функции f : D → R в точке x(0) ∈ IntD и независи-


















dxi1dxi2 . . . dxim . (4.24)






















Например, если D ⊂ R2, то для функции двух переменных f : D → R формула (4.25) в точке
(x0, y0) ∈ IntD примет вид


















Пример 4.4. Найти d3f для функции




, (x, y) ∈ R2.
























0!(3−0)! = 1, C
2
3 = 3,








































































































































































Вопросы и задания для самоконтроля
1. Докажите свойство инвариантности формы первого дифференциала.
2. Дайте определения частных и смешанных производных второго порядка функции многих перемен-
ных.
3. Сформулируйте теорему Шварца.
4. Дайте определение второго дифференциала функции многих переменных.
107
ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 4
Производные и дифференциалы функций многих переменных. Касательная плоскость и
нормаль к поверхности
Задание 1. Прогиб u колеблющейся струны в точке, находящейся на расстоянии x от начала струны,
в момент времени t является функцией переменных x и t: u = u(x, t), x > 0, t > 0. Какой физический




? Какой физический смысл имеет частная
производная второго порядка ∂2u
∂t2
?
JВ фиксированный момент времени t = t0 колеблющаяся струна располагается по кривой u = u(x, t0).
Частная производная ∂u
∂x
при t = t0 дает угловой коэффициент касательной к этой кривой в точке x.
В фиксированной точке x0 u(x0, t) показывает отклонение соответствующей точки струны от положения
равновесия. Частная производная ∂u
∂t
равна мгновенной скорости движения точки струны с координатой
x0 в момент времени t. Частная же производная ∂
2u
∂t2
равна ускорению этой точки.I
Задание 2. Найти частные производные и полные дифференциалы первого порядка функции




(x, y) ∈ X ⊂ R2, в точке (1, 2).
JНайдем сначала все частные производные и полные дифференциалы заданной функции в произ-
вольной точке (x, y) ∈ X:


























Подставляя в полученные выражения x = 1 и y = 2 найдем















Здесь мы сначала нашли частные производные функции, а потом ее полный дифференциал. В неко-
торых случаях удобнее обратный порядок действий: сначала находят полный дифференциал, пользуясь
правилами вычисления дифференциала суммы, произведения, частного и элементарных функций, а по-
том отделяют коэффициенты при dx и при dy. Коэффициент dx дает ∂f
∂x
, а коэффициент при dy дает ∂f
∂y
. I




, (x, y) ∈ X ⊂ R2.









(x3 + y3)d(x2 + y2)− (x2 + y2)d(x3 + y3)
(x3 + y3)2
.
Но d(x2 + y2) = 2xdx+ 2ydy, d(x3 + y3) = 3x2dx+ 3y2dy, и потому
















Отделяя друг от друга коэффициенты при dx и dy, получаем:
f ′x(x, y) =






f ′y(x, y) =






Задание 4. Найти точки, в которых не существуют частные производные функции
z =
√
x2 + y2, (x, y) ∈ X ⊂ R2. (4.26)
J f ′x(x, y) =
x√
x2+y2
, f ′y(x, y) =
y√
x2+y2
. Эти формулы теряют смысл при x = 0 и y = 0. Покажем, что в
точке (0, 0) функция (4.26) не имеет частных производных.











не имеет предела при x → 0. Аналогично
доказывается, что не существует f ′y(0, 0). I





, если x2 + y2 6= 0,
0, если x = 0, y = 0,
имеет частные производные на R2, но эти производные разрывны при x = 0, y = 0.
JПри x2 + y2 6= 0:
f ′x(x, y) =






f ′y(x, y) =







Значит, функция f имеет частные производные, если (x, y) 6= (0, 0). Если x = 0 или y = 0, то f = 0.
Поэтому f ′x(0, 0) = f ′y(0, 0) = 0. Итак, функция f имеет частные производные на R2. Покажем, что они





, и потому lim
x→0




f ′y(x, y) = 1 6= f ′y(0, 0).
Отметим, что функция f не дифференцируема в точке (0, 0). В самом деле,






















не существует (покажите самостоятельно).I





+ y2 sin 1
y
; если xy 6= 0,
x2 sin 1
x
, если x 6= 0,
y2 sin 1
y
, если y 6= 0,
0, если x = y = 0,
разрывны при x = 0, y = 0, но эта функция дифференцируема в точке (0, 0).











, если x 6= 0,
0, если x = 0,
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, если y 6= 0,









не существует, частная производная разрывна при x = 0. Точно так
же частная производная f ′y(x, y) разрывна при y = 0. Но тогда в точке (0, 0) разрывны обе частные
производные.
Теперь докажем, что функция f дифференцируема в точке (0, 0).





















Так как ∣∣∣∣∣ (∆x)2√(∆x)2 + (∆y)2 sin 1∆x + (∆y)2√(∆x)2 + (∆y)2 sin 1∆y
∣∣∣∣∣ 6
6 |∆x|+ |∆y| → 0 при (∆x,∆y)→ (0, 0),
то f дифференцируема в точке (0, 0).I
Задание 7. Найти частные производные второго порядка и полный дифференциал второго порядка
для функции f(x, y) = arctg x
y
, (x, y) ∈ X ⊂ R2.
J f ′x(x, y) =
y
x2 + y2












































d2f(x, y) = f ′′x2dx




−2xydx2 + 2(x2 − y2)dxdy + 2xydy2
(x2 + y2)2
. I







, если x 6= 0 и y 6= 0,
0, если x = 0 или y = 0.
JЕсли x 6= 0, y 6= 0, то
























f ′′xy(x, y) =
2x2
x2 + y2
− 1 = x
2 − y2
x2 + y2







Таким образом, если x 6= 0 и y 6= 0, то f ′′xy(x, y) = f ′′yx(x, y). Пусть теперь x = 0, y 6= 0. Так как
f(0, y) = 0, то

































Точно так же получаем, что f ′y(x, 0) = x и f ′x(0, 0) = f ′y(0, 0) = 0. Но тогда имеем:









Таким образом, f ′′xy(0, 0) 6= f ′′yx(0, 0). Причина в том, что частные производные f ′′xy(x, y) и f ′′yx(x, y)
разрывны в точке (0, 0). I
Задание 9. Найти частные производные второго порядка функции












При повторном дифференцировании надо иметь в виду, что dx и dy – постоянные величины, так как





















2(y2 − x2)dx2 − 8xydxdy + 2(x2 − y2)dy2
(x2 + y2)2
.
Так как d2f = f ′′x2dx







, f ′′xy =
−4xy
(x2 + y2)2




Задание 10. Найти для функции
z = 5x2 − xy + 3y2 + 5x+ 2y − 1, (x, y) ∈ R2,
полное приращение и полный дифференциал в точке (1, 2) при ∆x = 0, 1 и ∆y = 0, 2. Оценить абсолютную
и относительную погрешности, допускаемые при замене приращения функции ее дифференциалом.
J ∆z = 5(x+ ∆x)2 − (x+ ∆x)(y + ∆y) + 3(y + ∆y)2 + 5(x+ ∆x)+
+2(y + ∆y)− 1− 5x2 + xy − 3y2 − 5x− 2y + 1 = 10x∆x+ 5∆x2−







dy = (10x− y + 5)dx+ (6y − x+ 2)dy.
Подставляя в выражения ∆z и dz значения x = 1, y = 2, ∆x = dx = 0, 1, ∆y = dy = 0, 2, получим:
∆z = 10 · 1 · 0, 1 + 5 · 0, 12 − 1 · 0, 2− 2 · 0, 1− 0, 1 · 0, 2 + 6 · 2 · 0, 2+
+3 · 0, 22 + 5 · 0, 1 + 2 · 0, 2 = 4, 05,
dz = (10 · 1− 2 + 5) · 0, 1 + (6 · 2− 1 + 2) · 0, 2 = 3, 9.







≈ 0, 037(≈ 3, 7%). I




, (x, y) ∈ X ⊂ R2.
JДифференциал первого порядка

































































































































































Задание 12. Продифференцировать сложную функцию
u = x2y3z, (x, y, z) ∈ R3,
где x = t, y = t2, z = sin t, t ∈ R.
JТак как u является функцией одной независимой переменной t, то речь идет о вычислении обыкно-
венной производной du
dt






















= 2xy3z · 1 + 3x2y2z · 2t+ x2y3 cos t.
Остается вместо x, y и z подставить их выражение через t:
du
dt
= 2t · t6 sin t+ 3t2t4 sin t · 2t+ t2t6 cos t = t7 (8 sin t+ t cos t) .
Подобные примеры можно решать и другим способом, основанным на инвариантности формы первого
дифференциала.










dz = 2xy3zdx+ 3x2y2zdy + x2y3dz.
2. Найдем дифференциалы dx, dy, dz по независимой переменной:
dx = dt, dy = 2tdt, dz = cos tdt.
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3. Подставляя эти дифференциалы в выражение для du, получим:
du = 2xy3zdt+ 3x2y2z2tdt+ x2y3 cos tdt =
=
(
2t7 sin t+ 6t7 sin t+ t8 cos t
)
dt = t7(8 sin t+ t cos t)dt.
Отсюда следует, что производная равна
du
dt
= t7 (8 sin t+ t cos t) . I
Задание 13. Найти частные производные и полный дифференциал сложной функции z = x2 − y2,



























= −2xu sin v − 2yu cos v =
= −2u2 sin v · cos v − 2u2 sin v · cos v = −2u2 sin 2v.







dv = 2u cos 2vdu− 2u2 sin 2vdv = 2u (cos 2vdu− u sin 2vdv) .
Можно решать эту задачу, начиная с вычисления полного дифференциала.
Так как
dz = 2xdx− 2ydy, dx = cos vdu− u sin vdv, dy = sin vdu+ u cos vdv,
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то
dz = 2u cos v (cos vdu− u sin vdv)− 2u sin v (sin vdu+ u cos vdv) =
= 2u
(
cos2 u− sin2 v
)
du− 2u2 (cos v · sin v + sin v · cos v) dv =
= 2u cos 2vdυ − 2u2 sin 2vdv.
Отсюда следует, что ∂z
∂u
= 2u cos 2v, ∂z
∂v
= −2u2 sin 2v. I





, (x, y) ∈ R2.
JФункцию можно представить в виде: z = f (u, v), где u = x2y, v = xy. Таким образом, z является































































Задание 15. Составить уравнение касательной плоскости и нормали к поверхности гиперболического
параболоида z = x2 − y2 в точке (2, 1, 3). Определить направляющие косинусы нормали.
JНаходим z′x и z′y в точке (2, 1):
z′x = 2x, A = z
′
x (2, 1) = 4, z
′
y = −2y, B = z′y (2, 1) = −2.
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Подставляя найденные значения и координаты данной точки в уравнение касательной плоскости и
нормали, соответственно получим:










Направляющие косинусы нормали равны:
cosα =
4√




, cos β =
−2√
21




Задания для самостоятельного решения
1. Температура T точки остывающего стержня является функцией двух переменных – расстояния






2. Температура T воздуха в некоторой точке земной поверхности является функцией трех переменных:








3. Длина стороны a треугольника выражает через противолежащий угол и длины двух других сторон
b, c по формуле a =
√











2 sin (B + C)








5. Найти все частные производные и полные дифференциалы первого и второго порядков от заданных
ниже функций f : X → R, X ∈ R2:
5.1 f(x, y) = x2y − xy2 + 3;
5.2 f(x, y) = x
y
exy;
5.3 f(x, y) = xy − y
x
;
5.4 f(x, y) = 2x+3y
x−y ;
5.5 f(x, y) = (x2 + y2)3;
5.6 f(x, y) = (sin x)cos y;
5.7 f(x, y) = x− 3 sin y;
5.8 f(x, y) = arctg√xy;
5.9 f(x, y) = ln (x2 + y);





5.11 f(x, y) = ln
√
x2 + y2;
5.12 f(x, y) = x
y2
;





5.14 f(x, y) = x
y2
;





5.16 z = ln tg y
x
.
6. Найти все частные производные и полные дифференциалы первого и второго порядков от заданных
ниже функций f : X → R, X ∈ R3:
6.1 f(x, y, z) =
√
x2 + y2 + z2;
6.2 f(x, y, z) = arcsin y√
x2+y2+z2
;
6.3 f(x, y, z) = xyz ;





x = r cosϕ,
y = r sinϕ.
Вычислить определитель
∣∣∣∣∣ ∂x∂r ∂x∂ϕ∂y∂r ∂y∂ϕ
∣∣∣∣∣.
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9. Показать, что функция f(x, y) =
√
|xy|, (x, y) ∈ R2, непрерывна в точке (0, 0), имеет в этой точке
обе частные производные f ′x (0, 0), f ′y (0, 0), однако не является дифференцируемой в точке (0, 0).





если x2 + y2 6= 0,
0, если x = 0, y = 0,
непрерывна в точке (0, 0), имеет в этой точке обе частные производные f ′x (0, 0), f ′y (0, 0), однако не
является дифференцируемой в точке (0, 0).





при (x, y) 6= (0, 0) ,
0 при (x, y) = (0; 0)
не дифференцируема в точке (0, 0).
12. Найти значение ∂f
∂y
в точке (1, 2), если




arctg4(arctg(sin xy))− ln3(x+ y)
]
.
13. Показать, что функция
f(x, y) =
{
(x+ y)2 sin 1√
x2+y2
, если x2 + y2 6= 0,
0, если x = y = 0
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обладает в окрестности точки (0, 0) частными производными, которые разрывны в точке (0, 0), тем
не менее, эта функция дифференцируема при x = 0, y = 0.





, если x6 + y2 6= 0,
0, если x = y = 0,
разрывна при x = y = 0, но имеет частные производные в точке (0, 0).
15. Проверить, что для функции




, если x2 + y2 6= 0,
0, если x = y = 0,
f ′′xy (0, 0) 6= f ′′yx (0, 0).
16. Вычислить в точке (0, 0, 0) смешанные частные производные второго порядка функции
f(x, y, z) = (x+ z)2 arctg
y − z
x+ z
− (y − z)2 arctgx+ z
y − z
, (x, y, z) ∈ X ⊂ R3.
17. В треугольнике измерена сторона c = 25, 6 (см)± 0, 2 (см) и прилегающие к ней углы a = 42◦62′± 1′
и β = 38◦12′±2′. Найти остальные стороны треугольника, угол γ и площадь треугольника и оценить
погрешность найденных величин.





ятника, g– ускорение силы тяжести) относительная погрешность не превосходит полусуммы относи-
тельных погрешностей, допущенных при определении величин l и g (все погрешности предполагают
достаточно малыми).
124
19. При измерении радиуса основания r и высоты h цилиндра были получены следующие результаты:
r = 3 м ± 0, 1 м, h = 5 м ± 0, 2 м. С какой абсолютной и относительной погрешностью может быть
вычислен объем цилиндра?
20. Центральных угол сектора a = 60◦ увеличился на ∆a = 1◦ . На сколько следует уменьшить первона-
чальный радиус сектора R = 20 (см), чтобы площадь сектора не изменилась?
21. Заменяя приращение функции дифференциалом, приближенно вычислить:
21.1
√
1, 982 + 1, 012;
21.2 sin 59◦tg46◦;
21.3 0, 971,05;
21.4 2, 0032 · 3, 9983 · 1, 0022.
22. Найти dz
∂t
и ∂z, где z = x2 + xy + y2, x = sin t, y = cos t.
23. Найти dz
dt











и dz, где z = x2y − xy2, x = ρ cosϕ, y = ρ sinϕ.
25. Найти dz
dt
и dz, где z = exy ln(x+ y), x = t3, y = 1− t3.
26. Найти dz
dx
и dz, где z = arctgx+1
y






, если u = ln
√
x2 + y2.
28. Составить уравнения касательных плоскостей и нормалей к заданным поверхностям в указанных
точках:
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28.1 z = xy, (1, 1, 1);
28.2 x3 + y3 + z3 + xyz = 6, (1, 2,−1);
28.3 xy2 + z3 = 12, (1, 2, 2);
28.4 xn + yn + zn = an, (1, 1, 0);







= 1, (x0, y0, z0);
28.7 z = sin y
x
, (1, π, 0).
29. Имеет ли поверхность z =
√
x2 + y2 касательную плоскость в точке (0, 0)?
30. К полусфере z =
√
2x− x2 − y2 провести касательную плоскость, перпендикулярную плоскостям





Производная по направлению. Градиент. Формула Тейлора–Маклорена для
функции многих переменных
5.1 Производная по направлению. Градиент
Частные производные функции многих переменных являются производными «в направлении коор-
динатных осей». Поставим вопрос об определении и вычислении производной в случае произвольного
направления. Рассмотрим этот вопрос на примере функции трех переменных.
Пусть D ⊂ R3, f : D → R. Рассмотрим некоторую точку M0 (x0, y0, z0) ∈ IntD и найдем скорость из-
менения функции f при движении точки M0 в произвольном направлении вектора l = (cosα, cos β, cos γ),
имеющего начало в в точке M0 (cosα, cos β, cos γ – направляющие косинусы вектора l (косинусы углов,
образованных вектором l с положительными направлениями осей координат Ox, Oy и Oz)). При переме-
щении в направлении вектора l точки M0 в точку M (x0 + ∆x, y0 + ∆y, z0 + ∆z) ∈ UM0 ⊂ D, функция f
получает приращение
∆lf = f (x0 + ∆x, y0 + ∆y, z0 + ∆z)− f (x0, y0, z0) , (5.1)
которое называется приращением функции f в данном направлении l (рисунок 5.1). Если
|M0M | = ∆l =
√
∆x2 + ∆y2 + ∆z2
есть величина перемещения точки M0, то получаем
∆x = ∆l cosα, ∆y = ∆l cos β, ∆z = ∆l cos γ, (5.2)
следовательно,
∆lf = f (x0 + ∆l cosα, y0 + ∆l cos β, z0 + ∆l cos γ)− f (x0, y0, z0) .




, то его называют производной по направлению




































можно рассматривать как производные
функции f в положительных направлениях осей координат Ox, Oy и Oz.
Отметим, что производная функции f в точке M0 по направлению не зависит от выбора системы
координат, то есть ∂f
∂l
(M0) инвариантно по отношению к системе координат.
Производная по направлению вектора l характеризует скорость изменения функции в точке M0 по
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этому направлению. Если ∂f
∂l
(M0) > 0, то функция f возрастает в направлении вектора l, если ∂f∂l (M0) < 0










быстрее изменяется функция f . В этом состоит физический смысл производной по направлению.
Выведем формулу для производной ∂f
∂l
(M0), считая функцию f дифференцируемой в точке M0. Тогда










(M0) ∆z + α(∆x,∆y,∆z)∆l,
где α(∆x,∆y,∆z) – бесконечно малая при ∆l→ 0.









(M0) cos β +
∂f
∂z
(M0) cos γ + α(∆x,∆y,∆z).
Переходя к пределу в последней формуле при ∆l → 0 и основываясь на (5.3), получим искомую









(M0) cos β +
∂f
∂z
(M0) cos γ. (5.4)











Пример 5.1. Найти производную функции
f(x, y, z) = x2 + y2 − 4yz, (x, y, z) ∈ R3,
в точке (0, 1, 2) в направлении от этой точки к точке (2, 3, 3).
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JНаходим вектор l и его направляющие косинусы:
l = (2, 2, 1), cosα =
2√




, cos β =
2
3




Находим частные производные функции и вычисляем их значения в точке (0, 1, 2).
∂f
∂x
(0, 1, 2) = 2x,
∂f
∂y
(0, 1, 2) = 2y − 4z, ∂f
∂z
(0, 1, 2) = −4y,
∂f
∂x
(0, 1, 2) = 0,
∂f
∂y
(0, 1, 2) = −6, ∂f
∂z
(0, 1, 2) = −4.
Следовательно, по формуле (5.4) имеем:
∂f
∂l
(0, 1, 2) = 0 · 2
3
− 6 · 2
3







(0, 1, 2) < 0, то функция в данном направлении убывает.I
Понятие производной по направлению легко переносится на случай функции любого числа n перемен-
ных (n > 2).
Пусть D ⊂ Rn, x(0) ∈ IntD и f : D → R; l ∈ Rn, |l| = 1.


















Очевидно, что определение 5.1 есть определение 5.2 для функции трех переменных f = f(x, y, z),




∆x2 + ∆y2 + ∆z2
,
∆y√
∆x2 + ∆y2 + ∆z2
,
∆z√














где cosα1, . . . , cosαn – направляющие косинусы вектора l.




















называется градиентом функции f в точке x(0).
Установим зависимость между производной по направлению ∂f
∂l
и векторной характеристикой gradf .
Покажем, что производная по направлению, заданная формулой (5.5), равна проекции вектора gradf
на это направление. Правая часть равенства (5.5) представляет собой скалярное произведение единичного

















∣∣gradf (x(0))∣∣ cosϕ, (5.7)




и направлением l (рисунок 5.2).
Соотношение (5.7) позволяет определить направление наибыстрейшего возрастания функции в дан-
ной точке: правая часть равенства (5.7) принимает наибольшее положительное значение, когда вектор l




. Следовательно, направление градиента является направлением наи-
быстрейшего возрастания скалярного поля в данной точке. Модуль градиента равен наибольшей скорости
возрастания функции f в данной точке, поскольку максимальное значение проекции вектора равно его












Пример 5.2. Найти наибольшую скорость возрастания функции









, (x, y, z) ∈ X =
{
(x, y, z) ∈ R3, x 6= 0, y 6= 0, z 6= 0
}
в точке (−1, 1,−1).

































(−1, 1,−1) = 2, ∂f
∂y
(−1, 1,−1) = 0, ∂f
∂z
(−1, 1,−1) = −2,
gradf (−1, 1,−1) = (2, 0,−2).
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Наибольшая скорость возрастания функции равна
∂f
∂l
(−1, 1,−1) = |gradf (−1, 1,−1)| =
√
4 + 0 + 4 = 2
√
2.
Отметим, что функция f будет убывать с наибольшей скоростью 2
√
2, если точка (−1, 1,−1) движется
в направлении gradf (−1, 1,−1) = (−2, 0, 2) (антиградиентное направление).I
5.2 Формула Тейлора
В [1] было показано, что если функция одной переменной f : D → R (D ⊂ R) (n+ 1) раз (n ∈ N)
дифференцируема в некоторой окрестности точки x0 ∈ IntD, то для любого x из указанной окрестности






(x− x0)k +Rn (x) , (5.8)





f (x0 + θ (x− x0))
(n+ 1)!
(x− x0)n+1 . (5.9)
Если учесть, что k-ый (k ∈ N) дифференциал функции f в точке x0 определяется по формуле
dkf (x0) = f
(k) (x0) dx
k, (5.10)









dn+1f (x0 + θ∆x) , (5.11)
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где 0 < θ < 1.
Теперь рассмотрим формулу Тейлора для функции многих переменных.
Пусть D ⊂ Rn, x(0) ∈ IntD. Справедлива следующая теорема.
Теорема 5.1. Если функция f : D → R дифференцируема (n+ 1) раз в некоторой окрестности Ux(0),
то для любого x ∈ Ux(0) справедлива формула Тейлора с остаточным членом в форме Лагранжа:
∆f (x0) = df (x0) +
1
2!
d2f (x0) + . . .+
1
n!
dnf (x0) +Rn (x) , (5.12)




dn+1f (x∗) , (5.13)
где x∗ – некоторая точка из окрестности Ux(0).
JДоказательство рассмотрим для функции двух переменных
z = f (x, y) , (x, y) ∈ U(x0,y0) ⊂ R2,
удовлетворяющей условиям теоремы в некоторой окрестности точки (x0, y0).
Возьмём в окрестности U(x0,y0) любую точку (x, y), где x = x0 + ∆x, y = y0 + ∆y.
Соединим точки (x, y) и (x0, y0) отрезком прямой, которая представляется в параметрической форме
системой уравнений {
x = x0 + t∆x,
y = y0 + t∆y,
(5.14)
где t ∈ [0, 1].
Функция f на указанном отрезке является сложной функцией
F (t) = f (x0 + t∆x, y0 + t∆y) , t ∈ [0, 1].
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dn+1F (t0 + θ (t− t0)) , θ ∈ (0, 1) , (5.15)
для t0 = 0 и используем равенство F (1)− F (0) = f (x, y)− f(x0, y0) = ∆f(x0, y0) .
Дифференциалы в формуле (5.15) являются дифференциалами сложной функции z = f (x, y), где x и





























f (x0 + θ∆x, y0 + θ∆y) . (5.17)
В формулах (5.16) и (5.17) dx и dy находятся из формул системы (5.14) при dt = ∆t = 1− 0. Тогда в
формулах (5.16) и (5.17)







из формул (5.16) и (5.17) в формулу (5.13) и учитывая равенства
(5.18), получим формулу Тейлора для рассматриваемого случая.I
Пример 5.3. Разложить по формуле Тейлора функцию
f(x, y) = x3 − 2y3 + 3xy, (x, y) ∈ R2,
в окрестности точки (1, 2).
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JЗапишем формулу (5.12) для нашего случая:
f (x, y) = f (1, 2) + df (1, 2) +
1
2!
d2f (1, 2) +
1
3!
d3f (1, 2) , (5.19)
∆x = x− 1 = dx,∆y = y − 2 = dy.
Так как частные производные выше третьего порядка равны нулю, то правая часть (5.19) будет со-
держать только 4 члена.















(y − 2) = 9 (x− 1)− 21 (y − 2) ;
1
2!


















(1, 2) (x− 1)2 + 2 ∂
2f
∂x∂y
(1, 2) (x− 1) (y − 2) + ∂
2f
∂y2
















= 3 (x− 1)2 + 3 (x− 1) (y − 2)− 12 (y − 2)2 ;
1
3!


















(1, 2) (x− 1)3 + 3 ∂
3f
∂x2∂y





(1, 2) (x− 1)(y − 2)2 + ∂
3f
∂y3







6 (x− 1)3 + 3 · 0 · (x− 1)2 (y − 2) + 3 · 0 · (x− 1) (y − 2)2 + (−12) (y − 2)3
)
=
= (x− 1)3 − 2 (y − 2)3 .
Подставляем найденные значения слагаемых в правую часть равенства (5.19) и получаем искомый
ответ:
x3 − 2y3 + 3xy = −9 + 9 (x− 1)− 21 (y − 2) + 3 (x− 1)2 + 3 (x− 1) (y − 2)−
−12 (y − 2)2 + (x− 1)3 − 2 (y − 2)3 . I
Теорема 5.2 (формула Тейлора с остаточным членом в форме Пеано). Если функция f : D → R
(D ⊂ Rn) (m − 1) раз (m ∈ N) дифференцируема в некоторой окрестности Ux(0) ⊂ D, а в самой точке
x(0) функция f m раз дифференцируема, то для любого x ∈ Ux(0) справедлива формула























(∣∣x− x(0)∣∣m) . (5.20)
Вопросы и задания для самоконтроля
1. Дайте определение производной по направлению вектора l функции f в точке x(0).
2. В чем состоит физический смысл производной функции по направлению?
3. Дайте определение градиента функции в точке. В чем состоит его физический смысл?




Производная по направлению. Формула Тейлора–Маклорена для функции двух
переменных
Задание 1. Найти производную функции








по направлению вектора, образующего угол π
4
с положительным направлением оси абсцисс.
JВоспользуемся формулой производной по направлению функции двух переменных:
∂f
∂l
= f ′x(x0, y0) cosα + f
′
y(x0, y0) cos β,
где cosα и cos β – направляющие косинусы вектора l.
По условию α = β = π
4













f ′x(x, y) =
1
x+ y
























































Задание 2. Найти направление и величину наибыстрейшего возрастания функции
f(x, y, z) = (x+ y)2 + xyz +
z2
2
, (x, y, z) ∈ R3,
в точке (1, 1,−2).
J f ′x = 2(x+ y) · (x+ y)′x + yz = 2(x+ y) + yz, f ′x(1, 1,−2) = 2,
f ′y = 2(x+ y)(x+ y)
′
y + xz = 2(x+ y) + xz, f
′
y(1, 1,−2) = 2,
f ′z = xy + z, f
′
z(1, 1,−2) = −1.




f ′x(1, 1,−2), f ′y(1, 1,−2), f ′z(1, 1,−2)
)
= (2, 2,−1).
Вычислим величину наибыстрейшего роста функции:
|gradf(1, 1,−2)| =
√
22 + 22 + (−1)2 = 3. I
Задание 3. Записать формулу Тейлора–Маклорена для функции
f(x, y) = xy, (x, y) ∈ U(1,1) ⊂ R2,
в окрестности точки (1, 1) при n = 3.
JВ данном случае формула Тейлора–Маклорена принимает следующий вид:











Найдем все частные производные функции f до 3-го порядка включительно:
f ′x = yx
y−1, f ′y = x
y lnx,
f ′′x2 = y (y − 1)xy−2, f ′′xy = xy−1 + yxy−1 lnx, f ′′y2 = xy (lnx)
2 ,
f ′′′x3 = y (y − 1) (y − 2)xy−3, f ′′′x2y = (2y − 1)xy−2 + y (y − 1)xy−2 lnx,
f ′′′xy2 = 2x
y−1 lnx+ yxy−1 (lnx)2 , f ′′′y3 = x
y (lnx)3 .
Вычислим значения функции и ее частных производных в точке (1, 1) :
f (1, 1) = 1, f ′x (1, 1) = 1, f
′
y (1, 1) = 0,
f ′′x2 (1, 1) = 0, f
′′
xy (1, 1) = 1, f
′′
y2 (1, 1) = 0,
f ′′′x3 (1, 1) = 0, f
′′′
x2y (1, 1) = 1, f
′′′
xy2 (1, 1) = 0, f
′′′
y3 (1, 1) = 0.
Составим дифференциалы функции, участвующие в формуле (5.21):
df (1, 1) = f ′x (1, 1) ∆x+ f
′
y (1, 1) ∆y = ∆x,
d2f (1, 1) = f ′′x2 (1, 1) ∆x
2 + 2f ′′xy (1, 1) ∆x∆y + f
′′
y2 (1, 1) ∆y
2 = 2∆x∆y,
d3f (1, 1) = f ′′′x3 (1, 1) ∆x
3 + 3f ′′′x2y (1, 1) ∆x
2∆y + 3f ′′′xy2 (1, 1) ∆x∆y
2+
+f ′′′y3 (1, 1) ∆y
3 = 3∆x2∆y.
Подставляя в (5.21), получим:





При достаточно малых значениях ∆x и ∆y эта формула может быть использована для приближенного
вычисления значений функции в окрестности точки (1, 1). Если, например, надо найти приближенно
значение функции в точке (1, 1, 1, 02), то полагая ∆x = 0, 1, ∆y = 0, 02 получим
(1, 1)1,02 ≈ 1 + 0, 1 + 0, 002 + 0, 0001 = 1, 1021. I
Задание 4. Разложить по формуле Тейлора–Маклорена функцию
f(x, y) = x3 − 2y3 + 3xy, (x, y) ∈ U(1,2) ⊂ R2,
в окрестности точки (1, 2).
JВоспользуемся тем, что если функция f (n + 1)-раз дифференцируема в окрестности U(x0,y0) точки
(x0, y0) радиуса δ > 0, то справедлива формула Тейлора–Маклорена для любой точки (x, y) ∈ U(x0,y0) с
остаточным членом в форме Лагранжа:


























f(x0 + θ(x− x0), y0 + θ(y − y0)),
где 0 < θ < 1.
Если функция f есть многочлен степени n (n ∈ N) то все частные производные функции f порядка
выше n будут равны нулю. В этом случае Rn(x, y) = 0. Наша функция f есть многочлен третьей степени,
поэтому все частные производные функции выше третьего порядка равны нулю.
f(1, 2) = (x3 − 2y3 + 3xy)




(1, 2) = (3x2 + 3y)
∣∣∣∣x=1y=2 = 3 + 6 = 9,
∂f
∂y
(1, 2) = (−6y2 + 3x)
∣∣∣∣x=1y=2 = −24 + 3 = −21,
∂2f
∂x2
(1, 2) = 6x |x=1 = 6,
∂2f
∂y2






(1, 2) = 3,
∂3f
∂x3
(1, 2) = 6,
∂3f
∂y3



















(1, 2) = 0.
Представляем найденные значения частных производных в формулу (5.22).
f(x, y) = −9 + 9(x− 1)− 21(y − 2) + 1
2
(6(x− 1)2 + 6(x− 1)(y − 2)−
−24(y − 2)2) + 1
6
(6(x− 1)3 − 12(y − 2)3) = −9 + 9(x− 1)− 21(y − 2)+
+3(x− 1)2 + 3(x− 1)(y − 2)− 12(y − 2)2 + (x− 1)3 − 2(y − 2)3. I
Задание 5. Разложить функцию
f(x, y) = x
√
1 + y, (x, y) ∈ U(0,0),
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в окрестности точки (0, 0) по формуле Тейлора–Маклорена с остаточным членом в форме Пеано до
o (x2 + y2). Записать также остаточный член второго порядка в форме Лагранжа.
J f(0, 0) = 0, f ′x =
√
1 + y
∣∣∣∣x=0y=0 = 1, f ′y = x 12√y + 1
∣∣∣∣x=0y=0 = 0.
















∣∣∣∣x=0y=0 = 12 ,




В общем случае наше искомое разложение примет вид

































где 0 < θ < 1.
В нашем случае формула Тейлора–Маклорена с остаточным членом в форме Пеано будет иметь вид:
f(x, y) = x+
1
2































Находим частные производные (вначале в общем виде, а потом в точке (θx, θy)).
∂3f
∂x3
(x, y) = 0,
∂3f
∂x2∂y
(x, y) = 0,
∂3f
∂x∂y2









































(2 + θy)(1 + θy). I









f(x, y) = sin(2x− y),








. Тогда ∆x = ∆y = π
360
. В общем виде формула Тейлора–Маклорена имеет вид.




























































, 0 < θ < 1.




















































































































































= 1 · π
360










































c точностью до 10−4. I
Задания для самостоятельного решения
1. Найти производную функции f(x, y) = 3x4 − xy + y3, (x, y) ∈ R2, в точке (1, 2) в направлении,
составляющем с осью Ox угол α = 60◦.
2. Показать, что производные по любому направлению функции









3. Найти точки, в которых производные функции
f(x, y) = x2y − 2y2 + 1, (x, y) ∈ R2,
по любому направлению равны нулю.
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4. Найти производную функции f(x, y) = x2y−2y2 +1, (x, y) ∈ R2, в точке (3, 2) в направлении, идущем
от этой точки к началу координат. Возрастает или убывает функция в этом направлении?
5. Найти производную функции f(x, y) = arctg xy, (x, y) ∈ R2, в точке (1, 2) в направлении биссектрисы
первого координатного угла.
6. Разложить функцию
f (x, y) =
√
1− x2 − y2, (x, y) ∈ U(0,0) ⊂ R2
по формуле Тейлора–Маклорена в окрестности точки (0, 0) до членов третьего порядка включитель-
но.









, ограничиваясь членами второго порядка включительно.
8. Пусть f : X → R, X ⊂ R2. Разложить функцию f по формуле Тейлора–Маклорена, ограничиваясь
членами второго порядка включительно, в окрестности точки (x0, y0):
8.1 f (x, y) = 1
x−y , (2, 1);
8.2 f (x, y) =
√
x+ y, (1, 1);
8.3 f (x, y) = ln (x− 2y), (4, 1);
8.4 f (x, y) = ex+y, (0, 0);
8.5 f (x, y) = arccos x
y
, (1, 1).
9. Разложить функцию f (x, y, z) = x3 + y3 + z3 − 3xyz, (x, y, z) ∈ R3, по формуле Тейлора–Маклорена
в окрестности точки (1, 1, 1).
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ЛЕКЦИЯ 6
Дифференцирование неявно заданных функций
6.1 Понятие функции, заданной неявно. Частные производные неявно заданной функции
В математике и ее приложениях приходится сталкиваться с такими задачами, когда переменная u,
являющаяся по смыслу задачи функцией аргументов xi ∈ R, i = 1, n, задаётся посредством функцио-
нального уравнения
F (u, x1, x2, . . . , xn) = 0. (6.1)
В этом случае говорят, что u как функция аргументов xi задана неявно. Так, например, функция
u = −
√
1− x2 − y2, (x, y) ∈ X =
{
(x, y) ∈ R2 : x2 + y2 6 1
}
,
может быть неявно задана посредством функционального уравнения
u2 + x2 + y2 − 1 = 0. (6.2)
При этом возникают следующие вопросы:
1. При каких условиях функциональное уравнение (6.1) однозначно разрешимо относительно перемен-
ной u, то есть однозначно определяет явную функцию u = ϕ (x1, x2, . . . , xn)?
2. При каких условиях функция ϕ непрерывна, имеет частные производные и дифференцируема?
Например, уравнение (6.2) определяет в единичном круге бесконечно много явных функций. Так,
функции u = −
√
1− x2 − y2, u =
√
1− x2 − y2, а также любая функция u =
√
1− x2 − y2, определенная
для некоторых точек (x, y) из круга x2 + y2 6 1, и u = −
√
1− x2 − y2 для остальных точек этого круга
будет функцией, заданной неявно с помощью уравнения (6.2).
С геометрической точки зрения уравнение (6.2) определяет в R3 сферу радиуса R = 1 с центром в















в окрестности UM0 достаточно малого радиуса δ > 0 однозначно проектируется на плоскость u = 0
(рисунок 6.1).
Аналитически это означает, что если рассматривать функцию
F (u, x, y) = u2 + x2 + y2 − 1
только в указанной окрестности UM0 , то уравнение (6.2) однозначно разрешимо относительно u. Тогда это
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уравнение определяет единственную явную функцию
u =
√
1− x2 − y2 (u > 0) .
Если же взять точку M1 (0, x, y), принадлежащую сфере, то для любой окрестности UM1 часть указан-
ной сферы неоднозначно проектируется на плоскость u = 0, то есть уравнение (6.2) не является однозначно
разрешимым относительно u.
Заметим при этом, что ∂F
∂u
= 2u и ∂F
∂u
(M0) 6= 0, но ∂F∂u (M1) = 0.
Пусть x ∈ Rn, u ∈ R. Через (u, x) будем обозначать (u, x1, . . . , xn) ∈ Rn+1.
Пусть область G ⊂ Rn+1. Справедлива следующая теорема.

















6= 0, то существует такая
окрестность Ux(0), что:
1) для любого x ∈ Ux(0) найдется единственное число u = ϕ(x), удовлетворяющее условию F (u, x) = 0;









(i = 1, n).
JДоказательство теоремы проведем для случая неявно заданной функции двух переменных.
Пусть область G ⊂ R3, M0 (u0, x0, y0) ∈ G. Функция F : G → R имеет непрерывные частные произ-
водные в некоторой окрестности UM0 , причем F (M0) = 0,
∂F
∂u
(M0) 6= 0. Покажем, что существует такая
окрестность точки M ′0(x0, y0) ∈ R2, что:
1)для любой точки (x, y) ∈ UM ′0 найдется единственное число u = ϕ(x, y), удовлетворяющее условию
F (u, x, y) = 0; (6.3)
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Чтобы сделать доказательство более наглядным, будем сопровождать его геометрической иллюстра-
цией (рисунок 6.2).
Из аналитической геометрии известно, что уравнение (6.3) определяет в пространстве R3 некоторую
поверхность S, причем, в силу условия F (M0) = 0, точка M0 лежит на этой поверхности.
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Ради определенности будем считать, что частная производная ∂F
∂u
положительна в точке M0. Тогда
из непрерывности указанной производной в точке M0 и из теоремы об устойчивости знака непрерывной
функции вытекает, что найдется такая окрестность точкиM0, всюду в пределах которой ∂F∂u положительна.
Эту окрестность можем взять в виде открытого шара Ω достаточно малого радиуса с центром в точке
M0. Фиксируем далее положительное число ε настолько малым, чтобы каждая из точек M1(u0− ε, x0, y0)
и M2(u0 + ε, x0, y0) лежала внутри шара Ω (для этого достаточно взять ε меньшим радиуса шара Ω).
Рассмотрим функцию F , как функцию одной переменной: u 7→ F (u, x0, y0) на отрезке [u0 − ε, u0 + ε].
С геометрической точки зрения это означает, что мы рассматриваем функцию F трех переменных вдоль
отрезка M1M2 (рисунок 6.2). Так как производная ∂F∂u (u, x0, y0) положительна на отрезке [u0 − ε, u0 + ε],
то функция F как функция одной переменной u возрастает на этом отрезке. Но тогда, поскольку эта
функция равна нулю в середине указанного отрезка (т.е. при u = u0), то F (u, x0, y0) имеет отрицательное
значение на левом конце и положительное значение на правом конце указанного отрезка, т.е. F (M1) < 0,
F (M2) > 0.
Далее рассмотрим функции двух переменных x и y: (x, y) 7→ F (u0 − ε, x, y) и (x, y) 7→ F (u0 + ε, x, y),
т.е., выражаясь геометрическим языком, рассмотрим функцию F на двух плоскостях, параллельных ко-
ординатной плоскости Oxy, первая из которых проходит через точку M1, а вторая – через точку M2.
Поскольку F (M1) < 0, F (M2) > 0 и функция F непрерывна всюду в шаре Ω, то по теореме об устойчиво-
сти знака непрерывной функции на указанных плоскостях найдутся такие окрестности точек M1 и M2,
в пределах которых функция F сохраняет те же знаки, что и в точках M1 и M2. Эти окрестности мы
можем взять в виде открытых квадратов с центрами в точках M1 и M2 и с достаточно малой стороной 2δ
(на рисунке 6.2 указанные квадраты заштрихованы). Аналитически тот факт, что функция F сохраняет
постоянный знак на указанных квадратах, выражается неравенствами{
F (u0 − ε, x, y) < 0,
F (u0 + ε, x, y) > 0
при |x− x0| < δ, |y − y0| < δ. (6.5)
Выбор стороны указанных квадратов мы подчиним и еще одному условию: возьмем δ столь малым, чтобы
оба указанных квадрата лежали внутри шара Ω (это заведомо можно сделать, так как центры квадратов
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M1 и M2 являются внутренними точками шара Ω). При таком выборе δ любая точка (u, x, y), координаты
которой удовлетворяют неравенствам
|x− x0| < δ, |y − y0| < δ, |u− u0| < ε, (6.6)
будет лежать внутри шара Ω. С геометрической точки зрения неравенства (6.6) определяют открытый
прямоугольный параллелепипед с центром в точке M0 и со сторонами, параллельными осям координат u,
x, y и соответственно равными 2ε, 2δ, 2δ. Этот параллелепипед мы будем обозначать символом Π. Так как
параллелепипед Π лежит внутри шара Ω, то всюду в параллелепипеде Π, включая открытые квадраты,
лежащие в его основаниях, производная ∂F
∂u
положительна. Кроме того, в силу неравенств (6.5), функция
F принимает отрицательные значения на нижнем основании и положительные – на верхнем основании
Π.
Докажем теперь, что уравнение (6.3) однозначно разрешимо относительно u, если функцию F рассмат-
ривать на внутренних точках параллелепипеда Π. Разъясним, что требуется доказать. Пусть M ′(x, y) –
любая точка пространства R2, координаты которой удовлетворяют неравенствам
|x− x0| < δ, |y − y0| < δ. (6.7)
Иначе говоря, пусть M ′(x, y) – любая точка плоскости Oxy, лежащая внутри квадрата с центром в точке
M ′0(x0, y0) и со сторонами, равными 2δ. Требуется доказать, что для координат x, y точки M ′ найдется, и
притом единственное число u из интервала u0− ε < u < u0 + ε, такое, что F (u, x, y) = 0 (с геометрической
точки зрения это означает, что любая прямая, параллельная оси u и пересекающая параллелепипед Π,
пересекает поверхность S внутри параллелепипеда Π в одной и только одной точке).
Зафиксировав значения x и y, удовлетворяющие неравенствам (6.7), рассмотрим функцию F перемен-
ной u на отрезке [u0 − ε, u0 + ε], т.е. рассмотрим функцию F на отрезке M ′1,M ′2, где M ′1 и M ′2 – точки
пересечения прямой, проходящей через точку M ′(x, y) и параллельной оси Ou, с основаниями параллеле-
пипеда Π. Так как производная ∂F
∂u
положительна на отрезке [u0 − ε, u0 + ε], то функция F переменной u
возрастает на этом отрезке. Но тогда из условий F (M ′1) < 0, F (M ′2) > 0 вытекает, что внутри отрезка най-
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дется единственное значение u такое, что F (u, x, y) = 0 (или, выражаясь геометрически, внутри отрезка
M ′1M
′
2 найдется единственная точка M , лежащая на поверхности S).
Таким образом, каждой точке M ′(x, y) из окрестности (6.7) ставится в соответствие единственное
число из интервала u0 − ε < u < u0 + ε, для которого F (u, x, y) = 0. Мы доказали, что в окрестности
(6.7) существует единственная функция u = ϕ(x, y), удовлетворяющая условию |u−u0| < ε и являющаяся
решением уравнения (6.3).
Докажем теперь, что функция ϕ непрерывна в любой точке M ′(x, y) окрестности (6.7). Так как для
любой точки указанной окрестности выполнены те же условия, что и для точки M ′0(x0, y0), то достаточно
доказать непрерывность функции ϕ лишь в точке M ′0. Покажем, что для любого достаточно малого
ε > 0 существует δ > 0 такое, что для любых x и y, удовлетворяющих неравенствам (6.7), справедливо
неравенство |u − u0| < ε, где u = ϕ(x, y), u0 = ϕ(x0, y0). Если взять в качестве ε то число, которое
было выбрано выше, то существование δ обеспечивается неравенствами (6.6). Тем самым непрерывность
функции ϕ установлена.
Докажем, что функция ϕ дифференцируема в любой точке окрестности (6.7). Для этого достаточно по-
казать ее дифференцируемость в точкеM ′0(x0, y0). Вычислим полное приращение ∆u функции u = ϕ(x, y)
в точке M ′0, соответствующее приращениям аргументов ∆x и ∆y. Поскольку
F (u0, x0, y0) = 0 и F (u0 + ∆u, x0 + ∆x, y0 + ∆y) = 0,
то полное приращение ∆F функции F в точке M0(u0, x0, y0), соответствующее приращениям аргументов















































Из непрерывности функции ϕ в окрестности (6.7) следует, что если
{
∆x→ 0,
∆y → 0, , то и ∆u→ 0. Таким
образом, можно утверждать, что из условия
{
∆x→ 0,
∆y → 0, следует, что α, β, γ → 0.
По условию теоремы ∂F
∂u
(M0) 6= 0. Поскольку γ → 0 при
{
∆x→ 0,
∆y → 0, то при достаточно малых ∆x и
∆y выражение ∂F
∂u























































































































∆y + µ∆x+ ν∆y. (6.11)
Равенство (6.11) доказывает дифференцируемость функции ϕ в точке M ′0(x0, y0).
Из дифференцируемости функции ϕ следует существование её частных производных, формулы кото-
рых получаем из равенства (6.11):
∂ϕ
∂x


















Замечание 6.1. Для обеспечения существования частных производных второго порядка у неявно за-
данной функции ϕ необходимо усилить требования, наложенные на функцию F в теореме 6.1: приходится
дополнительно требовать, чтобы функция F была два раза дифференцируемой в рассматриваемой точке.
В этих предположениях остановимся на вычислении частных производных второго порядка.
Предположим, что нам дана дифференцируемая в некоторой окрестности точки M0(u0, x0, y0) ∈ R3
функция Φ:
(u, x, y) 7→ Φ(u, x, y), (u, x, y) ∈ UM0 ,
причем аргумент u сам является дифференцируемой функцией двух других аргументов x и y. Тогда
функцию Φ можно рассматривать как сложную функцию двух аргументов x и y. Частные производные
этой сложной функции по x и y будем называть полными частными производными функции Φ по




. По правилу дифференцирования сложной функции получаем
























Теперь вычислим частные производные второго порядка неявно заданной функции, например ∂2u
∂y∂x
.




зависит от трех аргументов u, x,






























































































. Также аналогичным методом могут быть
вычислены и частные производные третьего и последующих порядков (при условии, что функция F
дифференцируема в заданной точке соответствующее число раз).
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6.2 Неявные функции, определяемые системой функциональных уравнений
Выше нами рассмотрен вопрос о существовании и дифференцируемости неявной функции, определя-
емой посредством одного функционального уравнения. Далее мы рассмотрим аналогичный вопрос для
совокупности m (m ∈ N) неявных функций, определяемых посредством системы функциональных урав-
нений.
Пусть u ∈ Rm, x ∈ Rn. Будем далее использовать обозначение:
(u, x) = (u1, . . . , um, x1, . . . , xn) ∈ Rm+n.
Пусть область G ⊂ Rm+n, функции Fk : G → R (k = 1,m) имеют непрерывные частные производные




) ∈ G. Предположим, что m функций
u1 = ϕ1(x),
. . . . . .
um = ϕm(x)
(6.13)
ищутся как решение системы m функциональных уравнений
F1(u, x) = 0,
. . . . . .
Fm(u, x) = 0.
(6.14)
Изучим вопрос о разрешимости системы функциональных уравнений (6.14) относительно u1, . . . , um. Под
термином «решение системы (6.14)» в дальнейшем будем понимать совокупностьm функций (6.13) таких,






. . . ∂F1
∂um
. . . . . . . . .
∂Fm
∂u1




называют определителем Якоби (или якобианом) функций F1, . . . , Fm по переменным u1, . . . , um и
кратко обозначают символом D(F1,...,Fm)
D(u1,...,um)
.
Справедлива следующая теорема, являющаяся обобщением теоремы 6.1.
Теорема 6.2. Пусть область G ⊂ Rm+n, функции Fk : G→ R (k = 1,m) имеют непрерывные част-












1) для любого x ∈ Ux(0) найдется единственный набор m чисел
u1 = ϕ1(x), . . . , um = ϕm(x),
удовлетворяющий условию (6.14);
2) функции uk = ϕk(x) (k = 1,m), x ∈ Ux(0), дифференцируемы на Ux(0).
JДоказательство теоремы 6.2 проводится методом математической индукции (при m = 1 теорема
6.2 переходит в доказанную теорему 6.1, так как в этом случае якобиан (6.15) обращается в частную
производную ∂F1
∂u1
(см. [4, с. 556])).I
Вычислим частные производные функций (6.13) в предположении выполнения условий теоремы 6.2.
Подставим функции (6.13) в систему уравнений (6.14), решением которой они являются, и продифферен-

























Равенства (6.16) представляют собой линейную систему уравнений относительно m неизвестных
∂u1
∂xi



















Выражения для частных производных второго и последующих порядков можно получить посредством
дифференцирования этих формул (существование этих производных обеспечивается дополнительными
ограничениями на функции Fk (k = 1,m)).
Вопросы и задания для самоконтроля
1. Дайте понятие функции, заданной неявно.
2. Сформулируйте теорему о дифференцируемости функции, заданной неявно.
3. Дайте понятие функции, заданной неявно системой функциональных уравнений.




Дифференцирование функций, заданных неявно
Задание 1. Из уравнения (x2+y2)2 = 2a2(x2−y2) явно выразить y через x. Сколько функций на отрезке
[0, a
√
2] определяет это уравнение? Сколько непрерывных функций определяется этим уравнением?
JПоложим y2 = z. Мы получим квадратное уравнение
(x2 + z)2 = 2a2x2 − 2a2z,
или
z2 + 2(x2 + a2)z + x4 − 2a2x2 = 0.
Отсюда получаем:
y2 = z = −x2 − a2 ±
√
(x2 + a2)2 − x4 + 2a2x2 = −x2 − a2 ± a
√
a2 + 4x2.
Так как y2 > 0, то перед корнем выбираем знак «плюс». Таким образом,
y = ±
√
−x2 − a2 + a
√
a2 + 4x2. (6.17)
Подкоренное выражение не отрицательно, если x2 6 2a2. Равенство (6.17) определяет бесконечно много
различных функций на отрезке [0, a
√
2]. Например, можно положить
y =
{ √
−x2 − a2 + a
√
a2 + 4x2, если 0 6 x 6 a,
−
√
−x2 − a2 + a
√






−x2 − a2 + a
√
a2 + 4x2, если x – рационально,
−
√
−x2 − a2 + a
√
a2 + 4x2, если x – иррационально,
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и т.д.






−x2 − a2 + a
√
a2 + 4x2 и y2 = −
√
−x2 − a2 + a
√
a2 + 4x2. I
Задание 2. Найти первую и вторую производные функции y = y(x), x ∈ R, заданной неявно уравне-
нием xey + yex = 2, и найти их значение при x = 0.
JПродифференцируем равенство xey + yex = 2 два раза по x, рассматривая его как тождество отно-
сительно x:
а) ey + xeyy′ + y′ex + yex = 0;













Если в (6.19) вместо y′ подставить его выражение (6.18), то получим выражение y′′ только через x и
y.
Чтобы найти значение y′(0) и y′′(0) поступим следующим образом.
Подставим в данное уравнение значение x = 0 и найдем соответствующее значение y:
0 · ey + ye0 = 2, y(0) = 2.
Подставляя x = 0 и y = 2 в (6.18), найдем искомое значение y′(0):
y′(0) = − e
2 + 2e0
0 · e2 + e0
= −e2 − 2.
162
Подставляя x = 0, y = 2 и y′ = −e2 − 2 в (6.19), найдем искомое значение y′′(0):
y′′(0) = −
(
2e2(−e2 − 2) + 2(−e2 − 2) + 2
)
= 2e4 + 6e2 + 2. I
Задание 3. Найти частные производные неявной функции
z = z(x, y), (x, y) ∈ X =
{




x2y − y2z + zx = 0. (6.20)





и вопрос о существовании и дифференцируемости функции становится ясным без проверки условий тео-























можно найти по формулам дифференцирования неявной функции.


























3) Можно, наконец, найти частные производные непосредственным дифференцированием равентсва
(6.20) по x и по y.
Дифференцируя по x, считаем y постоянной, а z функцией от x и y:













При дифференцировании по y считаем x постоянной:


















то получим совпадение и с решением 1) (предлагаем убедиться в этом самостоятельно).I
Задание 4. Найти частные производные первого и второго порядка неявной функции z = z(x, y),
(x, y) ∈ R2, заданной уравнением:
z2x− x2y + y2z + 2x− y = 0 (6.21)
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в точке (0, 1).
JНаходим значение функции z в точке (0, 1).
z · 0− 0 · 1 + 1 · z − 2 · 0− 1 = 0, z = 1.
Будем дифференцировать по x и по y равенство (6.21), рассматривая его как тождество (т.е. понимая
под z неявную функцию двух переменных, определенную этим уравнением).
Дифференцируем (6.21) по x:
z2 + 2z · z′x · x− 2xy + y2 · z′x + 2 = 0. (6.22)
Теперь дифференцируем равенство (6.22) по x:
2z · z′x + 2 · z′x
2 · x+ 2z · z′′x2 · x+ 2z · z′x − 2y + y2z′′x2 = 0. (6.23)
Дифференцируем равенство (6.21) по y:
2zx · z′y − x2 + 2yz + y2 · z′y − 1 = 0. (6.24)
Дифференцируем равенство (6.24) по y:
2xz′y
2





2z′′y2 = 0. (6.25)
Дифференцируем равенство (6.22) по y:
2z · z′y + 2z′yz′x · x+ 2z · z′′xyx− 2x+ 2yz′x + y2z′′xy = 0. (6.26)
Подставляя в (6.22) значения x = 0, y = z = 1, получим:
1 + 2 · 1 · z′x · 0− 2 · 0 · y + 1 · z′x + 2 = 0,
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откуда z′x = −3.
Подставляя в (6.23) значения x = 0, y = z = 1, z′x = −3, получим:
2 · (−3) + 2 · 9 · 0 + 2 · z′′x2 · 0 + 2(−3)− 2 + z′′x2 = 0, z′′x2 = 14.
Подставляя в (6.24) значения x = 0, y = z = 1, найдем z′y:
2 · 0 · z′y − 0 + 2 + z′y − 1 = 0, z′y = −1.
Подставляя в (6.25) значения x = 0, y = z = 1, z′y = −1, найдем z′′y2 :
z · 0 · 1 + 2 · 0 · z′′y2 + 2 + 4 · (−1) + z′′y2 = 0, z′′y2 = 2.
Наконец, подставляя в (6.26) значенияx = 0, y = z = 1, z′x = −3, z′y = −1, получим искомое значение
производной
2 · (−1) + 2 · (−1) · (−3) · 0 + 2z′′xy · 0− 2 · 0 + 2(−3) + z′′xy = 0, z′′xy = 8. I
Задание 5. Найти полный дифференциал неявной функции z = z(x, y), (x, y) ∈ R2, заданной уравне-
нием z3 + 3x2y + xz + y2z2 + y − 2x = 0.
JРассматривая это уравнение как тождество, берем полный дифференциал от левой и провой частей.
Получим:
3z2dz + 6xydx+ 3x2dy + zdx+ xdz + 2yz2dy + 2y2zdz + dy − 2dx = 0,
или
(6xy + z − 2)dx+ (3x2 + 2yz2 + 1)dy + (3z2 + x+ 2y2z)dz = 0.
Решая полученное уравнение относительно dz, будем иметь
dz =
2− 6xy − z
3z2 + x+ 2y2z
dx− 3x
2 + 2yz2 + 1
3z2 + x+ 2y2z
dy.
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Задание 6. Найти полные дифференциалы первого и второго порядка неявной функции z = z(x, y),
























Находим снова полный дифференциал от левой и правой частей, имея в виду, что dx и dy – постоянные,
а dz – полный дифференциал функции. Имеем:






















Чтобы получить выражение d2z только через x, y, z, dx и dy, достаточно в (6.28) подставить значение
dz из (6.27). Предлагаем выполнить это самостоятельно.I
Задание 7. Функции u = u(x, y) и v = v(x, y), (x, y) ∈ R2, определены системой уравнений:{
xy + uv = 1,
xv − yu = 3.
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Найти частные производные полные дифференциалы первого и второго порядка, если при x = 1 и y = −1
функции u и v принимают значения: u = 1, v = 2.
J Дифференцируем данную систему дважды:{
ydx+ xdy + udv + vdu = 0,
xdv + vdx− ydu− udy = 0, (6.29)
{
2dxdy + 2dudv + ud2v + vd2u = 0,
2dxdv − 2dudy + xd2v − yd2u = 0. (6.30)
Подставляя в (6.29) значения x = 1, y = −1, u = 1 и v = 2, получим:{
−dx+ dy + dv + 2du = 0,
2dx− dy + dv + du = 0, или
{
du = 3dx− 2dy,










Подставляя в (6.30) значения x = 1, y = −1, u = 1, v = 2, а также полученные выражения для du и
dv, будем иметь:
d2v + 2d2u = −2dxdy − 2(3dx− 2dy)(3dy − 5dx),
d2v + d2u = 2dy(3dx− 2dy)− 2dx(3dy − 5dx).
Отсюда
d2u = 4(5dx2 − 10dxdy + 4dy2),





















Задание 8. Найти частные производные первого порядка функции z = z(x, y), (x, y) ∈ R2, заданной
неявно уравнением
xyz = x2 + y2 + z2, (6.31)
предварительно найдя ее первый дифференциал.
JОбозначим
F (x, y, z) = x2 + y2 + z2 − xyz.
Тогда
dF = dx2 + dy2 + dz2 − d(xyz) = 2xdx+ 2ydy + 2zdz − yzdx− xzdy − xydz.
С другой стороны F (x, y, z) = 0, поэтому dF = 0. Получили уравнение
2xdx+ 2ydy + 2zdz − yzdx− xzdy − xydz = 0. (6.32)











































Задания для самостоятельного решения
1. Найти первые и вторые производные функций y = y(x), x ∈ X ⊂ R, заданных неявно уравнениями:
1.1 xe2y − y lnx− 8 = 0;








1.4 x2 ln y − y2 lnx = 0;
1.5 1 + xy − ln(exy + e−xy) = 0.
2. Найти частные производные и полные дифференциалы функций z = z(x, y), (x, y) ∈ X ⊂ R2, задан-
ных неявно уравнениями:
2.1 z + 3xz = 2xy;
2.2 x2 − 2y2 + z2 − 4x+ 2z − 5 = 0;
2.3 cos2 x+ cos2 y + cos2 z = 1;
2.4 x+ y + z = e−(x+y+z);
2.5 z ln(x+ z)− xy
z
= 0;
2.6 x2 + y2 + z2 = 2z;






3. Найти y′ и y′′ для функции y = y(x), x ∈ X ⊂ R, определяемой уравнением xy = yx.
4. Найти y′, y′′ и y′′′ для функции y = y(x), x ∈ X ⊂ R, определяемой уравнением x2 + xy + y2 = 0.
5. Найти d2z в точке (1, 0) для функции z = z(x, y), (x, y) ∈ X ⊂ R2, определяемой уравнением
xz5 + y3z − x3 = 0, если z(1, 0) = 1.
6. Найти d2z в точке (1, 2) для функции z = z(x, y), (x, y) ∈ X ⊂ R2, определяемой уравнением
x− yz + ez = 0, если z(1, 2) = 0.
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7. Функция z = z(x, y), (x, y) ∈ X ⊂ R2, определена уравнением
x2 + y2 + z2 = 3xyz.
Найти d2z в точке (1, 1, 1).
8. Функции y = y(x) и z = z(x), x ∈ R, определяются системой уравнений{
8x2 − z3 − 3y4 = 0,
x3 − z2 + 5y = −3,
причем y(1) = 0, z(1) = 2. Найти y′(1), y′′(1), z′(1) и z′′(1).
9. Функции u = u(x, y) и v = v(x, y), (x, y) ∈ X ⊂ R2, определены системой уравнений{
xu+ yv = 4,
yu− v = 0.




Экстремум функции многих переменных
7.1 Понятие экстремума функции многих переменных
Определение 7.1. Пусть D ⊂ Rn, f : D → R, x(0) ∈ IntD. Точка x(0) называется точкой
локального максимума, если
∃Ux(0) ⊂ D ∀x ∈ Ux(0) f(x) 6 f(x(0)),
локального минимума, если
∃Ux(0) ⊂ D ∀x ∈ Ux(0) f(x) > f(x(0)),
строгого локального максимума, если
∃Ux(0) ⊂ D ∀x ∈ U◦x(0) f(x) < f(x
(0)),
строгого локального минимума, если
∃Ux(0) ⊂ D ∀x ∈ U◦x(0) f(x) > f(x
(0)).
Общее название для всех видов точек максимума и минимума – точки экстремума.
Значение функции в точке локального максимума (минимума) называют локальным максимумом
(минимумом), в точке строгого локального максимума (минимума) – строгим локальным максиму-
мом (минимумом). Общее название для всех видов максимума и минимума – экстремумы.
Пример 7.1. Очевидно (смотри рисунок 7.1), что функция
f(x, y) =
{
1− x2 − y2, если x2 + y2 6 1,
x2 + y2 − 1, если x2 + y2 > 1, , (x, y) ∈ R
2,
имеет локальный строгий максимум в точке (0, 0) и f (0, 0) = 1. В точках окружности x2 +y2 = 1 функция








7.2 Необходимое условие локального экстремума
Пусть D ⊂ Rn.
Теорема 7.1. Если функция f : D → R имеет в точке x(0) ∈ IntD локальный экстремум и частные
производные первого порядка по всем переменным xi (i = 1, n), то все эти частные производные в точке
x(0) равны нулю.
JВозьмём произвольную переменную xi функции f , а все остальные переменные зафиксируем, поло-




i+1, . . . , x
(0)
n . В этом случае будем иметь функцию одной
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переменной xi:












, xi ∈ IntI, I ⊂ R.
















Замечание 7.1. Необходимое условие локального экстремума функции в точке в общем случае не
является достаточным. Это видно на примере функции двух переменных f(x, y) = xy2, (x, y) ∈ R2. В
точке (0, 0) частные производные f ′x(x, y) = y2 и f ′y(x, y) = 2xy равны нулю, но в любой окрестности этой
точки есть точки, в которых функция принимает положительные значения (точки первой и четвёртой ко-
ординатной плоскости), а также точки, где функция f принимает отрицательные значения (точки второй
и третьей четвертей координатной плоскости). Значит, в точке (0, 0) функция f локального экстремума
не имеет.
Если же хотя бы одна из частных производных первого порядка в некоторой точке не равна нулю, то
в этой точке локального экстремума функция не имеет.
Пример 7.2. Доказать, что функция двух переменных
f(x, y) = xey, (x, y) ∈ R2,
не имеет локальных экстремумов в R2 (области определения функции).
JНаходим частные производные первого порядка функции: f ′x(x, y) = ey, f ′y(x, y) = xey. Очевидно, что
f ′x(x, y) = e
y 6= 0
для любых точек (x, y) ∈ R2. То есть, наша функция в R2 локального экстремума не имеет.I
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Определение 7.2. Точки, в которых частные производные первого порядка функции f равны или
нулю, или бесконечности, или не существуют, называются критическими точками (точками
возможного экстремума или «подозрительными» на экстремум точками). Причём, крити-
ческие точки, в которых все частные производные первого порядка функции равны нулю, называются
стационарными точками.
7.3 Квадратичные формы
При исследовании функции на экстремум мы будем использовать квадратичные формы. Напомним
некоторые сведения из высшей алгебры. Если {aik}nik=1 – матрица, где aik ∈ R, то функция





aikhihk, h ∈ Rn, (7.1)
называется квадратичной формой на Rn.
Если aik = aki для любых i (k = 1, n), то квадратичная форма называется симметричной.
Замечание 7.2. Правая часть (4.21) есть квадратичная форма относительно dx1, . . . , dxn, причём при


















a11 . . . a1i
. . . . . . . . .
ai1 . . . aii
∣∣∣∣∣∣ , i = 1, n.
Квадратичная форма называется положительно определенной, если Q(h) > 0 для всех h 6= O.
Квадратичная форма называется отрицательно определенной, если Q(h) < 0 для всех h 6= O. Объ-
единяющий термин – знакоопределенная форма.
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Критерий знакоопределенности дает следующая теорема, доказательство которой имеется в курсе
алгебры, поэтому мы его не приводим.
Теорема 7.2 (критерий Сильвестра). Квадратичная форма Q является положительно опреде-
лённой (отрицательно определённой) тогда и только тогда, когда ∆i > 0 ((−1)i∆i > 0), i = 1, n.





dx1, . . . , dxn











относительно dx1, . . . , dxn будет отрицательно определённой тогда и
только тогда, когда все главные миноры ее матрицы нечётного порядка отрицательны, а чётного – поло-
жительны.
7.4 Достаточное условие локального экстремума
Пусть D ⊂ Rn.
Теорема 7.3. Если функция f : D → R дифференцируема в некоторой окрестности стационарной
точки x(0) ∈ IntD и дважды дифференцируема в самой точке x(0), то функция f имеет в точке x(0)









JДля функции f выполняются все условия теоремы 5.2 при m = 2. Тогда формула Тейлора с оста-











































, то есть квадратичная форма (7.3) относительно dx1, dx2, . . . , dxn будет
симметричной.
Для доказательства теоремы достаточно показать, что в некоторой проколотой окрестности U◦
x(0)
пра-
























Тогда |hi| 6 1,
n∑
i=1











































aijhihj определена и непрерывна на единичной сфере, то есть на ограничен-
ном замкнутом множестве. По теореме Вейерштрасса она достигает на этой сфере своего наименьшего




, а значит, и положительности
указанной квадратичной формы). По этой причине вся правая часть равенства (7.5) при достаточно ма-
лых ρ→ +0 (в некоторой проколотой окрестности U◦
x(0)
) будет строго положительной. А это означает, что
x(0) – точка локального минимума.




< 0 точка x(0) будет точкой локального максимума.I
Замечание 7.4. Если указанный выше второй дифференциал есть знакопеременная квадратичная
форма, то функция f не имеет в точке x(0) локального экстремума (покажите самостоятельно).
Далее отдельно рассмотрим случай функции двух переменных.




(x0, y0) , a12 =
∂2f
∂x∂y




Теорема 7.4 (достаточное условие экстремума функции двух переменных). Пусть функ-
ция f в некоторой окрестности U(x0,y0) ⊂ D имеет частные производные до второго порядка включи-
тельно, а в самой точке (x0, y0) частные производные первого порядка равны нулю, а второго порядка –
непрерывны. Тогда:
1) если ∆ = a11a22− a212 > 0, то функция f в точке (x0, y0) имеет локальный экстремум, причём при
a11 > 0 – минимум, а при a11 < 0 – максимум;
2) если ∆ < 0 – в точке (x0, y0) функция f не имеет экстремума;
3) если ∆ = 0, то требуются дополнительные исследования для ответа на вопрос о наличии в точке
(x0, y0) экстремума.
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JДля функции f выполняется условие теоремы 7.3. Тогда будет справедливо и заключение теоремы.
Поясним это подробнее.





















2 = a11 (dx)




















Если ∆ > 0, квадратичная форма (дифференциал d2f (x0, y0)) определённая (принимает значения
одного лишь знака, причём такие, как и a11). В этом случае дифференциал d2f (x0, y0) будет принимать
положительные значения при a11 > 0 и отрицательные при a11 < 0. Теорема доказана для ∆ > 0.
Справедливость заключения теоремы при ∆ < 0 следует из замечания 7.4.
Необходимость дополнительных исследований для ответа на вопрос о наличии в точке (x0, y0) экстре-
мума в случае ∆ = 0 следует из приведённых ниже примеров.I
Пример 7.3. Функция f(x, y) = x4+y4, (x, y) ∈ R2, имеет в точке (0, 0) минимум (локальный, совпада-




= 0 = a11,
аналогично a22 = a12 = 0, то есть ∆ = 0.
Пример 7.4. Функция f(x, y) = x3 + y3, (x, y) ∈ R2, в точке (0, 0) не имеет экстремума, так как в
любой окрестности этой точки функция принимает как положительные значения, так и отрицательные.
В то же время ∆ = 0 (покажите самостоятельно).
Пример 7.5. Исследовать на экстремум функцию
f(x, y) = 2x3 + xy2 − 216x, (x, y) ∈ R2.
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JВначале найдём критические точки функции.
f ′x(x, y) = 6x
2 + y2 − 216; f ′y(x, y) = 2xy;
{
2xy = 0,




6x2 + y2 − 216 = 0;
{
x = 0,
6x2 + y2 − 216 = 0; или
{
y = 0,
6x2 + y2 − 216 = 0.















x2(x, y), a12 = f
′′
xy(x, y), a22 = f
′′
y2(x, y) и ∆ = a11a22 − a212













функция не имеет, в точке (6, 0) – минимум, f (A3) = −4·63, а в точке (−6, 0) – максимум, f (−6, 0) = 8·63.I
Вопросы и задания для самоконтроля
1. Дайте определения точки локального максимума (локального минимума), строгого локального мак-
симума (локального минимума), функции многих переменных.
2. Сформулируйте необходимое условие локального экстремума функции многих переменных.
3. Дайте определения положительно определенной (отрицательно определенной) квадратичной фор-
мы.
4. Сформулируйте критерий Сильвестра.
5. Сформулируйте достаточное условие локального экстремума функции многих переменных.
6. Сформулируйте достаточное условие локального экстремума функции двух переменных.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 7
Экстремумы функции многих переменных
Задание 1. Исследовать на экстремум функцию
z = x2 + xy + y2 − 2x− 3y, (x, y) ∈ R2.
JНаходим стационарные точки, то есть точки, в которых выполняется необходимое условие экстрему-
ма. Для этого вычисляем частные производные, приравниваем их к нулю и решаем полученную систему
уравнений: {
z′x = 2x+ y − 2,
z′y = x+ 2y − 3,
{
2x+ y − 2 = 0,
x+ 2y − 3 = 0.
Решением является x = 1
3









– искомая стационарная точка.
Проверим выполнение достаточных условий экстремума:
A = z′′x2 = 2, B = z
′′
xy = 1, C = z
′′
y2 = 2.







данная функция имеет минимум.I
Задание 2. Исследовать на экстремум функцию
f (x, y) = sinx+ sin y + cos (x+ y) ,
(x, y) ∈ X =
{
(x, y) ∈ R2, 0 6 x 6 3π
2





JНаходим стационарные точки функции f :
f ′x = cosx− sin (x+ y) , f ′y = cos y − sin (x+ y) .
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Решаем систему уравнений {
cosx− sin (x+ y) = 0,
cos y − sin (x+ y) = 0.
Из этой системы получаем, что cosx = cos y, и так как 0 6 x 6 3
2
π, 0 6 y 6 3
2
π, то либо y = x, либо
y = 2π − x.
Если y = x, то из первого уравнения получаем cosx− sin 2x = 0, т.е. cosx (1− 2 sinx) = 0. Отсюда либо
x1 = y1 =
π
6
, либо x2 = y2 = π2 , либо x3 = y3 =
3
2
π. Точно так же, если y = 2π − x, получаем, что cosx = 0
и либо x4 = π2 , y4 =
3
2
π, либо x5 = 32π, y5 =
π
2








































Проверим выполнение достаточных условий экстремума в каждой точке:










































Так как AC − B2 = 3
4





















































= −1 + 1 = 0.
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= 1 + 1 = 2.






















































































= −2 и AC −B2 = −1 < 0. I
Задание 3. Исследовать на экстремум функцию
f(x, y) = (y − x)2 + (y + 2)3, (x, y) ∈ R2.
JНайдем частные производные функции и приравняем их нулю:
f ′x = 2(y − x) · (−1) = 2(x− y), f ′y = 2(y − x) + 3(y + 2)2.
Из системы уравнений {
x− y = 0,
2(y − x) + 3(y + 2)2 = 0
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получаем, что точка (−2,−2) является стационарной.
Проверим достаточные условия экстремума в этой точке:
f ′′x2 = 2, A = 2, f
′′
xy = −2, B = −2, f ′′y2 = 2 + 6(y + 2), C = 2, AC −B2 = 0.
В этом случае для выяснения вопроса об экстремуме функции нужно исследование продолжить. По-
скольку f(−2,−2) = 0, то достаточно исследовать знак функции в некоторой окрестности точки (−2,−2).
Исследуем знак функции вдоль какой-нибудь прямой, проходящей через точку (−2,−2). Поскольку в
выражении функции имеется слагаемое (y − x)2, то естественно взять прямую y = x, так как на ней первое
слагаемое равно нулю и знак функции зависит только от знака второго слагаемого (y + 2)3. Очевидно,
если y < −2, то (y + 2)3 < 0; если y > −2, то (y + 2)3 > 0.
Следовательно, в любой окрестности точки (−2,−2) есть как положительные, так и отрицательные
значения функции. В точке (−2,−2) экстремума нет.I
Задание 4. Исследовать на экстремум функцию
f (x, y, z) = x2 − 2xy + 4y2 + 6z2 + 6yz − 6z, (x, y, z) ∈ R3.
JВначале найдём критические точки функции:
f ′x = 2x− 2y = 0,
f ′y = −2x+ 8y + 6z = 0,
f ′z = 12z + 6y − 6 = 0.
(7.7)
Система (7.7) равносильна системам
x = y,
−x+ 4y + 3z = 0,










Точка (−1,−1, 1) – критическая точка. Дальше воспользуемся достаточным условием строгого экстре-
мума (теорема 7.3).
f ′′x2(−1,−1, 1) = 2; f ′′y2(−1,−1, 1) = 8; f ′′z2(−1,−1, 1) = 12;
f ′′xy(−1,−1, 1) = f ′′yx(−1,−1, 1) = −2;
f ′′xz(−1,−1, 1) = f ′′zx(−1,−1, 1) = 0; f ′′yz(−1,−1, 1) = f ′′zy(−1,−1, 1) = 6.
Для определения знака d2f(−1,−1, 1) воспользуемся критерием Сильвестра 7.2. Составляем матрицу





∣∣∣∣ 2 −2−2 8





∣∣∣∣ 8 66 12
∣∣∣∣+ 2 ∣∣∣∣ −2 60 12
∣∣∣∣ =
= 2 (96− 36) + 2 (−24− 0) = 120− 48 = 72 > 0.
Значит, d2f(−1,−1, 1) > 0 и точка (−1,−1, 1) – точка строгого минимума.
fmin (−1,−1, 1) = −3. I
Задание 5. Исследовать на экстремум функцию









, (x, y, z) ∈ X =
{




JНаходим критические точки функции:




















































Последняя система решений не имеет, потому что не имеет решений уравнение z2 = −1. Предпоследняя
































и воспользуемся достаточным условием строгого экстремума
(теорема 7.3).




































; f ′′xy = −
y
2x2




















































dx, dy, dz:  4 −2 0−2 3 −2
0 −2 6
 .
Находим ее главные миноры:
4 > 0;
∣∣∣∣ 4 −2−2 3














































































dx, dy, dz:  −4 2 02 −3 2
0 2 −6
 .
Находим главные миноры записанной матрицы
−4 < 0;
∣∣∣∣ −4 22 −3





∣∣∣∣ −3 22 −6
∣∣∣∣− 2 ∣∣∣∣ 2 20 −6
∣∣∣∣ =







< 0 и точка (−1
2







Задание 6. Исследовать на экстремум функцию
f(x, y, z) = xy + xz + yz, (x, y, z) ∈ R3.
JНайдем критические точки функции f :
f ′x = y + z = 0,
f ′y = x+ z = 0,
f ′z = x+ y = 0,

x− y = 0,
x+ y = 0,









Точка (0, 0, 0) – критическая точка. Находим частные производные второго порядка функции f в
критической точке.
f ′′x2(0, 0, 0) = 0, f
′′
y2(0, 0, 0) = 0; f
′′
z2(0, 0, 0) = 0, f
′′
xy(0, 0, 0) = f
′′
yx(0, 0, 0) = 1,
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f ′′xz(0, 0, 0) = f
′′
zx(0, 0, 0) = 1, f
′′
yz(0, 0, 0) = f
′′
zy(0, 0, 0) = 1.
Составляем матрицу квадратичной формы d2f(0, 0, 0) относительно независимых дифференциалов
dx, dy, dz:  0 1 11 0 1
1 1 0
 .
Видно, что первый главный минор ∆1 = 0, поэтому применить критерий Сильвестра нельзя. Но видно,
что в любой окрестности точки (0, 0, 0) функция f принимает как отрицательные, так и положительные
значения. Например, f(x, 0, z) < 0 при x > 0 и z < 0, но f(x, 0, z) > 0 при x > 0 и z > 0. Значит, в точке
(0, 0, 0) экстремума нет.I
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Задания для самостоятельного решения
1. Исследовать на экстремум функции z = z(x, y), (x, y) ∈ X ⊂ R2:
1.1 z = x3y2(6− x− y);
1.2 z = xy(1− x− y);
1.3 z = x3 + y3 − 9xy + 27;
1.4 z = x3 + y3 − 3axy;
1.5 z = x3 + xy2 + 3axy;
1.6 z = x4 + y4 + 2x2y2 − 8x+ 8y;
1.7 z = 2x2 + 6xy + 5y2 − x+ 4y − 5;
1.8 z = x2 + xy + y2 −mx− ny;
1.9 z = x4 + y4 − 2x2 + 4xy − 2y2;
1.10 z =
√
(a− x)(a− y)(x+ y − a);






1.12 z = x2 + xy + y2 − 4 lnx− 10 ln y;
1.13 z = xy ln(x2 + y2);
1.14 z = x · ey+x sin y;
1.15 z = x2 − 2xy + y4 − y5;
1.16 z = 2 + (x− y)2 + (y − 1)4;
1.17 z = e−x2−y2(ax2 + by2).
2. Исследовать на экстремум функции u = u(x, y, z), (x, y, z) ∈ X ⊂ R3:
2.1 u = x2 + y2 + z2 − xy + x− 2z;
2.2 u = ex−y(x2 − 2y2) + 2z − z2;
2.3 u = 1+x−y
1+x2+y2
+ z − 1
2
z2.
3. Исследовать на экстремум функции z = z(x, y), (x, y) ∈ X ⊂ R2, заданные неявно уравнениями:
3.1 x3
3
+ 2y2 − z2x+ z = 0;
3.2 x2 + y2 + 4xz + 4 + z2+z
2
= 0;
3.3 z2 + xyz − xy2 − x3 = 0;
3.4 x2 + y2 + z2 − 2x+ 2y − 4z − 10 = 0.
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ЛЕКЦИЯ 8
Условный экстремум функции многих переменных
8.1 Условный экстремум. Сведение условного экстремума к безусловному
Ранее нами были рассмотрены вопросы нахождения локальных экстремумов функции, аргументы
которой не связаны никакими дополнительными условиями. Вместе с тем, в математике и её приложениях
приходится находить экстремумы функций, аргументы которых подчинены дополнительным условиям
связи. Такие экстремумы называют условными или относительными.
Рассмотрим пример задачи об отыскании условного экстремума. Пусть требуется найти экстремум
функции f(x, y) = x2 + y2, (x, y) ∈ R2, при условии, что аргументы этой функции удовлетворяют условию
связи x + y − 1 = 0. Таким образом, экстремумы функции f ищутся не на всей плоскости R2, а лишь на
прямой x+ y − 1 = 0.
Для решения рассмотренной задачи подставим в выражение для f(x, y) = x2 + y2 значение y, опреде-
ляемое из условия связи x+y−1 = 0. Таким путем мы сведем задачу к задаче об отыскании безусловного
экстремума функции одной переменной
g(x) = 2x2 − 2x+ 1, x ∈ R.
Последний экстремум находится без труда:












, y = 1
2
(рисунок 8.1).










Отметим, что безусловный минимум функции f достигается в точке (0, 0) и равен нулю.
Теперь перейдем к общей постановке задачи об отыскании условного экстремума.
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Рисунок 8.1
Пусть x ∈ Rn, y ∈ Rm. Далее будем использовать обозначение:
(x, y) = (x1, . . . , xn, y1, . . . , ym) ∈ Rn+m.
Пусть область G ⊂ Rn+m, f : G→ R. Требуется найти экстремум функции f при наличии m условий
связи 
F1(x, y) = 0,
F2(x, y) = 0,
. . . . . . . . .
Fm(x, y) = 0,
(8.1)






∈ G, а якобиан
D(F1, . . . , Fm)
D(y1, . . . , ym)
6= 0. (8.2)














будет наибольшим (наименьшим) среди
ее значений во всех точках, координаты которых удовлетворяют условиям связи (8.1).
В силу теоремы 6.2 найдется такая окрестность Ux(0) , что в пределах этой окрестности определены m
дифференцируемых функций 
y1 = ϕ1(x),
. . . . . . . . . . . .
ym = ϕm(x),
x ∈ Ux(0) , (8.3)
являющихся единственным решением системы уравнений (8.1). Подставляя найденные функции (8.3) в





функции f при наличии связей (8.1) к вопросу о существовании безусловного экстремума в точке x(0) у
сложной функции
Φ(x) = f (x1, . . . , xn, ϕ1(x1, . . . , xn), . . . , ϕm(x1, . . . , xn)) , x ∈ Ux(0) . (8.4)
Теперь постараемся, не прибегая к решению системы (8.1), установить по крайней мере необходимые









и имеет в этой точке условный экстремум при
наличии связей (8.1) или (что то же самое) функция (8.4) имеет в точке x(0) безусловный экстремум.




dx1 + · · ·+
∂Φ
∂xn
dxn = 0, (8.5)
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тождественное относительно dx1, . . . , dxn. В силу инвариантности формы первого дифференциала и ра-
венства (8.4) равенство (8.5) можно переписать в виде
∂f
∂x1






dy1 + · · ·+
∂f
∂ym
dym = 0 (8.6)





В равенстве (8.6) dy1, . . . , dyn представляют собой дифференциалы функций (8.3), так что равенство
(8.6) не является тождеством относительно dy1, . . . , dyn. Предположим, что в уравнения связи (8.1) мы
подставили функции (8.3), являющиеся решением системы (8.1). При этом уравнения (8.1) обратятся в
тождества. Дифференцируя указанные тождества, получим:
∂F1
∂x1
dx1 + · · ·+ ∂F1∂xndxn +
∂F1
∂y1
dy1 + · · ·+ ∂F1∂ymdym = 0,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∂Fm
∂x1
dx1 + · · ·+ ∂Fm∂xn dxn +
∂Fm
∂y1
dy1 + · · ·+ ∂Fm∂ym dym = 0.
(8.7)




, то из системы (8.7)
dy1, . . . , dym могут быть выражены как линейные функции dx1, . . . , dxn. Если найти эти выражения и
подставить их в (8.6), то, собирая в полученном равенстве члены, содержащие dx1, . . . , dxn, получим:
A1dx1 + · · ·+ Andxn = 0, (8.8)
где через A1, . . . , An обозначены некоторые рациональные функции частных производных функций





. Так как в равенстве (8.8) фигурируют лишь дифференциалы независимых переменных,
то из этого равенства заключаем, что A1 = 0, . . . , An = 0. Присоединяя к указанным равенствамm условий
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связи (8.1), мы получим необходимые условия существования условного экстремума функции f
при наличии связей (8.1) в виде
A1 = 0, . . . , An = 0, F1 = 0, . . . , Fm = 0. (8.9)
Равенства (8.9) представляют собой систему m + n уравнений для определения m + n координат точки
возможного экстремума.
8.2 Метод неопределённых множителей Лагранжа
При рассмотрении необходимого условия существования условного экстремума функции в точке пере-
менные xi (i = 1, n) были независимыми переменными, а переменные yk (k = 1,m) – зависимые переменные
(функции переменных xi). Часто это приводит к усложнённым выкладкам. Ж.Л. Лагранж предложил
метод, при котором не нарушается форма второго дифференциала функции, если её аргументами будут
как независимые переменные xi так и зависимые yk.
Умножим равенства (8.7) соответственно на произвольные (пока неопределенные) постоянные множи-










dy1 + · · ·+
∂Ψ
∂ym
dym = 0, (8.10)
где
Ψ = f + λ1F1 + · · ·+ λmFm. (8.11)
Функцию Ψ в дальнейшем будем называть функцией Лагранжа. Считая, что для функций (8.1)





∈ G, выберем множители λ1, . . . , λm так, чтобы выполнялись равенства
∂Ψ
∂y1











+ · · ·+ λm∂Fm∂y1 = 0,






+ · · ·+ λm∂Fm∂ym = 0,




dx1 + · · ·+
∂Ψ
∂xn
dxn = 0. (8.13)
поскольку при сделанных выше предположениях переменные x1, . . . , xn являются независимыми, то из
равенства (8.13) заключаем, что
∂Ψ
∂x1




Присоединяя к уравнениям (8.12) и (8.14) условия связи (8.1), мы получим систему n+ 2m уравнений:{
∂Ψ
∂x1




= 0, . . . , ∂Ψ
∂ym
= 0,
F1 = 0, . . . , Fm = 0,
(8.15)
для определения n+m координат точек возможного условного экстремума и m множителей λ1, . . . , λm.
На практике при реализации метода Лагранжа поступают следующим образом. Составляют функцию
Лагранжа (8.11) и для этой функции находят точки возможного безусловного экстремума. Для исключе-
ния множителей λ1, . . . , λm используют условия связи (8.1).
8.3 Достаточный признак условного экстремума
Выше нами рассмотрены необходимые условия экстремума. Далее рассмотрим один из путей допол-





выполнены необходимые условия экстремума (8.15). Кроме того, дополнительно потребуем двукратной




и непрерывности всех частных




. Из конструкции функции Лагранжа (8.11) очевид-
но, что при наличии связей (8.1) экстремумы функции f и функции Лагранжа совпадают (при наличии








). Но тогда для




у функции f при наличии связей (8.1)















Отметим, что дифференциал второго порядка d2Ψ в точке возможного экстремума можно вычислять,
считая все переменные x1, . . . , xn, y1, . . . , ym независимыми. В самом деле, в общем случае d2Ψ не обла-
























Но в точке возможного экстремума справедливы равенства
∂Ψ
∂y1





















что и в случае, когда все переменные x1, . . . , xn, y1, . . . , ym независимы. Заметим, что поскольку нам тре-
буется установить знакоопределенность d2Ψ лишь при наличии условий связи (8.1), то при проведении
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вычислений следует в формулу (8.16) для d2Ψ подставить вместо dy1, . . . , dym их значения, определяемые





Пример 8.1. Исследовать функцию
f(x, y, z) = xyz, (x, y, z) ∈ R3, (8.17)
на условный экстремум методом неопределенных множителей Лагранжа при наличии следующей системы
уравнений связи {
x+ y − z = 3,
x− y − z = 8. (8.18)
JСоставляем функцию Лагранжа
ψ = xyz + λ1 (x+ y − z − 3) + λ2 (x− y − z − 8) (8.19)
(проверить самостоятельно выполнение для функций f , F1, F2 указанных выше условий).








yz + λ1 + λ2 = 0,
xz + λ1 − λ2 = 0,
xy − λ1 − λ2 = 0,
x+ y − z − 3 = 0,
x− y − z − 8 = 0.
(8.20)
Из системы (8.20) исключаем λ1 и λ2, а также находим x0 = 114 , y0 = −
5
2
















































dxdy − 5dxdz + 11
2
dydz. (8.21)
Составим систему вида (8.7). {
dx+ dy − dz = 0,
dx− dy − dz = 0. (8.22)
Из системы (8.22) находим, что dy = 0, dx = dz.














































8.4 Нахождение наибольших и наименьших значений
функций многих переменных
Пусть D ⊂ Rn и D – ограниченное замкнутое множество, функция f : D → R непрерывна на D. Тогда
по теореме Вейерштрасса (теорема 2.5) функция f достигает на этом множестве своего наибольшего и
наименьшего значений. Алгоритм нахождения наибольшего и наименьшего значений функций в этом
случае состоит в следующем:
1. Находим критические точки функции, являющиеся внутренними точками множества D.
2. Исследуем функцию на наименьшее (наибольшее) значение функции на границе множества D.
3. Выбираем наименьшее (наибольшее) значение функции среди значений её в указанных выше кри-
тических точках и наибольших (наименьших) значениях функции на границе. Это и будет наименьшим
(наибольшим) значением функции на множестве D.
Рассмотрим конкретные примеры.
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Пример 8.2. Найти наименьшее и наибольшее значение функции
f(x, y) = xy (5− x+ y) , (x, y) ∈ D =
{
(x, y) ∈ R2 : x > 0, y 6 0, x− y 6 5
}
.
JИзобразим в декартовой прямоугольной системе координат множество D (рисунок 8.2). Находим








f ′x (x, y) =
(
5xy − x2y + xy2
)′
x
= 5y − 2xy + y2;
f ′y (x, y) = 5x− x2 + 2xy;
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{
f ′x (x, y) = 0,
f ′y (x, y) = 0;
{
5y − 2xy + y2 = 0,




5− 2x+ y = 0,[
x = 0,
5− x+ 2y = 0.
(8.23)
Система (8.23) имеет 4 решения:
















































Дальше исследуем функцию f на наибольшее и наименьшее значения на границе множества D.
OA : x = 0, f (0, y) = 0;
OB : y = 0, f (x, 0) = 0;
AB : x = 5 + y, f (5 + y, y) = (5 + y) y (5− 5− y + y) = 0.
Таким образом, в любых точках границы значение функции f равно нулю.

















равное нулю, функция принимает в точках границы множества.I
Вопросы и задания для самоконтроля
1. Дайте определение точки условного (относительного) экстремума функции многих переменных.
2. Сформулируйте необходимое условие существования условного экстремума функции в точке.
3. Сформулируйте алгоритм метода неопределенных множителей Лагранжа.
4. Сформулируйте достаточный признак условного экстремума функции многих переменных.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 8
Условный экстремум функций многих переменных. Наибольшее и наименьшее значение
функций многих переменных
Задание 1. Исследовать на экстремум функцию
z = exy, (x, y) ∈ R2,
при условии, что x+ y = 1.
JЭто задача на условный экстремум. Из уравнения связи x + y = 1 выражаем одну из переменных,
например y, через другую и подставляем в выражение для функции z:
y = 1− x, z = ex(1−x) = ex−x2 .
Получили функцию одной переменной x. Исследуем ее на экстремум. Тем самым решится вопрос об
условном экстремуме функции z = exy, так как условие x+ y = 1 уже автоматически учтено. Имеем:
z′ = ex−x
2





(1− 2x)2 − 2ex−x2 = ex−x2
[











Следовательно, в точке x = 1
2








условный максимум. Значение функции в этой точке z = e
1
4 . I









= 1 (a > b > c)
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найти точки, наиболее близкие к центру и наиболее удаленные от него.
JПусть точка (x, y, z) ∈ R3 лежит на поверхности эллипсоида. Тогда ее расстояние от центра опреде-
лится по формуле ρ =
√
x2 + y2 + z2. Очевидно, максимальное значение подкоренного выражения даст
наибольшее, а минимальное – наименьшее расстояние ρ. Следовательно, задача сводится к исследованию
на экстремум функции трех переменных
f(x, y, z) = x2 + y2 + z2, (x, y, z) ∈ R3,









Составим вспомогательную функцию (функцию Лагранжа)












(λ – множитель Лагранжа), и решим систему уравнений:
Φ′x(x, y, z) = 0,
Φ′y(x, y, z) = 0,
Φ′z(x, y, z) = 0,
ϕ(x, y, z) = 0.




2y + 2 λ
b2
y = 0,








































− 1 = 0.












должен равняться нулю. Пусть 1 + λ
a2
= 0, т.е. λ = −a2. Тогда 1 + λ
b2
6= 0 и 1 + λ
c2
6= 0 (так как a > b > c и,
следовательно, y = 0, z = 0. Из четвертого уравнения системы получаем x = ±a. Таким образом, положив
1 + λ
a2
= 0 нашли две точки (a, 0, 0) и (−a, 0, 0). Аналогично рассуждая, при 1 + λ
b2
= 0 получим вторую
пару точек (0, b, 0) и (0,−b, 0), при 1+ λ
c2
= 0 третью пару (0, 0, c) и (0, 0,−c). Полученные точки являются
концами трех главных осей эллипсоида. Так как a > b > c, то можем утверждать, что максимум в точках
(a, 0, 0) и (−a, 0, 0), минимум в точках (0, 0, c) и (0, 0,−c). Что же касается точек (0, b, 0) и (0,−b, 0), то в
них экстремума нет.I
Задание 3. В круг радиуса R вписать четырёхугольник ABCD наибольшей площади, если величина
угла BCD равна α.
JРассмотрим рисунок 8.3. Через вершину A четырёхугольника проведём диаметр AK. Все вершины
четырёхугольника соединим с центром окружности. Введём обозначения:
∠OBA = ∠OAB = β, ∠OAD = ∠ODA = γ, ∠BCO = ∠CBO = µ.
Тогда ∠OCD = ∠ODC = π − α− µ. Определим центральные углы:
∠BOA = π − 2β; ∠BOC = π − 2µ; ∠AOD = π − 2γ; ∠COD = 2α + 2µ− π.









(sin 2γ + sin 2β + sin 2µ− sin 2(α + µ)) + λ (γ + β − α) , (8.25)













π α μ- -





2 cos 2γ + λ = 0,
ψ′β = R
2 cos 2β + λ = 0,
ψ′µ = R
2(cos 2µ− cos 2(α + µ)) = 0,
γ + β − α = 0.
(8.26)
Вычитая из первого уравнения системы (8.26) второе, получим
cos 2γ − cos 2β = 0; −2 sin(γ + β) · sin(γ − β) = 0;




Решаем третье уравнение системы (8.26)
cos 2µ− cos 2(α + µ) = 0; 2 sin(2µ+ α) sinα = 0; sin(2µ+ α) = 0;

















условного экстремума. Четырёхугольник ABCD будет вписан в круг так,
что вершины A и C будут совпадать с концевыми точками диаметра AK и ∠ABC = π
2
, a ∠γ = ∠β = α
2
.














































































































































































































































– точка условного максимума.I

















Пусть луч света исходит из точки A со скоростью v и углом падения α1 и отражается от плоскости
γ под углом α2 и попадает в точку B. Расстояние точки A от плоскости γ равно a, а точки B – равно b.
Горизонтальный путь прохождения луча света от точки A в точку B:
l = l1 + l2 = a tgα1 + b tgα2. (8.27)
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Принцип Ферма состоит в том, что свет, исходящий из точки A и попадающий в точку B, распро-
страняется по кривой со скоростью v, для прохождения которой требуется минимум времени. Время















































l − a tgα1 − b tgα2 = 0.
(8.29)
Упрощаем систему (8.29) 
sinα1
v
− λ = 0,
sinα2
v
− λ = 0,
l − a tgα1 − b tgα2 = 0.
(8.30)














































Дополнительно учесть, что при α1 = α2 = α будет a = b.
Доказали, что точка (α, α) есть точка условного минимума функции (8.28) при уравнении связи (8.27)
В результате проведенного исследования доказано, что угол падения луча света в однородной среде
равен углу отражения.I
Задание 5. Для системы из двух материальных точек (1, 2) и (2, 1) с массами соответственно 3 и 2
найти точку (x, y) на окружности x2 + y2 = 1, относительно которой момент инерции указанной системы
будет наименьшим. Найти этот момент инерции.
JМомент инерции обозначим I = f(x, y), где
f(x, y) = 3
(




(x− 2)2 + (y − 1)2
)
.
Таким образом, задача сводится к нахождению условного экстремума функции I = f(x, y), (x, y) ∈ R2,
при уравнении связи
x2 + y2 = 1.
Составим функцию Лагранжа.
ψ(x, y) = f(x, y) + λ(1− x2 − y2).
Находим:
ψ′x = 6(x− 1) + 4(x− 2)− 2λx = 10x− 14− 2λx,
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ψ′y = 6(y − 2) + 4(y − 1)− 2λy = 10y − 16− 2λy.
Имеем систему уравнений 
5x− 7 = λx,
5y − 8 = λy,
1− x2 − y2 = 0.
(8.32)




















































































– точка условного минимума.






























Задание 6. Найти наибольшее и наименьшее значения функции
z = x2 + 2xy − 3y2 + y, (x, y) ∈ R2,
в замкнутой области, заданной неравенствами 0 6 x 6 1, 0 6 y 6 1, 0 6 x+ y 6 1.
JЗамкнутая область представляет собой треугольник, ограниченный координатными осями и прямой






Находим стационарные точки внутри области:
z′x = 2x+ 2y = 2(x+ y), z
′
y = 2x− 6y + 1,{
x+ y = 0,














, которая не принадлежит рассматриваемой области. Других стационарных
точек нет.
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Исследуем функцию на границе области. Поскольку граница состоит из трех участков, описанных
тремя разными уравнениями, то приходится исследовать функцию на каждом участке отдельно.
а) Исследуем функцию на отрезке [0, 1] оси Ox. Уравнением связи является y = 0. С учетом его
функция представится в виде: z = x2. Из уравнения сразу видно, что функция возрастает на [0, 1]. Сле-
довательно, наименьшее значение функции будет при x = 0, т.е. в начале координат, z1(0, 0) = 0, а
наибольшее – при x = 1, т.е. в точке (1, 0), z2(1, 0) = 1.
б) Исследуем функцию на отрезке [0, 1] оси Oy. Уравнением связи является x = 0. С учетом его
функция принимает вид: z = −3y2 + y. Тогда
















в) Исследуем функцию вдоль участка прямой x+ y = 1, x ∈ [0, 1]. Подставляя y = 1− x в выражение
для функции, получим:
z = x2 + 2x(1− x)− 3(1− x)2 + (1− x)
или
z = −4x2 + 7x− 2.
Тогда


















+ 7 · 7
8
− 2 = 1 1
16
. Из поля зрения выпала точка (0, 1).
Вычислим значение функции и в ней:
z5 (0, 1) = −3 · 12 + 1 = −2.
Сравнивая полученные значения z1 = 0, z2 = 1, z3 = 112 , z4 = 1
1
16
и z5 = −2, заключаем, что 1 116 –







, 2 – наименьшее значение, достигаемое в точке
(0, 1). I
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, (x, y) ∈ R2, исследовать на наибольшее и наименьшее
значения в замкнутой области
G =
{















































12y − 8xy − 3y2 = 0,
6x− 2x2 − 3xy = 0.
[
y = 0,
12− 8x− 3y = 0;[
x = 0,
6− 2x− 3y = 0.
(8.33)
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Система (8.33) имеет четыре решения:



































Дальше исследуем функцию f на границе.
На отрезке OA x = 0. Тогда f (0, y) = 0 для 0 6 y 6 4.
На отрезке OB y = 0. Тогда f (x, 0) = 0 для 0 6 x 6 3.
На отрезке AB y = 4− 4
3





































∈ G функция f имеет наибольшее значение, равное 2
9
; в точках границы ∂G функция f
имеет наименьшее значение, равное нулю.I
Задание 8. Найти наибольшее и наименьшее значения функции
f(x, y, z) = x+ y + z, (x, y, z) ∈ R3,
в ограниченной замкнутой области G = {(x, y, z) ∈ R3 : x2 + y2 6 z 6 1}.
JИзобразим замкнутую область G на рисунке 8.7 (в первом октанте декартовой прямоугольной си-










Находим критические точки, принадлежащие области G:
f ′x = 1, f
′
y = 1, f
′
z = 1.
Критических точек, принадлежащих области G, функция f не имеет, так как система
f ′x = 0,
f ′y = 0,
f ′z = 0,
решений не имеет.
Дальше исследуем функцию f на наибольшее и наименьшее значения на границе ∂G.
При z = 1:
f (x, y, 1) = g (x, y) = x+ y + 1.




. Система решений не имеет.
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Дальше проведем исследования на окружности
{
z = 1,









= ϕ(x) = x+
√
1− x2 + 1,




1− x2 − x√
1− x2
, ϕ′(x) = 0,
√
1− x2 = x,
{
0 6 x 6 1,
1− x2 = x2, ,



































Если y = −
√
1− x2, то g(x,−
√
1− x2) = ψ(x) = x−
√
1− x2 + 1,





1− x2 + x√
1− x2
, ψ′(x) = 0,
√
1− x2 = −x,
{
0 6 −x 6 −1,
1− x2 = x2,
2x2 = 1, x = − 1√
2



















+ 1 = − 2√
2
+ 1 = −
√
2 + 1.
Пусть x = −1, тогда y = 0 f (−1, 0, 1) = −1 + 0 + 1 = 0. Если x = 1, то y = 0 и f (1, 0, 1) = 1 + 0 + 1 = 2.
Дальше проведём указанные исследования на границеG-поверхности параболоида вращения z = x2+y2
при 0 6 z < 1.
f
(
x, y, x2 + y2
)
= µ (x, y) = x+ y + x2 + y2, µ′x = 1 + 2x, µ
′
y = 1 + 2y,
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{
1 + 2x = 0,







































































Задания для самостоятельного решения
1. Исследовать функции z = z(x, y), (x, y) ∈ X ⊂ R2, на условный экстремум при данных уравнениях
связи:
1.1 z = exy при x+ y = 1;




при x+ y = 2a (a > 0);
1.3 z = xy при x2 + y2 = 1.
2. Исследовать функции u = u(x, y, z), (x, y, z) ∈ X ⊂ R3, на условный экстремум при данных уравне-
ниях связи:
2.1 u = x2y2z4 при 2x+ 3y + 4z = 0.






= 1 (x > 0, y > 0, z > 0).
2.3 u = cosx cos y cos z при x+ y + z = π.
3. В прямой круговой конус вписать прямоугольный параллелепипед наибольшего объёма.
4. Найти кратчайшее расстояние между параболой y = x2 и прямой x− y − 2 = 0.
5. Из всех треугольников с одинаковым основанием и одним и тем же углом при вершине найти наи-
больший по площади.
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6. При каких размерах прямоугольного открытого ящика с заданным объемом V = 32 м3 его поверх-
ность будет наименьшей?
7. Определить размеры конуса наименьшей боковой поверхности при условии, что его объем равен V .
8. Определить наружные размеры котла цилиндрической формы с заданной толщиной стенок d и
емкостью V так, чтобы на его изготовление пошло наименьшее количество материала.
9. Нужно построить конический шатер наибольшего объема из данного количества материала S. Ка-
ковы должны быть его размеры?
10. Найти кратчайшее расстояние от точки (1, 0) до эллипса 4x2 + 9y2 = 36.
11. Площадь треугольного участка земли уменьшена загородками при вершинах; каждая загородка
круговая и имеет центр в ближайшей вершине. Найти, как можно сохранить наибольшую площадь
участка при заданной общей длине трех загородок.
12. Найти треугольник данного периметра 2, который при вращении вокруг одной из своих сторон
образует тело наибольшего объема.
13. Среди всех треугольников, вписанных в круг радиуса R, найти треугольник наибольшей площади.
14. Среди всех треугольников данного периметра 2p найти треугольник наибольшей площади.
15. Среди всех пирамид, основанием которых служит данный треугольник со сторонами a, b, c, а высота
равна h, найти пирамиду с наименьшей боковой поверхностью.
16. Среди всех четырехугольников, вписанных в данную окружность, найти четырехугольник макси-
мальной площади.
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Итоговый тест по разделу
«Дифференциальное исчисление функций многих переменных»
Ответьте на вопросы теста.
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ЛЕКЦИЯ 9
Двойной интеграл, условия его существования и основные свойства
9.1 Двойной интеграл
На первом курсе нами были рассмотрены понятия квадрируемости и площади плоской фигуры (огра-
ниченного множества точек плоскости R2), а также определение множества (или границы фигуры) пло-
щади нуль: Γ ⊂ R2 называется множеством площади нуль, если для любого ε > 0 найдется простейшая
фигура, содержащая все точки Γ и имеющая площадь, меньшую ε (под простейшей фигурой понималось
непустое множество точек плоскости, составленное из прямоугольников со сторонами, параллельными
осям декартовой прямоугольной системы координат). Отметим, что плоская фигура будет квадрируемой
тогда и только тогда, когда ее граница является множеством площади нуль.
Для определенного интеграла Римана отрезок числовой прямой является основным естественным мно-
жеством, на котором определяется интеграл. При переходе к кратным интегралам положение существенно
меняется, так как определять двойной интеграл мы будем по любому ограниченному множеству, граница
∂G которого есть множество площади нуль.
Определение 9.1. Пусть G ⊂ R2 – непустое ограниченное множество, граница ∂G которого есть
множество площади нуль. Система непустых множеств τG = {Gk}nk=1 называется разбиением мно-
жества G, если выполнены следующие условия:
1) Gk (k = 1, n) – квадрируемые множества положительной площади;






Множества Gk (k = 1, n) называются частичными множествами.
Назовем диаметром непустого ограниченного множества G ⊂ Rn точную верхнюю грань рас-
стояний между любыми двумя точками этого множества. Диаметр множества G будем обозначать diamG.
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Число λτG = max
k=1,n
diam{Gk} назовем мелкостью разбиения τG непустого ограниченного множества
G.
Теперь рассмотрим некоторые задачи, которые приведут нас к понятию двойного интеграла.
9.1.1 Задачи, приводящие к понятию двойного интеграла
Задача о массе материальной плоской неоднородной фигуры.
ПустьG ⊂ R2 – непустое ограниченное множество, граница ∂G которого есть множество площади нуль;
функция γ : G → R+ непрерывна на G (физический смысл функции γ – это плотность, с которой масса
распределена по G). Множество G будем называть материальной плоской неоднородной фигурой
или пластинкой с плотностью γ(x, y). Пусть требуется определить массу указанной пластинки.
JРассмотрим любое разбиение τG. Обозначим символом ∆Gk площадь фигуры Gk (k = 1, n).
Выбираем любую точку (xk, yk) ∈ Gk. Считаем, что для любой точки (x, y) ∈ Gk γ(x, y) ≈ γ (xk, yk). В
этом случае масса пластинки m ≈
n∑
k=1
γ (xk, yk) ∆Gk.





γ (xk, yk) ∆Gk,
при условии, что этот предел существует и не зависит от разбиения τG и выбора точек (xk, yk) ∈ Gk.I
Задача об объёме криволинейного цилиндра.
Пусть G ⊂ R2 – непустое ограниченное множество, граница ∂G которого есть множество площади
нуль; функция f : G→ R+ непрерывна на G.
Криволинейным цилиндром назовём множество Φ ⊂ R3, которое ограничено «основанием» G, цилин-
дрической поверхностью с направляющей ∂G и образующими, параллельными оси Oz, а также графиком
функции f .
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Дадим понятие объёма криволинейного цилиндра Φ и укажем метод нахождения объёма Φ.
JРассмотрим любое разбиение τG. Обозначим символом ∆Gk площадь фигурыGk (k = 1, n). Выбираем
любую точку (xk, yk) ∈ Gk (рисунок 9.1).
Рассмотрим прямой цилиндр с высотой f (xk, yk) и основанием Gk (нижнее основание) и G
′
k (верхнее
основание – часть плоскости, проходящей через точку (xk, yk, f(xk, yk)), параллельно плоскости z = 0 и
вырезанную частичной цилиндрической поверхностью с направляющей ∂Gk и образующими, параллель-
ными оси Oz). Объём указанного прямого цилиндра Vk = f (xk, yk) ∆Gk.
G














f (xk, yk) ∆Gk.
222




f (xk, yk) ∆Gk и этот предел не зависит от разбиения
τG и выбора точек (xk, yk) ∈ Gk, то он называется объёмом криволинейного цилиндра Φ.I
9.1.2 Понятие двойного интеграла
Рассмотренные выше задачи относятся к разным областям человеческих знаний, но методы их реше-
ния одинаковы. Отвлекаясь от конкретного содержания задач, но повторяя все рассуждения и выводы,
приведённые в указанных задачах, мы приходим к понятию двойного интеграла.
Пусть G ⊂ R2 – непустое ограниченное множество, граница ∂G которого есть множество площади
нуль; f : G→ R.
Рассмотрим любое разбиение τG. Выбираем любую точку (xk, yk) ∈ Gk (k = 1, n).
Обозначим через στG =
n∑
k=1
f (xk, yk) ∆Gk, где ∆Gk – площадь Gk. Будем называть στG интегральной
суммой Римана функции f по множеству G, соответствующей разбиению τG.
Определение 9.2. Число I ∈ R называют пределом интегральной суммы Римана функции f
по множеству G, если
∀ε > 0 ∃δ > 0 ∀τ λτG < δ ∀(xk, yk) ∈ Gk (k = 1, n) |στG − I| < ε.
Указанный предел будем обозначать lim
λτG→0
στG = I.
Определение 9.3. Если для функции f : G→ R существует lim
λτG→0
στG = I, то его называют двой-
ным интегралом функции f по множеству G и обозначают
˜
G
f (x, y) dxdy, а функцию f называют
интегрируемой по множеству G.
Функция f называется подынтегральной функцией, выражение f (x, y) dxdy – подынтегральным
выражением, множество G – областью интегрирования.
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Замечание 9.1. Аналогично, как и для функции одной переменой, необходимым условием интегри-
руемости будет ограниченность этой функции на непустом ограниченном множестве G ⊂ R2, граница ∂G
которого есть множество площади нуль.
Легко показать на конкретном примере, что ограниченность функции на G в общем случае не является
достаточным условием её интегрируемости по этой области.
Пример 9.1. Показать, что функция
D(x, y) =
{
1, если x и y рациональные числа,
0, если x и y иррациональные числа,
не интегрируема по множеству G, где
G =
{
(x, y) ∈ R2 : 0 6 x 6 1,








рассмотрим два случая выбора точек (xk, yk).




1 ·∆Gk = SG и lim
λτG→0
στG = SG,















D (x, y) dxdy не существует.I
Замечание 9.2. Далее будем рассматривать только ограниченные функции на непустом ограничен-
ном множестве G ⊂ R2, граница ∂G которого есть множество площади нуль.
9.2 Суммы Дарбу
Пусть G ⊂ R2 – непустое ограниченное множество, граница ∂G которого есть множество площади
нуль; функция f : G→ R – ограничена на G.
Рассмотрим любое разбиение τG. Так как функция f ограничена на G, то она ограничена и на любом
частичном множестве Gk. Введём обозначения
Mk = sup
(x,y)∈Gk













где ∆Gk – площадь Gk (k = 1, n).
Сумма SτG называется верхней суммой Дарбу, sτG – нижней суммой Дарбу функции f для
разбиения τG.
Рассмотрим основные свойства верхней и нижней сумм Дарбу (доказательства свойств проводятся
аналогично доказательствам свойств сумм Дарбу функции одной переменной) .
Теорема 9.1. Для любого разбиения τG верхняя сумма Дарбу есть точная верхняя грань множества
интегральных сумм, соответствующим разбиению τG.
Теорема 9.2. Для любых разбиений τ ′G и τ ′′G справедливы неравенства
sτ ′G 6 Sτ ′′G , sτ ′′G 6 Sτ ′G .





{sτG} = I∗ – нижний интеграл Дарбу функции f по множеству G;
inf
τG
{SτG} = I∗ – верхний интеграл Дарбу функции f по множеству G.
9.2.1 Условия существования двойного интеграла
Условия существования двойного интеграла доказываются аналогично условиям существования опре-
деленного интеграла Римана.
Пусть G ⊂ R2 – непустое ограниченное множество, граница ∂G которого есть множество площади
нуль.
Теорема 9.3 (критерий интегрируемости). Ограниченная на G функция f : G→ R будет инте-
грируемой по множеству G тогда и только тогда, когда
lim
λτG→0
(SτG − sτG) = 0. (9.3)
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Лемма 9.1 (Дарбу). Верхний и нижний интегралы Дарбу ограниченной на G функции f : G → R
являются соответственно пределами верхних и нижних интегральных сумм Дарбу при λτG → 0.
Теорема 9.4 (критерий Дарбу). Ограниченная на G функция f : G→ R будет интегрируемой по
множеству G тогда и только тогда, когда ее верхний и нижний интегралы Дарбу равны между собой,
то есть I∗ = I∗ = I.
Теорема 9.5 (критерий Римана). Ограниченная на G функция f : G → R будет интегрируемой
по множеству G тогда и только тогда, когда для любого ε > 0 существует такое разбиение τG, что
SτG − sτG < ε. (9.4)
Теорема 9.6. Пусть функция f : G → R интегрируема по множеству G, а функция g : G → R
ограничена на множестве G, причем
Γ = {(x, y) ∈ G : f(x, y) 6= g(x, y)}







Теорема 9.7. Если функция f : G→ R непрерывна на G, то она интегрируема по множеству G.
Теорема 9.8. Если функция f : G→ R ограничена на G и непрерывна на G за исключением, может
быть, множества точек площади нуль, то f будет интегрируемой по множеству G.
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9.3 Основные свойства двойного интеграла
Основные свойства двойного интеграла мы также только перечислим, так как их доказательства во
многом аналогичны доказательствам соответствующих свойств определенного интеграла Римана.
Пусть G ⊂ R2 – непустое ограниченное множество, граница ∂G которого есть множество площади
нуль.
Теорема 9.9 (свойство линейности). Если функции f1 : G→ R, f2 : G → R интегрируемы по G и




f (x, y) dxdy = α1
¨
G
f1 (x, y) dxdy + α2
¨
G
f2 (x, y) dxdy. (9.5)
Теорема 9.10. Если функции f1 : G → R, f2 : G → R интегрируемы по G, то и функция f = f1 · f2
также интегрируема по множеству G.
Теорема 9.11 (свойство аддитивности интеграла). Если функция f : G → R интегрируема по
G, то для любого разбиения τG функция f будет интегрируемой по каждому частичному множеству,
причем ¨
G





f (x, y) dxdy. (9.6)
Если же функция f интегрируема по каждому частичному множеству Gk, то она будет интегри-
руемой и по множеству G, и также будет справедливо равенство (9.6).
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Теорема 9.12 (оценка интеграла по модулю). Если функция f : G→ R интегрируема по G, то
и функция |f | интегрируема по множеству G и справедливо неравенство∣∣∣∣∣∣
¨
G




|f (x, y)| dxdy. (9.7)
Теорема 9.13 (теорема о среднем). Если функция f : G → R интегрируема по множеству G и
m = inf
(x,y)∈G
f (x, y), а M = sup
(x,y)∈G




f (x, y) dxdy 6MSG, (9.8)
где SG – площадь фигуры G, причем существует µ ∈ [m,M ], что¨
G
f (x, y) dxdy = µSG.
Следствие 9.2. Если функция f : G→ R непрерывна на G, то существует такая точка (x0, y0) ∈ G,
что ¨
G
f (x, y) dxdy = f (x0, y0)SG. (9.9)
Вопросы и задания для самоконтроля
1. Дайте определение двойного интеграла.
2. Сформулируйте определение и основные свойства сумм Дарбу для двойного интеграла.
3. Сформулируйте критерии интегрируемости функции двух переменных.




10.1 Сведение двойного интеграла к повторному
Сначала рассмотрим случай прямоугольной области интегрирования. Пусть
Π =
{
(x, y) ∈ R2 : a 6 x 6 b,
c 6 y 6 d
}
.















f (x, y) dy =
¨
Π
f (x, y) dxdy;
если для любого y ∈ [c, d] существует J (y) =
b́
a
f (x, y) dx, то существует
dˆ
c






f (x, y) dx =
¨
Π
f (x, y) dxdy.
JРассмотрим случай, когда для любого x ∈ [a, b] существует интеграл I(x) =
d́
c





f (x, y) dxdy, то его значение не зависит от разбиения прямоугольника Π на
частичные множества.
Рассмотрим разбиение прямоугольника Π с помощью семейства прямых (рисунок 10.1):
1. x = xk
(
k = 1, n− 1
)
,
a = x0 < x1 < x2 < . . . < xk−1 < xk < . . . < b = xn; (10.1)
2. y = yi
(
i = 1,m− 1
)
,
c = y0 < y1 < y2 < . . . < yi−1 < yi < . . . < d = ym.
На рисунке выделено частичное множество
Πki =
{
(x, y) ∈ R2 : xk−1 6 x 6 xk,
yi−1 6 y 6 yi
}
.
Полученная «сетка» содержит m × n таких частичных множеств (частичных прямоугольников). По-
ложим: ∆xk = xk − xk−1, ∆yi = yi − yi−1; ∆Ski = ∆xk ·∆yi – площадь частичного прямоугольника;
mki = inf
(x,y)∈Πki
f (x, y) , Mki = sup
(x,y)∈Πki
f (x, y) .
Для любых точек (x, y) ∈ Πki справедливо неравенство
mki 6 f (x, y) 6Mki. (10.2)
Берем любую точку ξk ∈ [xk−1, xk], фиксируем её. С учетом выбранной точки x = ξk интегрируем (10.2)




















































В двойном неравенстве (10.5) слева имеем нижнюю сумму Дарбу sτG , справа – верхнюю сумму Дарбу
SτG функции f по множеству Π, а посредине – интегральную сумму функции I (x) =
d́
c
f (x, y) dy для
разбиения τ[a,b] отрезка [a, b] на n частичных отрезков точками (10.1). Очевидно, что если λτG → 0, то и












f (x, y) dxdy.





I (ξk) ∆xk =
bˆ
a






f (x, y) dy =
¨
Π
f (x, y) dxdy.
Теорема доказана в случае, когда существует
dˆ
c

















f (x, y) dx называют повторными интегралами.
Замечание 10.1. Если функция f непрерывна на Π, то в теореме выполняются условия для обоих
рассматриваемых случаев, поэтому каждый из повторных интегралов будет равен двойному интегралу,
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f (x, y) dx =
¨
Π
f (x, y) dxdy. (10.6)
Переход при этом от одного повторного интеграла к другому называется изменением порядка инте-
грирования.
Дальше рассмотрим случай криволинейной области интегрирования.
Пусть на отрезке [a, b] ⊂ R заданы непрерывные функции y = y1(x) и y = y2(x), такие, что для любых
x ∈ [a, b] y1(x) 6 y2(x). Множество
G =
{
(x, y) ∈ R2 : a 6 x 6 b, y1(x) 6 y 6 y2(x)
}




2 ( )y y x=
1( )y y x=
Рисунок 10.2
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Теорема 10.2. Пусть G – простейшая область интегрирования первого типа; функция f : G → R














f (x, y) dy =
¨
G




(x, y) ∈ R2 : a 6 x 6 b,
c 6 y 6 d
}
,
где c – минимум функции y = y1 (x) , x ∈ [a, b], а d – максимум функции y = y2 (x), x ∈ [a, b] (рисунок 10.3).
Тогда Π ⊃ G.
Определим на Π функцию F :
F (x, y) =
{
f (x, y) , если (x, y) ∈ G,
0, если (x, y) ∈ Π\G. (10.7)
Для любого фиксированного x ∈ [a, b]
dˆ
c
F (x, y)dy =
y1(x)ˆ
c
0 · dy +
y2(x)ˆ
y1(x)
f (x, y) dy +
dˆ
y2(x)
0 · dy =
y2(x)ˆ
y1(x)
f (x, y) dy. (10.8)
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Рисунок 10.3
Для функции F выполняются условия теоремы 10.1. Тогда:
¨
Π












f (x, y) dy.
Но по свойству аддитивности двойного интеграла (теорема 9.11)
¨
Π
F (x, y) dxdy =
¨
G
F (x, y) dxdy +
¨
Π\G





















f (x, y) dy. I
Аналогичная теорема будет справедлива и для так называемой простейшей области интегрирования
второго типа.
Пусть на отрезке [c, d] ⊂ R заданы непрерывные функции x = x1(y) и x = x2(y), такие, что для любых
y ∈ [c, d] x1(y) 6 x2(y). Множество
G =
{
(x, y) ∈ R2 : c 6 y 6 d, x1(y) 6 x 6 x2(y)
}
будем называть простейшей областью интегрирования второго типа (рисунок 10.4).
Теорема 10.3. Пусть G – простейшая область интегрирования второго типа; функция f : G→ R
интегрируема по G, а для любого y ∈ [c, d] существует
x2(y)ˆ
x1(y)










f (x, y) dx =
¨
G





1( )x x y= 2




Замечание 10.2. Если множество G ⊂ R2 является простейшей областью интегрирования как пер-
вого, так и второго типа, и функция f : G→ R непрерывна на G, то будут выполняться условия теоремы
для обоих случаев. Тогда оба повторных интеграла будут существовать, причем каждый из них будет












f (x, y) dx =
¨
G
f (x, y) dxdy. (10.9)
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f (x, y) dy.
JВначале изобразим на рисунке 10.5 область интегрирования для соответствующего двойного инте-
грала. Для этого строим графики функций x = 0, x = 2, y =
√















G есть простейшая область интегрирования первого типа (рисунок 10.5), так как
G =
{








где функции y1(x) = x−22 и y2(x) =
√
4− x2 непрерывны на отрезке [0, 2].
В то же время область интегрирования G является простейшей областью интегрирования второго
типа, так как G можно представить в виде:
G =
{






2y + 2, если − 1 6 y < 0,√
4− y2, если 0 6 y 6 2








Но функция x = x2(y) задана на отрезке [−1, 2]с помощью двух различных аналитических выражений.
Поэтому область интегрирования нужно представить в виде объединения G = G1∪G2 (рисунок 10.5), где
G1 =
{














f (x, y) dxdy +
¨
G2














f (x, y) dx. I
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Пример 10.2. Вычислить двойной интеграл
˜
G
x2dxdy, если область интегрирования G ограничена
кривыми y = x, y = 1
x
, x = 2.
JИзобразим на рисунке 10.6 область интегрирования, построив графики указанных в задаче функ-
ций. Заменяем двойной интеграл повторным. Внешнее интегрирование лучше взять по x, так как если








































































Замечание 10.3. В случае, когда область интегрирования G ⊂ R2 не является простейшей областью
первого или второго типа, часто удается разбить эту область на сумму конечного числа простейших
областей первого или второго типа, не имеющих общих внутренних точек. Тогда интеграл по множествуG,
в силу свойства аддитивности двойного интеграла, равен сумме интегралов по соответствующим областям.
10.2 Криволинейные координаты. Замена переменных в двойном интеграле
Пусть в системе координат xOy задана ограниченная область G ⊂ R2, граница ∂G которой есть
множество площади нуль, а в системе координат uOv задана ограниченная область E ⊂ R2, граница
∂E которой есть множество площади нуль.
Пусть функции
x = ϕ(u, v), (u, v) ∈ E,
y = ψ(u, v), (u, v) ∈ E, (10.10)
удовлетворяют следующим условиям:
1. Функции ϕ и ψ биективно отображают область E на область G, границу ∂E на границу ∂G. Тем
самым для любой точки (x, y) ∈ G существует единственное решение системы уравнений (10.10):
u = ϕ−1(x, y),
v = ψ−1(x, y).
(10.11)
2. Функции x = ϕ(u, v), y = ψ(u, v) непрерывны на E.
3. Частные производные первого порядка функций ϕ и ψ ограничены и непрерывны на E.
4. Якобиан J = D(ϕ,ψ)
D(u,v)
функций ϕ и ψ отличен от нуля на E.
Зафиксируем значения u = u0, v = v0, где (u0, v0) ∈ E. Прямые u = u0, v = v0 в плоскости uOv назовем
координатными линиями. Прямой u = u0 в плоскости uOv будет соответствовать некоторая линия в
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плоскости xOy, параметрические уравнения которой x = ϕ(u0, v), y = ψ(u0, v) (роль параметра играет
v); прямой v = v0 в плоскости uOv будет соответствовать некоторая линия в плоскости xOy, параметри-
ческие уравнения которой x = ϕ(u, v0), y = ψ(u, v0) (роль параметра играет u). Указанные линии будем
называть криволинейными координатными линиями плоскости xOy. В плоскости xOy будем иметь
криволинейную ортогональную систему координат. При этом (u, v) называют криволинейными
координатами точки (x, y).
Прямоугольнику N0N1N2N3 ⊂ E в плоскости uOv, ограниченному прямыми (координатные линии)
u = u0, u = u0 + ∆u, v = v0, v = v0 + ∆v (рисунок 10.7), в плоскости xOy соответствует криво-
линейный четырехугольник M0M1M2M3, где M0 (ϕ(u0, v0), ψ(u0, v0)), M1 (ϕ(u0 + ∆u, v0), ψ(u0 + ∆u, v0)),











M0M1 = (ϕ(u0 + ∆u, v0)− ϕ(u0, v0), ψ(u0 + ∆u, v0)− ψ(u0, v0)) =
= (∆uϕ(u0, v0),∆uψ(u0, v0)) ,
−−−−→
M0M3 = (ϕ(u0, v0 + ∆v)− ϕ(u0, v0), ψ(u0, v0 + ∆v)− ψ(u0, v0)) =
= (∆ϕv(u0, v0),∆vψ(u0, v0)) .
Зафиксировав v = v0 мы получим функции одной переменной ϕ1(u) = ϕ(u, v0) и ψ1(u) = ψ(u, v0), диф-
ференцируемые в точке u0. Зафиксировав u = u0 мы получим функции одной переменной ϕ2(v) = ϕ(u0, v)
и ψ2(v) = ψ(u0, v), дифференцируемые в точке v0.
















(u0, v0)∆v + ω(∆v)∆v, ω(∆v)→ 0 при ∆v → 0.
Найдем площадь криволинейного четырехугольника M0M1M2M3 с точностью до бесконечно малых



















Искомую площадь обозначим SGk . Из аналитической геометрии известно, что площадь параллело-
грамма, построенного на векторах, равна модулю векторного произведения этих векторов. Поэтому
SGk = mod












∣∣∣∣ |∆u ·∆v| =
=
∣∣∣∣D(ϕ, ψ)D(u, v) (u0, v0)
∣∣∣∣ |∆u ·∆v| = |J ||∆u ·∆v|,
где D(ϕ,ψ)
D(u,v)
(u0, v0) = J – якобиан функций ϕ и ψ, вычисленный в точке (u0, v0).
Таким образом, с точностью до бесконечно малых высших порядков прямоугольник N0N1N2N3 с по-
мощью функций (10.10) преобразуется в параллелограмм, построенный на векторах 10.12, и
SGk = |J |SEk , (10.13)
где SEk – площадь прямоугольника N0N1N2N3.
Пусть в системе координат xOy задана ограниченная область G ⊂ R2, граница ∂G которой есть
множество площади нуль, а в системе координат uOv задана ограниченная область E ⊂ R2, граница
∂E которой есть множество площади нуль.
Теорема 10.4. Пусть функции x = ϕ(u, v), y = ψ(u, v), (u, v) ∈ E, непрерывны на E и биективно
отображают область E на область G, а границу ∂E на границу ∂G, а их частные производные первого
порядка ограничены и непрерывны на E. Якобиан J = D(x,y)
D(u,v)
6= 0 на E.






f (ϕ(u, v), ψ(u, v)) |J | dudv. (10.14)
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JРассмотрим любое разбиение τG. Обозначим через ∆SGk площадь Gk (k = 1, n). Берём любую точку




f (xk, yk) ∆SGk . (10.15)







В силу произвольного выбора точек (xk, yk) ∈ Gk положим xk = ϕ (uk, vk), yk = ψ (uk, vk), где (uk, vk)




f (ϕ (uk, vk) , ψ (uk, vk)) |J(uk, vk)|∆SEk ,
где Ek – образ Gk при отображении (10.11), а SEk – площадь фигуры Ek.
Правая часть последнего равенства есть интегральная сумма στE функции
Φ(u, v) = f (ϕ(u, v), ψ(u, v)) |J(u, v)|, (u, v) ∈ E,








В силу непрерывности отображения при λτE → 0 будет и λτG → 0. Тогда¨
G







f (ϕ (u, v) , ψ (u, v)) |J (u, v)| dudv. I
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10.3 Якобиан в полярных криволинейных координатах
Чаще всего на практике при замене переменных в двойном интеграле используют так называемые
полярные координаты, которые связаны с декартовыми координатами с помощью следующей системы
уравнений {
x = r cosϕ,
y = r sinϕ,
(10.16)
где r > 0, 0 6 ϕ < 2π.
Криволинейными координатными линиями на плоскости xOy в этом случае будут концентрические
окружности с центром в начале координат и радиусом r = r0 (при r = 0 окружности вырождаются в
точку), а также лучи ϕ = ϕ0, выходящие из начала координат. Функции (10.16) отображают полуполосу{
r > 0,
0 6 ϕ < 2π




0 6 ϕ < 2π
(точки указанного полуинтервала отображаются в начало
координат).




0 6 ϕ < 2π
. Обратное отображение будет непрерывно везде, кроме положительной
полуоси Ox. Если y → −0, x > 0, то ϕ → 2π, при y → +0, x > 0 будет ϕ → 0, но для y = 0 и
x > 0 будет ϕ = 0. Вывод: формулы
{
x = r cosϕ,
y = r sinϕ
, устанавливают биективное отображение полуполосы{
r > 0,
0 6 ϕ < 2π
на проколотую в начале координат плоскость xOy, причем это отображение непрерывно
везде, кроме тех точек, в которых r = 0 или ϕ = 0.
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Обратное отображение будет определяться формулами r =
√





, y > 0, ∀x ∈ R;
0, x > 0, y = 0;
π, x < 0, y > 0;
π + arcctgx
y
, y < 0, ∀x ∈ R.
(10.17)





∣∣∣∣∣ ∂x∂r ∂x∂ϕ∂y∂r ∂y∂ϕ
∣∣∣∣∣ =
∣∣∣∣ cosϕ −r sinϕsinϕ r cosϕ
∣∣∣∣ = r,
причём r 6= 0 (r > 0) везде, кроме точки (0, 0).





4− x2 − y2dxdy,
где G = {(x, y) ∈ R2 : x2 − 2x+ 1 + y2 6 1}.
JПреобразуем границу области интегрирования к каноническому виду:
x2 − 2x+ 1 + y2 = 1, (x− 1)2 + y2 = 1.
Изобразим область интегрирования на рисунке 10.8.
Переходим к полярным координатам. Уравнение границы области интегрирования в полярной системе
координат имеет вид:










Так как область интегрирования симметрична относительно оси Ox, а подынтегральная функция











































































































Вопросы и задания для самоконтроля
1. Сформулируйте теоремы о вычислении двойного интеграла для случаев прямоугольной и криволи-
нейной областей интегрирования.
2. Дайте определение якобиана.
3. Сформулируйте теорему о замене переменных в двойном интеграле.
4. Вычислите якобиан в полярных криволинейных координатах.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 9
Вычисление двойных интегралов. Замена переменных в двойном интеграле
Задание 1. Записать двойной интеграл
˜
P
f(x, y)dxdy в виде повторных интегралов двумя способами,
если область интегрирования P есть фигура, ограниченная линиями x = 0, y = 0, x2 + y2 = r2, причем
x > 0.
JИзобразим область интегрирования P на рисунке 10.9. Область интегрирования является простейшей
областью интегрирования первого типа:
P =
{
(x, y) ∈ R2 : 0 6 x 6 r, −
√


















Область интегрирования является также простейшей областью интегрирования второго типа:
P =
{
(x, y) ∈ R2 : 0 6 x 6
√






















Замечание 10.4. При определении переменных пределов интегрирования полезно пользоваться сле-
дующим правилом: пусть P – простейшая область интегрирования первого типа, причем a 6 x 6 b
(рисунок 10.10). Чтобы получить пределы интегрирования по y, пересечем P лучом, параллельным и
одинаково направленным с осью Oy. Ту часть границы области, которую луч пересечет при «входе» в
область интегрирования, будем называть нижней границей области интегрирования, а задающее нижнюю








предела интегрирования по y [y = y1(x)]. Ту часть границы области интегрирования, которую луч пере-
секает, выходя из области интегрирования, будем называть верхней границей области интегрирования, а
ее уравнение, решенное относительно y, служит для установления верхнего предела интегрирования по y
[y = y2(x)].
Аналогичные рассуждения можно провести для простейшей области интегрирования второго типа.
Задание 2. Записать двойной интеграл
˜
P
f(x, y)dxdy в виде повторных интегралов (двумя способа-
ми), если P – фигура, ограниченная прямыми x+ y = 1, x− y = 1, y − x = 1, x+ y = −1.










x будут −1 и +1. Проведём луч, параллельный и одинаково направленный с осью Oy, через область
интегрирования P . Как нижняя, так и верхняя границы области не могут быть заданы с помощью одного
















f (x, y) dy.
Аналогично при выборе постоянных пределов по y получим:
¨
P












f (x, y) dx. I














f (x, y) dy.
JВосстановим область интегрирования. Рассматривая оба слагаемых одновременно, заключаем, что
нижняя граница области интегрирования на участках 0 6 x 6 1 и 1 6 x 6 3 определяется одинаково:
уравнением y = x2
9
. Верхняя же граница области интегрирования на участке 0 6 x 6 1 определяется
уравнением y = x, а на участке 1 6 x 6 3 – уравнением y = 1. Этого достаточно, чтобы построить область
интегрирования P (рисунок 10.12).
Из рисунка 10.12 видно, что P является простейшей областью интегрирования второго типа:
P =
{
(x, y) ∈ R2 : 0 6 y 6 1, y 6 x 6 3√y
}
.































где область интегрирования P ограничена прямыми x = 0, y = 0, x+ y = 1.
JИзобразим область интегрирования на рисунке 10.13.
P =
{



























































Задание 5. Вычислить интеграл
˜
P
(2x− y) dxdy, где P – фигура, ограниченная прямыми:
x+ y = 1, x+ y = 2, 2x− y = 1, 2x− y = 3.
JИзобразим область интегрирования P на рисунке 10.14. Из рисунка видно, что для вычисления
данного интеграла P следует разбить на три части, как показано штриховыми линиями. Задача, таким
образом, сводится к вычислению трёх двойных интегралов. Однако можно избежать такого громоздкого
способа решения, если ввести новые переменные, положив:

























Тогда прямые x + y = 1 и x + y = 2 в системе координат xOy преобразуются в прямые u = 1 и
u = 2 в системе координат uOv (рисунок 10.15), а прямые 2x − y = 1 и 2x − y = 3 – в прямые v = 1 и
v = 3. Область интегрирования P плоскости xOy преобразуется в прямоугольник Q плоскости uOv со
сторонами, параллельными координатным осям.
При преобразовании интеграла к новым переменным нужно сначала получить выражения x и y через






















∣∣∣∣ = −19 − 29 = −13 .
Тогда ¨
P








































Замечание 10.5. Если подынтегральная функция или уравнение, определяющее границу области
интегрирования, содержат сумму x2 + y2, то в большинстве случаев упрощение интеграла достигается
преобразованием к его полярным координатам. Это объясняется тем, что данная сумма в полярных ко-
ординатах получает весьма простое выражение
(r cosϕ)2 + (r sinϕ)2 = r2.
Если в состав подынтегральной функции или уравнения границы области интегрирования входит






















а якобиан в этом случае равен J = r√
ab
.





1− x2 − y2
1 + x2 + y2
dxdy,
где P – верхний полукруг x2 + y2 6 1.
JИспользуем переход к полярным, координатам: x = r cosϕ, y = r sinϕ. Тогда
x2 + y2 = r2,
√
1− x2 − y2





, J(r, ϕ) = r,
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1− x2 − y2
















Рассмотрим область интегрирования P (рисунок 10.16). Уравнение её границы в полярных координа-
тах примет вид: r2 cos2 ϕ + r2 sin2 ϕ = 1, т.е. r2 = 1 и r = 1 (предполагается, что полярная ось совпадает
с положительным направлением оси абсцисс). В пределах области интегрирования P полярный угол ϕ
изменяется от 0 до π, а полярный радиус r изменяется в пределах от 0 до 1 (луч, исходящий из полюса

























Вычисляя интеграл, получаем I = π
2
. I





, где область интегрирования P ограничена
окружностями x2 + y2 = 4x, x2 + y2 = 8x и прямыми y = x, y = 2x.
JОбласть интегрирования P изображена на рисунке 10.17. Перейдем к полярным координатам
x = r cosϕ, y = r sinϕ.
Тогда 1
(x2+y2)2
= r−4. Криволинейные участки границы области интегрирования задаются уравнениями:
r2 cos2 ϕ+ r2 sin2 ϕ = 4r cosϕ, или r = 4 cosϕ,
r2 cos2 ϕ+ r2 sin2 ϕ = 8r cosϕ, или r = 8 cosϕ,
а прямолинейные участки уравнениями:




r sinϕ = 2r cosϕ, или tgϕ = 2, откуда ϕ = arctg 2.
Итак, угол ϕ изменяется в постоянных пределах от π
4
до arctg2. Чтобы найти пределы изменения r,
пересечем область интегрирования P лучом, исходящим из полюса. При «входе» в область интегриро-
вания он пересечет часть границы, определяемой уравнением r = 4 cosϕ, а при «выходе» – уравнением
r = 8 cosϕ.
Имея в виду, что при данном преобразовании якобиан J = r, можем представить двойной интеграл в































4x y x+ =
2 2
8x y x+ =
Рисунок 10.17
Вычисляя этот интеграл, получаем I = 3
128
. I




1 + x2 + y2dxdy, (10.19)
где G =
{





JИзобразим область интегрирования G на рисунке 10.18.
Определим углы α и β. Угол β = π
4
, а tgα = 1
2
, α = arctg 1
2












к полярной системе координат: x = r cosϕ, y = r sinϕ. Тогда√
1 + x2 + y2 =
√














































































































(x, y) ∈ R2 : −x 6 y 6 3− x, x
2
6 y 6 2x
}
.
JИзобразим область интегрирования G на рисунке 10.19. Если вычислять, например, двойной инте-
грал в координатах x и y, то необходимо область интегрирования G разбить на три частичных множества
Gi, i = 1, 3 (в этом случае внешнее интегрирование берём по x). Мы же воспользуемся заменой переменных
в двойном интеграле. Преобразуем аналитические выражения, задающие G:
G =
{








Вводим подстановку: u = x+ y и v = y
x
. Из системы{




уравнений находим x и y.
y = vx, x+ y = u, x(1 + v) = u, x =
u
v + 1
































∣∣∣∣ ϕ′u ϕ′vψ′u ψ′v
∣∣∣∣ =
∣∣∣∣∣ 1v+1 − u(v+1)2vv+1 u(v+1)2








В системе координат vOu область интегрирования (рисунок 10.20):
D =
{
(u, v) ∈ R : 1 6 u 6 3, 1
2












Видно, что J = |J | = u
(v+1)2




















































Задание 10. Вычислите двойной интеграл
˜
G












находящейся в первом координатном угле.
JВ рассматриваемой задаче перейдем к обобщенным полярным координатам:{
x = 2r cosϕ,
y = 3r sinϕ.













cos2 ϕ · sinϕ.
Изобразим область интегрирования на рисунке 10.21.
Вначале определим угол в первой четверти, где значение r – наибольшее. Рассмотрим функцию
g(ϕ) = cos2 ϕ · sinϕ, 0 6 ϕ 6 π
2
.
g′(ϕ) = 2 cosϕ(− sinϕ) sinϕ+ cos2 ϕ · cosϕ = cosϕ(cos2 ϕ− 2 sin2 ϕ).
Если cosϕ = 0, то ϕ = π
2
и r = 0.
Пусть cos2 ϕ − 2 sin2 ϕ = 0, 2 tg2 ϕ = 1, tgϕ = 1√
2

















есть 30◦ < ϕ < 45◦.
Найдем якобиан. В нашем случае











∣∣∣∣ µ′r µ′ϕψ′r ψ′ϕ




6 cos2 ϕ+ 6 sin2 ϕ
)






















sinϕ · cosϕ · r
4
4


























cos9 ϕ(1− 2 cos2 ϕ+ cos4 ϕ)d(cosϕ) =






(cos9 ϕ− 2 cos11 ϕ+ cos13 ϕ)d(cosϕ) =










































Задания для самостоятельного решения









































































































f (x, y) dy.







































(x− y) dxdy, где область интегрирования P ограничена прямыми






dxdy, где область интегрирования P ограничена линиями






y dxdy, где область интегрирования P ограничена прямыми




cos (x+ y) dxdy, где область интегрирования P ограничена прямыми





ax−x2 , где область интегрирования P ограничена линиями




dxdy, где область интегрирования P ограничена линиями
y = 2− x, y2 = 4x+ 4.
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dxdy, где область интегрирования P ограничена лемнискатой
(x2 + y2)2 = 2a2xy.




(x2 + y2) dxdy, где область интегрирования P ограничена окружностями
x2 + y2 + 2x− 1 = 0 и x2 + y2 + 2x = 0.




xydxdy, где область интегрирования P ограничена линиями xy = 1, x+ y = 5
2
.






dxdy, где P определяется неравенствами x > 0, y > 0, x+ y 6 1.





dxdy, где область интегрирования P ограничена параболами y2 = 2x, y2 = 3x и гиперболами




x2ydxdy, где область интегрирования P ограничена гиперболами xy = p, xy = q (0 < p < q),










Геометрические и физические приложения двойного интеграла
11.1 Геометрические приложения двойного интеграла
Из задачи об объеме криволинейного цилиндра, приводящей к понятию двойного интеграла, следует




f (x, y) dxdy (11.1)
есть объем криволинейного цилиндра, у которого нижнее основание есть ограниченная замкнутая
областьG ⊂ R2, имеющая границу ∂G площади нуль. «Сбоку» указанное тело ограничено цилиндрической
поверхностью с направляющей ∂G и образующими, параллельными оси Oz. Верхнее основание цилиндра
есть график непрерывной функции f : G→ R.





есть площадь плоской фигуры G.
Пример 11.1. Найти объем тела, ограниченного поверхностями
x+ 1 = z2, x− 1 = −z2, y = 0, y = x2 + z2.
JТело симметрично относительно оси Oy (оно расположено в первом, втором, пятом и шестом октан-















AmB – кривая пересечения поверхностей y = x2 +z2 и x−1 = −z2; AnB – дуга окружности
{
y = 1,
y = x2 + z2









x− 1 = −z2, z2 = 1− x,
z =
√











































 √1− x = t,tн = 1,
tв = 0
∣∣∣∣∣∣
1− x = t2,



















































































(куб. ед.) . I








, a > 0.
JПреобразуем уравнение кривой, используя полярные координаты{
x = r cosϕ,




3 cos2 ϕ+ 2 sin2 ϕ
)




; r = a
√
cos2 ϕ+ 2.
Построим кривую в полярной системе координат, полюс которой совпадает с началом прямоугольной























































































11.2 Масса плоской неоднородной фигуры





γ (x, y) dxdy, (11.3)
где G ⊂ R2 – область, имеющая границу ∂G площади нуль; Функция γ : G→ R непрерывна на G.
Пример 11.3. Плоское кольцо ограничено двумя концентрическими окружностями, радиусы которых
соответственно равны 1 и 3. Зная, что плотность материала пропорциональна расстоянию от центра
окружности, найти массу кольца, если плотность на окружности внутреннего круга равна единице.
JВведем декартовую систему координат с началом в центре кольца (рисунок 11.3).




γ (x, y) dxdy.
В нашем случае плотность γ (x, y) = k
√











































πk (ед. массы) .
Воспользуемся граничными условиями. Длина единичной окружности
C = 2π · 1 = 2π.
Ее масса mc = 2π · 1 = 2π – с одной стороны, а с другой стороны mc = 2π · k · 1 = 2πk. Из равенства




π (ед. массы). I
Замечание 11.2. В [1, лекция 15] рассмотрен метод определенного интеграла, который легко пере-
носится на двумерный случай.
При решении задач о нахождении массы плоской неоднородной фигуры, объема криволинейного ци-
линдра и др. нами использован один и тот же прием, а именно:
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а) искомой постоянной величине Q, связанной с некоторым непустым ограниченным множеством
G ⊂ R2, имеющим границу ∂G площади нуль, и некоторой функцией f : G → R ставится в соответ-
ствие интегральная сумма функции f :




где ∆Gk – площадь частичного множества Gk (k = 1, n);
б) точное значение величины Q(f ;G) находится по формуле






причем величина Q(f ;G) обладает следующими двумя свойствами:




∆Qk, ∆Qk = Q(f ;Gk).
2. Свойство линейности в малом: для любого частичного множества Gk
∆Qk ≈ f(xk, yk)∆Gk.
Покажем, что если величина Q(f ;G), где функция f : G→ R интегрируема по G, обладает свойствами










Правая часть последнего приближенного равенства есть интегральная сумма στG функции f . Тогда






Определение 11.1. Подынтегральное выражение f(x, y)dxdy называется элементом величины
Q(f ;G) и обозначается dQ = f(x, y)dxdy.
Если величинаQ(f ;G) обладает указанными выше свойствами, то для ее вычисления достаточно найти
элемент величины dQ = f(x, y)dxdy, а потом вычислить интеграл
˜
G
f(x, y)dxdy. Описанный метод будем
называть интегральным методом.
11.3 Статические моменты
Статическим моментом точки массы m относительно оси l называется произведение массы m на
расстояние d точки до оси l.
Ml = md. (11.4)
Найдем статические моменты материальной пластинки G относительно координатных осей. Приме-
ним для этого интегральный метод. Элемент массы материальной пластинки G обозначим dm. Тогда
dm = γ(x, y)dxdy. Элементы статических моментов пластинки:
а) dMOx = yγ(x, y)dxdy – элемент статического момента пластинки относительно оси Ox;
б) dMOy = xγ(x, y)dxdy – элемент статического момента пластинки относительно оси Oy.










Пример 11.4. Найти статический момент круга радиуса R относительно его касательной (γ(x, y) = 1).
JПоместим круг на координатную плоскость так, чтобы касательная совпадала с осью Ox, точка
касания – начало координат (круг – в верхней полуплоскости, рисунок 11.4).
Уравнение окружности:
x2 + (y −R)2 = R2 или x2 + y2 − 2yR +R2 = R2;
уравнение окружности в полярной системе координат: r2 = 2rR sinϕ, r = 2R sinϕ.



































































11.4 Координаты центра масс материальной пластинки
Определение 11.2. Центром тяжести (центром масс) пластинки G называется такая точ-
ка Mc (xc, yc) ∈ R2, что если в этой точке сосредоточить всю массу пластинки G, то статические
моменты этой точки относительно координатных осей будут соответственно равны статическим
моментам пластинки G относительно координатных осей.
Из определения 11.2 получаем формулы для вычисления координат (xc, yc) центра тяжести пластинки
G









где MOx, MOy – статические моменты пластинки относительно осей Ox и Oy, mG – масса пластинки.
Пример 11.5. Найти координаты центра тяжести однородной пластинки G (γ = 1), имеющей форму
кругового сектора с центральным углом α и радиусом R.
JВоспользуемся формулами (11.7). Масса сектора при (γ = 1) будет численно равна площади сектора.
Тогда mG = α2R
2.








































































Получили центр тяжести указанного сектора:









Очевидно, что центр тяжести (точка Mc) лежит на биссектрисе угла α. Найдем расстояние от точки


































11.5 Момент инерции материальной пластинки
Моментом инерции материальной точки массы m относительно оси l называют произведение массы
m на квадрат расстояния d до оси l.
Исходя из указанного определения и применяя интегральный метод, получим:
а) dIOx = y2γ (x, y) dxdy – элемент момента инерции пластинки G относительно оси Ox (γ (x, y) –
плотность пластинки G);
б) dIOy = x2γ (x, y) dxdy – элемент момента инерции пластинки G относительно оси Oy;
в) dIO = (x2 + y2) γ (x, y) dxdy – элемент момента инерции пластинки G относительно начала коорди-
нат.
















γ (x, y) dxdy. (11.10)
Пример 11.6. Найти момент инерции относительно начала координат однородной пластинки плот-
ности γ0, ограниченной линиями












JДля нахождения момента инерции используем формулу (11.10), а также то, что подынтегральная




































При вычислении двойного интегрирования была учтена симметрия относительно оси Ox как области
интегрирования, так и подынтегральной функции.I
11.6 Площадь гладкой поверхности
Пусть G ⊂ R2 – ограниченная область, граница ∂G которой есть множество площади нуль.
Напомним, что гладкой поверхностью S называют график Функции f : G→ R, имеющей на G непре-





Возьмём любое разбиение τG. Произвольно выбираем точки (xk, yk) ∈ Gk (k = 1, n). Строим частичные
цилиндрические поверхности с направляющими ∂Gk и образующими, параллельными оси Oz.
Точкам (xk, yk) ∈ Gk соответствуют на поверхности S точки (xk, yk, zk), где zk = f (xk, yk) . Через точки
(xk, yk, zk) проводим касательные плоскости к поверхности S. Указанные выше частичные цилиндриче-
ские поверхности вырезают соответственно в касательных плоскостях ограниченные частичные плоские















( )kkk zyx ,,
( )kk yx ,
Рисунок 11.6
Определение 11.3. Число I называют пределом суммы στG при λτG → 0, если
∀ε > 0 ∃δ > 0 ∀τG λτG < δ ∀(xk, yk) ∈ Gk (k = 1, n) |στG − I| < ε.
Указанный предел будем обозначать lim
λτG→0
στG .
Определение 11.4. Если существует предел
lim
λτG→0
στG = I ∈ R, (11.12)
то гладкую поверхность S называют квадрируемой, а предел I – площадью гладкой поверхности S.




функции f : G → R ограничены и
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1 + f ′2x (x, y) + f
′2
y (x, y)dxdy. (11.13)
JДля каждой точки (xk, yk, zk) ∈ S рассмотрим нормаль nk к поверхности S. С осью Oz эти нормали
будут иметь направляющие косинусы
cos (nk, Oz) =
1√





SDk = ∆Gk :
1√




где ∆Gk – площадь Gk.





1 + f ′2x (xk, yk) + f
′2
y (xk, yk)∆Gk, (11.15)
где правая часть (11.15) есть интегральная сумма Римана функции
Φ(x, y) =
√
1 + f ′2x (x, y) + f
′2
y (x, y), (x, y) ∈ G.







1 + f ′2x (x, y) + f
′2
y (x, y)dxdy. I
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Пример 11.7. Найти площадь части поверхности параболоида вращения
2az = x2 + y2,
вырезанной цилиндрической поверхностью (x2 + y2)2 = a2 (x2 − y2), a > 0.
JПерейдя к полярным координатам, преобразуем аналитическое выражение цилиндрической поверх-
ности.
x = r cosϕ, y = r sinϕ, r4 = a2r2 cos 2ϕ, r = a
√
cos 2ϕ.
Построим в плоскости z = 0 кривую r = a
√
cos 2ϕ (сечение цилиндрической поверхности
(x2 + y2)2 = a2(x2 + y2)











Так как cos 2ϕ > 0, то
−π
2
+ 2πk 6 2ϕ 6
π
2
+ 2πk, k ∈ Z, −π
4









, k = 1,
3
4




Изобразим на рисунке 11.8 указанную выше вырезанную поверхность в первом октанте (имеем такие,










Находим искомую площадь по формуле (11.13).
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В нашем случае f(x, y) = x
2+y2
2a











1 + (f ′x)


















a2 + x2 + y2
a
dxdy.






































































































































































(20− 3π) (кв.ед.). I
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Вопросы и задания для самоконтроля
1. Запишите формулу для нахождения объема криволинейного цилиндра.
2. Запишите формулу для вычисления площади плоской фигуры через двойной интеграл.
3. Как с помощью двойного интеграла найти массу материальной плоской неоднородной фигуры (пла-
стинки)?
4. Дайте определение статического момента точки массы m относительно оси l. Как с помощью двой-
ного интеграла найти статические моменты материальной пластинки G относительно координатных осей?
5. Запишите формулы для вычисления координат центра тяжести материальной пластинки G.
6. Запишите формулы для вычисления моментов инерции материальной пластинки G относительно
координатных осей и начала координат.
7. Запиши формулу для вычисления площади гладкой поверхности.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 10
Геометрические приложения двойного интеграла
Задание 1. Вычислить площадь фигуры, лежащей в первом квадранте, ограниченной окружностью
x2 + y2 = 2ax, параболой y2 = 2ax и прямой x = 2a.











(x, y) ∈ R2 : 0 6 x 6 2a,
√













































JВ первую очередь отметим, что уравнение кривой не меняется при замене y на (−y), и потому
кривая симметрична относительно оси абсцисс. Кроме того, из уравнения видно, что x > 0, и потому
кривая расположена справа от оси ординат.
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Перейдем к полярным координатам. Положив x = r cosϕ, y = r sinϕ, получим:
r6 = 2r5 cos5 ϕ, или r = 2 cos5 ϕ.
Из уравнения видно, что каждому значению угла ϕ соответствует одно значение радиуса r. Кроме
того, наибольшее значение r = 2 достигает при ϕ = 0, наименьшее r = 0 при ϕ = π
2
, т.е. при изменении
ϕ от 0 до π
2
величина r монотонно убывает от значения 2 до 0. Это дает возможность установить форму
части кривой, расположенной в первой четверти. В силу симметричности кривой определяется форма
всей кривой (11.16) (рисунок 11.10).
Симметричность фигуры относительно оси Ox позволяет ограничиться вычислением площади её ча-
































π (кв. ед.). I
Задание 3. Вычислить площадь плоской фигуры, ограниченной кривыми









JИзобразим область интегрирования на рисунке 11.11.
x2 − 2x+ 1− 1 + y2 = 0, (x− 1)2 + y2 = 1,





















































принадлежит области, ограниченной окружностью
x2 + (y − 2)2 = 4.




































принадлежит области, ограниченной окружностью








– внутренняя точка общей части кругов (y − 2)2 + x2 6 4 и (x − 1)2 + y2 6 1.
Внутренность этой части указанных кругов и есть область интегрирования G.
Переходим к полярным координатам
{
x = r cosϕ,
y = r sinϕ.
x2 + y2 = 2x, r2 = 2r cosϕ, r = 2 cosϕ,
x2 + y2 = 4y, r2 = 4r sinϕ, r = 4 sinϕ.
Разбиваем область интегрирования G на два частичных множества G1 и G2 с помощью отрезка OA
(рисунок 11.12).
Найдем координаты точки A, решая систему уравнений:{
x2 + y2 = 2x,
x2 + y2 = 4y.

















































































































(1 + cos 2ϕ)dϕ = 4 arctg
1
2



























































2 sinϕ · cosϕ






















− 2 (кв. ед.). I







= x2 + y2,
где 0 < a < b.
JПереходим к обобщенным полярным координатам:{
x = ra cosϕ = µ(r, ϕ),
y = rb sinϕ = ψ(r, ϕ).







= r2a2 cos2 ϕ+ r2b2 sin2 ϕ,
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r2 = a2 cos2 ϕ+ b2 sin2 ϕ, r =
√
a2 cos2 ϕ+ b2 sin2 ϕ,
r′ =
a22 cosϕ · (− sinϕ) + b22 sinϕ · cosϕ
2
√
a2 cos2 ϕ+ b2 sin2 ϕ
=
sin 2ϕ · (b2 − a2)
2
√
a2 cos2 ϕ+ b2 sin2 ϕ
,
r′ = 0, sin 2ϕ = 0, 2ϕ = πk, k ∈ Z, ϕ = πk
2
, k ∈ Z.






ке ϕ = π
2
функция r = r(ϕ) имеет наибольшее значение, равное b, а в точке ϕ = 0– наименьшее, равное a.









∣∣∣∣ µ′r µ′ϕψ′r ψ′ϕ
∣∣∣∣ = ∣∣∣∣ a cosϕ −ra sinϕb sinϕ rb cosϕ














































































Задание 5. Найти площадь фигуры, ограниченную кривой
(x+ 2y − 1)2 + (2x+ y − 2)2 = 9.
JВначале преобразуем уравнение кривой:
x2 + 4y2 + 1 + 4xy − 2x− 4y + 4x2 + y2 + 4 + 4xy − 8x− 4y = 9.
5x2 + 5y2 + 2 · 4xy + 2 · (−5)x+ 2(−4)y + (−4) = 0.
Имеем уравнение второй степени вида:
Ax2 + Cy2 + 2Bxy + 2Dx+ 2Ey + F = 0.
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Используем алгоритм, известный из курса алгебры, приведения уравнения кривой к каноническому
виду. Используем формулы преобразования:{
x = x′ cosα− y′ sinα,
y = x′ sinα + y′ cosα,
где tg2α = 2B
A−C .
Если A = C (в нашем случае A = 5 = C), то α = π
4






















которое является уравнением окружности. Следовательно, необходимо найти площадь плоской фигуры,
ограниченной окружностью.
Воспользуемся методом замены переменных в двойном интеграле. Используем подстановки{
u = x+ 2y − 1,
v = 2x+ y − 2.
В новой системе координат uOv уравнение кривой имеет вид: u2 + v2 = 9 – окружность с центром в
начале координат и радиусом 3.
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π32 = 3π (кв. ед.),
где SD – площадь круга u2 + v2 6 32. I
Задание 6. Вычислить объем криволинейного цилиндра, ограниченного параболоидом z = 4−x2−y2,











JДля вычисления объема используем формулу V =
˜
G
f(x, y)dxdy. В данном случае подынтегральной
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функцией будет функция
f(x, y) = 4− x2 − y2, (x, y) ∈ G =
{















































Задание 7. Вычислить объем тела, ограниченного плоскостями
z = 0, 2− x− y − 2z = 0, y = x,
и цилиндрической поверхностью y = x2.
JИзобразим тело на рисунке 11.15.
Тело является криволинейным цилиндром, значит V =
˜
G
f(x, y)dxdy, где f(x, y) = 1
2
(2 − x − y),











































































Задание 8. Оси двух круговых цилиндров с одинаковыми поперечными сечениями пересекаются под
прямым углом. Вычислить объём общей части этих цилиндров.
JОбозначим радиус поперечного сечения каждого из цилиндров через r. Выберем прямоугольную
систему координат в пространстве таким образом, чтобы оси цилиндров совпадали с осями Oy и Oz. Тогда
уравнения цилиндрических поверхностей будут иметь вид: x2 + z2 = r2 – цилиндрическая поверхность
с осью симметрии Oy, x2 + y2 = r2 – цилиндрическая поверхность с осью симметрии Oz. На рисунке
11.16 изображена одна восьмая часть тела, объем которого требуется найти. Подынтегральной функцией












Проектируя ее часть, отрезанную второй поверхностью и содержащуюся в первом октанте, получим
область интегрирования G при вычислении объема выделенной на рисунке части тела. Ею будет часть
круга x2 + y2 6 r2, расположенная в первой четверти плоскости xOy.
G =
{

















r2 − x2dy = 2
3
r3.





Задание 9. Вычислить объем тела, ограниченного поверхностями
x2 + y2 = 4x, z = x, z = 2x.
JПоверхность x2+y2 = 4x есть круговой цилиндр, ось которого параллельна оси Oz, а z = x и z = 2x –
плоскости, проходящие через ось Oy под разными углами наклона к плоскости xOy. Эти плоскости,
пересекая цилиндр, вырезают из него клинообразный слой (рисунок 11.17), объем которого и нужно
вычислить.
Сам слой не является криволинейным цилиндром, и потому его объем не может быть вычислен непо-
средственно по формуле V =
˜
G
f(x, y)dxdy. Однако его можно вычислить как разность объемов двух
криволинейных цилиндров, ограниченных графиками функций z = 2x и z = x соответственно, цилиндри-
ческой поверхностью с образующими, параллельными оси Oz и направляющей x2 + y2 = 4x, и имеющих
«основанием» в плоскости xOy круг x2 +y2 6 4x. С учетом симметрии тела относительно плоскости y = 0,






































Следовательно, V = 8π (куб.ед.).I
Задание 10. Найти объем тела, определяемого двойным неравенством
x2 + y2 6 az 6 a
√
x2 + y2, где a > 0.
JИзобразим на рисунке 11.18 тело в первом октанте (показаны сечения тела плоскостями x = 0 и





































































Задание 11. Найти объем тела, ограниченного поверхностями






= 1 и z = 0.
JИзобразим тело на рисунке 11.19 в первом октанте (тело симметрично относительно координатных









Искомый объем находим, переходя от декартовых координат к обобщенным полярным координатам:
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z = 6− 3x− 3
2


























Проекцией данной плоскости на плоскость xOy является треугольник, ограниченный координатными



































· 4 = 14 (кв.ед.). I
Задание 13. Вычислить площадь части поверхности параболоида 2z = x2+y2, вырезанной цилиндром
(x2 + y2)2 = x2 − y2.
JКонтуром проекции вырезанной части на плоскость xOy является лемниската (рисунок 11.21). Ци-
линдр вырезает из параболоида два равных куска поверхности. Чтобы вычислить их общую площадь,
воспользуемся формулой (11.17). Из уравнения параболоида z = 1
2
(x2 + y2) получим подынтегральную
функцию.














1 + x2 + y2dxdy.
Перейдем к полярным координатам x = r cosϕ, y = r sinϕ. Подынтегральная функция запишется в
виде √
1 + x2 + y2 =
√
1 + r2,
а уравнение лемнискаты – в виде
(r2 cos2 ϕ+ r2 sin2 ϕ)2 = r2 cos2 ϕ− r2 sin2 ϕ,
или
r4 = r2 cos 2ϕ, r = ±
√
cos 2ϕ.
Так как параболоид и цилиндр симметричны относительно плоскостей xOz и yOz, то достаточно







xOy. Следовательно, 0 6 ϕ 6 π
4










































3 (a > 0) ,







JПоверхность, площадь которой необходимо найти, расположена в первом, четвёртом, седьмом и вось-







3 плоскостью y = 0 при x > 0, z > 0 (рисунок 11.22), а также сечение цилиндрической
поверхности y2 = ax плоскостью z = 0 при x > 0, z > 0 (рисунок 11.23).






3 , площадь которой











































































































































































































Задания для самостоятельного решения
1. Найти площади плоских фигур, ограниченных заданными ниже кривыми:
1.1 xy = 4, x+ y − 5 = 0.
1.2 xy = a2, xy = b2, y = m, y = n.














1.6 y2 = 10x+ 25, y2 = −6x+ 9.
2. Вычислить площади плоских фигур, ограниченных заданными кривыми, с помощью преобразования
к полярным координатам:
2.1 (x2 + y2)2 = 2a2 (x2 − y2).










2.4 (x2 + y2)2 = a (x3 − 3xy2) (a > 0).
2.5 (x+ y)3 = xy (x > 0, y > 0).
3. Найти площадь криволинейного четырехугольника, ограниченного дугами парабол x2 = ay, x2 = by,
y2 = cx, y2 = dx (0 < a < b, 0 < c < d).
Указание. Ввести новые переменные u и v, положив x2 = uy, y2 = vx.









= 1, x = 0, y = 0.













6. Вычислить объем тела, ограниченного координатными плоскостями, плоскостями x = 4, y = 4 и
параболоидом вращения z = x2 + y2 + 1.







8. Вычислить объем тела, ограниченного координатными плоскостями, плоскостью 2x+ 3y − 12 = 0 и




9. Вычислить объем тела, ограниченного цилиндрами z = 4− y2, y = x2
2
и плоскостью z = 0.
10. Вычислить объем тела, ограниченного цилиндрами x2 + y2 = r2, z = x3
a2
и плоскостью z = 0 (z > 0).
11. Вычислить объем тела, расположенного в первом октанте и ограниченного гиперболическим пара-
болоидом z = xy
a
, цилиндром x2 + y2 = ax и плоскостью z = 0.
12. Найти объем тела, вырезанного цилиндром x2 + y2 = rx из сферы
x2 + y2 + z2 = r2.
13. Найти объем тела, вырезанного параболоидом вращения
x2 + y2 = z (z > 0)
из цилиндра x2 + y2 = x.





a2 − x2 − 4y2
)
и плоскостью z = 0.
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15. Вычислить объем тела, ограниченного цилиндрами y =
√
x, y = 2
√
x и плоскостями z = 0, x+ z = 6.

















17. Вычислить объем тела, ограниченного поверхностями z = x+ y, xy = 1, xy = 2, y = x, y = 2x, z = 0
(x > 0, y > 0).
18. Вычислить объем тела, ограниченного поверхностями z = x2 + y2, x = x2 + y2, 2x = x2 + y2, z = 0.
19. Вычислить объем тела, ограниченного поверхностями z = x2 + y2, xy = a2, xy = 2a2, y = x
2
, y = 2x.
20. Вычислить объем тела, ограниченного поверхностями
x2 + y2 = a2, x2 + y2 − z2 = −a2.
21. Вычислить объем тела, ограниченного плоскостью z = 0, цилиндром
x2 + y2 = 2ax
и поверхностью прямого кругового конуса, вершина которого расположена в начале координат, ось
совпадает с осью Oz и угол осевого сечения при вершине равен 90◦.
22. Вычислить объем тела, ограниченного поверхностью шара радиуса a и поверхностью прямого кру-
гового цилиндра, радиус поперечного сечения которого равен a
2
и одна из образующих которого
проходит через центр шара.
23. Найти объем тела, заключенного между параболоидом вращения x2+z2 = az, цилиндром x2+y2 = ay
и плоскостью z = 0.
24. Найти объем тела, ограниченного поверхностями
x2 + y2 + z2 = 2z, x2 + y2 = z.
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27. Найти объем тела, ограниченного поверхностями
2az = x2 + y2, x2 + y2 + z2 = 3a2.
28. Найти объем тела, ограниченного поверхностями
x2 + y2 + z2 = a2, x2 + y2 = a2 (x2 − y2).






















= 1, заключенную между координатными плоскостями.
31. Найти площадь части поверхности шара x2 +y2 +z2 = 100, заключенной между плоскостями x = −8
и x = 6.
32. Вычислить площадь части поверхности конуса z2 = x2 + y2, лежащей над плоскостью xOy и отре-










33. Вычислить полную поверхность тела, ограниченного сферой
x2 + y2 + z2 = 3a2
и параболоидом x2 + y2 = 2az (z > 0).
34. Вычислить площадь части поверхности параболоида 2z = x2+y2, вырезанной цилиндром x2+y2 = 1.
35. Вычислить площадь части поверхности параболоида
y2 + z2 = 4ax,
вырезанной цилиндром y2 = ax и плоскостью x = 3a.





= 1 (b 6 a).
37. Вычислить площадь части поверхности цилиндра x2 + y2 = 2ax, содержащуюся между плоскостью
xOy и конусом x2 + y2 = z2 и расположенную в первом октанте.
38. Вычислить площадь части поверхности параболоида z2 = 2px, вырезанной параболоидом y2 = 2qx
и плоскостью x = a.
39. Вычислить площадь части поверхности цилиндра x2 + y2 = a2, вырезанной плоскостями x + z = 0,
x− z = 0 (x > 0, y > 0).
40. Вычислить площадь части поверхности конуса y2 + z2 = x2, расположенной внутри цилиндра
x2 + y2 = a2.
41. Вычислить площадь части поверхности конуса x2 − y2 = z2, расположенной в первом октанте и
ограниченной плоскостью y + z = a.
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42. Шар радиуса a порезан двумя круглыми цилиндрами, диаметры оснований которых равны ради-
усу шара и которые касаются друг друга вдоль одного из диаметров шара. Вычислить площадь
поверхности оставшейся части шара.
43. Доказать, что площади частей поверхностей параболоидов
x2 + y2 = 2az и x2 − y2 = 2az,
вырезанных цилиндром x2 + y2 = R2, равны.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 11
Физические приложения двойного интеграла
Задание 1. Найти массу квадратной пластинки со стороной 2a, если плотность материала пластин-
ки пропорциональна квадрату расстояния от точки пересечения диагоналей и на углах квадрата равна
единице.
JПластинку естественно расположить в прямоугольной системе координат таким образом, чтобы точ-









Теперь составим функцию плотности γ материала пластинки по условиям задачи. Пусть (x, y) – про-
извольная точка квадрата (|x| 6 a, |y| 6 a). Тогда квадрат расстояния от точки пересечения диагоналей
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(начала координат) будет равен x2 + y2. Следовательно, плотность в точке (x, y) представится в виде
γ(x, y) = k(x2 + y2),
где k – коэффициент пропорциональности. Чтобы найти числовое значение этого коэффициента k, ис-
пользуем известное значение плотности на углах квадрата. Возьмем например, вершину угла квадрата
(a, a). Тогда получим:


















Учитывая, что подынтегральная функция четная относительно x и y (т.е. плотность симметрична
относительно начала координат), можем ограничиться вычислением интеграла только по одной четвертой




















































a2 (ед. массы). I
Задание 2.Найти массу пластинки плотности γ = x, ограниченной кривыми x2+y2 = 4x и x2+y2 = 4y,
при условии xy > 0.










Преобразуем уравнения окружностей к каноническому виду:
x2 − 4x+ 4 + y2 = 4; (x− 2)2 + y2 = 22;
x2 + y2 − 4y + 4 = 4; x2 + (y − 2)2 = 22.
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Для вычисления указанных интегралов перейдем к полярным координатам. Вначале запишем урав-
нения наших кривых в полярных координатах.
x2 + y2 = 4x;
x2 + y2 = 4y;
r2 = 4r cosϕ;
r2 = 4r sinϕ;
r = 4 cosϕ;





r cosϕ · rdrdϕ+
¨
D2













































































1 + 2 cos 2ϕ+








































= 2π − 4 (ед. масс). I .






ограниченного прямой bx+ ay = ab (рисунок 11.27).
JВ данной задаче о плотности ничего не упоминается. Следовательно, она предполагается постоянной



























































































































































































Задание 4. Найти момент инерции круга радиуса R относительно точки, лежащей на окружности.
JСоставим уравнение окружности, проходящей через начало координат:
x2 + y2 = 2Rx,








Вычислим интеграл IO в полярных координатах. В полярной системе координат уравнение окружности










































































Задание 5. Вычислить момент инерции фигуры, ограниченной параболой y2 = ax и прямой x = a
относительно прямой y = −a.
JКак видно из рисунка 11.28, расстояние любой точки (x, y) фигуры P до оси O′x′ будет равно y + a,



































































































































Задание 6. Найти центр тяжести фигуры, ограниченной двумя параболами y2 = x и x2 = y.
JДля нахождения координат центра тяжести (xc, yc) достаточно вычислить по заданной области инте-
грирования три интеграла, определяющие массу и статические моменты фигуры (рисунок 11.29). В силу






























































































































Следовательно, xc = yc = 920 . I
Задание 7. Для треугольника
G =
{
(x, y) ∈ R2, x+ y > a, a > x > 0, a > y > 0
}
с плотностью γ (x, y) = x, найти массу, координаты центра масс, моменты инерции относительно осей Ox
и Oy.
























































































































Задание 8. Найти координаты центра масс однородной плоской фигуры
r 6 a (1 + sinϕ) .
JИзобразим фигуру на рисунке 11.31.
Если (xc, yc) точка центра масс, то xc = 0, так как фигура симметрична относительно оси Oy, а масса
























































































































































= 1, 3x+ 2y = 6, x > 0, y > 0.
JИзобразим фигуру на рисунке 11.32.














x = 2r cosϕ,
y = 3r sinϕ,
































































































(π + (−1− 1)) = γ
4
(π − 2) .
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Задания для самостоятельного решения
1. Найти массу круга, плотность которого в каждой точке пропорциональна расстоянию от этой точки
до контура круга.
2. Плоское кольцо ограничено двумя концентрическими окружностями, радиусы которых r иR (r < R).
Найти массу кольца, если известно, что плотность материала обратно пропорциональна расстоянию
от центра окружностей и плотность на окружности внутреннего круга равна единице.





= 1, распределена масса так, что плотность её пропор-
циональна расстоянию от оси абсцисс, причем при y = 1 она равна γ. Найти массу всей фигуры.
4. Найти массу прямоугольной фигуры, ограниченной прямыми x = 0, x = 2, y = 0, y = 3, если
плотность в каждой точке равна кубу абсциссы, умноженному на квадрат ординаты этой точки.
5. Найти статические моменты относительно координатных осей четверти круга радиуса R.
6. Найти статические моменты относительно координатных осей части плоскости, ограниченной лини-
ями y = x2, y + x = 2, y = 0.
7. Найти статический момент полукруга относительно его диаметра.
8. Найти статический момент круга относительно его касательной.
9. Найти координаты центров тяжести указанных однородных плоских фигур:
9.1 Полукруга радиуса R;
9.2 Фигуры, ограниченной кривыми y = 2x3 и y2 = 2x;
9.3 Фигуры, ограниченной параболой y = 2x− 3x2 и осью Ox;




9.5 Кругового сектора с радиусом r и углом при вершине 2a, симметричного относительно оси Ox;
9.6 Фигуры, ограниченной синусоидой y = sinx и прямой x = π
4
;
9.7 Фигуры, ограниченной кардиоидой r = a (1 + cosϕ);
9.8 Фигуры, ограниченной замкнутой кривой y2 = x2 − x4 (x > 0);
9.9 Фигуры, ограниченной кривой, заданной параметрическими уравнениями x = a(t−sin t), y = a(1−cos t)
(0 6 t 6 2π) и осью Ox.
10. Вычислить момент инерции прямоугольника со сторонами a и b относительно его сторон.
11. Вычислить момент инерции квадрата со стороной a относительно одной из вершин.
12. Вычислить момент инерции полукруга относительно его диаметра.
13. Вычислить момент инерции круга относительно его центра.
14. Вычислить момент инерции круга относительно касательной.








16. Найти массу пластинки плотности γ, ограниченной линиями:
16.1 y + x2, x+ y = 2, y − x = 2, (x > 0), если γ = x+ 2;
16.2 x = y, x− 3y = 1, y = 1, y = 3, если γ = y;
16.3 x2 + y2 = 4x, x2 + y2 = 4y (xy > 0), если γ = x;
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= 1, если γ = 4x2 + 9y2;














(x > 0), если 0 = x2.
17. Найти массу пластинки, имеющей форму кольца, радиусы внутренней и внешней окружности ко-
торого равны соответственно r и R, если плотность пластинки в каждой точке обратно пропорцио-
нальна расстоянию от этой точки до центра кольца.
18. Вычислить момент инерции однородного круга массой M и радиусом R относительно точки на его
окружности.
19. Вычислить моменты инерции относительно заданной прямой однородной пластинки массойM , огра-
ниченной линиями:
19.1 x2 + y2 = R2 относительно прямой, проходящей через центр круга и лежащей в его плоскости;
19.2 x2 + y2 = R2 относительно касательной к окружности этого круга;
19.3 y = sinx, 0 6 x 6 π, y = 0 относительно прямой y = 1;
19.4 ay = x2, x+ y = 2a относительно каждой из осей координат;
19.5 x2 = 2py, y2 = 2px относительно каждой из осей координат;
19.6 r = a(1 + cosϕ) относительно полярной оси;
19.7 r2 = a2 cos 2ϕ относительно полярной оси;
19.8 xy = 4, xy = 8, x = 2y, x = y, (y > 0) относительно оси Oy.
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20. Найти координаты центра тяжести однородной пластинки, имеющей форму кругового сектора с
углом α и радиусом R.
21. Найти координаты центра масс однородной пластинки плотности γ, ограниченной линиями:
22.1 y = x2, y = 3x2, y = 3x;
22.2 y = 2x− 1, y2 = x, y = 0;
22.3 y = 4− x2, y + 3x = 4;
22.4 y =
√
2x− x2, y = 0;
22.5 y = 4x+ 4, y2 = −2x+ 4;




































22. С какой силой плоский диск радиусом R и массой M притягивает материальную точку массой m,
которая лежит на прямой, перпендикулярной диску и проходящей через его центр, на расстоянии a
от цента.
23. Пластинка в форме треугольника погружена вертикально в воду так, что её основание лежит на
поверхности воды. Основание пластинки a, высота h. Вычислить силу давления воды на каждую из
сторон пластинки.
24. Прямой круговой цилиндр погружен в наполненный жидкостью сосуд так, что его середина – точка
M – находится на глубине c под поверхностью жидкости, а ось цилиндра составляет с вертикалью
346
угол α. Длина цилиндра равна l, радиус основания a. Вычислить давление на нижнее и верхнее
основания цилиндра, если плотность жидкости равна γ0.
25. Пластинка, имеющая форму полукруга радиусом a, погружена вертикально в жидкость так, что
горизонтальный диаметр AB, служащий её основанием, находится внутри жидкости, а вершина O
полукруга соприкасается с поверхностью жидкости. Вычислить давление на пластинку, если плот-




На первом курсе нами были рассмотрены понятия кубируемости и объема тела (ограниченного множе-
ства точек пространства R3), а также определение множества объема нуль (замкнутое множество S ⊂ R3
называется множеством объема нуль, если все точки S принадлежат простейшему телу какого угодно
малого объема (под простейшим телом понималось тело, составленное из параллелепипедов с гранями,
параллельными координатным плоскостям). Отметим, что тело будет кубируемым тогда и только тогда,
когда его граница является множеством объема нуль.
При рассмотрении понятия тройного интеграла нами будут использованы такие же подходы, как и
при рассмотрении понятия двойного интеграла.
Определение 12.1. Пусть F ⊂ R3 – непустое ограниченное множество, граница ∂F которого
есть множество объема нуль. Система непустых множеств τF = {Fk}nk=1 называется разбиением
множества F , если выполнены следующие условия:
1) Fk (k = 1, n) – кубируемые множества положительного объема;






Множества Fk (k = 1, n) называются частичными множествами.
Число λτF = max
k=1,n
diam{Fk} назовем мелкостью разбиения τF непустого ограниченного множества F .
12.1 Задача о массе материального кубируемого тела
Пусть F ⊂ R3 – непустое ограниченное множество, граница ∂F которого есть множество объема нуль;
функция γ : F → R+ непрерывна на F (физический смысл функции γ – это плотность, с которой масса
распределена по F ). Необходимо дать понятие массы указанного материального тела и указать метод ее
вычисления.
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JЕсли плотность γ = γ0 = const, то масса тела mF = γ0VF , где VF – объем тела.
В дальнейшем предположим, что тело неоднородное, то есть γ 6= const.
Рассмотрим любое разбиение τF . Произвольно выбираем точки (xk, yk, zk) ∈ F k. Считаем, что для
любых точек (x, y, z) ∈ F k плотность будет постоянной и равной γk = γ (x, y, z).
Тогда масса материального тела F
mF ≈ στF =
n∑
k=1





и этот предел не зависит от разбиения τF и выбора точек (xk, yk, zk) ∈ F k, то он называется массой
материального тела F .I
Замечание 12.1. Можно привести и другие задачи, методы решения которых аналогичны методу
решения предыдущей задачи, например, задача о моменте инерции материального тела, задача о при-
тяжении материальной точки телом и другие задачи (методы решения некоторых из этих задач будут
показаны ниже).
12.2 Понятие тройного интеграла
Отвлекаясь от конкретного содержания предыдущей задачи, но повторяя аналогичные рассуждения,
мы приходим к понятию тройного интеграла.
Пусть Ω ⊂ R3 – непустое ограниченное множество, граница ∂Ω которого есть множество объема нуль




f (xk, yk, zk) ∆Vk, (12.3)
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где ∆Vk – объем частичного множества Ωk.
Будем называть στΩ интегральной суммой Римана функции f по множеству F , соответствующей
разбиению τΩ.
Определение 12.2. Число I ∈ R называют пределом интегральной суммы Римана функции
f по множеству Ω, если
∀ε > 0 ∃δ > 0 ∀τΩ λτΩ < δ ∀ (xk, yk, zk) ∈ Ωk |στΩ − I| < ε.
Указанный предел будем обозначать lim
λτΩ
στΩ = I.
Определение 12.3. Если для функции f : Ω→ R существует lim
λτΩ
στΩ = I, то его называют трой-
ным интегралом функции f по множеству Ω и обозначают
˝
Ω
f (x, y, z) dxdydz, а функцию f назы-
вают интегрируемой по множеству Ω.
Функцию f называют подынтегральной функцией, f (x, y, z) dxdydz – подынтегральным выра-
жением, множество Ω – областью интегрирования.
Замечание 12.2. Аналогично, как и для двойного интеграла, для тройного интеграла справедли-
во необходимое условие интегрируемости: если функция f интегрируема по непустому ограниченному
множеству Ω, граница ∂Ω которого есть множество объема нуль, то она ограничена на этом множестве.
12.2.1 Суммы Дарбу
Пусть Ω ⊂ R3 – непустое ограниченное множество, граница ∂Ω которого есть множество объема нуль;
функция f : Ω→ R – ограничена на Ω. Рассмотрим любое разбиение τΩ.




, mk = inf f
(x,y,z)∈Ωk










где ∆Vk – объем тела Ωk (k = 1, n).
Сумма SτΩ называется верхней суммой Дарбу, sτΩ – нижней суммой Дарбу функции f для
разбиения τΩ.
Свойства сумм Дарбу исследуются аналогично, как и свойства сумм Дарбу функции одной переменной.
В частности, можно показать, что множество верхних сумм Дарбу ограничено снизу, а нижних – сверху
по всем разбиениям τΩ. Тогда
I∗ = inf
τΩ
{SτΩ} называют верхним интегралом Дарбу,
I∗ = sup
τΩ
{sτΩ} – нижним интегралом Дарбу функции f по множеству Ω.
12.2.2 Условия существования тройного интеграла
Пусть Ω ⊂ R3 – непустое ограниченное множество, граница ∂Ω которого есть множество объема нуль.
Теорема 12.1 (критерий интегрируемости). Ограниченная на Ω функция f : Ω→ R интегрируема
по множеству Ω тогда и только тогда, когда lim
λτΩ→0
(SτΩ − sτΩ) = 0.
Теорема 12.2 (критерий Дарбу). Ограниченная на Ω функция f : Ω → R интегрируема по мно-
жеству Ω тогда и только тогда, когда I∗ = I∗ = I.
Теорема 12.3 (критерий Римана). Ограниченная на Ω функция f : Ω → R интегрируема по
множеству Ω тогда и только тогда, когда для любого ε > 0 существует τΩ, что SτΩ − sτΩ < ε.
Теорема 12.4. Пусть функция f : Ω → R интегрируема по множеству Ω, а функция g : Ω → R
ограничена на Ω, причем
S = {(x, y, z) ∈ Ω : f(x, y, z) 6= g(x, y, z)}
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есть множество объема нуль. Тогда функция функция g также будет интегрируемой по Ω, причем
˚
Ω




Теорема 12.5. Если функция f : Ω→ R непрерывна на Ω, то она интегрируема по множеству Ω.
Теорема 12.6. Если функция f : Ω→ R ограничена на Ω и непрерывна на Ω за исключением, может
быть, множества точек объема нуль, то f будет интегрируемой по множеству Ω.
12.3 Основные свойства тройных интегралов
Пусть Ω ⊂ R3 – непустое ограниченное множество, граница ∂Ω которого есть множество объема нуль.
Теорема 12.7 (свойство линейности). Если функции f : Ω → R и g : Ω → R интегрируемы по
множеству Ω, а α, β – любые действительные числа, то функция ϕ = αf + βg также интегрируема
по множеству Ω и справедлива формула
˚
Ω
ϕ (x, y, z) dxdydz = α
˚
Ω
f (x, y, z) dxdydz + β
˚
Ω
g (x, y, z) dxdydz. (12.4)
Теорема 12.8 (свойство аддитивности). Если функция f : Ω → R интегрируема по множеству
Ω, то для любого разбиения τΩ функция f будет интегрируемой по каждому частичному множеству,
причем ˚
Ω





f (x, y, z) dxdydz. (12.5)
Если же функция f интегрируема по каждому частичному множеству Ωk, то она будет интегри-
руемой и по множеству Ω, и также будет справедливо равенство (12.5).
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Теорема 12.9 (свойство монотонности). Если функции f : Ω→ R и g : Ω → R интегрируемы по
множеству Ω и для любой точки (x, y, z) ∈ Ω f (x, y, z) 6 g (x, y, z), то˚
Ω
f (x, y, z) dxdydz 6
˚
Ω
g (x, y, z) dxdydz. (12.6)
Теорема 12.10 (оценка интеграла по модулю). Если функция f : Ω → R интегрируема по мно-
жеству Ω, то и функция |f | интегрируема по Ω, и∣∣∣∣∣∣
˚
Ω




|f (x, y, z)| dxdydz. (12.7)
Теорема 12.11 (теорема о среднем). Если функция f : Ω → R интегрируема по множеству Ω,
m = inf
(x,y,z)∈Ω







f(x, y, z)dxdydz 6MVΩ,
где VΩ – объем тела Ω, причем существует µ ∈ [m,M ], что˚
Ω
f(x, y, z)dxdydz = µ · VΩ. (12.8)
Следствие 12.1. Если функция f : Ω → R непрерывна на Ω, то существует точка (x0, y0, z0) ∈ Ω,
что ˚
Ω
f(x, y, z)dxdydz = f(x0, y0, z0)VΩ. (12.9)
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12.4 Способы вычисления тройных интегралов
Сначала рассмотрим случай, когда область интегрирования представляет собой прямоугольный па-
раллелепипед
Ω =
(x, y, z) ∈ R3 :
a 6 x 6 b
c 6 y 6 d
l 6 z 6 p
 ,
где a, b, c, d, l, p ∈ R. Пусть
G =
{
(x, y) ∈ R2 : a 6 x 6 b,




(x, z) ∈ R2 : a 6 x 6 b,





(y, z) ∈ R2 : c 6 y 6 d,
l 6 z 6 p
}
.
Теорема 12.12. Пусть функция f : Ω→ R интегрируема по Ω.
Если для любой точки (x, y) ∈ G существует
ṕ
l















f(x, y, z)dz =
˚
Ω
f(x, y, z)dxdydz. (12.10)
Если для любой точки (x, z) ∈ G существует
d́
c















f(x, y, z)dy =
˚
Ω
f(x, y, z)dxdydz. (12.11)
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Если для любой точки (y, z) ∈ K существует
b́
a















f(x, y, z)dx =
˚
Ω
f(x, y, z)dxdydz. (12.12)
JДоказательство теоремы во многом аналогично доказательству теоремы 10.1.I
Интегралы в левых частях равенств (12.10)–(12.12) называют повторными интегралами.
Замечание 12.3. Если функция f : Ω→ R непрерывна на Ω, то все повторные интегралы в равенствах
(12.10)–(12.12) будут равны.
Пусть на плоскости xOy задано непустое ограниченное множество G ⊂ R2, граница ∂G которого есть
множество площади нуль; функции z1 : G → R, z2 : G → R непрерывны на G, причем для любой точки




(x, y, z) ∈ R3 : (x, y) ∈ G, z1(x, y) 6 z 6 z2(x, y)
}
(12.13)
простейшим цилиндрическим телом первого типа или z-цилиндрической областью (рисунок
12.1).
Теорема 12.13. Пусть Ω – простейшее цилиндрическое тело первого типа. Если функция f : Ω→ R
интегрируема по Ω, и для любой точки (x, y) ∈ G существует интеграл
z2(x,y)ˆ
z1(x,y)













f(x, y, z)dz =
˚
Ω
f(x, y, z)dxdydz. (12.14)
JДоказательство теоремы во многом аналогично доказательству теоремы 10.3.I
Аналогичные теоремы будут справедливы и для так называемых простейших цилиндрических тел
второго и третьего типа (y-цилиндрической и x-цилиндрической области соответственно).
Пусть на плоскости xOz задано непустое ограниченное множество F ⊂ R2, граница ∂F которого есть
множество площади нуль; функции y1 : F → R, y2 : F → R непрерывны на F , причем для любой точки





(x, y, z) ∈ R3 : (x, z) ∈ F , y1(x, z) 6 z 6 y2(x, z)
}




Теорема 12.14. Пусть Ω – простейшее цилиндрическое тело второго типа. Если функция f : Ω→ R
интегрируема по Ω, и для любой точки (x, z) ∈ F существует интеграл
y2(x,z)ˆ
y1(x,z)
f(x, y, z)dz = J(x, z),
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f(x, y, z)dy =
˚
Ω
f(x, y, z)dxdydz. (12.15)
Определение и соответствующую теорему для x-цилиндрической области сформулируйте самостоя-
тельно.
Пример 12.1. Вычислить тройной интеграл
˝
Ω
zdxdydz, где Ω – тело, ограниченное поверхностями
x+ y + z = 2, x = 0, y = 0, z = 0.
JИзобразим область интегрирования на рисунке 12.3. Видно, что область интегрирования есть про-













































4z − 2z2 − 1
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4z − 2z2 − 2z + 2z2 − 1
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12.5 Замена переменных в тройном интеграле
Теорема о замене переменных в тройном интеграле формулируется и доказывается во многом анало-
гично, как и теорема о замене переменных в двойном интеграле.
Пусть Ω ⊂ R3 – ограниченная область, граница ∂Ω которой есть множество объема нуль; Ψ ⊂ R3 –
ограниченная область, граница ∂Ψ которой есть множество объема нуль.
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Теорема 12.15. Пусть функции x = x(u, v, t), y = y(u, v, t), z = z(u, v, t), (u, v, t) ∈ Ψ, непрерывны
на Ψ и биективно отображают область Ψ на область Ω, а границу ∂Ψ на границу ∂Ω, а их частные
производные первого порядка ограничены и непрерывны на Ψ. Якобиан J = D(x,y,z)
D(u,v,t)
6= 0 на Ψ.
Если функция f = f(x, y, z) непрерывна на Ω, то
˚
Ω
f(x, y, z)dxdydz =
˚
Ψ
f(x(u, v, t), y(u, v, t), z(u, v, t) |J | dudvdt. (12.16)
12.5.1 Цилиндрические координаты
Пусть роль функций x, y и z играют соответственно функции
x = r cosϕ, y = r sinϕ, z = z, (12.17)
где r и ϕ – полярные координаты проекции точки M ′(r, ϕ, z) пространства Oxyz на плоскость z = 0
(0 6 r < +∞, 0 6 ϕ < 2π ). Величины r, ϕ, z называются цилиндрическими координатами точки

























cosϕ −r sinϕ 0








= r · (−1)3+3















Пусть теперь роль функций x, y и z играют соответственно функции
x = ρ cosϕ · sin θ, y = ρ sinϕ · sin θ, z = ρ cos θ, (12.18)
где точка M ′(ρ, ϕ, θ) из пространства Оxyz. Причем ρ – расстояние от точки M ′(ρ, ϕ, θ) до начала коорди-
нат, ϕ – полярная координата, θ – угол между осью Oz и вектором
−−→
OM ′ (рисунок 12.5).
Координаты указанной точки M ′(ρ, ϕ, θ) называются сферическими координатами, причем:
0 6 ρ < +∞, 0 6 ϕ < 2π, 0 6 θ 6 π.
Найдём якобиан указанного отображения.
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(ρ cosϕ · sin θ)′ρ (ρ sinϕ · sin θ)′ρ (ρ cos θ)′ρ
(ρ cosϕ · sin θ)′ϕ (ρ sinϕ · sin θ)′ϕ (ρ cos θ)′ϕ




cosϕ · sin θ sinϕ · sin θ cos θ
−ρ sinϕ · sin θ ρ cosϕ · sin θ 0
ρ cosϕ · cos θ ρ sinϕ · cos θ −ρ sin θ
∣∣∣∣∣∣ =
= ρ2 sin θ
∣∣∣∣∣∣
cosϕ · sin θ sinϕ · sin θ cos θ
− sinϕ cosϕ 0
cosϕ · cos θ sinϕ · cos θ − sin θ
∣∣∣∣∣∣ =
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= ρ2 sin θ
(
(−1)1+3 cos θ
∣∣∣∣ − sinϕ cosϕcosϕ · cos θ sinϕ · cos θ
∣∣∣∣+
+(−1)3+3(− sin θ)
∣∣∣∣ cosϕ · sin θ sinϕ · sin θ− sinϕ cosϕ
∣∣∣∣) =
= ρ2 sin θ(− cos2 θ − sin2 θ) = −ρ2 sin θ.
Замечание 12.4. Если рассматривать точки вида M ′(ρ, θ, ϕ), то J = ρ2 sin θ, но в обоих случаях
|J | = ρ2 sin θ.
Замечание 12.5. Формула (12.16) в случае перехода от прямоугольных декартовых координат к
криволинейным цилиндрическим и сферическим координатам примет соответственно вид (12.19) и (12.20).˚
Ω
f(x, y, z)dxdydz =
˚
Ψ
f(r cosϕ, r sinϕ, z)rdϕdrdz, (12.19)
˚
Ω
f(x, y, z)dxdydz =
˚
Ψ
f(ρ cosϕ · sin θ, ρ sinϕ · sin θ, ρ cos θ)ρ2 sin θdϕdθdρ. (12.20)
Пример 12.2. Вычислить тройной интеграл
˝
Ω
(x2 + y2)dxdydz, где область интегрирования Ω огра-
ничена поверхностями 2z = x2 + y2 и z = 2.
JИзобразим область интегрирования (рисунок 12.6), показывая её только в первом октанте с учетом ее
симметрии относительно координатных плоскостей x = 0 и y = 0, а также симметрии подынтегральной

































































Пример 12.3. Вычислить тройной интеграл
˝
Ω
z2dxdydz, где область интегрирования Ω ограничена
поверхностями x2 + y2 + z2 = R2 и x2 + y2 + z2 = 2Rz, R > 0.
JИзобразим область интегрирования Ω в первом октанте с учетом симметрии ее относительно коор-
динатных плоскостей x = 0 и y = 0, а также симметрии и подынтегральной функции z2 = z2 +0 ·x2 +0 ·y2
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относительно этих плоскостей (рисунок 12.7). Вначале находим аппликату точек пересечения сфер, решая
систему уравнений
{
x2 + y2 + z2 = R2,
x2 + y2 + z2 = 2R2z.






























Перейдем к сферическим координатам. При этом надо учесть, что при z > 0 лучи, выходящие из на-
чала координат (точки O) при 0 6 θ 6 π
3
пересекают границу области интегрирования Ω, представленную
уравнением
x2 + y2 + z2 = R2,
а при π
3
6 θ 6 π
2
– уравнением x2 + y2 + z2 = 2Rz. По этой причине представляем область интегрирования
в виде объединения двух частичных множеств Ω = Ω1 ∪ Ω2, Ω1 – для 0 6 θ 6 π3 , Ω2 – для
π
3
6 θ 6 π
2
.













ρ4 cos2 θ · sin θdρdϕdθ +
˚
Ψ2


















































































































Вопросы и задания для самоконтроля
1. Дайте понятие тройного интеграла.
2. Сформулируйте критерии интегрируемости функции трех переменных.
3. Сформулируйте свойства тройного интеграла.
4. Сформулируйте теорему о сведении тройного интеграла к повторному.
5. Дайте определения простейших цилиндрических тел первого, второго и третьего типа.
6. Сформулируйте теорему о замене переменных в тройном интеграле.




Вычисление тройных интегралов и их геометрические приложения














































где G = {(x, y, z) ∈ R3 : 0 6 y 6 h; x+ z 6 a, a > 0; x > 0} .
JИзобразим область интегрирования G на рисунке 12.8.
Тогда область интегрирования можно представить в виде
G =
{
















































(1 + x+ y + z)3
,
где область интегрирования V ограничена поверхностями x+ y + z = 1, x = 0, y = 0, z = 0.
JУравнение x+ y+ z = 1 определяет плоскость, отсекающую на осях отрезки, равные 1; x = 0, y = 0,



























































































































Если в задаче о массе материального тела положить ρ(x, y, z) = 1, то масса такого тела Ω будет чис-





Задание 4. Вычислить объём тела, ограниченного поверхностями
x2 + y2 + z2 = 4 и 3z = x2 + y2.
JИзобразим поверхности только в первом октанте с учетом симметрии тела относительно плоскостей
x = 0 и y = 0 (рисунок 12.10). В силу симметрии достаточно вычислить объём тела, находящегося в
первом октанте, и результат умножить на 4.
Найдём проекцию линии пересечения сферы и параболоида на плоскость xOy. Для этого из системы






















− 36 = 0,
откуда x2 + y2 = −12 и x2 + y2 = 3. Следовательно, уравнением проекции будет окружность x2 + y2 = 3.
Так как проекция данного тела на плоскость xOy есть круг x2 + y2 6 3, то для вычисления последнего
интеграла целесообразно перейти к цилиндрическим координатам. После преобразования по формулам
(12.17) уравнения окружности x2+y2 = 3, параболоида 3z = x2+y2 и сферы x2+y2+z2 = 4 соответственно
принимают вид:r =
√
3, z = 1
3
r2 и z =
√
4− r2. Из рисунка 12.10 видно, что в области интегрирования
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(G) угол ϕ изменяется от 0 до π
2
, r – от 0 до
√
3, а z – от z = 1
3













































































Задание 5. Вычислить с помощью тройного интеграла объем тела, ограниченного поверхностями
z = x2 + y2, z = 2x2 + 2y2, y = x, y = x2.
JОбъем тела находим по формуле (12.21). С помощью вспомогательных рисунков представим вид
тела. На рисунке 12.11 изображена проекция тела на плоскость xOy.
Цилиндрическая поверхность с направляющей (параболический сегмент – рисунок 12.11) и образу-
ющими, параллельными оси Oz, вырезает у поверхности z = x2 + y2 частичную поверхность (нижнее
основание цилиндрического тела рисунок – 12.12) и у поверхности z = 2x2 + 2y2 частичную поверхность
(верхнее основание цилиндрического тела – рисунок 12.13).
Проведем вычисление объема тела через тройной интеграл в декартовой системе координат (пояс-











































































































JЗадача сводится к вычислению тройного интеграла по области, ограниченной эллипсоидом. Учиты-
























































Задание 7. Найти с помощью тройного интеграла объем тела
G =
{
(x, y, z) ∈ R3 : x2 + y2 + z2 6 2Rz; z2 6 x2 + y2 6 4z2, (R > 0)
}
.
JИзобразим тело G на рисунке 12.14 в первом октанте.
Рисунок 12.14
x2 + y2 + z2 − 2Rz +R2 6 R2; x2 + y2 + (z −R)2 6 R2;
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{








x2 + y2 + z2 = 2Rz,
x2 + y2 = z2;
2z2 = 2Rz,
z = R.{
x2 + y2 + z2 = 2Rz,




Rz, z = 2
5
R.
Вычисление тройного интеграла V =
˝
G
dxdydz будем проводить в сферических координатах:
x = ρ cosϕ · sin θ, y = ρ sinϕ · sin θ, z = ρ cos θ.
Тело G ограничено поверхностями:
x2 + y2 + z2 = 2Rz; x2 + y2 = z2 и x2 + y2 = 4z2.
Оно симметрично по объему относительно плоскостей x = 0 и y = 0. Дальше найдем значения углов












, x2 + y2 = 4z2, z =
2
5
























; tg θ2 = 2, θ2 = arctg 2.
Запишем уравнение сферы в сферических координатах:





















































sin2 α + cos2 α
)2 = 1



























Задание 8. Найти объем тела, ограниченного поверхностью(
x2 + y2
)2
+ z4 = 63z.
JИзобразим в системе координат Oxyz заданную поверхность, перейдя предварительно к сферическим
координатам.
ρ4 sin4 θ + ρ4 cos4 θ = 63ρ cos θ; ρ3 =
63 cos θ
sin4 θ + cos4 θ
; ρ = 6 3
√
cos θ
sin4 θ + cos4 θ
.
Тело симметрично относительно координатных осей x = 0 и y = 0. По этой причине изобразим тело






















cos θ · sin θdθ








cos3 θ · sin θ










tg4 θ + 1







 u = tg θ,uн = 0,
uв = +∞






























= 36π2 (куб.ед.). I









при условии z > 0.
JПреобразуем аналитическое выражение поверхности с помощью перехода от декартовых координат
к обобщенным сферическим координатам.
x = aρ cosϕ · sin θ; y = bρ sinϕ · sin θ; z = ρ cos θ.
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Получим (
ρ2a2 cos2 ϕ · sin2 θ
a2
+
ρ2b2 sin2 ϕ · sin2 θ
b2
+ ρ2 cos2 θ
)2
= ρ2 cos2 θ;
ρ4 = ρ2 cos2 θ; ρ = cos θ.
С учетом симметричности объема тела относительно координатных плоскостей x = 0 и y = 0 изобразим





Находим Якобиан перехода от декартовых координат к обобщенным сферическим координатам
J = ρ2ab sin θ.













































Задание 10. Найти объем тела, ограниченного поверхностями:








, a > 0, |x| > |y| .
JБудем использовать цилиндрические координаты x = r cosϕ, y = r sinϕ и z = z с якобианом перехода
от декартовых координат к цилиндрическим J = r.







; r4 = a2r2
(
cos2 ϕ− sin2 ϕ
)
; r = a
√
cos 2ϕ.
Построим в плоскости xOy кривую r = a
√
cos 2ϕ (рисунок 12.19).
cos 2ϕ > 0; −π
2





+ πk 6 ϕ 6
π
4
+ πk; k ∈ Z.
Тело симметрично относительно всех координатных плоскостей, поэтому на рисунке его изображаем

















































































































































































































































= 2z, z = 0.
JИзобразим тело на рисунке 12.21 только в первом октанте, так ка оно симметрично относительно








При вычислении объёма тела воспользуемся обобщёнными цилиндрическими координатами x = ar cosϕ,
y = br sinϕ, z = z.
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Вначале найдём якобиан перехода от декартовых координат к обобщённым цилиндрическим коорди-































































Задания для самостоятельного решения































































2. Расставить всеми возможными способами пределы интегрирования в следующих тройных интегра-


































































































f(x, y, z)dx, если
3.1 V = {(x, y, z) : x2 + y2 6 R2, 0 6 z 6 H};
3.2 V = {(x, y, z) : x2 + y2 6 k2z2, 0 6 z 6 H};
3.3 V = {(x, y, z) : x2 + y2 6 R2, x2 + y2 + z2 6 4R2};
3.4 V = {(x, y, z) : x2 + y2 + z2 6 2az, x2 + y2 6 z2};
3.5 V = {(x, y, z) : x2 + y2 + z2 6 4R2, z > R};
3.6 V = {(x, y, z) : x2 + y2 + z2 6 4R2, x2 + y2 6 2Rx}.




f(x, y, z)dx, если
4.1 V = {(x, y, z) : x2 + y2 + z2 6 4az, x2 + y2 6 3z2};
4.2 V = {(x, y, z) : x2 + y2 + z2 6 R2, z2 > R/3};
4.3 V = {(x, y, z) : x2 + y2 6 R2, 0 6 z 6 H, (H > R)}.
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ρ sin θdρdϕdθ, где 0 6 ϕ 6 π
2









































(x2 − 4xy + y2)dxdydz, где










V = {(x, y, z) ∈ R3, x2 + y2 + z2 6 a
√





(x2 + y2 + z2)dxdydz, где




zdxdydz, где V =
{
(x, y, z) ∈ R3, z2 > h2
R2






zdxdydz, где V =
{
















dxdydz, где V =
{























(x+ y + z)2dxdydz, где
V =
{
(x, y, z) ∈ R3, x2 + y2 6 2az, x2 + y2 + z2 6 3a2
}
.
6. Вычислить с помощью тройного интеграла объемы тел, ограниченных указанными поверхностями:
6.1 x2 + y2 + 4z2 = 1;
6.2 x+y+z = a, x+y+z = 2a, x+y = z, x+y = 2z;









, x = a;
6.5 (x2 + y2 + z2)2 = a2z;
6.6 (x2 + y2 + z2)3 = a2xyz;
6.7 (x2 + y2 + z2)2 = axyz;
6.8 (x2 + y2 + z2)2 = az(x2 + y2);
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6.9 (x2 + y2 + z2)3 = a2z4;
6.10 (x2 + y2 + z2)3 = az(x2 + y2)2;
6.11 (x2 + y2 + z2)3 = a2y2z2;
6.12 (x2 + y2 + z2)3 = a3(x3 + y2);
6.13 (x2 + y2 + z2)3 = a3z(x3 − y2);
6.14 (x2 + y2 + z2)4 = a3z (x4 + y4);
6.15 (x2 + y2 + z2)2 = a3ze−
x2+y2
x2+y2+2 ;
6.16 (x2 + y2)2 + z4 = za3;
6.17 (x2 + y2)2 + z4 = a3 (y − x);
6.18 (x2 + y2)3 + z6 = 3a3z3;
6.19 (x2 + y2)3 + z6 = a3xyz;
6.20 r = a sinϕ (1 + cosψ);
6.21 r = a sinϕ 3√cosϕ;
6.22 r = sinϕ
(
a sin2 ψ + b cos2 ψ
)
.
6.23 z = x2 + y2, z = 2x2 + 2y2, y = z, y = x2.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 13
Физические приложения тройных интегралов
Из задачи о массе материального кубируемого тела и понятия тройного интеграла следует, что если
плотность в каждой точке указанного в задаче тела Ω равна значению функции γ : Ω→ R+, непрерывной
на Ω, Ω ⊂ R3 – непустое ограниченное множество, граница ∂F которого есть множество объема нуль, то




γ (x, y, z) dxdydz. (12.22)
Задание 1. Определить массу тела, ограниченного поверхностями z = h (h > 0) и x2 +y2−z2 = 0, если
плотность в каждой точке тела пропорциональна аппликате этой точки, а в точке (0, 0, h) эта плотность
равна h.
JПлотность тела γ = kz. Найдем коэффициент пропорциональности из начальных данных
γ(0, 0, h) = h, h = kh, k = 1.
Искомую массу вычисляем по формуле (12.22), переходя к цилиндрическим координатам (рисунок 12.22),










































































Задание 2. Определить массу сферического слоя между поверхностями
x2 + y2 + z2 = a2 и x2 + y2 + z2 = 4a2 (a < 0) ,
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если плотность в каждой его точке обратно пропорциональна расстоянию точки от начала координат.
JИзобразим поверхности только в первом октанте (рисунок 12.23) с учетом симметрии тела и подын-
тегральной функции относительно всех координатных плоскостей. Вычисляем искомую массу по формуле























































= 6kπa2 (ед. массы). I
Задание 3. Найти массу тела, ограниченного поверхностями:
z = 6− x2 − y2, z2 > x2 + y2, z > 0,
если плотность γ = z.
JПо массе тело симметрично относительно координатных плоскостей x = 0 и y = 0. По этой причине
изображаем тело только в первом октанте (рисунок 12.24).
Находим аппликату точек пересечения параболоида вращения и конуса. Имеем z = 6−z2, z2+z−6 = 0,















































































Задание 4. Найти массу шара радиуса R, если плотность его в каждой точке равна удвоенному
расстоянию этой точки от поверхности шара.
JПоместим шар в систему координат Oxyz так, чтобы центр шара совпадал с началом координат.
Так как шар в этом случае будет симметричен по массе относительно всех координатных плоскостей, то



















x2 + y2 + z2
)
dxdydz =
= 8 · 2
˚
G


































πR4 (ед. массы). I
Аналогично, как и при выводе формул для вычисления статических моментов материальной пластин-
ки через двойной интеграл, можно получить следующие формулы:
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yγ (x, y, z) dxdydz. (12.23)




xγ (x, y, z) dxdydz. (12.24)




zγ (x, y, z) dxdydz. (12.25)







γ (x, y, z) dxdydz. (12.26)







γ (x, y, z) dxdydz. (12.27)







γ (x, y, z) dxdydz. (12.28)
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По аналогии с выводом формул для вычисления координат центра тяжести материальной пластинки
получаем формулы для нахождения центра тяжести материального тела Ω.











где mΩ – масса тела Ω.
Задание 5. Найти координаты центра масс однородного тела (γ = 1), ограниченного поверхностями









JИзобразим тело на рисунке 12.26 в первом октанте (тело симметрично как по объему, так и по

















Дальше определяем радиус окружности пересечения поверхностей




= 9, x2 + y2 = 6, R =
√
6.
Из условий указанной выше симметрии первые две координаты центра тяжести тела равны нулю, то
есть xc = yc = 0.
Координату zc находим по третьей формуле (12.29). Учитываем также, что подынтегральные функции
тройных интегралов в указанной формуле симметричны относительно плоскостей x = 0 и y = 0. При













x2 + y2 = 2
√




















































































































































































































Задание 6.Найти координаты центра тяжести однородного тела, ограниченного сферой x2+y2+z2 = 4
и параболоидом 3z = x2 + y2.
JОбъём V данного тела вычислен в задании 4 практического занятия 12: V = 19
6
π. Так как данное
тело симметрично относительно оси Oz и тело однородно, то центр тяжести его лежит на оси Oz, следо-
вательно, xc = yc = 0. Остаётся найти аппликату центра тяжести тела, то есть zc =
Mx0y
mΩ
. В нашем случае,
считая тело однородным с плотностью равной единице (в этом случае mΩ = V ), переходя к цилиндриче-




































































Задание 7. Найти момент инерции однородного тела плотности γ, ограниченного поверхностями
x2 + y2 + z2 = 3, x2 + y2 = 2z, z > 0
относительно оси Oz. (x2 + y2 6 2z).
JТело симметрично относительно координатных плоскостей x = 0 и y = 0. Изобразим на рисунке










Найдем аппликату пересечения поверхностей{
x2 + y2 + z2 = 3,
x2 + y2 = 2z.
z2 + 2z − 3 = 0, z = 1.
Тогда x2 + y2 = 2. Круг x2 + y2 6 2 есть проекция тела на плоскость z = 0. Квадрат расстояния точек
тела G до оси Oz определяется формулой
d2 ((x, y, z) ∈ G,Oz) = x2 + y2 (рисунок 12.28).
Рисунок 12.28














x2 + y2 + z2 = 3;
x2 + y2 = 2z;



































































 u = √3− tu2 = 3− t,





















































































Задание 8. Найти момент инерции относительно начала координат тела, ограниченного поверхностя-
ми x2+y2+z2 = 4, y = 0, y = x√
3
(x > 0, y > 0), если плотность γ в каждой точке обратно пропорциональна
расстоянию от начала координат.














3y определяет полуплоскость, проходящую через ось Oz в первом и восьмом октантах.
Определим угол ϕ, который она образует с плоскостью x = 0. tgϕ =
√
3; ϕ = π
3
(рисунок 12.30).
Вычисление момента инерции будем выполнять в сферических координатах. Плотность
γ (x, y, z) =
k√
x2 + y2 + z2












































Задание 9. Найти координаты центра масс однородного тела плотностью γ = 1, ограниченного по-
верхностями



















, a > 0, b > 0
)
.
JТело симметрично относительно координатных плоскостей x = 0 и y = 0, поэтому изображаем его
только в первом октанте (рисунок 12.31).
Вычисления будем проводить в обобщенных цилиндрических координатах
x = ra cosϕ, y = rb sinϕ, z = z.

























 z2 − 2z + r2 = 0D
4
= 1− r2





















































































































































– центр масс тела.I
Задание 10. Найти ньютонов потенциал в точке (0, 0, 0), создаваемый шаром x2 + y2 + z2 = 4 с
плотностью γ (x, y, z) =
√
x2 + y2 + z2.
JИзобразим на рисунке 12.32 шар только в первом октанте, так как он симметричен относительно
всех координатных плоскостей.
Ньютоновым потенциалом в точке (x0, y0, z0) ∈ R3 называется интеграл
U (x0, y0, z0) = k
˚
G
γ (x, y, z) dxdydz√











где k = const, γ – плотность. Если γ – плотность масс, то ньютонов потенциал есть потенциал гравитаци-
онного поля материального тела. В нашем случае вычисляем в сферических координатах.




x2 + y2 + z2√
































Задания для самостоятельного решения
1. Из октанта шара x2 + y2 + z2 6 r2 (x > 0, y > 0, z > 0) вырезано тело, ограниченное координатными




= 1 (a 6 c, b 6 c). Найти массу этого тела, если плотность его в
каждой точке пропорциональна аппликате этой точки.
2. Определить массу пирамиды, образованной плоскостями
x+ y + z = a x = 0, y = 0, z = 0,
если плотность в каждой ее точке пропорциональна аппликате этой точки.
3. Определить массу тела, ограниченного поверхностями z = h и x2 + y2 − z2 = 0, если плотность в
каждой точке пропорциональна аппликате этой точки.
4. Вычислить массу тела, ограниченного прямым круглым цилиндром радиуса R, высоты H, если его
плотность в любой точке пропорциональна квадрату расстояния этой точки от центра основания
цилиндра.
5. Определить массу сферического слоя между поверхностями
x2 + y2 + z2 = a2 и x2 + y2 + z2 = 4a2,
если плотность в каждой его точке обратно пропорциональна расстоянию точки от начала координат.
6. Найти массу тела плотностью γ, ограниченного поверхностями:
6.1 z = x2 + y2, z2 + x2 + y2 = 6, z > 0, если γ = z;





, z = 3, если γ = x2;
6.3 z = x2 + y2, z = 2y, если γ = y;
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6.4 x+ y + z = 2, x = 0, y = 0, z = 0, γ = x+ y + z;
6.5 x = y2, x = 4, z = 2, z = 5, если γ = |y|;
6.6 z = 6− x2 − y2, z2 = x2 + y2, z > 0, если γ = z;
6.7 2x+ z = 2a, x+ z = a, y2 = ax, y = 0 (y > 0), если γ = y.
7. Найти массу прямого кругового цилиндра, высоты которого равна H, а радиус R, если плотность в
любой точке равна квадрату расстояния этой точки от центра основания цилиндра.
8. Найти статический момент относительно плоскости xOy однородного тела плотностью γ, ограни-
ченного поверхностями.
9. Найти момент инерции относительно заданной оси однородного тела плотностью γ, ограниченного
заданными поверхностями:
9.1 x = 0, x = a, y = 0, y = b, z = 0, z = c относительно осей координат;
9.2 y =
√
x, y = 2
√
x, z = 0, z + x = 4 относительно осей координат;
9.3 x2 + y2 − ax = 0, z2 = 2ax, z = 0 (z > 0) относительно осей координат;
9.4 z = 1
2
(y2 + x2), z = 1 относительно оси Ox;
9.5 x+ y + z = 2, z = 0, x2 + y2 = 2 (z > 0) относительно оси Oz;
9.6 x2 + y2 = cz, z = c относительно оси Oz;
9.7 x2 + y2 + z2 = 3, x2 + y2 = 2z, z > 0 относительно оси Oz;
9.8 (x2 + y2 + z2)2 = a3z относительно оси Oz.
10. Найти момент инерции относительно заданных плоскостей однородного тела плотностью γ, ограни-
ченного заданными поверхностями:
412
10.1 x2 + y2 = k2z2, z = h относительно xOz и xOy;







= 1, x = 0, y = 0, z = 0 (x > 0, y > 0, z > 0) относительно yOz;
10.4 (x2 + y2 + z2)2 = a2xy, x > 0, y > 0 относительно xOy.
11. Найти момент инерции однородного прямого кругового конуса плотностью γ, радиус основания
которого равен R, а высота равна H относительно его оси.
12. Найти момент инерции однородного шара массойM и радиусом R относительно точки на его сфере.
13. Найти координаты центра масс однородного тела, ограниченного поверхностями:
13.1 z = 0, x2 + y2 = 2x, z = x2 + y2;
13.2 az = a2 − x2 − y2, z = 0;
13.3 x+ y = 1, z = x2 + y2, x = 0, y = 0, z = 0;
13.4 x2 + y2 + z2 = R2, x = 0, y = 0, z = 0 (x > 0, y > 0, z > 0);
13.5 x2 + y2 = 3z2, z = H;
13.6 z2 = xy, x = a, y = b, z = 0 (z > 0);
13.7 x+ y + z = 2a, x = a, y = a, x = 0, y = 0, z = 0;
13.8 x+ y = z, x2 + y2 = 2z, xy = 1, xy = 4, y = x, y = 2x (x > 0, y > 0).
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Итоговый тест по разделу
«Кратные интегралы»
Ответьте на вопросы теста.
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ЛЕКЦИЯ 13
Криволинейные интегралы первого рода
На этой лекции мы перенесем понятие одномерного определенного интеграла Римана, взятого по пря-
молинейному отрезку, на случай, когда областью интегрирования является некоторая кривая на плоскости
R2 или в пространстве R3.
Определение 13.1. Пусть ϕ, ψ ∈ C[α, β]. Образ Γ отрезка [α, β] ⊂ R при взаимно однозначном
отображении
χ : t→ (ϕ(t), ψ(t)) , t ∈ [α, β], (13.1)
называют плоской кривой или плоской жордановой кривой, а пару функций (ϕ, ψ) – параметриза-
цией этой кривой.
Точки (ϕ(α), ψ(α)), (ϕ(β), ψ(β)) называются концами кривой Γ.
Если функции ϕ, ψ ∈ C1[α, β], то кривую Γ называют гладкой кривой. Если же функции ϕ, ψ –
кусочно-гладкие на отрезке [α, β], то кривую Γ называют кусочно-гладкой кривой.







, x ∈ [−1, 1], и (cos t, sin t), t ∈ [0, π], задают в R2 одну и ту же кривую –
полуокружность x2 + y2 = 1, y > 0.
Вообще говоря, если ω : [α1, β1] → [α, β] – любая непрерывная строго монотонная функция, то пара
сложных функций (композиций функций) (ϕ ◦ ω, ψ ◦ ω) также является параметризацией кривой Γ.
Зададим произвольное разбиение τ[α,β] : α = t0 < . . . < tn = β отрезка [α, β] на n частичных отрезков






(ϕ(tk)− ϕ(tk−1))2 + (ψ(tk)− ψ(tk−1))2.
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Геометрический смысл l(τ) – длина ломаной, вписанной в кривую в точках (ϕ(tk), ψ(tk)) (k = 0, n).




Если lΓ <∞, то кривую Γ называют спрямляемой.





ϕ′2(t) + ψ′2(t)dt. (13.2)
Для произвольного разбиения τ[α,β] : α = t0 < . . . < tn = β образ Γk отрезка [tk−1, tk] (k = 1, n) при
отображении (13.1) будем называть частичной кривой.
Определение 13.2. Совокупность τ частичных кривых Γk (k = 1, n) называют разбиением кри-
вой Γ.
Для спрямляемой кривой Γ обозначим λτ = max
k=1,n
{∆Γk} (∆Γk – длина частичной кривой Γk). λτ будем
называть мелкостью разбиения τ кривой Γ.
Замечание 13.2. Аналогичные рассмотренным выше понятия можно ввести для кривой в простран-
стве R3 – образа Γ отрезка [α, β] при взаимно однозначном отображении
χ : t→ (ϕ(t), ψ(t), ω(t)) ,
где ϕ, ψ, ω ∈ C[α, β].
Напомним некоторые важные свойства спрямляемых кривых:
1. Длина спрямляемой кривой не зависит от параметризации этой кривой.






13.1 Задача о массе материальной кривой
Пусть Γ ⊂ R2 – спрямляемая кривая, функция γ : Γ→ R+ – непрерывна на Γ.
Будем считать, что по кривой Γ распределена масса с плотностью γ(x, y, z). В таком случае кривую
будем называть материальной кривой. Необходимо дать понятие массы кривой Γ и указать способ ее
вычисления.
JРассмотрим любое разбиение τ кривой Γ на частичные кривые Γk (k = 1, n). Пусть ∆Γk – длина
частичной кривой Γk.
Берем любую точку (xk, yk) ∈ Γk и считаем, что в любой точке (x, y) ∈ Γk плотность равна γ(xk, yk).










и этот предел не зависит от способа разбиения τ материальной кривой Γ на частичные кривые Γk, а также
от выбора точек (xk, yk) ∈ Γk, то он называется массой материальной кривой Γ. I
13.2 Понятие криволинейного интеграла первого рода
Пусть Γ ⊂ R2 – спрямляемая кривая, f : Γ→ R.
Рассмотрим любое разбиение τ кривой Γ на частичные кривые Γk (k = 1, n). Пусть ∆Γk – длина






Сумму στ называют интегральной суммой функции f по кривой Γ, соответствующей разбиению τ .
Определение 13.3. Число I ∈ R называют пределом интегральной суммы στ функции f по кривой
Γ, если
∀ε > 0 ∃δ > 0 ∀τ λτ < δ ∀(xk, yk) ∈ Γk |στ − I| < ε.
Указанный предел будем обозначать lim
λτ→0
στ = I.
Определение 13.4. Если для функции f : Γ→ R существует lim
λτ→0
στ = I, то его называют криво-
линейным интегралом первого рода функции f по кривой Γ и обозначают
´
Γ
f (x, y) dΓ, а функцию
f называют интегрируемой по кривой Γ.
Функция f называется подынтегральной функцией, выражение f (x, y) dΓ – подынтегральным
выражением.
Можно показать (покажите самостоятельно), что необходимым условием существования криволиней-
ного интеграла первого рода является ограниченность функции f на спрямляемой кривой Γ.
Замечание 13.3. Важным свойством криволинейного интеграла по кривой Γ является его независи-
мость от параметризации кривой Γ (следует из определения криволинейного интеграла и независимости
длины спрямляемой кривой от ее параметризации).
13.3 Существование и вычисление криволинейного интеграла первого рода




t ∈ [α, β] , α < β, (13.6)
и для любых t ∈ [α, β]
ϕ′2(t) + ψ′2(t) > 0. (13.7)
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ϕ′2(t) + ψ′2(t)dt. (13.8)
JТак как кривая Γ гладкая, то она спрямляемая, и ее длина lΓ находится по формуле (13.2). Для





ϕ′2(u) + ψ′2(u)du. (13.9)
Значит, на отрезке [α, β] задана функция l = l(t).
Так как кривая Γ гладкая, то
√
ϕ′2(t) + ψ′2(t) ∈ C[α, β]. А тогда [1, теорема 10.2] для любого t ∈ [α, β]
существует l′(t) =
√
ϕ′2(t) + ψ′2(t), причем согласно (13.7), для любого t ∈ [α, β] l′(t) > 0. Значит, функция
l = l(t) строго возрастает на [α, β]. Поэтому существует единственная обратная ей функция t = t(l),








Таким образом, t = t(l) – непрерывная и строго монотонная функция, которая отрезок [0, lΓ] взаимно
однозначно отображает на отрезок [α, β]. Согласно замечанию 13.1, пара сложных функций{
x = ϕ(t(l)) = x(l),
y = ψ(t(l)) = y(l),
l ∈ [0, lΓ], (13.10)
также является параметризацией кривой Γ (в роли параметра выступает l – переменная длина (13.9)).
Отметим, что функции (13.10) непрерывно-дифференцируемы на отрезке [0, lγ].
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Теперь рассмотрим любое разбиение τ[0,lγ ] : 0 = l0 < . . . < ln = lΓ отрезка [0, lΓ] на n частичных
отрезков [lk−1, lk] (k = 1, n). Разбиение τ[0,lΓ] определяет разбиение τ кривой Γ на n частичных кри-


















Правая часть последнего равенства есть интегральная сумма Римана функции одной переменной
F (l) = f(x(l), y(l)), l ∈ [0, lΓ], причем в силу непрерывности функции f на кривой Γ и непрерывности
функций x = x(l) и y = y(l) на отрезке [0, lΓ], функция F (l) ∈ C[0, lΓ]. Значит, функция F (l) будет








Покажем, что если мелкость разбиения отрезка [0, lΓ] λτ[0,lΓ] → 0, то и мелкость разбиения кривой Γ
λτ → 0.









= m > 0.
Так как ∆lk > m
tḱ
tk−1
dt = m∆tk, то 0 6 ∆tk 6 ∆lkm → 0. Из последнего неравенства следует, что если
λτ[0,lΓ] → 0, то и λτ → 0.
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В последнем интеграле выполним замену переменной l = l(t), t ∈ [α, β]. Заметив, что





 = √ϕ′2(t) + ψ′2(t)dt,
получим формулу (13.8).I
Замечание 13.4. Если кривая Γ есть график функции y = y(x), непрерывно-дифференцируемой на
отрезке [a, b], то параметризуя кривую, используя в качестве параметра переменную x, получим:{
x = x,
y = y(x).








1 + y′2(x)dx. (13.13)
Если кривая Γ задана в полярной системе координат как график непрерывно-дифференцируемой
функции r = r(ϕ), ϕ ∈ [α, β], то, используя параметризацию кривой{
x = r(ϕ) cosϕ,
y = r(ϕ) sinϕ,
ϕ ∈ [α, β],
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f(r cosϕ, r sinϕ)
√
r2(ϕ) + r′2(ϕ)dϕ. (13.14)
Замечание 13.5. Из формулы (13.12) следует, что если функция непрерывна на спрямляемой кривой,
то она интегрируема по этой кривой.
Кроме того, заключение теоремы 13.1 и формула (13.12) не изменятся, если кривая Γ будет кусочно-
гладкой, а функция f – кусочно-непрерывной на этой кривой.
Пример 13.1. Вычислить криволинейный интегралˆ
Γ
y2dΓ,
где Γ – дуга одной арки циклоиды x = a(t− sin t), y = a(1− cos t), 0 6 t 6 2π.






a2 (1− cos t)2
√


























































































Замечание 13.6. Аналогично случаю кривой на плоскости вводится криволинейный интеграл первого
рода по кривой в пространстве. Также справедлива теорема, аналогичная теореме 13.1.





t ∈ [α, β] , α < β, (13.15)
и для любых t ∈ [α, β]
ϕ′2(t) + ψ′2(t) + ω′2(t) > 0. (13.16)
Тогда функция f будет интегрируемой по кривой Γ и справедлива формула
ˆ
Γ





ϕ′2(t) + ψ′2(t) + ω′2(t)dt. (13.17)
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13.4 Основные свойства криволинейного интеграла первого рода
Свойства криволинейного интеграла первого рода во многом аналогичны свойствам определенного
интеграла. Их обоснование следует из формулы (13.8). В связи с этим перечислим эти свойства.
Пусть Γ ⊂ R2 – спрямляемая кривая.
Теорема 13.3 (свойство линейности). Если функции f : Γ→ R и g : Γ→ R интегрируемы по кри-
вой Γ, а α и β – любые фиксированные действительные числа, то функция αf+βg также интегрируема
по кривой Γ и справедлива формула
ˆ
Γ







Теорема 13.4 (свойство аддитивности). Если функция f : Γ→ R интегрируема по кривой Γ, то









Если же функция f интегрируема по каждой частичной кривой Γk, то она будет интегрируемой и
по кривой Γ, и также будет справедливо равенство (13.19).
Теорема 13.5 (свойство монотонности). Если функция f : Γ→ R интегрируема по Γ и для любых
(x, y) ∈ Γ f(x, y) > 0, то ˆ
Γ
fdΓ > 0. (13.20)
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Следствие 13.1. Если функции f : Γ → R и g : Γ → R интегрируемы по кривой Γ и для любых






Теорема 13.6 (оценка по модулю). Если функция f : Γ → R интегрируема по кривой Γ, то







|f | dΓ. (13.22)
Теорема 13.7 (теорема о среднем). Если функция f : Γ→ R интегрируема по кривой Γ и
m = inf
(x,y)∈Γ




m · lΓ 6
ˆ
Γ
fdΓ 6M · lΓ,
где lΓ – длина кривой Γ, и существует µ ∈ [m,M ], чтоˆ
Γ
fdΓ = µ · lΓ. (13.23)
Следствие 13.2. Если функция f : Γ→ R непрерывна на кривой Γ, то существует точка (x0, y0) ∈ Γ,
что ˆ
Γ
fdΓ = f(x0, y0) · lΓ. (13.24)
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13.5 Криволинейный интеграл первого рода по контуру
Определение 13.5. Контуром (замкнутой жордановой кривой) на R2 называют образ от-
резка [α, β] ⊂ R при отображении χ : [α, β]→ R, которое обладает следующими свойствами:





Длина контура и криволинейный интеграл первого рода по контуру определяются точно также, как
и для кривой.








x2 + y2dK по окружности
x2 + y2 = ax, a > 0.
JИзобразим на рисунке контурK (рисунок 13.1), предварительно преобразовав уравнение окружности
к каноническому виду.
































Перейдем к полярной системе координат. Уравнение окружности в полярной системе координат:
r = a cosϕ, подынтегральная функция: r(ϕ) = r. Воспользуемся формулой (13.8).√
r2(ϕ) + r′2(ϕ) =
√













Вопросы и задания для самоконтроля
1. Дайте определение криволинейного интеграла первого рода.
2. Сформулируйте теорему о вычислении криволинейного интеграла первого рода.
3. Сформулируйте основные свойства криволинейного интеграла первого рода.
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ПРАКТИЧЕСКОЕ ЗАНЯТИЕ 14
Криволинейные интегралы первого рода и их приложения


























































где Γ – лемниската (x2 + y2)2 = a2 (x2 − y2), a > 0.
JПерейдем к полярным координатам x = r cosϕ, y = r sinϕ. Получим уравнение лемнискаты в по-
лярной системе координат: r4 = r2a2 cos 2ϕ, r = a
√
cos 2ϕ.





cos 2ϕ > 0, −π
2





+ πn 6 ϕ 6
π
4
+ πn, n ∈ Z.
В виду симметрии относительно координатных осей:
ˆ
Γ





















cos 2ϕ (− sinϕ)
)




























































где Γ – пространственная кривая {
x2 + y2 + z2 = a2,
y = x,
расположенная в первом октанте.
JИзобразим кривую на рисунке 13.3.
Кривая Γ есть дуга AMB окружности. Параметризуем кривую, выбрав в качестве параметра r пе-
ременную длину отрезка, соединяющего в плоскости xOy точку (0, 0) и любую точку (x, y) отрезка OM
(рисунок 13.3).
Имеем:
































































































Из задачи о массе материальной кривой следует, что если Γ ⊂ R2 – спрямляемая кривая, по которой
распределена масса с плотностью γ(x, y, z), причем функция γ : Γ → R+ – непрерывна на Γ, то масса
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γ(x, y, z)dΓ. (13.25)





есть длина спрямляемой кривой Γ.
Задание 5. Найти с помощью криволинейного интеграла длину астроиды
x = a cos3 t, y = a sin3 t.
JВоспользуемся формулой (13.26), где dΓ =
√
x′2(t) + y′2(t)dt.
x′t = −3a cos2 t sin t, y′t = −3a sin2 t cos t,
dΓ =
√




















= 6a. (ед. длины). I
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Задание 6. Найти массу материальной пространственной кривой Γ, заданной соотношениями
x2 + y2 + z2 = 2ax, a > 0, x2 + y2 = z2, z > 0.
Плотность кривой γ = z.
JИз системы {
x2 + y2 + z2 = 2ax
x2 + y2 = z2


















где t ∈ [−π, π].
Из уравнения x2 + y2 = z2 при z > 0 находим (−π 6 t 6 π):
z =
√







































































































































Напомним, что статическим моментомMl материальной точки массыm относительно оси l называется
произведение массы m на расстояние d указанной точки до оси l.
Для нахождения формул для статических моментов материальной кривой относительно координатных
осей применим метод, аналогичный методу определенного интеграла ([1], лекция 15).
Зная, что элемент массы кривой Γ есть γ(x, y)dΓ, где γ(x, y) – плотность кривой Γ, а dΓ – элемент длины
этой кривой. Тогда элементы искомых статистических моментов будут: yγ(x, y)dΓ – относительно оси Ox
и xγ(x, y)dΓ – относительно оси Oy. А статические моменты материальной кривой относительно

















плотности γ, расположенной в первом квадрате, относительно оси Ox (a > b).
JВоспользуемся формулой (13.29). Используем параметрическое задание эллипса{
x = a cos t,



















a2 + (b2 − a2) cos2 td(cos t) =
=
 u = cos t,uн = 1,
uв = 0
 = bγ 1ˆ
0
√




a2 − (a2 − b2)u2du =
=
ˆ √a2 − (a2 − b2)u2du = [ h = √a2 − (a2 − b2)u2, dh = −(a2−b2)udu√a2−(a2−b2)u2





a2 − (a2 − b2)u2 −
ˆ
−(a2 − b2)u2 + a2 − a2√























































Напомним, что центром тяжести (центром масс) материальной кривой Γ ⊂ R2 называют такую
точку (xc, yc) ∈ R2, что если в этой точке сосредоточить всю массу кривой Γ, то статистические моменты
точки (xc, yc) относительно координатных осей будут равны соответственно статистическим моментам
самой кривой Γ относительно этих осей:
MOx = mΓ · yc,


















3 , y > 0
с плоскостью γ = 1.
JКривая есть астроида, которую мы зададим параметрически в виде: x = a cos3 t, y = a sin3 t, t ∈ [0, π]
(рисунок 13.4).
















x′2 + y′2dt =
√





a sin3 t · 3a sin t · |cos t| dt
π́
0

















































Задание 9. Найти координаты центра масс, распределенных по пространственной кривой (винтовая
линия)
Γ : x = R cosϕ, y = R sinϕ, z = ϕ (R > 0) ,
0 6 ϕ 6 π
2





















x′2 + y′2 + z′2dϕ =
=
√



































































































































Напомним, что моментом инерции Il материальной точки массы m относительно оси l называют про-
изведение массы m на квадрат расстояния указанной точки до оси l.
Снова применим аналог метода определенного интеграла. Элемент момента инерции материальной
кривой Γ относительно оси Ox: dIOx = y2γ(x, y)dΓ, а относительно оси Oy: dIOy = x2γ(x, y)dΓ. Тогда










Задание 10. Найти момент инерции IOx одной арки циклоиды x = a(t+ sin t), y = a(1− cos t), a > 0,







(a(1 + cos t))2 + (a sin t)2dt = a
√
1 + 2 cos t+ cos2 t+ sin2 tdt =
= a
√
2(1 + cos t)dt = a
√
2 · 2 cos2 t
2





























































































































Задание 11. Найти момент инерции относительно оси ординат окружности
x2 + y2 = 2Rx, R > 0.
Плотность γ = 1.





Переходим к полярной системе координат. Уравнение заданного контура K (окружности) в полярной
системе координат имеет вид:
r = 2R cosϕ.
Тогда x = 2R cos2 ϕ, y = R sin 2ϕ, x2 = 4R2 cos4 ϕ.
dK =
√
x′2 + y′2dϕ =
√


























1 + 2 cos 2ϕ+
1 + cos 4ϕ
2
)






Задания для самостоятельного решения











x−y , где Γ – отрезок прямой y =
x
2















x2 + y2dΓ, где Γ – кривая, заданная параметрически уравнениями










, где Γ – отрезок прямой y = x
2








(x+ y)dK, где заданный контур K – правый лепесток лемнискаты





x2 + y2dK, где K – окружность x2 + y2 = ax.
2. Вычислить с помощью криволинейного интеграла длины заданных кривых:
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2.1 ay2 = x3, 0 6 x 6 5a;









(0 6 x 6 x0);
2.3 r = a sin3 ϕ
3
;




ln y (0 6 y 6 e);
2.5 y = 1− ln cosx
(




3. Найти массу дуги эллипса x = a cos t, y = b sin t (0 6 t 6 2π), если плотность ее в точке (x, y) равна
γ(x, y) = |y|.
4. Найти массу дуги параболы y = x2
2





и (2, 2), если плотность γ(x, y) = y
x
.
5. Вычислить массу кривой x = ln(1 + t2), y = 2 arctg t− t на участке от t = 0 до t = 1, если плотность
ее γ(x, y) = y
ex
.





= 1, лежащей в первом квадранте, если плотность
γ(x, y) = xy.









, если плотность ее γ(x, y) = 1
y2
.
8. Вычислите с помощью криволинейного интеграла координаты центров тяжести заданных кривых:







a (0 6 x 6 a);
8.3 y2 = ax3 − x4.
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ЛЕКЦИЯ 14
Криволинейные интегралы второго рода
Криволинейные интегралы первого рода определялись по любой спрямляемой кривой. Криволиней-
ные интегралы второго рода определяются только по так называемым ориентированным спрямляемым
прямым.
Определение 14.1. Задать ориентацию кривой – это значит задать порядок во множестве ее
концов. Кривая с заданной ориентацией называется ориентированной.
Пусть ϕ, ψ ∈ C[α, β] (α < β); кривая Γ ⊂ R2 – образ отрезка [α, β] ⊂ R при взаимно однозначном
отображении
χ : t→ (ϕ(t), ψ(t)) , t ∈ [α, β].
Зададим ориентацию кривой Γ. Конец кривой χ(α) будем считать первым концом (начальной точкой)
кривой, конец кривой χ(β) – вторым концом (конечной точкой). В этом случае ориентированную кривую
Γ будем обозначать Γ(χ(α), χ(β)). Если же χ(β) назвать первым концом кривой, а χ(α) – вторым концом,
то кривую Γ будем обозначать Γ(χ(β), χ(α)).
Как мы уже знаем из предыдущей лекции, параметризация кривой не определяется однозначно. Но
выбор другой параметризации ориентированной кривой может привести к изменению ориентации кривой.
Так, например, для кривой, являющейся графиком функции y =
√
1− x2, x ∈ [0, 1], зададим ориентацию,
выбрав в качестве начальной точки кривой точку (0, 1), а в качестве конечной точки – точку (1, 0). Если же
параметризовать кривую парой функций
{
x = cos t,






, то указанная параметризация поменяет
ориентацию кривой: точка (1, 0) станет начальной точкой кривой, а точка (0, 1) – конечной. Поэтому
в случае ориентированной кривой все ее параметризации будем делить на два класса: сохраняющие и
меняющие ориентацию.
Рассматривая разбиение τ ориентированной кривой Γ на частичные кривые Γk (k = 1, n) будем за-
давать ориентацию частичных кривых таким же образом, как и ориентацию кривой Γ. Например, если
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кривая Γ = Γ(χ(α), χ(β)), а частичная кривая Γk есть образ частичного отрезка [tk−1, tk] разбиения τ[α,β]
при отображении χ, то точка (ϕ(tk−1), ψ(tk−1)) = (xk−1, yk−1) будет начальной точкой кривой Γk, а точка
(ϕ(tk), ψ(tk)) = (xk, yk) – конечной (k = 1, n).
14.1 Задача о работе плоского силового поля
Пусть в области G ⊂ R2 декартовой плоскости задано силовое поле, то есть в каждой точке (x, y) ∈ G
приложена сила
−→
F (x, y) = P (x, y)
−→
i + Q(x, y)
−→
j , где P (x, y) и Q(x, y) – проекции силы соответственно
на оси Ox и Oy. Необходимо найти работу этой силы при перемещении материальной точки единичной

















JРассмотрим любое разбиение τ кривой Γ на n (n ∈ N) частичных кривых Γk (k = 1, n), обозначая
концы частичных кривых Mk(xk, yk) (k = 0, n). На каждой частичной кривой произвольно выбираем
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точку Mk (xk, yk) ∈ Γk. Считаем, что указанная в задаче материальная точка движется по отрезкам
Mk−1Mk – звеньям ломаной lτ , вписанной в кривую Γ. Предполагаем, что при движении точки по звену
ломаной Mk−1Mk сила
−→
F постоянная и равна
−→
F (xk, yk) = (P (xk, yk) , Q (xk, yk)). Тогда работа силы
−→
F






Mk−1Mk = P (xk, yk)∆xk +Q(xk, yk)∆yk, (14.1)
где ∆xk, ∆yk – проекции векторов
−−−−−→
Mk−1Mk соответственно на оси Ox и Oy.
А вся искомая работа
















где λτ = max
k=1,n
{∆Γk} (∆Γk – длина частичной кривой Γk) – мелкость разбиения τ , при условии что указан-
ный предел (14.3) существует и конечен, а также не зависит от разбиения τ и выбора точек Mk ∈ Γk. I
14.2 Понятие криволинейного интеграла второго рода
Пусть ϕ, ψ ∈ C[α, β] (α < β); ориентированная кривая Γ = Γ(χ(α), χ(β)) ⊂ R2 есть образ отрез-
ка [α, β] ⊂ R при взаимно однозначном отображении (13.1). На кривой Γ определена вектор-функция
−→
F (x, y) = (P (x, y), Q(x, y)), (x, y) ∈ Γ.
Рассмотрим разбиение τ кривой Γ на n частичных кривых Γk с концами (xk−1, yk−1), (xk, yk) (k = 1, n).
Пусть ∆xk = xk − xk−1, ∆yk = yk − yk−1 (k = 1, n) – проекции частичных кривых Γk на координатные оси
Ox и Oy соответственно.
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P (xk, yk) ∆xk +Q (xk, yk) ∆yk.
Сумму στ называют интегральной суммой вектор-функции
−→
F , соответствующей разбиению τ кри-
вой Γ(A,B).
Определение 14.2. Число I ∈ R называют пределом интегральной суммы στ вектор-функции
−→
F
по ориентированной кривой Γ, если
∀ε > 0 ∃δ > 0 ∀τ λτ < δ ∀(xk, yk) ∈ Γk |στ − I| < ε.
Указанный предел будем обозначать lim
λτ→0
στ = I.




στ = I, то его называют криво-
линейным интегралом второго рода вектор-функции
−→
F по кривой Γ и обозначают
ˆ
Γ
P (x, y)dx+Q(x, y)dy, (14.4)
а вектор-функцию
−→
F называют интегрируемой по кривой Γ.
Функции P и Q также называют интегрируемыми по кривой Γ.
Выражение P (x, y)dx+Q(x, y)dy называют подынтегральным выражением.
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Замечание 14.1. Из определения криволинейного интеграла второго рода следует,что
ˆ
Γ(χ(α),χ(β))
P (x, y)dx+Q(x, y)dy = −
ˆ
Γ(χ(β),χ(α))
P (x, y)dx+Q(x, y)dy,
т.е., криволинейный интеграл второго рода зависит от выбора ориентации кривой.
В самом деле, при разбиении кривой Γ(χ(β), χ(α)) на частичные кривые их проекции на оси Ox и
Oy соответственно будут равны: ∆x = xk−1 − xk, ∆yk = yk−1 − yk. Поэтому интегральные суммы вектор-
функции
−→
F , соответствующие разбиению τ кривой Γ(χ(α), χ(β)) и кривой Γ(χ(β), χ(α)), будут отличаться
только знаком.
Но криволинейный интеграл второго рода не зависит от параметризации кривой Γ, сохраняющей
ориентацию кривой.
Замечание 14.2. Криволинейный интеграл (14.4) называется полным криволинейным интегра-
лом. Он представляет собой сумму двух неполных криволинейных интегралов
´
Γ










F (x, y) = Q(x, y)
−→
j соответственно.
Можно показать (покажите самостоятельно), что необходимым условием существования криволиней-
ного интеграла второго рода является ограниченность функций P и Q на ориентированной спрямляемой
кривой Γ.
14.3 Теорема о существовании и вычислении криволинейного интеграла второго рода




, t ∈ [α, β] (α < β), χ(α) = (ϕ(α), ψ(α)), χ(β) = (ϕ(β), ψ(β)),
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и для любых t ∈ [α, β]
ϕ′2(t) + ψ′2(t) > 0.
Если функции P : Γ→ R и Q : Γ→ R непрерывны на Γ, то существует криволинейный интеграл
ˆ
Γ
P (x, y)dx+Q(x, y)dy =
βˆ
α
(P (ϕ(t), ψ(t))ϕ′(t) +Q(ϕ(t), ψ(t))ψ′(t)) dt. (14.5)
JДля доказательства теоремы достаточно показать существование неполных криволинейных интегра-
лов и справедливость равенств
ˆ
Γ
P (x, y)dx =
βˆ
α







Докажем равенство (14.6); равенство (14.7) доказывается аналогично.
Рассмотрим любое разбиение τ[α,β] отрезка [α, β] на n (n ∈ N) частичных отрезков [tk−1, tk] (k = 1, n).
Указанному разбиению соответствует разбиение τ кривой Γ на n частичных ориентированных кривых Γk




P (xk, yk)∆xk, (14.8)
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где (xk, yk) = (ϕ(tk), ψ(tk));




Так как P (ϕ(t), ψ(t))ϕ′(t) ∈ C [α, β], то интеграл I =
β́
α






P (ϕ(t), ψ(t))ϕ′(t)dt. (14.10)
Оценим сверху |στ − I|.





(P (ϕ(tk), ψ(tk))− P (ϕ(t), ψ(t)))ϕ′(t)dt. (14.11)










= m > 0.
Так как ∆Γk > m
tḱ
tk−1
dt = m∆tk, то 0 6 ∆tk 6 ∆Γkm . Из последнего неравенства следует, что при λτ → 0
будет и λτ[α,β] → 0. С учетом этого, и того, что P непрерывна на Γ, получим:
∀ε > 0 ∃δ > 0 ∀ττ[α,β] λτ[α,β] < δ
∣∣P (ϕ(tk), ψ(tk))− P (ϕ(tk), ψ(tk))∣∣ < ε.
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Так как ϕ′ ∈ C [α, β], то ϕ′ ограничена на отрезке [α, β], то есть существует D > 0, что для любого
t ∈ [α, β] |ϕ′(t)| 6 D. Тогда

















P (x, y)dx = I. I
Замечание 14.3. Заключение теоремы 14.1 и формула (14.5) не изменятся, если кривая Γ будет
кусочно-гладкой, а функции P и Q – кусочно-непрерывными на этой кривой.
Пример 14.1. Найти работу упругой силы, направленной к началу координат, величина которой
пропорциональна удалению точки от начала координат, если точка приложения силы описывает против





= 1, лежащую в первой координатной четверти (рисунок 14.2).
J
−→
F = −kx−→i − ky−→j ,

























Для неполного криволинейного интеграла I1 параметризуем кривую Γ используя в качестве параметра
















(2a− y)dx+ (y − a)dy, (14.12)

























dt = πa2. I
Замечание 14.4. Аналогично случаю кривой на плоскости вводится криволинейный интеграл второго
рода по кривой в пространстве. Также в этом случае будет справедлива теорема, аналогичная теореме
14.1.




xdx+ ydy + (x+ y − 1)dz, (14.13)
где Γ – отрезок, проходящий от точки (1, 1, 1) к точке (2, 3, 4).
JЗапишем уравнение отрезка в параметрическом виде:
x = 1 + t,
y = 1 + 2t,





(1 + t)dt+ 2
1ˆ
0
(1 + 2t)dt+ 3
1ˆ
0
(1 + 3t)dt = 13. I
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14.4 Основные свойства криволинейного интеграла второго рода
Основные свойства криволинейного интеграла второго рода доказываются аналогично свойствам опре-
деленного интеграла Римана, поэтому мы приведем эти свойства без доказательств. Для краткости за-
писей будем рассматривать неполные криволинейные интегралы второго рода, что не теряет общности
рассуждений.
Теорема 14.2 (свойство линейности). Если функции P1 : Γ → R и P2 : Γ → R интегрируемы по
ориентированной спрямляемой кривой Γ, а α и β любые фиксированные действительные числа, то и
функция αP1 + βP2 интегрируема по кривой Γ и справедливо равенствоˆ
Γ







Теорема 14.3 (свойство аддитивности). Если функция P : Γ → R интегрируема по ориентиро-









Если же функция P интегрируема по каждой частичной кривой Γk, то она будет интегрируемой и
по кривой Γ, и также будет справедливо равенство (14.15).
Вопросы и задания для самоконтроля
1. Дайте определение ориентированной кривой.
2. Дайте определение криволинейного интеграла второго рода.
3. Сформулируйте теорему о существовании и вычислении криволинейного интеграла второго рода.
4. Сформулируйте основные свойства криволинейного интеграла второго рода.
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ЛЕКЦИЯ 15
Криволинейный интеграл второго рода по контуру. Формула Грина
Ранее нами рассмотрено понятие контура (замкнутой жордановой кривой). Для определения криво-
линейного интеграла второго рода вдоль контура необходимо определить его ориентацию.
Если Γ ⊂ R2 – контур, то ориентацию его можно задать «порядком прохождения» трех его точек
(x1, y1)→ (x2, y2)→ (x3, y3)→ (x1, y1) или (x1, y1)→ (x3, y3)→ (x2, y2)→ (x1, y1),
где (x1, y1), (x2, y2), (x3, y3) ∈ Γ.
Все параметризации контура разбиваются на два класса – сохраняющие ориентацию и меняющие
ориентацию.
Задание ориентации не зависит от выбора точек (x1, y1), (x2, y2), (x3, y3) ∈ Γ в том смысле, что если
параметризация «проходит» какие-то три точки в определенном порядке, то любая параметризация того
же класса проходит их в том же порядке.
Теперь криволинейный интеграл второго рода вдоль ориентированного контура определяется точно
так же, как и для ориентированной кривой (определение 14.4).
Если Γ – спрямляемый контур, то его можно ориентировать двумя способами, поэтому одну из ориента-
ций можно назвать положительной, а другую – отрицательной. При этом в качестве положительной
принято выбирать ту, при которой при обходе контура с помощью параметризации, сохраняющей эту
ориентацию, область, ограниченная контуром, остается слева (обход совершается «против часовой стрел-
ки»). Это определение не является, конечно, строгим, но оно интуитивно понятно в случае, когда контур
является гладким или кусочно-гладким.
В случае положительно ориентированного контура криволинейный интеграл второго рода по контуру
принято обозначать так: ffi
Γ
P (x, y)dx+Q(x, y)dy, (15.1)
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в случае же отрицательно ориентированного контура:

Γ
P (x, y)dx+Q(x, y)dy. (15.2)
Замечание 15.1. Из задачи о работе плоского силового поля следует, что значение работы вдоль
замкнутого контура разбивает силовые поля на два класса:
1-й класс – потенциальные силовые поля при условии, что работа по замкнутому контуру равна
нулю;
2-й класс – непотенциальные силовые поля (работа по замкнутому контуру не равна нулю).
15.1 Формула Грина
Формула Грина устанавливает связь между криволинейным интегралом второго рода по спрямляемо-
му ориентированному контуру и двойным интегралом по области, границей которой является указанный
контур.
Пусть кусочно-гладкий положительно ориентированный контур Γ есть граница области интегрирова-
ния первого типа G ⊂ R2 (рисунок 15.1):
G =
{
(x, y) ∈ R2 : a 6 x 6 b, y1(x) 6 y 6 y2(x)
}
,
функции y = y1(x) и y = y2(x) – кусочно-гладкие на отрезке [a, b].
Теорема 15.1. Пусть функция P : G → R непрерывна на G, а ее частная производная первого
порядка ∂P
∂y





(x, y)dxdy = −
ffi
Γ














































P (x, y)dx. (15.4)
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P (x, y)dx = −
ˆ
Γ(B,C)
P (x, y)dx = 0. (15.5)
С учетом равенств (15.4) и (15.5) получим справедливость заключения теоремы.I
Замечание 15.2. Аналогично рассматривается простейшая область второго типа G ⊂ R2 (рисунок
15.2). Пусть контур Γ – граница множества
G =
{
(x, y) ∈ R2 : c 6 y 6 d, x1(y) 6 x 6 x2(y)
}
,












Теорема 15.2. Если функция Q : G→ R непрерывна на G, а ее частная производная первого порядка
∂Q
∂x









Замечание 15.3. Доказательство теоремы 15.2 аналогично доказательству теоремы 15.1.
По свойству аддитивности для двойных и криволинейных интегралов, а также с учетом того, что
сумма криволинейных неполных интегралов от одной и той же функции по одной и той же кривой, но
в противоположных направлениях равны нулю, получим справедливость формул (15.3) и (15.6), если
область G допускает представление в виде конечного числа простейших областей как первого, так и
второго типов (другие условия теорем 15.1 и 15.2 должны сохраниться). В этом случае будет справедлива
и полная формула Грина
ffi
Γ











Областями, допускающими выше указанное разбиение на простейшие области как первого, так и вто-
рого типов, будут многоугольные области. Но можно показать, что любая область G с кусочно-гладкой
границей Γ допускает аппроксимацию многоугольными областями со сколь угодно малой ошибкой по
величине площади. По этой причине будет справедлива формула Грина вида (15.7) для более общего
случая.





непрерывны и ограничены на области G с кусочно-гладкой границей Γ, то справедлива формула
Грина (15.7).
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15.2 Приложения формулы Грина к вычислению площадей плоских фигур





dxdy = SG, (15.8)











xdy − ydx. (15.10)






J Используем параметрическое задание эллипса{
x = a cos t,
y = b sin t,
t ∈ [0, 2π] .















dt = πab (кв. ед.). I
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15.3 Четыре равносильных условия для криволинейного
интеграла второго рода
Определение 15.1. Область G ⊂ R2 называется односвязной, если любой кусочно гладкий контур
Γ ⊂ G является границей области, содержащейся в G.
Другими словами, область односвязна, если для любой области D с кусочно-гладкой границей ∂D
∂D ⊂ G⇒ D ⊂ G.
Иначе говоря, в области G «нет дыр».
Теорема 15.4. Пусть G ⊂ R2 – односвязная область с кусочно-гладкой границей ∂G, функции





рывны и ограничены на G. Тогда равносильны следующие условия:
1. Для любого кусочно-гладкого контура Γ ⊂ G˛
Γ
P (x, y)dx+Q(x, y)dy = 0. (15.11)
2. Для любых точек B и C из области G криволинейный интегралˆ
Γ(B,C)
P (x, y)dx+Q(x, y)dy (15.12)
не зависит от выбора кусочно-гладкой кривой Γ с начальной точкой B и конечной точкой C.
3. Выражение P (x, y)dx+Q(x, y)dy есть полный дифференциал некоторой функции, определенной на
области G.








JДоказательство теоремы проведем по схеме 1→ 2→ 3→ 4→ 1












Возьмем любые кусочно-гладкие кривые Γ1 и Γ2 из области G, концами которых будут точки B и C.
Указанные кривые образуют кусочно-гладкий контур Γ = Γ1 ∪ Γ2. Согласно условию 1:˛
Γ
P (x, y)dx+Q(x, y)dy = 0. (15.14)






















. Утверждение 2 доказано.




б) 2→ 3 (дано условие 2, докажем справедливость утверждения 3).
Фиксируем точку B(x0, y0), а точка C(x, y) пусть будет текущей в области G. Через Γ обозначим
переменную кусочно-гладкую кривую, началом которой будет точка B и концом точка C.
Тогда для любой точки C(x, y) криволинейный интеграл
ˆ
Γ(B,C)
P (x, y)dx+Q(x, y)dy (15.15)
есть функция u = u(x, y) координат x и y точки C, определенная на области G. Покажем, что функция
u дифференцируема в области G и ее полный дифференциал
du(x, y) = P (x, y)dx+Q(x, y)dy = u′x(x, y)dx+ u
′
y(x, y)dy. (15.16)
Для наглядности используем рисунок 15.4
Вначале докажем существование на области G ∂u
∂x
(x, y) = P (x, y). Придаем абсциссе x точки C любое
приращение ∆x 6= 0, но такое, что точка C1(x+ ∆x, y) ∈ G. Тогда частное приращение
∆xu(x, y) = u(x+ ∆x, y)− u(x, y) =
C1ˆ
C





( ,   )C x y
1( , )C x x y+




причем dy = 0 (криволинейный интеграл берем по отрезку, параллельному оси Ox, y = const).












(x, y) = lim
∆x→0
P (x+ θ∆x, y) = P (x, y). (15.18)
При доказательстве (15.18) учитываем, что функция P непрерывна в области G. Аналогично доказы-
вается, что ∂u
∂y
(x, y) = Q(x, y) в области G.
Так как u′x и u′y, равные соответственно P и Q, непрерывны в области G, то функция u дифференци-
руема в этой области (достаточный признак дифференцируемости функции u в любой точке области G).
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Тогда
du(x, y) = u′x(x, y)dx+ u
′
y(x, y)dy = P (x, y)dx+Q(x, y)dy.
Утверждение 3 доказано.
в) 3→ 4 (дано условие 3, требуется доказать утверждение 4).
Воспользуемся теоремой Шварца о равенстве смешанных производных. В нашем случае
∂u
∂x
(x, y) = P (x, y) и
∂u
∂y
(x, y) = Q(x, y).
Тогда ∂2u
∂y∂x
(x, y) = ∂P
∂y
(x, y) и ∂2u
∂x∂y
(x, y) = ∂Q
∂x









, а, значит, они будут равны, поэтому




. Утверждение 4 доказано.
г) 4→ 1 (дано условие 4, требуется доказать утверждение 1).
При условиях теоремы справедлива формула Грина для любого кусочно-гладкого контура Γ ⊂ G,
являющегося границей области D ⊂ G:
ffi
Γ















(x, y) = 0. Тогда
˛
Γ
P (x, y)dx+Q(x, y)dy = 0. I
466
15.4 Восстановление функции по ее полному дифференциалу
с помощью криволинейного интеграла
Теорема 15.5. Пусть G ⊂ R2 – односвязная область с кусочно-гладкой границей ∂G, функции




непрерывны на G, и







Тогда на G P (x, y)dx+Q(x, y)dy есть полный дифференциал некоторой функции u : G→ R, которая




P (x, y)dx+Q(x, y)dy + C, (15.21)
где (x0, y0) – любая фиксированная точка области G, а (x, y) – текущая точка этой области, причем
указанные точки есть концы любой кусочно-гладкой кривой, принадлежащей области G, по которой
проводится интегрирование.
JВыполняются условия теоремы 15.4, поэтому равенство (15.20) будет выполняться тогда и только
тогда, когда
P (x, y)dx+Q(x, y)dy
есть полный дифференциал некоторой функции u : G→ R. Также в теореме 15.4 было показано, что при
выполнении равенства (15.20) условию






P (x, y)dx+Q(x, y)dy. (15.23)
Далее учтем, что две функции, имеющие одинаковые полные дифференциалы, отличаются одна от
другой только на постоянные слагаемые.I
Замечание 15.5. Так как точки (x0, y0) и (x, y) могут быть концами любой кусочно-гладкой кривой,
то чаще всего в качестве такой кривой берут ломанную со звеньями, параллельными координатным осям.
Замечание 15.6. Доказанная теорема дает один из методов решения дифференциальных уравнений
первого порядка в полных дифференциалах.










dy = 0. (15.24)
JУравнение имеет вид
P (x, y)dx+Q(x, y)dy = 0, (15.25)
где P (x, y) = 12x2y + 1
y2
, Q(x, y) = 4x3 − 2x
y3
.
Ось Ox разбивает координатную плоскость R2 на две односвязные области: G1 (y > 0) и G2 (y < 0).
Решение уравнения (15.24) будем проводить в области G1. Находим
∂P
∂y









Выполняются условия предыдущей теоремы, поэтому левая часть уравнения (15.24) есть полный диф-
ференциал некоторой функции u в односвязной области G1. По формуле (15.21) находим функцию u с



















 Γ1 : y = 1, dy = 0,x− параметр,
0 6 x 6 x
∣∣∣∣∣∣
Γ2 : x = const, dx = 0,
y − параметр,




















Вопросы и задания для самоконтроля
1. Дайте определение контура. Каким образом можно ориентировать контур?
2. Докажите формулу Грина. Каким образом формула Грина применяется для вычисления площади
плоской фигуры.
3. Сформулируйте теорему о четырех равносильных условиях для криволинейного интеграла второго
рода.




Криволинейные интегралы второго рода и их приложения
Задание 1. Вычислить криволинейный интеграл
ˆ
Γ
(xy − y2)dx+ xdy,
где Γ – дуга параболы y = 2x2 от точки (0, 0) до точки (1, 2).
JПримем за параметр переменную x (0 6 x 6 1) и преобразуем криволинейный интеграл в опреде-
ленный. Из уравнения параболы находим dy = 4xdx. Поэтому
ˆ
Γ
(xy − y2)dx+ xdy =
1ˆ
0
(x · 2x2 − 4x4 + x · 4x)dx = 17
10
. I




где Γ – положительно ориентированная верхняя половина эллипса
x = a cos t, y = b sin t.













Задание 3. Вычислить криволинейный интеграл
ffi
(ABCA)
(3x2 + y)dx+ (x− 2y2)dy,
где (ABCA) – граница треугольника с вершинами A(0, 0), B(1, 0) и C(0, 1).
JКонтур интегрирования изображен на рисунке 15.6. Направление интегрирования определенно по-
следовательностью букв, являющихся точками контура. Для решения задачи вычислим интеграл по каж-








1. Сторона треугольника AB определяется уравнением y = 0. Тогда dy = 0, и подынтегральное выра-
жение вдоль этой стороны имеет вид 3x2dx. Точке A соответствует значение x = 0, а точке B – значение
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2. Сторона треугольника BC определяется уравнением x + y = 1. Преобразуем интеграл по стороне
BC в определенный интеграл относительно переменной x. Для этого из уравнения x + y = 1 находим:
y = 1− x, dy = −dx. Точке B соответствует значение x = 1, точке C – значение x = 0. Следовательно,
ˆ
(BC)









3. Сторона CA определяется уравнением x = 0. Тогда dx = 0 и подынтегральное выражение вдоль
этой стороны имеет вид – 2y2dy. Пределы интегрирования будут от точки C (y = 1) до точки A (y = 0).
Имеем: ˆ
(CA)







Таким образом, получим, чтоˆ
(ABCA)























причем функции P и Q непрерывны вместе с частными производными первого порядка, то интеграл по
замкнутому контуру равен нулю.I
Задание 4. Показать, что криволинейный интеграл
(2,3)ˆ
(0,1)
(x+ y)dx+ (x− y)dy
не зависит от кривой с начальной точкой (0, 1) и конечной точкой (2, 3), и вычислить его.
JФункции P (x, y) = x + y и Q(x, y) = x − y, (x, y) ∈ R2, вместе со своими частными производными
∂P
∂y
= 1 и ∂Q
∂x




. Следовательно, данный интеграл не зависит от кри-
вой с начальной точкой (0, 1) и конечной точкой (2, 3), и для вычисления интеграла мы можем выбирать
любую кривую, соединяющую точки (0, 1) и (2, 3). Поскольку удобнее всего вычислять криволинейный
интеграл по отрезкам, параллельным осям координат, то выберем кривую в виде ломаной, состоящей из
двух звеньев, параллельных координатным осям (рисунок 15.7). За вершину возьмем точку (2, 1). Тогда
(2,3)ˆ
(0,1)







Точки (0, 1)и (2, 1) соединяет отрезок прямой y = 1. Следовательно, dy = 0 и
(2,1)ˆ
(0,1)
(x+ y)dx+ (x− y)dy =
2ˆ
0









Точки (2, 1) и (2, 3) соединяет отрезок прямой x = 2. Следовательно, dx = 0 и
(2,3)ˆ
(2,1)
(x+ y)dx+ (x− y)dy =
3ˆ
1
(2− y)dy = 0.
Таким образом, искомый интеграл
(2,3)ˆ
(0,1)
(x+ y)dx+ (x− y)dy = 4 + 0 = 4. I
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dx+ (x3 − xy2)dy (15.26)
полным дифференциалом некоторой функции двух переменных F = F (x, y), (x, y) ∈ R2, и, если это так,
найти аналитическое выражение для функции F .
JВ данном выражении
P (x, y) = 3x2y − y
3
3
, Q(x, y) = x3 − xy2.
Частные производные ∂P
∂y
= 3x2− y2, ∂Q
∂x
= 3x2− y2 равны между собой и непрерывны. Следовательно,
выражение (15.26) является полным дифференциалом dF (x, y). Для отыскания функции F воспользуемся
формулой




где (x0, y0) – некоторая фиксированная точка, а (x, y) – переменная точка, взятые из области непрерыв-




. В данном случае в качестве точки (x0, y0) удобнее взять точку (0, 0).








dx+ (x3 − xy2)dy
не зависит от кривой, соединяющей точки (0, 0) и (x, y), выберем кривую от точки (0, 0) до точки (x, y) в





























Таким образом F (x, y) = x3y − xy3
3
. I




xdx+ ydy + (x+ y − 1) dz,













x = t+ 1,
y = 2t+ 1,
z = 3t+ 1.




(t+ 1) dt+ 2
1ˆ
0
(2t+ 1) dt+ 3
1ˆ
0
(t+ 1 + 2t+ 1− 1) dt = 13. I







dx+ 2yzdy − x2dz
по пространственной кривой, заданной параметрически x = t, y = t2, z = t3 в направлении возрастания
параметра при 0 6 t 6 1.
JИзобразим кривую на рисунке 15.9. Из x = t следует, что y = x2 и z = x3. Имеем две парабола-










t2 · t3 · 2tdt−
1ˆ
0


























































Γ : x = a cos t, y = a sin t, z =
a
2π
t, 0 6 t 6 2π,
в направлении возрастания параметра t.




a sin t · a
2π











a cos t · a sin t · a
2π






























u = t du = dt
















































где Γ – окружность x2 + y2 = R2 в направлении против хода часовой стрелки.
J1) Преобразуем данный криволинейный интеграл с помощью формулы Грина к двойному интегралу















где P – круг x2 + y2 6 R2.
2) Вычислим полученный нами двойной интеграл, переходя к полярным координатам x = r cosϕ,




















ex (1− cos y) dx+ ex (sin y − y) dy,
Γ – границе множества
G =
{
(x, y) ∈ R2, 0 6 x 6 π, 0 6 y 6 sinx
}
.





























































ex cos 2xdx =
[
u = ex, du = exdx,










u = ex, du = exdx,
























(eπ − 1) = 1
5













(1− eπ) . I
Задание 11. Найти площадь области, ограниченной плоскими кривыми
x = t2, y = t3, x = 1.
JИзобразим область на рисунке 15.12.
y = t3, t = 3
√









2 , x = 1.
Область G симметрична по площади относительно оси Ox.


































































Задание 12. Поле образовано силой
∣∣∣~F ∣∣∣ = kr , направление которой составляет угол π2 с направлением
радиуса-вектора точки ее приложения. Найти работу поля при перемещении материальной точки массы
m по дуге окружности x2 + y2 = a2 из точки (a, 0) в точку (0, a).
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Рисунок 15.13




P (x, y) dx+Q (x, y) dy.
Воспользуемся полярной системой координат.
x = r cosϕ, y = r sinϕ, dx = −r sinϕdϕ, dy = r cosϕdϕ.






























sinϕ (−r sinϕ) + k
r






Задание 13. Найти работу силового поля ~F = λ~r, где ~r = x~i+ y~j + z~k, вдоль отрезка, соединяющего
точки (0, 0, 0) и (x0, y0, z0)




P (x, y, z) dx+Q (x, y, z) dy +R (x, y, z) dz,
где P (x, y, z) = λx, Q (x, y, z) = λy, R (x, y, z) = λz.

















































Задание 14. Найти работу силового поля ~F = (y,−z, x) вдоль контура
Γ :
{
x2 + y2 + 2z2 = 2a2,
y = x.
Контур Γ ориентирован против часовой стрелки со стороны оси Ox.






)2 + z2a2 = 1.
Дуга AmB есть 1
4
часть контура Γ.
Найдем проекцию контура Γ на плоскость y = 0:{
x2 + y2 + 2z2 = 2a2,
x2 = y2;
2x2 + 2z2 = 2a2,
x2 + z2 = a2.
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Кривая (проекция контура Γ на плоскость y = 0) x2 + z2 = a2 есть окружность. Используем полярную
систему координат x = r cosϕ, z = r sinϕ, y = r cosϕ, r2 = a2, r = a.
Тогда x = y = a cosϕ, z = a sinϕ.




ydx− zdy + xdz =
[
dx = dy = −a sinϕdϕ,










dϕ = 2πa2 (Дж.). I
Задания для самостоятельного решения





























































вдоль правого лепестка лемнискаты ρ2 = a2 cos 2ϕ в положительном направлении.
























(x4 + 4xy3)dx+ (6x2y2 − 5y4)dy.
3. Проверить, являются ли данные выражения полными дифференциалами функций двух переменных,
и если да, то найти эти функции:
3.1 (x2 + 2xy − y2)dx+ (x2 − 2xy − y2)dy;
3.2 (3x2 − 2xy + y2)dx− (x2 − 2xy + 3y2)dy;
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ex [(1− cos y)dx− (y − sin y)dy], где Γ – пробегаемый в положительном направлении контур,




(y−x2)dx+(x+y2)dy, где контур Γ ограничивает круговой сектор радиусаR с углом ϕ
(




5. Вычислить с помощью криволинейного интеграла площади плоских фигур, ограниченных следую-
щими кривыми:
5.1 x = a cos t, y = b sin t;
5.2
{
x = a(2 cos t− cos 2t),
y = a(2 sin t− sin 2t).
5.3 x3 + y3 = 3axy (a > 0);
5.4 (x2 + y2)2 = a2(x2 − y2).
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6. Силовое поле образовано силой
−→
F , равной по величине расстоянию точки ее приложения от начала
координат и направленной в начало координат. Найти работу силы поля, затраченную на переме-




7. Поле образовано силой, имеющей постоянную величину F и направление положительной полуоси
Ox. Найти работу поля, затраченную на передвижение материальной точки единичной массы по
ходу часовой стрелки вдоль четверти окружности x2 + y2 = R2, лежащей в первом квадранте.
8. Поле образовано силой, направленной в начало координат и равной расстоянию точки приложения




F на координатные оси равны Fx = 2xy, Fy = x2. Показать, что силовое поле
потенциальное и вычислить работу поля при перемещении точки с массой, равной единице, из точки
(1, 0) в точку(0, 3).
10. Найти работу упругой силы, направленной к началу координат, величина которой пропорциональ-
на удалению точки от начала координат, если точка приложения силы описывает против часовой





= 1, лежащую в первом квадранте.
491





Итоговый тест по разделу
«Криволинейные интегралы»
Ответьте на вопросы теста.
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Вопросы для подготовки к экзамену и (или) зачету
1. n-мерное евклидово пространство. Различные типы множеств n-мерного евклидового пространства.
2. Предел последовательности точек n-мерного евклидового пространства. Теорема Больцано–Вейер-
штрасса.
3. Понятие функции многих переменных. Множество уровня функции. Предел функции многих пере-
менных.
4. Непрерывность функции многих переменных. Равномерная непрерывность. Теорема Кантора.
5. Частные производные первого порядка функции многих переменных. Дифференцируемость и диф-
ференциал функции многих переменных. Связь между непрерывностью и существованием частных
производных первого порядка функции многих переменных с дифференцируемостью.
6. Достаточное условие дифференцируемости функции многих переменных.
7. Касательная плоскость и нормаль к поверхности.
8. Производные и дифференциалы сложной функции многих переменных. Инвариантность формы
первого дифференциала.
9. Производные и дифференциалы высших порядков функции многих переменных. Теорема Шварца.
10. Производная функции по направлению. Градиент.
11. Формула Тейлора для функции многих переменных.
12. Понятие функции, заданной неявно. Частные производные неявно заданной функции.
13. Экстремум функции многих переменных. Необходимое и достаточное условия локального экстрему-
ма.
14. Условный экстремум. Метод неопределенных множителей Лагранжа. Достаточный признак услов-
ного экстремума.
15. Понятие двойного интеграла. Суммы Дарбу. Условия существования двойного интеграла. Основные
свойства двойного интеграла.
16. Приведение двойного интеграла к повторному в случае прямоугольной области интегрирования.
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17. Приведение двойного интеграла к повторному в случае криволинейной области интегрирования.
18. Криволинейные координаты. Замена переменных в двойном интеграле. Якобиан в полярных криво-
линейных координатах.
19. Площадь гладкой поверхности и ее вычисление посредством двойного интеграла.
20. Понятие тройного интеграла. Суммы Дарбу. Условия существования тройного интеграла. Основные
свойства тройного интеграла.
21. Вычисление тройного интеграла. Криволинейные координаты. Замена переменных в тройном инте-
грале. Цилиндрические координаты. Сферические координаты.
22. Криволинейные интегралы первого рода, их существование, вычисление.
23. Криволинейные интегралы второго рода, их существование, вычисление.
24. Криволинейный интеграл второго рода по контуру. Формула Грина.
25. Четыре равносильных условия для криволинейного интеграла второго рода.
26. Восстановление функции по ее полному дифференциалу с помощью криволинейного интеграла.
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Варианты заданий для индивидуальной работы 1
Вариант 1
1. В декартовой прямоугольной системе координат на плоскости изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:{
x2 + y2 > 9,
x2 + y2 < 16.
2. Задать системой неравенств множество точек кругового сегмента, ограниченного окружностью
x2 − 4x+ y2 + 6y = 0
и отрезком прямой x− 2y + 1 = 0.
3. Описать одной или несколькими системами неравенств вида{
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x)




4. В декартовой прямоугольной системе координат в пространстве R3 изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:{
z − x2 − y2 > 0,
x2 + y2 − z > 9.
5. Задать системой неравенств вида 
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x),
Φ(x, y) 6 z 6 Ψ(x, y) :
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часть пространства R3, ограниченную плоскостями:
x = 0, y = 0, z = 0, x = 2, y = 4, x+ y + z = 8.
6. Является ли областью множество точек пространства R2, координаты которых удовлетворяют неравенству
4 < x2 + y2 < 25.
7. Найти и изобразить в декартовой прямоугольной системе координат на плоскости допустимое множество









, (x, y) ∈ X.
8. Выразить объем конуса как функцию от угла осевого сечения конуса α и от радиуса r шара, вписанного в
конус.
9. Найти семейства линий уровня для функции и построить её график:
z = x+ y, (x, y) ∈ R2.
10. Найти поверхности уровня заданной функции:












, (x, y) ∈ X ⊂ R2.
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13. Найти все частные производные и полные дифференциалы первого и второго порядков от заданных ниже
функций z : X → R, X ⊂ R2:
а) z = x2y − xy2 + 3, б) z = xy e
xy, в) z = xy − yx , г) z =
2x+3y
x−y .
14. В треугольнике измерены стороны a = 31, 4 см± 0, 15 см, b = 26, 2 см± 0, 1 см, A = 42, 3 см± 0, 3 см. Найти
углы и площадь треугольника и оценить погрешность найденных величин.
15. Заменяя приращение функции дифференциалом, приближенно вычислить:√
1, 982 + 1, 012.
16. z = x2 + xy + y2, где x = sin t, y = cos t. Найти dzdt и dz.
17. Найти частные производные и полные дифференциалы первого и второго порядка неявной функции
z : X → R, X ⊂ R2,
определяемой уравнением:
x2 + y2 + z2 = 2z.
18. Найти y′′ при x = 0 для неявной функции y : X → R,X ⊂ R, определенной уравнением x3y2−xy5+5x+y = 0.
19. Разложить функцию по формуле Тейлора–Маклорена, ограничиваясь членами второго порядка включи-
тельно:
f (x, y) =
√
x+ y, (x, y) ∈ X ⊂ R2.
20. Исследовать на экстремум функцию двух переменных:
z = x3y2(6− x− y), (x, y) ∈ X ⊂ R2.
21. Исследовать функцию на условный экстремум при данном уравнение связи: z = exy, (x, y) ∈ R2, при x+y = 1.
22. Найти наибольшее и наименьшее значения функции z = x− 2y− 3 в замкнутой области, заданной неравен-
ствами: 0 6 x 6 1, 0 6 y 6 1, 0 6 x+ y 6 1.
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Варианты заданий для индивидуальной работы 1
Вариант 2
1. В декартовой прямоугольной системе координат на плоскости изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:{
0 < x2 + y2 < 25,
y > 2x2.
2. Задать системой неравенств множество точек параллелограмма с вершинами (−3, 1), (2, 4), (6, 2), (1,−1).
3. Описать одной или несколькими системами неравенств вида{
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x)
параллелограмм со сторонами:
x = 3, x = 5, 3x− 2y + 4 = 0, 6x− 4y + 2 = 0.
4. В декартовой прямоугольной системе координат в пространстве R3 изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:{
x2 + y2 + z2 < 25,
x2 + y2 < 3.
5. Задать системой неравенств вида 
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x),
Φ(x, y) 6 z 6 Ψ(x, y) :
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часть пространства R3, ограниченную параболоидом
2az = x2 + y2
и шаром
x2 + y2 + z2 = 3a2.
6. Является ли областью множество точек пространства R2, координаты которых удовлетворяют системе нера-
венств {
4 < x2 + y2 < 10,
−1 < y < 1.
7. Найти и изобразить в декартовой прямоугольной системе координат на плоскости допустимое множество







, (x, y) ∈ X.
8. Выразить объем прямоугольного параллелепипеда как функцию от длины диагонали l1, длины диагонали
основания l2 и угла ϕ между диагональю основания и одной из сторон.
9. Найти семейства линий уровня для функции и построить её график:
z = x2 + y2, (x, y) ∈ R2.
10. Найти поверхности уровня функции:







12. Исследовать функцию на непрерывность:
z =
2x− 3
x2 + y2 − 4
, (x, y) ∈ X ⊂ R2.
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13. Найти все частные производные и полные дифференциалы первого и второго порядков от заданных ниже




)3, б) x = ρ cosϕ, в) z = (sinx)cos y,
г) y = tα + t sinα.
14. Объем усеченного конуса V = 13πh(R
2 + r2 + Rr) (h – высота, R и r – радиусы оснований) меняется в
зависимости от изменения одного из радиусов, например R. Определить приближенно изменение при этом
объеме: а) в общем виде; б) при R = 10 см, r = 4 см, h = 5 см, ∆R = 0, 1 см.
15. Заменяя приращение функции дифференциалом, приближенно вычислить sin 59◦ tg 46◦.
16. z = cos(2t+ 4x2 − y), где x = 1t , y =
√
t
ln t . Найти
dz
dt и dz.
17. Найти частные производные и полные дифференциалы первого и второго порядка неявной функции
z : X → R, X ∈ R2,
определяемой уравнением:
z3 − 3xyz = a3.
18. Найти y′, y′′ для неявной функции y : X → R, X ⊂ R, заданной уравнением x2 − xy + 2y2 + x − y = 1 при
x = 0, если y(0) = 1.
19. Разложить функцию по формуле Тейлора–Маклорена, ограничиваясь членами второго порядка включи-
тельно:
f (x, y) = ln (x− 2y) , (x, y) ∈ X ⊂ R2.
20. Исследовать на экстремум функцию:
z = x3 + y3 − 9xy + 27, (x, y) ∈ R2.
21. Исследовать функцию на условный экстремум при данном уравнение связи: z = 1x +
1
y , (x, y) ∈ X ⊂ R
2, при
x+ y = 2a (a > 0).
22. Найти наибольшее и наименьшее значения заданной функции в указанной области: z = x2 +3y2−x+18y−4
в области 0 6 x 6 y 6 4.
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Варианты заданий для индивидуальной работы 1
Вариант 3
1. В декартовой прямоугольной системе координат на плоскости изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:
x 6 y 6 x2.
2. Задать системой неравенств множество точек сегмента, отсекаемого от параболы y = x2−6 прямой y = 2x+1.
3. Описать одной или несколькими системами неравенств вида{
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x)
область, заданную системой неравенств:
x > 0, y > 0, x2 + y2 6 4.
4. В декартовой прямоугольной системе координат в пространстве R3 изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:{
x2 + y2 − 4 6 0,
x+ y − 2z > 0.
5. Задать системой неравенств вида 
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x),
Φ(x, y) 6 z 6 Ψ(x, y) :
часть пространства R3, ограниченную поверхностями: y =
√
x, y = 2
√
x, z = 0, x+ z = 6 (y > 0).
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6. Является ли областью множество точек, удовлетворяющих следующим условиям: множество A ∪ B, где
A ⊂ R2 – состоит из точек, координаты которых удовлетворяют неравенству x2 + y2 < 100, а B ⊂ R2 – из
точек, координаты которых удовлетворяют неравенству (x− 2)2 + (y + 3)2 < 144.
7. Найти и изобразить в декартовой прямоугольной системе координат на плоскости допустимое множество




, (x, y) ∈ X.
8. Выразить давление газа как функцию объема V и абсолютной температуры T . Найти область определения
аналитического выражения этой функции. Какие значения аргументов имеют физический смысл?
9. Найти семейства линий уровня для функции и начертить её график:
z = x2 − y2, (x, y) ∈ R2.
10. Найти поверхности уровня функции:










, (x, y) ∈ X ⊂ R2.
13. Найти все частные производные и полные дифференциалы первого и второго порядков от заданных ниже
функций z : X → R, X ⊂ R2,:











14. Показать, что при вычислении периода T колебания маятника по формуле T = π
√
l
g (l – длина маятника,
g – ускорение силы тяжести) относительная погрешность не превосходит полусуммы относительных погреш-
ностей, допущенных при определении величин l и g (все погрешности предполагают достаточно малыми).
15. Заменяя приращение функции дифференциалом, приближенно вычислить 0, 971,05.
16. z = exy ln(x+ y), где x = t3, y = 1− t3. Найти dzdt и dz.
17. Найти частные производные и полные дифференциалы первого и второго порядка неявной функции








18. Найти d2z в точке (1, 0) для неявной функции z : X → R,X ⊂ R2, определяемой уравнением xz5+y3z−x3 = 0,
если z(1, 0) = 1.
19. Разложить функцию по формуле Тейлора–Маклорена, ограничиваясь членами второго порядка включи-
тельно:
f (x, y) = ex+y, (x, y) ∈ R2.
20. Исследовать на экстремум заданную функцию двух переменных:
z = x4 + y4 + 2x2y2 − 8x+ 8y, (x, y) ∈ R2.
21. Исследовать функцию на условный экстремум при данном уравнение связи: z = xy, (x, y) ∈ R2, при
x2 + y2 = 1.




8 в области x > 0,




Варианты заданий для индивидуальной работы 1
Вариант 4
1. В декартовой прямоугольной системе координат на плоскости изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:
x2 + 6x+ y2 − 2y − 26 > 0.
2. Задать системой неравенств множество точек плоскости (x, y), таких, что эти точки лежат выше прямой
x− 3y + 4 = 0 и вне круга радиуса 10 с центром в точке (2,−1).
3. Описать одной или несколькими системами неравенств вида{
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x)
область, ограниченную прямыми линиями x = 2, y = x и гиперболой xy = 1.
4. В декартовой прямоугольной системе координат в пространстве R3 изобразить множество точек, координаты
которых которых удовлетворяют системе неравенств:{
z > x2 − y2,
x2 + y2 + z2 6 16.
5. Задать системой неравенств вида 
a 6 x 6 b,
ϕ(x) 6 y 6 ψ(x),
Φ(x, y) 6 z 6 Ψ(x, y) :
часть пространства R3, ограниченную шаром x2 + y2 + z2 = R2 и конусом x2 = y2 + z2 (x > 0).
6. Является ли областью множество точек, удовлетворяющих следующим условиям: множество, состоящее из
двух открытых кругов радиуса 6 с центрами в точках (0, 0) и (12, 0) соответственно.
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7. Найти и изобразить в декартовой прямоугольной системе координат на плоскости допустимое множество
X ⊂ R2, являющееся областью определения функции
z =
√
R2 − x2 − y2 + 1√
x2 + y2 − r2
, (x, y) ∈ X.
8. Выразить ток в электрической цепи как функцию электродвижущей силы ε и сопротивления R. Какие
значения аргументов имеют физический смысл?




, (x, y) ∈ X ⊂ R2.
10. Найти поверхности уровня заданной функции:













, (x, y) ∈ X ⊂ R2.
13. Найти все частные производные и полные дифференциалы первого и второго порядков от заданных ниже
функций z : X → R, X ⊂ R2,:
а) z = ln
√
x2 + y2, б) u = x
y2
, в) z =
( y
x
)x, г) u = x
y2
.
14. При измерении радиуса основания r и высоты h цилиндра были получены следующие результаты:
r = 3 м± 0, 1 м, h = 5 м± 0, 2 м.
С какой абсолютной и относительной погрешностью может быть вычислен объем цилиндра?
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15. Заменяя приращение функции дифференциалом, приближенно вычислить:
2, 0032 · 3, 9983 · 1, 0022.
16. z = arctg x+1y , где y = e
(1+x)2 . Найти dzdx и dz.
17. Найти частные производные и полные дифференциалы первого и второго порядка неявной функции




x2 + y2 + z2
)
− 2(xy + yz + xz) = 72.
18. Найти d2z в точке (1, 2) для неявной функции z : X → R, X ⊂ R2, определяемой уравнением x−yz+ ez = 0,
если z(1, 2) = 0.
19. Разложить данную функцию по формуле Тейлора–Маклорена, ограничиваясь членами второго порядка
включительно:
f (x, y) = arccos
x
y
, (x, y) ∈ X ⊂ R2.
20. Исследовать на экстремум функцию двух переменных:
z = x4 + y4 − 2x2 + 4xy − 2y2, (x, y) ∈ R2.
21. Исследовать заданную функцию на условный экстремум при данном уравнение связи: u = x2y2z4 при
2x+ 3y + 4z = 0.
22. Найти наибольшее и наименьшее значения функции в указанной области: z = (x − y2) 3
√
(x− 1)2 в области
y2 6 x 6 2.
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Варианты заданий для индивидуальной работы 2
Вариант 1





















f (x, y) dx.



















dxdy, где область интегрирования P ограниченна кривыми x = 2, y = x,
xy = 1.
3. Перейти к полярным координатам и расставить пределы интегрирования:
˜
P
f(x, y)dxdy, где область инте-
грирования P является общей частью двух кругов x2 + y2 6 ax и x2 + y2 6 by.







u = x+ y, v = x− y.
5. Вычислить данный интеграл с помощью перехода к полярным координатам:
˜
P
ydxdy, где P – верхний
полукруг радиуса a с центром в точке (a, 0).
6. Найти площадь плоской фигуры, ограниченной кривыми:
x = y, x = 2y, x+ y = a, x+ 3y = a (a > 0).









c = 1 (пирамида).
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10. Плоское кольцо ограничено двумя концентрическими окружностями, радиусы которых r и R (r < R). Найти
массу кольца, если известно, что плотность материала обратно пропорциональна расстоянию от центра
окружностей и плотность на окружности внутреннего круга равна единице.
11. Найти координаты центра тяжести указанной однородной плоской фигуры, ограниченной кардиоидой
r = a (1 + cosϕ) .
12. Вычислить момент инерции квадрата со стороной a относительно одной из вершин.
13. Прямой круговой цилиндр погружен в наполненный жидкостью сосуд так, что его середина находится на
глубине c под поверхностью жидкости, а ось цилиндра составляет с вертикалью угол α. Длина цилиндра
равна l, радиус основания a. Вычислить давление на нижнее и верхнее основания цилиндра, если плотность
жидкости равна γ0.
14. Расставить пределы интегрирования, если интегрирование производить в последовательности: а) x, y, z;
б) y, x, z; в) z, x, y:
˝
V










15. Вычислить тройной интеграл
˝
V
xdxdydz, где область интегрирования V ограничена плоскостями x = 0,




f(x, y, z)dxdydz в виде одного из повторных в цилиндрической системе координат,
если




f(x, y, z)dxdydz в виде одного из повторных в сферической системе координат, если
V = {(x, y, z) : x2 + y2 + z2 6 2yR, x2 + y2 > z2}.
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18. Вычислить с помощью тройного интеграла объем тела, ограниченного указанными поверхностями:
az = x2 + y2, z =
√
x2 + y2 (a > 0).
19. Вычислить массу тела, ограниченного прямым круглым цилиндром радиуса R, высоты H, если его плот-
ность в любой точке пропорциональна квадрату расстояния этой точки от центра основания цилиндра.
20. Найти моменты инерции относительно заданных осей однородного тела плотностью γ, ограниченного за-
данными поверхностями: y =
√
x, y = 2
√
x, z = 0, z + x = 4, относительно осей координат.
21. Найти координаты центра масс однородного тела, ограниченного поверхностями:
x2 + y2 + z2 = R2, x = 0, y = 0, z = 0 (x > 0, y > 0, z > 0) .
22. Найти силу, с которой однородный цилиндр плотностью γ притягивается к центру своего основания, если
радиус основания цилиндра равен R, и высота равна H.
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Варианты заданий для индивидуальной работы 2
Вариант 2





















f (x, y) dx.












(x− y) dxdy, где область интегрирования P ограничена прямыми
y = 0, y = x, x+ y = 2.
3. Перейти к полярным координатам и расставить пределы интегрирования:
˜
P
f(x, y)dxdy, где область инте-
грирования P – круг x2 + y2 6 ax.






f(x, y)dy, (0 < a < b, 0 < α < β),
если u = x, v = yx .




r2 − x2 − y2dxdy, где P –
круг x2 + y2 6 rx.
6. Найти площадь плоской фигуры, ограниченной кривыми:
xy = 4, x+ y − 5 = 0.
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8. Вычислить объем тела, ограниченного координатными плоскостями, плоскостями x = 4, y = 4 и параболо-
идом вращения z = x2 + y2 + 1.
9. Найти площадь части поверхности шара x2 + y2 + z2 = 100, заключенной между плоскостями x = −8 и
x = 6.
10. Найти массу круга, плотность которого в каждой точке пропорциональна расстоянию от этой точки до
контура круга.
11. Найти координаты центра тяжести указанной однородной плоской фигуры ограниченной кривой, заданной
параметрическими уравнениями x = a(t− sin t), y = a(1− cos t) (0 6 t 6 2π) и осью Ox.
12. Вычислить момент инерции прямоугольника со сторонами a и b относительно его сторон.
13. Пластинка, имеющая форму полукруга радиусом a, погружена вертикально в жидкость так, что гори-
зонтальный диаметр AB, служащий её основанием, находится внутри жидкости, а вершина O полукруга
соприкасается с поверхностью жидкости. Вычислить давление на пластинку, если плотность жидкости рав-
на γ0.
14. Расставить пределы интегрирования, если интегрирование производить в последовательности: а) x, y, z;
б) y, x, z; в) z, x, y:
˝
V
f(x, y, z)dxdydz, где область интегрирования V ограничена поверхностями
x2 + y2 = 1, z = 0, z = 1 (x > 0, y > 0).
15. Вычислить тройной интеграл
˝
V
xy2z3dxdydz, где область интегрирования V ограничена поверхностями




f(x, y, z)dxdydz в виде одного из повторных в цилиндрической системе координат,
если





f(x, y, z)dxdydz в виде одного из повторных в сферической системе координат, если
V = {(x, y, z) : x2 + y2 + z2 6 8z − 8, (x2 + y2) 6 z2}.
18. Вычислить с помощью тройного интеграла объем тела, ограниченного поверхностями:
z = x2 + y2, z = 2x2 + 2y2, y = z, y = x2.
19. Определить массу сферического слоя между поверхностями x2 + y2 + z2 = a2 и x2 + y2 + z2 = 4a2, если
плотность в каждой его точке обратно пропорциональна расстоянию точки от начала координат.
20. Найти моменты инерции относительно заданных осей однородного тела плотностью γ, ограниченного за-
данными поверхностями: x = 0, x = a, y = 0, y = b, z = 0, z = c относительно осей координат.
21. Найти координаты центра масс однородного тела, ограниченного поверхностями:
x2 + y2 = 3z2, z = H.
22. Найти силу, с которой однородный конус плотностью γ притягивается его вершиной, если радиус основания
конуса равен R, а длина образующей равна L.
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Варианты заданий для индивидуальной работы 2
Вариант 3

































f (x, y) dx.










(x− y) dxdy, где область интегрирования P ограничена прямыми y = 0, y = x,
x+ y = 2.
3. Перейти к полярным координатам и расставить пределы интегрирования:
˜
P
f(x, y)dxdy, где P – треуголь-
ник, ограниченный прямыми y = x, y = −x, y = 1.
4. Произвести указанную замену переменных и расставить пределы:
˜
P
f(x, y)dxdy, где область интегрирования






= x2y, если x = ρ cosϕ, y =
√
3ρ sinϕ.






dxdy, где P – круг
x2 + (y + 2)2 6 4.





















9. Вычислить полную поверхность тела, ограниченного сферой x2 +y2 +z2 = 3a2 и параболоидом x2 +y2 = 2az
(z > 0).






= 1, распределена масса так, что плотность её пропорциональна
расстоянию от оси абсцисс, причем при y = 1 она равна γ. Найти массу всей фигуры.
11. Найти координаты центра тяжести указанной однородной плоской фигуры, ограниченной параболой
y = 2x− 3x2
и осью Ox.
12. Вычислить момент инерции полукруга относительно его диаметра.
13. Пластинка в форме треугольника погружена вертикально в воду так, что её основание лежит на поверхности
воды. Основание пластинки a, высота h. Вычислить силу давления воды на каждую из сторон пластинки.
14. Расставить пределы интегрирования, если интегрирование производить в последовательности: а) x, y, z;
б) y, x, z; в) z, x, y:
˝
V









= 1, x = 0, y = 0, z = 0 (a > 0, b > 0, c > 0).
15. Вычислить тройной интеграл
˝
V






f(x, y, z)dxdydz в виде одного из повторных в цилиндрической системе координат,
если





f(x, y, z)dxdydz в виде одного из повторных в сферической системе координат, если
V = {(x, y, z) : x2 + y2 + z2 > R2, x2 + y2 + z2 6 2zR}.
18. Вычислить с помощью тройного интеграла объем тела, ограниченного указанными поверхностями:
x+ y + z = a, x+ y + z = 2a, x+ y = z, x+ y = 2z.
19. Определить массу тела, ограниченного поверхностями
z = h и x2 + y2 − z2 = 0,
если плотность в каждой точке пропорциональна аппликате этой точки.










= 1. Относительно осей координат.
21. Найти координаты центра масс однородного тела, ограниченного поверхностями:
x+ y = 1, z = x2 + y2, x = 0, y = 0, z = 0.
22. Найти силу, с которой однородный конус плотностью γ притягивается его вершиной, если радиус основания
конуса равен R, а длина образующей равна L.
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Варианты заданий для индивидуальной работы 2
Вариант 4


























f (x, y) dy.









1− x2 − y2dy, 2.2.
˜
P
cos (x+ y) dxdy, где область интегрирования P ограничена прямыми
x = 0, y = π, y = x.






























f(x, y)dy, где a > 0, 0 < m < n,
если u = x+ 1, uv = y.
5. Вычислить данный интеграл с помощью перехода к полярным координатам:
˜
P
arctg yxdxdy, где P – часть
круга x2 + y2 6 1, лежащая в первом квадранте.
6. Найти площадь плоской фигуры, ограниченной кривыми:
y2 = 10x+ 25, y2 = −6x+ 9.
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8. Вычислить объем тела, ограниченного цилиндрами z = 4− y2, y = x22 и плоскостью z = 0.
9. Вычислить площадь части поверхности параболоида 2z = x2 + y2, вырезанной цилиндром x2 + y2 = 1.
10. Найти массу прямоугольной фигуры, ограниченной прямыми x = 0, x = 2, y = 0, y = 3, если плотность в
каждой точке равна кубу абсциссы, умноженному на квадрат ординаты этой точки.
11. Найти координаты центра тяжести указанной однородной плоской фигуры, ограниченной кривыми y = 2x3
и y2 = 2x.
12. Вычислить момент инерции круга относительно касательной.
13. С какой силой плоский диск радиусом R и массой M притягивает материальную точку массой m, которая
лежит на прямой, перпендикулярной диску и проходящей через его центр, на расстоянии a от цента.
14. Расставить пределы интегрирования, если интегрирование производить в последовательности: а) x, y, z;










15. Вычислить тройной интеграл ˚
V
(x+ y + z)dxdydz,




f(x, y, z)dxdydz в виде одного из повторных в цилиндрической системе координат,
если




f(x, y, z)dxdydzв виде одного из повторных в сферической системе координат, если
V =
{






18. Вычислить с помощью тройного интеграла объем тела, ограниченного указанными поверхностями:
y2 = 4a2 − 3ax, y2 = ax, z = ±h.
19. Определить массу пирамиды, образованной плоскостями
x+ y + z = a, x = 0, y = 0, z = 0,
если плотность в каждой ее точке пропорциональна аппликате этой точки.
20. Найти моменты инерции относительно заданных осей однородного тела плотностью γ, ограниченного за-
данными поверхностями:
x2 + y2 − ax = 0, z2 = 2ax, z = 0 (z > 0)
относительно осей координат.
21. Найти координаты центра масс однородного тела, ограниченного поверхностями:
z = 0, x2 + y2 = 2x, z = x2 + y2.
22. Найти силу, с которой однородный цилиндр плотностью γ притягивается к центру своего основания, если
радиус основания цилиндра равен R, и высота равна H.
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Варианты заданий для индивидуальной работы 3
Вариант 1
1. Вычислить криволинейный интеграл первого рода:
´
L









по окружности x = a cos t, y = a sin t в поло-
жительном направлении.
3. Вычислить интеграл, предварительно убедившись, что он не зависит от кривой на плоскости, соединяющей









4. Проверить, является ли данное выражения полным дифференциалом функции двух переменных, и если да,











5. Вычислить криволинейный интеграл
´
L
(x+ y)2dx− (x2 + y2)dy с помощью формулы Грина–Остроградского,
где L – контур треугольника с вершинами (1, 1), (3, 2), (2, 5), ориентированный в положительном направле-
нии. Проверить результат непосредственным вычислением криволинейного интеграла:







ln y (0 6 y 6 e).
7. Вычислить с помощью криволинейного интеграла площадь плоской фигуры, ограниченной эллипсом
x = a cos t, y = b sin t.
8. Найти массу дуги эллипса x = a cos t, y = b sin t (0 6 t 6 2π), если плотность ее в точке (x, y) равна
γ(x, y) = |y|.






3 , расположенной над осью Ox.
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Варианты заданий для индивидуальной работы 3
Вариант 2
1. Вычислить криволинейный интеграл первого рода:
´
L
x2ds, где (L) – верхняя половина окружности
x2 + y2 = a2.





вдоль правого лепестка лемнискаты
r2 = a2 cos 2ϕ
в положительном направлении.
3. Вычислить данный интеграл, предварительно убедившись, что он не зависит от кривой на плоскости, со-






4. Проверить, является ли данное выражения полным дифференциалом функции двух переменных, и если да,







5. Вычислить криволинейный интеграл
´
L
(y − x2)dx + (x + y2)dy, где контур L ограничивает круговой сек-
тор радиуса R с углом ϕ
(
0 6 ϕ 6 π2
)
, с помощью формулы Грина–Остроградского. Проверить результат
непосредственным вычислением криволинейного интеграла.
6. Вычислить с помощью криволинейного интеграла длину кривой r = a sin3 ϕ3 .
7. Вычислить с помощью криволинейного интеграла площадь плоской фигуры, ограниченной кардиоидой
x = a(2 cos t− cos 2t), y = a(2 sin t− sin 2t).
8. Найти массу дуги параболы y = x
2




и (2, 2), если ее плотность γ(x, y) = yx .
9. Найти центр тяжести дуги окружности радиуса a при центральном угле 2ϕ.
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Варианты заданий для индивидуальной работы 3
Вариант 3




x2 + y2ds, где L – кривая
x = a(cos t+ sin t), y = a(sin t− cos t) (0 6 t 6 2π).
2. Вычислить криволинейный интеграл второго рода:
´
L








3. Вычислить интеграл, предварительно убедившись, что он не зависит от кривой на плоскости, соединяющей
точки (−2,−1) и (3, 0):
(3,0)´
(−2,−1)
(x4 + 4xy3)dx+ (6x2y2 − 5y4)dy.
4. Проверить, является ли данное выражения полным дифференциалом функции двух переменных, и если да,




5. Вычислить криволинейный интеграл
´
(L)
ex [(1− cos y)dx− (y − sin y)dy], где (L) – пробегаемый в положи-
тельном направлении контур, ограничивающий область 0 6 x 6 π, 0 6 y 6 sinx, с помощью формулы
Грина–Остроградского. Проверить результат непосредственным вычислением криволинейного интеграла.








(0 6 x 6 x0).
7. Вычислить с помощью криволинейного интеграла площадь плоской фигуры, ограниченной петлей декартова
листа x3 + y3 = 3axy (a > 0) (положить y = tx).
8. Вычислить массу кривой x = ln(1 + t2), y = 2 arctg t − t на участке от t = 0 до t = 1, если ее плотность
γ(x, y) = yex .
9. Вычислите с помощью криволинейного интеграла координаты центра тяжести кривой
x = a(t− sin t), y = a(1− cos t) (0 6 t 6 π).
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Варианты заданий для индивидуальной работы 3
Вариант 4
1. Вычислить криволинейный интеграл первого рода:
´
L
(x+ y)ds, где L – лемниската r2 = a2 cos 2ϕ.
2. Вычислить криволинейный интеграл второго рода:
(1,1)´
(0,0)
2xydx + x2dy вдоль кривых: а) y = x; б) y = x2;
в) y = x3; г) y2 = x.
3. Вычислить интеграл, предварительно убедившись, что он не зависит от кривой на плоскости, соединяющей


















4. Проверить, является ли данное выражения полным дифференциалом функции двух переменных, и если да,








5. Вычислить криволинейный интеграл
´
L
(x+y)2dx−(x2+y2)dy, где L – контур треугольника с вершинами (1, 1),
(3, 2), (2, 5), ориентированный в положительном направлении, с помощью формулы Грина–Остроградского.
Проверить результат непосредственным вычислением криволинейного интеграла.
6. Вычислить с помощью криволинейного интеграла длину кривой ay2 = x3, 0 6 x 6 5a.
7. Вычислить с помощью криволинейного интеграла площадь плоской фигуры, ограниченной лемнискатой
(x2 + y2)2 = a2(x2 − y2).






= 1, лежащей в первом квадранте, если ее плотность
γ(x, y) = xy.






a (0 6 x 6 a).
