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Let N be a series-parallel network with n variable resistors. Letting the 
resistances independently take values rt, . . , rn in the set [0, ml, the total resis- 
tance of N will take a value R = R(r,, . . . , r,,) in [O,m]. When in particular 
ri E (0, m) for each i, also R takes a value in (0, m). Thus, the restriction R* of R 
to {O, m)” describes the open-short circuit performance of N. Given two networks 
N’ and N”, with their respective resistance functions R’ and R”, we say that 
N’ I N” iff R’(rI, . . , r,,) I R”(rl,. . . , r,,) for all rl, . . . , rn E [O, a]. If we are only 
interested in comparing open-short circuit performances, we can write N’ I *N” 
iff R’* I RI’*. Rota asked if the two orders I and I * coincide. We give a 
positive answer to the problem and discuss some applications. o 19% Academic 
Press, Inc. 
1. NOTATION AND TERMINOLOGY 
A network N is a set V(N) of vertices, a set E(N) of edges, and an 
incidence relation Z(N) c E(N) X l’(N) such that each edge is incident 
with one or two vertices. All networks in this paper have a distinguished 
edge E, which is incident with two vertices V+ and V-. We assume 
familiarity with the operations of contracting and deleting an edge, with 
parallel connection M A N, and with series connection M v N of net- 
works M and N; see [7] for details. An atomic series-parallel network A 
consists of two vertices V+ and V- and two edges E and qA, both incident 
with the two vertices. A series-parallel network is defined inductively by 
the following stipulations: 
1. An atomic series-parallel network is a series-parallel network; 
2. If M and N are series-parallel networks, then so are M A N and 
M v N. Note that each edge ~7 in a series-parallel network N is incident 
with two vertices, say, V~ and IV?. An orientation of N is a linear order on 
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the set (v,, w,,], for each n E E(N). Every series-parallel network N in 
this paper comes equipped with a labeling function r: E(N) \ {e} + [O, ~1. 
If El,..., E, are the edges of N other than E, we write rl,. . . , r,, instead 
of r(el), . . . , r(e,), and we say that ri is the resistance of edge ei. The 
(total) resistance function R = R(r,, . . . , r,) is given by the familiar stipula- 
tions: 
0. If N is atomic with edges E and n, then R(r) = r(q); 
1. Resistance is additive for series connections; 
2. Reciprocal resistance is additive for parallel connections. 
As usual, to deal with values ri E (0, m}, we stipulate that for each 
O<xERwehave XAO=OAX=O, OVx=xVO=xA~=~Ax 
= ~,andwVx=xVw=wVw=wAw=w. 
2. MAIN THEOREM 
Given series-parallel networks N’ and N” with resistance functions R’ 
and R”, respectively, and with the same edge set E = (E, el,. . . , enI, we 
write N’ I N” iff for each labeling r: E \ {e} + [O, 4 we have 
R’(r 1,. . . , rn) I R”(rl,. . . , rn). We write N’ I *N” iff R’(rI, . . . , rn) I 
R”(r,, . . . , rn) holds for each labeling r: E \ (e) + {0, ~1. 
THEOREM. The orders I and I * coincide for series-parallel net- 
works. 
Proof. By way of contradiction, let N’ and N” be series-parallel 
networks with resistance functions R’ and R” such that 
R’(sl,. . . , s,J > R”( sl, . . . , s,J for some sr , . . . , &I E PM (1) 
and 
R’(z 1,“‘, z,,) I R”( zl,. . . , zn) for all zi, . . . , z, E {O,w}. (2) 
Assume the counterexamples to the theorem N’ and N” are so chosen 
that n is minimal. Let 0 < d = R’(sI, . . . , sn) - R”(sI,. . . , s,). Define sets 
X,X Z by 
x = {x = (XI,. . . , x,J E [O,w]“IR’(x) - R”(x) 2 dj, 
Y = {x = (XI,. . .) x,,) E [0, oo]“] some coordinate of x equals 0) 
z = {x = (XI,..., x,) E [0, WI”] some coordinate of x equals w]. 
Case 1. X n Y # fl. Observe that n > 1. Renaming, if necessary, the 
edges of N’ and N”, we can safely write R’(tI, . . . , t, _ 1, 0) - 
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R”(t,, . . . , tn-l, 0) 2 d for some t,, . . . , t,-, E [O,w]. Contracting the nth 
edge in N’ and N”, we obtain two series-parallel networks M’ and M” 
with < IZ edges, see [2,7.7] for details. Let vi,. . . , na be the edges in 44’ 
but not in M”, 8,, . . . , 8, those in M” but not in M’, and E, &r, . . . ,4, be 
those common to M’ and M”. Deleting the n’s in M’, contracting the B’s 
in M”, and proceeding inductively, we finally obtain two series-parallel 
networks P’ and P”, say without loss of generality with equal edges 
E, El,. * *, Em, and resistance functions S’ and S” such that S’(tl, . . . , tm> > 
Sn(fl,. . . ) t,). This follows from the monotony in each variable of R’ and 
R”. By minimality of n, the theorem holds for P’ and P”, and hence there 
exist zi,. . . , 2, E {O,m) such that S’(zr,. . . , zm) > S”(zr,. . . , z,). If we 
now assign value CQ to each deleted edge of N’, value 0 to each contracted 
edge of N”, and value 0 to all remaining edges, we obtain a labeling 
z = (z,,. . ., z,, z,+1,. . . , z,-1, 0) such that R’(z) > R”(z), thus contra- 
dicting (2). 
Case 2. X n 2 # @. Assuming R’(tl,. . . , tnpl,m) - R”(tl,. . . , tnpl,m) 
2 d, we derive a contradiction with (2) arguing as in Case 1, upon initially 
deleting the nth edge. 
Case 3. X n (Y u 2) = @. Let r = rr, . . . , r,, be a point in X such 
that the sum r, + * * * +r, attains its minimum value. We can write 
for all x E X, x1 + . . . +x, 2 rl + * * f fr,. (3) 
Further, by hypothesis there is an open neighborhood U of r in R” such 
that 
un(YuZ)=~. (4) 
Recall that a cut is a minimal set of edges whose deletion produces at least 
two vertices that cannot be joined by a path. By a E-cut, we mean a cut 
containing E. It is well known that {E, 8,, . . . ,6$] is an a-cut iff {e,, . . . ,e,] 
is a minimal set of edges such that the total resistance becomes infinite 
when each edge in the set is assigned infinite resistance. We can now 
equivalently rephrase (2) as follows: 
Every E-cut of N’ contains an a-cut of N”. (5) 
Recall that a circuit is a minimal set of edges making a closed path. By an 
e-circuit we mean a circuit containing E. Equivalently, {E, nr, . . . ,q,) is an 
E-circuit iff {7~r, . . . , 77,) is a minimal set of edges such that the total 
resistance becomes zero when each edge in the set is assigned value zero. 
We can equivalently rephrase (2) as follows 
Every E-circuit of N” contains an E-circuit of N’. (6) 
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Let E() = E, El, &*, . . . ) E, be the edges of N’, Y+= or, v2,. . . , zlr-r, V~ = V- 
be its vertices, C,, . . . , C, be the circuits in N’ not containing E. Fix an 
orientation of N’, and an orientation of each circuit C,, . . . , C,. Then the 
Kirchhoff equations in the unknowns ib, ii,. . . , i; are given by 
kco&jki; = 0, j=l 7***, s (7) 
qki6rk = 0, q = l,...,t, (8) 
k=l 
where 
0 if &k is not incident with vj 
Eik = 1 if vi is the second vertex of.&, 
-1 if vj is the first vertex of Ed 
and 
0 if Ek @ C, 
qqk = 1 if &k E C, and their orderings agree 
-1 if ak E C, and their orderings do not agree. 
As proved, e.g., by Weyl in [13], for any choice of the port current ib, the 
unknown currents (ii, . . . , i’,> of (7) and (8) are uniquely determined. 
Suppose N’ is oriented in such a way that v- precedes v+ in the 
orientation of the vertices incident with E. Also assume ib > 0. Then by 
the confluence property of N’ proved by Duffin [5, Theorem 0, Theorem 
31, we can rearrange the orientations of the remaining edges of N’ in such 
a way that ii > 0 for each k = 1,. . . , n-no matter the actual positive 
values of the resistances. We shall henceforth assume the port current 
?a > 0 to flow in E in the positive direction from v- to v+, and adopt 
Duffin’s orientation for N’. Solving the analogues of (7) and (8) for N”, 
fixing a positive port current ii = ib from v- to v+, and adopting Duffin’s 
orientation, we shall denote by ii > 0 the current in the positive direction 
of &k in N”, for each k = 1,. . . , n. Let C’ be an E-cut of N, and C” an 
E-cut in N” with C” c C’, as given by (5). Without loss of generality, the 
edges of C’ and C’ are respectively given by E, &k(r), &k(z), . . . , Ek(,,,), and 
&, &k(l), &k(2), . . . 7 &k(v), with v I w. Let 9 and 9 be the two connected 
components of N’ determined by C’. Then from (7) we obtain that the 
algebraic sum of the currents flowing from 9 to 9 through C’ is zero. 
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The same holds in N” with reference to c”. In symbols, 
i’,,,, + . . . +i&,, =ib=iz=i:cl,+ a** +i~,,,. (9) 
From the positivity of currents we obtain 
forsome k E {k(l),...,k(v)}, (iIk)” 2 ( i;)2. (10) 
Putting ib = ii = 1 in (9), recalling (4), and using Cohn’s result [3, Prop- 
erty A], we obtain from (10) the following inequality between the kth 
partial derivatives of R’ and R” at point r: 
(iw/dx,), 2 (m/ax,),. (11) 
Let now B” be an E-circuit of N”, and B’ an &-circuit of N’, with B’ L B”, 
as given by (6). Without loss of generality we can display the edges of B’ 
and B” respectively as E, &h(1), &k(2), . . . , Ed and E, E~(~), EQ~), . . . , &h(Z) for 
some y I z. It follows from (8) that the voltage i&ljr,c,j + . * * +i~~,,~rh~,,~ 
is independent of the actual path chosen from V+ and V-. A routine 
computation shows that this voltage equals the product ibR’(r,, . . . , r,,) 
(compare with [3, p. 3181). Assuming that unit current flows in E in both 
N’ and N”, we obtain 
and, similarly for N”, 
R” = R”( rl, . . . , r,,) = il;tcljrhclj + . . . +i);lczq-hczj. (13) 
From R’(r) - R”(r) 2 d > 0 and the positivity of all currents, it follows 
that 
forsome h E {h(l),...,h(y)), (iL)2 > (j1;2)2, (14) 
and, again by [3, Property Al, 
(JR’/&x,), > (cW’/~x,),. (15) 
Let (a(R’ - R”)/&), be the directional derivative of R’ - R” at r along 
the vector u whose components are all zero except the kth and the hth, 
which are respectively assumed to be equal to - 2 X 5 - ‘12, and 5 - ‘12. 
Then by (4), (ll), and (15) this derivative exists and is > 0. It follows that 
for sufficiently small 6 > 0 the point q = r + 6u is in U, and R’(q) - 
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R”(q) > d, whence q E X, while be definition 4r + *. . +qn < ri 
+ . . . +r,, a contradiction with (3). Having thus settled Case 3, the proof 
of our theorem is complete. Q.E.D. 
Two applications of the theorem immediately yield that the open-short 
circuit performance uniquely determines the resistance function for se- 
ries-parallel networks. 
COROLLARY. The restriction map R + R* is injective. 
Remark. It is no essential loss of generality to restrict to comparisons 
of series-parallel networks N’ and N” having the same edges. As a 
matter of fact, if sr, . . . , E,, vi,. . . , qrn, 0,, . . . , Br are different edges, re- 
spectively labeled by x1,. . . , x,, y,, . . . , y,, zi, . . . , z, E [O, ~1, and E(N’) 
= E, el,. . . , E,, ql,. . . , q,, ECN”) = E, el,. . . , E,, 8,, . . . , e,, then by 
monotony we have R’(xl,. . . , x,, y,, . . . , y,) I R”(xl,. . . , x,, zl,. . . , z,) 
for all x,y,z E [O,a] iff R’(x, ,..., X,,W ,..., ~1 I R”(xl ,..., x,,O ,..., 0) 
for all x, which leads to the case of equal sets of edges, by suitably deleting 
edges in N’ and contracting edges in N”. 
3. APPLICATIONS AND REMARKS 
3.1. Rinyi’s Criterion 
Let B be a finite Boolean algebra, and M be the set of measures on B. 
Let M* be the set of atomic measures, i.e., the measures supported by an 
atom of B. Fix two arbitrary m-tuplas b,, . . . , b, E R and B,, . . . , B, E B. 
Then, according to RCnyi’s criterion [12; 4, Theorem B, p. 1901, the 
inequality 
k=l 
holds for each measure CL, provided it holds for each atomic measure. Our 
main theorem extends RCnyi’s criterion to differences of resistance func- 
tions of series-parallel networks, via the following transliteration: 
RCnyi Series-parallel 
b . . . , b,,,; B,, . . . , 
~~&A(~~) 2 0 
B, N’, N” 
(R’ - R”Xrl,. . . , r,J 2 0 
Each p E M Each (rl, . . . , r,J E LO, ~1” 
Each v E M” Each (r,, . . . , r,J E IO, ~1” 
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Following [8, p. 2101, we can naturally ask for a counterpart of the Hilbert 
basis theorem for inequalities between series-parallel resistance functions, 
i.e., ask for a finite set of inequalities Ni I N2,. . . , N, I N,,, from which 
all the other inequalities follow, say in the sense of [7]. It may turn out that 
the most efficient proof systems for such inequalities lead outside the 
scope of series-parallel networks, allowing rules of deduction that trans- 
form a series-parallel network into a non-series-parallel network with 
greater resistance. 
3.2. An NP-Complete Problem 
Series-parallel networks can be naturally coded as monotone Boolean 
formulas without repeated variables, by writing A for parallel connection, 
v for series connection, variables for resistors, and by interpreting 0 as 
short-circuit (zero resistance), and 1 as open-circuit (infinite resistance). 
The converse of Khrapchenko’s criterion [9, lemma, p. 221 proved in 1111 
yields a syntax-free characterization of those Boolean functions which are 
representable by such formulas. Consider the inequality problem for 
series-parallel networks: 
Instance. Two monotone Boolean formulas Fi and F2 without repeated 
variables. 
Problem. Is there a labeling such that R,(r,, . . . , r,> > R,(r,, . . . , r,)? 
Here Ni is the series-parallel network corresponding to Fi, and Ri is 
the resistance function of Ni, i = 1,2. As a corollary of our main theorem 
we have 
THEOREM. The inequality problem for series-parallel networks is NP- 
complete. 
Proofi The corresponding problem for monotone Boolean formulas is 
NP-complete [l, (11, p. 8871. Rota’s lemma [7, Proposition 2.11 actually 
provides a polynomial reduction [6] of this problem to the corresponding 
problem for monotone Boolean formulas without repeated variables. Now 
apply the main theorem in this paper. Q.E.D. 
According to the archetypes of NP-completeness theory [6], the inequal- 
ity problem for series-parallel networks should be regarded as intractable 
-unless P = NP. However, we can exploit the continuity of the search 
space for this problem, as follows. 
Suppose we are given series-parallel networks M and N with resistance 
functions P(r,, . . . , r,> and Q<r,, . . . , n , r 1 respectively, with the task of 
deciding whether P I Q. Then we connect two copies of M and N in a 
Wheatstone bridge as in the figure below, and randomly assign values 
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FIG. 1 
rl, . . . , rn to each resistor: note that four copies of each resistor are used 
in the network. Whenever an assignment is such that the resistance of M 
is smaller than or equal to the resistance of N, the downward flow of 
current in the vertical edge is blocked by the diode, and the galvanometer 
PA reads zero microampere. On the other hand, if for an assignment 
rl, . . . , r,, the resistance of M happens to exceed the resistance of N, then 
current flows upwards in the vertical edge, the diode has no effect, and the 
galvanometer detects this current. Instead of randomly assigning values to 
the resistors, we could adopt a “steepest descent” method, choosing our 
trajectories in the resistance phase space [O, ml’ so as to minimize the level 
of the surface Q-Z’. Compare with the discussion in [lo] (Fig. 1). 
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