Abstract-Dedicated Short Range Communication (DSRC) protocol is a key enabling technology for enhancing road safety and transportation efficiency. Wireless Access in Vehicular Environments (WAVE) 1609.4 is a new amendment that enables multi-channel operations in DSRC. Operating intervals are divided into alternating Control Channel (CCH) Intervals and Service Channel (SCH) Intervals with an identical length. This alternating feature causes high packet losses in CCH and low throughput in SCH, and thus hinders the deployment of this protocol. The goal of our work is to provision sufficient reliability for safety messages in CCH while optimising non-safety service delivery in SCH. We develop analytical models to explore the relationship among traffic density, CCH packet loss ratio, SCH throughput, and the duration of each kind of intervals. We also design a multi-channel coordination algorithm which adaptively adjusts the duration of intervals to achieve better performance and reliability based on these models. Theoretical analysis and extensive simulation results demonstrate the accuracy of our model and the efficacy of the proposed algorithm.
I. INTRODUCTION
Traffic accidents and highway congestion remain critical issues across the world. To tackle these issues, the United States (U.S.) federal government, together with industrial companies such as General Motors (GM) and Toyota, has been developing the Dedicated Short-Range Communication (DSRC) standard to facilitate safety-related applications including lane-changing assistance, road caution hazard notification, and etc. Though the primary goal of DSRC is to ensure safety driving, the standard also supports a variety of non-safety applications from electronic toll collection (ETC), drive-thru to multimedia downloading. This feature offers a large pool of commercial opportunities, providing a good incentive for automobile manufacturers to equip their vehicles with DSRC devices.
A MAC extension named the IEEE 1609.4 that supports multi-channel operations in DSRC is proposed to support more DSRC applications. It allows devices to tune to the same channel at the same time. The "rendezvous" channel known as Control Channel (CCH) is allocated to transmit safety related messages as well as WAVE control messages. Six channels named Service Channels (SCHs) in DSRC spectrum are reserved for non-safety communication. In terms of channel coordination, there are four channel access options defined in the 1609.4 [1] , namely continuous access, alternating access, immediate access and extended access. According to continuous access, a radio is always tuned to a CCH or SCH without any switching performed. Alternating access is the default channel access approach which equally divides the whole synchronization interval (100 ms) for CCH and SCH. Immediate access allows radios to perform channel switch at any time. Channel capacity could be saved in this approach. Extended access allows vehicles to stay on SCH for successive synchronization intervals without switching back to CCH.
A number of works address the issue of modelling 802.11 MAC protocol in general such as [2] [3] , and vehicular networks in particular such as [7] . Bianchi [2] and Yao [4] propose models for 802.11 DCF and EDCA, respectively. However, their models only focus on single channel operation. Wang et al. [5] study the performance of DSRC multi-channel network. While time for transmitting safety related messages in CCH is calculated, the safety message broadcast is not analysed and dynamic switch between CCH and SCH is excluded in the model. To the best of our knowledge, a model that fully characterizes the DSRC multi-channel network is still left blank. Also, though many works have been carrying out to enhance the performance of DSRC [5] , there is a lack of a solution to dynamically adjust the duration of channel intervals in 1609.4 to achieve the performance requirements in both channels. To fill this gap, we theoretically characterize the DSRC multi-channel network, and propose a holistic and adaptive solution to enhance its performance.
Contributions 1) We improve previous models on 802.11 EDCA protocol [2] [4] [6] , to capture the features of channel switch. 2) We propose an control based multi-channel coordination algorithm, which dynamically adapts channel intervals to achieve better DSRC performance. Extensive simulation results show that the proposed algorithm reduces packet loss ratio up to 30% in CCHs and almost doubles throughput in SCHs. The rest of this paper is organized as follows. Performance metrics and Markov Chain models for WAVE 1609.4 multichannel operations are presented in Section II; The multichannel coordination algorithm is discussed in Section III; Section IV conducts extensive simulations to validate the accuracy of the model and efficacy of the proposed algorithm; Section V closes this paper with concluding remarks.
II. ANALYTICAL MODELS OF 1609.4
In this section, we review previous analytical models and proposed our models for the DSRC multi-channel network.s Previously, many researches have been conducted on deriving analytical models for 802.11p MAC protocol. Bianchi [2] and Yao et al [4] [6] analyse 802.11 DCF and 802.11 EDCA respectively. However, their models only work with single channel operation. Campolo et al. [7] analyse prioritized broadcasting in multi-channel VANET. The paper assumes that the time to live (TTL) of safety messages is 100 ms, implying that packets failing to be sent in the current synchronization cycle shall be discarded. Nonetheless, this assumption does not reveal the general scenario defined by the standard where packets can be stored in the queue and transmitted in next synchronization interval. Moreover, hidden terminals are not considered. Misić et al. [8] analyse the delay of 802.11p network with single channel devices. However, synchronized collision due to multi-channel operations is not analysed.
In this paper, with assumptions in paper [6] , we improve previous DSRC models in the multi-channel context. Comparing to previous models, our models include channel switch that is defined in 1609.4 and consider both broadcasting in CCH and unicasting in SCH. By using this model, we can observe how the system's performance changes with different CCH interval. Also, synchronized collision is analysed. Finally, we derive important parameters from our models as inputs to existing performance metrics model to quantitatively evaluate the performance of the protocol. A. Markov Chain Model for 802.11p Broadcast in CCH This model improves previous models as it includes both channel switch and synchronized collision. The states of our Markov Chain model are a set of possible backoff counters, denoted as {b(t)}. The backoff counter down-counts the number of idle time slots that a node has to wait before transmission. If the counter reaches zero, it entails that the node is ready to transmit. Moreover, as there is no feedback acknowledgement from the receiver if the packet is successfully transmitted or not, the transmitter does not have any idea about the network condition. Hence, the contention window will be kept constant. We model this process as a 1-D Markov Process as Figure  1 illustrates. In Figure 1 , IDLE is the state that there is no packets ready to be sent. The states {0, ..., W 0 − 1} denote the value of the backoff counter. p b is the probability that the node senses other nodes occupying the channel. p cch is the probability that CCH is the current operating interval. p sch is the probability that SCH is the current operating interval. 1) Blocking probability We first derive the blocking probability in the Markov Chain (MC). The backoff process will be blocked when the medium is sensed busy (i.e., either the node detects there is a transmission on going in CCH or the operating interval is in SCHs). The overall blocking probability is
where p b is the probability that a node finds an on going transmission in CCH, CCHI is the CCH interval and SYNC is synchronization interval.
We denote β as the traffic density, which is the number of nodes on a unit length lane, R as the transmission range and σ as a time slot period. Solving the Markov Chain, we have the probability that any node transmits in an arbitrary time slot as
where λ is the packet arrival rate, N cs = 2βR. When the channel is sensed busy, the backoff counter will be frozen and will be delayed for a time period of T, which is defined in [4] .
2) Service Time
It is critical to know the service time as we need it later to find the queue utility. Arrival process is modelled as a Poisson process and we characterize the service time as a general distribution. Hence, each node works as a M/G/1 queue. Denote q i as the steady state probability that the service time is i time slots. Let Q(z) be the Probability Generating Funtion (PGF) of q i and it can be represented as,
Its first order derivative is the service time.
3) Modelling CCH and SCH Channel Switch CCH and SCH channel switch is a new feature that we shall include in our model. Each synchronization interval is divided into a CCH interval and a SCH interval. There are separate backoff counters in each channel. How to integrate different channels into one model is the problem we target. We understand that the backoff counter in each mobile node will be decremented by a slot once an idle channel is sensed for a DCF Interframe Space (DIFS). Conversely, it will wait for an extra period once the channel is sensed busy. Moreover, if the backoff starts near the end of CCHI, there is a high likelihood that it can not be completed within this interval. As a penalty, it has to wait for a period of SCH interval and guard interval. When the next cycle comes, it will be unblocked and continue the backoff process. In this case, we consider that a node would only wait for one more cycle if the message could not be sent in current one. Otherwise the the queuing delay will be too long to satisfy real-time requirement. Therefore, for a tagged transmitting node in broadcast communication, the time for the backoff counter decrementing by one can be modelled by the following PGF
As a result, the first moment of the service time can be calculated from the above PGF which is in the following form
By definition, the service rate of the queue is achieved as
4) Numerical Estimation
After building the above model, we can numerically quantify the service rate, service time and packet transmission probability in an arbitrary slot. To calculate the service rate, we have to know the queue utility ρ. However, ρ itself is a function of µ. Thus, we need to calculate ρ iteratively by updating µ and ρ in each iteration until ρ converges.
5) Packet Loss Ratio
Packet Loss Ratio (PLR) is an indispensable metric quantifying reliability. It can be calculated as a complement of Packet Delivery Ratio (PDR). PLR is defined as the probability of failing to receive a packet at the receiver after this packet is transmitted at the sender. To calculate PLR in a vehicular scenario, we consider a 1-D VANET scenario.
From previous model, we have the probability that a node transmits in an arbitrary time slot, π 0 and the traffic density. With these parameters as the input, following a similar analysis in paper [9] , we are able to obtain an analytical form of total PDR and then get its complement to have PLR.
6) Synchronized Collision
In multi-channel operations, there is a high probability for synchronized collision at the start of a channel interval among devices with ready-to-send packets. All of devices will respect the 802.11 back-off rule and select a random back-off slot to avoid collision. However, in this special case, the collision can not be avoided. The main reason behind this problem is that the default contention window is set to 16, which restricts each node to randomly select a back-off time slot within {0,1,2, ... , 15} . If there are more than 16 nodes in the network (which is common in a daily traffic scenario), with probability one, two nodes will select the same time slot to start transmission, thus concurrent collision happens. Moreover, any two nodes will be in the vulnerable period and thus they will still suffer from synchronized hidden terminal problem. This important impact shall also be included into our analytical model.
We know the channel utilization is ρ = λ µ . Define P LRSY NC the PLR in the first W0 slots that mostly impacted by synchronized collision and P LRNORM the PLR after the first W 0 slots that majorly impacted by interference and fading. Thus, the total packet loss in a CCHI is P LRNORM (
. And the total number of packets sent is
. Therefore, the total PLR, P LR T , over a CCHI including synchronized packet loss is
where N is the total number of nodes within the communication range of the tagged node and P LR NORM is calculated by the normal packet arrival probability in a slot and P LR SY NC is calculated using the utility (there is at least one packet in the queue). Therefore, the average PLR of the tagged node is
where P LR i is the overall packet loss ratio of node i with respect to the transmissions from the tagged node. B. Markov Chain Model for WAVE 1609.4 Unicast in SCHs While in CCH, safety messages are flooded to all neighbors, non-safety services are usually transmitted upon request in unicast mode. In this mode, the sender is aware of the reception of transmitted packets. Once a transmission fails, a retransmission will be scheduled and the contention window will be doubled.
Conforming to previous assumptions, we model the backoff process of the transmission as a 2-D Markov Chain with state space {s(t),b(t)}, where s(t) is the backoff stage and b(t) is the backoff counter. Figure 6( [4] probability that the queue has packets arrival in a slot time is given as P a = 1 − e −λσ . Moreover, due to channel switch and other nodes' transmission, the probability that the backoff counter gets blocked is
where T SY NC is the whole synchronization period. Obtain the transition probability from figure 6(a) and recall the fact that the sum of all stationary probabilities equals one, we are able to get the probability that a packet is going to be transmitted in an arbitrary time slot
where P tr is the probability that there is at least one node transmitting in current slot and is calculated as
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where
+ DIF S + δ. T vuln is the vulnerable period during which the tagged nodes transmission is vulnerable to hidden terminal problem and T c is the time period the the backoff timer should defer when detecting an ongoing transmission. L H is the header size and E[P ] is the payload size. R d is the data rate and DIFS is the DCF Interframe Space.
As we have π 0,0 , following similar steps in broadcasting model, we can compute the service rate µ SCH and then the delay, which has negative relationship with the throughput. We can use the analytical model for throughput in [10] to evaluate the performance. Due to space limit, we skip the details.
III. MULTI-CHANNEL COORDINATION ALGORITHM
Ideally, CCH and SCHs shall be operating on different transceivers such that they do not have to share radio resources. And this is the long term goal of DSRC (10-20 years). However, according to C. Campolo [11] , dual-radio devices are far more costly than single-radio devices. This leads to much longer time for DSRC to penetrate the market. Another issue for dual radio devices is that one radio would have strong interference on the other if they are physically close regardless of what channel they operate. For these reasons, single-radio devices are the main focus in the initial deployment stage of DSRC. However, the problem that the duration of CCH and SCH is halved in single-radio devices is still critical [12] . To cope with dynamic demands of the reliability in CCH and throughput in SCHs, we propose a multi-channel coordination algorithm to adaptively adjust CCH and SCH intervals. The proposed algorithm maximizes SCH throughput while provisioning sufficient reliability for delay-stringent safety packets. The main idea is to set-up a lower bound of the reliability for safety messages. When traffic density is low, a very small CCH interval can fulfil this demand and the remaining time resource can contribute to non-safety services delivery. On the other hand, when the density is high, we can enlarge CCH interval to provision more time resource to complete the transmission of safety messages in that synchronization interval.
A. The Multi-Channel Coordination Algorithm
We can view the channel interval as limited resources for safety related messages and non-safety applications. Thus, this problem can be viewed as a Resource Optimization (RO) problem. When dispatching resources, we have to balance the reliability of time-stringent safety services and the performance of infotainment applications. We design an iterative control system to achieve this goal.
Concerning our primary goal, guaranteeing the reliability of safety services, CCHI will be enlarged to relieve synchronized collision when the reliability is low, i.e. the on road traffic density is heavy. it will be reduced when the reliability is higher than the pre-defined threshold, i.e. the traffic density is low. The derivative controller of CCHI thus is .
where α 0 is a constant, α 0 > 0 and P DR th is a threshold. As a result, when CCHI increases, PDR will obviously increase as the synchronized collision is relieved. On the other hand, PDR will decrease when CCHI decreases. In summary, PDR has a positive relationship with CCHI. Dynamics of PDR is therefore
where α 1 is a positive constant, and T th CCHI is a constant.
With equation (14) and (15), we have ..
The damping ratio in this system is 0, according to control theory, it exhibits non-decaying oscillations. The interval will not converge to an optimal value. To overcome this problem, a proportional-plus-derivative (PD) controller can be adopted to have a system that converges. Ergo, we have the following theorem concerning stability.
Theorem 1 (System Stability): The proposed control system is stable if α 0 > 0, α 1 > 0, α 3 > 0 and the PD controller is
We skip the proof for brevity. Adopting equation (17), we have the new dynamic system, ..
It can be verify that the two characteristic roots of equation (18) have negative real parts, therefore the system is stable. We can finally have the PD controller by using Taylor series to expand equation (17) as
and λ and ζ are step sizes that control the rate of convergence. Once we have the consensus results of the traffic density (to be discussed in the next subsection), we calculate the PLR based on previous calculated CCHI. Moreover, we can obtain the new CCH interval through above PD controller.
Algorithm 1 Mult-channel coordination algorithm
Input: step size λ,ζ, traffic density, PLR threshold; Output: the updated CCH interval 1: CCHI = 46 ms, SCHI = 46 ms, GuardInterval = 4 ms 2: Select an optimal update period T 0 3: for every period of T 0 do 4:
1. Vehicle side:
5:
Each vehicle estimates current traffic density and sends it to the associated RSU 6: 2. RSU side:
RSUs achieve a consensus on the density based on Distributed consensus algorithm 8: RSU calculates PLR based on the proposed model. 9: In next CCH interval, RSU distributes the new CCH length by WAVE Short Message (WSM) 10: 3. Vehicles side:
11:
Upon receiving the message, the vehicle will use the new in CCH interval in next synchronization interval. 12 : end for
B. Algorithm Convergence and Convergence Rate
The iterative control approach is essentially a gradient descent method [13] . We want to have the PLR approach the threshold, Fig. 3 : PLR of CCH channel with BPSK and QPSK thus the reliability is guaranteed regardless of the traffic density. As we have PLR as a convex function, ∇ PLR Lipschitz continuous, and appropriate step size ζ, λ, we can guarantee a local solution [13] . Moreover, in this case, the method will eventually converge to a global desired solution. The convergence rate is dependent on the step size ζ, λ. Large step size leads to large update each time, thus it converges faster. Conversely, small step size moves slowly to the solution but it provides higher accuracy. In our context, we choose a small and constant step size as the range of CCHI is not large, we can approach it fast and accurately with small step size.
IV. MODEL VALIDATION AND PERFORMANCE ANALYSIS
In this section, we conduct simulations to validate the proposed analytical model and then evaluate the performance of the multi-channel coordination algorithm. The simulations are conducted in NS2 and we leverage a toolkit in [14] .
We consider a free-way system where all vehicles are distributed according to a Poisson process. Simulations are conducted on a a 2000m highway segment. Each vehicle is equipped with an on-board DSRC wireless device.
Road Side Units (RSUs) are also present to provide nonsafety services. Hence, both V2V and V2I communications are included in the simulation. Moreover, we leverage the IEEE 802.11p as the MAC protocol and the two-ray ground reflection model as the physical propagation model. Due to finite transmission range and carrier-sense range used in our system, hidden terminals, concurrent collisions and synchronized collisions are naturally reflected in the simulations. The packet generating rate of CCH is 10 Hz and for SCHs, the rate is 100 Hz -500 Hz as we consider that there are more packets from non-safety applications.
A. Model Validation
In this section, we validate PLR model by comparing their theoretical values with simulation results. Figure 3 shows the PLR with varying traffic density. In this scenario, we separate the PLR caused by interference and PLR caused by fading. In Figure 3 , the PLR only suffers from interference, which is what our model describes. When the traffic density increases, the PDR has a significant drop. The results of our model coincides with the simulation counterparts, which tells that our theoretical analysis can well capture features of DSRC systems. The 5% gap between the analytical and simulation results is due to the limited precision of numerical differentiation and limited road range in the simulations.
B. Performance Evaluation
We test the proposed algorithm with step sizes λ and ζ, equal to 0.02 and 0.01 respectively. We take the BPSK communication range as the reference range.
1) Synchronized Collision Problem
We demonstrate the synchronized collision in this experiment. We focus on CCH and divide CCH interval into five time slices. The first time slice is 0 ms-5 ms, which suffers synchronized collision most. The second slice is 5ms-10ms. For other slices, the length is 10ms. Then we record number of packets transmitted during each time slice. As we observe, the number of packets transmitted in the first slice is far more than number of packets transmitted in other slices. The reason is that each time, packets which have been generated but not able to be transmitted will be put in the queue. In the next synchronization interval, these packets are ready to be transmitted right away. Almost each node has a packet ready to be transmitted at the same time (the start of the interval). Thus most packets are sent in the first time slice. This is also the reason for synchronized collision as they may very likely to choose the same time slot to start the backoff process. Thus PLR of the system is thus degraded.
2) Impact of traffic density and modulations on PLR Figure 5 (a) shows the the impact of modulation techniques and traffic density on PLR. It is shown that 16QAM and 64 QAM always suffer high packet loss than BPSK and QPSK. Moreover, BPSK outperforms other modulation techniques in low density and QPSK is the best in high density. While for SCHs, if the CCHI increases, SCHI will correspondingly decrease and vice versa. This results in a decrease in the saturated throughput in SCHs. C. Performance of the proposed algorithm We compare the performance of our algorithm with that of IEEE 1609.4 alternating access. We set the desired PLR to 0.2. From Figure 7 (a), we observe that optimal CCH interval increases with traffic density. We should enlarge CCH interval to provide more reliability. To this purpose, the proposed algorithm responds quickly to the PLR change and accurately adjusts CCH interval. In terms of accuracy, we mean that the algorithm constrains the PLR under the pre-defined reliability requirement, and then provisions all the bandwidth to SCHs, thus increasing SCH throughput. Figure 7 (b) presents the PLR varies with traffic density under the optimal interval. The proposed algorithm keeps the PLR under the desired reliability.
Our algorithm significantly outperforms the alternating access, which has around 40% packet loss when the density is around 0.08 vehicles/m. Figure 7 (c) shows the throughput in SCHs varies with traffic density. When the traffic density is low (i.e. under 0.05 vehicle/m) the proposed algorithm leads to the highest throughput possible in this scenario as the smallest possible CCH interval is used and more operating interval is reserved for SCH. When the density is high, CCH interval is enlarged to provide more reliability. Additionally, we find that in low density cases, the proposed algorithm achieves significantly higher SCH throughput than the other while it only has minor throughput difference under high density.
It is flexible to add different messages in our algorithm, e.g. WSA and RFS. In some research, WSA and RFS are sent in every duty cycle. However, some work just use WSA and RFS as handover message. Our algorithm works in both scenarios as we directly control the reliability which is more flexible in design and implementation comparing to other algorithms.
V. CONCLUSION
The new multi-channel operations introduced by IEEE 1609.4 result in high packet loss in CCH and low throughput in SCH. In this paper, we focus on the problem of how to divide the operating interval to achieve the requirements in both channel. In order to provide a holistic solution, we first build two analytical models for CCH broadcasting and SCH unicasting based on Markov Chain (MC), where multi-channel operation is included and synchronized collision is analysed. In addition, we propose a multi-channel coordination algorithm to adaptively choose an optimal CCH interval based on current PLR. Simulation results show that the analytical models are accurate and the proposed algorithm converges rapidly.
