Abstract-
I. INTRODUCTION
Many electrical networks consist of resistors, ideal diodes, and nonlinear elements such as, e.g., transistors. To analyze the behavior of such networks, the behavior of the nonlinear elements is often piecewise linear (PL) approximated. In the literature, many papers can be found dealing with possible model descriptions to store the PL data information in a minimum way [1] - [3] . In addition, much research is done in the field of analyzing networks with PL components [4] , [5] .
It is known that PL model descriptions are related to the linear complementary problem (LCP) [4] , [6] . This problem is widely Manuscript received February 26, 1998 ; revised September 18, 1998. This paper was recommended by Associate Editor J. Vlach.
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Publisher Item Identifier S 1057-7122(99)06356-4. studied in mathematical science [7] . Recently, it has been shown that the dynamics in systems with complementary conditions can be described as a linear dynamic complementary problem (LDCP) [8] , [9] . Electrical networks with PL components and dynamic elements such as capacitors and inductors belong to this problem. In [8] and [9] a possible solution technique was proposed, based on the rational Laplace transformation. However, from an analysis point of view, this method is not suitable for implementation in a simulator. The purpose of the research is to show that the LDCP can be treated as a sequence of LCP's that must be solved for each time step. Consequently, the LDCP is solved faster than [9] and electrical networks with PL components can be solved using the standard techniques as, for example, the one discussed in [5] . Furthermore, it will be shown that the proposed method can deal efficiently with inconsistent initial conditions; a problem which occurs in networks with ideal switches and diodes. The proposed method implicitly detects which switch or diode is changing and obtains the correct system equations after the switching instant. This is an improvement on [13] where the system equations need to be reformulated and where it is not explained how to detect that the switch is changing. Also, in [14] additional steps have to be taken in order to find the state equations after switching.
To highlight the basic problem, the relation between PL and LCP will be discussed in Section II. Then the LDCP will be treated in Section III. Next, the proposed method will be discussed and demonstrated by an example. Inconsistent initial conditions will be discussed in Section VI. Some concluding remarks are given in Section VII.
II. RELATION BETWEEN PL MODELING AND LCP
In PL electronic networks, the nonlinear behavior of component elements is PL approximated. Consider as an example the fairly simple nonlinear resistor in Fig. 1 , having a two-segment PL characteristic. The two segments are described by Leenaerts [1] - [3] . In [6] it has been shown that all model descriptions are a special case of the state model description. In other words, the state model description is the most general model known to model any PL function. Almost any electrical component behavior that is continuous can be modeled using PL techniques, including transistor networks [10] . The system described by the second equation in (2) together with (3) is a special case of the k-dimensional system j = Mu + q u 0; j 0
with matrix M 2 R k2k and q 2 R k . To find u; j 2 R k consistent with (4) for a given q is a well-known problem in mathematical programming, called the LCP [7] . Several solution strategies are developed to solve the LCP such as, for instance, the method proposed by Katzenelson and Lemke [7] , [11] . Note that although Katzenelson's algorithm is developed to solve networks with PL representations of the nonlinearities, implicitly, the method solves an LCP. Katzenelson's algorithm traces a path in the solution space, starting with an input q 3 for which the solution is known. The input q 3 is now linearly modified to the input q for which the problem should be solved using a parameter . This results in the process j = Mu + q 3 + (q 0 q 3 ); 0 1
terminating for = 1 and yielding the correct solution for u and j. (1) is used. Using state variables v and i the network is described by
Using (2) to remove variable V r , the network dynamics are finally 
with x 1 = v, x 2 = i, and y = j. The vectors y(t) and u(t) represent the changes of the segments in the PL function. The state vector x(t), together with y(t) and u(t), describe the complete system behavior in a minimum manner. The necessity of y and u is inherent in the fact that any PL network deals with the LCP. Removing y (or u)
from the system equations when becoming zero will not reduce the amount of computation. One can detect when y (or u) becomes positive (although this might be not trivial in the case where several modes change at the same instant), but the question arises as to how the system equations are changed. For k breakpoints there are 2 k possible system equations and to retain them all will cost more than to keep k additional equations.
In a more formal way, (7) can be written as _ x(t) = Ax(t) + Bu(t); y(t) = Cx(t) + Du(t); u 0; y 0; u T y = 0
with the n-dimensional state variable x representing the voltages on capacitors and currents through inductors. The problem of solving (8) under restriction of complementary condition (3) is known as the LDCP [8] . In the LDCP, functions u(1), x(1), and y(1) take values in R k ; R n and R k , respectively and A; B; C, and D are constant matrices of appropriate dimensions. Due to the complementary condition for y and u, the system has 2 k modes, each represented by a set of linear ordinary differential equations (ODE's). These ODE's can be solved using numerical integration methods.
In [8] and [9] a method is presented to solve the LDCP based on the rational Laplace transformation. In this method, the numerical integration is stopped at the moment the complementary conditions are violated. The system then must be transformed to the Laplace domain and several additional computations have to be performed. To avoid this break and these additional steps, a new method will be proposed.
IV. THE PROPOSED METHOD
In conventional network simulators numerical integration methods are used to solve time-dependent equations of network components [12] . Applying an integration method to a dynamic electrical network component results in a sequence of small static replacement circuits. The component values in this replacement circuit are determined by the used integration method, the step size, and the history of integration.
The main idea is now to rewrite the LDCP (8) as a sequence of static LCP's, similar to (4). The entries in the matrix M and vector q are then determined by the original problem and the integration method. The solution of the static LCP at a certain time instance can be obtained by applying existing methods, e.g., Katzenelson's algorithm. After obtaining this solution a new time step may be performed, after which a new static LCP is obtained. In this way, the procedure may continue until the final time of integration is reached. To this purpose consider the well-known trapezoidal integration method [12] 
(or the backward Euler formula z n+1 = z n + h _ z n+1 ). Here, z n represents the computed solution at time t n and h n is the time step at time tn. Expression (9) integrates over the time period tn ! tn+1.
For the next time step, P n+1 is needed and for the trapezoidal rule the update from P n into P n+1 can be found as P n+1 = 0P n +2z n+1
(in the case of backward Euler Pn+1 = zn+1).
Applying the numerical integration method (9) to (8) The obtained result (13) means that the dynamic LDCP can be solved as a sequence of static standard LCP's: one for each time period. The LCP reflects the nonlinear behavior of the network in terms of PL elements.
In time period tn ! tn+1, the static LCP (13) must be solved.
After obtaining the solution in terms of u n+1 and y n+1 , the next time period can be started, i.e., t n+1 ! t n+2 . Consider the time period tn ! tn+1 and assume that Pn is known. Two situations need to be considered.
A. The Case If q n+1 0 for All Entries
Knowing step size h and Pn, LCP (13) is completely determined. The solution of the LCP in this case is readily obtained as yn+1 = q n+1 ; u n+1 = 0: The next step is to calculate x n+1 from (11). To solve the problem in the next time frame tn+1 ! tn+2, Pn+1; Mn+2 and q n+2 can be obtained from x n+1 and (12), respectively.
B. The Case If Some Entries of qn+1 Are Negative
A new mode is entered in the case where one or more entries of qn+1 are negative. First, the LCP (13) must be solved to find which mode is entered. Because one or more modes change, some of the entries in u n+1 become positive and the corresponding entries in yn+1 become zero in order to be consistent with the complementary conditions. In the next step, x n+1 is calculated from (11). Again, as Fig. 4 . Switching network with inconsistent initial conditions, as taken from [13] . In the network an ideal PL diode is used, while in [13] an ideal network diode was used. In order to have the same results, the diode is differently situated in this work, as compared to [13] . the next step Pn+1; Mn+2 and qn+2 need to be calculated and one may proceed with the next time instant. However, because a mode is changed, inconsistent initial conditions can occur. This issue will be treated in Section VI.
C. Some Remarks
Equation (12) To conclude, the detection of an event, the change of mode, and the continuation of the integration are within the same routine. Only a standard LCP has to be solved but, within PL simulators, tools for doing this are already available. The LCP yields j n+1 = 0:5001u n+1 02:0381e 05 and, therefore, a change in mode is detected. The resistance becomes 1 at x n; 2 = i = 0. After solving the LCP, we have un+1 = (0qn+1)=M = 4:0751e 05 ; jn+1 = 0. To proceed, P n+1 follows from x n+1 and to compute the new x n+1 after the change in mode, (11) is used with un+1 = 4:0751e 05 , giving xn+1 = (00:2484; 0)
T . Therefore, the state variable values before the mode changes are the same as after the change. The conclusion is that no inconsistent initial condition occurred during the transition and the method may proceed without modification. The resulting dynamic behavior of the circuit can be seen in Fig. 3 . The proposed method as well as [9] have been implemented in MATLAB to simulate the example. The simulation with the new method took 1.45 CPU s, compared to 3.21 CPU s for the method in [9] . Using the specific PL simulator PLANET [16] , the problem was solved within 2.01 CPU s. The results show the improvement in computation time obtained with the new approach.
VI. INCONSISTENT INITIAL CONDITIONS
From the example, the question may arise as to what happens if the state variable values before and after a mode changes are not the same. Then the network has inconsistent initial conditions. As an example, take the circuit from [13] wherea solution method is also provided (see Fig. 4 ). As in [13] , the switch opens when the inductor current is 2 A, and at this instant the initial voltage on the capacitor is 2 V. The system equations are then given as The system is considered in the current topology, i.e., the diode is conducting [13] . Therefore, P 1 is again equal to x 1 = x 0 . One may now continue and the error between v3(t) and the exact solution (v 3 (t) = 2e 00:5t (cos 0:5t + sin0:5t)u(t) [13] ) is depicted in Fig. 5 and shows good agreement, even for fairly large h. We conclude that the following holds.
• If a mode changes and the state vectors before and after the instant are equal, we continue the integration.
• If a mode changes and the state vectors before and after the instant are different, we reset the integration method and the state vector obtained before the instant is used as initial condition. Note that the topology of the network changes due to the change in mode. However, it is not necessary to describe the system equations in the new situation explicitly, as is necessary in [13] . Because (8) contains all information of all possible topologies, it is known how the system equations will change due to a change in mode of a diode. Furthermore, the proposed method automatically detects which modes will change, even if this occurs at the same switching instant. The price to pay is to keep one additional variable per ideal diode/switch in the system equations.
VII. CONCLUSION
We showed that the LDCP can be transformed in a sequence of LCP's. In each time step, a single LCP has to be solved and the used numerical integration method needs to be reset only when the initial conditions are inconsistent. This is simply detected by comparing the state vectors before and after the switching instant. Because the proposed method integrates the LCP and the numerical integration into a single algorithm, the change of mode and the continuation of the integration are done implicitly. This is an improvement over the method in [9] . The method can be used advantageously in (especially PL) simulation environments.
I. INTRODUCTION
Phase-locked loop (PLL)-based timing recovery [1] , [2] is often used in high-speed synchronous communication receivers to adjust the frequency and the phase of the receiver clock to optimize the sampling instants of the received signal. A particularly critical application is timing recovery applied to magnetic recording systems. It has been shown [3] - [5] that a large improvement in terms of storage density and reliability is achieved by introducing techniques, such as timing recovery, adaptive equalization, partial response, and sequence detection. As PLL performance strongly affects the behavior of the overall system, we focused on studying its stability [6] - [9] . We used a geometric method that allowed us to have a quick and precise analysis of the high-order parameterized dynamic system that represents the PLL. Our reference architecture is the PLL with a loop delay of M cycle shown in Fig. 1(a) where the parameters and are, respectively, the integrating and the proportional open-loop gain. This work was aimed at studying a PLL with M = 13, but the method we used is valid for any value of the loop delay. Our purpose was to find the values of and that guarantee the loop stability.
We developed the analysis in both discrete time (DT) and continuous time (CT) domains. Furthermore, we compared the achieved results. In addition, we used the delta operator and the unified transform theory [10] that allows one to unify continuous-and discrete-time theory. Referring to Fig. 1 
