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Abstract
Anderson and Lipman deﬁned the wreath product and conjectured that the edge-chromatic number
ofGH is of class 1 ifG is of class 1. In the same paper, they asked about the edge-chromatic number
ofGP2 and they hinted that this is probably difﬁcult where P2 is a path of order 2. In this paper we
prove that GP2 is of class 1 for any graph G and prove that GH is of class 1 if G is of class 1 and
(H)(G).
© 2005 Elsevier B.V. All rights reserved.
Keywords: Graph product; Coloring; Edge-chromatic number
1. Introduction
Throughout this paper we consider only nonnull, ﬁnite, undirected and simple graphs.
We adopt the standard notations (G) and (G) for the maximum and minimum degrees
of the vertices of G, respectively.
Let G = (V (G),E(G)) and H = (V (H),E(H)) be two graphs. (1) The direct prod-
uct G∗ = G ∧ H has a vertex set V (G∗) = V (G) × V (H) and an edge set E(G∗) =
{(u1, v1)(u2, v2)|u1u2 ∈ E(G) and v1v2 ∈ E(H)}. (2) The cartesian productG∗ =G×H
has a vertex set V (G∗)=V (G)×V (H) and an edge setE(G∗)={(u1, v1)(u2, v2)|u1u2 ∈
E(G) and v1=v2, or u1=u2 and v1v2 ∈ E(H)}. (3) The lexicographic productG∗=G[H ]
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has a vertex set V (G∗)=V (G)×V (H) and an edge setE(G∗)={(u1, v1)(u2, v2)|u1u2 ∈
E(G), or u1 = u2 and v1v2 ∈ E(H)}. (4) The wreath product G∗ = GH has a
vertex set V (G∗) = V (G) × V (H) and an edge set E(G∗) = {(u1, v1)(u2, v2)|u1 = u2
and v1v2 ∈ E(H), or u1u2 ∈ E(G) and there is  ∈ Aut(H) such that (v1)= v2} where
Aut(H) is the automorphism group of H. (5) The copy Hu has a vertex set u× V (H) and
an edge set E(Hu)= {(u, v1)(u, v2)|v1v2 ∈ E(H)}.
The edge-chromatic number ′(G) of G is the minimum number of colors required to
color the edges of G in such a way that no two adjacent edges have the same color. A
graph G is k-factorable if and only ifG=⋃ni=1 Fi , where the F1, F2, . . . , Fn are k-regular
pairwise edge-disjoint spanning subgraphs. A graph M is a matching if the degree of each
vertex is 0 or 1. Vizing [6] classiﬁed graphs into two classes, 1 and 2, a graph G is of class
1 if ′(G)= (G), and of class 2 if ′(G)= (G)+ 1.
For a long time, the question of whether the product of two graphs is of class 1, if one of
the graphs is of class 1, has been studied by a number of authors. The following theorem
by Mahmoodian [4] answers the question for the cartesian product and it is quite easy to
prove.
Theorem 1.1 (Mahmoodian [4]). Let G∗ =G×H be the cartesian product of G and H.
If one of G and H is of class 1 then G∗ is of class 1.
The (noncommutative) lexicographic product has been studied byAnderson and Lipman
[1], and Pisanski, Shawe-Taylor and Mohar [5].
Theorem 1.2 (Anderson and Lipman [1]). If G is of class 1, then G[H ] is of class 1.
The (noncommutative) wreath product has been studied by Anderson and Lipman, who
proved the following:
Theorem 1.3 (Anderson and Lipman [1]). Let G be of class 1. If H has the property that a
vertex in the largest isomorphism class of vertices in H has the maximum degree in H, then
GH is of class 1.
They conjectured that if G is of class 1, then GH is of class 1. The same conjecture
appeared in Jensen and Toft’s book [3] as a question. Anderson and Lipman also gave
an example with both ′(GH) = (GH) + 1, and ′(H) = (H). They determined
that ′(C5P2) = 5 = (C5P2) (of class 1), and said that no proper coloring of C5P2
comes from or yields an optimal coloring of C5. They posed the question about the edge-
chromatic number of GP2 when G is of class 2, and hinted that this would be a difﬁcult
problem.
In this paper, we shall give a complete solution concerning the edge-chromatic number of
GP2; actually, we shall solve amore general case: replacingP2 by an even order and vertex
transitive graph. Concerning the conjecture, we treat it according to the relation between
(H) and(G). In fact, we shall prove the conjecture when(H)(G), and under some
additional conditions when (H)>(G).
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2. Main results
First, we prove some results which will play a key role in addressing our problems.
Theorem 2.1. Let G and H be two graphs such that ′(H) = (H). Then ′(G ∧ H) =
(G ∧H).
Proof. Since H is (H)-edge colorable,H =⋃(H)i=1 Mi whereMi is a matching spanning
subgraph of H. Thus, G ∧H =⋃(H)i=1 (G ∧Mi) and so ′(G ∧H)
∑(H)
i=1 ′(G ∧Mi).
It is easy to see that G∧Mi is a bipartite graph and so is (G)-edge colorable. Therefore,
′(G ∧H)(H)(G)= (G ∧H). 
As we mentioned before, the lexicographic product has been studied by some authors
(Theorem 1.2). In the following theorem we treat the case when ′(H) = (H) and G is
any graph.
Theorem 2.2. Let G and H be two graphs. If ′(H)= (H) and H is of even order, then
′(G[H ])= (G[H ]). Moreover, the corresponding statement need not hold when H has
an odd order.
Proof. It is easy to see thatG[H ] = (G×H) ∪ (G∧K|V (H)|). Thus, ′(G[H ])′(G×
H) + ′(G ∧ K|V (H)|). Since H and K|V (H)| are of class 1, ′(G × H) = (G) + (H)
by Theorem 1.1, and ′(G ∧ K|V (H)|) = (G)(|V (H)| − 1) by Theorem 2.1. Therefore,
′(G[H ])(H)+(G)|V (H)| =(G[H ]). Now, to prove the second part it sufﬁces to
give an example: TakeG=K2m+1 andH =P2n+1 wherem, n> 0. Note that |E(G[H ])|=
(2nm + m + n)(4nm + 2m + 2) + m(2n − 1) and the size of a largest independent edge
set is less than or equal to 2nm+ n+m. Hence, ′(G[H ])(4nm+ 2m+ 2)+ m(2n−1)2nm+n+m .
Therefore, ′(G[H ])>(G[H ]). 
Corollary 2.1. If H is 1-factorable and G is regular, then G[H ] is 1-factorable.
Proof. SinceH is 1-factorable, it follows thatH is of even order, regular and ′(H)=(H).
Therefore, G[H ] is regular and ′(G[H ])= (G[H ]). Hence G[H ] is 1-factorable. 
Corollary 2.2 (Himelwright et al. [2]). If H is 1-factorable and G can be factored into
1-factors and 2-factors, then G[H ] is 1-factorable.
The next result follows from Theorem 2.2 and noting that GH =G[H ] if H is vertex
transitive.
Corollary 2.3. Let G and H be two graphs. If H is a vertex-transitive of an even order, and
if ′(H)= (H), then ′(GH)= (GH).
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From Corollary 2.1 with H = P2 we can easily obtain the following theorem which
answers the second problem.
Theorem 2.3. For every graph G, we have ′(GP2)= (GP2).
Now, we turn to consider the conjecture. We discuss this problem through the relation
between(G) and(H); this can be divided into three cases:(G)>(H),(G)=(H)
and (G)<(H). It is worth pointing out that the question regarding the edge-chromatic
number of the wreath product of two graphs is not easy to handle using existing methods,
simply because the deﬁnition of the wreath product of G and H depends on ﬁnding the
automorphism group of H. Therefore, we shall ﬁrst give an appropriate decomposition for
thewreath product using another known product. To achieve this, we introduce the following
deﬁnition.
Deﬁnition 2.1. Let H be a graph; deﬁne a graph H ∗ as follows: V (H ∗)= V (H) and
E(H ∗)= {vv∗|v = v∗ and there is  ∈ Aut(H), such that (v)= v∗}.
Clearly, H ∗ is a simple graph. The following results are straightforward consequences
of Deﬁnition 2.1.
Lemma 2.1. Let H be a graph. Then H ∗ is a disjoint union of complete graphs.
Lemma 2.2. GH = (G×H) ∪ (G ∧H ∗).
Lemma 2.3. Let G and H be graphs, S be the set of vertices of H of degree (H ∗) in H ∗,
and v∗ be a vertex of S such that dH (v∗)=Maxv∈S dH (v). If (H)− (H)(G), then
(GH)= dH (v∗)+ (dH ∗(v∗)+ 1)(G).
Proof. By Lemma 2.2 we have dGH (u, v)= dH (v)+ (dH ∗(v)+ 1)dG(u). It is enough to
show thatdGH (u, v)dGH (u∗, v∗) for any (u, v) ∈ V (G)×V (H)wheredG(u∗)=(G).
To this end we consider two cases:
Case 1: v ∈ S. Then dH (v)+ (dH ∗(v)+ 1)dG(u)dH (v∗)+ (dH ∗(v∗)+ 1)(G).
Case 2: v /∈ S. Then −(G)dH (v∗) − dH (v)(G). Hence [dH (v∗) − dH (v)] +
[dH ∗(v∗)−dH ∗(v)](G)0.Therefore,dH (v)+(dH ∗(v)+1)dG(u)dH (v∗)+(dH ∗(v∗)+
1)(G). 
Lemma 2.4. Let ′(G)= (G). Then ′(GH)= (GH) if one of the following holds:
(i) ′(H)− (H)(G) (ii) (G)= (H).
Proof. We assume that H ∗ = ⋃sj=1K(j)nj , and v∗ ∈ V (K(s)ns ) where K(j)nj is a complete
graph of order nj and nsns−1 · · · n1> 0.Also, we assume thatV (⋃sj=r K(j)nj )={v ∈
V (H)| dH ∗(v)=(H ∗)}where 1rs. LetE andE(j)nj be null graphs withV (E )=V (H)
and V (E(j)nj ) = V (K(j)nj ). Since G is (G)-edge colorable, G =
⋃(G)
i=1 Gi where Gi is a
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matching spanning subgraph of G. Consequently,
(G× E) ∪ (G ∧H ∗)=




(G)⋃
i=1
Gi

× E

 ∪




(G)⋃
i=1
Gi

 ∧


s⋃
j=1
K
(j)
nj




=




(G)⋃
i=1
Gi

×


s⋃
j=1
E
(j)
nj




∪




(G)⋃
i=1
Gi

 ∧


s⋃
j=1
K
(j)
nj




=


(G)⋃
i=1


s⋃
j=1
(Gi × E(j)nj )



 ∪


(G)⋃
i=1


s⋃
j=1
(Gi ∧K(j)nj )




=
(G)⋃
i=1


s⋃
j=1
((Gi × E(j)nj ) ∪ (Gi ∧K(j)nj ))


.
Since Gi is a matching with maximum degree 1, (Gi ∧ K(j)nj ) is a bipartite graph with a
maximum degree (Gi)(nj −1)=nj −1. Thus, (Gi ∧K(j)nj ) is (nj −1)-colorable. Hence,
we color the edges of Gi ∧ K(j)nj by c(i)ns , c(i)ns−1, . . . , c
(i)
ns−nj+2. Since E
(j)
nj is a null graph,
Gi × E(j)nj consists of nj pairwise disjoint copies of Gi each of which is of a maximum
degree equal to 1. Thus,Gi×E(j)nj is 1-colorable. Hence, we color the edges ofGi×E(j)nj by
the color c(i)ns−nj+1. Therefore, (Gi ×E
(j)
nj )∪ (Gi ∧K(j)nj ) is nj -colorable. Since there is no
vertex ofK(j)nj adjacent to a vertex ofK(k)nk for each j = k, it implies that there is no vertex
of (Gi × E(j)nj ) ∪ (Gi ∧ K(j)nj ) adjacent to a vertex of(Gi × E(k)nk ) ∪ (Gi ∧ K(k)nk ) for each
j = k. Therefore,⋃sj=1((Gi ×E(j)nj )∪ (Gi ∧K(j)nj )) is ns-colorable with the property that
the edges ofGi×E(j)nj are colored by c(i)ns−nj+1 for each i=1, 2, . . . ,(G); j=1, 2, . . . , s.
Therefore,
′((G× E) ∪ (G ∧H ∗))
(G)∑
i=1


s⋃
j=1
((Gi × E(j)nj ) ∪ (Gi ∧K(j)nj ))



(G)∑
i=1
ns = ns(G).
Thus, (G×E)∪ (G∧H ∗) is ns(G) -colorable in such away that the edges ofGi×E(j)nj are
the only edges which are colored by c(i)ns−nj+1 for each i= 1, 2, . . . ,(G); j = 1, 2, . . . , s.
Now, for each u ∈ V (G) we color the edges of each copyHu of H properly and identically
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with new colors g1, g2, . . . , g′(H). As a result, GH is ′(H) + ns(G)-colorable. To
complete the proof of the theoremwemust reduce the number of colors by ′(H)−dH (v∗).
Now, we are in a position to prove (i) of the theorem.
Proof of (i). If ′(H) = dH (v∗), then we are done. If ′(H)>dH (v∗), then at each end
vertex of any edge of the form (u, v)(w, v) there are at least ′(H) − dH (v∗) common
missing colors from g1, g2, . . . , g′(H), say gdH (v∗)+1, gdH (v∗)+2, . . . , g′(H), where v ∈
V (
⋃s
j=r K
(j)
nj ). Since the only edges which are colored by c
(i)
1 are E(
⋃s
j=r Gi ×E(j)nj ), we
may recolor the edges which are colored by c(1)1 , c
(2)
1 , . . . , c
(′(H)−dH (v∗))
1 by the missing
colors gdH (v∗)+1, . . . , g′(H), respectively. Thus, ′(GH)′(H)+ ns(G)− (′(H)−
dH (v
∗))= dH (v∗)+ ns(G)= (GH) and so ′(GH)= (GH).
Proof of (ii). Again we use the above construction. By the proof of (i) it is enough to prove
the case when ′(H)= (H) + 1 and dH (v∗) = 0. Hence, it is easy to see that r = s,
so ns−1<ns . Moreover, at each vertex (u, v), g1, g2, . . . , g′(H) are missing colors where
v ∈ V (K(s)ns ). Also, E(Gi ×E(s)ns ) are the only edges which are colored by c(i)1 . So, we may
recolor the edges ofGi ×E(s)ns by gi for each i = 1, 2, . . . ,(H) to yield a (1+ ns(G))-
edge coloring of GH . We now reduce the number of colors by one. If ns−1 = ns − 1,
then the only edges which are colored by c(1)2 are the edges of (G1 ×
⋃s−1
j=l E
(j)
nj ) ∪ M
where l is the smallest integer such that nl = nl−1 = · · · = ns−1, and M is a matching
in G1 ∧ K(s)ns . Since no vertex of G1 ∧ K(s)ns is adjacent to a vertex of G1 ×
⋃s−1
j=l E
(j)
nj ,
and since at each vertex(u, v) ∈ V (G ∧ (⋃s−1j=l K(j)nj )) there is at least one color among
g1, g2, . . . , g′(H) which is missing, say g1, we may recolor the matching M by the color
g′(H) and the edges ofG1×⋃s−1j=l E(j)nj by the missing color g1. If ns−1<ns − 1, then the
edges ofM are the only edges colored by c(1)2 and so we may recolorM by g′(H). Therefore
′(GH)ns(G)= (GH) and so ′(GH)= (GH). 
Lemma 2.5. If(H)< 2(G), =|{v ∈ V (H)|dH (v)=0}|> |V (H)|2 , and ′(G)=(G),
then ′(GH)= (GH).
Proof. We may assume that H ∗ =K ∪ (⋃sj=1K(j)nj ) where >nsns−1 · · · n1> 0.
Then GH = (G ∧ K) ∪ (G × E) ∪ (G ∧ (⋃sj=1K(j)nj )) ∪ (G × H ′) where H ′ is
the induced subgraph of H with V (H ′) = {v ∈ V (H)|dH (v)1} = . Let G∗ = (G ∧
K) ∪ (G × E) and G∗∗ = (G ∧ (⋃sj=1K(j)nj )) ∪ (G × H ′). Clearly, we see that G∗
and G∗∗ are two disjoint subgraphs of GH . Hence, (GH) = Max{(G∗),(G∗∗)}
and ′(GH) =Max{′(G∗), ′(G∗∗)}.Since ′(G) = (G), ′(G ∧ K) = ( − 1)(G)
by Theorem 2.1. Since G × E consists of  pairwise disjoint subgraphs each of which
is a copy of G, ′(G × E) = ′(G) = (G). Therefore, ′(G∗) = ′((G ∧ K) ∪ (G ×
E))′(G ∧ K) + ′(G × E) = (G) = (G∗). Thus, ′(G∗) = (G). Hence,
′(GH)=Max{(G∗)= (G), ′(G∗∗)}. We consider the following cases.
Case 1: s = 1. Then G∗∗ = (G ∧ Kn1) ∪ (G × H ′) = G[H ′]. Since ′(G) = (G),
′(G∗∗)= ′(G[H ′])=(G[H ′]) by Theorem 1.2. Therefore, ′(GH)=Max{(G)=
(G∗), ′(G[H ′])= (G∗∗)} = (GH).
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Case 2: s2. Then ns |V (H)|−n1− < −n1−2. dG∗∗(u, v)d((⋃sj=1 K(j)nj ))(v)
(G) + (G) + dH (v)(ns − 1)(G) + (G) + (H) for any u ∈ V (G) and v ∈
V (
⋃s
j=1K
(j)
nj ), which implies that dG∗∗(u, v)< (ns + 2)(G)(G). Hence, (G∗∗)<
(G) and (GH)=(G∗)= (G). Moreover, ′(G∗∗)(G∗∗)+ 1(G). Thus,
′(GH)=Max{(G∗)= (G), ′(G∗∗)(G)} = (G)= (GH). 
Now, using the above resultswe state our theoremwhich conﬁrmsAnderson andLipman’s
conjecture in special cases.
Theorem 2.4. Let H and G be two graphs such that G is of class 1. Then GH is of class
1 if one of the following holds: (i) ′(H) − (H)(G), (ii) (H) = (G), (iii) there
is v ∈ V (H) such that dH (v) = (H) and dH ∗(v) = (H ∗), (iv) (H)< 2(G) and
|{v ∈ V (H) : dH (v)= 0}|> |V (H)|2 .
Theorem 2.5. If G is of class 1 and (H)(G), then GH is of class 1.
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