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Re´sume´
Nous e´tudions le proble`me du calcul des trajec-
toires d’un ensemble d’avions pendant leur descente fi-
nale juste avant l’atterrissage. Ces trajectoires sont sou-
mises d’une part aux contraintes lie´es a` la dynamique
des avions et d’autre part au fait qu’une distance de
se´curite´ suffisamment grande doit eˆtre maintenue. Nous
cherchons a` de´terminer l’ordre dans lequel les avions
se posent ainsi que leurs trajectoires respectives avec
comme objectif la minimisation du temps d’atterris-
sage maximal. Nous pre´sentons dans ce papier une ver-
sion simplifie´e du proble`me hybride ou` le temps et l’es-
pace sont discre´tise´s. Un mode`le en PPC introduisant
quelques contraintes globales est presente´.
Abstract
We study the problem of computing trajectories of a
set of aircraft in their final descent, right before landing.
Trajectories must be compatible with aircraft dynamics
while keeping distance between aircraft large enough.
Our objective is to determine the order in which air-
craft land as well as their exact trajectories in order to
minimize the maximal landing time. We study a highly
simplified version of this hybrid problem where time and
space are discretized. A constraint based model relying
on several specific global constraints is introduced. Com-
putational experiments are reported.
Mots clefs : Controˆle du trafic aerien, Ordonnance-
ment, Programmation par Contraintes
Key words : Air-Traffic Control, Scheduling,
Constraint Programming
1 Introduction
Les mode`les pour la dynamique d’un syste`me
reposent souvent sur des e´quations diffe´rentielles
de´rive´es des lois physiques. Ces syste`mes sont e´tudie´s
dans le domaine de la the´orie du controˆle. Les syste`mes
hybrides sont caracte´rise´s par une forte interaction des
mode`les continus et discre`ts (e.g., une utilisation si-
multane´e des variables continues et discre`tes).
Nous e´tudions ici un proble`me hybride de calcul
des trajectoires des avions lors de leur descente fi-
nale. Ces trajectoires doivent eˆtre compatibles avec la
dynamique des avions et satisfaire les contraintes in-
duites par les distances de se´curite´ entre avions. Tant
que les avions sont en l’air, la distance entre chaque
paire d’avions doit eˆtre supe´rieure a` une valeur fixe´e.
En outre, un intervalle de se´curite´ entre deux atterris-
sages conse´cutifs sur la meˆme piste doit eˆtre mainte-
nue. Notre objectif est de de´terminer l’ordre d’atter-
rissage et les trajectoires de tous les avions qui mini-
misent la date d’atterrissage du dernier avion.
Des proble`mes similaires ont de´ja` e´te´ e´tudie´s. La
version “statique” est e´tudie´e dans [1], [6] ou` les au-
teurs supposent que toutes les trajectoires possibles
sont connues. Cela permet d’associer a` chaque avion
un ensemble de feneˆtres temporelles dans lesquelles son
atterrissage est autorise´. Le proble`me de se´quencement
des vols ainsi obtenu est par la suite aborde´ comme un
proble`me d’ordonnancement classique. Une fois toutes
les dates d’atterrissage connues, les plans de vol corres-
pondant aux trajectoires peuvent eˆtre calcule´s. L’in-
conve´nient majeur de cette approche, de´taille´e dans
[5], est que les trajectoires obtenues peuvent intro-
duire des conflits potentiels puisque les contraintes de
distance peuvent eˆtre viole´es. Ceci est lie´ au fait que
le calcul de l’ordonnancement et le calcul des trajec-
toires sont effectue´s inde´pendamment l’un de l’autre.
En pratique, cette approche est re´aliste si les avions
volent a` des altitudes diffe´rentes.
A notre connaissance, il n’existe pas d’approches
permettant de prendre en compte simultane´ment
toutes les contraintes du proble`me. Dans ce papier,
on e´tudie une me´taphore tre`s simplifie´e du proble`me
original : “le proble`me des K−rois”. Le temps est
discre´tise´ et l’espace ae´rien est repre´sente´ par un
e´chiquier avec une case fictive repre´sentant la piste
d’atterrissage. Les avions se de´placent comme les rois
de jeu d’e´checs et l’objectif est de vider l’e´chiquier le
plus rapidement possible. Un proble`me encore plus
simple est de ve´rifier qu’a` partir d’une disposition
donne´e il existe au moins un mouvement.
Plus formellement, en partant d’une disposition ini-
tiale donne´e par les coordonne´es (a1, b1), ..., (aK , bK)
deK rois R1, . . . ,RK sur un e´chiquier de taille N×N ,
on cherche une se´quence de transitions permettant de
“vider” l’e´chiquier en respectant les contraintes sui-
vantes :
1. Les rois ne peuvent pas eˆtre en prise (selon les
re´gles classiques du jeu d’e´checs).
2. Un roi peut eˆtre enleve´ de l’e´chiquier tout de suite
apre`s son passage sur la case cible (marque´e par
une croix sur les Figures 1 et 2).
3. A chaque ite´ration, chaque roi se de´place obliga-
toirement de sa position courante a` une case ad-
jacente tant qu’il n’est pas sorti du jeu.
Un exemple d’une instance du proble`me est
repre´sente´ sur la Figure 1. Les fle`ches sur la figure
indiquent les e´ventuels de´placements des rois d’un ins-
tant a` l’autre. Il est important de savoir qu’il existe des
situations a` partir desquelles il n’existe pas de mouve-
ment possible. Un exemple d’une telle disposition est
donne´ sur la Figure 2. Une autre instance du proble`me
avec 4 rois sur une grille 4× 4 et sa solution optimale
sont repre´sente´es sur la figure 3.
Fig. 1 – Un mouvement Fig. 2 – Un blocage
Dans la suite du papier on suppose que les lignes et
les colonnes de l’e´chiquier sont nume´rote´es de 1 a` N .
Afin de simplifier les notations, on introduit une case
“fictive” avec les coordonne´es (0, 0). Par convention,
tous les rois de´ja` sortis de l’e´chiquier se trouvent sur
cette case. On peut voir cette case comme l’ae´roport
ou` les avions peuvent rester autant de temps qu’ils
veulent. Les cases non-existantes sont dessine´es en gris
sur la Figure 2.
Fig. 3 – Une solution optimale en 9 transitions pour
4 rois
Cet article est compose´ de 5 sections. La descrip-
tion formelle du proble`me des K−rois et un mode`le
initial en PPC sont de´crits dans la Section 2. Nous in-
troduisons dans la Section 3 les re´gles de propagation
supple´mentaires permettant de re´duire l’espace de re-
cherche. Les heuristiques de branchement sont de´finies
dans la Section 4 et les re´sultats expe´rimentaux sont
donne´s dans la Section 5.
2 Mode`le PPC
Nous utilisons trois ensembles de variables a` do-
maines finis pour la construction d’un mode`le en Pro-
grammation par Contraintes : variables de position
entie`res et boole´ennes, et les variables de dates de sor-
tie. Le mode`le extreˆmement simple utilisant seulement
les variables entie`res de position peut eˆtre construit
mais comme on le verra par la suite la propagation est
tre`s inefficace et me`ne a` de faibles performances.
La position Rk(t) du roi Rk a` l’instant t est donne´e
par une paire (Xk,t , Yk,t) de Variables Entie`res de Po-
sition ou` Xk,t (resp. Yk,t) de´signe la colonne (resp. la
ligne) de l’e´chiquier. On rappelle que le coin en haut
et a` gauche de l’e´chiquier a pour coordonne´es (1, 1).
Nous introduisons un ensemble supple´mentaire de
variables appelle´es Dates de Sortie T1, ..., Tk as-
socie´es aux instants auxquels les rois sont enleve´s de
l’e´chiquier :
Tk = min
{
t˜
∣∣∣ ∀t ≥ t˜, (Xk,t
Yk,t
)
=
(
0
0
)}
Nous introduisons dans le mode`le l’ensemble de
contraintes suivant afin d’imposer cette relation :
∀k ∈ [1,K],∀t ∈ [1, T ]
(
Xk,t
Yk,t
)
=
(
0
0
)
⇐⇒ Tk ≤ t
En plus, on introduit la variable T¯ e´gale au maxi-
mum de ces variables (c.a`.d le premier instant ou`
l’e´chiquier est vide).
Dans une solution optimale on ne peut pas avoir
exactement la meˆme disposition des rois plus d’une
fois (sinon cette solution ne serait pas optimale). Le
nombre total de pas de temps peut donc eˆtre borne´
par une constante.
Ces variables nous permettent de de´finir le mode`le
PPC “de base” pour notre proble`me. Nous introdui-
sons ne´anmoins les variables boole´ennes de position
uk,i,j,t pour permettre les propagations irrealisables
avec les variables de position entie`res. La variable
uk,i,j,t est instancie´e a` “vrai” si et seulement si Rk se
trouve sur la case (i, j) a` l’instant t. Les re`gles de pro-
pagation utilisant ces variables sont pre´sente´es dans la
Section 3.
Les variables de position entie`res Xk,t et Yk,t sont
relie´es aux variables de position boole´ennes en deux
e´tapes. La premie`re e´tape consiste en l’introduction
de deux ensembles de variables supple´mentaires xk,i,t
et yk,j,t qui peuvent avoir la valeur “vrai” si le roi
Rk peut se trouver sur la colonne i (resp. ligne j) a`
l’instant t. Ces variables sont ensuite relie´es au mode`le
boole´en comme suit :
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )] ,∀i ∈ [0, N ]
xk,i,t =
∨
j∈[0,N ]
uk,i,j,t
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )] ,∀j ∈ [0, N ]
yk,j,t =
∨
i∈[0,N ]
uk,i,j,t
La deuxie`me e´tape consiste a` e´tablir une connexion
entre ces variables et les variables du mode`le principal.
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )] ,∀i ∈ [0, N ]
i /∈ dom (Xk,t) ⇐⇒ ¬ xk,i,t
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )] ,∀j ∈ [0, N ]
j /∈ dom (Yk,t) ⇐⇒ ¬ yk,j,t
Ou` dom (X) de´note le domaine de la variable X avec
inf (X) = minx∈dom(X) et sup (X) = maxx∈dom(X).
2.1 La case fictive (0, 0)
Comme pre´ce´demment annonce´, chaque roi peut
soit rester sur l’e´chiquier de taille N ×N , soit se trou-
ver sur une case “fictive” supple´mentaire avec les co-
ordonne´es (0, 0).
Les variables de position Xk,t et Yk,t peuvent donc
prendre des valeurs dans [0, N ]. Nous introduisons les
contraintes suivantes afin d’interdire les cases non-
existantes (1, 0) , ..., (N, 0), (0, 1) , ... (0, N) :
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )][
(Xk,t = 0)∧ (Yk,t = 0)
]
∨
[
(Xk,t 6= 0)∧ (Yk,t 6= 0)
]
.
Pour le mode`le boole´en cette restriction est simple :
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )] ,∀i ∈ [1, N ] ,
uk,i,0,t = false
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )] ,∀j ∈ [1, N ] ,
uk,0,j,t = false.
2.2 Dispositions initiale et finale
La position initiale du roiRk est donne´e par (ak, bk).
A` l’instant T¯ tous les rois ont pour coordonne´es (0, 0) :
∀k ∈ [1,K]
(
Xk,1
Yk,1
)
=
(
ak
bk
) (
Xk,sup(T¯)
Yk,sup(T¯)
)
=
(
0
0
)
Ces conditions permettent d’instancier
imme´diatement une partie des variables de posi-
tion et ne sont pas explicitement applique´es au
mode`le boole´en.
2.3 Contraintes de distance
Les rois ne peuvent pas se trouver sur les cases ad-
jacentes. En consequence, en utilisant les variables de
position on obtient :
∀k, k′ ∈ [1,K] ,∀t ∈ [1, sup (T¯ )] , k 6= k′(
|Xk,t −Xk′,t| > 1
)
∨
(
|Yk,t − Yk′,t| > 1
)
Un ensemble de contraintes disjonctives sur les va-
riables boole´ennes peut eˆtre formule´ sous la forme sui-
vante :∀k′ 6= k,¬uk,i,j,t
∨¬uk′,i′,j′,t ou` i, j et i′, j′ sa-
tisfont |i − i′| ≤ 1 et |j − j′| ≤ 1. Ne´anmoins, cela
augmente significativement le nombre de contraintes
du mode`le et ame`ne a` une forte re´duction de la per-
formance. Cet ensemble de contraintes boole´ennes de
distance peut eˆtre remplace´ par des contraintes glo-
bales plus compactes et plus ge´ne´riques de´crites dans
la section 3.
Une remarque importante est que la case fictive
(0, 0) n’apparait jamais dans les contraintes d’inter-
distance. Afin de simplifier les notations, les condi-
tions correspondantes seront omises dans les sections
suivantes.
2.4 Contraintes sur la dynamique
Comme la dynamique des rois est extreˆmement
simple, on peut facilement utiliser la mode´lisation sui-
vante :
– La longueur d’un de´placement est au plus 1 : ∀k ∈
[1,K] ,∀t ∈ [1, sup (T¯ )− 1] , |Xk,t+1 − Xk,t| ≤
1 et |Yk,t+1 − Yk,t| ≤ 1
– Le de´placement est obligatoire : ∀k ∈ [1,K] ,∀t ∈[
1, sup
(
T¯
)− 1] , (Xk,t 6= Xk,t+1) ou (Yk,t 6= Yk,t+1)
Une dynamique plus complexe peut eˆtre prise en
compte par un graphe des transitions Γ. Chaque case
de l’e´chiquier a` un instant donne´ est associe´e a` un
sommet de ce graphe. Il existe une areˆte entre deux
sommets (x, y) et (x′, y′) si et seulement si un roi peut
se de´placer de (x, y) a` (x′, y′) en un seul pas.
La Figure 4 montre une partie de ce graphe des tran-
sitions adjacentes a` la case cible. Les sommets cor-
respondent aux points de la grille et les areˆtes sont
repre´sente´es par les fle`ches en pointille´s. Pour notre
1
t
Y
2 X3
2
3
4
Fig. 4 – Graphe de transitions
dynamique, a` chaque case (x, y) avec 1 ≤ x ≤ N et
1 ≤ y ≤ N et (x, y) 6= (1, 1) on obtient :
Γ
(
x
y
)
=
{(
x′
y′
) ∣∣∣x′ ∈ [x− 1, x+ 1] ∩ [1, N ]
y′ ∈ [y − 1, y + 1] ∩ [1, N ]
}
\
{(
x
y
)}
Comme pre´cise´ pre´ce´demment, Γ peut eˆtre utilise´ pour
la mode´lisation d’une dynamique plus complexe.
Le roi se trouvant sur la case (1, 1) peut
e´ventuellement eˆtre enleve´ de l’e´chiquier (de´placement
vers (0, 0)) ou` rester sur l’e´chiquier en se de´plac¸ant sur
une autre case adjacente :
Γ
((
1
1
))
=
{(
0
0
)
,
(
1
2
)
,
(
2
1
)
,
(
2
2
)}
Une fois enleve´, le roi ne quitte plus la case cible :
Γ
((
0
0
))
=
{(
0
0
)}
.
Dans la suite, on utilisera une formulation plus
ge´ne´rique de la dynamique. En particulier, les
contraintes globales pour la dynamique sont ap-
plique´es au graphe des transitions arbitraires plutoˆt
que sur une dynamique plus pre´cise.
La dynamique d’un roi est alors de´finie par la rela-
tion de re´currence suivante :
∀k ∈ [1,K] ,∀t ∈ [1, sup (T¯ )− 1](Xk,t+1
Yk,t+1
)
∈ Γ
(
Xk,t
Yk,t
)
En utilisant la formulation boole´enne on obtient direc-
tement :
∀k ∈ [1,K] ,∀i, j ∈ [1, N ] ,∀t ∈ [2, sup (T¯ )]
uk,i,j,t ⇒
∨
(i′j′)∈Γ−1(ij)
uk,i′,j′,t−1
En plus, on a aussi uk,i,j,t ⇒ ¬ uk,i,j,t+1.
3 Propagation des contraintes globales
3.1 Indisponibilite´ des cases
La premie`re contrainte globale redondante intro-
duite dans cette section est une ge´ne´ralisation des
contraintes de distance entre les rois. Au cours de
la recherche, il est possible de faire des de´ductions
supple´mentaires a` partir de l’information partielle sur
la position des rois.
Fig. 5 – De´ductions de l’indisponibilite´ des cases
Conside´rons par exemple l’instance sur la Figure 5.
Quelque soit le mouvement du roi Rk qui se trouve au
coin de l’e´chiquier a` l’instant t donne´, les trois cases
adjacentes a` sa position ne pourront pas eˆtre occupe´es
par autres rois a` l’instant t + 1. Nous pouvons donc
utiliser cette information pour re´duire les domaines
des variables de position de tous les rois Rk′ , k′ 6= k a`
l’instant t+ 1.
Ce me´canisme simple peut eˆtre e´tendu comme suit :
on conside`re a` un instant t l’intersection I des voisi-
nages de toutes les positions admissibles c.a`.d. pas en-
core interdites pour un roi Rk. Toutes les cases dans I
sont alors adjacentes a` la position du roi Rk a` l’instant
t+ 1. Les autres rois Rk′ , k′ 6= k ne peuvent donc pas
se trouver sur l’une des cases de I a` l’instant t+ 1.
On peut remarquer que l’ensemble I est vide
si (|dom (Xk) | > 3) ou (|dom (Yk) | > 3). En
conse´quence, il est facile de ve´rifier que l’algorithme
1 propage toutes les de´ductions ne´cessaires sur les va-
riables uk,i,j,t.
Lorsque la position d’un roi est contenue dans
un carre´ 3 × 3, l’algorithme 1 re´duit les domaines
de variables uk,i,j,t et sa complexite´ est line´aire en
nombre de rois (O(K)). Cette contrainte globale fait
Algorithm 1 Propagation of square unavailability for
king Rk at time t
if ((|dom (Xk) | ≤ 3) ∧ (|dom (Yk) | ≤ 3) then
for i in sup (Xk)− 1 .. inf (Xk) + 1 do
for j in sup (Yk)− 1 .. inf (Yk) + 1 do
for all k′ 6= k do
uk′,i,j,t := false
plus de de´ductions que les contraintes d’inter-distance
boole´ennes de´crites dans la section pre´ce´dente. En fait,
les meˆmes de´ductions sont re´alise´es lorsque les va-
riables Xk,t et Yk,t sont instancie´es.
3.2 Capacite´ des rectangles
Le deuxie`me ensemble de contraintes globales est
de´rive´ de la proposition suivante :
Proposition 3.1 Le nombre maximal de rois se trou-
vant dans un rectangle l × h ne peut pas exce´der⌈
l
2
⌉ ⌈
h
2
⌉
Preuve: On ne peut pas avoir plus d’un roi dans un
rectangle 2×2. Le nombre de rois dans un rectangle de
taille l×h est donc borne´ par le nombre de rectangles
de taille 2× 2 qu’on peut placer dans ce rectangle. 2
Comme le montre la figure 7, cette limite peut eˆtre
atteinte.
Fig. 6 – Un blocage Fig. 7 – Capacite´
Cette proprie´te´ permet de de´duire imme´diatement
que l’instance sur la Figure 6 est bloquante. En effet,
les contraintes de´crites dans la Section 3.1 nous per-
mettent de de´duire que tous les rois de la dernie`re ligne
doivent se de´placer verticalement. A` partir de cette in-
formation on peut voir que la capacite´ de 6 premie`res
lignes est force´ment de´passe´e. Il n’existe donc pas de
solution pour cette instance.
De manie`re plus formelle, on introduit la notation
suivante qui indique que le roi Rk se trouve dans le
rectangle [i, i+ l − 1]× [j, j + h− 1] :
Rk(t) ∈ ([i, i+ l − 1]× [j, j + h− 1]) ⇐⇒
(i ≤ Xk,t < i+ l) ∧ (j ≤ Yk,t < j + h)
Une solution partielle ne pourra donc pas eˆtre
comple´te´e si la condition suivante est viole´e pour un
rectangle donne´ :
∀t ∈ [1, sup (T¯ )] ,∀i, j ∈ [1, N ] ,∀l > 0,∀h > 0
# ({k|Rk(t) ∈ ([i, i+ l − 1]× [j, j + h− 1])})
≤
⌈ l
2
⌉⌈h
2
⌉
ou` #(S) de´signe la cardinalite´ de l’ensemble S.
En outre, si le nombre de rois dans un rectangle
donne´ est e´gal a` la capacite´ de ce rectangle alors
les cases a` l’inte´rieur deviennent “interdites” pour les
autres rois. Plus formellement, si pour le rectangle
[i, i+ l − 1]× [j, j + h− 1] la cardinalite´ de l’ensemble
S = {Rk | Rk(t) ∈ ([i, i+ l − 1]× [j, j + h− 1])} des
rois se trouvant a` l’inte´rieur a` l’instant t est exac-
tement
⌈
l
2
⌉ ⌈
h
2
⌉
alors tous les rois sauf ceux dans S
sont forcement a` l’exte´rieur de ce rectangle a` l’instant
t c.a`.d. ∀Rk, Rk(t) /∈ S ⇒ Rk(t) /∈ ([i, i+ l − 1] ×
[j, j + h− 1]).
Algorithm 2 Propagation de la contrainte de capacite´
d’un rectangle
Require: Xk, Yk, xmin, xmax, ymin, ymax, t
nbS := 0
for all k do
if dom (Xk) × dom (Yk) ⊆ [xmin, xmax] ×
[ymin, ymax] then
nbS := nbS + 1
if nbS >
⌈
(xmax−xmin)
2
⌉ ⌈
(ymax−ymin)
2
⌉
then
There is no possible solution
if nbS =
⌈
(xmax−xmin)
2
⌉ ⌈
(ymax−ymin)
2
⌉
then
for all k do
for all i do
for all j do
if dom (Xk) × dom (Yk) /∈ [xmin, xmax] ×
[ymin, ymax] then
uk,i,j,t := false
L’algorithme 2 de´crit la propagation de cette
contrainte pour un rectangle (xmin, xmax) ×
(ymin, ymax) a` l’instant t. La complexite´ d’une
exe´cution de cet algorithme est O(K). On peut noter
que pour un instant donne´ on peut avoir O(N4)
rectangles a` ve´rifier. Nous conside´rons dans la Section
5 deux variations relatives du mode`le en rajoutant
les contraintes de ce type pour tous les rectangles
ou seulement pour N2 rectangles avec un coin fixe´ a`
(1, 1).
3.3 Trajectoires
Comme introduit dans la Section 2.4, la dynamique
peut eˆtre de´crite par
∀k ∈ [1,K] ,∀i, j ∈ [1, N ] ,∀t ∈ [1, sup (T¯ )− 1]
uk,i,j,t ⇒
∨
(i′j′)∈Γ((ij))
uk,i′,j′,t+1.
(1)
ainsi que la relation inverse´e :
∀k ∈ [1,K] ,∀i, j ∈ [1, N ] ,∀t ∈ [2, sup (T¯ )]
uk,i,j,t ⇒
∨
(i′j′)∈Γ−1((ij))
uk,i′,j′,t−1.
(2)
Nous imposons la cohe´rence d’arc ge´ne´ralise´e (GAC-
scheme de [8]) sur cet ensemble de contraintes afin
d’e´liminer les valeurs incohe´rentes a` partir des do-
maines de variables uk,i,j,t. Une contrainte est arc-
cohe´rente si toutes les valeurs appartenant aux do-
maines des variables de cette contrainte peuvent parti-
ciper a` une solution. GAC e´limine ite´rativement toutes
les valeurs incohe´rentes et l’information correspon-
dante est propage´e sur toutes les autres contraintes
potentiellement concerne´es.
La proposition suivante montre que cette propaga-
tion impose que la case cible soit accessible.
Proposition 3.2 Apre`s l’application de GAC pour
les ensembles de contraintes (1) et (2), si la valeur
“vrai” appartient au domaine de la variable uk,i,j,t,
alors il existe une trajectoire pour le roi Rk a` par-
tir de sa position initiale jusqu’a` la case cible passante
par (i, j) a` l’instant t.
Preuve: Tout d’abord on peut montrer que le roi peut
atteindre la case cible si il peut se trouver a` la case
(i, j) a` l’instant t.
La valeur “vrai” est enleve´e par GAC a` partir du
domaine de uk,i,j,t si toutes les variables de la partie
droite de (1) sont instancie´es a` “faux”. Donc, si GAC
n’a pas de´duit une incohe´rence alors pour chaque va-
leur “vrai” dans les domaines il existe une variable
non-instancie´e a` “faux” dans la partie droite de la
contrainte (1) correspondante.
En conse´quence, on construit une liste de variables
uk,i,j,t, uk,i′,j′,t+1, uk,i′′,j′′,t+2, . . . contenant la valeur
“vrai” dans son domaine afin de construire un chemin
de la position (i, j) a` l’instant t. Comme a` l’instant
sup(dom(T )) toutes les variables u sont instancie´es a`
“faux” sauf uk,0,0,sup(T ) la dernie`re variable de la liste
ainsi construite est associe´e a` la case cible.
Pour prouver qu’il existe une trajectoire de la po-
sition initiale du roi Rk jusqu’a` la case (i, j) a` l’ins-
tant t on peut appliquer le raisonnement similaire aux
ine´galite´s (2). 2
La proposition pre´ce´dente montre que ce me´canisme
extreˆmement simple est efficace pour propager les
de´ductions lie´es a` l’existence des trajectoires. Nous
pouvons aussi remarquer que ce sche´ma de propaga-
tion est de´fini pour un graphe de transitions Γ simi-
laire et peut donc eˆtre utilise´ pour une dynamique plus
complexe.
3.4 Ordonnancement
A` cause des contraintes d’inter-distance, il y a au
moins deux pas de temps entre deux sorties de rois
conse´cutives :
∀k, k′ ∈ [1,K] , k 6= k′, (Tk ≤ Tk′ + 2)∨(Tk′ ≤ Tk + 2)
Ceci nous permet de renforcer le mode`le en
contraintes en utilisant une contrainte redondante de
ressource disjonctive. Une taˆche avec la dure´e 2 est as-
socie a` chaque roi Rk. La date de de´but de cette taˆche
est Tk. Les contraintes associe´es mode´lisent le fait
que toutes ces taˆches doivent eˆtre exe´cute´es sur une
machine de capacite´ unitaire (c.a`.d. leurs exe´cutions
ne peuvent pas s’entrelacer). Il existe de nombreuses
techniques de propagation pour ce proble`me d’ordon-
nancement (voir [2] pour une revue). Nous utilisons
les re`gles de “edge-finding” [9] et “not-first/not-last”
[3, 9, 14, 15].
Comme toutes les dure´es des taˆches sont e´gales nous
avons e´galement e´tudie´ une autre technique de propa-
gation base´e sur la contrainte “All-Different”. Cette
contrainte impose le fait que toutes les valeurs prises
par les diffe´rentes variables d’un ensemble soient deux
a` deux distinctes. Deux variantes peuvent eˆtre uti-
lise´es :
– L’algorithme de la cohe´rence aux bornes de´crit
dans [12]. Cette propagation garantit que chaque
borne du domaine de chaque variable peut parti-
ciper a` une solution pour cette contrainte.
– L’algorithme de la cohe´rence d’arc de´crit dans [13]
qui e´limine des domaines des variables toutes les
valeurs qui ne peuvent pas participer a` aucune
solution de la contrainte.
Pour notre proble`me d’ordonnancement on transforme
l’e´quation (3.4) comme suit : on introduit deux en-
sembles de variables τ−k = bTk/2c et τ+k = dTk/2e.
Toutes ces variables doivent eˆtre deux a` deux dis-
tinctes. Elles peuvent donc eˆtre re´lie´es par des les
contraintes de type “All-Different” :
∀i ∈ [1,K] ,∀j ∈ [1,K] , i 6= j τ−i 6= τ−j τ+i 6= τ+j
Ces contraintes permettent de propager plus que les
contraintes de ressource disjonctive. Cependant, les
expe´rimentations ont montre´ que ces propagations
supple´mentaires sont rarement utiles. Dans la suite on
utilise seulement le “edge-finding” et “not-first/not-
last”.
3.5 Propagation de SAC
La propagation de la cohe´rence de singletons (Sin-
gleton Arc Consistency) de´crite dans [7], [4] est ap-
plique´e sur les variablesXk,2 et Yk,2 comme de´crit dans
l’algorithme 3. Cet algorithme ve´rifie qu’apre`s l’ins-
tantiation d’une variable a` une valeur il est possible
de rendre le proble`me arc-cohe´rent. Cette propagation
renforce´e est fortement corre´le´e avec la technique de
“shaving” [10, 11].
E´tant donne´ un re´seau de contraintes P , cet algo-
rithme garantit que le re´seau de contraintes P |Di = a,
obtenu a` partir de P par la re´duction du domaine Di
de la variable Vi a` un singleton a, est arc-consistant.
Dans le cas contraire, cette instantiation ne peut pas
participer a` une solution du proble`me.
Algorithm 3 Propagation de SAC
Propagate AC on all constraints
repeat
change← false
for all i ∈ V do
for all a ∈ Di do
if P |Di = a is not consistent then
Di ← Di \ {a}
Propagate AC on all constraints
change = true
until change = false
4 Heuristiques de recherche
Les expe´rimentations initiales ont permis de choisir
l’heuristique de recherche suivante : une fois que le
proble`me d’ordonnancement est re´solu on construit les
trajectoires des rois associe´es.
E´tape 1 S’il existe encore des dates de sortie non-
de´termine´es alors on en choisit une variable Tk
avec inf (Tk) minimal parmi les dates non-fixe´es.
Une fois la variable choisie, on essaye de l’instan-
cier a` sa valeur minimale. Lors d’un retour-arrie`re
cette valeur est e´limine´e du domaine de Tk.
E´tape 2 Si toutes les dates de sortie sont connues
alors on conside`re le premier instant t tel qu’il
existe au moins une position d’un roi encore in-
connue (s’il n’existe pas de t correspondant alors
le proble`me est re´solu). On choisit parmi les va-
riables Xk,t et Yk,t celle qui correspond a` la valeur
minimale de Tk (graˆce a` l’e´tape 1, ces valeurs sont
connues) et on e´nume`re les valeurs dans son do-
maine en ordre croissant.
Une autre variante de l’heuristique de recherche
consiste a` n’utiliser que l’e´tape 2 (c.a`.d. construire les
trajectoires en ordre lexicographique). Dans ce cas, les
variables Tk n’e´tant pas encore instancie´es donc parmi
les variables de position Xk,t et Yk,t on choisit celle
correspondante a` la valeur minimale de inf (Tk).
5 Re´sultats expe´rimentaux
Une instance du proble`me est caracte´rise´e par la
taille de l’e´chiquier N × N , le nombre de rois K et
par les positions initiales des rois (ak, bk). Plusieurs
classes d’instances ont e´te´ ge´ne´re´es, la taille maxi-
male de l’e´chiquier allant jusqu’a` 7 × 7. Le nombre
d’instances par classe est de l’ordre de quelques mil-
liers et quelques centaines de ces instances sont non-
bloquantes.
Deux sortes d’expe´rimentations ont e´te´ effectue´es :
– Tout d’abord, on identifie les instances pour les-
quelles il n’existe pas de mouvement (Figure 2).
– Si un mouvement existe alors on cherche a`
de´terminer la suite de transitions permettant de
vider l’e´chiquier au plus vite.
Dans les deux cas on e´value la performance relative
des diffe´rentes variantes du mode`le (en utilisant ou
non les re`gles de propagation propose´es). Toutes les
expe´rimentations ont e´te´ effectue´es sur Intel Pentium-
M 1.5 GHz (Centrino).
5.1 L’existence d’un mouvement
La premie`re question e´tudie´e dans cette section est
de de´terminer si a` partir d’une disposition initiale
donne´e il existe un mouvement admissible ou pas.
Nous avons analyse´ le comportement de plusieurs com-
binaisons d’algorithmes de propagation. Chaque co-
lonne du tableau 1 correspond a` l’une de ces combi-
naisons. Chaque ligne correspond a` une re`gle de propa-
gation et un signe “+” dans la colonne correspondante
indique que la propagation associe´e a participe´ dans la
combinaison associe´e.
– La ligne Bool indique si les contraintes d’inter-
distance boole´ennes de´crites dans la Section 2.3
ont e´te´ utilise´es.
A B C D E F G
Bool + + + +
Indisp + +
N4check + + +
N2prop +
N4prop +
SAC
H I J K L M N
Bool
Indisp + + + +
N4check + + + +
N2prop + +
N4prop + + +
SAC + + + + +
Tab. 1 – Parame`tres
– La ligne Indisp correspond a` l’application de
l’algorithme de l’indisponibilite´ des cases (Algo-
rithme 1).
– Les lignes N4check , N2prop et N4prop font
re´fe´rence aux propagations des contraintes de ca-
pacite´ des rectangles de´crites dans la Section 3.2.
N4check signifie que seulement la satisfaisabilite´
a` e´te´ ve´rifie´e pour tous O(N4) rectangles. La pro-
pagation a e´te´ applique´e soit pour tous les rec-
tangles soit pour O(N2) rectangles avec un coin
fixe´ a` (1, 1).
– La ligne SAC indique si la propagation de consis-
tance de singletons a` e´te´ utilise´e (Algorithme 3).
La propagation seule permet d’identifier
imme´diatement une partie des instances pour
lesquelles il n’existe pas de mouvement. La Figure 8
montre le rapport entre le nombre de ces instances
et le nombre total des instances sans solution. Ces
re´sultats sont donne´s pour 4 classes d’instances et
pour les 14 variantes du mode`le. Les colonnes du
graphique correspondent aux diffe´rentes classes :
6 ∗ 5 × 5 (6 rois sur l’e´chiquier 5 × 5, gris fonce´),
7 ∗ 5× 5 (7 rois sur 5× 5, noir), 13 ∗ 7× 7 (13 rois sur
7× 7, blanc), 14 ∗ 7× 7 (14 rois sur 7× 7, gris clair).
On peut voir que la consistance des singletons joue
un roˆle crucial dans la de´tection de l’absence d’un
mouvement. Pratiquement 100% de toutes ces ins-
tances ont e´te´ de´tecte´es par Algorithme 3. Les ins-
tances restantes de taille 13 ∗ 7 × 7 sont de´tecte´es si
une propagation supple´mentaire est applique´e. Selon
ces re´sultats expe´rimentaux, il semble que, apre`s SAC
l’algorithme le plus performant est celui de l’indispo-
nibilite´ des cases.
5.2 Le proble`me complet
Comme pour le proble`me pre´ce´dent, plusieurs
combinaisons d’algorithmes de propagation ont e´te´
Fig. 8 – Pourcentage des blocages de´tecte´s a` la phase
de la propagation
e´tudie´es pour le calcul des trajectoires optimales, c.a`.d.
les ensembles de trajectoires tels que la date a` la-
quelle l’e´chiquier est vide est minimale. Toutes les
combinaisons utilise´es sont pre´sente´es dans le tableau
2. La ligne “Dyn” correspond a` la propagation des
contraintes sur la dynamique de´crite dans la Section
3 et la ligne Sched correspond a` l’heuristique de re-
cherche choisie (un “+” montre que les deux e´tapes
de la section 4 ont e´te´ utilise´es). Les contraintes d’in-
disponibilite´ des cases ont e´te´ active´es dans toutes les
variantes et un “+” dans la ligne N4prop signifie que
les O(N4) contraintes de capacite´ des rectangles ont
e´te´ propage´es (vs. ve´rification de cohe´rence seule).
Finalement, les re´sultats du mode`le initial base´
seulement sur les variables Tk, Xk,t et Yk,t avec l’heu-
ristique de recherche base´e sur la construction des tra-
jectoires sont montre´s sur les graphiques dans la co-
lonne XY .
K L M N O P Q R
Dyn + + + +
N4prop + + + +
Sched + + + +
Tab. 2 – Parame`tres
Les Figures 9, 10, 11, 12, 13 et 14 donnent
les re´sultats obtenus sur toutes les instances non-
bloquantes (des classes correspondantes) pour les-
quelles une solution a e´te´ trouve´e par toutes les com-
binaisons de contraintes. Les graphiques donnent sur
une e´chelle logarithmique, le temps processeur moyen
en millisecondes et le nombre de retours-arrie`re pour
chaque classe d’instances et pour chaque combinaison.
Un re´sultat inattendu est que si le proble`me d’or-
donnancement est re´solu avant la construction des
trajectoires (K, M, O, Q) alors la premie`re solution
trouve´e est toujours optimale et le nombre total des
retours-arrie`re reste petit. Les deux autres e´le´ments
Fig. 9 – BT 6 ∗ 5× 5 Fig. 10 – Temps 6 ∗ 5× 5
Fig. 11 – BT 9 ∗ 6× 6 Fig. 12 – Temps 9 ∗ 6× 6
Fig. 13 – BT 13 ∗ 7× 7 Fig. 14 – Temps 13 ∗ 7× 7
(les contraintes dynamiques et les contraintes de ca-
pacite´ des rectangles) sont utiles pour la re´duction de
l’espace de recherche.
Cependant, sans la propagation des contraintes de
capacite´ des rectangles, a` peu pre`s de 10% d’instances
de la plus grande taille (13 rois sur 7×7) n’e´taient pas
re´solus a` l’aide de cette heuristique apre`s 5 minutes
(variantes K et O).
La variante initiale fait beaucoup plus de retours-
arrie`re que les variantes plus complique´es mais cepen-
dant elle est plus rapide sur les instances de petite
taille. Cette diffe´rence n’est pas aussi importante pour
les instances de plus grande taille, qui e´taient acces-
sibles pour notre imple´mentation du mode`le boole´en.
5.3 Proble`me modifie´
Deux autres variations du proble`me initial sont fa-
cilement abordables selon cette approche.
– La premie`re modification consiste a` interdire a`
un roi de revenir sur la case qu’il vient de
quitter. En outre, le laps de temps entre deux
sorties conse´cutives est au moins de trois pas
de temps. Ces deux contraintes supple´mentaires
repre´sentent une dynamique des avions un peu
plus re´aliste ainsi que le fait que la distance de
se´curite´ peut de´pendre d’autres facteurs que la
distance physique.
– En plus des contraintes pre´ce´dentes, une zone in-
terdite en forme de petit “mur” est ajoute´e sur
les cases de (2, 1) a` (2, 3). Ceci mode´lise le fait
que une partie de l’espace ae´rien peut eˆtre ren-
due indisponible aux avions (ceci est fre´quent lors
d’ope´rations militaires).
Les combinaisons pre´sente´es dans la section
pre´ce´dente (tableau 2) ont e´te´ utilise´es pour cette ana-
lyse.
Les Figures 15, 16, 17, 18 donnent le nombre des
retours-arrie`re et le temps ne´cessaire pour trouver la
solution optimale de la premie`re modification et prou-
ver sa optimalite´ pour toutes les instances 6 ∗ 5× 5 et
50 instances ale´atoirement choisies de la taille 8∗6×6.
La propagation des contraintes des chemins ame´liorent
les performances (L vs. P, N vs. R) tandis que l’im-
pact de la propagation des contraintes de rectangles
n’est pas aussi important. Comme dans la version non-
modifie´e, il est plus avantageux de re´soudre d’abord
le proble`me d’ordonnancement que de commencer di-
rectement par la construction des trajectoires. Finale-
ment, la variante initiale n’est plus compe´titive.
Fig. 15 – BT on 6 ∗ 5× 5 Fig. 16 – Temps 6 ∗ 5× 5
Fig. 17 – BT on 8 ∗ 6× 6 Fig. 18 – Temps 8 ∗ 6× 6
Les Figures 20 et 19 donnent les meˆmes re´sultats
pour 6 rois sur l’e´chiquier de la taille 5 × 5. En com-
paraison avec les re´sultats pre´ce´dents on peut voir
que l’heuristique base´e sur le proble`me d’ordonnance-
ment n’ame´liore plus les performances. Ne´anmoins, la
premie`re solution trouve´e est toujours optimale. Fina-
lement, la variation initiale du mode`le (colonne XY )
n’a pas re´ussi a` re´soudre environ un tiers d’instances
apre`s une minute et on ne pre´sente que les re´sultats
pour les instances re´solues par cette variante.
6 Conclusion
Nous avons introduit un mode`le en Programmation
par Contraintes pour un proble`me d’optimisation diffi-
Fig. 19 – BT 6∗5×5 (mur) Fig. 20 – Temps 6 ∗ 5 × 5(mur)
cile dans lequel on cherche a` de´terminer les dates d’at-
terrissage et les trajectoires des avions a` l’approche
d’un ae´roport (Terminal Radar Approach CONtrol
area). Plusieurs mode`les et algorithmes ont e´te´ pro-
pose´s et e´value´s. Nous avons pu identifier les e´le´ments
de base pour la construction d’une approche en PPC
pour ce type de proble`mes. Nous avons aussi de´montre´
que notre mode`le peut eˆtre e´tendu pour la re´solution
de situations plus complexes.
Notre approche a plusieurs limitations, mais a` notre
avis la plus importante est qu’on ne peut pas utili-
ser cette approche pour des instances de grande taille.
Cela nous oblige a` discre´tiser grossie`rement le temps
et l’espace. Il y a plusieurs ame´liorations possibles a` la
proce´dure de recherche. Par exemple, on peut utiliser
une me´thode qui permet d’e´viter de re´soudre plusieurs
fois le meˆme sous-proble`me. Il est e´galement possible
que la propagation puisse encore eˆtre ame´liore´e.
Finalement, nous voudrions mentionner le fait
que nous n’avons pas prouve´ que le proble`me de
ve´rification de l’existence d’un mouvement est NP-
complet. Il existe donc peut-eˆtre un algorithme po-
lynomial pour ce proble`me.
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