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book. The author claims that the book contains all the basic theorems required 
for the solutions of the given problems. While this may be formally true, it is fair 
to add that a great deal of maturity and facility in probability methods are re- 
quired to do justice to these problems. An excellen~ way to sharpen this facility 
is co work through these problems, which is a valuable educational experience. 
Chapter 1 deals with Markov chains and gives a summary of the classifications 
of Marker  chains and various limiting distributions as well as other main 
theorems. Chapter 2 deals with Markov processes and deals essentially with a 
generalization of Markov chains to the continuous case. The Poisson process is 
introduced and the Chapman-Xohnogorov equations are discussed and illustrated. 
Chapter 3 is about non-Markovian processes and deals with recurrent processes 
and stationary stochastic processes. Chapter 4 gives, often quite detailed, solu- 
tions of the problems given in the previous chapters. The problems range over a 
wide area and are drawn from the physical sciences as well as from operational 
and engineering areas. This volume is unique in the field and is to be highly recom- 
mended for readers with the suitable background. 
SYLVAIN EHRENFELD 
Dept. of Industrial and Management Engineering 
Columbia Univer'sity 
New York 27, N.Y. 
Transmiss ion  of  In fo rmat ion .  By R. M. F.~NO. Wiley, New York, 1961. 
389 pp. $7.50. 
Though applications in diverse fields were mentioned in Shannon's original 
papers on information theory, the most important and profound results dealt 
with transmission of information. Since those original papers appeared, informa- 
tion theory has been applied with varying degrees of success in many fields, but 
still the most important and deepest results apply to information transmission. 
This new book fills a real need by integrating into one coherent presentation 
both the original basic theory on this subject and recent results, which have 
either not been published or are scattered through the literature. 
The first chapter is "devoted to a preliminary formulation of the communica- 
tion problem and to a brief survey of the major results." Most readers hould not 
expect o understand this chapter on the first reading, but will appreciate it fully 
only after digesting the rest of the book. Chapter 2, "A Measure of Information," 
emphasizes mutual information and information as a random variable, as well 
as entropy, or average information. A brief discussion of continuous ources is 
included. The third chapter treats encoding of single messages and sources of 
independent messages, and the fourth treats more complex discrete sources. 
The remaining five chapters deal with noisy channels. Channel capacities for 
memoryless discrete channels and for continuous channels with gaussian oise are 
derived in Chapter 5. Chapter 6 introduces block codes, and concludes with error 
probabil ity calculations for codes consisting of orthogonal signals in a channel 
with white gaussian noise. This example illustrates nicely the code complexity 
required to achieve low error probabil ity and a transmission rate near channel 
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capacity. The derivations of error probabi l i ty bounds for the binary symmetric 
channel for codes in general, parity-check codes, and for convolutional codes, 
all given in Chapter  7, give further insight into the problem of code complexity. 
The error probabi l i ty bounds are generalized in Chapter 9, with the aid of mathe- 
matical  techniques developed in Chapter  8, to the general memoryless channel. 
The notat ion at some points, part icularly in Chapter  2, is more cumbersome 
than necessary. A more complete bibl iography would increase the value of the 
book as a reference. Fano states in his preface, "Because of the obvious growth of 
interest in the field, I soon became convinced that  an unpolished book available 
in a year . . ,  would be more useful than a more polished book years later ."  
This is certainly t rue- - i t  is hoped that  he will prepare a new edit ion in a few 
years. 
Fano suggests that  the first seven chapters are suitable for a graduate course 
on information theory, and has included a problem set for teaching purposes. 
This seems to me an excellent choice of material.  I t  is part icular ly important  o 
include mater ia l  on relationship between code complexity and probabi l i ty  of 
error for error correcting codes, in order to give the student a realistic apprecia- 
t ion for Shannon's fundamental  theorem for the noisy channel. Such material  is 
avai lable in no other textbook. 
W. WESLEY PETERSON 
Electrical Engineering Department 
University of Florida, Gainesville, Fla. 
Error-Correcting Codes. By W. W. PETERSON. Mass. Inst. Technol. Press 
and Wiley, New York, 1961. x + 285 pp. $7.75. 
This book, " the first to be devoted exclusively to error-detecting and error- 
correcting codes for information transmission and storage systems," deserves the 
attent ion of communications and computer engineers, information theorists, 
mathematic ians,  and anyone else who is interested in learning about recent de- 
velopments in coding theory, pr imari ly in the area of fixed-length codes for trans-  
mission over a communicat ion channel perturbed by symmetric noise. 
The book appears at a time when publ ications in coding theory are reaching 
near t idal-wave proportions. A rough count (91) of coding papers l isted in the 
bibl iography shows that  75% of them have a publ icat ion date of 1958 or later. 
Hence, this book is doubly welcome: it brings these recent results together under 
one cover and, more important,  it attempts to t reat  them in a unified fashion. 
The main tools of unif ication are taken from that  branch of mathematics known 
as modern algebra. Chapters 2 and 6 present hose concepts of algebra needed for 
understanding the material  in the book. The topics in these chapters include 
groups, rings, fields, vector spaces, matrices, polynomial rings, ideals, residue 
classes, and Galois fields. Quoting the author,  "These two chapters are in no 
sense complete mathemat ica l  presentat ions but  rather  barely minimum mathe-  
matical prerequisites for the discussion of codes." Thus, one finds the presenta- 
t ion is more inclined toward the needs of the book than toward a systematic 
