ABSTRACT Image priors have been successfully introduced to solve ill-posed problems, such as image denoising. In this paper, we propose a new denoising model for magnetic resonance images (MRIs) which employs the image low-rank and sparse gradient priors. First, we use a Gaussian mixture model (GMM) to guide the clustering of non-local self-similar patches by learning the structure of external noise-free MRI patches to help retain the low rank of the noisy MRI patch matrix. Second, we fit the heavy-tailed gradient of MRI with a hyper-Laplacian distribution to reduce ringing artifacts. Third, we adopt an alternating iterative algorithm. The experimental results show that our proposed algorithm outperforms many classical MRI denoising methods, such as unbiased nonlocal means (UNLM) filtering and block-matching and 3D (BM3D) filtering in both visual and numerical results.
I. INTRODUCTION
Magnetic Resonance Imaging (MRI) is an effective and useful tool for medical diagnosis. However, the noise generated during image acquisition or transmission damages the MRI quality and seriously reducing the accuracy of these diagnoses. The noisy, low-quality MRI image affects the accuracy of automated computer analyses, such as classification, segmentation, and registration. Therefore, research into MRI denoising has become significant for obtaining high-quality MRI output.
Image denoising is an ill-posed problem that is solved by introducing image priors. Image patches contain abundant local structure information, providing sufficient priors for image denoising. Buades et al. first proposed the nonlocal mean (NLM) denoising algorithm [1] . This method used the weighted average value of pixels in one window to estimate a single pixel at one point. This approach made full use of the self-similarity of non-local image patches and preserved image edge detail while removing noise. Manjĺőn et al. applied this algorithm successfully to denoise MRI images [2] . However, the high time complexity of NLM led Coupé et al. to propose a parallel NLM optimization
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algorithm for 3D MRI [3] . Block-Matching and 3D filtering(BM3D) combined the non-local idea with the threshold shrinkage method of the transform domain and achieved better denoising performance with both natural and MRI images than traditional methods [4] - [6] .
It is well known that the data matrix formed by image patches with similar structure has a low-rank property, so many researchers have presented denoising methods using the low-rank constraint of the image matrix [7] - [13] . However, denoising using low-rank priors may fail with increased noise levels. To solve the problem, others have proposed principal component dictionary [14] and Gaussian mixture model(GMM) [12] to learn external noise-free image priors to guide clustering of noisy image patches.
The low-rank denoising methods using image patches result in ringing artifacts due to aggregation of overlapped patches. Chang et al. proved that the ringing artifacts could be reduced by exploiting the spectral sparsity in multispectral images [15] . Liu et al. also found that the MRI image gradient was heavy-tailed and able to be fitted by a Hyper-Laplacian distribution [16] . Motivated by these efforts, we propose a denoising model for MRI that takes advantage of the selfsimilarity of the nonlocal patches prior and the image gradient sparsity prior. Meanwhile, we use a Gaussian mixture prior to guide clustering of noisy image patches, where the Gaussian mixture prior is learned from external noise-free MRI patches. The structure of this paper is as follows. Section II describes our proposed MRI image denoising model and optimization. Section III shows the experimental results. Finally, Section IV gives our conclusions and a discussion of them. Figure 1 shows the framework of our proposed denoising model. We use a Gaussian mixture prior learned from an external noise-free MR image patch to guide noisy MR image patch clustering with the low-rank matrix well describing the nature of the clustered similar patches. At the same time, we use a hyper-Laplacian distribution to fit the MRI gradient sparsity. Thus, our proposed model preserves the MRI structure during denoising.
II. PROPOSED METHOD

A. NONLOCAL SELF-SIMILARITY PRIOR
Generally speaking, image patches with high structural similarity can be clustered. We denote a set of extracted overlapped patches from a given clean MRI image I as RI = (R 1 I, . . . , R i I, . . . R m I), where R i is the operator that extracts the i-th patch from I. If the latent structures of the set RI form K low-dimensional subspaces, the probability that image patch R i I can be defined as a weighted sum of K Gaussians is
where
is the parameter space of GMM. w k is the k-th weight of the Gaussian distribution, and
where c is the normalized constant and the negative exponent is Mahalanobis distance measuring the similarity between R i I and µ k . µ k is the mean, and k is the covariance matrix.
To simplify the expression, we use the class label C = (c 1 , . . . , c m ), c i ∈ {1, . . . , K } to denote the Gaussian class to which the image patch R i I belongs. p(R i I, c i = k| ) denotes the probability that R i I belongs to the k-th Gaussian class under the . For independent image patches, the probability of clustering RI into K classes is:
Taking the logarithm on both sides of Equation (3), we obtain
Combining with Equation (1), we obtain
Given a noisy MRI image y, we determine the set of extracted overlapped patches from y, denoting them as Ry = (R 1 y, . . . , R i y, . . . R m y) . We learn the GMM parameters from the external noise-free MR image patches and then cluster Ry into K classes under the GMM prior. We definē
] to denote the matrix composed of all image patches in the k-th Gaussian class, where d(k) represents the number of similar image patches belonging to the k-th class.Because image patches in the same Gaussian class are similar,R k y can be represented as:
where Z k is a low rank matrix corresponding to the denoised MR image patches matrix and n k is noise matrix. We obtain Z k by minimizing the energy function
where τ is a positive constant, || • || * is the nuclear norm, and || • || F is the Frobenius norm.
Therefore, given a noisy MRI image y, we obtain the denoised MRI image I according to the following preliminary model:
where λ, τ (> 0) is constant. Figure 2 shows the clustering result. 
B. GRADIENT SPARSITY PRIOR
Although the MRI image denoising algorithm using image patches nonlocal self-similarity prior obtains impressive denoising effects, ringing artifacts remain (Figure 3 of the noise-free MRI image is sparser than the Gaussian distribution (shown in cyan) and the Laplacian (shown in red) curves. A curve with this characteristic can be well-fitted by a hyper-Laplacian distribution. As shown in Figure 3 (e), the denoising result with the hyper-Laplacian prior effectively reduces the ringing artifacts. Therefore, we consider the gradient sparsity prior fitted by a hyper-Laplacian distribution for MRI image denoising.
C. PROPOSED MODEL
For a noisy MRI image y, the final denoising process for reconvering the latent MRI image I from y is
where λ, ξ, ψ are regularization parameters; ||y − x|| 2 2 is a data fidelity term; and log p(RI, C| ) and ψ||∇I|| p are the clustering regularization and hyper-Laplacian regularization terms, respectively.
is the low rank regularization term; ∇ is gradient operator; and p ∈ [0, 1] is the parameter controlling the sparsity of Hyper Laplacian distribution.
D. OPTIMIZATION
We determine the GMM parameters through training. Other variables including the class label C, low-rank matrix Z K ,and the denoising MRI image I are unknown, so we apply an alternating minimization algorithm to solve them.
1) ESTIMATION OF CLASS LABEL C
In this sub-problem, we fix variable I and optimize Class label C with:
where i = 1, . . . , m, k = 1, . . . , K
2) ESTIMATION OF THE LOW RANK MATRIX Z K
In this subproblem, We fix the variable class label C and perform low rank decomposition onR k I(k = 1, 2, . . . , K ), which denotes the matrix formed by the vectorized and stacked image patches in the k-th class.
The above formula is a typical low-rank minimization problem that we solve using the weighted singular value threshold algorithm [8] .
3) RECOVERY OF THE MRI IMAGE I
To simplify the solution, we separate the variables unrelated to I in the objective function
To solve this formula, we apply the alternative direction multiplier method (ADMM) [17] by introducing the auxiliary variable H to split the following equation into two simpler sub-problems:
where H is an auxiliary variable of the same size as I, γ is a Lagrange multiplier, and ξ and α are positive constants. 1) We first estimate the hyper-Laplacian operator H by separating the variables unrelated to H to obtain
Considering the convergence and accuracy of the algorithm, we apply the generalized iterated shrinkage algorithm [18] to solve the non-convex l p -norm minimization problem of the preceding equation. 2) Similar to the estimation of H , we obtain the following sub-problems by separating variables that are not related to I :
Here, we again use ADMM to separate I fromR k I by introducing the auxiliary variable M :
where M is an auxiliary variable of the same size as I, γ 1 is the Lagrange multiplier, and β is a positive constant. Considering the difference operator, we solve the resulting subproblems using the fast Fourier transform. The approximate iterative solution of the above equation consists of the following: (19) where ρ > 1. The variables I and M can be approximated with the following equations:
where F is the 2-D fast Fourier transform, F −1 is the inverse transform, and E is the corresponding unit matrix. 
III. EXPERIMENTAL RESULTS
We conducted all experiments using MATLAB running under the Windows 10 Professional operating system on an Intel Core i3-6100 CPU at 3.70 GHz with 8 GB of memory. According to experimental experience, we set the parameters λ, ξ , ψ and p in the proposed model are fixed to 0.19,1, 0.05 and 0.8, respectively, and the patch size to 10. To validate the performance of our proposed model, we compared it with three classical MRI image denoising methods: unbiased nonlocal means (UNLM) [2] , Anisotropic Diffusion Filter (ADF) [19] , and BM3D [20] . BM3D designed for Gaussian noise can handle Rician noise by using a variance stabilization transformation (VST) [21] . Source code for the NULM and BM3D-VST methods were obtained from their respective authors'websites with ADF parameters taken from the recommendations of Mohan et al. [22] to achieve the best performance.
A. CLUSTER NUMBER K
The main purpose of learning the noise-free image patches is to obtain the mean µ, covariance matrix , and weight w of each Gaussian class through the EM algorithm [23] . However, in addition to these parameters, the clustering number for the GMM is also vital for the denoising performance. Figure 4 shows the root mean square error (RMSE) curve of our proposed method using the Brainweb dataset (Simulated Brain Database, SBD) [24] with different values of K 90, 100, 120, and 150. Figure 4 shows that the lowest RMSE was obtained with K = 100 indicating that K = 100 achieved the best denoising performance. Thus, we set K to 100. We learned the GMM parameters with 100 mixture components from a set of 6.9 × 10 6 patches sampled from the 50 clean MR images from SBD. This process required around 20 hours with Chen's MATLAB code from http://www.mathworks.com/matlabcentral/fileexchange/ 26184-em-algorithm-for-gaussian-mixture-model.
B. SYNTHETIC MRI IMAGE
We conducted experiments with synthetic MR data (T1w, PDw, and T2w) with 1 mm3 voxels, obtained from the SBD. Their sizes are 181 * 217 * 181 and the 90th slice of them was used for experiment. The denoising results from our proposed model and the comparison algorithms are shown in Figures 5 through 8 and Tables 1 through 3 . Figure 5(c) shows little residual noise in the ADF denoising result. UNLM, BM3D-VST, and our method effectively removed noise and achieved good visual denoising performance. We reach the same conclusion from the 1D pixel value curve shown at the bottom of Figure 5 . Figure 5 (c) shows a significant difference between the 1D curve (magenta) obtained from ADF and the clean MR image (blue). It is clear that intensity values from BM3D-VST and our proposed algorithm are more structurally similar to the original MRI image. However, the 1D curve from our algorithm is closer to that of the noise-free MRI image in Figures 5(e) and 5(f). Figures 6(a) through 6(d) show the denoising results from ADF, UNLM, BM3D-VST, and our algorithm, and Figures 6(e) through 6(h) show the corresponding residual images (i.e., the difference between the denoised and noisy images). Figure 6 (e) shows that ADF retains some structural details in the residual images. Both BM3D-VST and our proposed algorithm showed better performance than other algorithms. However, our algorithm yielded higher PSNR and SSIM values than the other methods with an 11% noise level as shown in Table 2 .
To demonstrate the robustness of proposed algorithm, we conducted an experiment on T2 weighted images with 11% Rician noise level. The qualitative denoising results of the different filters is shown in Figure 7 . Compared to other denoised results, our algorithm produced a residual (between denoised and clean images) that was less correlated. Table 3 provides the quantitative results associated with the different methods in Figure 7 . Compared with other MRI image denoising methods, our algorithm better preserved the MRI image details and obtained the highest PSNR and SSIM scores on the T2 weighted images.
To make a quantitative assessment of the effectiveness of our algorithm, we show the PSNR and SSIM curves for the T1w, PDw, and T2w image under different Rician noise levels in Figure 8 . Our proposed algorithm almost obtained the highest PSNR and SSIM among the denoising methods on the three different MR image types and achieved better denoising performance than the others. Tables 1 through 3 show more detailed quantitative results. The performance of our algorithm was significantly superior to ADF, UNLM, and BM3D-VST methods in terms of both PSNR and SSIM. For the T1w image, our proposed algorithm yielded better performance than all the other methods when noise levels were under 7%. When the noise level increased, the PSNR from BM3D-VST was slightly better than our algorithm, but only subtly so. Our algorithm still obtained the higher SSIM. For the PDw image, our proposed method outperformed BM3D-VST with PSNR improvements of 0.767 (15%) and 1.131dB (11%) and corresponding SSIM improvements of 0.0111 and 0.0148. Our method outperformed UNLM with PSNR improvements of 1.359dB (11%) and 1.176dB (15%) and corresponding SSIM improvements of 0.0815 and 0.0962. Compared to BM3D-VST, our proposed method on the T2w image improved the PSNR ranging from 0.389dB to 1.305dB and the corresponding SSIM from 0.0022 to 0.033. Compared to UNLM, the improvement ranged from 0.342dB to 1.064dB and 0.0025 to 0.0952 in PSNR and SSIM, respectively.
C. CLINICAL MRI DATA
In this section, we further demonstrate the validity of our proposed algorithm on clinical MRI images from the IXI dataset (http://brain-development.org/) by comparing results with UNLM and BM3D-VST. Clinical MRI images have noise, so we first adopt the method proposed by Rajan et al. [25] to estimate the noise standard deviation. Figures 9 and 10 show the results. Qualitatively, UNLM, BM3D-VST, and our proposed algorithm effectively removed Rician noise from the real MRI image. From the corresponding enlarged parts of the rectangular regions and residual images, however, our algorithm produced a less correlated residual and better visual results (Figures 9 and 10 ).
D. CONVERGENCE AND RUNNING TIME
Because the denoising model we have proposed is an NP-hard problem, we now discuss the convergence of the model. The convergence curve of our proposed algorithm with a Rician noise level of 15% on SBD is shown in Figure 11 . Our algorithm converges at about 25 iterations. We also record the denoising time of each method. In our experimental environment, the approximate running times of the different method to denoise a 217 × 181 PDw image with 11% Rician noise level were: ADF 43.26 seconds; UNLM 4.32 seconds; BM3D-VST 0.37 seconds; and our method 7.48 seconds.
IV. CONCLUSION AND DISCUSSION
In this paper, we have proposed a new MRI image denoising algorithm using low-rank and sparse gradient priors. We train the GMM with noise-free MR image patches and use it to guide noisy MR patch clustering, helping to retain the lowrank of the image matrix and enhancing robustness to noise. We use a hyper-Laplacian distribution to fit the gradient sparse prior of MRI image to reduce ring artifacts caused by the aggregation of overlapped patches. The experimental results show that our MRI image denoising algorithm effectively suppresses Rician noise and retains MRI image details.
As shown in Section III.A, the clustering parameter is an empirical value, not an adaptive one. This shows that our proposed model suffers a limitation in the form of high time cost in training the GMM. In recent years, graphics processing units (GPUs) have been used to accelerate computing processes related to medical imaging [26] , [27] . Therefore, we plan to develop a GPU parallel framework to accelerate the training process.
