Abstract-We study information-theoretic security for discrete memoryless interference and broadcast channels with independent confidential messages sent to two receivers. Confidential messages are transmitted to their respective receivers with perfect secrecy. That is, each receiver is kept in total ignorance with respect to the message intended for the other receiver. The secrecy level is measured by the equivocation rate at the eavesdropping receiver. This approach was first introduced by Wyner in 1975 for the wiretap channel model. In this paper, we investigate the secrecy capacity region bounds for these two communication systems. The derived outer bounds have an identical mutual information expression that applies to the broadcast channel when one sender jointly encodes both messages and to the interference channel when two senders offer independent inputs to the channel. We consider a switch channel model which is a special case of the interference channel and show that the derived outer and inner bounds meet in this case. Finally, we focus on Gaussian interference channels with confidential messages and describe several transmission schemes and their achievable rate regions under the prefect secrecy requirement.
I. INTRODUCTION
We first consider a discrete memoryless interference channel in which two transmitters wish to send independent, confidential messages to their respective receivers. We refer to such a channel as the interference channel with confidential messages (IC-CM) and denote it with (X1 x X2,p(yl, other receiver is measured by equivocation. This approach was introduced by Wyner [1] for the wiretap channel, a scenario in which a single source-destination communication is eavesdropped. Under the assumption that the channel to the wire-tapper is a degraded version of that to the receiver, Wyner determined the capacity-secrecy tradeoff. This result was generalized by Csiszair and Korner who determined the capacity region of the broadcast channel with confidential messages [2] in which a message intended for one of the receivers is confidential. Here, we study inner and outer bounds for achievable secrecy regions of both the broadcast and the interference channel under the requirement of perfect secrecy. That is, each receiver is kept in total ignorance with respect to the message intended for the other receiver. We first derive outer bounds which have an identical mutual information expressions that apply to the broadcast channel when one sender jointly encodes both messages and to the interference channel when two senders offer independent inputs to the channel. The difference is that the optimization is over different input probability distributions, as will be described in the next section. We also summary the inner bounds for the IC-CM and BC-CM derived in our previous work [3] . Since we require perfect security for confidential messages, no partial decoding of the other transmitter's message is allowed at a receiver. Hence, rate-splitting schemes used by Carleial [4] and Han and Kobayashi [5] for the classical interference channel are precluded. The inner bound for the BC-CM based on the double-binning, which is using for joint encoding and preserving confidentiality. We note that no common message in the sense of Marton [6] 
are satisfied.
C. The Broadcast Channel
A discrete memoryless broadcast channel with confidential messages is described using finite sets X, Y1, Y2, and a conditional probability distribution p(Yl, Y2 X). (5)- (7).
D. Statement of the Result
The following theorems are the main results of this paper.
The theorems give the outer and inner bounds on capacity regions of interference and broadcast channels with confidential messages.
Let U, Vl, and V2 be auxiliary random variables. We define 7 as a class of joint distributions. In particular, we consider the following three classes of joint distributions. For the interference channel, let w1C_O be the class of distributions p(u, vl, v2, Xl, X2, Yl, Y2) that factor as P(Ul)P(Vl, V2lU)P(Xl lv)P(X21V2)P(Yl, Y2 lXl, X2), (l0) and w1C_1 be the class of distributions that factor as P(u)P(Vl u)P(V2 u)P(Xl Ivl)P(X2 Iv2)P(Yl, Y2 Xl,X2) ( 
IV. SWITCH CHANNEL In this section, we obtain the security capacity region for the switch channel (SC), a special case of the interference channel. Here, as shown in Figure 3 , neither receiver can listen to both transmissions (from encoder 1 and 2) at the same time. For example, the two encoders transmit at different frequencies, whereas each receiver can listen on only one frequency during each symbol time i. We assume that receiver t has a random switch st C {1, 2}, for t = 1, 2, which chooses between t and t independently each symbol time i with probabilities P(St,i = t) = Tt P(St,j = ) 1 -Tt fori 1,.. .,n where t is the complement of t. Further, receiver t listens to its own information xt,j from encoder t when St,j = t, whereas eavesdrops the signal xf,j from the other encoder when St,j t. By assuming that the switch state information is available at the receiver, we have P(Yt,i lXl,i, X2,i, St,i) = P(Yt,i lX1,i)1(St,i = 1) + P(Yt,i 1X2,i) 1(St,i = 2) = P(Yt,dSi'ztii) (38) where 1(.) is the indicator function.
The switch state information {St,i}l 1 is an i.i.d. process known at receiver t. In this case, we can view st,j as a part of channel output, i.e., we set Yt,i -{Zt,i, St,2} (39) where Zt,j represents the received signal value at receiver t.
Under this setting, we have the following theorem on the secrecy capacity region of the SC-CM. 
V. GAUSSIAN IC-CM In this section, we consider Gaussian interference channels (GIC) with confidential message (GIC-CM) where each transmitter (and receiver) employs a single antenna. We assume the channel input and output symbols to be from an alphabet of real numbers. Following the standard form GIC [4] , the received symbols are
where a, and a2 are normalized crossover channel gains, xj,j and xj,j are transmitted symbols from encoders 1 and 2 with the average power constraint j E[n]' < Pt, for t = 1, 2, i=l and {zj,j} and {Z2,i} correspond to two independent, zeromean, unit-variance, Gaussian noise sequences. In the following, we focus on the weak interference channel, i.e., 0 < a2 < 1 and 0 < aK 2 < 1. We describe three transmission a1 -K 
for all Q3, /32 pairs and power splitting parameter A.
Furthermore, the achievable region can be increased by reversing the roles of transmitters 1 and 2. where Ui {Y-l, YA+-l}. We first prove the equality (50 
