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А. А. ПАВЛОВ, М. Н. ГОЛОВЧЕНКО 
ПОСТРОЕНИЕ ОДНОМЕРНОЙ И МНОГОМЕРНОЙ ПОЛИНОМИАЛЬНОЙ РЕГРЕССИИ ПО 
ИЗБЫТОЧНОМУ ОПИСАНИЮ С ИСПОЛЬЗОВАНИЕМ АКТИВНОГО ЭКСПЕРИМЕНТА 
Рассматривается задача построения многомерной полиномиальной регрессии по заданному ее избыточному описанию на основе результатов 
активного эксперимента. Избыточное описание означает включение в него членов, возможно, отсутствующих в структуре исследуемой 
регрессии. Таким образом, возникает проблема по результатам активного эксперимента не только оценить значения неизвестных 
коэффициентов многомерной полиномиальной регрессии, но и исключить из ее избыточного описания лишние члены. Решение поставленной 
задачи базируется на: (а) получении новых свойств коэффициентов нормированных ортогональных полиномов Форсайта; (б)  возможности 
сведения задачи оценки неизвестных коэффициентов нелинейных членов многомерной полиномиальной регрессии к задаче оценки коэффици-
ентов множества одномерных полиномиальных регрессий и решения соответствующих систем линейных равенств; (в) использовании метода 
для исключения лишних членов многомерной нелинейной полиномиальной регрессии, который органически включает в себя как 
методологию кластерного анализа, так и основную идею метода группового учета аргументов – разбиение экспериментальных данных на два 
множества, одно из которых не используется для оценок неизвестных коэффициентов многомерной полиномиальной регрессии, заданной 
избыточным описанием. 
Ключевые слова: многомерная полиномиальная регрессия, нормированные ортогональные полиномы Форсайта, избыточное описа -
ние, метод группового учета аргументов, кластерный анализ, линейные равенства 
О. А. ПАВЛОВ, М. М. ГОЛОВЧЕНКО 
ПОБУДОВА ОДНОВИМІРНОЇ І БАГАТОВИМІРНОЇ ПОЛІНОМІАЛЬНОЇ РЕГРЕСІЇ ЗА 
НАДЛИШКОВИМ ОПИСОМ З ВИКОРИСТАННЯМ АКТИВНОГО ЕКСПЕРИМЕНТУ 
Розглядається задача побудови багатовимірної поліноміальної регресії за її заданим надлишковим описом на основі результатів активного 
експерименту. Надлишковий опис означає включення в нього членів, можливо, відсутніх в структурі досліджуваної регресії. Таким чином, 
виникає проблема за результатами активного експерименту не тільки оцінити значення невідомих коефіцієнтів багатовимірної поліноміальної 
регресії, але і виключити з її надлишкового опису зайві члени. Розв’язання поставленої задачі базується на: (а) отриманні нових властивостей 
коефіцієнтів нормованих ортогональних поліномів Форсайта; (б) можливості зведення задачі оцінки невідомих коефіцієнтів нелінійних членів 
багатовимірної поліноміальної регресії до задачі оцінки коефіцієнтів множини одновимірних поліноміальних регресій і розв’язання 
відповідних систем лінійних рівностей; (в) використанні методу для виключення зайвих членів багатовимірної нелінійної поліноміальної 
регресії, який органічно включає в себе як методологію кластерного аналізу, так і основну ідею методу групового урахування аргументів – 
розбиття експериментальних даних на дві множини, одна з яких не використовується для оцінок невідомих коефіцієнтів багатовимірної 
поліноміальної регресії, заданої надлишковим описом. 
Ключові слова: багатовимірна поліноміальна регресія, нормовані ортогональні поліноми Форсайта, надлишковий опис, метод групо-
вого урахування аргументів, кластерний аналіз, лінійні рівності 
A. A. PAVLOV, M. N. HOLOVCHENKO 
UNIVARIATE AND MULTIVARIATE POLYNOMIAL REGRESSION CONSTRUCTION FROM A 
REDUNDANT REPRESENTATION USING AN ACTIVE EXPERIMENT 
We consider the problem of a multidimensional polynomial regression construction from a given redundant representation based on the results of an 
active experiment. Redundant representation means inclusion in it the members which are possibly absent in the structure of the studied regression. Thus, 
we have a problem not only to estimate the values of the unknown coefficients of multidimensional polynomial regression from the results of an active 
experiment, but also to eliminate the redundant members from its redundant representation. The solution to this problem is based on: (a) obtaining new 
properties of the coefficients of normalized orthogonal polynomials of Forsythe; (b) possibility of reducing the problem of estimating the unknown 
coefficients for nonlinear members of multivariate polynomial regression to the problem of estimating the coefficients for the set of univariate polynomial 
regressions and solving the corresponding systems of linear equalities; (c) using the method to eliminate the redundant members of multidimensional 
nonlinear polynomial regression which organically includes both the methodology of cluster analysis and the main idea of the group method of data 
handling – dividing the experimental data into two sets, one of which is not used to estimate unknown coefficients of multidimensional polynomial 
regression given by a redundant representation. 
Keywords: multi-dimensional polynomial regression, normalized orthogonal polynomials of Forsythe, redundant representation, group method 
of data handling, cluster analysis, linear equalities 
Введение. Решение задачи нахождения структуры 
и оценки коэффициентов исследуемой многомерной 
полиномиальной регрессии по ее избыточному 
описанию с использованием активного эксперимента 
основано на использовании результатов, полученных в 
[1–10], на основе метода, излагаемого ниже, исполь-
зующего основные идеи метода группового учета ар-
гументов А. Г. Ивахненко, а также кластерного ана-
лиза. 
Излагаемые ниже результаты являются естест-
венным обобщением алгоритмов построения одномер-
ной и многомерной полиномиальной регрессии по из-
быточному описанию с использованием активного 
эксперимента, изложенных в [1–9]. Некоторые другие 
алгоритмы построения регрессионных моделей и их 
применения описаны в [11, 12]. 
Общие теоретические положения. В [1–10] рас-
смотрены две задачи регрессионного анализа: 
1) Построение одномерной полиномиальной рег-
рессии по избыточному описанию с использованием 
активного эксперимента. 
Избыточное описание задано в виде 
 𝑌(𝑥) =θ0 + θ1𝑥+ . . . +θ𝑟𝑥
𝑟 + 𝐸 ,  (1) 
где 𝑥 – детерминированная переменная, к которой 
применим активный эксперимент. Имеется в виду, что 
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на вход объекта, модель которого представлена в виде 
(1), можно подавать любые действительные значения 
скалярного входа 𝑥 и измерять выходное значение объ-
екта 𝑌(𝑥); 
θ0, θ1, . . .,θ𝑟 – неизвестные коэффициенты, часть 
из которых, возможно, равна тождественно нулю; 
𝐸 – случайная величина с произвольным рас-
пределением и нулевым математическим ожиданием 
(𝑀𝐸 = 0) и конечной дисперсией. Проведено 𝑛 экспе-
риментов, в результате которых получены две выборки 
объема 𝑛 (𝑥𝑖,  𝑖 = 1,𝑛; 𝑌(𝑥𝑖) = 𝑦𝑖,  𝑖 = 1,𝑛). По 
результатам эксперимента необходимо исключить из 
(1) лишние члены и оценить оставшиеся коэффици-
енты θ𝑗  (∀|θ𝑗| > 0 в описании (1)). Для решения этой 
задачи используется метод наименьших квадратов с 
использованием нормированных ортогональных по-
линомов Форсайта. 
Общеизвестные результаты, изложенные в [5], 
позволяют получить следующие оценки θ?̂?,  𝑗 = 0,𝑟: 
 θ?̂? =ω?̂?𝑞𝑟𝑗+ . . . +ω?̂?𝑞𝑗𝑗,    𝑗 = 0,𝑟, (2) 
где ω?̂? – оценки весовых коэффициентов, полученных 
методом наименьших квадратов с использованием нор-
мированных ортогональных полиномов Форсайта; 
𝑞𝑖𝑗 – коэффициенты этих полиномов. 
Дисперсии оценок имеют вид [5]: 
 𝐷(θ?̂?) =σ
2∑𝑞𝑖𝑗
2
𝑗
𝑖=𝑟
. (3) 
Вычислительные эксперименты, приведенные в 
[7–9], показывают, что с увеличением 𝑗 при фиксиро-
ванном числе экспериментов на порядки уменьшается 
𝐷θ?̂?. Действительно, в проведенных экспериментах по-
лучили: при 𝑛 = 10,  𝐷θ0̂ = σ
2 ∙ 0,40…, 𝐷θ1̂ = σ
2 ∙ 
∙ 0,0024…, 𝐷θ2̂ = σ
2 ∙ 4,26 ∙ 10–6, 𝐷θ3̂ = σ
2 ∙ 1,28 ∙ 
∙ 10–5.  Предлагалось исключать из модели (1) члены, у 
которых оценки коэффициентов по модулю близки к 
нулю и исчезающе малы значения дисперсий оценок 
этих коэффициентов (использование закона трех сигм). 
Хотя использование нормированных ортогональных 
полиномов Форсайта облегчает решение проблемы 
вырожденности при использовании метода на-
именьших квадратов, однако, эта проблема остается, 
что приводит к необходимости проведения громоздких 
вычислений с использованием большой памяти для 
нахождения коэффициентов 𝑞𝑖𝑗 нормированных орто-
гональных полиномов Форсайта. 
Любые упрощения в процессе вычисления коэф-
фициентов {𝑞𝑖𝑗}, гарантирующих достоверность ко-
нечного результата, упрощают решение проблемы в 
целом. 
В [9] приведены рекомендации по повышению 
эффективности проведения активного эксперимента 
для нахождения оценок коэффициентов одномерной 
полиномиальной регрессии по ее избыточному описа-
нию. Обоснованность этих рекомендаций базируется 
на полученных в [3, 4] следующих теоретических ре-
зультатах. 
1) Если 𝑞𝑗𝑙
𝑥 , ∀𝑗 = 0,𝑟, ∀𝑙 = 0,𝑗, – это коэффицие-
нты нормированных ортогональных полиномов Фор-
сайта, вычисленных по 𝑥𝑖,  𝑖 = 1,𝑛, а 𝑞𝑗𝑙
𝑧 , ∀𝑗 = 0,𝑟, ∀𝑙 =
0,𝑗 – это коэффициенты нормированных ортого-
нальных полиномов Форсайта, вычисленных по 𝑧𝑖,  𝑖 =
1,𝑛, 𝑧𝑖 = 𝑘𝑥𝑖,  𝑖 = 1,𝑛,  𝑘 > 0, то 
𝑞𝑗𝑙
𝑧 =
1
𝑘𝑗
𝑞𝑗𝑙
𝑥 , 𝐷θ𝑗
?̂? =σ2 ∑ (
1
𝑘𝑗
𝑞𝑗𝑙
𝑥 )𝑗𝑙=𝑟 = (
1
𝑘𝑗
)
2
𝐷θ𝑗
?̂?. 
2) Повторяющиеся эксперименты. Этот результат 
может быть использован только в случае, когда 𝑟 – 
известная степень избыточного описания одномерной 
полиномиальной регрессии. 
Пусть на вход объекта подается повторяющаяся 
последовательность  значений 𝑥1, …, 𝑥𝑟+𝑝, 
𝑥1, …,  𝑥𝑟+𝑝, …, где 𝑝 > 1. Оказывается [4], в этом 
случае не требуется нормированные ортогональные 
полиномы Форсайта строить по значениям 𝑥1, …, 𝑥𝑟+𝑝, 
𝑥1, …, 𝑥𝑟+𝑝, … скалярного аргумента 𝑥, в котором пос-
ледовательность чисел 𝑥1, …, 𝑥𝑟+𝑝 повторяется 𝑙 раз. 
Доказано [4], что оценки коэффициентов θ?̂?,  𝑗 = 0,𝑟, не 
изменяются при усреднении результатов экспери-
ментов. Пусть 
𝑿 =(𝑥1, … , 𝑥𝑛), 𝑛 = 𝑘 + 𝑝; 
𝑿′ =(𝑥11,𝑥21, … , 𝑥𝑙1,𝑥12,𝑥22,… , 𝑥𝑙2,… ,𝑥1𝑛,𝑥2𝑛, … , 𝑥𝑙𝑛), 
где 𝑥𝑘𝑖 = 𝑥𝑖, ∀𝑘 = 1,𝑙,  ∀𝑖 = 1,𝑛; 
𝒀′ =  (𝑦11,𝑦21, … , 𝑦𝑙1,… ,𝑦1𝑛,𝑦2𝑛, … , 𝑦𝑙𝑛); 
𝒀 =(
∑ 𝑦𝑘1
𝑙
𝑘=1
𝑙
,
∑ 𝑦𝑘2
𝑙
𝑘=1
𝑙
,⋯ ,
∑ 𝑦𝑘𝑛
𝑙
𝑘=1
𝑙
), 
где 𝑦𝑖𝑗 – это соответствующее значение выхода объекта  
в статистическом эксперименте. 
Пусть 𝑄𝑗(𝑥),  𝑗 = 0,𝑟, – нормированные ортогона-
льные полиномы Форсайта, построенные по выборке 
𝑿, а 𝑄𝑗
′(𝑥),  𝑗 = 0,𝑟, – нормированные ортогональные 
полиномы Форсайта, построенные по выборке 𝑿′. В [4] 
показано, что 
𝑄𝑗
′(𝑥) =
𝑄𝑗(𝑥)
√𝑙
, 𝑗 = 0,𝑟, (𝑥𝑘𝑖 = 𝑥𝑖, 𝑘 = 1,𝑙). 
Из этого следует [4], что оценки θ𝑗
′̂ = θ?̂?,  𝑗 = 0,𝑟, 
где θ𝑗
′̂ получены по 𝑿′,𝒀′, а θ?̂? – по 𝑿,𝒀. Задача регрес-
сии по 𝑿,𝒀 имеет вид 
𝑌(𝑥) =θ0 + θ1𝑥 +  …+ θ𝑟𝑥
𝑟 +𝐸1, 
где 𝑥 принимает значения 𝑥1, … , 𝑥𝑛 , 𝑛 = 𝑟 + 𝑝, 𝑝 ≥ 1,  
𝐷𝐸1 = σ
2 𝑙⁄ .  
Таким образом [3, 4], варьируя параметрами на-
хождения наиболее эффективной области, из которой 
выбираются значения 𝑥1, …, 𝑥𝑛, выбрав 𝑙 – количество 
повторов серий, решив проблему нахождения практи-
чески достоверных значений коэффициентов норми-
рованных ортогональных полиномов Форсайта, можем 
до проведения активного эксперимента гарантировать 
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получение необходимых значений дисперсий 𝐷θ?̂?,  𝑗 =
0,𝑟, на минимальном объеме данных. 
Построение многомерной полиномиальной ре-
грессии по избыточному описанию с использовани-
ем активного эксперимента. Пусть избыточное опи-
сание многомерной функции имеет вид [6]: 
𝑦(𝒙) =
∑𝑏𝑖1,…, 𝑖𝑡
𝑗1,…, 𝑗𝑡(𝑥𝑖1)
𝑗1(𝑥𝑖2)
𝑗2
⋯(𝑥𝑖𝑡)
𝑗𝑡
+𝐸,
∀(𝑖1,… , 𝑖𝑡)∈𝐾, ∀(𝑗1,… , 𝑗𝑡)∈𝐾(𝑖1,… ,𝑖𝑡)
 (4) 
где 𝒙 = (𝑥1, … , 𝑥𝑛)
T – детерминированный вектор 
входных переменных; 
𝑏𝑖1,…, 𝑖𝑡
𝑗1,…, 𝑗𝑡  – неизвестные коэффициенты; 
𝑗𝑖 – натуральные числа; 
𝑖𝑗  – натуральные индексы из множеств {1,… ,𝑛}; 
𝐸 – случайная величина с нулевым математичес-
ким ожиданием и ограниченной неизвестной диспер-
сией. 
В [1, 4] показано, что проводя активный экспери-
мент для случаев, когда а) 𝑥1= 𝑥2= …  = 𝑥n = 𝑥; б) фик-
сируется 𝑥𝑖,  𝑖 = 1,𝑛, остальные переменные 𝑥1= 𝑥2 = 
= ⋯ = 𝑥𝑖−1 = 𝑥𝑖+1 = ⋯ = 𝑥𝑛 = 𝑥 изменяются одина-
ково, во многих случаях решая последовательные за-
дачи построения одномерных полиномиальных рег-
рессий и соответствующих систем линейных равенств, 
находят оценки всех коэффициентов многомерной ре-
грессии при нелинейных членах, тем самым сводя ис-
ходную задачу к задаче построения многомерной ли-
нейной регрессии с использованием активного экспе-
римента, которая, как известно, легко решается. 
Проблема исследования. 1) Верхние границы 
дисперсий оценок ?̂?𝑖1,…, 𝑖𝑡
𝑗1,…, 𝑗𝑡  (являющиеся результатом 
решения систем линейных неравенств, правые части 
которых являются оценками коэффициентов соответ-
ствующих одномерных дисперсий [1, 2, 6]) являются 
достаточно грубыми, и достоверно оценить, какие 
члены избыточного описания многомерной регрессии 
(4) в истинном ее выражении отсутствуют, не предста-
вляется возможным. 
2) Та же проблема возникает при построении од-
номерной полиномиальной регрессии, если значение 
𝐷θ?̂? таково, что с учетом закона трех сигм (случайная 
величина 𝐸 распределена произвольно) вероятность 
утверждения того, что θ𝑗 = 0, существенно меньше 
единицы. 
Сформулированная в данной статье проблема ре-
шается с помощью модификации изложенного выше 
метода построения одномерной и многомерной поли-
номиальной регрессии по ее избыточному описанию с 
применением активного эксперимента [1–9], которая 
базируется: 
а) на основной идее метода группового учета ар-
гументов А. Г. Ивахненко [10] (разбиение эксперимен-
тальных данных на множество данных, по которым 
находятся оценки неизвестных коэффициентов, и про-
верочное множество данных, в этом построении не 
участвующих); 
б) на базовых идеях кластерного анализа. 
Модифицированный метод построения одно-
мерной и многомерной полиномиальной регрессии 
по избыточному описанию с использованием актив-
ного эксперимента. 
Примечание. Если в избыточном описании много-
мерной полиномиальной регрессии переменные 𝑥𝑖𝑝, 
𝑝 = 1,𝑘, в члены, их содержащие, входят в виде 1 𝑥𝑖𝑝⁄ , 
то заменой 1 𝑥𝑖𝑝⁄ = 𝑧𝑖𝑝,  𝑝 = 1,𝑘, эту задачу сводим к 
предыдущей. 
1.1. Находим выражение для многомерной поли-
номиальной регрессии по ее избыточному описанию с 
использованием активного эксперимента, в полном 
соответствии с теоретическими положениями, изло-
женными в [1–9]. При этом предполагается, что най-
дены оценки коэффициентов при всех нелинейных 
членах регрессии, а оценки коэффициентов при пере-
менных 𝑥𝑖, 𝑖 = 1,𝑛, найдены обычным методом наи-
меньших квадратов для линейной многомерной ре-
грессии. 
1.2. Реализуем активный эксперимент в области 
изменения аргументов, в которой наиболее вероятно 
будет эксплуатироваться модель; желательно, при вы-
полнении условия ∀𝑖 |𝑥𝑖 | > 1. В этом случае, нелиней-
ные члены построенной многомерной полиномиальной 
регрессии не принимают малых значений (члены, у 
которых |?̂?𝑖1,…, 𝑖𝑡
𝑗1,…, 𝑗𝑡| ≈ 0, предварительно исключены). 
Множество значений аргументов и выходной величи-
ны обозначим через 𝑿𝒀 = {𝑥𝒍𝑦𝒍},  𝑙 = 1,𝑝. Все члены 
многомерной полиномиальной регрессии (кроме ли-
нейных 𝑏𝒊𝑥𝒊, 𝑖 = 1,𝑛) вида ?̂?𝑖1,…, 𝑖𝑡
𝑗1,…, 𝑗𝑡(𝑥𝑖1)
j1
⋯(𝑥𝑖𝑡)
jt
 пе-
реименуем 𝐽𝒊, 𝑖 = 1,𝐿, в порядке убывания величин  
∑ |?̂?𝑖1,…, 𝑖𝑡
𝑗1,…, 𝑗𝑡(𝑥𝑖1𝑙)
𝑗1
(𝑥𝑖2𝑙)
𝑗2
⋯(𝑥𝑖𝑡𝑙)
𝑗𝑡
|𝑝𝑙=1 , где 𝑥𝑖1𝑙, … , 𝑥𝑖𝑡𝑙 
– значения детерминированных величин 𝑥𝑖1,… ,𝑥𝑖𝑡  в 𝑙-м 
эксперименте, 𝑙 = 1,𝑝. 
2.1. Разбиваем множество {𝐽𝒊, 𝑖 = 1,𝐿} на два 
класса 𝑀𝟏 и 𝑀𝟐 следующим образом. 
2.1.1. 𝐽𝟏 ∈ 𝑀𝟏, 𝐽𝑳 ∈ 𝑀𝟐. Если 
 𝐽𝟏 − 𝐽𝟐 < 𝐽𝟐 − 𝐽𝑳, (5) 
то 𝐽𝟐 ∈ 𝑀𝟏, в противном случае 𝐽𝟐 ∈ 𝑀𝟐. Получено раз-
биение множества {𝐽𝒊, 𝑖 = 1,𝐿} на классы: 𝑀𝟏 = {𝐽𝟏}, 
𝑀𝟐 = {𝐽𝟐,… ,𝐽𝐋}. 
2.1.2. Если  
 𝐽𝑳−𝟏 − 𝐽𝑳 <
1
2
(𝐽𝟏 + 𝐽𝟐) − 𝐽𝑳−𝟏, (6) 
то 𝐽𝐋−𝟏 ∈ 𝑀𝟐, в противном случае 𝐽𝐋−𝟏 ∈ 𝑀𝟏, Получено 
окончательное разбиение: 𝑀𝟏 = {𝐽𝟏,𝐽𝟐,… ,𝐽𝐋−𝟏}, 𝑀𝟐 = 
= {𝐽𝐋}. 
2.1.3. Описанная выше процедура продолжается, 
если выполнены неравенства (5), (6). (𝑡 − 1)-й шаг: 
𝑀𝟏 = {𝐽𝟏,… ,𝐽𝒕−𝟏}, 𝑀𝟐 = {𝐽𝑳, 𝐽𝑳−𝟏, … , 𝐽𝑳−𝒕+𝟏}. Если вы-
полняется неравенство 
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1
𝑡 − 1
∑𝐽𝒊
𝑡−1
𝑖=1
− 𝐽𝒕 < 𝐽𝒕 −
1
𝑡 − 1
∑𝐽𝑳−𝒋
𝑡−1
𝑗=0
, (7) 
то 𝐽𝐭 ∈ 𝑀𝟏, в противном случае 𝐽𝐭 ∈ 𝑀𝟐, Текущее раз-
биение множества {𝐽𝒊, 𝑖 = 1,𝐿} на два класса получено: 
𝑀𝟏 = {𝐽𝒊, 𝑖 = 1,𝑡 − 1}, 𝑀𝟐 = {𝐽𝑳−𝒋, 𝑗 = 0,𝑡 − 1,  𝐽𝒕}. Если 
(7) выполнено, то если выполняется условие 
 𝐽𝑳−𝒕 −
1
𝑡 − 1
∑𝐽𝑳−𝒋
𝑡−1
𝑗=0
<
1
𝑡 − 1
∑𝐽𝒊
𝑡−1
𝑖=1
− 𝐽𝑳−𝒕,  
то 𝐽𝑳−𝐭 ∈ 𝑀𝟐, в противном случае 𝐽𝑳−𝐭 ∈ 𝑀𝟏, Текущее 
разбиение множества {𝐽𝒊, 𝑖 = 1,𝐿} на два класса завер-
шено: 𝑀𝟏 = {𝐽𝒊, 𝑖 = 1,𝑡–1, 𝐽𝑳−𝒕}, 𝑀𝟐 = {𝐽𝑳−𝒋, 𝑗 = 0,𝑡–1}. 
Описанная процедура конечна и завершается те-
кущим разбиением множества {𝐽𝒊, 𝑖 = 1,𝐿} на два клас-
са 𝑀𝟏 и 𝑀𝟐. 
2.2. Аналогичной процедурой множество 𝑀𝟐 раз-
бивается на два класса, получаем 𝑀𝟏, 𝑀2
1, 𝑀2
2. Множе-
ство 𝑀2
2 аналогичной процедурой разбивается на два 
класса 𝑀3
1, 𝑀3
2, и т. д. Эта процедура является конеч-
ной. В результате получаем окончательное разбиение 
множества {𝐽𝒊, 𝑖 = 1,𝐿} на классы: 𝑀𝟏,  𝑀2
1,  𝑀3
1,  … , 𝑀𝑇
1. 
Возможна ситуация, когда 𝑀𝑇
1 содержит один либо два 
элемента. В этом случае 𝑀𝑇
1 = 𝑀𝑇−1
2 . 
3.1. Задаем первый параметр управления вычис-
лительным процессом Δ𝟏 и находим максимальное 
натуральное число 𝑇𝟏, для которого выполняется  
 min{∀𝐽𝒊 ∈ 𝑀𝑇1−1
1 } −max{∀𝐽𝒊 ∈ 𝑀𝑇1
1 } ≥ 𝛥𝟏 (8) 
(Δ𝟏 – достаточно большое число). Если 𝑇𝟏 найдено, то 
находятся две среднеквадратичные ошибки 
σ2(𝑓1) =∑ (𝑦𝑙 − 𝑓1(𝑥𝑙))
2𝑝
𝑙=1 , 
σ2(𝑓2) =∑ (𝑦𝑙 − 𝑓2(𝑥𝑙))
2𝑝
𝑙=1 , 
где 𝑓1(𝑥) – построенная в п. 1 полиномиальная регрес-
сия; 
𝑓2(𝑥) получена из 𝑓1(𝑥) исключением из нее всех 
элементов из классов 𝑀𝑇
1 , … , 𝑀𝑇1
1 . 
Если 
 σ2(𝑓2) ≤ σ
2(𝑓1), (9) 
то текущее выражение для полиномиальной регрессии 
равно 𝑓2(𝑥). Вводится второй параметр управления 
вычислительным процессом Δ𝟐 (Δ𝟐 может равняться 
Δ𝟏) и описанная выше процедура повторяется до тех 
пор, пока либо не выполнится условие (8), либо нару-
шится неравенство (9). Пусть 𝑓𝑡(𝑥) – это текущее выра-
жение полиномиальной регрессии, для которого либо 
не выполнялось текущее условие вида (8), либо нару-
шилось неравенство вида (9). 
3.2. Пусть 𝑓𝑡(𝑥) содержит члены из классов 
{линейные члены} ∪ {𝑀𝟏,  𝑀2
1, … ,𝑀𝑡
1}. 
3.2.1. Из 𝑓𝑡(𝑥) исключаются члены множества 𝑀𝑡
1. 
Обозначим ее 𝑓𝑡
1(𝑥). Если выполняется 
 σ2(𝑓𝑡
1) ≤ σ2(𝑓𝑡), (10) 
то из 𝑓𝑡(𝑥) исключаются члены множества 𝑀𝑡
1, и она 
обозначается 𝑓𝑡+1(𝑥). Описанная процедура продол-
жается до первого нарушения неравенства вида (10). 
3.2.2. Пусть неравенство вида (10) нарушено для 
полиномиальной регрессии, содержащей {линейные   
члены} ∪ {𝑀𝟏,  𝑀2
1, … ,𝑀𝑡−𝑘
1 }. Тогда конструируем по-
линомиальные регрессии из класса {линейные чле- 
ны} ∪ {𝑀𝟏} ∪ {𝑀2
1} ∪ … ∪ {𝑀𝑡−𝑘−1
1 }, включая в них все 
возможные комбинации элементов 𝑀𝑡−𝑘
1  (в первую 
очередь, исключая минимальные по величине члены), 
и для каждой комбинации проверяем выполнение не-
равенства вида (10). В случае его выполнения соот-
ветствующие элементы из 𝑀𝑡−𝑘
1  исключаются. После 
проверки всех комбинаций элементов из 𝑀𝑡−𝑘
1  опи-
санная процедура повторяется для множеств 𝑀𝑡−𝑘+1
1  и 
т. д. Вычислительная процедура выполнена либо когда 
окончилось время, выделенное для работы алгоритма, 
либо когда в результате перебора всех комбинаций 
исследуемое текущее множество 𝑀𝑝
1 осталось без 
изменений. 
4. Пусть 𝑓(𝑥) – это результирующее выражение 
для многомерной полиномиальной регрессии. Тогда, 
считая все ее нелинейные члены известными, методом 
наименьших квадратов для многомерной линейной 
регрессии повторно оцениваем коэффициенты при ее 
линейных членах. 
5. В случае, когда для проверочных данных воз-
можен активный эксперимент в области ∀𝑖 |𝑥𝑖 | > 1, 
считая все нелинейные члены известными, п.п. 1–3 
реализуем только для линейных членов многомерной 
регрессии, оценки коэффициентов в которых были 
получены в п. 4. 
Выводы. В статье изложен метод нахождения 
структуры и оценки коэффициентов исследуемой 
многомерной полиномиальной регрессии, заданной 
избыточным описанием с использованием активного 
эксперимента. Метод основан на: 
1) свойствах нормированных ортогональных по-
линомов Форсайта [3, 4]; 
2) возможности сведения получения оценок коэф-
фициентов многомерной полиномиальной регрессии, 
заданной избыточным описанием, к последователь-
ному построению одномерных полиномиальных ре-
грессий и соответствующих систем линейных урав-
нений [1–9] и метода исключения избыточных членов, 
основанного на основных идеях метода группового 
учета аргументов, а также кластерного анализа. 
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