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Abstract: A genetic algorithm (GA) is not a good option for finding solutions around in neighborhoods. The current
study applies a memetic algorithm (MA) with a proposed local search to the mutation operator of a genetic algorithm
in order to solve the traveling salesman problem (TSP). The proposed memetic algorithm uses swap, reversion and
insertion operations to make changes in the solution. In the basic GA, unlike in the real world, the relationship between
generations has not been considered. This gap is resolved using the proposed complex network to allow selection among
possible solutions. The degree measure has been used for analysis the network. Different scenarios have been evaluated
to solve seven TSPLib problems. For example, the results indicated that the memetic algorithm with a complex network,
the memetic algorithm with the proposed local search and basic GA have 0.31%, 1.15% and 38% errors, respectively,
when solving the TSP for 70 cities compared to the best solution in the TSPLib database. These results offered better
performance of the memetic algorithm with a complex network compared to the memetic algorithm with the proposed
local search and the basic GA. Also, the average run time of the algorithms showed their scalability.
Key words: Travelling salesman problem, genetic algorithm, memetic algorithm, local search, complex network

1. Introduction
The current study solved the traveling salesman optimization problem using the proposed algorithms. This is
a basic problem in routing and transportation planning. The goal of this problem is to determine the shortest
route among a set of cities in such a way that each city is visited exactly once and the route returns to the city of
origin[1]. The traveling salesman problem is a Hamiltonian cycle in which each route represents a permutation
from the city of origin to all other cities. If n is the number of cities and p is a permutation from the Hamiltonian
path, the purpose of solving the TSP is to minimize Formula 1:
n
∑

dip(i) ,

(1)

i=1

where p(i) is the node number after i in permutation p and dij is the distance between cities i and j. Recently,
both heuristic and metaheuristic algorithms have been used to solve hard problems such as optimization. Unlike
more precise methods, these algorithms use a polynomial time order to return a near-optimal solution. The
genetic algorithm, ant colony algorithm (ACO), artificial bee colony algorithm (ABC), biogeography-based
optimization (BBO), simulated annealing (SA), tabu search (TS) and particle swarm optimization(PSO) are
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examples of heuristic and metaheuristic algorithms [2–8]. These algorithms can change the process of algorithm
implementation and solution selection using different parameters or operators and have been used to solve
optimization problems such as the TSP. The common point in these algorithms is that they change the problem
solution using operators, parameters or coefficients and generate different solutions [9–12].
Single-solution algorithms are used alongside algorithms such as the GA and PSO because the original
algorithm seeks global optimization and the local search algorithm seeks a local optimum. The combination
of these two concepts can generate memetic algorithms [13]. In these algorithms the global and local search,
the concepts of exploration and exploitation are addressed. The goal of exploration is to ensure that a search
is global and the goal of exploitation is to find best solution around a single solution. This is a kind of local
search in which the goal of the memetic algorithm is to create a balance between the two concepts [14]. The
basic GA has good exploration abilities because its basis is global when finding solutions. In metaheuristic
algorithms, especially population-based algorithms, the level of access of the solutions is individualized. The
selected solutions do not have direct relationships and do not affect one another. For example, using the
crossover operator and making changes in the parents can generate a new child in the GA. In a basic GA,
the possibility of a relationship between the parents and children in the population has not been addressed.
In recent years, only a few articles have discussed the gap in the relationship between the solutions [15, 16].
However, complex networks can be used with heuristic and metaheuristic algorithms to address this problem.
2. Background
A GA consists of initial population generation, parent selection, a crossover operator and a mutation operator.
Because a GA is a population-based algorithm, it begins by generating an initial population. Darwin’s theory
is described as survival of the fittest. In this theory, individuals who are the most fit will generate children who
are the most fit. In the stage of parent selection, one of the following two methods can be used selection.
Random method: In this method, the parents are randomly selected from the initial population. The advantage
of this method is the simplicity of implementation and also the selection of the elite parent based on chance.
Roulette wheel method: In this method, based on the solution rate, a chromosome is added to the solutions
of other chromosomes and the distance from zero to the sum of all solutions is generated. This distance is
considered to be circular because of its simplicity. Along this distance, a number is randomly selected. The
range of the selected number is related to the chromosome which is selected as the elite chromosome. For each
chromosome, the selection probability is the calculation of Formula 2:
f itnesschi
P roChi = ∑n
.
k=1 f itnesschk

(2)

Then, the child is generated in this stage using the crossover operator. The mutation operator is used to
improve optimality. Changes are randomly provided in one or more genes of a chromosome sequence. The main
methods of implementing the mutation are listed below. Swap operation: Two genes are randomly selected from
the chromosome and are swapped in order to generate a new chromosome. Insertion operation: Two genes are
randomly selected and the first gene is inserted behind the second gene. In a natural manner, the genes between
two selected genes are shifted one step to the left. Reversion operation: Two genes are randomly selected, and
these genes and the genes between them are swapped in the reversion form. After the mutation operator, if the
total number of iterations are not completed, the algorithm will continue from the selection stage, otherwise
the algorithm will end.
2911

MOHAMMADI et al./Turk J Elec Eng & Comp Sci

3. Complex networks
Complex networks have a set of vertices, edges and important topological properties which are neither completely
random nor perfectly regular. Most social, biological, and technological networks can be represented as a
complex network. The internet is a network of routers and the world wide web is a network of websites. The
brain is a network of neurons. The focus on complex networks has moved from the analysis of small networks to
systems with thousands or millions of nodes. The approaches were initiated by Watts and Strogoutz on smallworld networks [17] and then by Barabassi and Albert [18] on scale-free networks. The complex networks can be
modeled using methods such as regular, random, small-world and scale-free networks. Network theory analysis is
used fields such as biology, organizational behavior, social networks and smart data analysis. Different measures
are used for network measurement. In these types of networks, information exchange between nodes can improve
understanding of complex networks. This includes the average degree of nodes, clustering coefficient, degree
distribution function and giant component formation in the network.
4. Related work
Metaheuristic algorithms can be divided into two classes: those without a complex network and those with
a complex network. In metaheuristic algorithms without a complex network, the relationship between the
solutions are not considered. Most algorithms do not consider this relationship when solving the TSP. The
optimization problem is solved either in the form of a heuristic or metaheuristic algorithm or a combination
of two or more algorithms. In the current study, a memetic algorithm with a proposed local search has been
used to prevent becoming stuck in the local optima. Metaheuristic algorithms based on a complex network
form the second group in which the relationship between the solutions generated by different generations is
considered when generating a new solution. Only a few papers have been presented in this area. In the
following, some methods are presented for these two classes along with brief explanations of their innovations
and the algorithm utilized. In [19] used BBO to solve the TSP problem and has performed better in many cases
compared to other population-based algorithms. The biogeography optimization algorithm is an evolutionary
algorithm presented by Simon [20]. This algorithm is based on the migration of animals and birds between
islands. In [21] improved the migration operator in the BBO algorithm to help solve the TSP. In [22] proposed
an adaptive PSO algorithm based on a directed weighted complex network called directed weighted complex
network particle swarm intelligence (DWCNPSO). The particles are uniformly scattered over the search space
using the small-world network topology in order to initialize the position of the particles. At the same time,
an evaluation mechanism of the direct dynamic network is used to build the particles on a scale-free network
according to the power-law distribution. The proposed method improves algorithm diversity and prevents the
particles from falling into the local search. The simulation results indicated that the proposed algorithm prevents
early convergence and has a faster convergence rate than other algorithms. In [23] implemented the PSO by
interacting with scale-free networks. The scale-free network has been used to represent individual interactions
in the population as a class called scale-free particle swarm intelligence (SF-PSO). Unlike a traditional PSO
with fully connected or regular topology, SF-PSO uses scale-free topology to combine individual diversity in the
search and information dissemination to provide a completely different optimization process. The systematic
results for several standard benchmark functions demonstrated that SF-PSO can improve equilibrium between
the convergence speed and optimization quality. Analysis has shown better performance for this algorithm
than for the traditional PSO algorithm. In [24] made changes in both the crossover and mutation operators
of the GA to improve the efficiency and performance of the results when solving the TSP. The results show
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improved performance of automatic selection of the different crossover and mutation operators compared to the
standard operators of the GA. In [25] a new mechanism of the crossover operator in the GA for solving the TSP
is presented. They introduced two new crossover operators, modified sequential constructive crossover radius
(MSCX_Radius) and random crossover (RX). If the next legitimate node is not found for each parent, the
MSCX_Radius operator is the changed form of the MSCX operator in which, at the crossover implementation
stage, a node that is more cost-effective from among all nonvisited nodes in both parents is selected. The
legitimate node is also the first node after the current node which has not been visited in any parent. The
MSCX operator can also change the chromosome. First, two parents with for generating two children are
selected. The first node of the first parent is inserted as the first node of the first child to generate the first
child. In order to select the next node, the first legitimate node after the current node is chosen in both parents
and, among these nodes, the one that is more cost-effective is selected as the next node in the first child. This
process continues until the first child nodes are completed [26]. The RX crossover operator randomly inserts half
of the genes from the first parent into the first child’s chromosomes to generate the first child. The remaining
genes are inserted from the second parent into the first child sequence in the same visit order. In order to
generate the second child, the same operations are repeated in reverse. The TSP-Lib database was used to
compare the results. The results showed improved performance of the proposed algorithm compared to the GA
in the minimum, mean and maximum cost states. Qingzheng Xu et al. [27] solved the TSP by applying changes
in the solution to the biogeography optimization algorithm. Their proposed algorithm, called oppositional
biogeography-based optimization using the current optimum (COOBBO), was presented by Qingzheng xu et
al. [28]. Eight well-known TSPs were used to compare the results. The COOBBO algorithm showed improved
performance. This is an improved form of the oppositional biogeography-based optimization (OBBO) method
in which the current optimum is used at each stage instead of considering the global optimum as the basis of
opposition-based learning (OBL) as proposed by Tizhoosh [29]. The idea is that there is an opposite form of
any solution, objective function or weight in the optimization problems. By determining this opposite form, it
is possible to generate an initial population with higher diversity because of the solution diversity. OBBO has
been used to improve the biogeography problem and OBL has been used for the diversity in the population. In
[30] used complex networks as self-organization components that can be modeled using methods such as regular,
random, small-world and scale-free networks. In [31] presented a methodology for PSO algorithm conversion
inside a complex network. Statistical features in the complex networks can be used in the discussed adaptive
viewpoint.
5. Proposed algorithms
In the current study, the relationships of the population have been used for building a network. The following
algorithms have been used with or without the complex network to solve the TSP.
5.1. Basic genetic algorithm
In the basic genetic algorithm, the normal routine of the GA is followed and the initial population selection,
crossover operator, mutation operator and investigation of the stop condition stages are carried out. A single
point crossover operator has been used. In the mutation stage, a swap operation is performed that changes
only the solution. The gene selected from the chromosome is swapped for another gene and a new solution is
generated. One problem with the use of the basic GA is that it slows down as it moves towards the global
optimum. The genetic memetic algorithm can be used to solve some of the problems of the GA.
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5.2. Memetic genetic algorithm
Combined algorithms, such as the memetic algorithm, are able to perform a local search with knowledge. With
the use of a “meme” in a local search in order to represent the current responses at each generation, the memetic
algorithm tries to locally improve these responses by providing a balance between exploration and exploitation
in the search. These operations provide better performance in the search process. Figure 1 is a flowchart of the
proposed memetic GA.
Reading Matrices And Defining
Variables And Constants To
Solve TSP Problem

Initial
Population
Generation

Fitness Calculation
For Each Solution

If K is Smaller Than Iteration
Number Of Mutation Operator
(nm)?
Selecting Randomly
A Solution Among
Population

If i<Maxiteration?

Using Roulette Wheel ,One Of
Swap, Reversion And
Insertion Operations Is
Selected

Crossover
Operator

Applying Selected
Operation To Solution

Mutation
Operator
Using
Proposed
Local Search

No
Is Stop Condition Of
Mutation Operator Complete?
Yes

Calculating Fitness For
Each Solution And
Selecting Best Fitness

No
Is loop Iteration Complete?

Yes
Printing Best Fitness And
Terminating Algorithm

Figure 1. Flowchart of proposed memetic GA.

In a memetic GA, the proposed local search is used in the mutation operator in which only two genes
are selected to change the basic GA. Their places are swapped and only this swap operation is applied. In the
proposed local search, insertion and reversion operations are used in addition to the swap operation in order
to find more diverse solutions. At each mutation operation, using a roulette wheel, one of the three is selected.
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In the current study, the probability of selection of each method on the roulette wheel are: ProSwap = 0.3,
ProInversion = 0.45 and ProInsersion = 0.25. The probabilities have been adjusted because, when they are
considered in this way, after averaging the results of the proposed method they are much better than when the
chances are equal. In addition, the evaluation of the results shows that the reversion method presents more
proper changes than the other two methods (swap and insersion methods).
5.3. Genetic algorithm with a complex network
The proposed method combines basic GA and the complex network to solve the TSP by using a complex
network in places where decision-making and solution selection are required. In the evolutionary GA, the
complex network must be investigated in order to select solutions for moving to the next generation. In this
case, a solution is selected based on the network status. In the proposed method, the node degree is measured
and used for complex network analysis. Each network has nodes and edges and, in the complex network, nodes
represent solutions. Edges represent the relationship between nodes. The focus of the current study is on
the GA and, in this case, the relationship is the parent-child relationship between solutions. When forming a
complex network, a data structure is required that maintains the network information, including the number
of nodes and degree of each node. This data structure is referred to as “POP” and is used to maintain the
parameters required for the initial population and information about the population which will be generated in
the succeeding generations. Table 1 shows the solution number, solution path, solution cost and degree of each
node and their applications.
Table 1. Pop data structure.

Data name
Solution number

Data type
Integer

Solution path (position)

An array of n*1 where n is the number
of cities
Decimal number
Integer

Cost
Node degree (degree)

Application
Each solution is named with a new
number called the solution number.
It represents the route from the origin
to all the nodes.
It represents the fitness of a route.
It represents the degree of each node.

5.3.1. Selection operations with a complex network
Using random selection and nPOP initial population generation, the parameters of the POP data structure
can be filled. For each new solution, a number is added to the solution number (number of solutions) and the
information about that solution is written in the relevant row of the structure. When a solution is selected,
its degree is set to one and the solution path is placed in the position array. The fitness value of the path is
calculated using the cost function and the crossover and mutation operations are performed as explained in the
next sub section. This operation should be repeated nPOP times, which is equivalent to the size of the initial
population.
5.3.2. Crossover operation with complex network
The three parent selection methods discussed below were considered in the current study.
Cost-based roulette wheel: The basic GA is based on this method. When a parent is selected from a
generation, the solution with the best fitness will have a greater chance of being selected in the roulette wheel and
2915

MOHAMMADI et al./Turk J Elec Eng & Comp Sci

of moving forward to the next generation. Degree-based roulette wheel: This method selects the solution with
the highest degree from the specific generation. It is used for a complex network and the degree-based complex
network is used to apply operations to the GA. Mixed roulette wheel: In this method, solution selection is based
on both the cost-based and degree-based roulette wheels in order to increase the performance of selections of
the solutions. The fitness of two solution selections is compared and the solution with the highest fitness is
transferred to the next generation. The flowchart of the GA with a complex network is shown in Figure 2.
Reading Matrices Along With The
Formation Of Complex Network
Matrices And Defining Variables
And Constants For Each TSP
Problem

Selection Of First Parent
Using Mixed Roulette
Wheel From Current
Population- An Increment
In Degree Of First Parent

Generation Of Two Children
Using Single Point Crossover
Operator

Initial
Population
Generation

Degree Of Both Children Is Set To
One In Complex Network

Fitness Calculation
For Each Solution

No
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Crossover
Operator With
The Help Of
Complex
Network

Is Stop Condition Of Crossover
Operator (Nc Crossover
Operations) Complete?
Yes

Randomized
Selection Of A
Solution From
Current Population

Mutation
Operator
With The Help
Of Complex
Network

Fitness Calculation For
Each Solution And
Selection Of Best Fitness

Randomly Selection Of
Second Parent From
Current Population- An
Increment In Degree Of
Second Parent

Selection Of A
Solution From Current
Population According
To Degree-Based
Roulette Wheel

Selection Of Solution With
Highest Fitness- An
Increment In Its Degree
Applying Mutation Operator
To This Solution Based On
Swap Operation

Degree Of Mutated
Solution Is Set To One In
Complex Network
No

Is Stop Condition Of
Mutation Operator complete?

No
Is loop Iteration
Complete?

Yes

Yes
Printing Best Fitness And
Terminating Algorithm

Figure 2. Flowchart of GA with complex network.

Unlike the basic GA, where two parents that are randomly selected based on the solution with the highest
fitness have higher chances of being selected in the roulette wheel from the initial population or the current
generation to generate a new generation, the mixed roulette wheel is used to select the first parent. The second
parent is also randomly selected from the individuals of the current generation. This operation increases the
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degrees of both parents in the complex network. In the first implementation, because all node degrees are equal
to one, the chance of selecting any particular solution as a parent is the same for all members of the population.
The child selected will either be repetitive or not repetitive. Repetitiveness can be determined by comparing
the solutions in the POP structure. If the child is not repetitive, it is considered to be a new child. In this
method for both types of children is to set the degree of the child to one. In the mutation operator, the selected
solution is randomly chosen from the current population and a solution also is selected using the degree-based
roulette wheel. The costs of both solutions are then compared and the solution with the lowest cost is selected
as the one in which the mutation should be implemented. In a complex network, the degree of the solution will
increase. The mutation operation is performed on the solution based using only the swap operation to make
changes and the node degree of the mutated solution is set to one. The average of this method is better than
for the basic GA, but it performs much more weakly than the memetic GA.
5.4. Genetic algorithm with a complex network and proposed local search
This is the form of the third method. In addition to applying a degree-based complex network to the GA, the
operations of swap, reversion and insertion have been used in the mutation operator in order to apply changes
to the solution. The local search proposed in the second method has been applied to the mutation part and
the results are similar to those of the memetic GA method, although the fitness value is slightly lower. The
drawback of this method is its early convergence to a solution with a higher degree. Figure 3 is a pseudo-code
of a mutation operator with the help complex network and the proposed local search.

Figure 3. Pseudo-code of mutation operator with the help of complex network and local search.

5.5. Genetic algorithm with a complex network and proposed local search with degree limitation
This method is a variation of the fourth method in which two changes have been made. At the crossover stage,
the mixed roulette wheel has been used to select parents which have lower fitness from the cost and degree
based roulette wheels. In order to prevent early convergence to the node with highest degree, a maximum value
is set for the degree value of each node in the complex network. This is referred to as “maxrank” which is equal
to 69. This prevents the algorithm from converging to a node with a high degree. Figure 4 is a flowchart of a
GA with a complex network and proposed local search with degree limitation.
5.6. Genetic algorithm with complex network and proposed local search with degree limitation
and population diversity
This method is a variation of the fifth method in which the future population improvement method has been used
to prevent early convergence. At the end of the crossover and mutation operations to produce the population
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Figure 4. Flowchart of GA with complex network and proposed local search with degree limitation.

of next generation, instead of selecting all solutions with the best fitness, 25% of options are randomly selected
that are twice the size of the current population in the memory and 75% are selected from among the fittest.
This provides diversity in the population and decreases the early convergence in the algorithm. Figure 5 is a
pseudo-code of GA along with complex network and proposed local search with degree limitation and population
diversity.
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Figure 5. Pseudo-code of GA along with complex network and proposed local search with degree limitation and
population diversity.

5.7. Solving TSP using a complex network with degree measure and three-hub network formation
with proposed local search
In this method, a complex network with degree measure has been used. Three of the nodes grow in degree and
the remaining nodes are selected as children and added to one of the three nodes. During the generation of
parent and child, changes have been made to the crossover and mutation operators. Figure 6 is a pseudo-code
of a three-hub complex network algorithm with the proposed local search.
The first three solutions with the lowest costs among the initial population are selected as the fixed
parents (hubs) in the crossover and mutation operators. The first and second parents of the crossover operator
and the selected solution in the mutation operator are always considered to be the three fixed parents. For child
generation, two parents are selected for the crossover operator using the degree-based roulette wheel, but their
degrees are not added to the complex network because the base is the only connection between all children and
the three parents as hubs. The result of using the crossover operator for the two parents is two children for
which the degrees of the children are set to one in the complex network. The solution number of the selected
children is added to the list of nodes connected to the hubs. The degree of solution which is selected using the
degree-based roulette wheel in the mutation operator does not change in the complex network. Rather, changes
are made to the solution using the swap, reversion and insertion operations of the local search. The degree of
the changed solution node is set to one in the complex network. Only the degree of the node selected as the
third fixed hub in the first stage increases. The first and second parents in the crossover operator are always
the fixed hubs selected from the initial population. Therefore, the solution upon which the mutation operator
is performed is always a fixed parent of the initial population. Only the degrees of the three hub nodes increase
and the degrees of the nodes generated as children using the crossover or mutation are set to one. The proposed
local search also is used in the mutation stage.
6. Results
The seven problems of the TSPLib set has been compared using the GA, memetic GA and complex network.
The parameters have been set according initial population = 150, problem iteration number = 5000 and seven
different TSPLib problems with the names burma14, ftv33, ft53, ST70, gr137, ch150 and d198.
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Figure 6. Pseudo-code of a three-hub complex network algorithm with the proposed local search.

To allow comparison of the results, each method has been successively run 30 times. The rows in Table
2 show the best, worst, and average fitness, percentage error and average run time for each TSP problem with
30 runs. The basic GA method (section 5.1) obtained the worst results among the proposed methods. The
memetic GA method (section 5.2) performed relatively well because it uses the proposed local search. The GA
with a complex network and proposed local search with degree limitation (section 5.5) obtains a well result by
controlling convergence. The best performance was recorded by solving the TSP using a complex network with
degree measure and three-hub network formation with the proposed local search (section 5.7).
In order to evaluate the error rate of the proposed methods with the best results in TSPLib, a criterion
called percentage error can be calculated as Formula 3:
P ercentageError =

P roposedSoluF it − BKS
∗ 100,
BKS

(3)

where proposed solution is the fitness rate of the proposed solution and BKS is the best solution in the TSPLib
database. The value that is closest to zero is the best result. In this paper, seven TSPLib problems were solved
by the proposed methods that in most cases the seventh method had the best fitness and the first method
had the worst fitness. The percentage error for the seven different TSPLib problems was shown in Figure 7.
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Table 2. Comparison of the results of different algorithms.
Problem
name
burma14

ftv33

ft53

ST70

gr137

ch150

d198

Metrices
Best fitness
Worst fitness
Average fitness
Standard deviation
Percentage error
Average run time
Best fitness
Worst fitness
Average fitness
Standard deviation
Percentage error
Average run time
Best fitness
Worst fitness
Average fitness
Standard deviation
Percentage error
Average run time
Best fitness
Worst fitness
Average fitness
Standard deviation
Percentage error
Average run time
Best fitness
Worst fitness
Average fitness
Standard deviation
Percentage error
Average run time
Best fitness
Worst fitness
Average fitness
Standard deviation
Percentage error
Average run time
Best fitness
Worst fitness
Average fitness
Standard deviation
Percentage error
Average run time

First ■
method
31
31
31
0
–7.08
152
1565
1923
1790
123.06
21.7
152
9984
10955
10528
327.06
44.59
155
936
1225
1077
73.55
38.66
156
1238
1651
1392
106.39
77.27
158
11026
14393
12815
843.98
68.9
162
31549
50293
40187
4464.22
99.93
173

Second■
method
31
31
31
0
–7.08
152
1445
1596
1512
54.79
12.36
153
7869
8929
8510
266.20
13.96
155
683
745
712
15.87
1.15
155
719
775
752
12.94
7.72
159
6778
7195
7023
106.19
3.83
161
16044
16704
16402
150.48
1.67
177

Third■
method
31
31
31
0
–7.08
341
1520
1841
1704
88.19
18.2
343
9200
11359
10388
721.65
33.24
360
927
1188
1055
60.69
37.31
360
1142
1552
1365
103.02
63.45
359
11160
14723
12913
950.24
70.96
364
33501
47781
39949
4136
112.3
369

Fourth■
method
31
31
31
0
–7.08
334
1399
1797
1575
168.63
8.79
336
7489
9528
8647
675.61
8.46
349
686
747
713
16.26
1.69
355
717
784
747
16.33
2.67
390
6795
7369
7044
151.42
4.09
382
16116
16815
16434
158.44
2.13
380

Fifth■
method
31
31
31
0
–7.08
336
1445
1578
1532
45.52
13.06
338
7645
16585
10030
3004.08
10.72
348
685
743
706
16.7
1.47
355
723
776
751
14.27
3.48
377
6779
7528
7057
180.74
3.85
376
16183
16815
16435
152.62
2.55
384

Sixth■
method
31
31
31
0
–7.08
343
1488
1587
1535
36.51
15.71
343
7809
10303
8827
756.11
13.09
350
692
752
716
15.06
2.54
368
717
782
748
14.3
2.67
369
6802
7334
7066
121.59
4.2
387
16090
16650
16397
156.19
1.96
394

Seventh■
method
31
31
31
0
–7.08
960
1329
1452
1403
42.83
3.34
963
7424
8644
8040
428.73
7.52
969
677
741
701
13.44
0.31
972
712
789
744
16.67
1.87
986
6668
7293
6940
156.36
1.87
990
16079
16908
16431
196.61
1.89
1011
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For example, for the ST70 problem, The best percentage error value of 0.31% was recorded by the method
that solved the TSP using a complex network with degree measure and three-hub network formation with the
proposed local search. The worst error was recorded by the basic GA at 38.66%.
120

Percentage Frror (%)

100
80
60
40
20
0
burma14

ftv33

ft53

ST70

gr137

ch150

d198

-20
Problem Name

Figure 7. Comparison of the percentage error of different algorithms for the seven different TSPLib problems. ■ First
method, ■ Second method, ■ Third method, ■ Fourth method, ■ Fifth method, ■ Sixth method, and ■ Seventh
method.

In addition to the fitness, the average of the proposed methods for solving TSPLib database problems was
also evaluated. The algorithms were implemented in a system with a CPU Core i5 2.5 GHz with 4 GB RAM.
The average run time of the algorithms indicated their scalability. For example, when the seventh method was
used for problems with sizes 14 and 198, they lasted 960 and 1011 s, respectively. The reason that the seventh
method took more time than the other methods could be traced in the formation of complex networks and
the maintenance of interconnected nodes. The t-test was also used to evaluate the proposed methods. The
statistical results of the t-test with confidence interval at 95% significance level led to the significance level value
of zero. This result illustrated the significant difference between the proposed algorithms and the basic genetic
algorithm to obtain the fitness of traveling different cities in the travelling salesman problem. Figure 8 depicts
the convergence curve of the seven best-runing algorithms for four different TSPLib problems with the size of
cities as 53,70,137, and 198.
7. Conclusion and future works
The current study used a GA to solve the TSP and then changed the GA to a memetic GA using the proposed
local search. In the real world, the relationship between generations is made with the help of genes, but
this problem has not been considered in the basic GA. A complex network has been developed to provide
this relationship between generations, parents and children. In this network, the hereditary and generational
relationship between chromosomes has been used and the node degree measure has been used to evaluate the
network. At each stage, decisions are made about selecting a chromosome by evaluating the complex network.
The node with the highest degree has the greatest chance of being selected. Several scenarios have been
considered to investigate the effect of complex networks on solving the TSP. The results revealed better fitness
using the complex network and the memetic GA than the basic algorithm and the memetic GA for solving the
TSP. Also, the average run time of the algorithms showed their scalability. The performance of the proposed
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Figure 8. The convergence curve of the seven best-runing algorithms for four different TSPLib problems with the size
of cities as 53,70,137, and 198.

memetic algorithms could be improved by applying other methods to change the parameters used in the GA.
Memetic methods such as tabu search and simulated annealing are other possibilities. Measures such as the
clustering coefficient, degree centrality and closeness centrality can also be considered for analysis of the network
in a complex network algorithm.
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