























































              平成 24 年度の利用負担金割引制度の�� 
 
1.  実施期間は平成 24 年 4 月 1 日から平成 25 年 3 月 31 日までです。  
2.  実施の対象はスーパーコンピュータ、並列コンピュータの演算負担経費です。したがって、 
ファイル負担経費および出力負担経費は含まれません。  
3.  支払責任者ごとに集計した累計利用額に応じて負担額はつぎのように減額されます。  
4.  申請などは不要で、すべての支払責任者（利用者）が適用となります。 
 
利 用 額 負 担 額 
10 万円まで  利用額と同じ 
10 万円を超え 100 万円まで  10 万円 
100 万円を超え 500 万円まで （100 万円を超える利用額の 1/2）＋ 10 万円 
500 万円を超え 1000 万円まで （500 万円を超える利用額の 1/3）＋ 210 万円 
1000 万円を超え 2000 万円まで （1000 万円を超える利用額の 1/4）＋ 375 万円 
2000 万円以上 （2000 万円を超える利用額の 1/5）＋ 625 万円 
 
    請求書は 4 半期ごとに発行されますが、割引制度は 1 年間の利用額の累計に対して適用されます。 
(請求額 ＝ 4 月からの利用額の累計に割引制度を適用した金額 － 請求済額) 
     
負担金項目と負担額 





 バッチ処理  演算時間 １秒につき 0.4 円 
 会話型処理  演算時間 １秒につき  2 円 
並 列 
コンピュータ 
 バッチ処理  演算時間 １秒につき 0.1 円  
 会話型処理  演算時間 １秒につき 0.2 円 
 ファイル負担経費            1MB・ 日につき 0.1 円  
 出 力 負 担 経 費 
大判プリンタによるカラープリンタ用紙 
             1 枚につき 600 円 
備考  
1. 負担額算定の基礎となる測定数量に端数が出た場合は、切り上げる。  
2. 並列コンピュータで並列処理した場合の演算時間は経過時間とする。  
［大規模科学計算システム］
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のスパコンシステムのこと。SX は、サイバーサイエンスセンター、阪大 CMC に設置されているス
パコンのこと。 
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・ Linux,UNIX 標準の size コマンドを用いる 








・Linux の top コマンド 
・プログラム実行中の情報、あるいは終了後に出力される情報を参照する（SX の場合は実行 
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図 4 Fortran 2 次元配列のメモリ上の配置 
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ボックスの部分が実際に CPU を使って計算した時間を示し、その合計がそのジョブの CPU 時間と
なります。エラプス時間は矢印で示される開始から終了までの時間を示します。複数のジョブが
同時に実行されているために、ひとつひとつのジョブの CPU 時間は短くても、エラプス時間が長
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図 8 ベクトル化のイメージ 
 
図 9 並列実行の CPU 時間とエラプス時間 
㸴㸬㸱 ୪ิ໬࡜ࡣ 
図 9 に、並列実行した場合の CPU 時間とエラプス時間のイメージを示します。並列化の目的は、
CPU 時間を短くすることではなく、エラプス時間を短くしようとするものです。ある計算を 4 並































言わざるをえません。2011 年 6 月と 11 月に 2 期連続で世界一となった「京」は、864 筐体（CPU
数 88128 個）の構成で、LINPACK（リンパック）と呼ばれるベンチマークにおいて、世界最高性能
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Mac OS X はデフォルトで、「ssh」「sftp」が搭載されていますので、terminal を起動して、以下
のように入力すればサイバーサイエンスセンターにログインすることができます。 






図 10 共有メモリと分散メモリ並列のプログラム方法 
複数のノードを利用する、分散メモリに対応した並列化プログラムを作成するためには、現在
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イメージは図 14 に、特徴は表１に示します。7.3 のクロスコンパイルにより、できたロードモ
ジュールをスパコンで実行させるためには、バッチ処理（NQS2 など）を用います。 
 
                         表１ 会話処理とバッチ処理 




















































また、実際に実行させなくても、図 14 で示すように size コマンドや sxsize コマンドを利用
することにより、実行させたときに、どのくらいのメモリ容量を必要とするかの目安を調べるこ
とができます。 
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・ 現象に応じた圧縮方式を用いる。ここでいう圧縮は compress や gzip コマンドによる圧縮
ではありません、プログラムなどによる工夫を意味しています。間違ってもスパコンに












させます。図 15 は NQS を用いたジョブ実行の概念を示します。 
①は、用意したNQSファイルをqsubコマンドを使ってフロント端末からスパコンに投入します。
これをジョブの投入と言います。②NQS サーバーはジョブを受け取ると各々のジョブにリクエス






表 2 よく使う NQS コマンドの例 
ジョブの投入 qsub NQS ファイル 
ジョブの状態表示 qstat 
ジョブの強制終了 qdel リクエスト ID 
 
④では特に指定しない限り、標準出力と標準エラー出力と呼ばれる 2 つのファイルが NQS ファ
イルを投入したディレクトリに返ってきます。 
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バイナリのままで出力すると、約 1/3 の 4 バイトで、有効
けた数約 7けたを表すことができるのです。 















図 16 SX のデータの内部表現の例 







精度（シングル）の数値は 4 バイト（32 ビット）、倍精度（ダブル）の数値は 8 バイト（64 ビッ
ト）で表現されます。 
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ます。サイバーサイエンスセンターと阪大 CMC の SX(ビッグエンディアン)で計算したバイナリデ
ータを他のワークステーションやパソコン（リトルエンディアン）で解析するなどの場合に利用
している方法です。 
・ 種々Fortran のコンパイルオプションを利用。 
・ Fortran の環境変数を利用。（SX もこの方法で変換できます） 
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図 17 標準入出力と READ,WRITE 文の関係 
画面に表示されます。 
NQS を利用して、ジョブとして実行する場合には、それぞれファイルが該当します。「read(5,*)」




一般的には 5,6 以外の 1-99 の任意の数字をその他の装置番号として用います。プログラム中に
は、「write(8,*)」のように記載しておき、実行時にどう指定するかによって、実際に入出力する
ファイルが決まります。 
NQS ファイル中に「setenv F_FF08 outdata1」のように指定すると「outdata1」というファイ
ルに出力されます。 
NQS ファイル中に何も指定しないで実行させると、「fort.8」のように装置番号が付加されたフ
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