Abstract. A probability measure µ on R d is called weakly unimodal if there exists a constant κ ≥ 1 such that for all r > 0,
Introduction
For any integer k ≥ 1 and any x ∈ R k , let |x| = max 1≤ ≤k |x | and x = Given a measure µ on (R d , B(R d )), we say that µ is κ-weakly unimodal if there exists a positive constant κ ≥ 1 such that for all r > 0, (0.1) holds, the point being that κ can be chosen independently of r > 0. In this note, we use Fourier analytical methods to derive a general criterion for the weak unimodality of measures on (R d , B(R d )). Our intended application is to the potential theory of additive Lévy processes, as described by Khoshnevisan and Xiao [4] . An additive Lévy process X in [8] , [9] , [10] , and Yamazato [11] to obtain various sufficient conditions for X to be weakly unimodal. For example, we showed that if for every t ∈ R N + \∂R N + , the distribution of X(t) is symmetric and self-decomposable, then X is weakly unimodal with κ = 1. Using the criterion for weak unimodality of the present paper, we are able to prove that every symmetric infinitely divisible distribution is weakly unimodal. This can, in turn, be used to improve the recent results of the authors on capacities and level sets of additive Lévy processes.
Weak unimodality and Fourier analysis
Throughout, denotes the Fourier transform on
Our main result is the following.
is a kind of sector condition. Moreover, it tacitly asserts that Re µ ≥ 0, pointwise. Motivated by this remark, in Section 4 we will exhibit a probability measure that is κ-weak unimodal but does not satisfy the sector-like property (2.1). 
Corollary 2.2. Any finite measure on
Then ϕ r is a non-negative function with Fourier transform given by
. In light of (2.2), this shows that
where denotes convolution. On the other hand, whenever 1 − |ξj | r > 0 for all j = 1, . . . , d, we have ξ ∈ B(0, r). This and (2.2), together, imply
We integrate this with respect to µ to obtain 
Another application of (2.4) yields the desired result.
Infinitely divisible laws and potential theory
Recall that a probability measure µ on (
is infinitely divisible if its Fourier transform has the representation µ(ξ)
, where Ψ(x) is given by the Lévy-Khintchine formula; see Bertoin [2] or Sato [7] for this and more information. The function, Ψ, is called the Lévy exponent of µ. Recall that 
where
When X −1 (0) = ∅, it is of interest to determine its Hausdorff dimension. Our next theorem provides upper and lower bounds for dim H X −1 (0) in terms of the following two indices associated to the gauge function Φ:
It is easy to verify that 0 ≤ γ ≤ γ ≤ N . Henceforth, s designates the N -dimensional vector ( s , . . . , s ).
Theorem 3.3.
Given the conditions of Theorem 3.2, for any 0 < c < C < ∞, 
Moreover, if there exists a constant
In this case, it would be interesting to determine a Hausdorff measure function ψ such that 0 < ψ-m(X −1 (0)) < ∞, where ψ-m denote Hausdorff measure.
A counter-example
Consider a Lévy process X = {X(t); t ≥ 0} on R d and let µ t denote the distribution of the vector X(t) for each t ≥ 0. Clearly, {µ t ; t ≥ 0} is a convolution semigroup whose 1-potential is
On the other hand, in §3 we already saw that µ t (ξ) = e −tΨ(ξ) for a Lévy exponent Ψ.
This yields U = {1+Ψ} −1 . We note that U is a probability measure on (R d , B(R d )), and (2.1) for U is equivalent to
This is precisely the classical sector condition, and motivates the few allusions to this condition in §1. On the other hand, the sector condition is not needed for 4 d -weak unimodality of U , as the following shows. Proof. We present a probabilistic proof that is quite well-known in the context of random walks. Throughout, we shall fix a ∈ R d and r > 0, and let σ = inf{s > 0 : |X(s) − a| < r}. Clearly, σ is a stopping time, and U (B(a, r)) = E By the strong Markov property of X, the latter is not greater than U (B(0, 2r)). We now apply the same covering argument used in our proof of Theorem 2.1 to complete this proof.
