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ORTHOGONAL DECOMPOSITIONS OF CLASSICAL LIE ALGEBRAS
OVER FINITE COMMUTATIVE RINGS
SONGPON SRIWONGSA
Abstract. Let R be a finite commutative ring with identity. In this paper, we give a
necessary condition for the existence of an orthogonal decomposition of the special linear
Lie algebra over R. Additionally, we study orthogonal decompositions of the symplectic
Lie algebra and the special orthogonal Lie algebra over R.
1. Introduction
An orthogonal decomposition (OD) of a finite dimensional Lie algebra L over the field
of complex numbers C is a decomposition of L into a direct sum of its Cartan subalgebras
which are pairwise orthogonal with respect to the Killing form. The earliest recorded
mention for orthogonal decompositions of Lie algebras was by Thompson who used an
OD of the Lie algebra E8 for the construction of a finite simple group of a special order,
also known as the Thompson group [13, 14]. In the 1980s, Kostrikin et al. developed the
theory of orthogonal decompositions of simple Lie algebras of types A,B,C and D over
C [7, 8]. During the past four decades, the OD problem of Lie algebras has attracted
greater attentions due to its applications in other fields. For instance, an OD of the special
linear Lie algebra sln(C) is related to mutually unbiased bases (MUBs) in C
n which play an
important role in quantum information theory [2, 11]. A connection between the problem
of constructing maximal collections of MUBs and the existence problem of an OD of sln(C)
was found by Boykin et al. [2].
An OD of sln(C) has been constructed for all n which are a power of a prime integer
[7]. In the latter cases, the existence of an OD is still an open question even when n = 6
(the first positive integer that is not a power of a prime). We refer the reader to [1] for
a recent development of the OD problem of sl6(C). Note that the symplectic Lie algebra
sp6(C) is a subalgebra of sl6(C). The OD problem of sp6(C) was studied in [15]. It is
natural to ask when an orthogonal decomposition exists for Lie algebras over other fields
or, more generally, over other rings. Recently, the problem in this direction for the case of
Lie algebra sln over a finite commutative ring with identity was studied in [12].
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Throughout this paper we assume that all modules are unitary and L denotes a Lie
algebra over a finite commutative ring R with identity that is free of rank n as an R-module.
Recall that a Cartan subalgebra of L is a nilpotent subalgebra which equals its normalizer
in L. Every Cartan subalgebra of a finite dimensional semisimple Lie algebra over C is
abelian. However, for a Lie algebra over a general finite commutative ring with identity,
a Cartan subalgebra is not necessary abelian. For example, there is a finite dimensional
semisimple Lie algebra over a finite field which has a non-abelian Cartan subalgebra [4].
Here, we only consider an orthogonal decomposition of L that is formed by abelian Cartan
subalgebras and use the abbreviation ODAC (AC for “abelian Cartan”). The orthogonality
is defined via the Killing form
K(A,B) := Tr(adA · adB).
This form is well-defined because all considered Lie algebras are free modules of finite rank.
Therefore, an ODAC of L is a decomposition
L = H0 ⊕H1 ⊕ . . .⊕Hk, k ∈ N0,
where Hi’s are pairwise orthogonal abelian Cartan subalgebras of L with respect to the
Killing form.
It was proved in [12] that an ODAC of sln(R) can be constructed under some sufficient
conditions on the ring R and n. In this paper, we continue to study the existence problem
of an ODAC of sln(R) by considering a necessary condition on R and n. One of our
motivations is to illuminate the result for the orthogonal decomposition problem of sln
when n is a non prime power integer especially n = 6. Moreover, we consider the problem
of ODAC of the symplectic Lie algebra spn and the special orthogonal Lie algebra son
over R with odd characteristic by using the techniques motivated by the previous works of
Kostrikin et al. on these Lie algebras over C [8, 9].
In Section 2, we first relate the problem of ODAC of L with the ring decomposition of R.
We use the result to show that if sln(R) has an ODAC, then char(R) is relatively prime to
n. In Section 3, we construct an ODAC of sp2m+1(R) when char(R) is odd, by restricting
the ODAC of sl2m+1(R) constructed in [12]. The restriction was used for sp2m+1(C) (see [9,
Lemma 2.1.4]) and one can use Lie’s theorem to verify that the restricted decomposition
is an OD of sp2m+1(C). However, Lie’s theorem does not exist in a general commutative
ring case. Thus, some arguments need to be modified in our setting here. In the complex
number case, an OD of son(C) was constructed by using its standard basis elements [8]. For
n = 2k, the authors verified this OD by relating the construction to 1-factorization of the
complete graph with 2k vertices and used the result to form an OD of this Lie algebra when
n = 2k−1. One can realize that the similar technique also works for any commutative ring
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with identity case. For the sake of completeness, we describe in detail about this approach
for son(R) when char(R) is odd, in Section 4.
2. A Necessary condition for sln
We begin with some assertions for the Lie algebra L over R. Note that R can be
decomposed into a finite direct product of finite local rings, i.e., R = R1 × R2 × · · · × Rt,
where Ri is a finite local ring [10, Theorem VI. 2]. We use this fact to observe that if L
can be decomposed into a direct sum of Lie algebras over R1, R2, . . . , Rt, respectively, then
L has an ODAC if and only if each component of L has an ODAC. In particular, sln(R)
has an ODAC if and only if sln(Ri) has an ODAC for all i = 1, 2, . . . , t. Moreover, we show
that if sln(R) has an ODAC, then char(R) must be relatively prime to n.
For each i = 1, 2, . . . , t, let Li be a free Ri-module of finite rank. Suppose that all Li’s
have the same rank n. Then L1 ⊕ L2 ⊕ · · · ⊕ Lt is a free R-module of rank n by defining
the scalar multiplication as follows: for all r ∈ R, r = (r1, r2, . . . , rt) for some ri ∈ Ri,
r.(x1, x2, . . . , xt) := (r1x1, r2x2, . . . , rtxt)
where (x1, x2, . . . , xt) ∈ L1 ⊕ L2 ⊕ · · · ⊕ Lt. Assume further that each Li is a Lie algebra
over Ri, then we can naturally define the Lie bracket on L1 ⊕ L2 ⊕ · · · ⊕ Lt by taking the
componentwise bracket. More precisely, for (x1, x2, . . . , xt), (y1, y2, . . . , yt) ∈ L1⊕L2⊕· · ·⊕
Lt,
[(x1, x2, . . . , xt), (y1, y2, . . . , yt)] := ([x1, y1], [x2, y2], . . . , [xt, yt]).
Then L1 ⊕ L2 ⊕ · · · ⊕ Lt is a Lie algebra over R.
From now on we fix R,R1, R2, . . . , Rt and L1, L2, . . . , Lt as above and for 1 ≤ i ≤ t, let
Proji denote a projection from L1 ⊕ L2 ⊕ · · · ⊕ Lt onto Li.
Lemma 2.1. Under the above setting, suppose that there is a Lie algebra isomorphism
φ : L→ L1 ⊕ L2 ⊕ · · · ⊕ Lt.
If H is an abelian Cartan subalgebra of L, then Proji(φ(H)) is an abelian Cartan subalgebra
of Li for all i = 1, 2, . . . , t.
Proof. We first note that for a subalgebra A of φ(L),
A = Proj1(A)⊕ Proj2(A)⊕ · · ·Projt(A)
and if x ∈ Proji(A), then (0, . . . , 0, x︸︷︷︸
i-th
, 0, . . . , 0) ∈ φ(L).
To prove the lemma, it suffices to assume that t = 2 and i = 1 since the similar arguments
hold for the other cases. It is clear that Proj1(φ(H)) is an R1-submodule of L1. Let
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x, y ∈ Proj1(φ(H)). Using the scalar (1, 0), we observe that (x, 0) and (y, 0) are in φ(H).
Since H is abelian, so is φ(H) and
[x, y] = Proj1([x, y], [0, 0]) = Proj1[(x, 0), (y, 0)] = Proj1(0, 0) = 0.
Thus, Proj1(φ(H)) is an abelian subalgebra of L1 and so it is nilpotent.
We show that Proj1(φ(H)) is a self-normalizer in L1. For convenience, we denote Hi :=
Proji(φ(H)) for all i = 1, 2. Let x ∈ NL1(H1). Then [x,H1] ⊆ H1. For any h ∈ H ,
[(x, 0), φ(h)] = [(x, 0), (Proj1(φ(h)),Proj2(φ(h)))]
= ([x,Proj1(φ(h))], [0,Proj2(φ(h))])
= ([x,Proj1(φ(h))], 0) ∈ (H1, H2) = φ(H).
Then, [(x, 0), φ(H)] ⊆ φ(H). Since H is a self-normalizer in L, so is φ(H) in L1⊕L2. Thus,
(x, 0) ∈ φ(H). Therefore, NL1(H1) = H1. 
From the above lemma, we can derive the following criteria for the Lie algebra L over R
to admit an ODAC.
Theorem 2.2. Under the assumption in Lemma 2.1, L has an ODAC if and only if each
Li has an ODAC.
Proof. Assume that L = H1⊕H2⊕ · · · ⊕Hk is an ODAC of L. We only prove that L1 has
an ODAC
L1 = Proj1(φ(H1))⊕ Proj1(φ(H2))⊕ · · · ⊕ Proj1(φ(Hk))
and the similar arguments work for the other Li’s by using suitable projection maps. By
Lemma 2.1, each Proj1(φ(Hj)) is an abelian Cartan subalgebra of L1. Let x1 ∈ L1 and
x0 ∈ L such that φ(x0) = (x1, 0, . . . , 0). Due to the ODAC of L, we have
x0 = x0,1 + x0,2 + · · ·+ x0,k,
for some x0,j ∈ Hj, and
x1 = Proj1(φ(x0)) = Proj1(φ(x0,1)) + · · ·+ Proj1(φ(x0,k)).
So, L1 ⊆
∑k
j=1 Proj1(φ(Hj)). On the other hand, it is clear that
L1 ⊇
k∑
j=1
Proj1(φ(Hj)).
Next, let j0 ∈ {1, 2, . . . , k} and x1 ∈ Proj1(φ(Hj0))∩
∑
j 6=j0
Proj1(φ(Hj)). Then there exist
(h2, . . . , ht), (h
′
2, . . . , h
′
t) ∈
∑t
i=2 Li such that
(x1, h2, . . . , ht) ∈ φ(Hj0) and (x1, h
′
2, . . . , h
′
t) ∈
∑
j 6=j0
φ(Hj).
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Let r = (1, 0, . . . , 0) ∈ R1 ×R2 × . . .× Rt. So,
(x1, 0, . . . , 0) = r(x1, h2, . . . , ht) = r(x1, h
′
2, . . . , h
′
t) ∈ φ(Hj0) ∩
∑
j 6=j0
φ(Hj) = {0}
and hence x1 = 0. So, the sum is direct. Let Ki : Li × Li → Ri be the Killing form. We
show that the Killing form Kφ(L) of φ(L) is equal to
Kφ(L)(φ(x), φ(y)) = (K1(x1, y1), K2(x2, y2), · · · , Kt(xt, yt))
where φ(x) = (x1, x2, . . . , xt) and φ(y) = (y1, y2, . . . , yt) for all x, y ∈ L. Fix a basis
{v1, v2, . . . , vn} for L and a basis {φ(v1), φ(v2), . . . , φ(vn)} for φ(L). For each i = 1, 2, . . . , t,
let v
(i)
1 = Proji(φ(v1)), v
(i)
2 = Proji(φ(v2)), . . . , v
(i)
n = Proji(φ(vn)). Then {v
(i)
1 , v
(i)
2 , . . . , v
(i)
n }
is a basis for Li. We have
[φ(x), φ(vi)] =
n∑
j=1
aijφ(vj)
for some aij ∈ R and aij = (a
(1)
ij , a
(2)
ij , . . . , a
(t)
ij ) ∈ R1 ×R2 × · · · × Rt. Moreover,
([x1, v
(1)
i ], [x2, v
(2)
i ], . . . , [xt, v
(t)
i ]) =
( n∑
j=1
a
(1)
ij v
(1)
j ,
n∑
j=1
a
(2)
ij v
(2)
j , . . . ,
n∑
j=1
a
(t)
ij v
(t)
j
)
.
Then adφ(x) = (aij) and adxl = (a
(l)
ij ) for all l = 1, 2, . . . , t. By the similar arguments and
replace a(ij) with b(ij), we have adφ(y) = (bij) and ad yl = (b
(l)
ij ) for all l = 1, 2, . . . , t. So,
we find that
Kφ(L)(φ(x), φ(y)) = Tr(adφ(x) adφ(y))
= Tr((aij)(bij))
=
n∑
i=1
n∑
s=1
aisbsi
=
n∑
i=1
n∑
s=1
(a
(1)
is , a
(2)
is , . . . , a
(t)
is )(b
(1)
si , b
(2)
si , . . . , b
(t)
si )
=
n∑
i=1
n∑
s=1
(a
(1)
is b
(1)
si , a
(2)
is b
(2)
si , . . . , a
(t)
is b
(t)
si )
=
( n∑
i=1
n∑
s=1
a
(1)
is b
(1)
si ,
n∑
i=1
n∑
s=1
a
(2)
is b
(2)
si , . . . ,
n∑
i=1
n∑
s=1
a
(t)
is b
(t)
si
)
= (Tr((a
(1)
ij )(b
(1)
ij )),Tr((a
(2)
ij )(b
(2)
ij )), . . . ,Tr((a
(t)
ij )(b
(t)
ij )))
= (Tr(adx1 ad y1),Tr(ad x2 ad y2), . . . ,Tr(adxt ad yt))
= (K1(x1, y1), K2(x2, y2), · · · , Kt(xt, yt))
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Next, we prove that Proj1(φ(Hj1)) is orthogonal to Proj1(φ(Hj2)) with respect to the Killing
from K1 if j1 6= j2. Let x1 ∈ Proj1(φ(Hj1)) and y1 ∈ Proj1(φ(Hj2)). Then (x1, 0, . . . , 0) ∈
φ(Hj1) and (y1, 0, . . . , 0) ∈ φ(Hj2) are orthogonal to each other. Moreover,
(K1(x1, y1), K2(0, 0), . . . , Kt(0, 0)) = Kφ(L)((x1, 0, . . . , 0), (y1, 0, . . . , 0)) = 0.
Therefore, K1(x1, y1) = 0.
Conversely, we suppose that each Li, i = 1, 2, . . . , t, has an ODAC with ki components.
Let k = max{ki : i = 1, 2, . . . , t}. For each i = 1, 2, . . . , t and j = 1, 2, . . . , k, let Hij be the
jth component of ODAC of Li if j ≤ ki and a zero submodule if otherwise. Then L has an
ODAC
L = H1 ⊕H2 ⊕ · · · ⊕Hk,
where Hj = φ
−1(H1j , H2j, . . . , Htj). 
We relate the decomposition of a finite commutative ring to an ODAC of a linear Lie
algebra. A Lie algebra isomorphism from gln(R) to gln(R1)⊕ gln(R2)⊕ · · · ⊕ gln(Rt) can
be defined as follows. Note that the multiplication
(A(1), A(2), . . . , A(t)) · (B(1), B(2), . . . , B(t)) = (A(1)B(1), A(2)B(2), . . . , A(t)B(t)),
defines an R-algebra structure on gln(R1) ⊕ gln(R2) ⊕ · · · ⊕ gln(Rt). Consequently, we
can define a bracket [·, ·] on it to be the componentwise commutator. It follows that this
R-algebra is a Lie algebra over R. For each a ∈ R, we can write a = (a(1), a(2), . . . , a(t))
uniquely. Define
φ :gln(R) −→ gln(R1)⊕ gln(R2)⊕ · · · ⊕ gln(Rt)
(aij) 7−→ ((a
(1)
ij ), (a
(2)
ij ), . . . , (a
(t)
ij ))
for all (aij) ∈ gln(R). Clearly, φ is an R-module isomorphism.
Let A = (aij), B = (bij) ∈ gln(R). Then
φ(AB) = φ((aij)(bij))
= φ((
∑
l
ailblj))
= ((
∑
l
a
(1)
il b
(1)
lj ), (
∑
l
a
(2)
il b
(2)
lj ), . . . , (
∑
l
a
(t)
il b
(t)
lj ))
= ((a
(1)
ij )(b
(1)
ij ), (a
(2)
ij )(b
(2)
ij ), . . . , (a
(t)
ij )(b
(t)
ij ))
= ((a
(1)
ij ), (a
(2)
ij ), . . . , (a
(t)
ij )) · ((b
(1)
ij ), (b
(2)
ij ), . . . , (b
(t)
ij ))
= φ((aij))φ((bij)) = φ(A)φ(B).
So, φ([A,B]) = [φ(A), φ(B)]. Thus, φ is a Lie algebra isomorphism and by Theorem 2.2,
we have the following theorem.
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Theorem 2.3. Under the above setting, we have the following:
(i) There is a Lie algebra (over R) isomorphism
φ : gln(R) −→ gln(R1)⊕ gln(R2)⊕ · · · ⊕ gln(Rt).
(ii) If g is a Lie subalgebra of gln(R), then
g ∼= Proj1(φ(g))⊕ Proj2(φ(g))⊕ · · · ⊕ Projt(φ(g)).
Moreover, g has an ODAC if and only if Proji(φ(g)) has an ODAC for all i =
1, 2, . . . , t.
We now consider the special linear Lie algebra over R. By Theorem 2.3,
sln(R) ∼= Proj1(φ(sln(R)))⊕ Proj2(φ(sln(R)))⊕ · · · ⊕ Projt(φ(sln(R))).
It is straightforward to verify that Proji(φ(sln(R))) = sln(Ri) for all i = 1, 2, . . . , t. There-
fore, we have:
Theorem 2.4. sln(R) has an ODAC if and only if sln(Ri) has an ODAC for all i =
1, 2, . . . , t.
Using the above theorem, we obtain a necessary condition on the ring R and n for the
existence of an ODAC of sln(R).
Theorem 2.5. If sln(R) admits an ODAC, then char(R) is relatively prime to n.
Proof. Suppose that char(R) is not relatively prime to n. Then
char(R) = paps11 p
s2
2 · · · p
sl
l
and
n = pbpt11 p
t2
2 · · · p
tl
l
where p and pi’s are all distinct prime integers and a, s1, . . . , sl, b, t1, . . . , tl are non negative
integers. Since R = R1 × R2 × · · · × Rt is a finite product of finite local rings and each
Ri has characteristic a power of a prime integer, there exists i0 ∈ {1, 2, . . . , t} such that
char(Ri0) = p
a. Consider sln(Ri0); we have two distinct cases.
Case 1: b ≥ a. Then n is divisible by pa and so the trace of the identity matrix In is 0.
Thus, sln(Ri0) contains In and so does every abelian Cartan subalgebra. Thus, any two
abelian Cartan subalgebras have a nontrivial intersection. Since sln(Ri0) is not abelian, it
does not have an ODAC.
Case 2: b < a. Then pa−bIn is an element of sln(Ri0). By the similar reason to the case 1,
sln(Ri0) does not admit an ODAC.
Hence, by Theorem 2.4, sln(R) does not have an ODAC. 
By the above theorem, we have the following example.
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Example 1. sl6(R) does not have an ODAC if R has one of the following rings as its
summand: F2m ,F3m,Z2m and Z3m .
3. ODAC of sp2m+1
In the complex number case, the OD problem of Lie algebra of type C has the same
difficulty as type A. However, in the special case of the Lie algebra of type C2m , it is
manageable because sp2m+1(C) is a subalgebra of sl2m+1(C) and an OD of this Lie algebra
is constructible [9, Chapter 1]. Here, we consider the ODAC problem of sp2m+1(R) when
the characteristic of R is odd. Note that −1 ∈ R is the primitive square root of unity and
−2 is a unit in R. By Theorem 3.1 in [12], an ODAC of sl2m+1(R) exists. Restricting this
ODAC of sl2m+1(R), we can show that sp2m+1(R) also has an ODAC. Note that the Killing
form for spn(R) is equal to
K(A,B) = (4n+ 2)Tr(AB)
for all A,B ∈ sp2n(R).
We recall that
sp2m+1(R) = {X ∈M2m+1(R) : XK +KX
T = 0},
where K =
(
0 I2m
−I2m 0
)
. Let
D =
(
1 0
0 −1
)
and P =
(
0 1
1 0
)
.
Let W = F2m+1 ⊕F2m+1 be a 2(m+1)-dimensional vector space over F2 equipped with a
symplectic form 〈·, ·〉 : W ×W → F2 defined by the field trace
1 as follows: for any elements
~w = (α; β), ~w′ = (α′; β ′) ∈ W ,
〈~w, ~w′〉 = TrF
2m+1
/F2(αβ
′ − α′β).
Then, by Corollary 3.3 of [16],W possesses a symplectic basis B = {~e1, . . . , ~em+1, ~f1, . . . , ~fm+1}
where {~e1, . . . , ~em+1} and {~f1, . . . , ~fm+1} span the first and the second factor, respectively,
such that
〈~w, ~w′〉 =
m+1∑
i=1
(aib
′
i − a
′
ibi),
1The field trace of α ∈ F2m+1 is defined to be the sum of all Galois conjugates of α, i.e.
TrF
2m+1
/F2(α) = α+ α
2 + · · ·+ α2
m
.
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where ~w =
∑m+1
i=1 (ai~ei + bi
~fi) and ~w
′ =
∑m+1
i=1 (a
′
i~ei + b
′
i
~fi). With the basis B, write each
vector ~w ∈ W as
~w = (a1, . . . , am+1; b1, . . . , bm+1)
and associate it with a matrix
J~w = J(a1,b1) ⊗ J(a2,b2) ⊗ · · · ⊗ J(am+1,bm+1),
where J(a,b) = D
aP b and ⊗ is a Kronecker product 2. Moreover, we define
q(~w) :=
m+1∑
i=1
aibi + (a1 + b1).
Then the above symplectic form is equal to
〈~w, ~w′〉 = q(~w) + q(~w′) + q(~w + ~w′)
for all ~w, ~w′ ∈ W and (W, q) is a nondegenerate quadratic space with Witt index m (Propo-
sition 1.5.42 in [3]). We note that (W, 〈·, ·〉) is a symplectic space with maximum totally
isotropic subspaces of dimension m+ 1.
Let Q = {~w ∈ W : q(~w) = 1}. We will describe a special basis of sp2m+1(R) by using Q
in the next theorem. This special basis will be used for the construction of an ODAC of
sp2m+1(R).
Theorem 3.1. The Lie algebra sp2m+1(R) has {J~w : ~w ∈ Q} as a basis.
2The Kronecker product of an m×n matrix A = (aij) and a p× q matrix B is defined to be the mp×nq
block matrix: A⊗B =


a11B · · · a1nB
...
. . .
...
am1B · · · amnB

 .
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Proof. Write J~w = J(a1,b1) ⊗ J~v, where ~v = (a2, . . . , am+1; b2, . . . , bm+1). Note that K =
DP ⊗ I2m . We show that if ~w ∈ Q, then J~w ∈ sp2m+1(R). Set S =
∑m+1
i=1 aibi. Consider
KJ T~w = (−1)
SKJ~w
= (−1)S(DP ⊗ I2m)(J(a1,b1) ⊗ J~v)
= (−1)S(DPJ(a1,b1))⊗J~v
= (−1)S(DPDa1P b1)⊗J~v
= (−1)S+a1+b1(Da1P b1DP )⊗ J~v
= (−1)S+a1+b1(J(a1,b1)DP )⊗ J~v
= (−1)S+a1+b1(J(a1,b1)DP )⊗ J~vI2m
= (−1)S+a1+b1(J(a1,b1) ⊗ J~v)(DP ⊗ I2m)
= (−1)S+a1+b1J~wK
= (−1)q(~w)J~wK.
Since ~w ∈ Q, KJ T~w = −J~wK, i.e. J~w ∈ sp2m+1(R).
Note that the set {J(0,0), J(0,1), J(1,0), J(1,1)} is linearly independent. It follows from basic
properties about Kronecker (tensor) products that the set {J~w : 0 6= ~w ∈ W} is linearly
independent and so is the set {J~w : ~w ∈ Q}. To complete the proof, we show that
|Q| = 2m(2m+1 +1) which is the rank of sp2m+1(R) as a free R-module. Then SpanR({J~w :
~w ∈ Q}) = sp2m+1(R) since R is finite. Let ~w = (a1, . . . , am+1; b1, . . . , bm+1) ∈ Q. Then
a1b1 + a1 + b1 = 1 +
m+1∑
i=2
aibi.
Case 1: a1 = 0. Then b1 = 1 +
∑m+1
i=2 aibi. Hence,
Ω0 = {~w ∈ Q : ~w = (0, a2, . . . , am+1; b1, . . . , bm+1)}
has 22m elements.
Case 2: a1 = 1. Then
∑m+1
i=2 aibi = 0 and b1 is 0 or 1. Let
Ωj =
{
{~w ∈ Q : ~w = (1, 0, . . . , 0; b1, . . . , bm+1)} if j = 1,
{~w ∈ Q : ~w = (1, 0, . . . , 0, 1, aj+1, . . . , am+1; b1, . . . , bm+1)} if 2 ≤ j ≤ m+ 1.
Then |Ω1| = 2
m+1. For 2 ≤ j ≤ m+ 1, if a2 = . . . = aj−1 = 0 and aj = 1, then b2, . . . , bj−1
are 0 or 1 and bj =
∑m+1
i=j+1 aibi. Thus, |Ωj| = 2
2m−j+1. If a2 = . . . = am = 0 and am+1 = 1,
then b2, . . . , bm are 0 or 1 and am+1 = bm+1 = 1. Thus, |Ωm+1| = 2
m.
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Note that {Ω0,Ω1, . . . ,Ωm+1} is a partition of Q. Therefore,
|Q| =
m+1∑
j=0
|Ωj | = 2
2m + 2m+1 +
m+1∑
j=2
22m−j+1 = 2m(2m+1 + 1)
as desired. 
Next we construct an ODAC of sp2m+1(R) by using the basis in the above theorem.
Note that sp2m+1(R) is a subalgebra of sl2m+1(R) and by Theorem 3.1 in [12], an ODAC of
sl2m+1(R) is
sl2m+1(R) = H∞ ⊕ (⊕α∈F
2m+1
Hα),
where H∞ = 〈J(0;λ)|λ ∈ F
×
2m+1〉F
2m+1
and Hα = 〈J(α;λα)|λ ∈ F
×
2m+1〉F
2m+1
for all α ∈ F2m+1 .
The basis in Theorem 3.1 is the union of some subsets of these Hj ’s. We show that the
components of an ODAC of sp2m+1(R) can be obtained from the Hi’s by picking up the
elements whose index belongs to Q. We use the following lemma to verify the constructed
decomposition is an ODAC.
Lemma 3.2. For each α ∈ F2m+1, let Wα = {(λ;αλ) ∈ W : λ ∈ F
×
2m+1}, and let W∞ =
{(0;λ) ∈ W : λ ∈ F×2m+1}. Then
(1) W =
(⋃
α∈F
2m+1
W˙α
)
∪ W˙∞ where W˙α = Wα ∪ {(0; 0)}, W˙∞ = W∞ ∪ {(0; 0)} are
subspaces of W .
(2) For α ∈ F2m+1 ∪ {∞}, if Qα = Wα ∩Q, then W˙α = 〈Qα〉F2.
Proof. It is clear that the W˙α’s are subspaces of W and (1) holds. To prove (2), we first
note that Qc =W \Q = {~w ∈ W : q(~w) = 0} and
|Qc \ {(0; 0)}| = |W \ {(0; 0)}| − |Q|
= (22(m+1) − 1)− 2m(2m+1 + 1)
= (2m − 1)(2m+1 + 1).(3.1)
We show that for all α ∈ F2m+1 ∪ {∞}, |Wα ∩ (Q
c \ {(0; 0)})| ≥ 2m − 1. Suppose, to
the contrary, that there exists an α such that |Wα ∩ (Q
c \ {(0; 0)})| < 2m − 1. Then by
(3.1), there exists an α′ such that |Wα′ ∩ (Q
c \ {(0; 0)})| ≥ 2m. So |W˙α′ ∩ Q
c| ≥ 2m + 1.
But W˙α′ ∩ Q
c is a totally isotopic subspace of (W, q). Indeed, if ~w1, ~w2 ∈ W˙α′ ∩ Q
c, then
q(~w1 + ~w2) = q(~w1) + q(~w2) + 〈~w1, ~w2〉 = 0. Thus, dim(W˙α′ ∩ Q
c) ≤ m and as a subspace
over F2, |W˙α′ ∩Q
c| ≤ 2m. This is a contradiction.
Now, for each α ∈ F2m+1 ∪ {∞}, by (3.1), |Wα ∩ (Q
c \ {(0; 0)})| = 2m − 1, and hence,
|Wα ∩Q| = (2
m+1 − 1)− (2m − 1) = 2m.
Let Qα = Wα ∩ Q. Then 〈Qα〉F2 is a totally isotopic subspace of (W, 〈·, ·〉) and W˙α ⊇
〈Qα〉F2 . We have dim(〈Qα〉F2) ≤ m + 1. But since | 〈Qα〉F2 | ≥ |Qα| + 1 = 2
m + 1,
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dim(〈Qα〉F2) ≥ m+ 1 which forces dim(〈Qα〉F2) = m+ 1. Thus, | 〈Qα〉F2 | = 2
m+1 = |W˙α|,
and so W˙α = 〈Qα〉F2 . 
Theorem 3.3. For a positive integer m, sp2m+1(R) has an ODAC obtained by restricting
an ODAC of sl2m+1(R) constructed in Theorem 3.1 in [12].
Proof. For each α ∈ F2m+1 , let
H ′α = 〈J(λ;αλ)|λ ∈ F
×
2m+1 and (λ;αλ) ∈ Q〉R ,
and let
H ′∞ = 〈J(0;λ)|λ ∈ F
×
2m+1 and (0;λ) ∈ Q〉R .
It follows from the proof of Theorem 3.1 in [12] and Theorem 3.1 that all H ′α’s, α ∈
F2m+1 ∪{∞} are orthogonal abelian subalgebras of sp2m+1(R) and the sum of all these H
′
α’s
is direct. Thus,
sp2m+1(R) = H
′
∞ ⊕ (⊕α∈F2m+1H
′
α).
To show that eachH ′α is a self-normalizer in sp2m+1(R), let α ∈ F2m+1 andA ∈ Nsp2m+1 (R)(H
′
α).
Then
A =
∑
β′∈Fq
( ∑
λ′∈F×q
(λ′;β′λ′)∈Q
a(λ′,β′)J(λ′;β′λ′)
)
+
∑
λ′∈F×q
(0;λ′)∈Q
bλ′J(0;λ′)
where a(λ′,β′) and bλ′ are elements in R. For any J(λ;αλ) ∈ H
′
α,
[A,J(λ;αλ)] =
∑
β′∈Fq
( ∑
λ′∈F×q
(λ′;β′λ′)∈Q
a(λ′,β′)[J(λ′;β′λ′),J(λ;αλ)]
)
+
∑
λ′∈F×q
(0;λ′)∈Q
bλ′ [J(0;λ′),J(λ;αλ)] ∈ H
′
α.
This implies
∑
β′∈Fq
β′ 6=α
( ∑
λ′∈F×q
(λ′;β′λ′)∈Q
a(λ′,β′)[J(λ′;β′λ′),J(λ;αλ)]
)
+
∑
λ′∈F×q
(0;λ′)∈Q
bλ′ [J(0;λ′),J(λ;αλ)] ∈ H
′
α.
For each (λ′, β ′), if for all (λ;αλ) ∈ Q, 〈(λ;αλ), (λ′; β ′λ′)〉 = 0, then by Lemma 3.2,
J(λ′;β′λ′) would be in Nsl
2m+1
(R)(Hα) = Hα which is a contradiction. So, we may assume
that we can choose (λ;αλ) ∈ Q such that 〈(λ;αλ), (λ′; β ′λ′)〉 = 1. Argue as in the proof
of Theorem 3.1 in [12], we obtain a(λ′,β′) = 0. Similarly, bλ′ = 0. Thus, A ∈ H
′
α, and so
Nsp
2m+1
(R)(H
′
α) = H
′
α. By an analogous argument, we also have Nsp2m+1 (R)(H
′
∞) = H
′
∞.
Hence, sp2m+1(R) has an ODAC. 
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4. ODAC of son
We again assume that R has odd characteristic. Recall that
so2n(R) = 〈X(i,j)|1 ≤ i 6= j ≤ 2n〉R ,
where X(i,j) = eij − eji and eij is the matrix having 1 in the (i, j) position and 0 elsewhere.
We utilize these basis elements to construct an ODAC of this Lie algebra. This technique
was also used for an OD of so2n(C) [8, 9]. Note that the Killing form is equal to
K(A,B) = (2n− 2)Tr(AB)
for all A,B ∈ so2n(R).
The matrices X(i,j)’s satisfy the following properties:
Lemma 4.1. Keep the above notations and denoted by {·, ·} an unordered pair, we have
(1) X(i,j) = −X(j,i).
(2) If {i, j} 6= {k, l}, then Tr(X(i,j)X(k,l)) = 0.
(3) [X(i,j), X(k,l)] =
{
X(i,l) if j = k,
0 if {i, j} ∩ {k, l} = Ø.
Proof. The first property is clear from the definition. To prove (2), we first compute
X(i,j)X(k,l) = (eij − eji)(ekl − elk)
= eijekl − eijelk − ejiekl + ejielk.
Assume that {i, j} 6= {k, l}. We consider two distinct cases.
Case 1: i 6= k and l. We have X(i,j)X(k,l) = eijekl − eijelk. Then Tr(X(i,j)X(k,l)) = 0.
Case 2: j 6= k and l. We have X(i,j)X(k,l) = −ejiekl + ejielk. Then Tr(X(i,j)X(k,l)) = 0.
Finally,
[X(i,j), X(k,l)] = X(i,j)X(k,l) −X(k,l)X(i,j)
= (eijekl − eijelk − ejiekl + ejielk)− (ekleij − ekleji − elkeij + elkeji)
=
{
X(i,l) if j = k,
0 if {i, j} ∩ {k, l} = Ø,
as claimed. 
We use the relations in the above lemma to construct an ODAC of so2n(R). To do that,
we introduce the following set of unordered pairs and its partition. Let
X = {{i, j} : 1 ≤ i 6= j ≤ 2n}
and let
P = {Mk : 1 ≤ k ≤ 2n− 1}
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be a partition of X , where |Mk| = n and α ∩ β = Ø for any α, β ∈Mk such that α 6= β.
This P can be viewed as a partition of the complete graph with vertex set {1, 2, . . . , 2n}
and edge set X , it is also called 1-factorization of the graph which is constructible [6,
Theorem 9.1]. Note that |X| = n(2n − 1) which is equal to the rank of so2n(R) as an
R-module.
Theorem 4.2. For a positive integer n, so2n(R) has an ODAC
so2n(R) = H1 ⊕H2 ⊕ · · · ⊕H2n−1,
where Hk = 〈X(i,j)|{i, j} ∈Mk〉R.
Proof. By Lemma 4.1 (2) and (3), we have the orthogonality and the commutativity of
Hk’s. Next, we show that Nso2n(R)(Hk) = Hk. Let A ∈ Nso2n(R)(Hk) and write it as a linear
combination of the elements X(i,j)
A =
∑
i 6=j
αijX(i,j).
For any X(s,t) ∈ Hk,
[A,X(s,t)] =
∑
i 6=j
αij [X(i,j), X(s,t)] ∈ Hk,
and so ∑
i 6=j
{i,j}/∈Mk
αij[X(i,j), X(s,t)] ∈ Hk.
For each pair (i, j), since the Mk’s form a partition of X , there exists X(j,t) ∈ Hk such that
t 6= i and [X(i,j), X(j,t)] = X(i,t) 6= 0 by Lemma 4.1. Therefore, αij = 0, and so A ∈ Hk. 
Finally, we present the existence of an ODAC of the Lie algebra
so2n−1(R) = 〈X(i,j)|1 ≤ i 6= j ≤ 2n− 1〉R .
Note that the Killing form is equal to
K(A,B) = (2n− 3)Tr(AB)
for all A,B ∈ so2n−1(R). Similarly, we let
X ′ = {{i, j} : 1 ≤ i 6= j ≤ 2n− 1}.
In the next step, we construct a partition of this set into subsets M ′k satisfying
|M ′k| = n− 1 and α ∩ β = Ø for all α, β ∈ M
′
k, α 6= β.
The construction can be obtained from all Mk’s of the construction of an ODAC of so2n(R)
in the above discussion. Without loss of generality, we assume that each Mk contains the
pair {k, 2n}. Let M ′k =Mk \ {k, 2n}.
ORTHOGONAL DECOMPOSITIONS 15
Theorem 4.3. For a positive integer n ≥ 2, so2n−1(R) has an ODAC
so2n−1(R) = H
′
1 ⊕H
′
2 ⊕ · · · ⊕H
′
2n−1,
where H ′k = 〈X(i,j)|{i, j} ∈M
′
k〉R.
Proof. We only need to show that each H ′k is a self-normalizer because analogous arguments
from the proof of Theorem 4.2 can be used to prove the rest. Let A ∈ Nso2n−1(R)(Hk) and
write it as a linear combination of the elements X(i,j)
A =
∑
i 6=j
αijX(i,j).
For any X(s,t) ∈ Hk,
[A,X(s,t)] =
∑
i 6=j
αij [X(i,j), X(s,t)] ∈ Hk,
and so ∑
i 6=j
{i,j}/∈M ′
k
αij[X(i,j), X(s,t)] ∈ Hk.
For each pair (i, j), if j 6= k, we can use the argument provided in Theorem 4.2 to show
αij = 0. If j = k, we use the relation (1) of Lemma 4.1 to interchange i and j. This
completes the proof. 
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