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ABSTRACT
Several complicated non-linear models exist which simulate the physical processes leading to fluctuations in global
climate. Some of these more advanced models use observations to constrain various parameters involved. How-
ever, they tend to be very computationally expensive. Also, the exact physical processes that affect the climate
variations have not been completely comprehended. Therefore, to obtain an insight into global climate, we have
developed a physically motivated reduced climate model. The model utilizes a novel mathematical formulation
involving a non-linear delay differential equation to study temperature fluctuations when subjected to imposed ra-
diative forcing. We have further incorporated simplified equations to test the effect of speculated mechanisms of
climate forcing and evaluated the extent of their influence. The findings are significant in our efforts to predict climate
change and help in policy framing necessary to tackle it.
Reconstructions of globalmean temperature show a quasi-periodic change in climate throughout
Earth’s geological history. This change usually consists of a rise and fall in temperature owing to small
differences in the amount of solar radiation that reaches the Earth. The effect has been attributed to the
change in the eccentricity of Earth’s orbit around the sun, change in tilt angle and the precession of its tilt
axis1. This phenomenon is referred to as the Milankovitch Cycle.
However, the current period of warming remains of enormous significance and interest because
of its unexpected rate of change. This sudden increase in temperatures across the planet has raised
concerns that we may be at the peak of the Holocene extinction period (Sixth Great Mass Extinction).
Studies have concluded that between 15 to 37% of endemic plants may become extinct by 20502. The
impacts are not only significant but probably indicate towards irreversible changes in the biodiversity of
the planet. This increased rate of temperature change is thought to be human induced3. Such a conclusion
is arrived at from consensus exhibited by a large number of climate models that show a significant
agreement with observed changes in climate. The models point toward a greenhouse forcing modulated
climate.
Though enormous scientific consensus exists on the ability of the models to produce credible
quantitative estimates of future climate change, there exist typical areas of low-confidence in certain
finer aspects of the models and their scientific basis. It is recognized that the scientific understanding
of processes such as cloud albedo effect, solar irradiance, volcanic aerosols, cosmic rays, etc. remain
significantly low4. The presence of these uncertainties hinders our ability to successfully predict future
climate change and mitigate our response towards the same. Therefore, it remains scientifically important
that we study the impact of these various factors on our climate system.
The fluctuations in the earth’s climate is a result of energy imbalance created by a variety of
different processes. These processes can be broadly classified to be interacting with the atmosphere along
one of the three pathways - absorption and release of incoming radiation by various parts of the earth, the
reflection of incoming shortwave radiation into space, and the absorption of outgoing longwave radiation.
In the last century, we have studied and quantified the major processes that act on these pathways.
From 1960 to 1980, a dimming of global shortwave radiation was observed5. This dimmingwas
succeeded by a similar brightening in around 75% of the observation stations, causing global warming6.
This second period coincided with a reduction of SO2 emissions into the atmosphere from the industrial
world by about 2.7% per annum7.
It was found that SO2 is oxidized in the atmosphere to produce sulfates
8; which belong to a
class of atmospheric chemicals known as aerosols. Aerosols impact the atmosphere’s radiation budget by
directly scattering incoming solar radiation back into space and indirectly by acting as CloudCondensation
Nuclei (CCN)9. Of these, the presence of higher number of CCN leads to higher number of cloud droplets
in a smaller region of the atmosphere. This increased droplet concentration further scatters more solar
irradiance back into space. Further, larger Cloud Droplet Number Concentration (CDNC) leads to longer
cloud lifetimes, as particles are not dense enough to produce precipitation10. To fully appreciate the
impact of aerosols, it is important to realize that the period of global cooling observed between 1940-
1980 was due to higher radiative forcing by aerosols as compared to the greenhouse forcing during that
time. Radiative forcing due to aerosols can range up to 2 W/m2 (after adjusting for projection effects).
The current greenhouse forcing is ∼ 3W/m2
As opposed to the aerosol forcing which cools the earth’s atmosphere, greenhouse forcing acts
along the third pathway and increases its heat content11. This process remains one of the most widely
studied aspects of our climate system and has been attributed to causing the global warming effect.
The increased forcing along this pathway is due to the increase in greenhouse gas concentrations in the
troposphere.
Though aerosols and greenhouse gases affect the total heat content of the atmosphere, the
transient response of the climate to temporal variations in forcing is determined by the oceans12. This
is because only a top few meters of ocean water holds as much heat as the entire atmosphere13 and the
response to incident forcing is slight. This becomes even more important as ocean circulation belts drag
the heat into the depths of the ocean only to be reintroduced later14. This process introduces a delay in the
earth’s response to radiative forcing and has been popularly referred to as climate inertia. The inertia of
the climate is widely accounted for in Global Circulation Models (GCMs), and the ocean’s thermal inertia
is believed to delay global warming for timescales in the range of several decades15. GCMs simulate
complex circulation processes in the oceans to account for this inertia. These models provided significant
breakthroughs in our understanding of the climate in the last century.
However, GCMs are computationally expensive and often tend to overestimate the response
of the climate (111 out of 114 models) when subjected to radiative forcings16. This situation is further
aggravated due to the presence of several non-linear interactions thatmake the study of individual pathways
a formidable task. To overcome the computational expense of GCMs when dealing with fluctuations in
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the global climate and to aid the investigations of climate through GCMs we introduce a zero-dimensional
time delay model. Zero-dimension refers to the spatial independence we impose in our model i.e. we
study the variation in globally averaged temperature vs. time.
However, the radiative forcings involved in our climate system are spatially heterogeneous. We
mimic spatial transport and mixing in such a model by introducing time delays in the source terms of
the energy balance equation for the atmosphere. This converts the ODE to a delay differential equation
(DDE)17. The time delay involved is motivated from the period of circulation belts (these belts carry the
heat into the depths of the oceans and reintroduce them after a finite delay). But due to the presence of
different circulations with timescales ranging from a few weeks to several decades, the delay is expected
to be a weighted contribution of various circulation systems.
The notion of DDEs has been studied earlier in the context of Babcock-Leighton mechanisms in
dynamos18 19. Our model builds on the ideas developed in simulating dynamos with DDEs and extends
it to climate systems.
Results
To obtain the best fit condition, the delay term we introduced in our model is varied in between no delay to
a maximum of two solar cycles. For each such delay, we perform a correlation analysis. The peak of the
correlation vs. delay curve denotes the best fit of our model with the observed data. The corresponding
delay thus represents the effective time delay due to heat circulating processes in the oceans.
However, we observe that there is an inappreciable change in correlation when the model
considers the solar forcing to be only due to the change in Total Solar Irradiance (TSI). On introducing
the secondary effect, which modulates the aerosol nucleation rate, we notice that there is a distinguishable
change in correlation with varying time delay. This procedure also improves the correlation obtained
between the simulated and observed temperature. The above results have been demonstrated in the top
panel of fig. 1.
The maximum correlation thus obtained after the above operations is for a 4.9 year delay
considering secondary modulation by solar activity. This best fit condition has been plotted in fig. 2.
t must be noted that the change in the value of correlation is nugatory for the two separate
nucleation scenarios. This is because the largest contributor to the correlation value is the global trend.
As the greenhouse gas forcing dominates this trend, the remaining terms only contribute to the fluctuations
along the curve. Therefore, to distinguish the difference in the two scenarios, we detrend the data by
removing the long-term trend due to greenhouse gas forcing. This has been demonstrated in the bottom
panel of fig 1. The difference in correlation values is relatively higher (0.07) to consider the modulated
nucleation as a finite contributor to climate fluctuations.
The above detrending has been conducted using
Trend(t) = T0+ Temperature Change Due to Greenhouse Forcing (1)
where T0 is the initial value of the simulated temperature time series.
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Figure 1. The panels present the change in correlation obtained by varying the delay in our DDE. For the
top panel, we have used smoothed data for both constant nucleation and modulated nucleation scenarios.
The bottom panel uses the smoothed data which have also been detrended. The detrending has been
conducted to amplify the difference in correlation value between constant nucleation and modulated
nucleation. This is because the difference in the two scenarios for the top panel cannot be considered
significant.
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Figure 2. The above panels demonstrate the best fit condition for the simulated and observed values of
temperature. We have demonstrated the plots obtained for both modulated and uniform nucleation. The
delay used for the top panel is 4.9 years whereas the bottom panel uses a 3.0 year delay. The bottom panel
exhibits no significant difference for a delay of 0-11 years.
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Figure 3. The figure represents the global impact of the varied forcing terms. The impact due to ENSO
and aerosol forcing have been scaled to account for the fractional area of the earth they contribute in. For
example, albedo change due to aerosols only contributes to the area of the earth facing the sun (projected
area is one-fourth of the total area). And ENSOs operate in the tropical region of the Pacific Ocean.
The forcing terms involved have been plotted in fig. 3. These terms are unaffected by the delay.
Due to the presence of a nucleation modulation mechanism, there is a need to reassess the
impact of solar activity on our climate. Earlier estimates of solar forcing concluded a change in 0.07K in
global temperature due to change in TSI over a solar cycle20. Using our best fit condition, we find that
solar activity causes a change of 0.27K for modulated nucleation as compared to 0.08K obtained with
our model using existing consensus. This has been demonstrated in the top panel of fig. 4. However, the
discernible signature of the solar cycle that we see in the forcing gets masked due to the delay effect of
oceans. The temperature response, therefore, remains higher than our current literature value but lower
than the calculated value of 0.27K. This effective response is ∼ 0.17K. Therefore, it appears that the solar
forcing maybe 2 to 3.5 times stronger than current estimates. The values for temperature change are
obtained by averaging the 3σ range for temperature for each cycle from 13 to 23.
However, during a period of prolonged low activity by the sun as in the case for Maunder
Minimum, this delayed signature would be absent. This would lead to drop in solar forcing further
causing a decrease in global temperatures of 0.3 K or more.
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Figure 4. The top panel demonstrates the temperature change of the atmosphere in response to solar
forcing. The black curve shows our current estimate of solar forcing where the only impact is due to
variance in TSI. The red curve denotes the case for modulated nucleation which enhances the impact of
solar forcing on the atmosphere. However, due to the existence of delay in the recycling of heat by the
oceans, this signature of an 11-year cycle is masked. The bottom panel shows the effective response after
delay is included. Both the curves have been centered at zero by subtracting their mean value.
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Prediction
Turbulent pumping of magnetic flux in the solar interior restricts the predictability of solar cycles to only
the next cycle21. We have therefore used recent estimates of the strength of cycle 25 to expand the TSI
time series upto 2031. The strength of cycle 25 is expected to be similar to cycle 1622. We have extended
the TSI time series using the TSI data for cycle 16.
For the greenhouse gas levels, we have used the RCP 2.6 levels upto 2031. Further, tropospheric
aerosols have been assumed to be constant at 2011 levelswhereas stratospheric aerosols have been assumed
to be non-existent. It must be noted that due the volcanic source of stratospheric aerosols, predictions for
their levels are not achievable.
Similarly, our understanding of ENSO and its predictions remains rather uncertain. Mostmodels
are not able to predict the nature of ENSO beyond few months at a time. We have therefore calculated
three different forecast scenarios for three different ENSO conditions. The forecasts obtained using the
strong El-Nino conditions, and strong La-Nina condition represent the two extreme trends for change in
temperature. The third scenario, in the absence of ENSO, represents the most probable trend for change
in temperatures. All fluctuations are expected to be about this trend. Temperatures are expected to cross
150C according to this trend by 2030. These results have been demonstrated in fig. 5.
Discussion
To summarize, we have constructed a physically motivated reduced climate model, which includes time
delay (due to the circulation of heat by oceans), to study fluctuations in global climate. The model can be
generalized to study a variety of forcing scenarios and effect of individual circulation belts by introducing
an appropriate delay. The delay of 4.9 years obtained in our analysis is a weighted contribution from these
different circulation belts. These belts have time periods ranging from a few months in the case of open
ocean convection23 to several decades as in Pacific Decadal Oscillations24.
A significant result that has emerged from our model is the better correlations when modulation
of nucleation rates by aerosols is considered. Although there has been much debate on the efficacy of
such a modulation, support for a physical mechanism that causally connects this modulation to albedo
has also started developing. The mechanism speculates that nucleation rates of water molecules in the
atmosphere due to aerosols are strongly impacted by the strength of Galactic Cosmic Ray (GCR) flux25.
The nucleation rates are expected to increase up to ten folds or more (implying higher cloud cover) in the
presence of GCR as compared to neutral radiation. Though this mechanism remains under considerable
debate, authors have shown a correlation between increases in cosmic ray flux to the increase in cloud
cover26. This, however, was met with criticism27 as similar high correlations were obtained on using El
Nino Southern Oscillation. Further objections relating the absence of cloud seeding at expected altitudes
were also raised28 29 30. Our analysis suggests that such a modulation mechanism certainly explains the
global trends in temperature better.
It must be noted here that experiments in laboratory conditions have also demonstrated the
ability of GCRs to form ice nuclei31 32 33. The need to understand the impact of this mechanism becomes
even more important due to its modulation by solar activity34. Cosmic ray flux is expected to decrease
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Figure 5. The above plot demonstrates projected temperatures till 2030. The green curve denotes
observed temperatures till 2016. The black curve denotes the simulated temperatures for which the best
fit conditions were obtained. The remaining three curves are forecast scenarios - red represents the
maximum temperature considering a perpetual strong El-Nino condition, blue represents the maximum
temperature considering a perpetual strong La-Nina condition and the magenta curve demonstrates the
case for absence of ENSO effect.
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with increase in solar activity and vice versa. This would imply a higher radiative forcing due to variations
in solar activities than has been accounted for in current models.
Though speculations have been raised about climate change being dominantly modulated by
solar variability or galactic cosmic rays, it can be clearly observed from fig. 3 that none of these factors are
stronger than the anthropogenic greenhouse forcing present. The figure clearly demonstrates the dominant
nature of greenhouse forcing. It is this element that lends the climate its overall trend. Another important
feature that can be observed from the figure is that GCRs acting on aerosols contribute a larger forcing
than that of ENSO anomaly. The trend, however, becomes less visible in the final temperature response
due to the delayed impact from the oceans. This makes the detection of signatures of GCRs in global
temperatures harder to detect.
Finally, we have coupled the temperatures at the top of the atmosphere to that of the base. This
allows us to impose flux conservation on outgoing radiation. An immediate result of such a method is
the increased radiative cooling of earth with increasing temperatures. This means the earth’s efficiency
to cool itself would gradually improve with increasing temperatures. However, such a process cannot
overcome the greenhouse warming effect.
Methods
The Model
The model tries to simulate fluctuations in globally averaged temperature by calculating the energy
imbalance in the atmosphere. This imbalance is a result of various physical processes as discussed earlier.
We attempt to capture the physics of these fluctuations by developing a DDE. The sources and sinks of
energy are placed on the right-hand side while the left-hand side of the DDE denotes its corresponding
response. The energy equation thus developed encodes the atmosphere’s interactions with the earth’s
surface, the sun, and space.
As a zero dimensional model requires spatial independence, we have made a few first order
approximations. These include considering that the energy imbalance changes the temperature of the lower
atmosphere uniformly. Further, as the lower atmosphere retains most of the heat of the atmosphere, we
only consider temperature changes in this region in our calculations. These approximations jointly allow
us to use the change in temperature at the base of the atmosphere as a single representative temperature
in our equations.
The reduced delay differential equation is thus defined as
C
dTb(t)
dt
= a ∗ A
4
∗ Inet(t)+ b∗
A
4
∗ Inet(t −T0)+ c ∗
A
4
∗ ǫ ∗ Inet(t −T0)
−σ ∗ A∗ (TTO A(t))4+G(t) ∗ A+E(t)
(2)
and
Inet(t) = I(t)(1−α(t)) (3)
where
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• I(t) refers to the total solar irradiance at the top of the atmosphere.
• α(t) is used to describe global mean albedo. The variability in the value of albedo due to aerosols
has been discussed later in the article.
• C represents the heat capacity of the atmosphere. The value of this constant can be approximated to
be the product of specific heat capacity of air at 287K35 and mass of the atmosphere36. The value
of C thus obtained is ∼ 5.1 ∗1021J/K .
The first source term on the right-hand side of the DDE represents the fraction of Total Solar
Irradiance (TSI) directly absorbed by the atmosphere. As this process occurs at the time of passage of
solar radiation through the atmosphere, no delay is expected in its corresponding influx of energy.
The earth’s surface then absorbs the remainder of the TSI (after absorption in the atmosphere).
As the continents do not circulate heat and only trap the heat in the upper layers of the soil, they are
almost immediately released back into the atmosphere. However, the oceans have far higher heat capacity
and store an equivalent amount of the atmosphere’s heat in its top few meters13. In addition to this, the
strong circulation belts in the ocean drag the heated water into deeper layers14. Further, as oceans and
other water bodies cover a major fraction of the earth’s surface, the effective response of the surface is
dominated by that of the oceans. This causes the heat that reaches the surface to be released after a finite
delay.The second and third terms of the DDE encode this effectively delayed response as explained below.
The release of heat from the surface occurs by two physical processes:
• The evaporation of water from the ocean surfaces transfers energy to the atmosphere in the form of
latent heat. This heat is gained by the atmosphere during the condensation of clouds and is denoted
by the second term.
• The surface of the Earth releases heat in the form of blackbody radiation. This released energy is
trapped by the atmosphere due to the greenhouse effect. As the forcing due to increase in greenhouse
gasses (industrial period) is separately included, we consider the pre-industrial forcing alone while
expressing the third term.
The radiative flux of the Earth’s surface is accompanied by a back-radiation from the atmosphere.
The net radiative flux entering the atmosphere, as a result of these two processes, is expressed by the third
term.
The values of a, b, c and ǫ are obtained using the energy budget at the surface of the earth37 and
at the top of the atmosphere38. The values and their physical interpretation have been listed in Table. 1.
The fourth term in the DDE denotes the loss of heat by the atmosphere due to blackbody
radiation. As the atmosphere is optically thick towards infrared radiation39, the radiative loss is primarily
due to the outer layers of the atmosphere. We, therefore, require an expression for the temperature at the
top of the atmosphere and relate it to the temperature at its base.
The expression for temperature the top of the atmosphere (TTO A) is obtained by solving the
radiative transfer equation using theGrey atmosphere assumption alongwith the Eddington approximation.
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Table 1. Parameter values for zero-dimensional model
Constant Value Physical Interpretation
a 0.33 fraction of Total Solar Irradiance (TSI)
directly absorbed by atmosphere.
b 0.40 fraction of TSI reintroduced into
atmosphere through evaporation,
conduction and convection.
c 0.27 fraction of TSI radiated back to the
atmosphere by earth. This is the net
fraction after emission from surface
and back radiation.
ǫ 0.33 effective pre-industrial greenhouse gas
capture of longwave radiation.
This approximation can be interpreted as blackbody radiation occurring from the skin temperature of the
approximately isothermal outer boundary of the atmosphere40. This results in
TTO A(t) =
Tb(t)
21/4
(4)
where Tb is the temperature at the base of the atmosphere.
The variables in our model, therefore, are I(t), G(t), E(t) and α(t). A description of these
quantities and the processes that affect them have been discussed in the following chapter.
Finally, the effect of the delay term introduced in our model has been demonstrated in Fig. 6
using synthetic solar irradiance forcing.
Variables and Data
Aerosols
In this model, we have used sulfate as a proxy for all anthropogenic aerosols in the atmosphere. This
is because sulfate is the dominant source for CCN41. Also, sub-micrometer particles responsible for
shortwave light scattering in the atmosphere is predominantly produced from the chemical reactions of
sulfur compounds. In addition to this, the source of SO2 emissions which in turn produce the sulfate
aerosols is well constrained and relatively well known42.
In the absence of long-term data for sulfur dioxide levels in the atmosphere, we have used the
calculated values of global aggregate sulfur dioxide emission for 1882-20007. To extend the time series,
we have used values calculated in other publications43. Due to the differences in the emission levels
calculated by the different authors, the values have been scaled using a constant factor to match that of
the initial dataset for the year 2000. Emission levels beyond 2011 have been assumed to be steady at 2011
levels. As the time series is annual, a monthly data was obtained for our calculations by using a linear
trend for growth/decline of emissions between January and December for any particular year. Global
sulfur dioxide emissions after the above operations have been shown in Fig. 7.
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Figure 6. The above panels demonstrate the effect of time delay on an imposed synthetic solar radiative
forcing. The forcing has an 11 year period, and we see a response identical to the forcing in the case
of zero delay and eleven year delay. The temperature profile for the delay of 4.9 years presents a more
complicated response. This is because a fraction of the input forcing undergoes the effect of delay while
the rest is instantaneously introduced into the system.
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Figure 7. The time series data for Sulfur Dioxide has been obtained from the calculations of D. Stern7
and, Z. Kilmot and his collaborators43. Emission levels have been expressed in Giga-grams of sulfur and
must be converted to equivalent SO2 levels before being used in calculations. These values are calculated
using the GDP values of all countries and the variety of industries that function within it. This is because
the primary sources of anthropogenic sulfur dioxide emissions are industries and burning of fossil fuels.
The use of emission data instead of sulfur dioxide levels poses no problems as residence
timescale of sulfur compounds is on the scale of few days in the troposphere. Therefore, the emissions of
one month have limited influence on the other.
Apart from the anthropogenic sources considered above, we have included sulfur burdening of
troposphere due to natural sources. This is primarily contributed by Dimethyl Sulfide (DMS) emissions
from oceans and SO2 degassing at volcanic sites. While volcanoes contribute up to 9Tg (tera-grams)
in S per year44, the DMS flux of oceans has been estimated to range between 13-37 Tg in S per year45.
However, the efficiency of sulfate burdening due to these sources has been estimated to be 2.5 times
and 4.7 times of the anthropogenic sources respectively44. We have, therefore, considered an equivalent
background output of 80Tg of S in anthropogenic terms.
Using the obtained values of sulfur emission levels, we calculate the impact that aerosols have
in the earth’s energy budget. For this, we employ existing schemes41 to measure direct and indirect
effects of sulfate levels in the atmosphere. Further, latest estimates of effective cloud cover interacting
with aerosols42 have been used to revise the schemes and obtain the change in albedo. The calculations
involved have been detailed below.
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For direct radiative forcing
∆α = −k(1− Ac)∆RSO−2
4
(5)
where fractional cloud cover is denoted by Ac, and RSO−2
4
is the change in planetary mean albedo due to
aerosol concentration. We have only considered the clear sky fraction for direct aerosol forcing as the
optical sulfate burden is masked in areas of thick clouds and bright surfaces42.We further introduce a
new term ’k’ that models the fraction of sulfate molecules that effectively act as nuclei. For optical depth
δSO−2
4
≪ 1, we can represent ∆RSO−2
4
as,
∆RSO−2
4
 2T2(1−Rs)2βδSO−2
4
(6)
where T is the fraction of incident light that reaches the aerosol layer from the atmosphere above, β is
the fraction of irradiance scattered upwards by the aersol, Rs is the mean albedo of the surface below the
aerosol layer, and δa is the mean optical depth of aerosol. Combining equations 5 and 6 we obtain
∆α = −2T2k(1− Ac)(1−Rs)2βδSO−2
4
(7)
Now, δSO−2
4
can be obtained from the molar scattering cross section (αSO−2
4
), the mean column burden of
the aerosol layer BSO−2
4
in mol m−2, and relative increase in scattering due to accretion of water vapor on
the surface of aerosols represented as f (RH) (where RH is relative humidity).
δSO−2
4
= αSO−2
4
f (RH)BSO−2
4
(8)
The sulfate burden is related to the rates at which aerosol is introduced in the atmosphere and removed
from it.
BSO−2
4
=
QSO2YSO−2
4
τSO−2
4
A
(9)
where QSO2 (in grams of S per year) is the SO2 introduced into atmosphere by anthropogenic and natural
processes, YSO−2
4
is the fractional SO2 that is oxidized to produce SO
−2
4
, τSO−2
4
is the lifetime of sulfate in
the atmosphere, and A is the area of earth’s surface.
The values of these constants used in the scheme41 have been listed in Table. 2. Some of the
values used originally have been revised to reflect our current understanding. For example, the radiative
efficiency for clear sky has been reduced to 25 W/m2 from the originally used 83 W/m2 42. Further, the
clear sky ratio has been increased to 0.6 from 0.4 as aerosols significantly scatter light in areas with sparse
clouds.
In an attempt to test the impact that Galactic Cosmic Rays (GCRs) have on our climate, we have
developed a toy model to vary ’k’. This is in deviation from prior models which have assumed it to be 1.
The model to vary ’k’ has been detailed in later sections.
For indirect radiative forcing
A 15% increase in droplet number concentration causes a increase in global mean albedo (RGM)
of 0.00341. But this has been revised to 0.001 because spatial heterogeneity reduces the effective cloud
cover that interacts with aerosols42. The relation is described below.
∆α = k ∗ Amst ∗0.8 ∗0.083 ∗ log N
N0
(10)
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Table 2. Parameter values for direct radiative forcing of aerosols41 42.
Quantity Value Units
QSO2 Time-series Data
7 g of Sulfur per year
YSO−2
4
0.62(revised)
τSO−2
4
0.01 (revised) year
A 5 ∗1014 m2
αSO−2
4
5 m2 (g o f SO−2
4
)−1
f (RH) 1.7
T 0.38 (revised)
(1− Ac) 0.6 (revised)
(1−Rs) 0.85
β 0.29
where Amst is the fraction of globe that is covered by marine stratiform clouds and N is the CDNC. Though
Amst is around 0.3, its effective value is expected to be 0.1
42.
The empirically derived relation between CDNC and sulfate concentrations46 is
CDNC = 10
2.21+0.41log(m
SO
−2
4
)
(11)
where CDNC is expressed in per cubic centimeter and SO−2
4
levels in micro-grams per cubic meter. As
the time series data7 is expressed in Gg (giga-grams) of sulfur per year, the following scaling can be used
to convert the units.
mSO−2
4
=
emission rate ∗ τ ∗YSO−2
4
∗3 ∗106
365 ∗Volume o f atmosphere (12)
where volume of atmosphere is taken to be 5.1 ∗ 1018 m3 and the factor of 3 is due to the mass-ratio of
sulfate to sulfur.
The change in albedo thus obtained using the above two formulations influence the TSI entering
the climate system. The albedo is included in the model using eq. 3.
Stratospheric aerosol from volcanic explosions
Apart from the troposphere burdening of sulfur, volcanoes have also been attributed to sulfur
burdening in the stratosphere. In the absence of clouds, the main parameter causing radiative forcing is
the aerosol optical depth47. Volcanic aerosol can be significantly stronger than greenhouse forcing (in
their local environment) and is an important part of our model. Various indices have been used to obtain
an aerosol optical depth time series from 1850-199048. We have used an updated time series in our model
which includes satellite observations. The authors estimated the radiative forcing due to optical depth to
be
∆FR ∼ −30τ (13)
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where τ refers to the optical depth at 500nm. This was later revised by49 to
∆FR ∼ −23τ (14)
The relation is expected to be non-linear for large eruptions such as that of Mt. Pinatubo. However, we
have assumed a linear relation as it holds for most of the time series. The local radiative forcing has been
illustrated in Fig. 8.
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Figure 8. Volcanoes are sometimes cataclysmic enough to introduce large quantities of sulfur into the
stratosphere. The aerosols thus introduced lead to optical thickness in the shortwave spectrum.
This correction is introduced by subtracting from the incident radiative forcing [I(t)] that enters
the climate system.
Greenhouse Gasses
As opposed to the aerosol forcing which cools the earth’s atmosphere, greenhouse forcing acts along
the third pathway and increases its heat content11. This process remains one of the most widely studied
aspects of our climate system and has been attributed to causing the global warming effect. The increased
forcing along this pathway is due to the increase in greenhouse gas concentrations in the troposphere.
As the greenhouse gasses are rather well understood, we have directly used the radiative forcing
due to them in our calculations [G(t)]. The forcing terms, functional forms for said forcing and coefficients
have been listed in Table.3 50 51. We have used the levels for CO2, CH4, N2O, CFC-11 and CFC-12 for
our calculations as they contribute over 99% of the total forcing.
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Table 3. Expressions for radiative forcing due to greenhouse gases
Trace Gases Expression for Radiative forcing Description
CO2 ∆F = 6.3ln(C/C0) where C denotes the
concentration in ppm.
Valid for C<1000 ppm.
CH4 ∆F = 0.036(
√
M −√M0) where M is CH4
−( f (M,N0)− f (M0,N0)) concentration in ppb.
M<5ppb.
N2O ∆F = 0.14(
√
N −√N0) where N is N2O
−( f (M0,N)− f (M0,N0)) concentration in ppb.
N<5ppb.
CFC-11 ∆F = 0.22(X − X0) where X is expressed
in ppb.
(X − X0)<2ppb.
CFC-12 ∆F = 0.28(Y −Y0) where Y is expressed
in ppb.
(Y −Y0) <2ppb.
here f (M,N) = 0.47ln(1+2.01 ∗10−5(MN)0.75 +5.31 ∗10−15M(MN)1.52)
The time-series data for CO2, CH4 and N2O used were Representative Concentration Pathways
(RCP) 2.6 non-interacting gas levels52 and can be accessed from the GISS website (Goddard Institute of
Space Studies). CFC-11 and CFC-12 data were obtained separately53. The greenhouse gas levels have
been mapped in fig.9.
Galactic Cosmic Rays
GCRs are speculated to impact the climate by modulating the formation of clouds. Different mechanisms
of GCR interactions with the atmosphere have been proposed. According to one such mechanism, it
is expected that highly energetic GCRs cause condensation by a process known as electrofreezing32 33.
The occurrence of such a process in the atmosphere has been highly debated. Another process that is
speculated to occur during the passage of GCRs through our atmosphere is the increase in nucleation rate
of SO−2
4
25. We test the later idea by introducing a simple mathematical formulation that encodes the
effect of ion-induced nucleation due to GCRs.
It has been experimentally demonstrated that ion-induced nucleation of sulfuric acid increases at
least twofold (can range up to tenfolds or more) for ground-level GCR as compared to neutral nucleation25.
We postulate that the nucleation rate increases at minimum solar activity and drops at maximum solar
activity due to a corresponding increase and decrease in GCR. This is because the GCRs with the energy
levels that lead to increase in nucleation are expected to be trapped by the solar wind during high solar
activity34. This results in
k(t) = 0.2+ (0.8 ∗Fractional Increased Intensity o f GCRs) (15)
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Figure 9. Greenhouse Gas levels for 1882-2015. The time-series has been obtained from RCP 2.6 non
interacting gas levels.
We then use the inverse relation between GCRs and solar activity to define the following equation
Fractional Increased Intensity o f GCRs =
Imax − I(t)
Imax − Imin
(16)
where Imax and Imin refers to the maximum and minimum TSI. We have used the value of TSI as a proxy
for solar activity.
Total Solar Irradiance
Total Solar Irradiance [I(t)] is the power per unit area incident upon the top of earth’s atmosphere due
to the sun’s luminous output. The energy is received in the form of electromagnetic radiation and is
measured across all wavelengths.
The composite total solar irradiance values are obtained from NOAA Climate Data Record54
and have been used as a source term in our model.
El-Nino Southern Oscillations
Several indices have been traditionally used to study the El-Nino Southern Oscillations (ENSO)55. Of
these, the multivariate ENSO index uses six different variables as an indicator for studying the oscillations.
However, as we are only interested in using energy input/output in ourmodel, we have used the temperature
anomaly in the Nino 3.4 region56 as a representative of the ENSO phenomenon. We have then calculated
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the energy imbalance created by the regions which contribute to the ENSO using basic physical formulas
of radiative loss. We express this energy imbalance as:
E(t) = ǫ ∗4 ∗σ ∗ A
16
∗T3e ∗ dTa (17)
where Te is the mean temperature in the Nino 3.4 region for data obtained from 1951-2000
56. dTa is
the temperature anomaly mentioned above. We have further approximated the area of the earth’s surface
that contributes to this process is 1/16th of its total area. This is estimated from the fact that the area
of the earth where this phenomenon occurs is approximately spread across 120 degrees of longitude and
10 degrees of latitude on each side of the equator. ǫ is the fraction of infrared radiation absorbed by the
atmosphere.
However, the El-Nino period is usually accompanied by thick clouds over the Pacific Ocean.
Therefore, we expect that all the extra energy in the form of infrared radiation emitted by the ocean surface
(in the ENSO region) during this period will be absorbed by the atmosphere. During the El-Nino phase,
we have assumed ǫ ≈ 157. However, the actual fraction of infrared radiation absorbed will be above the
global mean but below 1.
The time delay due to ENSO cannot be captured spontaneously in our model as the time period
related to ENSO oscillations varies erratically between 2 to 7 years58. After the correction for ENSO is
included, the delay due to the remaining oceanic circulation belts can be obtained.
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