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Abstract
The Gelfand-Naimark theorems provide important insight into the structure of general and of
commutative C∗-algebras. It is shown that these can be generalized to certain ordered ∗-algebras.
More precisely, for Archimedean ordered ∗-algebras dominated by a sequence of positive elements,
a faithful representation as operators is constructed. Similarly, for commutative such algebras, a
faithful representation as complex-valued functions is constructed if an additional necessary regu-
larity condition is fulfilled. These results generalize the Gelfand-Naimark representation theorems
to classes of ∗-algebras that are much larger than C∗-algebras, and especially contain ∗-algebras
of unbounded operators. Representations of positive linear functionals by integrals are shortly dis-
cussed as well. On the way, a new construction of an essentially known representation of certain
Riesz spaces by real-valued functions is given.
1 Introduction
A ∗-algebra is a unital associative algebra A over the field of complex numbers that is endowed with
an antilinear involution · ∗ of A fulfilling (ab)∗ = b∗a∗ for all a, b ∈ A. Note that ∗-algebras will always
be assumed to have a unit that is denoted by 1. A C∗-algebras is a ∗-algebra that is complete with
respect to a norm ‖ · ‖ on A that fulfils ‖ab‖ ≤ ‖a‖‖b‖ for all a, b ∈ A as well as ‖a∗a‖ = ‖a‖2 for all
a ∈ A.
The Gelfand-Naimark representation theorems [4, Thm. 1 and Lemma 1] are cornerstones of the
theory of C∗-algebras and (together with the well-behaved spectral theory) make C∗-algebras important
tools in mathematical physics. In their simplest form, these two theorems state that allC∗-algebras have
a faithful representation as ∗-algebras of bounded operators on a Hilbert space, and that all commutative
C∗-algebras have a faithful representation as ∗-algebras of bounded complex-valued functions. This
allows to interpret C∗-algebras as algebras of observables of physical systems – of quantum systems
in general, and in the commutative case of classical systems. From this point of view, the perplexing
differences between the description of quantum systems by means of operators on a Hilbert space, and
of classical systems by functions on a smooth manifold, are just artefacts of the choice of two different
∗Boursier de l’ULB, Matthias.Schotz@ulb.ac.be. This work was supported by the Fonds de la Recherche Scientifique
(FNRS) and the Fonds Wetenschappelijk Onderzoek - Vlaaderen (FWO) under EOS Project n030950721.
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ways to represent the observable algebras. Consequently, the problem of quantization, i.e. of finding
a somehow suitable quantum system to a given classical one, can be formulated in a mathematical
precise way, e.g. as finding deformations of commutative C∗-algebras to non-commutative ones in the
sense of [9].
However, the restriction of the Gelfand-Naimark theorems to C∗-algebras is unfortunate. While
there obviously exist many interesting examples of ∗-algebras of functions or operators that are not
C∗-algebras, and for which an abstract description might be desireable, the main motivation for gener-
alizing the Gelfand-Naimark theorems might again come from physics. Indeed, it is well-known that
some of the most basic ∗-algebras of observables that a (physics-)student gets to know in a course
on quantum mechanics are far away from being C∗-algebras: If A is a complex associative algebra
with unit 1 and P,Q ∈ A fulfil the canonical commutation relation [P,Q] := PQ − QP = λ1 with
λ ∈ C\{0}, then the n-fold commutator of P with Qn fulfils the identity [P, [P, . . . [P,Qn] . . . ]] = n!λn1
for all n ∈ N. Thus there cannot exist a non-trivial submultiplicative seminorm ‖ · ‖ on A, because
submultiplicativity would imply at most exponential growth with n of
∥∥[P, [P, . . . [P,Qn] . . . ]]∥∥. This
rules out any possibility to embed A in a C∗-algebra, and also in many weaker types of topological
∗-algebras like pro-C∗-algebras, for which one can prove rather direct generalizations of the Gelfand-
Naimark theorems. Note that faithful representations of ∗-algebras of canonical commutation relations
are well-known and can be given e.g. by differential operators. The problem thus is not to find faithful
representations, but to find a sufficiently large class of ∗-algebras for which the existence of such faithful
representations can be proven by general arguments.
This note gives a solution by focusing not so much on topological properties, but on order properties
of ∗-algebras. In the next Section 2, some basic definitions and results, mainly from locally convex
analysis, are recapitulated. The general idea then is to roughly follow the classical approach from [5]:
Section 3 develops the main result for ordered vector spaces, namely Theorem 3.13 which guarantees
that on countably dominated Archimedean ordered vector spaces there exist many (extremal) positive
linear functionals, and which considerably generalizes the result from [5]. Here, an ordered vector space
is called “countably dominated” essentially if it contains an increasing sequence of positive elements
that eventually becomes greater than every fixed element. Section 4 applies this to Riesz spaces and
it is especially shown in Theorem 4.11 that every countably dominated Archimedean Riesz space has
a faithful representation by means of real-valued functions. While this result is essentially known, the
proof presented here seems to be new. Representations of ordered ∗-algebras (which contain C∗-algebras
as a special class of examples) are discussed in Section 5. More precisely, Theorem 5.5 shows that every
countably dominated Archimedean ordered ∗-algebra can be represented faithfully as operators on a
(pre-)Hilbert space, and Theorem 5.25 shows that in the commutative case, such algebras also admit
a faithful representation as functions if an additional regularity condition (which is clearly necessary)
is fulfilled. Moreover, if the assumptions of this last theorem hold, then positive Hermitian linear
functionals on the algebra can often be represented in a unique way by Daniell integrals. In the final
Section 6, some applications are discussed.
Acknowledgements: I would like to thank Profs. K. Schmüdgen and G. Buskes for some helpful
comments on an earlier version of the manuscript.
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2 Preliminaries
The natural numbers are N := {1, 2, 3, . . . } and N0 := N∪{0}, the fields of real and complex numbers
are denoted by R and C, respectively. If X and Y are partially ordered sets (i.e. sets together with
a reflexive, transitive and antisymmetric relation ≤), then a map Φ: X → Y is called increasing if
Φ(x) ≤ Φ(x′) holds for all x, x′ ∈ X with x ≤ x′. It is called an order embedding if it is increasing,
injective, and if additionally x ≤ x′ holds for all x, x′ ∈ X for which Φ(x) ≤ Φ(x′). A partially ordered
set X is called directed if for all x, x′ ∈ X there exists a y ∈ X such that x ≤ y and x′ ≤ y. Similarly, a
subset S of a partially ordered setX is called directed if it is directed with respect to the order inherited
from X. For two vector spaces V and W over the same field of scalars F, the vector space of all linear
maps from V toW is denoted by L(V,W ). In the special case thatW = F we write V ∗ := L(V,F), the
elements of V ∗ are called linear functionals on V , and the evaluation of a linear functional ω ∈ V ∗ on a
vector v ∈ V is denoted by means of the bilinear dual pairing 〈 · , · 〉 : V ∗ × V → F, (ω, v) 7→ 〈ω , v 〉.
The main technical tools needed in the following are some basic theorems from locally convex
analysis. A filter on a set X is a non-empty set F of subsets of X with the following two properties:
• If S, T ∈ F , then S ∩ T ∈ F .
• If S ∈ F and if a subset T of X fulfils T ⊇ S, then T ∈ F .
Similarly, a basis of a filter on X is a non-empty set E of subsets of X such that for all S, T ∈ E there
exists an R ∈ E with R ⊆ S ∩ T . In this case,
⟪E⟫fltr :=
{
T ⊆ X
∣∣ ∃S∈E : S ⊆ T
}
(2.1)
is a filter on X, called the filter generated by E . A (real) topological vector space is a real vector space
V endowed with a (not necessarily Hausdorff) topology under which addition V × V → V as well as
scalar multiplication R× V → V are continuous. Then it follows from the continuity of addition that
a subset U of V is a neighbourhood of a vector v ∈ V if and only if U − v :=
{
u − v
∣∣ u ∈ U } is a
neighbourhood of 0, so the topology of V is completely described by the 0-neighbourhoods. The set
N0 of all 0-neighbourhoods of V is a filter on V and N0,conv, the set of all convex 0-neighbourhoods
of V , is a basis of a filter on V . In general, ⟪N0,conv⟫fltr ⊆ N0 holds, and V is called a (real) locally
convex vector space if even ⟪N0,conv⟫fltr = N0, i.e. if the filter of 0-neighbourhoods of V is generated
by the convex 0-neighbourhoods. A locally convex topology on V is a topology with which V becomes
a locally convex vector space.
There is an easy procedure to construct locally convex topologies on a real vector space V : A
subset S of V is called absorbing if for every v ∈ V there is a λ ∈ ]0,∞[ such that λv ∈ S, and
it is called balanced if λs ∈ S for all s ∈ S and all λ ∈ [−1, 1]. If N0,abc is a basis of a filter on
V consisting of only absorbing balanced convex subsets of V , then its generated filter ⟪N0,abc⟫fltr is
the filter of 0-neighbourhoods of a locally convex topology on V . Note that every absorbing balanced
convex subset S of V yields a seminorm ‖ · ‖S on V by setting ‖v‖S := inf
{
λ ∈ ]0,∞[
∣∣ λ−1v ∈ S }
for all v ∈ V , which is the Minkowski functional of S. Conversely, for every seminorm ‖ · ‖ on V , the
unit ball B‖ · ‖ :=
{
v ∈ V
∣∣ ‖v‖ ≤ 1} is an absorbing balanced convex subset of V whose Minkowski
functional is again the original seminorm ‖ · ‖. However, the map from absorbing balanced convex
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subsets of V to seminorms on V is only surjective, but not injective in general. Because of this, there
is more freedom in describing locally convex vector spaces via a basis of the filter of 0-neighbourhoods
than via the corresponding seminorms.
An important example of Hausdorff locally convex vector spaces is the dual space V ∗ of an arbitrary
real vector space V endowed with the weak-∗-topology, i.e. with the weakest topology on V ∗ under
which all the evaluation maps V ∗ ∋ ω 7→ 〈ω , v 〉 ∈ R with v ∈ V are continuous. This is the locally
convex topology whose filter of 0-neighbourhoods is generated by the intersections of unit balls of
finitely many seminorms of the form V ∗ ∋ ω 7→
∣∣〈ω , v 〉∣∣ ∈ [0,∞[ with v ∈ V .
The following classical theorems will be crucial for the various representation theorems. As usual
for such results, their proofs typically make use of the axiom of choice:
Theorem (Hahn-Banach) Let V be a (real) locally convex vector space, C a closed and convex subset
of V and v ∈ V \ C. Then there exists a continuous linear functional ω on V such that the inequality
〈ω , c 〉 ≥ 1 + 〈ω , v 〉 holds for all c ∈ C.
Theorem (Banach-Alaoglu) Let V be a real vector space and U an absorbing subset of V , then
U◦ :=
{
ω ∈ V ∗
∣∣ ∀u∈U : |〈ω , u 〉| ≤ 1
}
(2.2)
is a convex subset of V ∗ and compact in the weak-∗-topology.
If C is a convex subset of a real vector space V , then an extreme point of C is an element e ∈ C with
the following property: Whenever e = λc1 + (1 − λ)c2 holds for some c1, c2 ∈ C and λ ∈ ]0, 1[, then
e = c1 = c2. The set of all extreme points of C will be denoted by ex(C). Moreover, if V is a locally
convex vector space and S a non-empty subset of V , then ⟪S⟫cl-conv will denote the closed convex hull
of S, i.e. the closure of the convex hull of S, or equivalently, the intersection of all closed convex subsets
of V which contain S. In the special case that V is a real vector space and S a non-empty subset of
V ∗, then ⟪S⟫cl-conv is understood to be the closed convex hull of S with respect to the weak-
∗-topology
and
⟪S⟫cl-conv =
{
ω ∈ V ∗
∣∣∣ ∀v∈V : 〈ω , v 〉 ∈ ⟪
{
〈 ρ , v 〉
∣∣ ρ ∈ S }⟫cl-conv
}
(2.3)
holds. This can be seen either by elementary linear algebra or as a consequence of the Hahn-Banach
Theorem and the fact that all weak-∗-continuous linear functionals on V ∗ can be expressed as maps
V ∗ ∋ ω 7→ 〈ω , v 〉 ∈ R with a suitable vector v ∈ V .
Theorem (Krein-Milman) Let V be a real vector space and K a weak-∗-compact and convex subset
of V ∗, then K = ⟪ex(K)⟫cl-conv.
3 Ordered Vector Spaces
The tools needed to prove the generalized Gelfand-Naimark Theorems are essentially results about the
existence of many (extremal) positive linear functionals on ordered vector spaces:
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An ordered vector space is a real vector space V endowed with a partial order ≤ such that the two
conditions
u+ v ≤ u+ w and λv ≤ λw
hold for all u, v, w ∈ V with v ≤ w and all λ ∈ [0,∞[. In this case, V + := { v ∈ V | 0 ≤ v } is the set
of positive elements of V , which uniquely determines the order on V because v ≤ w is equivalent to
w − v ∈ V + for all v,w ∈ V . An ordered vector space V is called Archimedean if it has the following
property: Whenever v ≤ ǫw holds for two vectors v ∈ V , w ∈ V + and all ǫ ∈ ]0,∞[, then v ≤ 0.
Note that an ordered vector space V is directed if and only if every v ∈ V can be decomposed as
v = v(+) − v(−) with v(+), v(−) ∈ V
+. Of course, such a decomposition is not uniquely determined in
general.
If V and W are both ordered vector spaces, then a linear map Φ: V →W is increasing if and only
if Φ(v) ∈ W+ for all v ∈ V + and we write L(V,W )+ :=
{
Φ ∈ L(V,W )
∣∣ Φ is increasing }. If V is
directed, then there actually exists a (unique) partial order on L(V,W ) such that L(V,W ) becomes an
ordered vector space whose positive elements are precisely the increasing linear functions. However, for
simplicity, a linear map Φ: V →W will always be called positive if it is increasing, even in the case that
V is not necessarily directed. Note that a positive linear map Φ: V →W is an order embedding if and
only if Φ(v) ∈W \W+ for all v ∈ V \V +. The case thatW = R will be especially interesting: Then the
set of positive linear functionals is denoted by V ∗,+ := L(V,R)+ =
{
ω ∈ V ∗
∣∣ ∀v∈V + : 〈ω , v 〉 ≥ 0
}
. If
V is directed, then V ∗ becomes again an ordered vector space and a positive linear functional ω on V
is said to be extremal if for every ρ ∈ V ∗,+ with ρ ≤ ω there is a µ ∈ [0, 1] such that ρ = µω. The set
of all extremal positive linear functionals on V will then be denoted by V ∗,+,ex and one can check that
0 ∈ V ∗,+,ex and λω ∈ V ∗,+,ex for all ω ∈ V ∗,+,ex and all λ ∈ ]0,∞[. Note that the definition of extremal
positive linear functionals only makes sense on a directed ordered vector space V because it refers
to the partial order on V ∗. There is an extension theorem for (extremal) positive linear functionals
from a sufficiently large linear subspace of a directed ordered vector space to the whole space, see [10,
Lemma 1.3.2] for details:
Theorem (Extension Theorem) Let V be a directed ordered vector space and S a linear subspace
of V with the property that for every v ∈ V there exists an s ∈ S such that 0 ≤ s and v ≤ s. Then S
with the order inherited from V is a directed ordered vector space and for every ω˜ ∈ S∗,+ there exists
an ω ∈ V ∗,+ that extends ω˜, i.e. that fulfils 〈ω , s 〉 = 〈 ω˜ , s 〉 for all s ∈ S. Moreover, in the case that
ω˜ ∈ S∗,+,ex there even exists an ω ∈ V ∗,+,ex that extends ω˜.
The question of existence of many (extremal) positive linear functionals is non-trivial in general. More
precisely, one asks whether or not the following two properties are fulfilled:
Definition 3.1 Let V be an ordered vector space, then we say that the order on V is induced by its
positive linear functionals if for all v ∈ V \ V + there is an ω ∈ V ∗,+ such that 〈ω , v 〉 < 0.
Definition 3.2 Let V be a directed ordered vector space, then we say that the order on V is induced by
its extremal positive linear functionals if for all v ∈ V \V + there is an ω ∈ V ∗,+,ex such that 〈ω , v 〉 < 0.
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These two conditions are equivalent to demanding that, for every v ∈ V , the inequality 0 ≤ v holds if
and only if 0 ≤ 〈ω , v 〉 for all ω ∈ V ∗,+ or for all ω ∈ V ∗,+,ex, respectively. We will see that this is
closely related to the properties of certain locally convex topologies on V :
Definition 3.3 Let V be an ordered vector space. Given ℓ, u ∈ V with ℓ ≤ u, then the order interval
between ℓ and u is [ℓ, u] :=
{
v ∈ V
∣∣ ℓ ≤ v ≤ u}. Moreover, a subsets S of V is called saturated if
[ℓ, u] ⊆ S is fulfilled for all ℓ, u ∈ S with ℓ ≤ u.
For example, every order interval is saturated. It is not hard to see that the intersection of finitely
many (even arbitrarily many) saturated subsets of an ordered vector space V is again saturated. As a
consequence, the set of all absorbing balanced convex and saturated subsets of V is a basis of the filter
of 0-neighbourhoods of a locally convex topology.
Definition 3.4 Let V be an ordered vector space, then the normal topology on V is the locally convex
topology whose filter of 0-neighbourhoods is generated by the absorbing balanced convex and saturated
subsets of V .
This topology is not unknown in the theory of ordered vector spaces and ∗-algebras. For example, the
normal topology is essentially what was referred to as τn in [10, Sec. 1.5]. The next Lemma 3.5 is a
standard application of the Hahn-Banach Theorem, a proof is given for convenience of the reader:
Lemma 3.5 Let V be an ordered vector space and assume that there is a locally convex topology τ on
V such that V + is closed with respect to τ . Then for every v ∈ V \ V + there exists a positive linear
functional ω on V which fulfils 〈ω , v 〉 < 0 and which is continuous with respect to τ .
Proof: As V + is convex and closed with respect to τ , the Hahn-Banach Theorem implies that for every
v ∈ V \ V + there exists a linear functional ω ∈ V ∗ which fulfils 〈ω , c 〉 ≥ 1 + 〈ω , v 〉 for all c ∈ V +
and which is continuous with respect to τ . From 0 ∈ V + it follows that −1 ≥ 〈ω , v 〉. Moreover,
〈ω , c 〉 ≥ 0 holds for all c ∈ V +, hence ω ∈ V ∗,+: Indeed, if there was some c ∈ V + with 〈ω , c 〉 < 0,
then 〈ω , λc 〉 = 〈ω , v 〉 with λ := 〈ω , v 〉/〈ω , c 〉, which yields a contradiction because λ ∈ ]0,∞[ by
construction, hence λc ∈ V +. 
Proposition 3.6 Let V be an ordered vector space, then the order on V is induced by its positive linear
functionals if and only if V + is closed in V with respect to the normal topology.
Proof: If V + is closed in V with respect to the normal topology, then the order on V is induced by
its positive linear functionals as an immediate consequence of the previous Lemma 3.5. Conversely,
assume that the order on V is induced by its positive linear functionals and let v ∈ V \ V + be given.
Then there exists an ω ∈ V ∗,+ such that 〈ω , v 〉 = −1 and U :=
{
u ∈ V
∣∣ 〈ω , u 〉 ∈ ]−1, 1[ } is an
absorbing balanced convex and saturated subset of V , so v+U is a neighbourhood of v with respect to
the normal topology. Moreover, application of ω shows that (v+U)∩V + = ∅ holds, so V + is closed.
For finding a sufficient condition under which the order of a directed ordered vector space is induced
by its extremal positive linear functionals, it will be helpful to be able to decompose a positive linear
functional into extremal ones. We follow essentially the argument of [10, Lemmas 12.4.3, 12.4.4]:
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Proposition 3.7 Let V be a directed ordered vector space and U an absorbing balanced and directed
subset of V . Write K for the set of all those ω ∈ V ∗,+ that fulfil 〈ω , u 〉 ≤ 1 for all u ∈ U , then K is
weak-∗-compact and K = ⟪K ∩ V ∗,+,ex⟫cl-conv.
Proof: First note that K = U◦ ∩ V ∗,+ with U◦ like in (2.2) because U is balanced. As U◦ is convex
and weak-∗-compact by the Banach-Alaoglu Theorem, and as V ∗,+ is convex and weak-∗-closed in V ∗,
it follows that K is also convex and weak-∗-compact. The Krein-Milman Theorem then shows that
K = ⟪ex(K)⟫cl-conv.
In order to complete the proof it is sufficient to show that ex(K) ⊆ V ∗,+,ex. Denote the linear span
of K in V ∗ by W . Then the map h : W → [0,∞[,
ω 7→ h(ω) := sup
{
|〈ω , u 〉|
∣∣ u ∈ U }
is a seminorm on W and K =
{
ω ∈ W ∩ V ∗,+
∣∣ h(ω) ≤ 1}. Moreover, as U is balanced and directed,
even h(ω + ω′) ≥ h(ω) + h(ω′), hence h(ω + ω′) = h(ω) + h(ω′), holds for all ω, ω′ ∈W ∩ V ∗,+.
Now let ω ∈ ex(K) be given. If h(ω) = 0, then ω = 0 because U is absorbing, so ω ∈ V ∗,+,ex
is trivially fulfilled. Otherwise h(ω) = 1 because on the one hand, h(ω) ≤ 1 is clear, and on the
other, ω = h(ω)
(
h(ω)−1ω
)
+
(
1− h(ω)
)
0 is a representation of ω as a convex combination of the two
elements h(ω)−1ω and 0 of K, which excludes the possibility that h(ω) ∈ ]0, 1[. In this second case
that h(ω) = 1, consider some ρ ∈ V ∗,+ that fulfils ρ ≤ ω. Then for all u ∈ U there exists a v ∈ U ∩V ∗,+
such that −v ≤ u ≤ v because U is balanced and directed, hence |〈 ρ , u 〉| ≤ 〈 ρ , v 〉 ≤ 〈ω , v 〉 ≤ 1.
This implies ρ ∈ K, and the same estimate with ω − ρ in place of ρ shows that ω − ρ ∈ K as
well. If h(ρ) = 0 or h(ω − ρ) = 0, then ρ = µω with µ = 0 or µ = 1, respectively. Otherwise
ω = h(ρ)
(
h(ρ)−1ρ
)
+ h(ω − ρ)
(
h(ω − ρ)−1(ω − ρ)
)
is a representation of ω as a non-trivial convex
combination of the two elements h(ρ)−1ρ and h(ω − ρ)−1(ω − ρ) of K and thus ρ = µω with µ = h(ρ).
We conclude that ω ∈ V ∗,+,ex in this case as well. 
Corollary 3.8 Let V be a directed ordered vector space. If there exists a locally convex topology τ on
V whose filter of 0-neighbourhoods has a basis consisting of absorbing balanced convex and saturated as
well as directed subsets of V and with respect to which V + is closed, then the order on V is induced by
its extremal positive linear functionals.
Proof: Given v ∈ V \ V +, then Lemma 3.5 shows that there exists a positive linear functional ω
on V such that 〈ω , v 〉 < 0 and which is continuous with respect to τ . Continuity of ω implies that
there exists an absorbing balanced convex and saturated as well as directed subset U of V such that∣∣〈ω , u 〉∣∣ ≤ 1 for all u ∈ U . Let K := { ρ ∈ V ∗,+ ∣∣ ∀u∈U : 〈 ρ , u 〉 ≤ 1
}
like in the previous
Proposition 3.7, then ω ∈ K = ⟪K ∩ V ∗,+,ex⟫cl-conv and Equation (2.3) shows that there necessarily
exists a ρ ∈ K ∩ V ∗,+,ex which also fulfils 〈 ρ , v 〉 < 0. 
There is a rather large class of ordered vector spaces for which the normal topology can not only be
described explicitly, but also allows to apply the above Corollary 3.8:
Definition 3.9 An ordered vector space V is said to be countably dominated if there exists an increasing
sequence (vˆn)n∈N in V
+ with the property that for all v ∈ V there is an n ∈ N such that −vˆn ≤ v ≤ vˆn
holds. Such a sequence will be called a dominating sequence.
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Note that being countably dominated can be seen as the combination of two properties: First, it is
required that V is directed, and then, additionally, that there exists an increasing sequence (vˆn)n∈N in
V + which has the property that for every v ∈ V + there exists an n ∈ N such that v ≤ vˆn.
Definition 3.10 Let V be a countably dominated ordered vector space with a dominating sequence
(vˆn)n∈N, and let (δn)n∈N be a sequence in ]0,∞[. Then the subset Uδ of V is defined as the union of
increasing order intervals
Uδ :=
⋃
N∈N
[
−
∑N
n=1
δnvˆn,
∑N
n=1
δnvˆn
]
. (3.1)
Of course, Uδ depends not only on the sequence (δn)n∈N, but also on the choice of the dominating
sequence (vˆn)n∈N and of V itself, which will always be clear from the context.
Proposition 3.11 Let V be a countably dominated ordered vector space with a dominating sequence
(vˆn)n∈N, and let (δn)n∈N be a sequence in ]0,∞[. Then Uδ is an absorbing balanced convex and saturated
as well as directed subset of V .
Proof: Given v ∈ V , then there exists an n ∈ N such that −vˆn ≤ v ≤ vˆn and therefore δnv ∈ Uδ.
This shows that Uδ is absorbing.
Every order interval in V of the form [−w,w] with w ∈ V + is easily seen to be balanced, convex,
saturated and directed. As Uδ is the union of an increasing sequence of such sets, it is balanced, convex,
saturated and directed itself. 
Proposition 3.12 Let V be a countably dominated ordered vector space and (vˆn)n∈N a dominating
sequence in V . Then the set of all Uδ with (δn)n∈N a sequence in ]0,∞[ is a basis of the filter of
0-neighbourhoods of the normal topology on V .
Proof: The previous Proposition 3.11 already shows that such a set Uδ is a 0-neighbourhood of the
normal topology on V for every sequence (δn)n∈N in ]0,∞[.
Conversely, if S is a 0-neighbourhood of the normal topology on V , then there exists a sequence
(δn)n∈N in ]0,∞[ such that Uδ ⊆ S, which can be constructed as follows: Let S
′ be an absorbing
balanced convex and saturated subset of V such that S′ ⊆ S. For every n ∈ N there exists an
ǫn ∈ ]0,∞[ such that ǫnvˆn ∈ S
′ because S′ is absorbing, and we can define δn := 2
−nǫn ∈ ]0,∞[ for
all n ∈ N. Then
∑N
n=1 δnvˆn =
∑N
n=1 2
−nǫnvˆn ∈ S
′ for all N ∈ N because S′ is balanced and convex.
Consequently,
[
−
∑N
n=1 δnvˆn,
∑N
n=1 δnvˆn
]
⊆ S′ ⊆ S for all N ∈ N because S′ is also saturated, thus
Uδ ⊆ S. 
The above description of the normal topology on a countably dominated ordered vector space has
essentially already been given in [10, Props. 4.1.2, 4.1.3] and has also been applied indirectly to the
decomposition of positive linear functionals into extremal ones in [10, Thm. 12.4.7]. Even though these
results where stated for O∗-algebras or ∗-algebras, their above generalization to ordered vector spaces
does not require any new techniques. Combining them with a completely order-theoretic characteriza-
tion of those countably dominated ordered vector spaces whose set of positive elements is closed, gives
our first important result:
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Theorem 3.13 Let V be a countably dominated ordered vector space, then the following is equivalent:
i.) V is Archimedean.
ii.) V + is closed in V with respect to the normal topology.
iii.) The order on V is induced by its extremal positive linear functionals.
iv.) The order on V is induced by its positive linear functionals.
Proof: Let (vˆn)n∈N be a dominating sequence of V , which exists by assumption.
First consider the case that V is Archimedean. In order to prove the implication i.) =⇒ ii.), we
have to show that V \ V + is open with respect to the normal topology on V . Given v ∈ V \ V +, then
construct recursively a sequence (wn)n∈N0 in V \ V
+ and a sequence (δn)n∈N in ]0,∞[ as follows: Set
w0 := v. If wn−1 has been defined for some n ∈ N, then choose δn ∈ ]0,∞[ such that −wn−1 ≤ δnvˆn
does not hold, i.e. such that wn−1 + δnvˆn ∈ V \ V
+, and set wn := wn−1 + δnvˆn. Note that such a δn
exists because wn−1 ∈ V \ V
+ and because V is Archimedean by assumption. From the construction
of the sequence (δn)n∈N it follows that v + Uδ ⊆ V \ V
+: Indeed, for every x ∈ v + Uδ there exists an
N ∈ N such that x ≤ v+
∑N
n=1 δnvˆn = wN ∈ V \V
+, hence x ∈ V \V +. The previous Proposition 3.12
now shows that V \ V + is a neighbourhood of v with respect to the normal topology on V .
The implication ii.) =⇒ iii.) is just an application of Corollary 3.8 using that all the subsets Uδ of
V with (δn)n∈N a sequence in ]0,∞[ are absorbing balanced convex and saturated as well as directed
by Proposition 3.11 and form a basis of the filter of 0-neighbourhoods of the normal topology on the
countably dominated ordered vector space V by the previous Proposition 3.12.
Finally, the implication iii.) =⇒ iv.) is trivial, and in order to prove iv.) =⇒ i.), assume that the
order on V is induced by its positive linear functionals and let v ∈ V as well as w ∈ V + be given such
that v ≤ ǫw for all ǫ ∈ ]0,∞[. Then it follows that 〈 ρ , v 〉 ≤ 0 holds for all ρ ∈ V ∗,+ because R is
Archimedean, thus v ≤ 0. 
One special class of countably dominated ordered vector spaces are ordered vector spaces V with a strong
order unit e, i.e. an element e ∈ V + with the property that for all v ∈ V there exists a λ ∈ [0,∞[
such that v ≤ λe. In this case, (ne)n∈N is a dominating sequence, and the existence of positive linear
functionals on Archimedean ordered vector spaces with a strong order unit was already proven in [5,
Lemma 2.5]. The above Theorem 3.13 generalizes this classical result to countably dominated ordered
vector spaces and applies the decomposition of positive linear functionals into extremal ones from
[10, Thm. 12.4.7]. It should be unnecessary to point out that there are many examples of important
countably dominated ordered vector spaces which do not have a strong order unit. These can be as
ordinary as the space of real-valued polynomial functions on R with the pointwise order.
4 Representation of Riesz Spaces
While Proposition 3.6 gives a clear characterization of ordered vector spaces whose order is induced
by their positive linear functionals, Corollary 3.8 only gives a sufficient condition for the order to be
induced by the extremal positive linear functionals. However, we will see that in the case of Riesz spaces
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one can derive a result similar to Proposition 3.6 also for the extremal positive linear functionals. The
purpose of this section is not so much to prove new results about Riesz spaces, but rather to show how
some older ones fit into the framework that was established in the previous section. We will especially
derive an essentially well-known theorem about the existence of faithful representations of countably
dominated Archimedean Riesz spaces.
A Riesz space is an ordered vector spaceR in which the absolute value |r| := sup{−r, r} ∈ R+ exists
for all r ∈ R. IfR is a Riesz space, then the supremum and infimum r∨s := sup{r, s} = 12
(
r+s+|r−s|
)
as well as r ∧ s := inf{r, s} = 12
(
r+ s− |r− s|
)
exist for all r, s ∈ R, which especially shows that every
Riesz space is directed. For example, if X is a set, then RX , the ordered vector space of all R-valued
functions on X with the pointwise operations and the pointwise order, is an Archimedean Riesz space,
in which supremum and infimum of finitely many elements are simply the pointwise maximum and
minimum, respectively. We will need to make use of some calculation rules: If R is a Riesz space and
r, s, t ∈ R as well as λ ∈ [0,∞[, then the following holds:
• (r ∧ s) + t = (r + t) ∧ (s+ t) and (r ∨ s) + t = (r + t) ∨ (s+ t)
• (r ∨ s) + (r ∧ s) = r + s.
• −(r ∧ s) = (−r) ∨ (−s)
• λ(r ∧ s) = (λr) ∧ (λs) and λ(r ∨ s) = (λr) ∨ (λs)
• r ∧ (s ∨ t) = (r ∧ s) ∨ (r ∧ t) and r ∨ (s ∧ t) = (r ∨ s) ∧ (r ∨ t)
The last one of these properties says that every Riesz space is automatically a distributive lattice.
Moreover, for every r ∈ R one defines its positive component r+ := r ∨ 0 ∈ R
+ and its negative
component r− := (−r)∨0 ∈ R
+. One can check that these fulfil r = r+− r− as well as |r| = r++ r− =
r+ ∨ r− and r+ ∧ r− = 0. If R is a Riesz space and S a linear subspace of R such that |s| ∈ S holds
for all s ∈ S (where |s| still denotes the absolute value of s in the Riesz space R), then S is called a
Riesz subspace of R and is a Riesz space itself with the order inherited from R. If R and S are two
Riesz spaces and Φ: R → S a map, then Φ is called a Riesz homomorphism if Φ is linear and fulfils
Φ
(
|r|
)
=
∣∣Φ(r)∣∣ for all r ∈ R. Note that such a Riesz homomorphism is especially a positive linear map.
Details on the general theory of Riesz spaces can be found in the standard textbooks on the subject,
e.g. [7].
Definition 4.1 Let R be a Riesz space. Then a representation of R is a tuple (X,π) of a set X and a
Riesz homomorphism π : R → RX . Such a representation (X,π) is called faithful if π is even an order
embedding.
Note that a representation (X,π) of a Riesz space R is faithful if and only if for every r ∈ R\R+ there
exists an x ∈ X such that π(r)(x) < 0.
>From the point of view of representation theory, extremal positive linear functionals on Riesz
spaces are important because of the characterization of Riesz homomorphisms to R in the following
Proposition 4.4:
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Lemma 4.2 Let R be a Riesz space and ω ∈ R∗,+. If 〈ω , r 〉〈ω , s 〉 = 0 holds for all r, s ∈ R+ which
fulfil r ∧ s = 0, then ω is a Riesz homomorphism from R to R.
Proof: Given t ∈ R, then 〈ω , t+ 〉〈ω , t− 〉 = 0, hence 〈ω , t 〉
2 = 〈ω , t+ 〉
2 + 〈ω , t− 〉
2 =
〈
ω , |t|
〉2
and consequently
∣∣〈ω , t 〉∣∣ = 〈ω , |t| 〉. 
Lemma 4.3 Let R be a Riesz space and r, s, t ∈ R+, then r ∧ (s + t) ≤ (r ∧ s) + (r ∧ t).
Proof: From (r − t) ∧ s ≤ r ∧ s it follows that r ∧ (s + t) ≤ (r ∧ s) + t, and this together with the
inequality r ∧ (s+ t) ≤ r ≤ (r ∧ s) + r implies r ∧ (s + t) ≤ (r ∧ s) + (r ∧ t). 
Proposition 4.4 Let R be a Riesz space and ω ∈ R∗. Then ω is a Riesz homomorphism from R to
R if and only if ω ∈ R∗,+,ex.
Proof: First, assume that ω ∈ R∗ is a Riesz homomorphism, then clearly ω ∈ R∗,+. If ω = 0, then
even ω ∈ R∗,+,ex is clear as well. Otherwise, given ρ ∈ R∗,+ with ρ ≤ ω, the estimate
0 ≤
∣∣〈 ρ , r 〉〈ω , s 〉 − 〈 ρ , s 〉〈ω , r 〉∣∣
=
∣∣〈 ρ , r〈ω , s 〉 − s〈ω , r 〉 〉∣∣
≤
〈
ρ , |r〈ω , s 〉 − s〈ω , r 〉|
〉
≤
〈
ω , |r〈ω , s 〉 − s〈ω , r 〉|
〉
=
∣∣〈ω , r 〉〈ω , s 〉 − 〈ω , s 〉〈ω , r 〉∣∣
= 0
holds for all r, s ∈ R and shows that 〈 ρ , r 〉〈ω , s 〉 = 〈 ρ , s 〉〈ω , r 〉. As ω 6= 0, there exists an sˆ ∈ R
such that 〈ω , sˆ 〉 6= 0, and then 〈 ρ , r 〉 =
(
〈 ρ , sˆ 〉/〈ω , sˆ 〉
)
〈ω , r 〉 for all r ∈ R. So ρ = µω with
µ = 〈 ρ , sˆ 〉/〈ω , sˆ 〉 ∈ [0, 1] and it follows that ω ∈ R∗,+,ex.
Conversely, assume that ω ∈ R∗,+,ex, then ω is a Riesz homomorphism: By Lemma 4.2 it is sufficient
to show that 〈ω , r 〉〈ω , s 〉 = 0 holds for all r, s ∈ R+ fulfilling r ∧ s. So let such r, s ∈ R+ be given.
If 〈ω , r 〉 = 0, then of course 〈ω , r 〉〈ω , s 〉 = 0 holds. Otherwise, i.e. if 〈ω , r 〉 > 0, it is left to show
that 〈ω , s 〉 = 0. In this case define the map ρ˜ : R+ → [0,∞[,
t 7→ ρ˜(t) := sup
n∈N
〈ω , (nr) ∧ t 〉 .
Note that indeed ρ˜(t) <∞, even ρ˜(t) ≤ 〈ω , t 〉 for all t ∈ R+, because (nr)∧ t ≤ t. Using the previous
Lemma 4.3 one can check that (nr) ∧ (t+ t′) ≤
(
(nr) ∧ t
)
+
(
(nr) ∧ t′
)
≤ (2nr) ∧ (t+ t′) holds for all
n ∈ N and all t, t′ ∈ R+, hence ρ˜(t+ t′) = ρ˜(t)+ ρ˜(t′). Similarly, (nr)∧(λt) ≤ λ
(
(nr)∧ t
)
≤ (mr)∧(λt)
for all n ∈ N, λ ∈ [1,∞[, t ∈ R+, and m ∈ N chosen such that λn ≤ m, implies that ρ˜(λt) = λρ˜(t). If
λ ∈ ]0, 1], then again ρ˜(λt) = λλ−1ρ˜(λt) = λρ˜(t) and if λ = 0, then ρ˜(0) = 0 is clear. So ρ˜(λt) = λρ˜(t)
holds for all t ∈ R+ and all λ ∈ [0,∞[. Using ρ˜ one can now define ρ : R→ R,
t 7→ 〈 ρ , t 〉 := ρ˜(t+)− ρ˜(t−)
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with t+, t− ∈ R
+ the positive and negative component of t ∈ R. Then one can check that 〈 ρ , t 〉 =
ρ˜(t(+))− ρ˜(t(−)) even holds for all t ∈ R and all t(+), t(−) ∈ R
+ with t = t(+) − t(−). It is now easy to
see that ρ is linear and even ρ ∈ R∗,+. Moreover, 〈 ρ , r 〉 = ρ˜(r) = supn∈N〈ω , (nr)∧ r 〉 = 〈ω , r 〉 > 0
holds, so especially ρ 6= 0, and from ρ˜(t) ≤ 〈ω , t 〉 for all t ∈ R+ it follows that ρ ≤ ω. As ω is an
extremal positive linear functional, this implies ρ = µω with some µ ∈ ]0,∞[, and even ρ = ω because
〈 ρ , r 〉 = 〈ω , r 〉 > 0. Finally, if s ∈ R+ fulfils r ∧ s = 0, then also (nr)∧ s = 0 for all n ∈ N, because
0 ≤ (nr) ∧ s ≤ n(r ∧ s) = 0. Thus 〈ω , s 〉 = 〈 ρ , s 〉 = ρ˜(s) = 0. 
Corollary 4.5 Let R be a Riesz space and S a Riesz subspace of R such that for every r ∈ R there
exists an s ∈ S+ which fulfils r ≤ s. Then for every Riesz homomorphism ω˜ : S → R there exists a
Riesz homomorphism ω : R→ R such that 〈ω , s 〉 = 〈 ω˜ , s 〉 holds for all s ∈ S.
Proof: This has already been proven even for the extension of Riesz homomorphisms with values
in arbitrary Dedekind complete Riesz spaces in [6], but also follows immediately from the previous
Proposition 4.4: Given a Riesz homomorphism ω˜ : S → R, then ω˜ ∈ S∗,+,ex. By the extension theorem
for extremal positive linear functionals on ordered vector spaces, there exists an ω ∈ R∗,+,ex fulfilling
〈ω , s 〉 = 〈 ω˜ , s 〉 for all s ∈ S, which is automatically a Riesz homomorphism. 
Corollary 4.6 Let R be a Riesz space, then the tuple
(
R∗,+,ex \{0}, πstd
)
with πstd : R→ R
R∗,+,ex\{0},
r 7→ πstd(r) and πstd(r) : R
∗,+,ex \ {0} → R,
ω 7→ πstd(r)(ω) := 〈ω , r 〉 (4.1)
is a representation of the Riesz space R.
Proof: Linearity of πstd is clear and using Proposition 4.4 it is easy to check that πstd is even a Riesz
homomorphism. 
Definition 4.7 Let R be a Riesz space, then its representation
(
R∗,+,ex \ {0}, πstd
)
from the previous
Corollary 4.6 is called the standard representation.
The application of Theorem 3.13 to Riesz spaces should now be obvious. However, before formulating
the main theorem of this section, there are also some locally convex aspects of Riesz spaces that are
worthwhile to mention:
Lemma 4.8 Let R be a Riesz space and U as well as U ′ two absorbing balanced convex and saturated
as well as directed subsets of R. Then U ∩U ′ is again absorbing balanced convex and saturated as well
as directed.
Proof: It has already been discussed that U ∩U ′ is absorbing balanced convex and saturated, but it is
also directed: Indeed, given r, s ∈ U ∩U ′ then there exist u ∈ U as well as u′ ∈ U ′ fulfilling 0∨r∨s ≤ u
and 0 ∨ r ∨ s ≤ u′ because U and U ′ are directed and contain 0. But as U and U ′ are also saturated,
it follows that 0 ∨ r ∨ s ∈ U ∩ U ′. 
12
Because of the above Lemma 4.8, the set of all absorbing balanced convex and saturated as well as
directed subsets of a Riesz space is a basis of the filter of 0-neighbourhoods of a locally convex topology
on it.
Definition 4.9 Let R be a Riesz space, then the Riesz topology on R is the locally convex topology
whose filter of 0-neighbourhoods is generated by the absorbing balanced convex and saturated as well as
directed subsets of R.
Proposition 4.10 Let R be a Riesz space, then the following is equivalent:
i.) R+ is closed in R with respect to the Riesz topology.
ii.) The order on R is induced by its extremal positive linear functionals.
iii.) The standard representation of the Riesz space R is faithful.
iv.) There exists a faithful representation of the Riesz space R.
Proof: The implication i.) =⇒ ii.) is just an application of Corollary 3.8.
Now assume that the order on R is induced by its extremal positive linear functionals. So given
r ∈ R \ R+, then there exists an ω ∈ R∗,+,ex with 〈ω , r 〉 < 0, and clearly ω 6= 0. The standard
representation
(
R∗,+,ex \ {0}, πstd
)
of R thus is faithful, which proves the implication ii.) =⇒ iii.).
The implication iii.) =⇒ iv.) is trivial and it only remains to show that iv.) =⇒ i.) holds. So
assume that there exists a faithful representation (X,π) of the Riesz space R. Given r ∈ R\R+, then
there exists an x ∈ X such that −C := π(r)(x) < 0. Note that R ∋ s 7→ π(s)(x) ∈ R is a Riesz
homomorphism. Define U :=
{
u ∈ R
∣∣ π(u)(x) ∈ ]−C,C[}, then U is clearly absorbing balanced
convex and saturated, but also directed because u ∨ u′ ∈ U for all u, u′ ∈ U . Consequently, r + U is
a neighbourhood of r with respect to the Riesz topology on R and application of π( · )(x) shows that
(r + U) ∩R+ = ∅. 
Theorem 4.11 Let R be a countably dominated Riesz space, then the normal topology on R coincides
with the Riesz topology. Moreover, in this countably dominated case, the four equivalent statements of
the previous Proposition 4.10 are also equivalent to the following fifth, completely order-theoretic one:
v.) R is Archimedean.
Proof: It is an immediate consequence of the definitions of the normal topology and of the Riesz
topology that every 0-neighbourhood of the Riesz topology is also a 0-neighbourhood of the normal
topology. Conversely, if a subset U ′ of R is a 0-neighbourhood of the normal topology, and (vˆn)n∈N
a dominating sequence of R, then Proposition 3.12 shows that there exists a sequence (δn)n∈N in
]0,∞[ such that Uδ ⊆ U
′. As Uδ is absorbing balanced convex and saturated as well as directed by
Proposition 3.11, it follows that U ′ is also a 0-neighbourhood of the Riesz topology on R.
Moreover, Theorem 3.13 shows that the four equivalent statements of the previous Proposition 4.10,
especially ii.), are also equivalent to R being Archimedean. 
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The essence of the above Theorem 4.11, namely that every countably dominated Archimedean Riesz
space has a faithful representation, can also be derived from the Maeda-Ogasawara-Theorem for the
representation of Archimedean Riesz spaces by extended real-valued functions and a category argument.
The new idea here is that this result can be seen as a special case of Theorem 3.13 for ordered vector
spaces. Theorem 4.11 is a simultaneous generalization of the representation theorem [3, Thm. 2.2] in
the special case of countably generated Archimedean Riesz spaces, and of the classical representation
theorem for Archimedean Riesz spaces with a strong order unit. Note also that the Minkowski functional
‖ · ‖U of an absorbing balanced convex and saturated as well as directed subset U of a Riesz space R
is just an M -seminorm like e.g. in [3], which explains the importance of the Riesz topology from the
point of view of representation theory.
5 Representation of Ordered ∗-Algebras
We now come to the main section which develops the generalized Gelfand-Naimark Theorems for
ordered ∗-algebras. The definition of ∗-algebras has already been given in the introduction. An element
a of a ∗-algebra A is called Hermitian if a = a∗ and the real linear subspace of all Hermitian elements
in A is denoted by AH. An ordered
∗-algebra is a ∗-algebra A together with a partial order ≤ on AH
such that AH becomes an ordered vector space fulfilling 0 ≤ 1 as well as a
∗b a ∈ A+H for all a ∈ A
and all b ∈ A+H. This ordered vector space of Hermitian elements is automatically directed because
4a = (a + 1)2 − (a − 1)2 and (a ± 1)2 ∈ A+H hold for all a ∈ AH. A unital
∗-subalgebra B of an
ordered ∗-algebra A, i.e. a linear subspace B of A fulfilling 1 ∈ B as well as b∗ ∈ B and bb′ ∈ B for all
b, b′ ∈ B, is again an ordered ∗-algebra with the order on BH inherited from AH. Ordered
∗-algebras
have already been used for understanding representations of ∗-algebras, e.g. in [8] or [10]. The set of
positive Hermitian elements of an ordered ∗-algebra is an “m-admissible cone” in the languag of [10].
Moreover, at least in the commutative case where AH is a real associative unital algebra, A
+
H is also
called a “quadratic module” in real algebraic geometry.
Definitions made for ordered vector spaces can usually be adapted in an obvious way to ordered
∗-algebras: An ordered ∗-algebra A is called Archimedean or countably dominated if the ordered vector
space AH is Archimedean or countably dominated, respectively. However, note that a commutative
∗-algebra A with an “Archimedean quadratic module” A+H as defined e.g. in [11, Def. 12.5] does
not describe a commutative Archimedean ordered ∗-algebra, but a commutative ordered ∗-algebra in
which the multiplicative unit 1 is a strong order unit (see the discussion under Theorem 3.13). It is
unfortunate that the term “Archimedean” is in use in such different ways. Here we will always stick to
the usage known from ordered vector spaces. There are some important examples of ordered ∗-algebras
that will be relevant in the following:
• For every set X, the space CX of all complex-valued functions on X with the pointwise oper-
ations and the pointwise order on the Hermitian (i.e. real-valued) functions is a commutative
Archimedean ordered ∗-algebra.
• If D is a pre-Hilbert space, i.e. a complex vector space endowed with an inner product 〈 · | · 〉,
antilinear in the first and linear in the second argument, then write L∗(D) for the ∗-algebra of all
linear endomorphisms a of D that are adjointable in the algebraic sense, i.e. for which there exists
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a (necessarily unique) linear endomorphism a∗ of D such that 〈φ | a(ψ) 〉 = 〈 a∗(φ) |ψ 〉 holds for
all φ,ψ ∈ D. An element a of L∗(D) is Hermitian if and only if 〈φ | a(φ) 〉 ∈ R for all φ ∈ D and
L∗(D)H will always be endowed with the usual partial order of operators, i.e. given a ∈ L
∗(D)H,
then a is positive if and only if 〈φ | a(φ) 〉 ≥ 0 for all φ ∈ D. This way, L∗(D) becomes an
Archimedean ordered ∗-algebra which is not commutative in general. Unital ∗-subalgebras of
L∗(D) are called O∗-algebras.
• An almost f -algebra is a Riesz space R endowed with an associative product such that rs ∈ R+
for all r, s ∈ R+ and rs = 0 for all r, s ∈ R with r ∧ s = 0. We will only be interested in almost
f -algebras with a commutative product and a multiplicative unit 1. Then it follows from the
properties of ∨ and ∧ that (|r| − r) ∧ (|r| + r) = 0, so |r|2 − r2 = (|r| − r)(|r| + r) = 0, i.e.
r2 = |r|2 ≥ 0 for all r ∈ R. The complexification A := R ⊗ C of such a commutative unital
almost f -algebra R then becomes a commutative ordered ∗-algebra whose real linear subspace of
Hermitian elements is AH ∼= R.
• If A is a C∗-algebra, then its Hermitian elements can be endowed with a partial order that turns
A into an Archimedean ordered ∗-algebra in which the positive Hermitian elements are precisely
those Hermitian ones whose spectrum is a subset of [0,∞[. This is a well-known, but non-trivial
result in the theory of C∗-algebras. Showing e.g. that the sum of two positive Hermitian elements
is again a positive Hermitian element required some considerable effort in the original proof of
the (non-commutative) representation theorem for C∗-algebras in [4]. Moreover, in a C∗-algebra
A, the unit 1 is a strong order unit of AH, i.e. for every a ∈ AH there exists a λ ∈ [0,∞[ such
that a ≤ λ1, see also the discussion under Theorem 3.13.
• Let A be a ∗-algebra and define the set
A++H :=
{∑N
n=1
a∗nan
∣∣∣ N ∈ N; a1, . . . , aN ∈ A
}
of algebraically positive elements in A. If A++H does not contain a real linear subspace of AH
besides the trivial one {0}, then A can be turned into an ordered ∗-algebra such that A+H = A
++
H .
Otherwise, i.e. if there is a ∈ AH \ {0} such that both a and −a are algebraically positive, there
is no possibility to turn A into an ordered ∗-algebra. So the existence of a suitable order on
a ∗-algebra (especially the antisymmetry of the order) is a non-trivial condition. We will see
that this, together with two or three further conditions, allows to prove representation theorems
similar to, but more general than those known for C∗-algebras.
If A is a ∗-algebra, then its complex dual vector space A∗ carries an antilinear involution · ∗ : A∗ → A∗,
ω 7→ ω∗, given by 〈ω∗ , a 〉 := 〈ω , a∗ 〉 for all a ∈ A. We say again that an element ω ∈ A∗ is
Hermitian if ω∗ = ω and write A∗H for the set of all Hermitian linear functionals on A, which is a real
linear subspace of A∗. Note that a linear functional ω on A is Hermitian if and only if 〈ω , a 〉 ∈ R
holds for all a ∈ AH. Thus every ω ∈ A
∗
H can be restricted to an R-linear functional on AH, and one
can check that this restriction describes an R-linear isomorphism between the vector spaces A∗H and
(AH)
∗. An (extremal) positive Hermitian linear functional on an ordered ∗-algebra A is then defined as
a Hermitian linear functional on A whose restriction to a (real) linear functional on the ordered vector
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space AH is an (extremal) positive linear functional. The sets of these (extremal) positive Hermitian
linear functionals are denoted by A∗,+H and A
∗,+,ex
H , respectively, and we say that the order on A is
induced by its (extremal) positive Hermitian linear functionals if the order on AH is induced by its
(extremal) positive linear functionals. Note that positivity of a Hermitian linear functional ω on an
ordered ∗-algebra A is in general a stronger condition than just the requirement that 〈ω , a∗a 〉 ≥ 0
for all a ∈ A, which is used quite often in the literature when linear functionals on general ∗-algebras
are discussed. However, if A is an ordered ∗-algebra in which only the algebraically positive Hermitian
linear functionals are positive, i.e. if A is of the type of the fifth example above, then 〈ω , a∗a 〉 ≥ 0
for all a ∈ A is also sufficient for a Hermitian linear functional ω on A to be positive.
Positive Hermitian linear functionals on an ordered ∗-algebra A have some nice properties: Given
ω ∈ A∗,+H and a, b ∈ A, then the Cauchy-Schwarz inequality
∣∣〈ω , b∗a 〉∣∣2 ≤ 〈ω , b∗b 〉〈ω , a∗a 〉 (5.1)
holds, as well as
∣∣〈ω , a 〉∣∣2 ≤ 〈ω , 1 〉〈ω , a∗a 〉 (5.2)
in the special case that b = 1. This has an important consequence: If a positive Hermitian linear
functional ω on A fulfils 〈ω , 1 〉 = 0, then ω = 0. A state on A is a positive Hermitian linear
functional ω on A that fulfils 〈ω , 1 〉 = 1. So every ω˜ ∈ A∗,+H \ {0} is a multiple of a unique state ω
on A, namely of ω = 〈 ω˜ , 1 〉−1ω˜. The set of all states on A will be denoted by S(A) and is clearly a
convex (possibly empty) subset of the real vector space A∗H. Again, note that by this definition, states
are positive on whole A+H, not just on squares.
A map Φ: A → B between two ∗-algebras is said to be multiplicative if Φ(aa′) = Φ(a)Φ(a′) holds for
all a, a′ ∈ A. Furthermore, it is called a unital ∗-homomorphism if it is linear and multiplicative, maps
the unit of A to the unit of B and fulfils Φ(a∗) = Φ(a)∗ for all a ∈ A. This last condition is equivalent to
Φ(a) ∈ BH for all a ∈ AH. If A and B are even ordered
∗-algebras, then such a unital ∗-homomorphism
Φ is called positive or an order embedding if its restriction to an R-linear map between the ordered
vector spaces AH and BH is positive or an order embedding, respectively.
For ordered ∗-algebras we are going to discuss two different types of representations, which corre-
spond to the first two examples mentioned above:
Definition 5.1 Let A be an ordered ∗-algebra. Then a representation as operators of A is a tuple
(D, π) of a pre-Hilbert space D and a positive unital ∗-homomorphism π : A → L∗(D). Similarly, a
representation as functions of A is a tuple (X,π) of a set X and a positive unital ∗-homomorphism
π : A → CX . Moreover, such a representation (as operators or as functions) is called faithful if π is
even an order embedding.
Of course, representations as functions are especially interesting for commutative ordered ∗-algebras.
The existence of faithful representations of an ordered ∗-algebra A is closely linked to the question of
whether or not the order on A is induced by its (extremal) positive Hermitian linear functionals.
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5.1 Representation as Operators
The well-known construction of the GNS-representation yields a representation as operators of an
ordered ∗-algebra A out of a positive Hermitian linear functional on it:
Proposition 5.2 Let A be an ordered ∗-algebra and ω ∈ A∗,+H . Then the map 〈 · | · 〉ω : A×A → C,
(a, b) 7→ 〈 a | b 〉ω := 〈ω , a
∗b 〉 (5.3)
is sesquilinear (antilinear in the first, linear in the second argument) and fulfils 〈 a | b 〉ω = 〈 b | a 〉ω as
well as 〈 a | a 〉ω ∈ [0,∞[ for all a, b ∈ A. Write ‖ · ‖ω for the corresponding seminorm on A, defined as
‖a‖ω := 〈 a | a 〉
1/2
ω for all a ∈ A, and ker‖ · ‖ω :=
{
a ∈ A
∣∣ ‖a‖ω = 0
}
for its kernel. Then 〈 · | · 〉ω
remains well-defined on the quotient vector space A/ker‖ · ‖ω on which it describes an inner product.
Now write Dω for the pre-Hilbert space of A/ker‖ · ‖ω with inner product 〈 · | · 〉ω, and [b]ω ∈ A/ker‖ · ‖ω
for the equivalence class of an element b ∈ A. Then for every a ∈ A, the map πω(a) : Dω → Dω,
[b]ω 7→ πω(a)
(
[b]ω
)
:= [ab]ω (5.4)
is a well-defined linear endomorphism of Dω, it is even adjointable with adjoint πω(a
∗), and the resulting
map A ∋ a 7→ πω(a) ∈ L
∗(Dω) is a positive unital
∗-homomorphism. Altogether,
(
Dω, πω
)
is a
representation as operators of the ordered ∗-algebra A.
Proof: The only detail which is not completely part of the classical GNS-construction for ∗-algebras
as described e.g. in [10, Sec. 8.6] is the observation that πω is not only a unital
∗-homomorphism, but
also positive, because
〈
[b]ω
∣∣πω(a) [b]ω
〉
= 〈ω , b∗a b 〉 ≥ 0 for all a ∈ A+H. 
Definition 5.3 Let A be an ordered ∗-algebra and ω ∈ A∗,+H , then the representation as operators(
Dω, πω
)
from the previous Proposition 5.2 is called the GNS representation of A with respect to ω.
The problem of existence of representations as operators of ordered ∗-algebras can be treated completely
analogous to the case of general ∗-algebras:
Proposition 5.4 Let A be an ordered ∗-algebra, then there exists a faithful representation as operators
of A if and only if the order on A is induced by its positive Hermitian linear functionals.
Proof: Assume that there exists a faithful representation as operators (D, π) of A. Given a ∈ AH\A
+
H,
then there exists φ ∈ D such that
〈
φ
∣∣ π(a)(φ) 〉 < 0. But A ∋ b 7→ 〈φ ∣∣ π(b)(φ) 〉 ∈ C is a positive
Hermitian linear functional. So we conclude that the order on A is induced by its positive Hermitian
linear functionals.
Conversely, assume that the order onA is induced by its positive Hermitian linear functionals. Using
the GNS representations of A, define the orthogonal sum of pre-Hilbert spaces Dtot :=
⊕
ω∈A∗,+
H
Dω
with inner product denoted by 〈 · | · 〉tot, as well as for every element a ∈ A the linear endomorphism
πtot(a) :=
⊕
ω∈A∗,+
H
πω(a) of Dtot, i.e.
∑
ω∈A∗,+
H
[b]ω 7→ πtot(a)
(∑
ω∈A∗,+
H
[b]ω
)
:=
∑
ω∈A∗,+
H
πω(a)
(
[b]ω
)
.
Then it is easy to check that πtot(a) is even adjointable with adjoint πtot(a
∗) and that the resulting
map πtot : A → L
∗
(
Dtot
)
, a 7→ πtot(a) is a positive unital
∗-homomorphism. Moreover, πtot is even an
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order embedding: Indeed, for every a ∈ AH \ A
+
H there exists an ω ∈ A
∗,+
H such that 〈ω , a 〉 < 0 and
thus
〈
[1]ω
∣∣ πtot(a)([1]ω)
〉
tot
= 〈ω , a 〉 < 0. It follows that
(
Dtot, πtot
)
is a faithful representation as
operators. 
Application of Theorem 3.13 to the above Proposition 5.4 immediately yields the following generaliza-
tion of the (non-commutative) Gelfand-Naimark Theorem:
Theorem 5.5 Let A be a countably dominated ordered ∗-algebra, then A has a faithful representation
as operators if and only if A is Archimedean.
The original (non-commutative) Gelfand-Naimark Theorem is essentially the special case of this The-
orem 5.5 for ordered ∗-algebras A in which the multiplicative unit 1 is also a strong order unit. As
discussed under Theorem 3.13, A is automatically countably dominated in this case. Note also that
the image of a countably dominated ordered ∗-algebra A under a faithful representation as operators
is an O∗-algebra with metrizable graph topology in the language of [10], which, conversely, are always
countably dominated. So the above Theorem 5.5 yields an order-theoretic characterization of the O∗-al-
gebras with metrizable graph topology. This goes in a similar direction as [12], where a topological
characterization of a large class of O∗-algebras has been given.
5.2 Representation as Functions
A slight modification of the well-known Gelfand transformation yields a representation as functions of
any ordered ∗-algebra:
Definition 5.6 Let A be an ordered ∗-algebra, then the set of all multiplicative states on A, i.e. of all
positive unital ∗-homomorphisms from A to C, will be denoted by Sm(A).
Proposition 5.7 Let A be an ordered ∗-algebra. Then the map πGelfand : A → C
Sm(A), a 7→ πGelfand(a)
with πGelfand(a) : Sm(A)→ C,
ω 7→ πGelfand(a)(ω) := 〈ω , a 〉 (5.5)
is a positive unital ∗-homomorphism and
(
Sm(A), πGelfand
)
is a representation as functions of A.
Proof: This is an immediate consequence of the properties of the elements in Sm(A). 
In order to guarantee the existence of many multiplicative states, we have to examine states which are
at the same time extremal positive Hermitian linear functionals:
Definition 5.8 Let A be an ordered ∗-algebra. Then a state ω on A is called pure if ω is also an
extremal positive Hermitian linear functional on A. The set of all pure states on A will be denoted by
Sp(A) := S(A) ∩ A
∗,+,ex
H .
The above definition of pure states is equivalent to the more common one as extreme points of the
convex set of states:
Proposition 5.9 Let A be an ordered ∗-algebra, then Sp(A) = ex
(
S(A)
)
.
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Proof: If ω is an extreme point of S(A), then it is also an extremal positive Hermitian linear functional,
hence a pure state: Indeed, given ρ ∈ A∗,+H such that ρ ≤ ω, then, as a consequence of the Cauchy-
Schwarz inequality, either both 〈 ρ , 1 〉 and 〈ω − ρ , 1 〉 are in ]0, 1[, or ρ = µω with µ ∈ {0, 1}. In the
former case,
ω = 〈ω − ρ , 1 〉
(
〈ω − ρ , 1 〉−1(ω − ρ)
)
+ 〈 ρ , 1 〉
(
〈 ρ , 1 〉−1ρ
)
is a representation of ω as a non-trivial convex combination of the two elements 〈ω − ρ , 1 〉−1(ω − ρ)
and 〈 ρ , 1 〉−1ρ of S(A), which implies ρ = µω with µ = 〈 ρ , 1 〉.
Conversely, if ω is pure state on A, then it is an extreme point of S(A): If ω = λρ + (1 − λ)ρ′
with ρ, ρ′ ∈ S(A) and λ ∈ ]0, 1[, then λρ ≤ ω and (1− λ)ρ′ ≤ ω. Consequently, there are µ, µ′ ∈ [0, 1]
such that λρ = µω and (1 − λ)ρ′ = µ′ω. Evaluation on 1 shows that λ = µ and (1 − λ) = µ′, hence
ρ = ω = ρ′. 
The sets of pure states and of multiplicative states on an ordered ∗-algebra are closely related. In order
to see this, the following concept will be helpful:
Definition 5.10 Let A be an ordered ∗-algebra, ω a state on A and a ∈ A. The variance of ω on a is
defined as
Varω(a) :=
〈
ω ,
(
a− 〈ω , a 〉1
)∗(
a− 〈ω , a 〉1
) 〉
. (5.6)
Note that Varω(a) ∈ [0,∞[ and that the alternative formula Varω(a) = 〈ω , a
∗a 〉− |〈ω , a 〉|2 holds for
every state ω on every ordered ∗-algebra A and all a ∈ A.
Proposition 5.11 If A is an ordered ∗-algebra and ω a multiplicative state on A, then ω is a pure
state on A.
Proof: By Proposition 5.9, the pure states are precisely the extreme points of the set of all states. So
assume that ρ, ρ′ ∈ S(A) and λ ∈ ]0, 1[ fulfil ω = λρ+ (1− λ)ρ′, then one can check that the identity
Varω(a) = Varλρ+(1−λ)ρ′(a) = λVarρ(a) + (1− λ)Varρ′(a) + λ(1− λ)
∣∣〈 ρ− ρ′ , a 〉∣∣2
holds for all a ∈ A. Moreover, Varω(a) = 0 because ω is multiplicative. It follows that |〈 ρ−ρ
′ , a 〉|2 = 0
for all a ∈ A because Varρ(a) and Varρ′(a) are non-negative, so ρ = ρ
′ = ω. 
Proposition 5.12 Let A be an ordered ∗-algebra, ω a state on A and a ∈ A with Varω(a) = 0, then
〈ω , b∗a 〉 = 〈ω , b∗ 〉〈ω , a 〉 and 〈ω , a∗b 〉 = 〈ω , a∗ 〉〈ω , b 〉 (5.7)
hold for all b ∈ A. A state ω on A thus is multiplicative if (and only if) Varω(a) = 0 for all a ∈ A.
Proof: The Cauchy-Schwarz inequality yields
∣∣〈ω , a∗b 〉 − 〈ω , a∗ 〉〈ω , b 〉∣∣2 = ∣∣〈ω , (a− 〈ω , a 〉1)∗(b− 〈ω , b 〉1) 〉∣∣2 ≤ Varω(a)Varω(b)
even for all a, b ∈ A. 
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>From now on, only commutative ordered ∗-algebras will be of interest. There is an important class
of such algebras for which we will show that the pure states are precisely the multiplicative ones:
Definition 5.13 A commutative ordered ∗-algebra A is called radical if it has the following property:
Whenever a ∈ A and b ∈ AH fulfil a
∗a ≥ 1 and aba∗ ≥ 0, then b ≥ 0.
There are some important examples of radical commutative ordered ∗-algebras:
Proposition 5.14 Let A be a commutative ordered ∗-algebra with the property that every c ∈ AH which
fulfils c ≥ 1 has a multiplicative inverse c−1 in A, then A is radical.
Proof: Given a ∈ A and b ∈ AH such that a
∗a ≥ 1 and aba∗ ≥ 0. There exists a multiplicative
inverse (a∗a)−1 of a∗a, which yields a left inverse aℓ of a, namely aℓ := (a
∗a)−1a∗. Consequently,
b = aℓ(aba
∗)a∗ℓ ≥ 0. 
Note that the commutativity of the algebra is not used in the above proof of Proposition 5.14.
Proposition 5.15 Let A be a commutative ordered ∗-algebra. If A has a faithful representation as
functions, then A is radical and Archimedean.
Proof: Let (X,π) be a faithful represent as functions of A. It is easy to check that CX is radical, e.g.
by using the previous Proposition 5.14, and it is also clearly Archimedean. Using that π : A → CX is
a positive unital ∗-homomorphism and an order embedding, it follows immediately that A has to be
radical and Archimedean as well. 
Proposition 5.16 Let A := R ⊗ C be the complexification of an Archimedean commutative unital
almost f -algebra R, then A is radical.
Proof: Consider a ∈ A and b ∈ AH such that a
∗a ≥ 1 and aba∗ ≥ 0. Multiplication with the negative
component b− ∈ A
+
H of b yields 0 ≤ b−(aba
∗) = a
(
b−(b+ − b−)
)
a∗ = −a(b−)
2a∗ ≤ 0 by using the
commutativity of A and the properties of almost f -algebras, so a(b−)
2a∗ = 0. From 1 ≤ a∗a it now
follows that 0 ≤ (b−)
2 ≤ b− a
∗a b− = a(b−)
2a∗ = 0, so (b−)
2 = 0. As a consequence, 2ǫ(ǫ1 − b−) =
(ǫ1 − b−)
2 + ǫ21 ≥ 0, hence b− ≤ ǫ1, holds for all ǫ ∈ ]0,∞[, which implies b− ≤ 0 because A is
Archimedean by assumption. This finally shows that b = b+ − b− ≥ 0. 
It is also worthwhile to mention an important non-example:
Example 5.17 Consider the ∗-algebra C[x, y] of complex polynomials in two variables x and y with
the ∗-involution given by complex conjugation of coefficients, thus C[x, y]H ∼= R[x, y]. On C[x, y]H
choose the partial order that turns C[x, y] into an ordered ∗-algebra with cone of positive elements
given by sums of squares, i.e.
C[x, y]+H := C[x, y]
++
H =
{∑N
n=1
p∗npn
∣∣∣ N ∈ N; p1, . . . , pN ∈ C[x, y]
}
. (5.8)
Note that the product of two elements of C[x, y]+H is again in C[x, y]
+
H. It is well-known that there
exist polynomials p ∈ C[x, y]H \ C[x, y]
+
H which are still pointwise positive on R
2, i.e. p(s, t) ≥ 0 for
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all (s, t) ∈ R2. An explicit example from [1] is p := x2y2(x2 + y2 − 1) + 1 = x4y2 + x2y4 − x2y2 + 1.
Now consider q := x2 + y2 + 1 ∈ C[x, y]+H, then
pq = x6y2 + x4y4 + x2y6 + x2y2 + x2 + y2 +
(
x2y2 − 1
)2
∈ C[x, y]+H
is a sum of squares, and thus even pqn ∈ C[x, y]+H for all n ∈ N, and especially qpq ∈ C[x, y]
+
H. As
q2 ≥ 1 we conclude that C[x, y] (with this choice for the order) is not a radical ordered ∗-algebra
and especially does not have a faithful representation as functions due to Proposition 5.15. Note
also that one can show that there exists a locally convex topology on C[x, y]H with respect to which
C[x, y]+H is closed, see [10, Cor. 11.6.4]. It thus follows from Lemma 3.5 that the order on C[x, y]
is induced by its Hermitian positive linear functionals. Moreover, using that xnym ≤ (xnym + 1)2/2
and −xnym ≤ (xnym − 1)2/2 for all n,m ∈ N0, it is not hard to construct a dominating sequence in
C[x, y]H, so C[x, y] is countably dominated. Therefore Theorem 3.13 applies and shows that C[x, y] is
Archimedean and that its order is induced by its extremal positive Hermitian linear functionals.
We proceed with examining the relation between pure states and multiplicative states:
Lemma 5.18 Let A be a commutative ordered ∗-algebra and ω ∈ S(A), then
{
a ∈ A
∣∣ Varω(a) = 0
}
is a unital ∗-subalgebra of A and is the largest (with respect to inclusion) unital ∗-subalgebra of A on
which the restriction of ω is multiplicative. In the special case that Varω(1 + a
2) = 0 holds for all
a ∈ AH it follows that ω is multiplicative on whole A.
Proof: First assume that ω is an arbitrary state on A. Then it is easy to check that Varω(λa) =
|λ|2Varω(a) and also (using the commutativity of A) Varω(a
∗) = Varω(a) hold for all a ∈ A and all
λ ∈ C. Moreover, if a, b ∈ A fulfil Varω(a) = Varω(b) = 0, then one can check with the help of
Proposition 5.12 that
Varω(a+ b) =
〈
ω , a∗a+ a∗b+ b∗a+ b∗b
〉
−
∣∣〈ω , a 〉+ 〈ω , b 〉∣∣2 = 0
and
Varω(ab) =
〈
ω , b∗a∗a b
〉
−
∣∣〈ω , ab 〉∣∣2 = 0 .
As Varω(1) = 0 is clearly fulfilled as well, one sees that
{
a ∈ A
∣∣ Varω(a) = 0
}
is a unital ∗-subalgebra
of A. From Proposition 5.12 it also follows that the restriction of ω to
{
a ∈ A
∣∣ Varω(a) = 0
}
is
multiplicative. Conversely, if B is another unital ∗-subalgebra of A such that the restriction of ω to
B is multiplicative, then it follows that Varω(b) = 〈ω , b
∗b 〉 − |〈ω , b 〉|2 = 0 for all b ∈ B and thus
B ⊆
{
a ∈ A
∣∣ Varω(a) = 0
}
.
Now assume that Varω(1+ a
2) = 0 holds for all a ∈ AH. As 4b =
(
1+ (b+ 1)2
)
−
(
1+ (b− 1)2
)
holds for all b ∈ AH, it follows from Varω
(
1+(b±1)2
)
= 0 that Varω(b) = 0 for all b ∈ AH, hence even
Varω(c) = 0 for all c ∈ A because c = cr + ici with cr := (c+ c
∗)/2 ∈ AH and ci := (c− c
∗)/(2i) ∈ AH.
Application of Proposition 5.12 thus shows that ω is multiplicative on whole A. 
Proposition 5.19 Let A be a radical commutative ordered ∗-algebra, then Sp(A) = Sm(A), i.e. a
state on A is a pure state if and only if it is multiplicative.
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Proof: Let ω be a state on A. If ω is multiplicative, then Proposition 5.11 shows that ω is also a pure
state. Conversely, if ω is a pure state, then it remains to show that Varω(a
2 + 1) = 0 for all a ∈ AH,
which, by the previous Lemma 5.18, already implies that ω is multiplicative.
So let a ∈ AH be given and define the subset Sa :=
{
(1 + a2)b
∣∣ b ∈ AH
}
of AH. It is clear that
Sa is a (real) linear subspace of AH. If (1+ a
2)b = (1+ a2)b′ with b, b′ ∈ AH, then b− b
′ = 0 because
0 = (1+ a2)(b− b′) = (a + i1)(b − b′)(a + i1)∗ and because A is radical. So every element of Sa is of
the form (1+ a2)b with a unique b ∈ AH and the map ρ˜ : Sa → R,
(1+ a2)b 7→
〈
ρ˜ , (1+ a2)b
〉
:= 〈ω , b 〉
is well-defined and is clearly R-linear. Moreover, for every c ∈ AH there exists a (1+ a
2)b ∈ Sa with
b ∈ AH such that 0 ≤ (1+ a
2)b and c ≤ (1 + a2)b, e.g. (1 + a2)b := (1+ a2)(1+ c)2/2. Using again
that A is radical one sees that ρ˜ is even positive with respect to the order on Sa inherited from AH,
so the extension theorem for positive linear functionals applies and shows that there exists a positive
linear functional ρ on AH fulfilling 〈 ρ , (1 + a
2)b 〉 = 〈ω , b 〉 for all b ∈ AH. Using the isomorphism
between (AH)
∗ and A∗H we can also treat ρ as a positive Hermitian linear functional on A.
As 〈 ρ , b 〉 ≤
〈
ρ , (1+ a2)b
〉
= 〈ω , b 〉 holds for all b ∈ AH it follows that ρ ≤ ω, hence there exists
µ ∈ [0, 1] such that ρ = µω because ω is a pure state by assumption. From evaluation on 1+ a2 and
(1+ a2)2 one gets
µ
〈
ω , 1+ a2
〉
=
〈
ρ , 1+ a2
〉
= 〈ω , 1 〉 = 1
and
µ
〈
ω , (1+ a2)2
〉
=
〈
ρ ,
(
1+ a2
)2 〉
=
〈
ω , 1+ a2
〉
,
which yields µ 6= 0 and
〈
ω , 1+ a2
〉
= µ−1 as well as
〈
ω , (1+ a2)2
〉
= µ−2, thus Varω(1+ a
2) = 0.
Similar results about the relation between pure and multiplicative states on certain ∗-algebras have
already occured before, e.g. [2, Thm. 2] for Banach ∗-algebras or [10, Prop. 11.3.9] for general ∗-algebras
endowed with a special choice of a (pre-)order.
Corollary 5.20 Let A be a radical commutative ordered ∗-algebra, then
A∗,+,exH =
{
ω ∈ A∗,+H
∣∣ ∀a∈A : 〈ω , 1 〉〈ω , a∗a 〉 = |〈ω , a 〉|2
}
(5.9)
and the set A∗,+,exH of extremal positive Hermitian linear functionals on A is weak-
∗-closed in A∗H.
Proof: Let ω be a positive Hermitian linear functional on A. Then either ω = 0, in which case
ω ∈ A∗,+,exH and 〈ω , 1 〉〈ω , a
∗a 〉 = |〈ω , a 〉|2 for all a ∈ A hold, or 〈ω , 1 〉 > 0. In this second case,
ω˜ := 〈ω , 1 〉−1ω is a state on A and the following chain of equivalences holds: ω is even an extremal
positive Hermitian linear functional if and only if ω˜ is a pure state, which is equivalent to ω˜ being
multiplicative by the previous Proposition 5.19, and Proposition 5.12 shows that this holds if and only
if Varω˜(a) = 0 for all a ∈ A. As 〈ω , 1 〉
2Varω˜(a) = 〈ω , 1 〉〈ω , a
∗a 〉 − |〈ω , a 〉|2, identity (5.9) is
proven.
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Finally, as A∗,+H is weak-
∗-closed in A∗H and as A
∗
H ∋ ω 7→ 〈ω , 1 〉〈ω , a
∗a 〉 − |〈ω , a 〉|2 ∈ R is a
weak-∗-continuous function, one sees that the right hand side of (5.9) is weak-∗-closed in A∗H. 
Corollary 5.21 Let X be a set and A a unital ∗-subalgebra of CX , endowed with the pointwise order
inherited from CX , then the pure states on A are precisely the multiplicative ones.
Proof: A is radical by Proposition 5.15 and so Proposition 5.19 applies. 
Note, however, that there might be more multiplicative states on A than just evaluation functionals
at points of X.
Corollary 5.22 Let A be a radical commutative ordered ∗-algebra, then the following is equivalent:
i.) The Gelfand transformation
(
Sm(A), πGelfand
)
of A discussed in Proposition 5.7 is a faithful
representation as functions.
ii.) There exists a faithful representation as functions of A.
iii.) The order on A is induced by its extremal positive Hermitian linear functionals.
Proof: The implication i.) =⇒ ii.) is trivial.
Assume that there exists a faithful representation as functions (X,π) of A and let a ∈ AH \A
+
H be
given. Then there exists an x ∈ X fulfilling π(a)(x) < 0. But the linear functionalA ∋ b 7→ π(b)(x) ∈ C
is a multiplicative state, hence a pure state by Proposition 5.11, and thus especially an extremal positive
Hermitian linear functional on A. This proves the implication ii.) =⇒ iii.).
Finally, if the order on A is induced by its extremal positive Hermitian linear functionals, then for
every a ∈ AH \ A
+
H there exists an extremal positive Hermitian linear functional ω˜ on A such that
〈 ω˜ , a 〉 < 0. From ω˜ 6= 0 it follows that 〈 ω˜ , 1 〉 > 0 and therefore ω := 〈 ω˜ , 1 〉−1ω˜ is a well-defined
pure state on A, thus also a multiplicative state by Proposition 5.19. So we see that πGelfand(a) cannot
be positive because πGelfand(a)(ω) < 0, and conclude that the Gelfand transformation of A is faithful,
i.e. iii.) =⇒ i.) holds. 
There are some representation theorems for commutative ∗-algebras endowed with a locally convex
topology defined by submultiplicative seminorms, i.e. seminorms fulfilling the estimate ‖ab‖ ≤ ‖a‖‖b‖
for all elements a and b of the algebra. One example is of course the commutative Gelfand-Naimark
theorem. However, for radical commutative ordered ∗-algebras, the above Corollary 5.22 combined
with Corollary 3.8 yields an approach using a rather different type of locally convex topologies.
By combining Corollary 5.22 with Theorem 3.13, we will indeed obtain faithful representations
as functions of many radical commutative ordered ∗-algebras. In addition, positive Hermitian linear
functionals can often be expressed as integrals in such representations:
Definition 5.23 Let X be a set, Y a subset of X and A a unital ∗-subalgebra of CX . Then a positive
Hermitian linear functional ω on A is said to be supported on Y if 〈ω , f 〉 ≥ 0 holds for all f ∈ AH
that fulfil f(y) ≥ 0 for all y ∈ Y .
If ω is supported on Y , then ω remains well-defined on the restrictions of functions in A to Y , because
〈ω , f 〉 = 0 for all f ∈ A whose restriction to Y is the constant 0-function.
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Definition 5.24 Let X be a set and A a unital ∗-subalgebra of CX . A Daniell quasi-integral on A
is a positive Hermitian linear functional ω on A with the following property: Whenever (fk)k∈N is
a decreasing sequence in A+H with pointwise infimum 0, i.e. infk∈N fk(x) = 0 for all x ∈ X, then
infk∈N〈ω , fk 〉 = 0.
If AH is also a Riesz subspace of (C
X)H ∼= R
X , then a Daniell quasi-integral is a Daniell integral in
the usual sense, hence can be represented by integration over a finite and countably additive positive
measure on a suitable σ-algebra on X.
Theorem 5.25 Let A be a radical, Archimedean and countably dominated commutative ordered ∗-al-
gebra, then the following holds:
• The Gelfand transformation
(
Sm(A), πGelfand
)
of A discussed in Proposition 5.7 is a faithful
representation as functions.
• For every ω ∈ A∗,+H there exists a unique positive Hermitian linear functional ωˆ on the image
of A under πGelfand which fulfils 〈ω , a 〉 = 〈 ωˆ , πGelfand(a) 〉 for all a ∈ A. Moreover, ωˆ is a
Daniell quasi-integral and there exists an increasing sequence (Ln)n∈N of weak-
∗-compact subsets
of Sm(A) such that ωˆ is supported on
⋃
n∈N Ln.
Proof: Theorem 3.13 shows that the order on A is induced by its extremal positive Hermitian linear
functionals, so the Gelfand transformation of A is faithful by Corollary 5.22. Because of this, one can
define for every ω ∈ A∗,+H a (necessarily unique) positive Hermitian linear functional ωˆ on the image
of A under πGelfand by setting 〈 ωˆ , πGelfand(a) 〉 := 〈ω , a 〉 for all a ∈ A. In order to prove that ωˆ is
a Daniell quasi-integral and supported on a countable union of weak-∗-compact subsets of Sm(A), the
decomposition of positive Hermitian linear functionals into extremal ones from Proposition 3.7 has to
be examined more closely:
Define U ′ :=
{
a ∈ AH
∣∣ 〈ω , a 〉 ∈ [−1, 1] }, then U ′ is an absorbing balanced convex and saturated
subset of AH and therefore a 0-neighbourhood of the normal topology on AH. From Propositions 3.11
and 3.12 it follows that there exists an absorbing balanced convex and saturated as well as directed
subset U of U ′. Let K :=
{
ρ ∈ A∗,+H
∣∣ ∀u∈U : 〈 ρ , u 〉 ≤ 1
}
and E := K ∩ A∗,+,exH , then ω ∈ K.
Proposition 3.7 shows that K is weak-∗-compact and that K = ⟪E⟫cl-conv. From Corollary 5.20 it
follows that E is weak-∗-compact as well.
Now define Ln :=
{
ρ ∈ Sm(A)
∣∣ ρ/n ∈ K } for all n ∈ N, then one can check that Ln ⊆ Ln+1.
Moreover, as Ln = Sm(A) ∩ nK with nK := {nρ | ρ ∈ K }, as Sm(A) is weak-
∗-closed in A∗H, and as
nK is weak-∗-compact, Ln is also weak-
∗-compact. Furthermore, given ρ ∈ E, then either ρ = 0 or
〈 ρ , 1 〉 > 0, in which case 〈 ρ , 1 〉−1ρ ∈ Ln for sufficiently large n ∈ N such that 〈 ρ , 1 〉
−1 ≤ n.
We can now check the properties of ωˆ: If a ∈ AH fulfils πGelfand(a)(ρ) ≥ 0 for all ρ ∈
⋃
n∈NLn,
then 〈 ρ , a 〉 ≥ 0 for all ρ ∈ E and therefore 〈 ρ , a 〉 ≥ 0 for all ρ ∈ ⟪E⟫cl-conv = K, especially
πGelfand(a)(ω) = 〈ω , a 〉 ≥ 0. So ωˆ is supported on
⋃
n∈N Ln. Similarly, if (ak)k∈N is a decreasing
sequence inA+H such that infk∈N πGelfand(ak)(ρ) = 0 holds for all ρ ∈ Sm(A), then infk∈N〈 ρ , ak 〉 = 0 for
all ρ ∈ E. As E is weak-∗-compact, Dini’s theorem implies that the decreasing sequence
(
〈 ρ , ak 〉
)
k∈N
even converges uniformly on E against 0, i.e. for every ǫ ∈ ]0,∞[ there exists an ℓ ∈ N such that
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〈 ρ , ak 〉 ≤ ǫ holds for all k ∈ N with k ≥ ℓ and all ρ ∈ E. But this estimate then remains true even
for all ρ ∈ ⟪E⟫cl-conv = K, especially for ρ = ω, so infk∈N〈ω , ak 〉 = 0. 
Note that the above Theorem 5.25 especially applies to (the complexification of) countably domi-
nated Archimedean commutative unital almost f -algebras, which are automatically radical by Propo-
sition 5.16. In this case, the Hermitian elements form a Riesz space on which the multiplicative states
are also Riesz homomorphisms as an immediate consequence of Lemma 4.2 together with the properties
of almost f -algebras. So the Gelfand transformation maps the Hermitian elements to a Riesz space of
functions, on which the positive Hermitian linear functionals of the algebra are represented as actual
Daniell integrals.
The two Theorems 5.5 and 5.25 hopefully allow to develop a theory of ∗-algebras of (possibly un-
bounded) operators in a representation-independent way. While the assumption of being countably
dominated might be replaced by others, e.g. the existence of a well-behaved locally convex topology,
the property of being radical is necessary for a commutative ordered ∗-algebra to have a faithful repre-
sentation as functions, see Proposition 5.15. Because of this, the question arises how to generalize this
property to non-commutative ordered ∗-algebras in order to guarantee that their commutative unital
∗-subalgebras are radical in the sense of Definition 5.13. Simply erasing the adjective “commutative”
in Definition 5.13 certainly is one possibility, but one could also think of others. In concrete examples
of operators on a (pre-)Hilbert space, this property should be related to self-adjointness of certain
operators; Proposition 5.14 already points in this direction.
6 Applications
The first applications are concerned with countably generated ∗-algebras. These have the following
helpful property:
Lemma 6.1 Let A be a countably generated ∗-algebra. If AH is endowed with any partial order ≤ such
that A becomes an ordered ∗-algebra, then A with this order is automatically countably dominated.
Proof: As A is countably generated, there also exists a sequence (an)n∈N in AH such that the R-linear
span of { an | n ∈ N } is whole AH. Moreover, from (1± an)
2 ∈ A+H it follows that ±2an ≤ 1+ a
2
n for
all n ∈ N. So define the increasing sequence (vˆn)n∈N in A
+
H as vˆn := n
∑n
k=1(1+ a
2
n), then (vˆn)n∈N is
a dominating sequence because for every b ∈ AH there exists an n ∈ N such that b can be expressed
as b =
∑n
k=1 2βnan with coefficients β1, . . . , βn ∈ [−n, n], hence b ≤ vˆn. 
This allows to characterize those countably generated ∗-algebras that have representations as operators
or representations as functions:
Theorem 6.2 Let A be a countably generated ∗-algebra. Then there exists a pre-Hilbert space D and
an injective unital ∗-homomorphism π : A→ L∗(D) if and only if there exists a partial order ≤ on AH
with which A becomes an Archimedean ordered ∗-algebra.
Proof: If such an injective unital ∗-homomorphism π exists, then a partial order ≤ on AH can be
defined for all a, b ∈ AH as a ≤ b if and only if π(a) ≤ π(b). Clearly, A with this order is an
Archimedean ordered ∗-algebra because L∗(D) is an Archimedean ordered ∗-algebra.
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Conversely, if there exists such a partial order ≤ on AH, then A with this order is a countably
dominated Archimedean ordered ∗-algebra by the previous Lemma 6.1 and Theorem 5.5 applies. 
Theorem 6.3 Let A be a countably generated commutative ∗-algebra. Then there exists a set X and
an injective unital ∗-homomorphism π : A → CX if and only if there exists a partial order ≤ on AH
with which A becomes a radical and Archimedean commutative ordered ∗-algebra.
Proof: Like before, if such an injective unital ∗-homomorphism π exists, then it can be used to transfer
the pointwise order of CX to A, which turns A into a radical and Archimedean commutative ordered
∗-algebra because CX is radical and Archimedean. And conversely, if there exists such a partial order,
then Lemma 6.1 shows that Theorem 5.25 applies. 
The above Theorem 6.3 can easily be reformulated for countably generated commutative real algebras.
Finally, the results concerning the representation of positive Hermitian linear functionals on com-
mutative ordered ∗-algebras as Daniell quasi-integrals can be used to obtain a generalization of the
Riesz representation theorem: If R is a Riesz subspace and unital subalgebra of the unital almost
f -algebra RX for some set X, then R is an Archimedean commutative unital almost f -algebra. In
this case, a Daniell integral on R is a positive linear functional ω ∈ R∗,+ such that infk∈N〈ω , fk 〉 = 0
holds for every decreasing sequence (fk)k∈N in R
+ that fulfils infk∈N fk(x) = 0 for all x ∈ X. This
is equivalent to demanding that the C-linear extension of ω to the complexification R ⊗ C ⊆ CX is
a Daniell quasi-integral in the sense of Definition 5.24. As it is well-known that every such Daniell
integral can actually be expressed as integration over a suitable measure on a suitable σ-algebra on
X, a simplified version of the Riesz representation theorem states that every positive linear functional
on C (X), the continuous real-valued functions on a compact Hausdorff space X, is a Daniell integral.
Note that in this formulation, the Riesz representation theorem is an immediate consequence of Dini’s
theorem and all measure theoretic considerations are hidden in the theory of Daniell integrals. We can
now give a vast generalization of the Riesz representation theorem:
Theorem 6.4 Let X be a set and R a Riesz subspace and unital subalgebra of the almost f -algebra RX
of all real-valued functions on X with the pointwise operations and the pointwise comparison. Assume
that there exists an increasing sequence (vˆn)n∈N in R
+ such that the set S :=
{
f ∈ R
∣∣ ∃n∈N : |f | ≤ vˆn
}
has the following properties:
• S is a unital subalgebra of R.
• S is point-separating, i.e. for all x, y ∈ X with x 6= y there exists an f ∈ S such that f(x) 6= f(y).
• X is complete in the following sense: For every net (xi)i∈I in X over a directed non-empty
partially ordered set I, which has the property that all the nets
(
f(xi)
)
i∈I
in R with f ∈ S are
Cauchy nets in the usual sense, there exists an xˆ ∈ X such that these nets
(
f(xi)
)
i∈I
with f ∈ S
converge against f(xˆ).
Then every positive linear functional ω ∈ R∗,+ is a Daniell integral. Moreover, for every Riesz homo-
morphism ρ : R→ R which fulfils 〈 ρ , 1 〉 = 1 there exists a unique xˆ ∈ X such that 〈 ρ , f 〉 = f(xˆ) for
all f ∈ R. Similarly, for every positive and multiplicative linear map ρ : R→ R which fulfils 〈 ρ , 1 〉 = 1
there also exists a unique xˆ ∈ X such that 〈 ρ , f 〉 = f(xˆ) for all f ∈ R.
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Proof: It is easy to see that S is a countably dominated Riesz subspace and unital subalgebra of R,
hence also of RX , and especially is an Archimedean commutative unital almost f -algebra of functions
on X.
Let ρ : S → R be a Riesz homomorphism fulfilling 〈 ρ , 1 〉 = 1, then there exists an xˆ ∈ X such
that 〈 ρ , f 〉 = f(xˆ) for all f ∈ S: Indeed, let I :=
{
f ∈ S+
∣∣ 〈 ρ , f 〉 = 0}, then I is a non-empty
subset of S+ because 0 ∈ I, and directed because for all f, g ∈ I also f + g ∈ I. Moreover, for every
f ∈ I, choose xf ∈ X such that f(xf ) ≤ 1. Such a point xf exists because otherwise f − 1 ≥ 0
would contradict 〈 ρ , f − 1 〉 = −1. The resulting net (xf )f∈I has the property that
(
g(xf )
)
f∈S
for all g ∈ I is a net in [0,∞[ that converges against 0, because for all g ∈ I, all ǫ ∈ ]0,∞[ and
all f ∈ I with f ≥ ǫ−1g, the estimate 0 ≤ g(xf ) ≤ ǫf(xf) ≤ ǫ holds. Now given g ∈ S, then
g =
(
g− 〈 ρ , g 〉1
)
+
−
(
g− 〈 ρ , g 〉1
)
−
+ 〈 ρ , g 〉1 with
(
g− 〈 ρ , g 〉1
)
+
,
(
g− 〈 ρ , g 〉1
)
−
∈ I, so the net(
g(xf )
)
f∈I
in R converges against 〈 ρ , g 〉 and especially is a Cauchy net. As g ∈ S was arbitrary, it
follows from the completeness of X that there exists an xˆ ∈ X such that 〈 ρ , g 〉 = g(xˆ) for all g ∈ S.
As S is point-separating, this point xˆ is even uniquely determined.
From Theorem 5.25 it now follows that every positive linear functional ω ∈ S∗,+ is a Daniell
integral: Let A be the complexification of S to a radical commutative ordered ∗-algebra like in Propo-
sition 5.16. Then A is also countably dominated and Archimedean because S is countably dominated
and Archimedean. By Lemma 4.2 and as S is an almost f -algebra, every ρ ∈ Sm(A) restricts to a
Riesz homomorphism from S to R, which coincides with the evaluation at a certain point xˆ of X. So
given a positive linear functional ω on S, then ω extends to a positive Hermitian linear functional on
A, and whenever a decreasing sequence (fk)k∈N in A
+
H
∼= S+ fulfils infk∈N fk(x) = 0 for all x ∈ X,
then infk∈N〈 ρ , fk 〉 = 0 for all ρ ∈ Sm(A), hence infk∈N〈ω , fk 〉 = 0 by Theorem 5.25.
These results for S can be extended to R by approximating elements of R+ with elements from S+:
As the order on R is the pointwise one, the estimate 0 ≤ f − (f ∧n1) = (f −n1)+ ≤ f
2/(4n) holds for
every f ∈ R+ and all n ∈ N, because max{y − n, 0} ≤ y2/4n holds for all y ∈ R+. But f ∧ n1 ∈ S+
for all f ∈ R+ and all n ∈ N because 0 ≤ f ∧ n1 ≤ n1 and n1 ∈ S.
Now let ρ : R→ R be a Riesz homomorphism fulfilling 〈 ρ , 1 〉 = 1, then we have already seen that
there exists a unique xˆ ∈ X such that 〈 ρ , f 〉 = f(xˆ) holds at least for all f ∈ S. But if f ∈ R+, then
∣∣〈 ρ , f 〉 − f(xˆ)∣∣ = ∣∣〈 ρ , (f − n1)+ 〉 − (f − n1)+(xˆ)
∣∣ ≤ 〈 ρ , f
2 〉+ f2(xˆ)
4n
holds for all n ∈ N because f = (f ∧ n1) + (f − n1)+ with f ∧ n1 ∈ S
+. So 〈 ρ , f 〉 = f(xˆ). The
generalization to arbitrary f ∈ R is now clear as well. Similarly, if ρ : R → R is a positive and
multiplicative linear map, then ρ is also a Riesz homomorphism by Lemma 4.2 again, hence coincides
with the evaluation at a point of X as before.
Finally, let ω ∈ R∗,+ be given and (fk)k∈N a decreasing sequence in R
+ fulfilling infk∈N fk(x) = 0
for all x ∈ X. For every ǫ ∈ ]0,∞[ there exists an n ∈ N such that 〈ω , (f1)
2/4n 〉 ≤ ǫ, and a k ∈ N such
that 〈ω , fk∧n1 〉 ≤ ǫ because the decreasing sequence (fk∧n1)k∈N in S
+ also has pointwise infimum 0
and because we already know that the restriction of ω to S is a Daniell integral. Using that (fk−n1)+ ≤
(f1 − n1)+ ≤ (f1)
2/4n, this yields the estimate 〈ω , fk 〉 = 〈ω , fk ∧ n1 〉+ 〈ω , (fk − n1)+ 〉 ≤ 2ǫ. So
infk∈N〈ω , fk 〉 = 0 and ω itself is a Daniell integral as well. 
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For example, letX be a closed subset ofRN andR a Riesz subspace and unital subalgebra of C (X) that
contains the coordinate functions prn : X → R, (αj)j∈N 7→ prn
(
(αj)j∈N
)
:= αn. Using a construction
similar to the proof of Lemma 6.1, one can choose an increasing sequence (vˆn)n∈N in R
+ such that
S =
{
f ∈ R
∣∣ ∃n∈N : |f | ≤ vˆn
}
is a unital subalgebra of R that contains all prn with n ∈ N. This
way, the assumptions of the above Theorem 6.4 are fulfilled and thus every positive linear functional
on R is a Daniell integral.
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