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Abstract
Human capital is one of the main engine for economic growth. It generates
endogenous growth thanks to a continuous process of accumulation of knowledge
and externalities (Aghion and Howitt, 1998). This paper explores the relationship
between innovation and ﬁrm provided training. Our methodological approach
contributes to the literature in three ways. We propose various indicators of ﬁrm
provided training. We build a count data panel with a long time data series to
deal with the issue ﬁrms’ heterogeneity. We propose a dynamic analysis. Esti-
mations are made on a panel data set for French industrial ﬁrms over the period
1986-1992. Our results show that, on the job training has a positive impact on
technological innovation whatever the indicators.
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11 Introduction
Human capital is one of the main inputs in economic growth. It can be deﬁned as
knowledge, skills and other attributes embodied in individuals that are relevant to eco-
nomic activity. Human capital generates endogenous growth through a continuous
process of accumulation of knowledge and externalities (Aghion and Howitt, 1998).
Although generally considered in theoretical models as the product of school educa-
tion, human capital accumulation is actually a more complex process. First, school
is neither an exclusive nor a sufﬁcient method of training people (Legros, 2005; Min-
cer, 1993). It is a ﬁrst step, which is supplemented by informal learning processes
related to experience and by formal learning processes such as on the job training.
While human capital theory considers that ﬁrms have no interest in investing in on
the job training as it beneﬁts employees only (Becker, 1962), recent studies show that
training beneﬁts ﬁrms through direct payments or lower wages (Bishop, 1996; Booth
and Snower, 1996; Booth and Bryan, 2002). Empirical studies show that human cap-
ital, including that fraction of it acquired through training, has a positive impact on
labor productivity and increases ﬁrms’proﬁts (Bartel, 1989, 1994, 2004; Carriou and
Jeger, 1997). Firms expect training to bring them efﬁciency gains and better adapta-
tion to technical change.On the job training becomes an investment in the same way
as R&D. It can be assumed that a ﬁrm should increase its continuous training to raise
the probability of innovating. Results of the very few empirical studies on the subject
(Ballot, Fakhfakh, and Taymaz, 2001) show a positive impact of on the job training on
innovation. However more studies are required to conﬁrm these results.
This paper investigatesthe impact of on the job training on innovation’sproduction
in France 1. Our methodological approach contributes to the literature in three ways.
First, we use various indicators of on the job training. Second, we build a panel with a
long time data series to control for ﬁrms’ heterogeneity accounting for the unobserv-
able and speciﬁc factors affecting the production of innovations. We also propose a
dynamic analysis.
Our data are from French tax returns for ﬁrms’ annual expenditure on on the job
training, the INPI2 database on patents, theSESSI annual survey of ﬁrms and the R&D
survey issued by the French Ministry of Research. The four databases cover the period
from 1986 to 1992. Our sample consists on a pseudo panel 4430 observations.
The article is organized as follows. In the next section, we analyse the literature
on the connection between on the job training and innovation. The model and the
econometric speciﬁcation are examined in section 3. The data are presented and vari-
ables deﬁned in section 4. The main results are discussed in section 5. The section 6
concludes.
1On the job training is focalised in this article on the one ﬁnanced by ﬁrms for their own employees.
It can take different forms such as training for the adaptation to a new workstation, to the evolution of
the job or to the development of new competencies. We can already note that since 1971, the French
ﬁrms have a legal obligation to ﬁnance on the job training.
2Institut National de la Propriété industrielle/French patent and trademark ofﬁce.
22 Training and innovation
Technological progress does not occur instantaneously or by chance but results from
goal-oriented investment in human capital and R&D. Individuals and ﬁrms make de-
cisions about innovation, R&D and investment in human capital. The development
and diffusion of knowledge are crucial sources of growth, while human capital invest-
ment is the most important input for the advancement of science and knowledge. This
idea developed by Nelson and Phelps (1966) has been taken up by proponents of en-
dogenous growth theory such as Aghion and Howitt (1998) in Schumpeterian growth
models.
Against the standard concept of human capital, which considers that human capital
is only another factor to take into account in measuring economic growth Nelson and
Phelps (1966) and Benhabib and Spiegel (1994), produce evidence that education in-
creases the capacity to innovate(creation of activities, products, and technologies) and
fosters the adoption of new technologies. They consider that “education enhances the
abilityto receive, decode, and understand information”, (see Nelson and Phelps, 1966,
pg. 69). Theinterestingand innovativeresultsofthisapproach stem fromthecloselink
it establishes between technical progress and education. One of the ﬁrst conclusions
of Benhabib and Spiegel (1994) and Nelson and Phelps (1966) is that the growth rates
of productivity and innovation are positively correlated with the level of education, in
particular with the number of persons with high school or university diplomas.
Inthelineoftheseresultsabouttheimportanceofeducation,somestudiesshowthe
importance of absorptive capacity as a key factor behind ﬁrms’ technological progress
(Cohen and Levinthal, 1990a). Absorptive capacity appears to be one of the most
important determinants of the ﬁrm’s ability to acquire, assimilate and proﬁtably uti-
lize new knowledge to increase its innovation performance. Firms need to raise their
absorptive capacities to acquire, transform and exploit knowledge which can lead to
innovations (Cokburn and Henderson, 1998; Daghfous, 2004). Therefore, when ﬁrms
have greater absorptive capacity, it would increase their performance of innovation in-
novation activities (Cohen and Levinthal, 1990a). Cohen and Levinthal (1990a) claim
the learning capacity of ﬁrms depends on their internal capacities, which can be mea-
sured by the number of researchers in the R&D department. However authors have
emphasized internal R&D as the key component of the absorptive capacity of external
R&D spillovers. We will point here to the role of human resources management, and
more precisely the human capital stock in the ﬁrm measured by continuous training.
Our hypothesis is that on the job training increase the ﬁrm’s capacity to innovate.
Few empirical studies deal with this subject. Lynch and Black (1995) show that in
the United States, the ratio of educated employees is positively correlated with R&D
activities. Baldwin and Johnson (1996), Baldwin and Yates (1999), Baldwin (2000),
Laplagne and Bensted (2002) conﬁrm the close connection between on the job training
and innovation. They identify various types of innovative ﬁrms and show that when
innovators are divided into quartiles on the basis of their innovativeness, some 80% of
ﬁrms in the top of quartile are found to have a on the job training program. Similarly,
3from a sample of only 200 big ﬁrms, Ballot, Fakhfakh, and Taymaz (1998) calculate
a training stock of the ﬁrm, by cumulating on the job training expenditure from 1987
to 1993. They test a production function in which they include possible interactions
between human capital and R&D and conclude that continuous training and R&D are
signiﬁcant factors of the production function. The main limits of this model are the
small size of the sample and the absence of longitudinal data with which to control for
the unobserved and speciﬁc characteristics of ﬁrms.
More recently, Ballot, Fakhfakh, and Taymaz (2001) ﬁnd a positive effect of intern
on the job training on the probability of innovating for French ﬁrms. They explain this
probability among other variables by an R&D indicator and a human capital variable
measured by a depreciated stock of in-service training expenditure. These various
models propose interesting results but need to be completed. To that end, using pseudo
panel data, we estimate a knowledge production function in which we introduce on the
job training.
3 The model and estimation method
3.1 Model set-up
The relationship between innovation and R&D is traditionally interpreted as a knowl-
edge production function (Griliches, 1990; Pakes and Griliches, 1984). A simple way
to write the relationship between innovation and R&D is:
Qit = g(R&Dit,ni) (1)
where Qit is a latent measure of the ﬁrm’s technological level i at the timet, R&Dit
is the R&D expenditure and ni is the unobservable individual effect. As mentioned in
the previous section, we assume that there exist important complementarities between
R&D and on the job training and so we introduce them together in the knowledge
production function. Therefore equation (1) becomes:
Qit = g(R&Dit,Tit,ni) (2)
where R&Dit and Tit are respectively R&D investment and on the job training ex-
penditure at date t.
Our indicator ﬁrms’ innovation is the number of patents applied during one year.
Because the relationship between patent and knowledge is stochastic (Griliches, 1990;
Levin, Klevorick, Nelson, and Winter, 1987), it can be written as:
pit = Qit +eit (3)
where pit is the dependent variable which describes the number of patents applied
by ﬁrm i at time t, eit is an unobserved error and E(eit|R&Dit,Tit,ni) = 0.
4The number of patents is restricted to non-negative integer values. Count panel
data methods are particularly useful for investigation of the relationship between the
patenting process and R&D (Gouriéroux, Monfort, and Trognon, 1984a; Winkelmann,
2000). Therefore pit is assumed to be Poisson distributed with mathematical expec-
tation lit > 0. The link between patents, R&Dit, on the job training, Tit and a set of













for i = 1,...,N and t = 1,...,T and where q is a (K ×1) vector of unknown
parameters.
It is possible to embed lagged dependent variables in this model (Blundell, Grif-
ﬁth, and Windmeijer, 2002; Crépon and Duguet, 1997). We follow Blundell, Grifﬁth,
and Windmeijer (2002). The dynamic speciﬁcation considered here is a linear feed-
back model (LFM). The mean function for dynamic model includes lagged dependent
variable, which enters linearly, other conditioning variables in the exponential func-
tion, and the individual effects. For the case of one lag of the dependent variable, the







where pit−1 is the patent applied at date (t −1).
3.2 Estimation method
It is clear by examination of equation (5) that the strict exogeneity assumption of the
Hausman, Hall, and Griliches (1984) conditional Poisson estimation method is not
satisﬁed for this speciﬁcation. An alternative non-linear quasi-differenced GMM es-
timator is proposed by Chamberlain (1992). This estimator relaxes the assumption of
strict exogenity and instead assumes that the regressors are predetermined3. But as
noted in Blundell, Grifﬁth, and Windmeijer (2002), if this estimator is consistent, it
has a problem of weak instrument bias when the serie is highly persistent.
An alternative to measuring the unobserved heterogeneity is to use pre-sample in-
formation. Blundell, Grifﬁth, and Van Reenen (1995) argue that “the main source of
unobserved heterogeneity ” in innovationactivities “lies in different knowledge stocks”
(see Blundell, Grifﬁth, and Van Reenen, 1995, pg. 338). So “the permanent capac-
ities of companies successfully to commercialise new products and processes should
3A regressor is predetermined when it is not correlated with current and future shocks, but it is cor-
related with past shocks (Blundell, Grifﬁth, and Windmeijer, 2002). For applications of this estimator,
see Montalvo (1993), Montalvo (1997), Blundell, Grifﬁth, and Van Reenen (1995), Blundell, Grifﬁth,
and Windmeijer (2002), Cincera (1997), Crépon and Duguet (1997).
5be reﬂected in the pre-sample history of innovative success” (see Blundell, Grifﬁth,
and Van Reenen, 1995, pg. 338). Monte Carlo experiments (Blundell, Grifﬁth, and
Windmeijer, 2002) show that the pre-sample mean (PSM) estimator outperforms other
estimators, particularly when the number of observations is small. Speciﬁcally, the
level estimator generates upwardly biased estimates, and in contrast, the estimates by
the within-group estimator are biased downwards. The quasi-difference GMM esti-
mator also generates downwardly biased estimates when the number of observations
is small. As a result, the PSM estimator outperforms these estimators in almost all
settings in the experiments. Following Blundell, Grifﬁth, and Van Reenen (1995) we
use the pre-sample mean estimator to estimate our dynamic count data model.







where pip is the pre-sample information of p, and pip = 1
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the number of pre-sample observations and s = 0,−1,−2,...,−S.
In order to calculate the pre-sample mean estimator, the following moment condi-























4 Data and variables
4.1 Data
In order to build our sample, we use four databases. The ﬁrst is the French 24-83
tax returns for ﬁrms’ annual on the job training expenditure. These data are from the
Céreq (Centre d’études et de recherches sur les qualiﬁcations)4. With records dating
from the introduction of the 1971 statute, ﬁrms’ annual tax returns (n◦. 24-83) are the
oldest and most consistent source of statistics on on the job training in France. This
source provides various indicators on ﬁrms’ training expenditure5, physical volumes
of training, and its main characteristics: duration, average unit cost. Our sample is
derived from a sub-sample. For the “Provence Alpes Côte d’Azur” region, the Céreq
4For more information concerning Céreq, see the web site http://www.cereq.fr.
5Since 1993 the ofﬁcial minimal rate has been 1,5% of the payroll for ﬁrms with 10 employees or
more.
6took 10% of ﬁrms with 10-19 employees, 20% of the ﬁrms with 20-49 employees and
50% of the ﬁrms with 50-500 employees. For other regions, sampling is exhaustive.
The second database is from the French Patent Ofﬁce (INPI). It indicates the num-
ber of patent applications by ﬁrms. Since ﬁrms’ ID SIREN codes6 were unavailable in
this database, SIREN codes had to be carefully matched with ﬁrms’ names.7
The third database, the SESSI Annual Survey of Firms (EAE) yields information
about thecharacteristics of ﬁrms such as size, sectorand turnover. Theﬁnal database is
the French annual survey of ﬁrms’ research expenditure. This survey has been carried
out by the Ministry of Research since the early 1970s and gives various information
on research spending for ﬁrms satisfying the Frascati criteria8. These four databases
cover the period 1986-1992. Our sample comprises 993 French ﬁrms.
4.2 Variables
The output of innovation is measured by the number of patent applications at date t
by ﬁrm i during the period 1986-19929. This is used because it is often viewed as an
appropriate measure of innovation output. However, measuring innovative activity by
the number of patents raises problems. Its main drawbacks are well-known (Griliches,
1990; Levin, Klevorick, Nelson, and Winter, 1987). First, the number of patents held
by a ﬁrm does not reﬂect the exact number of innovations carried out by that ﬁrm. Not
every innovation is patented. The decision to patent varies from one ﬁrm to another.
Some ﬁrms prefer not to patent because this step implies the disclosure of strategic
technical information.10 In this case, secrecy may be a more effective means of pro-
tection. Furthermore, the use of patents as a measure of innovation means the same
weight is attributed to every innovation. Counting patents relies on the implicit as-
sumption that each patent has the same economic or scientiﬁc weight, that innovation
is radical or incremental.
Thenumberofpatentapplicationsisexplainedby twosources ofknowledge: R&D
stock and on the job training. In the Schumpeterian tradition, we include the ﬁrm’s
size and market share in the regression. An analysis by occupation is also introduced.
We explain the probability to innovate by the R&D expenditure per employee. This
variable is expressed in logarithm.
We constructed three measures of on the job training: (1) the on the job training
expenditure per employee trained; (2) the number of continuous training hours per
employee trained; and (3) the access rate to continuous training, by measuring the
number of employees that undergo training out of the total number of employees.
They take into account the training actually undertaken by ﬁrms for their employees.
If we obtain similar results with all three variables, then training really does have
6SIREN codes are the identiﬁcation codes of ﬁrms located in France.
7We are grateful to J.-D. Roebben for providing us the data.
8Mainly, at least one employee working full time on research.
9There is more recent data but these one are not in our disponibility.
10Duguet and Kabla (1998) claim only 30% of innovations in France are patented.
7an impact on innovation. A vector of additional explanatory variables including the
ﬁrm’s market share, ﬁrm size and occupational categories is introduced. Schumpeter’s
hypothesis claims that innovativeactivity increases more proportionately than the ﬁrm
size (Schumpeter, 1942).11 Firm size is measured by total revenues. Market share
corresponds to the ratio of ﬁrm’s sales to total sales of the sector on a two-digit-level
(NAF12 40). The following variables: R&D expenditure, on the job training hours per
employee, on the job training expenditure per employee, market share, ﬁrm size and
number of competitors are expressed in logarithm.
Is a skilled workforce important for innovation? This question alone would be
worth a separate study. Depending on the nature of the technology and its rate of
change, different categories of workers may be more closely related than others to
a given technology (Lavoie and Therrien, 1999). Therefore, a greater proportion of
highly qualiﬁed workers in the ﬁrm would positively affect the ﬁrm’s innovation per-
formance. Therefore, we include the distribution of employees by occupational cate-
gories in our model. This partly reﬂects the level of skills within the ﬁrm. We keep ﬁve
main categories: engineers and executives, skilled workers, unskilled workers, clerks,
technicians and supervisors. Each is introduced in the model as the share of workers of
one category out of the total number of employees in the ﬁrm (average over the year).
Introducing the distribution of employees by occupational categories is also consid-
ered necessary when training is tested in an equation, by Carriou and Jeger (1997).
Otherwise, the training coefﬁcient measures more the distribution of employees than
the impact of training.
As described in subsection (3.2), we introduce in the regression a pre-sample in-
formation. The pre-sample mean of patent uses the years 1973-1984.
5 Results
In this section, the link between training and innovation is analyzed using the unbal-
anced panel data set from the Céreq, INPI and Ministry of Research. It contains 4430
observations.13 In table (6), we present the results of estimating equation (3.2) using
three measures of training. We estimate three models. The only difference between
these models is the measure of training. In all three models, training has a positive
and statistically signiﬁcant effect on innovation. The coefﬁcients of the three variables
are quite close. The difference could be explained by some measurement errors. Our
results conﬁrm our hypothesis that on the job training and innovation are correleted.
More precisely, continuous training have a positive impact on inovation. However,
our results differ from Rogers (2004) who shows, with Australian data, that training
intensity, measured as the expenditureon formal training of employees to effective full
11A survey of empirical studies testing the Schumpeter hypotheses can be found in Cohen (1995).
12In French: Nomenclature des Activités et Produits.
13Summary statistics using the balanced panel data set are in appendice. Statistics with the unbal-
anced panel data set are available on request.
8time, does not signiﬁcantly impact the probability of innovating. This difference may
be related to thedifference in labour mobilitybetween thetwo countries. Traditionally,
French workers are less mobile than their Australian counterparts, and they stay longer
in a ﬁrm. So the risk of training employees who subsequently quit their jobs may well
be lower for French employers than for Australia employers, as new employees stay
with ﬁrms longer.
The results also show that past R&D expenditure has a signiﬁcant and positive im-
pact on innovation. Moreover, its impact remains stable for all the different estimates.
These results conﬁrm the numerous models of knowledge production (Crépon and
Duguet, 1993, 1997; Crépon, Duguet, and Kabla, 1996; Griliches, 1990). The more a
ﬁrm invests in R&D, the more patents it applies. However, the coefﬁcient of this vari-
able is rather weak in comparison with that found in the literature. From our results, a
10% increase in R&D intensity will have an impact of 0.5% on the ﬁrm’s total number
of patents. If we compare this with the result of Blundell, Grifﬁth, and Windmeijer
(2002), the difference of the R&D coefﬁcient value can be partly explained ﬁrst by the
introduction of a new source of knowledge such as training.14 Second this result can
be linked to sample composition as theirs contains only large ﬁrms and the average
number of patents is much greater (35.25 vs. 4.63). Big US ﬁrms may have a speciﬁc
strategy on patenting. Indeed, it seems that French ﬁrms patented less much that the
American ones in the 70’s and 80’s (Englander, Evenson, and Hanazaki, 1988). We
could then expect a smallerimpactof R&D expenditureon innovationat a similarlevel
of expenditure. Moreover, we introduce a stock of knowledge, through the method of
the pre-sample means. This coefﬁcient is very high. This result shows the importance
of internal capacities and can also explain the lower coefﬁcient of R&D in our model.
Conversely, the number of patents obtained at (t −1) reduces the probability of
innovating in period t. Our results differ from studies on the persistence of innovation.
Studies, measuring innovation by patent, generally report no persistence effect. We
can assume that patenting is not an annual activity. Firms that patent in year t seldom
patent in year (t +1) as patenting is costly and requires speciﬁc characteristics of the
new knowledge. This result is conﬁrmed by the fact that, in our model, lagged patents
at (t −2) or more are not signiﬁcant. There seems to be a negative impact of patent
applications at (t−1) and no persistence for previous patents. This result is more con-
sistent with previous studies on patented innovation. It can also be linked to the fact
that the patent variable of our sample contains many ﬁrms that have no innovations.
According to our experience coefﬁcients are weaker when we do not control for the
decision to innovate. Finally, the result may be in line with the destructive creation
hypothesis. As long as the ﬁrm is not threatened, it does not innovate. Our results
contrast also with those of studies where innovation is measured by R&D or innova-
tion. Duguet and Monjon (2002) ﬁnd evidence of strong persistence of innovation in
14We estimate the model with R&D variables only, i.e. without other sources of knowledge (train-
ing or even occupational structure). The R&D coefﬁcient is much higher. This result conﬁrms the
importance of taking into account several sources of knowledge. The estimate is available on request.
9all French manufacturing industries. However, these authors measure persistence by
the impact of having innovated two or four years earlier on the probability of inno-
vating now. We can assume that ﬁrms innovate more than they patent and the lag is
greater than just one year. Raymond, Mohnen, Palm, and Van der Loef (2007) show
that once the individual effects and the endogenous initial conditions are allowed for,
there is persistenceof innovation,measured by the lagged probabilityofthe innovating
variable on the probability of innovating, only when ﬁrms belong to the high-tech sec-
tor. These different results may be related to the nature of the output measures. Thus,
there seems to be a persistent effect in engaging in R&D activities (Peters, 2005) and
in innovating but not in patenting.
The structure of qualiﬁcations also accounts for innovation in part. These results
seem to show that non-executive employees have a lower probability of innovating
than executives and engineers. These results are similar to those of Pfeiffer (1997).
This result could be linked to the nature of the output, which is patents and not inno-
vation. Presumably patent activities are carried out more commonly by executives and
researchers.
Firm size, measured by the logarithm of total revenues, has a signiﬁcant impact.15
This result invalidates the recent studies showing that even if ﬁrm size plays a sig-
niﬁcant part in the sources of innovation (such as R&D expenditure), the relation be-
tween ﬁrm size and performance, such as innovation, is often not signiﬁcant or nega-
tive (Crépon, Duguet, and Mairesse, 1998, 2000; Lööf and Heshmati, 2002; Mohnen
and Therrien, 2002). Let us note, nevertheless, that Duguet and Greenan (1997) ﬁnd a
positive effect of ﬁrm size, measured by the ﬁrm’s production in volume, on innova-
tion.
Concentration measured by the number of competitor in a sector has a positive
impact on the probability of innovation. This resulty is in line with Scherer (1965a)
and Scherer (1965b). This result conﬁrms the importance of competition to innovate.
However, the impact of market share is different. Indeed, its coefﬁcient is only sig-
niﬁcant with training expenditure. It is negative. Then, the greater its market share,
the less a ﬁrm innovates. This result differs from the Schumpeterian assumption that
technological innovations are more likely to be initiated by ﬁrms with great market
power.16The simultaneous introduction of these two variables enables us to precise the
importance of the market structure on the innovation.
These three regressions conﬁrm our assumption because on the job training has an
impact on innovation whichever measure we use. However, the role of skills, repre-
sented by qualiﬁcation structures, is more complex. Further research is required on
this subject.
15We also estimate the model with a size variable, measured by the logarithm of the number of
employees. The results are unchanged.
16We control the model with sector effects by introducingthree sector variables. The sector variables
are not signiﬁcant and the results remain unchanged.
106 Conclusion
Recently the focus of empirical research on innovation has shifted from innovation in-
put to innovation output. In this paper we empirically analyze the connection between
the input to the innovation process and the output from French manufacturing ﬁrms.
More particularly, we test the impact of on the job training on innovation, which is
a relatively new topic in the economic literature. The following conclusions can be
drawn. The estimations with different measures of continuous training conﬁrm his im-
pact on the innovation process. High levels of continuous training seem to generate a
ﬂow of innovation and therefore a continuous rise in productivity, which is consistent
with previous studies on innovation and productivity (Ballot, Fakhfakh, and Taymaz,
2001).
This paper has also focused on the importance in modeling of unobserved het-
erogeneity with dynamic feedback mechanisms. Economic theory suggests that inno-
vation activity is an inherently dynamic and nonlinear process among heterogeneous
ﬁrms. Standard ways of dealing with these problems generally rely on the assumption
of strict exogeneity but this is clearly inappropriate for the innovation process. To deal
with certain econometric problems arising from the panel data structure and from the
discrete nature of the dependent variable, alternative econometric models for count
panel data were investigated.
However our model comes up against certain limitations related to the choice of
model. We use count panel data but further research would be necessary witha zero in-
ﬂated Poisson model to take account of decisions to patent. Further work might study
the impact of training by occupational categories to test our hypothesis that execu-
tives beneﬁt more from training than other categories. Finally, it would be worthwhile
exploring the inverse relation; that of the impact of innovation on the job training.
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17A Tables of descriptive statistics and results
Table 1: Descriptive statistic for patents
Year Means Std. err. Min. Q1 Q2 Q3 Max.
All years 4.63 18.04 0 0 0 2 234
1986 3.72 14.24 0 0 0 1 190
1987 3.97 15.09 0 0 0 1 208
1988 4.56 17.52 0 0 0 1 177
1989 4.84 19.62 0 0 0 2 234
1990 4.96 19.53 0 0 0 2 210
1991 5.17 19.56 0 0 0 2 198
1992 5.18 19.94 0 0 0 2 193
Observations: 454
Min.: minimum, Q1: ﬁrst quartile, Q2: median, Q3: third quartile, Max.: maximum.
Sources: Ministère de la Recherche, INPI, Céreq
Table 2: Descriptive statistic for training expenditure per employee
Year Means Std. err. Min. Q1 Q2 Q3 Max.
All years 19 529.90 17 270.97 1 827.62 8 397.71 13 920.63 24 731.18 179 135.43
1986 14 811.25 13 904.20 1 827.62 6 763.33 10 004.64 18 359.77 153 721.54
1987 16 121.42 14 530.52 3 604.87 7 329.16 10 944.75 20 201.22 155 340.88
1988 17 517.69 15 445.12 2 789.04 7 746.30 12 212.90 22 159.84 153 991.47
1989 18 946.20 16 492.20 2 547.12 8 446.87 13 391.05 23 735.91 157 257.44
1990 21 002.32 17 866.09 3 313.78 9 304.56 15 012.33 27 148.03 156 368.44
1991 23 065.49 19 348.27 4 632.64 10 364.18 16 511.66 29 210.48 179 135.42
1992 25 244.91 19 940.01 4 023.34 12 076.21 18 854.76 32 552.75 178 411.52
Observations: 454
Min.: minimum, Q1: ﬁrst quartile, Q2: median, Q3: third quartile, Max.: maximum.
*: in Francs.
Sources: Ministère de la Recherche, INPI, Céreq
18Table 3: Descriptive statistic for access rate to training
Year Means Std. err. Min. Q1 Q2 Q3 Max.
All years 33.42 22.41 0 15.82 30.64 46.57 187.00
1986 25.21 18.12 0 12.70 22.59 36.11 128.10
1987 29.01 20.91 0 13.33 24.88 40.92 120.49
1988 31.10 21.44 0 14.45 28.20 44.47 114.68
1989 34.25 21.49 0 17.97 31.78 46.94 116.07
1990 37.23 23.70 0 19.16 35.71 51.76 187.00
1991 38.38 23.87 0 19.04 37.57 53.24 137.62
1992 38.76 23.29 0 20.43 38.36 54.97 161.46
Observations: 454
Min.: minimum, Q1: ﬁrst quartile, Q2: median, Q3: third quartile, Max.: maximum.
Sources: Ministère de la Recherche, INPI, Céreq
Table 4: Descriptive statistic for number of training hours
Year Means Std. err. Min. Q1 Q2 Q3 Max.
All years 77.35 69.07 0 29.13 57.95 105.66 645.34
1986 58.19 52.34 0 21.34 44.70 78.41 472.84
1987 63.75 55.68 0 24.16 50.02 86.35 474.35
1988 70.24 64.53 0 27.19 53.38 94.59 520.77
1989 75.85 67.86 0 28.55 57.13 104.54 575.28
1990 83.57 74.06 0 31.55 64.79 114.74 645.34
1991 91.22 77.54 0 36.43 69.85 124.25 558.98
1992 98.62 77.85 0 40.62 80.61 137.36 530.02
Observations: 454
Min.: minimum, Q1: ﬁrst quartile, Q2: median, Q3: third quartile, Max.: maximum.
Sources: Ministère de la Recherche, INPI, Céreq
19Table 5: Descriptive statistic for explanatory variables
Variable Means Std. err. Min. Q1 Q2 Q3 Max.
R&D expenditures 102.06 231.34 0 0 18.27 104.68 3.30E3
Size 2.72E6 10.88E6 9.68E3 111.40E3 382.09E3 1.33E6 177.46E3
Market share 16.19E-2 47.47E-2 3.84E-5 8.84E-4 3.23E-3 1.07E-2 6.66E-1
Clerks 0.14 0.10 0 0.08 0.12 0.17 1.00
Technicians and supervisors 0.18 0.11 0 0.10 0.15 0.23 0.70
Unskilled workers 0.19 0.21 0 2.05E-3 9.84E-2 3.36E-1 1.00
Skilled workers 0.36 0.19 0 0.21 0.35 0.51 0.96
Executives and engineers 0.12 0.08 0 0.06 0.09 0.14 0.68
Number of competitors 55.67 273.51 25 383 542 804 1360
Observations: 454
Min.: minimum, Q1: ﬁrst quartile, Q2: median, Q3: third quartile, Max.: maximum.
Sources: Ministère de la Recherche, INPI, Céreq
2
0Table 6: Estimation results with the pre-sample mean estimator
Model I Model II Model III Model IV
Coef. S. E. Coef. S. E. Coef. S. E. Coef. S. E.
Intercept -2.695∗∗ 1.413 -3.547∗∗∗ 1.104 -1.671 1.283 -4.422∗∗∗ 1.176
Number of patents (t −1) -0.939∗∗∗ 0.139 -0.968∗∗∗ 0.117 -0.860∗∗∗ 0.110 -1.018∗∗∗ 0.141
R&D expenditure (log) 0.055∗∗∗ 0.012 0.050∗∗∗ 0.012 0.053∗∗∗ 0.012 0.052∗∗∗ 0.013
Training hours per employee (log) - - 0.304∗∗∗ 0.065 - - - -
Access rate to training - - - - 0.234∗∗∗ 0.053 - -
Training expenditure per employee (log) - - - - - - 0.172∗∗ 0.084
Market share (log) -0.183∗∗ 0.074 -0.075 0.060 -0.042 0.069 -0.246∗∗∗ 0.053
Firm size (log) 0.774∗∗∗ 0.093 0.759∗∗∗ 0.081 0.561∗∗∗ 0.084 0.790∗∗∗ 0.067
Number of competitors (log) 0.145 0.134 0.186∗∗ 0.096 0.222∗∗ 0.105 0.209∗∗ 0.091
Executives and Engineers ref. ref. ref. ref. ref. ref. ref. ref.
Clerks -0.765∗∗∗ 0.117 -0.591∗∗∗ 0.094 -0.828∗∗∗ 0.108 -0.757∗∗∗ 0.118
Technicians and supervisors -0.183 0.120 -0.027 0.091 -0.174∗ 0.098 -0.171∗ 0.103
Skilled workers 0.059 0.077 0.004 0.063 0.047 0.075 -0.174 0.120
Unskilled workers -0.483∗∗∗ 0.069 -0.329∗∗∗ 0.068 -0.460∗∗∗ 0.068 -0.393∗∗∗ 0.069
Pre-sample information 0.358∗∗∗ 0.045 0.368∗∗∗ 0.040 0.348∗∗∗ 0.042 0.375∗∗∗ 0.041
Observations (NT) : 4430
Sources: Ministère de la Recherche, INPI, Céreq
S. E. : Robust Standard Errors
Signiﬁcance levels ∗∗∗ : signiﬁcant at 1%, ∗∗ signiﬁcant at 5%, ∗ signiﬁcant at 10%
2
1