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1. Introduction
In this paper, we consider the general nonlinear Volterra functional integral equations (NVFIE) containing the
proportional (or pantograph) delay term qt (0 < q < 1) [1–7]:
y(t) = b(t, y(qt))+ f (t)+ (Vy)(t)+ (Vqy)(t), t ∈ [0, T ] =: I, (1)
containing the Volterra integral operators
(Vu)(t) :=
∫ t
0
K0(t, s)u(s)ds (2)
and
(Vqu)(t) :=
∫ qt
0
K1(t, s)u(s)ds. (3)
The main motivation of our work is twofold. One is to solve a class of classical first kind nonlinear Volterra functional
integral equations [8]∫ t
qt
H(t, s, y(s))ds = g(t), t ∈ I. (4)
It is easy to see that its differentiated version is
H(t, t, y(t))− qH(t, qt, y(qt))+
∫ t
qt
∂H
∂t
(t, s, y(s))ds = g ′(t), t ∈ I. (5)
Eq. (1) considered in this paper is a special case of the (implicit) functional equation (5) (cf. [8]).
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The other motivation comes from a simple special case of the functional equations, namely
y(t) = b(t, y(qt))+ f (t), t ∈ I, (6)
whichwas discussed in our yet another paper [9].We analyzed the existence and uniqueness of solutions of Eq. (6). However,
numerical solutions of the general NVFIEs have, to the best of our knowledge, not yet been investigated. It is the aim of this
paper to fill this gap.
The organization of this paper is as follows. In Section 2, we discuss the existence, uniqueness and regularity of solutions
to NVFIE (1) in C(I). In Section 3, the piecewise linear collocation method and its error estimates are discussed. In Section 4,
several numerical examples are presented.
2. Existence, uniqueness and regularity of solutions
The following theorem on solutions in C(I) begins our discussion.
Theorem 1. Assume that the following properties hold.
(i) b ∈ C(I × R);
(ii) |b(t, s1)− b(t, s2)| ≤ L|s1 − s2|, for some constant L, 0 < L < 1, and for all t ∈ I, s1, s2 ∈ R;
(iii) f ∈ C(I), K0 ∈ C(D) and K1 ∈ C(Dq) where
D := {(t, s) : 0 ≤ s ≤ t ≤ T },
Dq := {(t, s) : 0 ≤ s ≤ qt ≤ T }.
Then NVFIE (1) has a unique solution u ∈ C(I).
Proof. Define the operatorK : C(I) → C(I) as follows: for φ ∈ C(I),
(Kφ)(t) := b(t, φ(qt))+ f (t)+ (Vφ)(t)+ (Vqφ)(t), t ∈ I.
Then NVFIE (1) is equivalent to the operator equation
y = Ky, y ∈ C(I). (7)
We will prove by induction.
K0 and K1 are bounded on D and Dq, respectively. There exists a positive constantM , such that
|K0(t, s)| ≤ M, (t, s) ∈ D,
and
|K1(t, s)| ≤ M, (t, s) ∈ Dq.
Now choose a positive constant δ < 1−L2M . We will prove that the operatorK is a contraction mapping on C([0, δ]) and (7)
has a unique solution on C([0, δ]).
For φ1, φ2 ∈ C([0, δ]),
‖Kφ1 −Kφ2‖ ≤ L‖φ1 − φ2‖ + sup
t∈[0,δ]
∫ t
0
K0(t, s)(φ1(t)− φ2(t))ds+
∫ qt
0
K1(qt, s)(φ1(s)− φ2(s))ds

≤ (L+ 2Mδ)‖φ1 − φ2‖ < ‖φ1 − φ2‖.
SoK is a contraction mapping on C([0, δ]). Throughout this paper, we use ‖ · ‖ to represent ‖ · ‖∞.
Now we assume that for a given positive integer k, (7) has a unique continuous solution on C([0, kδ]) and denote this
solution by yk. Then consider the solution of (7) in C([0, (k+ 1)δ]).
Let yk+1 be the solution to (7) in C([0, (k + 1)δ]). Then yk+1 satisfies NVFIE (1) for t ∈ [0, kδ]. Based on the uniqueness
of solution of (7) on C([0, kδ]), yk+1 can be written as
yk+1(t) =

yk(t), t ∈ [0, kδ],
y∗(t), t ∈ (kδ, (k+ 1)δ]. (8)
Now we need to find y∗ such that yk+1 satisfies NVFIE (7) for t ∈ (kδ, (k+ 1)δ].
Let t ∈ (kδ, (k+ 1)δ]. Then NVFIE (1) becomes
y∗(t) = f (t)+ b(t, yk+1(qt))+
∫ kδ
0
K0(t, s)yk(s)ds+
∫ t
kδ
K0(t, s)y∗(s)ds
+
∫ kδ
0
K1(t, s)yk(s)ds+
∫ qt
kδ
K1(t, s)y∗(s)ds.
K. Yang, R. Zhang / Journal of Computational and Applied Mathematics 236 (2011) 743–752 745
Denote f (t)+  kδ0 K0(t, s)yk+1(s)ds+  kδ0 K1(t, s)yk+1(s)ds byf (t). Then the above equation becomes
y∗(t) =f (t)+ b(t, yk+1(qt))+ ∫ t
kδ
K0(t, s)y∗(s)ds+
∫ qt
kδ
K1(t, s)y∗(s)ds.
Note that we still use yk+1(qt) in the equation above, because qt may not be in [kδ, (k + 1)δ]. If it is in [0, kδ], then
yk+1(qt) = yk(qt) and yk is already known and unique by assumption.
Similarly, we can prove that the above new equation has a unique continuous solution on C((kδ, (k+1)δ]) by contraction
mapping theorem. Note that if qt ≤ kδ, then we do not have the second integral term and the problem is only simpler.
In conclusion, we can get a unique continuous solution on C([0, T ]). 
Now we discuss the regularity result for the solution of general NVFIE (1).
In order to prove the following lemma, we introduce the following notations:
ω[g|[0,t], h] := sup
0≤x1,x2≤t, |x1−x2|≤h
|g(x1)− g(x2)|,
ω[b|[0,t]×R, h] := sup
0≤x1,x2≤t, ‖(x1,y1)−(x2,y2)‖≤h
|b(x1, y1)− b(x2, y2)|,
ω[g, y, h] := sup
t∈I,0<|s|≤h
g(t)− y(t + s)− y(t)s
 ,
and yq(t) := y(qt).
Lemma 1. Assume that the following properties hold.
(i) f ∈ Cv(I) and b ∈ Cv(I × R) for some integer v ≥ 1;
(ii)
 ∂b∂y < 1.
Then the solution y(t) of Eq. (6) has the regularity property y ∈ Cv(I).
Proof. First, let
L :=
∂b∂y
 < 1, t ∈ I.
Then, by the mean value theorem it is easy to see that
|b(t, y1)− b(t, y2)| ≤ L|y1 − y2|, for all t ∈ I, y1, y2 ∈ R.
Suppose that y(t) is the differentiable solution to Eq. (6). We may then write
y′(t) = ∂b
∂y
(t, yq(t))qy′(qt)+ ∂b
∂t
(t, yq(t))+ f ′(t), t ∈ I. (9)
However, the existence of a differentiable solution to Eq. (6) is still unknown. In order to solve this problem, we turn to
the following equation for the unknown function g(t)
g(t) = ∂b
∂y
(t, yq(t))qgq(t)+ ∂b
∂t
(t, yq(t))+ f ′(t). (10)
We may show that y′(t) = g(t), t ∈ I . According to Theorem 1, Eq. (10) has the unique solution g ∈ C(I).
For any t1, t2 ∈ I and |t1 − t2| < h, we have
|y(t1)− y(t2)| ≤ |b(t1, yq(t1))− b(t1, yq(t2))| + |b(t1, yq(t2))− b(t2, yq(t2))| + |f (t1)− f (t2)|
≤ L|yq(t1)− yq(t2)| +
 ∂b∂t

I×[−M,M]
 h+ ‖f ′‖h,
whereM := ‖y‖.
Moreover,
ω[y, h] ≤ Lω[y, h] +
 ∂b∂t

I×[−M,M]
 h+ ‖f ′‖h,
and thus
ω[y, h] ≤
 ∂b∂t I×[−M,M]+ ‖f ′‖
1− L h ,
Lh.
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Thus y(t) is Lipschitz continuous and
g(t)− y(t+s)−y(t)s  is bounded for all t ∈ I and 0 < |s| ≤ h. So ω[g, y, h] is finite for
every h > 0.
Since the solution y(t) of Eq. (6) is bounded on I, ∂b
∂y is uniformly continuous on I × [−M,M]. Thus ω
[
∂b
∂y

I×[−M,M]
, h
]
is
finite. For simplicity, we still use the notation ω

∂b
∂y , h

to denote ω
[
∂b
∂y

I×[−M,M]
, h
]
. This can be applied to ∂b
∂t .
We obtain
g(t)− y(t + h)− y(t)
h
= f ′(t)− f (t + h)− f (t)
h
+ ∂b
∂y
(t, yq(t))qgq(t)+ ∂b
∂t
(t, yq(t))
− b(t + h, yq(t + h))− b(t, yq(t))
h
= f ′(t)− f (t + h)− f (t)
h
+ ∂b
∂t
(t, yq(t))− b(t + h, yq(t + h))− b(t, yq(t + h))h
+ ∂b
∂y
(t, yq(t))qgq(t)− b(t, yq(t + h))− b(t, yq(t))h .
For t ∈ I, h ≠ 0, we define
M1(t, h) :=
f ′(t)− f (t + h)− f (t)h
 ,
M2(t, h) :=
∂b∂t (t, yq(t))− b(t + h, yq(t + h))− b(t, yq(t + h))h
 ,
M3(t, h) :=
∂b∂y (t, yq(t))qgq(t)− b(t, yq(t + h))− b(t, yq(t))h
 .
ForM1(t, h) andM2(t, h), we have
lim
h→0 supt∈I
M1(t, h) = 0,
and
M2(t, h) =
∂b∂t (t, yq(t))− ∂b∂t (ξ1, yq(t + h))

≤
∂b∂t (t, yq(t))− ∂b∂t (ξ1, yq(t))
+ ∂b∂t (ξ1, yq(t))− ∂b∂t (ξ1, yq(t + h))

≤ ω
[
∂b
∂t
, h
]
+ ω
[
∂b
∂y
,Lh] ,
where ξ1 lies between t and t + h. So we have
lim
h→0 supt∈I
M2(t, h) = 0.
ForM3(t, h), we have
M3(t, h) =
∂b∂y (t, yq(t))qgq(t)− ∂b∂y (t, ξ2)yq(t + h)− yq(t)q(t + h)− qt q

≤
∂b∂y (t, ξ2)

gq(t)− yq(t + h)− yq(t)q(t + h)− qt

q
+ gq(t)q∂b∂y (t, yq(t))− ∂b∂y (t, ξ2)

≤ L
gq(t)− yq(t + h)− yq(t)q(t + h)− qt
+ ‖gq‖ω [∂b∂y ,Lh
]
,
where ξ2 lies between yq(t + h) and yq(t). We define
M4(h) := ‖gq‖ω
[
∂b
∂y
,Lh] , h > 0.
This implies that
lim
h→0M4(h) = 0.
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Finally, we haveg(t)− y(t + h)− y(t)h
 ≤ M1(t, h)+M2(t, h)+M3(t, h)
≤ M1(t, h)+M2(t, h)+M4(h)+ L
gq(t)− yq(t + h)− yq(t)q(t + h)− qt
 .
It follows from |q(t + h)− qt| ≤ h, for any t ∈ I , that
ω[g, y, h] ≤ sup
t∈I
(M1(t, h)+M2(t, h))+M4(h)+ Lω[g, y, h],
and hence
ω[g, y, h] ≤ 1
1− L

sup
t∈I
(M1(t, h)+M2(t, h))+M4(h)

.
As h approaches 0, we have g(t) = y′(t), for any t ∈ I . So y ∈ C1(I).
Notice that for t ∈ I , by defining
b(t, g(qt)) := ∂b
∂y
(t, y(qt))qg(qt), f (t) := f ′(t)+ ∂b
∂t
(t, y(qt)),
we get
y′(t) =b(t, y′(q(t)))+f (t). (11)
Continuing in a similar way, we readily verify that, Eq. (6) possesses a (unique) solution y ∈ Cv(I), v ≥ 2. This completes
the proof. 
Theorem 2. Assume that the given functions in (1) satisfy
(i) f ∈ Cv(I), b ∈ Cv(I × R), K0 ∈ Cv(D) and K1 ∈ Cv(Dq) for some integer v ≥ 1;
(ii)
 ∂b∂y < 1.
Then the solution y of (1)must satisfy y ∈ Cv(I).
Proof. Under assumptions (i), we know that Eq. (1) has the unique solution y ∈ C(I). Now for the unknown function g(t),
consider the following equation
g(t) = b(t, g(qt))+ f (t)+
∫ t
0
K0(t, s)y(s)ds+
∫ qt
0
K1(t, s)y(s)ds (12)
where y(t) is solution of NVFIE (1).
Let
f ∗(t) = f (t)+
∫ t
0
K0(t, s)y(s)ds+
∫ qt
0
K1(t, s)y(s)ds,
and it is easy to see that f ∗ ∈ C1(I). So based on Lemma 1, g ∈ C1(I). From the uniqueness of the solution of Eq. (6), which
can be easily obtained by letting K0 = K1 = 0 in Theorem 1, we know that y = g ∈ C1(I).
Applying differentiation to both sides of (1), we get
y′(t) = ∂b
∂t
(t, y(qt))+ ∂b
∂y
(t, y(qt))y′(qt)q+ f ′(t)+ K0(t, t)y(t)
+
∫ t
0
∂K0
∂t
(t, s)y(s)ds+ qK1(t, qt)y(qt)+
∫ qt
0
∂K1
∂t
(t, s)y(s)ds.
Let
f (t) = ∂b
∂t
(t, y(qt))+ f ′(t)+ K0(t, t)y(t)+
∫ t
0
∂K0
∂t
(t, s)y(s)ds+ qK1(t, qt)y(qt)+
∫ qt
0
∂K1
∂t
(t, s)y(s)ds,
and
b(t, z) = ∂b
∂y
(t, y(qt))qz.
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We get
y′(t) =b(t, y′(qt))+f (t).
From Lemma 1, we know that the following equation
h(t) =b(t, h(qt))+f (t)
has the unique solution h ∈ C1(I). So we obtain y′ = h ∈ C1(I) and thus y ∈ C2(I). Similarly, we can get the result y ∈ Cv(I)
by induction. 
3. Numerical methods
3.1. Discretization
Let
Ih := {tn : 0 = t0 < t1 < · · · < tN = T }
be a mesh on I = [0, T ], and set en := (tn, tn+1], hn := tn+1 − tn and h := max{hn : 0 ≤ n < N}. For given nonnegative
integersm and d (d < m), we define
S(d)m (Ih) := {vh ∈ Cd(I) : vh|en ∈ πm, 0 ≤ n ≤ N − 1},
where πm denotes the space of real polynomials of degree less than or equal to m. We will approximate the exact solution
of Eq. (1) by a collocation solution yh, which lies in S
(0)
1 (Ih). In fact, we are looking for yh ∈ S(0)1 (Ih) satisfying
yh(t) = b(t, yh(qt))+ f (t)+ (Vyh)(t)+ (Vqyh)(t), t ∈ {tn}Nn=0. (13)
Here we introduce the interpolatory projection Ph: C(I) → S(0)1 (Ih) by setting
(Phy)(tn) := y(tn), 0 ≤ n ≤ N, ∀y ∈ C(I).
We can rewrite Eq. (13) in the form
yh = PhKyh, (14)
whereK is defined in proof of Theorem 1. We call the solution of operator equation (14) in S(d)m (Ih), the collocation solution
of NVFIE (1).
The following theorem indicates the existence and uniqueness of the collocation solution in S(0)1 (Ih).
Theorem 3. Assume that the properties given in Theorem 1 hold. Then for all sufficiently small h > 0, NVFIE (1) has a unique
collocation solution in S(0)1 (Ih).
Proof. Here we still useM as the upper bound for |K0| and |K1| and δ < 1−L2M .
For any 0 < h < δ, setδ = nh, in which n =  δh . ([x] denotes the greatest integer not exceeding x.) We can just set
δ =δ for simplicity. Define the operatorKs : S(0)1 (Ih) → S(0)1 (Ih) by settingKs := PhK . Notice that for any yh ∈ S(0)1 (Ih),
‖yh‖ = max
0≤i≤n
|yh(ti)|. (15)
Then
‖Ksφ1 −Ksφ2‖ = ‖PhKφ1 − PhKφ2‖
≤ max
0≤i≤n
|b(ti, φ1(qti))− b(ti, φ2(qti))| +
∫ δ
0
(|K0(t, s)| + |K1(t, s)|)|φ1(s)− φ2(s)|ds
≤ (L+ 2δM)‖φ1 − φ2‖.
SoK is a contraction mapping on S(0)1 ([0, δ]h). This property for S(0)1 (Ih) can be obtained by induction. Thus NVFIE (1) has a
unique collocation solution in S(0)1 (Ih). 
This result can also be generalized to the case of nonuniform mesh.
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3.2. Error estimates
Theorem 4. Assume the following:
(a) The conditions stated in Theorem 1 hold;
(b) y is the continuous solution of NVFIE (1);
(c) yh is the collocation solution of NVFIE (1) in S
(0)
1 (Ih). Ih is the uniform mesh with diameter h;
(d) f ∈ C2(I) and b ∈ C2(I × R).
Then for any sufficiently small h > 0, we have
‖y− yh‖ ≤ Ch2‖y′′‖, (16)
where C is a constant which does not depend on h.
Proof. For any t ∈ I , we can find a nonnegative integer n such that t ∈ [nh, (n + 1)h). Let e(t) = y(t) − yh(t) and
E(t) = y(t)− (1− δn)y(nh)− δny((n+ 1)h), where δn = th − n.
According to Theorem 2 and assumption (d), we know that the continuous solution y ∈ C2(I). Then we know that
‖E‖ ≤ h24 ‖y′′‖ because
E(t) = (1− δn)(y(t)− y(nh))+ δn(y(t)− y((n+ 1)h))
= (1− δn)(t − nh)y′(ξ1)− δn((n+ 1)h− t)y′(ξ2)
= 1
h
((n+ 1)h− t)(t − nh)(y′(ξ1)− y′(ξ2))
= 1
h
((n+ 1)h− t)(t − nh)(ξ1 − ξ2)y′′(ξ3),
where nh < ξ1 < t < ξ2 < (n+ 1)h and ξ1 < ξ3 < ξ2, and therefore
|E(t)| ≤ h
2
4h
h‖y′′‖ = h
2
4
‖y′′‖, ∀t ∈ (nh, (n+ 1)h).
Next, we have the following estimate
|e(t)| = |y(t)− yh(t)| = |y(t)− (1− δn)yh(nh)− δnyh((n+ 1)h)|
= |y(t)− (1− δn)y(nh)− δny((n+ 1)h)| + |(1− δn)(y(nh)− yh(nh))+ δn(y((n+ 1)h)− yh((n+ 1)h))|
≤ |E(t)| +max{|e(nh)|, |e((n+ 1)h)|}.
Let us find K large enough such that δ = TK < 1−L2M . For sufficiently small h, we can find a positive integerN such that δ = Nh.
On [0, δ], we have
‖e‖ ≤ max
0≤i≤N
|e(ih)| + ‖E‖. (17)
For 0 ≤ i ≤ N ,
|e(ih)| ≤ L|e(qih)| +
∫ ih
0
K0(ih, s)e(s)ds
+ ∫ qih
0
K1(qih, s)e(s)ds

≤ L max
0≤i≤N
|e(ih)| + L‖E‖ + 2δM

max
0≤i≤N
|e(ih)| + ‖E‖

.
Then we have
max
0≤i≤N
|e(ih)| ≤ L+ 2δM
1− L− 2δM ‖E‖ = C1h
2‖y′′‖,
where
C1 = 14
L+ 2δM
1− L− 2δM .
For N ≤ i < 2N , similarly we have
|e(ih)| ≤ L

max
0≤i<2N
|e(ih)| + ‖E‖

+
∫ ih
0
K0(ih, s)e(s)ds
+ ∫ qih
0
K1(qih, s)e(s)ds

≤ L

max
0≤i≤2N
|e(ih)| + ‖E‖

+ 2δM

max
0≤i<N
|e(ih)| + ‖E‖

+
∫ ih
δ
K0(ih, s)e(s)ds

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Fig. 1. Example 1, q = 0.9.
+
∫ qih
δ
K1(qih, s)e(s)ds

≤ L max
N≤i<2N
|e(ih)| + (2δM + L)

max
0≤i<N
|e(ih)| + ‖E‖

+ 2Mδ

max
N≤i<2N
|e(ih)| + ‖E‖

.
So we have
max
N<i≤2N
|e(ih)| ≤ 1
1− L− 2Mδ

(L+ 2Mδ) max
0≤i≤N
|e(ih)| + (L+ 4Mδ)‖E‖

= C2h2‖y′′‖,
where
C2 = (L+ 2Mδ)C1 +
(L+4Mδ)
4
1− L− 2Mδ .
Notice that this is the case in which qih > δ. If qih ≤ δ, the problem is only simpler. In general, for 1 < k ≤ K and
(k− 1)N < i ≤ kN , we have
max
(k−1)N<i≤kN
|e(ih)| ≤ 1
1− L− 2Mδ

(L+ 2(k− 1)Mδ) max
0≤i≤(k−1)N
|e(ih)| + (L+ 2kMδ)‖E‖

= Ckh2‖y′′‖, (18)
where
Ck = (L+ 2(k− 1)Mδ)Ck−1 +
(L+2kMδ)
4
1− L− 2Mδ .
We can let C0 = 0. Then we have
max
0≤i≤NK
|e(ih)| ≤ max
0≤k≤K
{Ck}h2‖y′′‖,
where Ck satisfies inequality (18). According to (17), we can get (16), in which
C = max
0≤k≤K
{Ck} + 14
is a constant which does not depend on h. 
4. Numerical examples
In this section, we illustrate the results of Theorem 4 by the following two examples. All the analytic solutions y(t) are
already known andwe try to get collocation solution yh(t) and evaluate the error between y and yh. ‘‘∗’’ in the figures shows
the value of log2

max0≤n≤N |y(tn)− yh(tn)|

with regard to different log2(N). The solid lines in the figures are set to have a
fixed slope and pass through the first ‘‘∗’’. We use these lines for comparison. All the results in these examples suggest that
the order of convergence is 2.
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Fig. 2. Example 1, q = 0.5.
Fig. 3. Example 2, q = 0.9.
Fig. 4. Example 2, q = 0.5.
Example 1. We consider Eq. (1) with b(t, y) = 0.7t sin(y), K0 = K1 = 1 and f (t) = et − 0.7t sin(eqt) − et − eqt + 2. The
exact solution is u(t) = et . Figs. 1 and 2 show the numerical results with q = 0.9 and q = 0.5, respectively.
Example 2. We consider Eq. (1) with b(t, y) = 0.7t cos(y), K0 = K1 = e−(t−s) and f (t) = et − 0.7t sin(eqt)− 12 (et − e−t)−
1
2 (e
2qt−t − e−t). The exact solution is also u(t) = et . Figs. 3 and 4 show the numerical results with q = 0.9 and q = 0.5,
respectively.
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