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ASYMPTOTICS FOR THE NUMBER OF ZERO DRIFT REFLECTABLE
WALKS IN A WEYL CHAMBER OF TYPE A
THOMAS FEIERL‡
Abstract. We study lattice walks in a Weyl chamber of type A with fixed or free end points.
For lattice walk models with zero drift that may be counted by means of a reflection argument,
we determine asymptotics for the number of such walks as their length tends to infinity. These
models are equivalent to the lock step model and the random turns model of vicious walkers.
As special cases, our main results include various asymptotic formulas found in the literature.
1. Introduction
We consider lattice walks confined to the region x1 < · · · < xk, where xj refers to the j-th
coordinate in Rk. This region (or cone) may be identified with a Weyl chamber of a reflection
group of type A. The steps the walks may consist of are chosen in a way such that resulting
walks are reflectable (see definition 2.1). Additionally, we will require the walks to have zero
drift.
Such lattice walk models are natural objects of study in combinatorics and probability theory,
and, e.g., also play a role in statistical physics, where they serve as models for (fermionic)
particle models. In particular, the models considered here are related to two vicious walkers
models, namely the random turns model and the lock step model. As the number of steps
the walks consist of tends to infinity, the lattice path model (properly scaled) converges to
non-colliding Brownian motion, which is the eigenvalue process of certain ensembles of random
matrices (see Mehta [5]).
This paper has to be understood as a continuation of the studies started in [2]. There,
the author determined asymptotics for the number of reflectable random walks confined to
the region 0 < x1 < · · · < xk, which may be interpreted as a Weyl chamber of type B.
(It is interesting to note that the additional positivity constraint automatically ensures that
admissible models satisfy the “zero drift” requirement.)
In this manuscript, we determine asymptotics for the number of walks with either a fixed
end point or with a free end point as the number of steps tends to infinity. As main results
we provide first and second order asymptotics for these quantities. In principle, though, one
could determine asymptotics of arbitrary order using the techniques applied in this paper.
The derivation of the results essentially relies on the application of the saddle point method,
though there are some obstacles to overcome. First, the analysis requires the information on
the asymptotic behaviour of functions defined through determinants, a problem put to the
forth by Tate and Zelditch [8] (see also the discussion in the introduction of [2]). In our case
we not only determine the dominant asymptotic behaviour of these determinantal functions,
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but provide the complete Taylor series expansion. This, as already mentioned, allows us in
principle to determine asymptotics of arbitray order. Second, in the case of a free end point, the
asymptotics depend on the parity of the dimension k, which requires a technically demanding
transformation before the application of the saddle point method (see lemma 5.1). As special
cases, our results contain asymptotic formulae obtained by Krattenthaler et al and Rubey [7].
This paper is organised as follows. In the next section, we describe the lattice path model
underlying this manuscript, state some fundamental results, and finally state this paper’s main
results. In section 3, we derive complete Taylor series expansions for a class of functions defined
via determinants which are required for our asymptotic analysis. Proofs of our main results
are given in sections 4 and 5.
2. Main results
In this section, we give a description of the lattice path model considered, and, at the end
of this section, state the main results of this paper.
2.1. Reflectable walks. We start with a detailed description of the lattice walk model under-
lying this manuscript and fixing the basic notation. By S ⊂ Rk we denote the step set. This
set is assumed to be finite. The lattice L our walks “live on” is the Z-lattice spanned by S.
Now, a lattice walk of length n from u ∈ L to v ∈ L is a sequence (s(1), . . . , s(n)) of n elements
of S such that u+∑nj=1 s(j) = v.
Here, we are interested in those lattice walks that stay inside the region
W = {(x1, . . . , xk) ∈ Rk : x1 < x2 < · · · < xk} .
The reader should observe that this region’s boundary is contained in the union of all hyper-
planes defined by the equations
(2.1) xj+1 − xj = 0, 1 ≤ j < k.
The set of reflections rj , 1 ≤ j < k, associated with these hyperplanes forms a minimal
generator for the reflection group of type Ak−1. The hyperplanes associated with all reflections
of the group Ak−1 divide the R
k into connected regions which are called Weyl chambers. One
of these Weyl chambers is the region W our walks are confined to. This should explain the
title of this manuscript (the “zero drift” in the title means that s ∈ S if and only if −s ∈ S,
but we come to that later on). Observe that, on the coordinate level, the reflection rj simply
interchanges the coordinates j and j+1. Thus, Ak−1 is isomporphic toSk, the symmetric group
on {1, 2, . . . , k}. Under this isomporhpism, the reflection rj corresponds to the transposition
(j, j + 1).
Definition 2.1. The step set S ⊂ Rk defines a reflectable walk model of type Ak−1 if and only
if
(1) s ∈ S implies r(s) ∈ S for each reflection r ∈ Ak−1 and
(2) for each s ∈ S and each u ∈ L \ clW we have u+ s ∈ clW,
where clW denotes the closure of W, i.e., the set x1 ≤ x2 ≤ · · · ≤ xk.
Thus, a step set corresponding to a reflectable walk model of type Ak−1 is invariant under
the action of the symmetric group on the coordinates. Further, it is impossible for the walker
to enter the regionW from the outside without first landing at the border ofW and vice versa.
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In this manuscript, we consider only lattice walks with zero drift. Therefore, we make the
following assumption.
Assumption 2.1. In this manuscript, we assume the random walk has zero drift, i.e.,∑
s∈S
s = 0.
Now, for any u,v ∈ L, we denote by Pn(u → v) the cardinality of the set of n-step walks
from u to v, i.e.,
Pn(u→ v) =
∣∣∣∣∣
{
(s(1), . . . , s(n)) ∈ Sn : u+
n∑
j=1
s(j) = v
}∣∣∣∣∣ .
Our primary focus lies on those walks that stay within W all of the time, i.e., in the set
P+n (u→ v) =
∣∣∣∣∣
{
(s(1), . . . , s(n)) ∈ Sn : u+
n∑
j=1
s(j) = v and u+
q∑
j=1
s(j) ∈ W, 0 ≤ q ≤ n
}∣∣∣∣∣ .
Clearly, if not u,v ∈ L ∩W then we have P+n (u→ v) = 0.
The requirements of definition 2.1 are necessary and sufficient conditions for proving the
following theorem using an elegant generalisation of Andre’s reflection principle. For the sake of
simplicity we prove the lemma for the type Ak−1 case, the only case relevant to this manuscript.
It should be stressed however that the following result still holds true even with the group Ak−1
replaced by any finite or affine reflection group. For details, we refer the reader directly to Gessel
and Zeilberger’s paper [3].
Lemma 2.1 (see Gessel and Zeilberger [3, Theorem 1]). Let S satisfy the requirements of
definition 2.1. Then, for any natural number n and any two lattice points u,v ∈ L ∩ W we
have
(2.2) P+n (u→ v) =
∑
r∈Ak−1
(−1)l(r)Pn(r(u)→ v),
where l(r) denotes the minimum possible number of factors required to express r as a product
of reflections in {r1, . . . , rk−1}.
The reader may find it more convenient to think in terms of the symmetric group than in
terms of the reflection group Ak−1: if we denote for any permutation σ ∈ Sk by σ(u) the lattice
point obtained from u by permuting its coordinates according to σ, then (2.2) may be written
as
P+n (u→ v) =
∑
σ∈Sk
sgn (σ)Pn(σ(u)→ v),
where sgn (σ) denotes the sign of σ.
Proof. Since this is the fundamental result underlying the present manuscript, we repeat, for the
reader’s convenience, the complete proof. The fundamental idea is to set up a (sign reversing)
bijection between the set of n-step walks that, at some point, leave the Weyl chamber W, thus
showing that the total contribution of such “bad walks” to the right hand side of (2.2) is equal
to zero.
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For the following, it is important to impose a total ordering on the set of reflections given
by 2.1. This ordering can be chosen arbitrarily and we assume that r1 ≺ · · · ≺ rk−1. Now, the
bijection is defined as follows. Fix r ∈ Ak−1 and consider a walk r(u) → v with the step set
(s(1), . . . , s(n)) that violates the condition of staying inside W (this is, in fact, always true for
r 6= id). Clearly, this walk is contributing (−1)l(r) to the right hand side of (2.2). By assumption
on our walk, we know that there exists 0 ≤ t < n such that r(u)+∑tj=1 s(j) 6∈ W. Let t′ denote
the maximal t. By condition 2 of definition 2.1, we know that c = r(u) +
∑t′
j=1 s
(j) is a point
on the boundary of W. Consequently, this point belongs to some of the hyperplanes (2.1).
Let ri be the minimal rj (with respect to the order chosen above) such that c belongs to the
corresponding hyperplane. Having found ri, we may now map the walk considered to the walk
(ri ◦ r)(u)) → v with the steps (ri(s(1)), . . . , ri(s(t′)), s(t′+1), . . . , s(n)). This simply defines a
reflection at the hyperplane fixed by ri of the initial part of the walk up to the last contact c
with the border ofW and thus clearly defines a bijection. The sign reversing property is easily
checked by noting that l(·) has the property that l(ri ◦ r) − l(r) ≡ 1 mod 2. Thus, the only
surviving contributions to the right hand side of (2.2) stem from walks u → v staying inside
W. 
The combination of lemma 2.1 and generating functions give rise to an exact integral formula
for P+n (u→ v) that is amenable to asymptotic analysis. For the sake of brevity, we introduce
the following notion. For a = (a1, . . . , ak) and z = (z1, . . . , zk) we set
za = za11 z
a2
2 · · · zakk .
(If the aj ’s were not integers, then we would have to resort to the interpretation in terms of
formal exponentials. Luckily, it will turn out below that in the cases relevant to this manu-
script, this is not the case.) Now, the step generating function S(z) is defined as the Laurent
polynomial
S(z) =
∑
s∈S
zs.
With this notion at hand, we see that
(2.3) Pn(u→ v) = [zv] (zuS(z)n) ,
where [zv] means “coefficient of zv”. Indeed, this is readily verified by noting that S(z)n is
equal to the sum of monomials zv such that v may be reached starting from 0 with exactly
n steps from the set S. Almost trivially from (2.3) and Cauchy’s integral theorem follows
the next lemma. This expression – up to a minor step – can be found already in Gessel and
Zeilberger [3, Theorem 2].
Lemma 2.2. We have the exact expression
(2.4) P+n (u→ v) =
1
(2πi)kk!
∫
· · ·
∫
|z1|=···=|zk|=ρ
det
1≤j,m≤k
(
zumj
)
det
1≤j,m≤k
(
z−vmj
)
S(z1, . . . , zk)
n
k∏
j=1
dzj
zj
Proof. By virtue of Cauchy’s integral theorem, the right hand side of (2.3) may be written as
the integral
(2πi)−k
∫
· · ·
∫
S(z)n
dz
zv−u
,
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where the integral is taken over the torus |z1| = · · · = |zk| = ρ > 0. Substituting this expression
for the corresponding term in (2.2) and interchanging summation and integration we find
P+n (u→ v) =
1
(2πi)k
∫
· · ·
∫
det
1≤j,m≤k
(
zumj
)
S(z)n
dz
zv
.
This is [3, Theorem 2] for the type Ak−1 case.
Now, for any permutation σ we have the identity
det
1≤j,m≤k
(
zumσ(j)
)
S(σ(z))n
k∏
j=1
z
−vj
σ(j) =
(
sgn (σ−1)
k∏
j=1
z
−vσ−1(j)
j
)
det
1≤j,m≤k
(
zumj
)
S(z)n.
The reader should observe that the symmetry of S(z) is a consequence of condition 1 in
definition 2.1. The proof of the lemma is now completed upon summing over all permutations
σ and dividing the result by k!. 
The last thing we need is some information on the structure of the step generating function
S(z). This, of course, boils down to the question: What step sets S do satisfy the conditions
of definition 2.1? The answer to this question has been given by Grabiner and Magyar [4]. In
their paper, they give, for any of the irreducible reflection groups, a complete classification of
step sets satisfying the requirements of definition 2.1. We state only the special case relevant
to this manuscript.
Lemma 2.3 (Grabiner and Magyar [4]). The step set S ⊂ Rk \ {0} satisfies the conditions
stated in lemma 2.1 as well as assumption 2.1 if and only if S is (up to rescaling) equal either
to
Srt =
{±e(1),±e(2), . . . ,±e(k)} or to Sls =
{
k∑
j=1
εje
(j) : ε1, . . . , εk ∈ {−1,+1}
}
,
where
{
e(1), . . . , e(k)
}
is the canonical basis of Rk.
The subscripts of Sls and Srt refer to the lock step model and the random turns model,
respectively, which point to the interpretation of these lattice walk models in terms of non-
intersecting lattice paths (see figures 1 and 2 for illustrations).
The corresponding step generation functions are given by
Sls(z) =
k∏
j=1
(
zj +
1
zj
)
or Srt(z) =
k∑
j=1
(
zj +
1
zj
)
.
We close this section with the following simple asymptotic result.
Lemma 2.4. We have the asymptotics
log
∣∣S (eiϕ1, . . . , eiϕk)∣∣ = logS(1)− Λ
2
k∑
j=1
ϕ2j +
Ω
8
(
k∑
j=1
ϕ2j
)2
+
Ψ
4!
k∑
j=1
ϕ4j +O
(
max
j
|ϕj|6
)
as (ϕ1, . . . , ϕk)→ (0, . . . , 0), where either
S = Sls, Λ = 1, Ω = 0 and Ψ = −2
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x1
x2
S
E
n
x1, x2
Figure 1. Example of a lattice walk in the lock step model and its corre-
sponding interpretation in terms of non-intersecting lattice paths. On the left:
a 10-step walk from S = (−2, 0) to E = (−2, 2) restricted to the Weyl chamber
0 < x1 < x2 (indicated by the shaded region). On the right: the corresponding
pair of non-intersecting lattice paths: the lower path from (0,−2) to (10,−2)
keeps track of the horizontal coordinate of the walk in the left hand side, while
the upper path from (0, 0) to (10, 2) keeps track of the vertical coordinate.
x1
x2
S
E
n
x1, x2
Figure 2. Example of a lattice walk in the random turns model and its
corresponding interpretation in terms of non-intersecting lattice paths. On the
left: a 10-step walk from S = (−2,−1) to E = (−2, 1) restricted to the Weyl
chamber 0 < x1 < x2 (indicated by the shaded region). On the right: the
corresponding pair of non-intersecting lattice paths: the lower path from (0,−2)
to (10,−2) keeps track of the horizontal coordinate of the walk in the left hand
side, while the upper path from (0,−1) to (10, 1) keeps track of the vertical
coordinate.
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or
S = Srt, Λ =
1
k
, Ω = − 1
k2
and Ψ =
1
k
.
2.2. Asymptotics for walks with a fixed end point. We derive asymptotics for the quan-
tity P+n (u→ v) as n→∞ in the set {n : P+n (u→ v) > 0}. It may be obvious to the reader
already from (2.4) how to determine asymptotics for P+n (u → v), as the integral on the right
hand side is a multi-dimensional version of integrals of the form
1
2πi
∮
|z|=1
g(z)f(z)n
dz
z
.
Under suitable assumptions on g and f , this integral can be asymptotically analysed by means
of the saddle point method. The reason for this being that, as n → ∞, the integral is largely
dominated by the maxima of |f(z)| on the contour of integration. Let us for the moment
assume that z = 1 is the only maximum of |f(z)| on the integration contour, and moreover,
we assume that z = 1 is a saddle point of f(z), i.e., f ′(1) = 0 (this is important and may, in
general, require a change of the contour of integration). Then, under suitable conditions, we
will have
1
2πi
∮
|z|=1
g(z)f(z)n
dz
z
∼ 1
2π
ε∫
−ε
g
(
eiϕ
)
f
(
eiϕ
)n
dϕ, n→∞,
where ε = ε(n) → 0 as n → ∞. If ε → 0 fast enough such that nε2 → ∞ but nε3 → 0, then
we shall have, assuming that g(1) 6= 0,
1
2πi
∮
|z|=1
g(z)f(z)n
dz
z
∼ g(1)f(1)
n
2π
ε∫
−ε
e−nf
′′(1)ϕ2/(2f(1))dϕ
∼ g(1)f(1)
n
2π
√
nf ′′(1)/f(1)
∞∫
−∞
e−ϕ
2/2dϕ =
g(1)f(1)n√
2πnf ′′(1)/f(1)
as n → ∞. A more in-depth discussion of the saddle point method can for example be found
in [1].
The analysis of (2.4) is a bit more delicate, mainly for two reasons. First, it turns out that
the asymptotics is governed by more than one saddle point. Second, the product of the two
determinants, which corresponds to the function g above, evaluated at these saddle points will
always be equal to zero. We therefore cannot just replace it by its value at the saddle point but
we have to determine (sufficiently accurate) Taylor approximations thereof. But this certainly
poses a non-trivial problem because of a typically large number of cancellations induced by the
nature of the determinants. We will address this problem, the solution of which is fundamental
to the asymptotic analysis of (2.4), in the next section.
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Theorem 2.1. In the lock step model, we have the asymptotics
(2.5) P+n (u→ v) =
2kn
nk2/2
(
2
π
)k/2 ∏
1≤j<m≤k
(um − uj)(vm − vj)
k∏
j=1
(j − 1)!
×
(
1 +
1
kn
(
k∑
j=1
uj
)(
k∑
j=1
vj
)
− 1
2n
(
k∑
j=1
(u2j + v
2
j )
)
+O
(
n−5/3
))
as n→∞ in the set {n : P+n (u→ v) > 0}.
Theorem 2.2. In the random turns model, we have the asymptotics
(2.6) P+n (u→ v) =
(
kk
2π
)k/2
(2k)n
nk2/2
∏
1≤j<m≤k
(um − uj)(vm − vj)
k∏
j=1
(j − 1)!
×
(
1 +
1
k2n
(
k∑
j=1
uj
)(
k∑
j=1
vj
)
− 1
2kn
(
k∑
j=1
(u2j + v
2
j )
)
+O
(
n−5/3
))
as n→∞ in the set {n : P+n (u→ v) > 0}.
2.3. Asymptotics for walks with a free end point. The number P+n (u) of n step walks
confined to W starting in u ∈ L ∩W with a free end point is given by the finite sum
P+n (u) =
∑
v∈L∩W
P+n (u→ v).
An approach analogously to that used in the proofs of theorem 2.1 and 2.2 can also be used to
establish asymptotics ast n → ∞. (Although, summation introduces some additional obsta-
cles.)
Theorem 2.3. In the lock step model, the number of walks in x1 < x2 < · · · < xk of length n
starting in u is given by
(2.7) P+n (u) =
2kn+2ℓ
πℓ/2n
1
2(
k
2)
(
ℓ∏
j=0
j!
Γ(j + α)√
π
) ∏
1≤j<m≤k
(um − uj)
k∏
j=1
j!
×
(
1 +
ℓ(ℓ+ α− 1)
n
(
(k − 2)!
(k + 1)!
∑
1≤j<m≤k
(um − uj)2 − 2ℓ+ α− 3
6
)
+O
(
n−3/2
))
as n→∞, where ℓ = ⌊k/2⌋ and α = 1
2
+ k − 2ℓ.
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Theorem 2.4. In the random turns model, the number of walks in x1 < x2 < · · · < xk of
length n starting in u is given by
(2.8) P+n (u) =
(2k)n4ℓ
πℓ/2(n/k)
1
2(
k
2)
(
ℓ∏
j=0
j!
Γ(j + α)√
π
) ∏
1≤j<m≤k
(um − uj)
k∏
j=1
j!
×
(
1 +
ℓ(ℓ+ α− 1)
nk
(
(k − 2)!
(k + 1)!
∑
1≤j<m≤k
(um − uj)2 + 2k − 3
24
− 1 + ℓ(k − ℓ−
1
2
)
2k
)
+O
(
n−3/2
))
as n→∞, where ℓ = ⌊k/2⌋ and α = 1
2
+ k − 2ℓ.
3. Asymptotics for determinants
Let f(w) be a function analytic around w = 0 having Taylor series expansion
f(w) =
∞∑
j=0
anw
n, |w| < R,
with positive radius of convergence R > 0.
In this manuscript we will frequently be concerned with functions of the form
F (w1, . . . , wk) = det
1≤j,m≤k
(f(wjum)) ,
where u1, . . . , uk are some fixed constants. Clearly, F (w) = F (w1, . . . , wk) is analytic in
|w|∞ = maxj |wj| < R/|u|∞. But can we say something about F (w1, . . . , wk) as (w1, . . . , wk)→
(0, . . . , 0)? Obviously, if k > 1 then F (w1, . . . , wk)→ 0. But this, of course, is very imprecise.
Fortunately, it is possible to write down the complete Taylor series expansion of F (w1, . . . , wk)
(see Lemma 3.1 below).
Before actually stating the lemma, we need to introduce so called Schur functions.
For a partition µ = (µ1, . . . , µk), we define the Schur function sµ(w1, . . . , wk) by
sµ(w) =
det
1≤j,m≤k
(
wµm+k−mj
)
det
1≤j,m≤k
(wk−mm )
.
It can be readily checked that sµ(w) is a symmetric homogenous polynomial (the denominator
is - upon rearranging - a Vandermonde determinant and each zero of the denominator is also
a zero of the numerator).
Lemma 3.1. Let f(w) =
∑∞
j=0 ajw
j be an analytic function for |w| < R. Then, for any
parameters u = (u1, . . . , uk), the function
F (z) = F (z1, . . . , zk) = det
1≤j,m≤k
(f(zjum))
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is analytic for |z|∞ < R/|u|∞. Furthermore, we have the series expansion
F (z) = det
1≤j,m≤k
(
zm−1j
)
det
1≤j,m≤k
(
um−1j
)
×
∑
µ1≥···≥µk≥0
(
k∏
j=1
aµj+k−j
)
s(µ1,...,µk)(u1, . . . , uk)s(µ1,...,µk)(z1, . . . , zk),
convergent for |z|∞ < R/|u|∞.
Proof. The proof of this lemma is actually a quite simple one and goes as follows. Let λ1, . . . , λk
be non-negative integers. Then the coefficient of
∏
z
λj
j is given by[
k∏
j=1
z
λj
j
]
det
1≤j,m≤k
(f(zjum)) =
(
k∏
j=1
aλj
)
det
1≤j,m≤k
(
uλjm
)
.
(This is easily seen to hold true as zj occours only in the j-th row.) Clearly, this expression
is eqal to zero whenever λ1, . . . , λk are not pairwise different (as in this case the determinant
on the right hand side is equal to zero). We may therefore assume that each λj is different
from all the others. Now, the crucial observation is the following: if σ is any permutation on
{1, 2, . . . , k} (the set of all such permutations is denoted by Sk), then the coefficients of
∏
z
λj
j
and
∏
z
λσ(j)
j differ only by sign. This sign is equal to sgn (σ), as can be readily verified upon
rearrangement of the determinant on the right hand side above. Hence, we see that
∑
σ∈Sk
([
k∏
j=1
z
λσ(j)
j
]
det
1≤j,m≤k
(f(zjum))
)(
k∏
j=1
z
λσ(j)
j
)
=
(
k∏
j=1
aλj
)
det
1≤j,m≤k
(
uλjm
)
det
1≤j,m≤k
(
zλmj
)
.
Obviously, this expression is invariant under permutations of the λ1, . . . , λk. We may therefore
assume that λ1 > · · · > λk. Now, setting λj = µj + k − j, noting that
det
1≤j,m≤k
(
uλjm
)
det
1≤j,m≤k
(
zλmj
)
= det
1≤j,m≤k
(
zm−1j
)
det
1≤j,m≤k
(
um−1j
)
s(µ1,...,µk)(z)s(µ1,...,µk)(u)
and summing over all µ1 ≥ · · · ≥ µk we obtain the claimed result. 
Example 3.1. Set f(w) = eiw. Then, by lemma 3.1 above, we have the asymptotics
det
1≤j,m≤k
(
eiumzj
)
= i(
k
2)
(
k∏
j=1
(j − 1)!
)−1
det
1≤j,m≤k
(
um−1j
)
det
1≤j,m≤k
(
zm−1j
)
×
(
1 +
i
k
(
k∑
j=1
uj
)(
k∑
j=1
zj
)
− 1
(k − 1)k
(∑
j<m
ujum
)(∑
j<m
zjzm
)
− 1
k(k + 1)
(∑
j≤m
ujum
)(∑
j≤m
zjzm
)
+O
(
max
j
|zj |3
))
as (z1, . . . , zk)→ (0, . . . , 0).
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Example 3.2 (Cauchy’s identity). Setting f(w) = 1/(1− w) in lemma 3.1 yields
det
1≤j,m≤k
(
1
1− xjym
)
= det
1≤j,m≤k
(
xm−1j
)
det
1≤j,m≤k
(
ym−1j
) ∑
µ1≥···≥µk≥0
s(µ1,...,µk)(x)s(µ1,...,µk)(y).
Now, comparing this equation with (a variant of) Cauchy’s double alternante (see [6, p. 311]),
viz.
det
1≤j,m≤k
(
1
1− xjym
)
=
det
1≤j,m≤k
(
xm−1j
)
det
1≤j,m≤k
(
ym−1j
)
k∏
j,m=1
(1− xjym)
,
we recover Cauchy’s classical identity
1
k∏
j,m=1
(1− xjym)
=
∑
µ1≥···≥µk≥0
s(µ1,...,µk)(x)s(µ1,...,µk)(y).
4. Fixed end points: Proofs
We start from the integral representation
P+n (u→ v) =
1
(2π)kk!
∫ π
−π
· · ·
∫ π
−π
det
1≤j,m≤m
(
eiϕjum
)
det
1≤j,m≤m
(
e−iϕjvm
)
S
(
eiϕ1 , . . . , eiϕk
)n k∏
j=1
dϕj.
This integral almost suggests itself to the saddle point approach, as it is roughly of the form∫
g(x)f(x)ndx
for some well-behaved functions g and f . (Admittedly, our case is a bit more involved as the
function g is defined in terms of certain determinants. But we have already shown in a previous
section how to deal with such functions, so we do not expect too many troubles ahead.)
The dominant asymptotic behaviour of P+n (u → v) is therefore expected to be captured
by small neighbourhoods of the maximal points of |S(eiϕ1, . . . , eiϕk)| on (−π, π]k. The set of
maximal points will be denoted by M, i.e.,
M = {(ϕ1, . . . , ϕk) ∈ (−π, π]k : |S(eiϕ1, . . . , eiϕk)| = |S(1, . . . , 1)|} .
For the sake of convenience, we define for ε > 0 the sets
Uε(ϕˆ) =
{
ϕ ∈ Rk : |ϕˆ− ϕ|∞ < ε
}
, ϕˆ = (ϕˆ1, . . . , ϕˆk) ∈M.
We claim (and prove in the following) that the asymptotic dominant behaviour of P+n (u→ v)
as n→∞ is captured by
(4.9)
1
(2π)kk!
∑
ϕˆ∈M
∫
· · ·
∫
Uε(ϕˆ)
det
1≤j,m≤m
(
eiϕjum
)
det
1≤j,m≤m
(
e−iϕjvm
)
S
(
eiϕ1 , . . . , eiϕk
)n k∏
j=1
dϕj,
where we may choose ε = n−5/12.
Now, before actually asymptotically evaluating (4.9), let us find a bound for the complemen-
tary part of the integral. For convenience, set Uε =
⋃
ϕˆ∈M Uε(ϕˆ). Clearly, det (eiumϕj ) as well
as det (e−vmϕj) are bounded on (−π, π]k as n → ∞. On the other hand, |S(eiϕ1, . . . , eiϕk)|n
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restricted to (−π, π]k \ Uε attains, at least for n large enough, its maximum somewhere on the
boundary of one of the sets Uε(ϕˆ) for some point ϕˆ ∈ M. Let ψ = (ψ1, . . . , ψk) ∈ (−π, π]k \ Uε
be such a point maximising |S(eiϕ1, . . . , eiϕk)| on this set. By the above considerations, we
know that there exists ϕ˜ ∈ M such that |ψ − ϕ˜| = ε (at least for n sufficiently large). Hence,
lemma 2.4 shows that there exists a constant C∗ > 0 such that∣∣S (eiϕ1 , . . . , eiϕk)∣∣n ≤ ∣∣S (eiψ1 , . . . , eiψk)∣∣n = S(1, . . . , 1)n−C∗n1/6+O(n−2/3)
valid for (ϕ1, . . . , ϕk) ∈ (−π, π]k \Uε as n→∞. Trivial bounds for the integral then show that
1
πkk!
∫
· · ·
∫
(−π,π]k\Uε
det
1≤j,m≤m
(
eiϕjum
)
det
1≤j,m≤m
(
e−iϕjvm
)
S
(
eiϕ1 , . . . , eiϕk
)n k∏
j=1
dϕj
= O
(
S(1, . . . , 1)n−Cn
1/6
)
as n → ∞. This is exponentially small compared to (4.9), which is, as we will see below, of
order n−k
2/2S(1, . . . , 1)n as n→∞.
Let us now turn our attention to (4.9), and determine asymptotics as n → ∞. As the first
important observation we note that for any ϕˆ = (ϕˆ1, . . . , ϕˆk) ∈M we have
(4.10) det
1≤j,m≤m
(
ei(ϕˆj+ϕj)um
)
det
1≤j,m≤m
(
e−i(ϕˆj+ϕj)vm
)
S
(
ei(ϕˆ1+ϕ1), . . . , ei(ϕˆk+ϕk)
)n
= det
1≤j,m≤m
(
eiϕjum
)
det
1≤j,m≤m
(
e−iϕjvm
)
S
(
eiϕ1 , . . . , eiϕk
)n
.
This identity is the only part of the proof where we really have to distinguish wether we are
in the lock step model or in the random turns model. If we have S = Sls, i.e., the lock step
model, then we know that P+n (u→ v) > 0 if and only if u1 ≡ · · · ≡ uk mod 2 and v1 ≡ · · · ≡
mod 2 as well as u1 − v1 ≡ n mod 2. We therefore may pull the factors eiϕˆju1 and e−iϕˆjv1 out
of the respective determinants on the left hand side in a row wise fashion. On the other hand,
if S = Srt (random turns model), then we know that ϕˆ1 = · · · = ϕˆk ∈ {0, π}, and we may
pull the factors eiϕˆ1um and e−iϕˆ1vm out of the respective determinants in a column wise fashion.
The validity of the equation above is then seen by recalling that n =
∑k
j=1(vj − uj) whenever
P+n (u→ v) > 0.
But this shows that all the saddle points M contribute precisely the same value to (4.9).
Hence, (4.9) is equal to
(4.11)
|M|
(2π)kk!
ε∫
−ε
. . .
ε∫
−ε
det
1≤j,m≤m
(
eiϕjum
)
det
1≤j,m≤m
(
e−iϕjvm
)
S
(
eiϕ1 , . . . , eiϕk
)n k∏
j=1
dϕj,
where |M| denotes the cardinality of the setM. Asymptotics for this integral as n→∞ can be
established by replacing the integrand with (sufficiently accurate) Taylor series approximations.
This is the second step of the saddle point method. For the sake of convenience, we define
〈f(ϕ)〉ε =
ε∫
−ε
. . .
ε∫
−ε
f(ϕ)
( ∏
1≤j<m≤k
(ϕm − ϕj)
)2
e
−nΛ
k∑
j=1
ϕ2j/2
k∏
j=1
dϕj.
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With this notation at hand, (4.11) is seen to be asymptotically equal to
|M|S(1, . . . , 1)n
(2π)kk!
( ∏
1≤j<m≤k
(um − uj)
)( ∏
1≤j<m≤k
(vm − vj)
)
(
k∏
j=1
(j − 1)!
)2
×
(
〈1〉ε+
s(1)(u)s(1)(v)
k2
〈
s(1)(ϕ)
2
〉
ε
−s(1,1)(u) + s(1,1)(v)
(k − 1)k
〈
s(1,1)(ϕ)
〉
ε
−s(2)(u) + s(2)(v)
k(k + 1)
〈
s(2)(ϕ)
〉
ε
+ n
Ω
8
〈(
k∑
j=1
ϕ2j
)2〉
ε
+ n
Ψ
4!
〈
k∑
j=1
ϕ4j
〉
ε
+
〈
O
(
nmax
j
|ϕj |6
)〉
ε
)
as n→∞, where the constants Λ, Ω and Ψ are given in lemma 2.4.
The integral 〈f(ϕ)〉ε closely resembles
〈f(ϕ)〉H =
∞∫
−∞
. . .
∞∫
−∞
f(ϕ)
( ∏
1≤j<m≤k
(ϕm − ϕj)
)2
e
−
k∑
j=1
ϕ2j/2
k∏
j=1
dϕj,
a Selberg-like integral with respect to the Hermite weight (hence, the subscript “H”). Indeed,
the change of variables ϕj
√
nΛ 7→ ϕj in 〈f(ϕ)〉ε shows that
〈f(ϕ)〉ε = (nΛ)−k
2/2
〈
f
(
ϕ√
nΛ
)〉
H
+O
(
e−nη
)
, n→∞,
for some η > 0. Here, the exponentially small error stems from the fact that ε
√
n → ∞ as
n→∞ and the estimate ∫∞
y
e−x
2/2dx = O(e−y
2/2), y →∞.
These considerations show that (4.11) is asymptotically equal to
|M|S(1, . . . , 1)n(nΛ)−k2/2
(2π)kk!
( ∏
1≤j<m≤k
(um − uj)
)( ∏
1≤j<m≤k
(vm − vj)
)
(
k∏
j=1
(j − 1)!
)2
×
(
1 +
1
nkΛ
(
k∑
j=1
uj
)(
k∑
j=1
vj
)
− 1
2nΛ
(
k∑
j=1
(u2j + v
2
j )
)
+
k
8nΛ2
(
k(k2 + 2)Ω +
2k2 + 1
3
Ψ
)
+O
(
n−3/2
))〈1〉H
as n→∞. Theorem 2.1 is now proved upon recalling (see Appendix B) that
〈1〉H = (2π)k/2
k∏
j=1
j!.
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5. Free end point: Proofs
In order to determine asymptotics for the number of n-step configurations with a free end
point, we need to sum our integral expression over v1 < v2 < · · · < vk. More precisely, we need
to study
∑
u1−n−1<v1<···<vk<uk+n+1
det
1≤j,m≤k
(
z−vmj
)
.
Let us first bring the sum to a more convenient form by writing
∑
v1,...,vk
−C<v1<···<vk<uk+n+1
det
1≤j,m≤k
(
z−vmj
)
= det
1≤j,m≤k
(
z−mj
)( k∏
j=1
zk−uk−nj
) ∑
v1,...,vk
−C<v1<···<vk≤uk+n
det
1≤j,m≤k
(
zuk+n−vmj
)
det
1≤j,m≤k
(
zk−mj
) .
where −C ≤ u1 − n − 1. Now, setting λm = uk + n − vm − (k −m), the expression above is
given by
det
1≤j,m≤k
(
z−mj
)( k∏
j=1
zk−uk−nj
) ∑
λ1,...,λk
0≤λk≤λk−1≤···≤λ1≤uk+n+C−k
det
1≤j,m≤k
(
zλm+k−mj
)
det
1≤j,m≤k
(
zk−mj
) .
= det
1≤j,m≤k
(
z−mj
)( k∏
j=1
zk−uk−nj
) det
1≤j,m≤k
(
z
uk+n+C−m+1/2
j − z−(k−m+1/2)j
)
det
1≤j,m≤k
(
z
k−m+1/2
j − z−(k−m+1/2)j
)
Letting C →∞ and noting that |zj | < 1, the right hand side converges to
det
1≤j,m≤k
(
z−mj
)( k∏
j=1
z−uk−nj
) det
1≤j,m≤k
(
−zm−1/2j
)
det
1≤j,m≤k
(
z
k−m+1/2
j − z−(k−m+1/2)j
)
= (−1)(k2)+k det
1≤j,m≤k
(
z−mj
)( k∏
j=1
z−uk−nj
) det
1≤j,m≤k
(
z
m−1/2
j
)
det
1≤j,m≤k
(
z
m−1/2
j − z−m+1/2j
)
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Now, the right hand side is equal to
(−1)(k2)+k
(
k∏
j=1
z−uk−nj
) det
1≤j,m≤k
(
zk−mj
)
( ∏
1≤j<m≤k
(zjzm − 1)
)(
k∏
j=1
(zj − 1)
)
=
(
k∏
j=1
z−uk−nj
) (−1)k det
1≤j,m≤k
(
zm−1j
)
( ∏
1≤j<m≤k
(zjzm − 1)
)(
k∏
j=1
(zj − 1)
) .
For
P+n (u) =
∑
u1−n−1<v1<···<vk<uk+n+1
P+n (u→ v)
we therefore have the expression
P+n (u) =
1
(2πi)kk!
∫
· · ·
∫
|z1|=···=|zk|=ρ<1
det
1≤j,m≤k
(
zum−ukj
)
det
1≤j,m≤k
(
zm−1j
)
( ∏
1≤j<m≤k
(zjzm − 1)
)(
k∏
j=1
(1− zj)
)S(z1, . . . , zk)n k∏
j=1
dzj
zn+1j
This last integral is not directly amenable to asymptotic analysis by means of saddle point
techniques. Instead, the integral representation above has first to be translated into a ⌊k/2⌋-
fold integral, the result of which is summarised in the following lemma. Its proof is deferred to
appendix A.
Lemma 5.1. If k = 2ℓ is even, then we have
P+n (u) =
ℓ−1∏
j=0
(2ℓ− 2j − 1)
(2πi)ℓk!
∫
· · ·
∫
|w1|=···=|wℓ|=1
det
1≤j,m≤k
(
wum−ukr if j = 2r − 1
wuk−umr if j = 2r
)
× S (w1, w−11 , . . . , wℓ, w−1ℓ )n
ℓ∏
j=1
1 + wj
1− wj
dwj
wj
.
If k = 2ℓ+ 1 is odd, then we have
P+n (u) =
ℓ∏
j=0
(2ℓ− 2j + 1)
(2πi)ℓk!
∫
· · ·
∫
|w1|=···=|wℓ|=1
det
1≤j,m≤k

 wum−ukr if j = 2r − 1 < kwuk−umr if j = 2r < k
1 if j = k


× S (w1, w−11 , . . . , wℓ, w−1ℓ , 1)n
ℓ∏
j=1
1 + wj
1− wj
dwj
wj
.
We proceed with our asymptotic analysis seperately considering the two cases k even and k
odd.
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5.1. Asymptotics for k = 2ℓ even. Lemma 5.1 and the substitution wr = e
iϕr , 1 ≤ r ≤ ℓ
yield
P+n (u) =
ℓ−1∏
j=0
(2ℓ− 2j − 1)
(2π)ℓk!
π∫
−π
. . .
π∫
−π
det
1≤j,m≤k
(
ei(um−uk)ϕr if j = 2r − 1
e−i(um−uk)ϕr if j = 2r
)
× S (eiϕ1 , e−iϕ1 , . . . , eiϕℓ , e−iϕℓ)n ℓ∏
j=1
1 + eiϕj
1− e−iϕj dϕj.
(Recall that there is in fact no pole at points of the form ϕj = 0 as it is cancelled by the zero
of the determinant at this point.) Asymtptotics as n → ∞ of this integral can be established
very much like for the quantity P+n (u→ v) before by means of the saddle point approach.
Let M denote the set of maximal points of
(ϕ1, . . . , ϕℓ) 7→ |S
(
eiϕ1, e−iϕ1 , . . . , eiϕℓ , e−iϕℓ
) |
on the set (−π, π]ℓ.
Now, the asymptotically dominant part of P+n (u) is captured by
(5.12)
Γ
(
ℓ + 1
2
)
πℓ+1/2k!
∑
ϕˆ∈M
∫
· · ·
∫
Uε(ϕˆ)
det
1≤j,m≤k
(
ei(um−uk)ϕr if j = 2r − 1
e−i(um−uk)ϕr if j = 2r
)
× S (eiϕ1 , e−iϕ1 , . . . , eiϕℓ , e−iϕℓ)n ℓ∏
j=1
1 + eiϕj
1− e−iϕj dϕj,
where
Uε(ϕˆ) =
{
ϕ ∈ Rk : |ϕˆ− ϕ|∞ < ε
}
, ϕˆ = (ϕˆ1, . . . , ϕˆk) ∈M
and ε = n−5/12. The complementary part of the integral is seen to be exponentially small
compared to (5.12) by the very same arguments as given for the fixed end point case, and will
therefore not be repeated here.
Also, by the same arguments that proved the validity of equation (4.10) we deduce that
(5.13) det
1≤j,m≤k
(
ei(um−uk)(ϕˆr+ϕr) if j = 2r − 1
e−i(um−uk)(ϕˆr+ϕr) if j = 2r
)
S
(
e±i(ϕˆ1+ϕ1), . . . , e±i(ϕˆℓ+ϕℓ)
)n
= det
1≤j,m≤k
(
ei(um−uk)ϕr if j = 2r − 1
e−i(um−uk)ϕr if j = 2r
)
S
(
e±iϕ1 , . . . , e±iϕℓ
)n
.
However, contrary to the fixed end point case, not all points in M do contribute the same
value to (5.12). The reason for this is the factor
∏ℓ
j=1
1+eiϕj
1−e−iϕj
. Let us therefore partition M
into sets of the form
Ma =
{
(ϕˆ1, . . . , ϕˆℓ) ∈M :
ℓ∑
j=1
ϕˆj = aπ
}
,
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i.e., M = ⋃
0≤a≤ℓ
Ma. (Note that the definition of Ma does make sense since M ⊆ {0, π}ℓ.)
The symmetry of the integrand in (5.12) implies that for each a all points in Ma contribute
the same value to (5.12). Consequently, it suffices to consider for a ∈ {0, 1, . . . , ℓ} the point
ϕˆ = (ϕˆ1, . . . , ϕˆℓ) ∈Ma such that
π = ϕˆ1 = · · · = ϕˆa > ϕˆa+1 = · · · = ϕˆℓ = 0.
(We choose a = 0 and a = ℓ for the all 0’s vector and the all π’s vector, respectively.) By the
above considerations, the contribution of ϕˆ to (5.12) is given by
(5.14)
Γ
(
ℓ + 1
2
)
πℓ+1/2k!
ε∫
−ε
· · ·
ε∫
−ε
det
1≤j,m≤k
(
ei(um−uk)ϕr if j = 2r − 1
e−i(um−uk)ϕr if j = 2r
)
× S (e±iϕ1 , . . . , e±iϕℓ)n
(
a∏
j=1
1− eiϕj
1 + eiϕj
)(
ℓ∏
j=a+1
1 + eiϕj
1− eiϕj
)
ℓ∏
j=1
dϕj,
where ε = ε(n) = n−5/12. Asymptotics for this integral can now be established by replacing the
integrand with (sufficiently accurate) Taylor series approximations. By routine calculations we
see that
ℓ∏
j=a+1
1 + eiϕj
1− eiϕj =
(2i)ℓ−a
ℓ∏
j=a+1
ϕj
(
1− 1
12
ℓ∑
j=a+1
ϕ2j +O
(
max
a+1≤j≤ℓ
|ϕj|4
))
a∏
j=1
1− eiϕj
1 + eiϕj
= (2i)−a
(
a∏
j=1
ϕj
)(
1 +
1
12
a∑
j=1
ϕ2j +O
(
max
1≤j≤a
|ϕj|4
))
.
A special case of example 3.1 is the expansion
det
1≤j,m≤k
(
ei(um−uk)ϕr if j = 2r − 1
e−i(um−uk)ϕr if j = 2r
)
= (−2)ℓ

k/2∏
j=1
ϕj

( ∏
1≤j<m≤ℓ
(ϕ2m − ϕ2j )
)2
i(
k
2)
k−1∏
j=1
j!
( ∏
1≤j<m≤k
(um − uj)
)
×
(
1 +
(k − 2)!
(k + 1)!
(
ℓ∑
j=1
ϕ2j
)( ∑
1≤j<m≤k
(um − uj)2
)
+O
(
max
j
|ϕj|3
))
as (ϕ1, . . . , ϕℓ)→ (0, . . . , 0). Finally, lemma 2.4 yields
log
∣∣S (e±iϕ1 , . . . , e±iϕℓ)∣∣ = logS(1)− Λ ℓ∑
j=1
ϕ2j +
Ω
2
(
ℓ∑
j=1
ϕ2j
)2
+
Ψ
12
ℓ∑
j=1
ϕ4j +O
(
max
j
|ϕj |6
)
as (ϕ1, . . . , ϕℓ)→ (0, . . . , 0).
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Let us now temporarily denote by 〈f(ϕ1, . . . , ϕℓ)〉ε the integral
〈f(ϕ1, . . . , ϕℓ)〉ε =
ε∫
−ε
· · ·
ε∫
−ε
( ∏
1≤j<m≤ℓ
(ϕ2m − ϕ2j)
)2
f(ϕ1, . . . , ϕℓ)
ℓ∏
j=1
e−nΛϕ
2
jdϕj.
Now, by the above considerations, the integral (5.14) is seen to be asymptotically equal to
const · S(1)n
〈(
a∏
j=1
ϕj
)2〉
ε
, n→∞.
In general, the function f(ϕ1, . . . , ϕℓ) will always be of the form f(ϕ1, . . . , ϕℓ) = g(ϕ
2
1, . . . , ϕ
2
ℓ)
for some homogenous polynomial g. Therefore, the integral 〈f(ϕ1, . . . , ϕℓ)〉ε may be related to
〈g(ϕ1, . . . , ϕℓ)〉L;α =
∫ ∞
0
. . .
∫ ∞
0
( ∏
1≤j<m≤ℓ
(ϕm − ϕj)
)2
g(ϕ1, . . . , ϕℓ)
ℓ∏
j=1
ϕα−1j e
−ϕjdϕj.
(The informed reader immediately recognises this integral as a Selberg type integral corre-
sponding to the Laguerre weight with parameter α. This also explains the subscript “L;α”.)
Indeed, recalling that ε
√
n → ∞ as n → ∞, folding the integral defining 〈·〉ε followed by the
substitution ϕj
√
nΛ 7→ ϕj shows that
〈f(ϕ1, . . . , ϕℓ)〉ε = (nΛ)−
1
2(
2ℓ
2 )−deg g 〈g(ϕ1, . . . , ϕℓ)〉L; 1
2
+O
(
e−nη
)
, n→∞,
for some η > 0, where deg g denotes the degree of the homogenous polynomial g. Therefore
the contribution of the saddle point ϕˆ to (5.14) is seen to be
const · S(1)nn− 12(2ℓ2 )−a, n→∞,
so that the asymptotic significance of the saddle point ϕˆ decreases for increasing a. In par-
ticular, in order to determine the first and second order asymptotics of P+n (u), we only need
to determine the contributions of M0 and M1. The reader may observe at this point that in
the random turns model (i.e., S = Srt) there is no contributing saddle point with a = 1, i.e.,
M1 = ∅ (which, in fact is true only for k ≥ 2). On the other hand, in case of the lock step
model the set M1 has cardinality ℓ.
Let us now determine the precise asymptotic contributions for saddle points in M1 (if there
are any). More carefully going through the argument above, the contribution of M1 to (5.12)
– assuming that M1 6= ∅ – is seen to be equal to
(5.15) 4ℓΓ
(
ℓ+
1
2
) ∏
1≤j<m≤k
(um − uj)
πℓ+1/2
k∏
j=1
j!
S(1)n(nΛ)−
1
2(
k
2)

− 1
4nΛ
〈
ℓ∑
j=1
ϕj
〉
L; 1
2
+O
(
n−5/3
)
as n→∞.
For the contribution of the saddle point ϕˆ = (0, . . . , 0) (i.e., a = 0), we need to repeat this
argument even more carefully, taking into account the second order contributions. We find
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that
(5.16) 4ℓΓ
(
ℓ+
1
2
) ∏
1≤j<m≤k
(um − uj)
πℓ+1/2
k∏
j=1
j!
S(1)n(nΛ)−
1
2(
k
2)
×
(
〈1〉L; 1
2
+
1
nΛ
(
− 1
12
+
(k − 2)!
(k + 1)!
∑
1≤j<m≤k
(um − uj)2
)〈
ℓ∑
j=1
ϕj
〉
L; 1
2
+
Ω
2nΛ2
〈(
ℓ∑
j=1
ϕj
)2〉
L; 1
2
+
Ψ
12nΛ2
〈
ℓ∑
j=1
ϕ2j
〉
L; 1
2
+O
(
n−3/2
))
as n→∞.
5.2. Asymptotics for k = 2ℓ+1 odd. Asymptotics for k = 2ℓ+1 can be determined exactly
as in the case k = 2ℓ we just discussed and we will therefore remain rather brief, focussing on
the differences. In fact, it turns out that for k = 2ℓ + 1 odd, the contributions of the saddle
points for a = 0, 1 formally look almost identical to equations (5.15) and (5.16) except for three
differences: the “ℓ” appearing in these formulas should now be interpreted as ℓ = ⌊k/2⌋, the
factor Γ
(
ℓ+ 1
2
)
turns into Γ
(
ℓ+ 3
2
)
and the quantities 〈·〉L; 1
2
have to be replaced by 〈·〉L; 3
2
.
The reason for this is the Taylor expansion
det
1≤j,m≤k

 ei(um−uk)ϕr if j = 2r − 1 < ke−i(um−uk)ϕr if j = 2r < k
1 if j = k


= (−2)ℓ
(
ℓ∏
j=1
ϕ3j
)( ∏
1≤j<m≤ℓ
(ϕ2m − ϕ2j)
)2
i(
2ℓ
2 )
k−1∏
j=1
j!
( ∏
1≤j<m≤k
(um − uj)
)
×
(
1 +
(k − 2)!
(k + 1)!
(
ℓ∑
j=1
ϕ2j
)( ∑
1≤j<m≤k
(um − uj)2
)
+O
(
max
j
|ϕj|3
))
as (ϕ1, . . . , ϕℓ) → (0, . . . , 0) which follows from example 3.1. The reader should now compare
the factor
∏ℓ
j=1 ϕ
3
j in this formula with the factor
∏ℓ
j=1 ϕj of the expansion of the analogoue
of the last subsection. It is precisely this term that introduces an additional factor of
∏ℓ
j=1 ϕ
2
j
inside the integral 〈·〉ε defined in the last section, which entails the parameter change from 12
to 3
2
.
5.3. Final form of the asymptotics and proofs of theorems 2.3 and 2.4. For the sake
of convenience, we summarise the results of the last two subsections. Let k ≥ 2 be an arbitrary
integer and set
ℓ = ⌊k/2⌋ and α = 1
2
+ k − 2ℓ.
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The integrals 〈·〉L;α are always understood as ℓ-fold integrals. Then, the contribution of the
saddle point ϕˆ = (0, . . . , 0) (i.e., of M0) is given by
(5.17) 4ℓΓ (ℓ+ α)
∏
1≤j<m≤k
(um − uj)
πℓ+1/2
k∏
j=1
j!
S(1)n(nΛ)−
1
2(
k
2)
(
1+
ℓ(ℓ+ α− 1)
nΛ
Ξ+O
(
n−3/2
)) 〈1〉L;α
as n→∞, where
Ξ = − 1
12
+
Ω(1 + ℓ(ℓ+ α− 1))
2Λ
+
Ψ(2ℓ+ α− 1)
12Λ
+
(k − 2)!
(k + 1)!
∑
1≤j<m≤k
(um − uj)2.
If M1 6= ∅, then its contribution to the asymptotics of P+n (u) is equal to
(5.18) 4ℓΓ (ℓ+ α)
∏
1≤j<m≤k
(um − uj)
πℓ+1/2
k∏
j=1
j!
S(1)n(nΛ)−
1
2(
k
2)
(
−ℓ(ℓ+ α− 1)
4nΛ
+O
(
n−5/3
)) 〈1〉L;α
as n→∞. The final form is then obtained by noting that
Γ(ℓ+ α) 〈1〉L;α = Γ(ℓ+ α)
ℓ−1∏
j=0
(j + 1)!Γ (j + α) =
ℓ∏
j=0
j!Γ(j + α).
Now, in the lock step model, i.e., S = Sls, we know that M1 6= ∅ so that in this case,
the asymptotics of P+n (u) is given by the sum of equations (5.17) and (5.18). This proves
theorem 2.3 . On the other hand, in case of the random turns model we know that for k ≥ 2
we have M1 = ∅ so that in this case the asymptotics of P+n (u) is given by equation (5.17),
which completes the proof of theorem 2.4
Appendix A. Proof of lemma 5.1
Recall that in lemma 5.1, we claimed that the quantity (the number of walks of length n
starting in u)
P+n (u) =
1
(2πi)kk!
∫
· · ·
∫
|z1|=···=|zk|=ρ<1
det
1≤j,m≤k
(
zum−ukj
)
det
1≤j,m≤k
(
zm−1j
)
( ∏
1≤j<m≤k
(zjzm − 1)
)(
k∏
j=1
(1− zj)
)S(z1, . . . , zk)n k∏
j=1
dzj
zn+1j
can be represented as a ⌊k/2⌋-fold integral (the precise form being dependent on the parity of
k).
The main idea of the proof is the following. In the integral above, we successively “push
the contours of integration to infinity” taking into account the residues we encounter. At each
step, we have to rewrite the expression in a way that allows us repeat this procedure. This
rewriting essentially consists of properly interchanging the order of integration (justified by
Fubini’s Theorem) and relabelling and reordering of the integration variables involved.
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Notation. For a vector z = (z1, . . . , zk) we denote by z
(r) = (z1, . . . , zk−r) the vector obtained
from z by removing the last r components. For z(1) and z(2) we also write z′ and z′′, respectively.
Furthermore, by a slight abuse of notation, we identify z and (z(r), zk−r+1, . . . , zk), so that, e.g.,
F (z′, zk) = F (z) = F (z1, . . . , zk).
Additionally, we will abbreviate F (. . . , zj, z
−1
j , . . . ) by F (. . . , z
±
j , . . . ), which will become
quite handy, too.
For the sake of convenience, we define
Gℓ(z1, . . . , zℓ) = det
1≤j,m≤ℓ
(
zm−1j
)( ∏
1≤j<m≤ℓ
(zjzm − 1)
)−1( ℓ∏
j=1
(1− zj)zn+1j
)−1
F (z1, . . . , zk) = det
1≤j,m≤k
(
zum−ukj
)
S (z1, . . . , zk)
n .
In terms of these quantities, the integral we are interested in (or rather a multiple thereof) can
be written as
I
(even)
k,k = k!P
+
n (u) =
1
(2πi)k
∫
· · ·
∫
0<|z1|<|z2|<···<|zk|<1
Gk(z)F (z)
k∏
j=1
dzj .
In the following, we will transform this k-fold integral into a ⌊k/2⌋-fold integral. As already
mentioned, this is accomplished by “pushing every other contour to infinity” (starting with the
contour for zk), at each step taking into account the residues we encounter.
In general, we will encounter quantities that are either of the form
I
(even)
k,k−2r =
1
(2πi)k−r
∫
· · ·
∫
0<|z1|<···<|zk−2r|<1
|w1|=···=|wr|=ρ
Gk−2r(z
(2r))F (z(2r), w±1 , . . . , w
±
r )
k−2r∏
j=1
dzj
r∏
j=1
1 + wj
1− wj
dwj
wj
or of the form
I
(odd)
k,k−2r−1 =
(−1)k−1
(2πi)k−r−1
∫
· · ·
∫
0<|z1|<···<|zk−2r−1|<1
|w1|=···=|wr|=ρ
Gk−2r−1(z
(2r+1))F (z(2r+1), w±1 , . . . , w
±
r , 1)
×
k−2r−1∏
j=1
dzj
r∏
j=1
1 + wj
1− wj
dwj
wj
.
The reader should be aware that in fact the integrands have no pole at wj = 1 since by
lemma A.4 below we have F (. . . , w±j , . . . )
∣∣
wj=1
= 0.
With the above notation at hand, lemma 5.1 may be rephrased as
Lemma. For k ≥ 0, we have
I
(even)
k,k = Mk ×
{
I
(even)
k,0 if k is even
I
(odd)
k,0 if k is odd,
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where
M2ℓ−1 = M2ℓ =
ℓ−1∏
j=0
(2ℓ− 2j − 1), ℓ ≥ 1.
This lemma in turn follows directly from the following recursion.
Lemma. We have the recursion
I
(even)
k,k−2r = (−1)k−1I(odd)k,k−2r−1 + (k − 2r − 1)I(even)k,k−2r−2
I
(odd)
k,k−2r−1 = (k − 2r − 2)I(odd)k,k−2r−3
It therefore suffices to prove the recursion claimed in this last lemma.
A.1. The reduction step. In this subsection, we start our procedure by “pushing the contour
of integration for zk in I
(even)
k,k to infinity”.
Let Resz=ζ f(z) denote the residue of f(z) at z = ζ . Routine calculations show that we have
the following evaluations.
Lemma A.1. We have
Res
zℓ=1
Gℓ(z1, . . . , zℓ) = −(−1)k−1Gℓ−1(z1, . . . , zℓ−1),
Res
zℓ=1/zj
Gℓ(z1, . . . , zℓ) = −Gℓ−2(z1, . . . , zj−1, zj+1, . . . , zℓ−1)1 + zj
1− zj z
−1
j
for 1 ≤ ℓ ≤ k and 1 ≤ j < ℓ ≤ k, respectively.
Lemma A.2. For 1 ≤ j ≤ ℓ ≤ k we have the asymptotics
Gℓ(z1, . . . , zℓ) = O
(
z−n−2j
)
,
F (z1, . . . , zk) = O
(
znj
)
as zj →∞.
Lemma A.3. For z = (z1, z2, . . . , zk) and 1 ≤ ℓ ≤ k, the quantity Gk−ℓ(z(ℓ))F (z) is symmetric
with respect to z1, . . . , zk−ℓ.
Let us now turn our attention towards the k-fold integral I
(even)
k,k . For the innermost integral
we have by Cauchy’s theorem
1
2πi
∫
|zk|<1
Gk(z)F (z)dzk = −F (z′, 1) Res
zk=1
(Gk(z))−
k−1∑
j=1
F (z′, z−1j ) Res
zk=1/zj
(Gk(z))
+
1
2πi
∫
|zk|=R>1/|z1|
Gk(z)F (z)dzk.
The reader should now observe that all the poles of Gk(z)F (z) lie inside the circle |zk| = R.
Also, by lemma A.2 we know that Gk(z
′, zk)F (z
′, zk) = O(z
−2
k ) as zk → ∞. Consequently, by
Cauchy’s theorem and trivial bounds, we may deduce that
1
2πi
∫
|zk|=R>1/|z1|
Gk(z)F (z)dzk = 0.
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We therefore have by lemma A.1 and relabelling of integration variables (justified by lemma A.3)
for k ≥ 2 the relation
I
(even)
k,k = (−1)k−1I(odd)k,k−1 + (k − 1)I(even)k,k−2 .
A.2. The recursion. The arguments given in the last subsection (properly modified) readily
give the relation
I
(even)
k,k−2r = (−1)k−1I(odd)k,k−2r−1 + (k − 2r − 1)I(even)k,k−2r−2
for 0 ≤ 2r < k − 1. This is seen by noting that all the poles of the integrands are in fact poles
of Gℓ(z1, . . . , zℓ) and therefore do not involve variables other than z1, . . . , zℓ. We refrain from
giving details.
A recursion relation for I
(odd)
k,k−2r−1, 0 ≤ 2r < k, can be obtained in a pretty similar fashion.
However, there is one important difference that is based on the following simple observation.
Lemma A.4. For z1, . . . , zk−2 6= 0 we have
F (z1, . . . , zk−2, 1, 1) = 0
so that, by symmetry, we have F (. . . , 1, . . . , 1, . . . ) = 0.
The above claim readily follows from the definition of F (z) by noting that in this case the
determinant involved is equal to zero.
Now, consider the integrand of I
(odd)
k,k−2r−1. If we push to infinity the contour of zk−2r−1 (as
we did in the last subsection) we see that the pole of Gk−2r−1(z1, . . . , zk−2r−1) at zk−2r−1 = 1 is
cancelled by the zero of F (z1, . . . , z2k−2r−1, w
±
1 , . . . , w
±
r , 1) at this point. Consequently, we see
that for 0 < r we have
I
(odd)
k,k−2r−1 = (k − 2r − 2)I(odd)k,k−2r−3.
This proves the lemma.
Appendix B. Integral evaluations related to Selberg type integrals
The asymptotic analysis conducted in the previous chapters required us to evaluate certain
multiple integrals of the form
〈f(x)〉 =
∫
Γ
· · ·
∫
Γ
f(x)Φ(x)dx,
where x = (x1, . . . , xk), dx = dx1 · · · dxk and either
Φ(x) = ΦL;α(x) =
(
k∏
j=1
xα−1j
)( ∏
1≤j<m≤k
(xm − xj)
)2
e−
∑k
j=1 xj and Γ = [0,∞)
or
Φ(x) = ΦH(x) =
( ∏
1≤j<m≤k
(xm − xj)
)2
e−
∑k
j=1 x
2
j/2 and Γ = (−∞,∞).
The corresponding integrals are denoted by 〈f(x)〉L;α and 〈f(x)〉H , respectively. The subscripts
“L;α” and “H” are chosen because in random matrix theory, the corresponding integrals
a intimately related to the so called Laguerre ensemble with parameter α and the Hermite
ensemble, respectively. In the relevant cases, f(x) always was some symmetric polynomial.
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For f(x) = 1, both integrals are special cases of the well-known Selberg integral, viz
1∫
0
· · ·
1∫
0
( ∏
1≤j<m≤k
|tm − tj |2λ
)
k∏
j=1
tλ1j (1− tj)λ2dtj.
More precisely, the integrals 〈1〉L and 〈1〉H can be obtained from the Selberg integral above by
choosing specific values for λ, λ1, λ2 and taking limits (we refer the reader to [5, Chapter 17]
for details).
We end this section by providing the reader with a list of relevant integral evaluations for
specific choices of f(x). It should be noted that all these evaluations are well-known, and the
literature contains various different proofs for most of them.
Lemma B.1. We have
(B.19) 〈1〉L;α =
k−1∏
j=0
(j + 1)!Γ(j + α)
and
(B.20) 〈1〉H = (2π)k/2
k∏
j=1
j!
Lemma B.2. We have the evaluations〈
k∑
j=1
x2j
〉
H
= k2 〈1〉H
〈(
k∑
j=1
xj
)2〉
H
= k 〈1〉H
〈
k∑
j=1
x4j
〉
H
= k
(
2k2 + 1
) 〈1〉H
〈(
k∑
j=1
x2j
)2〉
H
= k2(k2 + 2) 〈1〉H .
Proof. For the first identity, we consider
∂
∂xm
xmΦH(x) = ΦH(x)
(
1 + 2
∑
j 6=m
xm
xm − xj − x
2
m
)
.
Summing this equation over m = 1, . . . , k and integrating over (−∞,∞)k yields
0 = k2 〈1〉H −
〈
k∑
j=1
x2j
〉
H
,
which proves the second evaluation.
The remaining claims are proved in the same fashion. Integrating the equation
k∑
m=1
k∑
j=1
∂
∂xj
xmΦH(x) = ΦH(x)

k −
(
k∑
j=1
xj
)2
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and noting that, again, the integral over the left hand side is equal to zero, we obtain the
second evaluation. The third claim can be validated by integrating
k∑
m=1
∂
∂xm
x3mΦH(x) = ΦH(x)

2k k∑
j=1
x2j +
(
k∑
j=1
xj
)2
−
k∑
j=1
x4j

 .
Finally, for the fourth claim we integrate the equation
k∑
ℓ=1
k∑
m=1
∂
∂xm
xmx
2
ℓΦH(x) = ΦH(x)

(k2 + 2) k∑
j=1
x2j −
(
k∑
j=1
x2j
)2 .

Corollary B.1.〈
s(1,1)(x)
〉
H
= −
(
k
2
)
〈1〉H
〈
s(2)(x)
〉
H
=
(
k + 1
2
)
〈1〉H
This readily follows from lemma B.2 by noting that(
k∑
j=1
xj
)2
−
k∑
j=1
x2j = 2s(1,1)(x1, . . . , xk)
(
k∑
j=1
xj
)2
+
k∑
j=1
x2j = 2s(2)(x1, . . . , xk).
Analogously, we have the following evaluations in the Laguerre case.
Lemma B.3. We have the evaluations〈
k∑
j=1
xk
〉
L;α
= k(k − 1 + α) 〈1〉L;α
〈
k∑
j=1
x2k
〉
L;α
= (2k + α− 1)
〈
k∑
j=1
xk
〉
L;α〈(
k∑
j=1
xk
)2〉
L;α
= (1 + k(k + α− 1))
〈
k∑
j=1
xk
〉
L;α
.
Proof. The claimed evaluations can, again, be validated with Aomoto’s technique. We integrate
k∑
j=1
d
dxj
xjΦL;α(x) = ΦL;α(x)
(
kα +
k∑
j=1
∑
r 6=j
2xr
xr − xj −
k∑
j=1
xj
)
for the first evaluation,
k∑
j=1
d
dxj
x2jΦL;α(x) = ΦL;α(x)
(
(α + 1)
k∑
j=1
xj +
k∑
j=1
∑
r 6=j
2x2r
xr − xj −
k∑
j=1
x2j
)
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for the second claim and
k∑
j,m=1
d
dxj
xjxmΦL;α(x) = ΦL;α(x)

(1 + k(k + α− 1)) k∑
j=1
xj −
(
k∑
j=1
xj
)2
for the last one. 
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