A method for solving the scheduling problem for a class of cyclic systems with respect to throughput maximization is presented. A strictly cyclic mode of operation is considered, where the time offset between the start of consecutive jobs is always constant. All jobs have to follow an identical time scheme. The time scheme may be restricted by due dates or time window constraints. There are no buffers between the resources of the system. Based on discrete events systems (DES) modeling, this job shop scheduling problem can be formulated as a mixed integer linear optimization problem. Throughput is maximized by minimization of the cycle time. The method is applied to high throughput screening (HTS) problems and illustrated by means of a small example.
Introduction
High throughput screening (HTS) plants are used for the analysis of chemical or biological substances. Typically, several operations have to be executed in the same specific time scheme for a large number of sample batches. For such processes, the task of throughput maximization is very important. Determining the throughput-optimal sequence and timing for all operations of a run of several hundreds of batches ('assay') can yield significant savings in operating time and costs. Such scheduling problems are known to be np-hard in most cases. For several specialized HTS plants, a number of scheduling approaches with a variety of objectives exist, e.g. [1, 3] . However, as development goes towards large flexible HTS plants, a general scheduling approach is needed which can be used independently of the specific combination of machines and transport devices.
HTS scheduling differs from other scheduling problems, e.g.in chemical engineering [2, 4] , in the following aspects: while progressing through the operations, each single batch may pass the same machine more than once. More than one batch will be present in the system at the same time. There are no buffers between the machines. Moreover, a batch may occupy two or more machines simultaneously when being transferred from one machine to another. Additionally, there will be upper time bounds ('due dates') or time window constraints stated by the user. In many cases, due to the specific nature of the substances to be screened, operating schemes have to be strictly cyclic. This means that the time distance between two consecutive batches is required to be always constant. We show how this cyclic scheduling problem can be formulated as a mixed integer linear optimization problem. Its solution leads to a globally optimal schedule with maximum throughput, i.e. minimum cycle time, and therefore to minimum overall processing time ('makespan').
This paper is arranged as follows: first, a DES model for cyclic high throughput screening systems is discussed. The search space of the scheduling problem is reduced by simplification of the model without affecting the globally optimal solution. Subsequently, the scheduling problem for throughput maximization is derived. Its formulation as a mixed integer optimization problem is presented. Finally, a small example is treated to illustrate the basic solution approach.
A cyclic DES model for a HTS plant
The HTS plant is assumed to consist of m resources, i.e. incubators, readers, transport devices, etc. Substances are aggregated in batches, which are realized by so called microplates holding up to 1536 substances. They pass the plant following a time scheme given by the user. As a basic principle, the time scheme is identical for each batch (called single-batch time scheme). It consists of i max activities. Each activity i allocates one of the resources, which is denoted by J i ∈ {1 . . . m}. For each activity i, i = 1 . . . i max , the respective resource is allocated starting from time o i (starting event) until time r i , where r i > o i (release event). As all resources have capacity one, no other activity can use the same resource during this period. The sequence of activities on each single resource is assumed to be fixed:
Note that the time instants where activities start and end are not necessarily identical to the time instants at which the corresponding plates enter respectively leave the resources, as there may be additional pre-or post-processing. Transfers of plates between the resources are modeled by transfer events, which connect activities on different resources. One possibility of modeling temporal interdependency between the events of the single-batch time scheme is the use of a timed graph. A short explanation of such a model will be given in the following. The nodes of the graph represent the events within the single-batch time scheme. As discussed above, there are three types of events:
• starting events: start of activity (time o i ), • release events: end of activity (time r i ), and • transfer events: transfer of a plate between two resources. A transfer event always takes place simultaneously to at least one corresponding transfer event associated with another resource.
The (directed) arcs of the graph represent temporal interdependencies. A label is assigned to every arc, describing the minimum time which has to elapse between the two events. An arc leading from node a to node b, labeled with time t l ∈ R implies that at least time t l has to pass between occurrence of the event represented by a and occurrence of the event represented by b. It is also possible to model upper bounds for the time interval between two events. For example if the time interval between a and b is less or equal to t u , the graph contains an arc from b to a labeled by −t u . Temporal interdependencies may originate from the following requirements:
• Operations (i.e. activities or parts thereof) require a certain minimum time interval for processing, e.g. a plate can never leave a machine before work is finished. In HTS, these constraints are normally investigated by test runs on the real plant.
• Starting of one operation depends on completion of another operation, e.g. an operation for a plate cannot start before the preceding operation has been finished.
• Due to chemical requirements, the time that is allowed to elapse between two (not necessarily consecutive) operations is restricted by lower and/or upper bounds. Such requirements will be prescribed by the user.
An example for such a graph defining temporal interdependencies for the events of a single-batch time scheme is given in Fig. 1 . The graph representation could, of course, be directly translated into mathematical inequality constraints arc by arc. In this case, one would need one variable for each event describing the time when this event occurs. The number of variables would therefore equal the number of nodes and each arc would provide one inequality restriction, implying that the mathematical formulation becomes unnecessarily complex and often unmanageable.
Often, the mathematical form can be substantially simplified by suitably parameterizing the time instants o i and r i . 1 We represent the o i and r i as linear combinations of K time variables
. . Time, when activity i ends.
(2) 1 The time instants for the transfer events are not needed to formulate the constraints for the scheduling problem. This means that the single-batch time scheme is described by fixed parameters χ i,0 , ψ i,0 , χ i,k , and ψ i,k , i = 1 . . . i max , and yet unknown variables
The constraints on the variables o i and r i are represented by bounds for the time variables θ k :
and, if necessary, by additional linear constraints of the form
Fixing the event times for the single-batch time scheme defines all event times within all batches, because all batches follow each other in a strictly cyclic manner. This means that the time instants for start and release events for activity i of batch ρ, ρ ∈ Z are
respectively, where T is called period or cycle time, i.e. T is the time which elapses between the same event within two consecutive batches. Normally, several batches are present in the plant simultaneously. An example for a single-batch time scheme, pictured as a Gantt chart, is given in Fig. 2 . An extract of a corresponding cyclic schedule is given in Fig. 3 .
An additional condition for the cycle time T is that it can never be smaller than the sum of activity durations on any resource during the single-batch time scheme:
where
Having defined a mathematical model for cyclic operating sequences, we can now formulize the cyclic scheduling problem and its solution. 
The cyclic scheduling problem
Throughput maximization for a cyclic system is equivalent to the following scheduling problem:
Find θ k , k = 1 . . . K such that the cycle time T is minimized subject to constraints (3), (4), (6) and the additional constraint that no allocation conflicts arise.
As all resources have capacity one, a resource can never be allocated by two activities simultaneously 2 . This has not only to hold for the single-batch time scheme but also with regard to all batches that are present in the plant at the same time. This requirement leads to mathematical conditions, which are often called disjunctive constraints. For two activities (i1, i2) of the same resource J i1 = J i2 belonging to batch ρ1 and ρ2, respectively, the following condition ensures exclusion of overlapping:
This condition has to be met for each pair of activities using the same resource, including activities within the same batch and including the same activity within different batches. Condition (6) ensures (7) for i1 = i2. It is also assumed that the constraints for the single-batch time scheme as defined in Section 2 ensure Condition (7) for all pairs of activities within the same batch, i.e. for ρ1 = ρ2.
For the remaining cases (i1 = i2, ρ1 = ρ2), due to assumption (1), it is sufficient to ensure (7) for i1 < i2 and ρ1 < ρ2. Moreover, as cyclically repeated sequences are considered, this can be narrowed down to ρ1 = 0 and ρ2 =: ρ, (ρ = 1, 2, . . . ). Eq. (7) can then be reformulated using (5):
OR
We now derive a necessary and sufficient condition for (8). As (8) has to hold for any ρ, either (8a) or (8b) has to hold for
where x denotes the floor function, i.e. the largest integer less or equal to x. For (9), Constraint (8b) cannot be satisfied. Hence, Constraint (8a) has to hold. Substituting (9) into (8a) gives a necessary condition for (8):
We now show that Condition (10) is also sufficient for (8). In order to prove sufficiency, we will consider two cases:
and therefore (8a).
, because ρ is defined to be an integer number. Hence,
and therefore (8b).
Condition (10) is now formulated in a more useful way by introducing a new integer variable z (i1,i2)
:
Obviously, Condition (10) is equivalent to
with the additional restrictions
In fact, as r i1 > o i1 and r i2 > o i2 , (14) is implied by (12). Hence, equations (12), (13) and (15) constitute a necessary and sufficient condition for (8). To sum up, exclusion of allocation conflicts is guaranteed if
holds for each pair of activities (i1, i2), i1 < i2, J i1 = J i2 , where z (i1,i2) is a non-negative integer:
Formulation of the mixed integer optimization problem
In order to formulate the scheduling problem as an optimization problem, we take cycle time T as the objective function to be minimized subject to the constraints given by equations (16) and (17) as well as (3), (4) , and (6). The search space for the optimization problem is defined by the variables T ∈ R + , θ k ∈ R + 0 , and z (i1,i2) ∈ Z + 0 . Using (2), the HTS scheduling problem can therefore be written as the following mixed integer nonlinear optimization program (MINLP), i.e. as an optimization problem involving both, real and integer variables:
Min T s. th.
Several software packages are available to address mixed integer nonlinear problems 4 . However, a straightforward application of such software packages to the above optimization problem can result in long computation times even for small problems. Moreover, in many cases, globally optimal solutions will not be found.
Fortunately, it is possible to transform (18)-(21) to linear form usinḡ
The HTS optimization problem can then be reformulated as follows:
MaxT s. th.
This problem can be solved using advanced branch and bound techniques, e.g. the CPLEX library (http://www.ilog.com/products/cplex). Attention has to be paid to numerical aspects due to the fact that now the reciprocal of the original objective function is used.
A simplified example
In this section, the proposed method will be illustrated by a simple example. A cyclic schedule has to be derived for the single-batch time scheme pictured in Fig. 2 . It consists of i max = 6 activities. One activity takes place on both, resource 1 and 2: J 2 = 1, J 5 = 2. Four activities take place on resource 3:
The corresponding graph is given in Fig. 1 . Arcs are labeled with minimum time distances as described in Section 2. The events for those pairs of nodes that are connected with arcs labeled with time 0 in both directions need to happen simultaneously. These events represent the transfer of a plate between resources. The arcs labeled by * are constraints stated by the user: the transfer event associated with node b occurs at least 47 and at most 82 time units after the event associated with node a. Hence, the relative timing of both events can vary by up to 35 time units. Only three variables θ k are needed to describe the degrees of freedom that have to be preserved in order to get a globally optimal solution. The linear combination (2) is chosen in such a way that the time variables θ 1 . . . θ 3 can be interpreted as delays, which are inserted in the sequence of activities at the following positions:
• Variable θ 1 describes a delay during activity i = 2, just before the transfer event associated with node a, • variable θ 2 describes an extension of the time interval between activity i = 3 and activity i = 4 (No resource is allocated by the plate at that time), • variable θ 3 describes a delay during activity i = 5, just before the transfer event associated with node c.
Thus, the parameters χ i,0 , ψ i,0 , χ i,k , and ψ i,k take the following values: Hence, the mixed integer nonlinear program, which has to be solved in order to obtain a globally optimal solution to the scheduling problem is the following: (3, 4) , (3, 6) , (4, 6)}) such that conditions (30), (31) and (32) hold.
The solution to this problem can be found using a MINLP solver or, of course, by transforming the problem into a mixed integer linear program using (22). A globally optimal solution is
A graphical representation of the resulting cyclic schedule is given in Fig. 4 . As additional degrees of freedom have been added, it is no surprise that this solution is better than the suboptimal solutions T 1 = 100 and T 2 = 50.
This example illustrated the main solution procedure of the proposed method for a simple problem. However, the approach has also been applied to real-world problems as they arise for modern, fully flexible HTS systems. Globally optimal solutions have been determined for assays involving up to 10 resources and 150 activities per single batch using GAMS/CPLEX (http://www.gams.com).
When solving mixed integer optimization problems, it is generally impossible to provide guaranteed bounds for computation times, as small changes to the problem structure may have significant impact on the computation time of the solver algorithm. Nevertheless, for all problems we considered computation of the globally optimal solution took only a few seconds and is therefore highly acceptable for the user.
Conclusion
The problem of finding a throughput-optimal schedule for the cyclic operation of High-ThroughputScreening plants has been treated. It has been shown that the constraints of this scheduling problem can be formulated using discrete event modeling. The problem can be cast into a mixed integer linear program and a globally optimal solution can be determined. The method has been illustrated by means of a basic example. Problem instances for real HTS plants result in optimization problems of reasonable size which can be solved within short computation time. However, the method is not limited to HTS applications. It may also be extended to similar problems in chemical engineering, flexible manufacturing or transportation systems.
