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[1] Penetration of solar radiation in the ocean is determined by the attenuation coefficient
(Kd()). Following radiative transfer theory, Kd is a function of angular distribution of
incident light and water’s absorption and backscattering coefficients. Because these optical
products are now generated routinely from satellite measurements, it is logical to evolve the
empirical Kd to a semianalytical Kd that is not only spectrally flexible, but also the sun-
angle effect is accounted for explicitly. Here, the semianalytical model developed in Lee
et al. (2005b) is revised to account for the shift of phase function between molecular and
particulate scattering from the short to long wavelengths. Further, using field data collected
independently from oligotrophic ocean to coastal waters covering >99% of the Kd range for
the global oceans, the semianalytically derived Kd was evaluated and found to agree with
measured data within 7–26%. The updated processing system was applied to MODIS
measurements to reveal the penetration of UVA-visible radiation in the global oceans,
where an empirical procedure to correct Raman effect was also included. The results
indicated that the penetration of the blue-green radiation for most oceanic waters is
30–40% deeper than the commonly used euphotic zone depth; and confirmed that at a
depth of 50–70 m there is still 10% of the surface UVA radiation (at 360 nm) in most
oligotrophic waters. The results suggest a necessity to modify or expand the light
attenuation product from satellite ocean-color measurements in order to be more applicable
for studies of ocean physics and biogeochemistry.
Citation: Lee, Z., C. Hu, S. Shang, K. Du, M. Lewis, R. Arnone, and R. Brewin (2013), Penetration of UV-visible solar radiation in
the global oceans: Insights from ocean color remote sensing, J. Geophys. Res. Oceans, 118, 4241–4255, doi:10.1002/jgrc.20308.
1. Introduction
[2] Solar energy fuels life on Earth. In the ocean, solar
irradiance is not only the driving force of photosynthesis
and photobleaching processes [Del Vecchio and Blough,
2002; Morel, 1991; Platt et al., 1988; Twardowski and
Donaghay, 2002] but also contributes to heat transfer in the
ocean-atmosphere system [Gnanadesikan et al., 2010; Joll-
iff et al., 2012; Kirk, 1988; Lewis et al., 1990; Morel and
Antoine, 1994; Sathyendranath et al., 1991; Siegel et al.,
1995; Zaneveld et al., 1981]. Accurately quantifying the
penetration of solar radiation from the surface to deeper
waters is thus an important aspect in the study of ocean
biology, physics, and biogeochemistry.
[3] Solar energy in the infrared is lost in the upper few
meters due to the strong absorption of water molecules.
The propagation of instantaneous solar radiation in the UV
and visible domain, commonly measured as downwelling
irradiance (Ed, w/m
2/nm), in the upper ocean column can
be expressed as [Mobley, 1994]
Ed ; zð Þ ¼ Ed ; 0ð ÞeKd ð Þz; ð1Þ
where Ed(, 0) stands for spectral downwelling irradiance
just below the surface and Kd() (m
1) is the average spec-
tral diffuse attenuation coefficient between the surface and
depth (z, m) [Austin and Petzold, 1981; Mueller and Trees,
1997].  stands for wavelength (nm). Many years of study
have resulted in models to accurately estimate Ed(, 0)
based on solar elevation and atmospheric properties [Gregg
and Carder, 1990; Gueymard, 2001]. Thus, the determina-
tion of Ed(, z) in the global ocean is highly dependent on an
accurate estimation of Kd(). Kd is an apparent optical prop-
erty (AOP) [Preisendorfer, 1976], and studies of radiative
transfer in the oceans have found that Kd() is primarily a
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function of the water’s inherent optical properties (IOPs), so-
lar elevation, and to a secondary degree the change of light
field distribution with depth [Berwald et al., 1995; Gordon,
1989; Kirk, 1984; Lee et al., 2005b; Preisendorfer, 1976].
[4] To obtain a global observation of the diffuse attenua-
tion coefficient, Kd(490) is conventionally estimated
through an empirical ratio of remote sensing reflectance
(Rrs, sr
1) at 490 and 555 nm [Austin and Petzold,
1981; Mitchell and Kahru, 1998; Morel et al., 2007c;
Mueller et al., 2003; Mueller and Trees, 1997]. It is found
that this approach generally works well for oceanic waters,
but results in large errors (underestimation) in turbid
coastal waters [Darecki and Stramski, 2004; Jamet et al.,
2012; Lee et al., 2005a; Mueller and Trees, 1997; Wang
et al., 2009]. In addition to this caveat, this approach gener-
ates Kd at 490 nm only, which is insufficient for the estima-
tion of the spectral Kd that is required for a full account of
the variation in the spectral distribution of light in the upper
water column [Sathyendranath and Platt, 2007], although
Kd at other discrete wavelengths could also be estimated
through empirical approaches [Fichot et al., 2008; Jamet
et al., 2012; Johannessen et al., 2003; Loisel and Stramski,
2000; Smyth, 2011], and a spectrum could be produced
empirically from Kd(490) [Austin and Petzold, 1986] or
from empirically estimated chlorophyll concentration
[Morel and Maritorena, 2001].
[5] Based on radiative transfer theory, relationships
between Kd and the water’s IOPs have also been developed
[Gordon, 1989; Kirk, 1984], where Kd() can be expressed
as an analytical function of the absorption (a(), m1) and
backscattering coefficients (bb(), m
1) [Lee et al., 2005b],
Kd ð Þ ¼ 1þ m0  sð Þ  a ð Þ þ v bb ð Þ: ð2Þ
[6] Here, s is the solar zenith angle above the sea sur-
face in degrees. m0 and  are parameters deduced from the
two-stream irradiance model [Åas, 1987], which were fur-
ther empirically quantified with numerical simulations by
Hydrolight [Mobley, 1995]. Because both a() and bb()
can be retrieved analytically or semianalytically from spec-
tral Rrs() [IOCCG, 2006], Kd at any  can then be calcu-
lated from a() and bb(). By explicitly incorporating sun
angle in such models [also see Kirk, 1984; Gordon, 1989],
the AOP nature of Kd is well revealed.
[7] In the development of the semianalytical Kd model
(i.e., equation (2)) [Lee et al., 2005b], the shortest wave-
length was limited to 400 nm, and the data set did not have
a full representation of oligotrophic waters. As a result,
equation (2) might not be accurate enough for Kd(UV) par-
ticularly in clear ocean waters. This is because for such
clearer waters and for the shorter wavelengths, bb is domi-
nated by molecular scattering. Note that molecular scatter-
ing has a significantly different phase function compared to
that of particle scattering [Petzold, 1972; Sullivan and
Twardowski, 2009], which will thus contribute to AOPs
differently [Åas, 1987; Lee et al., 2004; Morel and Gentili,
1991; Sathyendranath and Platt, 1997; Stavn and Weide-
mann, 1989]. On the other hand, knowledge of UV radia-
tion penetration is important for the study of phytoplankton
dynamics [Gao et al., 2012; Hader et al., 2007; Smith and
Cullen, 1995], critical to quantify the photoreaction rates of
dissolved organic matter (DOM) in the water column
[Kieber et al., 1990; Moran and Zepp, 1997], and to under-
stand coral bleaching in optically shallow waters [Dunne
and Brown, 1996; Lesser and Farrell, 2004; Shick et al.,
1996; Sinha and H€ader, 2002; Zepp et al., 2008]. There-
fore, it is necessary to revise equation (2) to account for
this phase function effect in order to accurately estimate Kd
from UV to the visible bands.
[8] The objective of this work is to refine the semianalyt-
ical Kd algorithm for waters ranging from the clearest oli-
gotrophic ocean gyres to turbid coastal waters, including
wavelengths in the UV and visible. We will first present the
updated semianalytical Kd model based on Hydrolight sim-
ulations, and then evaluate the updated model using data
measured in the clearest ocean waters as well as the ocean
color data set compiled at the U.S. NASA by the Ocean
Biology Processing Group (NASA bio-Optical Marine
Algorithm Data set (NOMAD) data set). Finally, we apply
the updated model to Moderate Resolution Imaging Spec-
troradiometer (MODIS) measurements of the global oceans
to provide a global perspective of solar radiation penetra-
tion from the UVA to the visible bands.
2. Update of the Spectral KdModel
[9] Following Morel et al. [2002], a parameter w is
defined as
w ð Þ ¼
bbw ð Þ
bb ð Þ ; ð3Þ
with bbw for the backscattering coefficient of pure seawater.
w thus provides a relative measure of the contribution of
molecular backscattering to the total backscattering. Equa-
tion (2) is then revised by introducing a parameter  to
account for the effect of changing scattering agents
Kd ð Þ ¼ 1þ m0  sð Þ  a ð Þ þ 1   w ð Þð Þ  v bb ð Þ:
ð4Þ
[10] Further, we adopt the formula used in Lee et al.
[2005b] to model parameter , and the final semianalytical
expression for spectral Kd becomes
Kd ð Þ ¼ 1þ m0  sð Þ  a ð Þ þ 1   w ð Þð Þ  m1
 1 m2  em3a ð Þ
 
 bb ð Þ: ð5Þ
[11] In this updated model, there are five parameters
( and m0–3) that need to be determined, and these model
parameters are constants that do not vary with water prop-
erties or wavelengths.
[12] Hydrolight [Mobley, 1995] simulations were carried
out to derive the values of the five model parameters in
equation (5), and the simulations were focused on oligotro-
phic waters by setting chlorophyll-a concentrations (Chl) as
0.01, 0.02, 0.05, and 0.1 mg/m3, along with the Case-1 bio-
optical models of Morel and Maritorena [2001] for optical
properties. Wavelengths were set in a range of 360–560 nm
(20 nm step); water depth was set from 0 to 150 m (5 m
step); and the Sun was positioned at 5, 30, and 60, from
zenith, respectively. Surface spectral irradiance was mod-
eled with the Gregg and Carder model [Gregg and Carder,
1990], and wind speed was set as 5 m/s. No inelastic
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scattering was included in these simulations as its contribu-
tion to downwelling irradiance is quite small in the UV-
visible domain [Morel and Gentili, 2004]. From these sim-
ulations, as in Lee et al. [2005b], Kd() for the depth range
between 0 m and the depth corresponding to 10% of the
subsurface irradiance at the wavelength of interest was cal-
culated, which was further used for the derivation of the
model coefficients. To maintain continuity with the earlier
Kd model and to achieve convergence when deriving model
parameters, we kept the same values for m0, m2, and m3,
but let  and m1 vary; and they were further derived by
nonlinear best fit. The final set of the derived model param-
eters are summarized in Table 1.
[13] To show the model performance, Figure 1a compares
Kd from the updated model (equation (5) and Table 1) with
Hydrolight-derived Kd for all low Chl values (<0.1 mg/m
3)
and all wavelengths (255 points in total). Also shown in this
figure is the performance of the Lee et al. [2005b] model
(equation 2) to this data set, which shows an overestimation
for nearly the entire Kd range. This is also manifested in Fig-
ure 1b where, for Chl¼ 0.02 mg/m3, Kd () from Hydrolight
and from the analytical models (equations 2 and 5) are com-
pared to each other. To demonstrate the model continuity
and consistency, Figure 1c shows the performance of the
updated model to the data set used in Lee et al. [2005b]. The
averaged absolute percentage difference between Hydrolight
and the updated Kd model is 2.2% (slightly better than the
3% difference with equation 2) for both the 2005 data set
and the simulated data set in this study, with a maximum
absolute percentage difference as 9.8%. These statistic val-
ues indicate sufficient accuracy of the updated semianalyti-
cal model for a Kd range of  0.02–5.0 m1.
3. Retrieving a and bb From Rrs
3.1. Rrs Model and Retrieval Algorithm
[14] The input variables to the updated Kd model are Sun
angle, model parameters (Table 1), and IOPs, with the lat-
ter estimated from Rrs() through inversions [IOCCG,
2006]. As in Lee et al. [2010], because molecular scattering
Table 1. Model Parameters of the Revised Analytical Kd Model,
Derived From Hydrolight Simulations
Parameters Values
m0 0.005
 0.265
m1 4.259
m2 0.52
m3 10.8 m
Figure 1. Comparison between Hydrolight-simulated Kd (HL) and semianalytically modeled Kd.
(a) Performance of the updated model (green, from equation (5) and Table 1) and the 2005 model (red)
for clear waters (266 points). (b) An example to show the improvement of the updated model (equation
(5) and Table 1) from UVA to blue wavelengths. (c) Performance of the updated model to previous
(2005, Sun at 30) Hydrolight simulations.
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makes the primary contribution to Rrs in the short wave-
lengths for oligotrophic waters, a Rrs model that explicitly
separates the phase-function effects of molecular and parti-
cle scattering is used for the inversion:
Rrs ;ð Þ ¼ Gw0 ð Þ þ Gw1 ð Þ
bbw ð Þ
 ð Þ
 
bbw ð Þ
 ð Þ
þ Gp0 ð Þ þ Gp1 ð Þ
bbp ð Þ
 ð Þ
 
bbp ð Þ
 ð Þ ; ð6Þ
with ¼ aþ bb and bb¼ bbwþ bbp, and bbp is the backscat-
tering coefficient of particles. Here  represents the Sun-
sensor angular geometry for Rrs. Values of the model pa-
rameters Gw0 ð Þ;Gw1 ð Þ;Gp0 ð Þ; andGp1 ð Þ; sr 1
 
for
various Sun angles and viewing geometries have been
developed based on Hydrolight simulations [Lee et al.,
2011]. Their values are (0.0604, 0.0406, 0.0402, 0.1310
sr1) for nadir-viewed Rrs, and these values are applied in
this study.
[15] For the retrieval of a and bb from a given Rrs()
spectrum, the quasi-analytical algorithm [Lee et al., 2002]
(version 5; http://www.ioccg.org/groups/software.html)
was used. Briefly,
[16] 1. 550 nm (for MODIS; it will be changed to 555
nm for Sea-viewing Wide Field-of-view Sensor (Sea-
WiFS), and 560 nm for Medium-Resolution Imaging Spec-
trometer (MERIS)) is selected as the reference wavelength
(0), and a(0) is estimated from
 ¼ log Rrs 443ð Þ þ Rrs 490ð Þ
Rrs 55xð Þ þ 5 Rrs 667ð ÞRrs 490ð ÞRrs 667ð Þ
0
@
1
A; ð7Þ
a 0ð Þ ¼ aw 0ð Þ þ 101:1461:3660:4692 ; ð8Þ
with aw(0), the absorption coefficient of pure water, taken
from Pope and Fry [1997].
[17] 2. bbp(0) is then calculated from the known a(0)
and Rrs(0) with equation (6). To extrapolate bbp(0) to the
shorter wavelengths, spectral bbp is described as
bbp ð Þ ¼ bbp 0ð Þ 0

 Y
: ð9Þ
[18] 3. Parameter Y is estimated from
Y ¼ 2:0 1 1:2e0:9 Rrs 443ð ÞRrs 55xð Þ
 
: ð10Þ
[19] The 55x represents 550, 555, and 560 nm for
MODIS, SeaWiFS, and MERIS, respectively.
[20] 4. The total absorption coefficient for wavelength
shorter than 0 is further calculated from the known spec-
tral bbp and spectral Rrs using equation (6).
[21] Kd values are then calculated by applying the above-
derived IOPs and Table 1 to equation (5), with results
termed as ‘‘IOPs-Kd’’ in this study.
3.2. Correction of the Raman-Scattering Effect
[22] For oligotrophic waters, Raman scattering could
contribute 20% or more to Rrs for wavelengths longer than
550 nm [Hu and Voss, 1997; Morel et al., 2002; Stavn and
Weidemann, 1988]. If Rrs in these wavelengths are used for
IOPs retrievals (see section 3.1) without removing the
Raman-scattering effect, a bias will be propagated into the
derived properties [Loisel and Stramski, 2000]. Thus, a cor-
rection of the Raman-scattering effect is required in order
to achieve a more realistic observation of the biooptical
properties in oceanic waters.
[23] The estimation of the Raman-scattering contribution
to Rrs requires knowledge of the IOPs at both the excitation
and emission wavelengths [Bartlett et al., 1998; Lee et al.,
1994; Marshall and Smith, 1990; Westberry et al., 2013].
This could be achieved semianalytically, and iteratively, by
retrieving the a and bb components using established algo-
rithms [Westberry et al., 2013]. Here, as in Lee et al.
[2010], for easier data processing, we employed an empiri-
cal approach for this correction. An empirical model to
quantify the Raman Factor (RF) is developed as
RF ð Þ ¼ 	 ð Þ R
T
rs 440ð Þ
RTrs 550ð Þ
 
þ 
1 ð Þ RTrs 550ð Þ
 
2 ð Þ: ð11Þ
[24] Here, RTrs is the remote sensing reflectance that
includes the Raman effect and is the value measured by all
sensors; while RF is the ratio of the Raman-scattering
induced remote-sensing reflectance RRars
 
to the remote-
sensing reflectance without contributions from Raman scat-
tering (Rrs)
RF ¼ R
Ra
rs
Rrs
: ð12Þ
[25] Then for any given RTrs from satellite or in situ meas-
urements, the Raman effect corrected remote sensing re-
flectance is
Rrs ¼ R
T
rs
1þ RF ; ð13Þ
and this Rrs is used as the input for IOPs retrievals
described in section 3.1.
[26] Equation (11) reflects that the Raman contribution
decreases with increasing a (represented by the Rrs ratio
and a positive 	 value) and increasing bb (reflected by
Rrs(550), positive 
1 value and negative 
2 value). The
model parameters in equation (11) (	, 
1, 
2) were derived
from Hydrolight simulations and are presented in Table 2.
The simulations used Chl values of 0.02, 0.05, 0.1, 0.2, 0.5,
1.0, and 3.0 mg/m3, along with the Case-1 biooptical model
developed by Morel and Maritorena [2001]. Because the
Raman effect is the strongest in clear oceanic waters that
best follow the statistical Case-1 relationships [Lee and Hu,
2006], the simulation is considered valid for the correction
of the Raman effect. The maximum relative difference
between equation (11) modeled RF and Hydrolight derived
RF is about 15%. Because the value of RF itself is small
(generally less than 0.20), this model uncertainty (15% 
20%¼ 3%) has a negligible effect on the corrected Rrs (see
equation 13).
[27] The Raman-scattering effect and model parameters
are spectrally dependent. Table 2 presents the model
8>><
>>:
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parameters for the MODIS visible bands, and a slight
modification of these parameters could be applied to Sea-
WiFS and MERIS measurements. Note that there is no
need for such a correction for empirical approaches (e.g.,
band ratio) to derive IOPs or chlorophyll concentrations
[Hu et al., 2012; O’Reilly et al., 1998], as the empirical
coefficients already include, implicitly, the Raman
effects.
4. Data Sets Used to Evaluate Sensed Kd
[28] Two data sets, where Kd values were derived from
the vertical profiles of Ed(z) measurements, were used to
evaluate the performance of the above described IOPs-Kd.
The first is from the measurements during the Biogeo-
chemistry and Optics South Pacific Experiment (BIO-
SOPE) (November 2004), where 24 spectral Kd (350–700
nm, 2 nm interval) that include the clearest natural waters
were measured; the second is the NOMAD data set
(N>1500) with data collected from various parts of the
global oceans, with Kd at 412, 443, 490, and 510 nm.
Detailed description of the data collection and processing
can be found in Werdell and Bailey [2005], and both data
sets are collectively termed as ‘‘profile-Kd’’ in this
presentation.
[29] For the BIOSOPE data, Kd was estimated at 1 m
intervals based on depth profiles of the downwelling spec-
tral Ed, measured at 3.3 nm increments from 350 to 700 nm
with a wavelength accuracy of 60.1 nm [Gordon et al.,
2009]. The measurements were obtained using a free-fall
profiling radiometer system (HyperPro II, Satlantic Inc.).
Sensors were characterized and calibrated with standards
traceable to National Institute for Standards and Technol-
ogy (NIST); absolute radiometric uncertainty is assessed at
<2.1% for irradiance [Gordon et al., 2009]. Dark correc-
tions are made using an internal optical shutter operated
throughout each profile. An above-water downwelling irra-
diance sensor mounted in the ship’s superstructure is used
to ensure stable surface values as the profile is taken, and
tilt and temperature measurements are made using sensors
onboard the instrument. Quality control procedures include
elimination of data with instrument tilts >5, and any pro-
files with significant fluctuations in surface irradiance due
to clouds. Data from the radiance and irradiance sensors
are then interpolated to common depth and wavelength
bins and referenced to absolute depth by way of surface
pressure tare values.
[30] To obtain Kd for the upper-water column to match
Kd of equations (2) and (5), a depth weighted mean Kd was
calculated following Gordon and Clark [1980],
hKdi ¼
Z Zd
0
Kd zð ÞW zð Þdz
Z Zd
0
W zð Þdz
; ð14Þ
with W(z) being the weighting factor that decreases expo-
nentially with increasing depth:
W zð Þ ¼ e
2
Z Z
0
Kd zð Þdz
: ð15Þ
[31] Zd in equation (14) represents the thickness of the
surface layer and was taken as 80 m, which is deeper than
the depth where 90% of upwelling light originates [Gordon
and Mcluney, 1975]. There are four stations where Kd just
below the surface (0–4 m) was either negative or close to 0
m1. These data were not included in the calculation of
<Kd>. Furthermore, the evaluation of Kd was limited for
wavelengths between 350 and 550 nm, as Kd for wave-
lengths longer than 550 nm for such oligotrophic waters
mainly represents the absorption coefficient of pure sea-
water, which is considered as a global constant except for
their slight variations with temperature and salinity [Pegau
et al., 1997].
[32] Rrs() was computed from measurements of
downwelling irradiance above the sea surface (Es() ;
W/m2/nm) and water-leaving radiance (Lw(), W/m
2/nm/
sr), where the latter was computed from the measured nadir
upwelling radiance (Lu() ; W/m
2/nm/sr) at a depth of 20
cm below the ocean surface. Lu() were then propagated to
the sea surface using an iterative approach [Mueller et al.,
2003] that estimates the spectral diffuse attenuation coeffi-
cient from spectral ratios of measured radiance, and Lw()
is then computed based on Fresnel reflectance and the real
relative index of refraction of seawater [Mueller et al.,
2003]. Measurement of both Es() and Lu() was made
using a modified hyperspectral profiling radiometer
(HyperPro, Satlantic, Inc.) adapted to float at the sea sur-
face and tethered such that the instrument operated at a dis-
tance of 100 m from the vessel. Instrument tilt was
measured directly, and measurements were rejected if tilts
exceeded 5. Radiometric observations were subject to the
same calibration, characterization, and quality control as
for the profiling sensors.
5. Results and Discussion
5.1. Metrics to Evaluate Algorithm Performance
[33] Several measures were used to evaluate the Kd algo-
rithm performance. First, a percentage difference (PD)
between the profile-Kd and IOPs-Kd was calculated as
PD ¼ Q
ret  Qmer
Qmer
: ð16Þ
[34] Here, Qmer represents Kd derived from the Ed pro-
files, while Qret represents Kd retrieved from the spectral
Table 2. Model Parameters for the Empirical Correction (equa-
tion (11)) of Raman-Scattering Contribution to the Measured Rrs,
Derived from Hydrolight Simulationsa
Wavelength 	 
1 
2
412 0.003 0.014 0.022
443 0.004 0.015 0.023
488 0.011 0.010 0.051
531 0.015 0.010 0.070
551 0.017 0.010 0.080
667 0.018 0.010 0.081
aNote that 	 and 
2 have no unit, 
1 has a unit associated with Rrs.
LEE ET AL.: PENETRATION OF UV-VISIBLE SOLAR LIGHT
4245
Rrs. Averaged signed percentage difference (ASPD) was
further calculated as the arithmetic average of PD from all
data points for a given wavelength, which provides a mea-
sure of systematic bias [Zibordi et al., 2009]. Averaged
absolute percentage difference (AAPD) was also calculated
as the arithmetic average of absolute PD from all data
points, which provides a measure of the overall closure
between the two data sets.
[35] In addition, a root-mean-square difference (calcu-
lated in log-transformed data in order to cover a large
dynamic range) was used to gauge the relative difference
between the two data sets:
RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
X
log 10 Q
merð Þ  log 10 Qretð Þð Þ2:
r
ð17Þ
5.2. Evaluation of the IOPs-Kd Algorithm
Performance
[36] As an example, Figure 2 compares IOPs-Kd()
against profile-Kd() for two representative scenarios: clear
water (Figure 2a; South Pacific Gyre) and relatively turbid
water (Figure 2b; Coast of Chile) from the BIOSOPE data
set. The two independently determined Kd() match each
other very well in both magnitude and spectral shape (spec-
trally averaged AAPD is 3% for both stations). Note that
here the measured Rrs is hyperspectral, thus the correction
of Raman effect is also hyperspectral. For this correction,
RF values at the MODIS bands (412–667 nm) were first
calculated for a given remote-sensing measurement as
described in section 3.2. This multiband RF was then inter-
polated and extrapolated to obtain a hyperspectral RF
(350–550 nm, every 2 nm) to match the spectral range and
resolution of the measured data. Further, all RF values for
wavelengths shorter than 400 nm were set to 0 to represent
the assumed low Raman-scattering contribution in these
bands.
[37] The spectral variations of ASPD and AAPD,
between the IOPs-Kd and the profile-Kd of the BIOSOPE
data set, are presented in Figure 3. ASPD of the IOPs-Kd
oscillates around 0 (65%), indicating negligible or no sys-
tematic bias in the IOPs-Kd. AAPD shows a range of 7–
15% for wavelengths between 350 and 550 nm. While
AAPD is relatively high (15%) around 420 nm for
unknown reasons, the corresponding ASPD is only 3%,
suggesting that the relatively large differences are rather
random. Linear regression analysis (see Figure 4) yielded a
coefficient of determination (R2) of 0.94, with a slope of
0.85 and an intercept of 0.005 m1. The lower slope is
mainly due to an underestimation of Kd in one of the three
relatively turbid stations. For the oligotrophic waters
(Kd< 0.12 m
1), the slope is 0.93 and the bias is 0.002
m1. These results indicate overall consistency between the
IOPs-Kd (retrieved) and the profile-Kd (measured). This is
especially promising considering that the processing and
model coefficients used in the IOPs-Kd are completely in-
dependent of the profile-Kd, where there are various mea-
surement and processing uncertainties as well as
approximations in both IOPs-Kd and profile-Kd.
[38] Additional evaluation was performed by comparing
IOPs-Kd with Kd derived from other established and easily
applicable models. For the BIOSOPE data set, Kd values in
Figure 2. Examples showing remotely sensed Kd() compared with profile Kd() for (a) clear water
(South Pacific Gyre) and (b) turbid water (Coast of Chile).
Figure 3. Spectrum of relative difference between
remotely sensed Kd() and measured Kd(). Solid curve:
AAPD of the IOPs-Kd ; dashed curve: ASPD of the IOPs-
Kd. Solid symbols: AAPD of PCA-Kd (circle) and ratio-Kd
(square). Open symbols: ASPD of PCA-Kd (circle) and ra-
tio-Kd (square).
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discrete short wavelengths (380, 412, 442, and 490 nm) by
the Principle Component Analysis (PCA) of Rrs [Fichot et
al., 2008] as well as Kd(490) by the operational band ratio
of Rrs (http://oceancolor.gsfc.nasa.gov/cgi/algorithms.cgi?
a¼10) were also generated and compared with profile-Kd,
with results also shown in Figure 3. Kd(490) from both
PCA and the ratio algorithms were found to systematically
underestimate the profile-Kd(490) (ASPD  12%), possi-
bly because the data set used for the algorithm develop-
ments (at least the PCA algorithm) has an insufficient
representation of such hyperclear waters. Other than 490
nm, the PCA-Kd shows higher AAPD and ASPD values for
380, 412, and 442 nm. These higher AAPD or ASPD in the
PCA and ratio derived Kd product could be due to the fact
that these algorithms do not explicitly take account of var-
iations in sun angle and the backscattering coefficient,
where Kd in principle varies with both [Gordon, 1989; Lee
et al., 2005b].
[39] To highlight the performance of the commonly used
Kd(490), Figure 5a shows how IOPs-derived, PCA-derived,
and ratio-derived Kd(490) compare with profile-Kd(490) for
this BIOSOPE data set (N¼ 24), where the AAPD values
are 11.2, 21.0, and 14.2% for the three methods, respec-
tively. Further, Figure 5b compares the IOPs-Kd(490) with
profile-Kd(490) for the NOMAD set, while results of statis-
tical evaluation of the Kd products from the three algo-
rithms are presented in Table 3. The IOPs-Kd(490) has
nearly identical results compared to the ratio-derived
Kd(490) for either the entire data set or a subset for clear
waters, although the algorithm coefficients used in the
IOPs-Kd approach are independent of the NOMAD
RrsKd data set (the coefficients used in the ratio-Kd(490)
algorithm were derived from an earlier version of the
NOMAD Rrs-Kd data set). The PCA-Kd has slightly higher
AAPD and RMSD values, mostly due to the underestima-
tion for higher Kd(490) values (Kd(490)> 0.5 m
1; not
shown). Note that in these comparisons all stations were
assumed to be cloud free as detailed information regarding
the cloudiness of each measurement was not available. Sep-
arately, a few stations (two or three, depending on the
wavelength) with profile-Kd 0.01 m1 were not included,
Figure 4. Scatter plot showing IOPs-Kd compared with
profile-Kd for the BIOSOPE data set for 350–550 nm.
Figure 5. Comparison between retrieved Kd and profile-Kd. (a) The BIOSOPE data set, and at 490 nm.
(b–d) The NOMAD data set, but limited to the IOPs results for clarity.
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as this value is considered to be a theoretical minimum for
natural waters [Morel et al., 2007b].
[40] Also included in Table 3 is the evaluation of Kd at
412, 443, and 510 nm that could be generated by the IOPs
or the PCA approaches, with a visual comparison between
IOPs-Kd and profile-Kd of the 412 and 443 nm included in
Figure 5. The performances of the IOPs-Kd and PCA-Kd
approaches are very similar for these two spectral bands.
Compared to the performance at 490 nm, statistically larger
differences (either the entire data set or the clearer water
subset, see Table 3) between IOPs-Kd and profile-Kd were
found for both Kd(412) and Kd(443), while smallest differ-
ences were found between IOPs-Kd and profile-Kd at 510
nm (PCA has no output at this wavelength). The relatively
larger differences (22% in linear scale and 0.11 in
RMSD) for both Kd(412) and Kd(443) of clearer waters are
puzzling because the quality of field-measured Rrs() and
Ed(, z) should be higher. In addition to modeling limita-
tions, an in-depth analysis of all the data characteristics
including processing methods and cloudiness is required to
pinpoint and understand the likely primary sources of these
uncertainties. Nevertheless, differences of 22% in linear
scale and 0.11 in RMSD suggest that the IOPs-Kd
approach is very promising, because these uncertainties are
much lower than those from the band-ratio chlorophyll
algorithms [O’Reilly et al., 1998]. In particular, the algo-
rithm coefficients in the band-ratio chlorophyll algorithms
were tuned from the actual data, while the coefficients used
in the IOPs-Kd approach were independent of the data set.
[41] Note that the ratio-Kd and PCA-Kd approaches
ignore the solar-angle variations in the algorithm develop-
ment. As a large percentage (70%) of the NOMAD set
has Sun angles in the 40–70 range (see Figure 6), the ra-
tio-Kd(490) derived from Rrs will thus be biased for large
Sun angles. This systematic bias can be further manifested
by partitioning the NOMAD data set into three subgroups
based on sun angles: <30, 30–60, and >60. Figure 7
compares the retrieved Kd(490) from both models (ratio-Kd
and IOPs-Kd) with profile-Kd(490) for Kd(490)< 0.2 m
1
(a total of 1570 data points, >92% of NOMAD), where
the results of linear regression analysis are presented in
Table 4. The choice of restricting Kd(490) to <0.2 m
1 was
made for two reasons: (1) waters with Kd(490)< 0.2 m
1
are relatively clear where measured and retrieved Kd are
more reliable than for other waters [Mueller and Trees,
1997]; (2) more than 98% of global waters have
Kd(490)< 0.2 m
1. When comparing the two retrieved
Kd(490) with profile-Kd(490), the intercepts are nearly neg-
ligible (see Table 4), but the regression slopes show clear
difference between the two algorithm approaches. The
slopes of the ratio-Kd(490) show a clear relationship with
sun angle: larger (1.07 slope) for low zenith angles (<30),
while smaller (0.92) for high zenith angles (>60). This is
consistent with radiative transfer calculations and the na-
ture of the data set : Kd increases with sun angle (due pri-
marily to the increased photon pathlength in water), while
the data set has a high representation of sun angle in the
40–70 range (see Figure 6). The IOPs-Kd, on the other
hand, shows nearly identical slopes (close to unity) for the
three subgroups, indicating that this explicit inclusion of
sun angle in the model can very well take into account the
influence of sun angle on the Kd variation, which can be as
Table 3. Evaluation Results of the Three Kd Estimation Approaches When Applied to the NOMAD Set
a
All Data For Kd(490) 0.2 m1
Linear Scale Log10 Scale Linear Scale Log10 Scale
AAPD; R2 RMSD; R2 AAPD; R2 RMSD; R2
412 nm (N¼ 1494) (N¼ 1387)
IOPs-Kd(412) 26.4%; 0.94 0.121; 0.95 24.7%; 0.87 0.112; 0.94
PCA-Kd(412) 24.8%, 0.94 0.148; 0.90 22.6%; 0.87 0.138; 0.87
443 nm (N¼ 1516) (N¼ 1397)
IOPs-Kd(443) 20.7%; 0.97 0.103; 0.96 21.1%; 0.93 0.100; 0.94
PCA-Kd(443) 22.9%; 0.94 0.158; 0.92 23.3%; 0.88 0.147; 0.88
490 nm (N¼ 1711) (N¼ 1570)
IOPs-Kd(490) 16.1%; 0.94 0.089; 0.94 16.6%; 0.89 0.089; 0.90
Ratio-Kd(490) 15.3%; 0.88 0.093; 0.92 15.2%; 0.85 0.089; 0.89
PCA-Kd(490) 27.4%; 0.90 0.183; 0.88 29.7%; 0.85 0.188; 0.83
510 nm (N¼ 1523) (N¼ 1414)
IOPs-Kd(510) 12.3%; 0.95 0.075; 0.92 12.5%; 0.87 0.077; 0.84
aNote that IOPs-Kd refers to the updated model developed in this study; and not all wavelengths have equal number of data points, and not all algo-
rithms can produce Kd for each wavelength.
Figure 6. Percentage distribution of solar zenith angles in
the NOMAD set related to Kd measurement.
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large as 30% between Sun at zenith and Sun at 60 from
zenith [Gordon, 1989; Morel et al., 2002]. Therefore, with
the Sun angle variation explicitly taken into account in the
IOPs-Kd model, not only uncertainties of estimated Kd are
reduced but also a clear description regarding the AOP na-
ture of Kd is also manifested.
[42] Further, because of this sun-angle dependent nature
of Kd and the diurnal variation of solar elevation, Kd is also
a diurnal (time dependent) property. Therefore, there is a
necessity to redefine or modify the short-term (daily, 8 day
composite, and monthly composite) Kd products from satel-
lite ocean color missions. This is because, even for stable
optical properties in daily or monthly temporal scales, the
present, ratio-derived, Kd(490) of a location from daily sat-
ellite overpass to the best represents a diffuse attenuation
coefficient with a Sun angle of 45. This angle-fixed
Kd(490) product does not represent the diffuse attenuation
coefficient of the daily solar radiation. Because of this mis-
match in solar angles, large errors could be resulted in the
estimated daily Ed(z, ) if a combination of daily Ed(0, )
and the instantaneous Kd() is used. However, with the
sun-angle explicit IOPs-Kd model, the impact on this mis-
match on Ed(z, ) estimation can be corrected (J. Wei et al,
Model of the Attenuation Coefficient of Daily Photosyn-
thetically Available Radiation in the Upper Ocean, submit-
ted to Method in Oceanography, 2013). Furthermore, the
inclusion of sun angle in the semianalytical model enables
diurnal calculation of photoacclamation light at the bottom
of the mixed layer [Behrenfeld et al., 2006; Letelier et al.,
2004].
[43] It is necessary to point out that in the Rrs-IOPs
inversion and the IOPs-Kd retrievals, the backscattering
coefficients of pure seawater (bbw) reported in Zhang and
Hu [2009] were used. Their values are 18% lower than
those in Morel [1974]. If the bbw values of Morel [1974]
are used instead, 4–8% higher Kd will be obtained for the
short wavelengths (350–400 nm), and such percentage dif-
ferences increase with decreasing wavelengths. The impact
is negligible for less clearer waters, however.
6. Implications for Ocean Physics and
Biogeochemistry Studies
6.1. Penetration of UV Radiation
[44] The availability of UV radiation at different depths
is important to many photochemical and biological proc-
esses [Arrigo and Brown, 1996; Cullen et al., 2012; Cullen
and Neale, 1994; Gao et al., 2012; Hader et al., 2007;
Tedetti and Sempere, 2006; Zepp et al., 2006]. Numerous
studies have been carried out in the past decades to docu-
ment the penetration of UV radiation in the global oceans
[Ahmad et al., 2003; Conde et al., 2000; Johannessen
et al., 2003; Lehmann et al., 2004; Smyth, 2011; Vasilkov
et al., 2001], and most of the remote-sensing evaluations
were based on the Case-1 assumptions [Morel and Maritor-
ena, 2001], i.e., optical properties of the bulk water can be
quantified based on Chl. However, results from field meas-
urements have indicated that the absorption coefficient in
the UV domain could not be described accurately using Chl
[Morel et al., 2007a; Vasilkov et al., 2002].
[45] To obtain an IOPs-based evaluation and understand-
ing of solar propagation in the shorter wavelengths, we
here calculated the penetration of 360 nm within the UVA
spectral range. To quantify the penetration of this light, the
Figure 7. Comparison between retrieved Kd(490) and profile-Kd(490) for various sun angle ranges of
the NOMAD data set for Kd(490)< 0.2 m
1: (a) ratio-derived Kd(490) and (b) IOPs-Kd(490). The vari-
ous regression lines are color coded and annotated with the regression slope values in the legend.
Table 4. Results of Linear Regression Between Profile and Retrieved Kd(490) for Three Subgroups of the NOMAD Set With Different
Sun Angles and for Kd(490) 0.2 m1a
Range of Sun Zenith Angle
Ratio-Kd(490) IOPs-Kd(490)
Slope Intercept (m1) R2 Slope Intercept (m1) R2
<30 (408) 1.07 0.002 0.92 1.00 0.001 0.93
30–60 (909) 1.02 0.000 0.82 1.01 0.004 0.89
>60 (253) 0.92 0.002 0.81 1.02 0.004 0.84
aNumbers in the parenthesis after the sun angle represent numbers of data points, and the total number of data points is 1570 (92% of NOMAD). Note
that IOPs-Kd refers to the updated model developed in this study.
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depth (Z(360)10%) corresponding to 10% of its surface
value [Ahmad et al., 2003; Vasilkov et al., 2001] is calcu-
lated from Kd(360),
Z 360ð Þ10% ¼
2:3
Kd 360ð Þ ; ð18Þ
and the distribution of Z(360)10% in the global oceans is fur-
ther calculated from annual composite of MODIS data. Note
that the MODIS composite represents an annual mean of Rrs.
Because of the nonlinear relationship between Rrs and IOPs
and the angular mismatch between the instantaneous Kd(360)
(calculated with the Sun at zenith) and the diffuse attenuation
coefficient representing the annual irradiance (see discussion
in section 5 regarding effect of solar elevation), the calcu-
lated Z(360)10% from this annual composite does not exactly
equal the true annual mean penetration of this irradiance.
High-temporal resolution (3 h or finer) products [Vasilkov et
al., 2001] should be calculated first in order to compose such
an annual mean. However, this Z(360)10% from annual Rrs is
sufficient to provide a general picture of its dynamic range
and its spatial variability around local noon.
[46] Historically, many studies used either CDOM
absorption or DOC concentrations to empirically estimate
Kd in the UV [Huovinen et al., 2003; Williamson et al.,
1996]. These approaches generally take into account the
contributions of the absorption coefficient to Kd, but ignore
the contribution of backscattering [Gordon, 1989]. On the
other hand, the backscattering coefficient for pure water
could contribute 50% or more to Kd in the short wave-
lengths for clear waters.
[47] To estimate Kd(360) analytically, as shown above, it
requires a(360) and bb(360), which can be derived from the
Rrs-IOPs inversion, where Rrs(360-visible) is either meas-
ured in the field or derived from satellite measurements.
Unfortunately, past and current ocean color sensors do not
have UV bands for the direct IOPs and Kd retrievals at 360
nm. To circumvent this difficulty before a future satellite
ocean color sensor with UV bands is available (e.g.,
NASA’s Pre-Aerosol, Clouds, and ocean Ecosystem
(PACE) mission, http://decadal.gsfc.nasa.gov/pace.html),
similarly as in Hojerslev and Aas [1991], we used the
‘‘shortest’’ MODIS wavelength, 412 nm, for the estimation
of Kd(360). This is because the spectral dependences of
IOPs are not stable, and the longer the wavelength gap, the
lower the accuracy in Kd extrapolations. Here, Kd(412) is
first estimated using the IOPs-Kd approach, and Kd(360) is
then calculated as
Kd 360ð Þ ¼ 0:006þ 1:37Kd 412ð Þ: ð19Þ
[48] This relationship (R2¼ 0.99, N¼ 20, see Figure 8) is
developed from the in situ BIOSOPE measurements and
limited to the clear-water stations (Kd(412) 0.05 m1).
Different empirical coefficients would be derived if a wider
Kd(412) range were to be used. The choice of Kd(412) 0.05
m1 was for two reasons. First, most of the BIOSOPE data
set covers Kd(412) 0.05 m1. The remaining four measure-
ments with Kd(412)> 0.05 m
1 may not be representative
enough to obtain a solid relationship between Kd(412) and
Kd(360). Second, >50% of the global oceans show
Kd(412)< 0.05 m
1 according to MODIS observations.
[49] To derive Z(360)10% distributions in the global
oceans, a MODIS annual composite of Rrs() for 2004, as an
example, was obtained from NASA Goddard Space Flight
Center, and was used to derive a(412) and bb(412) following
the Rrs-IOPs inversion approach articulated in section 3.
Then, global Kd(412) with a zenith Sun was derived using
the IOPs-Kd model (equation 5 and Table 1, with s¼ 0),
which was further used to derive Kd(360) (also Sun at zenith)
using the in situ-based empirical relationship (equation 19).
Finally, Z(360)10% of noon time was derived from Kd(360)
using equation (18). The derived global distribution of noon-
time Z(360)10% is presented in Figure 9, where locations with
Kd(412)> 0.05 m
1 are masked out (white color). For the
oligotrophic oceans, Z(360)10% is generally around 60 m, and
can be as deep as 70–80 m for gyre waters. These values are
in general consistent with the observations of Vasilkov et al.
[2001] and Smyth [2011]. This means that on an annual aver-
age and when the Sun is at zenith, significant UVA light is
present within or even below the surface mixed layer [Ahmad
et al., 2003], as this depth could be within 50 m for a large
portion of the global oceans (http://www.nodc.noaa.gov/
OC5/WOA94/mix.html) [Monterey and Levitus, 1997]. Since
UV radiation could either enhance or prohibit phytoplankton
photosynthesis [Gao et al., 2012; Smith and Cullen, 1995;
Tedetti and Sempere, 2006], it is important to know the UV
radiation availability in the water column and their spatial
and temporal distributions in the global oceans [Ahmad et al.,
2003; Cullen and Neale, 1994; Vasilkov et al., 2001].
6.2. PhotoActive Depth
[50] Historically, the euphotic zone depth (Zeu) is used to
represent the layer of water where net photosynthesis is
positive. As a rule of thumb, Zeu is practically defined as
the depth where the spectrally integrated radiation in the
400–700 nm range (photosynthetically active radiation
(PAR)) is 1% of its surface value [Ryther, 1956]. In the pri-
mary production models, Zeu is commonly used as a scaling
factor in order to get the integrated primary production of
the water column [Arrigo et al., 1998; Behrenfeld and
Falkowski, 1997]. However, it is well known that for the
400–700 nm spectral range the red photons (600–700 nm)
quickly disappear in the upper few meters, and it is the
blue-green photons that penetrate to the deeper ocean
Figure 8. Relationship between measured Kd(412) and
Kd(360) from the BIOSOPE data set (N¼ 20).
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[Morel and Antoine, 1994; Paulson and Simpson, 1977].
Further, phytoplankton absorb most efficiently in the blue
to blue-green portion of the spectrum [Bricaud et al., 1995;
Sathyendranath et al., 1987], and together with UV radia-
tion, it is the spectral region most important for photoactive
processes (e.g., photo-oxidation of color dissolved organic
matter (CDOM) [Moran and Zepp, 1997, and references
therein]). It is thus interesting to know the difference
between the penetration depth of the blue-green light (Zbg)
[Gnanadesikan and Anderson, 2009; Manizza et al., 2005]
and the penetration depth of PAR (Zeu).
[51] For this comparison, we also started from the
MODIS annual composite Rrs data in 2004. The IOPs
(a and bb) of the first four MODIS bands (412, 443, 488,
and 531 nm) were then derived following the Rrs-IOPs
inversion procedures described in section 3. Zeu was calcu-
lated using a(488) and bb(488) as described in Lee et al.
[2007], which has been validated for various locations of
marine waters [Lee et al., 2007; Shang et al., 2010; Zhao
et al., 2013]. Zbg is defined as the arithmetic average of the
1% depth of the four blue-green bands. For instance, for
412 nm, its 1% depth is Z(412)1%¼ 4.6/Kd(412). Again, all
of these calculations assumed a solar zenith angle of 0,
i.e., the Sun is at zenith and cloud free. As discussed in sec-
tion 5, because of the diurnal variation in solar elevation,
these light depths will be deeper than the actual annual
mean depth of either PAR or the blue-green bands. Their
relative difference, however, is informative if the two pene-
tration depths are similar in the global oceans.
[52] The percentage difference between Zbg and Zeu was
calculated as
PDz ¼ Zbg  Zeu
Zeu
: ð20Þ
[53] Figure 10 shows the global distributions of PDz. For
oceanic waters, Zbg is generally 30–40% deeper than Zeu.
For instance, for the south Pacific gyre, Zeu is about 140 m
[also see Morel et al., 2007a] while Zbg is approaching 190
m, which can be well below the mixed layer depth [Monte-
rey and Levitus, 1997]. This indicates that for such ocean
layers where there are adequate nutrients, there is also
adequate, high-quality (suitable for photosynthesis) light
available at least during noon time. This is consistent with
observations by Morel and Berthon [1989] and Letelier et
al. [2004], where the depth of the deep chlorophyll maxima
(DCM) is generally deeper than Zeu for oceanic waters.
Indeed, at the depth of Zeu, there is still 3–4% of surface
blue-green light available. Because the blue-green spectral
range contributes the most to phytoplankton photosynthe-
sis, the availability of the blue-green light could help
explain the location of the DCM in oceanic waters.
[54] In contrast to most oceanic waters where Zbg is
deeper than Zeu, some coastal waters and inland lakes show
the opposite trend, i.e., Zbg is about 20–30% shallower than
Zeu, for example in coastal waters of the northern Gulf of
Mexico and Lake Erie. Zbg of the Yellow Sea is also found
to be shallower (10–20%) than Zeu. This suggests that in
these regions the absorption coefficients in the blue-green
bands are comparable to or higher than the average absorp-
tion between 400 and 700 nm, resulting in a photoactive
depth (Zbg) shallower than the euphotic-zone depth.
Clearly, depending on the research objectives, different
light availability depths may be required and used.
7. Summary and Conclusions
[55] Understanding photoactive processes in the ocean
such as primary production and CDOM oxidation requires
accurate knowledge on the availability of the spectral light
instead of the integrated light, where the former is gov-
erned by the spectral diffuse attenuation coefficient
(Kd()). For the estimation of Kd() from remote sensing
measurements, the previously developed semianalytical
Figure 9. Penetration depth of solar irradiance (sun at zenith) at 360 nm in the global oceans, as
gauged by 10% of the surface light (Z(360)10%). Black: land or ice; white: waters with Kd(412)> 0.05
m1 and are masked out here.
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approach centered on the water’s IOPs is revised here
based on radiative transfer and Hydrolight simulations. The
updated model not only explicitly takes into account the
contributions of absorption and backscattering coefficients
and the impact of sun angle, but also includes the effects of
phase function shifts between molecular and particulate
scattering. In addition, a simple empirical procedure is
developed here to correct the Raman effect when process-
ing ocean-color satellite data over oceanic waters.
[56] Through validations using independent data sets col-
lected from the superclear waters of the south Pacific as
well as compiled over various regions of the global oceans,
the IOPs-based approach has been shown to be effective in
retrieving Kd from the UVA to the visible with acceptable
uncertainties. In particular, because of the explicit inclusion
of sun angle in the IOPs-Kd model, the approach also pro-
vides unequivocal meaning of the Kd product as an AOP
and its instantaneous nature. This relationship further paves
an easy route for the generation of diurnal-averaged Kd or
penetration depth of the global oceans from satellite ocean
color measurements. Such products will be more applicable
for the studies of ocean physics and ocean biogeochemistry
as instantaneous Kd or instantaneous penetration depth do
not represent the attenuation of solar irradiance during a
day even for stable water and air properties.
[57] Further, the IOPs-Kd approach is applicable to all
wavelengths where satellite measurements are available,
including the UV bands on future satellite missions. The
produced MODIS sample global products with the Sun at
zenith showed that the actual penetration depth of the blue-
green light is 30–40% deeper than the commonly used
euphotic zone depth in oceanic waters. This feature helps
explain previously reported deep chlorophyll maximum in
oceanic waters. In addition, MODIS data also show that at
a depth of 50–70 m in oceanic waters there is still 10% of
the surface UVA (at 360 nm) radiation when the Sun is at
zenith.
[58] Although the data used in this study for the Kd vali-
dation, especially for clear waters, are limited, the in situ-
based validation results and MODIS-based products both
suggest that generation of spectrally explicit estimates of
Kd or penetration depths from satellite ocean color missions
would help develop and improve understanding of biologi-
cal and biogeochemical processes at depth. In addition, for
accurate application of daily surface irradiance products in
studying water column heat transfer and phytoplankton
photosynthesis, data products of diurnal-averaged Kd or
penetration depth should be produced from satellite ocean
color missions.
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