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Abstract
Microarray technology is one of the emerging technologies in the field of genetic research, which many researchers often use to
monitor expression levels of genes in a given organism. Microarray experiments have wide range of applications in health care
sector. The colossal amount of raw gene expression data often leads to computational and analytical challenges including feature
selection and classification of the dataset into correct group or class. In this paper, mutual information feature selection method
based on spark framework (sf-MIFS) is proposed to determine the pertinent features. After completion of feature selection process,
various classifiers i.e., Logistic Regression (sf-LoR) and Naive Bayes (sf-NB) based on Spark framework has been applied to
classify the microarray datasets. A detailed comparative analysis in terms of execution time and accuracy is enumerated on the
proposed feature selection and classifier methodologies, based on Spark framework and conventional system respectively.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Organizing Committee of ICACC 2016.
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1. Introduction
Microarray innovation has helped the researchers to quantify expression level of large number of genes in a single
experiment. The multi-step, information intensive nature of this innovation has made an uncommon informatics and
expository challenge. The ‘curse of dimensionality’ problem is the major obstacle in microarray data analysis, which
often leads to compuational uncertainity or instability1. Therefore, selection of pertinent features (genes) continues
to remain as a core task in analysis of diseases like cancer.
Big Data applications are gradually gaining focus, on account of the immense augmentation of information and
storage that has occurred in the most recent decade. Traditional data mining techniques are facing huge computational
and analytical challenges while handling these huge data. Reducing the execution time is extremely important for Big
Data, which has a high computational resource demand onmemory and CPU time. Distributed computing is a concept,
where informations are processed independently in a distributed environment by using various parallel processing
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paradigm2,3,4,5. This idea has been embraced to achieve rapid processing and solve Big Data issue. Hadoop, which is
based onMapReduce framework, has been exceptionally instrumental in executing high dimensional data applications
on commodity clusters. While this framework is valuable for a wide range of applications, there are few which cannot
be expressed productively as non-cyclic data flows. This includes numerous iterative machine learning algorithms,
and also interactive data analysis tools. Spark is a new cluster computing frame-work, which bolsters applications
with working sets while giving similar scalability and fault tolerance properties as MapReduce, and can outperform
Hadoop by running 10-100 times faster.
In this paper Mutual Information feature selection method based on Spark framework (sf-MIFS) has been designed
to select pertinent features from large microarray datasets. The classification of these datasets are performed using
classifiers viz. Logistic Regression and Naive Bayes based on same Spark framework. The performance and eﬃciency
of the proposed algorithms has been evaluated using Spark cluster with three worker nodes and one driver node.
2. Proposed Methodology
Large number of insignificant features reduces the analysis aspect of diseases like ‘cancer’. This issue could be
resolved by analyzing only the significant or relevant features from vast microarray data. The proposed methodology
comprises of three stages:
• Missing data imputation and normalization methods, which are used for preprocessing of input data.
• MIFS based on Spark framework has been used for selecting relevant features.
• After selecting the pertinent features, classifiers, i.e., Logistic Regression (sf-LoR), Naive Bayes (sf-NB) based
on Spark framework has been applied to classify (binary/multi-class) microarray dataset.
3. Basic concepts of Spark
3.1. Spark Architecture
SparkContext object defined in main program (called the driver program) is responsible for coordinating the inde-
pendent sets of processes running on a Spark cluster6. The SparkContext can associate to any of the several cluster
managers (Yarn, Mesos or Sparks own standalone cluster) that are responsible for allocating resources across applica-
tions. Once the connection is established Spark tries to acquire executors on nodes in cluster that computes processes
and stores data for Spark applications. The application code (defined by Python or JAR files passed to SparkContext)
is then sent to executors. Finally, SparkContext sends tasks to the executors to run.
3.2. Resilient Distributed Dataset (RDD)
RDD is a read-only distributed collection of objects partitioned across multiple machines that can be rebuilt in
case a partition is lost. Elements of an RDD do not reside in reliable or physical storage; instead, Spark computes
them only in a lazy fashion that is, the first time they are used in an action. This means that RDDs are by default
reconstructed each time, when an action operation is performed on them. It is the core concept in Spark framework,
which is a fault-tolerant collection of elements that can be operated on in parallel. RDDs are also immutable i.e., it
can be modified with a transformation. Each transformation operation on RDD returns a new RDD without changing
the original RDD. Transformation and Action are the two types of operations supported by RDD7.
4. Implementation
4.1. Feature Selection Methodology
The input file, which is stored in Hadoop Distributed File System (HDFS) is a matrix of the form N × M, where
M and N are number of samples and features in the dataset respectively. The algorithm is divided into two sections,
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one is the driver program and another is the method used for RDD transformation. The driver program is responsible
for creating a SparkContext, RDDs, and performing transformations and actions. In RDD transformation method,
the distributed dataset (RDD) is transformed by reading a line ( fi), calculating the required Information Gain and
returning the result in form of key-value pair < f eatureMIFS i, f eatureIdi >. Parallel transformation operation on
RDDs are performed by worker nodes and the key-value pair results are returned to the driver program. The driver
performs RDD action operation by collecting the results from all worker nodes.
Mutual Information Feature Selection (MIFS) is applied to compare the ‘mutual dependence’ of features in the
dataset. The mutual information of two discrete random variables A and B is expressed as:
I(X; Y) = H(X) + H(Y) − H(X, Y) (1)
where H(X) and H(Y) are the marginal entropies (shannon entropies) and H(X,Y) is the joint entropy of X and Y. The
MIFS of a given feature fi is expressed as:
MIFS ( fi) = I(C; fi) − β
∑
fs∈S
I( fs; fi) (2)
where C is the class vector, S is the set of selected features and fs is the selected feature vector. Initially, the feature
that returns maximum value for I(C; fi), is added to set S. The algorithm then follows a greedy approach, where
the feature that maximizes Equation 2, is added to set S in an iterative manner until it meets the stopping criteria8.
Algorithm 1 shows the implementation of Mutual Information Feature Selection method based on Spark framework.
Algorithm 1 sf-MIFS
Input: N × M Input Matrix.
Output: Top P features.
1: TransformMIFS ( )
2: for each feature fi do
3: Calculate Shannon entropy of fi
4: Calculate Shannon entropy of class label vector Y
5: Calculate joint Shannon entropy of fi and Y
6: Calculate f eatureMIFS i using Equation 1
7: if IsEmpty (S electedFeatures) then
8: Return < f eatureMIFS i, f eatureIdi >
9: else
10: Calculate f eatureMIFS i using Equation 2
11: Return < f eatureMIFS i, f eatureIdi >
12: end if
13: end for
14: Driver Main ( )
15: Read N × M Matrix file from HDFS
16: Create RDD of Input N × M Matrix
17: S electedFeatures = { }
18: Broadcast class label vector Y and S electedFeatures to worker nodes
19: S electedFeatures← RDD.map (TransformMIFS ( )).sortByKey(false).take(1)
20: while f eatureMIFS i ≥ Threshold Value do
21: Print f eatureIdi
22: Broadcast S electedFeatures to worker nodes
23: S electedFeatures.append (RDD.map(TransformMIFS ( )).sortByKey(false).take(1))
24: end while
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4.2. Classification Methodology
Classification is a common form of supervised learning, where algorithms attempt to predict a variable from fea-
tures of objects using labeled training data. ’Spark’ is observed to be suitable for running parallel classification
algorithms on a large dataset. The basic classifiers supports only binary classification, but can be extended to handle
multiclass classification by using either One-versus-all (OVA) or All-versus-all (AVA).
• Naive Bayes (sf-NB) based on Spark Framework
Naive Bayes method is a supervised learning algorithm applying Bayesian theorem with the assumption of
independence between every pair of features. The Bayes theorem is expressed as
P(A|B) = P(B|A) ∗ P(A)/P(B) (3)
For a given sample X with attribute value X = (a1, a2, ..., aN) and class V j, the probability value that X belongs
to class V j can be calculated as:
P(V j|X = (a1, a2, ..., aN)) = P(X|V j)P(V j)/P(X) (4)
= P(V j)
∏N
i=1(P(ai|V j))/P(X) (5)
where P(V j) is the prior probability for each class and P(ai|V j) is the likelihood probability for each attribute,
where i = 1, ...,N and j = 1, ...,C. In the testing phase, the likelihood for each attribute of a given class is
calculated, and a new instance xt having attributes (at1, a
t
2, ..., a
t
N) is classified as:
Pˆ(ati|V j) = (phi
ati
i j) ∗ (1 − phii j)
(1−ati)) (6)
where, phi, which is the weight of each attribute of a given class and is calculated using Equation 7.
phi = X′ ∗ Y/M (7)
where X is the matrix of training samples (M × N), Y is a matrix of dimension M × C. M is the number of
training samples, N is the number of attributes, and C is the number of classes. Each row of Y consists of zeros
except for the position that indicates the class label. After calculating the value of P(xti|V j), the new instance x
t
is labeled as the following equation
Vnb = argmax
V j∈V
P(V j)
N∏
i=1
Pˆ(ati|V j) (8)
• Logistic Regression (sf-LoR) based on Spark Framework
Logistic regression is a parametric form for the distribution P(Y |X) where Y is a discrete value and X =
{x1, ..., xn} is a vector containing discrete or continuous values. The parametric model of logistic regression
can be written as:
P(Y = 1|X) =
1
1 + exp(w0 +
∑n
i=1 wiXi)
(9)
and
P(Y = 0|X) =
exp(w0 +
∑n
i=1 wiXi)
1 + exp(w0 +
∑n
i=1 wiXi)
(10)
The parameter W of the logistic regression is chosen by maximizing the conditional data likelihood. It is the
probability of the observed Y values in the training data. The constraint can be written as:
W ← argmax
W
∑
l
lnP(Yl|Xl,W) (11)
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5. Results and interpretation
5.1. Experimental Setup
The detail system configurations of both Spark cluster and conventional machine are mentioned in Table 1. In
Spark cluster 10/100M switch has been used to connect four commodity PCs, which comprises of one name node and
three data nodes. The softwares that have been used in proposed approach are Spark 1.5.0, Python 2.7, Hadoop 2.6,
JDK 1.7 and Ubuntu 14.04.
Table 1. System Configurations
Setup Type Machine Name Machine Purpose Processor RAM Hard Disk
Master Node Name Node CPU Intel core i5, 3.2 GHz x 4 14 GB 250GB
Spark Cluster Slave Node Data Node 1 CPU Intel core i7, 3.4 GHz x 8 16 GB 500GB
Slave Node Data Node 2 CPU Intel core i7, 3.4 GHz x 8 16 GB 500GB
Slave Node Data Node 3 CPU Intel core i5, 3.2 GHz x 4 16 GB 500GB
Conventional Machine Conventional User Specific CPU Intel core i7, 3.4 GHz x 8 32 GB 500GB
5.2. Dataset Used
The dataset used for classification analysis is obtained from National center of Biotechnology Information (NCBI
GEO, http://www.ncbi.nlm.nih.gov/gds/). Accession number GSE13159 LEukemia raw dataset (data size =
9.3 GB) contains expression profiles of 2096 samples, and each sample is having 54675 features. GSE13159 dataset
is grouped into 18 classes9. Accession number GSE13204 raw dataset (data size = 9.5GB) is a super-series of two
subseries of MILE study. This super-series is composed of the following SubSeries:
• GSE13159 Microarray Innovations in LEukemia (MILE) study: Stage 1 data
• GSE13164 Microarray Innovations in LEukemia (MILE) study: Stage 2 data
After combining these two datasets with suitable genes, GSE13204 has 3248 samples, and each sample is having 1480
features. GSE13204 dataset is grouped into 18 classes10. Accession number GSE15061 ’subset of LEukemia’ raw
dataset (data size = 3.8 GB) contains expression profiles of 870 samples, and each sample is having 54675 features.
GSE15061 dataset is grouped into 3 classes11. The summary of the datasets is tabulated in Table 2.
Table 2. Microarray dataset information.
Dataset #Samples #Features #Classes Data size #Training samples #Testing samples
GSE131599 2096 54675 18 9.3 GB 1397 699
GSE1320410 3428 1480 18 9.5 GB 2165 1083
GSE1506111 870 54675 3 3.8 GB 580 290
5.3. Analysis of sf-MIFS method
Mutual Information Feature Selection method is applied on training dataset in order to remove irrelevant informa-
tion, thus avoiding ‘curse of dimensionality’ problem. The Information gain (MIFS value) of all features with respect
to other selected features are determined in a distributed environment. The features having MIFS value greater than
equal to the selected threshold value are accepted, while the rest are discarded.
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sf-MIFS is processed on both Spark cluster and Conventional system respectively. The overall execution details
of the feature selection technique on all three datasets is tabulated in Table 3. Processing eﬃciency in Table 3 is
characterized as the number of features processed per second. Comparison of execution time in both conventional
system and Spark cluster is shown in Figure 1. In Figure 1, it is observed that the execution time for the proposed
feature selection technique is much less in Spark cluster as compared to the same in conventional system.
Fig. 1. Feature selection using sf-MIFS
Table 3. Execution details of sf-MIFS.
Dataset Spark
Timing
(S)
Conv.
Timing
(S)
#Total Fea-
tures
#Features
Selected
Spark. Pro-
cessing eﬃ-
ciency (S −1)
Conv. Pro-
cessing eﬃ-
ciency (S −1)
Threshold
value
β value
GSE13159 18618.36 125252.15 54675 18894 2.93 0.43 -100 0.3
GSE13204 3916.58 22642.29 1480 964 0.37 0.06 -100 0.3
GSE15601 3079.34 16933.00 54675 8987 17.75 3.22 -100 0.3
5.4. Analysis of Classifiers
After feature selection, classifiers based on Spark framework i.e., Naive Bayes (sf-NB) and Logistic Regression (sf-
LoR) are applied to classify the microarray datasets with reduced number of features. ’3-fold cross validation (CV)’
technique is applied to assess the performance of classifiers, as it provides a more realistic assessment by generalizing
significantly to unseen data. The overall execution details of Naive Bayes and Logistic Regression classifiers based
on Spark framework are tabulated in Table 4. Processing eﬃciency in Table 4 is characterized as the number of
samples processed per second. The amount of time consumed by Naive Bayes and Logistic Regression classifiers
on conventional system and Spark cluster is shown in Figure 2. In Figure 2 it is observed that the time taken by the
classifiers based on Spark framework, to analyze the datasets is much less as compared to the same in conventional
system.
6. Conclusion
In this paper, Mutual Information Feature Selection method based on Spark framework (sf-MIFS) is suggested for
selection of pertinent features from large microarray datasets. After feature selection classifiers, i.e., Naive Bayes
and Logistic Regression based on Spark framework are proposed to classify microarray datasets. The proposed
methodology runs on scalable cluster in a distributed environment , which is configured using low cost commodity
hardware, and its performance increases with increase in data size. From the obtained result it is inferred that sf-MIFS
provides better accuracy with sf-NB as compared to sf-LoR.
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Fig. 2. (a) Execution time of Naive Bayes classifier on Spark cluster (Spark) and Conventional system (Conv.); (b) Execution time of Logistic
Regression classifier on Spark cluster (Spark) and Conventional system (Conv.)
Table 4. Classification Results.
Classification
Technique
Dataset Conv.
Timing
(S)
Spark
Timing
(S)
Train Ac-
curacy
Test Ac-
curacy
Regularization
Parameter
Conv. Pro-
cessing eﬃ-
ciency (S −1)
Spark Process-
ing eﬃciency
(S −1)
GSE13159 113.47 27.84 80.83 % 81.57 % NA 6.16 25.10
Naive Bayes GSE13204 24.28 10.41 80.21 % 83.29 % NA 44.60 104.03
GSE15061 19.97 9.38 65.78 % 68.42 % NA 14.52 30.91
GSE13159 2614.78 558.27 63.86 % 67.28 % 0.001 0.26 1.25
LoR GSE13204 99.27 49.74 76.21 % 79.99 % 0.001 10.90 21.77
GSE15061 35.58 14.84 70.28 % 71.34 % 0.5 8.15 19.54
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