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In a previous paper [1] we presented a methodology for computing the topological susceptibility
of QCD at temperatures where it is small and standard methods fail. Here we improve on this
methodology by removing two barriers to the reweighting method’s moving between topological
sectors. We present high-statistics, continuum-extrapolated results for the susceptibility of pure-
glue QCD up to 7Tc. We show that the susceptibility varies with temperature as T
−6.7±0.3 between
T = 2.5Tc and T = 7Tc, in good agreement with expectations based on the dilute instanton gas
approximation.
I. INTRODUCTION
Two of the most interesting mysteries of particle
physics are the strong CP problem and the origin of
dark matter. Both problems could be solved simulta-
neously by the axion [2, 3]. This is a light scalar par-
ticle that is predicted by the Peccei-Quinn mechanism
[4, 5] and is a candidate for the dark matter of the Uni-
verse. The additional degrees of freedom introduced by
the Peccei-Quinn mechanism also explain why the CP
violating phase ΘQCD in the QCD Lagrangian vanishes.
The axion is therefore the subject of intense investiga-
tions both experimentally and theoretically. A theoret-
ical prediction for the axion’s mass would be invaluable
in the ongoing experimental search for this particle (for
a review on the experimental efforts we refer to Ref. [6]).
If we assume that the axion makes up the dark matter
and that Peccei-Quinn symmetry was restored early in
the Universe’s history, then this is possible [7], but it re-
quires knowing the temperature history of the topological
susceptibility of QCD,
χ(T ) =
∫
d4x〈q(x)q(0)〉T =
1
V
〈Q2〉 , (1)
where V is the Euclidean spacetime volume with periodic
time direction of extent 1/T , and
q(x) =
1
64pi2
µνρσF
a
µν(x)F
a
ρσ(x) (2)
is the topological charge density and Q =
∫
d4x q(x) the
topological charge. In particular, the topological suscep-
tibility plays a nontrivial role in the axion abundance in
the temperature range from 3 Tc to 7 Tc [8, 9], where
Tc ' 155 MeV is the crossover temperature of QCD. Un-
fortunately calculations become very challenging at high
temperatures because topologically nontrivial configura-
tions are very suppressed. In a lattice study in finite
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volume, only a tiny fraction of configurations will pos-
sess topology, which makes it challenging to achieve good
statistics in a conventional Monte-Carlo study. In the
last years there was a lot of progress in studying topol-
ogy at high temperatures [10–16]. In particular, Bor-
sanyi et al have proposed one way around the difficulty
in sampling topology at high temperatures, by perform-
ing separate simulations in the instanton-number 0 and
instanton-number 1 ensembles over a range of tempera-
tures [17]. In Ref. [1] we presented an alternative, more
direct method that allows us to study topology up to
high temperatures, by using a reweighting technique.
Our overall strategy will be the same as in [1]. We con-
sider temperatures such that topology is rare; almost all
configurations have Q = 0, a small fraction have Q = ±1,
and |Q| ≥ 2 is so suppressed that it plays a negligible role.
We assign topology based on whether the bosonic deter-
mination of Q, measured after a certain depth of gradient
flow [18, 19], exceeds a threshold value. The suscepti-
bility is χ(T ) = 〈Q2〉/a4NτNxNyNz, with a the lattice
spacing, Nτ the number of lattice points in the temporal
direction, and Nx,y,z the number of points across each
spatial direction.
The core idea of our approach is to overcome the small
fraction of configurations which have topology, by sam-
pling the configuration space according to the modified
distribution
dPrew(U) =
e−βSW[U ]+W (ξ)DU∫ DUe−βSW[U ]+W (ξ) (3)
instead of using the standard distribution e−βSW[U ]DU .
By choosing the reweighting function W (ξ) and the
reweighting variables ξ appropriately, topologically non-
trivial configurations can be artificially enhanced in the
sample, and the barriers between topological sectors,
which lead to large autocorrelations in the topology, can
also be overcome. To account for the modified weight,
the result is computed using the following definition of
the expectation value:
〈O〉 =
∑N
i Oie
−W (ξi)∑N
i e
−W (ξi)
. (4)
ar
X
iv
:2
00
2.
01
15
3v
1 
 [h
ep
-la
t] 
 4 
Fe
b 2
02
0
20 1000 2000 3000 4000
measurement
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Q
′
FIG. 1. Piece of a Markov-chain history of Q′ against mea-
surement number for lattice B2d. The reweighting allows ef-
ficient sampling in three regions, 0 < Q′ < 0.27, 0.20 < Q′ <
0.85, and 0.8 < Q′ < 1.05, but has difficulty moving between
these regions. The same figure is published in our paper [1].
Since our reweighting variables ξ are rather nontrivial,
the inclusion of eW [ξ] in the sampling weight is achieved
by a Metropolis accept-reject step. In [1] we presented
an automated way to build an optimized choice for
the reweighting function. We also argued for the use,
as reweighting variable ξ, of the absolute value of the
bosonic definition of topological number Q, measured us-
ing an a2-improved definition of q(x) and after a modest
amount of gradient flow. This choice is not truly topo-
logical, and to emphasize that fact, we will write it as Q′
rather than as Q. The choice of a non-topological mea-
surable is deliberate; Q′ takes values near Q′ = 0 for reg-
ular non-topological configurations, values near Q′ = 1
for configurations with instanton number ±1, and values
around Q′ ∼ 0.5 for “dislocations,” small knots of q(x)
which are the intermediate states, on the lattice, between
topological and nontopological gauge configurations. We
found that gradient flow depths tf ' 0.42a2 seem to work
well.
Using the reweighting approach as developed and es-
tablished in Ref. [1], we observed that there are three
regions where reweighting allows for efficient sampling,
while it has problems moving between those regions, as
indicated in Fig. 1. The problem of those two “barriers”
gets severe when we go to higher temperatures or finer
lattices. Solving those problems would therefore give sig-
nificantly better efficiency; the susceptibility could be de-
termined from much shorter Markov chains. This will be
important in the future, when we move from our current
exploratory pure-glue, Wilson-action studies to studies
including light fermions. The reason for the occurrence
of the barriers is that reweighting only in terms of the
topological charge is incomplete and missing some infor-
mation that distinguishes between the different regions.
In this paper, we address how to overcome both barri-
ers. This leads to improved efficiency of the reweighting
method and allows for a direct measurement of the topo-
logical susceptibility up to very high temperatures and
fine lattices.
This paper is organized as follows: In Sec. II, we dis-
cuss in detail the modification of the original reweighting
approach that significantly improves the efficiency of the
method. Sec. III contains the lattice determination of the
susceptibility at three temperatures, T = 2.5Tc, 4.1Tc,
and 7.0Tc, each at three spacings with Nτ = 10, 12, 14.
This allows us to check our previous results and to per-
form a continuum extrapolation and a power-law fit as a
function of temperature. A discussion of our results can
then be found in Sec. IV.
II. THE METHOD
In this section, we discuss the improvement of the
reweighting method that overcomes both “barriers.” We
shall refer to those barriers as the low barrier, i.e., the
barrier at around Q′ ' 0.25 in Fig. 1, and the high bar-
rier, i.e., the barrier at around Q′ ' 0.85 in Fig. 1. This
section starts by addressing the origin of both problems
and how to improve tunneling through the correspond-
ing barriers. We shall find that both problems need to
be solved differently and we hence have to split up the
whole lattice setup into multiple distinct Monte Carlo
samples. This section is concluded by a discussion of
how the different Monte Carlo samples can be combined
to a measurement of the topological susceptibility.
A. The Low Barrier
The low barrier occurs because the algorithm has prob-
lems to move between configurations with trivial topol-
ogy and dislocations, i.e., small concentrations of topo-
logical charge that are the intermediate steps between the
Q = 0 and Q = 1 sectors. For an additional reweighting,
we therefore need a quantity that distinguishes between
these two types of configurations. Since for dislocations
the topological charge is spatially very concentrated, we
expect that the action is also sharply peaked at the dislo-
cation’s location. We therefore consider the peak action
density
G ≡ max
x˜
{
S(x˜)
}
, (5)
where x˜ denotes a point in the dual lattice and
S(x˜) =
∑
P (x˜)
Re tr(1− P (x˜)) (6)
3FIG. 2. Left: Symanzik-improved topological charge Q for
Harrington-Shepard (HS) calorons as a function of caloron
size. Right: peak action density G for the same HS calorons
(with Q also shown in red). The maximum in G occurs pre-
cisely where Q is intermediate between 0, its ρ = 0 value, and
1, its large-ρ asymptote.
with P (x˜) being the 24 plaquettes that lie on the hyper-
cube bounding the primitive cell with center x˜. We use
G as a quantity that distinguishes between topologically
trivial configurations and dislocations.1 Note that, by
definition, ∑
x˜
S(x˜) = 4 · SW , (7)
where SW is the Wilson gauge action.
Figure 2 shows the values of the topological charge Q
and this action-density measure G for lattice-discretized
Harrington-Shepard (HS) calorons, as a function of the
caloron radius ρ/a (cf. Ref. [20]). As expected, G peaks
at ρ ' a, i.e., for dislocations, precisely where Q′ is inter-
mediate between topology-0 and topology-1 values. On
the other hand, for configurations where the caloron is
so small that it falls between the lattice points, G is also
small; and G is also small for large calorons which clearly
display topological character. Therefore G is a good dis-
criminant for configurations for which topology is am-
biguous.
The reason for the “low barrier” between Q′ < 0.2 con-
figurations and Q′ > 0.3 configurations, seen in Figure
1, is precisely because of the difficulty in getting between
non-topological configurations and ambiguous-topology
configurations characterized by a large G value. To see
this, consider the distribution, in the (Q′, G) plane, of
the configurations generated by a Q′-reweighted HMC
Markov chain, shown in the left panel of Figure 3. There
is a clear “gap” in the sample, with very few points sam-
pling the region around G = 7 and Q′ = 0.25. For every
Q′ value between 0 and 0.5, the sample is dominated
1 We name the peak action density G for “globbiness” because
this quantity determines how “globby” in the sense of spatially
concentrated a configuration is.
FIG. 3. Distribution of topological charge Q′ and peak
action density G, obtained during a reweighted Markov chain.
Left: reweighting in terms of Q′ only (on an 8 × 323 lattice
at T = 4.1Tc). Right: reweighting in terms of both Q
′ and G
(on lattice B1 and only extending up to Q
′ = 0.6).
either by2 G ' 2 configurations or by G ∼ 11 configura-
tions, or by a linear combination of these two; it is never
controlled by configurations intermediate between these
G values. The failure to sample such configurations in-
hibits the Markov chain’s ability to sample both parts of
the configuration space.
To encourage transitions across this “gap,” instead of
reweighting solely in terms of Q′ (here renamed Q′L for
reasons which will become clear), we perform an addi-
tional reweighting in terms of G. The effective reweight-
ing function is then the sum of two individual reweighting
functions:
Wlow(Q
′
L, G) = WQ(Q
′
L) +WG(G) . (8)
Note that G is also evaluated after some amount of gradi-
ent flow tf,G that in principle does not have to equal the
flow time tf,L after which Q
′
L is evaluated. Hand-tuning
showed that the amount of gradient flow that gives the
best performance depends on the size of the lattice; larger
lattices need more flow. The specific choices of these pa-
rameters for our lattices are listed in Tab. I. We also saw
that HMC trajectories with one step of length 0.2 a give
the best performance in this region3. Both reweighting
functions are built simultaneously in the same way as
described in detail in Ref. [1].
Reweighting in terms of both Q′L and G removes the
barrier, as seen in the right panel of Figure 3. It increases
by more than a factor of 5 the number of transitions
2 G is always nonzero because of the action associated with ordi-
nary fluctuations, which pervade the lattice. This “background”
level of G is dependent on β, the lattice volume, and especially
on the gradient flow depth tf . One criterion for tf is that it be
sufficient that this background G value is far below G ' 11, the
value for a dislocation.
3 Dislocations are very small objects which are sensitive to rela-
tively small changes in the gauge-field links. The reweighting in
terms of Q′ and G are implemented via an accept-reject step,
and too-large changes to the fields lead to a high reject rate.
Therefore in this region the HMC trajectories have to be very
short.
4between Q′L ' 0 and Q′L ' 0.5 configurations, for a given
number of HMC trajectories. Therefore this approach
appears to cure the low barrier.
Unfortunately reweighting in terms of G does not sig-
nificantly help with the high barrier, as already suggested
in the left panel of Figure 3. Therefore we will only use
this method to perform a Monte-Carlo over a reduced
range of Q′L values, which we will call the low region (L).
Specifically, we reweight Q′L only up to a value Q
L
max,
which we choose to be 1.15 times the Q′L value for the
HS caloron with the maximum G value, which we can
look up from the right panel of Figure 2. We strictly
reject configurations with Q′L > Q
L
max; the role of such
configurations will be covered by the middle and upper
regions, which we will describe next. All values of G
are allowed, but our reweighting function is only non-
trivial between Gmin and Gmax, where Gmin is the mean
value we find in a short non-reweighted Markov chain and
Gmax is the largest value for the caloron solutions shown
in the left panel of Figure 2. Note that configurations
that are outside of this G-interval are not rejected; we
just extend the reweighting function as a constant be-
yond the limits, that is, WG(G > Gmax) = WG(Gmax)
and WG(G < Gmin) = WG(Gmin).
B. The High Barrier
The actual configurations carrying topology at finite
temperature are expected to be nontrivial objects with
large fluctuations, not “clean” HS calorons. Nevertheless,
we will refer to them as calorons in what follows. We can
define the “size” of such a configuration as the size of
the HS caloron it approaches under gradient flow – note
that, up to lattice artifacts, HS calorons are extrema of
the action and do not change size under gradient flow, so
gradient flow brings topological objects towards clean HS
calorons. Therefore it makes logical sense to discuss the
size distribution of calorons. Perturbatively we expect
the dominant size to be ρ ∼ 0.5Nτa [20]; but the size
of a dislocation is closer to ρ ∼ 1.5a. Since we want
to compare the relative weight of topological and non-
topological configurations, and ρ ∼ 1.5a configurations
are a necessary intermediate step, we have to make sure
that our HMC Markov chain moves efficiently across the
range of caloron sizes from ρ ∼ 1.5a to ρ ∼ 0.5Nτa. Our
continuum extrapolation will involve Nτ = 10, 12, 14, so
we need efficiency up to quite large calorons (in lattice
units). As we understand it, the difficulty in doing so is
what drives the high barrier in Figure 1.
The quantity G that we introduced for the low barrier
is unfortunately not helpful here, because there is no real
“gap” in the (Q′, G) distribution between Q′ = 0.5 and
Q′ = 1 in the left panel of Fig. 3. Until now we were
not able to find an auxiliary variable which significantly
improves performance in this high region. Therefore we
will have to find other ways to make this region more
efficient.
The first thing to note is that the calorons under con-
sideration are rather large and robust objects. Therefore
it is no longer necessary to perform the Markov chain
using short, inefficient HMC trajectories. So we switch
to longer HMC trajectories (10 steps of 0.25 a), which
induce much larger changes in our gauge field configura-
tion. This already significantly improves efficiency in the
high region.
Next, consider the variable Q′ we use for reweight-
ing. The right panel of Figure 2 shows how the a2-
improved definition of topology varies as a function of
caloron size for clean, idealized HS calorons. We see that
in the range of interest, ρ ∈ [1.5, 7]a, Q varies very lit-
tle. Therefore, we need a precise determination of Q if
it is to prove useful in distinguishing between different
caloron sizes. Unfortunately, Q′ is a noisy measurable.
To see why a little better, note that our lattice defini-
tion of Q′ is contaminated by high-dimension operators:
q′latt(x) ' q(x) + c2a2F aµνD2F˜ aµν + c4a4F aµνD4F˜ aµν + . . ..
Operator improvement forces c2 = 0, but higher terms
still exist, and the dimension-8 operators appearing in
this expansion do not integrate to topological invari-
ants. Contributions from these high dimension opera-
tors are dominated by the shortest-distance scale which
is not erased by gradient flow. Therefore, integrating
up q′latt(x) will give the topology of the configuration,
plus nontopological fluctuations which are suppressed by
∼ a4/t2f , but whose variance is extensive in the lat-
tice volume. This makes it clear that a larger depth of
flow can greatly suppress these fluctuations, providing a
cleaner value of Q′. So defining Q′ using a larger amount
of gradient flow leads to a cleaner variable, which is bet-
ter able to distinguish between different caloron sizes.
Unfortunately, a larger amount of gradient flow simply
destroys dislocations, so this approach cannot be used
in the low region. Therefore we will use one amount of
gradient flow tf,low ∈ [0.36, 0.54]a2 to define Q′L, which
we will use in the low region, and another amount of
gradient flow tf,high ∈ [0.96, 1.32]a2 to define Q′H, which
we will use in the high region. Larger lattice volumes
and lower temperatures demand larger tf values; for the
smallest lattices we consider, we choose the lower ends of
the indicated ranges, while for the largest lattices we use
the upper ends.
Finally, when we reweight in terms of some variable,
our methodology involves choosing intervals in that vari-
able, with W [Q′H] chosen as piecewise linear across each
interval. Our method for determining the reweighting
function W [Q′H] leads to approximately equal sampling
of each interval. We want to sample nearly equally in ρ,
not in Q′H. Therefore, we choose a uniform set of ρ val-
ues, from a minimum value for which Q′H = 0.7 ≡ QHmin,
up to a maximum value ρmax = 0.5Nτa. We use the
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FIG. 4. Visualization of the different regions: Low (blue),
Middle (yellow), High (red), overlap O1 (blue hatched), and
overlap O2 (red hatched). A generic configuration in the mid-
dle region is depicted by a blue point. The arrows indicate
the “transitions” that should be enhanced by reweighting in
the respective regions. The black region is the region where
the system is simultaneously both in the high and the low
region. This region is forbidden and those configurations are
strictly rejected.
right-hand plot in Figure4 2 to look up the associated Q′H
value of each, and use these as the edges of our intervals.
This leads to more sampling, and more sensitivity, at the
largest Q′H values, corresponding to larger calorons.
The price we pay for these methodological changes is,
that our procedure now differs – both in HMC trajectory
choice and in reweighting variable choice – between the
upper and lower regions. And as we have defined them,
these regions do not necessarily even overlap. Therefore
we will need a procedure for “sewing together” these re-
gions, which we describe next.
C. The Middle Region
The middle region (M) is chosen such that it has an
overlap with both the high and the low regions, while
those regions are disjoint. In this region, we measure the
topological charge after both flow times, i.e., we mea-
sure both Q′L and Q
′
H. These quantities are highly cor-
related but still different, and the middle region aims to
smoothly transition from one to the other. This then
corresponds to smoothly connecting the low and high
4 Technically we have to re-make the plot, applying tf,high depth
of gradient flow before measuring Q′H. This modifies the small-ρ
part of the plot but has almost no influence at larger ρ, see [20].
regions. The middle region is constrained by requiring
Q′L > Q
M
min ≡ QLmax/1.15 and Q′H < QMmax ≡ 1.15×QHmin,
meaning that the overlap with both the high and low
regions is 15%. Configurations with Q′L < Q
M
min or
Q′H > Q
M
max are strictly rejected. The remaining values
are reweighted according to a reweighting function which
smoothly interpolates between being purely dependent
on Q′L at Q
M
min and being purely dependent on Q
′
H at
QMmax. Specifically, we define the reweighting variable θ
to be the angle
θ = arctan
(
Q′L −QMmin
QMmax −Q′H
)
∈ [0, pi/2] . (9)
θ = 0 then corresponds to Q′L = Q
M
min which connects
the middle region with the low region, and θ = pi/2 corre-
sponds to Q′H = Q
M
max which connects the middle region
with the high region. The overlap regions are then de-
fined as
O1 ≡
{
Q′L : Q
M
min ≤ Q′L ≤ QLmax
}
, (10)
O2 ≡
{
Q′H : Q
H
min ≤ Q′H ≤ QMmax
}
. (11)
The different regions are visualized in Fig. 4. In the
middle region, using an HMC trajectory of four steps
of length 0.25 a turned out to give the best performance.
Note that Q′L and Q
′
H are highly correlated, so few if any
configurations lie in the lower right part of the figure; in
fact, our method implicitly assumes that the black region
is empty. Figure 5 shows a scatterplot of Q′L and Q
′
H for
a reweighted Markov chain performed in this middle re-
gion, showing that the two Q′ values are correlated, and
that almost no configurations land in the overlap of the
two overlap regions.
FIG. 5. Scatter plot of Q′L against Q
′
H in a reweighted Markov
chain sampling of the middle region, in a 14 × 483 lattice at
T = 7.0Tc. The values are strongly but imperfectly corre-
lated, and very few points land in the overlap of O1 and O2.
The statistical power of a Monte-Carlo in this mid-
dle region improves quite quickly with the length of the
6Markov chain, because the reweighting proves to be mod-
est. Therefore one can build a sample with negligible sta-
tistical errors using a fraction of the Monte-Carlo time
needed on the other regions.
D. Reweighting with Multiple Regions
Our strategy will be to perform one independent
Monte-Carlo simulation in each of the three regions. In
each Monte-Carlo, we record the reweighting function W
and the true topology Q for every tenth configuration
generated by the Markov chain. Here we show how these
independent Monte-Carlos can be combined to determine
the topological susceptibility.
We have a sample of Q′,W [Q′], Q values from each
Markov chain, and we want to use them to determine the
susceptibility. As we see in Eq. (1), we need to determine
〈Q2〉; because |Q| ≥ 2 configurations are negligible, this
is the same as the fraction of configurations with Q =
1. In a single-region Monte Carlo simulation, we would
determine that via〈
Q2
〉 ≡ ∫ DU e−βS[U ] Θ(Q−Qthresh)∫ DU e−βS[U ]
'
∑
i e
−W [Q′i] Θ(Qi −Qthresh)∑
i e
−W [Q′i]
, (12)
where Q′i is the determined Q
′ value for the i configura-
tion in the sample. Here Qi is |Q| measured on the i’th
configuration after some (larger) depth of gradient flow,
and Qthresh is a threshold used to separate the Q = 1 and
Q = 0 sectors. We will check later that the specific val-
ues of flow depth and threshold have almost no bearing
at the lattice spacings we consider.
This approach now has to be extended for multiple
regions with their own Monte Carlo samples. The key
is the correct use of the overlap regions. We introduce
the shorthand notation PR for the fraction of the total
probability over all configurations, which lies in region
R. That is,
PR =
∫ DU e−βS[U ] Θ[Q′ ∈ R]∫ DU e−βS[U ] , (13)
where Θ[Q′ ∈ R] means that we include only those con-
figurations which satisfy the condition to be in region R.
Similarly, we introduce PR,Q to mean the same but with
the additional requirement that Q = 1:
PR,Q =
∫ DU e−βS[U ] Θ[Q′ ∈ R] Θ(Q−Qthresh)∫ DU e−βS[U ] . (14)
Defining A (“All”) to be the region containing the whole
reweighting domain, we need to determine〈
Q2
〉
=
PA, Q
PA
=
PL, Q + PM−O1−O2, Q + PH, Q
PL + PM−O1−O2 + PH
, (15)
where we used that A = L ∪ (M−O1 −O2) ∪ H and
by M˜ ≡ M − O1 − O2 we mean all points in the middle
region with both overlap regions removed. Note that this
corresponds to removing the region O1 ∩ O2 twice, i.e.,
M˜ contains all points in the middle region that are in
neither of the two overlap regions with weight +1, the
disjoint parts of the two overlap regions with weight 0,
and the common part of the overlap regions, i.e., O1∩O2,
with weight −1. Eq. (15) can be rewritten as
〈
Q2
〉
=
PH, Q
PL
×
(
PL, Q + PM−O1−O2, Q + PH, Q
PH, Q
)
×
(
PL + PM−O1−O2 + PH
PL
)−1
≡ Ξ0 · Ξ1 · Ξ−12 . (16)
Using the overlap regions, each of those terms can be
rewritten as
Ξ0 ≡ PH, Q
PL
=
PH, Q
PO2
× PO2
PO1
× PO1
PL
, (17a)
Ξ1 ≡ PL, Q + PM−O1−O2, Q + PH, Q
PH, Q
= 1 +
(
PM−O1−O2, Q
PO2
× PO2
PH, Q
)
+
(
PL, Q
PO1
× PO1
PO2
× PO2
PH, Q
)
,
(17b)
Ξ2 ≡ PL + PM−O1−O2 + PH
PL
= 1 +
(
PM−O1−O2
PO1
× PO1
PL
)
+
(
PH
PO2
× PO2
PO1
× PO1
PL
)
,
(17c)
where now each ratio is determined by a single Monte
Carlo simulation in the high region, middle region, or
low region.
We expect that almost all of the total weight of config-
urations is in the low region, while almost all of the total
weight of Q = 1 configurations lies in the high region.
Consequently, we expect that Ξ1 ≈ 1 ≈ Ξ2. Naturally
we shall check this; but to the extent that it holds, we
obtain the easier expression
〈
Q2
〉 ≈ Ξ0 = PH, Q
PO2
× PO2
PO1
× PO1
PL
. (18)
Under this approximation, we end up with a product of
three ratios, each of which can be determined using a
7single one of our Monte Carlo samples:
PH, Q
PO2
=
∑
i∈H e
−Whigh[Q′H] Θ(Q−Qthresh)∑
i∈H e
−Whigh[Q′H] Θ(Q′H ∈ O2)
, (19)
PO2
PO1
=
∑
i∈M e
−Wmid[θ] Θ(Q′H ∈ O2)∑
i∈M e−Wmid[θ] Θ(Q
′
L ∈ O1)
, (20)
PO1
PL
=
∑
i∈L e
−Wlow[Q′L ,G] Θ(Q′L ∈ O1)∑
i∈L e
−Wlow[Q′L ,G]
. (21)
Therefore, within our approximations, we can easily de-
termine all three ratios. And we need all three Monte
Carlos, because each determines one of these three ra-
tios.
E. Parameters to Tune
As in the original reweighting approach, we still find
that a certain amount of hand-tuning is required to
achieve the best efficiency of our method. First, there
are the depths of gradient flow to use in establishing the
reweighting variables Q′L, G, and Q
′
H. We find that in
the high region a rather large amount of gradient flow
is required to carefully distinguish calorons of different
sizes. In the low region, we need to tune both tf,low and
tf,G, and it is not clear that both flow depths should be
the same. In particular, tf,G needs to be enough flow
that fluctuations are removed, but too much flow shrinks
the dislocations and the peak action density cannot dis-
tinguish between trivial topology and dislocations any
more. Similar arguments hold for tf,low. We find that
tf,low slightly larger than tf,G improves the efficiency, but
a more careful analysis would be desirable, especially in
view of the inclusion of fermions. This could be done
by carefully comparing the peak action density of dis-
cretized calorons and thermal configurations after differ-
ent amounts of gradient flow.
Second, there is the position of the lower bound of the
high region. We chose QHmin = 0.7 throughout because
this choice definitely includes the high barrier for all lat-
tices we consider. Changing QHmin affects the sampled
regions for both the middle and high analyses, and will
impact the statistical power of each Monte-Carlo in op-
posite directions. It might be worth revisiting what value
is optimal overall.
Next, there is the length of the HMC trajectories used
in the respective regions. We chose the lengths such
the the acceptance rate of the reweighting Metropolis
step is about 50%; this leads to small trajectories in
the low region, large trajectories in the high region, and
to intermediate-sized trajectories in the middle region.
Again, a more careful analysis could still improve the
efficiency of the algorithm by comparing the achieved
statistics at fixed numerical effort as a function of the
HMC trajectory lengths in the respective regions.
Finally, there is the definition of the topological charge
as the observable for determining the topological suscep-
tibility. Since we saw in Ref. [1] that the continuum ex-
trapolated results are insensitive to the exact choices of
both the flow depth and the threshold, we use tf = 2.4 a
2
of Wilson flow and Qthresh = 0.7 for deciding whether a
configuration is topological or not throughout this sec-
tion, in accordance with the choices in Ref. [1]. This
allows us to directly compare our results to the ones ob-
tained with the original reweighting approach. We will
investigate other choices to ensure that our final answers
are not dependent on this choice.
III. RESULTS
Our goal is to demonstrate that the improved reweight-
ing method as described above yields statistically power-
ful results in a range of lattice spacings and volumes and
allows for the determination of the topological suscepti-
bility up to 7.0Tc in the quenched approximation, where
the original reweighting approach from Ref. [1] is limited
due to the barriers described above. To crosscheck our re-
sults, we also determine the susceptibility again at 2.5Tc
and 4.1Tc. We already saw in the original approach that
at such high temperatures it is sufficient to only take into
account the Q = 1 sector because the higher topological
sectors are too suppressed to significantly contribute to
the topological susceptibility. We therefore only reweight
the Q = 1 sector as discussed in the previous section.
First we investigate the dependence of the suscepti-
bility on the lattice aspect ratio. It is known [21] that
the long-distance correlations of Yang-Mills theory well
above Tc are described by a 3D theory with correla-
tion lengths which are parametrically of order 1/gT and
1/g2T . This implies that, for all temperatures T  Tc,
an aspect ratio which is parametrically O(1/g2) should
be sufficient; there is no need to keep the physical vol-
ume fixed as we increase the temperature. Since 1/g2
is largest for the highest temperature, we then study
the aspect ratio dependence at T = 7Tc and we assume
that a ratio which is sufficient at this temperature will
also work at the lower temperatures. We show the re-
sulting susceptibility as a function of aspect ratio, all at
Nτ = 10, in Figure 7. The results indicate that aspect
ratios above about 2.4 show no discernible volume depen-
dence. Therefore we conservatively choose aspect ratios
somewhat above 3 in all other cases.
To carry out the continuum extrapolation we will con-
sider lattice spacings with Nτ = 10, 12, 14 at each tem-
perature we explore. We adopt the scale-setting (the
relation between the lattice spacing a and inverse cou-
pling βlatt) determined in [22]. In total, we study 13
different lattice setups as listed in Tab. I. All calcula-
tions were conducted over a three month period on the
Lichtenberg high performance computer center of the TU
Darmstadt and on one server node with four 16-core Xeon
Gold CPUs. Because some machines had 24-core nodes,
8TABLE I. The lattices used in this section. The lattices labeled with “A” correspond to simulations at 2.5Tc, the lattices
labeled with “B” correspond to 4.1Tc, and the lattices labeled with “C” are simulations at 7Tc. We also indicate the amount
of gradient flow that was used in the definitions of each reweighting variable.
Lat T/Tc Nτ Nx ×Ny ×Nz βlat tf,low/a2 tf,G/a2 tf,high/a2
A1 2.5 10 36 × 322 6.90097 0.48 0.42 0.96
A2 2.5 12 40 × 362 7.04966 0.48 0.48 0.96
A3 2.5 14 48
3 7.17706 0.54 0.48 1.32
B1 4.1 10 36 × 322 7.30916 0.42 0.42 0.96
B2 4.1 12 40 × 362 7.46275 0.48 0.48 0.96
B3 4.1 14 48
3 7.59354 0.48 0.48 1.32
C1a 7.0 10 12
3 7.76294 0.36 0.36 0.96
C1b 7.0 10 16
3 7.76294 0.36 0.36 0.96
C1c 7.0 10 24
3 7.76294 0.42 0.42 0.96
C1d 7.0 10 32
3 7.76294 0.42 0.42 0.96
C1e 7.0 10 40
3 7.76294 0.48 0.48 0.96
C2 7.0 12 40 × 362 7.91939 0.48 0.48 0.96
C3 7.0 14 48
3 8.05216 0.48 0.48 1.32
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FIG. 6. Reweighting functions for a 14 × 483 lattice at 7Tc
(Lattice C3). The reweighting function in the low region is
the sum of the two reweighting functions in the low panels,
i.e., Wlow(Q
′
L, G) = WQ(Q
′
L) +WG(G).
we made some unusual choices of lattice sizes such that
at least one lattice direction would be a multiple of 12.
The first task is to build the four reweighting functions
that are needed to completely sample one of the lattices.
In total, we therefore have 52 different reweighting func-
tions. One example of these functions for a 14 × 483
lattice at 7Tc is shown in Fig. 6. The reweighting func-
tion Whigh looks, as expected, like the high-Q
′ part of
the reweighting function in the original reweighting ap-
proach. It shows a very narrow minimum aroundQ′H = 1,
corresponding to genuine Q = 1 calorons. At smaller Q′H,
the reweighting function shows a plateau corresponding
to dislocations. Moving from a genuine caloron to a dis-
location requires a reweighting of only about e−3 which
is the reason that at lower temperatures and coarser lat-
tices, where the barrier gets even smaller, no reweight-
ing is needed at all to efficiently sample the high region.
The reweighting function Wmid samples between disloca-
tions of different sizes and the function shows a mono-
tonically increasing trend. The “spikes” result from the
fact that we discretized the θ domain with 50 intervals; a
smaller number would have been sufficient. However, the
reweighting needed to sample this region is only e−4 and
due to the “simple” monotonically increasing form of the
reweighting function and the small structural differences
between the relevant configurations, the middle region is
sampled very efficiently. The low region is sampled with
the sum of the two reweighting functions WQ and WG.
The topological-charge reweighting function WQ has a
deep minimum at Q′L = 0, corresponding to ordinary,
topologically trivial Q = 0 configurations. The function
then increases until a maximum is reached that corre-
sponds to dislocations. Note that reaching the disloca-
tions requires a large amount5 of reweighting of roughly
e−18. The peak action-density reweighting function WG
shows a large maximum at intermediate G which corre-
sponds to the “gap” in the right panel of Fig. 2. Moving
through this gap therefore requires a large amount of
reweighting of roughly e−15.
With these reweighting functions at hand, we proceed
5 The total reweighting between Q = 0 configurations and dislo-
cations is the sum of this e18 reweighting and e6 of reweighting
between the smallest and largest G values. This large e24 fac-
tor is the reason that simulations without any reweighting are
fruitless at this temperature.
9to determine the topological susceptibility via Eqs. (1)
and (18). Since we saw in the original reweighting ap-
proach that it does not affect the results if we use Wilson
or Zeuthen flow, we only use the computationally slightly
cheaper Wilson flow here. For deciding whether a config-
uration is topological or not, we measure the topological
charge after tf = 2.4 a
2 Wilson flow, thresholded with
Qthresh = 0.7. We will present a check on this procedure
at the end of this section.
The first question is whether the approximations pro-
posed in Eq. (18) are justified. For this, we tested the
validity of our approximations by explicitly measuring Ξ1
and Ξ2 on lattices A1 and C2. The result is∣∣∣1− ΞA11 ∣∣∣ ≡ 0 ≡ ∣∣∣1− ΞC21 ∣∣∣ (22)
meaning that there is not a single caloron in the mid-
dle and low regions. Also the second approximation is
fulfilled very precisely:∣∣∣∣1− (ΞA12 )−1∣∣∣∣ ≈ 3.2× 10−4 , (23)∣∣∣∣1− (ΞC22 )−1∣∣∣∣ ≈ 3.6× 10−9 . (24)
That is, all but a tiny fraction of the total weight in the
ensemble is contained in configurations in the low region.
We therefore proceed using Eq. (18) for determining the
topological susceptibility. For completeness, we present
all our results in Tab. II.
We now consider the volume dependence by study-
ing χtop as a function of the aspect ratio at 7Tc with
Nτ = 10, using lattices C1a through C1e. This is pre-
sented in Fig. 7. In agreement with the corresponding
result in the original reweighting approach, aspect ra-
tios smaller than 2 are badly discrepant, while aspect
ratios larger than about 2.5 give consistent results and
the large-volume behavior is reached. For determining
the continuum extrapolation of the topological suscepti-
bility, we therefore use aspect ratios between 3 and 3.5.
Finally, we address the continuum extrapolation of the
topological susceptibility at three temperatures 2.5Tc,
4.1Tc, and 7.0Tc, using three lattice spacings for each
temperature with Nτ = 10, 12, 14. As already elabo-
rated in the discussion of the continuum extrapolation of
the original reweighting approach, the continuum extrap-
olation is conducted in terms of the logarithm of the sus-
ceptibility, i.e., we linearly extrapolate ln(χtop) against
a2. The continuum extrapolations of the three different
temperatures are presented in Fig. 8. At T = 2.5Tc (left
panel of Fig. 8), we additionally show the results with
tf = 2.4 a
2 Wilson flow from the original reweighting ap-
proach. This clearly shows that lattices with Nτ = 6
are too coarse to be in the scaling region, while the finer
lattices with Nτ = 8 and Nτ = 10 are consistent with
the continuum extrapolation. To explicitly check that
the continuum extrapolated results do not depend on the
depth of gradient flow used for determining the topolog-
ical charge, we additional show the results for a much
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FIG. 7. Finite volume dependence of the topological suscep-
tibility χtop at Nτ = 10 and T = 7.0Tc (Lattices C1a through
C1e).
larger depth of flow, tf = 18.0 a
2, in the T = 7.0Tc
continuum extrapolation (right panel of Fig. 8). In ac-
cordance with our findings in Ref. [1], the different Q
definitions are nearly indistinguishable at finer lattices
(Nτ = 12, 14), while the difference becomes larger at
coarser lattices (Nτ = 10). However, the continuum ex-
trapolated results differ only by about 6%, despite the
very different flow times.
IV. DISCUSSION
We presented an extension of the reweighting tech-
nique developed in Ref. [1] that improves the efficiency in
determining the topological susceptibility in pure SU(3)
Yang-Mills theory. The method is based on the individ-
ual treatment of the topologically trivial sector Q = 0
(“low region”), the topological Q = 1 sector (“high re-
gion”), and the intermediate dislocations with fractional
0 < Q < 1 (“middle region”). In the low region, a
combined reweighting in terms of the topological charge
and the peak action density, both evaluated at a small
amount of gradient flow, allows to efficiently sample be-
tween topologically trivial configurations and disloca-
tions. Since this requires a large amount of reweighting
and the involved topological objects are small and fragile,
only very small HMC trajectories (one step of 0.2 a) can
be used; otherwise the acceptance rate in the reweight-
ing step becomes very small. In the high region, sampling
between genuine calorons and dislocations requires only
10
TABLE II. Number of measurements (with 10 HMC trajectories per measurement), number of times the Markov chain moved
from the top to the bottom of each range and back, and the final determined susceptibility for each lattice listed in Table I.
Lat
#Measurements #Complete sweeps
ln
(
χtop/T
4
c
)
L M H L M H
A1 175,560 40,680 53,820 536 861 805 −8.11(09)
A2 139,690 16,670 62,980 464 491 554 −8.23(12)
A3 182,460 24,790 56,760 665 626 592 −8.47(10)
B1 237,960 32,440 61,120 768 593 970 −11.41(09)
B2 337,540 16,940 71,530 479 453 625 −11.63(11)
B3 167,990 21,410 59,030 490 549 526 −11.83(12)
C1a 100,000 100,000 66,400 83 2,215 1,915 −16.88(30)
C1b 100,000 100,000 74,200 105 2,450 1,822 −16.17(13)
C1c 321,700 26,300 24,200 269 454 385 −15.12(14)
C1d 368,420 21,630 84,800 483 655 1,353 −15.11(08)
C1e 307,300 15,800 41,700 422 382 636 −14.97(10)
C2 487,240 32,080 54,420 490 931 496 −15.22(11)
C3 268,220 20,360 60,920 462 475 531 −15.45(12)
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FIG. 8. Continuum extrapolation in terms of the logarithm of the topological susceptibility χtop for the three temperatures.
Left: 2.5Tc. We additionally show the results from the original reweighting approach [1]. Middle: 4.1Tc. Right: 7Tc, using
the lattices C1d, C2, and C3. We additionally show the results with flow time tf = 18.0 a
2. The points with dashed error bars
are the continuum-extrapolated results.
a small amount of reweighting. Since also the involved
topological objects are large and robust, large HMC tra-
jectories (eight steps of 0.25 a) allow for an efficient sam-
pling. At coarser lattices (Nτ = 10, 12), no reweighting is
necessary at all in this region; at finer lattices (Nτ = 14),
a large amount t′H = 1.32 a
2 of Wilson flow allows for a
careful distinction of calorons of different sizes. In the
middle region, sampling between dislocations with dif-
ferent sizes requires only a small amount of reweighting
and using intermediate-size HMC trajectories (four steps
of 0.25 a) allows for a very efficient sampling.
This method is very effective and allows for a
continuum-extrapolated determination of the topological
susceptibility up to the very high temperature T = 7.0Tc
and up to an aspect ratio of 4 and fine lattice spacings
with Nτ = 14; this determination constitutes the first
direct measurement of the susceptibility at such a high
temperature. Our final results are
χtop(T = 2.5Tc) = 1.52× 10−4 e±0.22 T 4c ,
χtop(T = 4.1Tc) = 4.84× 10−6 e±0.24 T 4c ,
χtop(T = 7.0Tc) = 1.51× 10−7 e±0.23 T 4c .
(25)
To emphasize again how important reweighting is to a
direct determination of χ(T = 7.0Tc), note that with-
out reweighting, Q = 1 configurations in our finest-
spacing, highest-temperature lattice would represent ap-
proximately 3×10−9 of all configurations. Because there
is also a large autocorrelation time to jump from Q = 1
back to Q = 0 configurations, it would take at least 1010
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FIG. 9. Continuum extrapolated results of the topologi-
cal susceptibility as a function of temperature in a double-
logarithmic plot. We also show the simple power-law fit
Eqs. (26) and (27).
HMC updates to observe any topological configurations,
and ∼ 1012 HMC updates to gather comparable statistics
to what we achieve with 3×106 HMC updates. Therefore,
to obtain the susceptibility at such temperatures, either
our reweighting method or an indirect method such as
the approach of Borsanyi et al [17] must be used.
The continuum-extrapolated results for 2.5Tc and
4.1Tc are consistent within errors with the correspond-
ing results from the original reweighting approach [1] and
hence also with the literature [11, 15]. Applying the
grand continuum fit of Ref. [15], also the continuum ex-
trapolated result at 7Tc agrees well with their findings.
The continuum extrapolated results are plotted against
temperature in a double-logarithmic plot in Fig. 9. A
perturbative prediction of the temperature dependence
of the topological susceptibility at high temperatures in
the framework of the dilute instanton gas approximation
[23] suggests that the continuum extrapolated data may
be fitted in the form
χtop
T 4c
=
χ0top
T 4c
(
T
Tc
)b
(26)
which has a linear behavior in a double logarithmic plot.
The best fit parameters of our continuum extrapolated
results are
ln
(
χ0top
T 4c
)
= −2.67(46) , b = −6.72(31) , (27)
where the uncertainties are statistical only. In pure
SU(3) Yang-Mills theory, the dilute instanton gas ap-
proximation predicts the exponent b = −7 which is
consistent with our result. In a recent study, Borsanyi
et al. also determined this exponent in a conventional
heat-bath/overrelaxation setup [15]. Despite applying
much more numerical effort, they have significantly larger
statistical errors and only reach 4Tc; but their result
b = −7.1(4) is consistent with ours. In their determi-
nation, Berkowitz et al. found the result b = −5.64(4)
[11] which differs significantly from our result. However,
they only reached 2.5Tc, which may be too low to display
the same slope as in the regime we study.
This methodology can be applied in a straightforward
way to the full (unquenched) theory. However, the Q = 0
and Q = 1 sectors differ in that the former will have
no small fermionic eigenvalues, while the latter will; this
may require a careful handling of the fermionic mass, and
the use of fermionic implementations with excellent chi-
rality properties. We leave the application of our method-
ology to the full theory for future work.
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