In this paper, we elucidate the key role played by the cosymplectic geometry in the theory of time dependent Hamiltonian systems in 2D. We generalize the cosymplectic structures to time-dependent Nambu-Poisson Hamiltonian systems and corresponding Jacobi's last multiplier for 3D systems. We illustrate our constructions with various examples.
Introduction
The method of Jacobi's Last Multiplier (JLM) is a geometric way to determine (possibly non-canonical) Hamiltonian realization of a dynamical system.
Here is an incomplete list [8, 18, 19, 21, 43, 44, 45, 47, 46, 49] of the studies on JLM. It is well known that, the method of JLM may result with time-dependent
Hamiltonian functions even for autonomous systems. The goal of this work is to investigate this phenomenon for the cases of 2D and 3D systems. Accordingly, we have organized the main body of the paper into two sections.
In the forthcoming section, we shall focus on 2D systems. To investigate the time-dependent cases, we shall address the cosymplectic geometry [5, 9, 10, 33, 35] . As an example, we shall present non-canonical or/and cosymplectic Hamiltonian realizations of a host-parasite model in 2D. In this example, we shall also employ the theory of conformal Hamiltonian dynamics [40] to deal with affine terms. The Hamiltonian analysis and JLM diagnosis of some other population growth models in biological systems will be provided in a list located at the end of this section.
The first goal of the third section is to elaborate the underlying differential geometric frameworks both of the autonomous and the non-autonomous Nambu-Hamiltonian systems in 3D. The novelty of this part lying in a proposal of the covariant representation of a time-dependent Nambu-Hamiltonian dynamics (see 68). This covariant representation will also lead us for JLM diagnosis of 3D systems. To deal with affine terms, the notion of a conformal Nambu-Hamiltonian system will be introduced (see 85). We shall illustrate these geometries on two chaotic systems, namely Lü and Qi systems.
Hamiltonian systems in Two Dimensions

Canonical Hamiltonian systems
A manifold Q is called a symplectic manifold if it is equipped with a closed non-degenerate two-form Ω. For a given Hamiltonian (energy) function H, the non-degeneracy of the symplectic two-form Ω manifests existence and uniqueness of the Hamiltonian vector field X H satisfying the Hamilton's equations
where i denotes the interior derivative, [31, 34, 39] . The dynamics is governed by the Hamiltonian vector field X H .
In Darboux' coordinates (q i , p j ) on Q, the symplectic two-from can be written as Ω = dq i ∧ p i . In this case, the Hamiltonian vector field turns out to be
The dynamics is a system of ODEṡ
By taking the exterior derivative of (1), we arrive at
where L X = di X + i X d denotes the Lie derivative with respect to X H [31] .
Integration of (4) results with the preservation of the symplectic two-from under the flow φ t of X H that is
We can argue, more generally, that a vector field is Hamiltonian if and only if its flow preserves the symplectic two-form. Note that, in 2D, the symplectic two-form can be considered as the area form, this says that a vector field is
Hamiltonian if and only if it is divergence free.
Conformal Hamiltonian systems
Let (Q, Ω) be a symplectic manifold. A vector field Γ a on Q is called a conformal vector field, if it preserves the symplectic two-form up to some scaling factor a ∈ R that is
see [38] . It is immediate to observe that, a conformal vector field reduces to a
Hamiltonian vector field if the scaling factor is zero. The flow φ t of a conformal vector field preserves the symplectic two-form by the conformal factor e at , that is φ *
t Ω = e at Ω.
A symplectic manifold (Q, Ω) admits a conformal vector field with a nonzero scaling factor if and only if the symplectic two-form is exterior derivative of a one-form [40] . Assume such a case, and take Ω = −dθ for some one-form θ. For a given Hamiltonian function H, vector field X a H defined through
is conformal. Locally, the inverse of this assertion is also true. That is, if a vector field is conformal, then there exist a function H and the conformal vector field can be written in the form of X a H satisfying (7). More general, the set of conformal vector fields on Q is given by {X H + aZ} where Z being the Liouville vector field satisfying i Z Ω = −θ.
In Darboux' coordinates (q i , p j ) on a symplectic manifold (Q, Ω), the Liouville one-form is θ = p i dq i , and the Liouville vector field is Z = p i ∂/∂p i . In this local picture picture, a conformal Hamiltonian vector field is computed to be
Cosymplectic manifolds
A cosymplectic manifold is a triple (M, η, Ω) consisting of a smooth (2n + 1)−dimensional manifold M with a closed 1-form η and a closed 2-form Ω such that η ∧ Ω n is a non-vanishing volume form on M [5, 9, 10].
On M, there is a distinguished vector field ξ, called as Reeb field, determined by the conditions
There exists an isomorphism χ from the space X(M) of vector fields to the space Λ 1 (M) of one-forms that is
In terms this isomorphism, the Reeb vector field ξ can be defined by χ −1 (η)
as well. Accordingly, in the literature, the one-form η is also called the Reeb covector field [5] .
The isomorphism χ presented in (10) leads us to define a vector field
on M for a given real valued function H [4] . This gradient vector field satisfies the following relations
where ξ is the Reeb vector field. In Darboux' coordinates (q i , p i , t) on M, the differential forms are Ω = dq i ∧ dp i and η = dt. In this local picture, the Reeb vector field ξ and the gradient vector field grad H take the following forms
For a Hamiltonian function H on M the associated Hamiltonian vector field X H is defined through by the equations
The Hamiltonian vector field X H can also be defined by the preimage of the one-form dH − ξ(H)η under the isomorphism χ as well. By adding the Reeb field ξ to the Hamiltonian vector field X H , we define the evolution vector field E H . In a compact notation, we define E H by the following identities
In Darboux' coordinates (q i , p i , t) on M, the Hamiltonian vector field and the evolution vector field turn out to be
The method of Jacobi's last multiplier for 2D systems
Let Q be a two dimensional manifold with coordinates (x, y). Consider the following (possibly non-autonomous) system of differential equationṡ
where f and g being real-valued smooth functions. In this section, our main concern is to concentrate on a possible Hamiltonian realization of the system (15), see [6] for a similar task. To this end, we first recast the system (15) as the vanishing of the differential one-forms
on the extended phase space M = Q × R. We take the exterior product of these one-forms in order to associate the system (15) with the following two-form
The Poincaré-Cartan one-form for a Hamiltonian H is given in the canonical coordinates (q, p, t) by
See that, Θ is consisting of two terms, namely the Liouville one-form pdq and the Hamiltonian term Hdt, [31] . It is evident that minus of the exterior derivative
of Θ is the exterior product of two one-forms β (1) and β (2) .
If the system (15) has a Hamiltonian realization, then one expects that the two-form α (1) ∧ α (2) presented in (16) must be proportional to the closed twoform β (1) ∧ β (2) in (18) . That is, there exists a real valued function M = M (x, y, t), called as the Jacobi's last multiplier, on the extended space M = Q × R such that
Let us discuss implications of the existence of a Jacobi's last multiplier for a given system. First of all, the two-form on the right hand side of (19) is closed.
So that, the two-form on the left hand side must also be closed. This reads the following identity
Note that, the second term is nothing but the divergence of the system (15) . This is the integrability condition, and can be used to determine M . An alternative form of the equation (20) is possible in terms of the total time derivative of M denoted to be dM dt
where X = X(x, y, t) is the two dimensional vector field generating the system (15), and divX represents the divergence of X with respect to the space variables (x, y). Here, the total derivative d/dt is the sum ∂/∂t + X.
The form of the defining equation (21) If not, the Jacobi's last multiplier M must be non-constant. That is, if the generating vector field X is not divergence free then M can not be a constant function. Assume particularly that, M depends only on the space variables, that is M = M (x, y), then the defining equation (21) takes the particular form
In this case, the search of a Jacobi's last multiplier for a given systemẋ = X is a search for a function M which makes M X divergence free.
Secondly, the existence of a Jacobi's last multiplier for a system leads to the determination of a Hamiltonian realization of the system. To see this, assume the existence of a time-independent Jacobi's last multiplier M . In this case, we
In general, multiplicative inverse of the multiplier is observed as one of the coefficients of the symplectic structure [19] . Consider the following non-canonical
Poisson structure
on the two-dimensional phase space Q. If M is non vanishing, then this Poisson structure becomes non-degenerate. In this case, we can write the symplectic two-form as
Here, 1/M plays the role of a conformal factor. Using this symplectic structure, we write the Hamilton's equations aṡ
For time-dependent cases, a generalization of this geometry is possible by modifying (23) properly. To this end, introduce two auxiliary functions ψ and φ such that
This essentially removes the explicit time-dependent terms and allows for the construction of a Hamiltonian for the remaining autonomous part [6] . However, the time dependence is not altogether lost, instead it is manifested in the the data of the new coordinates. Now consider the following reduced system after the subtraction of the auxiliary parts
This reduced system is Hamiltonian if we introduce the non-canonical Poisson relations in (24) . Now, the divergence free criteria (22) takes the form of
In this generalized framework, the initial defining equation (19) of the Jacobi's last multiplier should be modified as
where we have employed the equation (27) while arriving at the last line of the calculation.
On the other hand, a direct comparison of the right hand side of (19) and the calculation (30) results with the following equation
This enables us to find a (possibly time-dependent) symplectic transformation determining the canonical coordinates of the physical system. Thus the problem of recasting (15) into the form of Hamilton's equations reduces to the determination of auxiliary functions φ and ψ such that H is identified from (27) . Note that, the equation (31) Here is the particular form of the systems studied in this present study.
Consider an autonomous system under the existence of the Jacobi's last multiplier M = M (x, y, t) depending explicitly on the time variable, and two timeindependent auxiliary functions ψ and φ satisfying (31) . The Hamiltonian realization of the induced system
is possible in the local form (3) . But, such a system fails to satisfy the Hamilton's equations in the global form (1) since the time dependency of the system manifests the time dependency of the Hamiltonian function. To solve this, we address the (cosymplectic) Hamilton's equations presented in (12) .
Consider a two dimensional phase space Q with local coordinates (x, y) with the symplectic two-form ω = dx∧dy. Consider the canonical inclusion of Q into the three dimensional product manifold M = Q×R. There exists a projection π from M to Q which makes them a fiber bundle. This structure enables us to pull the symplectic two-form Ω to the total space M. We choose the Lee one-form as η = dt and the Reeb vector field as ξ = ∂/∂t, then (M, dt, π * (Ω)) becomes a cosymplectic manifold. In this construction, we consider the evolution vector field
hence the dynamics governed by the Hamiltonian vector field X H can be written as in the coordinate free form (12).
Example: A host-parasite model
We consider the following host-parasite model described by the system of differential equations
where a, b, c, δ are some real constants. We take the auxiliary functions φ = ax, ψ = cy, and the Jacobi's last multiplier
so that from (27) we have
See that, these choices lead us that the left hand side of (35) is exact. This allows us to obtain the Hamiltonian function
Accordingly, to exhibit the cosymplectic Hamiltonian character of the hostparasite model in terms of (x, y, t) coordinates we recall the definition of the evolutionary vector field E H . Define a two form π * (ω) = dx ∧ dy, a one-form η = dt, and the Reeb vector field ξ = ∂/∂t. Hence a direct calculation shows that the system (33) can be written by
which obeys the definition (12) .
In order to find the canonical coordinates related with the system (33), we recall the definition in (31) . So that we arrive at the following identities
which enable us to determine the canonical coordinates as q = at − ln x and p = e ct /y. In terms of the canonical coordinates, the Hamiltonian function in (36) has the appearance
whereas the Hamilton's equations becomė
We now present how one can write the Host-Parasite system (33) in the form (7) of a conformal Hamiltonian system. To this end, we first set c = 0 in (33) and obtain the following reduced system
In this present case, the Jacobi's last multiplier reduces to M = 1/xy 2 without introducing any auxiliary functions. The Hamiltonian function is computed to be
Here, x and y cannot be zero. Let us recall the Poisson bracket in (24) and write the corresponding symplectic two-form for this case as follows
It is now a matter of direct calculation to show that the reduced system (38) is Hamiltonian generating by the Hamiltonian function (39) and the symplectic two-form Ω in (40) . There remains to add the term cy to the right hand side of the second equation in (38) . We will add this term in a pure geometrical way, by introducing the Liouville vector field Z = y∂/∂y. Then the system (33) is in the conformal Hamiltonian form according to the representation
where Ω is the symplectic form in (40) and that θ is the associated potential one-form θ = 1 3 y 3 xdx satisfying Ω = −dθ.
Some other examples
We can repeat similar calculations for some other population growth mod- x = x(a log(
Nambu-Hamiltonian Systems in Three Dimensions
Poisson manifolds in three dimensions
Poisson bracket on an n-dimensional manifold P is a binary operation {•, •} on the space F (P) of real-valued smooth functions satisfying the Leibniz and the Jacobi identities [30, 34, 55] . In this picture, a system of ODE's is called a
Hamiltonian system if it can be written in the form of Hamilton's equatioṅ
for a Hamiltonian function H. A dynamical system is called bi-Hamiltonian if it admits two different Hamiltonian structureṡ
with the requirement that the Poisson brackets {•, •} 1 and {•, •} 2 be compatible [14, 48] .
For a three dimensional Euclidean space, the Hamilton's equation (41) takes the particular formẋ [39] . In this case, the Jacobi identity becomes
The general solution of the Jacobi identity (44) is given by (1/M )∇H for two arbitrary functions M and H [2, 24, 25, 26] . Here, the existence of a Jacobi's last multiplier M is a manifestation of conformal invariance of the Jacobi identity [16, 28, 29, 56] . This enables us to arrive at the following assertion. A Hamiltonian system in three dimensions is bi-Hamiltonian in the forṁ
Here, the first Poisson vector J 1 is given by (1/M )∇H 1 whereas the second Poisson vector J 2 is given by −(1/M )∇H 2 .
Three dimensional Nambu-Poisson manifolds
Let P be manifold. A Nambu-Poisson bracket of order 3 is a multilinear ternary operation, denoted by {•, •, •}, on the space F (P) of smooth functions.
A Nambu-Poisson structure must satisfy both the generalized Leibniz identity
and the fundamental (or Takhtajan) identity
for arbitrary functions F, F 1 , F 2 , H, H 1 , H 2 [42, 51] . See also [1, 41] .
Assume that (P, {•, •, •}) be a Nambu-Poisson manifold. For a pair (
of Hamiltonian functions, the associated Nambu-Hamiltonian vector field X H1,H2
is defined through
The distribution of the Nambu-Hamiltonian vector fields are in involution and defines a foliation of the manifold P. A dynamical system is called NambuHamiltonian with a pair (H 1 , H 2 ) of Hamiltonian functions if it can be recasted
By fixing one of the Hamiltonian functions in the pair (H 1 , H 2 ), we can write a Nambu-Hamiltonian system in the bi-Hamiltonian form as well
Here, the brackets {•, •} H2 and {•, •} H1 are compatible Poisson structures defined by
respectively.
Let N be a three-vector field on a manifold P and define the following multilinear ternary bracket
where dF i stands for the de Rham exterior derivatives of the functions F i , for i = 1, 2, 3. By definition, this bracket satisfies the skew-symmetry and Leibnitz identity (46) so that it is a generalized almost Poisson bracket [27] . Such a bracket does not necessarily satisfy the Takhtajan identity (47). A three-vector N defines a mapping ♯ from the space Λ 2 (Q) of two-forms on P to the space X(P) of vector fields on P by
The bracket defined in (52) is a Nambu-Poisson bracket if a vector field X H1,H2 , defined as
is a derivation on the algebra that is if
for all F 1 , F 2 , F 3 . In this case, we call N as a Nambu-Poisson three-vector field.
Note that, two definitions of the Nambu-Hamiltonian vector fields in (48) and (54) are coinciding.
Three dimensional Nambu-Hamiltonian systems
Let P be a 3 dimensional manifold equipped with a non-vanishing volume manifold µ. Then the following identity
defines a Nambu-Poisson bracket on P [17, 20] . In this case, the distribution defined by the Hamiltonian vector fields is three dimensional. This gives that corresponding foliation of the distribution consists of a unique leaf [27, 32] . In other words, the kernel of ♯ operator defined in (53) is trivial.
Assume that the Nambu-Poisson bracket on P is defined by means of a volume form as described in (56) . In this case, the equation (48) relating a
Hamiltonian pair (H 1 , H 2 ) with a Nambu-Hamiltonian vector field X H1,H2 can be written, in a covariant formulation, as
We shall call (57) as Nambu-Hamilton's equations [13] . Note that, by taking the exterior derivative of both hand side of (57), we arrive at the preservation of the volume form by the Nambu-Hamiltonian vector field, that is
Integration of this conservation law gives that the flows of Nambu-Hamiltonian vector fields are volume preserving diffeomorphisms.
Consider a local frame (called as the standard basis) given by a three-tuple (u, v, w) such that the volume form is
In this picture the Nambu-Poisson three-vector (52) takes the particular form
Locally, the Nambu-Hamiltonian vector field X H1,H2 defined in (57) for the pair (H 1 , H 2 ) of Hamiltonian functions can be computed as
where the coefficient functions are computed to be, for example,
For the particular case of a three dimensional Euclidean space, the present discussion reduces to the following form. Let F 1 , F 2 and F 3 be three real valued functions, and consider the triple product
of the gradients of these functions. It is evident that the bracket (63) is a Nambu-Poisson bracket with corresponding Nambu-Poisson three-vector field in the standard form (60). The Nambu-Hamiltonian vector field presented in (61) takes the particular form
It follows that, the Nambu-Hamilton's equations (49) turn out to bė
The bi-Hamiltonian character of this system can easily be observed by employing (50).
Non-autonomous Three dimensional Nambu-Hamiltonian systems
Now, we establish a geometrical framework of non-autonomous 3 dimensional Nambu-Hamiltonian systems. To this end, consider a 3 dimensional volume (hence according to (56) a Nambu-Possion) manifold (P, µ). Consider the following product manifold P × R which is endowed with a local coordinate system (u, v, w, t). It is possible to define two projections from the product space to its components. The first projection π 1 is a surjective mapping from the total space P × R to the real numbers R. Consider a basis dt for the module of differential one-forms on R and pull this one-form back to P × R by means of π 1 .
This results with a horizontal one-form η with respect to the fibration π 1 . Note that, in the local chart (u, v, w, t), this horizontal one form η can be written as dt as well. The second projection π 2 is a surjective mapping from the total space P × R to the volume manifold P. Pull-back of the volume form µ on P back to the total space by means of the projection π 2 is a well-defined constant three-form on P × R. For the sake of the clearance of the notation, we shall not distinguish three forms µ and π * 2 µ, and denote both of them by µ. It is easy to observe that the exterior product of µ and η is a non-vanishing top-form on the total space P × R. Motivating from the definition of the Reeb vector field presented in (9), we define a vector field ν on P × R via the following identities
See that the vector field ν is a vertical vector field for the projection π 2 . In terms of the local coordinates (u, v, w, t), ν is written by ∂/∂t.
We define evolutionary vector field E H1,H2 associated with a (possibly timedependent) Hamiltonian function pair (H 1 , H 2 ) by means of the following equal-
where η is the horizontal one-form, and ν is the vector field in (65). Locally the equation (66) reads the Evolution E H1,H2 in form
where the coefficients functions are as given in (62). Compare the definition of evolutionary vector field E H1,H2 in (66) with the one (13) in the realm of cosymplectic framework. The dynamics governing the motion, that is the Nambu-Hamiltonian vector field can be defined as
The time-dependent Nambu-Hamiltonian vector field X H1,H2 locally looks like the same as the time-independent one in (61). But this time, since the Hamiltonian functions may involve the time variable t, in the equations of motion, one may observe some terms depending on t explicitly. If either of the Hamiltonian functions does not depend on the time variable t, then this definition reduces to the one in (57). Note that, as in the case of the cosymplectic theory, the evolutionary vector field E H1,H2 can be defined by a summation of the Nambu-Hamiltonian vector field X H1,H2 and the vertical vector field ν.
Let us depict now how one can write a Nambu-Hamiltonian system in terms of the differential forms. To this end, recall the associated volume form µ in (59) and consider the following three form
on the extended phase space P × R. The role of this two-form is similar to the role of the Poincaré-Cartan one-form (17) . Using µ H , the Nambu-Hamiltonian vector field can be defined as
See, for example, [13] . The three-form µ H is decomposable. To see this, define the following one-forms
It is immediate to check that µ H is the exterior product of these one-forms, that
In the following subsection, under the light of the present discussion, we shall propose a generalization of the method of Jacobi's last multiplier for the NambuHamiltonian systems.
The method of Jacobi's last multiplier for Nambu systems
Now consider the following system of differential equations
depending on three space variables (x, y, z) and a time variable t. We introduce the following one-forms
Motivating from the case of 2-dimensional version presented in the subsection (2.4), we represent the system (73) by the following three-form (75) is closed, so the one on the left must be closed as well. This
gives that
We rewrite this equation as
where X, in this case, is the vector field generating the dynamics in (73). If the systemẋ = X is divergence free with respect to the volume form µ, then it is Nambu-Hamiltonian (57) by choosing M as a constant function. If not, the Jacobi's last multiplier M must be non-constant. That is, if the generating vector field X is not divergence free then M can not be a constant function.
Assume particularly that, M depends only on the space variables, that is M = M (x, y, z). In the coordinates (x, y, z), the Nambu-Poisson bracket turns out to be
This result agrees with the general solution of the Jacobi identity (44) and the most general form of the Nambu-Hamilton's equations (45) . In this case, the Jacobi's last multiplier M is a real valued function which makes M X a divergence free vector field. See that, M satisfies M (f dy∧dz +gdz ∧dx+hdx∧dy) = dH 1 ∧dH 2 +terms proportional to dt.
A generalization of the present framework is also possible for the case of time-dependent multiplier M . This is achieved by the introduction of three auxiliary functions ψ, φ, and ϕ (possibly) depending on the time and the space variables. They are defined through the following equality
It is a matter of a direct calculation to observe that the standard coordinate system (u, v, w) is related with this system as follows
This enables us to find a (possibly time-dependent) Poisson transformation determining the standard coordinates of the system.
Three dimensional conformal Nambu-Hamiltonian systems
Let (P, µ) be a three dimensional volume manifold and consider the canon- by loosing the equations (58), we define a conformal Nambu-Hamiltonian vector field Γ a satisfying the identity
for some conformal factor a. This definition may lead interesting studies both in the geometrical and the mechanical perspectives.
Scalar multiple aµ of the volume form µ is closed. Assuming that it is locally exact, in the standard coordinates (u, v, w), we can write it as the exterior derivative of a two-form
Here, we have that the scalar a is a 1 + a 2 + a 3 , and aµ equals to dζ. In this case, we can write (82) as
This equation defines Γ (a1,a2,a3) modula any exact two-form dH 1 ∧ dH 2 . This enables to write the following identity
from which we obtain the local formulation of a conformal Nambu-Hamiltonian vector field as follows
Note that, we are encoding the conformal parameters (a 1 , a 2 , a 3 ) in the notation of the vector field X (a1,a2,a3) H1,H2
. Let us define a vector field Z (a1,a2,a3) by the equality i Z (a 1 ,a 2 ,a 3 ) µ = ζ (a1,a2,a3) .
Then we see that X (a1,a2,a3) H1,H2
is the sum of the Nambu-Hamiltonian vector field X H1,H2 and Z.
Example: Lü system
Chaotic Lü system consists of three autonomous first order differential equa-
where α, β and γ are real constant parameters, and an overdot represents the derivative with respect to time variable t [36, 37] . For α = 36, β = 3 and γ = 20, Lü system is in a chaotic state.
of conformal parameters are (−α, γ, −β). We adopt the two-form in (83) to the present case as follows
By taking F 1 = H 1 in (91), and by removing the time variable in the definition of H 2 , we introduce the following time-independent Hamiltonian pair
and obeying the conformal Nambu-Hamiltonian vector field definition in (86),
we compute conformal Nambu-Hamiltonian vector field
Note that, this vector field exactly generates the Lü system (87). It is also evident that, this formalization needs either no auxiliary variables or no Jacobi's last multiplier, and the exhibition of both of the Hamiltonian functions and the vector field are time-independent.
Example: Qi system
Consider the following reduced for the chaotic Qi system
involving cross product terms in each of its arguments [50] . We introduce the auxiliary functions ψ = −x, φ = −y, ϕ = −βz and the Jacobi's last multiplier M = e βt . Hamiltonian function pair for the system can be choosen as 
where the Hamiltonian pair (H 1 , H 2 ) in (100) is employed.
Let us now, exhibit the conformal Nambu-Hamiltonian character (85) of the Qi system (96). Bu setting the conformal parameters (−α, γ, −β), the two-form in (83) turns out to be ζ (−1,−1,−β) = −xdy ∧ dz − ydz ∧ dx − βzdx ∧ dy.
Consider the following time-independent Hamiltonian pair
See that, F 1 = H 1 in (100), and 
It is immediate to see that this time-independent vector field generates the Qi system (96).
Conclusion and Discussions
In Funding statement
