Abstract-In this paper, we present a set of distributed algorithms for estimating the electro-mechanical oscillation modes of large power system networks using synchrophasors. With the number of phasor measurement units (PMUs) in the North American grid scaling up to the thousands, system operators are gradually inclining toward distributed cyber-physical architectures for executing wide-area monitoring and control operations. Traditional centralized approaches, in fact, are anticipated to become untenable soon due to various factors such as data volume, security, communication overhead, and failure to adhere to real-time deadlines. To address this challenge, we propose three different communication and computational architectures by which estimators located at the control centers of various utility companies can run local optimization algorithms using local PMU data, and thereafter communicate with other estimators to reach a global solution. Both synchronous and asynchronous communications are considered. Each architecture integrates a centralized Prony-based algorithm with several variants of alternating direction method of multipliers (ADMM). We discuss the relative advantages and bottlenecks of each architecture using simulations of IEEE 68-bus and IEEE 145-bus power system, as well as an Exo-GENI-based software defined network.
that the current state-of-the-art centralized communication and information processing architecture of WAMS will no longer be sustainable under such a data explosion, and a completely distributed cyber-physical architecture will need to be developed [2] . In the Eastern Interconnection (EI) of the U.S. grid, for example, about 60 PMUs are currently streaming data via the Internet to a super phasor data concentrator (SPDC) which is handling about 100 000 data points per second. This architecture will no doubt become untenable as the EI scales up to more than 500 PMUs in the next few years. Research is currently being carried out by the data and network management task team of North American Synchrophasor Initiative (NASPI) on the implementation of this distributed architecture with the prime research focus being protocols, quality-of-service, latency, bandwidth, and security [3] .
However, almost no attention has yet been paid to perhaps the most critical consequence of this envisioned distributed architecture-namely distributed algorithms [4] . Partly due to a lack of a cyber-physical research infrastructure and partly due to the priorities set forth by PMU installations, the NASPI community has not yet delved into investigating how the currently-used centralized algorithms for wide-area monitoring and control [5] can be translated into a distributed computing framework once the aforementioned decentralized WAMS architecture is realized in the next three to four years. Development of such algorithms will obviously be imperative not only for increasing reliability by eliminating single-point failures, but also for minimizing network transit. As shown in [6] , transmitting data across a wide-area communication network is expensive, the links can be relatively slow, and the bandwidth-per-dollar will indeed grow slower than other computing resources leading to distributed PMU data processing as a natural choice.
Motivated by this challenge, in this paper, we propose three different distributed communication and computational architectures for one of the most critical wide-area monitoring applications, namely, modal estimation of electro-mechanical oscillations. Several centralized algorithms for solving this problem have been proposed over the past decade including the eigenvalue realization algorithm [7] , Prony analysis [8] , mode metering [9] , and Hilbert-Huang transform [10] . However, all of these algorithms are based on centralized and offline techniques, and that too using only a handful (but observable) set of PMUs. In contrast, we formulate the mode estimation problem as a global consensus problem for the coefficients of the characteristic polynomial of the system, and then solve it using alternating direction method of multipliers (ADMM). The communication network required to execute this distributed estimation is shown in Fig. 1 . The physical grid is assumed to be divided into multiple balancing regions or areas, which may or may not be coherent, but belong to different utility companies. PMUs in each area communicate their data in real-time to estimator(s) or Phasor Data Collectors (PDCs) located at the local control center via a virtual private network. These local PDCs can then share information between each other and also with a central PDC located at the ISO through a controllable wide-area network such as a software defined network (SDN). The key idea is to make use of this distributed network protocol to run local consensus at the PDCs inside each area, iteratively generate myopic estimates of the coefficients of the characteristic polynomial, and let the PDCs communicate either with each other or with the central PDC to reach a global solution using several variants of the ADMM [11] . Both synchronous and asynchronous communications are considered. Our proposed framework clearly demonstrates how ADMM can be a beneficial tool for distributed mode estimation in power systems, and what types of performance bottlenecks, accuracy issues, and computation delays it may result in. The innovation of this paper is, therefore, in proposing a bridge between the cyber and physical implementation of distributed WAMS. We illustrate our algorithms via offline and real-time simulations of three IEEE prototype power system models, and discuss the benefits and drawbacks of each algorithm in light of security and data privacy.
Distributed consensus algorithms in power systems have been reported in recent papers such as [12] [13] [14] [15] [16] , but mostly in the context of distributed optimal power flow, distributed generation, and demand-side management, and not for widearea oscillation monitoring. Preliminary results on the first architecture proposed in this paper have recently been reported in [17] and [18] . However, the results outlined in this paper are significantly more expansive than those in [17] and [18] including two new architectures with unique sets of distributed algorithms, a discussion of their convergence properties, the pertinent issue of asynchronous communication in real-world SDNs, and finally a case study of end-to-end delay evaluation using a U.S.-wide Exo-GENI network.
The remainder of this paper is organized as follows. Section II presents the power system model of interest. Section III describes the centralized Prony method. Section IV proposes the distributed modal estimation strategies. Sections V and VI show the simulation results. Section VII concludes this paper.
II. PROBLEM FORMULATION
We consider a power system consisting of n generator buses and n l load buses. Each synchronous generator is modeled by a second-order swing equation, while each load bus is modeled by two algebraic equations for active and reactive power balance. We convert this differential-algebraic model to a completely differential model using standard techniques of Kron reduction [19] and arrive at a linearized state variable model for the n-machine system as
, and D i being the small-signal angle deviation, the small-signal frequency deviation, inertia, and mechanical damping of generator i, respectively. I n is the (n × n) identity matrix, and ω s is the synchronous speed of the system. The definition of matrix L is referred to in [17] . We consider the output vector y(t) ∈ R p to be a set of phase angle measurements θ i (t), i = 1, . . . , p, measured by PMUs at p designated buses. Other outputs such as bus voltages and frequencies may also be considered but we restrict our analysis to phase angles only. The eigenvalues of A are denoted
Our objective is to estimate these 2n eigenvalues of A from y(t) in a distributed fashion using multiple computational resources. For this purpose, we next describe how the commonly used Prony algorithm for modal estimation can be cast as a distributed optimization problem. We first recall the centralized Prony algorithm, and thereafter reformulate it as a distributed algorithm using three different cyber-physical architectures.
III. MODAL ESTIMATION USING PRONY METHOD
A generic expression for the solution of θ i (t) in (1) can be written as
Each component in the right-hand side of (2) is referred to as a mode, where r il is the residue of mode l reflected in the ith output. Sampling θ i (t) with a uniform sampling period of T, a generic expression for the z-transform
, with m being the total number of measured samples, can be rewritten as
We recall that our objective is to estimate σ l , l , and r il in (2). We next state three steps of the Prony algorithm by which this can be achieved from (3) [8] .
Step 1: The first step of the Prony algorithm is to find a 1 through a 2n by solving ⎡
. . .
where is an integer satisfying 2n + ≤ m − 
where · denotes the 2-norm of a vector.
Step 2: Once a is computed, the next step is to find the roots of the discrete-time characteristic polynomial as shown in the denominator of (3). Let these roots be denoted by z l , l = 1, . . . , 2n. Finally, the eigenvalues of A in (1) can be calculated as ln(z l )/T.
Step 3: The final step is to find the residues r il in (2). This can be done by forming the following Vandermonde equation, and solving it for the residues r i1 through r in :
Note 1: The method cannot estimate the order of the system 2n. If n is not known a priori, it is usually considered to be a large number, and thereafter the modes with negligible residues are discarded. However, n is limited by the number of available measurements as well as the computational memory.
Note 2: The method can be performed in real-time. That is, one may solve (5) while iteratively updating H i , and c i as new measurements become available.
IV. PROPOSED STRATEGIES FOR DISTRIBUTED MODAL ESTIMATION
In this section, we show how Step 1 of the centralized approach delineated in Section III can be recast as a distributed optimization problem using intra-and interregional PMU-PDC architectures. We wish to clarify at the very outset that the term PDC in our algorithms is used in a much broader sense, and not just as a data aggregator. It essentially refers to any computing agent that can process PMU data and run algorithms on them. In other words, as long as the data from a given PMU get communicated to a computing station, whether it be a hardware PDC, software PDC, a local server, or even a data center-we would collectively refer to all of these processing units as a PDC for convenience. We assume the Cyber-Physical Systems infrastructure of the grid to be divided into five distinct layers. The lowest layer contains the stochastic variations in loads and events due to nature and human activities. The second level is the physical power system model. The third and fourth layers consist of real-time PMU data processing and computation at the substation level and the control center level, respectively. Between the second, third, and fourth layers, data communication architecture is configured to handle massive amounts of PMU data using the network shown in Fig. 1 . The topmost layer is the application layer, which for our purpose is estimation of the eigenvalues of the matrix A in (1) using the distributed communication protocol of this network. If necessary, an internal hierarchy of multiple area-level decentralization layers can also be created (in fact, our third architecture is based on this assumption). Too many sub-layers, however, can lead to unacceptable processing delays and latency violations. Based on these intuitions, we next describe our proposed computational architectures.
A. Architecture 1: Distributed Prony Using Standard ADMM
The LS problem (5) can be regarded as a global consensus problem over a network of N utility companies or areas. We assume every area to be equipped with one aggregated PDC as shown in Fig. 2 . The consensus problem can be described as
subject to a j − z = 0, for j = 1, . . . , N.
T , where N j is the total number of PMUs in Area j, and H j,i and c j,i are constructed as in (4) from the time samples of θ j,i , which is the ith PMU measurement in Area j, i = 1, . . . , N j . The global consensus solution, denoted by z ∈ R 2n , is the solution of (5) that is obtained when the local estimates of the N regional PDCs, denoted by a j , j = 1, . . . , N, reach the same value.
The standard ADMM (S-ADMM) estimation method uses the Lagrangian multiplier approach to solve (7) in an iterative, distributed way. Following [11] the augmented Lagrangian for (7) can be computed as
where a j and z are the vectors of the primal variables, w j is the vector of the dual variables or the Lagrange multipliers associated with (7), and ρ > 0 denotes a penalty factor. Before the S-ADMM algorithm starts, the central PDC fixes the order of the system 2n, and the initial height of the Hankel blocks ( + 1) for all local PDCs as shown in (4) . Each local PDC j (i.e., the PDC located in Area j) then waits until the (2n + )th sample of the measurement arrives. In order to ensure the real-time nature of the algorithm, at iteration k, each local PDC j constructs the matricesĤ k j andĉ k j as follows:
where
is the most recent measurement sample available to PDC j from the ith PMU in its area at iteration k. Using (9) and (10), the S-ADMM algorithm is illustrated in Algorithm 1. Since (7) is a convex optimization problem, as k → ∞, z k in (12) converges to the global minimum of (7), and so does each individual a k j due to consensus. Let these optimal values be denoted as z * and a * j . Once z * = a * 1 = · · · = a * N is calculated, every local PDC can compute the eigenvalues of A using Step 2 of the Prony algorithm described in Section III. It can also compute the mode residues using Step 3.
Note: The conventional ADMM algorithm for consensus problems converges at the rate of O(1/k), as shown in [11] . However, unlike [11] , where the objective function to be minimized is assumed to be time-invariant, (11) in our proposed S-ADMM varies over time. If we holdĤ k j andĉ k j to be constant atĤ 0 j andĉ 0 j , respectively, for all j and k, then the O(1/k) convergence rate can be guaranteed.
B. Architecture 1 With Asynchronous Communication
One assumption behind Architecture 1 is that all local PDCs are performing their respective optimization steps with equal speed, and the communication delays between the local PDCs and the central PDC are also equal, i.e., they are synchronous. However, in reality, the PDCs may not be perfectly synchronized with each other due to differences in their processing speeds as well as due to various communication delays such as routing, queuing, and transfer delays in the SDN shown in Algorithm 1 Distributed Prony Using S-ADMM 1) Each PDC j initializes a 0 j , z 0 , and w 0
c) PDC j transmits a k+1 j to the central PDC. d) Central PDC calculates
e) Central PDC broadcasts z k+1 to all local PDCs. f) PDC j updates w j as Fig. 1 . One possible solution to overcome this asynchrony is to force the central PDC to wait until it receives data from all local PDCs. In that case, the total end-to-end delay for each iteration will be dependent on the slowest communication link, and hence the entire algorithm may become very slow. An alternative approach would be to use an asynchronous version of Algorithm 1. Motivated by the results in [20] , [21] , we next state a variant of asynchronous ADMM (A-ADMM). In this method, the central PDC receives the updates only from a subset of the N local PDCs at every iteration k, referred to as active PDCs. Let this set be denoted by S k . It then calculates z k+1 using the most recent local estimates from all PDCs. Let T k+1 be the time instant at which z k+1 is computed. The central PDC then broadcasts (z k+1 , T k+1 ) to every local PDC. Upon receiving T k+1 , each local PDC j then constructsĤ , they all use the same value of m k+1 as decided globally by the central PDC at every iteration k + 1. The A-ADMM algorithm adapted for (7) is shown in Algorithm 2.
Note that the iteration numbers k and k + 1 are communicated between the PDCs in Steps 3c) and 3f) to keep track of the order of the receiving data. This architecture is similar to Architecture 1 shown in Fig. 2 . The only difference is that more information is exchanged between the central and local PDCs. The aforementioned A-ADMM algorithm converges to the minimizer of (7) with the rate of O(1/k) if none of the local PDCs is allowed to be dormant all throughout. In other words, for all S k ∈ P, where P 2 {1,...,N} is the
Algorithm 2 Distributed Prony Using A-ADMM
1) The central PDC initializes T 0 and sends it to all local PDCs. 2) PDC j initializes a 0 j , z 0 , and w 0 j , for j = 1, . . . , N. , w k j , and k only from the active PDCs j ∈ S k . e) The central PDC updates z as
where a k+1 j = a k j , and w k j = w
and T k+1
to all local PDCs. g) PDC j updates w j as
set of all subsets of N PDCs, S k must be active infinitely often with probability 1 [20] . By virtue of this algorithm, the real-time nature for solving (7) can still be maintained despite asynchronous delays in the SDN.
C. Architecture 2: Distributed Prony Using Distributed ADMM
Consider again the problem (7). The S-ADMM and the A-ADMM algorithms discussed for Architecture 1 need a central PDC to update z at each iteration, and to broadcast it back to the local active PDCs. Although this architecture preserves the data privacy between the N PDCs, it is not very resilient as the central PDC is directly amenable to failure under extraneous attacks. This problem can be resolved by resorting to a completely distributed version of Architecture 1 as shown in Fig. 3 . The resulting distributed algorithm for solving (7) is is referred to as distributed ADMM, proposed in [22] . We state a variant of that algorithm, and refer to it as D-ADMM, as follows. In this formulation, each active PDC at each iteration communicates directly with a subset of other active PDCs determined by a communication graph G. Therefore, the need for the central PDC no longer exists. The set of nodes of the communication graph G, denoted by V(G), are the indexed PDCs of the network, i.e., V(G) = {1, 2, . . . , N}. The edge set of G is denoted by E(G), where e jv ∈ E(G) determines the existence of a communication link between PDCs j and v. We consider the following assumptions for the graph G: 1) G is known a priori and is considered to be fixed during the iterations and 2) G is a simple 1 and connected 2 graph. Before stating the main algorithm, we define an alternative representation of (7) using the communication graph G as follows:
subject to a j − a v = 0, for e jv ∈ E(G).
Since G is connected, then the reformulated problem (14) is equivalent to (7) [22] . Now, let us define two sets of predecessors and successors of PDC j, denoted, respectively, by P j and S j as
Let n(P j ) and n(S j ) denote the number of elements of the sets P j and S j , respectively. Also, let us define the Lagrangian associated with (14) at iteration k as
where w jv is the dual variable associated with the edge e jv ∈ E(G), and ρ > 0 is the penalty factor. Using these definitions, we present Algorithm 3 for solving (14) using D-ADMM. At every iteration k, the primal variables a k j are updated sequentially starting from PDC 1 to N using the most recent available values of a v for v belonging to its predecessors and for all v ∈ P j . b) UpdatesĤ j andĉ j using (9) . c) Updates a j as
where successors. PDC j also updates the dual variables w vj for v belonging to P j . This algorithm also has a convergence rate of O(1/k), and can be realized using A-ADMM [22] .
D. Architecture 3-Distributed Prony Using Hierarchical ADMM
Let us consider again the Prony formulation in Architecture 1 where every area is assumed to contain only one aggregated PDC. However, if p, the number of PMUs is large, a better strategy will be to create multiple hierarchical layers of PDCs so that the computational load of the global estimation gets divided, as shown in Fig. 4 . Let us divide the entire network into r computational areas, where each area contains multiple layers of PDCs. Each PDC receives measurements from a subset of the total number of PMUs in that area. We assume these subsets to be disjoint. For each PDC j in layer of Area l, let Q j denote the set of the PDCs in layer − 1 from which it receives information, and let U j denote the set containing a single PDC in layer + 1 to which it sends information. Also, without loss of generality, let us assume that the final layer in every area consists of exactly one PDC. This PDC is referred to as the leader PDC for any Area l, l = 1, . . . , r. Every leader PDC is connected to the central PDC at the ISO through an interarea communication link. For example, in the system shown in Fig. 4 , we have r = 4 areas with two layers of PDCs in each. PDCs 1b and 1c belong to layer 1 while PDC 1c is the leader PDC of Area 1. Similar notations have been used for the other areas. Using these definitions, distributed Prony using the Hierarchical ADMM (H-ADMM) is described in Algorithm 4.
Note that the solution of H-ADMM is equal to that of an equivalent S-ADMM problem with N areas, each containing exactly one PDC. Table I compares the three proposed architectures in terms of their various properties.
V. CASE STUDIES

A. IEEE 68-Bus Model
To verify the distributed Prony algorithms described in Section IV, we first consider the IEEE 68-bus system shown in Fig. 5 . The system is divided into five areas, each with one local PDC and three PMUs as shown in Fig. 5 . The simulated measurements are obtained using the power systems toolbox (PST) nonlinear dynamics simulation routine s_simu and the data file data16m.m [23] . The synchronous generators in this model are assumed to be sixth order for the sake of practicality. A three-phase fault is considered occurring at the line connecting buses 1 and 2. The fault starts at t = 0.1 s, clears at bus 1 at t = 0.15 s and at bus 2 at t = 0.20 s. The measurements are downsampled and the sampling period T is increased up to up to 0.2 s. Our objective is to estimate the post-fault interarea oscillation modes of the system. Since there are 16 generators, our proposed algorithms should ideally solve a 96th order polynomial. However, several of these 96 eigenvalues have negligible residues in (2), as a result of which, the practical order can be chosen to be a much smaller number. In fact, in our simulations we show that choosing 2n = 40 yields a satisfactory estimates of the interarea modes. The initial ten samples (2 s) of the measurements are gathered before starting the optimization iterations. We set ρ = 10 −9 .
1) Results of Distributed Prony Using S-ADMM:
We first deploy the Prony algorithm using S-ADMM. Fig. 6(a) shows how the estimates of σ and per iteration converges to their global values for four selected slow modes after 50 iterations. The dashed lines show the actual values of σ and for these four modes obtained from PST. Fig. 8 also compares the errors per iteration of S-ADMM with the other three algorithms. As the curves show, the error in all algorithms converge to zero asymptotically.
2) Results of Distributed Prony Using A-ADMM:
For the asynchronous case, the active PDCs in each iteration are chosen randomly with equal probability of 0.5 for a PDC to be either active or dormant. Fig. 6(b) shows the estimates of σ and per iteration for each of the four selected modes. Compared to S-ADMM, the convergence of this method is slower due to the stochastic nature of the algorithm.
3) Results of Distributed Prony Using D-ADMM:
For the distributed case, we consider the two communication graphs G 1 and G 2 shown in Fig. 7. Fig. 6(c) and (d) shows the mode estimation per iteration for the four selected eigenvalues using G 1 and G 2 , respectively. These figures show that the estimates of σ and per iteration converges to their actual values asymptotically using both G 1 and G 2 . However, G 2 has more number of communication links compared to G 1 , which makes it a less-favorable choice.
4) Results of Distributed Prony Using H-ADMM:
We now consider each of the three PMUs in every area to be equipped with its own PDC. Two of these PMU-PDC pairs are considered to be in layer 1, while the third pair is considered to be in layer 2. Fig. 6 (e) shows the four selected eigenvalues converge to their global values. Fig. 8 also shows the estimation error per iteration using this algorithm.
It should be noted that Fig. 8 only compares the estimation results per iteration for the proposed algorithms, and not the time needed to execute an iteration. It should be noted that every iteration of H-ADMM involves sequential communication between the hierarchies of PDCs, and hence, the actual time for completing one iteration of H-ADMM will be larger than that of S-ADMM. Similarly, every iteration of D-ADMM may be slower than a corresponding iteration of S-ADMM since the former involves sequential communication, while the latter involves parallel communication between PDCs. Table II shows the estimates of the four interarea eigenvalues obtained from the four algorithms, and compares them with their actual values and the results of the centralized Prony. It can be seen that all these algorithms yield accurate estimates of the slow eigenvalues with relative error less than 1%.
The drawbacks of these architectures compared to the centralized case are obvious. S-ADMM, unlike centralized Prony, needs both uplink and downlink communications. D-ADMM suffers from loss of data privacy. H-ADMM involves higher communication delays at the cost of lesser computations.
B. IEEE 145-Bus Model
We next consider the IEEE 145-bus model as a larger case study [24] . We assume the system to be divided into eight areas. Each area contains one local PDC and ten PMUs. The identity of PMU buses are listed in Table III . The simulated measurements are obtained using PST nonlinear dynamics simulation routine s_simu and the data file data50m.m [23] . A three-phase fault is applied on the line connecting buses 6 and 7. The fault starts at t = 0.1 s, clears at bus 6 at t = 0.15 s and at bus 7 at t = 0.20 s. The measurements are downsampled using T = 0.1 s. The initial ten samples (1 s) of the measurements are gathered before starting the iterations. We set 2n = 120 and ρ = 10 −5 . Fig. 9 shows how the estimates of σ and per iteration (the solid lines) converge to the actual values (the dashed lines) for four selected slow modes of the system after 200 iterations. 
2 for the four proposed algorithms per iteration.
distributed algorithms are more beneficial in terms of computation time as the network becomes large since larger the network, easier it is to control the ratio of the number of PMUs and PDCs in each area.
VI. REAL-TIME SIMULATIONS USING EXOGENI
Besides the conventional approach of estimating oscillation modes using offline software programs such as MATLAB, we also implement our distributed algorithms using C/C++ in a realistic U.S.-wide network testbed called ExoGENI [25] . This testbed is designed to support research and innovation in networking, operating systems, future Internet architectures, and networked data-intensive cloud computing. We have recently integrated our real-time digital simulator (RTDS)-based hardware-in-the-loop PMU testbed at NC State with ExoGENI, thereby forming a federated testbed called ExoGENI-WAMS. Details about this testbed can be found in [26] . An advantage of using ExoGENI is that we can run parallel applications with performance isolation. Each application can run in its own virtual infrastructure that consists of virtual machine (VM) and storage connected by virtual networking channels. Therefore, in our proposed architecture, the oscillation monitoring algorithms can run in perfect isolation. Even the PMU data resolutions between these application layers can be varied without any interference by parallel downsampling.
We use this federated testbed to serve as a platform for evaluating the end-to-end delays in implementing the S-ADMM algorithm using real-time data streaming from multiple PMUs to multiple PDCs that are realized using VMs or computers. ExoGENI allows users to create custom topologies using resources from multiple federated providers via a control and management software called the open resource control architecture to orchestrate the networked cloud resource provisioning. We implement the Architecture 1 in the flowchart shown in Fig. 10 , where four VMs serve as local PDCs Fig. 9 . Estimation of σ and using S-ADMM for the 145-bus model. (clients) and the fifth VM serves as the central server. The IEEE 39-bus power system model introduced in [17] is used here. The clients accept local PMU data coming from the RTDS running this model, execute (11) , and send the estimates to the server. The server averages the estimates and transmits the average back to the four clients to proceed to the next step.
The component-wise end-to-end delays for every iteration are shown in Table IV . It can be seen that although S-ADMM has a significantly large delay T 3 , its end-to-end time is only 22% of that for the centralized Prony. This is because both T 1 and T 2 for the distributed case are much smaller than their centralized counterparts.
VII. CONCLUSION
In this paper, we presented four cyber-physical estimation algorithms for wide-area oscillation monitoring using synchrophasors. Our algorithms demonstrate how multitudes of geographically dispersed PMUs and PDCs can communicate with each other, and how the various binding factors in the network protocols can pose bottlenecks for their communication.
The results, thereby provide valuable insights and guidance in deploying future PMU and PDC infrastructures, not only for power systems but for any generic cyber-physical sensor network where monitoring and control decisions need to be made under critical time-constraints. Our future work will be to evaluate the reliability of the proposed architectures under different cyber-attack scenarios.
