Two-way analysis of variance (ANOVA) for independent groups is used to test whether the group means for a specific dependent variable differ significantly following exposure of each group to a unique combination of single levels from each of two factors or independent variables. If the preceding sentence sounds familiar to you, then perhaps you recently have read our article on the topic of one-way ANOVA (PHYS-ICAL THERAPY, December 1985). If not, we would like to note that a familiarity with most of the terminology and concepts discussed in the article on one-way ANOVA is needed for a clear understanding of this article. In the interest of brevity, we will not reiterate extensively material covered in the first article, but to enhance clarity we will refer to and expand on various points. As in our previous article, the purpose is to acquaint the statistical novice with the basic information needed to interpret simple types of two-way ANOVA. References are provided for those interested in further understanding the various extensions to the basic approach.
Having established the groundwork for this article, let us return to our first statement. A great deal of similarity exists between the first sentences of this article and its companion article on one-way ANOVA. Notice that the only difference between the two sentences relates to using factors (or independent variables) in combinations rather than in isolation. The first two important points we would like to make are that 1) two-way ANOVA essentially is an extension of one-way ANOVA and consequently consists of many of the same elements and 2) the major advantage of two-way ANOVA is that it allows us to examine the effect of combinations of factors on the dependent variable, in addition to the effect of a single factor.
ADVANTAGES OF TWO-WAY ANOVA
Why is the use of a "unique combination of single levels from each of two factors or independent variables" advantageous? Using one-way ANOVA, we were able to test for differences in the effectiveness of three types of exercise programs with regard to increasing the strength of the quadriceps femoris muscle group. The single factor, labeled Type of Exercise, had three levels (or categories): Isokinetic, Isotonic, and Isometric. Each subject in the study received only one type of exercise program before being measured on the dependent variable. Unfortunately, clinical practice is not usually so simple. Seldom does only one variable affect the status of a patient relative to the dependent variable under study. Most patients, for example, usually receive more than one type of treatment from the physical therapist. In addition, the patient may be receiving several different kinds of medication and other types of therapy that also may have an effect on the value of the dependent variable. Furthermore, certain traits or characteristics of the patients may contribute to differences among groups in their response to treatment. To deal with more realistic conditions, we must be able to answer questions concerning the effects of the combinations of treatments and patient traits on the dependent variable. Clearly, there is need for an extension beyond one-way ANOVA to help us answer these more complex questions.
Some of the more complex questions faced in the clinical situation can be addressed by using a multiple-factor approach called factorial design. The simplest question factorial design helps answer is, Are there differences among groups of patients each of which receives one of the four possible unique combinations of the two subcategories or levels from each of two independent variables? The design for the type of study used to answer this question is referred to as a 2 x 2 factorial design, and two-way ANOVA can be used to analyze the data from such a study.
HYPOTHETICAL EXAMPLE
Let us consider an example that is merely an extension of the hypothetical study used for one-way ANOVA. We will retain Type of Exercise as Factor A, but, for the sake of simplicity, we will omit one of the three levels, Isotonic Exercise. Based on clinical experience we might expect the response to a particular type of exercise also to vary depending on the number of repetitions of the exercise the patient performs; we can test the combined effect of the type of exercise program and number of repetitions by adding a second factor, Factor B, called Number of Repetitions, for which there are two levels: 10 repetitions and 30 repetitions.
Before we actually begin discussing the calculations required for two-way ANOVA, let us make sure the details of the design for our hypothetical study are clear. The procedures we will describe can be applied to a randomized, independentgroups, fixed-effects, completely balanced, completely crossed, two-factor design. What does that mean? First, a "randomized" and "independent-groups" design means that subjects are assigned randomly to one, and only one, of four separate, or independent, treatment groups. Second, a "fixed-effects" design implies that all categories or levels currently of interest are included in the factors. In other words, the levels included in this study were not selected randomly from a larger number of levels (random effects) to which results would be extrapolated. Third, a "completely balanced" design requires that an equal number of subjects be in each group, although violation of this requirement can be corrected statistically.
3,4 Fourth, a "completely crossed" design means that both levels of each factor are present for both levels of the other factor, a group exists for each possible unique combination of single levels from the two factors.
Summarizing in terms of our study, 40 subjects were assigned randomly to one of four groups. Each of the groups was composed of 10 subjects. Only two levels of each of the two factors were studied. Each subject in a specific group received one form of treatment based on the following combinations of treatment conditions: Group A 1 B 1 , isometric exercise for 10 repetitions; Group A 1 B 2 , isometric exercise for 30 repetitions; Group A 2 B 1, isokinetic exercise for 10 repetitions; and Group A 2 B 2 , isokinetic exercise for 30 repetitions (Fig. 1) . Following the application of treatment, ratio scale measurements of the strength of the quadriceps femoris muscle (defined as peak torque produced at 200°/sec) were taken using an isokinetic dynamometer. The data then were tabulated and summarized (Tab. 1). 
PARTITIONING OF VARIANCE
Now that we have some data, we can proceed with the analysis based on a partitioning of the total variance. Please allow us to quote ourselves and Recall that in [one-way] ANOVA we wish to isolate the influence of the independent variable from all other sources of variation in the dependent variable. In other words, we wish to divide or partition the "total variation" of scores on the dependent variable into two pieces or components. These are referred to as the "between-groups component" and the "within-groups component.
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Similarly, in two-way ANOVA we will partition the total variance into a between-groups and a within-groups component. Remember, however, that one-way ANOVA gives us information regarding the effect of only one factor on the dependent variable and that two-way ANOVA is supposed to test both the separate and combined effects of two factors on the dependent variable. How do we extract the additional information?
Answering a question about the effect of two different factors on the dependent variable involves going a bit beyond the one-way ANOVA scheme and further subdividing or partitioning the between-groups component of the total variance into three parts: 1) the A main effect for Factor A, 2) the B main effect for Factor B, and 3) the AB interaction effect for the combination of Factor A and Factor B. The effect of either Factor A or Factor B conceivably could be analyzed using a one-way ANOVA. The combined effect of Factor A and Factor B, however, can be addressed only with a two-way ANOVA. Actually, the interaction effect is one of the most important aspects of two-way ANOVA. Therefore, it is worthwhile at this point to consider the concept of interaction.
CONCEPT OF INTERACTION
An interaction can be conceptualized in a variety of ways. In general, an interaction is said to exist if the effect of one factor differs for the separate levels of the other factor. Stated in terms of our example, the difference between the mean values of peak torque for the levels of Factor B (10 and 30 repetitions) is not the same for isometric exercise (Factor A, Level 1) as for isokinetic exercise (Factor A, Level 2). At this point, it may help to look again at the cell means for our example (Tab. 1) and at a graphic representation of the interaction effect (Fig. 2) .
In a slightly different context, an interaction is often said to indicate "nonadditivity." This means that the joint influence of the two independent variables cannot be estimated simply by summing, or adding up, their separate effects. So, in our example, if 1) on the average, 30 repetitions increased muscle strength three units more than 10 repetitions, 2) isokinetic exercise increased muscle strength two units more than isometric exercise, and 3) an interaction effect was present, then the mean of the group performing 30 repetitions of isokinetic exercise would not differ necessarily from the mean of the group performing 10 repetitions of isometric exercise simply by five units.
One final point should be made before we proceed. With the presence of an interaction, general statements cannot be made about the isolated effect of one of the independent variables, and accurate conclusions cannot be drawn on the basis of the two main effects. Rather, in the presence of an interaction, conclusions about the effect of one independent variable must be qualified by a consideration of the other independent variable.
Before digressing too far, let us return to the topic of partitioning the total variance. Having established that we must divide the total variance into three parts, how do we proceed? First of all, notice that we have the data in Table 2 arranged, in box-like regions called cells, in a manner that parallels the schema of the design presented in Figure 1 and the presentation of the cell means in Table 1 . The usefulness of this arrangement will become apparent as we proceed with the calculations.
CALCULATIONS USING THE DEFINING EQUATIONS
Now, with calculator in hand, let us begin to "crunch" the numbers. Look at the defining equation (Tab. 2) for the sums of squares within groups (SS Within, also noted as SS S/AB ). Note that the only difference between this equation and its counterpart in one-way ANOVA is the addition of a third summing instruction. Specifically, we are instructed to sum the squared differences of the individual subjects' scores from their group means, not only for all levels of Factor A, but also for all levels of Factor B (as indicated by the superscripts n,  a, and b, respectively, appearing above the sigma notations) . Because we have a 2 x 2 independent-groups design, we will have four terms to sum in our equation, one from each group. Similarly, the defining equation for the sums of squares total (SS Total, also noted as SS T ) requires three rather than two summing operations. For the SS Total in two-way ANOVA, we must sum the squared deviations of the individual subjects' scores from the grand mean for all levels of both Factor A and Factor B. Based on our knowledge of the fact that SS Total is equal to the sum of SS Within and SS Between, we could compute easily at this point the value of SS Between by subtracting SS Within from SS Total. Even if we did take that shortcut, however, we would not be finished. Remember that, in two-way ANOVA, we must partition further the SS Once again, the last few steps in the calculations for ANOVA are accomplished more quickly than the more tedi ous initial steps. The sums of squares must be divided by the appropriate degrees of freedom to obtain the mean squares. In the simple one-way ANOVA, we had only two mean squares: MS Between and MS Within. In our two-way ANOVA, we must calculate four mean squares: MS A, MS B , MS AB , and MS S/AB . Having done so, we then divide each of the first three MS terms by the MS S/AB (also called MS Within or error term) to obtain three F ratios. We then refer to a table of significant values and compare each F ratio with the tabled value for the appropriate degrees of freedom. Based on the information derived from the table, we can 1) determine the statistical significance of both the A and B main effect and the AB interaction effect and 2) separately either reject or not reject each of the three null hypotheses.
INTERPRETATION OF RESULTS
What does it mean to have a significant main effect and, more importantly, a significant interaction effect? A signifi cant A main effect implies that there was a difference in the effect of the intervention between the levels of A regardless of the level of B, and, similarly, a B main effect indicates a  difference in the effect of an intervention between levels of B  regardless of the level of A. In our example, the A main effect  was significant (F = 17.24; df = 1,36; p < .001), as was the B  main effect (F = 30.65; df= 1,36; p < .001) = 130.1) .
The significant interaction, however, requires us to qualify such general conclusions. Recall one of the definitions of an interaction: The effect of one independent variable depends on the specific level of the other independent variable. An examination of the cell means (Tab. 1 and Fig. 2) indicates this clearly was the case. For example, although our significant A main effect indicates greater torque production by the isokinetic exercise condition compared with the isometric exercise condition, the cell means in Table 1 and Figure 2 clearly show this was true only for subjects who performed 30 repetitions. Likewise, although the significant B main effect indicates subjects who performed 30 repetitions produced more torque than subjects who performed 10 repetitions, this actually was true only for subjects in the isokinetic exercise group.
ADDITIONAL ANALYSES
In our discussion of the interpretation of an interaction thus far we have relied on a casual examination of the cell means. More precise statistical procedures need to be used, however, particularly when the data are "messier" than in our hypothetical example. Two approaches typically are taken to examine further a significant interaction: 1) traditional post hoc tests and 2) simple main-effects tests. We discussed the post hoc tests for one-way ANOVA, so we will not present them again. When we apply the Newman-Keuls procedure to our two-way data, we can show that the condition in which 30 repetitions are combined with isokinetic exercise differs significantly from each of the other conditions but that the other three conditions do not differ significantly among themselves (Tab. 1).
The simple main-effects procedure addresses a somewhat different question. Rather than making only pairwise comparisons, the simple main-effects approach examines the main effect of one independent variable at each level of the other independent variable. In our example, testing the simple main effects of A entails testing the difference between the isometric and isokinetic conditions among subjects who performed 10 repetitions and among subjects who performed 30 repetitions. The actual calculations resemble one-way ANOVAs for Factor A computed separately for each of the two levels of Factor B. In fact, the only difference is that we are using the MS error (MS S/AB ) from the two-way analysis rather than computing two separate estimates. In our example, we find that the simple main effect of Factor A for the 10-repetitions condition is not significant (F = .01; df-1,36; p > .05), but the simple main effect of Factor A for the 30 repetitions condition is significant (F = 35.78; #= 1,36; p < .001). This verifies our earlier conclusion that the type of exercise only makes a difference when 30 repetitions are performed.
The simple main effects of Factor B also can be calculated. Ordinarily, we would calculate only one set of simple main effects, as determined by conceptual considerations. For illustrative purposes, however, we will report the simple main effects of Factor B too. Such an analysis indicates that the effect of repetitions is not significant for subjects in the isometric exercise condition (F =; .76; df= 1,36; p > .05) but that the simple main effect of repetitions is significant for subjects in the isokinetic exercise condition (F = 48.44; df= 1,36; p<. 001).
FINAL NOTES
With two-way ANOVA, as with one-way ANOVA, it is useful to calculate and report an estimate of the size of an effect. Using n 2 we can show that Factor A accounts for 17% of the total variance, that Factor B accounts for 30% of the total variance, and that the interaction of Factor A and Factor B accounts for 18% of the total variance.
Having pointed out the similarities between one-way and two-way ANOVA in the rationale regarding partitioning of variance and in the defining equations, we also should note that the assumptions underlying the use of two-way ANOVA are the same as those mentioned for one-way ANOVA. Fur-thermore, an article reporting the results of a study analyzed with two-way ANOVA should contain all of the elements described in reference to one-way ANOVA. Remember, however, that a few more items will appear in the table of cell means (Tab. 1) and in the summary table (Tab. 3). Finally, observe that raw score equations can be used with two-way and one-way ANOVA to facilitate calculations (Tab. 4).
In summary, two-way ANOVA for independent groups is used to test whether the group means for a specific dependent variable differ significantly following exposure of each group to a unique combination of single levels from each of two factors or independent variables. By now you probably are so familiar with the concepts and terminology of ANOVA that 
