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Abstract
This paper studies a class of source coding problems that combines elements of the CEO problem
with the multiple description problem. In this setting, noisy versions of one remote source are observed
by two nodes with encoders (which is similar to the CEO problem). However, it differs from the CEO
problem in that each node must generate multiple descriptions of the source. This problem is of interest
in multiple scenarios in efficient communication over networks. In this paper, an achievable region and
an outer bound are presented for this problem, which is shown to be sum rate optimal for a class of
distortion constraints.
I. INTRODUCTION
Determining the theoretical limits of lossy compression schemes are of significant interest. Results
in lossy source coding have applications in multiple domains including multimedia communication &
storage, image processing and distributed processing over sensor networks. A single representation for a
single source is today a fairly well established field of research [1]. When multiple representations and/or
sources are involved, there are only a limited set of exact results known. The lossless compression of
correlated sources, studied in [2] by Slepian and Wolf, is one of the early success stories in this domain.
Subsequently, the Gaussian two-terminal multiple description (MD) rate region was characterized in [3].
More recently, many new results have emerged in the field of Gaussian multiterminal source coding [4],
[5]. In particular, the Gaussian CEO problem was studied in [6] and [7], where the sum rate and the
entire rate region were characterized. [8] provides a simplified converse argument for the sum rate. The
rate region of the Gaussian two-encoder problem was characterized in [9].
We consider a version of the CEO problem in which the CEO can “vacation.” The setup is described
by Figure 1. We have a single source S, and two corrupted versions of the source X1 = S + N1 and
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2X2 = S + N2 are available at the two encoders in the system. The encoders wish to communicate
information about S to a decoder, i.e., the CEO, which they accomplish by each sending a data packet at
time 1 and another at time 2. The CEO may be on vacation during time 1, time 2, neither, or both, and
she cannot receive data packets when she is vacationing. We assume that the CEO’s holiday schedule
is unknown to the encoders. If the CEO works during time 1 and vacations during time 2, she expects
to reproduce the source S to distortion D1. Likewise, if she works during time 2 and vacations during
time 1, she expects to reproduce S to distortion D2. If the CEO eschews vacation and works during
both periods, then she expects to reproduce S to distortion D0. For convenience, we represent the three
vacation states of the CEO by three separate receivers in Figure 1. Details on the system model and
problem at hand are presented in Section II.
This problem generalizes both the CEO problem, by omitting the transmission at time 2, and the MD
problem, by omitting the noises N1 and N2. We note that a related problem is considered in [10], which
also generalizes both CEO and MD. However, unlike the other problem formulation, we are able to obtain
a more conclusive sum rate result. The vacationing-CEO problem arises in multicast networks in which
receivers enter and depart the systems at arbitrary times. See [11], [12] for additional discussion of this
connection.
The rest of this paper is organized as follows: In the next section, we state the problem and describe the
main result of the paper, which characterizes the sum rate of the Gaussian problem with CEO vacations.
In Section III, we show that the sum rate described in Section II is achievable, and in Section IV, we
provide a lower bound for the Gaussian vacationing-CEO problem. This lower bound combines converse
techniques developed individually for the MD problem [3], [13] and the CEO problem [6], [8]. In fact,
it is interesting to note that our lower bound requires the use of both converse techniques for the CEO
problem, as neither alone is sufficient. In Section V, we establish the equivalence of the achievable sum
rate and the lower bound on it, thus proving the main result of the paper.
A. Notation
We use capital letters to denote random variables and E[S] to denote the expected value of a random
variable S. All logarithms used in the paper are natural logarithms. Var(S|T ) denotes ES,T [(S−E[S|T ])2].
For S¯ = (S1, S2), Cov(S¯|T ) denotes the matrix ES¯,T [(S¯ − E[S¯|T ])(S¯ − E[S¯|T ])†], where S¯† is the
transpose of the vector S¯.
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Fig. 1. System Model
II. PROBLEM STATEMENT AND MAIN RESULT
Let {X1i}ni=1 and {X2i}ni=1 be noisy observations of an underlying Gaussian source {Si}ni=1, observed
by two different encoders. The observations and the source are assumed to be independent and identically
distributed (i.i.d.) over i. For each time instant i, the observations are given by
X1i = Si +N1i
X2i = Si +N2i
where N1i and N2i are Gaussian distributed with mean zero and variance σ2N1 and σ
2
N2
. Si has mean
zero and variance σ2S . Encoder k observes {Xki}ni=1 for k = 1, 2 and sends two descriptions given by
Ckl = fkl(X
n
k ), for l = 1, 2 to two receivers. Let Rkl ≥
1
n
log |Ckl|. Receiver l, gets the messages
f1l(X
n
1 ) and f2l(Xn2 ), and applies decoding function ϕnl (f1l(Xn1 ), f2l(Xn2 )) to obtain an estimate of the
source Sn , denoted by Sˆnl .The central receiver gets all the four descriptions and applies the function
ϕn0 (f11(X
n
1 ), f21(X
n
2 ), f12(X
n
1 ), f22(X
n
2 )) to get Sˆn0 . We say that the tuple (R11, R12, R21, R22,D1,D2,D0)
is achievable if there exist encoding and decoding functions such that
Dl ≥
1
n
n∑
i=1
E[(Si − Sˆli)
2], l ∈ {0, 1, 2}.
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4We now state the main result of the paper. Let
U = {(U11, U12, U21, U22) : Ukl = Xk +Wkl for k, l ∈ {1, 2},Wkl ∼ N (0, σ2Wkl),
(U11, U12)−X1 −X2 − (U21, U22),
E[(S − E[S|U1l, U2l])
2] ≤ Dl for l ∈ {1, 2} and
E[(S − E[S|U11, U12, U21, U22])
2] ≤ D0}.
Theorem 1. The sum rate of the vacationing-CEO problem with distortion constraints (D1,D2,D0) such
that 1
D1
+ 1
D2
−max{ 1
σ2
N1
, 1
σ2
N2
} − 1
σ2
S
≥ 1
D0
is given by
inf
(U11,U12,U21,U22)∈U
I(X1,X2;U11, U12, U21, U22) + I(U11, U21;U12, U22).
The technical condition on the distortions implies that the distortion constraint at the central receiver
satisfies max{ 1
D1
, 1
D2
} ≤ 1
D0
≤ 1
D1
+ 1
D2
−max{ 1
σ2
N1
, 1
σ2
N2
} − 1
σ2
S
. This means that the central distortion
constraint is comparable with (although lesser than) the distortion constraints at the individual receivers.
Note that the sum rate achieved here is a more general version of the achievable sum rate of the CEO
problem with two sensors and the MD problem with two descriptions. In effect, the vacationing-CEO
problem with just one sensor and encoder (or R21 = 0 and R22 = 0) is a remote source version of
the two description problem. In the absence of the central receiver (or D0 ≥ σ2S), the vacationing-CEO
problem reduces to two CEO problems corresponding to Receivers 1 and 2. We discuss the achievability
in the following section.
III. ACHIEVABILITY
The achievable scheme discussed below is a Gaussian scheme. We define auxiliaries, U11,U12,U21 and
U22 such that
U11 = X1 +W11
U12 = X1 +W12
U21 = X2 +W21
U22 = X2 +W22,
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5where the vector W = (W11,W12,W21,W22) is Gaussian distributed with mean zero and covariance
matrix
Kw =


σ2W11 −a1 0 0
−a1 σ
2
W12
0 0
0 0 σ2W21 −a2
0 0 −a2 σ
2
W22


.
Kw is appropriately chosen to meet the distortion constraints at Receivers 1 and 2 and the central receiver.
In effect Kw is chosen such that
E
[
(S − E [S|U1l, U2l])
2
]
≤ Dl, l ∈ {1, 2}
E
[
(S − E [S|U11, U12, U21, U22])
2
]
≤ D0.
A. Codebook Generation
Encoder k, k = 1, 2, generates 2nR′k1 Unk1 and 2nR
′
k2 Unk2 such that Uk1i and Uk2i are generated i.i.d.
according to the marginal of Uk1 and Uk2 respectively. 2nR
′
k1 Unk1 and 2nR
′
k2 Unk2 are binned into 2nRk1
and 2nRk2 bins respectively.
B. Encoding
Encoder k chooses the pair (Unk1, Unk2) jointly typical with Xnk and transmits the respective bin indexes.
There exists a pair (Unk1, Unk2) jointly typical with Xnk with high probability if
R′k1 > I(Xk;Uk1)
R′k2 > I(Xk;Uk2) (1)
R′k1 +R
′
k2 > I(Xk;Uk1, Uk2) + I(Uk1;Uk2).
This multiple description encoding scheme is similar to the scheme in [14]. Since (Un11, Un12) − Xn1 −
Xn2 − (U
n
21, U
n
22), by the Markov lemma (Lemma 14.8.1) in [1], we also have that (Un11, Un12, Un21, Un22)
are jointly typical.
C. Decoding at individual receivers
Receiver l, l = 1, 2, looks for Un1l and Un2l that are jointly typical in the bins corresponding to the bin
indexes it receives. Receiver l will be able to find unique codewords Un1l and Un2l that are jointly typical
November 15, 2018 DRAFT
6if
R1l > R
′
1l − I(U1l;U2l)
R2l > R
′
2l − I(U1l;U2l) (2)
R1l +R2l > R
′
1l +R
′
2l − I(U1l;U2l).
Receiver l generates an estimate of Sn, by constructing the minimum mean squared estimate (MMSE)
E[Sn|Un1l, U
n
2l]. The decoding scheme resembles the decoding in the Berger-Tung scheme [15].
D. Decoding at central receiver
Receiver 0 mimics the decoding at Receiver 1 and 2 to find jointly typical pairs (Un11, Un21) and
(Un12, U
n
22) in the received bin indexes. Therefore, Receiver 0 will be able to find such unique codewords
if the rates satisfy (2). Since (Un11, Un12, Un21, Un22) are jointly typical, Receiver 0 constructs the MMSE
estimate of Sn given by E[Sn|Un11, Un12, Un21, Un22].
Note that the equations in (1) and (2) represent the entire rate region achievable by the Gaussian
scheme for the vacationing-CEO problem. We now consider the sum rate achievable by the Gaussian
scheme.
Lemma 1. The sum rate achievable by the Gaussian scheme is given by
inf
(U11,U12,U21,U22)∈U
I(X1,X2;U11, U12, U21, U22) + I(U11, U21;U12, U22). (3)
The lemma is proved in Appendix A. We present the lower bound on the sum rate in the next section.
IV. LOWER BOUND
We now make a few definitions before presenting the lower bound on the sum rate. Ckl denotes the
code from Encoder k to Receiver l for k = 1, 2 and l = 1, 2.
Define,
d11 =
1
n
n∑
i=1
Var(X1i|C11, S
n) d21 =
1
n
n∑
i=1
Var(X2i|C21, S
n)
d12 =
1
n
n∑
i=1
Var(X1i|C12, S
n) d22 =
1
n
n∑
i=1
Var(X2i|C22, S
n) (4)
t1 =
1
n
I(Xn1 ;C11, C12|S
n) t2 =
1
n
I(Xn2 ;C21, C22|S
n).
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7We remark that in the following 0 < D0 < min{D1,D2} and max{D1,D2} < σ2S . We now define for
k = 1, 2,
Fk = {(d1, d2, t) : d1, d2, t ∈ [0,∞)
σ2Nke
−2t ≤ min{d1, d2} max{d1, d2} ≤ σ
2
Nk
}.
Further define,
F = {(d11, d12, d21, d22, t1, t2) : (dk1, dk2, tk) ∈ Fk, k = 1, 2
1
D1
≤
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d11
σ4N1
−
d21
σ4N2
(5)
1
D2
≤
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d12
σ4N1
−
d22
σ4N2
(6)
1
D0
≤
1
σ2S
+
1− e−2t1
σ2N1
+
1− e−2t2
σ2N2
}. (7)
We have the following lemma which characterizes the parameters p¯ = (d11, d12, d21, d22, t1, t2) defined
above.
Lemma 2. The parameters defined in (4) satisfy p¯ ∈ F .
Proof: The proof that
1
D0
≤
1
σ2S
+
1− e−2t1
σ2N1
+
1− e−2t2
σ2N2
follows directly from Lemma 3.1 in [7]. Also, in Theorem 1 in [8], it is shown that
1
Dl
≤
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d1l
σ4N1
−
d2l
σ4N2
for l = 1, 2. By definition,
ntk = I(X
n
k , Ck1, Ck2|S
n) = h(Xnk |S
n)− h(Xnk |Ck1, Ck2, S
n)
≥
n
2
log σ2Nk − h(X
n
k |Ckl, S
n), l = 1, 2
≥
n
2
log σ2Nk −
n
2
log dkl, l = 1, 2.
Therefore for k = 1, 2,
σ2Nke
−2tk ≤ min{dk1, dk2}.
Also, since E[Nnk |Ckl] achieves a smaller mean squared error in Nnk than any other estimator,
dkl =
1
n
n∑
i=1
Var(Xki|Ckl, S
n) =
1
n
n∑
i=1
Var(Nki|Ckl) ≤ σ
2
Nk
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8for k = 1, 2 and l = 1, 2. This concludes the proof of the lemma.
Define,
P1 = {(d11, d12, d21, d22, t1, t2) : (d11, d12, d21, d22, t1, t2) ∈ F
1
D1
=
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d11
σ4N1
−
d21
σ4N2
(8)
1
D2
=
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d12
σ4N1
−
d22
σ4N2
(9)
1
D0
=
1
σ2S
+
1− e−2t1
σ2N1
+
1− e−2t2
σ2N2
} (10)
P2 = {(d11, d12, d21, d22, t1, t2) : (d11, d12, d21, d22, t1, t2) ∈ F
1
D1
=
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d11
σ4N1
−
d21
σ4N2
1
D2
=
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d12
σ4N1
−
d22
σ4N2
1
D0
<
1
σ2S
+
1− e−2t1
σ2N1
+
1− e−2t2
σ2N2
σ2N1e
−2t1 = min{d11, d12} σ
2
N2e
−2t2 = min{d21, d22}}.
We denote
P = P1 ∪ P2.
Note that the definition of P imposes the restriction on the parameters to satisfy the individual distortion
constraints with equality. The central distortion constraint may be satisfied with equality or the parameters
satisfy σ2Nke
−2tk = min{dk1, dk2} for k = 1, 2. We also observe that P ⊂ F .
Let p¯ ∈ F . Then ∆Fp¯ is defined as
∆Fp¯ = {∆p¯ = (∆d11,∆d12,∆d21,∆d22,−∆t1,−∆t2) : ∆d11,∆d12,∆d21,∆d22,∆t1,∆t2 ∈ [0,∞) and
(d11 +∆d11, d12 +∆d12, d21 +∆d21, d22 +∆d22, t1 −∆t1, t2 −∆t2) ∈ P}.
Lemma 3. ∆Fp¯ 6= φ ∀p¯ ∈ F .
Proof: The lemma is proved as follows. Consider p¯ ∈ F . Then we increase d11 and d12 by ∆d11 and
∆d12 until we meet the distortion constraints at individual receivers with equality or d1l +∆d1l = σ2N1 ,
l = 1, 2. In the former case, we satisfy the individual distortion constraints with equality. In the latter
case, we now increase d21 and d22 by ∆d21 and ∆d22 until we meet the individual distortion constraints
with equality. We will be able to find such ∆d21 and ∆d22 satisfying d2l +∆d2l ≤ σ2N2 , l = 1, 2, since
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9Dl < σ
2
S for l = 1, 2. Now, we decrease t1 by ∆t1 until the central distortion constraint is met with
equality or σ2N1e
−2(t1−∆t1) = min{d11 +∆d11, d12 +∆d12}. In the former case, we satisfy the central
distortion with equality. In the latter case, we decrease t2 by ∆t2 until the central distortion constraint is
met with equality or σ2N2e
−2(t2−∆t2) = min{d21 +∆d21, d22 +∆d22}. Therefore ∀p¯ ∈ F , ∆Fp¯ 6= φ.
Let k = 1, 2 and σ2Z ≥ 0. Define, for (d1, d2, t) ∈ Fk,
rk(d1, d2, t, σ
2
Z) = t+
1
2
log
(σ2Nk + σ
2
Z)
(d1 + σ2Z)(d2 + σ
2
Z)
+
1
2
log(σ2Nke
−2t + σ2Z). (11)
We now state the main result of this section.
Lemma 4. The sum rate of the vacationing-CEO problem is lower bounded by
inf
p¯∈P
sup
σZ1 ,σZ2∈R
r1(d11, d12, t1, σ
2
Z1) + r2(d21, d22, t2, σ
2
Z2) +
1
2
log
σ4S
D1D2
. (12)
Proof: By procedural steps, we have
n(R11 +R21 +R12 +R22) ≥H(C11, C21) +H(C12, C22)
≥H(C11, C21) +H(C12, C22)−H(C11, C21, C12, C22)
+H(C11, C21, C12, C22)−H(C11, C21, C12, C22|X
n
1 ,X
n
2 )
=I(Xn1 ,X
n
2 ;C11, C21, C12, C22) + I(C11, C21;C12, C22)
(a)
=I(Sn;C11, C21, C12, C22) + I(X
n
1 ,X
n
2 ;C11, C21, C12, C22|S
n)
+ I(C11, C21;C12, C22)
(b)
=I(Sn;C11, C21, C12, C22) + I(X
n
1 ;C11, C12|S
n) + I(Xn2 ;C21, C22|S
n)
+ I(C11, C21;C12, C22), (13)
where (a) is true since Sn − (Xn1 ,Xn2 ) − (C11, C12, C21, C22) and (b) is true since (C11, C12) −Xn1 −
Sn −Xn2 − (C21, C22).
Let Y1i = X1i + Z1i and Y2i = X2i + Z2i, where Z1i and Z2i are i.i.d Gaussians with mean zero and
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variance σ2Z1 and σ
2
Z2
for i ∈ {1, 2, . . . , n}. Also, Z1i and Z2i are independent of Si, X1i and X2i. Now,
I(C11, C21;C12, C22) =H(C11, C21) +H(C12, C22)−H(C11, C21, C12, C22)
=H(C11, C21) +H(C12, C22)−H(C11, C21, C12, C22)
−H(C11, C21|S
n, Y n1 , Y
n
2 )−H(C12, C22|S
n, Y n1 , Y
n
2 )
+H(C11, C21, C12, C22|S
n, Y n1 , Y
n
2 ) + I(C11, C21;C12, C22|Y
n
1 , Y
n
2 , S
n)
=I(Sn, Y n1 , Y
n
2 ;C11, C21) + I(S
n, Y n1 , Y
n
2 ;C12, C22)
− I(Sn, Y n1 , Y
n
2 ;C11, C12, C21, C22) + I(C11, C21;C12, C22|Y
n
1 , Y
n
2 , S
n)
≥I(Sn, Y n1 , Y
n
2 ;C11, C21) + I(S
n, Y n1 , Y
n
2 ;C12, C22)
− I(Sn, Y n1 , Y
n
2 ;C11, C12, C21, C22). (14)
For l = 1, 2,
I(Sn, Y n1 , Y
n
2 ;C1l, C2l) = I(S
n;C1l, C2l) + I(Y
n
1 ;C1l|S
n) + I(Y n2 ;C2l|S
n)
since (Y n1 , C1l)− Sn − (Y n2 , C2l). By the definition of the rate distortion function for Gaussian random
variables, I(Sn;C1l, C2l) ≥ n2 log
σ2
S
Dl
and I(Y nk ;Ckl|Sn) ≥ n2 log
σ2
Nk
+σ2
Zk
dkl+σ2Zk
for k = 1, 2. Therefore,
I(Sn, Y n1 , Y
n
2 ;C1l, C2l) ≥
n
2
log
σ2S(σ
2
N1
+ σ2Z1)(σ
2
N2
+ σ2Z2)
Dl(d1l + σ
2
Z1
)(d2l + σ
2
Z2
)
. (15)
Observe that
I(Sn, Y n1 , Y
n
2 ;C11, C12, C21, C22) =I(S
n;C11, C21, C12, C22) + I(Y
n
1 , Y
n
2 ;C11, C21, C12, C22|S
n)
=I(Sn;C11, C21, C12, C22) + I(Y
n
1 ;C11, C12|S
n)
+ I(Y n2 ;C21, C22|S
n), (16)
where in the last step we used (Y n1 , C11, C12)− Sn − (Y n2 , C21, C22). Further, for k = 1, 2
I(Y nk ;Ck1, Ck2|S
n) = −h(Y nk |S
n, Ck1, Ck2) + h(Y
n
k |S
n)
(c)
≤ −
n
2
log(e
2
n
h(Xn
k
|Sn,Ck1,Ck2) + e
2
n
h(Zn
k
)) + h(Y nk |S
n)
= −
n
2
log(e
2
n
(h(Xn
k
|Sn)−I(Xn
k
;Ck1,Ck2|Sn)) + e
2
n
h(Zn
k
)) + h(Y nk |S
n)
= −
n
2
log(σ2Nke
−2tk + σ2Zk) +
n
2
log(σ2Nk + σ
2
Zk
), (17)
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where (c) follows from entropy power inequality (EPI). From (14), (15), (16) and (17),
I(C11, C21;C12, C22) ≥
n
2
log
(σ2N1 + σ
2
Z1
)(σ2N2 + σ
2
Z2
)σ4S
(d12 + σ2Z1)(d22 + σ
2
Z2
)(d11 + σ2Z1)(d21 + σ
2
Z2
)D1D2
+
n
2
log(σ2N1e
−2t1 + σ2Z1)(σ
2
N2e
−2t2 + σ2Z2)− I(S
n;C11, C21, C12, C22)
Substituting the above in (13), we get
R11 +R21 +R12 +R22 ≥t1 + t2 +
1
2
log
(σ2N1 + σ
2
Z1
)(σ2N2 + σ
2
Z2
)σ4S
(d12 + σ2Z1)(d22 + σ
2
Z2
)(d11 + σ2Z1)(d21 + σ
2
Z2
)D1D2
+
1
2
log(σ2N1e
−2t1 + σ2Z1)(σ
2
N2e
−2t2 + σ2Z2)
=r1(d11, d12, t1, σ
2
Z1) + r2(d21, d22, t2, σ
2
Z2) +
1
2
log
σ4S
D1D2
, (18)
where the last equality is due to the definition in (11). From Lemma 2, we have p¯ ∈ F . By Lemma 3,
∆Fp¯ 6= φ. Let ∆p¯ ∈ ∆Fp¯. Note that rk(dk1, dk2, tk, σ2Zk) is decreasing in dk1 and dk2 and increasing in
tk for k = 1, 2. This implies that
rk(dk1, dk2, tk, σ
2
Zk
) ≥ rk(dk1 +∆dk1, dk2 +∆dk2, tk −∆tk, σ
2
Zk
) ∀p¯ ∈ F .
Therefore,
R11 +R21 +R12 +R22 ≥r1(d11 +∆d11, d12 +∆d12, t1 −∆t1, σ
2
Z1)
+ r2(d21 +∆d21, d22 +∆d22, t2 −∆t2, σ
2
Z2) +
1
2
log
σ4S
D1D2
.
By definition, p¯+∆p¯ ∈ P. Therefore,
R11 +R21 +R12 +R22 ≥ inf
p¯∈P
sup
σZ1 ,σZ2∈R
r1(d11, d12, t1, σ
2
Z1) + r2(d21, d22, t2, σ
2
Z2) +
1
2
log
σ4S
D1D2
.
In the following section, we show that the lower bound on the sum rate described above is achieved
by the Gaussian scheme.
V. EQUIVALENCE OF ACHIEVABLE SUM RATE AND LOWER BOUND
Before we compare sum rate of the achievable scheme with the lower bound, we present two lemmas
about parameters introduced in the previous section which will be used in the comparison. We will use
the notation p¯ = (d11, d12, d21, d22, t1, t2).
Lemma 5. If 1
D1
+ 1
D2
−max{ 1
σ2
N1
, 1
σ2
N2
} − 1
σ2
S
≥ 1
D0
and p¯ ∈ P, then
dk1 + dk2 − σ
2
Nk
e−2tk − σ2Nk ≤ 0
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for k = 1, 2.
Proof: Let p¯ ∈ P1. Since
1
D1
+
1
D2
−max{
1
σ2N1
,
1
σ2N2
} −
1
σ2S
≥
1
D0
,
substituting for 1
D1
,
1
D2
and 1
D0
, from (8), (9) and (10) respectively, we get
d11 + d12 − σ
2
N1
− σ2N1e
−2t1
σ4N1
+
d21 + d22 − σ
2
N2
− σ2N2e
−2t2
σ4N2
+max{
1
σ2N1
,
1
σ2N2
} ≤ 0.
Therefore either d11 + d12 − σ2N1 − σ
2
N1
e−2t1 ≤ 0 or d21 + d22 − σ
2
N2
− σ2N2e
−2t2 ≤ 0. Let d11 + d12 −
σ2N1 − σ
2
N1
e−2t1 ≤ 0. But since
d11 + d12 − σ
2
N1
− σ2N1e
−2t1
σ4N1
+
d21 + d22 − σ
2
N2
− σ2N2e
−2t2
σ4N2
+
1
σ2N1
≤ 0
⇒
d11 + d12 − σ
2
N1
e−2t1
σ4N1
+
d21 + d22 − σ
2
N2
− σ2N2e
−2t2
σ4N2
≤ 0,
and σ2N1e
−2t1 ≤ min{d11, d12}, it follows that d21 + d22 − σ2N2 − σ
2
N2
e−2t2 ≤ 0. Similarly, we can start
with d21 + d22 − σ2N2 − σ
2
N2
e−2t2 ≤ 0, and use
d11 + d12 − σ
2
N1
− σ2N1e
−2t1
σ4N1
+
d21 + d22 − σ
2
N2
− σ2N2e
−2t2
σ4N2
+
1
σ2N2
≤ 0,
to show that d11 + d12 − σ2N1 − σ
2
N1
e−2t1 ≤ 0. Therefore we have now shown that if p¯ ∈ P1, then
dk1 + dk2 − σ
2
Nk
e−2tk − σ2Nk ≤ 0 for k = 1, 2.
Now, let p¯ ∈ P2. Therefore, σ2Nke
−2tk = min{dk1, dk2}, k = 1, 2. Since max{dk1, dk2} ≤ σ2Nk , it
follows that
dk1 + dk2 − σ
2
Nk − σ
2
Nke
−2tk = min{dk1, dk2}+max{dk1, dk2} − σ
2
Nk − σ
2
Nke
−2tk
= max{dk1, dk2} − σ
2
Nk
≤ 0.
Thus for all p¯ ∈ P, dk1 + dk2 − σ2Nk − σ
2
Nk
e−2tk ≤ 0, k = 1, 2.
We now state and prove the second lemma about the parameters. Let (dk1, dk2, tk) ∈ Fk for k = 1, 2.
Define
αk0 =
σ4Nke
−2tk
σ2Nk − σ
2
Nk
e−2tk
αk1 =
σ2Nkdk1
σ2Nk − dk1
αk2 =
σ2Nkdk2
σ2Nk − dk2
(19)
and
gk(β) =
1
αk0 + β
−
1
αk1 + β
−
1
αk2 + β
.
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We use this function to partition the space of parameters (dk1, dk2, tk) ∈ Fk. Define,
Fk1 ={(dk1, dk2, tk) ∈ Fk : gk(0) > 0 and gk(σ2Nk) ≤ 0}
Fk2 ={(dk1, dk2, tk) ∈ Fk : gk(0) ≤ 0}
Fk3 ={(dk1, dk2, tk) ∈ Fk : gk(σ
2
Nk
) > 0}.
Lemma 6. For k = 1, 2,
Fk = Fk1 ∪ Fk2 ∪ Fk3.
Moreover, if 1
D1
+ 1
D2
−max{ 1
σ2
N1
, 1
σ2
N2
} − 1
σ2
S
≥ 1
D0
, then
p¯ ∈ P ⇒ (dk1, dk2, tk) ∈ Fk1 ∪ Fk2, k = 1, 2.
Proof: For every (dk1, dk2, tk) ∈ Fk, one of either gk(0) > 0 and gk(σ2Nk) ≤ 0 or gk(0) ≤ 0 or
gk(σ
2
Nk
) > 0 is true and therefore Fk = Fk1 ∪ Fk2 ∪ Fk3.
From Lemma 5, p¯ ∈ P implies dk1+dk2−σ2Nke
−2tk−σ2Nk ≤ 0 for k = 1, 2. However, (dk1, dk2, tk) ∈ Fk3
implies gk(σ2Nk) > 0. This means that dk1 + dk2 − σ
2
Nk
e−2tk − σ2Nk > 0. Therefore, p¯ ∈ P implies,
(dk1, dk2, tk) /∈ Fk3. Therefore,
p¯ ∈ P ⇒ (dk1, dk2, tk) ∈ Fk1 ∪ Fk2, k = 1, 2.
In order to show that the Gaussian scheme described in Section III achieves the lower bound on the
sum rate, we parametrize the achievable sum rate now. Define,
d′k1 = Var(Xk|Uk1, S) =
σ2Nkσ
2
Wk1
σ2Nk + σ
2
Wk1
(20)
d′k2 = Var(Xk|Uk2, S) =
σ2Nkσ
2
Wk2
σ2Nk + σ
2
Wk2
(21)
t′k = I(Xk;Uk1, Uk2|S) =
1
2
log
σ2Nk(σ
2
Wk1
+ σ2Wk2 + 2ak) + σ
2
Wk1
σ2Wk2 − a
2
k
σ2Wk1σ
2
Wk2
− a2k
. (22)
We can rewrite the last equation above as
1
σ2
Nk
e−2t
′
k
1−e−2t
′
k
+ ak
=
1
σ2Wk1 + ak
+
1
σ2Wk2 + ak
. (23)
Let p¯′ = (d′11, d′12, d′21, d′22, t′1, t′2) denote the parameters achieved by the Gaussian scheme. By definition
of (U11, U12, U21, U22) ∈ U , p¯′ ∈ F . This means that the achievable parameters correspond to a Gaussian
scheme that satisfies the distortion constraints (5), (6) and (7). We use the definition of functions in (11)
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and the parameters introduced above in the following lemma, relating them to the sum rate achievable
by the Gaussian scheme.
Lemma 7. For all (U11, U12, U21, U22) ∈ U and σ2Zk ≥ 0, k ∈ {1, 2},
I(X1,X2;U11, U12, U21, U22) + I(U11, U21;U12, U22)
= r1(d
′
11, d
′
12, t
′
1, σ
2
Z1
) + r2(d
′
21, d
′
22, t
′
2, σ
2
Z2
) + I(U11;U12|S, Y1) + I(U21;U22|S, Y2) +
1
2
log
σ4S
δ1δ2
,
(24)
where
1
δ1
=
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d′11
σ4N1
−
d′21
σ4N2
1
δ2
=
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d′12
σ4N1
−
d′22
σ4N2
,
Y1 = X1 + Z1 and Y2 = X2 + Z2, Z1 and Z2 are independent of both X1 and X2 and Gaussian
distributed with mean zero and variance σ2Z1 and σ
2
Z2
respectively.
This lemma is proved in Appendix B. We now show that the Gaussian scheme achieves the lower
bound on the sum rate corresponding to every point p¯ ∈ P. We prove this through the following lemma.
Lemma 8. For every p¯ ∈ P, there exists an achievable p¯′ ∈ F and σ2Zk ≥ 0, k = 1, 2, such that
r1(d11, d12, t1, σ
2
Z1) + r2(d21, d22, t2, σ
2
Z2) +
1
2
log
σ4S
D1D2
= r1(d
′
11, d
′
12, t
′
1, σ
2
Z1
) + r2(d
′
21, d
′
22, t
′
2, σ
2
Z2
) + I(U11;U12|S, Y1) + I(U21;U22|S, Y2) +
1
2
log
σ4S
δ2δ1
.
Proof: The proof closely follows the discussion in Section 5 in [13]. Let p¯ = (d11, d12, d21, d22, t1, t2) ∈
P. Choosing d′kl = dkl for k = 1, 2 and l = 1, 2, from (8) and (9), we know that
δ1 = D1 δ2 = D2. (25)
From Lemma 6, we know that (dk1, dk2, tk) ∈ Fk1∪Fk2. By definition, Fk1∩Fk2 = φ. We now consider
two cases, (dk1, dk2, tk) ∈ Fk1 and (dk1, dk2, tk) ∈ Fk2.
A. Case 1: (dk1, dk2, tk) ∈ Fk1
Since (dk1, dk2, tk) ∈ Pk1, gk(0) > 0 and gk(σ2Nk) ≤ 0. Therefore, there exists an a
∗
k ∈ (0, σ
2
Nk
] that
solves gk(ak) = 0. We set ak = a∗k. Further, d′k1 = dk1 and d′k2 = dk2 imply that σ2Wk1 = αk1 and
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σ2Wk2 = αk2. Therefore, we conclude from (23) and gk(a∗k) = 0 that t′k = tk. We now need to show that
this choice of a∗k is such that σ2Wk1σ
2
Wk2
≥ (a∗k)
2
. Since αk0 ≥ 0 and a∗k ∈ (0, σ2Nk ],
αk0 + a
∗
k ≥ a
∗
k ⇒
1
αk0 + a
∗
k
≤
1
a∗k
.
Since g(a∗k) = 0,
1
σ2Wk1 + a
∗
k
+
1
σ2Wk2 + a
∗
k
≤
1
a∗k
⇒
1
σ2Wk1 + a
∗
k
≤
1
a∗k
−
1
σ2Wk2 + a
∗
k
⇒
1
σ2Wk1 + a
∗
k
≤
σ2Wk2
a∗k(σ
2
Wk2
+ a∗k)
⇒σ2Wk1 + a
∗
k ≥
(a∗k)
2
σ2Wk2
+ a∗k
⇒σ2Wk1σ
2
Wk2 ≥ (a
∗
k)
2.
Moreover, trivially,
rk(dk1, dk2, tk, σ
2
Zk) = rk(d
′
k1, d
′
k2, t
′
k, σ
2
Zk)
Also,
Var(Ukl|S, Yk) = σ
2
Nk
+ σ2Wkl −
σ4Nk
σ2Nk + σ
2
Zk
, l = 1, 2
Cov(Uk1, Uk2|S, Yk) = σ
2
Nk

 1 1
1 1

+

 σ
2
Wk1
−ak
−ak σ
2
Wk2

− σ
4
Nk
σ2Nk + σ
2
Zk

 1 1
1 1


The off diagonal entries in Cov(Uk1, Uk2|S, Yk) are zero if
σ2Nk − ak =
σ4Nk
σ2Nk + σ
2
Zk
.
By choosing σ2Zk =
akσ
2
Nk
σ2
Nk
−ak
in this case,
Var(Uk1|S, Yk)Var(Uk2|S, Yk) = |Cov(Uk1, Uk2|S, Yk)|
and I(Uk1;Uk2|S, Yk) = 0. Note that we are allowed to choose σ2Zk =
akσ
2
Nk
σ2
Nk
−ak
since ak ∈ (0, σ2Nk ] in
this case.
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B. Case 2: (dk1, dk2, tk) ∈ Fk2
In this case, we set ak = 0 in (22) and achieve the corresponding t′k. Since, d′k1 = dk1 and d′k2 = dk2,
we have σ2Wk1 = αk1 and σ
2
Wk2
= αk2. It follows from (19) and (23) that
1
σ2Nk
+
1
αk1
+
1
αk2
=
1
σ2Nke
−2t′
k
.
Since gk(0) ≤ 0, this implies that
1
αk0
≤
1
αk1
+
1
αk2
⇒
1
αk0
+
1
σ2Nk
≤
1
σ2Nk
+
1
αk1
+
1
αk2
⇒
1
σ2Nke
−2tk
≤
1
σ2Nk
+
1
αk1
+
1
αk2
=
1
σ2Nke
−2t′
k
.
Therefore, we get that tk ≤ t′k. By achieving t′k instead of tk, we still satisfy the central distortion
constraint for the original problem and also ensure (d′k1, d′k2, t′k) ∈ Fk. Further, we choose σ2Zk = 0 in
this case. Therefore
rk(dk1, dk2, tk, 0) =
1
2
log
σ4Nk
dk1dk2
= rk(dk1, dk2, t
′
k, 0),
Moreover, since σ2Zk = 0 and ak = 0
I(Uk1;Uk2|S, Yk) = I(Uk1;Uk2|S,Xk) = 0.
The lemma follows from the cases considered above.
Therefore, it follows from Lemma 4 and Lemma 8 that for every p¯ ∈ P, there exists an achievable
p¯′ ∈ F such that the sum rate achievable by the Gaussian scheme is equal to the lower bound on the
sum rate. This proves the optimality of the Gaussian scheme for the sum rate of the vacationing-CEO
problem.
VI. CONCLUSION
We introduced the vacationing-CEO problem which in essence, is a CEO problem with multiple
descriptions. We described a Gaussian achievable scheme and presented a lower bound for the sum
rate as an optimization problem over the code parameters. We also showed that the Gaussian scheme
is optimal in terms of sum rate for a class of distortion constraints. Future work includes extending the
result to other distortion regimes and considering a two terminal source coding problem with multiple
descriptions.
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APPENDIX A
PROOF OF LEMMA 1
In order to prove Lemma 1, we need to show that ∀δ > 0, there exist (R′11, R′12, R′21, R′22) and
(R11, R12, R21, R22) that satisfy (1) and (2) such that
|R11 +R21 +R12 +R22 − I(X1,X2;U11, U12, U21, U22)− I(U11, U21;U12, U22)| ≤ δ.
Let ǫ = δ8 and (U11, U12, U21, U22) ∈ U . We choose
R′11 = I(X1;U11) + ǫ R
′
12 = I(X1;U12|U11) + I(U11;U12) + ǫ
R′21 = I(X2;U21) + ǫ R
′
22 = I(X2;U22|U21) + I(U21;U22) + ǫ
R11 = R
′
11 − I(U11;U21) + ǫ R21 = R
′
21 + ǫ
R12 = R
′
12 − I(U12;U22) + ǫ R22 = R
′
22 + ǫ.
Note that (R′11, R′12, R′21, R′22) satisfy (1) and (R11, R12, R21, R22) satisfy (2). Therefore,
R11 +R21 +R12 +R22 =R
′
11 +R
′
12 +R
′
21 +R
′
22 − I(U11;U21)− I(U12;U22) + 4ǫ
=I(X1;U11, U12) + I(U11;U12) + I(X2;U21, U22) + I(U21;U22)
− I(U11;U21)− I(U12;U22) + 8ǫ
=I(X1,X2;U11, U12, U21, U22) + I(U11, U21;U12, U22) + δ.
Allowing δ → 0, we see that the Gaussian scheme achieves the sum rate
inf
(U11,U12,U21,U22)∈U
I(X1,X2;U11, U12, U21, U22) + I(U11, U21;U12, U22).
APPENDIX B
PROOF OF LEMMA 7
By procedural steps, we have
I(X1,X2;U11, U21, U12, U22)+I(U11, U21;U12, U22)
= I(S;U11, U21, U12, U22) + I(X1,X2;U11, U21, U12, U22|S)
+ I(U11, U21;U12, U22)
= I(S;U11, U21, U12, U22) + I(X1;U11, U12|S) + I(X2;U21, U22|S)
+ I(U11, U21;U12, U22)
= I(S;U11, U21, U12, U22) + t
′
1 + t
′
2 + I(U11, U21;U12, U22).
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Recall that Y1 = X1 + Z1 and Y2 = X2 + Z2 where Z1 and Z2 are Gaussians with mean zero and
variance σ2Z1 and σ
2
Z2
and independent of S, X1 and X2. Now,
I(U11, U21;U12, U22) =h(U11, U21) + h(U12, U22)− h(U11, U21, U12, U22)
=h(U11, U21) + h(U12, U22)− h(U11, U21, U12, U22)
− h(U11, U21|S, Y1, Y2)− h(U12, U22|S, Y1, Y2)
+ h(U11, U21, U12, U22|S, Y1, Y2) + I(U11, U21;U12, U22|Y1, Y2, S)
=I(S, Y1, Y2;U11, U21) + I(S, Y1, Y2;U12, U22)
− I(S, Y1, Y2;U11, U12, U21, U22) + I(U11;U12|S, Y1) + I(U21;U22|S, Y2).
(26)
For l = 1, 2, let δl = σ2Se−2I(S;U1l,U2l). Now, we can compute mutual information expressions between
Gaussian random variables or use the fact that Gaussian random variables satisfy Lemma 3.1 in [7] with
equality to conclude that,
1
σ2S
e2I(S;U1l,U2l) =
1
σ2S
+
1− e−2I(X1;U1l|S)
σ2N1
+
1− e−2I(X2;U2l|S)
σ2N2
⇒
1
δl
=
1
σ2S
+
1
σ2N1
+
1
σ2N2
−
d′1l
σ4N1
−
d′2l
σ4N2
.
Therefore,
I(S, Y1, Y2;U1l, U2l) = I(S;U1l, U2l) + I(Y1;U1l|S) + I(Y2;U2l|S)
=
1
2
log
σ2S(σ
2
N1
+ σ2Z1)(σ
2
N2
+ σ2Z2)
δl(d
′
1l + σ
2
Z1
)(d′2l + σ
2
Z2
)
. (27)
Observe that
I(S, Y1, Y2;U11, U12, U21, U22) = I(S;U11, U21, U12, U22) + I(Y1, Y2;U11, U21, U12, U22|S)
= I(S;U11, U21, U12, U22) + I(Y1;U11, U12|S) + I(Y2;U21, U22|S),
(28)
and for k = 1, 2
I(Yk;Uk1, Uk2|S) = −h(Yk|S,Uk1, Uk2) + h(Yk|S)
(a)
= −
1
2
log(e
2
n
h(Xk|S,Uk1,Uk2) + e
2
n
h(Zk)) + h(Yk|S)
= −
1
2
log(e
2
n
(h(Xk|S)−I(Xk;Uk1,Uk2|S)) + e
2
n
h(Zk)) + h(Yk|S)
= −
1
2
log(σ2Nke
−2t′
k + σ2Zk) +
1
2
log(σ2Nk + σ
2
Zk), (29)
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where (a) follows from EPI for Gaussians. From (26), (27), (28) and (29),
I(U11, U21;U12, U22) =
1
2
log
(σ2N1 + σ
2
Z1
)(σ2N2 + σ
2
Z2
)σ4S
(d′12 + σ
2
Z1
)(d′22 + σ
2
Z2
)(d′11 + σ
2
Z1
)(d′21 + σ
2
Z2
)δ1δ2
+
1
2
log(σ2N1e
−2t′
1 + σ2Z1)(σ
2
N2e
−2t′
2 + σ2Z2)− I(S;U11, U21, U12, U22)
+ I(U11;U12|S, Y1) + I(U21;U22|S, Y2)
and
I(X1,X2;U11, U12, U21, U22) + I(U11, U21;U12, U22)
= r1(d
′
11, d
′
12, t
′
1, σ
2
Z1) + r2(d
′
21, d
′
22, t
′
2, σ
2
Z2) + I(U11;U12|S, Y1) + I(U21;U22|S, Y2) +
1
2
log
σ4S
δ1δ2
.
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