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Abstract 
For the two-sensor system with unknown cross-covariances, and with colored measurement noises, by the classical 
Kalman filtering method and the covariance intersection (CI) fusion method, a covariance intersection fusion steady-
state Kalman smoother is presented, which avoids the computation of cross-covariances. The accuracy relations of 
the CI Kalman smoother, the local and optimal fused Kalman smoother are proved, i.e., the accuracy of CI fuser is 
higher than that of each local Kalman smoother, and lower than that of optimal fuser weighted by matrices with 
known cross-covariance. The formula of the actual smoothing error variance of the CI fuser is given and the 
geometric interpretation of the above accuracy relations is presented based on the covariance ellipses. A Monte-Carlo 
simulation results show its effectiveness and correctness. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords: Covariance intersection fusion; Information fusion Kalman smoother; Cross-covariance; Accuracy analysis; Covariance 
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1. Introduction 
With the high-accuracy requirement of the estimation for the state or signal in many high-technology 
fields including tracking, defense, signal processing [1] and so on, the multi-sensor information fusion has 
been applied to these corresponding fields in recent years. Unified fusion rules for the optimal linear 
estimation fusion and several distributed weighting state fusers were presented in [2-5], and all of the 
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above weighting fusers have the limitation that in order to compute the optimal weights, the computation 
of the cross-covariances between the local estimation errors is required, while the cross-covariances are 
usually unknown [6] or their computation is very complex [7] in many applications. In order to overcome 
this limitation, the covariance intersection (CI) fusion method has been presented and developed in [6,8,9] 
which can solve the fused filtering problems with unknown cross-covariances, and have the consistency 
and robustness. In this paper, a CI fused Kalman smoother is presented for the two-sensor system with 
colored measurement noises and with unknown cross-covariances, and the accuracy relations among the 
local Kalman smoother, the CI fuser and matrix weighting fuser are proved. 
2. The local and optimal matrix weighting fused steady-state Kalman smoother 
Consider the two-sensor system with colored measurement noises 
( 1) ( ) ( )x t x t w tΦ Γ+ = +                                                                                                                          (1)
0( ) ( ) ( ) ( ), 1,2i i i iy t H x t t e t iη= + + =                                                                                                          (2) 
1 1( ) ( ) ( ) ( ), 1,2i i i iA q t C q t iη ξ− −= =                                                                                                            (3)
where ( ) nx t R∈  is the state, ( ) imiy t R∈ is the thi measurement, ( ) imie t R∈  and ( ) imi t Rη ∈  are white and 
colored measurement noises, respectively. ( ) , ( )r iw t R e t∈  and ( ) imi t Rξ ∈  are independent white noises 
with zero means and variance wQ , eiQ  and iQξ .
1q− is the backward shift operator, 
1 1
0 1( )
a
a
n
i i i inA q A A q A q
−− −= + + +L  and 1 10 1( ) cc ni i i inC q C C q C q−− −= + + +L  are left-coprime and stable 
polynomials with 0 imA I= , 0 imC I= , cn n≥ .
( 1) ( ) ( ), 1,2i i i i it A t C t iα α ξ+ = + =                                                                                                            (4)
( ) ( ) ( ), 1,2i i i it H t t iη α ξ= + =                                                                                                                    (5)
where 
1 1 1
( 1) , , 0 0
0 0
i z i
z za
i i i
i m n i i m
in inin
A C A
A I C H I
C AA
−
⎡ ⎤ ⎡ ⎤− −⎢ ⎥ ⎢ ⎥ ⎡ ⎤= = =⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎢ ⎥−− ⎣ ⎦⎢ ⎥⎣ ⎦
M M L
L
, so we can obtain the augmented 
system with different local model
( 1) ( ) ( ), 1,2i i i i ix t x t w t iΦ Γ+ = + =                                                                                                            (6)
( ) ( ) ( ), 1,2i i i iy t H x t v t i= + =                                                                                                                    (7)
( ) ( )i ix t G x t=                                                                                                                                         (8)
where 
( )
( )
( )i i
x t
x t
tα
⎡ ⎤= ⎢ ⎥⎣ ⎦
,
( )
( )
( )i i
w t
w t
tξ
⎡ ⎤= ⎢ ⎥⎣ ⎦
, ( ) ( ) ( )i i iv t t e tξ= + , [ ]0i nG I= , 00i iA
ΦΦ ⎡ ⎤= ⎢ ⎥⎣ ⎦
,
0
0i iC
ΓΓ ⎡ ⎤= ⎢ ⎥⎣ ⎦
,
0i i iH H H⎡ ⎤= ⎣ ⎦ . Therefore, the systems (1) ~ (3) with colored measurement noises are transformed into 
the systems (6) and (7) with related noises. We have 
0
[ ( ) ( )]
0
w
wi i i
i
Q
Q w t w t
Qξ
Τ ⎡ ⎤= Ε = ⎢ ⎥⎣ ⎦
,
0
[ ( ) ( )] ,
0 0
w
wij i j
Q
Q w t w t i jΤ
⎡ ⎤= Ε = ≠⎢ ⎥⎣ ⎦
                                                      (9)
[ ( ) ( )]vi i i i eiQ v t v t Q Qξ
Τ= Ε = + , [ ( ) ( )] [0]
i jij i j m m
R v t v tΤ ×= Ε =                                                                       (10)
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0
[ ( ) ( )]i i i
i
S w t v t
Qξ
Τ ⎡ ⎤= Ε = ⎢ ⎥⎣ ⎦
, ( )[ ( ) ( )] [0] i jij i j r m mS w t v t
Τ
+ ×= Ε =                                                                       (11)
The objectives are to find the local and CI fused steady-state Kalman smoothers ˆ ( | )ix t t N+  and 
ˆ ( | )CIx t t N+ , 0N >  and the  matrix weighting fused steady-state Kalman smoother ˆ ( | ), 0mx t t N N+ > .
Lemma 1[10]. For the two-sensor system (6) and (7), the local steady-state Kalman state predictor 
ˆ ( | 1)ix t t −  of the thi sensor is given by
ˆ ˆ( | 1) ( 1| 2) ( 1)i pi i pi ix t t x t t K y tΨ− = − − + −                                                                                             (12)
1, ( )( )pi i pi i pi i i i i i i i i viK H K H S H H QΨ Φ Φ ΓΤ Τ −= − = Σ + Σ +                                                                          (13)
where the predicting error variance iΣ satisfies the steady-state Riccati equation
1[ ] ] [ ]i i i i i i i i i i i i vi i i i i i i wi iH S H H Q H S QΦ Φ Φ Γ Φ Γ Γ ΓΤ Τ Τ − Τ Τ ΤΣ = Σ − Σ + [ Σ + Σ + +                                              (14)
The steady-state predicting error cross-covariance ijΣ satisfies the following Lyapunov equation
, , , 1,2ij pi ij pj pij i j i jΨ Ψ ΤΣ = Σ + Δ ≠ =                                                                                                        (15)
where pij i wij j pi ji j i ij pj pi ij pjQ K S S K K R KΓ Γ Γ ΓΤ Τ Τ Τ ΤΔ = − − + .
Lemma 2[10]. For the two-sensor system (6) and (7), the local steady-state Kalman state smoother 
ˆ ( | ), 0ix t t N N+ >  of the thi sensor is given by
0
ˆ ˆ( | ) ( | 1) ( ) ( ), 0
N
i i i i
k
x t t N x t t K k t k Nε
=
+ = − + + >∑                                                                                   (16)
where ˆ ( | 1)ix t t −  is obtained from (12), and 
ˆ( ) ( ) ( | 1)i i i it y t H x t tε = − − (17)
1( ) ( ) , 0, ,ki i pi i i i i viK k H H H Q k NΨ Τ Τ Τ −= Σ Σ + = L (18)
The steady-state smoothing error variance iP  and cross-covariance ijP  are given by 
1
0
( )( ) ( ), 0
N
i i i i vi i
k
P K k H H Q K k NΤ − Τ
=
= Σ − Σ + >∑                                                                                      (19)
0 0 0 0
( ) ( ) ( ) ( , ) ( ), 0
N N N N
r s
ij ij i pi ij ij pj j i ij j
r s r s
P K r H H K s K r E r s K s NΨ Ψ Τ Τ Τ Τ
= = = =
= Σ − Σ − Σ + >∑ ∑ ∑∑                                      (20)
where iΣ  and ijΣ  is obtained by (14) and (15). ( , ) [ ( ) ( )]ij i jE r s t r t sε ε Τ= Ε + +  is as following 
case 1  when min( , ) 0r s > ,
min( , )
( )
1
( , )
r s
wij ij jr s r k s k
ij i pi ij pj j i pi i pi pj j ij rs
k ji ij pj
Q S
r s H H H K H R
S R K
ΓΨ Ψ Ψ Γ Ψ δ
Τ
Τ Τ − Τ − Τ
Τ Τ
=
⎡ ⎤⎡ ⎤⎡ ⎤Ε = Σ + − +⎢ ⎥⎢ ⎥⎣ ⎦ −⎢ ⎥⎣ ⎦ ⎣ ⎦
∑                         (21)
case 2 when min( , ) 0r s = ,
(0,0)ij i ij j ijH H R
ΤΕ = Σ +                                                                                                                        (22)
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1( ,0) [ ]r rij i pi ij j i pi i ij pi ijr H H H S K RΨ Ψ ΓΤ −Ε = Σ + −                                                                                        (23)
( 1)(0, ) [ ]s sij i ij pj j ji j ij pj pj js H H S R K HΨ Γ ΨΤ Τ Τ Τ Τ Τ − ΤΕ = Σ + −                                                                                  (24)
In order to obtain the steady-state Kalman fusers, from (8), let 
ˆ ˆ( | ) ( | )i i ix t t N G x t t N+ = + , i i i iP G PGΤ= , ij i ij jP G P GΤ= , , 1, 2,i j i j= ≠                                                  (25)
So we can obtain the fusers of the original state ( )x t .
Lemma 3[6,10]. For the two-sensor system (6) and (7), the optimal fused Kalman smoother 
ˆ ( | ), 0mx t t N N+ >  weighted by matrices is given by 
2
1
ˆ ˆ( | ) ( | ), 0m i i
i
x t t N x t t N N
=
+ = Ω + >∑                                                                                                    (26)
where the optimal weighted matrices iΩ and fused error variance mP  are given by 
1 1 1
1 2[ , ] ( ) , 0m m me P e e P N
Τ − − Τ −Ω Ω = >                                                                                                         (27)
1 121 1
12 2
( ) , [ , ],
i im m m m m m
P P
P e P e e I I P
P P
Τ − − Τ
Τ
⎡ ⎤= = = ⎢ ⎥⎣ ⎦
                                                                                      (28)
3. The CI fused Kalman signal smoother 
For the two-sensor system (6), (7) and (8), when local steady-state smoothing error variance iP  is 
known, but the cross-covariance ijP  is unknown, the CI fused Kalman smoother ˆ ( | ), 0CIx t t N N+ >  is 
given by 
1 1
1 1 2 2ˆ ˆ ˆ( | ) [ ( | ) (1 ) ( | )], 0CI CIx t t N P P x t t N P x t t N Nω ω− −+ = + + − + >                                                           (29)
where CIP  is defined as 
1 1 1
1 2[ (1 ) ]CIP P Pω ω− − −= + −  (30) 
where [0,1]ω∈ and minimizes the performance index 
1 1
1 2
1
[0,1]
= min tr min tr{[ (1 ) ] }CIJ P P Pω ω
ω ω− − −
∈
= + −   (31) 
where the notation tr  denotes the trace of matrix. The optimal weighted coefficient ω  can be obtained by 
the gold section method or the Fabonacci method [11]. 
Defining CIP is the actual smoothing error variance matrix of CI fused Kalman smoother, when iP is
known, but ijP is unknown, the references [6,9] have proven that CIP  which is defined in (30) and (31) is 
an upper common bound of CIP , i.e.
CI CIP P≤                                                                                                                                              (32) 
From (30), we can obtain 1 11 2[ (1 ) ]CIP P P Iω ω− −+ − = , which yields
1 1
1 2( ) [ ( ) (1 ) ( )]CIx t P P x t P x tω ω− −= + −                                                                                                       (33) 
Subtracting (29) from (33), we can get the actual smoothing error
1 1
1 1 2 2( | ) [ ( | ) (1 ) ( | )], 0CI CIx t t N P P x t t N P x t t N Nω ω− −+ = + + − + >% % %                                                           (34) 
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The actual fused smoothing error variance [ ( | ) ( | )]CI CI CIP x t t N x t t N
Τ= Ε + +% % , where Ε denotes the 
mathematical expectation, Τ denotes the transpose. Substituting (46) into CIP yields
2 1 1 1 1 1 1 1 2 1
1 1 12 2 2 21 1 2[ (1 ) (1 ) (1 ) ]CI CI CIP P P P P P P P P P Pω ω ω ω ω ω− − − − − − − −= + − + − + −                                                (35) 
Notice that the actual iP and CIP can be obtained from (10), (11) and (21), which can be applied to 
compute the actual fused variance CIP .
4. The accuracy relation of CI fused smoother and matrix weighted fused smoother 
Theorem 1. The local and fused Kalman smoothing error variance and cross-covariance have the relation 
as following
m CIP P≤ , CI CIP P≤ , ,m iP P≤ tr tr tr tr , 1,2m CI CI iP P P P i≤ ≤ ≤ =                                                                   (36)
Proof. According to the unbiasedness of local estimators ˆ ( | ), 1,2ix t t N i+ = , the fused estimator 
ˆ ( | )mx t t N+  and ˆ ( | ), 0CIx t t N N+ >  are also unbiased. The linear minimum variance unbiased fused 
estimator weighted by matrices (27) has the property that its error variance matrix is less than or equal to 
any other linear unbiased estimation error variance matrix weighted by matrices, and (30) is a linear 
unbiased estimator weighted by matrices, so we have m iP P≤  and m CIP P≤ . References [8,9,10] have 
proven that CI CIP P≤ . According to (32), taking 0ω = , we have 2trJ P= , and taking 1ω = , we have 1trJ P= .
Hence the optimal weighting coefficient [0,1]ω∈  yields tr tr , 1,2CI iP P i≤ = . According to (36), 
tr tr , tr trm CI CI CIP P P P≤ ≤ , so (36) holds. The proof is completed. 
5. Simulation example 
Consider the two-sensor tracking system with colored measurement noises
( 1) ( ) ( )x t x t w tΦ Γ+ = +                                                                                                                        (37)
0( ) ( ) ( ) ( ), 1,2i i i iy t H x t t e t iη= + + =                                                                                                       (38) 
1 1( ) ( ) ( ) ( ), 1,2i i i iA q t C q t iη ξ− −= =                                                                                                           (39)
The problem is to obtain the local and fused smoother ˆ ( | ), 1,2, , , , , 1ix t t N i CI m s d N+ = = , and compare 
their accuracy relations. In simulation, we take 0 0.5T = , 0
1
0 1
TΦ = ⎡ ⎤⎢ ⎥⎣ ⎦
,
2
0
0
0.5T
T
⎡ ⎤Γ = ⎢ ⎥⎣ ⎦
,
[ ]01 02 1 01 0 , 0 1H H
⎡ ⎤= = ⎢ ⎥⎣ ⎦
, 11 1 0.6A q
−= + , 12 2
0.3 0.2
0 0.5
A I q−
⎡ ⎤= + ⎢ ⎥⎣ ⎦
, 11 1 0.5C q
−= + , 12 2
0.6 0
0 0.3
C I q−
⎡ ⎤= + ⎢ ⎥⎣ ⎦
,
4wQ = , 1 0.16Qξ = , 2 (0.25,0.81)Q diagξ = , 1 0.5eQ = , 2 (2,0.1)eQ diag= . Using gold section method, the CI 
fused weighting coefficient 0.31007ω = .
In order to give a geometric interpretation of the accuracy relations, the covariance ellipse for a 
variance matrix P is defined as the locus of points 1{ : }Tx x P x c− =  where c  is a constant. In the sequel, 
1c =  will be assumed without loss of generality. It was proved [6,9] that a bP P≤ is equivalent to that the 
ellipse for aP is enclosed in the ellipse for bP . The accuracy comparison by the covariance ellipses is shown 
in Fig 1. From the accuracy relations (36), the ellipse for mP is enclosed in the ellipses for , , 1,2CI iP P i = , the 
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ellipse for CIP is enclosed in the ellipse for CIP , and the ellipse for CIP  encloses the intersection of the 
ellipses for 1P  and 2P  [9].  
Define the mean square errors ( MSE ) at time t  as
( ) ( ) ( ) ( )
1
1
ˆ ˆMSE ( ) ( ( | ) ( )) ( ( | ) ( )), 300, 1,2, ,
M
j j j j
i i i
j
t x t t N x t x t t N x t M i CI m
M
Τ
=
= + − + − = =∑                            (40)
where ( )ˆ ( | )jix t t N+  and ( ) ( )jx t  denote the thj realization of ˆ ( | )ix t t N+  and ( )x t , respectively. According 
to the ergodicity of the sampled correlation function, it follows that
MSE ( ) tr , MSE ( ) tr , , , 1,2i i CI CIt P t P as M t i→ → →∞ →∞ =                                                                  (41) 
The results are shown in Fig 2. where the straight lines denote tr iP , 1,2, ,i CI m= , and tr CIP , the 
curves denote the corresponding MSE ( )i t , and the accuracy relation (36) holds. Since the curve of 
MSE ( )CI t  is close to the curve of MSE ( )m t , the actual accuracy of the CI fuser is close to that of the 
optimal fuser. 
Fig. 1. The covariance ellipses for , 1, 2, ,iP i CI m=  and CIP
6. Conclusion 
For the two-sensor system with colored measurement noises and with unknown cross-covariances, a CI 
fusion steady-state Kalman smoother is presented, which can avoid the computation of cross-covariances. 
It is proven that its accuracy is higher than that of each local smoother, and is a little lower than that of the 
optimal fuser weighted by matrices with known cross-covariances. The simulation results show that its 
accuracy is close to that of the optimal fuser weighted by matrices and diagonal matrices, so it has good 
performance.
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
mP
CIP
1P
2P
CIP
622  Peng Zhang et al. / Procedia Engineering 29 (2012) 616 – 622 Author name / Procedia Engineeri  00 (2011) 000–000 7
Acknowledgements 
       This work is supported by the Natural Science Foundation of China under grant NSFC-60874063, 
and Foundation of Automatic Control Key Laboratory of Heilongjiang University. 
0.35
0.45
0.55
0.65
0.75
0.85
0.95
20 40 60 80 100 120 140 160 180 200 220 240 260 280 300
MSE1 MSE2 MSEm MSECI
Fig. 2. The comparison of MSE ( )i t and tr ( 1, 2, , , , )iP i CI m s d= and tr CIP
References 
[1] Bar-Shalom Y, Li XR. Estimation with applications to tracking and navigation. Thiagalingam Kirubarajan, John Wiley & 
Sons  Inc;2001. 
[2] Li XR, Zhu YM, Wang JC, Han J. Unified optimal linear estimation fusion, Part I: Unified fusion rules. IEEE Trans. 
Information Theory 2003;49(9):2192-2208. 
[3] Sun SL, Deng ZL. Multi-sensor optimal information Kalman filter. Automatica.  2004;40:1017-1023 
[4] Deng ZL,Gao Y, Mao L, Hao G. New approach to information fusion steady-state Kalman filtering. Automatica
2005;41(10): 1695-1707. 
[5] Sun SL. Multi-sensor optimal information fusion Kalman filters with applications, Aerospace Science and Technology 2004; 
8: 57-62. 
[6] Julier SJ, Uhlman JK. Non-divergent estimation algorithm in the presence of unknown correlations. Proceedings of the IEEE 
American Control Conference, Albuquerque, NM, USA: 1997,  p. 2369—2373 
[7] Sun XJ, Gao Y, Deng ZL, Li  C, Wang JW. Multi-model information fusion Kalman filtering and white noise deconvolution. 
Information Fusion 2009; 11: 163-173. 
[8] Liggins ME, Hall DL, Llinas J. Handbook of Multisensor Data Fusion Theory and Practice, 2nd ed.CRC Press; 2009 
[9] Chen LJ, Arambel PO, Rago C, Mehra RK. Estimation under inknown correlation: Covariance intersection revisited. IEEE 
Trans. Automatic Control 2002; 47:1879-1882. 
[10] Deng ZL. Multisensor information fusion filtering theory with applications. Harbin: Harbin Institute of Technology Press; 
2007. 
[11] Yuan YX, Sun WY. Optimization Theory and Method. Beijing: Science Press;2003.
1trP
2trP
tr CIP
tr CIP
tr mP
