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Abstract. We investigate the structure of the Schro¨dinger algebra
and its representations in a Fock space realized in terms of canoni-
cal Appell systems. Generalized coherent states are used in the con-
struction of a Hilbert space of functions on which certain commuting
elements act as self-adjoint operators. This yields a probabilistic in-
terpretation of these operators as random variables. An interesting
feature is how the structure of the Lie algebra is reflected in the prob-
ability density function. A Leibniz function and orthogonal basis for
the Hilbert space is found. Then Appell systems connected with cer-
tain evolution equations, analogs of the classical heat equation, on this
algebra are computed.
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2
1 Introduction
The Schro¨dinger Lie algebra plays an important role in mathematical physics
and its applications (see, e.g., [1, 2, 3, 8, 10]). Using the technique of singular
vectors, a classification of the irreducible lowest weight representations of this
algebra is given in [5]. A main feature of the present paper is a classification
of the representations of the Schro¨dinger algebra in an alternative way based
on the semidirect product structure of the algebra.
We begin in §2 with some interpretations of the notion of ‘Appell systems’.
Section 3 contains basic details of our approach to representations of the
Schro¨dinger algebra. In particular, we show how it is built and determine
a standard form. Some group calculations are done using a matrix realiza-
tion of the algebra. In §4 we construct canonical Appell systems and find a
family of probability distributions associated to the Schro¨dinger algebra that
reflects its Lie algebraic structure. In particular, we see that the results of [5]
on polynomial representations based on lowest weight modules fit into our
picture. The details of the associated Hilbert space comprise §5. This starts
with computing the Leibniz function. We show how to recover the Lie alge-
bra from the Leibniz function and obtain an orthogonal basis for the Hilbert
space. In the final section, we show how to construct Appell systems which
provide solutions to generalized heat equations on the Schro¨dinger algebra,
corresponding to classical two-dimensional real Le´vy processes.
2 Appell systems: some interpretations
There are three interpretations of the notion of ‘Appell systems’:
1. Appell systems in the classical sense. These are considered below from
a more general viewpoint.
2. Canonical Appell systems associated to a Lie algebra. One uses the Lie
algebra to construct a Hilbert space with the Appell system as basis.
See §4.
3. General Appell systems on Lie groups. Here one uses the Lie algebra
and group structure as a ‘black box’ into which a classical stochastic
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process goes in and produces a ‘Lie response’ — typically a process
consisting of iterated stochastic integrals of the input process ([6, 7]).
In this paper, for simplicity, we restrict to the abelian case. Appell
systems provide solutions to evolution equations related to the input
stochastic process. See §6.
Now we shall expand on the first point of view.
Considering the differentiation operator D, we may think of the space of
polynomials of degree not exceeding n as the space of solutions, Zn, to the
equation Dn+1ψ = 0. In this context an Appell system is defined to be a
sequence of nonzero polynomials {ψ0, ψ1, . . . , ψn, . . .} satisfying:
1. ψn ∈ Zn, ∀n ≥ 0
2. Dψn = ψn−1, for n ≥ 1
(Note that this differs slightly from the usual definition, cf. [6], which has
Dψn = nψn−1.) By analogy, for any operator V , called the canonical lowering
operator, we define a V -Appell system as follows. Set
Zn = {ψ : V n+1ψ = 0 }
for n ≥ 0. Then the V -Appell space decomposition is the system of embed-
dings Z0 ⊂ Z1 ⊂ Z2 ⊂ . . ., and a V -Appell system is a sequence of nonzero
functions {ψ0, ψ1, . . . , ψn, . . .} satisfying:
1. ψn ∈ Zn, ∀n ≥ 0
2. V ψn = ψn−1, for n ≥ 1
Typically, one starts with a ‘standard Appell system’, such as ψn = x
n/n!,
for V = D. Then Appell systems are generated from the standard one via
time-evolution. To accomplish this for V -Appell systems, the symmetry al-
gebra of V comes into play.
If V is an operator acting on a space of smooth functions, we define its
unrestricted symmetry algebra to be the Lie algebra g(V ) of vector fields, X ,
such that there exists an operator Λ(X) in the center of g(V ) with
[X, V ] = Λ(X) V
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If in every case we require Λ to be multiplication by a scalar function, we shall
talk of the restricted symmetry algebra, as in [5]. If we consider only those
X for which Λ(X) = 0, we have the strict symmetry algebra g0(V ) ⊂ g(V ).
Clearly, V ∈ g0(V ). Also, it is clear that g0(V ) contains the center of g(V ).
Proposition 2.1 The strict symmetry algebra contains the derived algebra
of unrestricted symmetries: g′(V ) ⊂ g0(V ). That is, Y ∈ g′(V ) implies
[Y, V ] = 0.
Proof: Let [X1, V ] = Λ(X1) V and [X2, V ] = Λ(X2) V . Then, by the
Jacobi identity,
[[X1, X2], V ] = [X1,Λ(X2) V ] + [Λ(X1) V,X2]
= Λ(X2) [X1, V ] + Λ(X1)[V,X2]
= Λ(X2)Λ(X1) V − Λ(X1)Λ(X2) V = 0
using the property that the Λ operators are central.
The relevance for V -Appell systems is this.
Proposition 2.2 The unrestricted symmetry algebra g(V ) of an operator
V preserves the Appell space decomposition Z0 ⊂ Z1 ⊂ Z2 ⊂ . . ., that is,
XZn ⊂ Zn for every X ∈ g(V ).
Proof: Write [X, V ] = Λ(X) V in the form V X = (X − Λ(X))V . Fix
n ≥ 0 and let ψ ∈ Zn. Since Λ(X) commutes with V , we have V n+1Xψ =
(X − (n + 1)Λ(X))V n+1ψ = 0.
New Appell systems are generated from a given one by the adjoint action of
a group element generated by a ‘Hamiltonian’ — a function of elements of
the symmetry algebra. The structure of the spaces Zn is preserved, while
the Appell systems provide ‘polynomial solutions’ to the evolution equation
corresponding to the Hamiltonian. Indeed, if H is a function of operators
in g(V ), with Hψ0 = 0, then hn = exp(tH)ψn will be an Appell system.
For each n, the function hn satisfies ut = Hu, with u(0) = ψn. In the sim-
plest situation where H is a function of D and the initial Appell sequence
is ψn = x
n/n!, different choices of H yield many of the classically important
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sequences of polynomials (with perhaps minor variations).
In the paper [5], a hierarchy of solutions to S(p/2)ψ = 0 is developed for the
Schro¨dinger operator S. The representations discussed there can be viewed as
S-Appell systems in the above sense. These correspond to finite-dimensional
representations of sl(2) in the standard form of the Schro¨dinger algebra given
below.
3 Schro¨dinger algebra
Referring to [5] for details, recall that the (n = 1, centrally-extended) Schro¨dinger
algebra S1 is spanned by the following elements (commented by their physical
origins):
M mass
K special conformal transformation
G Galilei boost
D dilation (not differentiation!)
Px spatial translation
Pt time translation
which satisfy the following commutation relations, given here in the form of
a matrix with rows and columns labelled by the corresponding operators


M K G D Px Pt
M 0 0 0 0 0 0
K 0 0 0 −2K −G −D
G 0 0 0 −G −M −Px
D 0 2K G 0 −Px −2Pt
Px 0 G M Px 0 0
Pt 0 D Px 2Pt 0 0


Note that elements {M,G, Px} span a Heisenberg-Weyl subalgebra, while
{K,D, Pt} span an sl(2) subalgebra. This fact, that the Schro¨dinger algebra
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is a semidirect product
S1 ∼= H⊕s sl(2)
is the basis for analyzing the representations of the Schro¨dinger algebra. We
continue with the n = 1 case and indicate how the general case n > 1 goes at
the end of the discussion of the standard form, since the rotation generators,
Jij, do not appear in the case n = 1.
3.1 Structural decomposition for Fock calculus
In general, in order to construct representations, we first seek a generalized
Cartan decomposition of the Schro¨dinger algebra into a triple g = P ⊕K⊕L
where P and L are abelian subalgebras, and K is a subalgebra normalizing
both P and L. The main idea is that elements of P and L act as raising and
lowering operators, respectively. The possibility of finding a scalar product in
which each element of P has a corresponding adjoint in L is important, since
we wish to construct a family of selfadjoint operators that provide a fam-
ily of commuting quantum observables or classical random variables in the
probabilistic interpretation. In many cases, this family arises by conjugating
elements of P by a group element with a generator from L. This technique
may be viewed as an extension of the Cayley transform for symmetric spaces.
Notice that for this to work, the subalgebras P and L must be in one-to-one
correspondence — the Cartan involution in the theory of symmetric spaces.
The Schro¨dinger algebra g = S1 admits the following generalized Cartan
decomposition:
{m,K,G} ⊕ {D,Px} ⊕ {Pt} (1)
Note however that P and L cannot be put into 1-1 correspondence and there-
fore this is of no direct use for us.
We will use instead the following decomposition ( cf. [9, p. 31]):
{K,G}︸ ︷︷ ︸
P
⊕{M,D}︸ ︷︷ ︸
K
⊕{Pt, Px}︸ ︷︷ ︸
L
(2)
M acts here as a scalar m. We take R1 = K and R2 = G as raising operators.
Even though Px is not in “Cartan’s L”, as in equation (1), we use it as the
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lowering operator dual to G, so take L1 = Pt and L2 = Px.
Even though the decomposition (2) is not technically a Cartan decomposi-
tion, it will lead to interesting results for representations of the Schro¨dinger
algebra.
3.2 A matrix representation and group calculations
A 4-dimensional representation (see [4]) of the Schro¨dinger algebra (n = 1)
is given by embedding into su(4). Let X denote a typical element of the Lie
algebra. Set,
X = a1m+ a2K + a3G+ a4D+ a5Px+ a6Pt =


0 a5 a3 2a1
0 a4 a2 a3
0 −a6 −a4 −a5
0 0 0 0

 (3)
We will denote a typical group element according to the basis we have chosen
by
g(A1, A2, A3, A4, A5, A6) =
exp(A1m) exp(A2K) exp(A3G) exp(A4D) exp(A5Px) exp(A6Pt)
The variables {Ai} are coordinates of the second kind. The group element
corresponding to (3) is
g(A1, A2, A3, A4, A5, A6) = e
−A4 ·


eA4 A5e
A4 −A3A6 A3 2A1eA4 −A3A5
0 e2A4 − A2A6 A2 −A3eA4 − A2A5
0 −A6 1 −A5
0 0 0 eA4


From this we have
Proposition 3.1 Given in matrix form a group element g, we can recover
the second-kind coordinates (A1, . . . , A6) according to
A1 = −12
∣∣∣∣ g13 g14g33 g34
∣∣∣∣
g33
, A2 =
g23
g33
, A3 =
g13
g33
,
A4 = − log(g33), A5 = −g34
g33
, A6 = −g32
g33
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Referring to decomposition (2), we specialize variables, writing V1, V2, B1, B2
for A2, A3, A6, A5 respectively. Basic for our analysis is the partial group law:
eB1Pt+B2Px eV1K+V2G = ?
We will get the required results using the matrix representation noted above.
The general elements of P and L are:
B1Pt +B2Px =


0 B2 0 0
0 0 0 0
0 −B1 0 −B2
0 0 0 0


V1K + V2G =


0 0 V2 0
0 0 V1 V2
0 0 0 0
0 0 0 0


As the square of each of these matrices is zero, the exponential of each reduces
to simply adding the identity. We find the matrix product
eB1Pt+B2Px eV1K+V2G =


1 B2 V2 + B2 V1 B2 V2
0 1 V1 V2
0 −B1 1− B1 V1 −B1 V2 − B2
0 0 0 1


Applying Proposition 3.1 to the matrix found above yields
Proposition 3.2 In coordinates of the second kind, we have the Leibniz for-
mula,
g(0, 0, 0, 0, B2, B1) g(0, V1, V2, 0, 0, 0) =
g
(
1
2
B1 V2
2 + 2B2 V2 +B2
2V1
1− B1 V1 ,
V1
1− B1 V1 ,
V2 +B2 V1
1−B1 V1 ,
− log(1−B1 V1), B1 V2 +B2
1−B1 V1 ,
B1
1− B1 V1
)
In general, a Leibniz formula is the group law for commuting the L opera-
tors past the R’s, in analogy to the classical formula of Leibniz for derivatives.
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3.3 Standard form of the Schro¨dinger algebra
Now we show the internal structure of the Schro¨dinger algebra (n = 1).
Remark 3.3 Note that we work in enveloping algebras throughout, so our
calculations are based on relations in an associative algebra. In particular,
we often use
[A,BC] = [A,B]C +B[A,C] and [A,B2] = [A,B]B +B[A,B] (4)
Definition 3.4 Denote the basis for a standard Heisenberg-Weyl (HW) al-
gebra, H = span {P,X,H}, satisfying
[P,X ] = H, [P,H ] = [X,H ] = 0
A representation of HW-algebra such that H acts as the scalar m times the
identity operator will be denoted as m-HW algebra.
Definition 3.5 Denote the basis for a standard sl(2) algebra, K, by {L,R, ρ},
satisfying
[L,R] = ρ, [ρ, R] = 2R, [L, ρ] = 2L
We write K: = {L,R, ρ}.
The following Lemma is well-known. It follows readily from the equations in
remark 3.3 (also see calculations below).
Lemma 3.6 Given an m-HW algebra, setting
L =
1
2m
P 2, ρ =
1
m
XP +
1
2
, R =
1
2m
X2
yields a standard sl(2) algebra.
Now for our first main observation, which follows immediately from the com-
mutation rules for the Schro¨dinger algebra.
Theorem 3.7 (HW form of the Schro¨dinger algebra) Given an m-HW al-
gebra, setting
m = H, K =
1
2m
X2, G = X,D =
1
m
XP +
1
2
, Px = P, Pt =
1
2m
P 2
yields a representation of S.
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And the main theorem, which gives the standard form.
Theorem 3.8 (Standard form of the Schro¨dinger algebra) Any represen-
tation of the Schro¨dinger algebra S = span {m,K,G,D, Px, Pt} contains a
standard sl(2) algebra K0 = span {L0, R0, ρ0} such that, with the m-HW al-
gebra H = span {Px, G,m} from the given representation of S, the sl(2)
subalgebra is of the form
K = R0 +
1
2m
G2, D = ρ0 +
1
m
GPx +
1
2
, Pt = L0 +
1
2m
P 2x
where K0 commutes with H.
Conversely, given any m-HW representation, use it for H := {Px, G,m}.
Now take any sl(2) algebra commuting with H, and form the direct product
with the standard sl(2) algebra constructed from H by the Lemma. Then this
yields a representation of S.
Proof: The converse is clear by construction and our previous observations.
What must be checked is that given a representation of S, setting
R0 = K − 1
2m
G2, ρ0 = D −
(
1
m
GPx +
1
2
)
, L0 = Pt − 1
2m
P 2x
yields an sl(2) algebra that commutes with H. From equation (4), we have
[L0, G] = [Pt, G]− 1
2m
[P 2x , G] = Px − Px = 0
and similar relations for R0 and ρ0 show that K0 commutes with H. Now,
using remark 3.3, we note these relations
[P 2x , K] = PxG+GPx = 2GPx +m
[GPx, K] = 0 · Px +G ·G = G2
[Pt, GPx] = P
2
x
Thus, using the fact that [K0,H] = 0, we have
[L0, R0] = [L0, K − 1
2m
G2]
= [Pt − 1
2m
P 2x , K] + [L0,−
1
2m
G2]
= D − 1
m
GPx− 1
2
= ρ0
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while
[ρ0, R0] = [ρ0, K − 1
2m
G2] = [ρ0, K]
= [D,K]− 1
m
[GPx, K]
= 2K − 1
m
G2 = 2R0
and
[L0, ρ0] = [Pt − 1
2m
P 2x , ρ0]
= [Pt, D]− [Pt, 1
m
GPx]
= 2Pt − 1
m
P 2x = 2L0
which completes the proof.
Remark 3.9 The theorem, extended to include rotations, holds also for n >
1, where we use K0 spanned by
L0 =
1
2m
∑
i
P 2i , R0 =
1
2m
∑
i
G2i , ρ0 =
1
m
∑
i
GiPi +
n
2
and for the rotations,
J0,ij = Jij − 1
m
(GiPj −GjPi)
with the J0 rotations commuting with H.
As an application of Theorem 3.7, consider the special realization, with scalar
M = m and x denoting multiplication by the variable x,
G = mx, Px =
d
dx
, Pt =
1
2m
d2
dx2
, K =
mx2
2
, D = x
d
dx
+
1
2
(5)
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In this realization, acting on the function identically equal to 1, we have
Pt1 = Px1 = 0, and D1 = 1/2. Applying a group element to the function 1,
we find
g(A1, A2, A3, A4, A5, A6) 1 = exp
(
A1m+ A2
mx2
2
+ A3mx+ A4/2
)
Clearly, f(x)1 can be identified with the function f(x) itself. Now apply the
Leibniz formula, Proposition 3.2, to find
Corollary 3.10 The differential realization of the Schro¨dinger algebra S1
has the following “partial group law”
exp
(
B1
2m
d2
dx2
+B2
d
dx
)
exp
(
V1
mx2
2
+ V2mx
)
= exp
(
V1
1−B1V1
mx2
2
+
V1B2 + V2
1− B1V1 mx
)
× (1− B1V1)−1/2 exp
(
m
2
B1 V2
2 + 2B2 V2 +B2
2V1
1− B1 V1
)
4 Canonical Appell systems for the Schro¨dinger
algebra
Now to construct the representation space and basis — the canonical Appell
system. To start, define a vacuum state Ω such that, for constants m and c,
KΩ = KΩ GΩ = GΩ
PtΩ = 0 PxΩ = 0
MΩ = mΩ DΩ = cΩ
Notation The standard form (cf. Theorem 3.8) gives D = ρ0+(1/m)GPx+
1/2, which shows that ρ0Ω = (c− 1/2)Ω. Hence in the following we denote
c− 1/2 by c˙.
The (commuting) elements K and G of P can be used to form basis elements
|jk〉 = KjGkΩ , j, k ≥ 0
of a Fock space F = span { |jk〉} on which K and G act as raising operators,
while Pt and Px act as lowering operators.
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4.1 Adjoint operators and Appell systems
The goal is to find an abelian subalgebra spanned by some selfadjoint op-
erators acting on the representation space just constructed. Such a two-
dimensional subalgebra can be obtained by an appropriate “turn” of the
plane P in the Lie algebra, namely via the adjoint action of the group ele-
ment formed by exponentiating Pt. The resulting plane, Pβ say, is abelian
and is spanned by
X1 = e
βPtKe−βPt = exp(adβPt)K = K + βD + β
2Pt
X2 = e
βPtGe−βPt = G+ βPx (6)
Next we determine our canonical Appell systems. We want to compute
exp(z1X1 + z2X2)Ω. Setting V1 = z1, V2 = z2, B1 = β, and B2 = 0 in
Proposition 3.2 yields
ez1X1ez2X2Ω = eβPtez1Kez2Ge−βPtΩ = eβPtez1Kez2GΩ
= exp(
z1K
1− βz1 ) exp(
z2G
1− βz1 )(1− βz1)
−c exp
(m
2
βz22
1− βz1
)
Ω (7)
To get the generating function for the basis |jk〉, set in equation (7)
v1 =
z1
1− βz1 , v2 =
z2
1− βz1 (8)
Substituting throughout, we have
Proposition 4.1 The generating function for the canonical Appell system,
{|jk〉 = KjGkΩ} is
ev1Kev2GΩ =
exp(x1
v1
1 + βv1
) exp(x2
v2
1 + βv1
)(1 + βv1)
−c exp
(
− mβ
2
v22
1 + βv1
)
where we identify X1Ω = x1 ·1 and X2Ω = x2 ·1 in the realization as functions
of x1, x2.
With v2 = 0, we recognize the generating function for the Laguerre polynomi-
als, while v1 = 0 reduces to the generating function for Hermite polynomials.
This corresponds to the results of Section 4 of [5].
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From the exponentials exp(ziXi), equation (7), we identify as operators z1 =
∂/∂x1 and z2 = ∂/∂x2. Using script notation for the vi as operators, relations
(8) take the form
V1 =
(
1− β ∂
∂x1
)−1
∂
∂x1
V2 =
(
1− β ∂
∂x2
)−1
∂
∂x2
To act on polynomials, expand (1− β ∂/∂xi)−1 in geometric series
(1− β ∂/∂xi)−1 =
∑
n≥0
βn
(
∂
∂xi
)n
So we have both a V1-Appell system and a V2-Appell system as in Section 2.
The Appell space decompositions are, for V1 and V2,
Z(1)n = |polyn(K) poly (G) Ω 〉
Z(2)n = | polyn(G) poly (K) Ω 〉
respectively, where poly(·), resp. polyn(·), denote arbitrary polynomials in
the indicated variable, resp. of degree a most n in the variable. Now sym-
metries are generated by functions of ∂/∂x1 and ∂/∂x2. We will see explicit
examples in Section 6.
4.2 Probability distributions
Now we shall consider some probabilistic observations. We introduce an in-
ner product such that K∗ = β2Pt and G
∗ = βPx. The Xi, which are formally
symmetric, extend to self-adjoint operators on appropriate domains.
Expectation values are taken in the state Ω, i.e., for any operator Q,
〈Q〉Ω = 〈Ω, QΩ〉
where the normalization 〈Ω,Ω〉 = 1 is understood.
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From PtΩ = PxΩ = 0 follows that 〈Pt〉Ω = 〈Px〉Ω = 0 and moving K and
G across in the inner product, that 〈K〉Ω = 〈G〉Ω = 0 as well. Going back
to equation (7), take the inner product on the left with Ω. The exponential
factors in K and G average to 1, yielding
〈ez1X1ez2X2〉Ω = (1− βz1)−c exp
(m
2
βz22
1− βz1
)
This result has an interesting probabilistic interpretation for positive values
of β and c. Observe that the marginal distribution of X1 (i.e., for z2 = 0)
is gamma distribution, while the marginal distribution of X2 (now z1 = 0)
is Gaussian. Note, however, that these are not independent random variables.
To recover the joint distribution of X1, X2, let us first recall some probability
integrals (Fourier transforms):
∫ ∞
−∞
eiξye−λyyt−1λt θ(y) dy/Γ(t) = (1− iξ/λ)−t, for t > 0∫ ∞
−∞
e−iηue−u
2/(2v) du =
√
2piv e−η
2v/2, for v > 0
where θ(x) denotes the usual Heaviside function, θ(x) = 1 if x ≥ 0, zero
otherwise. Replacing z1, z2 by iz1, iz2 respectively and taking inverse Fourier
transforms, we have
Proposition 4.2 The joint density p(x1, x2) of the random variables X1, X2
is given by
p(x1, x2) = e
−x1/β
(
x1 − x
2
2
2m
)c˙−1
β−c˙ θ
(
x1 − x
2
2
2m
)
dx1 dx2
Γ(c˙)
√
2pimβ
for c, β > 0, where c˙ = c− 1/2.
In the first factor, writing x1 = x1 − x22/(2m) + x22/(2m) shows where the
Gaussian factor comes in. The result says that the marginal distribution
of X2 is Gaussian with mean 0 and variance 2mβ. Conditional on X2, X1
is gamma with parameters 1/β and c − 1/2 taking values in the interval
(x22/(2m),∞). In the special case c = 1/2, i.e., c˙ = 0, the gamma density
collapses to a delta function: δ(x1 − x22/(2m)).
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5 Leibniz function and orthogonal basis
Once the Leibniz formula for our Lie algebra S1 is known (Proposition 3.2),
we can proceed to define coherent states, find the Leibniz function — inner
product of coherent states — and show that we have a Hilbert space with
self-adjoint commuting operators X1 = Pt +D +K and X2 = G+ Px (here
the β in equations (6) is set equal to 1). We recover the raising and lowering
operators as elements of the Lie algebra acting on the Hilbert space with
basis consisting of the canonical Appell system.
The two-parameter family of coherent states is defined as
ψV = ψV1,V2 = e
V1KeV2GΩ
Using Proposition 3.2, we see
Proposition 5.1 With K∗ = Pt and G
∗ = Px, the Leibniz function is
ΥBV = (1−B1V1)−c exp
(m
2
B1V
2
2 + 2B2V2 +B
2
2V1
1−B1V1
)
Proof: Use Proposition 3.2 in the relation
ΥBV = 〈ψB, ψV 〉 = 〈Ω, eB2PxeB1Pt eV1KeV2GΩ〉
Note that the Leibniz function is symmetric in B and V , which is equiva-
lent to the inner product being symmetric, and thus the Hilbert space being
well-defined.
It is remarkable that the Lie algebra can be reconstructed from the Leibniz
function ΥBV . The idea is that differentiation ΥBV with respect to V1 brings
down K acting on ψV , while differentiation with respect to B1 brings down
a K acting on ψB which moves across the inner product as Pt acting on ψV .
Similarly for G and Px. We thus introduce canonical bosons, creation opera-
torsRi, and annihilation (velocity) operators Vi, satisfying [Vi,Rj] = δij. We
thus identify K = R1, G = R2. Note, however, that V1 is not the adjoint of
R1, nor V2 that of R2. In fact, our goal is to determine the boson realization
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of Pt and Px, the respective adjoints.
Here is a method to find the boson realization. First, one determines the
partial differential equations for Υ = ΥBV :
∂Υ
∂B1
= V 21
∂Υ
∂V1
+ V1V2
∂Υ
∂V2
+ cV1Υ +
m
2
V 22 Υ
∂Υ
∂B2
= V1
∂Υ
∂V2
+mV2Υ
Then, one interprets each multiplication by Vi as the operator Vi and each
differentiation by Vi as the operator Ri. This gives the following action of
the operators Px and Pt on polynomial functions of K and G:
Px = mV2 +R2V1 , Pt = cV1 +R1V21 + m2 V22 +R2V1V2
This means that Px acts on |jk〉 = Rj1Rk2|00〉 as follows
Px|jk〉 = mk|j, k − 1〉+ j|j − 1, k + 1〉
and Pt does similarly. The element D is recovered via
D = [Pt, K] = [cV1 +R1V21 + m2 V22 +R2V1V2,R1] = c+ 2R1V1 +R2V2
Summarizing, we have
Theorem 5.2 The representation of the Schro¨dinger algebra on the Fock
space F with basis |jk〉 = KjGkΩ is given by
K = R1
G = R2
Px = mV2 +R2V1
Pt = cV1 +R1V21 + m2 V22 +R2V1V2
D = c+ 2R1V1 +R2V2
M = m
Corollary 5.3 In the above representation, the Schro¨dinger operator S =
Pt − P 2x/(2m) is represented by
S = c˙V1 +RoV21
where we define R0 = R1 −R22/(2m), cf. Theorem 3.8.
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A very important feature of the Leibniz function ΥBV is that it is the gen-
erating function for the inner products of the elements of the basis. Indeed,
expanding the exponentials defining the coherent states yields
ΥBV =
∑
j,k,j′,k′
〈jk|j′k′〉B
j
1B
k
2V
j′
1 V
k′
2
j!k!j′!k′!
For an orthogonal basis, a necessary and sufficient condition is that this must
be a function only of the pair products B1V1 and B2V2. We proceed to find
an orthogonal basis.
Lemma 5.4 The Leibniz function can be expressed as
ΥBV = (1−B1V1)−c˙ exp
(
B1
2m
∂2
∂B22
+
V1
2m
∂2
∂V 22
)
emB2V2
with c˙ = c− 1/2.
Proof: In the formulation of Corollary 3.10 first set B2 = 0. Then use the
special realization as in equation (5) with x = B2. As in Corollary 3.10
exp
(
B1
2m
d2
dB22
)
exp
(
V1
mB22
2
+ V2mB2
)
= exp
(
V1
1−B1V1
mB22
2
+
V2
1− B1V1 mB2
)
× (1− B1V1)−1/2 exp
(
m
2
B1 V
2
2
1− B1 V1
)
which combines to yield ΥBV up to the factor (1 − B1V1)−c˙. Now observe
that
emB2V2+(m/2)V1B
2
2 = exp
(
V1
2m
∂2
∂V 22
)
emB2V2
where on exp(mB2V2), ∂/∂V2 acts simply as multiplication by mB2. Com-
bining with the above observations yields the result.
Now for the main result (expressed in terms of R0 = K − G2/(2m), see
Corollary 5.3)
19
Theorem 5.5 The set |ab〉 = Ra0GbΩ, a, b ≥ 0, forms an orthogonal basis
with squared norms equal
〈ab|ab〉 = (c˙)a a!b!mb
where (c˙)a = c˙(c˙+ 1) · · · (c˙+ a− 1).
Proof: From Lemma 5.4,
(1−B1V1)−c˙ emB2V2
= exp
(
−B1
2m
∂2
∂B22
− V1
2m
∂2
∂V 22
)
〈eB1K+B2GΩ, eV1K+V2GΩ〉
= 〈eB1(K−G2/(2m))+B2G)Ω, eV1(K−G2/(2m))+V2GΩ〉
= 〈eB1R0+B2GΩ, eV1R0+V2GΩ〉
Now we have the generating function for the inner products 〈ab|a′b′〉 depend-
ing only on the pair products B1V1, B2V2. Hence orthogonality. Expanding
the left-hand side of the equation yields the squared norms.
Similarly, we have for the canonical Appell system,
Proposition 5.6 Let X0 = X1 −X22/(2m), with the identification
X0Ω = x0 · 1. Then
ev0R0ev2GΩ = exp(x0
v0
1 + βv0
)(1 + βv0)
−c˙ exp(x2v2 − βmv22/2)
Proof: First substitute v0 for v1 in Proposition 4.1. And observe that
ev0R0ev2GΩ = exp
(
− v0
2m
∂2
∂v22
)
ev0Kev2GΩ
Now use the special realization, equation (5), taking x = v2 in Corollary 3.10,
with
B1 = −v0, B2 = 0, V1 = − β
1 + βv0
, V2 =
x2/m
1 + βv0
After substituting accordingly and simplifying, one finds the stated result.
Note that now the system decouples into Laguerre polynomials in the vari-
able x0 and Hermite polynomials in the variable x2.
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6 Evolution equations and Appell systems
We shall now consider evolutions on the 2-dimensional space M spanned by
G and R0 in terms of scalar functions u on M parametrized by time τ . Note
that polynomial functions on M can be interpreted as vectors of the Fock
space F = span { |jk〉 = KjGkΩ } of the representation of the Schro¨dinger
algebra. The evolution equation is
uτ = Hu (9)
where the subscript τ denotes differentiation over the time parameter. For
generators of evolutions, we shall consider operator functions H = H(Pt, Px).
In order to have an operator calculus, the function H is chosen so that
H(∂/∂x1, ∂/∂x2) generates a Le´vy process onR
2, with its associated convolu-
tion semigroup of probability measures providing the fundamental solution to
the evolution equation (9). Taking such a process w(τ) = (w1(τ), w2(τ)) with
generatorH , consider the action of the group element exp(w1(τ)Px+w2(τ)Pt)
as an operator on functions of K and G. Then the (partial) group law yields
the solution to the evolution equation uτ = Hu with elements of the ba-
sis |jk〉 = KjGkΩ as initial functions. These are Appell systems on the
Schro¨dinger algebra. In this case, since the elements Px and Pt commute,
the process considered on the group is essentially the same as that in Eu-
clidean space, and we have an operator calculus for the operators Pt and Px
via the generator of the process H .
As we have seen in the previous section, it is convenient to use R0 instead
of K, so we will take as initial functions |ab〉 = Ra0GbΩ. A special case of
Proposition 3.2, with B2 = V2 = 0 gives the Leibniz formula for sl(2), namely
ew1L0ev0R0 = exp
(
v0
1− v0w1 R0
)
(1− v0w1)−ρ0 exp
(
w1
1− v0w1 L0
)
Similarly, taking in the same formula B1 = V1 = 0, yields the Leibniz formula
for the HW-algebra, which we want in the form
exp(w2Px) exp(v2G) = exp(mw2v2) exp(v2G) exp(w2Px)
Thus,
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Proposition 6.1 The abelian subgroup generated by Pt and Px on the basis
|ab〉 has generating function
ew1Pt+w2Pxev0R0+v2GΩ =
exp
(
v0
1− v0w1 R0
)
(1− v0w1)−c˙ exp
(
v2(G+mw2) +mw1v
2
2/2
)
Proof: First, use the fact that Px commutes with R0 together with the
Leibniz formula for the HW-algebra to yield
ew1Ptev0R0ev2Gemw2v2Ω
Now write, using the standard form, Theorem 3.8, L = L0 + L1, with L1 =
P 2x/(2m). Since L1 commutes with R0, we have
ew1L0ev0R0ew1L1ev2Gemw2v2Ω
We can reconstitute L1 as Pt since L0 commutes with G, and use Proposition
3.2, or, equivalently, think of Px as acting formally like m
d
dG
. In any case,
we arrive at
ew1L0ev0R0ew1L1ev2Gemw2v2+mw1v
2
2
/2Ω
Now use the Leibniz formula for sl(2) mentioned above, and since the ρ0 and
L0 commute with G, and ρ0Ω = c˙Ω, the stated result follows.
Finally, the solution to the evolution equation uτ = Hu is found by averaging
over w1 and w2, i.e., the angle brackets on the right-hand side denoting
expected value,
eτ H(Pt,Px) |ab〉 = 〈exp
(
v0
1− v0w1 R0
)
(1−v0w1)−c˙ exp
(
v2(G+mw2) +mw1v
2
2/2
)
〉
Expanding in v0, v2 and evaluating moments of the process yields the corre-
sponding Appell systems.
For w1, w2 independent Gaussians with mean zero and variance τ , we have
H(Pt, Px) =
1
2
(P 2t + P
2
x ), with uτ = Hu a natural extension of the classical
heat equation.
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