We show that the discrete lacunary spherical maximal function is bounded on l p (Z d ) for all p > d+1 d−1 . Our range is new in dimension 4, where it appears that little was previously known for general lacunary radii. Our technique, using the Kloosterman refinement, also allows us to recover the range of l p improving estimates in all dimensions d ≥ 4. Though our range does not improve on the current known l p bounds for dimensions six and higher, our proof allows us to get estimates for the main term of the multiplier decomposition that match the conjectured overall sharp bounds.
Introduction and main results
The full range of l p bounds for lacunary spherical maximal functions are still unknown in the discrete setting. In this article we use refined number theoretic analysis and a different analytic argument to give a short proof that improves the known bounds significantly in dimension 4. Additionally our technique shows that the main term in the multiplier decomposition (described below) is bounded on the expected sharp range for all dimensions.
We begin with a few definitions of our objects of study. The discrete spherical averages are defined as
where m, n ∈ Z d , (|m| 2 is shorthand for m 2 1 + · · · m 2 d ) and N(λ) = #{m ∈ Z d : |m| 2 = λ} is the number of lattice points on the sphere of radius λ 1/2 in R d , which is λ d/2−1 by the Hardy-Littlewood asymptotic for all d ≥ 5. Moreover, by work of Kloosterman [13] this also holds for d = 4 as long as λ ∈ N \ 4N.
This can be thought of as a convolution operator with the measure
We call a set of radii lacunary if λ j+1 > 2λ j for all j and define the discrete lacunary spherical maximal operator by
This object was first studied in the continuous case when C. Calderón proved L p (R d ) boundedness for all p > 1 [2] . The fine analysis of the L 1 endpoint is still an open question, see [3] for the current best result and some history on this subject. In the discrete world, even less is known. Originally, it was thought that this operator was also bounded on l p (Z d ) for all p > 1. However, a counterexample of Zienkiewicz (see [4] for a description and an extension) shows that actually this operator is unbounded for all 1 < p ≤ d d−1 , d ≥ 5. Therefore finding the exact range of boundedness became a more interesting question. Kevin Hughes showed bounds for a restricted sequence of lacunary radii in [10] for all d ≥ 4. Recently Kesler-Lacey-Mena showed l p bounds for any lacunary sequence for all p > d−2 d−3 , d ≥ 5 [12] (see also the related work [4] ). Here we show l p bounds for all p > d+1 d−1 . Though this does not improve Kesler-Lacey-Mena's range for dimensions six and higher, our techniques allow us to firstly provide both a shorter proof (in all dimensions) that also gives the first bounds for general lacunary sequences in d = 4 and secondly to provide l p (Z d ) estimates for the main term of the multiplier decomposition that match the overall conjectured sharp bound of p > d d−1 . We will take advantage of a decomposition of the Fourier multiplier involving Kloosterman sums from analytic number theory. Define Ψ(ξ) be a smooth bump function supported on max j |ξ j | ≤ 1/4 and equal to 1 on max j |ξ j | ≤ 1/8 and let N 2 = Λ. Our multiplier has the following decomposition for d ≥ 5 or d = 4, λ ∈ N\4N, essentially due to Magyar [14] (based on work of Magyar-Stein-Wainger [16] ).
where K(λ, q, l) is the exponential sum
dσ λ is the Fourier transform of the continuous surface measure on the sphere of radius λ 1/2 and the error terms satisfy the decay property
The idea is that our multiplier splits into a main term involving both arithmetic behaviour (from Kloosterman sums) and analytic behaviour (continuous Fourier transform of spherical measure) and an error term, arising from the circle method decomposition. For more information see [14] . Note that we abuse notation by relabeling our multiplier σ = A. This is for notational flexibility as well as to avoid confusion in using both σ to represent the continuous and discrete spherical surface measures. We also emphasize the different normalization used here and in [12] .
We will prove the following main theorem:
An interesting feature of our argument is that it allow us to establish bounds for the main term in the approximation formula which match the optimal range as discussed above. . This provides more evidence that the discrete lacunary spherical maximal function is bounded on the predicted sharp range p > d d−1 . Optimal estimates for the main term are often the best that one can hope for without resolving deep problems in analytic number theory. This appears to be the case with this problem as well, both in degree 2, our case of study, and in higher degrees k > 2. We comment briefly about the difficulty of extending this work to degree k in the next section; for related work that discusses the difficulty of these improvements in relationship to unsolved problems in analytic number theory see [1] .
Besides using the Kloosterman refinement to get better bounds, we also use a simpler argument that circumvents having to split the operator up into more pieces than present in the above approximation formula. Our argument only uses an l 2 bound coming from the Kloosterman refinement and the trivial l 1 bound to interpolate.
Taking advantage of our technique we are also able to give a short proof of the l p -improving property of the average operator A λ ; this is the content of our next result. Then
This was known to be true for p > d+1 d−1 , it was independently established by Hughes [9] and Kesler-Lacey [11] . These types of l p -improving inequalities are a newer object of study in the discrete setting and the precise decay obtained in them provides information for a variety of applications which are just beginning to be explored; for example, see [6] for information about polynomial sequences and [1] , [7] for information about primes. This paper is organized as follows: Section 2 contains the proof of our main result Theorem 1.2, and Section 3 concerns our l p -improving result Theorem 1.4.
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Proof of Theorem 1.2
We will use several facts. First we have the Kloosterman estimate Lemma 2.1. We have that
Proof. Define ρ(q, λ) = (q 1 , λ)2 r where q = q 1 2 r with q 1 odd. From equation (1.13) in [14] we have that sup l |K(λ, q, l)| ǫ q − d 2 + 1 2 +ǫ ρ(q, λ) 1/2 . (see also [11] ). We also have the estimate
for any β ∈ R and all ε > 0 from equation (1.14) in [14] . Combining these two with β = 1−d 2 + ε we get the desired estimate.
We briefly explain how to get (1.1) from the estimate (1.9) in [14] , which asserts that (with our normalization)
and the result follows from this. See also Lemma 2.9 in [11] .
Remark 2.2. Note that this error term comes from the Kloosterman refinement method, which allows one to simultaneously get a better error term that in [16] and also to include the case d = 4 (see also [10] ).
It is important to highlight the fact that the sums K(λ, q, l) are Kloosterman sums in degree 2, and although by a change of variable we can still get Kloosterman-like behavior in higher degrees, taking advantage of this seems to be a very difficult question in analytic number theory. Specifically, in degree 2 one can complete the square to take advantage of the extra oscillation present in the character e(aλ/q), which does not work in higher degrees. Hence we focus on the degree 2 case.
We also have the standard stationary phase estimate for the Fourier transform of the continuous surface measure:
Recall that in the decomposition in Theorem 1.1, for each ξ, only one l gives a nonzero contribution to the main term. Therefore
Since the l 2 → l 2 bounds for the error term are worse than for the main term, we have overall that
(2.5) recalling the notation N 2 = Λ. We also have the following bound
Proof. This arises from the basic estimate
We now interpolate (2.5) and Lemma 2.3 to get
and since the λ j are dyadically separated, this means that
when the exponent on N is negative (that is, when there is decay for the dyadic range maximal function 
which gives l p bounds for this main term for all p > d d−1 , the conjectured sharp range for the entire operator M lac .
3. l p -improving -Proof of Theorem 1.4
We use similar symbols and strategy as [11] , which involves a restricted weak-type interpolation argument. Our proof proceeds as follows: For f = 1 F where F ⊂ E = [0, λ 1/2 ] d ∩ Z d for any ǫ > 0 and α ∈ N we can write
(3.7) It is enough to take M 1 = A λ f if λ ≤ α 2 , in that case the inequality (3.6) trivially holds. On the other hand we take M 2 = A λ f if λ > α 2 , in this case the inequality (3.7) follows from (2.5).
From this we can obtain the desired result optimizing over α. In fact, for g = 1 G where G ⊂ [0, λ 1/2 ] d we would have
Then the best α is given by
Then, we can choose g := 1 G δ where G δ = {x ∈ E; A λ f (x) > δ} to obtain (up to ǫ loss)
Interpolating this weak type inequality with the trivial bound for p = 2 we obtain the desired result.
