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An Overview Investigation of Personalized Advertising to Improve the 
Privacy of the General User 
 
Carl Marc Adams 
 
Abstract 
This research paper is to introduce the issues of privacy behind the campaigns of 
targeted and personalized advertising. Discoveries of the underlying problems will 
be made from a literature review. Methodologies and concepts of current 
personalised advertising campaigns will be identified and examined in order create 
a solution. The closing section of this paper concludes that businesses should take 
on the actions mentioned in order for everyone involved to benefit fairly from 
personalised advertising.  
 
 
1 Introduction 
As technology improves, many more new forms 
of personalised advertising are being used. 
While all tracking data of the general user, this 
is not always done correctly across these 
different forms. They are all based on tracking 
the behavior and actions of the user, especially 
while on the web. It is clear that our knowledge 
in data collection can be improved as 
commonly, the privacy of the user is invaded as 
the data is excessively collected. “After talking 
to his daughter the man discovered she was 
pregnant. Target had used sophisticated 
predictive analytics to determine that her 
previous buying patterns and behavior had 
indicated high probability of expecting a baby” 
(Greengard S. 2012). A father found out that his 
daughter was pregnant because of the personal 
advertising that she had been receiving from 
Target store; this is a prime example of privacy 
being invaded, for the daughter in this case. 
Another example, age, gender and income data 
are also often gathered “Nevertheless, they also 
are highly personal and potentially sensitive 
attributes that a consumer might not wish to 
share.” (William E et al. 2006). 
 
So from the examples mentioned, it is clear that 
knowledge in privacy is lacking within the topic 
of personal advertising. Not accurately 
analyzing the data collected can keep these 
types of events occurring for the general user. 
However research has already been done on 
attempting to solve these problems. These 
consist of new methodologies to protect user’s 
data. “The capability of the technology to 
identify the personal characteristics of 
consumers is in potential conflict with the 
legitimate privacy rights of 
individuals.”(William E et al. 2006). An 
example of research concluding their findings 
by developing new technology for personalised 
advertising while keeping the users privacy 
from being invaded. Alternatively, concepts are 
created within the research that has been done, 
which will benefit further researchers on this 
topic. “This finding suggests that in evaluating 
how best to reach consumers through ads, 
managers should be aware of the multistage 
nature of consumers' decision processes and 
vary advertising content along these stages.” 
(Lambrecht A. 2013). 
 
Towards this problem, this paper will conduct 
research of its own. This research will consist of 
viewing and evaluating the research of others 
who have attempted to resolve the issues of 
personalised advertising privacy for general 
users. By evaluating research that is already 
done, flaws in research can be found along with 
the creation of new ideas that can occur when 
combining methodologies and ideas of different 
research papers.  
 
2     Consumer Perceptions 
 
Hong W. et al. (2013) focus their research on 
Internet Privacy Concerns (IPC). Overall topic 
of personal information being gathered, stored, 
transmitted and published on the internet. 
Investigating how individuals perceive how 
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their data is collected, stored and used. Hong W. 
et al. (2013) aim to identify alternative concepts 
as there has been little agreement previous 
literatures on this topic. 
 
Four studies involving a total of nearly 4,000 
users were conducted by Hong W. et al. (2013) 
to validate alternative models/concepts from 
those frameworks created by Multidimensional 
Development Theory (MDT). The main key 
dimensions this research looks at are collection, 
secondary usage, errors, improper access, 
control and awareness. The first study collected 
data from individuals using commercial 
websites, purposed to compare integrated 
concepts against two popular already existing 
concepts. Study two then cross validates 
findings from study one, using a government 
website instead of a commercial. Study three 
collected more data using commercial websites, 
however using revised wording in the survey, 
updated the concept of privacy concerns. Study 
four again cross validates using a government 
website, with the updated concept and revised 
wording. Each study had their own new group 
of around 950 users each to provide an input to 
the surveys.  
 
Results were discovered once Study 1 and 2 
were conducted, these showed that there was a 
large difference between government and 
commercial websites on how they collect data. 
“With the differences ranging from 1.26 to 1.83. 
Comparing the means of the dimensions in 
study one and study two, we found a much 
larger difference in the collection dimension” 
(Spangler W. et al. 2006). Previous research 
shown that there should be very little difference 
between the two however that was not the case 
this time. Study three used the revised worded 
survey and concept, compared to the earlier 
studies, the means of the statistical data returned 
of the collection and other dimensions were 
now within a closer range unlike study one and 
two, a range of -0.28 to 0.30.  Study four cross 
validated this and the results of that study 
present results that were expected “ranging from 
-0.15 to 0.60” (Spangler W. et al. 2006). 
Confirming the results of study three. The key 
dimensions split into six separate dimensions 
allows closer study. The overall study provides 
an evaluation method for their privacy contexts 
of their websites or policies of their business. 
Guidelines that can be used for further research 
of privacy concerns. Conceptualizations of IPC 
were validated, as a result this research has 
contributed to building a better understanding of 
conceptualization of IPC.  
 
Hong W. et al. (2013) paper is very recent and 
significant research for this literature review. A 
very strong input. Especially as the research 
included four empirical studies. Empirical 
studies are very reliable and accurate 
experiments. With the use of so many users 
(4,000), this would suggest a large range of 
different people were used. As the studies were 
split into four surveys, the last two being 
reworded. This allowed great allowance of 
comparison of the information returned from 
these surveys. Very excellent testability. Details 
of each survey was greatly explained, allowing 
other researchers to potentially reproduce the 
same research methods. Furthermore within the 
paper Hong W. et al. (2013) dedicated a section 
providing guidance on continuing the research, 
this shown great reliability as the results could 
be used for further research. Overall Hong W. et 
al. (2013) greatly contributed towards a better 
understanding of the conceptualization of 
Internet Privacy Concerns and provided a 
modified instrument that can be used for further 
research. 
 
Spangler W. et al. (2006) explain what little 
users/viewers are capable of doing to prevent 
themselves from having their privacy invaded 
through television services such as TiVo. 
Specifically the Opt in and Opt out routes for 
viewers. Very little viewers understand any of 
this concept of having their data being gathered 
and being able to opt out of it, therefore very 
little have chosen this route. Limitations and 
regulations need to be in place to stop these 
services and businesses attempting to gather 
highly personal data to begin with. Spangler W. 
et al (2006) focus on the use of data mining 
techniques used to generate profiles for viewers 
using a specific television service. It has been 
identified that this service gathers highly 
personal information of those viewers, crossing 
the line of privacy.  
 
Spangler W. et al. (2006) aim to create a data 
mining module prototype that creates accurate 
data of viewers without conflicting with 
legitimate privacy rights of those viewers. 
Spangler W. et al. (2006) overall conduct a 
comparison between the capabilities between 
their prototype (VPM) and the used technology 
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of the service in topic. This will in turn allow 
them to determine whether the service is truly 
gathering data that viewers don’t wish to have 
gathered. Additionally Spangler W. et al. (2006) 
look at viewers perceptions of privacy violation. 
Findings of Spangler W. et al. (2006) basically 
show that the less accurate the data mining 
technology, the more viewers must receive the 
personalised ads. “100 male teenagers in 
affluent households, and if the profiling model 
is 70% accurate in classifying members of this 
group, the PVR or service provider would have 
to create a pool of 143 households”(Spangler 
W. et al. 2006). Additionally Spangler W. et al. 
(2006) shed light on how consumer’s negative 
reaction to these inaccurate ads will affect 
marketing statistics. Therefore companies 
should prevent violations and to compensate 
consumers suitably when violation occurs. 
 
Spangler W. et al. (2006)’s research focuses 
very strongly on the topic of viewer profiling. 
Which relates to this literature review suitably 
as it still fits in with the topic collecting user 
data without informing the user. Covering many 
concepts and ideas, Spangler W. et al. (2006) 
compare a variety of possible solutions already 
out there for consumers. Comparison of a 
created prototype and other current methods, 
results were shown of just how many users 
would receive personal ads compared to how 
many user’s data was collected. However the 
experiment that was conducted has barely been 
explained in detail. There is no mention of how 
many users were involved or how they were 
involved. The statistical data provided though 
was from research done into a PVR service 
provider, not the prototype. So this data is still 
valid, however the use of the prototype has been 
non-existent in this research making the 
reliability questionable.  
 
Rapp J. et al. (2009)’s research aims to examine 
the subject of consumer’s privacy and policies 
surrounding this area. Concerns are identified 
within the literature, discovering the tensions 
between advertisers and consumer interests. 
This will provide a better understanding and 
direction on how to move forward. Rapp J. et al. 
(2009) conduct literature review of many 
papers, covering various things from advertising 
basing on mailing. Internet advertisements such 
as click ad banners, search/behaviour data 
mining and finally neuromarketing which 
consists of potential future brain scanners that 
pick up responses and preferences. But most 
importantly Rapp J. et al. (2009) examined the 
responses of consumers that these literatures 
had conducted their experiments with. Results 
showed that fears were continuously raised by 
consumers of what companies actually do with 
collected information and who actually has 
access. More importantly, that websites should 
inform consumers of data collection so users 
become generally more aware. This should not 
only be a website owner’s responsibility but 
users should gain knowledge and awareness of 
privacy issues in general. Information has great 
value, businesses are taking this information 
without compensating the user/consumer. This 
shows there is no fairness, no trading or 
transaction. There may be no way of producing 
a policy or overall regulation for this issue 
however the best thing consumers can do now is 
to become aware of these issues and protect 
themselves the best way they can until 
negotiations can be made with all parties and 
agreement can be made on regulation and 
legislation.  
 
Rapp J. et al. (2009)’s literature review very 
much relates to the problem at hand. 
Specifically the area of internet privacy, for this 
research paper it provides some very strong 
points and evaluations of how cookies are used 
along with other methods such as data mining to 
collect user data. Referencing from very valid 
research papers, these claims were proven. 
Number of papers were reviewed specifically 
for the internet section and a table was provided 
with descriptions and recommendations from 
each paper. These allowed easy identification of 
significant issues and their partnered 
recommendations. These recommendations can 
then be focused on and compared effectively. 
There was no question of the validity of this 
information. This allowed Rapp J. et al. (2009) 
to conclude that users must be informed by 
website owners of data collection with 
additional personal awareness that consumers 
must already have. 
 
An overall summary of the papers covering the 
perceptions of consumers has been very 
constructive in this literature review. A number 
of things have been discovered. One of the 
points discovered is that consumers have 
worrying lack of awareness of their data being 
collected secretly. As mentioned “few fully 
understand the widespread access and use by 
 4 
 
marketers and advertisers. Part of the problem is 
a true lack of interest in reading lengthy 
disclosure warnings” (Rapp J. et al. 2009). A 
more important point though, users that are 
aware of privacy issues believe they have very 
little control of their personal data, of who can 
collect and use it. “Specifically, online 
consumers deem control an important aspect of 
their interaction or information exchange with 
websites, but they do not consider themselves to 
have much control over” (Hong W. et al 2013) 
and “Nevertheless, a majority of America is 
concerned they have lost control over personal 
information, fears businesses mishandle these 
data, and believes current legislation does not 
provide sufficient protection.”(Rapp J. et al. 
2009) confirm this. 
 
3     Data Mining 
 
Hwang S. et al. (2008) aim their research at 
identifying the strong relationships between 
types of customers and the genres of products 
that often that appear in a transaction database, 
to be used to generate a list of new potential 
customers for a new released product. With the 
use of synthetic data, comparisons of 
performance using the algorithms Hwang S. et 
al. (2008) made after discovering the 
association rules. Then Hwang S. et al. (2008) 
can determine how well these new rules work in 
the operation of promoting new books. These 
rules can then be used on promotions on many 
various items. Results were found within 
Hwang S. et al. (2006)’s research. The 
experiments demonstrated that target marketing 
using relationship rules were very effective 
when trying to promote new books. Using a 
hierarchy system to classify the books and 
customers to be linked to. “58% and 71% of 
Chinese books issued to a patron can be 
classified in a single category at the second and 
first levels of the hierarchy” (Hwang S. et al. 
2006). This in other words means the 
customers’ exhibit highly changed behaviour in 
the categories. This shows the success of the 
approach used in this research depends on the 
use of a product hierarchy. This can only be 
used on some types of products however others 
may need more analysis in order for it to remain 
effective.  
 
Hwang S. et al. (2006)’s research bases on data 
mining techniques which is highly relative for 
this literature review. Little mention of 
consumer perceptions is mentioned, only 
methods of collecting data. The experiments 
conducted are easily reproducible as 
explanations of these are very detailed. 
Synthetic data was generated using a number of 
nodes set up in a hierarchy system with children 
to the root of the nodes. Overall creating a leaf 
hierarchy system with products assigned. 
Normalization was used to weigh the nodes and 
generate statistics on frequently selected 
products. The aim of this experiment was to 
create a new approach to mining GP association 
rules for targeted advertising of new products 
without associating transaction records, this was 
achieved. Providing a justification that the aims 
had been met and knowledge had been 
improved. Reliability is also found within 
Hwang S. et al. (2008)’s research as it is 
detailed on how to extend the research in 
several directions such as improving 
effectiveness of the influencing of the 
availability of a product or using the GP 
association rules to recommend new products to 
a given customer.  
 
4     Conclusions 
 
As mentioned in the summary of Consumer’s 
Perceptions section, it has been discovered there 
is a commonly mentioned lack of consumer 
awareness of how their data is being collected 
and used. However within this literature 
research there has been a methodology found 
that would be beneficial. “For these reasons, 
most ecommerce companies have established 
privacy policies and communicated those 
policies in public forums, most commonly on 
their Web sites” (Spangler W. et al. 2006). This 
is an example of what businesses can do in 
order to inform the consumer of what the 
business does with a user’s data. If the 
consumer is informed thoroughly enough, they 
will be capable of making decisions on how to 
protect their data. Another methodology found 
is Hwang S. et al (2008)’s hierarchy system, 
although not specifically relating to the core 
issue, the concept of targeting advertisements to 
consumers without collecting highly personal 
data using the hierarchy system is incredibly 
encouraging as the data collected is not 
potentially damaging for the consumer. These 
methodologies mentioned would benefit both 
consumers and businesses. Ultimately from this 
literature review, it is certain that businesses and 
advertisers are very capable of and must do 
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more to “anticipate and prevent violations” 
(Spangler W. et al 2006), and to compensate 
consumers fairly in order to prevent negative 
reaction towards their business. It is now known 
that consumers are extremely uninformed in this 
area and businesses are taking advantage of this. 
Businesses must take responsibility and provide 
the consumer easy access to information about 
how their data is being used. 
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A Critical Analysis and Evaluation of Current Computing Research 
Aimed At Enhancing Facial Recognition Systems Performance 
 
Obruche Orugbo Emueakporavwa 
  
Abstract 
Human facial recognition system is one of the imperative areas of research that is 
advancing, several techniques is been introduce to improve facial recognition 
system performance. This paper analysed, compared and evaluated three 
different techniques used to enhance facial recognition systems performance, 
these includes fusing global and local Gabor features, Curvelete transform for 3D 
facial identification and ROI selection strategy. Evaluation proves that 
combining two of the most successful Curvelet-Transform for 3D Face 
Identification and Facial Expression Action Unit Detection Techniques gives 
enhanced performance than either alone. It also presents real world application of 
the techniques and some future work has been recommended. 
 
 
1. Introduction 
In recent times there has been advancement in 
facial recognition system performance. 
 
Biometrics makes automated use of the unique 
personal features to establish identity, among 
adopted biometrics, facial recognition is 
certainly the most popular one due to a wide 
variety of possible application such as security.  
 
There is need to improve the techniques use in 
computer vision, in which facial recognition is 
most extensively applied (Esan et al., 2013). 
 
According to Devi & Bajaj (2010) using colour 
of human skin as a criterion for capturing face 
which encompasses sophisticated pattern 
recognition techniques is faster than accessing 
other features. Islam et al. (2012) argued that 
the issue of machine facial recognition is still a 
demanding task in pattern recognition and 
computer vision. On the other hand Krasimir et 
al., (2013) reported that 2D face recognition 
techniques have issues that are associated with 
captures of a human face.  According to Lumei 
& Sato (2013) the complete circle of facial 
expression starts from a neutral to an obvious 
facial expression, although this paper aims at 
enhancing facial recognition system 
performance. 
 
This survey paper critically analyse and 
compare research papers from different 
researchers on different possible methods with 
proving results of the claims made to enhancing 
facial recognition system performance, 
Conclusions will be made through out the paper 
and will all be drawn together at the end.  
 
2. Face Recognition Using Global and 
Local Gabor Features 
 
Achieving efficient face recognition system 
performance as Nazari & Moni (2013) claims a 
new face recognition algorithm using feature 
selection based on fusing global and local Ga-
bor wavelet features. The proposed algorithm 
has been evaluated on standard ORL database 
containing 400 Gray-scale images, where each 
individual has ten pictures. The average recog-
nition rate was evaluated using KNN and Multi-
class SVM for random sets of pictures (shown 
in Table I and Table II). 
 
Face 
Recogni-
tion Meth-
ods 
Average Recognition Rate 
d=4 d=5 d=6 d=7 
Global Ga-
bor features 
78.9% 79.8% 81.9% 82.2% 
Fusing G- 84.9 86.72 89.1 89.8 
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2DFLD [12] 
Our pro-
posed 
method 
88.6% 89.9% 90.5% 91.8% 
TABLE I: Comparison between Global Gabor face 
recognition, G-2DFLD feature fusion face recogni-
tion [12], and our proposed method in term of aver-
age recognition rate with different values for d. KNN 
classifier is used. 
 
TABLE II:   Comparison between Global Gabor face 
recognition, G-2DFLD feature fusion face recogni-
tion [12], and our proposed method in term of aver-
age recognition rate with different values for d. Mul-
ti-SVM classifier is used. 
 
The proposed techniques out performs the G2-
DFLD with recognition rate of 88.6% and 
97.8% respectively, this shows an increase in 
average recognition rate compared with the G2-
DFLD.  
 
This research is well thought out and set up, 
their testing is of a very high standard, because 
it makes use of train and test dataset on a stand-
ard ORL database covering wide range of ap-
pearance which includes race and gender, The 
result is also in accordance with the claims of 
the researcher because the experiment was con-
ducted in such a way to ensure that variables are 
minimized where possible and the training set 
images were randomly selected with all images 
sizes of 112x92 pixels. This ensures that the 
experiment was unbiased and can actually be 
repeated. However, the experiment was only 
carried on frontal face images this proves that 
the techniques will have low recognition rate for 
images that are non-frontal or facing sideways. 
 
Another issue was that the experiment did not 
state the time it takes the system to identify a 
possible match. Although the system may be 
accurate but the timing is important if the 
method will be applied in automated systems 
and the techniques happens to be slow that will 
be a major setback. Also the database uses Gray 
scale images to makes its comparison this 
shows that images has to be converted to Gray-
scale before comparison and facial recognition 
can be identify.  
 
However, a database where images have their 
natural look and not Gray scale images to eval-
uate the new method would have been prefera-
ble for this technique since real life images are 
not Gray-scale. 
 
Therefore the results clearly shows that more 
research is needed to be done to improve the 
techniques by including non-frontal images in 
the database also it should state the time for the 
system to identify a possible match. 
2.1 Curvelet-Transform for 3D Face 
Identification 
An experiment was performed on the FRGC v2 
dataset, which is partitioned into training and a 
validation set containing 4007 and 466 3D im-
ages were selected, one per person under neutral 
expression. The remaining images 3541 were 
divided into 1944 neutral images and non-
neutral expression of 1597 images (Elaiwat et 
al., 2013) 
 
 
 
 
 
Figure III shows the experimental outcome ob-
tained from 3D faces, Curvelet features of 3D 
nose zone has 92.3% identification rate while 
non-neutral expression of 82%. Figure IV 
shows the identification outcome for curvelet 
features of 2D faces expression of 77.9% neu-
Face 
Recogni-
tion Meth-
ods 
Average Recognition Rate 
d=4 d=5 d=6 d=7 
Global Ga-
bor features 
88.6% 89.4% 95.5% 90.9% 
Fusing G-
2DFLD [12] 
92.8 96.71 99.1 98.7 
Our pro-
posed 
method 
97.8% 98.2% 98.8% 99.5% 
Figure III: Identification results for 2D faces 
(Elaiwat et al., 2013) 
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tral, 80% non-neutral and 85.44% for 2D nose, 
forehead and fusion of nose and eyes-forehead. 
 
The outcomes with neutral and non-neutral faci-
al expressions identification rates are 63.8%, 
64.5% and 76.58% for 2D nose, 2D eyes-
forehead and fusion between nose and eyes-
forehead respectively. 
 
 
 
 
 
The graph shows that the Curvelet features 
based on 3D data attain improve facial identifi-
cation rates than 2D data in both neutral and 
non-neutral cases. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This result shows that the Curvelet features 
based on 3D data achieve better identification 
rates than 2D data in both neutral and non-
neutral cases. 
 
The techniques proves to be efficient especially 
in its ability to detect curves and lines, which 
characterize the human face, although the tech-
niques proves to be accurate buts positioning of 
vector muscles into correct positions is very 
tasking. However, the experiment does not state 
if manual trial and error had be done to effi-
ciently place object in an optimal position.  
 
The experiment also shows that the images in 
the database in which the experiment was tested 
on have limited pose variations, this may have 
considerable effects on the outcome of the ex-
periment. Therefore, the database in which the 
experiment was tested on is supposed to have 
large varying head orientation of subject that 
varies from 90 degree to 45 degree rotation and 
lighting as well as variations of background, 
distance and aging as this is common in a real 
world scenario.  
 
Therefore, the techniques requires extensive 
computation when simulating large numbers of 
deformations with 3D lattices, this tends to be a 
setback in the proposed techniques as facial 
recognition system needs speed for optimal per-
formance. 
2.2  Facial Expression Action Unit 
Detection 
Selection for the 17 AUs as shown in figure V, 
the upper levels AU1, 2, 3, 4, 5 have negligible 
dependency on the middle or lower face regions 
and hence upper face region of a size 32 x 32 
was selected. The experimental results shows 
that AU10, 20 have high tendency of misinter-
pretations with AU12, 23, 28 and hence the 
whole face is selected as their ROIs with a bit of 
trade-off on their performance. 
 
 
 
 
 
 
 
 
 
 
 
 
The analysis and results of the proposed ROI 
scheme are present in figure (VI) below. 
 
 
 
 
 
Figure IV: Identification results for 3D faces 
(Elaiwat et al., 2013) 
 
Table III and IV: Shows Identification rate re-
sults and Performance comparison using the 
FRGCv2 dataset, respectively. 
(Elaiwat et al., 2013) 
 
 
Figure V:  ROI proposed strategy 
(Velusamy et al., 2013) 
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Table V shows the result of whole face based 
and the proposed ROI base scheme on a base 
system using LGBP feature and SVM classifier.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results present in figure VI show that the 
proposed spin support based description results 
in an improved detection accuracy of 92.3% for 
the 17 AUs on standard databases. As shown in 
table VI, the proposed system achieves as high 
as 15.14% of table V (Velusamy et al., 2013) 
 
The experiment show an increase in accuracy 
using the constructive training techniques 
compared with the LGBP. 
 
The experiment used realistic data captured by 
mobile devices and surveillance cameras with 
wide range of illumination variations, ethnic 
variations, and camera angles and all image 
sizes was crop to 96x96 pixel which was tested 
on multiple and internal database and the 
experiment are conducted in a way to ensure 
that variables and discrepancies are minimized 
where possible to avoid biasness. This gives 
credibility that the experiment can be repeated 
for further verification of the experimental 
result. 
  
Another issue with this technique is that it could 
suffer from time lag involved in querying 
database and there were no experiments to 
represent timing. 
 
Also the experiment was limited to non-basic 
emotions such as agony and delight, 
Furthermore the techniques will be misled if 
objects are wearing spectacles because the 
experiment did not test images with object 
wearing spectacles, as a result of this limitation, 
there will be wrong reading of the action unit 
and this might lead to a false detection of 
objects. 
 
To improve this technique, further research 
needs to be carried out to improve the 
performance of the system to include emotions 
like agony and delight and also enable it to 
detect faces with spectacles and to further 
improve the accuracy, speed and overall 
performance of the system.  
3. Application of Methods 
As digital image tends to increase massively on 
the internet and the use of digital videos in 
databases, facial recognition system has become 
a major part of most content based image 
retrieval systems (CBIR). Facial recognition 
techniques can be applied in biometric system 
identification, video conferencing, image 
indexing, video databases and intelligent human 
computer interfaces. 
 
Figure VI:  Performance comparison chart 
(Velusamy et., al, 2013) 
 
Table V: Results of WHOLE & ROI based meth-
ods 
(Velusamy et al. 2013) 
 
Table  VI: Comparison of features detection ac-
curacy 
(Velusamy et al., 2013) 
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Facial expressions Action unit detection 
(Velusamy et al., 2013) can be applied in video 
conferencing systems to automatically control 
the focus of the camera on the current speaker 
using motion detection and facial analysis 
detection. 
 
Curvelet-Transform for 3D Face Identification 
(Elaiwat et al., 2013) can be used for 3D character 
facial expression animation studio production, 
adverts and gaming and can improve human-
computer interaction when applied to mobile 
application. 
 
Facial recognition technique Using Global and 
Local Gabor Features (Nazari and Moni, 2013) 
can also be used for authentication and access 
control in Automated Teller Machine where the 
system compares the given individual to other 
individuals in the database and gives a ranked 
list of matches.  
 
However facial recognition should be used 
alongside with other security measures like PIN 
authentication in the cases of ATM systems and 
not as stand-alone security measures for user 
authentication (Peter et al. 2011) 
4. Comparison of Facial 
Recognition Techniques 
 
This survey paper has looked at different 
approaches to synthesize facial recognition 
performance, validity claims made by the 
researcher aim to add significance knowledge to 
the science community.   
 
Research by (Nazari and Moni, 2013) and 
(Elaiwat et al., 2013) shows that (Elaiwat et al., 
2013) has low error rate than (Nazari and Moni, 
2013) but their computation is more complex, it 
uses geometric curves and lines and provides 
better images reconstruction and recognition 
compare with (Nazari and Moni, 2013) images 
recognition using selection based on fusing 
global and local Gabor wavelet features. 
 
The proposed technique using global and local 
gabor features (Nazari and Moni, 2013) is 
robust and faster but (Elaiwat et al., 2013) is 
superior in terms of recognition rate. 
 
While facial expression action unit detection 
techniques (Velusamy et al. 2013) shows a 
higher recognition rate and computation time 
because it uses action unit detection of the 
object forehead, eyes, nose and mouth. 
However, it is limited to images with spectacles. 
 
The limitation observed during the comparison 
is that each method or techniques uses different 
database. 
 
Although facial expressions occur during 
conversation, none of the cited techniques did 
consider this possibility, this indicate the need 
for future work to be done with regard to 
advance implementation facial gestures. Apart 
from the above started weaknesses, there are 
concerned with the database set being used, as 
the image set of disgust is smaller compare to 
that of fear.  
 
All the above methods are appearance based 
methods using statistical or probabilistic 
analysis of images to recognise faces. Humans 
are identifying one person from another by 
analysing the difference in features of each 
person. 
 
Although all three techniques claims shown that 
their results and performance are database 
dependent, selected step and choice of good 
parameter sets, together with the robustness 
issue should be taken up for further study.  
5. Conclusions 
To enhance facial recognition system 
performance several different kinds of 
techniques should be used together. Combining 
two of the most successful Curvelet-Transform 
for 3D Face Identification and Facial 
Expression Action Unit Detection techniques 
gives enhanced performance than either alone: 
they are complimentary in the sense that Facial 
expression action unit detection captures small 
appearance details while Curvelet-Transform 
encode facial recognition over a wider range of 
scales.  
 
Both features are advance techniques so it is 
beneficial to use Facial expression action unit 
detection to reduce the dimensionality prior to 
normalization and integration. 
 
Finally, for the enhancement of facial 
recognition system performance, current 
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methods have to be improved with concern to 
accuracy and robustness in natural environment. 
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A Critical Evaluation of Current Research into Wireless  
Network Hotspot Security. 
 
Anthony Holt 
 
Abstract 
With more and more companies providing internet access through public wireless 
hotspots in more places than ever before it is vital that security systems are 
developed and implemented to protect naive users from the dangers of their use. 
This paper explores research into the threats that the public expose themselves to 
when they connect, knowingly or otherwise, to a public wireless hotspot. The 
paper concludes with a critical evaluation of research; proposing and exploring 
solutions hoping to safeguard users. 
 
 
 
  
 
1 Introduction 
Access to the internet through the use of public 
wireless hotspots is becoming more and more a 
part of everyday life (Aime et al. 2007). With 
higher demand on wireless hotspots by users 
who are often ignorant to security needs, comes 
a greater need for security (Choi et al. 2011). 
 
Current research demonstrates some of the 
threats and security implications that surround 
the use of seemingly safe public wireless access 
points by the general population. (Chenoweth et 
al. 2010; fahmy et al. 2012) 
 
Although it has been mentioned in the past that 
“Achieving a truly secure connection at a public 
wireless hotspot is an impossible proposition” 
(Potter B, 2006). There are several pieces of 
work which suggest possible solutions to 
reducing wireless hotspot security concerns 
such as Matos et al. (2012) and Leon (2008) to 
name a couple. 
 
This survey paper will take a look into current 
issues which public wireless hotspot users face 
and the solutions which propose to solve them. 
The aim of this research paper is to evaluate 
current research into improving the security of 
Public Wireless hotspots. 
2 Security Vulnerabilities 
Aime et al. (2007) highlight general issues 
underpinning the use of WiFi and by extension, 
public wireless access which are still present to 
this day. The research aims to explain about 
how wireless is inherently unreliable, that it is 
simple to disrupt access to services or even the 
entire access point and ultimately that to their 
knowledge “No current practical or theoretical 
framework handles WiFi dependability issues.” 
(Aime et al. 2007). The research explains how 
identity and statistical traffic analysis is possible 
even without compromising any present 
network security including WEP and 802.11i 
(WPA2). The research also goes on to describe 
other attacks including Jamming, locating 
mobile nodes, hijacking, energy draining and 
issues surrounding shared channel usage. It is 
mentioned that in the upper layers of the OSI 
model, often applications can reveal personal 
information which attackers can use to “profile 
and track potential victims” (Aime et al. 2007). 
The article goes on to describe some lab 
experiments which were conducted in order to 
identify how real the threats that have been 
outlined are using off the shelf hardware and 
open source software. 
 
Although the research describes open source 
software and easy to obtain hardware, the 
specifics of neither are explained and as such 
the lab results are not repeatable. After 
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introducing the vulnerabilities the research 
explained that a key question is raised: “How 
real are the threats we’ve outlined?” and 
suggested that they will answer this question 
with attack tools they have built in their labs. 
The research explains that it was successful in 
exploiting the vulnerabilities suggested during 
the study but no data is available in the research 
paper to back up the claims that this is true. It is 
understandable that there is only so much space 
available for publication and that the researchers 
may have aimed to include as much detail of 
their findings but without any provided data, or 
even explanations of how the attacks were 
conducted in the six pages published, it is 
difficult to justify the claims. 
 
Bicacki & Tavil (2008) detail 15 currently 
known and in most cases tested WiFi denial of 
service methods (Table 1). Their research 
includes 15 countermeasures which can mitigate 
against the disruption caused by the attacks and 
known drawbacks to each of the measures 
which were proposed (Table 2).  They go on to 
propose a suite of security extensions which 
they hope are to be implemented into the 802.11 
standard. 
 
 
 
 
 
 
 
 
 
This is a highly comprehensive article which 
brings together a wide range of research into 
one document. The suggestions for multiple 
countermeasures are listed however their 
effectiveness are not tested within this research. 
The researchers move on to conclude that they 
have developed a suite of proposed security 
extensions which will more or less mitigate 
against all of the attacks discussed throughout 
the research. Although the security measures 
proposed depicted in (figure 1) are described in 
detail by the researchers, they do accept the 
limitations of their suggestions by listing eight 
significant questions which need to be resolved 
before their extensions would be feasible. 
 
 
Figure 1 Proposed security measures 
 
 
 
Table 1 Denial of service methods 
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Potter (2006) outlines issues facing public 
wireless hotspots including Man In The Middle 
attacks and rogue access point attacks as 
depicted in (Figure 2). Potter explains that there 
are methods available in 802.11i which can be 
used to protect the user by authenticating with a 
RADIUS server but notes that a great deal of 
capital and effort are required to make this 
successful and even when these are both 
available, they are seldom implemented with 
aims to provide simpler access. 
 
 
Figure 2 Man in the middle attack 
 
Potter cleverly depicts the situation that some 
clients may have four year old laptops, some 
have a cutting edge Macbook pro and others 
may be running linux and that “there is no 
guarantee that any of these users will be able to 
support the most current wireless security.” 
(Potter 2006)  
 
Recent research by Fahmy et al. (2012) looks 
into some wireless security issues which could 
be faced by residents in Kampung which use a 
government run public wireless system which 
will soon approach 4000 wireless access points. 
A list of possible attacks are explained and 
testing is conducted in a laboratory in order to 
explore the reality of the attacks suggested. The 
research concludes that it lists only some of the 
potential issues that surround the Kampung wifi 
network and that these need to be addressed. 
 
Fahmy et al. (2012) aim to “demonstrate the 
vulnerability of Kampung WiFi networks in 
order to amplify awareness”.  The research 
begins by describing the thousands of access 
points which are already in use by kampung 
residents and how more are being brought 
online. The research claims to have uncovered 
various security issues which will affect 
Kampung residents and goes on to simulate the 
attacks in a University College using 40 PCs 
and three laptops.  
 
The researchers demonstrate security software 
which is able to recover email username-
password combinations for their own email 
system. From these simulations the research 
makes unjustified claims that the paper has 
“demonstrated the possibility of wireless attacks 
to Kampung WiFi.” As there has been no 
testing done using any Kampung WiFi 
equipment it is difficult to uphold Fahmy et al.’s 
hypothesis that user credentials would be so 
easily compromised. MIMOS who developed 
the Kampung WiFi Equipment may have 
deployed EAP with Transport Layer Security 
Table 2 Countermeasures 
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which would prevent the types of Man in the 
Middle attacks demonstrated by Fahmy et al. 
Research will need to be repeated using the 
same equipment and configurations used by 
actual Kampung WiFi equipment. 
 
To help understand the extent that public users 
were revealing personal information whilst 
using public wireless hotspots Cheng et al. 
(2012) conducted a natural observation 
comprising of 20 airports across four countries. 
Their study aims to quantify privacy leakage 
and splits such leakage into five well described 
categories including Identity, Location, 
Financial, Social and Personal privacy. The 
research explains that privacy leakage does not 
just come from the users actions such as a 
website search, but also from the client device 
and advertisements which are displayed to the 
user whilst they are online. The results of their 
data collections are described in detail with 
various graphs and explanations. The research 
went on to conclude that “The results are quite 
alarming in the sense of the quantiﬁcation of 
information that can be leaked while accessing 
public WiFi networks (without making much of 
an effort).” Cheng et al. (2012) 
 
The methodology used demonstrates high levels 
of precision and rigor. The research is highly 
repeatable as Cheng et al. (2012) have included 
details of how the study was completed and 
which resources were used. An effort has been 
made to improve the accuracy of the data 
collected, by collecting information from 
different countries on different days for 
different time spans, a data set more 
representative of the general population is 
produced. All the data has been included and 
analysed together so not to introduce researcher 
bias. Strong justified conclusions are reached. 
 
Chenoweth et al. (2010) looks into how 
prevalent security vulnerabilities are amongst 
public wifi users. The research conducted a 
study into the extent of the presence of 
vulnerabilities in users of a university wireless 
system.  It was found that 9.13% of users of a 
wireless hotspot did not have even basic 
firewall protection in place to protect their 
clients and went on to conclude that “A small 
proportion of insecure devices can still be a 
large absolute number and a large threat with 
very important implications” 
 
Although the study provides an insight into how 
prevalent security vulnerabilities may be present 
amongst students, and although the claims that a 
small number of users compromised can be a 
large threat to other users of the wireless 
network, it is difficult to infer that the general 
population would have as a significant or as 
limited amount of problems. 
 
Security issues surrounding wireless access 
points are not only limited to the public users of 
the access points, often vulnerabilities can be 
exploited allowing an attacker access to the 
business behind the wireless access point. These 
issues are beyond the scope of this research 
paper but for further reading examples include 
Leon (2008), Breeding, M, (2005) and Sheldon 
et al. (2012). 
 
It is evident that there are a large range of 
security issues which can cause problems for 
public wireless hotspot users. More work needs 
to be done to establish the extent that general 
public users are at risk from simply just 
connecting their device to the network, or 
worse, their device automatically connecting to 
an open network. There are a number of issues 
surrounding availability of access as users come 
to rely on the networks which are present today. 
This problem, if not rectified, can only become 
more significant in the future as new research is 
currently in progress to develop the range and 
interactivity of public wireless hotspots, using 
them to possibly even order your food at a 
restaurant in the future (Vanderhulst & 
Trappeniers 2012).  
 
So far we have looked at a range of research 
into the vulnerabilities and security issues 
surrounding wireless hotspots. We now turn our 
attention towards some of the currently 
suggested solutions. 
3 Solutions 
Recent research by Matos et al. (2012) aims to 
reduce some of the security issues surrounding 
the use of public wireless hotspots by 
introducing a Wi-Fi hotspot architecture 
complemented with the use of NFC technology 
to verify the identity of a wireless accesspoint. 
His research introduces some of the major 
problems around public hotspot security 
including how simple it is for a rogue access 
point to mimic the ESSID and login portal for a 
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public network which can trick a user into 
providing private information, perhaps even 
credit card information if the user is expecting 
to pay to use the wireless access. Matos et al.’s 
(2012) research builds upon previous research 
into the use of a separate authentication side 
channel where connection security information 
was confirmed with a public key hash 
transferred through a barcode scanned with a 
camera (McCune et al. 2005), LED binary 
sequences (Saxena et al. 2006) and colour light 
sequences (Roth et al 2011). Mato’s research 
goes on to explain that not only can WPA 
Security information be exchanged through 
NFC but the client can also go on to confirm the 
access points trustworthiness by contacting a 
certificate authority to confirm the identity of 
the wireless access point. A prototype is 
developed which shows that such a connection 
is possible with simple equipment purchasable 
today and that the connection time using the 
NFC authentication process is only increased by 
approximately 5%. 
 
Research by Matos et al. (2012) both outlines 
clearly the problems faced, the solution they 
have provided and includes data from their test 
findings (Table 3). It is worth noting that 
although it is explained in the research that the 
NFC authentication takes only an additional 
280ms, in a real life setting extra time would be 
taken by the user to walk up to the NFC 
receiver.   
 
 
 
 
Research conducted by Choi et al (2011) 
suggests a different method of improving public 
hotspot user security. the research begins by 
explaining problems which are still present in 
the way that public users access hotspots, It is 
noted that there are solutions to the problem 
currently out there that require a subscription 
service, such as when users use AT&T’s access 
points which are secured with 802.11i-
Enterprise or by using a VPN when using other 
wireless access points. The research outlines a 
hierarchical identity-based cryptography 
implementation which could utilize a factory 
installed cryptographic key and for their scheme 
to be added as a new 802.11 implementation or 
network standard. The research concludes that 
the new method suggested is not only practical 
but also defends against MAC address spoofing, 
rogue access points and DoS attack. 
 
Both Matos et al. (2012) and Choi et al (2011) 
present ways in which a user can be protected 
from rouge access points and captive portals. 
Matos’ method builds upon previous research 
and has the advantage of being tested more 
thoroughly, using equipment which is available 
today. However both methods are not without 
their own drawbacks – Matos’ suggested NFC 
authentication requires the device that is 
connecting to have a compatible NFC chip, 
something which is common on mobile phones 
but less common on laptop computers. We 
recall that research by Potter (2006) suggested 
that users will be using a range of equipment, of 
various ages and as a result a public access 
point secured with Matos’ system will not be 
compatible with a large number of devices 
which are currently available. The model of 
walking up to the access point which you would 
like to connect to and touching your device to it 
is not without its own limitations, often access 
points are located securely with the best line of 
sight possible to increase signal strength.  
Sometimes wireless networks are covered by 
several independent access points using the 
same SSID. As small installations are unlikely 
to have a managed wireless controller it is likely 
that the access points will be working 
independently and it wouldn’t be possible to 
walk up to each of them to authenticate and 
guarantee the best signal, especially whilst 
roaming the venue. 
 
Choi’s research solves the problem of having to 
physically access a wireless access point in 
order to securely pair with it and has the 
advantage of having a more transparent and 
automatic connection. However Choi’s research 
relies on a cryptographic key being installed 
physically into the network card of the network 
device. For the moment there are millions of 
devices which would simply be incompatible 
with the new technology, something which is 
incompatible with companies who want to 
continue offering their customers simple access 
to the internet. 
 
Table 3 Connection establishment time results 
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Customers are unlikely to want to buy a brand 
new laptop as a result of standards changing and 
the companies who offer free public access are 
unlikely to only provide access to people with 
the newest technology, restricting their clients. 
Technology needs to be developed which will 
allow for backward compatibility with the 
devices which exist and are used today, perhaps 
a software based solution can be found that 
users can install onto their laptops to make them 
compatible with new levels of security? 
4 Conclusions 
There are a myriad of security issues that 
surround the use of public wireless access 
points. A number of countermeasures to help 
protect some aspects of a user’s connection 
require specialist hardware investment and or 
significant technical knowledge which is often 
in short supply when setting up a public 
wireless hotspot. Some good research has been 
conducted into solving the security issues which 
face users however none of the solutions 
provided so far have been backwards 
compatible with existing users hardware and as 
a result will be difficult to implement 
successfully.  
 
It would appear that for the present moment the 
only way to protect users of public access points 
is to educate them in the use of VPNs and the 
importance of valid anti-virus and firewall 
software. Users will have to secure their own 
connections by tunneling their data through a 
trusted third parties’ network. As most VPN 
services are subscription based and the cost of 
good quality antivirus/firewall software rises, 
the concept of ‘free’ public wireless access 
begins to fade. A backward compatible solution 
to protect users transparently without them 
relying on a subscription service needs to be 
developed for only then can public wireless 
access truly be free. 
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An Evaluation of Information Hiding Techniques Using Image 
Steganography 
 
Muhammad Hussaini 
 
Abstract 
Steganography has become the technique of choice for hiding secret messages in 
a cover media, presenting and transmitting it as a harmless piece of content, 
therefore making it hard to detected unlike encryption. This paper provides an 
adept evaluation of some of the prominent image steganography methods, 
showing their strengths, weaknesses and applicability, further conclusions were 
made regarding the effectiveness and otherwise of the techniques evaluated. 
 
1 Introduction 
Protecting the privacy of information for 
organizations, governments and individuals 
have become increasing challenging in recent 
times due to the increased use of computers and 
digital means of communication. Various 
methods of protecting information and privacy 
have been researched and developed, the most 
obvious being encryption and then 
steganography. Encryption differs from 
Steganography due to the fact that encryption is 
generally observable and arouses suspicion, 
while steganography aims at being un-
observable and difficult to detect, this is 
achieved by hiding the secret message in 
unremarkable carrier media (Chanu et al 2012). 
Image Steganography is achieved using either 
transform or spatial domain methods, in spatial 
domain the cover media and the secret message 
are both modified, this involves encoding at the 
Least Significant Bits of the image and also by 
transforming the image pixel blocks into 64 
Discrete Cosine Transformation co-efficient and 
putting the pixels into groups, the image is 
transformed into a frequency representation 
from an image representation, the transform 
domain utilizes this method for embedding the 
secret data into the cover image that is 
transformed (Das and Tuithung, 2012), the LSB 
replacement technique is however vulnerable to 
statistical analysis (Ghebleh and Kanso, 2013).  
 
Further research have therefore been carried out 
into developing more secure methods of image 
steganography such as that by Prabakaran and 
Bhavani (2012) which uses Discrete Wavelet 
Transform to achieve a high capacity 
steganography scheme that enables large size of 
secret data to be embedded into smaller sized 
cover images. 
 
Raftari and Moghadam (2012) also claimed that 
by combining Integer Wavelet Transform and 
Discrete Cosine Transform which are both 
transform models, a more secure image 
steganography method was achieved based on 
results that showed good value of Peak signal to 
noise ratio (PSNR) in the secret image, an 
acceptable visual quality which leaves the secret 
data unnoticed, Mean structural similarity index 
measure (SSIM) and the Histogram error (HE). 
 
The aim of this paper is to critically evaluate 
and analyze current research focused on 
developing more secure methods of image 
steganography, models and techniques used, 
conclusions and claims reached based on 
experiments carried out and there results. 
2 Evaluation of Current 
Steganography techniques 
Anastasia, et. al (2012) proposed a technique of 
achieving a robust image steganography using a 
high payload method and edge detection, where 
hybrid edge detector is derived by unifying the 
fuzzy edge detector and the sobel and the 
Laplacian filters for simplicity, this method 
does not compute the real edges in an image but 
distinguishes between the sharp and smooth 
areas of the image so as to hide more secret data 
bits into the edge pixels. In this method, as well 
as the secret message, two property files which 
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contain information regarding extraction of the 
secret message are also encrypted using 3-DES 
with the secret key provided by the user during 
the embedding process. 
 
The experiments carried out to test this 
algorithm used the same images used by Chen 
et. al (2010) for their image steganography 
scheme, this is used in order to enable seamless 
comparison of both techniques, although they 
used colored images while Chen et. al (2012) 
used grayscale images. Factors used for 
comparing the two schemes included the hiding 
capacity in bits divided by three, the peak signal 
to noise ratio (PSNR) is also measured, a higher 
value of PSNR is considered better. Figure 1 
below shows the result of comparing this 
method and that of Chen et. al(2010). 
 
Based on the results presented above, Anastasia, 
et. al (2012) claimed that there method which 
uses a hybrid edge detector together with the 
sobel and laplatian filters to enable embedding 
additional secret messages in the edge pixels 
outperforms the hybrid edge detection method 
proposed by Chen et., al (2010). 
 
The result of evaluating this method showed 
that colored variants of the image set used by 
Chen et al (2010) were used in the experiment, 
these image set are used in many other image 
steganography experiments, making it a good 
choice. The experiment is repeatable due to the 
fact that it is the most widely used for testing 
image steganography. The use of colored 
variants of the images in the experiment with 
the new method might not give an accurate 
representation of the performance when 
compared to the method of Chen et., al (2010) 
which uses grayscale variant of the same 
images, the use of encryption as part of the 
algorithm may also cause potential issues with 
performance and may cause significant change 
in the size of the stego image as compared to the 
original cover image, testing the new algorithm 
with only one other method might also not give 
an accurate measure of its potential performance 
as compared to other current algorithms in the 
market and those proposed in current research 
papers. 
 
Ghebleh and Kanso (2013) proposed an 
algorithm of implementing image 
steganography by hiding the secret message as 
binary in a pseudo-randomly chosen detail co-
efficient of the cover image based on discrete 
wavelet transform and a 3-dimensional chaotic 
cat map. The algorithm also uses discrete 
wavelet transform to achieve robustness against 
image processing filters and steganalytic 
attacks, it also utilizes edge adaptability in order 
to hide more data in the edge pixels where it 
will be less visible to the human eye, whereas 
lossless extraction of the secret hidden message 
is achieved by using lifted discrete wavelet 
transform. The extraction process uses the same 
lifted wavelet transform used in the embedding 
process to find the detail and approximation co-
efficient, this enables retrieving the hidden 
information from the exact pixels they were 
hidden in. 
 
The experiment carried out by Ghebleh and 
Kanso (2013) was performed in order to gauge 
the performance of the proposed image 
steganography algorithm on the basis of its 
security, imperceptibility and feasibility. 
Randomization of the position of the stego-
image which carried a secret message of size 
2bpp and was embedded in the cover image 
ensured that a visual inspection of both the 
stego and cover image does not unveil the 
difference between the images. The histogram 
of both the cover and stego image was 
calculated, as well as the difference which 
shows that there is no significant difference 
between the two images as shown in figure 2 
below.
 
Figure 1.  Comparison of test result from the proposed method by Anastasia et., al (2012) and the 
method proposed by Chen et., al. (2010). 
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Figure 2. Cover media Image Histogram 
(Top), Stego Image Histogram (Bottom) 
(Ghebleh and Kanso, 2013). 
 
The experiments they carried out measured the 
image histogram, the similarity measures were 
also calculated and presented based on existing 
units of similarity measure - the mean square 
error (MSE), peak signal to noise ratio (PSNR),  
and the structural similarity index (SSIM). The  
results of the experiment was also compared 
with three (3) current transform domain based 
image steganography schemes by (Raja et., al. 
2008), (Souvik and Gautam, 2012) and 
(Gandharba and Saroj, 2012), this were chosen 
due to the fact that they all used colored images 
for their experiments, this enabled direct 
comparison of these schemes with the proposed 
scheme. The comparison table is shown in 
figure 3 below.  
 
 
Ghebleh and Kanso (2013) concluded that there 
proposed algorithm is superior to the algorithms 
it was compared to, they also presented 
evidence that showed they achieved a good 
imperceptibility measure based on the two units 
of similarity measure, which are PSNR and 
SSIM index, as well as having a high secret key 
sensitivity. 
 
The research carried out by Ghebleh and Kanso 
(2013) was rigorous due to the fact that there 
proposed method was tested against attack from 
different steganalysis methods which use LSB 
replacement, the methods include the Chi-
Squared Test (Westfeld Andreas, 2000), 
Weighted-stego analysis (Fridrich and Goljan, 
2004) and Sample Pair analysis (Dumitrescu et 
al, 2003).  
 
Results have shown that the method is effective 
against these techniques of steganalysis, 
although more test will need to be carried out to 
ascertain its strength against other forms of 
attack such as statistical steganalysis which are 
also very popular. The choice of 3D Cat map is 
applauded due to its sensitivity to even small 
changes in secret key used. Although, the 
application of a transform domain technique and 
the randomness of the choice of bits where data 
is hidden proves effect, the transform domain is 
known to cause reduction in the quality of 
stego-image produced. 
3 Comparison of current 
Steganography techniques 
The methods of image steganography described 
above are similar because they both used the 
least significant bits (LSBs) of the cover image 
as well as utilized edge detection in their own 
different ways, both methods could benefit from 
the techniques used by the other. The edge 
detection method used by Anastasia et. al 
(2012) enabled the hiding of larger secret 
Figure 3.  Comparison of the results of Proposed algorithm (Ghebleh and Kanso, 2013)  with that of 
Raja et., al (2008), (Souvik and Gautam, 2012) and (Gandharba and Saroj, 2012). 
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messages, this can be useful in Ghebleh and 
Kanso's (2013) method which uses a 3D cat 
map to find random bits for storing secret 
message without considering the size of the 
hidden data, thereby enabling it to hide larger 
sizes of secret messages. Another significant 
difference between the two methods is in the 
way they store information about the bits where 
the secret data is hidden in the cover image, 
Anastasia et. al (2012) stored this information in 
two information files which are encrypted using 
3-DES with a secret key provided by the user 
during the steganography process, these files are 
required during the message extraction process,  
where as Ghebleh and Kanso (2013) regenerates 
the 3D cat map used during the embedding 
process, this gives the exact information needed 
to recover the secret message from the bits they 
were hidden in, this method could be beneficial 
in Anastasia et. al (2012) method by eliminating 
the need for encryption which may cause 
performance lags. 
 
Both Anastasia et. al (2012) and Ghebleh and 
Kanso (2013) used colored images in their 
experiments. The methods for testing the 
strengths of steganography methods rely on the 
SSIM, HE value and PSNR, both methods have 
carried out calculations to determine its strength 
based on these values, this also enables 
seamless comparison with other methods. To 
compare the methods evaluated above, both 
used colored JPEG images although Anastasia 
et. al (2012) compared there results with another 
experiment which uses the same images but of 
grayscale variant, this may not give a realistic 
comparison of performance and effectiveness.  
 
Ghebleh and Kanso (2013) on the other hand 
compared there results with three different other 
method which use the same steganography 
technique and also uses colored images, they 
also carried out the same tests as those three and 
compared them to their own results, this shows 
quite a bias free methodology. Generally, both 
methods could complement each other. 
 
3 Conclusions 
Steganography is a technique of hiding secret 
data in a cover media, mostly images. A lot of 
research have been carried out towards both 
producing more effective methods of 
steganography as well as countering it.  The 
research by Anastasia et al (2012) focused on 
hiding a larger size of secret message in the 
stego-image, this was achieved by using a 
hybrid edge detection algorithm with the 
SOBEL and Laplacian filters, although the main 
objective was achieved as shown by 
experiments, its conclusion based on 
comparison with the method of Chen et al 
(2010) may not have shown an accurate 
representation of the performance due to the 
fact that they used the same set of images but of 
colored variant. The use of encrypted 
information files as part of the steganography 
process may also cause some significant 
performance issues depending on the size of 
secret message and the cover image as well, 
since encryption is a resource intensive process 
and rivals the essence of steganography which 
is to remain unnoticed.  
 
Ghebleh and Kanso (2013) proposed a 
steganography method which utilizes the 
irregular output of a 3 Dimensional cat map to 
embed the secret data in randomly chosen bits 
of the cover media, the experiment was rigorous 
and was tested against steganalytic methods 
which targeted LSB based steganography 
schemes, although it was not tested against 
other steganalytic attacks such as statistical 
attacks which are very popular.  
 
The choice of using 3 dimensional cat map to 
provide randomness of the bits where the secret 
message is hidden is applaudable, the 3 
dimensional cat map's sensitivity to even slight 
changes to its secret key makes it unique. The 
method is based on the transform domain 
technique of embedding which has been proved 
to be effective, but tends to produce a reduced 
quality of final stego-images. 
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An Evaluation of Current Intelligent Parking System Research 
 
Suhail Abdelhafiz Abdelwahid Karar 
 
Abstract 
This paper describes new research and analysis that has been conducted to 
improve intelligent parking systems. The paper covers different methods about 
intelligent parking systems such as ultrasonic sensor whereby sound effects in 
the parking slot is detected and analysed to the control computer, camera 
adoption and visual navigation this is because the evaluation of different methods 
would provide a clear picture on how car parking systems have been evolved 
from different stages and era.  The researchers have provided different point of 
views regarding of the methods used for intelligent car parking systems. As far as 
parking system is concerned, there were certain methods which brought some 
limitations when they were deployed but then different researchers have come up 
with some more features to overcome all those limitation in advanced. As the 
research talking more about the evaluation of intelligent car parking systems, 
author of this research paper has provided analysis of different methods with 
experimental test and result, apart from that, some limitations of conventional 
parking systems have been researched and analyzed. After having seen some 
limitations, author has produced some solutions which have implemented but 
then more methods have been evaluated and compared together with 
experimental analysis and the corresponding results. 
 
1 Introduction 
As far as car parking is concerned, it has been 
provided various studies among different 
researchers on how to simplify car parking in 
different places, since now the numbers of cars 
keep on increasing and resources used to pack 
cars are limited. 
 
There are a number of research papers 
discussing about intelligent parking systems. 
For example Amin, K et al. (2012) who are 
doing research into improving intelligent 
parking systems by using ultra sonic sensors. 
There is also research by Tang et al. (2006) that 
was looking into using camera adoption which 
is to capture the available slot in the parking lot. 
According to Tang et al. (2006) conclude that 
there are a number of limitation of using some 
methods such as camera adoption for car 
parking.   Also there is research by Zhong, Y et 
al. (2010) who were looking into improve 
intelligent parking system by using visual 
navigation method to give driver in parking lot 
to find the available parking slot. 
 
According to Yan, G et al. (2008) conclude that 
Manhattan Central Business District (MCB) has 
got more than 109222 off-street public parking, 
and also when this figure is compared upon 
number of employees in MCB it can clearly be 
that each one spot is for every 16 employee of 
MCB and yet more number of parking spot are 
wasted in day-today. Currently, automating car 
parking systems have been developed and 
provide magnificent advantages to the users, 
though some more reliable resources have to be 
used in order to improve cost effectiveness of 
car parking systems. According to Yan, G et al. 
(2008) have further explained that “in large 
parking lots, a driver may exit the lot without 
knowing about new spots that have just become 
vacant”; which most certainly driver might feel 
frustration to find the vacant slot but sometimes 
before reaching to the vacant slot, the slot might 
already be taken by another driver as explained 
by J.P, B et al. (2006). This will result to 
tremendous time wastage to driver and wasting 
some other resources like fuel just to find 
another vacant slot inside the parking lot. 
 
The main point of this research is to research 
and analyze the current intelligent parking 
systems. For this paper, the author will look at 
different research source such as conference 
papers, journals and analyze the findings. 
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2 Limitations of Current Research 
on Intelligent Parking Systems  
Car parking systems have been researched in 
advanced in few decades ago, different 
weaknesses of parking systems have been 
found. However, preliminary investigation on 
car parking systems from different researchers 
were aimed to focus in other perception but 
since limitation of those systems provide 
obstacle to conclude as the reliable method to be 
used. Among the method used in car parking 
system is camera adoption which is using video 
to capture the existing slot in the parking lot, 
though this method previously was highly 
adopted by different parking lot; but Tang et al. 
(2006) provided a numerous limitation using 
camera adoption method for car parking. In the 
research done by Tang et al. (2006) they found 
that video is energetically expensive, since more 
power is needed to run video footage to capture 
cars in the parking slot. As it can be estimated 
that in one public car parking lot may contain at 
least  hundreds parking slot, hence when each 
slot using the camera adoption more power 
energy would be required and for hundreds 
parking slot would be costly. According to Tang 
et al .(2006) have further stated that “video can 
generate a very amount of data”; by this 
statement, it shows that video is not reliable 
method to be used since more data would be 
required to be stored and more capacity would 
be required which is then to be expensive.  
 
Interestingly, other method which was 
researched by J.P, B et al. (2006) was to use 
monitoring mechanism by using a routing 
protocols and MAC address. This method 
preliminary was not required other resources to 
be build, is just normal parking slots would 
have existing components and protocols to 
design sensor for car park. But, J.P, B et al. 
(2006) has stated that “The quality could not be 
achieved due to high unreliable message 
delivery due to communication methods and 
protocol”. This is typically due to what is 
observed by the sensor network nodes were 
deployed on the ground at the center of parking 
spot, when car has to drive above the sensor it 
has low profile. Then J.P, B et al. (2006) have 
provided another solution of replacing antenna 
few centimeters above ground which was also 
limited communication range since when a car 
is parked can obstruct communication 
dramatically.  
Similarly, using Ground Position System (GPS) 
can limit the accuracy of parking since GPS 
accuracy is just five to twenty meters (Zhong, Y 
et al. 2010). 
 
Overcoming limitations, further researches have 
been done and evaluated so as to provide 
reliable services in car parking systems. 
According to Tang et al. (2006) have provided 
as solution of wireless sensors networks 
(WSNs) in the parking systems so as to 
eliminate camera adoption which was used 
before. As Tang et al. (2006) stated that “A 
wireless sensor network consists of a large 
number of low-cost sensor nodes which can be 
self-organized to establish an ad hoc network 
via the wireless communication module 
equipped on the nodes”. This means that 
wireless sensor is low cost which is highly self-
organized by establishing ad hoc networks by 
using all equipped communication modules. 
 
3 Methods used in Intelligent 
Parking System  
As explained before, car parking systems is 
highly required to date, eventually intelligent 
car parking systems is the most vital aspects 
which is came to crucial recently. Making car 
parking system to be in intelligence manner, 
different methods are used so far, and they have 
been researched and implemented in different 
aspect. 
 
3.1 Visual Navigation 
Among the method which is commonly used in 
car parking system is visual navigation method 
which has been researched by Zhong, Y et al. 
(2010). This method is all about giving driver in 
parking lot to find the available parking slot by 
using visual navigation to the slot. Similarly, 
visual navigation using real-time localization 
system (RTLS) which is definitely using Ultra 
Wideband (UWB) [2-3] technology as stated by 
Zhong, Y et al. (2010), “the system consists of 
four parts: navigator, server, wireless network 
and position sensor network”. Each vehicle 
inside parking lot gets the visual navigation to 
the parking slot whereby this navigator 
containing UWB tag in order to get clear 
positioning and wireless network card which is 
performing communication to a server. 
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Furthermore, the position sensor which is at 
individual parking slot containing tag which 
transmitting UWB pulse to navigator for 
determining the location, and also sensor which 
receive and evaluate signaling from the tag, and 
also there is locate engine which is performing 
aggregation to the positional data, and hence 
this data generated communicate with the server 
software. Hence this method is basically using 
server architecture to read the position of 
carport in real-time and navigation is done to 
help driver to find where exactly the carport is 
located. 
 
3.2 Infrared Device (IFD) 
There is another method in parking system 
which is recently bombarded; and this method is 
of using Infrared Device (IFD), this method 
provide secure and smart parking system as 
researched by Yan, G et al. (2011). IFD provide 
very tactic method of implementing secured 
parking. There is research show that by using 
this method, each vehicle is given a short range 
transceiver and a processor, though transmission 
range is about 1 m (Yan, G et al. 2011). The 
carport contain sensor which receiving signal 
from vehicle but before that, driver has to book 
at the parking booth to get the exactly carport 
and then parking booth there is control 
computer which can see all parking details 
whether the carport is occupied or vacant as 
show in fig 1 bellow is also another means of 
mobile booking whereby driver can book 
remotely. 
Fig 1: User Interface for Smart Car Park   
 
 
                 By (Yan, G et al 2011)  
3.3 Ultrasonic Sensors  
Another method which is also used in intelligent 
car parking systems is by ultra-sonic sensor. 
Ultra-sonic sensor is other wireless sensor but 
this sensor using sound frequency to determine 
the location of source of sound. As explained by 
Mahapatra, et al. (2008), they provided much 
detail about ultra-sonic on how it can be used, 
though in their research they went in deep on 
how ultra-sonic can be used to prevent accident, 
yet this method can also be used parking 
systems using the same phenomenon. 
Furthermore, Wang, Y et al. (2006) has 
provided further usage of ultra-sonic waves to 
monitor available parking slot in parking lots. In 
each and every carport, there is device which 
periodically provides very short ultra-sonic 
waves. When the carport has been occupied, the 
reflection of the ultra-sonic wave will determine 
whether the slot is occupied and update control 
computer and ask driver to select another 
parking slot, similarly the available parking will 
have green light to show its available and red 
light to show the carport is occupied. Hence, 
this is simulated by control computer in which 
when driver coming to book parking can see all 
available parking slot without going inside and 
look for available parking slot. Computer can 
determine whether a slot is occupied or vacant 
and inform driver to locate the carport which is 
available at the moment. 
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4 Experimental Test Analysis and 
Results  
After having seen different methods which are 
used for intelligent car parking systems, in this 
session it is going to describe how the test has 
been undertaken of visual navigation method, 
IFD method, and ultra-sonic. All these methods 
have been done experimental test to justify how 
they are going to provide car parking services. 
When starting with visual navigation method, as 
stated by Zhong, Y et al. (2010) “We use the 
series 7000 of Ubisense precise real-time 
location system to construct the experiment”. 
All of the 7000 series Ubisense sensors 
determine both azimuth and elevation angle of 
arrival (AOA) independently of the UWB 
signal, which providing baring to each tag. Also 
measuring time differences of arrival (TDOA) is 
done by pair of sensors which are connected by 
timing cable. According to Zhong, Y et al. 
(2010) stated that “this unique combination of 
AOA and TDOA measurement techniques 
delivers a flexible, powerful and robust location 
system that can achieve accuracy better than 
15cm in 3D”.  Four sensors have been 
configured in lab of 60 square meters together 
with PDA which is bound with navigator. Also 
wireless network which is communicating 
between PDA and a server was wireless area 
network which was using D-Link as the access 
point (AP). A large-sized simulation toy car was 
used as the experimental car and boxes were 
drawn to represent the carport. The results has 
been found that, using 7000 series of ubisense 
product, the goal of parking can be achieved but 
when GPS is used the goal were not be able to 
be achieved, and hence this method it can be 
done and implemented for real car parking 
system after results have been found in the lab 
(Zhong, Y et al. 2010). 
 
For secured smart parking system, was 
simulated using MATLAB 7.0 and tested, using 
custom simulators. The results were collected 
and processed using various simulators for 
different parking systems. Simulations have 
been designed using Visual studio.Net and 
eclipse. Similarly, after different comparison 
between conventional parking and smart 
parking in the test have been done so as to 
justify upon smart parking as the feasible 
parking system. However, wireless detectors 
nodes in parking system have been tested by 
Wang, Y et al. (2006) and they have taken 
hardware of fabricated wireless sensor node 
which as shown in figure 2 bellow. 
Fig 2: Hardware of Wireless Sensor Node 
   
                   By (Wang, Y et al. 2006) 
In the experiment, two wireless nodes have been 
tested to detect magnetic field changes in the 
surrounding environment. This shows that, 
when car is moving in the parking lot there is a 
change of magnetic field, similarly when the car 
is placed on the carport, the change of magnetic 
field remained zero (0) since magnetic field 
would have the same value from entire time 
when car still at the carport. These 
measurements were sent to the gateway in 
allocated time slot. Hence, according to Wang, 
Y et al. 2006 “The gateway can transmit data to 
the PC computer by means of RS232 interface.” 
As result shown in the figure bellow (Fig.3) 
upon magnetic field changes, it shows that 
whenever car is passing to the sensor node, the 
magnetic field is increasing significantly.  
Fig. 3 Magnetic Signal Detected by Sensor No    
 
              By (Wang, Y et al. 2006) 
In the graph shown in Fig. 3 above, shows that 
when car passing at sensor node, the graph rise 
to 1050 of relative amplitude of magnetic field. 
Furthermore, the magnetic intensity seem to be 
at higher value when the car stop at that 
particular node, threshold can be determined 
and when the magnetic intensity is bigger than 
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the threshold, it has been found that node has 
car and hence that particular carport is occupied.  
 
5 Conclusions  
After having these results, it shows that there 
are numerous ways of implementing intelligent 
car parking systems. However, many methods 
which were researched were about to bring 
more changes from the previous limitation of 
car parking systems. All those changes were due 
to simplicity of the work to be done by driver to 
find parking slot, and also reducing much 
involvement of human during parking, 
eventually during the time of looking available 
carport to park the car.  
 
Moreover, there are other methods which are 
used to date like light sensor parking system 
which used as the sound sensor of ultra-sonic 
waves. But when different testing has been done 
by Mahapatra, et al. (2008) using ultra-sonic 
sensor to detect available carport, it has been 
found that different size of car provide different 
results. As example provided, for small car was 
producing low value of ultra-sonic waves 
changes in graph but when family car is placed 
the changes of ultra-sonic were higher as 
compared with small car. Hence, using ultra-
sonic sensor, there must but more consideration 
to be taken. By far most important is that ultra-
sonic is more cost effective as compared with 
other sensors, as stated by Kumar, R et al. 
(2007); it is easy to manage rather than light 
sensors; also light sensors sometimes can 
produce side effects due to electromagnetic 
waves produced by sensors. Hence ultra-sonic 
can be used to provide efficient way in the car 
parking systems; only it has to be considered 
that, the carports have to be differentiated from 
small to lorries or family cars so as to get 
reliable solution of car parking system. This 
separation can help of producing different 
threshold in the carport, when the threshold is 
smaller than ultra-sonic wave changes produced 
by sensors, it will be definitely realized that the 
car is occupying the carport. Also these 
thresholds should be different from different 
carports which are significantly differentiated 
upon the size of cars to be packed.  
 
References  
Amin Kianpisheh, N. M. P. L. a. P. K., 2012, 
‘Smart Parking System (SPS) Architecture 
Using Ultrasonic Detector’, International 
Journal of Software Engineering and Its 
Applications, Volume Vol. 6, pp. 51-54. 
 
Benson, J.P., J O'Donovan, T., O'Sullivan, P., 
Roedig, U., Sreenan, C., Barton, J., Murphy, A., 
O'Flynn, B., 2006, ‘Car-Park Management 
using Wireless Sensor Networks.’, Local 
Computer Networks Proceedings 31st IEEE 
Conference , pp. 588-595. 
 
I. M., Liang , S., . K. H. & N. Y., 2003, ‘Ripple-
suppressed multirate control and its application 
to a system with an ultra sonic sensor’, Decision 
and Control Proceedings. 42nd IEEE 
Conference , Volume 6, pp. 5979-5984. 
Kumar, R. Soh, B. Chilamkurti, N.K., 2007, ‘A 
Comparative Study of Different Sensors 
forSmart car park Management’, International 
Conference on Intelligent Pervasive Computing, 
p.499-502. 
 
M., . M., K. & K., 2008, ‘Ultra Sonic Sensor 
Based Blind Spot Accident Prevention System’ 
Advanced Computer Theory and Engineering, 
2008. ICACTE '08. International Conference , 
pp. 992- 995 . 
 
Tang. Zheng, Y. & Cao , J., 2006, 'An 
Intelligent Car Park Management System based 
on Wireless Sensor Networks', Pervasive 
Computing and Applications, 1st International 
Symposium , pp. 65-70. 
 
Wang, Y. Guangrong, Z. Tong, L., 2006, ‘De-
sign of a Wireless Sensor Network for Detect-
ing Occupancy of Vehicle Berth in Car 
Park’, Proceedings of the Seventh International 
Conference on Parallel and Distributed Compu-
ting,Applications and Technologies 
(PDCAT'06), p.1-4. 
 
Yan , G., . A., M.C., W. & S, O., 2008, 
‘SmartParking: A Secure and Intelligent 
Parking System Using NOTICE’,  Intelligent 
Transportation Systems, ITSC 2008. 11th 
International IEEE Conference on, pp. 569-574. 
 
 32 
 
Yan , G., Yang , W., D.B., R. & S, O., 2011, 
‘SmartParking: A Secure and Intelligent Park-
ing System. Intelligent Transportation Systems 
Magazine’ IEEE , 3(1), pp. 18-30.  
Zhong , Y., ming Zeng , L. & gang Guo, W., 
2010, ‘Visual navigational method of parking 
management based on indoor precise real-time 
location’, Computer and Communication 
Technologies in Agriculture Engineering 
(CCTAE), International Conference , Volume 1, 
pp. 227-229 . 
 
 33 
 
 
An Evaluation of Current Research for Solving Mobile Touch 
Screens Accessibility Problems for the Blind and Visually Impaired 
 
Tumo Modimoeng 
 
Abstract 
 
Touch screen interface has evolved into the most popular and prevalent display 
unit in mobile phones over the years. Many assistive technologies have been 
developed to make such mobile phones accessible to blind and visually impaired 
users. This paper evaluates some of the most current research to make 
touchscreens accessible to the blind and visually impaired users with some 
recommendations for further work. 
 
1 Introduction 
With the boom of the touch screen interface, 
touch screen mobile phones have become more 
popular(Altinsoy & Merchel 2012). Over the 
years mobile phones have evolved into an 
everyday necessity, now being capable of 
performing more complex tasks other than the 
basic calling and texting as it were before. This 
can be seen from smartphones such as android 
e.g. Samsung Galaxy™ and iPhone™ which 
host a wide variety of applications. 
 
Although the integration of touch screen 
interface with mobile phones enables easy 
accessibility for ordinary users, it imposes a 
barrier to the blind and visually impaired 
(Nishino et al. 2011). There still is a need for 
assistive technology that the blind and visually 
impaired can use to easily operate mobile 
phones and also enjoy the innovations in mobile 
technology. 
 
Research by Nishino et. al. (2011) suggests a 
method that uses haptic technology in touch 
screen and Atkinson et. al. (2010) recommended 
a system that uses electro tactile feedback to 
simulate roughness in touchscreens for mobile 
phones 
 
Many other technologies have been developed 
such as intelligent personal assistants like Apple 
Inc. Siri and Google Voice. These are however 
error-prone, and inefficient and are still at a 
development stage (Guerreiro et al. 2008).  
Their expensiveness also hinders most blind and 
visually impaired users to have access to 
them(Bigham et al. 2008). These Intelligent 
personal assistants such as Apple Inc. Siri which 
use voice recognition to carryout user 
commands on mobile phones were thought to be 
a breakthrough to such problem and make it 
much easier for the blind and visually impaired 
users. This however proved to be less efficient 
due to misinterpretation of user commands, 
limited languages and most of all require 
internet connection to function well (Kane et al. 
2008). 
 
The screen readers and magnifiers are also 
amongst the most popular current methods 
available to make touchscreen accessible to the 
blind and visually impaired although their 
functions are limited to basically reading screen 
context and cannot be used to navigate 
touchscreens (Dorigo et al. n.d.). 
 
This paper serves to evaluate and discuss 
various methods that have been proposed by 
other researchers to assist the blind and visually 
impaired users easily use mobile touch screens, 
determining their effectiveness and if their 
methodologies are sound and have addressed 
the problem. 
2 Slide Rule Method 
Slide Rule is an interface that uses standard 
multi-touch screen and audio developed by 
Kane et. al. (2008) for the blind and visually 
impaired. This application uses a set of multi-
touch interaction techniques on touch screen 
interfaces and converts the touch-screen 
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interface into non-visual “talking” surface. The 
interface enables users to access phone contacts, 
messages such as email, and multi-media 
applications such as music using four basic 
motions: (1) one-finger scan to browse lists, (2) 
a second-finger tap to select items, (3) a multi-
directional flick gesture for additional actions, 
and (4) an L-select gesture to browse 
hierarchical information. 
 
An experiment was carried out to evaluate the 
effectiveness of the slide rule against the Pocket 
PC reader of which it aimed to improve against. 
To measure if it’s faster, less/more error prone 
and the time spent reading out each item. The 
test featured two mobile devices; iPhone and 
Asus Pocket PC and 10 blind users with at least 
10 year screen reader experience. The iPhone 
contained the Slide Rule while the Pocket Pc 
contained an application similar to the Slide 
Rule. On the Pocket PC, users used the buttons 
to navigate coupled with simple tapping 
gestures on the screen, while on the iPhone they 
used the touch screen for slide rule. 
 
Each user was given clear instructions and 
practice of the tasks before the experiment 
begun. 3 tasks were performed on both devices 
starting out with Slide Rule then the Pocket PC 
for each user; (1) carrying out a call, (2) reading 
email and (3) playing music of which each user 
had a maximum of 5 trials. Participants carried 
out each task to completion rapidly and with 
accuracy as they were instructed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure1. Task completion time for 3 tasks for 
each device (Kane et al. 2008) 
 
In this results, Slide Rule completed tasks much 
faster with an average of 11.69 seconds and 
12.79 seconds for the Pocket PC.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure2. Slide Rule average errors per 
application (Kane et al. 2008) 
 
It was observed that despite Slide Rule being 
fast, it was more error-prone whereas no errors 
were experienced using the Pocket PC. Slide 
Rule had 0.20 average errors per trial while the 
Pocket Pc had none. 
 
Users were also able to scan faster through 
items with Slide Rule which had a lower time 
spent listening to each item of 0.95 seconds 
compared to 1.42 seconds of the Pocket PC. 
 
The researchers went on to make a follow up on 
the participants to give out their preferences 
between the two devices using a questionnaire 
containing some closed questions for numerical 
analysis and open questions for opinions and 
recommendations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure3. Questionnaire results (Kane et al. 
2008) 
 
The researchers conducted a good testing 
strategy for the hypothesis. Testing out the 
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usability and performance of the Slide Rule 
against current innovations provided a clear 
point to measure out if their innovation is an 
improvement and necessary. All the participants 
were familiar with screen readers and had 
dexterity to use mobile devices; these skilled 
participants ensured that the usability testing of 
Slide Rule is more credible. An expert or 
familiar user will always provide more insight 
into what needs to be improved as they have 
more experience and knowledge of what is 
expected of a touch screen assistive device. It 
was also ensured that the gestures of the Slide 
Rule are working properly before the primary 
test by conducting a pilot study, which featured 
3 blind and two sighted participants to identify 
any improvement possibilities. The pilot study 
was necessary to ensure that the devices are 
working properly hence ensuring more accurate 
test results. However using skilled participants 
may not clearly reflect the usability of the Slide 
Rule, the researchers did not test how long an 
unfamiliar user may take to learn Slide Rule. 
Therefore the claims that Slide Rule is easy to 
learn cannot be verified and need further 
evaluation.  
 
However with Slide Rule, touchscreens for 
mobile devices can be made accessible for blind 
and visually impaired users without the use of 
additional buttons. The researchers went follow 
up with qualitative feedback from participants, 
this provided a more insight into that the Slide 
Rule is a success. 7 out of 10 users preferred the 
Slide Rule over the pocket Pc mainly due to its 
speed and ability to randomly access lists which 
is a high turnout. The researchers went on to 
conclude that Slide Rule is a success and that 
with more use and familiarity, the users speed 
would improve and the task error rate decrease. 
 
Therefore a conclusion can be reached that 
Slide Rule allows full accessibility of touch 
screen mobile devices but an evaluation 
containing inexperienced users would have 
provided more convincing results. 
3 NavTap and NavTouch  
Guerreiro et. al. (2008) in their research 
suggested two touch screen gesture based text-
input methods, NavTap and NavTouch. 
 
NavTap is intended for touch-screen mobile 
phones with a keypad, of which the touch 
screen is mainly used for navigational purposes. 
This method uses the standard keypad to input 
text and introduces a new navigation system to 
rid blind and visually impaired users the load of 
having to memorise key-letter associations. The 
alphabet is rearranged so that four letters (2,4,6 
and 8) are used to navigate through the letters 
instead. Each selected letter is readout with 
audio feedback. 
 
NavTouch is similar to NavTap but uses touch-
screen in which people perform directional 
gestures on the screen to navigate the alphabet. 
It also uses audio feedback with additional 
functions such as Ok and erase. 
 
There was only one experiment to evaluate the 
interfaces. This experiment evaluated the ease 
to learn and the usability of the two methods; 
NavTap, NavTouch against traditional MultiTap 
using three groups of blind users with different 
educational backgrounds. Of that test group, 
40% completed elementary, 40% secondary, 
20% high schools and one have university 
degree with no experience using mobile devices 
for text-entry .Each group was tasked with 
writing senses using each of the input methods; 
the error rate for each method was recorded 
together with the difference between the 
proposed and transcribed sentences using MSD 
(Minimum String Distance).  
 
For each session, a 30 minute training session of 
training was held to familiarise the uses with the 
method used in that session. Users learned and 
familiarised themselves faster with the NavTap 
and NavTouch much faster than the traditional 
MultiTap. With this the researchers had reached 
their hypothesis of developing a gesture based 
method that is easier to learn than the current 
available methods e.g the traditional MultiTap. 
 
This test uses a good approach of evaluation due 
to the even distribution of participants, of which 
had different educations levels therefore 
avoideing bias in the experiment.. Therefore 
NavTap/NavTouch is so user-friendly that it can 
be easily learnt by all people regardless of age 
or experience with screen readers. The methods 
also yielded great results and it was also good of 
the researchers to test out a method in different 
approaches which lead to a much better and 
efficient implementation of the method.  The 
error rate for the traditional MultiTap increased 
from 47% to as high as 71% and decreased with 
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NavTap to 4% and ended with 14% for 
NavTouch.  
 
Minimum String Distance (MSD) was used to 
measure the difference between the proposed & 
transcribed sentence. MultiTap had an average 
MSD error rate of 15.6%, NavTap 10% and 
NavTouch with the least of 4%. 
 
The researchers also recorded the keystrokes for 
per character for each method to determine 
which is faster. MultiTap had the least in the 
frist session followed by NavTap and NavTouch 
respectively. However with more familiarity of 
the methods by users, bystrokes per character 
decreased. MultiTap had a decrease to 5.68, 
NavTap 5.47 and NavTouch 4.68. 
 
The researchers extensively evaluated their 
proposed method as a good comparison with a 
current popular method; MultiTap was 
conducted. The researchers concluded the 
research a success as NavTouch proved to be 
the most efficient method from the experiment. 
NavTouch had the lowest MSD error rate of 
4%, users input text faster and were also learnt 
it faster than the other methods.  
 
Therefore we can conclude that text input using 
navigational gestures is more effective than 
traditional methods. 
4 Braille Input Method 
A research by Rantala et. al. (2009) focused on 
the presentation of braille on touch screen 
mobile devices. They propose to improve the 
available braille displays for mobile devices of 
which are externally attached to mobile devices 
by introducing a portable method that does not 
require to be linked externally to the mobile 
device. They developed a braille display method 
that uses piezoelectric actuator embedded under 
the touch screen of the mobile device. 
 
The braille is read using a rhythmic pattern or is 
explored one at a time in which the braille 
characters are read one at a time. These are 
implemented using three interactive methods; 
scan, sweep and rhythm. 
 
4.1 Braille Scan Method 
 
The braille characters in the braille scan are 
presented using a six-dot braille layout placed in 
a 2x3 matrix. Tactile feedback is produced for 
the dots and the dots are then read with a 
downward movement of the stylus. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure4. Column (a) is read first then the 
stylus is moved one step upward to (c) to 
read last column (Rantala et al. 2009). 
 
 The stylus is placed on the screen and moved 
downwards to read the first column. The second 
column is read by moving the stylus one step 
upward for the second column to appear which 
will be read in the same downward movement 
of the stylus.  
 
4.2 Braille Sweep Method 
 
The braille characters are placed horizontally 
across the screen and are read with a sweeping 
movement of the stylus from either the left-right 
or right to left. 
 
 
 
 
 
 
 
 
 
Figure5. The braille is read by either 
sweeping stylus from left-right or right to left 
(Rantala et al. 2009). 
 
4.3 Braille Rhythm Method 
 
 The braille characters are read by placing the 
stylus on the screen and then presented with 
tactile pulses in a numerical order. 
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Figure6. Dots 1 and 4 present the feedback 
pattern for letter “c” in Braille. The first and 
the fourth dots are raised (higher pulse 
shapes) and the other four lowered (lower 
pulse shapes) (Rantala et al. 2009). 
 
Two experiments were conducted for this 
research. The first experiment was to evaluate if 
the users can recognize the braille dots using 
each of the three methods. The test comprised 
of 3 sessions to monitor the improvements and 
stability of presentation methods. The 
experiment was done by 6 blind users, each 
with an average of 24 years reading Braille. 
However the 6th participant was excluded from 
the test due to not understanding the instructions 
and therefore results are based from 5 
participants. A Nokia 770 Internet Tablet 
together with a stylus were used in the 
experiment. The participants used hearing 
protector headphones to listen to a pink noise to 
block out the piezoelectric actuator noise while 
the instructions and verbal feedback were given 
out by the instructor using the microphone. An 
application written in C was used to control the 
character presentation; this was implemented on 
the Linux operating system of the device. 
 
Stylus down to stylus up events was used to 
measure the reading times of characters. 
  
After the three sessions the scan method had 
97%, sweep 91% and rhythm with 92% mean 
recognition accuracies. Over 9 out of 10 
characters were recognised using 2 motions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure7. Mean recognition accuracies for 
each method and session  (Rantala et al. 
2009). 
 
As for the reading times, they were as follows 
after the 3 sessions for each method; scan 5.7 
seconds, sweep 5.1 seconds and rhythm with 3.7 
seconds. However the statistical analysis did not 
contain the rhythm method as the dots were 
presented to the screen with fixed interval and 
therefore constant reading time. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure8. Mean reading times for each 
method with each session (Rantala et al. 
2009). 
 
The rhythm method was concluded as the most 
efficient method amongst the three methods by 
the researchers. It was the fastest and can be 
used without the stylus and also the dots are 
read by placing the stylus in one point on the 
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screen. The rhythm method had a high 
recommendation rate by participants; four out of 
five opted for it.  
 
The second experiment focused on testing the 
rhythm method further evaluating the 
performance of participants with the character 
duration shorter than in the first experiment. 
The other difference is that the participants did 
not use the stylus but their fingers.  
 
The test experiments performed have evaluated 
if the characters can be read using the three 
methods; scan, sweep and rhythm. The results 
were great and all methods scored high results 
although the rhythm method was selected as the 
best. The researchers also conducted a pilot 
study to ensure that each method is working as 
required in order for the test results to reflect 
true without any method being disadvantaged. 
The second test evaluated the effectiveness of 
using different apparatus to read the rhythm. 
This is good as it allows for the discovery of 
most effective way to read the rhythm and 
changes be applied to make the reading of the 
rhythm more effective. Although the test carried 
out were good, there were some months 
separating the two experiments. This may affect 
the test negatively as it was observed that the 
mean recognition time for test two was lower 
than test one, some users may have forgotten 
some aspects of using the rhythm method. 
Therefore further evaluation is needed for the 
recognition time of experiment two with no 
significant separation between the tests. The 
experiments were also conducted using highly 
experienced braille users who may provide a 
good insight into the usability of the methods. 
The tests were complex and therefore needed 
experienced braille readers to effectively 
identify the difference between the methods as 
it was observed that the test results between 
them were slight. Although this a good 
approach, we cannot ignore that the number of 
participants was quite small and the second test 
was also performed with the same five users. 
This may bring a doubt into the credibility of 
the results and therefore the tests need to be 
performed with a much larger population of 
participants.  
 
Therefore it can be concluded that a 
piezoelectric actuator can be used to produce a 
method for braille presentation on mobile 
devices without the use of an external device. 
5 Conclusions 
In this paper, three touchscreen methods were 
evaluated. These methods are essential to allow 
blind and visually impaired users to fully access 
the touchscreen in mobile devices without the 
use of external devices for display. It can be 
concluded that tactile feedback is the most 
effective method as it eliminates the problem of 
using screen readers in noisy environments 
where they tend to be useless. 
 
An interface that uses tactile feedback combined 
voice recognition would be ideal. Users would 
be able to easily switch between using voice or 
braille for screen reading and navigational text 
input for fast and accurate text input. Such a 
user interface is recommended. 
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An Evaluation Of Sector/Sphere When Mining Large Distributed 
Datasets 
 
Gorata Pearl Modutlwa 
 
Abstract 
This paper evaluates high performance storage and processing facilities 
necessary to close the gap between the amount of data that is being produced and 
the capability of current systems to store and analyze this data.  Cloud computing 
platform known as Sector/Sphere is looked at through evaluation of published 
research focusing on applications, experimental studies and their results and 
problems it has. This paper compares two versions of Sector/Sphere the first and 
second with the second version focusing on version one shortcomings. It then 
recommends the platform looking at experiments carried out in both versions 
which proved Sector/Sphere performance better than its competition. 
 
1 Introduction 
Performance while data mining is an issue in 
today’s time as data capacity is growing bigger 
and bigger every day. Due to this increase, users 
experience difficulties figuring out which server 
hosts a particular file, which replica is the latest 
version as they are randomly done and it’s 
difficult to keep them consistent as they span 
across multiple data servers.  Users also 
experience low throughput when downloading 
files from remote locations using Internet 
(WordPress.com 2010).In order to address these 
problems current research has moved away 
from being processor focused to focus on data 
locality, speed and data handling, this move is 
achieved by cloud computing platforms (Gu and 
Grossman 2009) .   
 
Sector/Sphere is a cloud computing platform 
which mines data across data centers without 
need to move the data, with processing of the 
data being done only when needed while also 
providing back up for data by replicating it (Gu 
and Grossman 2009) and (Ali and Khandar 
2013).This thou does not mean Sector/Sphere is 
out of fault, challenges of load balancing, data 
locality and fault tolerance were realized after 
version one (Gu and Grossman 2010). 
 
In this paper academic journal’s experimental 
work and Sector/Sphere applications will be 
critically evaluated focusing on high 
performance, wide area networks and data 
mining. This paper focuses on the research 
currently published concerning Sector/Sphere 
and how it improves data mining using high 
performance networks. To make this possible 
this platform assumes high performance, wide 
area networks are in place and specialized 
protocols are used together with user defined 
functions to manipulate data (Mishra, Sharma 
and Pandev 2013). Since this platform employs 
a layered architecture parallelizing is easily 
achieved which is needed for efficient 
management and manipulation of data. 
 
 
Figure 2 Sector/Sphere architecture (Gu and 
Grossman 2009) 
2 Presentation and Evaluation 
In order to carry out this evaluation an extensive 
literature review was done. Firstly version one 
of Sector/Sphere is looked at then version two is 
looked as it counters for some challenges 
experienced in the first version all of which will 
show how performance of data mining can be 
improved. The paper is divided into two parts 
focusing on these versions. 
2.1 Sector/Sphere Version 1.0 
Grossman et al (2009) focuses on a cloud based 
architecture which is optimized for wide area 
high performance. They carried out three 
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experiments, one of which focused on Sector 
while two others were about Sphere. These 
experiments which are in the form of 
applications will be looked at closely 
experiment by experiment so as to see how they 
were done and if proper steps were followed. 
Firstly a high performance wide area test bed 
connected using 10Gbps networks and 4core 
Opteron servers each with 2.4 GHz CPU and 
4GB memory was made which the applications 
ran on. 
 
Experiment one of Grossman et al( 2009) looks 
at a content distribution network for large e-
science datasets of which its performance was 
measured by a long distance to local 
performance ratio (LLPR).  The higher the 
LLPR the better the performance and it has a 
maximum of 1.0 performance to say that the 
long distance data transfer cannot be faster than 
local transfer within the same hardware setup. 
The following table shows the success of Sector 
storage cloud from the experiment carried by 
Grossman et al (2009) meaning the access to the 
data set is as much as those at the actual data 
set. 
 
 
Table 1 Sector storage cloud providing 
performance matching that of scientist at the data 
(Grossman et al. 2009) 
 
Experiment two was a Sphere application called 
Angle that looked at identifying problems 
within a TCP data packet built up across 
multiple distributed geographical locations. It 
contains sensor nodes that are attached to the 
Internet to collect IP data. These nodes are 
connected to Sector nodes on a high 
performance network so they could be managed 
while Sphere identifies the suspicious behavior. 
This experiment was evaluated using K-means 
algorithm since the results of Angle are 
clustered into a feature space (Grossman et 
al.2009). 
 
 
Table 2 performance of Sector/Sphere when 
computing cluster model (Grossman et al.2009) 
 
 The third and final experiment done by 
Grossman et al (2009) compared Sphere to 
Hadoop which is also a cloud computing 
platform used to enhance performance of data 
centers. These two were compared on a six node 
Linux cluster at one place. This experiment 
focused on the speed in seconds at which these 
platforms could create a 10GB file on each node 
and perform a distributed sort on each file. 
 
Table 3 performance of sort phase with Hadoop 
using four core nodes while Sphere uses only two 
(Grossman et al. 2009) 
 
Looking at this paper it is evident that good 
experimental skills were put in place since all 
the experiments were carried out in one 
controlled environment. This alone increased 
the chances of unbiasedness in the output of the 
experiments. Each of the experiments was 
carried out multiple times so as to eliminate the 
element of randomness in the output thus 
confirming the reliability of increased 
performance when using Sector/Sphere 
platform.  
 
Performance measures were put in place each 
targeting the relevant experiment in order for 
the results to be scrutinized easily while also 
maintaining the scale of performance to 
seconds. The research went on to evaluate 
performance against platforms using high 
performance networks.  However since no 
original data was provided before carrying out 
the experiments it’s impossible to see if desired 
performance was reached even though the 
results show good speed. 
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Gu and Grossman (2009) adds on to their 
previous research by writing an updated 
research focusing on describing Sector/Sphere, 
its application and experimental studies done 
comparing Sector/Sphere to Hadoop using two 
different benchmark being the Terasort 
benchmark and the Terasplit benchmark which 
employs a split for regression tress. In this paper 
they presented control information and 
separated testbeds into wide area experiments 
and local area experiments. The wide area 
experiments used six servers across three 
different locations being Chicago, Greenbelt  
and Pasadena, the servers used 4core 2.4Ghz 
Opteron processors, 4GB RAM, 10GE MyriNet 
Nic and 2TB of disk whereas local area 
experiments used newer eight servers with 
4core 2.4Ghz Xeon processors with 16GB 
RAM, 10GE MyriNet Nic and 5.5TB. 
 
In their first experiment Gu and 
Grossman(2009) compared Hadoop to Sphere at 
a wide area testbed while using both 
benchmarks. At this testbed performance 
approximating 2.4 to 2.6  for Sector/Sphere as 
compared to  Hadoop were realised for sorting 
10GB data at each node with 100 byte record 
and 10 byte key. 
 
 
Table 4 performance of Sphere and Hadoop 
sorting a 10GB file with 100byte records (Gu and 
Grossman 2009) 
 
Gu and Grossman (2009) continued their 
comparison between Sector/Sphere and Hadoop 
by carrying out the same experiment as above 
but focusing on a single location still using both 
benchmarks. Here perfromance levels between 
1.6 and 2.3 at Terasort benchamrk were realised 
while at the Terasplit performance 
approximating 1.2 to 1.5 were reached making 
Sector/Sphere faster than Hadoop. Nonetheless 
“Hadoop performed better on clusters 
employing 1GB than 10GB” (Gu and Grossman 
2009). 
 
Table 5 Performance of Sphere over Hadoop at a 
single location (Gu and Grossman 2009) 
 
Gu and Grossman (2009) also describes one of 
their application known as Angle unlike in their 
previous paper they state that it identifies 
emergent behaviour in multiple ways. Firstly 
Sphere combines feature files into temporal 
windows each known as length ‘d’ then  clusters 
are computed for them using different centres. 
Due to their temporal evolution these clusters 
are called emergent clusters and they can be 
used to identify feature vectors with emergent 
behaviour. 
 
 
Figure 3 function to score feature vectors (Gu and 
Grossman 2009) 
 
Taking into consideration how Gu and 
Grossman (2009) handled their experiments and 
presented their work, I concluded that it was a 
good research since all experiments were done 
under a controlled environment. Unlike in their 
previous paper Gu and Grossman( 2009) started 
by presenting constant variables which acted as 
controls for the experiments they carried out.  
This data helped in evaluating results since both 
versions of the data are available thus 
eliminating uncertainty when reviewing 
experiments results. These experiments were 
also carried out at local and wide area network 
using both test beds at each network thus 
allowing for the capabilities of the two 
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platforms to be fully exhausted proving 
Sector/Sphere performance better at high 
performance networks of 10Gbps while Hadoop 
does at low performance networks of 1Gbps.  
2.2   Sector/Sphere version 2 
This version of Sector/Sphere focuses on 
providing support for fine tuning data placement 
to improve data locality, multiple input/output, 
multiple user defined functions as well new 
features like fault tolerance and load balancing. 
Gu and Grossman (2010) starts off introducing 
Sector/Sphere, its application aware capabilities, 
data processing framework  and some new 
eperimental studies undertaken to cater for the 
abov mentioned problems.   
Data Locality and Reliability 
Since Sector/Sphere does not split files into 
blocks but places them as they are on single 
nodes it means users have to manually split the 
data this creates additional work. On their paper 
Gu and Grossman (2010) handles this challenge 
using file families which applies specific rules 
concerning data locality, it places all related 
files together in one segment  thus reducing data 
moved when querying multiple columns.  These 
families are also coupled with index files so as 
to reduce search time.  
 
Since Sector/Sphere runs on wide area networks 
to improve on its previous replication strategy, 
it allows the user to select the time for creating 
replicas that is periodically or after data is 
written this enables it to be independent from its 
system replicas (Gu and Grossman 2010). 
Load Balancing 
Since Sphere applies the same User Defined 
Function independently to enable parallel 
processing of data load balancing and fault 
tolerance of data segments /set are handled and 
these are normally distributed over multiple 
Sector nodes. As these datasets are many they 
are sent to a bucket list which experienced 
bottleneck problems (Gu and Grossman 2010). 
 
 
Figure 4 Congestion problems (Gu and Grossman 
2010) 
 
A decentralized approach is used to counter for 
this problem by eliminating hot spots that is to 
say before a node could send results to a bucket 
list, a request for recent data transfer is sent to 
the destination node and if the results are greater 
than s threshold  a different bucket is considered 
(Gu and Grossman 2010). 
Fault Tolerance 
Sector/Sphere uses data replication to handle 
this issue, this thou is complicated by UDF 
sending data to multiple bucket lists since its 
transferred between source and destination 
nodes which means if the source node fails the 
data will be incomplete at the destination node 
and if it happens at the destination then data 
from multiple sources will be lost. To counter 
for this previously, buckets list were duplicated 
which lead to overheads and higher chances of 
failures.  
 
Gu and Grossman (2010) in their paper 
introduces splitting of UDF that generate bucket 
list into those focusing on generating local files 
while another gathers and places them in their 
final bucket list.  They continue to introduce the 
Sphere voting system which identifies and 
eliminates poor performance nodes. This system 
measures low performance if a node gets more 
than fifty percent of its votes in a given time 
period then its eliminated. Thse votes are 
cleared after their time collapse so as to avoid 
eliminating all  nodes as their vote increase. 
Data processing 
 
As Sphere processes multiple input/outputs 
iterative processing using K-means clustering 
algorithm are done. With the in memory objects 
and indexes time spent reconstructing data 
structures and locating output bucket lists is 
reduced. These two when used with the join 
operation related bucket lists can be co-located 
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enabling them to be read at the same location 
(Gu and Grossman 2010). 
 
 
Figure 5 Joining datasets (Gu and Grossman 
2010) 
 
Three experiments were carried out one focused 
on optimizing batch processing done at the 
MalStone benchmark, the second compared 
resource usage of sector/sphere to Hadoop done 
at the Terasort test beds while the third looks at 
how Sphere parallelizes data processing (Gu 
and Grossman 2010). 
 
The first experiment was done in two 
benchmarks of MalStone, both of which run on 
synthetic data generated by a utility called 
MalGen. Each consists of 10billion records. The 
first benchmark computes a ration for each site 
w, by collecting entities that visited the site at 
any time and calculate their percentages for 
which the entity will cross checked in future. 
The second benchmark works the same with an 
exception at the computation as it happens for a 
particular week per site for the past visits 
marking them as computed. 
 
 
Table 6 Hadoop against Sector/Sphere MalStone 
Benchmark (Gu and Grossman 2010) 
 
The second experiment is the same as the one in 
Sector/Sphere version with an exception of 
examined resources usage. As it is the same 
results were obtained as before but aggregate 
network input/output on hundred and twenty 
nodes running Sector is greater than 60 GB/s 
unlike Hadoop has 15 GB/s. This indicates 
resources are used efficiently due to higher 
input/output although Hadoop used much 
processing. This experiment included 
comparisons against Sphere and MapReduce 
(Gu and Grossman 2010). 
 
 
Table 7 Sphere against Hadoop Terasort 
benchmark (Gu and Grossman 2010) 
 
It is clear from this work that the Gu and 
Grossman (2010) paper address problems which 
affected Sector/Sphere and could have possible 
affected data mining of large datasets.  The 
problems were first mentioned together with 
their causes, previous solutions and new 
solutions. This enabled a distinction between 
these to be clear. Good experimental skills were 
applied during their research since they had 
being previously done so they were able to test 
new solution and also compare the results easily 
thus removing unbiasedness. 
3 Conclusions 
Large dataset are inevitable as data is growing 
so effective management and manipulation of 
them is needed. From the above evaluation it’s 
evident that Sector/Sphere is an optimal solution 
for anyone experiencing problems concerning 
mining of large datasets. I recommend this 
cloud computing platform since it has proved to 
be reliable, efficient and good for handling large 
data sets. This platform is able to consolidate 
data from multiple data centers and prepare it 
user manipulation this in turn helps users as all 
their needs are handled concerning large 
datasets. As seen most of research was done by 
the same authors but they were able to define 
and handle different aspects concerning this 
platform which makes them credible as well as 
the works they presented. From the detailed 
experiments they carried out and good 
experimental skills there were able to support 
their hypothesis that Sector/Sphere is the best 
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solution. With this I conclude this research into 
Sector/Sphere. 
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A Detailed Analysis on Data Mining Techniques Used For Detecting 
Credit Card Fraud 
 
Thato Carol Mosimanemotho 
 
Abstract 
Credit card fraud has proven to be many financial institutions’ big problem. 
Banks are losing a lot of money due to credit card fraud. This paper evaluates 
three models for detecting credit card fraud using different data mining 
techniques. Data mining is a way of generating patterns from the data and divides 
this data according to how it relates. Data mining techniques includes clustering, 
decision trees, association rules, classification and neural networks. This paper 
will focus only on three techniques of data mining being clustering, decision 
trees and neural networks. 
 
1 Introduction 
Credit card fraud has turned out to be a major 
problem for the banks using this technology. It 
is an e-commerce technology of paying for 
goods and services without using cash in hand. 
With the current systems of detecting credit 
card fraud, there is a problem of accessing bank 
databases because most bank databases are huge 
and they are many (Ogwueleka 2011). Most of 
these systems fail to work with these kinds of 
databases; this hinders the solving of the 
problem. Some banks also fails to frequently 
obtain updated fraud patterns, these banks might 
continuously suffer fraud attacks (Chaudhary et 
al. 2012). This situation also fails the systems 
because most of the credit card fraud detection 
system uses the fraud patterns to discover if a 
transaction is fraudulent or it’s legitimate. If the 
database does not update the fraud patterns 
frequently then the system will not be  able to 
work to its level best because these patterns 
changes, so they need to be updated frequently. 
There is also a chance that transactions made by 
the fraudsters in the past fit in the pattern of 
normal behaviour that is being counted as a 
legitimate transactions. Also the profiles of a 
fraudulent behaviour changes constantly so the 
system has to take into account this problem 
(Sahin et al. 2013).  
2 Data Mining Techniques Used 
for Credit Card Fraud Detection 
 
2.1 Clustering 
(Dheepa & Dhanapal (2009); Modi et al. 
(2013);  Delamaire et al (2009)) agree that clus-
tering breaks down data in a way that generates 
patterns. Clustering allows for identification of 
an account which has their trend of transactions 
changing, that is displaying a behaviour it has 
never displayed before. Unlike other techniques 
clustering does not require the model to know 
the past fraudulent and non -fraudulent transac-
tions (Ganji 2012).  Clustering is an unsuper-
vised learning model. Ganji (2012) proposes a 
model which uses the outlier and reverse k 
Nearest Neighbour which are both clustering 
techniques. With outlier technique an observa-
tion is made that diverges so much from other 
observations that raise suspicion. It does not 
learn from past transactions from the database,  
instead it detects changes in behaviour or trans-
actions which are not usual (Ganji 2012; Dobbie 
et al. 2010). The graphs below show how outlier 
classifies transactions. 
 
Figure 1.graphs showing how outliers work 
(Ganji 2012) 
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Figure 2 SODRNN algorithm pseudo code (Ganji 
2012) 
 
The outlier detection was combined with re-
verse K-nearest neighbour to develop Stream 
Outlier Detection on Reverse K- Nearest 
Neighbours algorithm (SODRNN). This algo-
rithm has two processes being stream managing 
process and the query managing process.  There 
is also a window which should be allocated in 
memory. The incoming data stream objects are 
received by the former procedure and it effi-
ciently brings up to date the current window. 
Upon the coming of the new stream objects, to 
keep the current window, it keeps the k-nearest 
neighbour list and the reverse k- nearest 
neighbour list of the influenced objects in the 
current window instead of that of the whole data 
stream objects in the current window. During 
the insertion of the new oncoming objects, it 
will scan through to the current window to look 
for the objects that their K-nearest neighbour is 
influenced. When the k-nearest neighbour list of 
the objects in the current window is updated, 
they also update reverse k- nearest neighbour 
list. When the top m query of the outliers is de-
manded by the user, the latter process will scan 
the current window and return m objects whose 
reverse k- nearest neighbour (p) is small as of 
this query.  
 
Real datasets were used to perform the experi-
ments. To evaluate the detection performance, 
information about the outliers were assumed in 
all the experiments. SODRNN was imple-
mented and conducted on a PC with the follow-
ing features: 
 Pentium D 3.1GHz  
 1 GB Memory  
 Windows XP 
To carry out the experiment, a dataset with a 
certain magnitude was chosen, the random 
number generator created in the highest dimen-
sional space equally spread data, which includes 
the 10, 000 multi-dimensional space point data. 
The equally spread data ware tested the X * X 
tree index structure and actual take up memory. 
This is shown on Figure 3, when the dimension 
increases, X * X tree index structure and the 
actual memory space which is occupied by an 
equivalent increase, because all the nodes in the 
array of dataset with the MBR with the increase 
of dimension up more memory space, and the X 
directory tree wants all the nodes in all the data-
set additional storage node split in the history 
record. The following figure shows the results. 
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Figure 3 Main memory requisitions of the two 
indexes structure for different dimension (Ganji 
2012) 
 
This model is good since there is no need to 
train data. Because to implement methods 
which train data is usually expensive. It is also 
able to detect previous undiscovered types of 
fraud unlike supervised methods. This model 
has reduced the number of scans to one as com-
pared to other models. With the experiment that 
was carried out, the model has proven to be 
efficient and effective. Also this model makes it 
easier to determine fraudulent transactions and 
legitimate transactions looking at the spending 
nature of the card holder. Although clustering 
can be a very good technique, there are 
situations where this technique is likely to fail. 
Situations like when the fraudulent transactions 
fall in the same pattern as the legitimate 
transactions. This will be difficult to notice and 
difficult to solve. Frausters can learn the pattern 
of the legitimate transactions and make sure that 
their transactions follows the same patterns, to 
make it hard for the system to notice. 
 
2.2 Neural Networks 
Neural networks work like a brain of a human 
being. The technique learns from past experi-
ence for it to predict and classify the data 
(Akhilomen (2013); Ogwueleka (2011); 
Günther & Fritsch (2010); Chaudhary et al. 
(2012); Sherly (2012)). In this way neural nets 
in credit card fraud does the same thing, they 
learn the legitimate and fraudulent transactions. 
Then after learning they will be in a position to 
predict and classify transactions. Other methods 
used for credit card fraud apart from neural 
networks have limitations such as; they do not 
have the ability to learn from past experience; 
they do not have the ability to predict the future 
looking at the present situation. Neural net-
works work in such a way that the linear com-
bination of the nodes are compared and if the 
input weight connections exceeds the threshold 
the activation key fires.   
  
Ogwueleka (2011) proposed a system applica-
tion that used neural networks method called 
Self-Organizing Maps (SOM) to predict trans-
actions which are fraudulent and the ones that 
are legitimate. The system used four categories 
being low, high, risky and high risky. Only le-
gitimate transactions are processed the ones 
which falls in other groups are labelled suspi-
cious or fraudulent and they will not be proc-
essed. Ogwueleka (2011) carried out the ex-
periment which was done following the steps 
below: 
 Choose a suitable algorithm. 
 Use the algorithm with dataset that 
is known 
 Evaluating and refining the algo-
rithm which is being tested with 
other datasets. 
 Discuss the results. 
 
According to Ogwueleka (2011) when a trans-
action is made, this application will run secretly 
in the background and check if the transaction is 
legitimate. The system has two subsystems be-
ing the database, where the transactions are read 
into the system and the credit card fraud detec-
tion engine which checks if the transactions are 
legitimate when they are performed. 
 
The detection system has two components 
which are the withdrawal and the deposit. Each 
component has subcomponents which are: the 
database, the neural network classification and 
visualization. The database was tested to make 
sure that all the needed dataset is brought into 
the model and the model uses it. SOM algo-
rithm was used in neural network classification. 
This is where the dataset loaded from the data-
base will be divided into a training dataset and a 
test dataset. The training dataset was divided 
further into sub units used for elimination of the 
model and a subset will be used to evaluate the 
system performance.  
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The data being tested was prepared and used on 
the system with the program that is being tested.  
Results from the test were analysed with 
physically arranged results for the effectiveness 
of the new model to be determined. To measure 
effectiveness of the application, this was done in 
terms of classification errors. Classification 
errors consisted of system detection rate and 
false alarm rate. The dataset was designed from 
transactions made per day in a month in a 
Nigerian bank. The table below shows the 
performance results. 
 
 
Figure 4 performance results (Ogwueleka 2011) 
 
MATLAB software package was used to 
analyse the performance of the detection 
algorithms and the results were compared with 
the collected data which are shown below.  
 
 
Figure 5 Receiver Operating Curve (ROC) for 
withdrawal fraud detection (Ogwueleka 2011) 
 
 
Figure 6 Receiver Operating Curve for deposit 
fraud detection (Ogwueleka 2011) 
 
PD =probability of false negative 
PF =probability of false positive 
 
When compared to other models used for de-
tecting fraud using the ROC curve, credit card 
fraud detection watch has proven to be the best 
in performance. The results also proved the reli-
ability and accuracy of the credit card fraud 
detection using neural network. When testing 
for the feasibility neural network tools for credit 
card fraud detection watch, two commercial 
products being quadratic discriminates analysis 
(QDA) and logistic regression (LOGIT) were 
used. Figure 6 shows results of the comparison 
of performance analysis of the credit card fraud 
detection watch model with QDA and LOGIT. 
 
In figure 7, credit card fraud detection watch 
ROC curve shows the detection of over 95% of 
fraud cases without causing false alarms. It is 
followed by logistic regression ROC curve 
which shows the detection of 75% of fraud 
cases with no false alarm. With quadratic dis-
criminant analysis, it detected only 60%. This 
proves that credit card fraud detection watch 
performs better.  
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Figure 7 comparisons of credit card detection 
watch with the fraud detection system ROC for 
deposit fraud detection (Ogwueleka 2011) 
 
The experiment results prove that indeed this 
model is efficient and reliable. Its performance 
of detecting 95% of fraud cases shows that it is 
suitable for solving credit card fraud.  The 
model uses four clusters unlike other models 
which uses 2 clusters which are normally used 
and has bad performance. For the performance 
of the model to be increased, the author should 
consider the use of back propagation technique 
of neural networks which when fraud is de-
tected the system will send back the transaction 
for the patterns to be updated. This will help in 
fast and reliable pattern updates and to help the 
model deal with different feature types and de-
tect the errors in large amount of transaction of 
credit card system. 
 
2.3 Decision Trees 
A decision tree is a technique where nodes are 
given names of the attributes and branches 
given attributes values that fulfil certain condi-
tion and ‘leaves’ that contain an intensity factor 
which is defined as the ratio of the number of 
transactions that satisfy these condition(s) over 
the total number of legitimate transaction in the 
behaviour (Delamaire et al, 2009). When the 
decision tree starts there has to be a question 
which has more than two answers. Every an-
swer points to more questions to help with the 
classification and identifying the data so it can 
be grouped and a prediction can be made. 
 
Sahin et al. (2013) proposed a fraud detection 
model called cost-sensitive decision tree. The 
main aim of this model is to minimize misclas-
sification cost, thus making the model highly 
accurate. This will recover large amount of fi-
nancial loses and increase customer loyalty. To 
test the approach the credit card data from the 
bank’s credit card data warehouse was used. 
This data was used to form training dataset used 
in the modelling of the technique and the test 
dataset which is involved in the testing of 
trained models. 978 of fraud transactions and 22 
million of legitimate transactions made the 
sample dataset, which was then sampled using 
stratified sampling to reduce the number of le-
gitimate transactions until the number reached 
11344000 left with 484 of the transactions being 
fraud transactions (Sahin et al. 2013). The table 
below shows distribution of the training and test 
dataset. 
 
 
Figure 8 Distribution of the training and test data 
(Sahin et al. 2013) 
 
In other decision tree algorithms, the splitting 
criteria can be insensitive to cost and class dis-
tributions or the cost is fixed to a constant ratio 
in a way that classifying fraudulent transactions 
as legitimate (that is false negative) is ”n” mul-
tiplied by the cost of legitimate classification 
transactions as fraudulent (that is false positive). 
These misclassification algorithms are consid-
ered when pruning takes place, not the induction 
process. In this new approach fraud will be clas-
sified looking at how much it will cost, that is 
the fraudulent transaction with the highest cost 
will be detected first then the ones with the 
small cost will follow. The performance of this 
model together with the other models is com-
pared over test data which is done over saved 
loss rate (SLR). Saved loss rate depicts the 
saved percentage of the possible financial loss. 
The models that prove to be the best in this ex-
periment among ones developed using the same 
method but using different parameters is com-
pared with other method developed with the 
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cost sensitive decision tree algorithm proposed. 
Six models that were developed using tradi-
tional decision tree algorithm were chosen and 
applied in SPSS PASW modeller. The chosen 
models were developed using C5.0, CART, 
CHAID and CHAID with a fixed cost ratio of 5-
1, Exhaustive CHAID and Exhaustive CHAID 
with a cost of ratio 5-1.   
 
 
The table below shows the performance of all 
the chosen models. 
 
 
Figure 10 performance table (Sahin et al. 2013)  
 
Figure 11 and 12 shows the performance of cost 
sensitive tree models and other models. The 
figures prove that the cost sensitive decision 
tree models excluding CS-Direct Cost have 
saved more resources than others. Mostly banks 
are more concerned with the overall financial 
loss or how to recover than the fraudulent 
transactions detected. This new proposed 
method will help the financial institutions in 
recovering the money lost due to fraud. Also the 
cost sensitive models work well than traditional 
classifiers in terms of the number of detected 
false transactions. The decision trees are a good 
initiative because they keep pruning themselves 
to remove the data that reflects noisy data. They 
remove this kind of data from the tree to prevent 
a situation where the tree becomes large and 
complex with features that are not important. 
Also the decision trees automatically create 
knowledge from data and can discover new 
knowledge. Most systems do not implement 
decision trees because they cannot deal with 
contradictory examples. Also because tree can 
become large and difficult to understand, this 
makes it difficult for the developers to use this 
technique that is why the technique is not 
widely used.  
 
Figure 9 statistical performance of ANN models (Sahin et al. 2013) 
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Figure 11 Performance of models w.r.t. True 
Positive Rate (TPR) (Sahin et al. 2013) 
 
 
Figure 12 Performances of models w.r.t. Saved 
Loss Rate (SLR) (Sahin et al. 2013) 
 
3 Lessons Learnt 
Data mining techniques has been proved to be 
efficient and effective in the field of credit card 
fraud detection. With the techniques explored in 
this paper, the results of the experiments carried 
out have proven beyond unreasonable doubt that 
indeed data mining techniques can be applied in 
this field. And also it can help solve this prob-
lem of credit card fraud. The models that have 
been developed using data mining techniques 
have capability of updating its patterns when-
ever a change occurs in the transactions data-
base.  Also the models developed using data 
mining techniques detect fraud in real time. 
Real time models detect fraud at the time of the 
transaction that is that time when the transaction 
takes place. Unlike models which detect fraudu-
lent transactions after they happen. These mod-
els are able to stop the transaction process when 
they think it is fraudulent and 95% of the time, 
the models are correct. 
 
4 Conclusions 
The use of data mining techniques for detecting 
credit card fraud brings in models of better per-
formance. The models that were discussed in 
this paper are good enough to be used to stop 
credit card fraud because many banks around 
the world are losing a lot of money due to this 
fraud. And its every bank’s wish to have an 
effective and efficient credit card fraud detec-
tion system (Raj & Portia 2011). The proposed 
models uses the real data from the banks’ data-
bases to test their models which proves that if 
they can be given a chance they can reduce 
fraud because they have proven to be working 
in with the same everyday transaction data of 
card holders. Most of these models runs in the 
background of the bank system therefore it does 
not introduce anything new to the customer, nor 
does it interfere with their purchasing and pay-
ing of the goods and services. In short the cus-
tomers will hardly know it even exist because it 
will be hidden from users. Some techniques like 
neural networks are able to find fraudulent 
transactions then update the database by so do-
ing it updates the patterns of the network. 
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An Analysis Of Current Research On Load Balancing In Mobile Ad-
Hoc Networks 
 
Luther Mosung  
 
Abstract 
Load balancing is a very huge problem in mobile Ad Hoc networks due to traffic 
congestion and routing in its wireless infrastructure.  This paper provides critical 
review of current research on mobile Ad Hoc networks (MANETs) and looks at 
the various means employed in order to better its Quality of Service. Experiments 
and results carried out by the authors are considered, and it  has shown that the 
factors that lead to load balancing issues are mostly due to the wireless 
orientation of the infrastructure which in turn causes load congestion. Routing 
has emerged as the key component of these problems and all other factors follow 
suite. This paper draws a conclusion by looking at the strength and weaknesses 
of the proposed methodologies employed and at the end of it all draws a 
conclusion as to what method would work best in mobile Ad Hoc networks.  
 
Keywords-Adhoc;loadbalancing;QoS;MANET 
 
1 Introduction 
The past couple of years have seen a significant 
influx in the use of mobile devices from phones 
to PDA’s to tablets. All these devices can and 
use the Mobile Ad Hoc Networks (MANET) for 
data sharing, pervasive internet access and 
distribution (Huang et al., 2010). Hence it has 
been a hot topic of contention in the computing 
and technological fraternity. Meghanathan and 
Milton (2009) define a mobile Ad Hoc network 
(MANET) as, “A dynamic distributed system of 
wireless nodes that move independently and 
arbitrarily”. Therefore MANET’s nodes move 
randomly and not only act as nodes of end 
devices but also has the functionality of a router 
incorporated as it directs some data to its 
intended destination. These nodes have limited 
functionality necessary for communication such 
as battery power, bandwidth and buffer space to 
mention but a few. It is such limitations in 
MANETs that makes it necessary for traffic to 
be distributed in the right manner between the 
hosts. Otherwise if the hosts are to be heavily 
loaded there may be bottlenecks which will lead 
to delays, delays; which may lead to over usage 
of power, which will eventually lead to session 
failure. Hence the emergence of load balancing 
has been a very imperative tool necessary for 
the betterment of MANETs and their services. 
Load balancing is critical as it will minimize 
network over flooding, hence realize reduced 
packet delays, maximized node lifespan and 
sensible energy consumption.  
 
Research indicates that there has been some 
previous works fixated on load balancing in 
mobile Ad Hoc networks. Goel, Sangwan and 
Jangra (2012), Tran and Kim (2013) and 
Yamamoto, Miyoshi and Tanaka (2012) 
propose methods by which mobile Ad Hoc 
networks can be improved. The methods 
proposed here are mostly protocols as they are 
the key for insuring efficient communication 
from one node to the other. Routing protocols 
can be either single or multi path protocols. 
Research claims that the routing protocols used 
in MANETs are mostly single path (M et al., 
2012).However the methods proposed by the 
three fore mentioned research, proposes 
multipath routing protocol in order to improve 
consistency and robustness. As compared to the 
latter, single path routing can easily break the 
intended routes due to the constant movement 
of nodes and inconsistent link states. This is 
likely to cause network transmission errors. 
Single path routing takes a prolonged period of 
time to recuperate and re-trace the lost routes. 
Therefore in order to surpass these 
shortcomings, methods that learn multipath 
routes between the source and the destination 
have been sort.    
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2 Evaluation and Analysis 
Load balancing which in one way or the other 
intertwined with routing seems to be the core 
element necessary for efficient MANETs. 
Researchers Yong and Ko (2010) have 
suggested a routing metric which is aware of 
load and based on traffic loads computed from 
the MAC layer and in joint forces with airtime 
link cost metric. This research claims that 
incorporation of a load balancing capability link 
cost calculation matric and the traffic conscious 
routing could be a stepping stone in delivering 
consistent, effective and robust communication 
in MANETs. As a way of capitalizing and 
maximizing the network capability the research 
also incorporated the metric into a multi-hop 
routing protocol (Yong and Ko, 2010). This just 
goes to show the great significance that 
multipath routing can bring to a network. 
 
Another researcher, Akyol (2008) has studied 
the seatbacks of incorporating both the traffic 
control and scheduling in MANETs such that 
the link queues remain attached together and the 
flow rates received from there fulfils a related 
network utility boosting problem.  
 
It shows how wireless networks really are 
bandwidth constricted hence the constant need 
to try to maximize the situation, while at the 
same time insuring the full performance of 
individual nodes and the network as a whole. 
This is so as an unbalanced use of bandwidth by 
the nodes may lead to bottlenecks and eventual 
over-flooding of the network which will bring 
about redundant packet retransmissions. An 
imbalance in node bandwidth can also bring 
about nodal inequality difficulties leading to 
discouraged routing efforts. This is why Zhi and 
Jun (2010) argues that the most ideal protocol to 
use in mobile infrastructureless networks is 
shortest path routing as they are energy efficient 
and use resources sparingly hence poses the 
general routing competence.  
 
On the other hand researchers Yin and Lin 
(2005), propose a Prediction based Adaptive 
Load Balancing (PALB) mechanism. They 
claim that this mechanism is dependent upon 
forecasting network congestion and like most of 
the fore mentioned tools or methods, its 
dependent on multipath routing. The mandate of 
the PALB once deployed into the network is 
that of finding the root node and then dispensing 
its packets along numerous separate routes on 
the basis of traffic forecast, all in a quest to 
lower network congestion and load disparity. 
The root node sporadically forecast the cross-
traffic of each node in the multi-hop routes and 
alter congestion distribution across the multiple 
separate routes. A traffic pattern is required, in 
order to predict traffic accurately. Fortunately 
for these researchers they had an Ad Hoc 
network test bed, hence collected traffic data 
and they evaluated it and found out that it is 
self-similar. Therefore with their findings they 
proposed a wavelet analysis based traffic 
forecaster for the forecasting of mobile ad hoc 
network traffic. Yin goes on to define wavelet 
analysis as, “A powerful tool for the treatment 
of non-stationary stochastic time series signals”.  
 
At the end of it one would realize that this 
research is mostly just dependent on the wavelet 
and it is the one that brings originality of the 
PALB mechanism as it is the one that predicts 
traffic at the end of the day, and it is the key and 
only mechanism that makes PALB be what it is. 
Its mandate as already stipulated is to determine 
the route path having analyzed the network 
traffic and it is incorporated in a multipath 
protocol. So this mechanism is not limited to, 
but can also be incorporated into other 
multipath routing protocols and architectures 
like that suggested by Huang, Lee and Tseng 
(2010) as this would bridge its gap on load 
balancing and its overall mobile Ad Hoc QoS 
which seems to be mainly successful and 
concentrated to internet access capability but 
neglect the traffic that comes with it. The use of 
only this mechanism by Yin to Huang’s 
proposed model would however be adequate.  
 
This researcher Huang (2010) is focused on 
two-tier architecture and the fundamental bone 
of contention in this setup is the maximization 
of efficient bandwidth consumption provided by 
the high-tier gateway. First and fore most these 
upper tier links which are delivered by the 
cellular networks have much limited bandwidth 
as matched to the lower ones. Second, the upper 
tier is one way or the other duty bound to serve 
the lower tier hosts, and it is such traffic 
overflow that can easily congest the higher tier. 
This is a clear indication that it is imperative for 
load balance routing to be employed so as that 
the host could share the gateways. Factors such 
as the mobility of hosts which may constantly 
change the hosts of a gateway as well as the 
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heterogeneity of the gateways have to be took 
into consideration hence suggestion would be to 
outsource a suitable model from the existing as 
earlier stated, or in-house development like 
Yamamoto, Miyoshi and Tanaka (2012) who 
were not so happy with the load balancing in the 
‘conventional’ methods hence proposed his 
traffic aware method based on transmission 
control and neighbor terminals monitored.  
 
The figure below shows sample two-tier 
architecture. 
 
 
Figure 6: An example of the two-tier 
heterogeneous mobile ad hoc network 
architecture. (Huang, Lee and Tseng, 2010)  
 
The suggested architecture is described in 
Figure 1 above. The higher tier interfaces are 
said to be heterogeneous as they can be a 
combination of various handsets e.g. GPRS and 
PHS or IEEE’s 802.11, all these have various 
latency and bandwidth capabilities. Very few 
researchers consider the amount of energy that 
these backup multipath routes use. The 
researchers mostly seem to be concerned about 
the instant evident benefits. Vassileva and 
Barcelo-Arroyo (2012) is one of the very few 
who stipulate that it is such activities that 
catalases the spread of residual energy in the 
network. Vassileva provides a strong claim that 
none of the proposed load balancing routing 
protocols provides an energy saving matrices 
incorporated in it, and goes on to suggest that 
such a metrics would however work optimally 
in single path routing.  
  
Huang (2010) analyzed the validity of his 
proposed load balancing method. The aim of the 
proposed two-tier architecture is to reduce route 
congestion and better route determination they 
propose two load balancing schemes with which 
they can try employ in order to archive a lower 
LBI. These schemes include the shortest path 
(SP) and Minimum Load Index (MLI). And the 
overall simulation results carried out under the 
same state shown in the figure below indicate 
that MLI has better load balancing capability 
than SP. 
 
 
Figure 7: LBI vs number of hosts under a regular 
deployment of gateways, where gateway’s 
capabilities are (a) (128k, 128k, 128k), (b) (128k, 
256k, 384k, 512k), (c) (128k, 256k, 512k, 1024k), 
and (d) (1024k, 1024k, 1024k, 1024k) (Tran and 
Kim, 2013) 
 
Most if not all literature derived from research 
has went to indicate that mobile Ad Hoc 
networks (MANETs) are independent 
unconnected networks. However it is in their 
paper that Huang (2010) and company brought 
a different broader perspective to MANETs, by 
extending these networks and combining them 
to higher tiers that connect them to sophisticated 
networks which increases the communication 
distance as compared to the standard IEEE 
802.11. This therefore positively impacted in ad 
hoc network Internet access ability. However 
the means employed are not convincing enough 
therefore still stand to believe that there is a 
much better routing protocol which can be 
employed to perform even much better than the 
Minimum Load Index which proved robust than 
Shortest Path protocol. This believe due to the 
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many and strictly sensitive rules that the MLI is 
ran under. 
 
On the other hand, the literature that never fails 
reveled that there has been a newly formed 
routing protocol called Multipath-Based 
Reliable Routing Protocol (MRFR). It is a real 
time data transmission protocol for MANETs 
which Tran and Kim (2013) seems to be very 
confident with and guarantees it to be very 
reliable. Giving it the attention it required 
revealed that despite its reliable dependability it 
has a flaw when it comes to load balancing, 
which ends up leading to bottlenecks. The 
research argues that these load balance 
incapability of the MRFR protocol are brought 
about by the fact that it cannot compute the load 
balancing ratio. Tran and Kim hence decided to 
upgrade this real time routing protocol to 
incorporate the load balancing capability and 
termed it Real Time Load Balancing (RTLB) 
protocol. 
 
Below are figures 3-6 showing the evaluation of 
the proposed RTLB against the fairly good 
AODV and MRFR routing protocols. They have 
all been sourced from Tran and Kim (2013) and 
were carried out using the Qualnet simulator. 
 
Figure 8: Packet Delivery Ratio 
 
Figure 9: Average End to End delay 
 
The first figure shows the packet delivery ratio 
and the second one shows the average end to 
end delay at various data packet rates. The 
RTLB protocol proves to be having an upper 
hand as it gets a high delivery ratio of about 
90% of packets per second followed by the 
MRFR and AODV respectively. Even as the 
data rate increases the RTLB still remains 
prominent. In figure 4 even as the data rate 
increases RTLB still manages to make end-to-
end delivery in the lowest time than its other 
two counterparts which is very commendable 
considering the fact that it is being paired 
against major methods which are trusted and 
employed with believe to be good (Parichehreh, 
Javadi and Hahgighat, 2010). 
 
 
 
Figure 5: Jitter Load Balancing 
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Figure 6: Average Efficiency 
 
Figure 5 shows the average rate at which the 
protocols jitters. RTLB continues to show its 
robustness and dominace over the counterpart 
protocols as it shows a very little difference in 
jitters average despite reaching the peak data 
rate. Figure 6 evaluates the load balancing 
capabilities of the three stipulated protocols 
being tested here; RTLB, MRFR and AODV 
against number of data forwarded being the 
energy consumed, so they used the assumption 
that the more the data forwarded the more the 
energy consumption. Even though RTLB still 
‘obviously’ forwards data, but the fact that they 
considered the energy consumption point which 
was earlier raised by Vassileva (2012) of lack of 
conventional methods to address energy issues, 
Parichehreh and RTLB sure did prove otherwise 
here, because the more the effort to transmit and 
forward less data the more the device energy is 
saved and the less the residual energy dispersed 
within the network. The last constraint is that 
the protocols are tested against various 
categories of data packets forwarded being; 
maximum, medium and minimum. However 
RTLB seems to have delivered in the least 
amounts of energy overall, and this is brought 
about by the fact the load in the network is now 
balanced. Having analyzed the results presented 
by Tran’s research one can comply that the 
proposed RTLB protocol has better load 
balancing and communication capability than 
MRLR from which it was developed through 
upgrading and AODV which is common to 
MANETs. 
 
Analysis of these research methodologies show 
that some methodologies can complement each 
other, for instance the routing matric proposed 
by Yong and Ko (2010) can be well 
incorporated into a multi-hop method. Despite 
that most research call for multi route protocols 
as the ultimate route to the elimination of load 
congestion problems, it is interesting to get 
advocates for shortest path routing such as Zhi 
and Jun (2010) who give a different perspective 
even though their case is really not nullified by 
research such as that of Huang (2010) who 
proves beyond doubt that for the sake of range 
and accessibility shortest path is not the 
solution. Even though a larger part of his case is 
valid Huang too has his own shortcoming in 
utilizing modern technological advancements to 
catapult the ability of his model. Yin and Lin 
(2005) too provided a mechanism expected to 
could have brought about change by means of 
forecasting the traffic, commendable as it is, 
substantial testing and evidence of this tool was 
not advanced as compared to arguments by Tran 
and Kim (2013) who really put their proposal to 
scrutiny, that they identified its shortcoming 
addressed it, experimented and provided 
simulation of their model performance in a real 
environment setup against already well-
established prominent methods. Therefore this 
particular methodology provided by Yin and 
Kim can be thee ideal solution thus far, with 
addition of few traffic smart mechanism like the 
cache and traffic matrices (Parichehreh, Javadi 
and Hahgighat, 2010) (Yong and Ko, 2010). 
3 Conclusions  
The wide spectrum of problems in mobile ad 
hoc networks that lead to load balancing issues 
have been identified above. A critical review 
and comparison of literature has revealed the 
various methodologies employed that try 
mitigate these issues. It has shown that the 
factors that lead to load balancing issues are 
mostly due to the wireless orientation of the 
infrastructure which in turn causes traffic 
congestion. Of all the balancing problems 
routing has emerged as the key component, and 
everything else follow suite on after it which is 
why a lot of research is focused more on it 
because after all there is no communication that 
can happen without it. Multipath routing has 
also proved prominent even though they all 
propose different platform and overall internal 
orientation. Recommendation therefore can be 
to use such type of multi hop routing and 
incorporate all the other essential features such 
as cache consistency, route monitoring and 
energy awareness within it to improve MANET 
robustness and efficiency at a go. This can be 
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achieved by anyone with the passion for the 
realization of high performing load balanced 
mobile Ad Hoc networks.   
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An Evaluation of Current Software Piracy Prevention Techniques 
 
Ogbeide-ihama Osagie 
 
Abstract 
Software piracy is a major issue in the software development community. This research 
paper  is aimed at analyzing and critically evaluating current research that has being 
conducted on techniques used for preventing software piracy, at the end of the evaluation a 
conclusion will be drawn with reasoned arguments of findings and evidence as to why the 
conclusion was reached and a more effective technique is proposed to prevent software 
piracy. 
 
 
1 Introduction 
Software development industries have contributed 
immensely to the worlds growing technology and 
economy with the vast number of software 
applications that is being produced to solve diverse 
problems in the real world. Unfortunately these 
industries are faced with a huge challenge which is 
the increase in software theft that goes beyond 
control.  This issue has become a major concern and 
as such much research has been carried out on 
techniques to mitigate software piracy present in the 
software development community. 
Ajay et. al. (2012) shows that SMS gateway is one of 
the techniques that can be used to mitigate software 
piracy where the authenticity of a software are been 
checked at fixed time intervals.  
However Mohab and Mohamed (2011) 
acknowledged the fact that there is need for a more 
accurate technique for software protection against 
software theft and as such proposed a piracy 
prevention technique based on the combination of 
two software protection techniques which are 
protection based on smart token and internet 
activation server which uses the PKCS standards. 
Also a method based on fingerprint technology was 
proposed to prevent software piracy (Dinghua He, 
2012; Cheng et. al. 2009). 
Although Yasir  et al. (2009) looks at the birthmark 
software piracy prevention technique and focused its 
attention on the angle of a static software method that 
is being used to identify software theft. The research 
goes further to give some features of the technique 
which is the ability of the software not being easy to 
modify and its simplicity in terms of validation. 
 
Vineet et al. (2010) examined the loopholes in exist-
ing techniques and technical drawbacks linked with 
some of the techniques used to prevent software pira-
cy, the paper further presents a new scheme for pre-
vention of software piracy and the proposed scheme 
combines smart cards and serial keys which are then 
used as a mechanism to prevent software piracy. The 
run once technique was introduced by Yuvaraj et. al. 
(2011) this technique uses the curbing thumb drive to 
distribute software to legitimate owners. 
 This paper would review some current research on 
piracy prevention techniques available and critically 
evaluate them, at the end will come up with a conclu-
sion as to which method is more effective to use. 
2 Watermarking Based on 
Staganography 
 Cheol and Yookun (2012) carried out a research on 
software watermarking and then proposed a 
watermarking scheme; this scheme is a combination 
of steganography and error –correction. In their 
scheme a watermark is embedded into a program 
with methods of steganography. An experiment was 
conducted to demonstrate the reliability of the 
proposed scheme where they created a Watermark 
and called it W using a theorem known as the 
Chinese reminder, W was converted to a collection of 
values that will be embedded into the program (Cheol 
and Yookun  2012 ). 
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Figure 1. This diagram displays the process in-
volved in creating the watermark (Cheol and 
Yookun 2012 ). 
The experiment by Cheol and Yookun (2012) was 
conducted on Ubuntu 11.04 operating system. A 
watermark was embedded into Bzip2 1.0.6, Gzip 
1.2.4 and Lzop 1.03, these compression utilities are 
the most highly used in the Linux, Unix platform.  
The time of execution was measured for the three 
program with the watermark inserted in it and the 
program without the watermark in it. 
 
 
 
Figure 2. Shows the difference in execution time of 
the original program and the program after in-
serting the watermark (Cheol and Yookun 2012 ). 
 
Also experiment was done to compare the size of the 
original program and the program with the 
watermark, they discovered that the program with the 
watermark inserted is almost the same size as the 
original program (Cheol and Yookun 2012 ). 
 
 
 
Figure 3. shows the watermark size (Cheol and 
Yookun 2012 ). 
The last experiment carried out by Cheol and Yookun 
(2012) tested the error-correction making use of the 
Chinese remainder theorem, it was tested against 
code-optimization methods to check how effective 
the watermark resilience is. 
 
Figure 4. This diagram shows the survival rates of 
the watermark (Cheol and Yookun 2012 ). 
Based on the experimental results presented above, 
Cheol and Yookun (2012) reached a conclusion that 
their watermark scheme is easier to implement as it 
does not involve complex code, they also claimed 
that their watermark scheme does not have an effect 
on the size of the program and its performance, they 
also acknowledged the fact that more development is 
needed to improve the watermark scheme, it also 
claims that the watermark scheme proposed  increas-
es resilience and that it is only limited to specific 
types system architecture. 
The experiment conducted in this research is well 
detailed and focused on the aim of their research 
which is to achieve watermark scheme that defeats 
semantic-preserving for code transformation, the ex-
periment  proved that the scheme is resilient, howev-
er the watermark embedment process was controlled 
as it was  tested on a specific version of Ubuntu oper-
ating system, The experiment conducted  is repeata-
ble as the data and files used were presented in  de-
tailed format and well laid down steps, the authors 
demonstrated a sense of comparison as they com-
pared the time of execution and size of the program 
with  the watermark inserted in it and the one without 
the watermark. After critically evaluating the re-
search it confirms that the watermark scheme is resil-
ient to code optimization attacks because the water-
mark is separated from the code and the steganogra-
phy used hides the watermark. 
3 Zero-Watermarking Obfuscation 
Method 
Guangxing and Guangli (2012) proposed a Zero-
watermark algorithm to prevent software piracy, their 
method is a combination of code obfuscation and 
software watermarking and they pointed that this 
method would not alter the information of the 
software as the watermark will be embedded into the 
program using code obfuscation without adding any 
other extra code to the program.  
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Experiments were conducted to test the ability of the 
watermarking algorithm against attacks, in their ex-
periments the watermarking algorithm proposed was 
compared with stem algorithm, adding expression, 
adding pseudo-switch 
 
Figure 5. Shows the result of the result of obfusca-
tion attack (Guangxing and Guangli 2012). 
The results of the obfuscation attack shows that zero 
watermarking has more advantage over the other al-
gorithms and it is similar to Stem. They conducted a 
two step hack to be sure of the results, both steps of 
the test involved ten programs with watermark em-
bedded in them, the programs were used to carry out 
the test against code obfuscation attack, also the pro-
grams were checked after the attack to know if the 
watermark was damaged. A second test was conduct-
ed with the same number of programs which was 
used in the previous test but this time the instructions 
embedded into the testing program where randomly 
selected. 
 
Table 1. Displays the result of the code attack 
(Guangxing and Guangli 2012). 
From the result presented above it shows zero-
watermarking based on obfuscation can resist code 
attacks because in the obfuscation based watermark 
presented, the information of the watermark is hidden 
in the obfuscation process, doing so makes it difficult 
for reverse engineering to  take place and the security 
of the watermark is increased. 
Guangxing and Guangli (2012) stress that it is possi-
ble for a software watermark to loss its function, if it 
is destroyed by the software pirate, their claims were 
that the Zero-watermark approach that was proposed 
will be able to improve the performance of the securi-
ty of the software to an extent, however they pointed 
that combining watermarks and obfuscation is a more 
secure method for protecting the information of the 
watermark, making it impossible for reverse engi-
neering to place. 
To justify their claims experiments were conducted 
and the proposed method was compared in a hack test 
with three other algorithms, namely; Adding Expres-
sion, Adding Pseudo-switch Statements and Stem 
which the authors pointed that their method was simi-
lar to. However after evaluating the experiments con-
ducted and the results presented, the findings ob-
tained was that the zero-watermark algorithm sur-
vived the code obfuscation attack while the other 
algorithms where not able to withstand the attack as 
the watermark embedded in them was destroyed by 
the attack, the experiments exhibited a feature of re-
peatability as the experiment was repeated with the 
same number of programs and the same algorithms,  
a sense of randomness was also demonstrated as the 
instructions embedded in the second set of programs 
that was tested was randomly selected, this showed 
that the experiment was free from bias. 
4 SIFT and Earth Movers Distance   
Algorithm 
Srinivas et. al (2012) proposed a software piracy 
prevention technique that is based on image matching 
and feature extraction, using the SIFT(Scale Invariant 
Feature Transform) and the earth movers dis-
tance(EMD) algorithm, in their method an image of 
the software buyer is collected, features will be ex-
tracted from the image collected with SIFT and it will 
then be  stored in the database, the software is inte-
grated with an activation tool that will be used to 
validate and activate the software at the user end, 
during the activation process of the software the user 
will be asked to submit a copy of his or her image 
which he or she had submitted earlier when buying 
the software to the activation server, properties of the 
users system will also be collected by the activation 
tool, the image will then be compared with the users 
image that was  stored in the database, this is done 
using the Earth Mover Distance algorithm, if the two 
images are validated and verified to be a matching 
pairs, the servers generates a unique key of size 2Mb 
based on the feature extracted from the image and the 
properties of the users system and a key that tracks 
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the usage and activation of the software. Experiments 
were conducted to justify their claims that the new 
proposed method would mitigate software piracy, an 
activation process was performed with 15 software 
copies and 25 user submitted images which was test-
ed on 6 separate systems, an input of 25 wrong imag-
es and 25 right images was given to the system to 
activate the software copies, a result of 98% activa-
tion success was achieved. The table below shows the 
result of the activation process: 
 
Table 2. Shows the Result of the activation and 
comparison test conducted (Srinivas et. al.  2012). 
 
However the SIFT features that was extracted from 
the users image are used to generate the activation 
key, so doing give the user a unique identifier for the 
users activation. 
 
 
 Figure 6.  Shows the features points considered 
for generating key in the EMD (Srinivas et. al. 
2012). 
 
 
Figure 7. Shows the accuracy of the system after 
the test (Srinivas et. al.  2012). 
 
The accuracy of the proposed system was record after 
the first experimental test conducted. Fig. 9 shows 
the result and level of accuracy attained. 
 
To verify the system’s ability to identify a fake user 
trying to impersonate using a morphed image of a 
legitimate user to attempt activation of the software 
product, an experiment was conducted to test if their 
method would activate the software based on the 
false image, results show that the activation process 
failed as the morphed image did not match the one in 
the database with the registered system parameters 
(Srinivas et. al.  2012). 
 
Table 3. Comparison between impersonated and 
original image (Srinivas et. al.  2012). 
 
Also an experiment was carried out to check if an 
image that exist with a particular user and system 
details can be used to activate a copy of the software 
on a different computer, results also show that the 
key generation process will fail, as the image has a 
key that has already being generated for that image. 
 
Table 4.  Shows the result obtained after trying to 
use the same image to activate a different comput-
er (Srinivas et. al. 2012). 
 
The claims made by Srinivas et. al (2012) that their 
proposed method will prevent software piracy was 
justified by the series of experiments conducted and 
positive results obtained, the results show that the 
methods will mitigate software piracy, reasons for 
supporting their claims is that the EMD and SIFT 
algorithm does not allow a user to activate a particu-
lar software product on a different computer with the 
same image features collected at the time of the first 
activation as it already existed in the database and 
also a unique key has being generated for that user’s 
software using the features extracted from the image 
and the properties collected from the user’s computer 
that identifies the user and as such the activation 
server will not generate another key or activate that 
software copy on any other machine even if the im-
age was stolen, falsified or the legitimate user tries to 
play smart by attempting a dual installation. However 
with the reasons presented above, their method will 
mitigate piracy, although further research is required 
to improve their method as the authors did not con-
sider a situation where a multi system license can be 
purchased alongside with the software and registered 
with the same process as in the case of large organi-
zations that require installation on many computers. 
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5 Conclusions 
Different method for preventing software piracy that 
has being proposed by current researchers was criti-
cally evaluated in this paper. However it may be dif-
ficult, if not impossible to completely eradicate the 
problems posed by software pirates as many of these 
software pirate are well trained and informed in 
cracking, most of which are even very good in soft-
ware programming and as such they are able to iden-
tify vulnerability in software programs and crack it 
with the sole aim of illegal distribution. The aim of 
these studies is to identify method or combination of 
methods that will reduce software piracy. Some intri-
guing and interesting piece of research on techniques 
for preventing software piracy was reviewed. 
 
The research by Cheol and Yookun (2012) took a 
well structured approach, they also compared the size 
of the program before embedding their watermark 
and the time it took the program to execute, doing 
this justified their claims that the scheme was easier 
to implement and as the embedment had no effect on 
the size of the program. However Cheol and Yookun 
(2012) did not test the proposed scheme on other 
platforms before reaching the conclusion that the 
scheme will make reverse engineering impossible, it 
was only tested on a specified platform which is the 
Ubuntu, although they acknowledge the fact that fur-
ther research needs to be done to improve the 
scheme,  it must be stressed that the watermarking 
scheme should be tested on other platforms like Mac 
and windows and the results compared as to ascertain 
the efficiency of the scheme before reaching a final 
conclusion. 
The experiments carried out by Guangxing and 
Guangli (2012) also exhibited a sense of comparison 
similar to the once expressed by Cheol and Yookun 
(2012), the experiment involved a hack test that com-
pared the efficiency of their algorithm with other 
algorithms to ascertain if their proposed algorithm 
could withstand the code obfuscation attack. Unlike 
the experiments conducted by Guangxing and 
Guangli (2012) where the sizes of the zip program 
used in the test was known in advance, the authors 
exhibited randomness in the selection of the instruc-
tion that was embedded into the program in the se-
cond phase of the test, doing so eliminated bias in the 
choice of instructions inserted into the program.  
However it was clear that the experiment employed 
features of repeatability as they were able to repeat 
the test with the same number of programs and the 
same algorithm.  
However the final method that was evaluated was the 
SIFT AND image matching method proposed by 
Srinivas et. al (2012), it was acknowledged that the 
structure and presentation of their method was su-
perb, the authors gave a detailed description of the 
problem that was needed to be solved and went fur-
ther to propose a solution, their method which is an 
image matching method went through series of ex-
perimental processes, they did not just theorize about 
the proposed method they presented valid results 
from well conducted experiments, for instance the  
test conducted to see if the proposed system will al-
low activation of a software with a morphed image of 
a legitimate user, doing so the authors showed that 
they considered a real life situation of a pirate attempt 
to outsmart their method, the results presented justi-
fies the claims they made that the proposed image 
matching  method will mitigate software piracy, alt-
hough further research is require to solidify and im-
prove the method because the authors did not consid-
er a situation where a software license for multiple 
system is to be issued to a single user or issuing li-
cense for a large organization as the proposed method 
does not permit duplicate activation of a software on 
another computer with the same image and system 
properties that already exist in the database.  
In final conclusion of this paper a combination of the 
image matching method and the zero – watermarking 
is presented as a superb solution that will gradually 
prevent software piracy. The reason for combining 
these two methods is that,  the image matching meth-
od does not permit duplicate activation of a software 
product on two separate computers and as such will 
be difficult to successfully pirate if not totally impos-
sible, also the zero – watermarking will withstand 
code obfuscation attack. However the solution pro-
posed in this research paper will reduce software pi-
racy. 
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A Critical Evaluation of Server-side CSRF Attack Protection Methods 
 
Baran Salman 
 
Abstract 
 
Cross Site Request Forgery (CSRF) is regarded as a widely exploited web site vul-
nerability that can leads to compromised accounts, stolen bank funds or sensitive in-
formation leaks. In this paper, major server-side CSRF methods were analysed and 
critically evaluated in terms of their protection effectiveness performance overhead 
results and recommendations for the problem as well as future research are made. 
 
 
1. Introduction 
Cross-Site Request Forgery (CSRF) also known 
Session Riding and Sea Surf (XSRF) is listed in 
the top 10 vulnerabilities of real world web 
applications (OWAPS,2013). Although XSS 
based attacks have higher occurrence rates 
compared to CSRF based attacks, CSRF has 
been gaining attention in today’s internet world. 
One of the main factors of a XSS attack is that 
the attacker need to steal the victim’s session 
cookie to exploit user’s session and take control 
of victim’s account. To deal with problems of 
stealing cookies, the methods have been 
developed and a detailed research work has 
produced promising results against XSS attacks 
(Shar,2012). To cope with those developed 
protection methods, hackers have had to devise 
techniques which does not include stealing web 
browser’s cookie, which would be called as 
CSRF later. These attacks take place imitating 
user’s identity therefore transmitted HTTP 
request’s legitimacy can not be determined by 
the web servers (Barth et. al. 2008). Siddiqui 
and Verma (2009) stated that although it is a 
common vulnerability case of the current web 
environment, CSRF attacks are still less known 
to most application developers and confused 
with XSS attacks. Moreover, the protection 
methods that are in use against XSS will not 
protect web applications against CSRF attacks. 
Research carried out by Lin et. al. (2009) 
presented review of more than 200 form of 
CSRF attacks documented in National 
Vulnerability Database (NVD) and proposed a 
CSRF threat modelling for web applications to 
improve defencive perspective. 
 
2. Background 
 
The CSRF attacks utilises vulnerabilities in SOP 
(Same origin Policy), which is a fundamental 
security mechanism within web browsers. With 
the advent of Java script, Ajax and Web 
services, attackers have found ways to bypass 
the SOP and exploit web browsers (Saiedian 
and Broyle 2011). Awareness of SOP weakness 
has resulted in the development of NoForge 
method (Jovanovic et. al. 2006) that uses tokens 
to verify same-origin requests as a server side 
proxy approach instead of performing 
modifications on application’s source code but 
Chen et. al. (2011) has revealed how attackers 
subvert an extending version of NoForge like 
method based tool in Java EE environments. 
Czekis et. al.(2013) also argues that the use of 
simple integrated tokenisation approach is not 
an efficient method to cope with CSFR attacks 
emphasising drawbacks of the method for 
incompatibly issues with GET requests, 
potential token extraction risk, manual 
implementation caused errors, poor web 
development platform support and language 
dependency. 
 
An intensive literature view has been performed 
for the listed problems above and many 
methods have been found but only three method 
were chosen to be evaluated among them due to 
their approach to solve the problem. 
3. Labelling User Created Contents 
 
Sung et. al.(2013) has proposed a labelling 
mechanism method to deal with CSRF attacks 
aiming to decrease performance overhead and 
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provide effective protection without restricting 
legitimate scripts at client side. They stated that 
current methods using Java script and AJAX 
filtering approach decrease the functionality of 
original script as well as reduce use of User 
Created Content (UCC) which is one of the key 
features of social network websites in Web 2.0 
environment. It is also stated that a forged UCC 
can not be distinguished by client browsers and 
may results in potential CSRF attacks. 
 
The proposed method can be analysed under 
two sections called labelling function and UCC 
quarantine policy. The idea of labelling function 
is to separate UCCs dividing into content owner 
parts, while UCC quarantine policy deploys 
determined rules for each labelled content. In 
this way, an unauthorised UCC can be averted 
when it attempts to access a service that might 
be a critical component of the system or 
includes sensitive information. Labelling 
function separates web page contents into two 
different types, “trusted content” is one of the 
labelled content types that are identified when 
the contents produced by a legitimate user or 
web server administrator. The other type of 
labelled content is “untrusted content” which is 
not created by a rightful user and the content 
that contains scripts might create vulnerability 
issues for CSRF attacks as shown in Figure 1. 
 
 
 
 
Figure 1: overview of the method  
(Sung et. al. 2013) 
 
The labelling function refers to a cookie in order 
to distinguish trusted UCC and untrusted UCC 
and also labels every HTTP request created on 
client side. Once a user logs into the system, a 
cookie provided by the web server is assigned to 
the client browser. The method blocks 
unauthorised access attempts redirecting those 
requests to a non-UCC web page that is POST 
and GET method restricted, whenever a non-
labelled HTTP requests that might be a possible 
forged cross site requests is detected. For the 
untrusted content, in the server side a list of 
services that include private information and 
sensitive data is defined by server administrator 
as “critical services” so that blocking 
mechanism will be able to identify potential 
attacks when an untrusted HTTP request 
involving a critical service access is sent from 
the client side. 
3.1 Evaluation 
 
Sung et. al. (2013) conducted experiments to 
demonstrate the effectiveness of the proposed 
method and evaluated the produced results, 
dividing them into three categories: time 
overhead, memory use and efficiency of 
protection. The test was performed with a 
machine (2.13 GHz CPU, 1 GB RAM) and 
Apache 2.2 web server with PHP 5.2.12 at the 
server side. And client side on a machine (CPU 
2.2GHz, 2GB RAM) with Firefox 3.6.3 web 
browser. They also integrated an uncompressed 
php file 8.8 KB to each tested file and used an 
untrusted labelled iframe including an 
uncompressed JavaScript file 4.4 KB files to 
test. To evaluate time overhead Sung et. al. 
(2013) used two popular social network 
websites, Facebook and MySpace as samples 
and also created modified forms of those sample 
pages including their proposed methods. The 
pages contained by a web-service at server side 
were browsed over one thousand times. 
Modified Facebook page generation overhead 
ranged from 1.3% to 2.0% but averagely 1.6%. 
The modified MySpace reached 1.8% average 
as shown in Figure 2.  
 
 
 
Figure 2: Page generation overhead  
(Sung et. al. 2013) 
 
 
Evaluation of memory consumption test has 
been carried out with the help of PHP 
memory_get_usage function and allocated 
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memory use values for each service is shown in 
Figure 3. 
 
 
 
Figure 3: Memory allocation (Sung et. al. 2013) 
 
According to Sung et. al. (2013) proposed a 
method to secure web applications against 
CSRF attacks using labelling mechanism clearly 
demonstrated impressive results on time 
overhead and memory consumption issues in 
the test and provided effective defence for 
possible forged cross-site requests.  
 
Although the proposed method offers an 
effective and flexible solution to deal with 
CSRF attacks without sanitising JavaScript, the 
experiments they carried out only focused on 
performance issues and a vulnerability test of 
sample web pages is limited in theory. For this 
reason, the conclusion they have drawn might 
be questionable. 
4. White-box Analysis Approach 
The method presented by Zhous et. al., (2011) is 
a White-box followed approach that transforms 
web application source code and then deploys 
validating CSRF tokens selectively when a 
critical HTTP requests are received which aims 
to improve token-based protection defences. 
According to Zhous et. al., (2011) the method 
consisting of online and offline stages protects 
web application's sensitive services and data 
against CSRF requests, while enabling access 
requests including public URIs for non-sensitive 
resources, without overprotecting the 
application as show in Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4:  overview of the online stage                     
(Zhous et. al. 2011) 
  
The method inserts token check code blocks to 
application’s source code for each sensitive 
HTTP request in the offline stage so that the 
token of the request will be validated by 
application to verify that the request performed 
by an authorised user. One of the key features of 
methods is that it adds tokens only to URLs that 
needs secret token and limits its exposure at the 
client side avoiding exploit of the token unlike 
the classical tokinasation approach.  
 
Method identifies defined HTML tags and their 
event functions that are executed when URLs 
are in use to assign token to the these request in 
runtime and then transforms trusted domain 
URLs with help of JavaScript. Zhous et. 
al.(2011) also claim that HTML and content 
containing a token can lead to security leaks, for 
this reason, proposed method provides the token 
as a cookie that is read by JavaScript when the 
related request is in operation. Each trusted 
domain request that is made to the application 
includes the token and its defined parameters as 
a cookie therefore the token validation can only 
be verified and then related request is granted 
with access right to sensitive sources when 
these two parameters match. 
4.1 Test and Evaluation 
Two test experiments were conducted to 
evaluate efficiency of proposed method on six 
medium size commercial web application varied 
8K to 27K building a prototype tool of the 
method. These test were performed on two 
machines (2GB RAM, 2GHz dual core CPU) 
with LAMP configuration at the server side and 
with a computer at client side (1GB RAM, 
2GHz dual core CPU).  
 
For the each selected application, a set of test 
cases that explores “all control paths in these 
applications by sending public/private HTTP 
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requests with/without valid secret tokens in pre 
and post-authentication sessions” are produced 
(Zhous et. al. 2011). Original and method 
included applications tested using Linux wget 
command with help of perl script to send HTTP 
requests automatically and then findings are 
showed in the table in Figure 5 summarising 
results of CSRF defence effectiveness test 
process.  
 
Results from the first test showed total number 
of public and private request that requires 
access to critical resources in column one and 
number of CSRF attacks representing same-
origin and cross-origin requests on the original 
application defended by method in column two. 
Number of public request including invalid 
secret tokens is also presented in column three. 
 
Figure 5: CSRF defence effectiveness results          
(Zhous et. al. 2011) 
 
Second test was performed to demonstrate the 
average browser end response time differences 
between original and transformed applications 
using Apache Jmeter measurement tool. Testing 
each applications 100 times, average results of 
the performance overheads ranged from 7% -
22% is derived from the experiment without 
incurring notably network delays as it shown in 
Figure 6. Zhous et. al. (2011) stated that alt-
hough results provides moderate performance 
cost for the transforming phase of application 
source code, performance overhead may be re-
markably lower for the real world web envi-
ronment with the higher network delays.  
 
 
 
 
 
 
 
 
Figure 6: Client end response time                             
(Zhous et. al. 2011) 
 
Zhous et. al.(2011) claimed that according to 
their experiments conducted and results shown, 
proposed method by performing a White-box 
analysis and transforming application source 
code strengths CSRF defence of existing 
applications addressing the previous method’s 
limitations. 
 
Going through this methodology, detailed 
explanations of conducted experiments and 
created a set of test cases to measure validity of 
experiments confirm the reliability of controlled 
experiment results. When we consider the way 
test of performed experiments and their 
outcomes, It seems that they have achieved 
promising results to justify their claims. 
5. Server-side proxy approach 
Pelizzi and Sekar (2011) presented a solution 
that operates as a server-side proxy between 
client and web application without requiring any 
application source modification and offered 
improved defence against multi-stage CSRF 
attacks addressing the drawbacks of previous 
token-based approaches. According to Pelizzi 
and Sekar (2011) the NoForge (Jovanovic et. al. 
2006) approach that rewrites the URLs with 
authentication tokens is not applicable when 
cross-site requests are dynamically created 
therefore their approach uses injected JavaScript 
that performs authorisation checks instead of 
rewriting the links. The method injects 
JavaScript code into a page when it is served by 
a web application. On the browser side, this 
injected script obtains the authentication token 
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that is issued to pages by web application and 
supplies it together with every request that is 
sent by current page. In the final step, the script 
uses authentication token to confirm legitimacy 
of performed request. If  the request originated 
from an authorised page, “the request is 
forwarded to the web server. Otherwise, the 
request is forwarded to the server after stripping 
all the cookies” (Pelizzi and Sekar 2011). In this 
way, stripping of all application cookies at 
client side will result in authentication failure 
within web server except for requests requiring 
no authorisation control or not containing 
sensitive data access.  
 
Similar to the Labelling Mechanism proposed 
by Sung et. al. (2013) this method takes 
advantage of JavaScript event functions to make 
sure that each request including form 
submission contains an authentication token 
therefore the script defines a submit handler for 
every POST-based form in the web page. 
Pelizzi and Sekar (2011) also state that their 
approach is POST and GET compatible, 
however under some specific circumstances 
including img and frame elements of HTML 
that cause the web browser to execute GET 
request before the injected script attempts to 
insert an authentication token, their methods 
currently does not provide full protection 
against GET-based attacks. 
5.1 Test and Evaluation 
Pelizzi and Sekar (2011) carried out three 
experiments to prove the efficiency of their 
approach. In the first experiment, they deployed 
seven popular complex web applications 
consisting of over thousand of lines and then 
accessed them trough the proxy including the 
method. According to results obtained, the 
proposed method was capable of defending all 
the applications without reducing their 
functionality for each occurred same-origin 
request as it shown in Figure 7. 
 
Figure 7: Compatibility Testing 
(Pelizzi and Sekar 2011) 
 
The second experiment was performed to test 
protection offered by method attempting to 
exploit only 2 selected known CVE 
vulnerabilities due to their claims that 
effectiveness of the method does not need to be 
tested with more sample and reproducing the 
vulnerabilities takes up a great amount of time 
to obtain a specific version of an application 
that is vulnerable. Results are shown in Figure 
8. Final experiment was done to calculate 
estimated performance overhead. For this test, a 
simple web application was built and tested 
locally with and without including the 
protection method which has resulted in 2ms 
maximum overhead on each POST requests that 
are sent to web server. 
Figure 8: Protection Evaluation 
(Pelizzi and Sekar 2011) 
 
Pelizzi and Sekar (2011) concluded that their 
proxy method provides CSRF protection 
effectively including multi staged attacks for 
web applications without requiring any source 
code modifications. 
 
The method seems to provide a reduction of the 
programmer effort at the sever side but it has 
not been confirmed that server-side proxy 
approach achieved the exact conclusion reached 
by Pelizzi and Sekar (2011) because there were 
no experiment conducted or presented on the 
forged cross-origin requests besides the 
experiments that took place were not detailed 
and convincing in terms of its repeatability. For 
this reasons, there are still some remaining 
questions as to whether the method was tested 
properly to cover all CSRF attack types. 
6. Conclusions 
In this paper current server-side CSRF 
protection methods have been carefully 
evaluated. All of the analysed solutions 
represented their test to justify their 
effectiveness, but due to various reasons, some 
features of the proposed methods were not fully 
tested by the authors. 
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The research carried out by Sung et. al. (2013) 
including labelling mechanism approach which 
could be considered an effective solution in 
terms of supporting JavaScript and AJAX 
without reducing their functionality and 
requiring no page modification at server side, if 
the performed experiments contained defence 
effectiveness test. Moreover, for the protection 
evaluation, what they presented was only how 
the method would deal with two previously 
known CSRF vulnerabilities on the paper unlike 
the research by Zhous et. al. (2011) where they 
performed detailed and rigorous experiments 
that confirms reliability of performed tests for 
their White-box Analysis and Source Code 
Transformation approach.  
 
Research by Zhous et. al. (2011) produced 
efficient results for both defence and 
performance evaluation, the experiments were 
also repeatable and controlled which eliminates 
the possibility of having biased results. When 
we analysed the approach deeply, a possible  
drawback that requires some manual tasks at 
application side and might also pose some 
critical problems for the large scaled web 
applications while upgrading and implementing 
the method because the  proposed method relies 
on correct specification of files that require to 
specify landing pages manually which might 
cause incorrect specification affecting the 
effectiveness of the method adversely and 
costing extra effort on modifying the application 
source code by web developers. 
 
The Server-Side Proxy approach that was 
proposed by Pelizzi and Sekar (2011) 
demonstrated significant results on performance 
overhead test in the experiments compared to 
the other evaluated methods. The  proposed 
method that provides protection, operating 
transparently between client and server side 
does not require any source code modification 
and configuration at application source code 
unlike the similar solutions which require 
modification for outgoing HTML responses but  
the experiments was performed are not detailed 
and enough to back up the claim they made. 
Moreover, due to the way of executing GET 
method in WEB 2.0 environment, the solution is 
not fully enabled to protect GET requests 
therefore the proposed solution is not GET 
method compatible. 
 
It is clear that more research is required to 
improve all the methods evaluated and more 
experiments  are needed to be performed on 
some of the methods being proposed to back up 
claims made. Based on the methods, conducted 
experiments  and obtained results showed that 
Zhous et. al.(2011) White-box Approach 
Transformation method provides more effective 
protection with the moderate results among the 
evaluated methods however it would be 
recommended that current method should be 
applied for medium-size web applications since 
it requires manual configuration at application 
source code. Moreover, for the optimal solution, 
Labelling strategy proposed by Sung et. 
al.(2013) could be improved and tested further. 
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