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Abstract
A reduction theorem is established, showing that any Sobolev inequality, involving arbitrary rear-
rangement-invariant norms with respect to the Gauss measure in Rn, is equivalent to a one-dimensional
inequality, for a suitable Hardy-type operator, involving the same norms with respect to the standard
Lebesgue measure on the unit interval. This result is exploited to provide a general characterization of
optimal range and domain norms in Gaussian Sobolev inequalities. Applications to special instances yield
optimal Gaussian Sobolev inequalities in Orlicz and Lorentz(–Zygmund) spaces, point out new phenomena,
such as the existence of self-optimal spaces, and provide further insight into classical results.
© 2009 Elsevier Inc. All rights reserved.
Keywords: Logarithmic Sobolev inequalities; Gauss measure; Sobolev embeddings; Rearrangement-invariant spaces;
Optimal domain; Optimal range; Orlicz spaces; Lorentz spaces; Hardy operators involving suprema
✩ This research was partly supported by the NATO grant PST.CLG.978798, by the grants 201/01/0333, 201/03/0935,
201/05/2033, 201/07/0388 and 201/08/0383 of the Grant Agency of the Czech Republic, by the grant 0021620839 of
the Czech Ministry of Education, by the Necˇas Center for Mathematical Modeling project No. LC06052 financed by
the Czech Ministry of Education, and by the Italian research project “Geometric properties of solutions to variational
problems” of GNAMPA (INdAM) 2006.
* Corresponding author.
E-mail addresses: cianchi@unifi.it (A. Cianchi), pick@karlin.mff.cuni.cz (L. Pick).0022-1236/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2009.03.001
A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642 35891. Introduction
In connection with the study of quantum fields and hypercontractivity semigroups, extensions
of the classical Sobolev inequality in Rn to the setting when the underlying measure space is
infinite-dimensional have been investigated. The main motivation for this research is that, in
certain circumstances, the study of quantum fields can be reduced to operator or semigroup es-
timates which are in turn equivalent to inequalities of Sobolev type in infinitely many variables
(see [31] and the references therein).
The classical Sobolev inequality implies that if u is a weakly differentiable function in Rn,
decaying to 0 at infinity, and |∇u|p is integrable on Rn for some p ∈ [1, n), then |u| raised to
the larger power np
n−p is integrable. When p > n (and the support of u has finite measure), u is
in fact essentially bounded. Note, in particular, that the gain in the integrability depends on the
dimension n.
In attempting to generalize these results to the case where the underlying space is infinite-
dimensional, one immediately meets two problems. First, np
n−p → p+ as n → ∞, so the gain
in integrability is apparently being lost. Second, and more serious, the Lebesgue measure on an
infinite-dimensional space is meaningless.
These problems were overcome in the fundamental paper by L. Gross [25], where the
Lebesgue measure was replaced by the Gauss measure γn, defined on Rn by
dγn(x) = (2π)− n2 e−|x|
2
2 dx. (1.1)
Since γn(Rn) = 1 for every n ∈ N, the extension as n → ∞ is meaningful. The idea was then
to seek a version of the Sobolev inequality that would hold on the probability space (Rn, γn) with
a constant independent of n. In [25] an inequality of this kind is proved, which, in particular,
entails that
‖u− uγn‖L2 LogL(Rn,γn)  C‖∇u‖L2(Rn,γn) (1.2)
for some absolute constant C and for every weakly differentiable function u making the
right-hand side finite. Here, uγn =
∫
Rn
u(x) dγn(x), the mean value of u over (Rn, γn), and
L2 LogL(Rn, γn) is the Orlicz space of those functions u such that |u|2| log |u|| is integrable
in Rn with respect to γn. Observe that (1.2) still provides some slight gain in the integrability
from |∇u| to u, even though it is no longer a power-gain.
Gross’ result ignited an extensive research on Sobolev inequalities in the Gauss space, in-
cluding simplified proofs [2], applications [23,35,40], and extensions to the case when |∇u|
belongs to a space different from L2(Rn, γn) [3,4,6,5,11,10,18,27,33]. For instance, inequali-
ties for functions with |∇u| ∈ Lp(Rn, γn) for p ∈ [1,∞) are known [1], and tell us that then
u ∈ Lp LogLp2 (Rn, γn). Interestingly, in contrast to the Euclidean setting, when |∇u| enjoys a
high degree of integrability, stronger than just a power, there is a loss of integrability from |∇u|
to u instead of a gain in the Gaussian Sobolev embedding. This happens, in particular, when |∇u|
is exponentially integrable [9], or essentially bounded [3]: for instance, in the latter case, one can
just infer that u ∈ expL2(Rn, γn), the Orlicz space associated with the Young function et2 − 1.
This phenomenon can be explained by the rapid decay of the Gauss measure at infinity.
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in the Gauss space in the general form
‖u− uγn‖Y(Rn,γn)  C‖∇u‖X(Rn,γn) (1.3)
for some constant C and for every u ∈ V 1X(Rn, γn), where X(Rn, γn) and Y(Rn, γn) are
rearrangement-invariant (for short, r.i.) spaces, and V 1X(Rn, γn) is the Sobolev-type space built
upon X(Rn, γn), namely
V 1X
(
R
n, γn
)= {u: u is a weakly differentiable function in Rn such that |∇u| ∈ X(Rn, γn)}.
Loosely speaking, in an r.i. space the norm of a function depends only on its degree of inte-
grability, namely on the (Gaussian) measure of its level sets. A precise definition is recalled in
Section 2, where the necessary prerequisites from the theory of function spaces are collected.
Our approach relies on a reduction theorem (Theorem 3.1, Section 3) showing that inequality
(1.3) is completely equivalent to a one-dimensional inequality for a suitable Hardy-type opera-
tor, involving the same norms as in (1.3), but on the interval (0,1) endowed with the standard
Lebesgue measure. This step requires a symmetrization argument exploiting a general Pólya–
Szegö principle on the decrease of r.i. norms of the gradient of Sobolev functions in the Gauss
space (Theorem 3.2, Section 3), extending the results of [22] and [38]. Its proof relies upon the
Gaussian isoperimetric inequality by Borell [11].
The reduction theorem is a key step in our description of the optimal r.i. spaces X(Rn, γn)
and Y(Rn, γn) appearing in (1.3). Namely, given X(Rn, γn), we characterize the optimal, i.e. the
smallest, range space Y(Rn, γn) for which (1.3) holds (Theorem 4.1, Section 4), and, con-
versely, given Y(Rn, γn), we characterize the optimal, i.e. the largest, domain space X(Rn, γn)
for which (1.3) holds (Theorem 4.3, Section 4).
These results are then employed to establish Sobolev inequalities for concrete spaces. On
the one hand, we recover the embeddings mentioned above, corresponding to the choice
X(Rn, γn) = Lp(Rn, γn), with p ∈ [1,∞] or X(Rn, γn) = expLβ(Rn, γn), with β ∈ (0,∞),
and, as a new contribution, we show their sharpness in the framework of all r.i. spaces.
On the other hand, and more significantly, we establish new embeddings which involve im-
portant customary spaces. Section 5 deals with Gaussian Sobolev inequalities in Orlicz spaces.
In Theorem 5.1 of that section we associate with any Young function A another Young function
AG such that LAG(Rn, γn) is the optimal Orlicz space in the inequality
‖u− uγn‖LAG(Rn,γn)  C‖∇u‖LA(Rn,γn)
for some absolute constant C and for every u ∈ V 1LA(Rn, γn).
Sobolev embeddings involving Lorentz spaces are the concern of the subsequent Section 6. In
fact, Theorem 6.1 deals with the more general class of Lorentz–Zygmund spaces, which naturally
come into play when looking for the optimal range or domain in the Gaussian Sobolev inequality.
Finally, in Section 7, a particular feature of Gaussian Sobolev embeddings is pointed out. In-
deed, we show that there exist borderline spaces X(Rn, γn) which are self-optimal in (1.3), in the
sense that (1.3) holds with Y(Rn, γn) = X(Rn, γn), and the latter is simultaneously the optimal
range on the left-hand side and the optimal domain on the right-hand side – see Theorem 7.1.
In particular, this is the case when X(Rn, γn) = LA(Rn, γn) and A is a Young function given by
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for this choice of A.
Part of the results of the present paper were announced in the survey [34, Section 9].
2. Rearrangements and rearrangement-invariant spaces
This section contains the basic background from the theory of rearrangements and of
r.i. spaces that will be needed in what follows. For an exhaustive treatment of these topics, we
refer the reader to [8]. Definitions and basic properties of the spaces which will play a role in our
discussion, such as Orlicz, Lorentz and Lorentz–Zygmund spaces, are also recalled below.
Let (S,m) be a probability space, namely, a measure space S endowed with a probability
measure m. We shall assume throughout that (S,m) is totally σ -finite and that m is non-atomic.
In fact, S will either be Rn endowed with the Gaussian measure γn, or (0,1) endowed with the
Lebesgue measure. We shall simply write S instead of (S,m) when no ambiguity can arise. We
denote by M(S) the set of real-valued, m-measurable functions on S, and by M+(S) the set of
nonnegative functions in M(S).
Let φ ∈ M(S). The decreasing rearrangement φ∗ : (0,1) → [0,∞) of φ is given by
φ∗(s) = sup{t  0: γn({x ∈ S: ∣∣φ(x)∣∣> t})> s} for s ∈ (0,1).
Similarly, the signed decreasing rearrangement φ◦ : (0,1) → R of φ is defined as
φ◦(s) = sup{t ∈ R: γn({x ∈ S: φ(x) > t})> s} for s ∈ (0,1).
We also define φ∗∗ : (0,1) → [0,∞) as
φ∗∗(s) = 1
s
s∫
0
φ∗(r) dr for s ∈ (0,1).
Note that φ∗∗ is also non-increasing, and φ∗(s) φ∗∗(s) for s ∈ (0,1). Moreover,
(φ +ψ)∗∗(s) φ∗∗(s)+ψ∗∗(s) for s ∈ (0,1), (2.1)
for every φ,ψ ∈ M(S).
Two measurable functions φ and ψ on S are said to be equimeasurable (or equidistributed) if
φ∗ = ψ∗. We shall write
φ ∼ ψ
to denote that φ and ψ are equimeasurable.
A Banach space X(S) of functions in M(S), equipped with the norm ‖ · ‖X(S), is said to be
a rearrangement-invariant space if the following five axioms hold:
(P1) 0ψ  φ a.e. implies ‖ψ‖X(S)  ‖φ‖X(S);
(P2) 0 φk ↗ φ a.e. implies ‖φk‖X(S) ↗ ‖φ‖X(S) as k → ∞;
(P3) ‖1‖X(S) < ∞;
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S
|φ|dm(x) C‖φ‖X(S) for every φ ∈ X(S);
(P5) ‖φ‖X(S) = ‖ψ‖X(S) whenever φ∗ = ψ∗.
A norm ‖ · ‖X(S) fulfilling (P1)–(P5) is called an r.i. norm.
A consequence of Hardy’s lemma [8, Chapter 2, Proposition 3.6 and Theorem 4.6] entails that
if X(S) is any r.i. space and φ,ψ ∈ M(S) are measurable functions in S, then
φ∗∗(s)ψ∗∗(s) for s ∈ (0,1) implies that ‖φ‖X(S)  ‖ψ‖X(S). (2.2)
We shall also make frequent use of the Hardy–Littlewood inequality [8, Chapter 2, Theorem 2.2],
which states that
∫
S
∣∣φ(x)ψ(x)∣∣dm(x) 1∫
0
φ∗(s)ψ∗(s) ds (2.3)
for every φ,ψ ∈ M(S).
Given an r.i. space X(S), the set
X′(S) =
{
φ ∈ M(S):
∫
S
∣∣φ(x)ψ(x)∣∣dm(x) < ∞ for every ψ ∈ X(S)},
equipped with the norm
‖φ‖X′(S) = sup
‖ψ‖X(S)1
∫
S
∣∣φ(x)ψ(x)∣∣dm(x), (2.4)
is called the associate space of X(S). It turns out that X′(S) is again an r.i. space endowed with
the norm given by (2.4), and that X′′(S) = X(S). Furthermore, the Hölder inequality∫
S
∣∣φ(x)ψ(x)∣∣dm(x) ‖φ‖X(S)‖ψ‖X′(S) (2.5)
holds for every φ ∈ X(S) and ψ ∈ X′(S).
Let X(S) and Y(S) be r.i. spaces. We write X(S) → Y(S) to denote that X(S) is continuously
embedded into Y(S). By [8, Chapter 1, Theorem 1.8],
X(S) ⊂ Y(S) if and only if X(S) → Y(S).
Moreover,
X(S) → Y(S) if and only if Y ′(S) → X′(S), (2.6)
with the same embedding constants.
For each r.i. space X(S), there exists a unique r.i. space X(0,1) on (0,1) satisfying
‖φ‖X(S) = ‖φ∗‖ for φ ∈ X(S), (2.7)X(0,1)
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‖φ‖X(S) = ‖φ◦‖X(0,1) for φ ∈ X(S). (2.8)
Such a space, endowed with the norm defined by
‖f ‖X(0,1) = sup‖ψ‖X′(S)1
1∫
0
f ∗(s)ψ∗(s) ds
for f ∈ M(0,1), is called the representation space of X(S).
Let X(S) be an r.i. space. Then, the function ϕX : [0,1) → [0,∞) given by
ϕX(s) = ‖χ(0,s)‖X(0,1) for s ∈ [0,1),
is called the fundamental function of X(S). The fundamental function ϕX of any r.i. space X(S)
is quasiconcave, in the sense that it is non-decreasing on [0,1), ϕX(0) = 0 and ϕX(s)s is non-
increasing on (0,1). Moreover, one has that
ϕX(s)ϕX′(s) = s for s ∈ [0,1). (2.9)
In the remaining part of this section, we recall a few definitions and basic properties of those
function spaces that will be involved in our results.
The Lebesgue spaces Lp(S), with p ∈ [1,∞], endowed with the standard norm, are the sim-
plest instance of r.i. spaces. In particular, L1(S) and L∞(S) are the largest and the smallest,
respectively, r.i. spaces on S, in the sense that if X(S) is any other r.i. space, then
L∞(S) → X(S) → L1(S).
Given any Young function A : [0,∞) → [0,∞), namely a convex function vanishing at 0, the
Orlicz space LA(S) is the r.i. space of all functions φ ∈ M(S) such that the Luxemburg norm
‖φ‖LA(S) = inf
{
λ > 0:
∫
S
A
( |φ(x)|
λ
)
dm(x) 1
}
(2.10)
is finite. The function A˜ : [0,∞) → [0,∞), defined by
A˜(t) = sup{st −A(s): s  0} for t ∈ [0,∞),
is also a Young function, called the Young conjugate of A. The Orlicz space LA˜(S) can be
equivalently renormed to become the associate space of LA(S). In particular, one has that∫
S
∣∣φ(x)ψ(x)∣∣dm(x) 2‖φ‖LA(S)‖ψ‖LA˜(S) (2.11)
for every φ ∈ LA(S) and ψ ∈ LA˜(S).
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B are Young functions equivalent near infinity, in the sense that A(C1t)  B(t)  A(C2t) for
some constants C1 and C2, and for large t .
Classes of Orlicz spaces which will be of particular interest in our applications are the
Zygmund spaces of exponential type expLβ(S), with β ∈ (0,∞), and the Zygmund spaces of
logarithmic type Lp(logL)α(S), with either p ∈ (1,∞) and α ∈ R, or p = 1 and α ∈ [0,∞),
which are generated by Young functions equivalent to etβ and to tp(log t)α , respectively, near
infinity.
Let us mention that, in Section 5, Orlicz spaces on (possibly unbounded) intervals different
from (0,1) will also be considered, for technical reasons. The definition of the corresponding
Luxemburg norm is then completely analogous.
Let p ∈ (0,∞] and let ω ∈ M+(0,1). Then the classical Lorentz spaces Λp(ω)(S) and
Γ p(ω)(S) are defined as the sets of those functions φ ∈ M(S) such that the quantities
‖φ‖Λp(ω)(S) =
{
(
∫ 1
0 φ
∗(s)pω(s) ds)
1
p if p ∈ (0,∞),
ess sup0<s<1 φ∗(s)ω(s) if p = ∞,
and
‖φ‖Γ p(ω)(S) =
{
(
∫ 1
0 φ
∗∗(s)pω(s) ds)
1
p if p ∈ (0,∞),
ess sup0<s<1 φ∗∗(s)ω(s) if p = ∞,
respectively, are finite. Clearly, one always has Γ p(ω)(S) ⊂ Λp(ω)(S), and for some p and ω
this inclusion may be strict (see [15] and the references therein).
In the case when p = ∞, the spaces Λ∞(ω)(S) and Γ ∞(ω)(S) are usually called
Marcinkiewicz spaces.
It should be noted that, for general p and ω, the sets Λp(ω)(S) and Γ p(ω)(S) need not be
r.i. spaces (see [19]). In fact, they may even reduce to the trivial space containing only the zero
function.
The quantity ‖ · ‖Λp(ω)(S) is equivalent to an r.i. norm, under which Λp(ω)(S) is an r.i. space
if and only if either p ∈ (1,∞) and
sp
1∫
s
r−pω(r) dr  C
s∫
0
ω(r) dr for s ∈ (0,1),
or p = 1 and
1
s
s∫
0
ω(ρ)dρ  C
r
r∫
0
ω(ρ)dρ for 0 < r  s  1,
or p = ∞ and
1
s
s∫
dr
ω(r)
 C
ω(s)
for s ∈ (0,1), (2.12)0
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ω(s) = ess sup
0<r<s
ω(r).
Details for the cases where p ∈ (1,∞) and p = 1 can be found in [36] and [14], respectively.
The case where p = ∞ follows quite easily from [37, Theorem 3.1].
Important instances of classical Lorentz spaces are the customary two-parameter Lorentz
spaces Lp,q(S) and L(p,q)(S), defined for p,q ∈ (0,∞] as the sets of those functions φ ∈ M(S)
for which the quantities
‖φ‖Lp,q (S) =
∥∥φ∗(s)s 1p− 1q ∥∥
Lq(0,1)
and
‖φ‖L(p,q)(S) =
∥∥φ∗∗(s)s 1p− 1q ∥∥
Lq(0,1),
respectively, are finite. A generalization is provided by the so-called Lorentz–Zygmund spaces
Lp,q;α(S) and L(p,q;α)(S), which were introduced in [7], and are defined for p,q ∈ (0,∞] and
α ∈ R as the sets of all functions φ ∈ M(S) such that the quantities
Lp,q;α(S) = ∥∥φ∗(s)s 1p− 1q (1 + log(1/s))α∥∥
Lq(0,1)
and
L(p,q;α)(S) = ∥∥φ∗∗(s)s 1p− 1q (1 + log(1/s))α∥∥
Lq(0,1),
respectively, are finite. Note that L(p,q;α)(S) = Lp,q;α(S) if and only if p > 1. Furthermore,
expLβ(S) = L∞,∞;− 1β (S) = L(∞,∞;− 1β )(S) for every β > 0, and Lp(logL)α(S) = Lp,p; αp (S)
if either p > 1 and α ∈ R, or p = 1 and α  0 (up to equivalent norms).
We recall that Lp,q;α(S) is an r.i. space (up to equivalent norms) if and only if one of the
following conditions is satisfied:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
p = q = 1, α  0,
1 <p < ∞, 1 q ∞, α ∈ R,
p = ∞, 1 q < ∞, α + 1
q
< 0,
p = q = ∞, α  0
(2.13)
(see [7] or [32]). Furthermore,
(
Lp,q;α
)′
(S) =
⎧⎪⎪⎨⎪⎪⎩
L∞,∞;−α(S) if p = q = 1, α  0,
Lp
′,q ′;−α(S) if 1 <p < ∞, 1 q ∞, α ∈ R,
L(1,q
′;−α−1)(S) if p = ∞, 1 q < ∞, α + 1
q
< 0,
1,1;−α
(2.14)L (S) if p = q = ∞, α  0,
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p′ =
{∞ if p = 1,
p/(p − 1) if 1 <p < ∞,
1 if p = ∞.
We shall also make use of the following characterization of embeddings between Lorentz–
Zygmund spaces [7]. Let p,q1, q2 ∈ [1,∞] and let α,β ∈ R. Then the embedding
Lp,q1;α(S) → Lp,q2;β(S)
holds if and only if one of the following conditions is satisfied:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 q1  q2 ∞, p = ∞, α + 1
q1
 β + 1
q2
,
1 q1  q2 ∞, p < ∞, α  β,
1 q2 < q1 ∞, α + 1
q1
> β + 1
q2
.
(2.15)
Let us finally recall that given any quasi-concave, weakly differentiable function ϕ : [0,1) →
[0,∞) vanishing at 0, and denoting by ϕ′ its derivative, the spaces Λ1(ϕ′)(S) and Γ ∞(ϕ)(S)
are r.i. spaces (up to equivalent norms), both with fundamental function ϕ. They are the smallest
and the largest, respectively, r.i. spaces having this fundamental function. Indeed, if X(S) is any
other r.i. space with fundamental function ϕX ≈ ϕ, then
Λ1(ϕ′)(S) → X(S) → Γ ∞(ϕ)(S). (2.16)
Here and in what follows, the symbol ≈ denotes an equivalence up to multiplicative constants.
Because of the first embedding in (2.16), the space Λ1(ϕ′)(S) is usually called the Lorentz end-
point space corresponding to the fundamental function ϕ.
If ϕ : (0,1) → [0,∞) is the function defined by
ϕ(s) = s
ϕ(s)
for s ∈ (0,1),
and lims→0+ ϕ(s) = 0, then(
Λ1(ϕ′)
)′
(S) = Γ ∞(ϕ)(S), (Γ ∞(ϕ))′(S) = Λ1(ϕ′)(S), (2.17)
up to equivalent norms.
3. Symmetrization and reduction results
The reduction theorem for the Sobolev inequality (1.3) reads as follows.
Theorem 3.1. Let X(Rn, γn) and Y(Rn, γn) be r.i. spaces.
(i) If u ∈ V 1X(Rn, γn), then u ∈ L1(Rn, γn), and, in particular, its mean value uγn is well
defined.
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‖u− uγn‖Y(Rn,γn)  C1‖∇u‖X(Rn,γn) (3.1)
for every u ∈ V 1X(Rn, γn) if and only if a constant C2 exists such that
∥∥∥∥∥
1∫
s
f (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)
 C2‖f ‖X(0,1) (3.2)
for every f ∈ X(0,1). Moreover, C1 and C2 depend only on each other.
The proof of Theorem 3.1 relies upon the Pólya–Szegö principle for the Gaussian symmetriza-
tion with arbitrary r.i. norms contained in Theorem 3.2 below. Its statement involves the Gaussian
symmetral u• : Rn → R of a measurable function u in Rn defined as
u•(x) = u◦(Φ(x1)) for x = (x1, . . . , xn) ∈ Rn, (3.3)
where Φ : R → (0,1) is the function given by
Φ(t) = 1√
2π
∞∫
t
e−
τ2
2 dτ for t ∈ R. (3.4)
Note that, actually, u ∼ u•, since u ∼ u◦, and
Φ(t) = γn
({
x ∈ Rn: x1  t
})
for t ∈ R. (3.5)
An equivalent formulation of the Pólya–Szegö principle can be given in terms of u◦ and of
the isoperimetric function of the Gauss space I : (0,1) → (0,∞) defined by
I (s) = 1√
2π
e−
Φ−1(s)2
2 for s ∈ (0,1), (3.6)
and I (0) = I (1) = 0. The function I owes its name to the fact that the isoperimetric inequality
in the Gauss space reads
Pγn(E) I
(
γn(E)
) (3.7)
for every measurable set E ⊂ Rn [11], with equality if and only if E is (equivalent to) a half-
space [12] (see also [17]). Here,
Pγn(E) =
1
(2π)
n
2
∫
M
e−
|x|2
2 dHn−1(x),
∂ E
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geometric measure theory), and Hn−1 denotes the (n−1)-dimensional Hausdorff measure. Note
that the function I is increasing in [0, 12 ], and fulfils
I (s) = I (1 − s) for s ∈ [0,1]. (3.8)
Moreover,
I (s) ≈ s
√
1 + log 1
s
for s ∈ (0,1/2], (3.9)
with absolute equivalence constants.
Theorem 3.2. Let u ∈ V 1L1(Rn, γn). Then u◦ is locally absolutely continuous in (0,1). More-
over, if X(Rn, γn) is any r.i. space and u ∈ V 1X(Rn, γn), then u• ∈ V 1X(Rn, γn) and
‖∇u‖X(Rn,γn)  ‖∇u•‖X(Rn,γn) =
∥∥I (s)(−u◦ ′(s))∥∥
X(0,1). (3.10)
Theorem 3.2 is a straightforward consequence of the following lemma and of property (2.2).
Lemma 3.3. Let u ∈ V 1L(Rn, γn). Then u◦ is locally absolutely continuous in (0,1), and[
I (·)(−u◦ ′(·))]∗∗(s) |∇u|∗∗(s) for s ∈ (0,1). (3.11)
Proof. The present proof is reminiscent of arguments from [39] and [16, Theorem 6.5 and
Lemma 6.6]. Let {(ak, bk)}k∈K be a countable family of disjoint intervals (ak, bk) ⊂ (0,1). We
have that ∫
⋃
k∈K {u◦(bk)<u<u◦(ak)}
∣∣∇u(x)∣∣dγn(x) = 1
(2π)
n
2
∫
⋃
k∈K {u◦(bk)<u<u◦(ak)}
∣∣∇u(x)∣∣e− x22 dx
= 1
(2π)
n
2
∑
k∈K
u◦(ak)∫
u◦(bk)
∫
∂M {u>t}
e−
x2
2 dHn−1(x) dt
=
∑
k∈K
u◦(ak)∫
u◦(bk)
Pγn
({u > t})dt

∑
k∈K
u◦(ak)∫
u◦(bk)
I
(
γn
({u > t}))dt, (3.12)
where the second equality holds thanks to the coarea formula and the inequality is a consequence
of the isoperimetric inequality (3.7). Now, let 0 < σ < 12 and assume that [ak, bk] ⊂ [σ,1 − σ ]
for every k ∈ K . Since
ak  γn
({u > t}) bk for t ∈ (u◦(bk), u◦(ak)),
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⋃
k∈K {u◦(bk)<u<u◦(ak)}
∣∣∇u(x)∣∣dγn(x) I (σ )∑
k∈K
(
u◦(ak)− u◦(bk)
)
. (3.13)
On the other hand,
γn
(⋃
k∈K
{
u◦(bk) < u < u◦(ak)
})=∑
k∈K
γn
({
u◦(bk) < u < u◦(ak)
})

∑
k∈K
(bk − ak). (3.14)
Thus, inequality (3.13) yields, via the Hardy–Littlewood inequality (2.3),
∑
k∈K
(
u◦(ak)− u◦(bk)
)
 1
I (σ )
∑
k∈K(bk−ak)∫
0
|∇u|∗(r) dr. (3.15)
Owing to the arbitrariness of σ , the local absolute continuity of u◦ on (0,1) follows, since
|∇u|∗ ∈ L1(0,1).
In order to prove (3.11), observe that
u◦(ak)∫
u◦(bk)
I
(
γn
({u > t}))dt = γn({u>u
◦(bk)})∫
γn({u>u◦(ak)})
I
(
γn
({
u > u◦(r)
}))(−u◦ ′(r))dr
=
bk∫
ak
I (r)
(−u◦ ′(r))dr for k ∈ K, (3.16)
where the first equality is a consequence of the (local) absolute continuity of u◦, and the second
one holds since γn({u > u◦(r)}) = r if r does not belong to an interval where u◦ is constant
and u◦ ′ vanishes in any such interval. From (3.12), (3.16) and the Hardy–Littlewood inequality
again, we deduce that, for any family of disjoint intervals {(ak, bk)}k∈K with (ak, bk) ⊂ (0,1),
∫
⋃
k∈K(ak,bk)
I (r)
(−u◦ ′(r))dr 
∑
k∈K(bk−ak)∫
0
|∇u|∗(r) dr. (3.17)
Since each open set in R is a countable union of disjoint open intervals, inequality (3.17) implies
that
∫
I (r)
(−u◦ ′(r))dr  |E|∫ |∇u|∗(r) dr (3.18)
E 0
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I (r)(−u◦ ′(r)) is integrable on (0,1). Thanks to the fact that any measurable set can be ap-
proximated from outside by open sets, and thanks to the absolute continuity of the Lebesgue
integral, inequality (3.18) continues to hold for any measurable set E ⊂ (0,1). Hence, (3.11)
follows, since
s∫
0
(
I (·)(−u◦ ′(·)))∗(r) dr = sup
|E|=s
∫
E
I (r)
(−u◦ ′(r))dr
for s ∈ (0,1). 
We are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1. (i) By (2.8) and (3.10), it suffices to show that∥∥u◦(s)− u◦(1/2)∥∥
L1(0,1)  C
∥∥I (s)(−u◦ ′(s))∥∥
L1(0,1) (3.19)
for some absolute constant C. By Lemma 3.3, u◦ is locally absolutely continuous in (0,1). Thus,
u◦(s)− u◦(1/2) =
1
2∫
s
−u◦ ′(r) dr for s ∈ (0,1), (3.20)
and hence
∥∥u◦(s)− u◦(1/2)∥∥
L1(0,1) =
1∫
0
∣∣∣∣∣
1
2∫
s
−u◦ ′(r) dr
∣∣∣∣∣ds
=
1
2∫
0
r
(−u◦ ′(r))dr + 1∫
1
2
(1 − r)(−u◦ ′(r))dr
 C
( 12∫
0
I (r)
(−u◦ ′(r))dr + 1∫
1
2
I (1 − r)(−u◦ ′(r))dr)
= C
1∫
0
I (r)
(−u◦ ′(r))dr = C∥∥I (r)(−u◦ ′(r))∥∥
L1(0,1)
for some absolute constant C, where the inequality holds owing to (3.9) and the last but one
equality owing to (3.8). Hence, (3.19) follows.
(ii) Let us first prove that (3.2) implies (3.1). One has that
‖u− uγn‖Y(Rn,γn)  2‖u− a‖Y(Rn,γn)
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Y(Rn,γn)
 C‖∇u‖X(Rn,γn) (3.21)
for some constant C = C(C2) and for every u ∈ V 1X(Rn, γn). By (3.20) and (3.10), inequal-
ity (3.21) is in turn reduced to proving that
∥∥∥∥∥
1
2∫
s
f (r) dr
∥∥∥∥∥
Y (0,1)
 C
∥∥I (s)f (s)∥∥
X(0,1) (3.22)
for some positive constant C = C(C2) and for every f ∈ X(0,1). By (3.2) applied to f (s) re-
placed by χ
(0, 12 )
(s)s
√
1 + log 1
s
f (s), and by (3.9), one has that
∥∥∥∥∥χ(0, 12 )(s)
1
2∫
s
f (r) dr
∥∥∥∥∥
Y (0,1)
 C2
∥∥∥∥χ(0, 12 )(s)s
√
1 + log 1
s
f (s)
∥∥∥∥
X(0,1)
 C
∥∥χ
(0, 12 )
(s)I (s)f (s)
∥∥
X(0,1) (3.23)
for some constant C = C(C2) and for every f ∈ X(0,1). On the other hand, for any such f ,
∥∥∥∥∥χ( 12 ,1)(s)
1
2∫
s
f (r) dr
∥∥∥∥∥
Y (0,1)
=
∥∥∥∥∥χ( 12 ,1)(s)
1
2∫
1−s
f (1 − r) dr
∥∥∥∥∥
Y (0,1)
=
∥∥∥∥∥χ( 12 ,1)(1 − s)
1
2∫
s
f (1 − r) dr
∥∥∥∥∥
Y (0,1)
(
since ‖ · ‖Y is an r.i. norm
)
=
∥∥∥∥∥χ(0, 12 )(s)
1
2∫
s
f (1 − r) dr
∥∥∥∥∥
Y(0,1)
 C
∥∥χ
(0, 12 )
(s)I (s)f (1 − s)∥∥
X(0,1)
(
by (3.23))
= C∥∥χ
(0, 12 )
(1 − s)I (1 − s)f (s)∥∥
X(0,1)
(
since ‖ · ‖X is an r.i. norm
)
= C∥∥χ
( 12 ,1)
(s)I (s)f (s)
∥∥
X(0,1)
(
by (3.8)). (3.24)
Combining (3.23) and (3.24) yields (3.22), and hence (3.2).
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[0,∞) such that
f (s) = f (1 − s) for s ∈ (0,1), (3.25)
define v : Rn → R by
v(x) =
1
2∫
Φ(x1)
f (r)
I (r)
dr for x ∈ Rn, (3.26)
where Φ : R → [0,1] is given by (3.4). Owing to (3.8) and (3.25),
vγn = 0. (3.27)
Moreover, by (3.5), we have that
v◦(s) =
1
2∫
s
f (r)
I (r)
dr for s ∈ (0,1). (3.28)
On the other hand,
∣∣∇v(x)∣∣= 1√
2π
e−
x21
2
I (Φ(x1))
f
(
Φ(x1)
)= f (Φ(x1)) for a.e. x ∈ Rn, (3.29)
where the last equality holds thanks to (3.6). Eq. (3.29) implies that
|∇v|∗(s) = f ∗(s) for s ∈ (0,1). (3.30)
Owing to (3.27), (3.28) and (3.30), inequality (3.1) applied to u = v implies that
∥∥∥∥∥
1
2∫
s
f (r)
I (r)
dr
∥∥∥∥∥
Y(0,1)
 C1‖f ‖X(0,1) (3.31)
for every f as above. Hence, it is easily seen that
∥∥∥∥∥χ(0, 12 )(s)
1
2∫
s
f (r) dr
∥∥∥∥∥
Y (0,1)
 2C1
∥∥χ
(0, 12 )
(s)I (s)f (s)
∥∥
X(0,1) (3.32)
for every locally integrable function f : (0,1) → [0,∞). Now, for any such f ,
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1∫
s
f (r) dr
∥∥∥∥∥
Y (0,1)

∥∥∥∥∥
1∫
s
f (r)χ
(0, 12 )
(r) dr
∥∥∥∥∥
Y (0,1)
+
∥∥∥∥∥
1∫
s
f (r)χ
( 12 ,1)
(r) dr
∥∥∥∥∥
Y (0,1)
=
∥∥∥∥∥χ(0, 12 )(s)
1
2∫
s
f (r) dr
∥∥∥∥∥
Y (0,1)
+
∥∥∥∥∥
1∫
s
f (r)χ
( 12 ,1)
(r) dr
∥∥∥∥∥
Y (0,1)
 2C1
∥∥χ
(0, 12 )
(s)I (s)f (s)
∥∥
X(0,1) +
1∫
1
2
f (r) dr‖1‖Y(0,1), (3.33)
where the last inequality holds thanks to (3.32). Since an absolute constant C exists such that
χ
(0, 12 )
(s)I (s) Cs
√
1 + log 1
s
and χ
( 12 ,1)
(s) Cs
√
1 + log 1
s
for s ∈ (0,1),
the rightmost side of (3.33) does not exceed
(
2C1C +C‖1‖X′(0,1)‖1‖Y(0,1)
)∥∥∥∥s
√
1 + log 1
s
f (s)
∥∥∥∥
X(0,1)
.
Notice that here we have made use of inequality (2.5). Thus, (3.2) follows. 
4. Optimal range and optimal domain in the Gaussian Sobolev inequality
Let X(Rn, γn) and Y(Rn, γn) be r.i. spaces. We say that Y(Rn, γn) is the optimal range for
X(Rn, γn) in the Gaussian Sobolev inequality (1.3) if:
i) inequality (1.3) holds;
ii) if Z(Rn, γn) is an r.i. space such that (1.3) holds with Y(Rn, γn) replaced by Z(Rn, γn), then
Y(Rn, γn) → Z(Rn, γn).
Analogously, the space X(Rn, γn) is said to be the optimal domain for Y(Rn, γn) in the
Gaussian Sobolev inequality (1.3) if:
i) inequality (1.3) holds;
ii) if Z(Rn, γn) is an r.i. space such that (1.3) holds with X(Rn, γn) replaced by Z(Rn, γn), then
Z(Rn, γn) → X(Rn, γn).
Finally, we say that (X(Rn, γn), Y (Rn, γn)) is an optimal pair in the Gaussian Sobolev in-
equality (1.3) if Y(Rn, γn) is the optimal range for X(Rn, γn) and, simultaneously, X(Rn, γn) is
the optimal domain for Y(Rn, γn).
The optimal range in the Gaussian Sobolev inequality (1.3) for a given domain is characterized
in the following theorem.
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norm is given by
‖u‖Y ′(Rn,γn) =
∥∥∥∥ u∗∗(s)√
1 + log 1
s
∥∥∥∥
X′(0,1)
(4.1)
for any u ∈ M(Rn). Then Y(Rn, γn) is the optimal range for X(Rn, γn) in the Gaussian Sobolev
inequality (1.3).
Our discussion of the optimal domain in (1.3) starts with the following lemma, where a some-
what implicit description is provided for any admissible range Y(Rn, γn) fulfilling
expL2
(
R
n, γn
)→ Y (Rn, γn)→ L(logL) 12 (Rn, γn). (4.2)
Note that assumption (4.2) is natural in this setting, since, as anticipated above, expL2(Rn, γn)
is the optimal range corresponding to the smallest possible domain L∞(Rn, γn), and
L(logL)
1
2 (Rn, γn) is the optimal range corresponding to the largest possible domain L1(Rn, γn)
(see Proposition 4.4 below).
Lemma 4.2. Let Y(Rn, γn) be an r.i. space satisfying (4.2). Define
‖u‖X(Rn,γn) = sup
0h∼u
∥∥∥∥∥
1∫
s
h(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)
(4.3)
for any u ∈ M(Rn), and let X(Rn, γn) be the set of all u ∈ M(Rn) such that ‖u‖X(Rn,γn) < ∞.
Then ‖ · ‖X(Rn,γn) is an r.i. norm, and hence X(Rn, γn) is an r.i. space equipped with this norm.
Moreover, X(Rn, γn) is the optimal domain for Y(Rn, γn) in the Gaussian Sobolev embed-
ding (1.3).
A more explicit characterization of the optimal domain in (1.3) is given in the next theorem
under a slight strengthening of the second embedding in (4.2), which holds in customary situa-
tions. It amounts to a boundedness property of the supremum-type Hardy operator T defined for
f ∈ M(0,1) as
Tf (s) =
√
1 + log 1
s
sup
sr1
f ∗(r)√
1 + log 1
r
for s ∈ (0,1). (4.4)
Theorem 4.3. Let Y(Rn, γn) be an r.i. space such that
expL2
(
R
n, γn
)→ Y (Rn, γn) (4.5)
and
T is bounded on Y ′(0,1). (4.6)
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inequality (1.3) fulfils
‖u‖X(Rn,γn) ≈
∥∥∥∥∥
1∫
s
u∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)
(4.7)
for u ∈ M(Rn), with absolute equivalence constants.
An application of Theorems 4.1 and 4.3, combined with rather standard Hardy-type inequali-
ties, leads to the following result, dealing with some basic examples. Deeper conclusions derived
via Theorems 3.1, 4.1 and 4.3, concerning new sharp Sobolev embeddings, are presented in the
last three sections.
Proposition 4.4.
(i) Let p ∈ [1,∞). Then a constant C = C(p) exists such that
‖u− uγn‖
Lp(logL)
p
2 (Rn,γn)
 C‖∇u‖Lp(Rn,γn) (4.8)
for every u ∈ V 1Lp(Rn, γn). Moreover, (Lp(Rn, γn),Lp(logL)p2 (Rn, γn)) is an optimal
pair in (4.8).
(ii) An absolute constant C exists such that
‖u− uγn‖expL2(Rn,γn)  C‖∇u‖L∞(Rn,γn) (4.9)
for every u ∈ V 1L∞(Rn, γn). Moreover, (L∞(Rn, γn), expL2(Rn, γn)) is an optimal pair
in (4.9).
(iii) Let β ∈ (0,∞). Then, a constant C = C(β) exists such that
‖u− uγn‖
expL
2β
2+β (Rn,γn)
 C‖∇u‖expLβ(Rn,γn) (4.10)
for every u ∈ V 1 expLβ(Rn, γn). Moreover, (expLβ(Rn, γn), expL
2β
2+β (Rn, γn)) is an opti-
mal pair in (4.10).
The examples contained in Proposition 4.4 demonstrate the interesting phenomenon to which
we alluded in Section 1: while there is a gain in integrability when the domain is a Lebesgue
space, there is actually a loss in integrability when the domain is close to L∞(Rn, γn) (observe
that 2β2+β < β when β > 0).
We note that the embeddings (4.8)–(4.10) considered in Proposition 4.4 are well known. Our
contribution consists in the proof of their optimality. In particular, it follows that in Gross’s
original result as well as in its later generalizations, both the range and the domain were already
sharp in the broad context of r.i. spaces.
Our first concern is to establish Theorem 4.1, Lemma 4.2 and Theorem 4.3; the proof of
Proposition 4.4 is postponed to the end of this section.
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r.i. norm on (Rn, γn). To prove this claim, it suffices to show that the functional given by∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
X′(0,1)
for any f ∈ M(0,1) defines an r.i. norm on (0,1). The positive homogeneity and nontriviality are
clear. The triangle inequality follows from the subadditivity of the operation f → f ∗∗. Properties
(P1) and (P2) are satisfied thanks to standard properties of the decreasing rearrangement (see [8]).
Property (P3) is a straightforward consequence of the same property for X′(0,1). From property
(P4) for X′(0,1), we get that
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
X′(0,1)
 f ∗∗(1)
∥∥∥∥ 1√
1 + log 1
s
∥∥∥∥
X′(0,1)
 Cf ∗∗(1)
1∫
0
ds√
1 + log 1
s
 C′‖f ‖L1(0,1),
for suitable constants C and C′ depending on X. This proves (P4). Since (P5) is obvious, our
claim follows.
Owing to Theorem 3.1, the Gaussian Sobolev inequality (1.3) holds with Y(Rn, γn) as in the
statement if (and only if)
∥∥∥∥∥
1∫
s
f (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)
 C‖f ‖X(0,1) (4.11)
for some constant C and every f ∈ X(0,1). By the very definition of the associate norm and by
Fubini’s theorem, we have that
sup
‖f ‖X(0,1)1
∥∥∥∥∥
1∫
s
f (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)
= sup
‖f ‖X(0,1)1
sup
‖g‖Y ′(0,1)1
1∫
0
g∗(s)
1∫
s
|f (r)|
r
√
1 + log 1
r
dr ds
= sup
‖g‖Y ′(0,1)1
sup
‖f ‖X(0,1)1
1∫
0
∣∣f (r)∣∣ g∗∗(r)√
1 + log 1
r
dr
= sup
‖g‖Y ′(0,1)1
∥∥∥∥ g∗∗(r)√
1 + log 1
r
∥∥∥∥
X′(0,1)
= 1. (4.12)
Note that the last equality holds by the definition of the norm in ‖ ·‖Y ′(0,1). Hence, (4.11) follows.
It remains to show that Y(Rn, γn) is the optimal range for X(Rn, γn). To this purpose, suppose
that Z(Rn, γn) is another r.i. space such that
‖u− uγn‖Z(Rn,γn)  C‖∇u‖X(Rn,γn)
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∥∥∥∥∥
1∫
s
f (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Z(0,1)
 C‖f ‖X(0,1)
for some constant C and every f ∈ X(0,1). Via a chain analogous to (4.12), one can deduce
from this inequality that ∥∥∥∥ g∗∗(r)√
1 + log 1
r
∥∥∥∥
X′(0,1)
 C‖g‖Z′(0,1)
for every g ∈ Z′(0,1). The last inequality is equivalent to the embedding Z′(0,1) →
Y ′(0,1), which is in turn equivalent to Y(Rn, γn) → Z(Rn, γn). This shows the optimality of
Y(Rn, γn). 
Let us now come to the proofs concerning the optimal domain in (1.3). We begin with
Lemma 4.2.
Proof of Lemma 4.2. We shall prove that the functional ‖u‖X(Rn,γn) is an r.i. norm. The fact
that X(Rn, γn) is the optimal domain for Y(Rn, γn) in the Gaussian Sobolev embedding (1.3)
will then immediately follow via Theorem 3.1.
It suffices to show that the functional ‖f ‖X(0,1) defined for any function f ∈ M(0,1) as
‖f ‖X(0,1) = sup
0h∼f
∥∥∥∥∥
1∫
s
h(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)
,
is an r.i. norm. We begin by showing that ‖ · ‖X(0,1) is actually a norm; we shall then prove that
it fulfils properties (P1)–(P5) of r.i. norms.
The only nontrivial property of norms to be verified for ‖ · ‖X(0,1) is the triangle inequality.
To this purpose, let us first observe that, if f,g ∈ M+(0,1) and f  g a.e. in (0,1), then
‖f ‖X(0,1)  ‖g‖X(0,1). (4.13)
Indeed, by [8, Chapter 2, Corollary 7.6], for any nonnegative function h ∼ f there exists a
measure-preserving map H : (0,1) → (0,1) such that h = h∗ ◦ H = f ∗ ◦ H . Since f ∗  g∗
in (0,1), h g∗ ◦ H ∼ g, where the equimeasurability of the last two functions holds owing to
[8, Chapter 2, Proposition 7.2]. Hence, (4.13) follows.
Next, it is not difficult to show that for any simple functions f , g and h in (0,1) such that
h ∼ f + g, there exist (simple) functions hf and hg such that
hf ∼ f, hg ∼ g and h = hf + hg. (4.14)
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negative simple functions {fk} and {gk} such that
fk ↗ |f | and gk ↗ |g| as k → ∞. (4.15)
In particular,
lim
k→∞(fk + gk)
∗ = (|f | + |g|)∗ in (0,1). (4.16)
Given any h ∈ M+(0,1) such that
h ∼ |f | + |g|,
there exists a measure-preserving map H such that
h = h∗ ◦H = (|f | + |g|)∗ ◦H.
Define the sequence {hk} by
hk = (fk + gk)∗ ◦H for k ∈ N.
Thus,
hk ∼ fk + gk for k ∈ N,
and
lim
k→∞hk = h in (0,1),
by (4.16). Moreover,
h∗∗k (s) = (fk + gk)∗∗(s) f ∗∗k (s)+ g∗∗k (s) f ∗∗(s)+ g∗∗(s) for s ∈ (0,1), (4.17)
for k ∈ N. By (4.17), the functions hk are equiintegrable in (0,1), and since the function
1
r
√
1+log 1
r
is bounded in (s,1) for every s ∈ (0,1), the functions hk(r)
r
√
1+log 1
r
are equiintegrable
in (s,1) as well. Consequently,
lim
k→∞
1∫
s
hk(r)
r
√
1 + log 1
r
dr =
1∫
s
h(r)
r
√
1 + log 1
r
dr for s ∈ (0,1). (4.18)
From (4.18), via the Fatou property of r.i. norms [8, Theorem 1.7, Chapter 1], we deduce that
∥∥∥∥∥
1∫
h(r)
r
√
1 + log 1
dr
∥∥∥∥∥
Y(0,1)
 lim inf
k→∞
∥∥∥∥∥
1∫
hk(r)
r
√
1 + log 1
dr
∥∥∥∥∥
Y (0,1)
. (4.19)
s r s r
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hfk ∼ fk, hgk ∼ gk and hk = hfk + hgk for k ∈ N.
On the other hand, there exist two sequences of measure-preserving maps {Hfk } and {Hgk } such
that
hfk = (hfk )∗ ◦Hfk = f ∗k ◦Hfk  f ∗ ◦Hfk ∼ f ∗ for k ∈ N,
and similarly for gk . Therefore,∥∥∥∥∥
1∫
s
hk(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)

∥∥∥∥∥
1∫
s
hfk (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)
+
∥∥∥∥∥
1∫
s
hgk (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)

∥∥∥∥∥
1∫
s
f ∗ ◦Hfk (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)
+
∥∥∥∥∥
1∫
s
g∗ ◦Hgk (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)
 ‖f ‖X(0,1) + ‖g‖X(0,1), (4.20)
for k ∈ N. Since, by (4.13),
‖f + g‖X(0,1) 
∥∥|f | + |g|∥∥
X(0,1),
we get from (4.19) and (4.20) that
‖f + g‖X(0,1)  ‖f ‖X(0,1) + ‖g‖X(0,1).
The triangle inequality for ‖ · ‖X(0,1) is thus established.
We now pass to the proof of properties (P1)–(P5). The lattice property (P1) is a cosequence
of (4.13). As for property (P2), suppose that {fk} is a sequence in M+(0,1) such that fk ↗ f
a.e. in (0,1). By (4.13), we have that ‖fk‖X(0,1)  ‖fk+1‖X(0,1) for k ∈ N. Furthermore, if h is
any function such that h ∼ f , then h = f ∗ ◦H for some measure-preserving transformation H .
Consequently, we have that fk ∼ f ∗k ◦ H ↗ f ∗ ◦ H = h ∼ f for k ∈ N, whence ‖fk‖X(0,1) ↗‖f ‖X(0,1). To prove (P3), note that, by (4.2),
‖1‖X(0,1)  C
∥∥∥∥
√
1 + log 1
s
∥∥∥∥
Y(0,1)
 C′
∥∥∥∥
√
1 + log 1
s
∥∥∥∥
expL2(0,1)
< ∞,
for some absolute constant C and for some constant C′ = C′(Y ). Finally, by (4.2) again,
‖f ‖X(0,1) 
∥∥∥∥∥
1∫
s
|f (r)|
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)
 C
∥∥∥∥∥
1∫
s
|f (r)|
r
√
1 + log 1
r
dr
∥∥∥∥∥
L(logL)
1
2 (0,1)
 C′‖f ‖L1(0,1),
for some constants C = C(Y ) and C′ = C′(Y ) and for every f ∈ X(0,1). This establishes (P4).
Since (P5) is obvious, the proof is complete. 
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Lemma 4.5. Let Y(0,1) and Z(0,1) be r.i. spaces. Assume that the operator T satisfies
T : Y ′(0,1) → Z′(0,1). (4.21)
Then there exists a constant C = C(Y,Z) such that
∥∥∥∥∥
1∫
s
f (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)
 C
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Z(0,1)
(4.22)
for every f ∈ M+(0,1).
Proof. The conclusion is a consequence of the following chain, which holds for every f ∈
M+(0,1):
∥∥∥∥∥
1∫
s
f (r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)
= sup
‖g‖Y ′(0,1)1
1∫
0
g∗(s)
1∫
s
f (r)
r
√
1 + log 1
r
dr ds
= sup
‖g‖Y ′(0,1)1
1∫
0
f (r)
r
√
1 + log 1
r
r∫
0
g∗(s) ds dr
= sup
‖g‖Y ′(0,1)1
1∫
0
f (r)
g∗∗(r)√
1 + log 1
r
dr
 sup
‖g‖Y ′(0,1)1
1∫
0
f (r)√
1 + log 1
r
(T g)∗∗(r) dr
 C sup
‖g‖Y ′(0,1)1
1∫
0
f ∗(r)√
1 + log 1
r
(T g)∗∗(r) dr
 C′ sup
‖Tg‖Z′(0,1)1
1∫
0
f ∗(r)√
1 + log 1
r
(T g)∗∗(r) dr
 C′ sup
‖h‖Z′(0,1)1
1∫
0
h∗(r)
1∫
r
f ∗(s)
s
√
1 + log 1
s
ds dr
= C′
∥∥∥∥∥
1∫
f ∗(s)
s
√
1 + log 1
ds
∥∥∥∥∥
Z(0,1)
,r s
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in this chain holds since, trivially, g∗  T g for every g ∈ M(0,1). The second inequality follows
via the Hardy–Littlewood inequality (2.3), since, for any function g ∈ M(0,1),
(T g)∗∗(r)√
1 + log 1
r
≈
∫ r
0
√
1 + log 1
s
supsρ1
g∗(ρ)√
1+log 1
ρ
ds
∫ r
0
√
1 + log 1
s
ds
for r ∈ (0,1),
with absolute equivalence constants, and the latter is an integral mean of a non-increasing func-
tion supsρ1
g∗(ρ)√
1+log 1
ρ
with respect to the measure
√
1 + log 1
s
ds over (0, r), whence it is itself
non-increasing in r (actually, this is the key reason for employing the operator T ). The third
inequality follows from (4.21). 
Proof of Theorem 4.3. We begin by showing that assumption (4.6) implies the second em-
bedding in (4.2). By property (P3) for Y ′(0,1), the constant function f (s) = 1 belongs to
Y ′(0,1). By (4.6), Tf (s) =
√
1 + log 1
s
∈ Y ′(0,1). This membership is equivalent to the embed-
ding expL2(Rn, γn) → Y ′(Rn, γn), and the latter is in turn equivalent to the second embedding
in (4.2).
As far as equivalence (4.7) is concerned, one trivially has
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y(0,1)
 ‖f ‖X(0,1)
for any f ∈ M(0,1). Conversely, by (4.6) and Lemma 4.5 applied to the case when Y(0,1) =
Y(0,1) = Z(0,1) = Z(0,1), we obtain that
‖f ‖X(0,1)  C
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Y (0,1)
for some constant C = C(X,Y ) and for every f ∈ M(0,1). The proof is complete. 
In the proof of Proposition 4.4, and in other proofs below, we shall make use of the follow-
ing characterization of a weighted Hardy inequality established in [30] and [29, Section 1.3.1,
Theorem 2].
Proposition 4.6. Let 1 p ∞ and let ν and ω ∈ M+(0,1).
(i) There exists a constant C such that∥∥∥∥∥ω(s)
s∫
f (r) dr
∥∥∥∥∥
Lp(0,1)
 C‖νf ‖Lp(0,1) (4.23)
0
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sup
0<s<1
‖ωχ(s,1)‖Lp(0,1)
∥∥∥∥χ(0,s)ν
∥∥∥∥
Lp
′
(0,1)
< ∞. (4.24)
Moreover, the best constant C in (4.23) is equivalent to the left-hand side of (4.24), up to
constants depending on p.
(ii) There exists a constant C such that
∥∥∥∥∥ω(s)
1∫
s
f (r) dr
∥∥∥∥∥
Lp(0,1)
 C‖νf ‖Lp(0,1) (4.25)
for every f ∈ M+(0,1) if and only if
sup
0<s<1
‖ωχ(0,s)‖Lp(0,1)
∥∥∥∥χ(s,1)ν
∥∥∥∥
Lp
′
(0,1)
< ∞. (4.26)
Moreover, the best constant C in (4.25) is equivalent to the left-hand side of (4.26), up to
constants depending on p.
Expressions having the form
sup
sr1
f ∗(r)√
1 + log 1
r
and sup
sr1
f ∗∗(r)√
1 + log 1
r
,
where f ∈ M(0,1), will come into play as well. In particular, the following proposition, a special
case of a more general result in [24, Theorems 3.2 and 3.5], will be needed.
Proposition 4.7. Let p ∈ [1,∞), and let ν,ω ∈ M+(0,1).
(i) There exists a constant C such that
1∫
0
(
sup
sr1
f ∗(r)√
1 + log 1
r
)p
ω(s) ds  C
1∫
0
f ∗(s)pν(s) ds (4.27)
for every f ∈ M(0,1), if and only if
sup
0<s<1
∫ s
0 ω(r) dr
(1 + log 1
s
)
p
2
∫ s
0 ν(r) dr
< ∞. (4.28)
Moreover, the best constant C in (4.27) is equivalent to the left-hand side of (4.28), up to
constants depending on p.
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1∫
0
(
sup
sr1
f ∗∗(r)√
1 + log 1
r
)p
ω(s) ds  C
1∫
0
f ∗(s)pν(s) ds (4.29)
for every f ∈ M(0,1), if and only if either p = 1 and
sup
0<s<1
s
∫ 1
s
ω(r)
r
√
1+log 1
r
dr∫ s
0 ν(r) dr
< ∞, (4.30)
or 1 <p < ∞, (4.28) holds, and
sup
0<s<1
( 1∫
s
(
1
r
√
1 + log 1
r
)p
ω(r) dr
) 1
p
( s∫
0
(
r∫ r
0 ν(ρ)dρ
)p′
ν(r) dr
) 1
p′
< ∞. (4.31)
Moreover, the best constant C in (4.29) is equivalent to the left-hand side of (4.30) if p = 1,
and to the sum of the left-hand sides of (4.28) and (4.31) if 1 < p < ∞, up to constants
depending only on p.
We next establish some results concerning the operator T to be used in our proofs.
Lemma 4.8. There exists an absolute constant C such that
(Tf )∗∗(s) CT (f ∗∗)(s) for s ∈ (0,1), (4.32)
for every f ∈ M(0,1).
Proof. Let f ∈ M(0,1). We will show that
(Tf )∗∗(s) C
(
Tf (s)+ f ∗∗(s)) for s ∈ (0,1), (4.33)
for some absolute constant C, whence (4.32) obviously follows. To verify (4.33), note that
s∫
0
(Tf )∗(r) dr =
s∫
0
√
1 + log 1
r
sup
rρ1
f ∗(ρ)√
1 + log 1
ρ
dr

s∫
0
√
1 + log 1
r
sup
rρs
f ∗(ρ)√
1 + log 1
ρ
dr
+
s∫ √
1 + log 1
r
sup
sρ1
f ∗(ρ)√
1 + log 1
dr for s ∈ (0,1).
0 ρ
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s∫
0
√
1 + log 1
r
sup
sρ1
f ∗(ρ)√
1 + log 1
ρ
dr  Cs
√
1 + log 1
s
sup
sρ1
f ∗(ρ)√
1 + log 1
ρ
= Cs(Tf )(s) for s ∈ (0,1),
for some absolute constant C. On the other hand,
s∫
0
√
1 + log 1
r
sup
rρs
f ∗(ρ)√
1 + log 1
ρ
dr  C
s∫
0
√
1 + log 1
r
sup
rρs
f ∗(ρ)
ρ∫
ρ
2
dτ
τ
√
1 + log 1
τ
dr
 C
s∫
0
√
1 + log 1
r
sup
rρs
ρ∫
ρ
2
f ∗(τ )
τ
√
1 + log 1
τ
dτ dr
 C
s∫
0
√
1 + log 1
r
s∫
r
2
f ∗(τ )
τ
√
1 + log 1
τ
dτ dr
 C
s∫
0
f ∗(τ )
τ
√
1 + log 1
τ
2τ∫
0
√
1 + log 1
r
dr dτ
 C′
s∫
0
f ∗(τ ) dτ = C′sf ∗∗(s) for s ∈ (0,1),
for some absolute constants C and C′. Combining these estimates yields (4.33). 
Corollary 4.9. Let p ∈ (0,∞) and let ω ∈ M+(0,1). If the operator T is bounded on
Λp(ω)(0,1), then it is bounded also on Γ p(ω)(0,1).
Proof. Let f ∈ M(0,1). By (4.32),
‖Tf ‖Γ p(ω)(0,1) =
( 1∫
0
(Tf )∗∗(s)pω(s) ds
) 1
p
 C
( 1∫
0
T (f ∗∗)(s)pω(s) ds
) 1
p
 C′
( 1∫
0
f ∗∗(s)pω(s) ds
) 1
p
= C′‖f ‖Γ p(ω)(0,1)
for some absolute constant C and for some constant C′ = C′(p,ω). 
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operator T is bounded on the Lorentz–Zygmund space Lp,q;α(0,1) if and only if one of the
following conditions holds:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
p = q = 1, α  0;
1 <p < ∞, 1 q ∞, α ∈ R;
p = ∞, 1 q < ∞,
(
α + 1
2
)
q < −1;
p = q = ∞, α −1
2
.
(4.34)
Moreover, if one of the conditions in (4.34) holds, then T is bounded also on L(p,q;α)(0,1).
Proof, sketched. The first assertion follows from Proposition 4.7. The second assertion is a
straightforward consequence of Corollary 4.9. 
Remark 4.11. Note that, by Lemma 4.10, the operator T is bounded on every Lebesgue space
Lp(0,1), with p ∈ [1,∞), on every Zygmund space Lp(logL)α(0,1), where either p ∈ (1,∞)
and α ∈ R, or p = 1 and α  0, and on every exponential space expLβ(0,1), with β  2. Instead,
it is neither bounded on L∞(0,1) nor on any exponential space expLβ(0,1), with β > 2.
We are now ready to prove Proposition 4.4.
Proof of Proposition 4.4. Throughout the proof, f denotes any function in M(0,1).
(i) From Theorem 4.1 and the weighted Hardy inequality (see Proposition 4.6), we have that
the optimal range Y(Rn, γn) for Lp(Rn, γn) fulfils
‖f ‖Y ′(0,1) =
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
Lp
′
(0,1)
≈
∥∥∥∥ f ∗(s)√
1 + log 1
s
∥∥∥∥
Lp
′
(0,1)
,
with equivalence constants depending on p. Since the function 1√
1+log 1
s
is increasing on (0,1),
an application of [21, Theorem 2.7] tells us that
‖f ‖Y(0,1) ≈ ‖f ‖Lp(logL) p2 (0,1),
with equivalence constants depending on p. This proves the optimality of Lp(logL)
p
2 (Rn, γn)
as a range for Lp(Rn, γn).
As for the optimality of the domain, let Y(Rn, γn) = Lp(logL)p2 (Rn, γn). Assumption (4.5)
is clearly satisfied. Moreover, Y ′(Rn, γn) = Lp′(logL)p
′
2 (Rn, γn) when p > 1 and Y ′(Rn, γn) =
expL2(Rn, γn) when p = 1. Thus, in any case, T is bounded on Y ′(0,1), by Lemma 4.10,
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X(Rn, γn) satisfies
‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Lp(logL)
p
2 (0,1)
≈
∥∥∥∥∥
√
1 + log 1
s
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Lp(0,1)
,
with equivalence constants depending on p. By the weighted Hardy inequality (Proposition 4.6),
∥∥∥∥∥
√
1 + log 1
s
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Lp(0,1)
 C‖f ‖Lp(0,1),
for some constant C = C(p). Conversely,
∥∥∥∥∥
√
1 + log 1
s
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Lp(0,1)

∥∥∥∥∥χ(0, 12 )(s)
√
1 + log 1
s
2s∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Lp(0,1)

∥∥∥∥∥χ(0, 12 )(s)f ∗(2s)
√
1 + log 1
s
2s∫
s
dr
r
√
1 + log 1
r
∥∥∥∥∥
Lp(0,1)
 C‖f ‖Lp(0,1),
for some positive constant C = C(p). Altogether, Lp(Rn, γn) is the optimal domain for
Lp(logL)
p
2 (Rn, γn).
(ii) First, we show that the domain is optimal in (4.9). Let Y(Rn, γn) = expL2(Rn, γn). Then
Y ′(Rn, γn) = L(logL) 12 (Rn, γn), and hence T is bounded on Y ′(0,1), by Lemma 4.10. Thus,
we can apply Theorem 4.3. One has that
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
expL2(0,1)
≈ sup
0<s<1
1√
1 + log 1
r
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
 ‖f ‖L∞(0,1) sup
0<s<1
1√
1 + log 1
s
1∫
s
dr
r
√
1 + log 1
r
≈ ‖f ‖L∞(0,1),
with absolute equivalence constants. Conversely,
A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642 3617∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
expL2(0,1)
≈ sup
0<s<1
1√
1 + log 1
s
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
 lim
s→0+
1√
1 + log 1
s
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
= 2 lim
s→0+f
∗(s) = 2‖f ‖L∞(0,1).
By Theorem 4.3, this shows that L∞(Rn, γn) is the optimal domain for expL2(Rn, γn).
Assume now that Y(Rn, γn) is the optimal range for L∞(Rn, γn). Then, by Theorem 4.1,
‖f ‖Y ′(0,1) =
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
L1(0,1)
≈
1∫
0
f ∗(s)
√
1 + log 1
s
ds ≈ ‖f ‖
L(logL)
1
2 (0,1)
,
with absolute equivalence constants. Since, by (2.14), (expL2)′(Rn, γn) = L(logL) 12 (Rn, γn),
we deduce that Y(Rn, γn) = expL2(Rn, γn).
(iii) By Theorem 4.1, the optimal range Y(Rn, γn) for the domain expLβ(Rn, γn) satisfies the
chain
‖f ‖Y ′(0,1) ≈
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
L(logL)
1
β (0,1)
≈
1∫
0
[
f ∗∗(·)√
1 + log 1
(·)
]∗
(s)
(
1 + log 1
s
) 1
β
ds

1∫
0
sup
sr1
f ∗∗(r)√
1 + log 1
r
(
1 + log 1
s
) 1
β
ds  C
1∫
0
f ∗(s)
(
1 + log 1
s
) 1
β
+ 12
ds
≈ ‖f ‖
L(logL)
2+β
2β (0,1)
,
with the equivalence constants and the constant C depending on β . Note that the last inequality
follows from Proposition 4.7(ii). Conversely, by the Hardy–Littlewood inequality (2.3) and by
Fubini’s theorem,
‖f ‖Y ′(0,1) ≈
1∫
0
[
f ∗∗(·)√
1 + log 1
(·)
]∗
(s)
(
1 + log 1
s
) 1
β
ds 
1∫
0
f ∗∗(s)√
1 + log 1
s
(
1 + log 1
s
) 1
β
ds
=
1∫
0
f ∗(r)
1∫
r
1
s
(
1 + log 1
s
) 1
β
− 12
ds dr ≈ ‖f ‖
L(logL)
2+β
2β (0,1)
,
with equivalence constants depending on β . Therefore, Y ′(Rn, γn) = L(logL)
2+β
2β (Rn, γn),
whence, by (2.14), Y(Rn, γn) = expL
2β
2+β (Rn, γn).
3618 A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642In order to prove that the domain in (4.10) is optimal, set Y(Rn, γn) = expL
2β
2+β (Rn, γn), and
note that T is bounded on Y ′(0,1). This follows via Proposition 4.7(i), which entails that
‖Tf ‖
L(logL)
2+β
2β (0,1)
≈
1∫
0
sup
sr1
f ∗(r)√
1 + log 1
r
(
1 + log 1
s
) 1
β
+1
ds
 C
1∫
0
f ∗(s)
(
1 + log 1
s
) 2+β
2β
ds ≈ ‖f ‖
L(logL)
2+β
2β (0,1)
,
with the constant C and the equivalence constants depending on β . Therefore, Theorem 4.3
implies that the optimal domain X(Rn, γn) for Y(Rn, γn) fulfils
‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
expL
2β
2+β (0,1)
≈ sup
0<s<1
1
(1 + log 1
s
)
2+β
2β
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr,
with equivalence constants depending on β . Since
‖f ‖expLβ(0,1) ≈ sup
0<s<1
f ∗(s)
(1 + log 1
s
)
1
β
,
it suffices to show that
sup
0<s<1
1
(1 + log 1
s
)
2+β
2β
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr ≈ sup
0<s<1
f ∗(s)
(1 + log 1
s
)
1
β
, (4.35)
with equivalence constants depending on β . We have that
sup
0<s<1
1
(1 + log 1
s
)
2+β
2β
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
 sup
0<s<1
f ∗(s)
(1 + log 1
s
)
1
β
sup
0<s<1
1
(1 + log 1
s
)
2+β
2β
1∫
s
(1 + log 1
r
)
1
β
r
√
1 + log 1
r
dr
 C sup
0<s<1
f ∗(s)
(1 + log 1
s
)
1
β
,
for some constant C = C(β). To prove the converse estimate, we first observe that there exists
an absolute positive constant C such that
s∫
2
dr
r
√
1 + log 1
 C
√
1 + log 1
s
for s ∈ (0,1/2]. (4.36)
s r
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f ∗(s0)
(1 + log 1
s0
)
1
β
 1
2
sup
0<s<1
f ∗(s)
(1 + log 1
s
)
1
β
.
Clearly,
sup
0<s<1
1
(1 + log 1
s
)
2β
2+β
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr  sup
0<s<s0
f ∗(s0)
(1 + log 1
s
)
2β
2+β
s0∫
s
dr
r
√
1 + log 1
r
.
We will be done if we show that there exists an absolute constant δ > 0 such that the right-hand
side of the last inequality is not smaller than
δf ∗(s0)
(1 + log 1
s0
)
1
β
.
This is easily seen when s0 ∈ [ 12 ,1]: one has just to estimate the supremum from below by the
value at, say, s = 14 . In the case when s ∈ (0, 12 ] it suffices to estimate the supremum by the value
at s = s20 and make use of (4.36). 
5. Orlicz spaces
Here, we establish an optimal Gaussian Sobolev inequality for the Orlicz–Sobolev space
V 1LA(Rn, γn) associated with a Young function A.
We may assume, without loss of generality, that∫
0
A˜(t)
t2
dt < ∞. (5.1)
Actually, A can be replaced, if necessary, by a Young function equivalent near infinity and ful-
filling (5.1), without changing LA(Rn, γn) (up to equivalent norms).
Let E : (0,∞) → [0,∞) be the (non-decreasing) function obeying
E−1(t) =
∥∥∥∥ 1
r
√
1 + log+ 1r
∥∥∥∥
LA˜( 1
t
,∞)
for t > 0, (5.2)
where log+ t = max{log t,0}. Note that the right-hand side of (5.2) is actually finite for t > 0,
owing to (5.1). Define AG : [0,∞) → [0,∞) by
AG(t) =
t∫
0
E(s)
s
ds for t > 0. (5.3)
3620 A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642The main result of this section tells us that LAG(Rn, γn) is the optimal Orlicz space into which
V 1LA(Rn, γn) is continuously embedded.
Theorem 5.1. Let A be a Young function (modified, if necessary, near 0 in such a way that (5.1)
is satisfied). Then, an absolute constant C exists such that
‖u− uγn‖LAG(Rn,γn)  C‖∇u‖LA(Rn,γn) (5.4)
for every u ∈ V 1LA(Rn, γn). Moreover, LAG(Rn, γn) is the optimal Orlicz range space in (5.4).
A special Orlicz space LA(Rn, γn) which is self-optimal in the Sobolev inequality (5.4) will
be exhibited in Corollary 7.2, Section 7.
We split the proof of Theorem 5.1 in some lemmas. We begin by showing that AG is actually
a Young function.
Lemma 5.2. Let A be a Young function fulfilling (5.1). Then AG is a Young function. Moreover,
E(t/2)AG(t)E(t) for t > 0. (5.5)
Proof. In order to prove that AG is a Young function, it suffices to show that the function E(t)t is
non-decreasing in (0,∞), or, equivalently, that the function
t
∥∥∥∥ 1
s
√
1 + log+ 1s
∥∥∥∥
LA˜(t,∞)
is non-decreasing in (0,∞). We have that
t
∥∥∥∥ 1
s
√
1 + log+ 1s
∥∥∥∥
LA˜(t,∞)
= inf
{
λ 0:
∞∫
t
A˜
(
t
λs
√
1 + log+ 1s
)
ds  1
}
= inf
{
λ 0:
∞∫
1
A˜
(
1
λs
√
1 + log+ 1ts
)
t ds  1
}
for t > 0. (5.6)
Since the function A˜
( 1
λs
√
1+log+ 1ts
)
is non-decreasing in t for each λ and s, the function
t
∥∥ 1
s
√
1+log+ 1s
∥∥
LA˜(t,∞) is non-decreasing as well.
As far as (5.5) is concerned, owing to the monotonicity of the function E(t)
t
, one has that
E(t/2)
t∫
t
E(s)
s
ds AG(t) =
t∫
0
E(s)
s
ds E(t) for t > 0. 2
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Rf (s) =
1∫
s
f (r)
r
√
1 + log 1
r
dr for s ∈ (0,1), (5.7)
for f ∈ M+(0,1).
Lemma 5.3. Let A be as in Lemma 5.2. Then,
∣∣{Rf  t}∣∣AG(t/2) 1∫
0
A
(
f (s)
)
ds for t  0, (5.8)
for every f ∈ M+(0,1) such that
1∫
0
A
(
f (s)
)
ds  1. (5.9)
Here, and in what follows, | · | denotes the Lebesgue measure on R.
Proof. One has, by (2.11),
Rf (s) =
1∫
s
f (r)
r
√
1 + log 1
r
dr  2‖f ‖LA(0,1)
∥∥∥∥ 1
r
√
1 + log 1
r
∥∥∥∥
LA˜(s,1)
 2‖f ‖LA(0,1)E−1(1/s) for s ∈ (0,1). (5.10)
Thus,
∣∣{Rf  t}∣∣ ∣∣{s: 2‖f ‖LA(0,1)E−1(1/s) t}∣∣= 1
E( t2‖f ‖
LA(0,1)
)
for t > 0, (5.11)
whence
∣∣{Rf  t}∣∣E( t
2‖f ‖LA(0,1)
)
 1 for t > 0. (5.12)
Next, given any nonnegative number M , define AM : [0,∞) → [0,∞) as
AM(t) = A(t) for t  0,
M
3622 A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642and denote by EM the function defined as in (5.2) with A replaced by AM . We claim that, if
M  1, then
EM(t)
1
M
E(t) for t > 0. (5.13)
Indeed, it is easily seen that A˜M(t) = 1M A˜(Mt) for t  0. Consequently,
E−1M (1/t) =
∥∥∥∥ 1
s
√
1 + log+ 1s
∥∥∥∥
LA˜M (t,∞)
= inf
{
λ 0:
∞∫
t
1
M
A˜
(
M
λs
√
1 + log+ 1s
)
ds  1
}
= inf
{
λ 0:
∞∫
t
M
A˜
(
1
λs
√
1 + log+ 1Ms
)
ds  1
}
 inf
{
λ 0:
∞∫
t
M
A˜
(
1
λs
√
1 + log+ 1s
)
ds  1
}
=
∥∥∥∥ 1
s
√
1 + log+ 1s
∥∥∥∥
LA˜( t
M
,∞)
= E−1(M/t) for t > 0, (5.14)
whence (5.13) follows.
Now, choose
M =
1∫
0
A
(
f (s)
)
ds.
Assumption (5.9) entails that M  1. The very definition of the Luxemburg norm yields that
‖f ‖LAM (0,1)  1. (5.15)
On applying (5.12) with A replaced by AM and making use of (5.15) and (5.14), one gets that
1
∣∣{Rf  t}∣∣EM( t2‖f ‖LAM (0,1)
)

∣∣{Rf  t}∣∣EM( t2
)

∣∣{Rf  t}∣∣E( t2 )
M
for t > 0. (5.16)
Combining (5.16) with (5.5) yields (5.8). 
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‖Rf ‖LAG(0,1)  8‖f ‖LA(0,1) (5.17)
for every f ∈ LA(0,1). Moreover, LAG(0,1) is the optimal Orlicz space in (5.17), in the sense
that if (5.17) holds with AG replaced by any Young function B , then LAG(0,1) → LB(0,1).
Proof. Let f be any function in M+(0,1) satisfying (5.9). Thus, in particular, f ∈ L1(0,1),
and hence Rf (s) < ∞ for s ∈ (0,1). One can easily restrict oneself to the case when
lims→0+ Rf (s) = ∞. Let {sk}k∈Z be a sequence in (0,1) such that
Rf (sk) = 2k for k ∈ Z. (5.18)
Notice that sk is non-increasing, since so is Rf . Set
fk = f χ[sk,sk−1) for k ∈ Z.
Thus, since
Rf (s)Rf (sk) = 2k if s ∈ (sk, sk−1),
1∫
0
AG
(
Rf (s)
8
)
ds =
∑
k∈Z
sk−1∫
sk
AG
(
Rf (s)
8
)
ds

∑
k∈Z
sk−1∫
sk
AG
(
2k
8
)
ds =
∑
k∈Z
(sk−1 − sk)AG
(
2k−3
)
. (5.19)
Now, for every k ∈ Z and s ∈ (sk, sk−1), one has that
R(fk−1)(s)
1∫
sk−1
fk−1(r)
1
r
√
1 + log 1
r
dr =
1∫
sk−1
f (r)χ[sk−1,sk−2)(r)
1
r
√
1 + log 1
r
dr
=
sk−2∫
sk−1
f (r)
r
√
1 + log 1
r
dr = Rf (sk−1)−Rf (sk−2) = 2k−2.
Consequently,
[sk, sk−1) ⊂
{
Rfk−1  2k−2
}
for k ∈ Z. (5.20)
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(sk−1 − sk)AG
(
2k−3
)

∣∣{Rfk−1  2k−2}∣∣AG(2k−3)

1∫
0
A
(
fk−1(s)
)
ds for k ∈ Z. (5.21)
Notice that such an application of Lemma 5.3 with f replaced by fk−1 is possible since, by (5.9),
1∫
0
A
(
fk−1(s)
)
ds 
1∫
0
A
(
f (s)
)
ds  1 for k ∈ Z.
Combining (5.19) and (5.21) yields
1∫
0
AG
(
Rf (s)
8
)
ds 
∑
k∈Z
1∫
0
A
(
fk−1(s)
)
ds =
1∫
0
A
(
f (s)
)
ds  1. (5.22)
Thus, we have shown that
1∫
0
AG
(
Rf (s)
8
)
ds  1
provided that (5.9) is fulfilled. Hence, (5.17) follows.
The proof of the sharpness of the space LAG(0,1) amounts to showing that if B is any Young
function such that
‖Rf ‖LB(0,1)  C‖f ‖LA(0,1) (5.23)
for some constant C, and for every f ∈ LA(0,1), then constants C′ and t1 exist such that
B(t)AG(C′t) for t  t1. (5.24)
By a standard argument in the characterization of Hardy type inequalities (see e.g. [20]), one can
show that a necessary condition for (5.23) to hold is the existence of a constant C such that
‖1‖LB(0,t)
∥∥∥∥ 1
r
√
1 + log 1
r
∥∥∥∥
LA˜(t,1)
 C for t ∈ (0,1). (5.25)
We have that
‖1‖LB(0,t) =
1
B−1( 1 )
for t > 0. (5.26)t
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s
√
1 + log+ 1s
∥∥∥∥
LA˜(t,∞)
 C
∥∥∥∥ 1
s
√
1 + log 1
s
∥∥∥∥
LA˜(t,1)
for t ∈ (0,1/2). (5.27)
From the first inequality in (5.5), (5.26) and (5.27) we get that
1
2
A−1G (1/t)E
−1(1/t) CB−1(1/t) for t ∈ (0,1/2).
Hence inequality (5.24) follows. The proof is complete. 
Proof of Theorem 5.1. The conclusions are straightforward consequences of Theorem 3.2 and
Lemma 5.4. 
6. Lorentz–Zygmund spaces
In this section we establish the following sharp Gaussian Sobolev inequality for Lorentz and,
more generally, Lorentz–Zygmund spaces. Note that, according to (2.13), the conditions on the
parameters p, q and α in the statement are required to ensure that Lp,q;α(Rn, γn) is actually an
r.i. space.
Theorem 6.1.
(i) Assume that either p = q = 1 and α  0, or p ∈ (1,∞), q ∈ [1,∞] and α ∈ R. Then, there
exists a constant C = C(p,q,α) such that
‖u− uγn‖
L
p,q;α+ 12 (Rn,γn)
 C‖∇u‖Lp,q;α(Rn,γn) (6.1)
for every u ∈ V 1Lp,q;α(Rn, γn). Moreover, (Lp,q;α(Rn, γn),Lp,q;α+ 12 (Rn, γn)) is an opti-
mal pair in (6.1).
(ii) Assume that either q ∈ [1,∞) and α + 1
q
< 0, or q = ∞ and α  0. Then, there exists
a constant C = C(q,α) such that
‖u− uγn‖
L
∞,q;α− 12 (Rn,γn)
 C‖∇u‖L∞,q;α(Rn,γn) (6.2)
for every u ∈ V 1L∞,q;α(Rn, γn). Moreover, (L∞,q;α(Rn, γn),L∞,q;α− 12 (Rn, γn)) is an op-
timal pair in (6.2).
Observe that also the new embeddings of Theorem 6.1 exhibit the contrast between the gain
of integrability from |∇u| to u in Sobolev embeddings for spaces far from V 1L∞(Rn, γn), and
the loss of integrability for spaces near V 1L∞(Rn, γn).
Proof. Throughout the proof, we denote by f an arbitrary function from M(0,1).
(i) We shall first prove the optimality of the range. Let p = q = 1 and α  0, and let
X(Rn, γn) = L1,1;α(Rn, γn). Then X′(Rn, γn) = L∞,∞;−α(Rn, γn), by (2.14). Let Y(Rn, γn)
be the optimal range for X(Rn, γn) in (1.3). Then, by Theorem 4.1,
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∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
L∞,∞;−α(0,1)
 sup
0<s<1
(
1 + log 1
s
)−α
sup
s<r<1
f ∗∗(r)√
1 + log 1
r
= sup
0<r<1
(
f ∗∗(r)√
1 + log 1
r
sup
0<s<r
(
1 + log 1
s
)−α)
= sup
0<r<1
f ∗∗(r)
(
1 + log 1
r
)−α− 12
 C‖f ‖
L
∞,∞;−α− 12 (0,1)
,
with equivalence constants and C depending on α. Note that the last inequality holds by Propo-
sition 4.6.
Conversely,
‖f ‖Y ′(0,1) ≈
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
L∞,∞;−α(0,1)
 C sup
0<s<1
(
1 + log 1
s
)−α 1
s
s∫
0
(
f ∗∗(·)√
1 + log 1
(·)
)∗
(r) dr
 C sup
0<s<1
(
1 + log 1
s
)−α 1
s
s∫
0
f ∗∗(r)√
1 + log 1
r
dr
 C sup
0<s<1
f ∗∗(s)
(
1 + log 1
s
)−α 1
s
s∫
0
dr√
1 + log 1
r
 C′ sup
0<s<1
f ∗∗(s)
(
1 + log 1
s
)−α− 12
 C′‖f ‖
L
∞,∞;−α− 12 (0,1)
,
for some absolute constants C and C′. Here, the first inequality is a consequence of Proposi-
tion 4.6, and the second one of the Hardy–Littlewood inequality (2.3). Altogether, Y ′(Rn, γn) =
L∞,∞;−α− 12 (Rn, γn), or, equivalently, Y(Rn, γn) = L(logL)α+ 12 (Rn, γn).
Now assume that 1 < p < ∞, 1  q ∞ and α ∈ R, and let X(Rn, γn) = Lp,q;α(Rn, γn).
Then X′(Rn, γn) = Lp′,q ′;−α(Rn, γn). Let Y(Rn, γn) be the optimal range for X(Rn, γn) in (1.3).
Then, by Theorem 4.1 and Proposition 4.7(i),
‖f ‖Y ′(0,1) ≈
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
Lp
′,q′;−α(0,1)

∥∥∥∥s 1p′ − 1q′ (1 + log 1s
)−α
sup
sr1
f ∗∗(r)√
1 + log 1
r
∥∥∥∥
Lq
′
(0,1)
 C
∥∥∥∥s 1p′ − 1q′ (1 + log 1s
)−α− 12
f ∗∗(s)
∥∥∥∥
Lq
′
(0,1)
,
with equivalence constants and C depending on p, q and α. Conversely,
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∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
Lp
′,q′;−α(0,1)
=
∥∥∥∥s 1p′ − 1q′ (1 + log 1s
)−α(
f ∗∗(·)√
1 + log 1
(·)
)∗
(s)
∥∥∥∥
Lq
′
(0,1)
=
∥∥∥∥
√
1 + log 1
s
(
f ∗∗(·)√
1 + log 1
(·)
)∗
(s)
∥∥∥∥
L
p′,q′,−α− 12 (0,1)
,
with equivalence constants depending on p, q and α. Notice that the last equality holds since the
function
√
1 + log 1
s
is non-increasing in (0,1). By the Hardy–Littlewood inequality (2.3),
s∫
0
√
1 + log 1
r
(
f ∗∗(·)√
1 + log 1
(·)
)∗
(r) dr 
s∫
0
√
1 + log 1
r
f ∗∗(r)√
1 + log 1
r
dr
=
s∫
0
f ∗∗(r) dr 
s∫
0
f ∗(r) dr for s ∈ (0,1).
Thus, by (2.2),∥∥∥∥
√
1 + log 1
s
(
f ∗∗(·)√
1 + log 1
(·)
)∗
(s)
∥∥∥∥
L
p′,q′,−α− 12 (0,1)
 ‖f ‖
L
p′,q′;−α− 12 (0,1)
.
In conclusion, we have shown that Y ′(Rn, γn) = Lp′,q ′;−α− 12 (Rn, γn), whence Y(Rn, γn) =
Lp,q;α+ 12 (Rn, γn).
Next, we shall prove the optimality of the domain. Let Y(Rn, γn) = Lp,q;α+ 12 (Rn, γn), where
either p = q = 1 and α  0, or 1 < p < ∞, 1  q  ∞ and α ∈ R. Let X(Rn, γn) be the
optimal domain for Y(Rn, γn). Assumption (4.5) is clearly satisfied. Moreover, by Lemma 4.10,
the operator T is bounded on Y ′(0,1), and hence (4.6) is fulfilled as well.
Assume first that p = q = 1 and α  0. Then, by Theorem 4.3,
‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
L
1,1;α+ 12 (0,1)
=
1∫
0
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
(
1 + log 1
s
)α+ 12
ds
=
1∫
0
f ∗(r)
r
√
1 + log 1
r
r∫
0
(
1 + log 1
s
)α+ 12
ds dr ≈ ‖f ‖L1,1;α(0,1),
with equivalence constants depending on α.
Next, assume that 1 < p < ∞, 1  q ∞ and α ∈ R. Then, by Theorem 4.3 and by the
weighted Hardy inequality (Proposition 4.6),
‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
f ∗(r)
r
√
1 + log 1
dr
∥∥∥∥∥
L
p,q;α+ 12 (0,1)s r
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∥∥∥∥∥s 1p− 1q
(
1 + log 1
s
)α+ 12 1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Lq(0,1)
 C
∥∥∥∥s 1p− 1q (1 + log 1s
)α
f ∗(s)
∥∥∥∥
Lq(0,1)
= C‖f ‖Lp,q;α(0,1),
with equivalence constants and C depending on p, q and α.
Conversely,
‖f ‖X(0,1)  C
∥∥∥∥∥χ(0, 12 )(s)s 1p− 1q
(
1 + log 1
s
)α+ 12 2s∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Lq(0,1)
 C
∥∥∥∥∥χ(0, 12 )(s)s 1p− 1q
(
1 + log 1
s
)α+ 12
f ∗(2s)
2s∫
s
dr
r
√
1 + log 1
r
∥∥∥∥∥
Lq(0,1)
≈ ‖f ‖Lp,q;α(0,1),
with equivalence constants and C depending on p, q and α.
(ii) Note that the case when p = q = ∞ and α  0 has been established in Proposition 4.4,
cases (ii) and (iii). We thus have only to deal with the remaining case when p = ∞, 1 q < ∞
and α + 1
q
< 0.
Let us preliminarily observe that, by the Hardy–Littlewood inequality (2.3) and Fubini’s the-
orem,
(
f ∗∗(·)√
1 + log 1
(·)
)∗∗
(s) = 1
s
s∫
0
(
f ∗∗(·)√
1 + log 1
(·)
)∗
(r) dr  1
s
s∫
0
f ∗∗(r)√
1 + log 1
r
dr
= 1
s
s∫
0
f ∗(ρ)
s∫
ρ
dr
r
√
1 + log 1
r
dρ for s ∈ (0,1). (6.3)
At this stage we have to distinguish the cases where 1 < q < ∞ and q = 1.
Assume first that 1 < q < ∞. We begin by proving that L∞,q;α− 12 (Rn, γn) is the optimal
range for L∞,q;α(Rn, γn). Let X(Rn, γn) = L∞,q;α(Rn, γn). Then, by (2.14), X′(Rn, γn) =
L(1,q
′;−α−1)(Rn, γn). By Theorem 4.1, the optimal range Y(Rn, γn) for X(Rn, γn) fulfils
‖f ‖Y ′(0,1) ≈
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
L(1,q′;−α−1)(0,1)

∥∥∥∥ sup
sr1
f ∗∗(r)√
1 + log 1
r
∥∥∥∥
L(1,q′;−α−1)(0,1)
=
( 1∫ [1
s
s∫
sup
rρ1
f ∗∗(ρ)√
1 + log 1
dr
]q ′
sq
′−1
(
1 + log 1
s
)(−α−1)q ′
ds
) 1
q′
,0 0 ρ
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sup
rρ1
f ∗∗(ρ)√
1 + log 1
ρ
= max
{
sup
rρs
f ∗∗(ρ)√
1 + log 1
ρ
, sup
sρ1
f ∗∗(ρ)√
1 + log 1
ρ
}
if 0 < r  s < 1,
we have that
‖f ‖Y ′(0,1)  C
( 1∫
0
[
1
s
s∫
0
sup
rρs
f ∗∗(ρ)√
1 + log 1
ρ
dr
]q ′
sq
′−1
(
1 + log 1
s
)(−α−1)q ′
ds
) 1
q′
+C
( 1∫
0
[
sup
sρ1
f ∗∗(ρ)√
1 + log 1
ρ
]q ′
sq
′−1
(
1 + log 1
s
)(−α−1)q ′
ds
) 1
q′
,
for some constant C = C(q,α). Let us call I1 and I2 the first and the second addend, respectively,
on the right-hand side of the last inequality. By Proposition 4.7(i), one has that
I2  C
( 1∫
0
f ∗∗(s)q ′sq ′−1
(
1 + log 1
s
)(−α− 12 )q ′
ds
) 1
q′
,
for some constant C = C(q,α). As for I1, note that, by Proposition 4.7(i),
s∫
0
sup
rρs
f ∗∗(ρ)√
1 + log 1
ρ
dr  C
s∫
0
f ∗∗(r)√
1 + log 1
r
dr for s ∈ (0,1),
for some absolute constant C. Thus,
I1  C
( 1∫
0
( s∫
0
f ∗∗(r)√
1 + log 1
r
dr
)q ′
1
s
(
1 + log 1
s
)(−α−1)q ′
ds
) 1
q′
 C′
( 1∫
0
f ∗∗(s)q ′sq ′−1
(
1 + log 1
s
)(−α− 12 )q ′
ds
) 1
q′
,
for some constants C = C(q,∞) and C′ = C′(q,α), as a consequence of the weighted Hardy
inequality (Proposition 4.6). Thus, we have shown that
‖f ‖Y ′(0,1)  C‖f ‖
L
(1,q′;−α− 12 )(0,1)
(6.4)
for some constant C = C(q,α).
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ω(s) = 1
s
(
1 + log 1
s
)(−α−1)q ′
for s ∈ (0,1),
and making use of (6.3), we get that
‖f ‖q ′
Y ′(0,1)  C
1∫
0
( s∫
0
f ∗(r)
s∫
r
dρ
ρ
√
1 + log 1
ρ
dr
)q ′
ω(s) ds,
for some constant C = C(q,α). Thus, we only need to show that there exists a positive constant
C = C(q,α) such that
1∫
0
( s∫
0
f ∗(r)
s∫
r
dρ
ρ
√
1 + log 1
ρ
dr
)q ′
ω(s) ds  C
1∫
0
( s∫
0
f ∗(r) dr
√
1 + log 1
s
)q ′
ω(s) ds.
(6.5)
In order to prove (6.5), we use a discretization argument making use of (4.36). Define the se-
quence {sk} as
sk = 2−2k , for k ∈ N ∪ {0}, (6.6)
so that s0 = 12 , limk→∞ sk = 0 and, for every k ∈ N ∪ {0}, sk+1 = s2k . Therefore, via (4.36) one
can easily verify that
1∫
0
( s∫
0
f ∗(r)
s∫
r
dρ
ρ
√
1 + log 1
ρ
dr
)q ′
ω(s) ds

∞∑
k=0
sk∫
sk+1
( s∫
0
f ∗(r)
s∫
r
dρ
ρ
√
1 + log 1
ρ
dr
)q ′
ω(s) ds

∞∑
k=0
sk∫
sk+1
( s∫
0
f ∗(r)
sk+1∫
r
dρ
ρ
√
1 + log 1
ρ
dr
)q ′
ω(s) ds

∞∑
k=0
sk∫
sk+1
( sk+2∫
0
f ∗(r) dr
sk+1∫
sk+2
dρ
ρ
√
1 + log 1
ρ
)q ′
ω(s) ds
 C
∞∑
k=0
( sk+2∫
f ∗(r) dr
√
1 + log 1
sk+1
)q ′ sk∫
ω(s) ds0 sk+1
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∞∑
k=0
( sk+2∫
0
f ∗(r) dr
√
1 + log 1
sk+3
)q ′ sk+2∫
sk+3
ω(s) ds
 C′′
∞∑
k=0
sk+2∫
sk+3
( s∫
0
f ∗(r) dr
√
1 + log 1
s
)q ′
ω(s) ds
= C′′
1
16∫
0
( s∫
0
f ∗(r) dr
√
1 + log 1
s
)q ′
ω(s) ds
 C′′′
1∫
0
( s∫
0
f ∗(r) dr
√
1 + log 1
s
)q ′
ω(s) ds,
for some constants C, C′, C′′, C′′′ depending on q and α. Inequality (6.5) is thus established,
and hence also the inequality
‖f ‖Y ′(0,1)  C‖f ‖
L
(1,q′;−α− 12 )(0,1)
(6.7)
for some constant C = C(q,α). Combining (6.4) and (6.7) yields Y ′(0,1) = L(1,q ′;−α− 12 )(0,1),
whence, by (2.14), Y(Rn, γn) = L∞,q;α− 12 (Rn, γn).
Now, let us show that L∞,q;α(Rn, γn) is the optimal domain for L∞,q;α−
1
2 (Rn, γn). To this
purpose, set Y(Rn, γn) = L∞,q;α− 12 (Rn, γn). First, observe that, by (2.15), expL2(Rn, γn) →
Y(Rn, γn), since expL2(Rn, γn) = L∞,∞;− 12 (Rn, γn). Second, by (2.14), Y ′(0,1) =
L(1,q
′;−α− 12 )(0,1). By Proposition 4.7(i), T is bounded on L1,q ′;−α− 12 (0,1), and hence, by
Corollary 4.9, also on L(1,q ′;−α− 12 )(0,1). Assumptions (4.5) and (4.6) of Theorem 4.3 are thus
fulfilled. According to this theorem, the norm of the optimal domain X(Rn, γn) for Y(Rn, γn)
satisfies
‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
L
∞,q;α− 12 (0,1)
=
( 1∫
0
( 1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
)q(
1 + log 1
s
)q(α− 12 ) ds
s
) 1
q
,
with equivalence constants depending on q and α. We will be done if we show that
1∫
0
( 1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
)q(
1 + log 1
s
)q(α− 12 ) ds
s
≈
1∫
0
f ∗(s)q
(
1 + log 1
s
)qα
ds
s
, (6.8)
with equivalence constants depending on q and α. The upper bound for the left-hand side in
terms of the right-hand side in (6.8) follows at once from the weighted Hardy inequality (Propo-
sition 4.6).
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in (6.6) and define ω : (0,1) → [0,∞) as
ω(s) = 1
s
(
1 + log 1
s
)q(α− 12 )
for s ∈ (0,1).
Then, by (4.36),
1∫
0
( 1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
)q
ω(s) ds 
∞∑
k=1
sk∫
sk+1
( 1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
)q
ω(s) ds

∞∑
k=1
sk∫
sk+1
( sk−1∫
sk
f ∗(r)
r
√
1 + log 1
r
dr
)q
ω(s) ds

∞∑
k=1
f ∗(sk−1)q
( sk−1∫
sk
dr
r
√
1 + log 1
r
)q sk∫
sk+1
ω(s) ds
 C
∞∑
k=2
f ∗(sk−1)q
(
1 + log 1
sk−1
) q
2
sk−2∫
sk−1
ω(s) ds
 C′
∞∑
k=2
sk−2∫
sk−1
f ∗(s)q
(
1 + log 1
s
) q
2
ω(s) ds
= C′
1
2∫
0
f ∗(s)q
(
1 + log 1
s
) q
2
ω(s) ds
 C′′
1∫
0
f ∗(s)q
(
1 + log 1
s
) q
2
ω(s) ds,
for some constants C, C′, C′′ depending on q and α. This chain yields the lower bound in (6.8).
The proof in the case where 1 < q < ∞ is complete.
Finally, assume that q = 1 (and hence α + 1 < 0). We first prove the optimality of the range
in (6.2). Let X(Rn, γn) = L∞,1;α(Rn, γn). Then, by (2.14) and Theorem 4.1, the optimal range
Y(Rn, γn) for X(Rn, γn) fulfils
‖f ‖Y ′(0,1) ≈
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
L(1,∞;−α−1)(0,1)
= sup
0<s<1
s
(
1 + log 1
s
)−α−1(
f ∗∗(·)√
1 + log 1
)∗∗
(s), (6.9)
(·)
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sup
0<s<1
s
(
1 + log 1
s
)−α−1(
f ∗∗(·)√
1 + log 1
(·)
)∗∗
(s) ≈ sup
0<s<1
f ∗∗(s)s
(
1 + log 1
s
)−α− 12
, (6.10)
with equivalence constants depending on α. We have that
sup
0<s<1
s
(
1 + log 1
s
)−α−1(
f ∗∗(·)√
1 + log 1
(·)
)∗∗
(s)
 sup
0<s<1
f ∗∗(s)s
(
1 + log 1
s
)−α− 12
sup
0<s<1
s
(
1 + log 1
s
)−α−1 1
s
(
1 + log 1
s
)α
= sup
0<s<1
f ∗∗(s)s
(
1 + log 1
s
)−α− 12
.
The reverse estimate will follow from (6.3) once we show that
sup
0<s<1
(
1 + log 1
s
)−α−1 s∫
0
f ∗(r)
s∫
r
dρ
ρ
√
1 + log 1
ρ
dr
 C sup
0<s<1
(
1 + log 1
s
)−α− 12 s∫
0
f ∗(r) dr, (6.11)
for some constant C = C(α). On making use of the same discretization sequence {sk} as in (6.6),
we have that
sup
0<s<1
(
1 + log 1
s
)−α−1 s∫
0
f ∗(r)
s∫
r
dρ
ρ
√
1 + log 1
ρ
dr
 sup
k∈N
sup
sk+1ssk
(
1 + log 1
s
)−α−1 s∫
0
f ∗(r)
s∫
r
dρ
ρ
√
1 + log 1
ρ
dr
 sup
k∈N
sup
sk+1ssk
(
1 + log 1
s
)−α−1 s∫
0
f ∗(r)
sk+1∫
r
dρ
ρ
√
1 + log 1
ρ
dr
 sup
k∈N
sup
sk+1ssk
(
1 + log 1
s
)−α−1 sk+2∫
0
f ∗(r) dr
sk+1∫
sk+2
dρ
ρ
√
1 + log 1
ρ
 C sup
k∈N
sup
sk+1ssk
sk+2∫
f ∗(r) dr
(
1 + log 1
sk+1
) 1
2
(
1 + log 1
sk
)−α−1
0
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k∈N
sup
sk+3ssk+2
sk+2∫
0
f ∗(r) dr
(
1 + log 1
sk+3
)−α− 12
 C′ sup
k∈N
sup
sk+3ssk+2
s∫
0
f ∗(r) dr
(
1 + log 1
s
)−α− 12
 C′′ sup
0<s<1
(
1 + log 1
s
)−α− 12 s∫
0
f ∗(r) dr,
for some constants C, C′ and C′′ depending on α. This chain implies (6.11). Eq. (6.10) is thus
established. Coupling this equation with (6.9) tells us that Y ′(0,1) = L(1,∞;−α− 12 )(0,1), whence,
by (2.14), Y(Rn, γn) = L∞,1;α− 12 (Rn, γn).
To prove the optimality of the domain in (6.2), let Y(Rn, γn) = L∞,1;α− 12 (Rn, γn). Assump-
tions (4.5) and (4.6) of Theorem 4.3 are fulfilled by the same reason as in the proof of the case
when 1 < q < ∞. Thus, the optimal domain X(Rn, γn) for Y(Rn, γn) satisfies
‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
L
∞,1;α− 12 (0,1)
=
1∫
0
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
(
1 + log 1
s
)α− 12 ds
s
=
1∫
0
f ∗(r)
r
√
1 + log 1
r
r∫
0
(
1 + log 1
s
)α− 12 ds
s
dr ≈
1∫
0
f ∗(r)
r
√
1 + log 1
r
(
1 + log 1
r
)α+ 12
dr
= ‖f ‖L∞,1;α(0,1),
with equivalence constants depending on α. The proof is complete. 
7. Self-optimal spaces
We conclude by exhibiting special r.i. spaces which are self-optimal in the Gaussian Sobolev
inequality (1.3). They are the Lorentz endpoint space and the Marcinkiewicz space whose fun-
damental function is equivalent to ϕG : (0,1) → [0,∞), given by
ϕG(s) = e−2
√
1+log 1
s for s ∈ (0,1). (7.1)
Theorem 7.1. Let ϕG be defined by (7.1).
(i) There exists an absolute constant C such that
‖u− uγn‖Λ1(ϕ′G)(Rn,γn)  C‖∇u‖Λ1(ϕ′G)(Rn,γn) (7.2)
for every u ∈ V 1Λ1(ϕ′G)(Rn, γn). Moreover, (Λ1(ϕ′G)(Rn, γn),Λ1(ϕ′G)(Rn, γn)) is an opti-
mal pair in (7.2).
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‖u− uγn‖Γ ∞(ϕG)(Rn,γn)  C‖∇u‖Γ ∞(ϕG)(Rn,γn) (7.3)
for every u ∈ V 1Γ ∞(ϕG)(Rn, γn). Moreover, (Γ ∞(ϕG)(Rn, γn),Γ ∞(ϕG)(Rn, γn)) is an
optimal pair in (7.3).
Note that, in fact,
Γ ∞(ϕG)
(
R
n, γn
)= Λ∞(ϕG)(Rn, γn) (7.4)
(up to equivalent norms), as it is easily seen via the weighted Hardy inequality (Proposition 4.6).
As a consequence of Theorem 7.1(ii), one has the following corollary.
Corollary 7.2. Let A be a Young function fulfilling (5.1) and such that A(t) = e 14 log2 t for large t .
Then, there exists a constant C = C(A) such that
‖u− uγn‖LA(Rn,γn)  C‖∇u‖LA(Rn,γn) (7.5)
for every u ∈ V 1LA(Rn, γn). Moreover, (LA(Rn, γn),LA(Rn, γn)) is an optimal pair in (7.5).
Corollary 7.2 follows from Theorem 7.1(ii), via the next proposition.
Proposition 7.3. Let A be a Young function and let ωA : (0,1) → [0,∞) be the function given
by
ωA(s) = 1
A−1( 1
s
)
for s ∈ (0,1).
If there exists δ ∈ (0,1) such that ∫
0
A
(
δA−1
(
1
s
))
ds < ∞, (7.6)
then LA(Rn, γn) = Γ ∞(ωA)(Rn, γn) (up to equivalent norms).
Proof. Since ωA is the fundamental function of LA(Rn, γn), the embedding LA(Rn, γn) →
Γ ∞(ωA)(Rn, γn) is a straightforward consequence of (2.16). On the other hand, since any func-
tion u such that ‖u‖Γ ∞(ωA)(Rn,γn)  1 fulfils the inequality
u∗(s)A−1
(
1
s
)
for s ∈ (0,1), (7.7)
the reverse embedding Γ ∞(ωA)(Rn, γn) → LA(Rn, γn) follows via (7.6). 
The proof of Theorem 7.1 will make use of the following auxiliary result.
3636 A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642Lemma 7.4. Let ϕ and ψ be non-decreasing, weakly differentiable functions on [0,1] vanishing
at 0, and let T be the operator defined by (4.4).
(i) If
sup
0<s<1
∫ s
0
√
1 + log 1
r
ψ ′(r) dr
ϕ(s)
√
1 + log 1
s
< ∞, (7.8)
then T : Λ1(ϕ′)(0,1) → Λ1(ψ ′)(0,1). Moreover, the norm of the operator T does not ex-
ceed (an absolute constant times) the left-hand side of (7.8).
(ii) If
sup
0<sr<1
ψ(s)
√
1 + log 1
s
ϕ(r)
√
1 + log 1
r
< ∞, (7.9)
then T : Γ ∞(ϕ)(0,1) → Γ ∞(ψ)(0,1). Moreover, the norm of the operator T does not ex-
ceed (an absolute constant times) the left-hand side of (7.9).
Proof. (i) One has that T : Λ1(ϕ′)(0,1) → Λ1(ψ ′)(0,1) if and only if
1∫
0
(
sup
sr1
f ∗(r)√
1 + log 1
r
)√
1 + log 1
s
ψ ′(s) ds  C
1∫
0
f ∗(s)ϕ′(s) ds
for some constant C and for every f ∈ Λ1(ϕ′)(0,1). Moreover, the optimal constant C in the
above inequality equals the norm of T . Thus, the conclusion follows from Proposition 4.7(i).
(ii) Let f ∈ M(0,1). By (4.32), one has that
sup
0<s<1
(Tf )∗∗(s)ψ(s) C sup
0<s<1
T (f ∗∗)(s)ψ(s)
 C sup
0<s<1
f ∗∗(s)ϕ(s) sup
0<sr<1
ψ(s)
√
1 + log 1
s
ϕ(r)
√
1 + log 1
r
,
for some absolute constant C, and the conclusion follows. 
Now, we are in a position to prove our last main result.
Proof of Theorem 7.1. Throughout the proof, we denote by f an arbitrary function in M(0,1).
(i) We begin by showing that if Y(Rn, γn) = Λ1(ϕ′G)(Rn, γn), then Y(Rn, γn) is an optimal
domain for itself. The space Y(Rn, γn) satisfies assumption (4.5) of Theorem 4.3, since
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1∫
0
f ∗(s) e
−2
√
1+log 1
s
s
√
1 + log 1
s
ds  sup
0<s<1
f ∗(s)√
1 + log 1
s
1∫
0
e
−2
√
1+log 1
s
s
ds
≈ ‖f ‖expL2(Rn,γn),
with absolute equivalence constants. Assumption (4.6) is also fulfilled, as it is easily seen by an
application of Lemma 7.4(ii), since, by (2.17), (Λ1(ϕ′G))′(0,1) = Γ ∞(ϕG)(0,1), where
ϕG(s) = s
ϕG(s)
for s ∈ (0,1).
Let us now note that
ϕ′G(s) =
ϕG(s)
s
√
1 + log 1
s
for s ∈ (0,1), (7.10)
and
lim
s→0+ϕG(s) = 0. (7.11)
Thus, Theorem 4.3 tells us that the optimal domain X(Rn, γn) for Y(Rn, γn) obeys
‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Λ1(ϕ′G)(0,1)
=
1∫
0
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr ϕ′G(s) ds
=
1∫
0
f (r)
r
√
1 + log 1
r
r∫
0
ϕ′G(s) ds dr =
1∫
0
ϕG(r)
r
√
1 + log 1
r
f ∗(r) dr
=
1∫
0
f ∗(r)ϕ′G(r) dr = ‖f ‖Λ1(ϕ′G)(0,1),
with absolute equivalence constants, where the third equality holds by (7.11) and the fourth one
by (7.10). This shows that Λ1(ϕ′G)(Rn, γn) is the optimal domain for itself.
Now, let X(Rn, γn) = Λ1(ϕ′G)(Rn, γn). We have to show that X(Rn, γn) is the optimal range
for itself. By Theorem 4.1 and (2.17), the optimal range Y(Rn, γn) for X(Rn, γn) satisfies
‖f ‖Y ′(0,1) ≈
∥∥∥∥ f ∗∗(s)√
1 + log 1
s
∥∥∥∥
Γ ∞(ϕG)(0,1)
,
with absolute equivalence constants. Let a ∈ (0,1/2). Then
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∥∥∥∥ aχ(a, 12 )(s)
s
√
1 + log 1
s
∥∥∥∥
Γ ∞(ϕG)(0,1)
= Ca sup
0<s< 12
ϕG(s)
( χ
(a, 12 )
(·)
(·)
√
1 + log 1
(·)
)∗∗
(s),
for some absolute constant C. Now,
( χ
(a, 12 )
(·)
(·)
√
1 + log 1
(·)
)∗
(s) = χ
(0, 12 −a)(s)
1
(a + s)
√
1 + log 1
a+s
for s ∈ (0,1),
whence
ϕY ′(a) Ca sup
0<s< 12
ϕG(s)
s
s∫
0
χ
(0, 12 −a)(r)
(a + r)
√
1 + log 1
a+r
dr
= Ca sup
0<s< 12 −a
ϕG(s)
s
s∫
0
dr
(a + r)
√
1 + log 1
a+r
dr
= 2Ca sup
0<s< 12 −a
e
2
√
1+log 1
s
(√
1 + log 1
a
−
√
1 + log 1
a + s
)
 2Ca sup
0<s< 12 −a
e
2
√
1+log 1
s
(√
1 + log 1
a
−
√
1 + log 1
s
)
. (7.12)
Let sa be the solution to the equation
√
1 + log 1
a
−
√
1 + log 1
sa
= 1, namely, sa =
e
−(1−2
√
1+log 1
a
+log 1
a
)
. Since lima→0+ sa = 0, the number sa can be used to estimate from be-
low the supremum on the rightmost side of (7.12) when a is sufficiently small. Hence,
ϕY ′(a) 2Cae2
√
1+log 1
a
−2 = 2Ce−2ϕG(a) for sufficiently small a.
By (2.16), this entails that Y ′(0,1) → Γ ∞(ϕG)(0,1), whence, by (2.17), Λ1(ϕ′G)(Rn, γn) →
Y(Rn, γn). Since we already know that inequality (7.2) holds, we conclude that Y(Rn, γn) =
Λ1(ϕ′G)(Rn, γn).
(ii) Let X(Rn, γn) = Γ ∞(ϕG)(Rn, γn). We begin by showing that X(Rn, γn) is an optimal
range for itself. By Theorem 4.1 and (2.17) such an optimal range Y(Rn, γn) fulfils
‖f ‖Y ′(0,1) ≈
∥∥∥∥ f ∗∗(s)√
1 + log 1
∥∥∥∥
Λ1(ϕ′G)(0,1)

1∫
sup
sr1
f ∗∗(r)√
1 + log 1
ϕ′G(s) ds, (7.13)
s 0 r
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s
1∫
s
ϕ′G(r)
r
√
1 + log 1
r
dr  C
s∫
0
ϕ′G(r) dr for s ∈ (0,1), (7.14)
for some absolute constant C, whence by Proposition 4.7(ii),
1∫
0
sup
sr1
f ∗∗(r)√
1 + log 1
r
ϕ′G(s) ds  C
1∫
0
f ∗(s)ϕ′G(s) ds, (7.15)
for some absolute constant C. From (7.13) and (7.15) we deduce that Λ1(ϕ′G)(Rn, γn) →
Y ′(Rn, γn), and, equivalently, Y(Rn, γn) → Γ ∞(ϕG)(Rn, γn).
To prove the converse embedding, observe that, since ϕ′G is equivalent to a decreasing func-
tion, by the Hardy–Littlewood inequality (2.3)
‖f ‖Y ′(0,1) ≈
1∫
0
(
f ∗∗(·)√
1 + log 1
(·)
)∗
(s)ϕ′G(s) ds  C
1∫
0
f ∗∗(s)√
1 + log 1
s
ϕ′G(s) ds,
with absolute equivalence constants and an absolute constant C. Hence, via Fubini’s theorem
and (7.14),
‖f ‖Y ′(0,1)  C
1∫
0
ϕ′G(s)
s
√
1 + log 1
s
s∫
0
f ∗(r) dr ds = C
1∫
0
f ∗(r)
1∫
r
ϕ′G(s)
s
√
1 + log 1
s
ds dr
≈
1∫
0
f ∗(r)ϕ′G(r) dr = ‖f ‖Λ1(ϕ′G)(0,1),
with absolute equivalence constants and an absolute constant C. Thus, Y ′(Rn, γn) →
Λ1(ϕ′G)(Rn, γn), and hence Γ ∞(ϕG)(Rn, γn) → Y(Rn, γn). This shows that the Gaussian
Sobolev embedding (7.3) holds, and that the range is optimal.
Now, we shall prove that the domain is optimal as well. To this end, assume that Y(Rn, γn) =
Γ ∞(ϕG)(Rn, γn) and note that T is bounded on Y ′(0,1) = Λ1(ϕ′G)(0,1) by Lemma 7.4(i).
Thus, assumption (4.6) is fulfilled. Since an absolute constant C exists such that
ϕG(s)
C√
1 + log 1
s
for s ∈ (0,1),
one has that expL2(Rn, γn) → Λ∞(ϕG)(Rn, γn). Hence, by (7.4), assumption (4.5) holds as
well. Therefore, by Theorem 4.3, the optimal domain X(Rn, γn) for Y(Rn, γn) satisfies
3640 A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642‖f ‖X(0,1) ≈
∥∥∥∥∥
1∫
s
f ∗(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Γ ∞(ϕG)(0,1)
,
with absolute equivalence constants. Since we already know that the Gaussian Sobolev em-
bedding (7.3) holds, and since X(Rn, γn) is the largest possible domain when the range is
Γ ∞(ϕG)(Rn, γn), the embedding Γ ∞(ϕG)(Rn, γn) → X(Rn, γn) certainly holds. What remains
to be proved is the reverse embedding, namely that X(Rn, γn) → Γ ∞(ϕG)(Rn, γn). As a conse-
quence of (2.16), it suffices to show that
ϕG(a) CϕX(a) for a ∈ (0,1), (7.16)
for some absolute constant C. Given any a ∈ (0,1), one has that
ϕX(a) = ‖χ(0,a)‖X(0,1) ≈
∥∥∥∥∥
1∫
s
χ(0,a)(r)
r
√
1 + log 1
r
dr
∥∥∥∥∥
Γ ∞(ϕG)(0,1)
= sup
0<s<1
ϕG(s)
s
s∫
0
1∫
r
χ(0,a)(ρ)
ρ
√
1 + log 1
ρ
dρ dr
 sup
0<s<a
ϕG(s)
a∫
s
dρ
ρ
√
1 + log 1
ρ
= 2 sup
0<s<a
ϕG(s)
(√
1 + log 1
s
−
√
1 + log 1
a
)
, (7.17)
with absolute equivalence constants. Let sa ∈ (0, a) be the solution to the equation
√
1 + log 1
sa
−√
1 + log 1
a
= 1; namely, sa = e−(1+2
√
1+log 1
a
+log 1
a
)
. Then, on making use of sa to estimate the
last supremum in (7.17), we get that
ϕX(a) e−2ϕG(a), (7.18)
whence (7.16) follows. The proof is complete. 
8. Note added in proof
Recently, the manuscript [28], now published, has been brought to our attention by the authors
and independently by the Editors of the JFA. It turns out that the reduction Theorem 3.1 of the
present paper coincides with [28, Theorem 3, part (i)]. Our Theorem 3.1 was also announced in
[34, Theorem 9.1].
A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642 3641Acknowledgment
We would like to thank the referee for bringing to our attention the paper [13], in which
rearrangement inequalities are used to establish optimizing sequences for functional inequalities,
and also the paper [26], dealing with Sobolev inequalities in some Orlicz spaces. The results
however do not overlap with ours.
References
[1] R.A. Adams, General logarithmic Sobolev inequalities and Orlicz imbeddings, J. Funct. Anal. 34 (1979) 292–303.
[2] R.A. Adams, F.H. Clarke, Gross’s logarithmic Sobolev inequality: A simple proof, Amer. J. Math. 101 (1979)
1265–1269.
[3] S. Aida, T. Masuda, I. Shigekawa, Logarithmic Sobolev inequalities and exponential integrability, J. Funct.
Anal. 126 (1994) 83–101.
[4] F. Barthe, Log-concave and spherical models in isoperimetry, preprint.
[5] F. Barthe, P. Cattiaux, C. Roberto, Interpolated inequalities between exponential and Gaussian, Orlicz hypercon-
tractivity and isoperimetry, Rev. Mat. Iberoamericana 22 (2006) 993–1067.
[6] W. Beckner, A generalized Poincaré inequality for Gaussian measures, Proc. Amer. Math. Soc. 105 (1989) 397–400.
[7] C. Bennett, K. Rudnick, On Lorentz–Zygmund spaces, Dissertationes Math. 175 (1980) 1–72.
[8] C. Bennett, R. Sharpley, Interpolation of Operators, Academic Press, New York, 1988.
[9] S.G. Bobkov, F. Götze, Exponential integrability and transportation cost related to logarithmic Sobolev inequalities,
J. Funct. Anal. 163 (1999) 1–28.
[10] S.G. Bobkov, M. Ledoux, On modified logarithmic Sobolev inequalities for Bernoulli and Poisson measures,
J. Funct. Anal. 156 (1998) 347–365.
[11] C. Borell, The Brunn–Minkowski inequality in Gauss space, Invent. Math. 30 (1975) 207–216.
[12] E.A. Carlen, C. Kerce, On the cases of equality in Bobkov’s inequality and Gaussian rearrangement, Calc. Var.
Partial Differential Equations 13 (2001) 1–18.
[13] E.A. Carlen, M. Loss, Extremals of functionals with competing symmetries, J. Funct. Anal. 88 (1990) 437–456.
[14] M. Carro, A. García del Amo, J. Soria, Weak-type weights and normable Lorentz spaces, Proc. Amer. Math.
Soc. 124 (1996) 849–857.
[15] M. Carro, A. Gogatishvili, J. Martín, L. Pick, Functional properties of rearrangement invariant spaces defined in
terms of oscillations, J. Funct. Anal. 229 (2005) 375–404.
[16] A. Cianchi, D.E. Edmunds, P. Gurka, On weighted Poincaré inequalities, Math. Nachr. 180 (1996) 15–41.
[17] A. Cianchi, N. Fusco, F. Maggi, A. Pratelli, On the isoperimetric deficit in the Gauss space, preprint.
[18] F. Cipriani, Sobolev–Orlicz imbeddings, weak compactness, and spectrum, J. Funct. Anal. 177 (2000) 89–106.
[19] M. Cwikel, A. Kamin´ska, L. Maligranda, L. Pick, Are generalized Lorentz “spaces” really spaces? Proc. Amer.
Math. Soc. 132 (2004) 3615–3625.
[20] D.E. Edmunds, P. Gurka, L. Pick, Compactness of Hardy-type integral operators in weighted Banach function
spaces, Studia Math. 109 (1994) 73–90.
[21] D.E. Edmunds, R. Kerman, L. Pick, Optimal imbeddings involving rearrangement-invariant quasinorms, J. Funct.
Anal. 170 (2000) 307–355.
[22] A. Ehrhard, Inégalités isopérimétriques et intégrales de Dirichlet gaussiennes, Ann. École Norm. Sup. 17 (1984)
317–332.
[23] G.F. Feissner, Hypercontractive semigroups and Sobolev’s inequality, Trans. Amer. Math. Soc. 210 (1975) 51–62.
[24] A. Gogatishvili, B. Opic, L. Pick, Weighted inequalities for Hardy-type operators involving suprema, Collect.
Math. 57 (2006) 227–255.
[25] L. Gross, Logarithmic Sobolev inequalities, Amer. J. Math. 97 (1975) 1061–1083.
[26] L. Gross, O. Rothaus, Herbst inequalities for supercontractive semigroups, J. Math. Kyoto Univ. 38 (1998) 295–318.
[27] M. Ledoux, Remarks on logarithmic Sobolev constants, exponential integrability and bounds on the diameter,
J. Math. Kyoto Univ. 35 (1995) 211–220.
[28] J. Martín, M. Milman, Isoperimetry and symmetrization for logarithmic Sobolev inequalities, J. Funct. Anal. 256
(2009) 149–178.
[29] V.G. Maz’ya, Sobolev Spaces, Springer, Berlin, 1985.
[30] B. Muckenhoupt, Hardy’s inequality with weights, Studia Math. 44 (1972) 31–38.
[31] E. Nelson, The free Markoff field, J. Funct. Anal. 12 (1973) 221–227.
3642 A. Cianchi, L. Pick / Journal of Functional Analysis 256 (2009) 3588–3642[32] B. Opic, L. Pick, On generalized Lorentz–Zygmund spaces, Math. Inequal. Appl. 2 (1999) 391–467.
[33] E. Pelliccia, G. Talenti, A proof of a logarithmic Sobolev inequality, Calc. Var. Partial Differential Equations 1
(1993) 237–242.
[34] L. Pick, Optimality of function spaces in Sobolev embeddings, in: Vladimir Maz’ya (Ed.), Sobolev Spaces in
Mathematics I, Sobolev Type Inequalities, Springer, Tamara Rozhkovskaya Publisher, Novosibirsk, ISBN 978-0-
387-85647-6, 2009, xxix+378 pp., 249–280.
[35] O.S. Rothaus, Analytic inequalities, isoperimetric inequalities and logarithmic Sobolev inequalities, J. Funct.
Anal. 64 (1985) 296–313.
[36] E. Sawyer, Boundedness of classical operators on classical Lorentz spaces, Studia Math. 96 (1990) 145–158.
[37] J. Soria, Lorentz spaces of weak-type, Quart. J. Math. Oxford 49 (1998) 93–103.
[38] G. Talenti, An inequality between u∗ and |gradu|∗, in: General Inequalities, 6, Oberwolfach, 1990, in: Internat. Ser.
Numer. Math., vol. 103, Birkhäuser, Basel, 1992, pp. 175–182.
[39] G. Talenti, A weighted version of a rearrangement inequality, Ann. Univ. Ferrara 43 (1997) 121–133.
[40] F.B. Weissler, Logarithmic Sobolev inequalities and hypercontractive estimates on the circle, J. Funct. Anal. 32
(1979) 102–121.
