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1.	 はじめに	 
	 近年,電子商取引(Electronic	 Commerce:EC)市場の規模は拡
大を続け,ECサイトには膨大な量の商品が存在している.この
ことから,消費者の購入時の負担を軽減するため,レコメンド
サービスの必要性が高まっている.また,個人の嗜好に合った
商品をレコメンドすることで売上の向上を図ることができる.	 	 	 	 
個人の嗜好の推定について,感性をモデル化してその人の嗜好
に答えた商品提案をする研究が多分野で行われている[1].そ
のほとんどは,嗜好推定の際にユーザ一人の感性にのみ着目し
ている.しかし,自分の感性モデルだけではなく他人の感性モ
デルに基づいたレコメンドを受けたいと考えるユーザも存在
する.	 	 
	 そこで本研究では,ユーザの感性モデルだけでなく,他人の
感性モデルも利用したレコメンドサービスを提案する.他人の
感性モデルを特に利用したい場面であると考えられるファッ
ションコーディネートにおけるレコメンドサービスの構築を
行う.	 	 
2．個人の感性モデルの問題点	 
	 従来の個人の感性モデルによるレコメンドサービスには次
の問題点が挙げられる.	 	 
(A) 感性やセンスに自信の無いユーザには向いていない	 	 
	 自分の感性やセンスに自信の無いユーザは,自分の感性モデ
ルだけによるレコメンドサービスを受ける際に不便に感じる
と考えられる.なぜなら,感性やセンスに自信の無いユーザに
とって,自分の感性モデルに基づいてレコメンドされる商品は
良いモノではないと感じる可能性があるためである.その結果,
感性モデルを利用したサービスを使用しないことに繋がると
考えられる.	 
(B) 意外性が低い	 
	 個人の感性の感性モデルによるレコメンドでは既に好まれ
ていると評価されているものばかりレコメンドされる.従って,
意外性のある商品がレコメンドされにくい傾向がある.	 	 
	 意外性のあるレコメンドを行うために,テレビ番組を対象に
した意外性向上の研究がされている[2].この研究では,意外性
向上のみに着目しているため,意外性はあるがユーザの嗜好に
合っているかは着目していない.	 
	 また,レコメンド結果を変えるためには感性モデル構築に必
要な教師データを増やすなどの手間が掛かりユーザの負担が
大きい.	 
	 そこで本研究では,3つのことを目的とする.1つ目,ユーザの
感性モデルだけでなく,他人の感性モデルも利用するレコメン
ド.2つ目,ユーザに大きな負担を掛けない.3つ目,ユーザの感
性に合わせつつ意外性を考慮したレコメンド.これら3つの目
的を果たすレコメンドシステムの構築を目指す.	 
3．本研究のアプローチ	 
	 本研究では,上記の問題点を解決するためにユーザと他人の
感性モデルを利用したレコメンド手法を提案する.これにより
以下の点が可能になると考えられる.	 
(A)	 レコメンド結果に説得力が増す	 
	 自分の感性やセンスに自信の無い人は,他人のモデルを使う
ことによってレコメンド結果に説得力が向上する可能性があ
る.特にファッションセンスの評価が高いとされている人のモ
デルを利用することでサービス利用に繋がると考えられる.	 
なぜなら,センスの評価が高い人のモデルも考慮しているので
レコメンド結果に説明力があると感じる心理的効果が期待で
きるためである（プラシーボ効果）.	 
(B)	 高い適合率且つ意外性が期待できる	 
	 自分の感性モデルだけでなく,他人の感性モデルも利用する
ため,自分の感性モデルではレコメンドされにくいモノもレコ
メンドされる.そのため,ユーザの感性も考慮した高い適合率
かつ意外性があるものがレコメンドされると考えられる.	 
(C)	 ユーザの負担が少なく多様なレコメンドが受けられる	 
	 従来手法では,レコメンド結果を変化させるためには教師デ
ータを増やすなどの手間が必要であった.しかし,提案手法で
は他人のモデルを選択する動作のみでレコメンド結果が変化
するため,ユーザの負担が少ない.さらに,多様な人のモデルを
利用することで多様なレコメンド結果が得ることも可能であ
る.このように,ユーザの負担を少なく新たなレコメンドを受
けることができる.	 
4.	 感性のモデル化方法	 
4.1.	 特徴量	 
	 今回,感性のモデル化に使用する特徴量はファションコーデ
ィネート画像から衣服領域の色を抽出し特徴量とする.これに
より,ファッションにおける配色のセンスを真似できると考え
た.また,今回は男性の画像のみ利用する.これは,男性のファ
ッションは衣服の形が単調であるため,より配色が重要である
と考えたためである.	 
4.2.	 衣服領域の抽出	 
	 本研究で用いるコーディネート画像はWEAR[3]からデータを
収集した.	 
	 WEARは個人が写真を投稿しているため,街中の背景など衣服
以外の領域も画像内に含まれている.そのため,衣服領域の抽
  
出を行う必要がある.衣服の領域抽出方法としてGrabCut[4]を
用いた.与えられた矩形の外側を背景と仮定し,矩形に囲まれ
た領域内を,前景と背景に分離する手法である.	 	 
	 また,コーディネートの上下別で色の抽出を行うことでより
精度の高い特徴を得ることができると考え,画像を上下2分割
にした.実際にGrabCutの実行及び2分割した画像の例を図1に
示す.	 	 
	 
図1:GrabCut実行及び2分割の例	 
(画像はWEARから収集したもの)	 
4.3.	 色の抽出	 
	 抽出された2分割の衣服領域からの色の抽出方法として,画
像の色空間をRGB色空間からLab色空間に変換し抽出を行い,平
均値を利用する.	 
4.4.	 モデル化の流れとレコメンド方法	 
	 図2はシステム画面の一部である.ユーザは画面右側にデー
タベースからランダムに表示された画像から自分の普段着と
近い配色のコーディネート画像を複数枚選択する.選択された
画像を教師データとして扱いクラスタリングを行うことで共
通する特徴を抽出する.これにより,ユーザの配色の重視属性
を把握する.生成された各クラスタ内の画像群のLabの平均値
からユークリッド距離が小さい画像から順にクラスタごとに
レコメンドする.	 
	 
図2:システム画面の一部	 
4.5.	 k-meansによる教師データの自動分類	 
	 与えられた教師データを分類する手法としてk-meansを用い
る.この手法は利用者がラフに分類した教師データ群において
も,自動的に詳細に分類することができ,安定した統計的学習
に有効性があると,我々の研究グループにより評価されている
[10].	 
	 k-meansではクラスタ数をあらかじめ決定する必要がある,
本研究では,k=2,3,4 において,生成されるクラスタの郡内総
和の合計が一番小さい際のクラスタ数を最適解として扱う.	 
4.6．個人の感性モデルの評価実験	 
	 ユーザと他人の感性モデルを利用するにあたって,個人の感
性モデルの適合率が高い必要がある.なぜなら,適合率が高い
ほどユーザの重視属性を正確に把握することに繋がるためで
ある.	 
	 そこで,上述した特徴量を用いたファッションコーディネー
トにおける感性モデルの評価実験を行う.	 
	 WEARから収集したファッションコーディネート画像を510枚
を用意し,被験者20代男性10人に対して個人の感性モデルによ
るレコメンドを行う.被験者は十分に学習できたと感じるまで
教師データを増やす.そして,教師データをクラスタリングし,
生成されたクラスタごとに12枚の画像がレコメンドされる.レ
コメンドされた12枚に対して普段着に近い配色のコーディネ
ート画像が何枚あるかをアンケートし,適合率を調べた.レコ
メンド結果の例を図3に示す.また,被験者ごとの評価実験の結
果を表1に示す.	 
	 
図3:レコメンド結果の一部の例	 
表1:個人の感性モデルの適合率	 
	 
	 表1より,適合率の平均は84%という結果になり,十分にユー
ザの重視属性を推定できていることが示唆された.	 
5．ユーザと他人の感性モデルを利用したレコメンド方法	 
	 具体的なユーザと他人の感性モデルを利用したレコメンド
方法について述べる.まず,ユーザと他人がどのような配色特
徴を重視しているのかを把握する必要がある.ユーザの感性モ
デルは4.4で説明した方法によりモデル化を行う.他人の感性
のモデル化はWEARにおいて,アカウントごとに投稿されたコー
ディネート画像を収集し,教師データとして扱いモデル化を行
う.その後,ユーザの感性モデルのクラスタと他人の感性モデ
ルのクラスタのすべての組み合わせにおいて,図4のように,特
徴空間においてクラスタの中心へのユークリッド距離の合計
が小さいものをレコメンドする.これによって他人のモデルの
クラスタの中心からユーザの嗜好にできるだけ近いものをレ
コメンドできるのではないかと考えた.	 
	 
図4:各ユーザの重視属性を考慮したレコメンド	 
5.1．提案手法の評価実験	 
	 提案手法の有効性を評価するために,提案手法を2パターン,
従来手法である個人の感性モデル,他人のモデルを2パターン
の計5パターンのレコメンドを受けてもらいその結果を比較す
る.提案手法と他人モデルが2パターンあるのは,他人のモデル
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を利用したい場面として以下の2つ考えられるためである.	 
①	 自分と他人の感性が近いと感じるユーザの場合	 
これは,レコメンド結果に好きな配色の画像が多くなると考
えたためである.	 
②	 自分とは感性が違うが真似したいと思うユーザの場合	 	 
	 これは,レコメンド結果に意外性のある配色の画像が多くな	 
ると考えたためである.	 
	 実験環境はコーディネート画像を510枚,被験者は20代男性
10名,他人モデルを19個作成した.評価はそれぞれのレコメン
ド結果に対して5段階評価を下記の2つの質問に対して回答し
てもらった.	 
	 (a)好きな配色であるか	 
	 (b)普段着と違う配色か	 
	 普段着ている配色と違うと評価が高いほど意外性があるも
のとした.また,(a)(b)共に4以上に評価した画像の枚数の割合
についても調べた.これは,好きな配色かつ意外性があるもの
の指標として扱うためである.	 
	 これらを踏まえ,以下の5つを分析項目として扱う	 
I. (a)の評価値	 
II. (b)の評価値	 
III. (a)に対して4以上の評価をした枚数の割合	 
IV. (b)に対して4以上の評価をした枚数の割合	 
V. (a)(b)共に4以上の評価をした枚数の割合	 
5.1.1.	 感性が近いと感じるユーザを選択した場合(①)の結果	 
	 自分と感性が近いと感じるユーザを選択した場合と個人の
感性モデルによるレコメンドを受けてもらった際の実験結果
を分析項目ごとにまとめた結果を表2に示す.	 
表2:①における評価実験まとめ	 
	 
	 個人の感性モデルによるレコメンドでは(a)の評価が一番高
いことがわかった.これは個人の感性モデルはレコメンド結果
が同じような配色の画像が多くなる傾向にあるためであると
考えられる.そのため,(a)の評価値は高いが(b)の評価値は一
番低く,(a)(b)共に4以上の評価をした画像の割合も少ない.	 
	 反対に他人の感性モデルによるレコメンドは(a)の評価は少
なく,(b)は高い結果となった.これはユーザの感性を全く考慮
していないため,このような結果になったと考えられる.また,
個人モデル同様に(a)(b)共に4以上の評価をした画像の割合は
少ない.	 
	 次に提案手法について見てみると,(a)と(b)のどちらの値も
高い数値になっている.また,(a)(b)共に4以上の評価をした画
像の枚数の割合を比較してみても,一番高い割合でレコメンド
されている.つまり,意外性もあり好きな配色の画像が多いこ
とがわかる.これは,ユーザと他人の感性も考慮したレコメン
ドができていることを示唆する.	 
5.1.2.	 真似したいユーザを選択した場合(②)の結果	 
	 真似したいと感じるユーザを選択した場合と個人の感性モ
デルによるレコメンドを受けてもらった際の実験結果を表3に
示す.	 
表3:②における評価実験まとめ	 
	 
	 (b)における評価のみ表2との結果が異なり,他人の感性モデ
ルが一番高い.これは被験者が真似したいユーザは被験者の感
性と他人の感性が近くないため意外性の評価が高くなったと
考えられる.しかし,(a)(b)共に4以上の評価をした画像の割合
は提案手法の方が優れている.これは,従来手法では,意外性の
ある画像は多くなるが,ユーザの感性を反映させていないため
であると考えられる.	 
	 また,表2,3より,利用シーン①②における提案手法を比較す
ると,②における提案手法の方が(a)の評価が高いレコメンド
がされる結果となった.5.1での仮説では①の方が好きな配色
が多くなると考えていたが異なる結果になった.これは,真似
したいユーザを選んでいることによるプラシーボ効果の影響
であると考えられる.また,①では自分と近いユーザを選んで
いるため,レコメンド結果を見ても好きな配色の画像が少なく
感じるためであると考えられる.	 
5.2.	 t検定	 
5.2.1.	 クラスタ数削減	 
	 提案手法が,従来手法の個人の感性モデルと他人の感性モデ
ルと比べて有意差があるかを分析項目ごとにt検定を行う.t検
定を行うためには,各被験者が従来手法により生成されたクラ
スタ数と提案手法のクラスタ数を同じにする必要がある.そこ
で,他人のモデルを利用したいシーン①②のそれぞれにおける
提案手法について,(a)(b)共に4以上の評価をした画像の割合
が平均値以上あるクラスタと平均値未満のクラスタで分類し
た.そして,各クラスタからレコメンドされる画像の最小のユ
ークリッド距離に着目した.ユークリッド距離を10区切りにし
た際の各区切りにおけるそれぞれのクラスタの数を調べた.そ
して,平均値以上のクラスタが占める割合が高い区切りを優先
的に採用することにした.尚,区切り内に複数のクラスタが存
在し,クラスタ数が多くなってしまう場合は評価が低いものを
採用した.	 
5.2.2.	 クラスタ削減後の分析項目の評価推移	 
	 ①②における,個人の感性モデルのクラスタ数に合わせた場
合と他人の感性モデルのクラスタ数に合わせた場合の削減前
後における分析項目ごとの評価推移を表4,5に示す.	 
表4:①におけるクラスタ数削減前後での	 
分析項目ごとの評価推移	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表5:②におけるクラスタ数削減前後での	 
分析項目ごとの評価推移	 
	 
	 表4,5より,クラスタの削減前後で精度に大差がないことが
判明した.従って,精度を落とすこと無くレコメンド数が減ら
せたことを示す.	 
	 ②において(a)(b)>=4(%)の精度が僅かながら落ちてしまっ
たのは,被験者ごとに(a)(b)共に4以上の評価している画像の
割合が多いクラスタにおけるレコメンドされる画像の最小の
ユークリッド距離が異なるためであると考えられる.	 
5.2.3.	 分析項目ごとのt検定の実施	 	 
	 統一されたクラスタ数を用い,分析項目ごとにt検定を行っ
た.その結果をまとめたもとの表6,7に示す.	 
表6:①における分析項目ごとのt検定の結果	 
	 
表7:②における分析項目ごとのt検定の結果	 
	 
	 表6,7より,他人のモデルのみを利用する場合と提案手法で
比較した際に意外性のある画像が出る割合のみ有意な差が得
られなかった.これは,意外性のみに着目した際に,他人のモデ
ルを利用した場合ユーザの感性を全く考慮していないために
意外性が高くなったためであると考えられる.	 
5.3.	 利用シーン①②における分析項目ごとの	 
最適なレコメンド方法	 	 
	 これらの結果を踏まえ,①②における項目ごとの最適なレコ
メンドの方法についてまとめたものを表8,9に示す.	 
表8:①における分析項目ごとの最適なレコメンド方法	 
	 
	 
	 
表9:②における分析項目ごとの最適なレコメンド方法	 
	 
6.	 まとめと今後の展望	 
	 本研究では,ファッションレコメンドにおいて他人のモデル
を使用したい人に向けたサービスの構築及び評価を試みた.	 
	 他人のモデルを利用したい場面として考えられる,①自分と
感性が近いユーザを選ぶ場面.②自分とは感性が違うが真似し
たいと感じるユーザを選ぶ場面.これら2つの場面において,評
価実験を行い分析した.その結果,どちらの場面においても,好
きな配色かつ意外性がある配色を多くレコメンドするのは提
案手法であることがわかった.このことから,提案手法の有効
性が示唆された.	 
	 今後は以下の点について取り組みたいと考えている.	 
	 ①	 他手法の検討:今回提案した手法の以外にも他人のモデ
ルを考慮したレコメンドサービスを試行する.	 	 
	 ②	 他コンテンツでの検討:今回はファッションにおけるレ
コメンドにおける提案手法であった.	 今後は他のコンテンツ
に対しても検討すべきである.	 	 
	 ③	 レコメンド数の削減方法の改善:ユーザ一人一人に合わ
せたレコメンド数の削減方法を見つける必要がある.	 
	 ④	 特徴量の追加:感性モデルを構築する際に,衣服の形やサ
イズなどの特徴量も考慮したいと考えている.	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