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Here we investigate an optimal harvesting problem for a nonlinear age-depen-
dent population dynamics. Existence and uniqueness of a positive solution for the
model are demonstrated. The structure of the solution is also investigated. We
establish the existence of the optimal control and the convergence of a certain
fractional step scheme. For some approximating problems we obtain the optimal
controllers in feedback form via the dynamic programming method. Q 1998 Aca-
demic Press
1. INTRODUCTION AND SETTING OF THE PROBLEM
We consider the following nonlinear population dynamics model,
¡p q p q m a p q F P t p s yu t p , a, t g Q,Ž . Ž . Ž . Ž .Ž .t a
a²
p 0, t s b a p a, t da, t g 0, T ,Ž . Ž . Ž . Ž .H
0~ 1Ž .
p a, 0 s p a , a g 0, aŽ . Ž . Ž .0 ²
a²
P t s p a, t da, t g 0, T ,Ž . Ž . Ž .H¢
0
Ž . Ž . Ž Ž ..where Q s 0, a = 0, T a , T g 0, q‘ .² ²
Ž .The model 1 is describing the evolution of an age-structured popula-
Ž . Ž .tion subject to harvesting. Namely, in 1 p a, t is the population density
Ž . Ž . Žof age a at the moment t, b a and m a are the vital rates and are
. Ž .depending only on age , and u t is the harvesting rate.
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Ž . Ž . Ž Ž ..Note that P t is the total population, so that in 1 the term F P t
Žstands for an external mortality rate which does not depend on age see
w x.11 .
Throughout this article we suppose that the following assumptions hold
b g L‘ 0, a , b a G 0, a.e. in 0, a , A1Ž . Ž .Ž . Ž .² ²
1¡m g L 0, a , m a G 0, a.e. in 0, a ,Ž . Ž ..ž /loc ² ²~ A2Ž .a²
m a da s q‘,Ž .H¢
0
w wF : 0, q‘ “ 0, q‘ is continuously differentiable , A3Ž .. .
and the initial density p satisfies0
p g L‘ 0, a , p a ) 0, a.e. in 0, a . A4Ž . Ž .Ž . Ž .0 ² 0 ²
For more details concerning the biological significance of the terms in
Ž . w x1 and the meaning of the hypotheses we refer to 14, 16 .
Concerning the harvesting rate u we suppose that it belongs to the
following set of controllers,
U s ¤ g L‘ 0, T ; 0 F ¤ t F L a.e. in 0, T , 4Ž . Ž . Ž .
Ž Ž .. u Ž .L g 0, q‘ so that denoting by p the solution of 1 we consider the
problem,
aT ² uMaximize u t g a p a, t da dt , PŽ . Ž . Ž . Ž .H H 0
0 0
subject to u g U.
Here g satisfies the assumption,
g g L1 0, a , g a ) 0, a.e. in 0, a . A5Ž . Ž .Ž . Ž .² ²
Ž .We recall that problem 1 belongs to the class of ``separable'' models
w xconsidered in 8 . Actually here we are dealing with a slightly different
Ž . Ž .situation because of the harvesting term u t p a, t , where u belongs to U.
w x Ž .However, by a similar procedure as in 8 we can get a solution of 1 under
the separated form,
p a, t s y t p a, t , 2Ž . Ž . Ž . Ž .Ä
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where p is the solution of the ``free'' problem,Ä
¡p q p q m a p s 0, a, t g Q,Ž . Ž .Ä Ä Ät a
a²~p 0, t s b a p a, t da, t g 0, T ,Ž . Ž . Ž . Ž .Ä Ä 3H Ž .
0¢p a, 0 s p a , a g 0, a ,Ž . Ž .Ä Ž .0 ²
Ž .that we know has a unique and strictly positive solution in the following
sense,
p g L‘ Q andŽ .Ä
¡Dp a, t s ym a p a, t , a.e. in Q,Ž . Ž . Ž .Ä Ä
a²~ lim p h , t q h s b a p a, t da, a.e. in t g 0, T ,Ž . Ž . Ž . Ž .Ä ÄH 4Ž .qh“0 0¢p a, 0 s p a , a.e. in 0, a ,Ž . Ž .Ä Ž .0 ²
Žby Dp we denote the directional derivative,Ä
1
Dp a, t s lim p a q h , t q h y p a, t .Ž . Ž . Ž . .Ä Ä Ä
q hh“0
Ž . Ž .Note that by 4 a solution of p of 3 must be an absolutely continuousÄ1
Ž .function almost on every line of equation a y t s k, a, t g Q, k g R, so
Ž .that 4 is meaningful.2
Ž . Ž .Actually, plugging 2 into 1 we get the following conditions on y,
Xy t q F P t y t y t q u t y t p a, t s 0, a.e. a, t g Q,Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ä0
y 0 s 1,Ž .
so that we reduce to the following problem,
yX t q F P t y t y t q u t y t s 0, a.e. t g 0, T ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .0 5Ž .½ y 0 s 1,Ž .
Ž . a² Ž . w x uwhere P t s H p a, t da, t g 0, T is known. Moreover, denoting by yÄ0 0
Ž . Ž . uthe solution of 5 problem P is reduced to the following one on y ,0
T uMaximize m t u t y t dt , PŽ . Ž . Ž . Ž .H
0
Ž . a² Ž . Ž . w x Žsubject to u g U, where m t s H g a p a, t da, t g 0, T is known theÄ0
‘Ž . Ž . Ž ..assumption on g implies that m g L 0, T , m t ) 0 a.e. in 0, T .
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Ž . Ž . Ž . Ž .In conclusion, our study of problem P - 1 can be reduced to P - 5 via0
Ž .the representation formula 2 , because
aT T² u uu t g a p a, t da dt s m t u t y t dt ,Ž . Ž . Ž . Ž . Ž . Ž .H H H
0 0 0
thus our attention is focused on this one and any result in this article can
be easily translated into a result for the original problem.
Ž . Ž . Ž .We notice that P - 5 actually depends on the initial datum p a via0
Ž .the term P t .0
We mention that the optimal harvesting problem for other age struc-
tured population with some special assumptions on the structure of the
w xproblem is previously studied in 7, 12, 13, 15 . Our treatment is however
technically different and allows us to indicate an algorithm in order to
approximate an optimal control.
A precise description of the optimal harvesting effort for periodic linear
w xage-dependent population dynamics was obtained in 2 .
The article is organized as follows. Section 2 is devoted to the existence
Ž . Ž .and uniqueness of the solutions for 1 and 5 , respectively. In Section 3
Ž .we obtain the existence of an optimal control for P . Section 4 concerns a
Ž .fractional step scheme for problem P and finally in Section 5 we obtain
the dynamic programming equations and the optimal controllers in a
feedback form for some approximating problems.
Ž .2. THE ANALYSIS OF SYSTEM 1
This section is devoted to the study of existence, uniqueness, and
Ž .positivity of solution to system 1 , assuming that u g U is fixed.
Ž . ‘Ž .By a solution to 1 we mean a function p g L Q such that:
¡Dp a, t q m a p a, t q F P t p a, t s yu t p a, t ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
a.e. in Q,
a²~ lim p h , t q h s b a p a, t da,Ž . Ž . Ž .H 6Ž .qh“0 0
a.e. t g 0, T ,Ž .¢p a, 0 s p a , a.e. in 0, a ,Ž . Ž . Ž .0 ²
Ž . a² Ž . Ž .where P t s H p a, t da, a.e. t g 0, T .0
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Ž .It is known that system 3 has an unique solution, which is strictly
Ž w x.positive, a.e. in Q because p is see 14 . Denote this solution by p andÄ0
by
a²
P t s p a, t da, a.e. t g 0, T .Ž . Ž . Ž .ÄH0
0
‘Ž . Ž . Ž .It is obvious that P g L 0, T and P t ) 0 a.e. in 0, T .0 0
Consider the following problem,
yX t q F P t y t y t s yu t y t , t g 0, T ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .0 7Ž .½ y 0 s y g 0, q‘ .Ž . Ž .0
Actually we have
Ž .LEMMA 2.1. System 7 has an unique Caratheodory solution.Â
Proof. Denote by y the Caratheodory solution ofÄ Â
yX t s yu t y t , t g 0, T ,Ž . Ž . Ž . Ž .
8Ž .½ y 0 s y ,Ž . 0
and
C s ¤ g L‘ 0, T ; 0 F ¤ t F y t a.e. t g 0, T . 4Ž . Ž . Ž . Ž .Ä
It is easy to prove via a Banach fixed point theorem that T: C “ C
defined by T h s y , where y is the Caratheodory solution ofÂh h
yX t q F P t h t y t s yu t y t , t g 0, T ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .0½ y 0 s y ,Ž . 0
Ž .has an unique fixed point. So, we may conclude that 7 has an unique
Caratheodory solution.Â
Let us now prove a result which gives the structure of a certain solution
Ž .for 1 .
‘Ž .THEOREM 2.2. The function p g L Q gi¤en by
p a, t s y t p a, t , a.e. a, t g Q, 9Ž . Ž . Ž . Ž . Ž .Ä
Ž . Ž .where y is the Caratheodory solution of 7 with y [ 1, is a solution of 1 .Â 0
Ž .Proof. Because 3 has an unique solution, which is strictly positive a.e.
Ž .in Q, we may conclude via Lemma 2.1 that p give by 9 satisfies
‘Ž . Ž . Ž .p g L Q , p a, t ) 0 a.e. in Q and 6 hold.
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w xNow using the same argument as in 14-III we finally obtain the next2
Ž .THEOREM 2.3. System 1 has an unique solution.
Notice that Theorems 2.2 and 2.3 imply the strictly positivity of the
Ž .solution of 1 .
3. THE EXISTENCE OF THE OPTIMAL HARVESTING EFFORT
We study here the existence of the optimal control for the optimal
harvesting problem,
T uMaximize m t u t y t dt , PŽ . Ž . Ž . Ž .H
0
u Ž .subject to u g U and y is the Caratheodory solution of 7 .Â
The main result in this section is Theorem 3.1.
Ž . Ž .THEOREM 3.1. There exists at least one optimal control for P - 7 .
We use as the main ingredient the following
 4 2Ž .LEMMA 3.2. If u ; U satisfies u ' u weakly in L 0, T , thenn n
y un “ y u , in L2 0, T .Ž .
un Ž .Proof of Lemma 3.2. Because y is the Caratheodory solution of 7Â
with u [ u we infer thatn
tu un ny t s exp y u s q F P s y s ds ? y ,Ž . Ž . Ž . Ž .Ž .Ž .H n 0 0
0
w xfor any t g 0, T and this implies
un w x0 F y t F y t , for any t g 0, T ,Ž . Ž .Ä
Ž Ž ..y is defined by 8 . The last relation allows us to conclude that theÄ
 4sequence ¤ given by«
¤ t s F P t y un t , a.e. t g 0, T ,Ž . Ž . Ž . Ž .Ž .n 0
satisfies
0 F ¤ t F M , a.e. t g 0, T ,Ž . Ž .n
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Ž . Ž  4.where M g 0, q‘ is a constant. On a subsequence also denoted by ¤n
we have
¤ ' ¤ weakly in L2 0, T . 10Ž . Ž .n
2Ž .Because u ' u weakly in L 0, T , we conclude thatn
y un “ y¤ , in L2 0, T ,Ž .Ä
where y¤ is the Caratheodory solution toÄ Â
yX t q ¤ t y t s yu t y t , t g 0, T ,Ž . Ž . Ž . Ž . Ž . Ž .½ y 0 s y .Ž . 0
Ž .From 10 we get
¤ ? s F P ? y un ? “ F P ? y¤ ? , in L2 0, T .Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Än 0 0
Ž . Ž Ž . ¤ Ž .. ¤ uSo, the conclusion is that ¤ ? s F P ? y ? and y ’ y .Ä Ä0
Proof of Theorem 3.1. Consider now
T ud s sup m t u t y t dt .Ž . Ž . Ž .H
0ugU
w .It is obvious that d g 0, q‘ . Let u g U be such thatn
1 T und y - m t u t y t dt F d.Ž . Ž . Ž .H nn 0
ŽHowever, as a consequence we obtain that on a subsequence also denoted
 4.by u we haven
u ' uU weakly in L2 0, T . 11Ž . Ž .n
By Lemma 3.2 we obtain that
y un “ y uU , in L2 0, T .Ž .
and consequently,
myun “ myuU , in L2 0, T ,Ž .
Ž ‘Ž ..because m g L 0, T and so
T T UUu unm t u t y t dt “ m t u t y t dt , 12Ž . Ž . Ž . Ž . Ž . Ž . Ž .H Hn
0 0
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Ž Ž . Ž ..and from 11 and 12 ,
T UU ud s m t u t y t dt.Ž . Ž . Ž .H
0
Ž U uU . Ž . Ž .We may infer now that u , y is an optimal pair for P - 7 .
4. AN APPROXIMATING SCHEME
Ž . Ž .The main result of this section amounts to saying that problem P - 7
can be approximated for « “ 0q by the following sequence of optimal
control problems,
T uMaximize m t u t y t dt , PŽ . Ž . Ž . Ž .H « «
0
subject to u g U and y u the Caratheodory solution ofÂ«
¡ Xy t q g t y t s yu t y t , t g i« , i q 1 « ,Ž . Ž . Ž . Ž . Ž . Ž .Ž .
~y i«q su iq1 «y ; i« , y i«y , is0, 1, . . . , Ny1, «sTrNŽ . Ž . Ž .Ž .¢y 0 y s y g 0, q‘ ,Ž . Ž .0
13Ž .
Ž .where u t; i« , x is the Caratheodory solution ofÂ
u X t q F P t u t u t s g t u t , t g i« , i q 1 « ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .0 14Ž .½ u i« q s x .Ž .
Ž . Ž . Ž .Problem P is of course much simpler than P - 7 , because we have«
Ž . Ž . Ž .``split'' 7 into two simpler problems: 13 and 14 .
Here we assume in addition that
w xg g C 0, T . A6Ž .Ž .
wFor other results concerning some fractional step schemes we refer to 1,
x4]6 .
Using an analogous argument as in the previous section it is possible to
Ž .prove that P has at least one optimal pair.«
We establish for the beginning the following technical result.
2Ž . q Ž .LEMMA 4.1. If u ' u weakly in L 0, T for « “ 0 u g U , then« «
u« u w xy “ y , in BV 0, T ,Ž .«
for « “ 0q.
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Ž . Ž . Ž .Proof. From 13 and 14 we obtain that for any i« F t - i q 1 « we
have
tu u« «y t s exp y u q g s ds ? u i q 1 « y ; i« , y i« yŽ . Ž . Ž . Ž . Ž .Ž .H« « «
i«




¤ s s F P s u s ; i« , y u« i« y , a.e. s g 0, T .Ž . Ž . Ž . Ž .Ž .Ž .« 0 «
Ž .From 14 and using the positivity of ¤ , we get the boundedness of the«
 4 ‘Ž . Ž .sequence ¤ in L 0, T . It is obvious now that 15 and the positivity of«
Ž .¤ imply the existence of a constant M g 0, q‘ such that«
u« w xy t F M , for all t g 0, T .Ž .«
Ž .From 13 we also get1
T TXu u« «y t dt s g t q u t ? y t dtŽ . Ž . Ž . Ž .Ž .H H« «
0 0
5 5F M ? T ? L q g , 16Ž .Ž .CŽw0, T x.
and
u u« «y i« q y y i« yŽ . Ž .« «
Ž .iq1 « u«s exp g y ¤ s ds y 1 ? y i« yŽ . Ž . Ž .H « «
i«
Ž .iq1 «F M ? g s y ¤ s ds . 17Ž . Ž . Ž .Ž .H «
i«
Ž .By 17 we have
N
u u« «y i« q y y i« y F M , 18Ž . Ž . Ž .Ý « « 1
is0
Ž Ž . . Ž . Ž .where M g 0, q‘ is a constant and now 16 and 18 imply that the1
u« w x Žtotal variation of y on 0, T is bounded by the same constant indepen-«
OPTIMAL HARVESTING 15
. Ždent of « . We conclude via Helly's theorem that on a subsequence also
 u«4.denoted by y we have«
u« w xy “ y , in BV 0, T ,Ž .«
and consequently,
u« w xy t “ y t , for all t g 0, T ,Ž . Ž .«
and
y u« “ y , in L2 0, T .Ž .«
u Ž .Let us prove that y ’ y. Indeed, from 15 we obtain that for any
Ž .i« F t - i q 1 e we have
t Ž . tiq1 «u«y t s exp y u s ds y ¤ s ds y g s ds ? y . 19Ž . Ž . Ž . Ž . Ž .H H H« « « 0
0 0 i«
Because
t t w xexp y u s ds “ exp y u s ds , in C 0, T ,Ž . Ž . Ž .H H«
0 0
t w xexp g s ds “ 1, in BV 0, T ,Ž . Ž .H
i«
and
Ž . Ž .iq1 « iq1 « w xexp y ¤ s ds “ exp y ¤ s ds , in BV 0, T ,Ž . Ž . Ž .ÄH H«
0 0
Ž  4where, on a subsequence also denoted by ¤ we have ¤ ' ¤ weakly inÄ« «
2Ž .. Ž .L 0, T we obtain by passing to the limit in 19 that y is the CaratheodoryÂ
solution of
yX t q ¤y t s yu t y t , t g 0, T ,Ž . Ž . Ž . Ž . Ž .Ä
20Ž .½ y 0 s y .Ž . 0
The convergence
¤ t s F P t y u« t “ F P t y t , a.e. in 0, T ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .« 0 « 0
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for « “ 0q implies
¤ t s F P t y t , a.e. in 0, T ,Ž . Ž . Ž . Ž .Ž .Ä 0
Ž . uand from 20 we get that y ’ y.
The proof of Lemma 4.1 is now complete.
w .Consider w, w : U “ 0, q‘ defined by«
T uw u s m t u t y t dt ,Ž . Ž . Ž . Ž .H
0
and
T uw u s m t u t y t dt ,Ž . Ž . Ž . Ž .H« «
0
U Ž .and u an optimal control for P .« «
We conclude this section with the following main result
U  U4 2Ž . UTHEOREM 4.2. If u is a weak limit point of u in L 0, T , then u is«
Ž . Ž .an optimal control for P - 7 and in addition,
lim w uU s w uU , 21Ž . Ž . Ž .«q«“0
and
lim w uU s w uU . 22Ž . Ž . Ž .« «q«“0
Proof. Because
T TUU U u u«w u s m t u t y t dt G m t u t y t dt ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .H H« « « « «
0 0
for any u g U and using the previous lemma we conclude that
T TUU u um t u t y t dt G m t u t y t dt ,Ž . Ž . Ž . Ž . Ž . Ž .H H
0 0
U Ž . Ž .for any u g U. This implies that u is an optimal control for P - 7 .
Now, because the following convergences hold




« “ y uU , in L2 0, T ,Ž .«
Ž .we may conclude that 22 holds.
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Now using the convergence,
y u
U
« “ y uU , in L2 0, T ,Ž .
Ž . Ž .see Section 3 we obtain relation 21 .
5. THE DYNAMIC PROGRAMMING METHOD
Consider the following problems,
T uMaximize m s u s y s ; t , x ds, PŽ . Ž . Ž . Ž .H « « , t
t
 ‘Ž . Ž . 4 usubject to u g U s ¤ g L t, T ; 0 F ¤ s F L a.e. and y thet «
Caratheodory solution ofÂ
NX¡ x  4y t q g t y t s yu t y t , s g t , T _ i« ,Ž . Ž . Ž . Ž . Ž . Ž is0
u~y i« q s u i q 1 « y ; i« , y i« y ; t , x ,Ž . Ž . Ž .Ž .«¢y t y s x .Ž .
23Ž .
Ž . w x Ž . Ž .Here t t, x g 0, T = 0, q‘ and u s; t, x is the Caratheodory solutionÂ
of
X xu s q F P s u s u s s g s u s , s g i« , i q 1 « l t , T ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . ŽŽ .0½ u t q s x .Ž .
However, as in the third section the existence of an optimal pair
Ž Ž . Ž .. Ž .u ?; t, x , y ?; t, x for P follows.« « « , t
Suppose that in addition the following assumption holds
1 w xm g C 0, T , A7Ž .Ž .
Žwhich is fulfilled under certain additional assumptions on p ; for example,0
1, 2Ž . Ž . a² Ž . Ž . w x.if p g W 0, a and p 0 s H b a p a da}see 14 and0 ² 0 0 0
mX
g y cannot be a constant on a subset of positive measure, A8Ž .
m




« uc t , x s Max m s u s y s ; t , x ds.Ž . Ž . Ž . Ž .H «
ugU tt
Ž . « Ž .It is obvious that for all 0 F t F s F T and x g 0, q‘ , c t, x is the
optimal value for
s
u « uMaximize m t u t y t ; t , x dt q c s, y s ; t , x , PŽ . Ž . Ž . Ž . Ž .Ž .H « « « , t , s
t
‘Ž . Ž . Ž usubject to u g L t, s , 0 F u t F L a.e. and y is the CaratheodoryÂ«
Ž . w x. Ž < < .solution of 23 on t, s and u , y is an optimal pair for this lastw t, s x w t, s x« «
maximization problem.
It is also clear that
c « i« y , x s c « i« q , u i q 1 « y ; i« , x , i s 0, 1, . . . , N y 1,Ž . Ž .Ž .Ž .
« Ž Ž . . Ž .and c is locally Lipschitz on i« , i q 1 « = 0, q‘ , i s 0, 1, . . . , N y 1
Ž w x.see, e.g., 5 .
In virtue of Rademacher's theorem, the function c « is almost every-
w x Ž .where derivable on 0, T = 0, q‘ .
Ž . Ž Ž . .The optimality conditions for P where i« - t - i q 1 « are« , t, Ž iq1.«
given by
w ŽTHEOREM 5.1. There exists an absolutely continuous function q on t, i q
. x1 « , which is a Caratheodory solution toÂ
¡ Xm sŽ .
Xq s y g s q s q q s s u s ; t , x 1 q q s ,Ž . Ž . Ž . Ž . Ž . Ž .Ž .«m sŽ .
s g t , i q 1 « ,Ž .Ž .~ 24Ž .1
q i q 1 « y 2 yŽ .Ž .
m i q 1 eŽ .Ž .
«¢ =› c i q 1 « y , y i q 1 « y ; t , x ,Ž . Ž .Ž .Ž .x «
and
0, if 1 q q s - 0,Ž .
u s ; t , x s 25Ž . Ž .« ½ L, if 1 q q s ) 0.Ž .
e Ž .Here › c ?, ? denotes the Clarke generalized gradient with respect to thex
second ¤ariable.
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Proof. The proof is standard. We sketch it only under the additional
ŽŽ . . 1Ž .assumption c i q 1 « y , ? g C 0, q‘ .
In this case › c s ›cr› x.x
Ž Ž . Ž ..Because u ?; t, x , y ?, t, x is an optimal pair, then« «
Ž .iq1 « «m s u s y s ; t , x ds q c i q 1 « y , y i q 1 « y ; t , xŽ . Ž . Ž . Ž . Ž .Ž .Ž .H « « «
t
Ž .iq1 « u qh ¤«G m s u q h¤ s y s ; t , x dsŽ . Ž . Ž . Ž .H « «
t
q c « i q 1 « y , y u«qh ¤ i q 1 « y ; t , x ,Ž . Ž .Ž .Ž .«
Ž .for any ¤ g T u , ;h ) 0 and consequently,U «t
y u«qh ¤ y yŽ . Ž .iq1 « iq1 «« « u qh ¤«mu s ; t , x ds q m¤y s ; t , x dsŽ . Ž .H H« «ht t
1
« u qh ¤«q c i q 1 « y , y i q 1 « y ; t , xŽ . Ž .Ž .Ž .«h
« «yc i q 1 « y , y i q 1 « y ; t , x F 0,Ž . Ž .Ž .Ž .
Ž Ž . 2Ž ..here T u denotes the normal cone to U in u in the space L t, T .U tt
Ž q.Passing to the limit h “ 0 we obtain
›Ž .iq1 « «m s u z q ¤y s ; t , x ds q c i q 1 « y ,Ž . Ž . Ž . Ž .ŽH « « › xt
y i q 1 « y ; t , x ? z i q 1 « F 0, 26Ž . Ž . Ž .Ž . Ž ..«
Ž .for any ¤ g T u , where z is the Caratheodory solution ofÂU «t
Xz s q g s z s s yu s z s y ¤ s y s ; t , x , s g t , i q 1 « ,Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž« «½ z t s 0.Ž .
27Ž .
Ž . Ž . Ž . Ž .Let q be the solution of 24 . Multiplying 24 by m s z s and1
w Ž . xintegrating on t, i q 1 « we obtain
Ž . Ž .iq1 « iq1 «Xq s m s z s ds y g s q s m s z s dsŽ . Ž . Ž . Ž . Ž . Ž . Ž .H H
t t
Ž .iq1 « Xq m s q s z s dsŽ . Ž . Ž .H
t
Ž .iq1 «s u s 1 q q s m s z s ds.Ž . Ž . Ž . Ž .Ž .H «
t
SEBASTIAN ANITËA20
Ž . Ž .After an easy calculation involving 24 and 27 we obtain2
›
«y c i q 1 « , y i q 1 « y ; t , x z i q 1 «Ž . Ž . Ž .Ž . Ž .Ž .«› x
Ž .iq1 «q q s m s ¤ s y s ; t , x dsŽ . Ž . Ž . Ž .H «
t
Ž .iq1 «s u s m s z s ds,Ž . Ž . Ž .H «
t
Ž . Ž .¤ g T u . The last relation and 26 implyU «t
Ž .iq1 «
m s ¤ s 1 q q s y s ds F 0,Ž . Ž . Ž . Ž .Ž .H «
t
Ž .for any ¤ g T u , i.e.,U «t
0, if m s 1 q q s y s ; t , x - 0,Ž . Ž . Ž .Ž . «u s ; t , x sŽ .« ½ L, if m s 1 q q s y s ; t , x ) 0.Ž . Ž . Ž .Ž . «
Ž . Ž . Ž .Because m s ) 0 and y s; t, x ) 0 a.e. in 0, T we may conclude that«
Ž .25 holds.
Ž .Remark. From Theorem 5.1 and hypothesis A8 we conclude that the
optimal control u is of bang-bang type.«
In the same manner as in Theorem 5.1 it is possible to prove:
LEMMA 5.2. We ha¤e
1
«q s g y ? › c s, y s ; t , x , a.e. s g t , i q 1 « ,Ž . Ž . Ž .Ž .Ž .x «m sŽ .
Ž .where q is gi¤en by Theorem 5.1 .
Ž .For any i« F t F s F i q 1 « we have
s
« «c t , x y c s, y s ; t , x s m t u t ; t , x y t ; t , x dt ,Ž . Ž . Ž . Ž . Ž .Ž . H« « «
t
and consequently,
›c « ›c «
Xy t , s y t , x y t ; t , x s m t u t ; t , x y t ; t , x , 28Ž . Ž . Ž . Ž . Ž . Ž . Ž .« « «› t › x
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Ž . Ž . Ž . Ž .a.e. in 0, T = 0, q‘ . Relations 28 and 25 imply
›c « ›c «
y t , x q t , x g t q L ? H 1 q q t xŽ . Ž . Ž . Ž .Ž .Ž .
› t › x
s m t L ? H 1 q q t x ,Ž . Ž .Ž .
Ž . Ž . Ž .a.e. in 0, T = 0, q‘ here H is the Heaviside function .
Now we may conclude this section by the following result.
THEOREM 5.3. The optimal ¤alue function c « satisfies the following
Hamilton]Jacobi equation,
q« « «›c ›c ›c
t , x y g t t , x q L ? m t y t , x x s 0,Ž . Ž . Ž . Ž . Ž .ž /› t › x › x
Ž . Ž . Ž .a.e. t, x g 0, T = 0, q‘ ,
c « i« y , x s c « i« q , u i q 1 « y ; i« , x ,Ž . Ž .Ž .Ž .
i s 0, 1, . . . , N y 1,
c « T , x s 0, ;s g 0, q‘ ,Ž . Ž .
and
u t ; 0, x g L ? H m t y › c « t , y t ; 0, x .Ž . Ž . Ž .Ž .Ž .« x «
In fact we found the optimal control in a feedback form.
Numerical algorithms for the approximation of the optimal controller uU
Ž . Ž . Ž Ž . Ž ..for P - 7 with y [ 1 i.e., P - 5 can be developed from Theorem 5.3.0
For numerical results and numerical tests concerning some Hamilton]
w xJacobi equations we refer to 3, 9, 10 .
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