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Resumen
Hoy en d´ıa las redes sociales son un pilar central de la comunicacio´n so-
cial; aglutinan suficiente informacio´n como para entender los diferentes sesgos
existentes respecto a temas de distinta ı´ndole. El objetivo de este trabajo es
proveer de herramientas capaces de auxiliar en el ana´lisis de los contextos
sociales que surgen en dichas redes, utilizando para ello una combinacio´n de
diversas te´cnicas desarrolladas en el campo de las Ciencias de la Compu-
tacio´n.
Palabras Clave: Sentimientos, redes sociales, aprendizaje ma´quina.
Abstract
Nowadays, social networks are a fundamental core of social communi-
cation; they bring together enough information to understand the different
biases that exist on different topics. The objective of this work is to provide
tools capable of assisting in the analysis of the social contexts that arise in
these networks, using a combination of various techniques developed in the
field of Computer Science.
Key Words: Sentiments, social networks, machine learning.
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1 INTRODUCCIO´N
1. Introduccio´n
1.1. Objetivos
Los objetivos de este trabajo se exponen a continuacio´n:
Presentar un trabajo que cumpla los esta´ndares acade´micos de calidad.
Introducirse en un campo no estudiado anteriormente, utilizando los
conocimientos aprendidos a lo largo del grado.
Entender los aspectos de implementacio´n de redes neuronales.
Entender el marco teo´rico subyacente tras las redes neuronales.
Proporcionar una herramienta de ana´lisis de datos fiable basada en
inteligencia artificial.
Adquirir competencia en los campos aprendizaje ma´quina, aprendizaje
profundo, aprendizaje supervisado y ciencia de datos.
Identificar los problemas y soluciones asociados a los distintos tipos de
redes neuronales.
Conocer, y entender, al menos una de las librer´ıas de inteligencia arti-
ficial que se usan en el mundo laboral y acade´mico.
Entender y aplicar conceptos sobre procesamiento del lenguaje natural.
Entender y aplicar los modelos one hot, GloVe y word2vec para repre-
sentar palabras en forma de vectores.
Realizar un bibliograf´ıa formal y adecuada que contenga recursos tra-
dicionales (publicaciones cient´ıficas y libros) y recursos nuevos (blogs,
v´ıdeos, etce´tera).
Disen˜ar e implementar una interfaz de usuario para mostrar los resul-
tados del trabajo, usando para ello una librer´ıa open source.
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1.2. Secuenciacio´n del proyecto
La secuenciacio´n seguida para realizar este trabajo, junto con el plan
semanal de cada mes, se describe a continuacio´n:
1. Investigacio´n: (cuadro 1) consiste en la bu´squeda y lectura de la bi-
bliograf´ıa necesaria para realizar el proyecto.
Octubre Noviembre
Semana 1 B B
Semana 2 B B y L
Semana 3 B B y L
Semana 4 B B y L
Cuadro 1: Plan para los meses octubre y noviembre. B se refiere a bu´squeda
de la bibliograf´ıa y L se refiere a lectura de la bibliograf´ıa.
Se puede observar que, en algunas semanas, la bu´squeda y la lectura
coinciden; esto se debe a que la lectura de la bibliograf´ıa conduce a
nuevos materiales y recursos.
2. Primera implementacio´n: (cuadro 2) se programa una primera ver-
sio´n de la red neuronal, usando para ello Python y la librer´ıa numpy.
Diciembre Enero
Semana 1 PI -
Semana 2 PI -
Semana 3 PI MI
Semana 4 - MI
Cuadro 2: Plan para los meses diciembre y enero. PI se refiere a primera
implementacio´n y MI se refiere a mejora de la implementacio´n.
La primera versio´n de la red no funcionaba acorde al modelo teo´rico,
de forma que se tuvo que corregir y mejorar.
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3. Ampliacio´n de bibliograf´ıa: (cuadro 3) tras implementar la primera
versio´n y observar los problemas, se considera apropiado investigar ma´s.
Febrero
Semana 1 A
Semana 2 A
Semana 3 A y L
Semana 4 A y L
Cuadro 3: Plan para el mes febrero. A se refiere a ampliacio´n de la bibliograf´ıa
y L se refiere a lectura de la bibliograf´ıa.
4. Nueva implementacio´n: (cuadro 4) se implementa la red utilizando
la librer´ıa TensorFlow.
Marzo Abril
Semana 1 NI NI
Semana 2 NI CI
Semana 3 NI CI
Semana 4 NI CI
Cuadro 4: Plan para los meses marzo y abril. NI se refiere a nueva imple-
mentacio´n y CI se refiere a correccio´n de implementacio´n.
Tras implementar la red, se observaron varios errores de funcionamiento
que se subsanaron las semanas siguientes.
5. Interfaz de usuario, documentacio´n y revisio´n: (cuadro 5) se
elabora la documentacio´n final utilizando para ello todos las notas y
apuntes creados hasta la fecha. Tambie´n se crea una interfaz de usuario
simple que permita interactuar con la red de forma intuitiva. La fase
acaba con la entrega del trabajo.
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Mayo Junio
Semana 1 BD E
Semana 2 BD -
Semana 3 BD -
Semana 4 R -
Cuadro 5: Plan para los meses marzo y abril. DF se refiere a borrador del
documento, R se refiere a revisio´n y E se refiere a entrega.
1.3. Motivacio´n
El ana´lisis de sentimientos, tambie´n conocido como miner´ıa de opinio´n, es
el proceso de extraer informacio´n subjetiva utilizando diferentes herramientas
y te´cnicas.
Aunque en los u´ltimos an˜os esta te´cnica se ha hecho muy popular, sus
or´ıgenes se remontan a finales del siglo XX, con el ana´lisis subjetivo que la
comunidad de lingu¨´ıstica computacional llevaba a cabo en los an˜os 90 [23].
Anteriormente a la irrupcio´n de internet, no hab´ıan muchos estudios acer-
ca de este tema debido a la limitada disponibilidad de datos para realizar
ana´lisis [34]. Sin embargo, es posible argumentar de forma lo´gica que la opi-
nio´n de otros siempre ha sido un tema relevante, especialmente para aquellas
personas que ostenten una posicio´n de poder. El libro 1984, de George Orwell,
plantea esta posibilidad y su utilizacio´n para dan˜ar a la sociedad [33]
Hoy, con el crecimiento explosivo de las redes sociales, el ana´lisis de senti-
mientos es ma´s relevante que nunca. Sus muchas aplicaciones crean un debate
permanente sobre las diferentes aproximaciones teo´ricas; adema´s, la miner´ıa
de opinio´n es una caracter´ıstica cada vez ma´s demandada en compan˜´ıas de
todo el mundo que quieren analizar los detalles de sus distintos procesos de
negocio. Algunas aplicaciones podr´ıan ser [6]:
1. Opinio´n de los empleados: Puede ayudar a una compan˜´ıa a realizar
un seguimiento de los sentimientos, opiniones y pensamientos de los
empleados para con sus trabajos.
2. Experiencia de cliente: Una empresa puede utilizar las opiniones
de sus clientes para mejorar la experiencia de compra, crear nuevos
productos o mejorar algunas ya existentes.
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3. Inteligencia de negocios: El business intelligence se utiliza para esti-
mar el impacto que las decisiones y/o acciones de una compan˜´ıa tendra´n
en su futuro. El ana´lisis de sentimientos permite utilizar datos del pa-
sado para predecir el futuro.
Estas son so´lo algunas aplicaciones del ana´lisis de sentimientos, pero sir-
ven bien para ilustrar las muchas maneras en las que uno puede utilizar esta
te´cnica.
Este trabajo se centrara´ en la aproximacio´n con la que el aprendizaje
ma´quina, o machine learning, trata la miner´ıa de opinio´n, usando para ello
una de las te´cnica ma´s potentes a d´ıa de hoy para ello: las redes neuronales
LSTM.
1.4. Literatura relacionada
Internet conlleva un crecimiento exponencial de la informacio´n contenida
en e´l. Herramientas como Google permiten encontrar una cantidad de infor-
macio´n enorme, pero esta debe ser filtrada. A continuacio´n se exponen una
serie de recursos que, tras una exhaustiva revisio´n, se consideran fiables y han
sido utlizados para realizar este trabajo. Los recursos no so´lo contienen los
tradicionales papers y libros de alto contenido acade´mico sino que, adema´s,
incluyen cursos, blogs y v´ıdeos de alto valor y con un nivel de formalidad
ma´s que aceptable.
Creado y gestionado por Christopher Olah, colah’s blog [32] contiene
explicaciones accesibles para temas muy complejos, como LSTM o grafos
computacionales. Olah es un investigador que trabaja en Google Brain; en
la elaboracio´n de sus post utiliza una revisio´n por pares del contenido que
publica.
Otro recurso online de gran utilidad es YouTube, donde uno puede en-
contrar cursos de procesamiento del lenguaje natural [2] impartidos por la
universidad de Stanford. Junto con la plataforma de aprendizaje online Cur-
sera y su curso en inteligencia artificial y aprendizaje ma´quina impartido por
Andrew NG [29], forman una poderosa herramienta que facilita el aprendi-
zaje.
En cuanto a publicaciones cient´ıficas, hay miles de las que poder aprender
algo. Aqu´ı se exponen las que han resultado ser ma´s u´tiles para la elaboracio´n
de este trabajo. Empezando por la publicacio´n original en la que Hochreiter
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y Schmidhuber [18] presentaron por primera vez que´ es una red neuronal
recurrente LSTM.
En [23] se expone la correlacio´n entre el crecimiento de internet y el
crecimiento del ana´lisis de sentimientos. Los autores explican y analizan es-
ta correlacio´n presentando una taxonomı´a de los temas de investigacio´n en
distintos campos. La conclusio´n que parecen extraer es la de que hay una
correlacio´n fuerte entre el nu´mero de publicaciones cient´ıficas en el a´mbito
de la miner´ıa de opinio´n y el crecimiento de internet.
Una interesante perspectiva del proceso de entrenamiento y por que´ es
complejo puede ser encontrado en [13], donde los autores estudian por que´ el
descenso del gradiente con una inicializacio´n de pesos y umbrales aleatoria
da resultados pobres. Una inicializacio´n aleatoria de estos para´metros puede
conducir a problemas para encontrar un mı´nimo adecuado para la funcio´n de
coste, lo que provoca a su vez que los valores de dichos para´metros no pue-
dan ser actualizados de forma o´ptima. Este art´ıculo resulta un interesante
complemento para [7], donde se expone la complejidad del aprendizaje de de-
pendencias de datos separadas en el tiempo por una distancia suficientemente
grande.
Para publicaciones cient´ıficas ma´s espec´ıficas acerca del tema, los recursos
[27], [5] y [20] han sido de gran utilidad en la elaboracio´n de este trabajo.
Los tres aplican te´cnicas de aprendizaje ma´quina para realizar ana´lisis de
sentimientos. Espec´ıficamente, utilizan redes neuronales recurrentes LSTM
para mejorar la conexio´n entre las dependencias de datos.
En cuanto a libros, [16], [36] y [37] se han utilizado en la elaboracio´n de
este texto. Mencio´n especial para el libro de Rau´l Rojas [37], que provee de
un enfoque elegante y de alto nivel sobre la materia.
Los recursos anteriormente citados no son los u´nicos que se han usado,
pero s´ı los ma´s relevantes. Durante el resto del trabajo se citara´n nuevos,
variados y relevantes recursos.
1.5. Metodolog´ıa
Sin tener en cuenta la introduccio´n, el trabajo se estructura en tres partes.
En la primera parte se establecera´n las bases teo´ricas necesarias sobre las que
se sustenta la pra´ctica. Una vez expuesto el contexto teo´rico, se procedera´ a
desarrollar la arquitectura de la aplicacio´n, explicando sus distintos niveles y
la relacio´n entre ellos. Por u´ltimo, la tercera parte constara´ de la exposicio´n
de resultados.
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2 MARCO TEO´RICO
Cabe sen˜alar que este trabajo no conforma un texto del estado del arte.
Algunas definiciones y requerimientos matema´ticos se han omitido en pos de
la operatividad.
2. Marco Teo´rico
2.1. Fundamentos de Redes Neuronales
Se puede decir que las redes neuronales nacieron bajo la tutela de la
biomı´mesis, la ciencia que estudia y mimetiza la naturaleza para resolver
problemas [10].
El inicio de este campo de estudio se produjo en 1943. Warren McCulloch
y Walter Pitts [26] escribieron un art´ıculo sobre el posible funcionamiento de
las neuronas biolo´gicas.
Con el desarrollo de la arquitectura von Neumann, el intere´s de los estu-
diosos se centro´ en la computacio´n convencional, dejando de lado las redes
neuronales. No fue hasta 1986 [25] que se progreso´ en el campo hasta alcanzar
un modelo de neurona multicapa.
Hoy en d´ıa, las redes neuronales se usan en todo tipo de aplicaciones y
dispositivos.
2.1.1. Definicio´n
Esencialmente, una red neuronal artificial es un modelo matema´tico que
imita algunas caracter´ısticas del funcionamiento de las redes neuronales biolo´gi-
cas. Formalmente, se puede describir una red neuronal artificial como una
funcio´n f que mapea una determinada entrada x en una determinada salida
y.
f : x −→ y (1)
Las redes neuronales esta´n formadas por un conjunto de unidades sim-
ples de procesamiento llamadas neuronas. Las neuronas se comunican entre
ellas mediante el env´ıo de sen˜ales a trave´s de un nu´mero determinado de
conexiones ponderadas.
2.1.2. Neurona Artificial
Como se ha comentado, las neuronas son unidades simples de procesa-
miento. En este trabajo se presentan las neuronas artificiales segu´n el modelo
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esta´ndar descrito por Rumelhart y McClelland [25]. Una neurona artificial
consiste en:
1. Un conjunto de entradas xj con j = 1, . . . , n y una salida yj.
2. Un conjunto de pesos o ponderaciones wjk con k = 1, . . . , n llamados
pesos sina´pticos.
3. Una regla de propagacio´n sj definida a partir del conjunto de entradas
y de los pesos sina´pticos:
sj =
n∑
j=1
wjkxj (2)
4. Un sesgo o umbral θj, a partir del cua´l la neurona queda activa. An˜adien-
do el sesgo, la regla de propagacio´n queda de la forma:
sj =
n∑
j=1
wjkxj + θj (3)
5. Una funcio´n de activacio´n que sirve para modificar la sj de forma no
lineal. Esto es necesario porque cada neurona representa un modelo de
regresio´n lineal, y la suma de n regresiones lineales es equivalente a otra
regresio´n lineal, reduciendo dra´sticamente el espacio de problemas que
se pueden modelizar con la red.
La funcio´n sigmoide es la ma´s comu´n en los textos acade´micos que
explican los fundamentes de redes neuronales.
σ(s) =
1
1 + e−s
(4)
Aunque existen otras [30] [1], las bases teo´ricas aqu´ı expuestas hara´n
uso de dicha funcio´n. En la parte de desarrollo, se especifican las fun-
ciones utilizadas para el modelo real y el porque´ de su eleccio´n.
Con las propiedades enumeradas anteriormente, el modelo de neurona
esta´ndar se puede presentar de la siguiente forma (figura 1):
yj = σ
(
n∑
j=1
wjkxj + θj
)
(5)
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x1
x2
x3
x4
Entradas
∑
Pesos
ponderados
θj
Sesgo
σ(s)
Funcio´n de
activacio´n
yj
Valor de
salida
Figura 1: Componentes ba´sicos de una neurona artificial expresados en forma
de grafo computacional [31].
2.1.3. Topolog´ıas en redes neuronales
En una red neuronal los nodos se conectan mediante sinapsis. El patro´n de
conexio´n determina el comportamiento de la red. T´ıpicamente, las neuronas
se agrupan en un nivel topolo´gico superior denominado capa. Se considera
que una red neuronal esta´ formada por al menos una capa. En este trabajo
so´lo se considerara´n 2 tipos de redes neuronales:
1. Prealimentadas : son aquellas en las que las neuronas de una determi-
nada capa i so´lo pueden transferir informacio´n a la capa i+ 1.
2. Recurrentes : son aquellas que pueden contener conexiones de retroali-
mentacio´n entre las neuronas.
2.2. Redes neuronales prealimentadas
Conocidas como redes feedforward. En ellas, la informacio´n se propaga
desde las capas previas hasta las capas posteriores, sin conexiones de retro-
alimentacio´n.
En las redes prealimentadas, se distinguen 3 tipos de capas (figura 2):
1. Capa de entrada: provee informacio´n del exterior a la red neuronal.
2. Capa oculta: se llaman de esa forma debido a que no interactu´an de
forma directa con el entorno exterior.
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3. Capa de salida: se utiliza para transferir la informacio´n computada al
exterior.
x1
x2
x3
x4
Capa de
entrada
h
(1)
1
h
(1)
2
h
(1)
3
Capa
oculta
yˆ1
yˆ2
Capa de
salida
Figura 2: Arquitectura neuronal compuesta por tres capas.
Representar la red neuronal usando la ecuacio´n (5) para cada neurona
puede resultar engorroso, as´ı que se suele usar la forma matricial para repre-
sentar la red por capas.
Sea l la capa que se quiere representar, la forma matricial para l se puede
describir como:
y[l] = w[l]x[l−1] + θ[l] (6)
Donde las dimensiones de cada para´metro se definen en funcio´n del nu´me-
ro de neuronas n de la capa correspondiente:
1. y[l] → [n[l], 1]
2. w[l] → [n[l], n[l−1]]
3. x[l−1] → [n[l−1], 1]
4. θ[l] → [n[l], 1]
De los para´metros anteriores, la matriz de pesos tiene especial relevancia
por la notacio´n de las ponderaciones individuales que conectan las capas.
As´ı, una conexio´n se define por w
[l]
jk, donde j es la neurona destino de la capa
l y k es la neurona origen de la capa l − 1.
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x1
x2
Capa 0
h
(1)
1
h
(1)
2
h
(1)
3
Capa 1
h
(2)
1
h
(2)
2
Capa 2
yˆ1
Capa 3
Figura 3: Ejemplo de red neuronal con conexiones ponderadas entre las capas
0 y 1.
Para la figura 3, la matriz de pesos de la capa 1 se definir´ıa como:
w[1] =

w
[1]
11 w
[1]
12
w
[1]
21 w
[1]
22
w
[1]
31 w
[1]
32
 (7)
2.2.1. Funcio´n de coste
El funcionamiento de una red neuronal artificial depende de forma directa
de los valores de las ponderaciones y de los sesgos. Cambiando estos valores se
modula el comportamiento de la red. Es necesario pues, evaluar la idoneidad
de dichos valores mediante una funcio´n de coste.
Al igual que con la funcio´n sigmoide, el error cuadra´tico medio es la
funcio´n t´ıpicamente elegida en los textos acade´micos que explican redes neu-
ronales; por tanto, de forma ana´loga, se escogera´ esta funcio´n para exponer
la teor´ıa y ma´s adelante se especificara´ la funcio´n escogida para el modelo
real.
J(wjk, θj) =
1
2
n∑
i=1
(y¯i − yi)2 (8)
Donde y¯ es el resultado de la red neuronal artificial e yi es el resultado real.
Cuanto ma´s pro´ximo sea el valor de J a cero, mejores sera´n las predicciones
de la red neuronal.
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2.2.2. Descenso del gradiente
Descenso del Gradiente es un algoritmo iterativo que se usa para obtener
un mı´nimo local, bajo ciertas condiciones, global, de una funcio´n.
Por lo general, minimizar una funcio´n f(x1, x2, . . . , xi) consiste en alterar
los valores xi siguiendo un criterio de reduccio´n para el valor de f . Esto es,
se empieza con una asuncio´n inicial para xi, minimizando los valores de xi
de forma progresiva para reducir f(x1, x2, . . . , xi). El nu´cleo del algoritmo
radica en la siguiente expresio´n:
xi = xi − η · ∇f(x1, x2, . . . , xi) (9)
Donde η es el ratio de aprendizaje. Un ratio de aprendizaje demasiado
bajo dara´ como resultado un nu´mero excesivo de pasos para alcanzar el
mı´nimo. Por el contrario, un ratio demasiado alto hara´ que los pasos sean
muy grandes, dificultando la bu´squeda del mı´nimo local (figura 4).
Figura 4: Ratio bajo (izquierda) frente a ratio alto (derecha). Fuente: [38].
La operacio´n ∇f(x1, x2, . . . , xi) corresponde al gradiente, que se expresa
de la siguiente forma:
∇f(x1, x2, . . . , xi) = ∂
∂xi
f(x1, x2, . . . , xi) =

∂f
∂x1
∂f
∂x2
...
∂f
∂xi

(10)
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Donde f(x1, x2, . . . , xi) es una funcio´n derivable.
Con todo, el algoritmo descenso del gradiente se puede describir como se
presenta en el algoritmo 1.
Algoritmo 1 - Descenso del gradiente
1: for i = 1 to I do
2: ∇f(x1, x2, . . . , xi)
3: xi ← xi − η · ∇f(x1, x2, . . . , xi)
4: end for
5: return xi
2.2.3. Retropropagacio´n
El algoritmo de retropropagacio´n es uno de los me´todos de entrenamiento
ma´s comunes en redes neuronales. En esencia, el algoritmo de retropropaga-
cio´n permite calcular el error de la red, y corregir sus para´metros en funcio´n
de dicho error.
Con todas las ecuaciones presentadas, la composicio´n de funciones para
la capa L se describe como:
J
(
y
[L]
j
(
s
[L]
j (w, θ)
))
(11)
Para obtener la variacio´n que se produce en J si variamos los pesos, se
usa la regla de la cadena:
∂J
∂w
[L]
jk
=
∂J
∂y
[L]
j
· ∂y
[L]
j
∂s
[L]
j
· ∂s
[L]
j
∂w
[L]
jk
(12)
El mismo proceso se sigue si se quiere obtener la variacio´n de J respecto
de los sesgos:
∂J
∂θ
[L]
jk
=
∂J
∂y
[L]
j
· ∂y
[L]
j
∂s
[L]
j
· ∂s
[L]
j
∂θ
[L]
jk
(13)
No´tese que hay te´rminos comunes en las ecuaciones (12) y (13). Dichos
te´rminos representan el error imputado a una neurona de la capa L.
δ[L] =
∂J
∂s
[L]
j
=
∂J
∂y
[L]
j
· ∂y
[L]
j
∂s
[L]
j
(14)
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Ahora se procedera´ a desglosar los te´rminos que aparecen en las expre-
siones anteriores, con el fin de obtener el gradiente de la funcio´n en la u´ltima
capa. Empezando por la derivada del error cuadra´tico medio.
∂J
∂y
[L]
j
=
2
n
n∑
i=1
(y¯i − yi) (15)
La variacio´n de la activacio´n con respecto de la suma ponderada:
∂y
[L]
j
∂s
[L]
j
= σ′
(
s
[L]
j
)
= σ
(
s
[L]
j
)
·
(
1− σ
(
s
[L]
j
))
(16)
La alteracio´n de la suma ponderada con respecto a los pesos:
∂s
[L]
j
∂w
[L]
jk
= y
[L−1]
j (17)
Y con respecto a los sesgos:
∂s
[L]
j
∂θ
[L]
j
= 1 (18)
Finalmente, las expresiones que permiten conocer el gradiente quedan de
la forma:
∂J
∂w
[L]
jk
= δ[L] · y[L−1]j (19)
∂J
∂θ
[L]
j
= δ[L] (20)
En base a las ecuaciones descritas, se presenta en el algoritmo 2 el pro-
ceso de retropropagacio´n, en notacio´n matricial, junto con el descenso del
gradiente que corrige los para´metros internos de la red.
2.3. Redes neuronales recurrentes
Cuando se trata de procesar lenguaje natural, las redes neuronales con-
vencionales (feedforward) no son apropiadas. Esto se debe a la necesidad
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Algoritmo 2 - Retropropagacio´n
1: for 1 to L do
2: y[l] = w[l]x[l−1] + θ[l]
3: end for
4: δ[L] =
∂J
∂y[L]
· ∂y
[L]
∂s[L]
5: for L to 1 do
6:
∂J
∂w[l]
= y[l+1] · δ[l]
7:
∂J
∂θ[l]
= δ[l]
8: δ[l] =
((
wl+1
)T · δ[l+1]) σ′ (sl)
9: w[l] = w[l] − η · δ[l] · (y[l−1])T
10: θ[l] = θ[l] − η · δ[l]
11: end for
de tener una entrada variable para la red. Las redes neuronales recurrentes
solucionan este problema usando bucles de retroalimentacio´n.
Una red neuronal recurrente, tambie´n llamada feedback, es aquella que
contiene bucles de retroalimentacio´n, permitiendo que la informacio´n adquie-
ra cara´cter persistente. Estas redes son adecuadas para procesar secuencias.
Una secuencia es un conjunto de datos ordenados. Las redes recurrentes
constituyen una funcio´n capaz de mapear los siguientes casos [2]:
1. f : secuencia −→ RL
2. f : RL −→ secuencia
3. f : secuencia −→ secuencia
Donde RL representa un vector de longitud L.
El funcionamiento de una red recurrente an˜ade una variable t nueva,
que por convenio recibe el nombre de tiempo a pesar de que no tiene que
referenciar a la magnitud f´ısica que recibe el mismo nombre. La red recurrente
se “desdobla” en funcio´n de los instantes de tiempo (figura 5).
Las neuronas de una red recurrente cambian sus propiedades respecto a
una red feedforward.
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xt−n xt xt+1
N N N
yt−n yt yt+1
wI wI wI
s0
wR
st−1
wR
st
wR
st+1
wR
Figura 5: Red N neuronal recurrente.
1. En lugar de una matriz de pesos, hay dos: wI y wR. Tanto wI como wR
se utilizan en todos los instantes t. Esto es, por cada instante t no se
genera una nueva matriz de pesos.
2. La suma ponderada cambia para tener en cuenta dichas matrices de
pesos.
st = wI · xt + wR · st−1 + θt (21)
3. La salida final de la red corresponde a la siguiente expresio´n:
yt = σ (wI · xt + wR · st−1 + θt) (22)
2.3.1. Funcio´n de coste
Con la red “desdoblada”, se procede a obtener el gradiente para realizar
retropropagacio´n de forma adecuada. Se puede observar que hay mu´ltiples
costes; en concreto, hay un coste por cada instante t. Los gradientes deben
combinarse para obtener los para´metros de forma adecuada. Por ejemplo, el
coste respecto de wI se expresa como:
∂J
∂wI
=
n∑
t=1
∂Jt
∂wI
(23)
El resto de ecuaciones, modificadas por esta nueva condicio´n, quedan
como:
∂J
∂wR
=
n∑
t=1
∂Jt
∂wR
(24)
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∂J
∂θt
=
n∑
t=1
∂Jt
∂θt
(25)
2.3.2. Desvanecimiento del Gradiente
Supo´ngase una red recurrente tal que t = 3. La salida de dicha red se
expresar´ıa como:
y3 = σ(wI · x3 + wR · (wI · x2 + wR · (wI · x1 + wR · x0)) (26)
Si se evalu´a el coste de dicha red para obtener el gradiente, la fo´rmula
obtenida queda como:
∂J3
∂wI
=
∂J3
∂y3
· ∂y3
∂s3
· ∂s3
∂s2
· ∂s2
∂s1
· ∂s1
∂wI
(27)
De las ecuaciones anteriores se deduce fa´cilmente que las fo´rmulas au-
mentan proporcionalmente al taman˜o de la red. Los valores que forman los
distintos te´rminos de la red son pequen˜os debido a la funcio´n de activacio´n y,
al multiplicarse, tienden a 0 conforme la red aumenta de taman˜o. Esto signi-
fica que los pesos y los sesgos no pueden actualizarse correctamente porque
el gradiente que actu´a de corrector se desvanece.
Este problema se conoce como desvanecimiento del gradiente [17], y pro-
voca que la red sea incapaz de conectar dependencias de informacio´n en
entradas de datos suficientemente grandes. Con el desvanecimiento del gra-
diente la informacio´n procesada por la red pierde cohesio´n, y los resultados
tienden a ser incorrectos.
Aunque existen varias soluciones a este problema, este trabajo se enfocara´
en una propuesta por Sepp Hochreiter y Ju¨rgen Schmidhuber en 1997 [18]:
las redes LSTM.
2.4. Redes LSTM
Las redes LSTM (Long short-term memory) son un tipo especial de red
recurrente disen˜adas espec´ıficamente para evitar el problema del desvaneci-
miento del gradiente.
Las redes LSTM se componen de una secuencia de unidades, o celdas,
encadenadas. La estructura de las unidades es ide´ntica (figura 6), pero no los
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valores que almacenan en forma de vector. Por cada instante de tiempo t, un
conjunto de vectores es procesado:
1. Una puerta para descartar: ft = σ (Wf × xt + Uf × ht−1 + bf )
2. Una puerta de entrada: it = σ (Wi × xt + Ui × ht−1 + bi)
3. Un vector de nuevos candidatos para el estado de la unidad:
C˜t = tanh (WC × xt + UC × ht−1 + bC)
4. Una puerta de salida: ot = σ (Wo × xt + Uo × ht−1 + bo)
5. La memoria de la unidad: Ct = it × C˜t + ft × Ct−1
6. Una capa de salida oculta: ht = ot × tanh(Ct)
Donde Wf , Uf ,Wi, Ui, son matrices de pesos y bf , bi, bC , b0 vectores de
sesgos.
σ σ Tanh σ
× +
× ×
Tanh
Ct−1
Estado anterior
ht−1
Salida anterior
xtEntrada
Ct
Nuevo estado
ht
Nueva salida
htNueva salida
Figura 6: Unidad LSTM.
El proceso interno se describe como sigue [32]:
1. Paso 1: La unidad decide que´ informacio´n va a ser descartada. Esto se
hace computando ft. Una vez ocurre esto, un nu´mero entre 0 y 1 se crea
para cada nu´mero en el estado de la celda Ct−1, donde un 1 representa
’mantener completamente’ y un 0 representa ’olvidar completamente’.
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2. Paso 2: La celda decide que´ informacio´n se va a almacenar, usando C˜t
y it.
3. Paso 3: La unidad actualiza el antiguo estado Ct−1 con el nuevo Ct.
Esto se hace computando la fo´rmula Ct
4. Paso 4: La salida ht es determinada en funcio´n de una versio´n filtrada
del estado de la celda.
3. Desarrollo
En esta seccio´n se expone el proceso seguido para transformar los datos a
un formato entendible por un modelo de aprendizaje ma´quina y se explican
las distintas iteraciones seguidas en la creacio´n de dicho modelo, detallando
los problemas asociados y las soluciones encontradas para e´stos.
3.1. Los datos
3.1.1. Origen
Para entrenar a la red neuronal hace falta una cantidad considerable de
datos. En este caso, los datos esta´n compuestos por 1,6 millones de tweets,
y son proporcionados por la Universidad de Stanford [40]; en concreto, los
datos tienen su origen en el proyecto open source Sentiment140.
El conjunto de datos contiene, adema´s de los tweets, la polaridad asociada
a estos; siendo 0 o´ 4 las posibles opciones para negativo y positivo respecti-
vamente. Esta polaridad se ha computado usando algoritmos de aprendizaje
no supervisado, como se explica en [15].
Este conjunto de datos se ha elegido por tres motivos:
1. La cantidad de datos es suficientemente grande como para permitir
extraer conclusiones relevantes.
2. La fuente que proporciona los datos es fiable.
3. Los datos esta´n en ingle´s, que es un idioma gramaticalmente menos
complejo que el castellano.
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3.1.2. Limpieza
La limpieza de los datos es uno de los pasos ma´s importantes a tener
en cuenta en este tipo de aplicaciones. En este caso particular, los datos
contienen mucho ruido y se necesita aplicar una serie de filtros y te´cnicas
para eliminar la informacio´n que no resulta u´til.
Los pasos que se han seguido para limpiar los datos se detallan a conti-
nuacio´n:
1. Convertir el texto a minu´scula.
2. Eliminar las menciones a usuarios, los hashtags y los enlaces a pa´ginas
web.
3. Eliminar todos los caracteres alfanume´ricos, as´ı como todos los nu´meros
y otros caracteres especiales.
4. Eliminar palabras vac´ıas, como art´ıculos, con la ayuda de un diccionario
ingle´s.
5. Corregir errores gramaticales en el texto restante.
6. Los tweets cuya longitud sea 0 como resultado de la limpieza sera´n
descartados.
3.1.3. Formato
Existen varios modelos [28] [35] para representar palabras en el campo del
procesamiento del lenguaje natural; en las primeras versiones del modelo, se
ha utilizado la te´cnica conocida como codificacio´n one hot. Ma´s adelante se
exploran otras opciones
Esta te´cnica consiste en crear, o cargar, un diccionario D de palabras
y representar cada palabra como un vector de ceros y un uno en el ı´ndice
correspondiente a dicha palabra en D (figura 7).
La representacio´n puede contraerse au´n ma´s. Cada palabra puede repre-
sentarse simplemente por un nu´mero entero, que indica el ı´ndice de la posicio´n
en la que se encuentra la palabra en el diccionario D. As´ı pues, suponiendo
que D tiene una longitud de 3000, el nu´mero 2999 equivale a la palabra zuzo´n
si el indexado empieza en 0.
Para modelizar un tweet completo, se concatenan los nu´meros que repre-
sentan las palabras que lo forman en un so´lo vector. Si el vector no tiene la
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D =

Ala
...
Boli
...
Zuzo´n

; Ala =

1
...
0
...
0

(28)
Figura 7: Representacio´n one hot para la palabra ala dado el diccionario D.
longitud necesaria, se completara´ el vector an˜adiendo elementos con valor 0
al mismo.
La longitud del diccionario se obtuvo tras recorrer todo el conjunto de
datos, con un doble bucle, y anotar las palabras y su frecuencia. La longitud
equivale al nu´mero de palabras con una frecuencia superior a 4. Esto se hizo
as´ı para reducir el coste computacional de la red, tanto en memoria como en
tiempo de procesamiento. Tras la limpieza de datos, para este conjunto, la
longitud del diccionario real es de 429.547 palabras, mientras que si se aplica
la condicio´n de la frecuencia mayor a 4, es de 67.251.
Finalmente, el conjunto de datos se dividio´, con un muestreo aleatorio, en
dos subconjuntos, uno de entrenamiento y otro de validacio´n, con una pro-
porcio´n de 0.8 y 0.2 respectivamente. Esta te´cnica se conoce como validacio´n
cruzada [19] [4], y se utiliza para estudiar la posible aparicio´n de problemas
en el entrenamiento, como sobreajuste o subajuste. Ma´s adelante se ampliara´
este tema.
3.2. Arquitectura de la red
3.2.1. Modelo
Para este modelo se ha optado por una arquitectura de 4 capas (figura
8). La primera capa es una capa de word embeddings, o incrustaciones de
palabras, que sirve para transformar los tweets a vectores de nu´meros reales.
La segunda capa consiste en 32 unidades LSTM que se encargara´n de procesar
dependencias de datos de forma eficiente. La tercera capa estara´ formada
por 16 neuronas esta´ndar, y servira´ para an˜adir un nivel de complejidad al
aprendizaje de la red. Por u´ltimo, la capa nu´mero 4 sera´ la encargada de
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transmitir los resultados de la red; consiste en 2 neuronas que representan
las dos posibles polaridades asociadas a los tweets.
Capa Embedding
Capa LSTM n = 32
Capa esta´ndar n = 16
Capa de salida n = 2
Figura 8: Distribucio´n de las capas del modelo utilizado.
3.2.2. Funcio´n de coste
Como se ha clarificado en los fundamentos teo´ricos, el error cuadra´tico
medio se ha utilizado para mostrar el funcionamiento de una red neuronal.
En el modelo real, sin embargo, se ha usado entrop´ıa cruzada binaria:
Hq(q) = − 1
n
n∑
i=1
yi · log(p(yi)) + (1− yi) · log(1− p(yi)) (29)
donde y es la clase (0 y 4 en este caso) y p(y) es la probabilidad de que la
prediccio´n sea 4.
La funcio´n entrop´ıa cruzada es la que se escoge t´ıpicamente en tareas de
clasificacio´n. En este caso, la clasificacio´n es binaria y, por tanto, se aplica
entrop´ıa cruzada binaria.
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3.2.3. Funciones de activacio´n
Adema´s de la mencionada funcio´n sigmoide, este modelo hace uso de dos
funciones ma´s. La funcio´n tanh(x) se aplica en las unidades LSTM:
tanh(x) =
ex − e−x
ex + e−x
(30)
La funcio´n ReLU , rectificador, se ha utilizado en la capa esta´nda de 16
neuronas:
ReLU(x) = max(0, x) (31)
La funcio´n tanh(x) es una de las usadas en el modelo LSTM para definir
su comportamiento [18]. En cuanto a la funcio´n ReLU (rectificador lineal),
en [14] se prueba que el uso de esta funcio´n mejora, en el campo del ana´lisis
de sentimientos, los resultados respecto a un modelo que use otras funciones
para las capas de la red.
3.3. Caracter´ısticas de la aplicacio´n
3.3.1. Programacio´n de la red
La instancia ma´s primitiva de la programacio´n de la red se creo´ utilizan-
do Python junto con la librer´ıa numpy. El co´digo se puede encontrar aqu´ı.
Funcionaba de forma correcta, pero su rendimiento no era suficiente, puesto
que 500 iteraciones sobre un conjunto de datos de longitud 50 tomaba alre-
dedor de 5 minutos. Dado que el conjunto usado es de 1.6 millones entradas,
el programa no era apropiado para ser escalado.
En este punto se considera TensorFlow [3], una librer´ıa opensource de
aprendizaje ma´quina, disen˜ada para aprovechar las caracter´ısticas de los gra-
fos computacionales. Segu´n Chris Olah, hay casos en los que implementar una
red neuronal usando esta te´cnica mejora el rendimiento hasta 10 millones de
veces [31]. TensorFlow provee de una API de alto nivel que facilita la crea-
cio´n de redes neuronales: Keras [9]. Dicha API es la que se ha utilizado en
la elaboracio´n de este trabajo.
3.3.2. Interfaz Gra´fica
Para la interfaz gra´fica se ha utilizado Dash Open Source, un framework
que permite construir aplicaciones web interactivas de forma sencilla. La
figura 9 muestra co´mo se ve parte de la aplicacio´n.
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Figura 9: Vista parcial de la aplicacio´n interactiva creada con Dash Open
Source. El co´digo se puede encontrar aqu´ı.
4. Resultados
4.1. Primeros Resultados
La primera ejecucio´n se realizo´ con 15 epochs (un epoch es una iteracio´n
completa sobre el conjunto de datos). Se puede ver en las gra´ficas co´mo la
red mejora su precisio´n en el conjunto de datos de entrenamiento, al mismo
tiempo que disminuye el coste. A priori, todo parece ir segu´n lo previsto, con
una precisio´n del 81,89 %; sin embargo, al comprobar los datos de validacio´n
y compararlos con los de entrenamiento, se puede ver claramente que la red
sufre de sobreajuste (overfitting) (figuras 10 y 11).
Uno de los objetivos principales del aprendizaje ma´quina es que los mode-
los creados sean capaces de generalizar su conocimiento. Esto es, el modelo
debe ser capaz de realizar predicciones con una precisio´n aceptable sobre
datos que nunca haya procesado.Cabr´ıa preguntarse, entonces, si un mode-
lo bien ajustado a los datos de entrenamiento generalizara´ bien sobre unos
datos de evaluacio´n, siendo estos u´ltimos desconocidos para dicho modelo.
Sabiendo que la red trata de encontrar una curva que se ajuste a los
puntos, un modelo cuya curva se cin˜a al mayor nu´mero de datos posible sera´
ma´s preciso, pero la probabilidad de sobreajuste aumentara´ debido a que
la flexibilidad de la curva puede ser demasiado alta. Esto significa que en
un modelo sobreajustado, la funcio´n entre los puntos sera´ demasiado curva,
tanto que las predicciones para los nuevos valores tendra´n un error mayor
que el de una curva menos ajustada [39]. En otras palabras, la funcio´n de la
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Figura 10: Gra´ficas de los valores de coste para los conjuntos de datos de
entrenamiento y validacio´n.
red se esta´ acomodando a los datos y al ruido contenido en los mismos.
El sobreajuste se puede identificar fa´cilmente observando el punto a partir
del cual la precisio´n de entrenamiento sube mientras que la de validacio´n
baja. De forma ana´loga, el coste de entrenamiento decrece mientras que el
de validacio´n aumenta. Ambas situaciones se dan en las gra´ficas presentadas
anteriormente, a partir del segundo epoch (figuras 10 y 11).
Existen distintas maneras de tratar con el sobreajuste:
1. Reducir la complejidad del modelo: reduciendo el taman˜o de las capas,
o elimina´ndolas directamente, la capacidad de memorizacio´n de la red
se reduce tambie´n.
2. Regularizacio´n: que consiste en minimizar la complejidad del modelo
a la par que el coste.
3. Interrupcio´n temprana: interrumpiendo el entrenamiento de la red en
el punto de inflexio´n en el que se produce el sobreajuste.
Por simplicidad, se han aplicado las te´cnicas de reduccio´n de la comple-
jidad y de interrupcio´n temprana.
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Figura 11: Gra´ficas de los valores de precisio´n de la red ejecutando el conjunto
de datos de entrenamiento y validacio´n.
4.2. Interrupcio´n temprana
Con esta te´cnica se asume que, con la configuracio´n utilizada, la red no
puede tener un rendimiento mejor del que se produce en el menor mı´nimo de
coste. En este caso, se ha realizado el entrenamiento con 3 epochs, ya que el
punto de inflexio´n en el primer entrenamiento se produce en el epoch nu´mero
2.
Se ha decidido parar en 3 epochs en lugar de 2 para apreciar el punto
de inflexio´n en la gra´fica (figura 12), adema´s de porque la diferencia en la
precisio´n es mı´nima, permitiendo realizar tal accio´n sin penalizar en exceso
el rendimiento de la red.
4.3. Reduccio´n de complejidad
Hay veces que el modelo resulta demasiado complejo para la aplicacio´n
y es necesario reducirlo. En este caso, se ha realizado una reduccio´n de la
complejidad eliminando la capa esta´ndar que se situ´a entre la capa LSTM y
la capa de salida.
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Figura 12: Gra´ficas de los valores de precisio´n de la red ejecutando el conjunto
de datos de entrenamiento y validacio´n, aplicando interrupcio´n temprana.
Se puede apreciar en el figura 13 que reducir el modelo no tiene un gran
impacto en el rendimiento de la red. Con so´lo 4 epochs, ya se puede percibir
el sobreajuste en el epoch nu´mero 2, donde la precisio´n de validacio´n empieza
a decaer.
4.4. Uso de vectores de palabras
La u´ltima iteracio´n del proceso de creacio´n de la red consiste en utilizar
vectores de palabras predefinidos. Utilizar una representacio´n ato´mica, como
la codificacio´n one hot, es u´til y sencillo, pero no proporciona informacio´n del
contexto en el que las palabras son usadas. Esto es debido a que los vectores
que representan las palabras son ortogonales entre s´ı y, al multiplicarlos, el
resultado es un vector de ceros, provocando situaciones en las que las palabras
democracia y gato tienen el mismo valor estad´ıstico. Como u´ltima desventaja,
representar las palabras de forma ato´mica produce que los datos este´n ma´s
dispersos; generalmente, esto significa que hace falta ma´s datos para entrenar
los modelos [3].
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Figura 13: Gra´ficas de los valores de precisio´n de la red ejecutando el conjunto
de datos de entrenamiento y validacio´n, aplicando reduccio´n de complejidad
Los vectores de palabras son modelos de espacio vectorial, y su funcio´n
consiste en representar palabras en un espacio vectorial continuo, donde las
palabras sema´nticamente similares son mapeadas con vectores tambie´n simi-
lares. Tanto los modelos GloVe [35] como word2Vec [28] han sido usados en
este trabajo.
El modelo GloVe se ha utilizado para crear una matriz de pesos preen-
trenados, sobre la capa embedding de la red, que mapea las palabras a una
representacio´n vectorial continua. El modelo word2vec se ha utilizado para
crear un espacio vectorial continuo, alimentado por las palabras contenidas
en el conjunto de datos, lo que permite representar las palabras reduciendo
su dimensionalidad mediante la te´cnica t-SNE [22].
Reducir la dimensionalidad de los vectores que representan las palabras
abre nuevas posibilidades, como la aplicacio´n de algoritmos no supervisados
para encontrar clusters sobre los datos [24]. Esta te´cnica no so´lo es u´til para
representar vectores de palabras, sino tambie´n para ima´genes, audio y otros
tipos de datos.
En las figuras 14 y 15 se puede apreciar que el sobreajuste ha desapareci-
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Figura 14: Gra´ficas de los valores de precisio´n de la red ejecutando el con-
junto de datos de entrenamiento y validacio´n, usando GloVe para mapear las
palabras en vectores.
do, y que la red podr´ıa entrenarse ma´s. Adema´s, los tiempos de ejecucio´n de
un epoch usando vectores de palabras son considerablemente menores com-
parados con la codificacio´n ato´mica: 50 minutos frente a casi 12 horas por
epoch.
4.5. Evaluacio´n mediante el coeficiente Kappa
Para evaluar el rendimiento de la red se ha utilizado el coeficienta Kappa
de Cohen [11]. Este coeficiente es una medida estad´ıstica del acuerdo que
tiene en cuenta la concordancia ocurrida de forma azarosa, siendo mejor que
el simple ca´lculo del porcentaje de aciertos y fallos con respecto al total. En
las publicaciones [41] y [8] se sugiere el uso del coeficiente Kappa para evaluar
clasificadores, siendo el resultado satisfactorio, ya que el uso del coeficiente
Kappa facilita la obtencio´n de clasificadores ma´s precisos.
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Figura 15: Gra´ficas de los valores de coste de la red ejecutando el conjunto de
datos de entrenamiento y validacio´n, usando GloVe para mapear las palabras
en vectores.
El coeficiente Kappa de Cohen se define como:
k =
po − pe
1− pe (32)
donde po es la probabilidad emp´ırica de acuerdo sobre la clase asignada
a una muestra cualquiera y pe es la probabilidad hipote´tica de acuerdo por
azar.
La red se evaluara´ sobre un conjunto de datos de 359 entradas, llamado
test. Este conjunto viene incluido en el archivo que contiene los datos de
entrenamiento, y su funcio´n no es otra que ser usado para evaluar el com-
portamiento final del modelo.
Dado que tanto en la creacio´n de la red como en la transformacio´n del
texto a vectores continuos hay variables aleatorias, el coeficiente se calculara´
cinco veces y el resultado final sera´ la media. Las variables que se deben tener
en cuenta para calcular este coeficiente son:
1. El nu´mero de positivos reales que son evaluados como positivos. Esta
variable recibe el nombre de pp.
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Ej. 1 Ej. 2 Ej. 3 Ej. 4 Ej. 5
pp 133 141 137 128 137
nn 135 120 122 134 131
np 49 41 45 54 45
pn 42 57 55 43 46
Cuadro 6: Tabla con los resultados obtenidos en 5 ejecuciones del modelo
para el conjunto de datos test.
2. El nu´mero de negativos reales que son evaluados como negativos. Esta
variable recibe el nombre de nn.
3. El nu´mero de negativos reales que son evaluados como positivos. Esta
variable recibe el nombre de np.
4. El nu´mero de positivos reales que son evaluados como negativos. Esta
variable recibe el nombre de pn.
5. El nu´mero total de evaluaciones. En este caso, 359.
En el cuadro 6 se pueden encontrar los valores de estas variables:
A continuacio´n, se realizara´ como ejemplo el ca´lculo del coeficiente Kappa
de Cohen para la primera ejecucio´n del modelo. Tras este ca´lculo, se asume
que el proceso es el mismo para las otras ejecuciones.
total = pp+ nn+ np+ pn (33)
po =
pp+ nn
total
=
268
359
= 0,746518 (34)
ppositivo =
pp+ pn
total
· pp+ np
total
=
175
359
· 182
359
= 0,24712 (35)
pnegativo =
np+ nn
total
· pn+ nn
total
=
184
359
· 177
359
= 0,24712 (36)
pe = ppositivo + pnegativo = 0,49982 (37)
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k1 =
0,746518− 0,49982
1− 0,49982 = 0,49321 (38)
El resto de coeficientes son:
k2 = 0,45325; k3 = 0,44235; k4 = 0,45996; k5 = 0,49289 (39)
Por tanto, la media de los coeficientes es k¯ = 0,46833.
La publicacio´n [21] contiene una tabla con la fuerza de concordancia aso-
ciada al valor del coeficiente Kappa de Cohen. Aunque los rangos elegidos
en esta tabla sean arbitrarios, proveen de una suerte de benchmark sobre
el rendimiento. El valor obtenido en las tareas de clasificacio´n de la red es
moderado, ya que se encuentra en el rango 0,41− 0,60.
5. Conclusiones
5.1. Conclusiones sobre los resultados
Puede parecer que el coeficiente Kappa ha arrojado un resultado algo de-
cepcionante, pero hay que tener en cuenta que dicho coeficiente puede tomar
valores negativos. Adema´s, usando la definicio´n ingenua de probabilidad
P (A) =
casos favorables a A
casos posibles
(40)
la precisio´n de la red sobre el conjunto de datos test es superior al 70 %.
La calificacio´n recibida responde a una particio´n en rangos arbitraria creada
por un acade´mico, con el fin de categorizar el rendimiento de un modelo de
clasificacio´n. Sin desmerecer el trabajo de otros, el modelo tiene una precisio´n
ma´s que aceptable.
Por u´ltimo, cabe destacar que la transformacio´n de las palabras a vectores
continuos usando GloVe y word2vec ha sido clave para mantener la precisio´n
al mismo tiempo que se reduc´ıa de forma excepcional los tiempos de ejecucio´n
de los epochs durante el proceso de entrenamiento.
5.2. Conclusiones finales
Hay mucha literatura entorno al ana´lisis de sentimientos, pero es un cam-
po que esta´ en sus inicios. Parece bastante claro que las compan˜´ıas valoran
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muy positivamente las herramientas capaces de aplicar te´cnicas del proce-
samiento del lenguaje natural para extraer opiniones [6], pues les permite
adaptar sus procesos de negocio de forma ma´s eficaz para ahorrar costes y
ganar ma´s dinero. Los grandes agentes del mercado no son una excepcio´n.
Google Brain, junto con la universidad de Carnegie Mellon, dio a conocer
una nueva arquitectura basada en las redes LSTM este mismo an˜o: Trans-
formers XL [12]. Esta arquitectura tiene una mayor capacidad para conectar
dependencias de datos que las redes LSTM, y es de suponer que Alphabet, la
empresa propietaria, hara´ uso de esta tecnolog´ıa en sus servicios.
Este contexto es beneficioso para el desarrollo teo´rico de nuevos conceptos,
arquitecturas, modelos y procedimientos en el campo del procesamiento del
lenguaje natural, pues no so´lo las grandes corporaciones se benefician de estos
avances, aunque s´ı son los que disponen de ma´s recursos para implementarlos
en sus servicios y/o productos. Parece claro que el crecimiento de este campo
en los pro´ximos an˜os esta´ asegurado.
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