This paper considers a nonlinear time series model associated with both nonstationarity and endogeneity. The proposed model is then estimated by a nonparametric series method. An asymptotic theory is established in both point-wise and the space metric sense for the estimator. The Monte Carlo simulation results show that the performance of the proposed estimate is numerically satisfactory.
Introduction
Since Engle and Granger (1987) , the concept of cointegration has become popular in economics because cointegration relationships are often used to describe economic variables which share some common stochastic trends or have long-run equilibrium relationships. However, the idea that every small deviation from the long-run equilibrium will lead instantaneously to error correction mechanisms is implicit in the definition. Nonetheless, as argued by Balke and Fomby (1997) , the presence of fixed costs of adjustment may prevent economic agents from adjusting continuously, thus the movement towards the long-run equilibrium need not occur in every period such that linear cointegration may fail. Also, there is consensus in econometrics that nonlinearity is now the norm, rather than the exception (as discussed in Granger 1995; Gao 2007; Teräsvirta et al. 2010, for example) . Misspecifying a linear cointegration model may lead to non-finding of cointegration.
Recently, nonlinear cointegration models have become a hot topic in econometrics. Park and Phillips (1999) discuss asymptotics for nonlinear transformation of unit root process and Park and Phillips (2001) for nonlinear regression with a unit root process. Furthermore, asymptotic properties for nonparametric estimation for nonlinear cointegration models have been derived by Wang and Phillips (2009a,b) . Meanwhile, Karlsen and Tjøstheim (2001) and Karlsen et al. (2007) also derive some limit theory for nonparametric estimation of nonlinear cointegration based on different assumptions on the data generating process and different mathematical techniques. Chen et al. (2012) consider estimation issues in a partially linear model with nonstationary regressors. Gao and Phillips (2013) consider semiparametric estimation in triangular system equations with nonstationarity and endogeneity.
In addition to the kernel-based estimation proposed in the literature, the series estimation method is another commonly used estimation method. When the data are either independent and identically distributed or stationary, estimation theories based on series estimation methods have been discussed in Andrews (1991) , Newey (1997) , Chen and Shen (1998) and Gao (2007) for example. However, as far as we know, when the data set is assumed to be unit root nonstationary, there are only a couple of studies based on series estimation. Gao (2013, 2014) were among the first considering series expansion for nonstationary data. Dong and Gao (2013) discuss series expansion for Lévy processes which can be considered as an orthogonal series expansion based on time varying probability densities. By contrast, we propose using a Hermite series expansion which is orthogonal with respect to Lebesgue density without specifying the distribution of the innovation to unit root process. Thus, we allow for much more general data generating assumptions. It is well known that the series estimation has some advantages over the kernel-based estimation. For example, it is easy to impose some types of restrictions, such as additive separability. It is also computationally convenient.
In this paper, we consider a class of integrable regression models and propose using a Hermite series estimation method for such a class of cointegration models where the time series regressor is nonstationary and endogenous with the error process. Without necessarily using an instrumental variable approach, we show that the proposed nonparametric series estimator is still asymptotically consistent and normally distributed under such a type of endogeneity. The nonparametric series based approach under endogeneity complements an existing kernel based method by Wang and Phillips (2014) . It should be pointed out that while similar asymptotic results, such as Theorem 3.1 and Corollary 3.1 listed in Section 3.2 below, may be obtained by either the kernel or the series based method, both the establishments and the proofs of the asymptotic results are quite different. It should also be pointed out that while the class of integrable models may be restrictive, such integrable models have their own empirical applications for appropriately balancing the relationship between a stationary time series on the left-hand side and a highly nonstationary regressor on the right-hand side (see, for example, Marmer (2008)). Meanwhile, we establish an asymptotic distributional theory for a matrix of partial sums of nonlinear nonstationary time series in Theorem 3.2 listed in Section 3.3 below. Such an asymptotic result is generally applicable to deal with the inverses of matrices of unit root nonstationary time series. As a consequence, we are able to establish some uniform consistency results and an asymptotic normality for the series based estimator with a rate of T −1/4 p 1/2 , where p is the truncation parameter involved in the series approximation and T is the sample size.
The organisation of this paper is as follows. In Section 2, we propose the model and discuss its estimation and assumptions. In Section 3, we derive the uniform consistency and asymptotic normality of the series estimator. In Section 4, we conduct Monte Carlo simulation to evaluate the finite sample performance of the nonparametric series estimator. Section 5 discusses potential extension, followed by Section 6 that concludes the paper. Several lemmas are present in Appendix A, which are crucial for the proof of our main results in Appendix B.
The proofs of the lemmas listed in Appendix A, as well as a detailed proof of one theorem, are
given in Appendix C of the paper.
Throughout this paper, → D , → P and → a.s. denote convergence in distribution, in probability and almost surely, respectively. For a vector · stands for the Euclidean norm and for a matrix
n j=1 a 2 ij . g(x)dx stands for an integral over (−∞, +∞).
2 Model estimation and assumptions
Preliminaries of the Hermite functions
In this paper, we use the Hermite functions to estimate square integrable functionals of a unit root process. Let {H i (x)} ∞ i=0 be the Hermite polynomial system orthogonal with respect to the weight function exp(−x 2 ) given by
is a complete orthogonal system in the Hilbert space L 2 (R, exp(−x 2 )) = {g(x) : g 2 (x)e −x 2 dx < ∞} satisfying the orthogonality H i (x)H j (x)e −x 2 dx = √ π2 i i!δ ij , where R = (−∞, ∞) and δ ij is the Kronecker delta function. Define
is the so-called Hermite series or Hermite functions in the literature, com-
R) has an infinite orthogonal series expansion
Moreover, F i (x) is bounded uniformly in both i and x ∈ R (see Szego, 1975, p. 242) .
Model estimation and assumptions
Consider a nonparametric regression model of the form
where v t is a stationary linear process, x 0 = O P (1), e t is also a stationary linear process, and
. In view of (2.3), for each t we have
after truncation, or in a matrix form,
where
τ and e = (e 1 , · · · , e T ) τ . Hence, by the ordinary least-square (OLS) method θ is estimated by
Then, naturally the series estimator of function f (x) for any x ∈ R is f (x) = Z τ p (x) θ. To proceed further, we introduce the following technical assumptions.
Assumption 1. (a) Let { j , j ∈ Z} be a sequence of independent and identically distributed (iid) continuous random variables satisfying E 0 = 0, E 2 0 = 1 and E 4 0 < ∞. Let ϕ(u) be the characteristic function of 0 satisfy |u ϕ(u)|du < ∞. 
. Suppose that there is a nonnegative function k(λ) such that max j≥0 |h(λφ j )| ≤ k(λ) and
is the characteristic function of e t .
Condition (a) shows the requirement for the underlying process { j , j ∈ Z} that determines the properties of the regressor and the error term. The moment conditions are commonly used in the literature. The integrability of |λϕ(λ)| in (1) is about to derive some properties for the density functions related to x t , and the condition for h(u) is satisfied in many cases, such as symmetric stable variables with α ∈ [1, 2], in which h(u) = C 1 u α−1 and k(u) = C 2 u α−1
for some finite C 1 and C 2 . Meanwhile, Assumption 1(d) is also satisfied with the case where φ(u) = 2/(e u + e −u ) and then h(u) = e −u −e u e u +e −u and k(u) = 1 (Lukacs, 1970, p.88 ). The regressor x t is integrated by the linear process v t , while the linear processes v t and e t have the same i.i.d. sequence { j , j ∈ Z} as building blocks. The endogeneity of the structural cointegration model is incurred accordingly. While the same type of endogeneity is used in Wang and Phillips (2014) for the kernel estimation method, the estimation method as well as the establishment and the proof of the main results in this paper are quite different from the kernel method case.
By the Beveridge-Nelson decomposition (Phillips and Solo, 1992, p. 972) , v t = ψ t +ṽ t−1 −ṽ t whereṽ t = ∞ j=0ψ j t−j withψ j = ∞ k=j+1 ψ k . Note thatṽ t is a stationary process since ∞ j=0 |ψ j | 2 < ∞ due to (b) of Assumption 1. A similar condition is used in Phillips and Solo (1992) . It follows that x t = ψ t j=1 j +ṽ 0 −ṽ t and hence
Define, for 0 ≤ u ≤ 1,
t x t and e t are asymptotically uncorrelated for large t. More importantly, in Lemma A.5 below we claim that d −1 t x t and e s are asymptotically independent for all large t and s. Our asymptotic theory is built upon the asymptotic independence.
Meanwhile, our asymptotic theory relies on the local time process
where I(A) denotes the conventional indicator function. Roughly speaking, the local time can be interpreted as a spatial occupation density in s for Brownian motion B(u). The local time is a key tool in studying the intersection of nonlinearity and nonstationarity, e.g., Phillips (1999, 2001 ), Wang and Phillips (2009a) . Phillips (2001) provides some examples where the tool of local time can be used to analyse economic time series which is called "spatial analysis of time series".
Assumption 2 requires that f (x) is sufficiently smooth with the thin tail such that the orthogonal expansion converges with a fast rate. See Lemma A.3 in Appendix A. The same assumption in a different form is used by Lemma 3 of Schwartz (1967) . The classes of f includes Gaussian functions, Laplace functions and functions with compact support. . Assumption 3 restricts the truncation parameter p to guarantee the convergence of the regression matrix Z τ Z and the smoothness order r to ensure the truncation residue γ p (·) does not affect the limit distribution studied below. The condition for r and α also implies r > 7 2 , which can be satisfied by r ≥ 4 in Assumption 2.
3 Asymptotic theory
Consistency of series estimator
In this subsection, we discuss the asymptotic consistency of the series estimator.
Lemma 3.1. Under Assumptions 1-3, we have as T → ∞, θ − θ = o P (1), and
Lemma 3.1 shows that the estimated coefficients converge to the true coefficients and the series estimator f (x) for f (x) has a uniform convergence.
When data are stationary time series, polynomials or splines are usually used as basis functions, e.g., in Andrews (1991) , Newey(1997), and Gao (2007) . In their cases, the uniform consistency is usually based on more restrictive assumptions than those for the point-wise consistency. By contrast, in nonparametric and nonstationary context it is very difficult, if not impossible, to obtain a uniform convergence on the entire real line using kernel method. Gao et al. (2009), Chan and and Wang and Chan (2014) study the uniform convergence that, however, happen in a compact domain of the real line. In our study, due to the uniform boundedness of Hermite series, the uniform consistency requires the same conditions as those for the point-wise consistency. This is one of advantages that series estimation has in comparison with kernel estimation.
Asymptotic distribution
In this subsection, we shall establish asymptotical distribution for the series estimator. There are two kinds of approximation of f (x) to f (x): one is pointwise,
The following theorem gives the asymptotic distribution of f (x) in both the pointwise and L 2 -norm sense.
Theorem 3.1. Under Assumptions 1-3, we have as T → ∞
and moreover 1
where L B (1, 0) is a local-time random variable with its cumulative distribution function being given by
in which Φ(x) is the cdf of N (0, 1). where h is the bandwidth parameter. Thus, they are equivalent when we replace h by p −1 .
Note also that there are three nuisance parameters involved in the large sample theory of (3.1), namely,
e and the local time L B (1, 0), which should be replaced by their consistent estimates. However, noting the structure of L B (1, 0)/d T in (3.1) and the limit
we may estimate the ratio of L B (1, 0)/|ψ| by
. Moreover, we estimate σ It is also possible to estimate ψ individually if we stipulate a parametric structure for the linear process v t in Assumption 1. See Dong and Gao (2014) for the details. Thus, in practice the limit in (3.2) can also be used for inference by noting that L B (1, 0) follows the same distribution as |N | where N is a standard normal variable. Nonetheless, we focus only on (3.1) since the limit is normal and it does not need an estimate of ψ.
Corollary 3.1. Under Assumptions 1-3, we have as
The proofs of Lemma 3.1, Theorem 3.1 and Corollary 3.1, which are given in Appendix B, employ an asymptotic approximation of the regression matrix Z τ Z by a diagonal matrix listed in Theorem 3.2 in the next subsection.
3.3 Asymptotic property of Z τ Z
As mentioned in the introductory section and seen in the above discussion, the least squares estimator of θ involves an inverse matrix of Z τ Z, which causes both theoretical and computational difficulties. In the literature, such difficulties are avoided through using a transformed version of θ of the form θ = Z τ Z · θ (see, for example, Dong and Gao 2014) . As a consequence, it is difficult to obtain a rate of convergence for θ, although a rate of convergence of θ is available.
Therefore, we tackle this difficulty by studying the convergence of . Suppose that Assumption 1 holds.
Then, in an expanded probability space, we have as
where I p is an identity matrix of dimension p × p.
It follows from the definition of Z that
Since p → ∞, existing results Phillips 2009a, 2011 , for example) regarding all terms in the bracket are not applicable. Thus, the proof of Theorem 3.2 is not trivial because the key steps used in deriving the rates of convergence for the terms in the bracket use new ideas and various properties about the orthogonal series.
As frequently encountered in the nonparametric nonstationary series estimation context, Theorem 3.2 is of independent interest. The implication is that the regression matrix Z τ Z for the parameterized model after normalization is asymptotically a diagonal matrix with L B (1, 0) at its diagonal, and hence the eigenvalues satisfy λ min (
and λ max (
. Our experience suggests that such convergence itself may be applicable to significantly simplify the construction of existing estimation and specification procedures, such as those discussed in Gao (2013, 2014) .
The proof of Theorem 3.2 is given in Appendix C of the supplementary material. In Section 4 below, we examine the finite-sample performance of the series estimation.
Simulation study
In this section, we conduct Monte Carlo experiments to assess the finite sample performance of the proposed nonparametric series estimator. The data generation procedure is as follows.
Let { t , e t } be an independent and identically distributed sequence, { t , e t } ∼ N (0, Σ) with
The regressor x t is integrated by an AR(1) process v t , i.e.
x t =x t−1 + v t and v t = 0.2 v t−1 + t ,
The following models are used to investigate the performance:
Model 1 :
Model 2 :
We shall consider two cases for ρ: ρ = 0, implying the case of exogeneity, and ρ = 0.9, implying the existence of endogeneity.
Bias and standard deviation
Let T = 400, 800, 1200 and 1800 be the sample sizes. The number of replications is 2000.
Using a generalised cross-validation method proposed in Gao et al. (2002) , the truncation parameter is chosen as p = [2 · T 1/8 ] such that it varies along with the sample size and satisfies the theoretical requirement in Assumption 3.
The sample bias, standard deviation (Std) and root mean square error (RMSE) are defined
, respectively, where (x n,1 , · · · , x n,T ) denotes the simulated data in n − th replication, and by which f (·) is the series estimator of the regression function, and f (·) = Z p (·) τ¯ θ with¯ θ being the average of θ n over Monte Carlo replications, and N is the number of replications. The results of the simulation are summarised in Table 1 .
It should be pointed out that the sample size of simulation for nonstationary integrable regression models usually has to be much larger than that for stationary regression models.
The reason is the slower rate of convergence in the former case.
It can be seen from Table 1 that both the bias and the standard deviation decrease with the increase of the sample size. These verify the approximation of the proposed estimator outperforms Model 1 in all sample sizes. According to our experience this may be mainly due to the difference in the tails of two regression functions, namely, the tail of 1/(1 + x 4 ) is much heavier than that of (1+sin(x)) exp(−x 2 /2). It is known that the heavier tail results in a slower convergence of the orthogonal series expansion. Consequently, Model 2 has better results than Model 1.
Additionally, the results for the case of ρ = 0 and the case ρ = 0.9 have no evidence to show how they are different. Based on these results, the endogeneity does not affect the nonparametric estimate in the proposed models, and more importantly, this coincides with our theoretical findings in the preceding section.
Normal approximation and confidence interval curves
Corollary 3.1 gives the normality of our estimator f (x) with all nuisance parameters estimated by the observation {(x t , y t ), t = 1, · · · , T }. Accordingly, we are able to construct the confidence interval at a significance level and any point. This section devotes to the visualization of the normality.
To do so, using ksdensity function in MatLab we first estimate the density of a set of
with normalization according to Corollary 3.1 for a particular point x * = 0 for
Model 2 with T = 200, 400 and 800 for ρ = 0 and N = 1000, where the truncation parameter is taken using the same formula as before, viz., Technically, we only use the replications that both the numbers of observations less than and larger than zero are greater than 0.2 T . The reason is that, due to the divergence of the integrated data, it is possible that the generated data (x n1 , · · · , x nT ), where n corresponds to the n-th replication of the total number of replications, in one replication may be located mostly in one side of zero, which definitely gives a poor estimation of the density, particularly for the kernel method of ksdensity function in Matlab. Similar discussion is available in Section 5 of Karlsen et al. (2007) . Figure 1a shows three estimated density curves corresponding to the different sample size T . It can be seen that the densities gradually approach to the standard normal density with the increase of the sample size. We may conclude that the theoretical result of the normality in Corollary 3.1 is verified in this experiment.
Second, for significance level 95%, we draw for Model 2 the lower bound and upper bound confidence curves based on the result of (3.5), namely,
where φ(·) is the density function of a standard normal variable. Here, T = 800 and p is the same as before. Figure 1b displays the true regression function, the estimated function averaging over replications and the confidence interval curves. As can be seen, the estimated curve f (x) is located exactly between the lower bound and the upper bound, implying the reliability of inference based on our estimator.
Discussion
It is worthy to discuss potential extensions of our method to deal with models where regression functions are not in L 2 (R). The following is a brief discussion on this issue. Consider y t = f (x t ) + e t where x t and e t still satisfy Assumption 1 but f (x) ∈ L 2 (R, e −x 2 ). It follows that
. This motivates multiplying the both sides of the model by ϕ(x t ), givingỹ
whereỹ t = y t ϕ(x t ), andẽ t = e t ϕ(x t ). Now, model (5.1) is completely the same as model (2.4).
Expandf (x) into orthogonal series in terms of {F i (x)}:
where for any
. Suppose further thatf (x) and truncation parameter p satisfy Assumptions 2 and 3. We are able to have an estimator off (x) following exactly the same procedure as in Section 2.2,
in which θ is an estimate ofθ, Z is the same as before andỸ = (
To derive the asymptotic distribution of f (x), notice that, for any
Hence, following a similar fashion we may be able to establish the asymptotic distribution of f (x) in both the point-wise and the L 2 sense.
Meanwhile, it is possible to extend the approach in Sections 2 and 3 to a partially linear single-index model of the form:
, where x t is a vector of integrated time series, (β 0 , θ 0 ) is a vector of unknown parameters and f (·) is an unknown integrable function.
In empirical applications, a vector of macro-economic time variables, such as the income and real interest rate variable, may be chosen as x t and y t can be the expenditure variable when are interested in establishing the relationship between y t and x t . In order to establish similar results to Theorem 3.1 and Corollary 3.1, some new techniques may be needed. We therefore wish to leave such extensions to future research.
Conclusions
In this paper, we have established the uniform consistency and asymptotic distribution in both the point-wise and L 2 sense for the Hermite series estimator of the proposed integrable cointegration model accommodating endogeneity. The endogeneity is of a general form. Possible extensions from integrable models to non-integrable models have been discussed. The finite sample experiments show that the proposed series estimator performs well for models satisfying our assumptions.
Nonetheless, there are some problems that may be studied in our future research. The choice of the truncation parameter should be discussed in more detail and a data driven choice of the truncation parameter should be investigated. The theory may be extended to an additive multivariate model with both stationary and nonstationary regressors or a partially linear cointegration model.
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A Lemmas
Five useful lemmas are given in this section. All their proofs can be found in Appendix C of this paper. Throughout the rest of this paper, we use 0 < C < ∞ to denote a generic constant which may
have different values at different places. Meanwhile, we use || · || L 2 to simplify || · || L 2 (R) in the proofs.
We shall consider several versions of decomposition for x t . Without loss of generality, in what follows let x 0 = 0 almost surely. It follows that
Let j ≤ t be fixed. Thus we have
where x t/j is the variable deducting the term containing j in x t . Obviously, x t/j and j are mutually independent.
Additionally, letting 1 ≤ s < j ≤ t, x t also has the following decomposition:
where x * s = x s +x s withx s = t i=s+1 s a=−∞ ψ i−a a containing all the information available up to s and x ts = t i=s+1 b t,i i , while obviously x ts/j = t i=s+1, =j b t,i i . Evidently, x ts captures all the information contained in x t on the time periods (s, t], while x ts/j captures all information contained in x t on the time periods (s, j) ∪ (j, t]. Let d ts := (Ex 2 ts ) 1/2 throughout the rest of this paper. Moreover, x s = O P (1) by virtue of Assumption 1.
Lemma A.1. Suppose that Assumption 1 holds. For t or t − s is large,
(1) d −1 t x t have uniformly bounded densities f t (x) over all t and x satisfying a uniform Lipschitz condition sup x |f t (x + y) − f t (x)| ≤ C|y| for any y and some constant C > 0. In addition, sup x |f t (x) − φ(x)| → 0 as t → ∞ where φ(x) is the standard normal density function.
ts x ts , where x ts is given by (A.2), have uniformly bounded densities f ts (x) over all t, s and x satisfying the above uniform Lipschitz condition as well.
(2) Let j ≤ t. d −1 t x t/j , where x t/j is given by (A.1), have uniformly bounded densities f t/j (x) over all t, j and x satisfying uniform Lipschitz condition in the above form.
ts x ts/j , where x ts/j is given by (A.2), have uniformly bounded densities f ts/j (x) over all t, j and s, x satisfying the above uniform Lipschitz condition as well.
Lemma A.2. Suppose that Assumption 1 holds. Let j be a fixed integer and j ≤ t. For any functions U and g : R → R such that |U (w)|dw < ∞ and E| j g( j )| < ∞, and for large t or t − s, we have
t η where x t/j is defined by (A.1), η is a random variable depending on such that |η | ≤ C |U (w)|dw almost surely. If
The Dirac delta function δ(u) is a generalized function satisfying δ(u) = 0 for any u = 0 and δ(u)du = 1. See Kanwal (1983, p. 5 ).
Lemma A.5. Let m T be a sequence such that m T → ∞ and m T /T → 0 as T → ∞. Let {a j } be any sequence of nonnegative real numbers satisfying
(1) For any s ≥ 1 and t ≥ m T , e s and d −1 t x t are asymptotically independent. Consequently, for any given k and t ≥ m T , k and d 
B Proofs of the main results
This appendix gives the proofs of Lemma 3.1, Theorem 3.1 and Corollary 3.1.
Proof of Lemma 3.1. Notice by (2.6) and Theorem 3.2 that
where we will ignore the small order "o P (1)" for notational simplicity in the rest of the derivations.
We will also use "O(1)" to denote any finite positive constant. Observe that
Using the density f t (x) of d −1 t x t and its uniform boundedness, we have
For the second term A 12T , notice that
Moreover, by (1) and (3) of Lemma A.2 and conditional argument, we have
For A 13T , notice that, for t > s,
Meanwhile, we only need to tackle the terms in A 13T where t − s > m T with m T satisfying m 4 T /T → 0 and m T → ∞ as T → ∞. Because for the rest we are able to control them as small as we wish.
Moreover, since the probability of x t = x s is zero, we exclude these regions in the following calculation of expectations. Normally, the exclusion does not make any difference but due to Lemma A.4 this time it really matters.
Thus, it follows from (3) and (4) of Lemma A.2 that
where we have used Assumption 1 that j j|φ j | < ∞ to derive j≤s |φ t−j | = O(1)(t − s) −1 , and Lemma A.4 has used to have the double integral being o(1) by virtue of the Dirac function. These
Next, consider the term A 2T . Note that
The assertion for θ follows, in view of Lemma A.3. Precisely,
For the second part, by the result for θ − θ,
Proof of Theorem 3.1. This proof includes two parts, Part One and Part Two, to show (3.1) and (3.2), respectively.
Part One. Notice by Theorem 3.2 that
, and we have replaced "(1 + o P (1))" by 1. It follows that
Moreover, choose m T → ∞ and
Similar to the evaluation of A 1T below, we may show
. We then show that
for i = 2, 3, where σ 2 e = E[e 2 1 ]. We start to prove the first part of (B.2). Towards this end, it suffices to show that B −1 T A * 1T → D N 0, σ 2 e as T → ∞. As shown in Lemma A.5, for any s ≥ 1 and t ≥ m T , e s and d −1 t x t are asymptotically independent. Therefore, the dominated convergence theorem implies that as T → ∞
if, for any u ∈ R,
as T → ∞, where Φ(u) is the distributional function of a standard normal random variable.
Recall that e t = ∞ j=0 φ j t−j . Notice that
. We then have
T σ 2 e (1 + o P (1)). In order to prove (B.4), in view of Lemma A.5 that j and d −1 t x t are asymptotically independent for any j ≥ m T and t ≥ m T , it suffices to show that for u ∈ R and as T → ∞,
(B.5)
We now employ Lemma 1 of Robinson (1997) to prove (B.5). Observe that the condition (2.2) of the lemma is satisfied automatically due to T j=1 v 2 jT = 1, and hence what we need to show is that the condition (2.3) is fulfilled, i.e., lim T →∞ max 1≤j≤T |v jT | = 0 in probability. To begin, note that
The leading term of D 2
T is the first term D 1T . Indeed,
T with any 0 < q < 1. Notice further that using the densities of d
where we have used the orthogonality of the basis to derive Z p (y)Z τ p (y)dy = I p , and Lipschitz condition for f t (·) and the uniform approximation of sup x |f t (x) − φ(x)| → 0 in Lemma A.1.
For D 2T , using the densities of d −1 ts x ts and d −1 s x s in Lemma A.1, we have
where we have used |Z τ p (x)Z p (y)|dy → δ(x−y)dy = 1 as p → ∞ by Lemma A.4 and the convergence of k k|φ k | < ∞.
In order to prove lim T →∞ max m T ≤j≤T |v jT | = 0 in probability, it therefore suffices to show that
almost surely by Assumption 3. Therefore, (B.5) holds.
In what follows, we will prove that
where we have used j j|φ j | < ∞ and the assumption for p in Assumption 3.
Moreover, we obtain
again by Assumption 3. Part Two. To show the limit in (3.2), it suffices to show the limit for f (x) − f (x) 2 L 2 due to the continuous mapping theorem. Notice that
because of the orthogonality of the Hermite function sequence. It follows from Taylor expansion and Theorem 3.2 that
Rescaling gives
Noticing e τ ZZ τ e = T t=1 Z p (x t ) 2 e 2 t + 2
e t e s , using exactly the same way as L 1n proved in Theorem 3.1 of Dong and Gao (2014) , we have
(1, 0) and
as T → ∞. To fulfill the proof of (3.2), by virtue of Cauchy-Schwarz inequality we only need to show
In fact, by (2) of Lemma A.3,
1) due to Assumption 3. Moreover, using the densities in Lemma A.1, we have
in view of Lemma A.3 and again Cauchy-Schwarz inequality.
Proof of Corollary 3.1. We first show that σ 2 e → P σ 2 e as T → ∞. Note that
To begin with, we shall show that 1 T T t=1 e 2 t → P σ 2 e . Recall that σ 2 e = Ee 2 t = ∞ j=0 φ 2 j . By the independence of { i }, we obtain
by virtue of j j|φ j | < ∞.
Moreover, by Lemma 3.1 sup
Thus, the second term is o P (1) and so is the third one.
The other two assertions are trivially valid in view of Theorem 3.1.
Appendix C: Proofs of Lemmas A.1-A.5
The related notation is rephrased. Without loss of generality, in what follows let x 0 = 0 almost surely. It follows that
Additionally, letting 1 ≤ s < j ≤ t, x t also has the following decomposition: Lemma A.1. Suppose that Assumption 1 holds. For t or t − s is large,
ts x ts have uniformly bounded densities f ts (x) over all (t, s) and x satisfying the above uniform Lipschitz condition as well.
(2) Let j ≤ t. d −1 t x t/j have uniformly bounded densities f t/j (x) over all (t, j) and x satisfying uniform Lipschitz condition in the above form.
ts x ts/j have uniformly bounded densities f ts/j (x) over all (t, j) and (s, x) satisfying the above uniform Lipschitz condition as well.
Proof of Lemma A.1: We shall prove the assertion about d −1 t x t only. All the other claims follow in the same fashion.
Denote by ϕ(λ) the characteristic function of 0 . Under Assumption 1, |λϕ(λ)|dλ < ∞. Let
, where x + t includes all j with j > 0 in x t , while x − t includes all j with j ≤ 0 in x t . It follows that
It is clear that there exists a δ 0 > 0 such that |ϕ(λ)| < e −|λ| 2 /4 whenever |λ| ≤ δ 0 and |ϕ(λ)| < η if |λ| > δ 0 for some 0 < η < 1 (Wang and Phillips, 2009a, p. 730) .
Let ν = ν t be a function of t such that ν → ∞ and ν/t → 0 as t → ∞. Thus, for 1 ≤ j ≤ t − ν, there exist constants c 1 , c 2 such that 0 < c 1 < c 2 < ∞ and c 1 < |b t,j | < c 2 . Indeed, we may take c 1 = |ψ|/2 and c 2 = 3|ψ|/2. Therefore, letting δ = δ 0 /c 2 ,
where we have used the fact that d 2 t η t−ν−1 → 0 and b t,1 → ψ = 0 as t → ∞. The integrability of |Φ t (α)| implies the uniform boundedness of the densities f t (x) due to the inverse formula. Similarly, the integrability of |α||Φ t (α)| gives the uniform boundedness of the derivative of f t (x). As a matter of fact, we have
It follows immediately from the mean value theorem that sup x |f t (x + y) − f t (x)| ≤ C|y|.
The normality approximation can be found in literature, for example, equation ( Lemma A.2. Suppose that Assumption 1 holds. Let j be a fixed integer and j ≤ t. For any functions U and g : R → R such that |U (w)|dw < ∞ and E| j g( j )| < ∞, and for large t or t − s, we have
Proof of Lemma A.2:
(1) Let f (·) be the density of 0 . Recalling that x t = b t,j j + x t/j with b t,j = t i=1∨j ψ i−j = O(1), d −1 t x t/j has a uniformly bounded density f t/j (x) satisfying Lipschitz condition, we have
(3) Because of similarity we only consider here > j > 0. In this case, we have the following decomposition,
where x t/j includes all terms in x t except those terms involving and j .
Moreover, Ex 2 t/j = Ex 2 t −b 2 t,j −b 2 t, = O(1)t and, similar to Lemma A.1, we may show that d −1 t x t/j has density f t/j (x) and f t/j (x) satisfies Lipschtiz condition uniformly on R. Recalling that j has density f (v),
and using Lipschitz condition
almost surely.
(4) Recalling that x t = x * s + b t,j j + x ts/j and d −1 ts x ts/j has a uniformly bounded density f ts/j (x) satisfying uniform Lipschitz condition,
ts ξ s ,
x−x * s dts dvdx, and using Lipschitz condition,
Proof of Lemma A.3:
(1) The assertions of (i) and (ii) follows trivially, since F i (x) are uniformly bounded and
Meanwhile, by Askey and Wainger (1965, p. 700) there exist two positive constants c 1 and c 2 such
Straightforward calculation yields |F i (x)|dx = O(1)i 5/12 that, along with the above inequality, implies the assertion.
The assertion of (iv) holds because of the recursion relation for Hermite functions:
and the orthogonality of the Hermite functions.
(2) We calculate the coefficient θ i in the orthogonal expansion (2.3). Let φ(x) = exp(−x 2 ) and
For i large, integration by parts gives
where we define g m = [gφ −1/2 ] (m) φ 1/2 for positive integer m for notational convenience.
We obtain by repeatedly use of the above derivation that
In addition, by the orthogonality,
Proof of Lemma A.4: For any smooth f (x) ∈ L 2 (R), we have
due to smoothness of f (x). Hence, Z τ p (x)Z p (y) is a delta-convergent sequence defined in Kanwal (1983, p. 14) . Then, the assertion holds by the definition of the delta-convergent sequence.
(1) For any s ≥ 1 and t ≥ m T , e s and d −1 t x t are asymptotically independent. Consequently, for any given k and t ≥ m T , k and d Proof of Lemma A.5:
(1) Since e s is a stationary process, its density and characteristic function are independent of s.
Denote by ρ(u) the density of e s and by κ t (x, u) the joint density of (d −1 t x t , e s ). Let Ψ t (α, λ), Φ t (α) and Γ(λ) be the characteristic functions of (d From the inverse formula we have
where f t (x) is the density of d −1 t x t . It has been shown that |α||Φ t (α)|dα < ∞ in Lemma A.1 and similarly we may show that (α, λ) |Ψ t (α, λ)|dαdλ < ∞ and |λ||Γ(λ)|dλ < ∞. By virtue of these, it is easily seen that
We then deal with T 1 in the sequel. For the sake of exposition, suppose that t ≥ s and it can be seen that the case t < s is similar and easier. To see this, note that for t < s, all j , j = t + 1, · · · , s are not included in x t so that { j : j = t + 1, · · · , s} are independent of x t , while when t ≥ s, all the information in e s is contained in x t .
Observe that
where ϕ(·) is the characteristic function of 1 . Meanwhile,
Hence,
We shall show
By the definition of R , for j ≤ s−ν t , we have |αd
t b t,j | < and |λφ s−j | < simultaneously on R . As a result, all characteristic functions in A 1 can be expanded at zero by Taylor expansion. That is, for j ≤ s − ν t ,
Therefore,
)). It follows that
where we omit the higher order terms and h(u) = ϕ (u)/ϕ(u) defined in Assumption 1(d).
Invoking the condition on h(u) in Assumption 1 gives
where we have used Assumption 1(d) to deduce max j≥0 |h(λφ j )| ≤ k(λ), and 0 < C < ∞ is a constant.
Finally, it follows that
where we have used Assumption 1(d) again. This shows that
(2) Recalling that x i = i j=−∞ b i,j j , for any nonnegative real numbers {a i } satisfying
For a better exposition, let B T,j :=
in what follows. In order to prove part (2) of Lemma A.5, it suffices to show that e s and ξ T are asymptotically independent. Notice that B T,j perform similarly as d (1), we can show the asymptotic independence of ξ T and e s for any given s ≥ 1.
Proof of Theorem 3.2
Note that Z τ Z has element T t=1 F i−1 (x t )F j−1 (x t ) at the place of (i, j). For the sake of convenience, denote that
Firstly, we shall show that A 1T = o P (1) by proving E[A 1T ] → 0 as T → ∞. Noting that
Using the uniformly boundedness of the density f t (x) for d
by Assumption 3, where we have used the fact that F 2 i (x) = 1 and the uniform boundedness of the sequence F 2 i (x) as well as f t (x). Note that, for t > s, x t = x ts + x * s . Recall Lemma A.1 that d −1 ts x ts have densities f ts (x) that are uniformly bounded over all t, s and x ∈ R, and that satisfy Lipschitz condition. Thus, by the orthogonality by the symmetry of φ (·) and the boundedness of its derivative.
It follows that the second term T b2T is surely bounded by
Noting that v is fixed, pd . By the strong approximation, in a richer probability space we have sup 0≤r≤1 |W T (r) − B(r)| = o(T −1/4 log(T )) a.s. (Phillips, 2001, p. 391) in an expanded probability space. Thus, the third term A c2T is almost surely bounded by o P (pT −1/2 log 2 (T ) ) + O P pT −2 , by noting that the derivative of φ (·) is bounded and neglecting some constants.
For the last term A d2T , note that the derivative of the Heaviside function I(x ≥ 0) is the Deric delta function δ(x), i.e., Lemma 2.1 of Borodin (1986, p. 239) shows that E L B (1, x)dΨ(x) λ ≤ C λ/2 for any λ = 1, 2, · · · . Therefore, taking λ = 1, E[A d2T ] 2 ≤ p . If we choose = o(p −1 ), we will conclude the assertion.
