Abstract. This paper presents a post-classification approach that can achieve efficient results for change detection by using AdaBoost classifier. In the first step, a land cover of satellite image is classified in the independent fashion. For the stable classification of man-made structures, 3D features are employed. 3D co-occurrence feature is used with 2D co-occurrence feature and Harr-like feature. Adaboost classifier is implemented for the classification of a land cover into 4 classes: road, grass/bare-ground, foliage and building. In the second step, we perform the change detection for multi-temporal images. We carry out the simple comparison between terrain classification results. The experimental results show that the resulting change map efficiently reflects a newly developed area.
Introduction
Change detection approaches can be divided into two categories: unsupervised and supervised methods. [1] The common unsupervised approach is by way of difference image [2] . It can be created by subtracting counterpart pixels from two given images taken at two different instances. Pixels beyond an empirical threshold are associated with changed areas, meanwhile the under threshold values are attached to unchanged areas. In practice, threshold is an arbitrary number at first and modify gradually until the change detection is recognized properly Image rationing [3] can be computed by the ratio between the two corresponding values from two co-registered images to produce difference matrix. Supervised method can be efficiently used for change detection, since it is insensitive to the change of image due to lighting variation. One of the most popular supervised methods is the post-classification comparison approach [4] [5] . However, the accuracy of this approach critically depends on the result of terrain classification. In this paper, we suggest the application of AdaBoost classifier to change detection problem. The main advantage of AdaBoost algorithm is a feature selection mechanism, which can be crucial for accurate terrain classification. [6] In this paper, we use the combination of 2D and 3D co-occurrence [7] and Haarlike features [8] for feature extraction and selection. Accurately segmented temporal images lead to efficient change detection. In this context, we perform experiments on change detection in terms of the post classification comparison approach. In this paper, two remote sensing images of the same area, acquired at different times, are classified independently. Comparison between the two classification maps is used to determine the change.
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Multi-Class AdaBoost Algorithm
AdaBoost Classifier
In the original form, the AdaBoost learning algorithm is used to boost the classification performance of a simple learning algorithm. It combines a set of weak classification functions to form a stronger classifier. Each weak learner determines the optimal threshold classification function, such that the misclassified number of samples should be minimized. A weak classifier thus consists of a feature , a threshold , and a polarity indicating the direction of the inequality:
{
In this training process, the error rate of the current weak classifier is reduced based on the update of the previous classifier. The weights of training set determine the probability being selected for a feature and they are continuously updated via every weak classifier.
Multi-Class Implementation
Multi-class problem is more practical than the binary classifications. As we mentioned before, we should distinguish the classes of building, foliage, grass/bareground, and road. And our solution is almost the same as "One vs All" classification. For instance, we have four classes already. We will classify three times. Firstly, we classify building with all dataset including other samples. Then we label all the buildings, and execute the classification for the rest of samples. We classify foliage from dataset which is labeled as building. Foliage's sample is labeled, and we carry out the similar way to the rest of samples.
In the first phase, each temporal image is classified into the classes of building, foliage, grass/bare-ground and road. Adaboost classifier performs image segmentation for each temporal image to produce a four-value segmented image. For the segmentation of each temporal image, we extract 2D co-occurrence feature, and we use DEM to extract 3D co-occurrence feature. Three types of co-occurrence features used for calculation are ASM, CON, ENT. With four angular directions, twelve 2D cooccurrence feature and twelve 3D co-occurrence features are calculated. Using extracted features, we carry out AdaBoost classification with randomly selected training samples. Only 5% of ground truth data was used in the training.
In the second phase, the supervised change detection is carried out in terms of post classification comparison. The difference between segmented images is calculated for the comparison of temporal images. Then, a change map can be produced by the comparison of two segmented images.
Experiments
For the experiments, we use IKONOS satellite images of Daejun area. From ortho image and DEM (Digital Elevation Model) with size of 2048x2048, samples of building, foliage, grass/bare-ground and road are manually collected as rectangular windows, and will be used as a ground truth for training and accuracy evaluation, as shown in Fig. 1 . The segmented result is shown in Fig. 2 (a) . Classification result is displayed in four gray levels so that we can visualize the classified area. ANN(Artificial Neural Network) classification is also carried out for the comparison, as shown in Fig. 2 (b) . Table 1 shows classification accuracy based on the correctly classified pixels in comparison with the ground truth. We notice that the accuracy of building class is lowest among four classes. One of the main reasons for this is due to the shadow occurred by buildings. Comparison of two classifier shows that AdaBoost classifier slightly outperforms ANN with accuracy of 88.2%. However, ANN classifier comes up with inconsistent accuracy with regards to the class. In this respect, we conclude that the proposed AdaBoost classifier shows more stable performance for the terrain classification. We perform change detection experiment using multi-temporal images. Another image for the same area acquired at the different instance is used for this experiment. Fig. 3 (a) shows the segmented result of the new image acquired at the different instances. Since the size of the new image is different, only overlapped area is used for change detection experiment. Fig. 3 (b) shows the change map of post-classification comparison. In the right bottom area, we can see that 6 new structures are detected as changed area, which are indicated by three red rectangles. However, there are some false alarms in addition to the real change.
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Conclusions
In this paper, we have studied post-classification change detection method by using AdaBoost algorithm. Post-classification approach is known to be very sensitive to the accuracy of terrain classification. Since we use many features including 2D and 3D co-occurrence features and Harr-like feature, we believe that the feature selection mechanism of AdaBoost classifier improves a classification performance for terrain classification. Experimental results show that the implemented AdaBoost classifier outperforms the conventional ANN classifier. We also confirm that the proposed change detection scheme performs efficiently to detect the newly developed building. In this context, it can be concluded that the proposed method can be very useful in detecting change from multi-temporal images.
