Introduction {#S1}
============

Most biological interactions occur in fluid that is near a surface interface rather than in bulk solvent. The high membrane surface area of cells \[[@R1]\] and densely populated cytoplasm mean that biological solutes and solvent display greatly slowed \[[@R2]--[@R6]\] or anomalous\[[@R7]--[@R9]\] diffusion. Thus, how these interfacial fluids differ from bulk solvent is of great importance to understanding biomolecular interactions. The dynamics of water molecules at surfaces has been extensively studied experimentally\[[@R10]--[@R12]\], but a simple quantitative explanation of how bulk properties could be calculated from molecular interactions has remained elusive. Experimental methods such as surface-sensitive NMR\[[@R11]\] have yielded a detailed picture of both collective and microscopic rotational relaxation dynamics of water around proteins\[[@R13]\], measuring how water molecules slow near surfaces. Ultrafast infrared pump-probe spectroscopy\[[@R14]\] has also made it possible to measure the spatial extent of this surface-specific slowdown. These recent experimental data thus allow measurement of the interfacial properties of water, providing an important test for any quantitative theory on how such properties arise.

Here, we show how correlated motions are a near-universal characteristic of fluids close to interfaces and how these motions lead to increased local viscosity near surfaces. We accomplish this by developing a framework for local viscosity and diffusion in terms of measures devised to describe supercooled or glass-like systems. In such systems, the presence of dynamic heterogeneity-- regions of high-mobility embedded in nearly immobile or jammed surroundings--can dominate overall dynamics \[[@R15], [@R16]\]. We show that fluids at biological interfaces display a similar heterogeneity: the effective viscosity increases and decouples from diffusional motion such that local viscosity is up to four times greater than would be expected from a spatially homogeneous application of the Stokes-Einstein relation.

One important consequence of this locally increased viscosity is that protein-sized solutes diffuse approximately two-fold slower than expected from Brownian motion based on their size alone. Classically, this is corrected using the hydrodynamic radius, an empirical factor to account for the increased effective size of the particle due to locally viscous water. Here, we use the local viscosity measures that we develop to calculate protein diffusion rates from molecular details alone, quantitatively matching and eliminating the empirical correction.

Results {#S2}
=======

Dynamic heterogeneity {#S3}
---------------------

In order to resolve local heterogeneity, we wish to measure spatially resolved effects of surfaces. These measurements require local equivalents of the bulk diffusion constant and viscosity. To obtain these local measures, we consider a system where viscosities and diffusion constants have been extensively studied: supercooled liquids as they approach the glass transition.

One characteristic of glasses is that they exhibit heterogeneity in their dynamics. Regions of relative mobility move through an essentially immobile, jammed, environment\[[@R15]\]. This observation has consequences for the Stokes-Einstein relation
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where *D* is a translational or rotational diffusion constant, *μ* is a translational or rotational hydrodynamic mobility, *η* is the viscosity of the fluid, *k*~B~ is the Boltzmann constant, and *T* is the temperature. The Stokes-Einstein relation holds in fluids but is no longer homogeneously true in glasses. This breakdown of homogeneity is the result of a decoupling of two different characteristic times, one that scales with *D*, and one that scales with a structural relaxation time *τ* ∝ *η*\[[@R17]\].

This can be quantified by mapping particle motions to a continuous-time random walk\[[@R18]\]. This mapping is done by measuring the times of single-particle events (exchange events) which occur when a particle moves a distance *d* from its initial position, corresponding to a CTRW where the jump length is fixed. As shown in [Fig. 1a](#F1){ref-type="fig"}, two times are extracted: exchange times *t*~x~ between two exchange events (the random walk waiting times), and persistence times *t*~p~ which start at a random time and end at the subsequent exchange event. *d* is a coarse-graining length often set to be equal to the distance of the first peak in the pair distribution function: a distance sufficient for particle motion to be mainly diffusive.

The average exchange time 〈*t*~x~〉, the time between random walk jumps, scales with the inverse of the diffusion constant: *D* ∝ 〈*t*~x~〉^−1^. The average 〈*t*~p~〉 is the expected time for any given microscopic structure to persist and thus a measure for the structural correlation time and the viscosity\[[@R15], [@R17], [@R19], [@R20]\].

The exchange times *t*~x~ and *t*~p~ are clearly related: under normal bulk fluid conditions, *t*~p~ and *t*~x~ follow a Poisson distribution and 〈*t*~p~〉 = 〈*t*~x~〉 (cf. particle *p*~1~ in [Fig. 1a](#F1){ref-type="fig"}).

In glassy systems, however, mobile regions coexist with an otherwise jammed system, and particle motions are correlated in time (cf. *p*~3~). This increases 〈*t*~p~〉 relative to 〈*t*~x~〉: there is a higher likelihood of starting a persistence time measurement during a long wait time. This leads to a breakdown in the relationship betwen 〈*t*~p~〉 and 〈*t*~x~〉 and therefore of the Stokes-Einstein relation *D* ∝ *k*~B~*Tη*^−1^. Such behavior has been shown in continuous-time random walks\[[@R21]\], in spin models of glasses\[[@R19]\] and in real-space models of glassy systems\[[@R16], [@R20]\].

Localized transport properties {#S4}
------------------------------

This relation between viscosity and persistence times holds locally. The Stokes-Einstein relation relies on the equilibrium between the diffusive driving force *J*~diff~ of a concentration gradient due to a small applied potential, and the frictional counter-forces *J*~drift~ it causes\[[@R22]\].

In spatially discretized cells of size Δ*x* (see [Fig. 1b](#F1){ref-type="fig"}), the drift flux *J*~drift~ from cell *i* to cell *i* + 1 due to potential *U* on cell *i* is to first order in *U*:
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where *μ~i~* is the isotropic hydrodynamic friction at *i, k*~B~ is the Boltzmann constant, *T* the temperature, $n_{i}^{0}$ is the unperturbed number of particles, $n_{i}^{\prime}$ is the excess number of particles due to *U*, and $n_{i}^{0}(1 + n_{i}^{\prime}) = \exp( - U/k_{B}T)$. The diffusional flux *J*~diff~ due to the potential is
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where *j* is the rate at which an individual particle diffusely crosses from cell *i* to cell *i* + 1. This rate is proportional to the inverse of the mean first-passage time of particles starting in a fixed position in cell *i*, crossing into cell *i* + 1\[[@R23]\], and therefore to the inverse of the persistence time
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where the average 〈 〉~**x**~ is calculated over all particles starting in the cell at location **x**. Balancing the fluxes of [Eqs. 2](#FD2){ref-type="disp-formula"} and [3](#FD3){ref-type="disp-formula"} leads to an expression for relative local viscosity *η*(**x**)
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where multiple *η*(**x**) are averaged with a harmonic mean.

Because the moments $\langle t_{x}^{m}\rangle$ are finite, the diffusion constant at **x** is\[[@R21], [@R24]\]
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The distribution of exchange events in spatially heterogeneous systems near surfaces is multimodal and may lead to decoupling of 〈*t*~p~〉 from 〈*t*~x~〉. We use the ratio 〈*t*~p~〉 / 〈*t*~x~〉 as a means to quantify this:
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which, if not equal to 1, indicates decoupling of mean-squared displacement from viscosity.

As in studies of glasses\[[@R16]\], we will set the characteristic length scale *d* to the primary peak in the radial distribution function. At this distance, the mean-squared-displacement based diffusion constant is close to the bulk value in homogeneous fluids\[[@R25]\] and sets the lower limit at which continuous quantities such as *η* are meaningful.

Our formulation of local viscosity based on the Stokes-Einstein relation is similar to approaches used in microrheology\[[@R26]\]. Here, however, the probe particles are the solvent particles, and local rather than total displacements are averaged.

Measurements of waiting time distributions near surfaces have been reported before in the context of anomalous diffusion\[[@R8], [@R9], [@R27]\]. Here, however, we also analyze these distributions in the context of viscosity. More direct measurements of localized viscosity have been developed\[[@R28]--[@R30]\] which do not yield concomitant diffusion constants. Our formulation of local viscosity based on the Stokes-Einstein relation has the advantage of cleanly yielding both with a simple formalism.

Simulations {#S5}
-----------

We first present calculations of diffusion-viscosity decoupling at a number of surface interfaces, followed by a comparison to experimental data on water dynamics at biomolecular surfaces. Since direct calculation of persistence and exchange times requires tracking the motion of individual solvent molecules, we have performed simulations of several fluids near a variety of surfaces: water near silica surfaces and lipid bilayers, and a Lennard-Jones particle fluid (at *T* = 0.75, *ρ* = 0.8 in reduced units\[[@R31]\]) near a Lennard-Jones particle surface. The silica surface has a modifiable charge strength multiplier *c*, ranging from a hydrophobic surface (*c* = 0) to a strongly hydrophilic surface (*c* = 1.33), similar to [@R32].

The localized average exchange and persistence times near these simulated surfaces are plotted in [Fig. 2](#F2){ref-type="fig"}. These show a marked slowing of dynamics near the surface, particularly within the first hydration shell. Stokes-Einstein violations near the surface are detected as discrepancies between the persistence and exchange times. [Fig. 3](#F3){ref-type="fig"} summarizes the values for their ratio *γ*, averaged over all particles within *z~m~* + *d* of the surface, where *z~m~* is the location of the first maximum in the *z* density distribution.

It is clear that all interfaces exhibit significant diffusion-viscosity decoupling, independent of the fluid model used, although the amount varies considerably. The strength of the surface-fluid interaction strongly influences the extent of diffusion-velocity decoupling: the fully hydrophilic silica surface shows a local viscosity 4.1 times larger than expected from the local diffusion constant. These results are consistent with previous simulations on water near proteins\[[@R8], [@R9], [@R27]\] and particles near silica surfaces\[[@R33]\], with waiting time distributions and residence times comparable to our *t*~x~ and *t*~p~. The viscosities\[[@R29]\] and diffusion constants\[[@R34]\] of Lennard-Jones are consistent with those previously reported for confined fluids.

The decoupling of diffusion and viscosity cannot be solely due to the occlusive effect of the surface\[[@R35]\]. If it were, *γ* would not vary with the interaction strength *c*. Instead, it can be understood in terms of heterogeneity in dynamics at the surface, a simple result of the heterogeneity of the surface itself and thus a general feature of liquids near surfaces. Surface properties play a role in determining the extent of this heterogeneity because more strongly-interacting surfaces create larger differences between dwell times at the surface and in the bulk. This disproportionally affects 〈*t*~p~〉 relative to〈*t*~x~〉. The origins of this decoupling can be understood purely in terms of temporal heterogeneity in particle dynamics induced by the surface itself, and therefore has a spatial extent dominated by range of the layering in the density profile *ρ*(*z*), and replaces that of the mobile regions in glasses. This measurement and insight are readily provided by an analysis of water molecule persistence and exchange times.

Experimental evidence {#S6}
---------------------

While local persistence and exchange times are not experimentally observable at molecular resolution, we present comparisons to data from several spectroscopic techniques that have enabled the measurement of solvent dynamics close to surfaces. Recent experiments have mostly used NMR techniques\[[@R11], [@R13], [@R36]\] or time-resolved IR spectroscopy\[[@R14], [@R37]\]. Such methods involve the monitoring of relaxation from an initial state at a random time, and therefore measure quantities that scale with persistence times.

Ultrafast infrared pump-probe experiments of interfacial water in reverse micelles yield collective relaxation times of approximately 18 ps near the surface of large micelles\[[@R14], [@R37]\]. This slow region extends about 1.25 nm from the micelle surface\[[@R14]\]. Both the relaxation times and the spatial extent of slowed relaxation are in good agreement with our predictions for lipid bilayers (21 ps extending to roughly 1.5 nm, see [Fig. 2](#F2){ref-type="fig"}).

The rotational decorrelation time of water molecules near a protein surface can be measured with NMR experiments. With magnetic relaxation dispersion (MRD) measurements it is possible to obtain a distribution of relaxation times, giving a range of times 10 -- 50 ps\[[@R11], [@R36]\]. Experiments using the Nuclear Overhauser effect can be sensitive to individual parts of a protein surface\[[@R13]\] and give times comparable to MRD measurements\[[@R11]\], but with significant variation along the protein surface. These results agree closely with our estimates for 〈*t*~p~〉. [Figure 4](#F4){ref-type="fig"} shows *γ* as a function of the measured 〈*t*~p~〉 for ubuquitin in our simulations. The striking heterogeneity of the surface dynamics reported in [@R13] can be visualized via a surface map of the local persistence times of lysozyme.

Calculating the hydrodynamic radius {#S7}
-----------------------------------

The full power of the dynamic heterogeneity approach becomes apparent for more complex systems such as the diffusion rates of biomolecules. Proteins present a surface that is both irregular and non-uniformly interacting with solvent. As a result, measured diffusion coefficients for globular proteins are approximately two-fold slower than expected from their size alone\[[@R36]\]. The hydrodynamic radius empirically accounts for surface effects and water viscosity, and methods have been developed to approximate hydrodynamic radii, typically by empirically adding a constant shell distance, the hydrodynamic correction, to each atomic radius with or without an additional viscous drag term \[[@R36], [@R38]\]. Translational and rotational diffusion coefficents calculated via these methods are typically within 5% for small globular proteins.

We have used MD simulations of water at the surface of proteins to calculate local viscosities (see [Fig 5](#F5){ref-type="fig"}) and thus derive hydrodynamic correction factors and rotational diffusion coefficients. Results are shown in [table I](#T1){ref-type="table"} with additional details given in the Methods section. The hydrodynamic correction factors calculated from local viscosities yield effective atomic radii of *σ*~h~ = 0.286 to 0.298nm, which agree to within error with the empirical values of 0.29 to 0.30nm \[[@R36], [@R38]\] that are typically used. Our results show that dynamic heterogeneity and local viscosity calculations can yield a quantitative explanation for how water interacts with biomolecular surfaces, sufficient to reproduce experimental measurements based on molecular details alone, without including empirical correction factors.

Discussion {#S8}
==========

We have used methods from theories of glassy systems to show that interfacial solvent dynamics can be simply explained from the general phenomenon of heterogeneous particle dynamics near a surface. Although fluids near a surface are not themselves glassy, the presence of a surface causes heterogeneous dynamics. These heterogeneous dynamics can be measured using particle persistence and exchange times and manifest as a greater decrease in diffusion coefficient than in viscosity, leading to diffusion-viscosity decoupling and the well-described phenomenon of "anomalous" diffusion near a surface.

Measurements of persistence and exchange times at using simulations of water at biomolecular surfaces yield solvent dynamics that agree well with available spectroscopic data. Since the diffusion-viscosity decoupling caused by a surface is much milder than that in glasses, the quantitative agreement between our results and experimental measurements of water motion near surfaces actually serves as a more robust test of the persistence/exchange time theory than the massive effects observed in glasses. However, since we show that altered solvent dynamics arise from spatial heterogeneity among solvent molecules, we propose that the optimal test of our theory and also the fullest description of solvent dynamics would be experimental measurement of the full spatial distribution of relaxation times rather than average values.

Using persistence and exchange times, we can also simply and accurately measure local viscosity near proteins and thus predict their diffusion coefficients without commonly-used empirical correction factors. Proteins present a challenging case because they are irregular both in shape and atomic composition, yielding a variably-interacting surface. Our application of glass-former theory and resulting measurements yield what we believe is the first purely molecular explanation for the hydrodynamic radius.

Methods {#S9}
=======

Simulations {#S10}
-----------

All simulations were performed with G[romacs]{.smallcaps} 4.5\[[@R39]\], with constant temperature maintained using the v-rescale thermostat\[[@R40]\]. Long-range electrostatics were calculated using Particle-Mesh Ewald\[[@R41], [@R42]\], and co-valent bond-lengths were constrained using LINCS\[[@R43]\]. The time steps were 2fs for the silica system and 4fs for the lipid bilayer. Simulations were run to 10ns, several times the longest *t*~x~, to ensure well-converged averaging of its mean.

The silica surface was taken from [@R44]; surface partial charges were varied to test the electrostatic influence on surface-driven heterogeneity, in a way similar to [@R32]. Using a simple multiplier *c*, the surface charge was varied in different simulations according to *q* = −0.71*c* for the Si atoms, *q* = 0.40*c* for the O atoms, and *q* = 0.31*c* for the H atoms. This allowed us to probe a range of surface types: zero charge (*c* = 0), corresponding to an almost fully hydrophobic surface, *c* = 1, the original silica surface, and *c* = 1.33, corresponding to a strongly hydrophilic surface similar to a salt crystal.

Each silica interface simulation consisted of two silica surfaces with a normal perpendicular to the *z* direction in a 5.9 × 5.1 nm hexagonal simulation box, where only the *x* and *y* directions are periodically replicated. The two surfaces were pulled towards each other with a force corresponding to a hydrostatic pressure of 1 bar. A total of 9216 water molecules were placed between the two surfaces with random starting velocities corresponding to a temperature of 298K.

The Lennard-Jones system used similar parameters (with charges set to 0), with Lennard-Jones parameters corresponding to a reduced temperature of *T* = 0.75, and a reduced density of *ρ* = 0.8, well within the liquid range of the phase diagram\[[@R31]\].

The lipid bilayer system consisted of 256 POPC molecules in an *x,y,z*- periodic box with 32768 TIP3P water molecules. The lipid force field was taken from \[[@R45]\] and the bilayer coordinates from \[[@R46]\]. These simulations were run at 303K with Parinello-Rahman\[[@R47]\] pressure coupling at 1 bar, resulting in a stable, fluid bilayer.

The protein systems had initial coordinates taken from the PDB structures indicated in [table I](#T1){ref-type="table"}. These were positioned in a truncated dodecahedral simulation box spaced so that the protein is at least 2nm away from any box edge, and solvated with SPC/E water, while the protein used the Amber03\[[@R48]\] force field. The total number of water molecules ranges from 14345 ubiquitin (1ubq) to 16657 for savinase (1svn). The total system charge was kept neutral by adding Na^+^ or Cl^−^ ions.

Moments of the exchange time distribution {#S11}
-----------------------------------------

For lattice systems, persistence times can be expressed as ratios of moments of the exchange times\[[@R18]--[@R20]\]:
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which can clearly be seen to hold in the simulated systems in the inset of [Fig. 3](#F3){ref-type="fig"}.

Intuitively, one could picture the molecules of the fluid being slowed down by the presence of the immobile surface, or part of a more bulk fluid-like, mobile region, which has consequences for the distributions of persistence and exchange times. The decoupling can be understood as follows: when a mixture of multiple types of mobility leads to a distribution of exchange times *t*~x~ that is wider than that of the bulk, the heterogeneity in exchange times influences the average exchange time 〈*t*~x~〉, but has a much greater effect on the persistence time 〈*t*~p~〉.

Calculating the hydrodynamic radius {#S12}
-----------------------------------

The rotational hydrodynamic mobility *μ~r~* of a spherical object in a fluid with radially varying viscosity *η*(*r*) can be expressed as
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where *R* is the radius of the solute\[[@R49]\]. In the case of *η*(*r*) = *η*~0~, where there is no enhanced viscosity in the protein\'s neighborhood, this leads to the familiar expression $\mu_{r,0}^{- 1} = 8\pi\eta_{0}R^{3}$ The relative hydrodynamic mobility *μ~r~/μ*~*r*,0~ is
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and depends on the the inverse relative viscosity *η*~0~*/η* (*r*).

Using simulations, we can directly calculate this relative viscosity as a function of location. By measuring the average 〈*t*~p~〉 as a function of *r*, the distance to the center of mass of the protein, we can calculate the relative inverse viscosity *η*~0~*/η*(*r*). These viscosities are shown in [Fig. 5](#F5){ref-type="fig"}.

[Table I](#T1){ref-type="table"} shows the relative hydrodynamic mobility for the systems of [Fig. 5](#F5){ref-type="fig"}. These were obtained by fitting the measured values for *η*~0~*/η*(*r*) to a sigmoid function *η*~0~*/η* (*r)* ≈ (1 + *e*^−*b*(*r*−*a*)^)^−1^, which yields an excellent fit for *r* \> *R* in all cases (shown in [Fig. 5](#F5){ref-type="fig"}). This fitted function was then used to numerically integrate [Eq. 11](#FD11){ref-type="disp-formula"} over *R* \< *r* \< ∞.

From the relative mobility, the value of *σ*~s~ can be calculated following the procedure outlined in [@R36], which partially accounts for the non-spherical shape of proteins.
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![Exchange events and local diffusion\
(*a*) Exchange events: persistence times *t~p~* and exchange times *t~x~* for 3 particles *p*~1~, *p*~2~ and *p*~3~, starting from an arbitrary point in time. (*b*) Two grid cells of size Δ*x* with local hydrodynamic mobility *μ~i~* and local per-particle diffusive flux *j* between the two halves.](nihms545400f1){#F1}

![Near-surface viscosity and diffusion\
Localized viscosities from average persistence times 〈*t*~p~〉 (black, solid), and inverse diffusion constants from exchange times 〈*t*~x~〉 (blue, dashed), as a function of *z* distance (normal to the surface) for a number of simulated systems. Error bars show standard error estimates. For reference, the local density *ρ*(*z*) (in arbitrary units) is shown in gray. For the Lennard-Jones system, the distances are in units of *σ*.](nihms545400f2){#F2}

![Diffusion-viscosity decoupling\
Decoupling is shown by *γ* \> 1. Ratios are plotted as a function of surface charge on a flat silica surface, a Lennard-Jones fluid near a surface, and water on a lipid bilayer. Ratios are computed for the fluid layer close to the surface. Error bars show estimates for the standard error of the ratio means. The inset shows the same data, plotted according to $\langle t_{p}\rangle \propto {\langle t_{x}^{2}\rangle}/{\langle t_{x}\rangle}$ (see Methods section).](nihms545400f3){#F3}

![Locally varying near-surface viscosity\
Local persistence times 〈*t*~p~〉 versus decoupling ratio *γ*, of water molecules close to the surface of the protein ubiquitin. The correlation coefficient between the two is 0.97; the persistence times are for water molecules within 0.85 nm from the nearest atom, and averaged per residue. Error bars show standard error estimates. Inset: local persistence time 〈*t*~p~〉 mapped onto the surface of lysozyme.](nihms545400f4){#F4}

![Mobility decrease near proteins\
Inverse relative viscosity as a function of distance from the protein center of mass for 4 proteins calculated from simulation. The arrows locate the bare radius *R* of the proteins, the lines are fits to a sigmoid function, used for integration of values *r* \> *R*.](nihms545400f5){#F5}

###### Hydrodynamic radius calculation for 4 proteins

Relative hydrodynamic mobility *μ~r~/μ*~*r*,0~ and rigid equivalent solvation layer thickness (*σ*~S~) for four proteins of different sizes (as indicated by the molar mass *M*), calculated from MD simulations. Also shown are the rotational diffusion constant $D_{R}^{\text{SE}}$ based on the Stokes-Einstein relation and radii shown in [Fig. 5](#F5){ref-type="fig"}, the experimentally obtained rotational diffusion constant $D_{R}^{\text{expt}}$, and the diffusion constant calculated with H[ydropro]{.smallcaps}\[[@R38]\], based on the values for *σ~s~* obtained for each protein.

  PDB    *M*(kg/mol)   *μ~r~/μ*~*r*,0~   *σ*~s~(nm)   $D_{R}^{\text{SE}}({\mu_{S}}^{- 1})$   $D_{R}^{\text{expt}}$   $D_{R}^{\text{calc}}$
  ------ ------------- ----------------- ------------ -------------------------------------- ----------------------- -----------------------
  1ubq   8.55          0.68              0.100        65.0                                   34.6                    30.8
  1a1x   12.60         0.71              0.100        44.1                                   17.0                    20.0
  6lyz   14.30         0.73              0.089        38.8                                   20.2                    21.2
  1svn   26.68         0.74              0.101        20.8                                   13.5                    12.9
