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Application of the method of lines to partial differential equa-
tion leads to very large, sparse systems of ordinary differential
equations, which are usually stiff. We consider high-order implicit
Runge–Kutta methods for the time-integration of these systems,
and propose a partitioned Krylov method for the solution of the
resulting linear systems. It is shown that this method allows for
parallel computation in the construction of Krylov subspaces and
in a few examples it converges much faster than GMRES.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The space-discretisation of initial boundary value problems, by ﬁnite differences, ﬁnite elements
or ﬁnite volumes, often leads to systems of ordinary differential equations. In many applications
these systems are very large and stiff, so implicit time-stepping methods should be considered for
stable integration. Application of those implicit methods involves the solution of systems of (usually)
nonlinear equations. After some linearisation technique, e.g. an inexact Newton method, large and
sparse linear systems emerge. Usually, high-order implicit Runge–Kutta methods are considered to
be too expensive, as these systems are much larger than for linear multistep methods or low order
methods like Backward Euler. Only if themethods have some special property they seem to be feasible,
e.g. diagonally-implicit Runge–Kutta methods [13] or block diagonal-implicit methods [11].
We consider as a class of fully implicit Runge–Kuttamethods the s-stage Radau IIAmethods of order
2s − 1. Application of these methods to a system of N differential equations leads to linear systems of
order sN. The solution of these systems by some direct method is often not feasible, both with respect
to computer memory and to CPU-time, especially in 3-dimensional problems, where the bandwidth
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of the systemmatrix is large, too. Iterative solutionmethods may then be an alternative, however, due
to the increased size and larger condition number the convergence of traditional methods like GMRES
[15] is often slower and the amount of work substantial. We propose a partitioned iterative method
that constructs s Krylov subspaces independently and appears to converge much faster than GMRES.
Numerical results indicate that it is proﬁtable to have larger values of s, so higher order, as the number
of iterations decreases.
In Section 2we review the implicit Runge–Kuttamethods considered, and give the system of linear
equations to be solved when a modiﬁed Newton method is applied.
In Section 3we introduce a partitioned Krylov-method for the solution of these equations and com-
pare the number ofmatrix–vectormultiplications andmodiﬁedGram–Schmidt orthogonalisations for
a ﬁxed number of iterations with those needed in GMRES.
In Section 4 we present numerical experiments for two test problems: an uncoupled system based
on the model problem from [14] and a semi-discretised partial differential equation.
2. Implicit Runge–Kutta methods
For the time-integration of (large) systems of ordinary differential equations
y′(t) = f (t, y), t  0, y(0) = y0 ∈ RN , (1)
we consider s-stage implicit Runge–Kutta methods (see e.g. [2,10]), given by
Yi = yn + h
s∑
j=1
aijf (tn + hcj , Yj), i = 1, . . . , s, (2)
yn+1 = yn + h
s∑
j=1
bjf (tn + hcj , Yj). (3)
These methods often have favourable stability properties for stiff systems, whereas the order of the
truncation error can be very high. For example, the s-stage Radau IIA methods have order 2s − 1, and
are A-stable, strongly-stable, B-stable, etc. [5,9]. Furthermore, these methods have a nice property if
the differential equation (1) satisﬁes the so-called one-sided Lipschitz condition (see e.g. [5])
〈f (t, y) − f (t, z), y − z〉 μ‖y − z‖2, ∀y, z ∈ RN (4)
〈·, ·〉 being an inner product on RN with corresponding norm ‖ · ‖. In this case a residual error r in
the solution of system (2) directly relates to the error yn+1 according to
‖yn+1‖ C‖r‖, (5)
where C is a small constant [6,9].
In the sequel we will give results for the 2-stage and 3-stage Radau IIA methods, which can
conveniently be represented by the Butcher arrays
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Introducing the vectors
Y =
⎡
⎢⎢⎣
Y1
...
Ys
⎤
⎥⎥⎦ ∈ RNs, F(Y) =
⎡
⎢⎢⎣
f (tn + hc1, Y1)
...
f (tn + hcs, Ys)
⎤
⎥⎥⎦ ∈ RNs,
system (2) can be rewritten as
Y = e ⊗ yn + (A ⊗ IN)hF(Y), (6)
where⊗ denotes the Kronecker product, IN is the N × N identity matrix and e ∈ Rs the column vector
with each element 1. The nonlinear system of size sN × sNmay be solved bym iterations of amodiﬁed
Newton method, leading to the linear systems
(I − A ⊗ hJ)(Y (j+1) − Y (j)) = e ⊗ yn − Y (j) + (A ⊗ IN)hF(Y (j)), j = 0, . . . ,m − 1, (7)
with J ≈ ∂
∂y
f (tn, yn) some approximation to the Jacobian matrix. In some special cases this system
can be decoupled into s systems of smaller dimension, e.g. if A is lower triangular [13] or A has either
a one-point spectrum [3] or only real eigenvalues. In the latter case a similarity transformation for
A should be applied to (7) (see [3]). However, the additional costs of the transformation might be
substantial and the most optimal (with respect to order) Runge–Kutta methods, like Gauss–Legendre
or Radua IIA, do not have a real spectrum. For these methods it is more convenient to solve system
(6) for F(Y) (note that A is nonsingular), because the coefﬁcient matrix will be sparser than the one in
system (7) and the condition number smaller. Introducing Z = F(Y) = [ZT1 , ZT2 , . . . , ZTs ]T , we obtain
(A−1 ⊗ IN − Is ⊗ hJ)(Z(j+1) − Z(j))
= (A−1 ⊗ IN)
(
F(e ⊗ yn + (A ⊗ IN)hZ(j)) − Z(j)
)
, j = 0, . . . ,m − 1. (8)
After convergence, the numerical approximation yn can be updated by
yn+1 = yn + h(bT ⊗ In)Z(m). (9)
For large N, system (8) is very large and a direct solutionmethodwill often be prohibitively expensive.
Therefore, an iterative method for the solution of this system is considered in the next section.
3. A partitioned Krylov-method
In this section we will describe an iterative method for the solution of one step in the modiﬁed
Newton iteration (8). Introducing
B = A−1 ⊗ IN − Is ⊗ hJ,
x = Z(j+1) − Z(j),
r = (A−1 ⊗ IN)
(
F(e ⊗ yn + (A ⊗ IN)hZ(j)) − Z(j)
)
,
(10)
the system
Bx = r (11)
could be solved iteratively using GMRES [15]. Then, we should form the Krylov subspace Kq(B, r) =
Span{r, Br, . . . , Bq−1r}, construct an orthonormal basis V = [v1, . . . , vq] and solve the minimization
problem ‖BVz − r‖, z ∈ Rq. This procedure, however, is expensive here because the size of the system
is s times the size N of the original system of differential equations (1). Hence both the matrix–vector
multiplication Br as theGram–Schmidt orthogonalisation process to form the basis requiremuchmore
operations (s times asmany, if only countingmultiplicationswith J) thanwouldbe the case for a1-stage
method like Backward Euler or the Implicit Midpoint Rule. Moreover the larger size implies a slower
convergence than in case of Backward Euler, and the opportunaties for parallelisation are limited.
Amore efﬁcient approachmight be given by polGMRES [8]which solves anN × N system P(h J)x =
r, where P denotes the characteristic polynomial of the matrix A−1. The advantage of a smaller size of
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the system, however, is partially neutralized by the multiple matrix–vector multiplications required
in each iteration and the worse conditioning of the system.
Here, wewill follow ideas described in Bomhof [1] andDekker [7], where each component vector in
a partitioned system is chosen optimally froma (Krylov) subspace. Let us rewrite (11) in the partitioned
form ⎡
⎢⎢⎢⎣
a
(−1)
11 I − hJ · · · a(−1)1s I
...
. . .
...
a
(−1)
s1 I · · · a(−1)ss I − hJ
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎣
x1
...
xs
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
r1
...
rs
⎤
⎥⎥⎦ , (12)
where a
(−1)
ij , i = 1, . . . , s, j = 1, . . . , s denote the elements of the matrix A−1. Then we form (in
parallel) multiple Krylov subspaces
K
q
i (J, ri) = Span{ri, Jri, . . . , Jq−1ri}, i = 1, . . . , s (13)
and combine these subspaces into a subspace of larger dimension by forming the direct sum
Kq = Kq1 ⊕ · · · ⊕ Kqs . (14)
Here, the superscript q denotes the iteration index in the Krylov process, and the subscript denotes
the component vector in the partitioned system. An orthonormal basis for Kq is constructed in each
iteration by the modiﬁed Gram–Schmidt process, like in GMRES. Note, that in each iteration the
subspace is extended by adding s new vectors which can be made orthogonal to all previous vectors
in parallel. Next, the small set of new vectors must be made orthogonal which is a sequential process.
Finally, we arrive at a matrix with orthonormal columns
Vq = [v1, v2, . . . , vs, vs+1, . . . , vsq] (15)
and we choose each component vector xi = Vzi, i = 1, . . . , s as a vector in the subspace Kq, such
that system (12) is solved in least-squares sense. Let Hq denote the block-Hessenberg matrix of size
(q + 1)s × qs obtained from the orthogonalisation process
− hJVq = Vq+1Hq, (16)
then it is easily veriﬁed that the vectors zi are obtained from the least-squares problem of (small) size
(q + 1)s2 × qs2⎡
⎢⎢⎢⎣
a
(−1)
11 I˜ + Hm · · · a(−1)1s I˜
...
. . .
...
a
(−1)
s1 I˜ · · · a(−1)ss I˜ + Hm
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎣
z1
...
zs
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
ρ1u1
...
ρsus
⎤
⎥⎥⎦ , (17)
where ρi = ‖ri‖, ui ∈ R(q+1)s is a unit vector with only its ﬁrst i entries nonzero and I˜ is the qs × qs
identity matrix augmented with s additional rows of zeros. Note that this system can be solved by
updating a QR-decomposition in each iteration, just as in the case s = 1which yields the least-squares
system from GMRES [15].
Finally, we compare in Table 1 the costs of the partitioned algorithm and the costs of GMRES
applied to system (11). It is seen that the partitioned algorithm is as expensive as GMRES in terms
of matrix–vector multiplications and storage, if q iterations are performed. The costs of the modiﬁed
Gram–Schmidt orthogonalisations are a factor s higher, butmost of these can be performed in parallel.
The advantage of the partitioned algorithm is in the dimension of the subspace, which is a factor of
s larger after the same number of iterations. Hence, much faster convergence might be expected and
less matvecs and storage would be required compared to GMRES.
Remark 1. Unfortunately, a preconditioner for the shifted Jacobian can not be applied to (11), aswould
be possible in case of the Implicit Midpoint Rule (s = 1) or the block diagonal system arising after the
similarity transformation for A is applied to (7). Usually, however, system (11) is not so ill-conditioned
due to the positive entries a
(−1)
jj I.
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Table 1
Costs for q-iterations to solve (12).
GMRES Partitioned method
Number of matrix–vector multiplications with J qs qs
Dimension Krylov subspace q qs
Required storage qsN qsN
Number of orthogonalizations q(q + 1)/2 qs(qs + 1)/2
Flops in modiﬁed Gram–Schmidt q(q + 1)sN qs(qs + 1)N
Size least-squares system (17) (q + 1) × q (q + 1)s2 × qs2
Remark 2. System (11) with B given by (10) can be rewritten as the Sylvester equation
XA−T − hJX = R, (18)
where X = [x1, x2, . . . , xs] ∈ RN×s and R = [r1, r2, . . . , rs] ∈ RN×s. The numerical solution of the
Sylvester equation using Krylov subspaces is treated in [12], where both A and J are large and sparse,
and in [16], where only J is sparse and a block Krylov space Kq(J, R) is used, leading to a method very
similar to the one described above. Hence, it might be worth while to reconsider the implicit Eqs.
(6)–(8) as Sylvester equations, which has not been done before to the author’s knowledge.
4. Numerical results
In this section we compare the convergence behaviour of GMRES and the partitioned method
applied to the system of equations originating from the application of the 2- and 3-stage Radau IIA
methods and the Implicit Midpoint Rule(IMR). The ﬁrst test problem consists of a mildly stiff system
of differential equations of Prothero and Robinson type [14]
y′j(t) = −λj(yj(t) − exp(−μjt)) − μjexp(−μjt), j = 1, . . . , 100, (19)
where λj = 2
{
100
π
cos
(
(j−1)π
200
)}2 ∈ [0.49, 2030] and μj = 1 + (j − 1)/100. The system has been
solved on the interval [0,1] with constant stepsize h, using the above numerical methods. The starting
values for the intermediate stages were obtained from linear extrapolation of previous numerical
approximations
Y
(0)
j = yn + cj∗(yn − yn−1), Z(0)j = f
(
tn + hcj , Y (0)j
)
. (20)
The average number of iterations necessary to reduce the norm of the residual in (12) to a value
below 10−8 is given in Table 2.
In case of IMR, system (12) consists of 100 linear equations, and GMRES should converge in at
most 100 iterations. For a large stepsize h = 1/5, this amount is indeed needed, for smaller stepsizes
GMRES converges faster, as expected: The initial guess (20) is better and the condition number (2 +
hλmax)/(2 + hλmin) is smaller. Radau IIA leads to systems of size 200 × 200 for s = 2 and 300 × 300
Table 2
Average number of iterations q for system (12) from problem (19).
Iteration ODE solver Stepsize
1/5 1/10 1/20 1/40 1/80
GMRES IMR 100 77 50 32 20
GMRES Radau IIA(2) 120 103 69 45 29
GMRES Radau IIA(3) 120 103 68 46 31
Partitioned Radau IIA(2) 39 28 18 10 6
Partitioned Radau IIA(3) 19 16 10 7 4
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Table 3
Average number of iterations q for problem (21); Y
(0)
j given by (20).
Iteration ODE solver Stepsize
1/5 1/10 1/20 1/40 1/80
GMRES IMR 26 23 18 14 10
GMRES Radau IIA(2) ∗30 ∗30 26 21 15
GMRES Radau IIA(3) ∗40 36 30 24 18
Partitioned Radau IIA(2) 12 10 7.6 4.3 2.7
Partitioned Radau IIA(3) 7.4 6.1 4.5 3.2 2.0
Table 4
Average number of iterations q for problem (21); Y
(0)
j = 0.
Iteration ODE solver 1/5 1/10 1/20 1/40 1/80
GMRES Radau IIA(3) ∗40 ∗40 ∗40 40 35
Partitioned Radau IIA(3) 7.6 4.8 2.6 2.0 1.6
for s = 3, andwe observe a slightly slower convergence than for IMR. Because the costs of themethods
are proportional to s × q (matvecs) or even s × q2 (Gram–Schmidt), where q denotes the number of
iterations, these methods are much more expensive than IMR. The situation is quite different for the
partitioned iteration methods: only 6 (s = 2) or 4 (s = 3) iterations are required for convergence in
case of the small stepsize h = 1/80. The dimension of the constructed subspace (14) equals 12 in both
cases, which is much smaller than the dimension 20 needed for IMR. Hence, the partitioned methods
are about a factor 3 (cf. Table 1) cheaper with respect to the ﬂops in Gram–Schmidt, and a factor 2 in
matrix–vector multiplications. As an additional advantage, the operations in the partitioned method
can be performed independently on s processors.
As a second example we consider a partial differential equation in two space dimensions
ut = uxx + uyy, (x, y) ∈ Ω = [0, 1]2, (21)
with boundary conditions
u(t, x, y) = e(x+y+t)/2, (x, y) ∈ ∂Ω.
Discretization on a 10 × 10 grid with gridsize x = y = 0.1 yields a system of 81 differential
equations, of which the Jacobian matrix has eigenvalues in the interval [−800,−2π2]. Again, this
system has been solved on the interval t ∈ [0, 1] with constant stepsize h, where the starting values
for the intermediate stages were given by (20). The average number of iterations necessary to reduce
the norm of the residual in (12) to a value below 10−8 is given in Table 3.
It is seen that the partitioned iterations converge much faster than GMRES combined with Radau
IIA, and also faster than GMRES in IMR. In case of large stepsizes h, GMRES did not converge in 30 (40)
iterations, whereas the partitioned iteration did converge in 12 (7.4) iterations. Finally, we investigate
the inﬂuence of the initial guess for the starting vector. The results for Radau IIA(3) are given in Table
4. One would expect that a better choice, given by the linear extrapolation (20), would lead to less
iterations, which is indeed the case for GMRES. The partitioned methods, however, converge even
faster for the crude guess Yj(0) = 0
(
Z
(0)
j = f (tn, yn)
)
: for small h the iteration often converged in 1
iteration. Obviously, the subspace (14) approximates the exact solution very well.
5. Conclusions
We have derived a partitioned iteration method for the linear systems occuring in the integration
of ODEs with a high order s-stage Runge–Kutta method. It is shown that themethod converges fast for
some linear sytems of ODEs, and that larger values of s improve the rate of convergence. In some cases
only a few iterations sufﬁce, whereas GMRES combined with IMR requires 20 iterations to obtain an
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accuracy of 10−8. The experiments also indicate that the number of operations decreases for increasing
values of s. Further, the partitionedmethod is easily paralelizable for sprocessors, sowe expect implicit
methodswithmany stages to be competitive. The application of thesemethods to systems of nonlinear
ODEs ([4]) will be a topic of future research.
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