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Abstract 
We deduce in an elementary way representations for the Mellin transform of a product of Bessel functions OF, [ -a2x2] 
and generalized hypergeometric functions &,+, [ -b2n2] for a, b > 0. As a corollary we obtain a transformation formula for 
P+rFp[l] which was discovered by Wimp in 1987 by using Bailey’s method for the specialization &[l]. 
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1. Introduction 
For bi (i=1,2,..., q) not negative integers or zero the series 
O” @I )nWn . . . @Jn z” 
c 
n=O (4 Mb2 )n . . . @q >, 2’ 
where 
(a),=a(a+ l)(a+2)...(a+n- l), (U)o”l 
is caYed a generalized hypergeometric series and is denoted by the symbols 
al,a2,...,a,; 
F 
pq [ 1 z -pFqK~p); (~,)A. b,,b2 ,..., bq; 
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The PO&hammer symbol or shifted factorial function (a), may also be expressed in terms of a ratio 
of gamma functions as 
r(a + n) 
(a),= r(a) . 
When p bq, the generalized hypergeometric series converges for all complex values of z; thus, 
,F,[z] is an entire function. When p > q + 1, the series converges only for z = 0, unless it terminates 
(as when one of the parameters ai is a negative integer) in which case it is just a polynomial 
in z. When p = q + 1, the series converges in the unit disk IzI < 1, and also for z = 1 provided 
that 
Re ( $bip$ai) >O* (1.1) 
The complex members of the sequences (a,), (b,) are called parameters and z is the argument of 
the function. 
Hypergeometric series were introduced into analysis by C.F. Gauss (1866) and have proved to 
be of enormous significance in mathematics and the mathematical sciences. Among their numerous 
interesting properties is the second fundamental relation for 3F2[ I] which is due to J. Thomae (1879). 
It states that 
r( 1 - a)r(e)r(f)r(c - b) 
= r(e - b)T(f - b)T(l + b - a)T(c) 
b,b-e+ l,b- f + 1; 
x 34 1 
I 
+ idem(b; c), (1.2) 
1 +b-c,l +b-a; 
where the symbol idem (b; c) after an expression means that the preceding expression is repeated 
with b and c interchanged. 
A derivation of the transformation formula given by Eq. (1.2) that employes the residue calculus is 
sketched in Bailey’s tract [ 1, p. 151 on generalized hypergeometric series. Another more elementary 
and straightforward (but perhaps also more computationally intensive) derivation has been given 
recently by Miller and Srivastava in [8]. In the present work we shall employ the latter method to 
deduce firstly the Mellin transform of a product of Bessel and generalized hypergeometric functions, 
and secondly (as an application) a transformation formula for ,+,F,[l], which includes Eq. (1.2) as 
a special case. We shall show in Section 5 that for p 3 1, 
UT (a,>; 
F 
[ 1 1 =e r(I - V(@,)* - a#((&)) P+l p (b,); k=, T((b,) - ak)Ul - u+ QU(a,)*) 
uk, 1 + ak - &J; 
XP+l F p 1 1 9 
1 - u + ak, + ak 1 - (a,)*; 
(1.3a) 
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where 
and (a,)” means that ak is not included in (a,) for the current value of the summation index k. 
Thus 
wa,)*)=~ta, 1. . * T(Uk-1 )nak+l>.. fop). 
This result may also be written for p 22 as 
F P+’ p 
= r( 1 - v>r((b,>>r(a, - a1 >. . . &J - a1 > 
T((b,) - al)T( 1 - u + al>r(az>. . . &p) 
a,, 1 + al - VP); 
XP-tl p F 1 
1 -v+ai,l +a, -a2,...,1 +a, -up; 1 
P-1 
+ c idem(ak; ak+l ). 
k=l 
(1.3b) 
Wimp has obtained Eq. (1.3a) by employing Bailey’s method for &[l] which is described above 
(see [13, Eqs. (30) and (31)]). I n what follows, and in particular in Eqs. (1.3), we tacitly assume 
values of the parameters for which the expressions make sense. 
Thus, we shall derive in Section 4 representations for the Mellin transform F,(s) of products of 
Bessel functions (cf. Eq. (2.4)) and generalized hypergeometric functions pE;,+1[-b2x2] defined for 
a >O, b ~0, and nonnegative integers p by 
F,(s)= l-x”-‘oF; [ +-a2x2] ,F,+, [(bp:“;‘:,-b2~2]d~, (1.4) 
where for convergence of the integral at the lower limit of integration Re(s) >O. Convergence at 
the upper limit of integration will be discussed in Section 3. 
2. Asymptotic formulas for pc+, [-z2] 
We shall need in the analysis that follows an asymptotic formula for the generalized hypergeo- 
metric function PFp+, [-z2]. Thus, we record for IzI too, larg(z)] < f: 
(a,); 
F P p+l L 1 -22 zzz r((bp+l)) c ’ r(ak>r((ap>* - ak) Z-2ak @,+I >; r((aP)) kz, Wbp+, > - ak> 
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Wbp+l>> 
+ Q$x~p)) ($7 [l +o (>)I cost(z), 
where 
Ebk-cak _ f 
k=l k=l 
(2.la) 
(2.lb) 
and 
5(2)=22-7V7+0 i . 
0 
When p= 0, terms containing C,“=, are empty and make no contribution. 
Eq. (2.la) is a simplified version of a more precise formula (deduced evidently for computational 
purposes) due to C.S. Meijer (circa 1946), and can be obtained from results given by Luke in [5, 
Section 5.11, pp. 195-2031. Furthermore, Eq. (2. la) may be written in a still more abbreviated, yet 
quite useful, approximate form (cf. [8, Section 41): 
PF,+l [i~~;-zz]=~‘&-20k [I+$)] 
(2.2a) 
where Iz] 400, larg(z)] < i7c and q is given by Eq. (2.lb). The result given by Eq. (2.2a) may be 
written even more concisely as 
(a,); 
[ 1 P F P p+l -z2 N c @,+I ); AkZ-2ak + Ap+lZ1/2+% -C::b coQz + B), k=l (2.2b) 
where Iz] + 00, (arg(z)l<$, the Ak (k=l,2,... 
the function pF,+, [ -z2]. 
, p + 1 ), and B are dependent on the parameters of 
If we set p= 0 in Eq. (2. la), it is easy to see that _* 
3 
OF; 
[ 1 -z2 = 1 +I4 ‘~&%1~2-P[1+0(f)]~os[2z-~jn(~+~)+0(l/z)], (2.3) 
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where IzI -+co, ]arg(z)l < $r. This result is essentially the well-known asymptotic formula for Bessel 
functions since 
Uz)= r(I + /.L) 
(z/2Y & 
--.-* 
9 
Z2 
i -- 
4 
1 fPC1; 
(2.4) 
3. Convergence and continuity of F,(s) 
It is obvious that the defining integral for F,(S) in Eq. (1.4) converges at its lower limit of 
integration provided that Re(s) > 0. Now for z > 0 we write Eq. (1.4) as 
_. 
3 
-a2x2 F 
I 
P p+l 
1 +c1; 
(a,>; 
-b=x= dx 
(b,), 1 + v; 1 
r (a,); l 
+ xS-‘oE;; 1 (3.1) z 1 +cL; (b,), 1 + V; 
where a > 0, b > 0, and Re(s) > 0. The finite integral in Eq. (3.1) is a continuous function of a and 
b for all z > 0 (see, e.g., [2, p. 1881). In particular, it is continuous when a= b. 
(2.2a) and (2.3) it is evident Next, calling the infinite integral in Eq. (3.1) G,(s), by using Eqs. 
that for z sufficiently large, we may write 
Gp(S) = 5 B, Irn xs-3/=-~-=~ 
k=l ’ 
cos[,ax-~(~+,)+O(~)] 
=+bx-;(;+v+,)+o(;)] [1+0(f)]dx, 
where 
(3.2a) 
(n=f:(bk-ak) (3.2b) 
k=l 
and the Bk (k=1,2,..., p + 1) are not only dependent on the parameters of 04[-a2x2] and ,F,+, 
[-b2x2], but are also proportional to powers of a and b. Note also that if p=O, then o = 0. 
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By using a trigonometric identity for the product of cosines Eq. (3.2a) may be rewritten as 
Gp(s) = 2 B, srn Xs-3/2-P--2ak 
k=l ’ 
co+uX-;(;+p)+O(;)] [l+U($)]dx 
x [l+$)]dx. (3.3) 
The convergence criteria for each of the integrals in Eq. (3.3) may now be determined by em- 
ploying Chartier’s test for integrals involving periodic functions [l 1, p. 72 (IV)] provided a#b. If 
a = b, the cosine in the integrand of the last term of Eq. (3.3) becomes nearly constant for large 
z and we may not apply the latter test. Thus, we have for a# b that G,(s) and hence also F,(s) 
converge provided that for each k = 1,2,. . . , p. 
O<Re(s)<Re(i + ,D + 2~) (3.4a) 
and 
O<Re(s)<Re(2+p+v++). (3.4b) 
When a = b, the last integral in Eq. (3.3) converges uniformly provided that 
O<Re(s)<Re(l + ,U + v + o). (3.4c) 
Furthermore, the penultimate integral also converges uniformly under the latter conditional inequality. 
Thus we see, in addition, since the first p-integrands in Eq. (3.3) are independent of b, that G,(s) 
and, hence, also F,(s) are continuous when u=b (see, e.g., [2, p. 198; 11, p. 731) provided that the 
latter conditional inequality holds true. 
Finally, we shall show that when a = b and p - v - o is an odd integer, then F,(S) converges 
provided that the conditional inequalities (3.4a) and (3.4b) hold true. To see this we note that 
cos (2~ - 2b)x - ;(/1- v - o) + 0 
I 
, 
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Thus, when a = b and p - v - o is an odd integer, the last term in Eq. (3.3) reduces to 
dx. 
For z sufficiently large, it is not difficult to see that the above integral converges provided that the 
conditional inequality (3.4b) holds true. 
Recalling now that w in the inequalities (3.4b) and (3.4~) is given by Eq. (3.2b) we now 
summarize the above discussion in the following. 
Lemma 3.1. if a # b or if a = b and ,u - v - Clzl(bk - ak) is an odd integer, then the Mellin 
transform G(s) defined by Eq. (1.4) converges provided that 
O<Re(s)<Re(i +p++&) (k= 1,2,...,p) (3Sa) 
and 
O<Re(s)<Re z+n+V+f:(bk-ax) 
( ) k=l 
(3.5b) 
hold true. When a = b (which is called the critical case), then 4(s) converges uniformly and is 
continuous provided that the penultimate conditional inequality and 
l+p+V+&bk-CZk) 
k=l 
(3%) 
hold true. 
In [8] it was stated that in the critical case for p = 0, if p - v is an odd positive integer and 
O<Re(s)<Re(2 + p + v) 
holds true, then &(s) converges. But the latter statement is true also if ,U - v is an odd integer 
(positive or negative) as stated in the lemma. 
4. Evaluation of the Mellin transform F,(s) 
Following Miller and Srivastava [8, Section 31 we define for p = 0, 1,2,. . . the incomplete Mellin 
transform F$(s;z) which is written as Euler-type integral: 
_. 
1+;; - a2x2 
1 [ 
(a,>; 
&+I (b,), 1 + v; - b2X2 1 dx, (4.1) 
where ]zI < oo, now a, b may be arbitrary complex numbers, and for convergence at the lower limit 
of integration Re(s) > 0. A computation similar to the one performed in [8] for the case p = 1 shows 
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that F,(s;z) may be written as convergent series in the following two different ways: 
Fp(s;z)= fii: ($M%>n ; +n; 
n=O (1 + ;sMbpMl + v>n 
(-b2z2 1” ,F2 
n! 
[ 
1+;+n,1+p; 
- a2z2 1 
and 
F,(s;z)=;g <;4 ( -a2z2)n 
n=O (1 + is),( 1 + p)n n! ,+&+= 
where, for conciseness, 
(a&l = (a1)n(a2)n *f * (qJ)n. 
; + n&p>; - b2z2 
1 + ; + n, (b,), 1 + v; 
9 (4.3) 
(4.2) 
When p = 0, the sequences of complex parameters (a,) and (bp) in Eqs. (4.1)-(4.3) are empty. 
In the computations that follow we shall use Eqs. (4.2) and (4.3) and the asymptotic results for 
pFp+l [-z2] given in Section 2 to derive asymptotic results for the incomplete transform F,(s;z). 
Then using the convergence criteria developed in Section 3, we shall let z + cc thereby giving the 
complete Mellin transform F,(s) defined for nonnegative integers p and positive a, b in Eq. (1.4) 
by 
--2x2 
1 [ Cap); pFp+l (bp), 1 + v; - b2x2 dx. 1 
Thus, we shall show for p = 0, 1,2,. . . that 
F,(s) = ;aP ~(#v + 11) 
r(l ++&p+2Fpfl 
(a,),;,; - ,w b2 
(b,),l +v; 2 1 (b<a) (4.4a) 
and 
1 
'(') = Tb- 
J(#Y(a,) - $)~((b,))Ql + v) 
T((up))T((bp) - ;s)T(l + v - is) ‘+“+’ 
;,l + ; - (bp),; - V; a2 
1 + : _ (aP), 1 + ~; b2 
2 I 
a2 Q 0 r(l + ,u)r(l + v)I’((b,))J+ - ak)WqJ* - ak) b2 r( 1 + v - ak)r( 1 + p + ak - $Y’((b,) - ak>r((a,)*) 
ak, 1 + ak - VP), ak - v; 
F 
a2 
Xpt2 p+l 
1 1 + ak - :, I + p + ak - i, 1 + ak - (a,)*; 
73 1 (a <b), (4.4b) 
where, for convergence of the integral defining 2$,(s), 
O<Re(s)<Re(; +p+2ak) (k= 1,2,...,p) 
and 
2+,U+V+f:(bk-LIk) . 
k=l 
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It is understood that when p = 0, the above k-summation is empty and the penultimate condi- 
tional inequality is superfluous so that Eqs. (4.4) reduce to the hypergeometric formulation of 
the discontinuous integral of Weber and Schafheitlin (cf. [8, Eqs. (1.2a), (1.2~); 7, Eqs. (2.3) 
(2.4)]). When p = 1, Eqs. (4.4) reduce to the result that was deduced previously 
in [8, Eqs. (5.1)]. 
To derive Eq. (4.4a) set p = 1, al = fs + II, b, = 1 + is + n, b2 = 1 + p, and replace z by az in 
- Eq. (2.la). Then noting the identity 
r(a - n) = ((llrrja) 
a, 
we obtain for ]z] + 00, ]arg(z)] < ix; 
[ 
; +n; 
1fi - a2z2 
1 + ; + II, 1 + #Ll; 1 r( 1 + P)T(l + is) 
= r(1 +/L-- $s) (l+;Jn (4 
r(1 + 11) (1 + is>, 
r(i) (is), 
(4.5) 
[1 +0(f)] cos[2az- F(i +,> +0(i)]. (4.6) 
Now, substituting the result in Eq. (4.6) for 1F2[-a2z2] into Eq. (4.2) yields for ]z] -+ 00, 
lar&)l < $ 
1 
F,(s;z) = ?a- 
(ap ), s/29 s/2 - & b2 
(b,), 1 + v; 
a2 
I 
r(l + +~-3,2~~p+, 
(a,); 
r( 1 ) - b2z2 
2 &A 1 + v; 1 
x [1+0(s)] cos[2az- t(t+p) +@(:)I, (4.7) 
where for convergence of P+2FP+l [b*/a*] we must have b <a. 
Finally, computing for large z the hypergeometric function pFp+1[-b2z2] in Eq. (4.7) by setting 
b,+, = 1 + v, replacing z by bz in either of Eqs. (2.2), and noting the conditional inequalities (3.5a) 
and (3.5b), both of which secure the convergence of F,(s;z) to F,(s) for a #b, it is easy to see that 
when z -+ m, the second term in Eq. (4.7) vanishes and we are left with Eq. (4.4a). 
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Now we derive Eq. (4.4b). By using Eq. (2.la) and Eq. (4.5) we find for Iz( + 00, [arg(z)l <in: 
that 
; + %(a,>; 
F p+l pi2 - b2z2 
1 + $ +n,(bp),l +v; 1 
= (bz)- 
,W + $W((Q,> - ;s)Wb,))W + v) 
T((u,))T((b,) - ;s)T(l + v - $s) 
X 
(1 + ;s),,( 1 + ;s - (bp)),( ;s - V), 
(1 + ;s - (qJ)n 
+ sT((b,))T(l + v)(l + ;s)n ’ 
c 
l-(Ukyy$s - uk)r((u,)* - u/c) 
2 ma,)) <;s), k=l r(l + $s - uk)T((b,) - uk)r(l + V - ud(bZ)-2a’ 
(ak)m(l + ak - (bp>>m(& - v),(& - $S), (-l/b2z2)m 
(l + ak - (ap>*>m( 1 + ak - $), ??Z! 
; + V+e(bk -uk) + 0 i . 
k=l ) 01 (4.8) 
Substituting the expression for p+lFp+2[-b2z2] on th e right-hand side of Eq. (4.8) into Eq. (4.3) 
then gives for IzI + 03, larg(z)/ < $T 
1 
‘(“‘) = Tb- 
J(#Wp) - ;W((bp)YV + v) 
T((u,))T((b,) - $s)T( 1 + v - is) p+2Fp+1 
;, 1 + ; - (b,), f - v; u2 
1 + s _ (up), 1 + ~. b2 
2 3 -1 
+ _lzsr((bp))U1 + v) O” 
c 
1 (-u2zy 
2 W%)) n=O (1 + P)n n! 
&&)r(;s - ak)r((ap)* - ak) 
k=, r( 1 + is - ak)r((b,) - ak)r(l + v - ak) 
( bz)-2ak 
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(ak)m(l + ak - (b,))&k - v)m@k - $$I (-l/b2z2)m 
(l + ak - (ap)*)m(l + ak - &I m! 
ofi[-; 1 + pu; -a2z21 
x [I +0(f)] co+z- $+v+$@k-n*))+@(;)]. (4.9) 
where for convergence of p+2FP+,[u2/b2] we must have a <b. 
Noting the asymptotic result for Bessel functions ,,Fl[--; 1 + p; -z2] given by Eq. (2.3), it is easy 
to see that as z + 00 the last term in Eq. (4.9) vanishes, since the conditional inequality (3Sb) 
holds true for convergence of Z$(s;z) to F,(s) for a # b. Now calling the second term in Eq. (4.9) 
S(z), it remains for us to evaluate this term as z --f 03. To this end we interchange the two infinite 
summations appearing in the expression for S(z) thereby obtaining 
r(ak)r( is - ak)r((a,)* - ok) 
k=, r(l + $S - ak)r((b,) - uk)r(l + v - uk) 
( bz)-2ak 
x 2 (“k)m(l + ak - (b&&k - v)m(ak - $Gn (-l/b2z2)” 
m=O (1 + ak - (a,)*)m(l + ak - $+I m! 
‘-ak-m; 2 
x 1F2 - u2z2 . 
1 + i - ak - m, 1 + p; I 
Note that when p = 0, there is no contribution from S(z), so we assume pa 1. 
Next, by once again using Eqs. (2.la) and (4.5) we find for IzI + co, ]arg(z)l < i71: that 
“-L&-m; 2 
1fi - u2z2 
1 + z - ak - m, 1 + p; I 
r( 1 + p)r( 1 + ;s - ak) ( -u2z2y 
= r(l + p + ak - is) (ak - ;.&(l + p + ak - $S), 
r(l+~)r(l+~s-uk)(l+uk-~s), 
r( $ - ak) (ak - &I 
(,p’2)+p [1+0(h)] 
(4.10) 
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which when used together with Eq. (4.10) gives for ]z/ -+ 00, ]arg(z)] < $c 
S(z) = ;o f: 
k=l 
r(1 + p)T(l + v)r((b,))r(+ - a/c)U(a,)” - Qf) 
r( 1 + V - ak)r( 1 + p + ak - $)r((bp) - ak)r((ap)*) 
x F Pi2 p+l 
ak, 1 + ak - (bp),ak - V; a2 
1 + ak - i, 1 + p + ak - f, 1 + ak - (a,)*; ’ 1 
r( 1 + p)r( 1 + v)T((b,)) p 
c 
r(ak)r((up)* - ak) 
JY;)wP)) k=l r(@p) - ak)r(l + v - Ok) 
( bz)-2ak 
ok, 1 + ak - (b,),ak - V; 
F 
1 
x p+2 p-l 
1 + ak - (a,)*; b2z2 ]r 01 
l+O f 
x cos[2az- f(i +,) ++)I, (4.11) 
where for convergence of the hypergeometric functions p+2Fp+l [a2/b2] we must have a <b. 
Finally, since the conditional inequalities (3Sa) hold true for convergence of Fp(s;z) to F,(S) 
when a # b, it is easy to see that the second term in Eq. (4.11) vanishes when z + co. Thus, upon 
letting z --+ cc, the only contributions to F,(s) are the first terms in Eqs. (4.9) and (4.11) which 
consist of the result given by Eq. (4.4b). This evidently completes the derivation of Eqs. (4.4). 
5. Transformation formula for p+l F,[ l] 
The integral defining F,(S) in Eq. (1.4) is called a “discontinuous” integral because the represen- 
tations for I;p(s) across a = b given by Eqs. (4.4a) and (4.4b) are not analytic continuations of each 
other. However, by the Lemma 3.1 we may set a = b in Eqs. (4.4), since Fp(s) converges and is 
continuous at a = b provided that the conditional inequalities (3Sa) and (3.5~) hold true. Thus, we 
have for p=O,1,2,... that 
_. 
3 w; 
- a2x2 
- 
a2x2 dx 
1 +!4 @,I, 1 + v; I 
1 @p), 1 + v; 
(5.la) 
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and _- 
> 1 [ (a,>; - a2x2 F P P+l - a2x2 dx 1 ??t/4 (V, 1 + v; I 
1 
=-_a _J(+)~((a,) - ~~)~(@,))~(l + 4 
;, 1 + ; - (b,), f - v; 
1 
2 r((a,))U(b,) - $)r(l + v - $9 p+24+’ [ 1 + ; _ (ap), 1 + P; 1 
+fa-‘k 
Ql + PPYl + vY((b,))Q+ - ak>Q(a,>* - ak> 
k=l r(l + v - ak>r(l + p + ak - $)T((bp) - ak)r((aP>*> 
ak, 1 + ak - (bp),ak - v; 
x pt2 F ptl 1 > 
1 + ak - i, 1 + p + ak - i, 1 + ak - (a,)*; I 
where 
(5.lb) 
O<Re(s)<Re(i +p++&) (k= 1,2,...,p) (5.lc) 
and 
O<Re(s)<Re l+p+v+ c(&-ak) 
( k=l ) 
. (5.ld) 
Furthermore, by the conditional inequality (1.1) we see that a fortiori each of the generalized hyper- 
geometric functions pf2Fp+l[l] in Eqs. (5.la) and (5.lb) converge since the latter inequality (5.ld) 
holds true. 
When p = 0, Eqs. (5. la) and (5. lb) immediately reduce to the critical case of the Weber- 
Schatheitlin integral which is given by means of Gauss’s theorem for ,Fr[l] (see e.g., [l, p. 2, 
Eq. (111) by 
(5.2) 
where 
O<Re(s)<Re(l +p+v). 
But when p > 1 no such reductions of the generalized hypergeometric functions p+2FP+l [ l] in 
Eqs. (5. la) and (5. lb) are possible, since their parameters are not interrelated [ 121. 
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Recalling Lemma 3.1, for odd integers N the integral in Eqs. (5. la) and (5.1 b) converges also 
when 
p-V-f:(b&=N 
k=l 
(5.3a) 
provided that 
O<Re(s)<Re(z+p+2ak) (k= 1,2,...,p) (5.3b) 
and 
O<Re(s)<Re 
( 
2+,U+V+ &&-C&) 
i 
. (5.3c) 
k=l 
In the critical case for p=O, when Eq. (5.3a) and the inequality (5.3~) hold true (i.e., when 
,U - v=N and O<Re(s)<Re(2 +p + v)), the result given by Eq. (5.2) remains valid [lo, p. 4031. 
Evidently, the critical case for pb 1, when the three conditions (5.3) hold true deserves further 
attention, and should be viewed as a topic for future research. 
Now equating the right members of Eqs. (5. la), (5. lb), dividing the result by ~cP, and setting 
&+r=l+v, 6=1+p we arrive at 
(a,), ;, 1 +; - 6; 
F pi2 p+l 1 
(bp+l>; 1 
= r(d - $GWp> - $W((bp+l>> ;, 1+ ; - VP+1 >; 
Wbp+l) - ;s>WWp)> ‘+“+ 
1 
6, 1 + ; _ (a ). 
P ’ I 
ak, 1 + ak - (b,+l>; 
XPf2 p+l F 1 . 
1+ak-~,6+ak-~,1+ak-(up)*; I 
Next, setting u = i.s and u = 1 + $T - 6 we obtain 
F p+2 p+l 
(5.4) 
r(l- W((~p> - W(@p+l>) u, 1+ u - VP+1 ); 
= Wbp+l> - uNl+ u - W&J)p+2FP” 
1 
l + u _ v 
, 
l + u _ (u >. 
P 3 I 
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ak, 1 + uk - @,+I ); 
x p+2 F p+l 1 . 1-u+ak,1-~+ak,1+ak-(u,)*; 1 
Thus setting u,+~ = u gives for p = 0, 1,2,. . . 
(5.5) 
F pi2 p+l 
ak, 1 + ak - (bp+l >; 
x p+2 F p+l 1 1 -u+ak,l fak-(a,+,)*; 1 (5.6) 
which yields Eq. (1.3a) upon replacing p + 1 by p. Finally, we note that the conditional inequal- 
ities (5. lc) with the relevant substitutions made in obtaining Eqs. (5.4) and (5.5) may now be 
waived by appealing to the principle of analytic continuation. However, the inequality (5. Id) (also 
with the relevant substitutions just mentioned) remains in force, since it guarantees the convergence 
of the p+2Fp+l[l] in Eq. (5.6). This evidently completes the derivation of the transformation formula 
for the generalized hypergeometric function p+l Fp[ 11. 
6. Concluding remarks 
In concluding, we mention that by using a general result for the Mellin transform of a product 
of generalized hypergeometric functions [6, Section 2.22, p. 3331, F,(s) defined by Eq. (1.4) may 
be represented by Meijer’s G-function. Thus, for a >O, b >O, and nonnegative integers p we have 
F,(s) = ;a-’ 
T(l+&r(l+~)r((b~)) 1,~’ 
Ma,>> 
l-;,l-(u,),l+~-; 
0, - v, I- (b,) 
(6.1) 
where for a # b the conditional inequalities (3.5a) and (3.5b) hold true. Erdelyi et al. records a 
result [3, p. 91, Eq. (20)] for the Hankel transform of Meijer’s G-function which may also be 
employed to deduce Eq. (6.1) but this result does not include complete and correct criteria for 
convergence of the transform integral. Prudnikov et al. [6, Section 2.22.4.(l), p. 3371 gives a result 
for the Mellin transform of products of Bessel functions Jv and generalized hypergeometric functions 
pFq which, as already mentioned in [8], is not correct. 
Although Eqs. (4.4) may be obtained from Eq. (6.1) by using formulas for reducing the 
G-function to generalized hypergeometric functions (see, e.g., [5, Section 6.5, p. 2301, we have 
opted in the present investigation (as in [S]) to avoid the use of Meijer’s G-function and its proper- 
ties thereby presenting as far as possible an elementary derivation of Eqs. (4.4). In fact, essentially 
we have only needed the asymptotic formula for pFp+l [-z2] given by Eq. (2.la). Furthermore, and 
more importantly, the results given by Eqs. (5. la) and (5. lb) and the consequent transformation 
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formula for p_+lFp[ l] require a detailed analysis of the continuity and convergence criteria for the 
Mellin transform F,(s) in the critical case a = b, and therefore, may not be deduced directly from 
Eq. (6.1). 
Since the fundamental relation for &[ l] given by Eq. (1.2) is only one of many such possible 
relations (see [I, Section 3.5, p. 16]), it is evident that Eq. (1.3a) is probably also one of many 
such transformation formulas for P+l FP[ l] that may be obtained. 
Finally, we mention some applications for the transformation formulas for ,+,F,,[ I] given by 
Eqs. (1.3a) and (5.5), and for the Mellin transform FP(s) given by Eqs. (4.4). Wimp [ 131 derived 
Eq. (1.3a) in the first place to specialize it to 4F3[1] in order to deduce a closed-form expression 
for the associated Jacobi polynomials. By specialization Eqs. (1.3a) and (5.5) also easily provide 
the Karlsson-Minton summation formulas which are useful, e.g., in theoretical physics and in work 
on spherical harmonics (see [4, pp. 14,151 for further details and references). Miller employed 
the Mellin transform F,(s) specialized with p = 1 in order to deduce closed form expressions for 
Schliimilch and Fourier-type series which have applications to mathematical physics (see [9] for 
further details and references). 
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