A sequence of vertices in a graph is called a (total) legal dominating sequence if every vertex in the sequence (total) dominates at least one vertex not dominated by those ones that precede it, and at the end all vertices of the graph are (totally) dominated. The Grundy (total) domination number of a graph is the size of the largest (total) legal dominating sequence. In this work, we address the problems of determining these two parameters by introducing a generalized version of them. We explicitly calculate the corresponding (general) parameter for paths and web graphs. We propose integer programming formulations for the new problem and we study the polytope associated to one of them. We find families of valid inequalities and derive conditions under which they are facet-defining. Finally, we perform computational experiments to compare the formulations as well as to test valid inequalities as cuts in a B&C framework.
Introduction
Covering problems are some of the most studied problems in Graph Theory and Combinatorial Optimization due to the large number of applications. Consider a hypergraph H = (X, E) without isolated vertices. An edge cover of H is a set of hyperedges C ⊂ E that cover all vertices of H, i.e. ∪ C∈C C = X. The general covering problem consists in finding the covering number of H, denoted by ρ(H), which is the minimum number of hyperedges in an edge cover of H [1] .
The most natural constructive heuristic for obtaining an edge cover of H is as follows. Start from empty sets C and W (the latter one keeps the already covered vertices). At each step i, pick a hyperedge C i ∈ E, add C i to C and add all the elements of C i to W . The process is repeated until W = V . In addition, C i can only be chosen if at least one of its elements has not been previously included in W , i.e. C i \ (∪ i−1 j=1 C j ) = ∅. How bad can a solution given by this heuristic be (compared to the optimal one) ? The answer leads to the concept of Grundy covering number of H, denoted by ρ gr (H), which computes the largest number of steps performed by such a constructive heuristic, or equivalently the largest number of hyperedges used in the resulting covering [2] . In general, "Grundy numbers" relate the worst case of greedy heuristics. They were initially addressed in the context of coloring problems [3] .
A particular case of the covering problem, motivated by a domination game [4, 5, 6] , occurs when H is the hypergraph of the closed neighborhoods of vertices in a simple graph G, i.e. H = (V (G), E) where E = {N [v] : v ∈ V (G)} and N [v] . = {u ∈ V (G) : (u, v) ∈ E(G)} ∪ {v}. Here, the Grundy covering number of H is called Grundy domination number of G [2] . Analogously, the Grundy total domination number of G is the Grundy covering number of the hypergraph of the open neighborhoods of vertices in G (where the hyperedge related to v ∈ V (G) is N (v) . = N [v] \ {v}) [7] . The problems associated to these parameters are N P-hard even when G belongs to a restricted family of graphs. For example, the Grundy domination problem is hard when G is a chordal graph, although it is polynomial when G is a tree, a cograph or a split graph [2] . The total version of this problem is hard when G is bipartite [7] but it is polynomial on trees, P 4 -tidy and distancehereditary bipartites [8] .
In this work, we introduce the General Grundy Domination Problem (GGDP), where the hyperedges can be either closed or open neighborhoods. We obtain the parameter associated with GGDP for paths and web graphs. We propose integer programming formulations for GGDP, which in particular can obtain the Grundy (total) domination number of a graph. We study the polytope associated to one of these formulations. We find families of valid inequalities and derive conditions under which they are facet-defining. Besides, we perform computational experiments to compare the formulations as well as to test some of the proposed valid inequalities as cuts in a B&C framework. Some results contained in this work appeared without proof in the extended abstract [9] .
Definitions and notation
Let G = (V, E) be a simple graph on n vertices and C be a subset of vertices of V . Define the function N : V → P(V ) as follows:
Assume that no vertex from V \ C is isolated in G, so that N v = ∅ for all v ∈ V . N v will be simply called the neighborhood of v. Now, define H(G; C) as the hypergraph (V, E) with E = {N v : v ∈ V }. The Grundy covering number of H(G; C) will be called Grundy domination number of G; C, to be denoted γ gr (G; C). The combinatorial problem of our interest is presented below:
GENERAL GRUNDY DOMINATION PROBLEM (GGDP) INSTANCE: a graph G = (V, E) and a set C ⊂ V such that no isolated vertex is in V \ C. OBJECTIVE: obtain γ gr (G; C).
Since the Grundy domination problems mentioned in the introduction are particular cases of our problem (note that γ gr (G; V ) is the Grundy domination number of G while γ gr (G; ∅) is the Grundy total domination number of G), they can be simultaneously addressed by GGDP.
We refer to the pair "G; C" as an instance and we present the same definitions given in [2, 7] in terms of instances (of the GGDP).
Let S = (v 1 , . . . , v k ) be a sequence of distinct vertices of G. The sequence S is called a legal sequence of an instance G; C if
holds for every i = 2, . . . , k. If S is a legal sequence, then we say that v i footprints the vertices from W i , and that v i is the footprinter of every vertex u ∈ W i . That is, v i footprints a vertex u ∈ N v i if u does not belong to the neighborhood of v j , for j = 1, 2, . . . , i − 1. If ∪ k j=1 W j = V then S is called a dominating sequence of G; C. The legal dominating sequences of G; C are in one-to-one correspondence with the solutions of the constructive heuristic for the covering number of H(G; C).
Let S be any legal sequence of G; C with maximal length, i.e.it is not possible to append a vertex at the end of S. It is easy to see that S is also a dominating sequence and, in particular, if its length is maximum then it is equal to γ gr (G; C). Therefore, when determining γ gr (G; C), we do not need to restrict ourselves to legal dominating sequences. Instead, we can only explore the structure of legal sequences, which is simpler.
For given vertices v 1 , v 2 , we denote v 1 ⊳ v 2 the expression N v 2 \N v 1 = ∅, which basically means that the sequence (v 1 , v 2 ) is legal. Naturally, v 1 ⊳ v 2 means N v 2 ⊂ N v 1 . An instance G; C is called clutter if H(G; C) is a clutter too, i.e. if u ⊳ v for all distinct vertices u, v. It is called a strong clutter if |N u \ N v | ≥ 2, for all distinct vertices u, v.
We say that distinct vertices u, v are twins if N u = N v . If G; C does not have twin vertices, then G; C is called twin free. Clutters are twin free instances.
Properties of the GGDP and examples
In order to reduce the size of the input graph, two simple rules can be applied. In first place, if G is the disjoint union of graphs G 1 and G 2 , then: γ gr (G; C) = γ gr (G 1 ; C ∩ V (G 1 )) + γ gr (G 2 ; C ∩ V (G 2 )).
Therefore, we can restrict ourselves to connected graphs.
In addition, if there exist twin vertices u, v, then γ gr (G; C) = γ gr (G − v; C \ {v}), where G − v is the graph obtained from G by deleting v. Hence, we can suppose that the instance is twin free. Let δ(G; C) be the minimum cardinality of N v for all v ∈ V (G). In [2, 7] , upper bounds of Grundy domination numbers are presented. They can easily be adapted to our problem: Proposition 2.1. [2, 7] γ gr (G; C) ≤ m . = n − δ(G; C) + 1.
Proof. Let S = (s 1 , . . . , s k ) be a legal dominating sequence of G; C of maximum size and let u be a vertex footprinted in the last step. Since u was not dominated in the previous steps, N u ∩ {s 1 , . . . , s k−1 } = ∅. Then, k − 1 ≤ n − |N u | ≤ n − δ(G; C), implying k ≤ m.
Now, we consider two families of graphs (paths and web graphs) that will serve as examples. First, let P n denote an induced path on n ≥ 1 vertices where V (P n ) = {1, . . . , n}. Note that, for any integer n ≥ 2 and any C ⊂ V (P n ), δ(P n ; C) = 2 when {1, n} ⊂ C and δ(P n ; C) = 1 otherwise. Therefore,
We say that C is a good configuration (or "g.conf. " for short) for P n if (i) n = 1 and C = {1}, (ii) n = 2 and C = {1, 2}, (iii) n ≥ 3 and either (iii.1) 1 / ∈ C and C is a g.conf. for the subpath induced by {3, . . . , n} or (iii.2) n / ∈ C and C is a g.conf. for the subpath induced by {1, . . . , n − 2}.
For the sake of simplicity, when we say that C is a g.conf. for a subpath P ′ of P , we are actually referring to the set C ∩ V (P ′ ). Moreover, differently from the definition of GGDP, we allow the subgraph induced by V (P ′ ) \ C to have isolated vertices in the g.conf. definition.
From the previous observation, we trivially have
The following results give the Grundy domination number of a path and show where the upper bound m is tight. Proposition 2.4. Let n ≥ 1, G = P n and C ⊂ V (G). If {1, n} ⊂ C or C is a good configuration for G then γ gr (G; C) = m; otherwise, γ gr (G; C) = m − 1.
Proof. If n = 1, we must have C = {1}, because N 1 = ∅. So C is a g.conf. and γ gr (G; C) = m = 1. Now, consider the case n = 2. If C = {1, 2} then γ gr (G; C) = m = 1. And, if C = {1, 2} (C is a g.conf. for G) then γ gr (G; C) = m = 2.
For n ≥ 3, note that (1, 2, . . . , n − 1) is a legal dominating sequence. Indeed, 1 footprints 2 (and itself, if 1 ∈ C), 2 footprints 3 (and 1, if 1 / ∈ C), and i = 3, . . . , n − 1 footprints i + 1. Thus, n − 1 ≤ γ gr (G; C) ≤ m. If {1, n} ⊂ C, by Observation 2.2 we have γ gr (G; C) = m = n − 1. It remains to consider the case {1, n} ⊂ C. By Observation 2.2, m = n. Then, γ gr (G; C) ∈ {m − 1, m}, and it is enough to prove that C is a g.conf. for P n if and only if there exists a legal dominating sequence of size n.
First, assume that C is a g.conf. for P n . We use induction on n. Recall that we have already obtained γ gr (G; C) = 2 for n = 2, and γ gr (G; C) = 1 is trivial for n = 1. For n ≥ 3, (iii.1) or (iii.2) holds. Assume w.l.o.g. that (iii.1) holds (the other case is symmetric). The induction hypothesis ensures the existence of a legal dominating sequence S for (3, . . . , n), with |S| = n − 2. Consider the extended sequence S ′ = (1, S, 2). S ′ is legal and dominating for P n with |S| = n. Now, assume that there exists a legal dominating sequence S such that |S| = n. We use again induction on n. C is trivially a g.conf. for P n when n ∈ {1, 2}. For n ≥ 3, any dominating legal sequence of length n must start with an endpoint of P n , say 1, and such a vertex must belong to V \C. Moreover, 2 must be the last vertex in the sequence, and the n− 2 vertices between 1 and 2 define a legal dominating sequence for (3, . . . , n). By the induction hypothesis, C is a g.conf. for (3, . . . , n). Since 1 / ∈ C, C is also a g.conf. for (1, . . . , n).
Corollary 2.5. Let n ≥ 1, G = P n and C ⊂ V (G). If C is a good configuration for G, then γ gr (G; C) = n; otherwise, γ gr (G; C) = n − 1.
The second nontrivial example is related to web graphs [10] . Let n, k be positive integers such that n ≥ 2(k + 1). A web W k n = (V, E) is a graph with V = {0, . . . , n − 1} and E = {(i, j) :
where ⊕ and ⊖ stand for the addition and subtraction modulo n. Therefore, m = n − 2k if C = V , and m = n − 2k + 1 if C = V . Proposition 2.6. Let G be the web graph W k n and C ⊂ V (G) (C possibly empty). G; C is a clutter if and only if n > 2(k + 1) or C = V . Moreover, γ gr (G; C) = m in the following cases:
induces a path P t , t = n − 2k − 1, and C is a good configuration for P t . Otherwise γ gr (G; C) = m − 1.
Now, suppose that n > 2(k + 1). Note that, for all i, j such that i = j, there is k ij ∈ N (i) \ N (j) such that k ij / ∈ {i, j}. Therefore, k ij ∈ N i \ N j and G; C is a clutter. In order to determine γ gr (G; C), consider the sequence (0, . . . , n − 2k − 1) of length n − 2k. It is a legal dominating sequence since vertex 0 footprints 1, . . . , k and n − k, . . . , n − 1 (and itself if 0 ∈ C), vertex 1 footprints k + 1 (and vertex 0 if 0 / ∈ C) and, if n > 2(k + 1), vertex i footprints k + i for all i = 2, . . . , n − 2k − 1. The last footprinted vertex is n − k − 1. Therefore,
Assume now that C = V . Let i ∈ V \ C, and
It suffices to show that γ gr (G; C) = m if and only if V i induces a path and C is a good configuration for it. Recall that m = n − 2k + 1. The unique way of getting a dominating legal sequence of length m is by starting with i and then choosing a vertex that will footprint only one more vertex at each step. This means that, at any step but the last one, we cannot choose a vertex from N (i) because it would footprint i and at least one vertex from V i . So, after i, we must choose all the n − 2k − 1 vertices in V i , and finally a vertex from N (i). In addition, V i must induce a path, otherwise some of its vertices would footprint at least 2 vertices. Consider the sequence S ′ = (i, S, j) where j ∈ N (i) and S is a maximum legal sequence of G[V i ]. In virtue of Corollary 2.5, |S| = n − 2k − 1 if C is a g.conf. for G[V i ] and |S| = n − 2k − 2 otherwise. Therefore, γ gr (G; C) = m if and only if V i induces a path and C is a g.conf. for it.
For example, consider the web graphs depicted in Figure 1 . Filled Circles denote the vertices of C, i.e. C = {1, 2, 3, 4, 5, 7}. Upper bounds for γ gr (G; C)
, so a legal sequence of maximum length is (0, 1, 2, 3, 4, 5). In (b), since C is a g.conf. for V \ N [0] = {4}, a legal sequence of maximum length is (0, 4, 1). Note also that this latter instance is not a clutter since N 0 ⊂ N 4 .
Integer programming formulations
Legal sequences can be modeled as binary vectors as follows. For every v ∈ V and i = 1, . . . , m, let y vi be a binary value such that y vi = 1 if v is chosen in step i. Also, for every u ∈ V and i = 1, . . . , m, let x ui be a binary value such that x ui = 1 if u is available to be footprinted in step i (i.e. not footprinted by any of the chosen vertices in previous steps). The following formulation computes the parameter γ gr (G; C):
x, y ∈ {0, 1} nm .
Constraints (1) ensure that at most one vertex is chosen in each step. Constraints (2) guarantee that each vertex can be chosen no more than once. Constraints (3) specify that v can be chosen in the next step only if there is at least one non-footprinted vertex of N v in the current one (that will become footprinted). Constraints (4) force to footprint u if some vertex of N u is chosen. Finally, constraints (5) say that footprinted vertices will remain footprinted for the next steps. Although this formulation works fine, there exist several integer solutions for each legal sequence. Below, we present families of constraints that remove unnecessary solutions.
• A variable x ui can be set to zero even if it is not footprinted by any vertex.
In order to forbid this situation, we consider these constraints:
• It is allowed to choose no vertex in a step, leading to several symmetric solutions. They can be avoided by replacing (1) by
where LB is a lower bound of γ gr (G; C). These constraints force to assign vertices to the first k steps when the solution represents a legal sequence of length k. In addition, sequences of length smaller than LB are removed.
• We can impose that every integer solution represents a dominating sequence:
Here is a table of possible formulations. All of them include constraints (2)-(5).
Form. (1) (6)- (7) (8)- (9) There is a one-to-one correspondence between legal sequences of G; C and solutions of F 4 , and a one-to-one correspondence between dominating legal sequences and solutions of F 8 . The last column shows the number of integer solutions for the bull graph, i.e. V = {1, . . . , 5} and E = {(1, 2), (1, 3) , (2, 3) , (2, 4) , (3, 5) }, with C = V , m = 4 and LB = 1.
Although one would expect that the fewer the number of solutions is, the smaller the size of the B&B tree will be, it is known that the addition of symmetry-breaking inequalities not always help to improve the optimization [11] . Therefore, we carried out computational experiments in order to determine which formulation performs better. They are reported in Section 5.
The polytope of legal sequences
From now on, we suppose that G has at least 3 vertices. We recall that G is connected and G; C is twin free.
The following easy result will be useful throughout the section:
Proof. In first place, note that N v = ∅ and N v = {v}, for every vertex v, since G is a connected graph with at least 3 vertices.
(i) Suppose that N v = {u} for all v ∈ N u . Since G does not have twin vertices, |N u | = 1. Therefore, N u = {v} for some v = u, and so G is a K 2 , which is absurd.
(ii) Suppose that u ∈ V such that N u = {v}, and so (u, v) is an edge. Since G; C is a clutter, v / ∈ N w for all w ∈ V \ {u}. Then, (u, v) is a connected component of G, which is also absurd.
Let P i be the convex hull of the set of binary feasible solutions in formulation F i . In this section, we study the facial structure of P 1 . We choose it for two reasons. On the one hand, every valid inequality of this polytope is still valid for P i with i ≥ 2. On the other hand, the dimension of P 1 just depends on the size of the instance, which is an interesting feature for polyhedral studies. The same does not happen with the other polytopes.
For instance, if we consider P 2 (recall that in this polytope x ui−1 = 1 and x ui = 0 hold only if someone is footprinting u in step i), then the equality x u1 + v∈N u y v1 = 1 is valid for all u ∈ V , due to (4) and (6) . In addition, the equality x vi+1 + y wi+1 = x vi is valid for all i = 1, . . . , m − 1 and all pairs v, w ∈ V such that N v = {w}. Indeed, in this case, x vi ≤ x vi+1 + y wi+1 ≤ 1 by (7) and (4), respectively. If x vi = 1, the equality is clear. If x vi = 0, then x vi+1 = 0 by (5) and y wi+1 = 0 because w is the only possible footprinter of v and must be chosen at step i or before.
To analyse P 3 (in this polytope, sequences of size k always use the first k steps), we introduce a new parameter. Let i(G; C, v) be the index of the largest step where v can occur in some legal sequence of G; C. Clearly, for all v ∈ V , i(G; C, v) is at most γ gr (G; C) and, in particular, i(G; C, v) coincides with it for some v. Thus, obtaining these parameters is as hard as determining the Grundy domination number itself. In P 3 , the equality y vi = 0 is valid for all v ∈ V and all i > i(G; C, v). In addition, if k ∈ {1, . . . , LB} and V k = {v ∈ V : |N v | = n − k + 1}, then x ui = 0 for all u ∈ V k and all i ≥ k. Indeed, no matter are the k ≤ LB first chosen vertices, some of them will footprint any vertex in V k . In Prop. 4.3, we give the dimension of P 3 for the case LB = 1.
Regarding P 5 (in this polytope, legal sequences are also dominating), the inequality
v∈V y vi ≥ γ(G) is valid, where γ(G) is the classical domination number of G. If γ(G) = γ gr (G; C) such an inequality becomes an equality. In [2] , the authors partially characterize the family of graphs where γ(G) = γ gr (G; V ). Full characterization of this family is still an open question for C = V , as well as for C = ∅ [7] .
Polytopes associated with the remaining formulations are even harder to study.
Dimension
For the sake of readability, write P = P 1 and assume V = {1, . . . , n}. Also, define (1, 0) as the solution (x, y) where x vi = 1 and y vi = 0 for all v ∈ V and i = 1, . . . , m. Note that it always belongs to P .
Below, we define some operations in order to manipulate solutions. Let (x, y) be an integer solution of P .
• For a given set S ⊂ V and i = 1, . . . , m, the operation footprint, denoted by (x ′ , y ′ ) = fp(S, i; x, y), means that vertices from S are footprinted in step i. That is:
In the case that we need to footprint just one vertex v, we write fp(v, i; x, y).
• For a given vertex v and i = 1, . . . , m, the operation choose, denoted by (x ′ , y ′ ) = ch(v, i; x, y), means that v is chosen in step i, and simply set y ′ v,i = 1 to the solution fp(N v , i; x, y). We remark that, each time an operation is applied, we must check if (x ′ , y ′ ) is an integer solution of P , since it is generally not guaranteed. The same operations can be used to propose points of P 3 .
Proposition 4.2. The polytope P is full dimensional.
Proof. Suppose that the following equation is valid for all points of P :
We prove that all of its coefficients are zero by giving pairs of points (x 1 , y 1 ), (x 2 , y 2 ) ∈ P and using the fact that (µ
2 ) = 0 since both terms are equal to µ 0 .
1. Let u ∈ V and consider the points (x 1 , y 1 ) = (1, 0) and (x 2 , y 2 ) = fp(u, m; 1, 0). Since the difference between both points lies just in x um , we get µ
and a minimal system M of equalities is:
for all u ∈ V 1 and i = 1, . . . , m,
Proof. We have seen that the equalities from M are all valid for P 3 and it is straightforward to prove that they are mutually independent each other. Thus, the stated expression gives an upper bound for dim(P 3 ). Suppose that the following equality holds for all points of P 3 :
To complete the proof, it suffices to show that all the coefficients are zero, except for µ y v1 , v ∈ V , which have to be all equal to each other. We use an approach similar to the one applied in Prop. 4.2.
Note that, for a given v ∈ V , there exists a legal sequence S v such that v is chosen in step i(G; C, v). Moreover, for a given i = 1, . . . , i(G; C, v), there exists a legal sequence S vi such that v is chosen in step i and v is the last element. S vi can be obtained from S v by dropping vertices. 
Facet-defining inequalities
We start by mentioning some basic properties about the general facial structure of P . Proposition 4.4. Let π x x + π y y ≤ π 0 be a valid inequality for P . Then:
Consider the point (x, 0) such that: x sk = 1 for all s ∈ S and k = 1, . . . , j(s); x sk = 0 for all s ∈ S (such that j(s) = m) and k = j(s) + 1, . . . , m; x vk = 0 for all v ∈ V \ S and k = 1, . . . , m. Clearly (x, 0) ∈ P . Then,
be the vector obtained from y 1 by setting y
We use the following technique for proving sufficient conditions for a given inequality α x x + α y y ≤ α 0 to be facet-defining of P . Let F be the face defined by the inequality. Hence, α x x + α y y = α 0 for all (x, y) ∈ F . If µ x x + µ y y = µ 0 is another equation valid for all points of F , provide a real number β and prove that this latter equality can always be obtained from the product between β and the former one.
Necessary conditions for α x x + α y y ≤ α 0 to be facet-defining are proved as follows: negate the condition, then give a stronger inequality that dominates it or provide an equality (not equivalent to α x x + α y y = α 0 ) that is satisfied by all the points of F . 
Then, we have to prove these cases: 1) µ
. For each case, we write the condition and the points involved to prove it:
. By using equalities obtained in item 1, we get µ
To see that the inequality is not facet-defining when i < m, note that it is dominated by constraints (5).
(iii) Here, F = {(x, y) ∈ P : x ui+1 − x ui = 0}. Let β = −µ x ui . Then, we have to prove these cases: 1) µ
. By using equalities obtained in item 2, we get µ
To see that the inequality does not define a facet when u is adjacent to a leaf v ∈ V \ C, note that it is dominated by x ui+1 + y vi+1 ≤ x ui , which is constraint (3) for v. Constraints (1) can be generalized as follows. Define
As there are no twin vertices, we must have |V ⊂ | ≤ 1 and |V ⊃ | ≤ 1.
for i defines a facet of P . Otherwise, the following stronger inequalities are facet-defining for P :
• If V ⊂ = ∅ or i = m, and V ⊃ = {w} then
• If V ⊂ = {u}, i < m and V ⊃ = {w} then
where, in (12) and (13), i−1 j=1 y wj vanishes when i = 1. Proof. Let (x, y) be an integer point of P . The validity of (11) Let v ∈ V \ {u} and β = µ y vi . We have to prove these cases: 1) µ 
Moreover, it is facet-defining if, and only if, every v ∈ V \ W satisfies w 1 ⊳ v (W is maximal with respect to the property).
Proof. First, we prove validity. If the r.h.s. is one or more, the inequality is dominated by a constraint (1). Now, suppose that the r.h.s. is 0. Therefore x ui = x ui+1 for all u ∈ N w for every w ∈ W . Thus, none of the vertices of W can be a footprinter in the step i + 1, and the inequality is valid. We now prove that it is facet-defining if and only if W is maximal. If there is v ′ ∈ V \ W such that w 1 ⊳ v ′ , we can add y v ′ i+1 to the l.h.s. of (14) to strengthen the inequality. In other words, the equality y v ′ i+1 = 0 is valid in the face defined by (14). Now, assume that W is maximal. Let F = {(x, y) ∈ P : w∈W y wi+1 − u∈N w1 x ui + u∈N w1 x ui+1 = 0}. First, we characterize the points in F : a) if no vertex from W is chosen in step i + 1 then every vertex from N w 1 must not be footprinted in step i + 1 or b) if a vertex w j ∈ W is chosen in step i + 1 then exactly one vertex from N w j must be footprinted in this step while the remaining ones must have been footprinted in a previous step, also every vertex from N w 1 \ N w j must not be footprinted in step i + 1.
Let β = µ y w1i+1 . Below, we enumerate the conditions needed to prove facetdefinition and the points involved to obtain them: 
′ . By item 4, we get µ
In this case, take the points ( The following proposition tells when constraints (4) define facets. Proposition 4.11. Constraint (4) defines a facet of P if and only if i = 1 or for every v ∈ N u there exists w ∈ N u \ {v} such that v ⊳ w.
Proof. Consider the face F = {(x, y) ∈ P : x ui + v∈N u y vi = 1}. First, we characterize those points in F : a) u is not footprinted in steps 1, . . . , i or b) some vertex from N u is chosen in step i.
Let β = µ x ui . Below, we enumerate the conditions needed to prove facetdefinition and the points involved to obtain them:
The same points can be used to show that µ Given a non-empty set of vertices U ⊂ V and a positive integer r ≤ |U |, let N r U denote the subset of vertices with exactly r neighbors in U , i.e.
Now, we present a new family of valid inequalities. They always dominate constraints (2) and, sometimes, constraints (4).
Theorem 4.13. Let i ∈ {2, . . . , m} and k ∈ {1, . . . , i}. Let U ⊂ V be a non-empty set with p vertices, N ⊂ N p U (N possibly empty) and W . = {w 1 , . . . , w t } ⊂ N p U \ N be a non-empty set of vertices, such that: H1) w r ⊳ w r+1 for all r = 1, . . . , t − 1, H2) w t ⊳ v for all v ∈ N . Let j 1 , . . . , j t+1 ∈ {1, . . . , i} such that j 1 = 1, j t+1 = i and j r ≤ j r+1 for all r = 1, . . . , t. Then, the following (i, k, U, N, W, j 1 , . . . , j t+1 )-inequality is valid:
Proof. Let (x, y) be a feasible integer point of P . Define Σ N .
v∈N q U qy vk and s . = p − u∈U x ui (s is the number of vertices u ∈ U such that x ui = 0). We prove Σ N + Σ W + Σ p + Σ q ≤ s.
First, note that, if a vertex v ∈ N q U is chosen in a step from 1, . . . , i, then v footprints q vertices from U implying that 1 ≤ q ≤ s. Since no more than one vertex can be chosen in step k and N 1 U , N 2 U , . . ., N p U are disjoint sets of vertices, Σ q ≤ s and Σ p + Σ q ≤ p − 1.
Suppose that s < p. Then, some vertex from U is not footprinted in step i. Therefore, no vertex from N p U can be chosen at steps 1, . . . , i, implying that Σ N = Σ W = Σ p = 0. As Σ q ≤ s, the inequality is valid. Now, suppose that s = p. Then, all vertices from U are footprinted along steps 1, . . . , i. If some vertex from N is chosen at step i, i.e. Σ N = 1, then it is not possible to choose any vertex from W in a step previous to i due to hypotheses H1-H2, implying that Σ W = 0. On the other hand, if Σ N = 0 and y wrj = 1 for some r ∈ {1, . . . , t} and j ∈ {j r , . . . , j r+1 }, H1 guarantees that it is not possible to choose vertices from w 1 , . . . , w r−1 in steps 1, . . . , j nor vertices from w r+1 , . . . , w t in steps j, . . . , i. Therefore, Σ N + Σ W ≤ 1. Since
When a constraint (4) is not facet-defining, it is dominated by an inequality (15). Indeed, let v ′ ∈ N u such that v ′ ⊳ w, for all w ∈ N u \ {v ′ }. The proof of Prop. 4.11 suggests that (4) can be strengthened as
On the other hand, constraint (2) for v is dominated by the (m, m, {u}, ∅, {v}, 1, m)-inequality which is x um + m j=1 y vj ≤ 1. Two types of (i, k, U, N, W, j 1 , . . . , j t+1 )-inequalities deserve special attention. These subfamilies of inequalities are "naturally" facet-defining on clutters, as we will see below:
• Type I : Let i ∈ {2, . . . , m}, u ∈ V and w ∈ N u . The (i, i, {u}, ∅, {w}, 1, i)-inequality is
y wj ≤ 1.
• Type II : Let i ∈ {2, . . . , m}, k ∈ {1, . . . , i}, u 1 , u 2 ∈ V such that u 1 = u 2 , and w ∈ N ∩ . = N u 1 ∩ N u 2 . The (i, k, {u 1 , u 2 }, ∅, {w}, 1, i)-inequality is
where
Note that the coefficient of y wk is 2 in the l.h.s.
To approach Type I inequalities, we first characterize when inequalities (15) with p = 1 are facet-defining. Proposition 4.14. Let u ∈ V and consider an (i, i, {u}, N, W, j 1 , . . . , j t+1 )-inequality, i.e. satisfying the hypotheses of Theorem 4.13. Then, it defines a facet of P if, and only if: H3) N = ∅ or N w t = {u} (i.e. if w t is a leaf of G then w t ∈ C), H4) for every v ∈ N u \ (N ∪ W ), the sets R ⊃ (v) . = {r = 1, . . . , t : w r ⊳ v} and R ⊂ (v) . = {r = 1, . . . , t : v ⊳ w r } have non-empty intersection, and j r < j r+1 for some r ∈ R ⊃ (v) ∩ R ⊂ (v).
Remark 4.15. We give some useful observations regarding Prop. 4.14 before proving it:
1. If N = ∅, say v ∈ N , then condition H2 of Theorem 4.13 implies that N w t = {u} (since w t and v cannot be twins); 2. By condition H1 of Theorem 4.13, r ∈ R
there is r * such that w r * +1 ⊳ v and v ⊳ w r * ; 4. W.l.o.g., we can assume that j t < j t+1 . If this is not the case, we do the following. Let r be the largest index such that j r < j r+1 . Consider the inequality (16)' obtained by using W ′ = W \ {w r+1 , . . . , w t }, N ′ = N ∪ {w r+1 , . . . , w t } and j j=jr y wrj = 1} are characterized as follows: a) u is not footprinted in steps 1, . . . , i or b) some vertex from N is chosen in step i or c) w r is chosen in some step between j r and j r+1 , for some r ∈ {1, . . . , t}.
Let β = µ x ui . Below, we enumerate the conditions needed to prove facetdefinition and the points involved to obtain them: ui for all r = 1, . . . , t and j ∈ {j r , . . . , j r+1 }. We use points (x 1 , y 1 ) = ch(w r , j; 1, 0), (x 2 , y 2 ) = (1, 0) and apply item 1.
2 ) = (1, 0) and apply item 1.
1 ) and apply item 1. Note that (x 2 , y 2 ) ∈ F because w t has a vertex to footprint in step i by hypothesis H2 of Theorem 4.13 and the fact that v ′ and w t are not twins.
By hypothesis H4 there is r such that w r ⊳ v ′ , v ′ ⊳ w r and j r < j r+1 . Then, there is j ∈ {j r , j r+1 } \ {i ′ }. Consider (x 1 , y 1 ) = ch(w r , j; 1, 0) and (x 2 , y 2 ) = ch(v ′ , i ′ ; x 1 , y 1 ). Note that (x 2 , y 2 ) ∈ F since there is no inclusion relation between N w r and N v ′ . Using item 1, we get µ y v ′ i ′ = 0. 7. µ y wr j = 0 for all r = 1, . . . , t and j ≤ i such that j / ∈ {j r , . . . , j r+1 }. Suppose that j < j r . Then, r ≥ 2. Consider (x 1 , y 1 ) = ch(w r−1 , j r ; 1, 0) and (x 2 , y 2 ) = ch(w r , j; x 1 , y 1 ). Note that (x 2 , y 2 ) ∈ F since N w r ⊂ N w r−1 and this inclusion is strict (w r and w r−1 are not twins) allowing w r−1 to be a footprinter at step j r . These points and item 1 lead to µ y wrj = 0. Now, suppose that j > j r+1 . Then, r < t. A similar argument can be used to obtain the same result with points (x 1 , y 1 ) = ch(w r+1 , j r+1 ; 1, 0) and (x 2 , y 2 ) = ch(w r , j; x 1 , y 1 ).
For the converse, consider (16) after applying Remark 4.15(4). Then, j t < j t+1 . We have the following cases:
• H3 does not hold, i.e. N = ∅ and N w t = {u}. Inequality (16) is the sum of constraints (3) for w t and j t , . . . , i−1, which gives i j=jt+1 y wtj +x ui ≤ x ujt , together with the (j t , j t , {u}, ∅, W, j 1 , . . . , j t , j t )-inequality (note that i and j t+1 are set to j t ).
• H4 does not hold. (3) ensures the existence of r * such that the (i, i, {u}, N, {w 1 , . . . , w r * , v, w r * +1 , . . . , w t }, j 1 , . . . , j r * , j r * , j r * +1 , . . . , j t+1 )-inequality is a (dominating) valid inequality. Finally, assume that
If we add y vjs to the l.h.s. of (16), the inequality remains valid and becomes stronger. Indeed, by choosing v at step j s , clearly we cannot choose any w s , w s+1 , . . ., w s ′ in step j s , nor vertices w 1 , . . . , w s−1 in steps 1, 2, . . . , j s nor vertices w s ′ +1 , . . . , w t in steps j s , . . . , i nor vertices from N in step i. Besides that, v footprints u. Proof. Using N = ∅, t = 1 and w t = w in Prop. 4.14, H3 holds due to Lemma 4.1.(ii) and H4 holds since R ⊃ (v) = R ⊂ (v) = {1} for every v ∈ N u \ {w}.
We now focus on Type II. To address each vertex from {u 1 , u 2 } with respect to the other, for r ∈ {1, 2}, letū r denote u 3−r , i.e.ū 1 = u 2 andū 2 = u 1 . Proposition 4.17. A Type II inequality with k = i defines a facet if, and only if:
H1) for every v ∈ N ∩ \ {w}, v ⊳ w and w ⊳ v, H2) for each r ∈ {1, 2}, there is v r ∈ N u r \ N ū r such that w ⊳ v r . A Type II inequality with k = 1 defines a facet if, and only if, H1 holds and:
A Type II inequality with 1 < k < i defines a facet if, and only if, H1 and H3 hold and:
) for each r ∈ {1, 2}, one of the following conditions holds:
• there areṽ r ∈ N u r \ N ū r andṽ ′ r ∈ N ū r \ {w} such that w ⊳ṽ r and w ⊳ṽ ′ r , or • there isz r ∈ N u r \ N ū r such that N w \ ({ū r } ∪ N z r ) = ∅.
Remark 4.18. The following observations will be useful in the proof of Prop. 4.17:
In any of the three cases enumerated in Prop. 4.17, u 1 ⊳ u 2 and u 2 ⊳ u 1 (due to H2, H4 or H6); . Below, we enumerate the conditions needed to prove facetdefinition and the points involved to obtain them: 0) , otherwise. They show that µ x u ′ i ′ = 0. If u ′ = u r and i ′ < k, for some r ∈ {1, 2}, the points (x 1 , y 1 ) = ch(w, k; 1, 0) and
2 ) ∈ F since w can footprintū r at step k. 2. µ x ur i ′ = 0 for all r ∈ {1, 2} and k ≤ i ′ < i. We consider two cases: (a) there is z ∈ N u r \ N ū r such that N w \ ({ū r } ∪ N z ) = ∅. We have that z ⊳ w andū r can be footprinted before w is chosen. We get µ
Considerṽ r andṽ 
Consider v * from H5. The condition of case (b) implies that v * / ∈ N u r \ N ū r (otherwise, it would contradict H5). As N ∩ = {w}, v * must belong to N ū r \ N u r . From points (x 1 , y 1 ) = ch(w, j + 1; ch(v * , k; 1, 0)) and (x 2 , y 2 ) = fp(u r , j; x 1 , y 1 ), we get µ Consider (x 1 , y 1 ) = ch(v 1 , k; 1, 0) and (x 2 , y 2 ) = ch(v 2 , k; 1, 0) where v 1 ∈ N u 1 \ N u 2 and v 2 ∈ N u 2 \ N u 1 (they exist due to Rem. 4.18(2)). After applying items 1-2, we get µ 1; 1, 0) ), which belong to F by H2, and apply item 1. 0) and apply item 1. 0) and apply items 1-2. In the case v ∈ N u 2 \ N u 1 , we obtain µ y vk = µ x u2i , so we also apply item 3. 6. µ y wk = 2µ 0) and apply items 1, 2 and 3. 7. µ y wj = µ x u1i for all j ∈ {1, . . . , i} \ {k}. Consider the point (x 1 , y 1 ) = ch(v, k; ch(w, j; 1, 0)) where v is given as follows:
• Case k = i: Here j < i. Let v = v 2 be the vertex given by H2. Then,
• Case k < j ≤ i: Consider some v ∈ N ∪ \ N ∩ by Rem. 4.18 (2) . Note that v ⊳ w by Rem. 4.18(1). Take (x 2 , y 2 ) = (1, 0) and apply items 1, 2 and 3. We get µ 
′ and x v ′ can be chosen at steps i ′ and k respectively, andū r is not footprinted in 1, . . . , i. The points (
For any other case, the points (
ensures that v ′ and w can be chosen at steps i ′ and k respectively. Now consider
(1), so we are done. Now consider i ′ > k. Therefore, w ⊳ v ′ and, again, (x 2 , y 2 ) ∈ F .
We now prove the converse. If H1 does not hold, there is v ∈ N ∩ \ {w} such that v ⊳ w or w ⊳ v. In the first case, any solution (x, y) ∈ F satisfies y v1 = 0. Similarly, in the case that w ⊳ v, any solution (x, y) ∈ F satisfies y vi = 0.
To prove necessity for the other hypotheses, we use the following auxiliary result: Claim 1. Suppose that, for some r ∈ {1, 2}, every v ∈ N u r \ N ū r satisfies:
Then, every (x, y) ∈ F satisfies constraint (4) forū r and k as equality, i.e. xū r k + z∈N ūr y zk = 1.
Proof. Let (x, y) ∈ F . Suppose by contradiction that xū r k + z∈N ūr y zk = 0. Then xū r i = 0 (due to xū r k = 0) and y wk = 0 (due to y zk = 0 for all z ∈ N ū r ). Therefore, as (x, y) ∈ F ,
If x ur i = 1, both summations vanish which is absurd. Then, x ur i = 0, some vertex v ∈ N u r \ N ū r is chosen at step k and w is chosen at step j ∈ {1, . . . , i} \ {k}. Since xū r k = 0, it follows that
In any case, we get a contradition.
Consider that k = i. Assume that H2 does not hold, i.e. for some r, every v r ∈ N u r \ N ū r satisfies w ⊳ū r . Claim 1(i) implies that F is not a facet.
If k = 1 and H4 does not hold, i.e. for some r, every z r ∈ N u r \ N ū r satisfies N w ⊂ {ū r } ∪ N z r , we obtain the same conclusion by Claim 1(ii).
Consider now that k < i. If H3 does not hold, for some r there is v ∈ N u r \ N ū r such that w ⊳ v and for all x v ∈ (N u r \ N ū r ) \ {v}, x v ⊳ v. Here, any solution that chooses v in step i does not belong to F , implying that y vi = 0.
Finally, consider that 1 < k < i. Suppose that H5 is not valid, i.e. for all
In the first case, i.e. w ⊳ v * , the stronger inequality x u1i + x u2i + k−1 j=1 2y wj + i j=k y wj + v∈N ∪ y vk ≤ 2 is valid. In the second case, we claim that every (x, y) ∈ F satisfies at equality the Type II inequality
In other words, we claim that (x u1k − x u1i ) + (x u2k − x u2i ) − i j=k+1 y wj = 0. Actually, by the validity of (19), it is enough to prove that (x u1k −x u1i )+(x u2k − x u2i ) − i j=k+1 y wj ≥ 0. If i j=k+1 y wj = 0, we are done because x uk ≥ x ui for all u ∈ V . Otherwise, w was chosen in some step j ∈ {k + 1, . . . , i}. So, x u1i = x u2i = 0. As (x, y) ∈ F , a vertex v ∈ N ∪ \ {w} must be chosen at step k, implying x u1k + x u2k ≤ 1. Since N w ⊂ N v ∪ {u 1 , u 2 } by assumption, either u 1 or u 2 was not footprinted at step j, that is, x u1j + x u2j ≥ 1, or still x u1k + x u2k ≥ 1. It follows that (x u1k − x u1i ) + (x u2k − x u2i ) = 1, as desired.
To complete the converse, suppose that H6 does not hold. On the one hand, N w ⊂ {ū r }
j=1 y wj = 0. As (x, y) ∈ F , some vertexz r ∈ N u r \ N ū r is chosen at step k and w is chosen at step j ∈ {k + 1, . . . , i}. Since xū r k = 0, it follows that N w \ ({ū r } ∪ N z r ) = ∅: a contradiction. Therefore, F is not a facet. † 
y y ≤ π 0 is valid too. Now, let F ′ be the face defined by the latter inequality. Pick 2mn affinely independent points in F . By interchanging the values of the components x u and x u ′ as before, we get 2mn affinely independent points in F ′ . Therefore, F ′ is also a facet of P . (iii) As F is a facet, F ⊂ {x ∈ P : x uj = x u ′ j } and, thus, there is an integer point (
Consider the case x 1 uj = 1 and x 1 u ′ j = 0. Since u is not footprinted at step j, we can obtain another point in P where u ′ is also not footprinted at step j. Precisely, (x 2 , y 1 ) ∈ P where x 2 u ′ k = 1, for all k = 1, . . . , j, and the other components of x 2 coincide with those of 
e. the graph that results from deleting u ′ to G ′ ) and C = C ′ \ {u ′ }. Let P and P ′ be the polytopes corresponding to G; C and G ′ ; C ′ respectively (using m as upper bound). If the inequality π x x + π y y ≤ π 0 is valid for P and π
are valid for P ′ , where π x * and x * are vectors π x and x without components π x u and x u , respectively. Moreover, if π x x + π y y ≤ π 0 is facet-defining for P and π 0 = 0, then (20)-(21) are facet-defining for P ′ .
Proof. Let π y * and y * denote vectors π y and y without components π y u and y u , respectively. Let (x u , x u ′ , x * , y u , y u ′ , y * ) ∈ P ′ . Define x max u as the maximum between x u and x u ′ , where the values are taken componentwise: x max uj = max{x uj , x u ′ j } for all j. Since either u or u ′ can not be chosen simultaneously, we have y u = 0 or y u ′ = 0. First, consider the case y u ′ = 0. Define y . = (y u , y * ). It is easy to check that (x max u , x * , y) satisfies (1)- (5) so (x max u , x * , y) ∈ P . Therefore, π x * x * + π (20) is valid in the case y u = 0 by defining y . = (y u ′ , y * ). Next, we prove that (20) is facet-defining. Let F = {(x, y) ∈ P : π x x+π y y = π 0 }. As π 0 = 0, the origin is in P \ F , and so it does not belong to the affine hull of F . Consequently, there are 2mn linearly independent vectors in F , where n = |V (G)|. Let A = [X u Y u X * Y * ] be the square matrix where each row is one of these vectors, and the columns are grouped according to the components x u , y u , x * and y * . Since A is invertible, there is an m × m invertible submatrix X where each row has the form (x u , x u ′ , y u , y u ′ , x * , y * ). We now prove that any row belongs to P ′ . Suppose w.l.o.g. that A is a {0, 1}-matrix, then the rows correspond to legal sequences of G; C. In the first group of 2mn rows, we take a point in P , do not choose u ′ but footprint u ′ since step 1. In the second group of m rows, we do not choose u ′ but footprint u ′ exactly as u was footprinted, which is possible since they are twins. In the last group of m rows, we footprint u ′ since step 1 and, in the case that u was chosen in the starting point taken from P at, say, step j, then choose u ′ at j and do not choose u. Since the first group of 2mn rows is linearly independent, and X 
Computational experiments
This section is devoted to present computational experiments in order to know which formulation performs better and if the addition of cuts coming from the previous polyhedral study is effective during the optimization.
The experiments have been carried out by running a pure Branch and Bound over several random instances. A computer equipped with an Intel i5 CPU 2.67GHz, 4Gb of RAM, Ubuntu 16.04 operating system and IBM ILOG CPLEX 12.7 has been used. Each run has been performed on one thread of the CPU with a limit of two hours of time.
Random instances are generated as follows. For given numbers n ∈ Z + , p ∈ [0, 1], a graph is generated by starting from the empty graph of n vertices and adding edges with probability p. For example, if p = 1 then a K n is obtained. 2 } (total GDP, classic GDP and a case of GGDP where C contains half of the vertices), 5 graphs are generated, thus giving a total of 150 instances. All of them are connected and twin free. Combinations with a large amount of nodes and a low density (such as n = 20 and p = 0.2) were deliberately discarded since almost all instances with those combinations can not be solved in the preset time limit. In particular, these instances present a high value of the initial upper bound m.
Initial heuristic
In order to provide a reasonably good lower bound, an initial solution is constructed and injected to CPLEX at the beginning of the optimization.
We implemented a greedy algorithm to construct it. Start from empty sets S and W , and assign (x, y) ← (1, 0). At each step i, pick a vertex v ∈ V \ S such that the cardinal of N v \ W is minimum but not zero, then add v to S, N v to W and do (x, y) ← ch(v, i; x, y). Repeat until W = V .
The resulting solution (x, y) represents a legal dominating sequence of maximal length and is feasible for the eight formulations. In addition, LB is set to the length of that sequence.
Comparing formulations
All the formulations are evaluated over the instances generated from the 7 combinations (15, 0. Table 1 reports the results. The first three columns give the combination (n, p, C) and the fourth one indicates the parameters being evaluated: "#i(% relgap)" refers to the number of solved instances and the average of the percentage relative gap, "Nodes" and "Time" are the averages of the number of nodes evaluated by the B&B and the elapsed time (in seconds), respectively, over the solved instances. For (n, p) ∈ {(15, 0.4), (15, 0.6), (20, 0.8), (25, 0.8)}, "#i(% relgap)" is not reported since all the formulations are able to solve the instances of the given combination.
The last four rows of the table summarize the results for all combinations, with best values in boldface. In particular, the last row ("Time * ") reports the average of the elapsed time over all 105 instances considered in this experiment, by taking 7200 sec. for those that are not solved. This parameter can also be computed as follows:
As we can see from the table, F 3 , F 7 and F 8 solve all the instances. In particular, F 8 explores less nodes than the others. However, the linear relaxations of F 3 are easier to solve and, in consequence, the CPU time is smaller. According to these conclusions, the best formulation is F 3 .
We also measure the impact of individually adding the extra constraints to the initial formulation by means of the parameter Time * . Let T i be the value of Time * for F i . We first note that by considering constraints (8)-(9) reduces dramatically the overall CPU time: we compare T 1 + T 2 + T 5 + T 6 (those constraints are absent) with T 3 + T 4 + T 7 + T 8 (those constraints are present), which give 6258 and 1184 seconds respectively. Constraints (10) also help to diminish the CPU time but the improvement is marginal: T 1 + T 2 + T 3 + T 4 = 3821 and T 5 + T 6 + T 7 + T 8 = 3621. On the other hand, constraints (6)-(7) make the optimizer behave slightly worse: T 1 + T 3 + T 5 + T 7 = 3674 and
Finally, we compare the difficulty of the classic GDP vs. total GDP with the data gathered in this experiment. For a given C ∈ {∅, V, V 2 }, let T C be the average of time over all the formulations and all instances associated with that C. We obtain T ∅ = 2511, T V = 2171 and T V 2 = 2760 which suggests that total GDP is harder than the classic one. A cause for this behavior could be the following: for a given graph G, the upper bound of γ gr (G; ∅) has one more unit than the upper bound of γ gr (G; V ), implying that the formulation (for the same graph) requires 2|V | additional variables in the total domination case.
Separation and Cutting-plane algorithm
In order to know if the addition of our cuts is effective during the optimization, we have performed a test by running CPLEX over the instances of We have used formulation F 3 and considered these algorithms:
• B&B -no cuts are generated,
• B&C 1 -only inequalities of Type I are generated,
• B&C 2 -inequalities of the two types are generated.
The separation of Type I inequalities is performed 10 times in the root node, twice in nodes with depths 1 and 2, and once in nodes with depths 3 to 10. In B&C 2 , the routine that separates Type II ineq. is executed after the one for Type I in nodes with depth at most 5.
Below, we describe the implementation of both routines. They are designed not to strictly follow the hypotheses of facet-defining results, but to run fast. The current fractional solution is denoted by (x * , y * ).
Separation of Type I inequalities
Before starting the optimization, create sets W u = {w ∈ N u : |N w | ≥ 2 and, for all v ∈ N u \ {w}, w ⊳ v and v ⊳ w} for each u ∈ V (these sets are related to hypotheses H3-H4 of Prop. 4.14). Each time the separation routine is invoked, assign A ← V . Then, for every u ∈ V and w ∈ W u ∩ A do the following. Set sum ← y * w1 . For all i = 2, . . . , m, do sum ← sum + y wi and check whether x * ui + sum > 1.1. In that case, add x ui + i j=1 y wj ≤ 1 as a cut and remove w from A. The set A stores those vertices "w" not used by cuts from previous iterations, thus preventing the generation of cuts with similar support.
Separation of Type II inequalities
Before starting the optimization, create sets . For all i = 2, . . . , m, do sum ← sum+y wi and check whether x * u1i / ∈ Z and x * u2i / ∈ Z. In that case, for all k = 1, . . . , i, if y * wk / ∈ Z then check whether x * u1i +x * u2i +sum+ v∈N ∪ y vk > 2.2 and, in that case, add x u1i + x u2i + i j=1 y wj + v∈N ∪ y vk ≤ 2 as a cut and remove w from A. Table 2 reports the results. Each row displays the parameters obtained by the three algorithms for a given combination (n, p). As in Table 1 , "#i(% relgap)" refers to the number of solved instances and the average of the percentage relative gap, "Nodes" and "Time" are the averages of the number of evaluated nodes and the elapsed time (in seconds), respectively, over the solved instances. The last two rows summarize the results for all combinations, with best values in boldface. Here, the last row ("Av * ") reports the average of the elapsed time over all instances, by taking 7200 sec. for those ones that are not solved, see the definition of Time * above. Note that both B&C 1 and B&C 2 outperform B&B, with B&C 1 presenting the lowest average of CPU time per solved instance and B&C 2 being the best one in terms of number of solved instances, relative gap, number of nodes and the parameter reported in the last row. We conclude that the addition of the new inequalities greatly reinforces the linear relaxations, thus helping to decrease the number of nodes in the B&B tree and the consumed time.
Comparing algorithms

Conclusions
We have introduced the General Grundy Domination Problem (GGDP), which generalizes both the Grundy Domination and Grundy Total Domination problems. We tackle such combinatorial optimizations problem by integer programming techniques. To the best of our knowledge, this is the first mathematical programming approach for Grundy domination numbers. The basis of our work are novel ILP formulations relying on the concept of legal sequence and the study of strong valid inequalities. Besides the constraints of the formulations and its generalizations, we were able to present a large class of valid inequalities and necessary/sufficient conditions for facet-definition. We observed that the clutter property plays an important role in this context.
Besides the theoretical achievements, we also reported computational experiments that aimed at comparing the performances of the formulations in a pure B&B framework as well as the strength of the derived cuts. Regarding the formulations, we could attest the power of the symmetry-breaking constraints (8)- (9) in reducing both the number of nodes and the computational times. In addition, we could empirically demonstrate the strength of the cuts, even in restricted versions. 
