In this paper, we present a data-driven technique for designing models of user behavior. Previously, player models were designed using user surveys, small-scale observation experiments, or knowledge engineering. These methods generally produced semantically meaningful models that were limited in their applicability. To address this, we have developed a purely data-driven methodology for generating player models based on past observations of other players. Our underlying assumption is that we can accurately predict what a player will do in a given situation if we examine enough data from former players that were in similar situations. We have chosen to test our method on achievement data from the MMORPG World of Warcraft. Experiments show that our method greatly outperforms a baseline algorithm in both precision and recall, proving that this method can create accurate player models based solely on observation data.
INTRODUCTION
The ability to determine how players will respond to situations in game can be invaluable information both to game designers and to AI management systems trying to tailor games to players' preferences. As a result, creating predictive models of player behavior in video games is an open research topic that is receiving increasing attention in the literature. In the past, researchers have created these models using survey data or personal interviews; however these Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. techniques can be time-consuming to execute and result in models with limited generalizability (i.e., pertinent only to a single game).
The ability to accurately predict a player's behavior in a game has a number of applications. While these applications are beyond the scope of this paper, we discuss two of them briefly here to better situate and motivate our approach. With a model of player behavior, we can create an experience that is unique to a user's tendencies or preferences. For example, if we predict that the user will choose to fight a certain non-player character (NPC) rather than talk to it, that NPC can be made more willing to fight.
Another application involves guiding players to parts of games that they may enjoy. Modern games often take place in large, sandbox worlds where the player is given total freedom. It's quite possible that players may never see content that they would like because the sandbox is just so big. Predictions about a player's behavior can be used to guide her to the parts of the game that she would enjoy.
Existing techniques for creating player models typically rely on surveys or questionnaires. This method for creating player models is intuitive; however, there are several issues that may arise. First, the models created using these techniques are limited to the aspects of player behavior covered in the survey. In order to record more information about players, a more comprehensive set of questions would have to be used. Another limitation of using surveys is that there is often not enough data to create an accurate model. Typically, survey response rates are very low, which means that data gathered from these responses is likely to be noisy. Also, it is difficult to update or adapt the model as players progresses through games. Also, it has been shown that players often have difficulty reporting their own habits. Self-reports have a low correlation with actual behavior tendencies [5] . Also, surveys suffer from the "social desirability bias" which means that players are more likely to answer questions according to how they feel the questioner wants them to answer, rather than truthfully. Creating behavior models by monitoring players' in-game behaviors will ease these difficulties by eliminating the biases associated with surveys.
Other approaches to creating player models have involved a degree of knowledge engineering. Typically some prior knowledge about what type of player prefers certain actions must be gathered and applied to the actions available in a game. For example, a sneaky player will choose to avoid guards while an aggressive player would rather fight them. This is a simple example and the association of actions to a player type is relatively clear; however, having to determine which actions correspond to which type of player can be an arduous undertaking in the general case. Another inherent drawback of the knowledge engineering approach is that the player types are hard coded into the model before observation. Since it is the author of the game who decides on which actions are grouped together, it is possible that players can not be described by any predefined category. Creating these player models through observation without knowledge engineering is one method to side-step these difficulties.
We feel that a purely data-driven approach has significant promise for creating accurate predictive models of player behavior in games without the difficulties associated with earlier modeling techniques. Very little research has been done in this area to date.
As players of different types progress through a game, they are likely to trend towards different types of content. If we assume that similar types of players will select the same actions in a given situation we can use observations of former players as a basis for a model of future player behavior or enjoyment. By observing the actions a player takes as they progress through the game, we can compare these to the actions that previous players have made in similar situations and then predict what the current player will do or enjoy. Here, when we refer to player actions, we are primarily concerned with evidence of the game content players experience. For example, completing a particular set of quests in an MMORPG is an example of an "action" of interest for building our models. Lower level actions such as running and jumping, however, are not of interest for building our models. In other words, the level of action we are concerned with is when a significant game event is caused by the player (either by atomic actions or through a sequence of actions) and can be interpreted as an attribute, or indicator, of the game content the player experiences.
Using a data-driven approach to player modeling, one would only need to observe the actions that a player takes in order to construct the overall model of player behavior. Since our approach is dependent solely on observing the actions that a user takes, we only need an ordered list of the attributes that characterize a user's experience as she progresses through the game. One of the main benefits of this data-driven approach is we are agnostic to player type and therefore do not rely on a semantically meaningful description of players' behaviors as input-our method does not rely on any prior knowledge about player types and has the power to learn these tendencies based only on observation.
There are two potential issues with purely data-driven approaches. First, the statistical techniques used to construct data-driven models do not afford a semantically meaningful interpretation of outputs. For example, in survey-based models, players are often grouped into categories such as "explorer" or "achiever", both of which are human-interpretable. In contrast, the output of a statistical technique is a set of numbers indicating similarity to other players. While we may be able to cluster players together using these numbers, we can not easily understand the behaviors that make the members of a cluster similar. We do not view this as a limitation of our approach. Provided a predication that is useful in realizing a tailored game experience for players can be made, an inability to describe the qualities of players' behaviors is not a concern. The second potential issue with a purely data-driven approach is that of algorithmic efficiency. Especially in cases of games with large player populations, the volume of data collected can easily overwhelm the capabilities of game consoles or PCs. The technique we describe below is designed to overcome this issue by breaking construction of models and making predictions into two, asynchronous, phases. This allows a model to be constructed offline where efficiency isn't as large a concern, and predictions to be made efficiently online where delays can affect players. Below we will present results validating our technique's ability to handle large volumes of data.
RELATED WORK
One of the earliest attempts to build models of human behavior for computer games came in 1996 when Richard Bartle [1] created his four player types (Achievers, Socializers, Explorers, and Killers) by observing player responses to what their favorite parts of a multi-user dungeon (MUD) were. These models were based entirely on observational data gathered from the message board associated with the MUD in question. In 2006, Nick Yee [16] empirically tested Bartle's player models by creating a survey based off of these player models. This survey was given to 3, 000 players and then used in a principle components analysis (PCA) to group the answers. A PCA is an orthogonal transformation of a set of (possibly correlated) variables into a set of uncorrelated variables that account for as much of the variance in the original variables as possible. This technique allowed for the players to be grouped along dimensions that maximally explain their differences. Three overall player types emerged: those concerned with achievement, those concerned with socializing, and those concerned with game immersion.
As more research was done in this area, researchers began to incorporate data-driven techniques into their survey methodologies. Lankveld et al. [15] create a union of survey-based and data-driven models by directly translating a player behavior survey into a game setting. They used observations of the player as answers to questions that would have been on a survey and then built a player model based on those observations. Sharma et al. [10, 11] also created a hybrid methodology by combining game traces along with player survey data in order to create player models. In their method, the model creation module monitors players' progress through the game and tries to match their progress with a game trace from an accumulated library of traces. This was then used as an estimate of how enjoyable the current player would find the game.
In the PaSSAGE system, Thue et al. [13, 14] describe another approach to player modeling where actions are annotated according to the player type likely to perform them. For example, an aggressive player is likely to fight if given the choice. As a player moves through the game, the collection of their actions and the annotations combine to inform a model. The player types were modeled after those from Laws' guide for pen-and-paper role-playing games [7] . To our knowledge, no evaluation of their system has determined if players in virtual worlds can be modeled by types identified in pen-and-paper games. Further, this approach heavily relies on knowledge engineering annotations to relate game events to modeled player types. Another approach by Ryan Houlette [6] involves creating a hierarchy with low-level user actions (such as "use smoke bomb") as leaves in a tree and user traits (such as being "stealthy") as parent nodes in the tree. As the player completes low-level actions, information about that player's style is updated according to the tree's internal nodes. This approach also requires of knowledge engineering in creating the tree.
Some researchers have chosen to create player models that focus on a single aspect of a game (e.g. time). In Brian Magerko and John Laird's interactive drama architecture (IDA) [9] , player modeling is done with respect to the goals that the story has laid out. The player models are only able to determine if a player will advance to the next plot point within a given amount of time; however, it ignores valuable data from other players because it only uses the current player's past performance as input. Shim et al. [12] created models of player behavior for Everquest II 1 using techniques from home run prediction. Their model is created by examining the leveling speed of a character in the past in order to predict how long it will take to level in the future.
All of these methods have been based on small-scale data collection experiments or were based on knowledge engineering. Drachen et al. [4] created player models for Tomb Raider: Underworld 2 by examining various statistics gathered from 1365 players such as cause of death or the number of times that a player requested help in game. Their method uses emergent self-organizing maps (ESOMs) to cluster the data. It is important to note that the statistics gathered from players were high-level descriptions of play and could not be used to predict individual actions. In contrast to our approach, the statistics used in their technique were selected specifically to enable qualitative descriptions of player types, and therefore limited the generalizability of their models to only the game they collected data for.
Lastly, our approach to player modeling can be viewed as similar to plan or goal recognition. Plan/goal recognition is a closely related problem in which sequences of actions are used to predict the most likely goal those actions are trying to achieve. The input to a plan recognition algorithm is an ordered set of observations, and the output is a set of goals that explain the observed actions. Often, generally the minimum set of goals that explain a series of actions is preferred because it is more likely that a small set of goals can explain a set of actions than a large one [2] . Plan recognition techniques could also be used to predict player behavior. If we can determine players' goals, then we can predict that they will finish the steps in plans to complete those goals. The main difference between our problem and plan recognition is that we are predicting behavior directly rather than predicting goals and using those goals to predict behaviors. Further, we do not assume that players are pursuing goals, or that their actions are indicative of goal-oriented behavior. We are not suggesting that our approach is better or worse than the approaches taken in plan recognition. We are simply answering a different question.
METHODS
We designed an algorithm that uses a player's past behavior to make a predication about what they will do in the future. This algorithm operates by examining what players who exhibited similar behavior in the past have done. Based on this information, our algorithm determines actions that the current player is likely to perform. In future work, these predictions can be used to make recommendations to players Phase 1, our algorithm takes in a dataset of the ordered actions that characters have completed and uses them to create a set of cliques containing actions that users complete together. Phase 2 uses the cliques created in Phase 1 to predict the actions that a new user will take.
in an effort to customize their game experience.
Our approach is to use data collected from earlier gameplay traces to build a model and then use that model for prediction. The data we are interested in is sequential in nature, but not necessarily time stamped. In other words, we are interested in the order in which players perform actions, but not the elapsed time between actions. From these sequences of actions, we build up a representation of common co-occurrences of actions. For example, two actions that are both in the intersection of a majority of players' action sequences will be included. Because those two actions commonly co-occur, observing one will help predict more accurately that a player will eventually go on to perform the other. We use creative techniques to sift through large data sets and identify these co-occurrence relationships to leverage this insight. Later in this paper we will present data indicating this process can reduce the model size by one or two orders of magnitude, making inference and predication far more efficient. Further, by selecting away irrelevant or low-confidence data, we can further increase the predictive accuracy of our model. Here we will describe the various techniques we use to build our model.
As depicted in Figure 1 , our algorithm uses previous players' action histories to create cliques of actions that tend to occur together. These cliques are used to calculate the probability that a new player will complete (or at least want to complete) the composite actions in the clique, given they have completed at least one. There are two phases of execution in our algorithm. The clique construction phase (Phase 1) is composed of two steps: action network construction and clique finding. The second phase consists of an iterative probability update as a player completes actions. The product of the first phase is groups of actions that are often completed together. These groups of actions are then used as the basis for the second phase. During the second phase, a player's action progress is monitored and used to determine the probability that they will complete other, related actions. It is important to note that the first phase, which is more computationally expensive than the second phase, only needs to be performed when a large amount of data has been added to the training set.
Phase 1
During the first phase of the algorithm, the training set of players' actions is used to create a set of cliques. These cliques are then used during phase 2 of the algorithm to determine the probability that a player completes the actions in a clique given his past actions. 
Action Network Construction
The first step in our algorithm is to create an underlying model of how frequently actions occur together. We represent this relationship as a correlation network in which the nodes of the network correspond to actions, and edges between nodes indicate that there exists a positive linear correlation between the edge's two endpoints. Therefore, an edge between two nodes indicates that players who perform the action associated with one of the endpoints, tend to also perform the action associated with the other endpoint.
As indicated in step one of Figure 2 , we first create the complete correlation network by examining the action frequencies in our training set. The correlation network is constructed using pairwise Pearson correlations between every achievement in our dataset. The result of this process is a complete, weighted network in which weights between two nodes correspond to the correlation coefficient between those two actions. An example of a complete correlation network can be seen in Figure 3 . This initial network is then further refined by examining the correlation values themselves. Note that the correlation coefficient measures if the two actions have a linear correlation between them. Values close to 1 mean that there is a high positive correlation, indicating that as one action occurs more frequently, the other will tend to occur more frequently as well. Values close to −1 mean that there is a high negative correlation, indicated that as one action occurs more frequently, the other will tend to occur less frequently. Values close to 0 indicate that the occurrence of one action does not indicate anything about the occurrence of the other action.
Due to the nature of the prediction task, we are not interested in correlations that are either negative or close to zero-we seek highly positively correlated actions. To identify highly positively correlated actions we used a threshold set to two standard deviations above the mean correlation value, but could be any value between −1 and 1. Any edges with weight below the threshold are discarded. Once lowcorrelation edges are removed from the network, the weights can be ignored. This is done in order to ensure that edges only exist between actions that players are likely to both complete. An example of this process can be seen in Figure 4 . In the figure, network 1 shows a complete, weighted network containing 4 actions with each edge weighted by correlation coefficients. Suppose the threshold value is 0.1 and that all edges with a lesser weight should be discarded. These edges are depicted in the figure with a dashed line. The second network in the figure shows the result after all edges falling below that threshold have been removed. We found that using a correlation network has several advantages over more complicated network representations (e.g. Bayesian Networks). We are almost entirely concerned with the structure of the action network. Constructing a correlation network involves computing a complete network and then pruning edges to find the structure. There is no search involved in this process. On the other hand, finding the Bayesian network structure that best describes the data requires extensive search. This can be a very costly process because the number of network structures grows exponentially with the number of data attributes. The data we get from most modern computer games will contain large numbers of attributes (the dataset we describe later in this paper contains 1289). For such large data sets we found it took more than a week to find the network structure on a dedicated server.
3 Typically, dimension reduction is used, a process that removes noisy, otherwise unnecessary, attributes in order to simplify the data set; however, dimension reduction is not applicable in this case. Since our goal is to predict players' future behaviors with respect to their and other players' past behaviors, it is necessary to keep all attributes in our data. Also, the directionality in a Bayesian network can be problematic. Since a Bayesian network is a directed acyclic graph, an edge in one direction between two vertices does not imply an edge in the other. For our data, imposing the directionality constraint is unnecessary and actually subverts our ultimate goal. Because we seek to find groups of actions that tend to be taken by similar players, order is unimportant.
Clique Finding
The next step in Phase 1 is to find groups of actions that are highly correlated to each other. These are the groups of actions that exhibit similar frequencies of occurrence. In other words, these are the actions that were all likely to be completed by the same player. In the correlation net- 2) Figure 5 : Downselecting Cliques. In clique 1, achievements 1 and 5 are below 50%. This means that this clique falls below the threshold value, and is therefore kept. In clique 2, achievements 6, 7, and 10 are below 50%. This means that clique 2 is above the threshold value and is pruned.
work, these groups of actions are identified as cliques. These groups of highly correlated actions were identified by extracting all maximal cliques, or cliques that are not a subset of any other clique, from the network. In our algorithm, we used the maximal clique algorithm in the "igraph" package for "R statistical computing" software.
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After extracting all maximal action cliques, we remove the remaining cliques that are not maximal. These cliques do not help predict player behavior, so it is safe to discard them. We first calculate the percentage of players in the training set that completed each remaining action. If for a given clique more than half of the actions were completed by fewer than 50% of players, it is discarded. This ensures the remaining cliques contain actions that many players tended to complete together. An example of this process can be seen in Figure 5 where we see two cliques consisting of 5 actions each. In the first clique only two of the actions are below the 50% threshold. As a result, this clique would be kept. The second clique, however, contains three actions that fall below the threshold. As a result, this clique would be discarded.
At the end of this step, we have groups of actions that cliques from Phase 1 to calculate the probability that a new player will complete one of the cliques. If this probability is above a given threshold, then the player is predicted to complete the remaining actions in the clique.
players typically complete together. These groups form the basis for our model of behavior. Further, because we have downsampled both edges and cliques, the size of our model is significantly reduced and therefore, the efficiency of our prediction step discussed below is improved.
Phase 2
An overview of how phase two of the algorithm performs can be seen in Figure 6 . Phase two of the algorithm uses the cliques produced in the first phase to determine the probability that a player will finish the remaining achievements in a given clique. Formally, we represent this value as P (Q|A), where Q is an action clique and A is the set of actions that a player has completed. We calculate
where NA is the number of characters in the training set that have completed the actions in A, and NCA Q is the number of characters in the training set that have completed the actions in A and have also completed all of the actions in Q. So, our model of player behavior is based off of the decisions that players in similar situations made in the past. This probability is calculated each time a player completes an action. With each action that is completed, players' action profiles are updated. In other words, whenever a player completes action a, P (Q|A) is calculated for every Q where a ∈ Q. This way, we are able to refine our probabilities as we receive more data about that player's behaviors.
In order to actually make a prediction, we have to select a probability threshold, φ. Once a clique's P (Q|A) is above φ, we predict that the user will eventually complete the clique. In the future, this predication will be the basis for making a recommendation to the user to finish the remaining actions in the clique. For simplicity, φ is currently chosen arbitrarily; however an area of future research is to intelligently choose a threshold that maximizes our algorithm's predictive power.
Adding Data to the Model
There are several ways that new data can be added to the model. The first involves incorporating new player data as evidence to aid in computing P (Q|A). Currently, all player data used for prediction is stored in a database that is queried whenever the player completes an action. These queries are used to compute P (Q|A) for each clique. As a result, adding character information to this database will add knowledge to the behavior model. The ability to add data to the model is important in games that are constantly expanding such as World of Warcraft 5 (WoW). Another way to incorporate new data into the model is by computing the action network and extracting the cliques again. This ensures that relationships between actions are updated as new data is gathered. Since this process is more complicated than adding data to a database, it is only worthwhile with a large amount of new data. Luckily, this time consuming aspect can occur independently of prediction and the second phase of the algorithm can execute while data updates are incorporated. In our experiments this process could be completed in less than a day, which is a big improvement compared to the week of computation required to build a Bayesian network.
EVALUATION
To evaluate our algorithm, we tested it using player data from WoW. Here we will review our experimental design and the results obtained from running these experiments.
Experimental Methodology
Our experimental methodology consists of three steps: obtaining the character data from the WoW Armory, cleaning the data, and performing the experiment itself. The next sections will cover each of these steps in greater detail.
Obtaining WoW Achievement Data
Our algorithm was tested using character data that was extracted from the WoW Armory using a web-crawler, Wowspyder [8] , developed by Chris Lewis and Noah Wardrip-Fruin. The WoW Armory is an online database that contains information about every character in WoW. Examples of this information include statistics about characters such as play time as well as information about the achievements they have obtained. An achievement is a representation of some game content the player experienced. It may require a long sequence of low-level actions, and therefore meets our criteria for a composite action in our model. Thus, we are concerned only with a character's achievement information.
In most games, there are certain actions or milestones that will earn the player an achievement. Actions that result in an achievement range from being natural parts of the game (such as simply leveling a character) being quite difficult (such as exploring the entirety of a game world or completing all quests in an area). In these experiments, we use achievements as input to our algorithm. We have chosen to use achievements for two reasons. First, achievements offer a convenient encapsulation of sets of player actions. Typically achievements are challenging to obtain and specialized. For example, an achievement might consist of finishing a level in a certain amount of time. Second, as many achievements require dedication to complete, we assume that we can use the fact that a player completed an achievement as a measure of their interest in that action.
We encode characters' achievements as a 1289-dimensional bit vector where each dimension corresponds to whether that particular achievement has been realized or not. Our dataset contains 14, 980 maximum-level characters. See Table 1 for a more detailed summary of our dataset. 
Data Cleaning
We randomly divided our data into two subsets, a training set and a test set, each containing half (7940 characters) the data. Therefore, the data in each set was independent and identically distributed. Note that both the training set and test set only contain maximum-level characters. Since some achievements can only be completed by higher level characters, we would see a disproportionate amount of information regarding these higher level achievements if we included lower-level characters. We further sampled the test set by randomly selecting 100 characters to test on. Table 1 contains data indicating the 100 sample test set provided a representative sample of the full dataset.
During the algorithm's execution, there are several points in which the data obtained is filtered to ensure that we find the data that we are looking for. The result of these downselections can be seen in Table 2 . When we downselect edges (keeping only the highly positive correlated edges) we reduce the network size by 95% in terms of edges. We see a similar reduction in the number of cliques (keeping only cliques involving achievements that players completed).
Experiment
We randomly chose 100 examples from our test set and measured prediction accuracy. When the algorithm predicts an achievement, it is checked against the player's achievement profile to see if that player did acquire that achievement in the future. If the player does go on to complete the predicted achievement, it is considered a true positive (TP). If the player does not go on to complete this achievement, it is considered a false positive (FP). In addition, if we do not predict an achievement that the player eventually completes, then that is a false negative (FN); however, if the player does not eventually acquire that achievement, the prediction would be considered a true negative (TN). We compared our algorithm with a baseline that predicts achievements randomly. In the interest of fairness, we ensured that the random baseline always predicted the same number of achievements for each character that our algorithm did.
Recall that our algorithm has a threshold value, φ, that determines when the actual achievement prediction should be made. In order to test the effect that changes in φ would have, we have run the algorithm on the test set three times each with a different value for φ. For these experiments, we use the values φ = 0.6, φ = 0.7, and φ = 0.8. Recall that this means our algorithm will only predict the remaining achievements in achievement clique Q when P (QA) ≥ 0.6, P (QA) ≥ 0.7, and P (QA) ≥ 0.8 respectively. Lastly, we measured the average time to calculate P (QA).
Results
We calculated precision and recall values for both the random baseline and our method. We use precision and recall because they are good measures for characterizing the accuracy of predictions. When making predictions, we want to be sure that we are identifying things that the player is likely to do. In other words, we are more concerned with correctly predicting a completed achievement than correctly identifying achievements that players will not complete. Precision is defined as T P T P +F P and recall is defined as T P T P +F N . Informally, precision is the percentage of predicted achievements that the player actually completed. This is the validation metric that we are most concerned with. If our algorithm is successful, the majority of achievement predictions will be for achievements that the player eventually completeshigh precision. Informally, recall is the percentage of player completed achievements correctly predicted. There exists a natural trade-off between precision and recall and recall is less important for our problem. The more achievements that are input into our model, the higher the precision of our predictions but the lower the recall. Since we are mainly concerned with the precision of our algorithm, this is an acceptable trade-off. Also, because making no prediction will not adversely affect players' experiences, having a low recall value is acceptable, provided precision is high.
We experiments with three different φ values to characterize their effect on precision and recall. The mean and standard deviation for precision and recall values for each algorithm for all values of φ are presented in Table 3 .
Consider the first two rows of the table. As the value of φ increases, the precision values also increase. This is expected behavior because of how φ values effect when predictions are made. For greater values of φ, more evidence must be seen before predicting achievements in a clique, which means accuracy will increase. This is confirmed by our results. As φ increases, our recall values decrease. This is because the number of predictions decreases as φ grows larger-also expected behavior. Since larger φ values require more evidence to make a prediction, there are fewer opportunities to make predictions. As a result, when sufficient evidence has been obtained, the majority of achievements in the clique have already been realized. More informed decisions can be made about selecting a φ value that fits the specific game the model is being used in; however, if finding an "optimal" value for φ is important, using an optimization algorithm such as a genetic algorithm or MIMIC [3] is probably best.
Next, we will consider the columns of the table. After running both our algorithm and a random achievement baseline algorithm, we found that our algorithm outperformed the random prediction algorithm across all thresholds. As can be seen in the table, our algorithm produced higher precision and recall values compared to the random prediction algorithm. In each case, our algorithm obtained much higher precision than recall (as expected). In order to further verify our results, we ran a one-sided t-test to verify that the difference we found between our algorithm's precision/recall and the random prediction algorithm's precision/recall was statistically significant. With p < 0.05 in all experiments, all these results were statistically significant.
Our results show that the predictions our models made were highly accurate. Because of the scope of the problem and data set, finding an appropriate algorithm to compare against was difficult. Although a random baseline may seem simple, this test is still important in establishing that our method does indeed perform well on a non-trivial problem (the low precision and recall rate for the random algorithm are indicators that the prediction problem is a non-trivial one). Our results show that 70% − 80% (depending on the value of φ) of our predictions were accurate. This number is even more significant when you consider the size of the data set we are working with and the number of attributes it contains.
Our timing experiments showed that on a 2.8GHz Intel Xeon Processor with 8Gb of RAM it takes an average of 20.08 ± 38.56 seconds to calculate P (QA). Once a player has completed an achievement it will take less than one minute to do all calculations required and predict any achievements that the algorithm has determined the user might want to complete. At face value this seems like a long time. And for certain fast-paced games it is; however, for the types of large games that generate extremely large data sets the time between achievements for players can be hours or days. Therefore, a minute of computation time is not a problem.
FUTURE WORK
There are several avenues for future research. One of these is implementing a system for action recommendation. This system would use our models of player behavior to guide players towards actions that they would prefer to perform. Another avenue of research involves using an optimization algorithm, such as a genetic algorithm or a repeated hill climbing algorithm, to determine the best threshold values for downsampling or prediction. This way, we can ensure that there is a solid reasoning behind picking a specific threshold value. Also, a more detailed validation needs to be performed. Since very few achievement prediction algorithms exist, adaptations to existing algorithms will need to be made in order to compare against a baseline other than random; however, this will provide a better understanding of how our algorithm performs compared to others.
Another possible avenue for future research is testing this method using human subjects in order to further confirm that we are making accurate predictions; however, there are several difficulties inherent to this type of work. The first of these involves creating and distributing a program that users could use in game as well as a survey in which the player evaluates how well the program predicted their behavior. Since there is no way to guarantee how many people use this software, issues with sampling size can arise. Also, even if a player downloads the software there is no way to ensure that the survey is filled out and returned, and it is quite common to see low response rates with these types of experiments.
CONCLUSION
In this paper, we have introduced a method for creating player behavior models using observations of players' actions in games. This model enables predictions about actions the player will take to be made using only the player's past performance and the actions of similar players. By creating cliques of actions, we find actions that many players complete together and use this information to drive predictions. We have shown that this method produces accurate predictions on real data. Using WoW character data we showed that our method performs significantly better than a baseline algorithm. To verify our results, we ran a Student's t-test on reported precision and recall values and found that there was a statistically significant difference between the performance of the two methods. We have shown it is possible to create a purely data-driven approach to player modeling. By moving away from surveyor user-study-based behavior models and knowledge engineering techniques, we can create more robust models more efficiently. With our technique, not only can we predict user behavior through only previous observations, but we move one step closer towards being able to dynamically create personalized user experiences.
