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 Zusammenfassung
This is a tutorial on teaching and programming in MATLAB
It is based on scripts and exercises in the course of numerical mathematics for
students of the faculties Electrical Engineering and Information Technology and
Computer Science and Automation after rst term
This part I contains basic aspects and elements of numerical linear algebra espe
cially methods for systems of linear equations Further parts give MATLABbased
algorithms and programming tools for eigenvalue problems nonlinear equations and
systems of equations polynomial and spline interpolations and approximation
Vorwort
MATLAB is an interactive matrixbased system for scientic and engineering calculati
ons You can solve complex numerical problems without actually writing a program The
name MATLAB is an abbreviation for MATrix LABoratory
A few words to those who are familiar with other programming languages
  MATLAB is a userfriendly highlevel programming language and important tech
nical computing environment It also includes a number of functional programming
constructs modeling simulation and prototyping application development and de
sign
  MATLAB has a rich environment of powerful toolboxes and data visualization It
oers programming structures like control ows selections decisions and mles
functions
  Students can aordably use this powerful numeric computation data analysis and
visualization software in their undergraduate and graduate studies The student
edition encapsulates a wide range of disciplines
  MATLAB is not strongly typed like C and Pascal No declarations are required It is
more like Basic and Lisp in this respect You can dynamically link C or FORTRAN
subroutines Some type checking is done at run time
  MATLAB suitable for running numerically intensive programs with doubleprecision
numerical calculations On the other site there are based on Maple V many sym
bolic tools and symbolic functions to combine simplify dierentiate integrate and
solve algebraic and dierential equations The symbolic toolbox and the subroutines
concept of MATLAB seems to be not so eciently as is described in Maple




workstations VAX MicroVAX Gould PC Apple Macintosh and several parallel
machines
The aim is to show how you can write simple instructions commands or programs in
MATLAB for doing numerical calculations linear algebra and programs for simplifying
or transforming expressions equations mathematical formulas or arrays
It is assumed that the reader is familiar with using MATLAB interactively For beginners
we propose the introductional tutorial the so called Primer The purpose of this Primer
based on the version  is to help you begin to use MATLAB They can best be used
handson You are encouraged to work at the computer as you read the Primer and freely
experiment with examples
This document is based on MATLAB version c 
MATLAB development continues New versions come out every one or two years which
contain not only changes to the mathematical capabilities of MATLAB but also changes
to the programming language and user interface The MATLAB  and  highlights
you can nd on the web site
httpwwwmathworkscomproductsmatlabhighlightsshtml 
We are pleased and somewhat surprised to see how quickly this movement is already
happening For this reason I have applied constructs in the language that will be probable
in the language in future versions of MATLAB
You should liberally use the online help facility for more detailed information After
entering MATLAB the command help will display a list of functions for which online
help is available The command help functionname will give information about a
specic function You can preview some of the features of MATLAB by entering the
command demo Even better access help from the menu
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  Vektoren und Matrizen 
 Vektoren und Matrizen
Hinweise zur Arbeit mit Vektoren und Matrizen ndet der Leser ebenfalls in MATLAB





onnen auf verschiedene Art und Weise eingef

uhrt werden	
explizit durch Auisten der Elemente mit builtinAnweisungen und Funktionen mittels
mFiles durch Laden von externen Dateien
Die wichtigsten Varianten seien hier vorgestellt
 Denition von Vektoren
Wir denieren Zeilenvektoren

uber die Transposition erh





   
x 	 
   
x 	 






 n 	 for i 	 n y 	 





ur den Vektor x lautet in jedem Fall
x 	
   
 Generierung von Matrizen
 Explizite Angabe der Elemente
A 	 
          
A 	 
   
  
   




for i 	 
x 	 










for i 	  for j 	  Aij 	 ij end end
A
A 	 hilb
 Belegung der Matrixelemente






A 	 zeros  zeros zeros

 Einsmatrix













A zeros ones eye
 Pascalsches Dreieck als Matrix
A 	 pascal
A 	 
    
 Diagonale einer Matrix als Spaltenvektor
d 	 diagA
 Matrix spaltenweise aus Spaltenvektoren
A 	 
 d d d 
  Generierung von Matrizen 
Manche LGS haben Koezientenmatrizen von tridiagonaler Struktur Daf

ur gibt es spe
zielle L

osungsverfahren so da die Tridiagonalmatrix nicht explizit erzeugt werden mu
Trotzdem soll hier beispielhaft ein solches System generiert werden




 for i	n a 	 
a  end
b 	 
 for i	n b 	 
b  end
c 	 






for i	n Aii	 ai Aii	 bi Aii	 ci end
d 	 




Wenn Matrix und Vektor im SkriptFile mFile MATRXM vorliegen in der Form
 MATRIXM
A 	 
    
   
   
    
a 	 
     
dann kann man diese einfach ins aktuelle Skriptle einbeziehen und verwenden indem
man das Kommando matrix notiert
Nat










Eine andere Variante w

are die Eigenschaft feature was die direkte Ausf

uhrung von
Systembefehlen wie Editieren Kopieren Drucken usw erlaubt Man schreibt also zwecks
Editieren von mFiles in einem anderen Fenster nach dem Promptzeichen das MATLAB




edit matrixm DOS Window EDIT
  Teilvektoren und Untermatrizen 
 Teilvektoren und Untermatrizen


















Diese Art der Notation verringert die Anwendung von Schleifenkonstrukten vereinfacht
den Programmkode und verbessert somit die Lesbarkeit von Anweisungen mit Feldern
Der kleinste Index bzw die unteren Indizes sind immer  Das hat zur Folge da beim
Umspeichern von Feldern in einen h

oheren Indexbereich die Anfangskomponenten zwar






    
D 	
    
    
    
    
    
 Operationen auf Vektoren und Matrizen 
 Operationen auf Vektoren und Matrizen
Bei einigen Operationen und Funktionen auf Feldern ist zu beachten da diese oft f

ur ein
vektoriellesArgument ausgelegt sind Die Anwendung auf Matrizen bedeutet zun

achst nur
die Verarbeitung der einzelnen Matrixspalten columnbycolumn fashion Es entsteht
somit ein Zeilenvektor auf den wiederum operiert werden mu
Ein typisches Beispiel daf

ur ist die Funktion maxx f














ur die vertauschte Reihenfolge rowbyrow action ist die Matrix zu transponieren
Einige dieser Funktionen sind
max min sort sum prod median mean std any all




Die Vorzug von MATLAB liegt gerade in der Leistungsf

ahigkeit seiner Matrixfunktionen
 Operationen auf Vektoren




ahlte Operationen die Matrix A und Spaltenvektor a aus
dem mFile MATRIXM verwendet
A 	 
    
   
   
    
a 	 
     
matrix
 Transposition
x 	 eye  Einheitsvektor
y 	 x
b 	 a






e 	 em  Einheitsvektor
e 	 em  Einheitsvektor





Spezielle Operationen auf Vektoren sind Normen















 Operationen auf Matrizen











maxmaxA  maximales Matrixelement analog min
sumA  Spaltensummen analog prod
sumsumA  Summe aller Matrixelemente
sortA  Spalten von A aufsteigend sortiert
allA  Nichtnulltest der Matrixelemente spaltenweise alle
anyA  Nichtnulltest der Matrixelemente spaltenweise irgendein
 Operationen auf Matrizen   
 Zeilen und Spaltenanzahl
sizeA

n m 	 sizeA
C 	 randsizeA  Zufallsmatrix C mit Dimension von A











 Diagonale von A als Spaltenvektor
diagA
 Spur Summe der Diagonalelemente
traceA
sumdiagA
Man kann nicht nur rechteckige Untermatrizen aus einer gegebenen Matrix A ausw

ahlen
sondern auch Band Dreiecks und Hessenbergmatrizen
 Diagonalmatrix mit Diagonale von A
diagdiagA








 Tridiagonalmatrix mit Subdiagonale Diagonale und Superdiagonale von A
triutrilA
 Matrix A mit Diagonale	
AdiagdiagA
triuAtrilA
 Operationen auf Matrizen  
Spezielle Operationen auf Matrizen sind Normen
















sqrtmaxeigAA  eigB liefert Vektor aller Eigenwerte
















 Test der Kondition der Hilbertmatrix
for k 	 
condhilbk
end






 Operationen auf Matrizen  
Einige Kommandos auf Teilen der Matrix haben wir schon kennengelernt Nun wollen




ur die Zeilen oder
und Spaltenmanipulation bei der
L

osung von LGS gebraucht werden
matrix
n 	 lengthA  Dimension der quadratischen Matrix
AE 	 
 A a   erweiterte Matrix
sizeAE
ai 	 A  ai	A Zeile auswaehlen
bj 	 A  bj	A Spalte
A  Spalten  auswaehlen
 Austauschen von Zeile i und j
 Variante 
i 	  j 	 
AH 	 A
for k 	 n






 AHi AHj AHij AHi AHjn
 Zeile i  c




 Zeile i 	 Zeile iZeile jc
 Anwendung zur Erzeugung einer Null an der Position i
AH 	 A














osung linearer Gleichungssysteme LGS
 Denition der Komponenten eines LGS
Betrachten wir LGS der Gestalt Ax  b
A 	 hilb  Hilbertmatrix
c 	 sumA  Spaltensummen von A




    exakte Loesung
r 	 bAxexakt  Kontrolle des Residuums
AE 	
A b  erweiterte Matrix
B 	 eye  Einheitsmatrix
for i 	  for j 	  AAij 	 ij end end
AA 	 
AA
 symmetrische positiv definite streng diagonal dominante Matrix
A 	 
    
   
   
    
b 	 
     
Einige Ausgaben dazu im Worksheet wobei insbesondere die numerische Berechnung des
Residuums r f

ur die exakte L

osung mit den Ungenauigkeiten in der letzten Mantissenstelle














 Numerische und symbolische direkte L

osung von LGS  
AE 	
   
   





 Numerische und symbolische direkte L

osung von LGS
Die verschiedenen Funktionen zu L

osung von LGS basieren meist auf der Gauelimina
tion Dabei werden Pivotstrategien ber

ucksichtigt die zu Zeilenvertauschungen f

uhren
Letzteres kann durch Ergebnisparameter wie Ausgabe der Permutationmatrix abgefragt
werden F

ur spezielle Koezientenmatrizen wie zB symmetrische oder symmetrische
positiv denite spd gibt es nat

urlich spezielle Algorithmen
Rundungseekte in der Gleitkommaarithmetik der numerische Rechnung in MATLAB
f

uhren anders als bei symbolischen Umformungen in MATLAB oder auch Maple zu ab
weichenden Zeilenvertauschungen und
oder Zerlegungen der Matrix
Zun






  Row reduce Variante auf GauJordanForm
Die builtinFunktion rref angewendet nur auf die Koezientenmatrix kann zu ihrer
Rangbestimmung genutzt werden Ist die Koezientenmatrix regul

ar so wird diese trans
formiert auf die Einheitsmatrix Eventuell notwendige Zeilenvertauschungen sind aus der













   
   
   
x 	 ans
 Numerische und symbolische direkte L








    mit Zeilenvertauschung
ans 	
   
   









Dazu gibt es das MapleKommado linsolve
Die L





ogliche Nachrichten Warnungen bzw Fehler
meldungen sind
Warning Matrix is rank decient solution does not exist























 Numerische und symbolische direkte L

osung von LGS  
 LUFaktorisierung
Die LU Faktorisierung ohne Zeilenvertauschung liefert A  LU mit den entsprechen
Dreiecksmatrizen L l
ii
  und U  Zeilenvertauschungen werden entweder in der unte




LU   luA A  LU  in L stehen die untere Dreiecksmatrix und
Permutationsmatrix U obere Dreiecksmatrix
LU P   luA PA  LU  LU untere bzw obere Dreiecksmatrix
P Permutationsmatrix
luA alleine ergibt das Tableau CnB welches beim verketteten Gaualgorithmus ent
steht so da A  CB  LU ist output from LINPACKS ZGEFA routine
Nehmen wir zun

achst den einfachen Fall einer spd streng diagonal dominanten Matrix
A
A 	
   
   
   
   
 Tableau wie beim verketteten Gaussalgorithmus
luA
ans 	
   
   
   
   

L U P 	 luA
L 	
   
   
   
   
U 	
   
   
   
   
 Numerische und symbolische direkte L

osung von LGS  
P 	
   
   
   
   

L U 	 luA  analog ohne Ausgabe von P
Die L

















Die symbolische Rechnung und Zerlegung in Maple l

auft ohne Zeilenvertauschung ab
und ergibt die erwartete Zerlegung
A 	 








uhrt im Schritt eine Vertauschung von  und  Zeile durch












 Numerische und symbolische direkte L









Pivotstrategie	 im Schritt beim Vergleich von 
 in der Zeile mit 

darunter wird die Zeile bevorzugt
Zur Kontrolle noch einmal mit der Permutationsmatrix






















  Definition mit Elementen
AS 	






inverseAS  Matrix symbolisch invertieren
ans 	





   
 Numerische und symbolische direkte L

osung von LGS 
Die Funktion lu ist nicht anwendbar auf die symbolische Matrix AS
Fehlermeldung	 Error using  lu
Matrix must be square
Umdie Zeilenvertauschung bei der Faktorisierung in MATLAB zu unterbinden vergr

oern
wir das Element A  etwas gem

a A   A   e Wir erhalten dann ein















Zum Abschlu noch die Faktorisierung der Matrix AA wobei zu sehen ist da die Pi
votstrategie mit Zeilenvertauschung sich jeweils das betragsgr

ote Element der Spalte
sucht














 Numerische und symbolische direkte L

osung von LGS  
 CholeskyZerlegung
Das ist die symmetrische Zerlegung R
T
R R obere rechte Dreiecksmatrix der spd Matrix
A Nat





Weiterhin soll hier ein Hinweis auf das Darstellungsformat format rat erfolgen Reelle




ahler und Nenner ganzzahlig mit einer Genauigkeit
von  Mantissenstellen approximiert und repr

asentiert
Wir verwenden das CholeskyVerfahren f

















































































RR  ist Nullmatrix im Format rat
L 	 cholA  L untere Dreiecksmatrix
 Numerische und symbolische direkte L

osung von LGS 
Man bedenke da R nur die Bruchdarstellung von R ist W

urde man die approximieren
den Br

uche zur Denition einer neuen Matrix R verwenden so wird der Darstellungsfeh
ler von  e sichtbar Im kurzen Format short mit  Nachkommastellen der Mantisse
bleiben diese Abweichungen oft verborgen
R 	 
   
  





Die CholeskyZerlegung R 	 cholAA ist wegen der fehlenden Voraussetzungen zur
Matrix AA nicht durchf

uhrbar und bringt eine Fehlermeldung
 Invertieren von Matrizen und L

osung mittels Inverser
Wir zeigen mehrere M

oglichkeiten zur Invertierung einer Matrix so da mit deren Ergeb
nis die L

osung des LGS dann durch eine MatrixVektorMultiplikation erhalten wird








     
     






x 	 invAb  aufwendiger als x	Ab
x 	
  
 Numerische und symbolische direkte L

osung von LGS 
X 	 inverseA  symbolisch



























Hier kommen die f

ur MATLAB typischen Matrixoperatoren n und 
 zur Anwendung
x  Anb ist die L

osung von Ax  b
x  bA ist die L

osung von xA  b
In der LinksDivision n wird die quadratische Matrix mittels Gauelimination faktorisiert





ur eine rechteckige Matrix A liegt die HouseholderOrthogonalisierung zugrunde und
man sucht die L

osung im Sinne der Methode der kleinsten Quadrate least squares sense


















Die genannten Divisionen sind im Vergleich zu anderen Verfahren zu empfehlen weil sie
im allgemeinen genauer und schneller sind
 Numerische und symbolische direkte L












 Anwendung des Kommandos solve f

ur symbolisches Rechnen
Das Kommando solvewird schrittweise durch einige kleinereDemonstrationen eingef

uhrt
































 Numerische und symbolische direkte L




















































































































































































 Numerische und symbolische direkte L

osung von LGS 
 Funktion analog zum Kommando linsolve
Der Funktionskopf des entsprechenden mFiles gausselm ist
function 
Br 	 gausselA
Das Eliminationsverfahren erzeugt eine obere Dreiecksmatrix B nach ev Zeilenver
tauschungen und den Rang der Matrix Die einfache Spaltenpivotisierung wird gem

a







are quadratische Matrix A kann die Funktion dann zur L

osung des LGS
mit oberer Dreiecksmatrix genutzt werden F

ur eine beliebige nmRechteckmatrix be
deutet es ia nur eine Transformation auf die obere Dreiecksmatrix mit der Bestimmung





 gaussel returns the transformed rectangular matrix
 as upper triangular matrix B after possible row exchanges
 pivot strategy with Arr!"  with the rank r!	minnm
 Use for solving Ax	b or transformation of A


n m 	 sizeA  row and column number of A
B 	 A
r 	   row index
c 	   column index
while c!	m # r!	n
i 	 r
 find pivot element in column c
while i!	n  nicht $for i 	 rn$ nehmen da nach
 Laufanweisung stets i!	n ist also i%	n
 anders als in Maple
if Bic %	  break end
i 	 i
end
if i!	n  pivot element exists
if i%	r  row exchange
for j 	 cm
t 	 Bij Bij 	 Brj Brj 	 t
end
end
 transform rest table
for i 	 rn
if Bic %	 
t 	 BicBrc
for j 	 cm Bij 	 BijtBrj end
Bic 	 
 Numerische und symbolische direkte L









 end of function gaussel
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for i 	 n
h 	 Bin
for j 	 in
h 	 h  xjBij
end
xi 	 hBii
 Numerische und symbolische direkte L

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 Transformation von Rechteckmatrizen
gausses
 A b b 
gausses







Es gibt eine F

ulle von Varianten der Genauigkeitsbewertung von Ergebnissen der nume




ur den Residuenvektor Bildvektor
dierenz bzw Forderungen an den absoluten oder relativen Fehler des L

osungsvektors





wo x x als als exakte L


















 x  !x  x  A
 























ormatrixnorm kSk   so ist die Berechnung von C oenbar mit so groen Feh




metischer Genauigkeit notwendig ist
	


















ur den absoluten bzw relativen Fehler Sie bedeuten da
neben einem kleinen Residuenvektor r die Elemente der inversen Matrix bzw die Kondi
tion der Matrix ausschlaggebend f

ur den Fehler der N

aherung !x sind Kleines Residuum





uber hinaus treten die St

ormatrix S und die N

aherungsinverse C als erzeugende Ma
trix in der

















ur die Fehlerverbesserung auf wo die St

ormatrixnorm im wesentlichen die Kontraktions
konstante f

ur die Konvergenz darstellt
Will man die Nachiteration auf die Verbesserung der L

osung eines direkten Verfahrens




  Residuum bei schlecht konditionierten LGS

Aquilibrierte Matrizen mit schlechter Kondition zeichnen sich dadurch aus das ihre In
verse betragsgroe Elemente hat oder die Determinante einer von beiden fast Null ist
Bei der Berechnung des Residuums spielt dann in MATLAB noch die Reihenfolge der






     
b 	 
   
xexakt 	 


































Nun vergleichen wir die Computerl


























 zu untersuchender Kandidat fuer Loesung
xest	
 









Wenn die Konditionszahl condA nahe der  ist dann ist der relative Fehler von x
ungef

ahr von der gleichen Gr





























c 	 normAnormAinv  Spaltensummennorm
c 	
e
c 	 normAnormAinv  Spektralnorm
c 	
e










s 	 sprintfrcondA 	 ercondA
s 	 sprintf !	 e 	 fe




rcondA 	 e !	 e 	  !	  	 rcondA
 Komplexit







atzung der Ezienz von Algorithmen bietet MATLAB mehrere M

oglichkeiten
Zwei Varianten sind die Bestimmung der Anzahl der durchgef

uhrten Gleitpunktoperatio
nen mit flops  oating point operations sowie die Zeitmessungen mit clock etime
und tic toc
Das Kommando flops nicht flops 	  setzt den Z

ahler auf Null zur

uck So
kann die Eingabe von flops unmittelbar vor dem Beginn des Algorithmus und der
Aufruf flops gleich nach seiner Beendigung die flops ermitteln
n 	 
A 	 randn  Zufallsmatrix
b 	 randn  Zufallsspaltenvektor






Die MATLAB Funktion clock gibt die aktuelle Zeit mit der Genauigkeit auf eine
Hundertstel Sekunde an Mit zwei solchen Zeiten kann etime die abgelaufene Zeit
Zeitdierenz in Sekunden bestimmen
Seit der Version  gibt es die bequemere Variante einer Stoppuhr mit tic toc


















at und Geschwindigkeitstest 





alscht sein kann Rechnungen an einem separaten er PC MHz zeigen




at von Algorithmen zur L

osung von LGS
Wir vergleichen hier die Operationszahlen und Rechenzeiten von  Algorithmen Die
Rechnungen wurden auf einem er EinzelPC MHz sowie einem PC im Netz mit
Pentium II Prozessor MHz durchgef

uhrt
Ax  b AB erweiterte Koezientenmatrix
LU   luA# UnLnb








Die verschiedenen Ergebnisse werden so abgespeichert um sie ua als vergleichendes
Balkendiagramm darzustellen
titleSPEEDTEST for SOLUTION of Ax	b for n 	 x  x 
clear n t s sn ns tn nt q tt ss
echo off























for i 	 n
 Komplexit

at und Geschwindigkeitstest 
hh 	 ATin
for j 	 in




































 linsolveAb  Warnung string zu lange in Maple
 tnh 	 etimeclockt
 snh 	 flops
 qnh 	 




















































ubliche Angabe des Aufwandes f











 im Operationsmix  	 mu also verdoppelt werden
 Komplexit

at und Geschwindigkeitstest 
Somit ergibt sich die Gr








ur die Verfahren lu gaussel und
Anb Der Zugang


























titleSPEEDTEST for SOLUTION of Ax	b for n 	 x x x
flops
n lu gaussel Ab rref inv
     
     
     
     
     
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  
   
   
   
   
times
n lu gaussel Ab rref inv
     
     
     
     
  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   
   
   
   
   
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  
Die Kommandos lu und Anb zeigen sowohl f

ur flops als auch in der Rechenzeit times  T

ahnliches Verhalten Entsprechend seiner Komplexit

at ist inv dreimal schlechter Da





achlich am timesharing Modus des Rechners Es ist zu vermuten da auch





uber solchen die eventuell in den anderen Kommandos Teilvektoren und
Untermatrizen nutzt und eine schnelle Adressenmanipulation beim Zugri auf Feldkom
ponenten realisiert







unstiger kann aber bei weitem nicht mit lu konkurrieren
















at und Geschwindigkeitstest 
Ergebnistableau f

ur PC Pentium II	 flops
n lu gaussel Anb rref inv
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ur PC Pentium II	 times in sec
n lu gaussel Anb rref inv
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at und Geschwindigkeitstest 
Einige graphische Auswertungen zur Komplexit

at bei Ax  b
flops elapsed time in sec und quotient of flopstimesec in Abh

angigkeit von n
Balken vlnr	 lu gaussel Anb rref inv

























































































































at und Geschwindigkeitstest 
 Komplexit

at von Algorithmen zur Bestimmung der Inversen
Wir vergleichen hier die Operationszahlen und Rechenzeiten von  Algorithmen Die





 AE um Einheitsmatrix I erweiterte Koezientenmatrix
invA
AnI
LU   luA# UnLnI
rrefAE
titleSPEEDTEST for INVERSION of MATRICES n 	 x  x 
clear n t s sn ns tn nt q tt ss
echo off



































at und Geschwindigkeitstest  
qnh 	 











































disp n inv AI lu rref
 Komplexit












ur PC Pentium II	 flops
n inv AnI lu rref
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ur PC Pentium II	 times in sec
n inv AnI lu rref
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at und Geschwindigkeitstest 




ur die Bestimmung der L

osung eines LGS mittels
invA 	 b untersucht Die alleinige Invertierung der Matrix unterscheidet sich in den









Matrix auch K  On

 Auch die Rechenzeiten T sind ungef

ahr die gleichen
Die Kommandos AnI und lu zeigen sowohl f

ur flops als auch in der Rechenzeit

ahnliches










allt im Vergleich als sichtbar schlechteste Variante auf
Die Kommandos AnI und lu geraten aber bez

uglich der Rechenzeit im Vergleich mit inv
mit wachsendem n immer mehr ins Hintertreen Das Verh

altnis anders als bei den flops
verschlechtert sich jedoch rref braucht die l

angste Rechenzeit
AnI braucht ca  Mal mehr flops und times als Anb

Ahnlich bei lu wobei die Rechen
zeitrelation von luA
 
 	 luAx  b noch zunehmend schlechter wird
Wird die inverse Matrix explizit gebraucht so ist die builtinFunktion inv f

ur die Be
rechnung am besten geeignet





flops und elapsed time in sec in Abh

angigkeit von n
Balken vlnr	 inv AnI lu rref 











































































Bei der numerischen L

osung von LGS mittels Eliminationsverfahrens spielen sowohl die
Skalierung als auch die Pivotstrategie eine wichtige Rolle Beide zusammen bilden
den wesentlichen Inhalt der Stabilit

at des Verfahrens





Aquilibrierung Normalisierung bereitzustellen Sie ist eine Form der
Verbesserung der Kondition der Matrix
Pivotstrategien machen nur Sinn f

ur solche Matrizen Ohne die Forderung nach Gleich
gewicht k

onnte man jede Zeile durch Multiplikation mit einem hinreichend groen Faktor
zur Pivotzeile machen falls der Kandidat f

ur das Pivotelement nur verschieden von Null
ist
Die Kombination beider f

uhrt zu groer numerischer Stabilit

at bei relativ geringem zus

atz
lichen Aufwand Dabei beschr

ankt man sich meist auf Spaltenpivotisierung mit Zeilenver
tauschung w

ahlt aber das Pivotelement relativ zu einer Norm der entsprechenden Zeile








achst wollen wir in Erg

anzung zum mFile gausselm noch die beiden MATLAB
Funktionen vor f





 gausseo returns the transformed rectangular matrix
 as upper triangular matrix B without row exchanges
 without pivot strategy so far if it is possible
 k is the number of performed stages If k	minnm
 then the minor Akk is regular
 Use for solving Ax	b or transformation of A


n m 	 sizeA  row and column number of A
B 	 A
k 	 
r 	   row index
c 	   column index




 transform rest table
k 	 k
for i 	 rn
if Bic %	 
t 	 BicBrc
















 gausses returns the transformed rectangular matrix
 as upper triangular matrix B after possible row exchanges
 pivot strategy with Arr!" with largest value
 in the column c with the rank r!	minnm
 Use for solving Ax	b or transformation of A


n m 	 sizeA  row and column number of A
B 	 A
r 	   row index
c 	   column index




 find largest pivot element in column c
while i!	n
if absBic"h




if h"  pivot element exists
if k%	r  row exchange
for j 	 cm
t 	 Bkj Bkj 	 Brj Brj 	 t
end
end
 transform rest table
for i 	 rn
if Bic %	 
t 	 BicBrc












 end of function gausses
Transformation von Rechteckmatrizen mittels verbesserter Pivotstrategie unter Verwen
dung von gausses Hier ist die Zeilenvertauschung deutlich zu erkennen
A 	 
    
   
   
    
a 	 
     
gausses
 A a a   Matrix
 im Schritt wird Zeile a $hochgetauscht$
ans 	
   
   
   
   
   
   
gausses
 A a a   Matrix
 im Schritt wird Zeile $hochgetauscht$
ans 	
     
   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
Implizite Skalierung  relative Pivotwahl mit Zeilenbetragssummen
relative Kolonnenmaximumstrategie
Die Matrixzerlegung PA  LU mit impliziter Skalierung notieren wir als Turbo Pascal
Routine
Diese Methode ndet man in den meisten Routinen zur LU Zerlegung der groen Softwa
repakete F

ur die Ausgangsmatrix und die Zahlenwerte der aufeinanderfolgenden Sche





 i  j l
ii










uber vorgenommene Zeilenvertauschungen wird im Vektor ip aufgebaut




procedure ZerlegungGaussrelPivotninteger var amatrix
epsdetmaxfloat var detfloat var ipvektor
var tstufeinteger	
 GaussZerlegung von AP
Ann	L
U auf dem Platz
bei relativer Spaltenpivotisierung und Zeilenvertauschung
sowie impliziter Skalierung
  Permutationsmatrix P auf der Basis des Permutationsvektors ip	
detA	 Determinante
eps Toleranz fuer Test auf Singularitaet aiisum aij
detmax Toleranz fuer Test auf detA	
ip Permutationsvektor der Zeilenvertauschung
t Indikator  default
Abbruch mit eps
Abbruch mit detmax
stufe Stufe mm	 bei vorzeitigem Abbruch






for i to n do ipii  Permutationsvektor  P 
for k to n do  Schritte kn 
begin
 relative Pivotwahl mit Kolonnenmaximumstrategie 
max
for ik to n do
begin
s
for jk to n do ssabsaij	
if seps then  Matrix A bzw Teiltableau hat FastNullZeile 
begin stufei det t EXIT end
qabsaik	s
if qmax then begin maxq li end
end
 Test auf Singularitaet Nullspalte	 und grosses detA	 









for j to n do
begin sakj akjalj aljs end
jipk ipkipl iplj
end
 Bestimmung der Elemente des Resttableaus 




for jk to n do aijaijs







Der Algorithmus ist eigentlich nach n Schritten schon abgeschlossen Der letzte Schritt






Ein weiterer Programmiertrick ist da man die relative Pivotwahl generell mit einem
Vektor von Zeilennormen durchf

uhrt der einmal vorab ermittelt wird Eine solche Va















Zeilentausch werden auch seine Komponenten entsprechend vertauscht Der Aufwand
verringert sich damit ohne aber die G

ute des Verfahrens entscheidend zu mindern
procedure ZerlegungGaussrelPivotninteger var amatrix
epsdetmaxfloat var detfloat var ipvektor
var tstufeinteger	
 GaussZerlegung von AP
Ann	L
U auf dem Platz
bei relativer Spaltenpivotisierung und Zeilenvertauschung
sowie impliziter Skalierung Buchhaltervektor
  Permutationsmatrix P auf der Basis des Permutationsvektors ip	
detA	 Determinante
eps Toleranz fuer Test auf Singularitaet aiisum aij
detmax Toleranz fuer Test auf detA	
ip Permutationsvektor der Zeilenvertauschung
t Indikator  default
Abbruch mit eps
Abbruch mit detmax
stufe Stufe mm	 bei vorzeitigem Abbruch
Lit NKoeckler Numerische Algorithmen in Softwaresystemen








for i to n do
begin
ipii  Permutationsvektor  P 
s
for j to n do sssqraij	
if seps then  Matrix A hat FastNullZeile 
begin stufei det t EXIT end
phisqrts	 Vektor der Kehrwerte der Euklidischen Norm
der n Zeilenvektoren von A
Buchhaltervektor 
end
for k to n do  Schritte kn 
begin















 Test auf Singularitaet und grosses detA	 
detdet
max
if absmax	eps then begin stufek det t EXIT end





for j to n do




 Bestimmung der Elemente des Resttableaus 




for jk to n do aijaijs











Ax  b An n a
ii
  i    n x exakte L

osung
beruhen auf Zerlegungen Splitting von A und Umformungen der Gestalt
A  N  P detN  
Nx Px  b






Die allgemeine Iterationsverfahren AIV iterierf








 c m    # H  N
 
P Iterationsmatrix c  N
 
b
Das AIV konvergiert f






in der Norm k 
 k






kHk   ist also eine hinreichende Bedingung
Mit dem Spektralradius hat man eine hinreichende und notwendige Konvergenzbedin
gung	 H  
 Iterative L

osung von LGS 
  Basisverfahren
Grundlage ist eine spezielle Zerlegung von A
A  D  E  F  DI  L U
I  Einheitsmatrix









 linke untere Dreiecksmatrix Diagonale E  DL
U  u
ij































k  k Ax
m	 















 Gesamtschrittverfahren GSV Jacobi
Voraussetzung	 a
ii
  i  n ggf Zeilenvertauschungen vornehmen
Zerlegung der Koezientenmatrix A  N  P  D  E  F 






































































































































osung von LGS  
H  J  I D
 
A Iterationsmatrix













 Einzelschrittverfahren ESV GauSeidel
Voraussetzung	 a
ii
  i  n ggf Zeilenvertauschungen vornehmen














































































                        













































































 D  E
 


























































 I  DI  L
 
A  I  D  E
 
A Iterationsm






























 x  Hx
m

 c Hx c  Hx
m






osung von LGS 
sind der zentrale Punkt f

ur Konvergenz und Fehlerbetrachtungen die Norm bzw

































































ur GSV und ESV
 GSVM
 Gesamtschrittverfahren JacobiV fuer LGS





 MaxIt maximale Iterationsanzahl
 NK Normvariante inf
 Ergebnisse
 x Loesungsvektor oder letzter Vektor
 i Benoetigete Iterationen
 r	Axa Residuum und Norm &&r&&	normAxaNK
 Diverse Informationen ueber Iterationsverlauf
D 	 diagdiagA
D 	 diagdiagA






osung von LGS 
for i	MaxIt
xnp 	 Bxn  b
if normxnpxnNK!TOL
disp 













dispResiduum r	Axa 	  dispAxa
disp&&r&& 	  dispnormAxaNK
 Ende Funktion gsv

 ESVM
 Einzelschrittverfahren GaussSeidelV fuer LGS





 MaxIt maximale Iterationsanzahl
 NK Normvariante inf
 Ergebnisse
 x Loesungsvektor oder letzter Vektor
 i Benoetigete Iterationen
 r	Axa Residuum und Norm &&r&&	normAxaNK











s 	 s  Ajkxnpk
end
for k	jn
s 	 s  Ajkxnk
end
xnpj 	 s  ajAjj
end
if normxnpxnNK!TOL













dispResiduum r	Axa 	  dispAxa
disp&&r&& 	  dispnormAxaNK
 Ende Funktion esv
 Das GSV mit streng diagonal dominanter Koezientenmatrix
A 	 
   
  
   
b 	 
    











osung von LGS 
Einige Iterationen des GSV
D 	 diagdiagA
c 	 invDb
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osung von LGS 
 a priori  Abschaetzung etwas grob
w 	 lambdaklambdanormxxinf
sprintf&&xkx&& !	 f w
ans 	
&&xkx&& !	 
 a posterioriAbschaetzung relativ genau
w 	 lambdalambdanormxkxinf
sprintf&&xkx&& !	 f w
ans 	
&&xkx&& !	 
 GSV und ESV als Funktionen
Test am obigen Beispiel mit Genauigkeiten TOL  e e e und Bestimmung










































Toleranzen Das ESV braucht ungef

ahr halb soviel Iterationen wie das GSV







GSV  e  e  e
ESV  e  e  e
 Iterationsmatrizen des GSV und ESV
Test der Iterationsverfahren an einemBeispiel wo Zeilenvertauschungen erforderlich sind
A 	 
    
   
   
    
b 	 







Zeilentausch mit Permutationsvektor p oder matrix P 
p 	 
     
P 	 
    
   
   
    
 Iterative L

osung von LGS 









   
   
   
   
ng 	 normHinf











   
   
   
   
ne 	 normHinf





osung von LGS 
ne 	 normH





atzung zur Bestimmung der Iterationsanzahl bei Toleranz


















Ausgabe von MATLAB Plots
Einige Bemerkungen zum Druck von Plots in mFiles auf Drucker Dazu dient das Kom
mando print
Dabei ist neben dem Dateinamen die Ger

ateoption Encapsulated PostScript EPS oder
PostScript PS anzugeben Beide Varianten sind funktionieren jedoch anders wenn der
Dateiname fehlt
  Druck von PS File
print filenameps dps Ausgabe des Plots als File
print dps automatischer Druck des Files auf Drucker
Dateikopf und ende der entsprechenden PostscriptDatei psFormat sind
PSAdobe
























  Druck von EPS File
print filenameeps deps Ausgabe des Plots als File
print deps kein automatischer Druck des Files
Dateikopf und ende der entsprechenden PostscriptDatei epsFormat sind
PSAdobe EPSF




DocumentProcessColors Cyan Magenta Yellow Black
Pages 















Ohne Angabe des Dateinamens erscheint eine Fehlermeldung
Encapsulated PostScript les can not be sent to printer
File saved to disk under name gureeps
Dar

uber hinaus ist in der Datei ersichtlich da die Graphik sich in einer Box mit den
Grenzen oder  also der Dimension pt  mm ben
det Diese Graphiken k








und manipuliert werden Wir notieren Beispielvarianten mit dem Stil psfigsty
 im Original
psfig'figure	grdemps(





  World Wide Web 	WWW
 mit MATLAB Seiten
Die T
E
X Quelle sowie das PostScript le primerps der Edition des MATLAB Pri




Die MathWorks Inc und MathTools Ltd entwickeln und vertreiben die Computersoft
ware MATLAB und andere Komponenten und sind nat

urlich mit ihrem ganzen Angebot
auch im Internet zu nden




httpwwwmathworkscomproductsmatlab MATLAB web server 
httpwwwmathworkscomsupportbooks MATLAB based books
httpwwwmathtoolscom MATLAB Toolboxen von MathTools Ltd
auch MATCOM MIDEVA	
httpkrumrzunimannheimdecafgbenchhtml Computer Algebra Benchmarks
RZUni Mannheim	
 Verzeichnisse mit MATLAB mFiles f

ur Skripte und Funktionen
Zu den Kapiteln  des Skripts liegen die entsprechenden Files meist mFiles und di
verse Daten und Ergebnisles vor
m ps eps mat
Die Dateien sind zu nden im NovellNetz PIVOT des Instituts f

ur Mathe
matik bzw auf der pers

onlichen Homepage im Internet
nnPIVOTnSHARE QnNEUNDORFnSTUD MnMATLAB 





 Sigmon K MATLAB Primer Second Edition
Department of Mathematics University of Florida USA 
 Sigmon K MATLAB Primer e CRC Press 
 MATLAB Users Guide and Reference Guide
 MATLAB Release Notes  For Unix Workstations
The MathWorks Inc Natick Massachusetts USA 

 The Student Edition of MATLAB Version  Users Guide
The MathWorks Inc Prentice Hall Englewood Clis New Jersey 

 The Student Edition of MATLAB  Prentice Hall
 Redfern D Campbell C The MATLAB  Handbook SpringerVerlag 
 K

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