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Abstract 
The TLBO (Teaching learning based optimization technique) is one of the recently developed algorithm and In this paper, an 
improved TLBO algorithm is proposed to address the profit based unit commitment problem under deregulation. The PBUC 
problem is one of the major tasks for a power producer and is a highly complex, multi constrained non linear optimization 
problem. The PBUC involves determining the on/off states of the generating units while satisfying demand and generating unit 
constraints. Some of the recently developed algorithms like GA, PSO, BBO, ACO etc. are available to solve this complex 
problem, but so far there is no such ideal technique which can completely address this problem. In this scenario an attempt i s 
made to solve this problem using an improved TLBO.  The regular TLBO algorithm is improved by considering some of the 
factors like teaching factor, number of teachers, learning through tutorials, self motivated learning. The step-by-step procedure of 
how to apply the improved TLBO algorithm for PBUC problem is presented. The proposed algorithm is tested on IEEE 10 unit 
10 hours load demand as input data for simulation using MATLAB R2009a version. From the results obtained it is observed that 
the improved TLBO algorithm is effective compared to traditional TLBO while handling the computation time and the dimension 
of the problem.     
 
© 2015 The Authors.Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of RAEREST 2016. 
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1. Introduction 
Unit commitment [1] is a non linear mixed integer optimization problem involves determining the scheduling of the  
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generating units based on the load demand while satisfying all the constraints. The UCP can be analyzed in both 
regulated frame work [3] and under deregulation. The traditional regulated frame work is more like vertically 
integrated structure and involves determining the on and off states of the units with production cost minimization as  
main objective. Under deregulation the monopoly of the vertically integrated structure no longer remains the same 
but it changes to horizontal structure with no holding of generation, transmission and distribution together. There are 
various population search based techniques which can search global or near global optimal solution for any large 
scale system incorporating all the constraints. Though most of the techniques effectively tackle this problem but 
they are lagging in handling computation time which is the main consideration. So far there is no such technique 
which can be considered as the ideal one. In this context, an attempt is made to solve PBUC using a recently 
developed teaching learning based optimization algorithm. 
 
Nomenclature 
G The number of generating units   SUi Start-up cost for unit i  
T Scheduling time period     PDt Power demand at hour t 
SRit Spinning reserve of unit i at hour t   tiP  Output power of ith unit at hour t  max
iP  Maximum output power of ith unit   
min
iP  Minimum output power of ith unit   max
itP  Maximum output power of ith unit at hour t  
min
itP  Minimum output power of ith unit at t      
up
iT  Maximum up-time limits of unit i   
down
iT  Minimum down-time limits of unit i    
SUH(i)  Hot start up cost of unit i    SUC(i)  Cold start up cost of unit i    
SUC(i) Cold start hour of unit i    X0i Initial state of ith generating unit 
t
iTF ,  Total fuel cost of ith unit at time t   RV Revenue  
TC Total cost     iE  Cold start-up cost [$]  up
iR  Ramp-up rate of unit i    
down
iR  Ramp-down rate of unit i   tO  Spot market price at our t    ai, bi, ci The cost function coefficients of unit i 
t
iX  Operation status of unit i at hour t   TONi Minimum on time of ith unit online  
TOFFi Minimum off time of ith unit off line  rand Random number generator    
t
iU  Rand on/off status of unit i at hour t  nd Number of design variables  
Ps Number of learners/population size   ng Number of generations 
ni No of iterations     ub Upper boundary to the variables 
lb Lower boundary to the variables   tiofitPr Profit of ith unit at hour t 
 
2. The problem formulation 
2.1 The objective function 
The objective function of the profit based unit commitment problem is to maximize the profit of the generation 
companies (GENCOs) over a short term period rather than minimization of cost as in traditional UC problem. The 
calculation of the profit can be represented as the difference between the revenue and cost. The revenue and cost are 
calculated based on the spot market price, demand, as well as spinning reserve. Thus, the objective function can be 
presented by the following expression  
( tiofitPr = tirevenue - t iTF , ) Where tiofitPr is profit of ith unit at hour t. 
t
irevenue = Revenue generated from ith generator at time interval t and is calculated as 
t
irevenue =
t
i
t
i
t UP )( uO
          
(1) 
Where tO is spot market price at hour t and t iTF , is total fuel cost of ith unit at time t.  
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The price tO , is the spot market price which is decided by independent system operator and it can be decided one or 
predicted price and is given in [$/MWh]. The total profit for unit i for a time duration T is then given by 
Total profit=¦
 
T
t
t
iofit
1
Pr           (2)                      
 
2.2 Constraints 
 
The unit constraints that must be satisfied during the maximization process are: 
Let tiU =0   if unit i is offline during time interval t; 
t
iU =1   if unit i is online during time interval t; 
t
iX = Cumulative up time during time interval t if
t
iX >0; 
t
iX = Cumulative down time during time interval t if 
t
iX <0; 
1. Unit limits-the power generation levels of the units are within the specified limits 
t
iU
min
iP d tiP d tiU maxiP   For i=1, 2, 3…N and t=1, 2, 3… T    (3) 
 
2. Unit minimum up time constraint: 
( 1tiX -
up
iT )(
1t
iU -
t
iU ) t 0     for i=1, 2, 3…N and t=1, 2, 3…T              (4) 
Where upiT is the minimum up time constraint [h] 
 
3. Unit minimum down time constraint: 
( 1 tiX - downiT )( tiU - 1tiU ) t 0     for i=1, 2, 3…N and t=1, 2, 3…T    (5) 
Where downiT is the minimum down time constraint [h] 
 
4. The initial conditions of the units at the start of the scheduling period must be considered. The start-up cost of a 
particular unit depends on the number of hours it has been off line prior to start-up. This can be modelled by an 
exponential function of the form: 
))/exp(1( , i
t
ioffii
t
i XSU WED    (6) 
Where iD : Combined crew start-up costs and equipment maintenance costs [$]; 
iE :  Cold start-up cost [$]; 
t
ioffX , :  Number of hours the unit has been offline [h];  
iW : Unit-cooling time constant [h]. 
The shutdown cost. tiSD , Is usually given a constant value for each unit per shutdown and here in this case 
assumed as zero. The main complication arises from minimum up and down time constraints, i.e. if the unit is on in 
an interval t it has to satisfy the minimum up time requirement, and if it is down it has to stay down till it satisfies 
the minimum down time requirement. The up and down time constraints can be effectively considered in repair 
strategy section. 
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3. An improved TLBO algorithm 
The TLBO algorithm is a relative new population based optimization algorithm, proposed by Rao et al. TLBO 
technique depends on the impact of a teacher on the output efficiency of students in a class which is considered as 
far as performance results or reviews. Teaching–learning is a vital procedure where each individual tries to take in 
something from different people to enhance themselves. There are two methods of learning (i) teaching mode; (ii) 
learning mode. 
3.1 improved TLBO algorithm 
 
The teaching factor in the basic TLBO algorithm is either 2 or 1, which reflects two extreme circumstances where a 
learner learns either everything or nothing from the teacher. In this system, a teacher has to expend more effort to 
improve the results of learners. During the course of optimization, this situation results in a slower convergence rate 
of the optimization problem. Considering this fact, to enhance the exploration and exploitation capacities, some 
improvements have been introduced to the basic TLBO algorithm 
 
3.2 Number of teachers 
 
In the basic TLBO algorithm, there is only one teacher who teaches the learners and tries to improve the mean result 
of the class. In this system of teaching-learning, it might be possible that the efforts of the teacher are distributed and 
students also pay less attention, which will reduce the intensity of learning. Moreover, if the class contains a higher 
number of below average students, then, the teacher has to put more effort into improving their results; even with 
this effort, there may not be any apparent improvement in the results. In the optimization algorithm, this fact results 
in a higher number of function evaluations to reach optimum solution and yields a poor convergence rate. In order to 
overcome this issue, the basic TLBO algorithm is improved by introducing more than one teacher for the learners. 
By means of this modification, the entire class is split into different groups of learners as per their level (i.e. results), 
and an individual teacher is assigned to an individual group of learners. Now, each teacher tries to improve the 
results of his or her assigned group and if the level (i.e. results) of the group reaches up to the level of the assigned 
teacher, then this group is assigned to a better teacher. This modification is explained in the implementation steps of 
the algorithm. 
3.3 Adaptive teaching factor 
Another modification is related to the teaching factor (TF) of the basic TLBO algorithm. The teaching factor decides 
the value of mean to be changed. In the basic TLBO, the decision of the teaching factor is a heuristic step and it can 
be either 1 or 2. This value can be generated in between 1 and 2 usingܶܨ ൌ ݎ݋ݑ݊݀ሺͳ ൅ ݎͳሺͲǡͳሻሻ, Where r1 is a 
random number between [0, 1], this practice is corresponding to a situation where learners learn nothing from the 
teacher or learn all the things from the teacher, respectively. But, in an actual teaching-learning phenomenon, this 
fraction is not always at its end state for learners but varies in-between also. The learners may learn in any 
proportion from the teacher. In the optimization algorithm, the lower value of TF allows the fine search in small 
steps, but causes slow convergence. A larger value of TF speeds up the search, but it reduces the exploration 
capability. Considering this fact, the teaching factor is modified as: TF= (any value of f(x)/min (f(x)), where f(x) is 
the objective function for calculation of cost.  Thus, in the improved TLBO algorithm, the teaching factor varies 
automatically during the search. Automatic tuning of TF improves the performance of the algorithm. It may be 
noted that the adaptive teaching factor in TLBO is generated within the algorithm, based on the result of learner and 
teacher.  
 
3.4 Learning through tutorial  
 
This modification is based on the fact that the students can also learn by discussing with their fellow classmates or 
even with the teacher during the tutorial hours while solving the problems and assignments. Since the students can 
increase their knowledge by discussion with other students or the teacher, we incorporate this search mechanism 
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into the teacher phase. Mathematical expression of this modification is given in the implementation steps of the 
algorithm. 
 
3.5 Self-motivated learning  
 
In the basic TLBO algorithm, the results of the students are improved either by learning from the teacher or by 
interacting with the other students. However, it is also possible that students are self motivated and improve their 
knowledge by self-learning. Thus, the self-learning aspect to improvise the knowledge is considered in the I-TLBO 
algorithm. 
 
4.  Improved TLBO algorithm applied to PBUC 
 
Step-1: (Generating units data) Read the Number of generating units, Minimum and maximum power limits, Cost 
coefficients of a, b, c, Minimum up time, Minimum down time, Cold start up cost, Hot start up cost, Shut down cost, 
Off time, Initial status, Power demand for the specific time duration  
 
Step-2: (TLBO specific parameters) Read the initial number of learners (population), Number of design variables 
(number of subjects offered to the learners), Number of teachers, lower and upper boundary to the variables is 
assumed to be 0 and 1 respectively.  
 
Step-3: initialize the population by randomly generating the learner matrix of row size corresponding to the number 
of learners and column size corresponding to number of generating units multiplied by the total time period, in this 
case the number of learners are assumed as 10, number of generating units as 10 and time period as 24 so the matrix 
dimension corresponding to 10 rows and 240 columns. 
 
Step-4: Calculate the fuel cost for each learner by satisfying minimum up and down time constraints and rank the 
evaluated population i.e. fuel cost solutions (in ascending order for the minimization).  Select the best solution (i.e. 
the solution obtained the first rank) f(Xb) here f(Xb) corresponds to the minimum fuel cost of the population). This 
solution acts as the chief teacher (T1) of the class (i.e. T1 = f(Xb )). Select the other teachers (Ts) based on the best 
solution (i.e. f(Xb )) Ts = f(Xb ) ± ri * f(Xb ) s = 2, 3, ….,N here ri is a random number between 0 and 1. So at the 
end of this step we get chief teacher and it’s fitness which is fuel cost. 
 
Step-5: For k =1 to Population 
If T1 ≤ f(Xk ) < T2  
Assign the learner f(Xk ) to teacher 1 (i.e T1).  
Else If T2 ≤ f(Xk ) < T3 Assign the learner f(Xk )to teacher 2 (i.e T2). . .  
Else If TN-1 ≤ f(Xk ) < TN Assign the learner f(Xk ) to teacher N-1 (i.e TN-1)  
Else Assign the learner f(Xk ) to teacher TN  
End If  
End For 
End of step5 results to a group of learners (each learner is a string of 0 and 1 of size 1 row 240 columns) assigned to 
each teacher, here number of teachers we assumed 5 so 5 groups of individual learner matrix will be available. Each 
teacher will be having certain group of students. 
 
Step-6: Teacher phase: Calculate the mean result of each group of learners in each subject i.e. mean value of fuel 
cost in each group of learner matrix so that for 5 teacher groups we have 5 mean values.  
 
For s = 1 to No. of group (i.e. No. of teacher=5),  
For j = 1 to No. of Design variables (G*T=240) 
 
Calculate the difference between the current mean and the corresponding result of the teacher (fuel cost value of 
group teacher) of that group by utilizing the adaptive teaching factor  
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Difference_Means,j = ri (Xsj,- TF*Ms,j) (where Xsj is the grade of the teacher associated with group ‘s’ in ‘j’ 
subject and Ms,j is the mean grade of the learner of group ‘s’ in ‘j’ subject)  
End For  
End For  
 
Update the learners’ knowledge with the help of teacher’s knowledge along with the knowledge acquired by the 
learners’ during the tutorial hours.  
 
For j = 1 to No. of Design variables  
X’kj= (Xkj + Difference_Means,j) + ri (Xhj - Xkj) If f(Xh ) < f(Xk ), h ≠ k  
X’k j= (Xk j + Difference_Means,j) + ri (Xkj – Xhj) If f(Xk ) < f(Xh ), h ≠ k  
End For  
If the result has improved (fuel cost decreased further) keep the improved result  
Else keep the previous result  
End If 
 
Step-7: learner phase 
Update the learners’ knowledge of each group by utilizing the knowledge of some other learner of the same group as 
well as by self -learning according to:  
For j = 1 to No. of Design variables  
X’p j,i = [X’pj,i + ri (X’pj,i - X’qj,i) ] + [ri (Xs j,i – EF X’p j,i)], If f(X’p ) < f(X’q )  
X’p j,i = [X’p j,i + ri (X’q j,i - X’p j,i) ] + [ri (Xs j,i – EF X’p j,i)],If f(X’q ) < f(X’p ) (p ≠ q)  
Xsj is the grade of the teacher associated with group ‘s’ in ‘j’ subject)  
End For 
If the result has improved keep the improved result  
Else keep the result of teacher phase  
End If  
Combine all the groups 
5. Results 
5.1 Test system IEEE 10 unit system 
Table1: Generating units Data 
Unit  Unit 1 Unit 2 Unit 3 Unit 4 Unit 5 Unit 6 Unit 7 Unit 8 Unit 9 Unit 10 
Pi(max) 455 455 130 130 162 80 85 55 55 55 
Pi(min) 150 150 20 20 25 20 25 10 10 10 
Ai 1000 970 700 680 450 370 480 660 665 670 
Bi 16.19 17.26 16.60 16.50 19.70 22.26 27.74 25.92 27.27 27.79 
Ci 0.00048 0.00031 0.002 0.00211 0.00398 0.00712 0.00079 0.00413   0.00222   0.00173 
MUT(h) 8 8 5 5 6 3 3 1 1 1 
MDT(h) 8 8 5 5 6 3 3 1 1 1 
Hcost(i) 4500 5000 550 560 900 170 260 30 30 30 
Ccost(i) 9000 10,000 1100 1120 1800 340 520 60 60 60 
Chour(i) 5 5 4 4 4 2 2 0 0 0 
I _ state 8 8 5 5 6 3 3 1 1 1 
 
Table 2: Demand for 10 Hours 
T=1 2 3 4 5 6 7 8 9 10 
700 750 850 950 1000 1100 1150 1200 1300 1400 
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5.2 TLBO Specific parameters 
 
Number of learners/population size (ps=10), Number of design variables(nd=240), Number of teachers (nt=5), 
Upper boundary to the variables ub(1), Lower boundary to the variables lb (0). 
 
5.3 Table 3: Output (power) 
             T 
 
UNIT-1 
455 245 0 0 0 0 0 0 0 0 
UNIT-2 455 295 0 0 0 0 0 0 0 0 
UNIT-3 455 370 0 0 25 0 0 0 0 0 
UNIT-4 455 455 0 0 40 0 0 0 0 0 
UNIT-5 455 390 130 0 25 0 0 0 0 0 
UNIT-6 455 360 130 130 25 0 0 0 0 0 
UNIT-7 455 410 130 130 25 0 0 0 0 0 
UNIT-8 455 455 130 130 30 0 0 0 0 0 
UNIT-9 455 455 130 130 85 20 25 0 0 0 
UNIT-10 455 455 130 130 162 33 25 10 0 0 
Total production cost: 2.1430ൈ105 
         Table 4: Spot market price 
1 2 3 4 5 6 7 8 9 10 
9.00 9.60 14.33 25.49 31.80 31.00 36.28 42.40 52.22 52.20 
Total revenue: 1.2318ൈ105 , Total profit: 0.9112 ൈ 105  
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Appendix-A 
 
The below figure indicates that ITLBO is faster compared to TLBO for the given number of students population. 
    
 
Fig. 1. Comparison of TLBO and ITLBO with (x axis time in (sec)) and (y axis number of learners)  
 
0
10
20
30
40
50
1 2 3 4
No of learners
Time(sec) TLBO
Time(sec) ITLBO
No of 
learne
rs 
Time(sec) 
TLBO 
Time(sec) 
ITLBO 
10 3.3154 1.7877 
20 6.4624 4.1198 
30 9.8192 5.8138 
40 12.8436 7.8417 
Table 5: performance indices 
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