This paper is concerned with strong convergence of the truncated Euler-Maruyama scheme for neutral stochastic differential delay equations driven by Brownian motion and pure jumps respectively. Under local Lipschitz condition, convergence rates of the truncated EM scheme are given.
Introduction
Recently, numerical methods have been widely considered since most equations can not be solved explicitly. Most works on numerical analysis were based on global Lipschitz conditions until Higham et al. [2] published a paper studying stochastic differential equations (SDEs) under local Lipschitz conditions. Since then, numerical methods including explicit schemes and implicit schemes have been extensively studied, e.g., strong convergence of Euler-Maruyama (EM) scheme under local Lipschitz condition [1] , [6] , [7] , strong convergence of backward EM and θ-EM scheme without global Lipschitz condition [10] , [15] , [16] , stability of EM scheme under local Lipschitiz condition [3] , stability of implicit scheme [12] , [17] and the references therein.
Except for the famous EM scheme, some modified Euler-type methods have been developed. For example, in order to deal with SDEs under superlinearly growing and globally one-sided Lipschitz drift coefficient, Hutzenthaler et al. [4] proposed a tamed Euler scheme. Sabanis [13] , [14] studied the tamed EM scheme of SDEs under global one-sided Lipschitz and local one-sided Lipschitz coefficient respectively. Based on the classic truncated method, Mao [8] developed an explicit numerical method called the truncated EM scheme, convergence rate was given in [9] for SDEs under local Lipschitz condition plus Khasminskii-type condition.
Stochastic differential delay equation (SDDE) is a kind of process that depends on the past states of the system. It plays an important role in theoretical and practical analysis. Moreover, some equations not only depend on past and present states but also involve derivatives with delays as well as the function itself, those equations called neutral stochastic differential delay equations (NSDDEs) also widely exist. Based on [8] , in this paper, we are going to study strong convergence of the truncated EM scheme for NSDDEs.
This paper is organized as follows: In Section 2, we investigate the convergence rates for NSDDEs driven by Brownian motion, including convergence rate at time T and over a finite time interval under local Lipschitz conditions. In Section 3, NSDDEs driven by pure jumps are considered, convergence rates are obtained under one-sided Lipschitz and superlinearly drift coefficients.
Convergence rates for NSDDEs driven by Brownian motion

Truncated EM scheme
Throughout this paper, we let (Ω, F , {F t } t≥0 , P) be a complete filtered probability space satisfying the usual conditions. (R n , ·, · , | · |) is an n-dimensional Euclidean space. Denote R n×d by the set of all n × d matrices A with trace norm A = trace(A T A), where A T is the transpose of a matrix A. For a given τ ∈ (0, ∞), denote C([−τ, 0]; R n ) by all continuous functions ζ from [−τ, 0] to R n with uniform norm
and σ : R n × R n → R n×d are continuous functions. Firstly, we impose some assumptions on coefficients in order to estimate the p-th moment of exact and numerical solutions.
(A1) D(0) = 0, and there exists a κ ∈ (0, 1) such that for x, y ∈ R n |D(x) − D(y)| ≤ κ|x − y|.
(A2) For any R > 0, there exists a positive constant L R such that
for x, y, x, y ∈ R n with |x| ∨ |y| ∨ |x| ∨ |y| ≤ R.
(A3) There exists a pair of constants p > 2 and L 1 > 0 such that
Lemma 2.1. Under assumptions (A1)-(A3), there exists a unique solution to (2.1). Moreover, for any T > 0, there exists a positive constant C such that
and
where R is a positive real number and τ R is a stopping time defined by τ R = inf{t ≥ 0 :
Proof. With (A2), the uniqueness of solution to (2.1) is guaranteed. With (A1) and (A3), it is easy to show (2.2). Then by (2.2), we get
This completes the proof.
Define a strictly increasing continuous function f : R + → R + such that f (r) → ∞ as r → ∞ and for any r ≥ 0,
Obviously, the inverse function f −1 is a strictly increasing continuous function from [f (0), ∞) to R + . Define a strictly decreasing function g :
For a given stepsize ∆ ∈ (0, 1], we define the following truncated functions
for x, y ∈ R n , where we set x/|x| = 0 for x = 0. Obviously, for any x, y ∈ R n (2.4)
We now introduce the truncated EM scheme for (2.1). Given any time T > 0, assume that there exist two positive integers such that ∆ =
Define the corresponding continuous form of (2.5) as follows: set Y (t) = ξ(t) for t ∈ [−τ, 0], and for any t ∈ [0, T ], we form
To obtain the p-th moment of numerical solutions, we impose another assumption.
(A4) There exists a pair of constants p > 2 and L 1 > 0 such that
for any x, y ∈ R n .
Remark 2.1. Consider the special case with D(·) = 0, if we choose a number ∆ * ∈ (0, 1] and a strictly decreasing function g : (0,
Then, we can show that for any functions satisfying (A3), we all have
for any x, y ∈ R n , where L 1 = 2L 1 . That is, if SDDEs with no neutral term are considered, assumption (A4) can be eliminated. The proof of (2.7) is shown in Appendix. Moreover, for any p > 3, we have
If we choose a number ∆ * ∈ (0, 1] and a strictly decreasing function g : (0,
Then, similar to that of Remark 2.1, we immediately obtain (A4). Another example is D(y) = 
and lim
Proof. For any t ∈ [0, T ], there exists a k such that t ∈ [t k , t k+1 ), thus by (2.4), together with the Hölder inequality and the Burkholder-Davis-Gundy (BDG) inequality, for p ≥ 2, we derive from (2.6) that
For p ∈ (0, 2), by the Hölder inequality again, (2.8)
, the second part is shown by taking limits on both sides of (2.8).
Lemma 2.3. Let (A1) and (A4) hold, then there exists a positive constant C independent of ∆ such that (2.9) sup
where R is a positive real number and ρ R is a stopping time defined by ρ R = inf{t ≥ 0 :
Proof. Application of the Itô formula yields
(2.10)
With (A1) and Lemma 2.2, we can easily derive from (2.4) that
By (A1) and (A4), we have
Substituting J 1 (t) and J 2 (t) into (2.10), we have
where we have used (2.3). Consequently,
The Gronwall inequality then leads to (2.9). Moreover, by (2.9), we get
Strong convergence rate at time T
In order to obtain the strong convergence rate, we need more assumptions.
(A5) There exist positive constants q ≥ 2 and L 2 such that
(A6) There exist positive constants l ≥ 1 and L 3 such that
Lemma 2.4. Let (A1)-(A6) hold, R is a real number and let ∆ be sufficiently small such that ξ ∞ < R ≤ f −1 (g(∆)), then there exists a positive constant C independent of ∆ such that for q < p and ql < 2p,
where ν R := τ R ∧ ρ R , and τ R , ρ R is defined as in Lemma 2.1 and 2.3.
By the Itô formula, for any t ∈ [0, T ],
). With the definition of b ∆ and σ ∆ , we then have
Thus, we derive from (A5) and Lemma 2.2 that
Moreover, by (A1), (A6) and Lemmas 2.1-2.3, we derive
Thus, the estimation of H 1 (t)-H 2 (t) leads to
Consequently,
Application of the Gronwall inequality yields the desired result.
Theorem 2.5. Let (A1)-(A6) hold, ∆ is sufficiently small such that
then there exists a positive constant C independent of ∆ such that for q < p and ql < 2p,
for all T > 0.
Proof. By the Young inequality, we derive that for any η > 0,
By Lemmas 2.1 and 2.3, we derive (2.12)
On the other hand, Lemmas 2.1 and 2.3 show that
Consequently, it follows from (2.11)-(2.13) that
applying Lemma 2.4, the desired result will be obtained. ], we see the order of L 2 -convergence is close to 1/2. That is,
Remark 2.3 shows that under assumptions (A1)-(A6), the order of L 2 -convergence for the example is close to 1/2. In fact, if we replace (A2), (A6) with the following (A7), the strong convergence rate can be improved.
(A7) There exist positive constants l and L 4 such that
Remark 2.4. Assumption (A7) implies (A2) and (A6). Thus, Lemma 2.1 still holds with (A2) replaced by (A7).
Lemma 2.6. Let (A1), (A3)-(A5) and (A7) hold, R is a real number and let ∆ be sufficiently small such that ξ ∞ < R ≤ f −1 (g(∆)), then there exists a positive constant C independent of ∆ such that for q < p, ql < 2p, and r ∈ [2, q)
where ν R := τ R ∧ ρ R , and τ R , ρ R is the same as before.
Proof. By the Itô formula, we have
(2.14)
By (A5) and Lemma 2.2 that
Moreover, by (A7), Lemmas 2.1-2.3, we derive that
Substitute H 1 (t)-H 2 (t) into (2.14), we get
Finally, application of the Gronwall inequality yields the desired result.
Theorem 2.7. Let (A1), (A3)-(A5) and (A7) hold with q < p, ql < 2p and r ∈ [2, q),
then there exists a positive constant C independent of ∆ such that
Proof. We omit the proof since it is similar to that of Theorem 2.5. ], then the order of L 2 -convergence is close to 1. That is,
Strong convergence rate over a finite time interval (A8)
There exists a pair of positive constants l and L such that for x, y, x, y ∈ R
Remark 2.6. Let (A8) hold. Then there exists a positive constant L such that
where
This implies that (A3) is satisfied. In fact, we can show that (A2) and (A5)-(A6) are also satisfied under assumption (A8). Proof. By the Itô formula,
By (A8), together with the BDG inequality, we derive
By (A8) again, we see that
The Gronwall inequality then implies that
The desired result can be obtained by using (A1).
With assumption (A8) and Remark 2.6, (A4) can be replaced by the following (A4').
(A4') There exists a constant L 1 > 0 such that
Lemma 2.9. Let (A1), (A4') and (A8) hold, then there exists a positive constant C such that for any p ≥ 2
Proof. Similar to the process of Lemma 2.2, (2.15) can be verified. Moreover, application of the Itô formula yields
where we have used (A4') and the fact that σ ∆ (x, y) 2 ≤ L(1 + |x| 2 + |y| 2 ). Thus, we have
Finally, (2.16) can be obtained by (A1).
Lemma 2.10. Let (A1), (A4') and (A8) hold, R is a real number and let ∆ be sufficiently small such that ξ ∞ < R ≤ f −1 (g(∆)), then there exists a positive constant C independent of ∆ such that for any q ≥ 2
Proof. Use the same notations as before. By the Itô formula,
Thus, we derive from (A8) and Lemma 2.9 that
Moreover, by (A8) and Lemmas 2.8-2.9, we derive
Moreover, by the BDG inequality, we can show that
Taking I 1 (t)-I 3 (t) into consideration, we get
Application of the Gronwall inequality leads to the desired result.
Theorem 2.11. Let (A1), (A4') and (A8) hold, ∆ is sufficiently small such that
then there exists a positive constant C independent of ∆ such that for q ≥ 2
By Lemmas 2.8-2.9, we derive
applying Lemma 2.10, the desired result follows.
Convergence rates for NSDDEs driven by pure jumps
In this section, we consider the truncated EM-scheme for NSDDEs driven by pure jumps. In this section, we consider jump-diffusion NSDDE in the form
with the initial datum
Here, D : R n → R n , and b :
n are continuous functions. Fix T > τ > 0, assume that T and τ are rational numbers, and the step size ∆ ∈ (0, 1) be fraction of T and τ , so that there exist two positive integers M, m such that ∆ = T /M = τ /m. Assume that Y |u| p λ(du) < ∞ for p ≥ 1. In the following paper, we assume that (B1) Assume |h(0, 0, u)| ≤ |u| p and there exists a positive constant K 1 such that for all x, y, x, y ∈ R n ,
Remark 3.1. With (B1), we see that there exists a positive constant K 1 such that
Lemma 3.1. With (A1) and (B1), there exists a unique solution to (3.1), and the solution satisfies that
where C is a positive constant.
Proof. The detained proof can be find in [5] .
Then, there exists a positive constant C(p) such that
Proof. See [11] for more details.
Now we are going to define the truncated EM scheme for (3.1). Similar to the Brownian motion case, define a strictly increasing continuous function f : R + → R + such that f (r) → ∞ as r → ∞ and for any r ≥ 0 and u ∈ Y,
Define a strictly decreasing function g :
for any x, y ∈ R n , where we set x/|x| = 0 for x = 0. Obviously, for any x, y ∈ R
Given any time T > 0, assume that there exist two positive integers such that ∆ =
We further assume (B2) There exists a positive constant K 2 such that
Lemma 3.4. Let (A1), (B1)-(B2) hold, then there exists a positive constant C independent of ∆ such that for p ≥ 2
By Lemma 3.3 and the Hölder inequality again
Furthermore, with (B2), Lemmas 3.2-3.3, the Young inequality, the Hölder inequality and the BDG inequality, we compute
Thus, the estimation of
Finally, the desired result can be obtained by (A1) and the Gronwall inequality.
Theorem 3.6. Let (A1), (B1)-(B2) hold, ξ ∞ < R be a real number and ∆ ∈ (0, 1] is sufficiently small such that R ≤ f −1 (g(∆)), then for any q ≥ 2
where ν R is as defined in Section 2. :=E 1 (t) + E 2 (t) + E 3 (t) + E 4 (t). Consequently, by sorting the estimation of E 1 (t) − E 4 (t), we arrive at E sup The desired result follows by the Gronwall inequality. 
