ABSTRACT-Clustering problem appears in many different fields like Data Mining, Pattern Recognition, Bioinfor-matics, etc
I. INTRODUCTION
During the last two decades, data mining has emerged as a rapidly growing interdisciplinary field which merges together databases, statistics, machine learning and related areas in order to extract useful knowledge from data (Han and Kamber, 2006) .
Clustering is one of fundamental operations in data mining. It can be defined as as follows. Let { } be the set of objects, where each is an dimensional vector in the given feature space. The clustering activity is to find clusters/groups of objects in such a way that objects within the same cluster have a high degree of similarity, while objects belonging to different clusters have a high degree of dissimilarity [6] .
Clustering problem appears in many different domains such as pattern recognition, computer vision, biology, medicine, information retrieval, etc. At present, there exist a large number of clustering algorithms in the literature. Types of clustering are divided broadly into hierarchical and non-hierarchical clustering. Non-hierarchical clustering methods create a single partition of the dataset optimizing a criterion function. Hierarchical clustering methods create a sequence of nested partitions of the dataset.
Most of the earlier works on clustering has been focused on numerical data whose inherent geometric properties can be exploited to naturally define distance functions between data points. However, data mining applications frequently involve many datasets that also consist of categorical attributes on which distance functions are not naturally defined. Recently, clustering categorical data have attracted much attention from the data mining research community [1, 4, 7, 8, 11, 12, 14] . One of the techniques of categorical data clustering was implemented by introducing a series of clustering attributes, in which one of the attributes is selected and used to divide the objects at each time until all objects are clustered. To this, one practical problem is faced: for many candidates of attributes, we need to select only one at each time that is the best attribute to cluster the objects according to some predefined criterion.
Recently, there has been works in the area of applying rough set theory to handle uncertainty in the process of selecting clustering attributes [7, 9, 11, 12] . Mazlack et al. [11] proposed a technique using the average of the accuracy of approximation in the rough set theory called total roughness (TR), where the higher the total roughness is, the higher the accuracy of selecting clustering attribute. Parmar et al. [12] proposed the MMR (Min-Min-Roughness) algorithm, which is a ""purity"" rough set-based hierarchical clustering algorithm for categorical data. The MMR algorithm determines the clustering attribute by MR (Min-Roughness) criterion. However, as Herawan et al. has proven in [7] , MMR is the complementary of TR and with this technique, the complexity is still an issue due to all attributes are considered to obtain the clustering attribute. In order to solve these problems, Herawan et al. [7] proposed a new technique called maximum dependency attributes (MDA), which is based on rough set theory by taking into account the dependency of attributes of the database. According to Herawan et al. [7] , MDA technique provides better performance than TR and MMR. However, there is an inherent similarity among TR, MMR and MDA, although they look different. The similarity lies that the values of the three techniques are all mainly determined by the cardinality of lower approximation of an attribute with respect to other attributes.
In this paper, we review three rough set based techniques: Total Roughness (TR), Min-Min Roughness (MMR) and Maximum Dependency Attribute (MDA), and propose MAMD (Minimum value of Average Mantaras Distance), an alternative algorithm for hierarchical clustering attribute selection. MAMD uses Mantaras metric which is an information-theoretic metric on the set of partitions of a finite set of objects and seeks to determine a clustering attribute such that the average distance between the partition generated by this attribute and the partitions generated by other attributes of the objects has a minimum value. To evaluate and compare MAMD with three rough set based techniques, we use the concept of average intra-class similarity to measure the clustering quality of selected attribute. The experiment results show that the clustering quality of the attribute selected by our method is higher than that of attributes selected by TR, MMR and MDA methods.
II. PRELIMINARIES
In this section, some basic notions are briefly reviewed. In Section 2.1, we provide the basic concepts of rough set theory [13] and in Section 2.2 we describe Mantaras metric on the set of partitions of a finite set [10] .
A. Rough Set Theory
An information system is a quadruple tuple , where is a non-empty finite set of objects, is a nonempty finite set of attributes, 
Definition 2.
Let be an information system, and . The -lower approximation of , denoted by and -upper approximation of , denoted by , respectively, are defined by
These definitions state that object certainly belongs to , whereas object could belong to .
Obviously, there is and is said to be definable if . Otherwise, is said to be rough with B- 
Definition 5.
Let be an information system, { }, and { }. The conditional entropy of partition with respect to partition is defined as:
where ( | ) | | | | ⁄ , and Definition 6. Let be an information system, { }, and { }. The joint entropy of partitions and is defined as:
From formulas (4) (5) and (6) we have:
is a metric on the set of partitions of , that is, for any partitions , and on it satisfies (i) and the equality holds iff
Note that, from formula (8), we can write:
III. THREE ROUGH SET-BASED TECHNIQUES
Let be an information system , , refers to the set of values of attribute , is a subset of objects having one specific value, , of attribute , that is, is a class of objects induced by indiscernibility relation , refers to the lower approximation, and refers to the upper approximation with respect to .
A. TR (Total Roughness) Technique [11]
Input: Dataset (information system) without clustering attribute Output: Clustering attribute
Begin
Step 1: Compute the equivalence classes using the indiscernibility relation on each attribute. Input: Dataset (information system) without clustering attribute Output: Clustering attribute
Step 1: Compute the equivalence classes using the indiscernibility relation on each attribute. Step 3: For each determine its minimum roughness MR by the following formula ( )
Step 4. Select the attribute with the minimum value of MR as clustering attribute, i.e.
{ ( )}

End
C. MDA (Maximum degree of Dependency of Attributes) Technique [7]
Input: Dataset (information system) without clustering attribute Output: Clustering attribute Begin
Step 1. Compute the equivalence classes using the indiscernibility relation on each attribute. Step 2. For each determine the dependency degree of attribute with respect to all , where . by the following formula
Step 3. Select the maximum of dependency degree of each attribute ( ) as following ( )
Step 4. Select the attribute with the maximum value of MD as clustering attribute, i.e.
{ ( )}
End
IV. MAMD (MINIMUM AVERAGE MANTARAS DISTANCE) TECHNIQUE
In this section we present MAMD technique, which is based on Minimum Average Mantaras Distance, to select clustering attribute.
Definition 7.
Let be an information system, and is an attribute, the Average Mantaras Distance of to all , , is defined by the following formula:
where are the partitions of induced by and respectively.
In the above definitions, ( ) is a measurement to the distance between and From the view of clustering, the lower is, the higher the crispness of the clustering. Based on the above definition, we present the MAMD algorithm as follows.
Input: Dataset (information system) without clustering attribute
Output: Clustering attribute
Begin
Step 1. For each attribute compute the equivalence classes of partition induced by indiscernibility relation .
Step 2. For each attribute compute the condition entropy of partition with respect to partition , where :
Step 3. For each every pair , where , compute the distance between two partitions and using Mantaras metric:
Step 4. For each attribute compute the Average Mantaras Distance according to (22).
Step 5. Select the attribute with the lowest as clustering attribute.
End
Let us illustrate the MAMD algorithm by an example.
Example. Table 1 shows Credit dataset as in [7] . There are ten objects with five categorical attributes: Magazine Promotion (MP), Watch Promotion (WP), Life Insurance Promotion (LIP), Credit Card Insurance (CCI), and Sex (S).
First, we deal with attribute MP. The partition of induced by attribute MP is:
{{1, 2, 4, 5, 7, 9, 10}, {3, 6, 8}}.
We have:
The partition of induced by attribute WP is: {{1, 3, 5, 6, 7, 9}, {2, 4, 8, 10}} 
Applying Eq. (10), we get the distance between and as follows:
With the same process, we can get the distance between MP and other attributes:
The Average Mantaras Distance of attribute MP can be computed by Eq. (22) as:
With the same process as MP, we can deal with other attributes . The and of all attributes are summarized in Table 2 . From Table 2 , we can see that attribute CCI has the smallest ; therefore CCI is selected as clustering attribute using MAMD algorithm.
V. COMPARISON TESTS
A. clustering quality measure
The four techniques TR, MMR, MDA and MAMD techniques use different methods for selecting clustering attribute. Measuring the clustering quality of selected attribute in a just manner is a non-trivial task. Since the goal of cluster analysis is to group data with similar characteristics, we use average intra-class similarity to measure the quality. Definition 8. Let be an information system and suppose that all attributes in are categorical. Then the similarity between two objects and in is defined as: 
( ) ∑
The higher the average intra-class similarity is the higher the clustering quality of the selected attribute.
B. Datasets for testing and results
The data sets of four test cases, as in [7] , are presented in Table 1, Table 3 , Table 4 and Table 5 . These are Credit, Animal world, Parmar, and student"s enrollment qualification data sets. We have installed all the four techniques TR, MMR, MDA and MAMD, in R programming language using RoughSets package.
As the results of computations, Table 6 shows the clustering attributes chosen by the techniques in each data set. From Table 6 , we can see that for all the four considered data sets, three techniques TR, MMR and MDA choose same attribute as the clustering attribute. Our technique MAMD chooses same attribute CCI in Credit data set, but other attributes in Animal world, Parmar and Student"s enrollment qualification data sets. Now, let us measure the clustering quality of attributes chosen by TR, MMR, MDA and MAMD in these three data sets.
We take attribute Hair in Credit data set as an example to calculate the average intra-class similarity.
The partition of induced by attribute Hair consists of two equivalence classes:
We take animal Tiger in as an example to calculate the similarity, average similarity. Applying Eq. (25), we have Applying Eq. (26), the average similarity of Tiger with respect to other animals in is calculated as follows:
With the same process, the similarity and average similarity of other animals in are calculated and summarized as in Table 7 . Applying Eq. (27), the intra-class similarity of is calculated below.
Using the same way, we obtain .
Lastly, using Eq. (28), the average intra-class similarity is calculated as follows:
With the same process, we have computed the average intra-class similarity of clustering induced by Teeth in "Animal world", by Var1 and by Var2 in Parmar, by Experience and by Degree in Student dataset. The computation results are given in Table 8 . The results in Table 8 show that the clustering quality of attribute selected using MAMD technique is higher than that of attribute selected by TR, MMR and MDA techniques.
VI. CONCLUSION
In the recent years, some techniques applying rough set theory for selecting clustering attributes have been proposed. However, although they look different, there is an inherent similarity among them, and the computational complexity is still an issue.
In this paper, we review three rough set based techniques: Total Roughness (TR), Min-Min Roughness (MMR) and Maximum Dependency Attribute (MDA), and propose MAMD (Minimum value of Average Mantaras Distance), an alternative algorithm for hierarchical clustering attribute selection. MAMD uses Mantaras metric which is an information-theoretic metric on the set of partitions of a finite set of objects and seeks to determine a clustering attribute such that the average distance between the partition generated by this attribute and the partitions generated by other attributes of the objects has a minimum value. To evaluate and compare MAMD with three rough set based techniques, we use the concept of average intra-class similarity to measure the clustering quality of selected attribute. The experiment results show that the clustering quality of the attribute selected by our method is higher than that of attributes selected by TR, MMR and MDA methods. The proposed approach could be integrated into clustering algorithm based on attributes selection for categorical data. 
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