During the last thirty years, institutional theory has emerged as one of the most dominant frameworks for understanding organizations (Greenwood et al., 2008a; Scott & Davis, 2007) . 1 And as evidenced by several recent volumes (e.g., Greenwood et al., 2008b; Scheuer & Scheuer, 2008; Scott, 2008b) , scholarly interest in institutional theory remains as vibrant as ever. Within this vast literature, one recurring concern is institutional change. Here attention focuses on the way in which the regulative, normative and cultural-cognitive elements of institutions affect the diffusion and adoption of organizational forms and practices across space and time (DiMaggio & Powell, 1983; Scott, 2008b) .
2 Although institutional pressures often produce isomorphic organizational responses, studies also have shown that even when faced with the "same" environment, organizations may diverge for a variety of reasons (Scott, 2008b) .
Along the way, scholars have provided multiple reviews of institutional theory (cf. Hirsch & Lounsbury, 1997; Scott, 1987 Scott, , 1994b Scott, , 2008a Stinchcombe, 1997; Zucker, 1987) . Largely missing from these reviews has been any assessment of the quality of the empirical conclusions reached (for exceptions see Schneiberg & Clemens, 2006; Zucker, 1989) . In other words, to what extent do the research designs used to study institutional change "fit" (Edmondson & McManus, 2007 ) the research questions posed by institutional theorists? In order to answer this question, the paper reviews the last 30 years of empirical research on institutional change.
In the interest of manageability, the analysis is restricted to empirical articles in leading management and sociology journals with (1) the words institutional and change in their title, or (2) the exact phrase institutional change in their abstract. 3 Duplicate results, papers published 1 Unless otherwise indicated the term institutional theory is used to designate the stream of literature encompassing both new and neo institutional theory. 2 Although institutional change can also refer to the processes by which institutions themselves are changed (Scott, 2001: 181-204 ; see also DiMaggio & Powell, 1991; Jepperson, 1991) , this paper focuses exclusively on research regarding the effects of institutions on organizations. As with past research design reviews (cf. Martocchio & Harrison, 1993; Scandura & Williams, 2000; Scott, 1987 ) the analysis takes an integrative approach to the questions, theory and methodology used by institutional change researchers. First, the paper briefly summarizes institutional theory's historical development, major constructs and core propositions. Second, the bulk of review concentrates on evaluating and critiquing the research designs, validity threats, measurements, time scales and conclusions of these 34 studies. The critique is particularly sensitive to the interplay between questions, methods and findings. Drawing on this analysis, I suggest limitations inherent in current approaches and sketch possible future research directions.
THEORY, CONSTRUCTS AND PROPOSITIONS
While institutional theory consists of several variants, rather than a single uniform statement (Kraatz & Zajac, 1996; Scott, 1987) , these disparate formulations share several intellectual ancestors. 4 One of the earliest and most influential statements came from Philip Selznick, who saw institutionalization as a process through which organizations become infused with value beyond the technical requirements of the task at hand (Selznick, 1957) . A second strand of institutional theory draws on the work of Peter Berger. Here institutionalization involves three moprocess of collecting and analyzing studies from the American Journal of Sociology. Although I have not completed the data collection and thus was not able to include these in the current study, an examination of the articles collected thus far suggests that they are similar in design and instrumentation to the studies reviewed here. 4 For concise histories of institutional theory see DiMaggio and Powell (1991) , and Scott (2001) , chapters 1 and 2.
ments -externalization, objectivation, and internalization -through which humans produce a world which they then experience "as something other than a human product" (Berger & Luckmann, 1967: 61) . Finally, others trace their ancestry to the work of David Silverman who argued that meanings, once objectified into social facts, become resources for use by organizational members (Silverman, 1971 ; see also DiMaggio & Powell, 1991; Scott, 2001 ).
While retaining this emphasis on institutionalization, neoinstitutional theory represents at least two significant analytical shifts compared with "old" institutional theory (for other comparisons see DiMaggio & Powell, 1991; Hirsch & Lounsbury, 1997; Selznick, 1996; Stinchcombe, 1997) . First, the level of analysis shifts from the organization and its constituents (cf. Selznick, 1949 Selznick, , 1957 to the "supraindividual" or organizational field (DiMaggio & Powell, 1983 .
Second, the nomothetic focus shifts from institutions as dependent variables to "an interest in institutions as independent variables" (DiMaggio & Powell, 1991: 8; see also Hirsch & Lounsbury, 1997; Jepperson, 1991) . Combining these two shifts scholars initially argued that coercive, mimetic and normative institutional pressures would lead to organizational isomorphism (DiMaggio & Powell, 1983 ; see also Meyer & Rowan, 1977) . However, more recently scholars have come to view society as "a potentially contradictory interinstitutional system" (Friedland & Alford, 1991: 240) , comprised of nested levels of interpenetrating pressures (Holm, 1995) . In other words the institutional environment has given way to multiple institutional environments (Scott, 1987) . As a result of these contradictions, institutional pressures may constrain and enable action without producing isomorphism (Greenwood & Hinings, 1996; Seo & Creed, 2002) .
INSTITUTIONS
Institutions are "multifaceted, durable social structures, made up of symbolic elements, social activities, and material resources (Scott, 2001: 49) . They are the "rules of the game" (Jep-person, 1991: 143) . Despite being wholly constructed, institutions are routinely experienced as objective and external (Berger & Luckmann, 1967) . Nonconformity requires sufficient cognitive, economic and social resources (Hardy, Palmer, & Phillips, 2000; Phillips, Lawrence, & Hardy, 2004) . Moreover there is growing evidence that institutions cannot be decomposed into "pillars" (Scott, 2001 ), but rather must be analyzed holistically (Lounsbury, 2001) . Likewise, political, social and technical forces are increasingly seen as embedded within the institutional matrix, rather than separate (Dacin, 1997; Lounsbury, 2007; Powell, 1991; Washington & Ventresca, 2004) . Institutions operate at multiple levels which are interconnected in a nested system (Holm, 1995; Scott, 2001) . For this reason an analysis must consider the institutions central to a field, as well as various competing institutions taken for granted by each participant based on the other fields in which they also participate (Hoffman, 1999) .
INSTITUTIONALIZATION
Institutionalization denotes the process through which institutions are regularly reproduced by relatively self-activating social processes (Jepperson, 1991) . Lest every social object be seen as institutional, Jepperson (1991) immediately distinguishes institution from (1) social entropy, or the complete absence of social order; (2) social patterns that persist -perhaps as a result of elementary behaviors or unintended consequences -but not as the result of selfactivating reproduction; and (3) other processes of reproducing social patterns, such as internalization and action. Institutions vary continuously in their degree of institutionalization from high to low (i.e., their relative vulnerability to social intervention), depending on the extent to which they are perceived as both objective and exterior (Jepperson, 1991; Zucker, 1977) . Through the institutionalization process social facts become taken for granted (Berger & Luckmann, 1967; Singh, Tucker, & Meinhard, 1991) . However, the most institutionalized forms may escape atten-tion because they remain taken for granted (Holm, 1995) . Those social practices most deeply embedded may themselves remain overlooked by institutional analysis. Institutions are less vulnerable to intervention the more they are embedded in a framework of intuitions (Jepperson, 1991) . Thus, while institutions may vary in the extent to which they are taken for granted, in all cases institutionalization entails a movement to institution and away from social entropy, nonreproductive behavioral patterns, or other reproduction processes always depends on some form of taken for grantedness.
5

ORGANIZATIONAL FIELDS
If institutions are the rules of the game, the field directs attention to the players and their actions (DiMaggio & Powell, 1983; Leblebici et al., 1991 ). An organizational field includes the totality of actors that constitute a recognized area of institutional life (DiMaggio & Powell, 1983 ). This includes any actor capable of imposing coercive, regulative or normative influence (Scott, 2001 ). These participants include individuals, organizations, and artifacts, including consumers, investors, regulators, activists, competitors, associations, employees, suppliers (DiMaggio & Powell, 1983; Hoffman, 1999; Scott & Davis, 2007) . Critically, the organizational field represents a level of analysis above organizational population, and below society and world system (Scott, 2001; Scott & Davis, 2007) . Fields center on common issues, not markets, technologies or industries (Hoffman, 1999) . Participants share a common meaning system, and interact with one another more frequently and fatefully than with actors outside the field (Scott, 2001 ).
Field boundaries cannot be established a priori, and are to some extent subjective (Greenwood, Suddaby, & Hinings, 2002) . One approach is to analytically detect boundaries based on the degree to which actors interact and debate. For example, in a study of the U.S. chemical field 5 Taken for grantedness should not be equated with persistence; rather institutions vary in the extent to which they are likely to remain institutionalized (Jepperson, 1991; Scott, 2008; Zucker 1988 ). Hoffman (1999) defined participants using archival data sources, not by using the 2,838 companies that fell under SIC code 28.
PROPOSITIONS
At the broadest level institutions are held to explain various effects on "supraindividual" entities ranging from interpersonal relationships to the world system (Scott, 2001 ), i.e., institutions precede and generate the subjective experience of the present (Merleau-Ponty, 1964). As we have seen, initially scholars conceived of institutional pressures as leading to organizational isomorphism (DiMaggio & Powell, 1983; Meyer & Rowan, 1977) , while more recent investigations have envisioned the environment as encompassing conflicting institutional pressures resulting in diverse organizational responses (Hoffman, 2001; Kraatz & Moore, 2002; Leblebici et al., 1991; Marquis & Lounsbury, 2007) . In short, characterizations of the institutional environment have evolved from uniform and unvarying to manifold and multiplex. Yet the role of institutions in constraining and enabling organizational action has remained a central focus (DiMaggio & Powell, 1991; Washington & Ventresca, 2004) . In fact, the central premise that institutional environments affect organizations, particularly their social choices, by constraining the legitimate options available has remained largely unchanged over the last thirty years (Hoffman, 1999; Scott, 1991; Singh et al., 1991) . In highly institutionalized environments organizational responses may be homogenous, heterogeneous, or indeterminate depending on the degree of coherence, contradiction or ambiguity between these institutions, (Beckert, 1999; Lounsbury, 2002) .
In addition to the link between institutions and outcomes, institutionalists emphasize the role of time, particularly history in understanding the effects of institutions on organizations (Berger & Luckmann, 1967; Scott, 1987; Selznick, 1957) . For example, several studies have demonstrated how conformity increases over time (Tolbert, 1985; Tolbert & Zucker, 1983 (1982) argues that the research process is best viewed as a series of interlocking choices, each bringing its own dilemmas. The most basic choice is the choice of research strategy. His circumplex model distinguishes between eight generic strategies, ranging from sample surveys to lab experiments to simulations to field studies. Each research strategy has strengths and weaknesses as it relates to generalizability with respect to populations, precision of measurement and control over variables of interest, and realism with regard to the observation context. Strategies strong on one of these "horns" are necessarily compromised with regard to the others. Building on these insights, each of the 34 institutional change studies was classified by research strategy (McGrath, 1982; Scandura & Williams, 2000) . Overall, 32 employed a field study design, while 2 employed a sample survey design (e.g., Glynn & Abzug, 2002; Kostova & Roth, 2002 archival studies (2 cross sectional, 19 longitudinal), and 1 multimethod field study (which employed both ethnographic and longitudinal analysis). Table 2 summarizes the findings for each of the 34 studies.
ANALYSIS OF INSTITUTIONAL CHANGE RESEARCH RESEARCH STRATEGY
McGrath
------------------------------------------ INSERT TABLES 1 & 2 HERE ------------------------------------------
Strengths and Weaknesses
Field studies maximize contextual realism, and are as unobtrusive as any research design (McGrath, 1982) . Indeed, the context "exists" for participants with or without the study. However, this strength comes at the expense of reduced generalizability to other contexts, and reduced precision in the control and measurement of the variables of interest (McGrath, 1982) .
For example, from a sampling perspective field studies are constrained by the populations that inhabit the context, leading to questions of external validity. Similarly, field studies often require researchers to improvise measures based on available data, introducing construct validity threats. When left unaddressed such threats ultimately threaten statistical conclusion validity.
Additionally, ethnographic case studies face high threats to internal validity, while archival field studies face moderate threats (Singleton & Straits, 2005: 399) . Collectively, these are serious threats. At the limit, field studies risk learning "little or nothing about everything" (McGrath, 1982: 91) . Finally, in the case of sample surveys, issues of sampling are paramount, leading to maximum generalizability. However, sample surveys afford relatively little measurement precision or contextual realism.
Moving beyond the distinction between field studies and sample surveys, the subcategory of longitudinal field studies were the most common quantitative research method among the reviewed articles. This method is characterized by (1) a collection of units (i.e., individuals, organizations, societies) moving among a finite number of states; (2) these events may occur at any point in time; and (3) temporally based factors are assumed to influence the events (Blossfeld, Glosch, & Rohwer, 2007) . The data underlying such studies may be cross sectional, longitudinal (i.e., panel data), or continuous (i.e., event history data). In the case of institutional change research, most of the articles reviewed employed longitudinal data. While far less common, several studies used cross sectional data (e.g., Casile & Davis-Blake, 2002; Gerber, 2003) . Overall, the use of archival data sources significantly reduces concerns regarding reactive measurement (i.e., participant reactions to being tested or observed), and investigator error (i.e., confounding effects of researcher characteristics and behavior) (Singleton & Straits, 2005) .
Rationale and Appropriateness
The strengths and weaknesses of field studies are well matched to the predictions of institutional change. Specifically, the unfolding historical context plays a significant role in institutional explanations. Thus, the contextual realism afforded by field studies is well matched with the questions of interest to institutional theorists. (Note, below I develop these topics more fully during my discussion of external validity and time scales.) Additionally, 19 of the 24 quantitative studies employ longitudinal data, which are generally well suited to (1) untangling age ver-sus cohort effects, (2) establishing the direction of causality, (3) accounting for state dependencies (e.g., marital status in any given month is highly influenced by marital status in the previous month), and (4) controlling for residual heterogeneity (e.g., unobserved or unobservable factors) (Allison, 1984; Blossfeld et al., 2007; Yamaguchi, 1991) .
The predominance of field studies, however, is not without limitations. In particular, although some measures have gained acceptance and consistency across studies, most variables are extremely ad hoc from study to study. As discussed in the section on measurement considerations, this is a significant weakness. Similarly, while their emphasis on the historical context limits the desire of institutional theorists to generalize, perhaps it is worth evaluating the extent to which such restraint is warranted.
VALIDITY THREATS
At the research design level establishing causality requires ruling out plausible validity threats (Cook & Campbell, 1979; McGrath, 1982) . 7 Over the years many of these various threats have been commonly grouped under the headings of internal, external and construct validity (Cook & Campbell, 1979; Pedhazur & Schmelkin, 1991; Schwab, 1999) .
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Internal Validity Threats
Internal validity refers to inferences about whether the relationship between two variables is causal in the particular contexts where the relationship was tested (Cook & Campbell, 1979; Cook & Shadish, 1994) . Although originally developed in the context of experiments and quasi-7 At least two cautions are merited. First, the epistemological premise underlying Cook and Campbell's (1979) concept of validity threats relies heavily on Popper's (1959) falsificationism. However, Kuhn (1970) criticized theories as incommensurable and observations as theory-laden, thus challenging the very possibility of ruling out such threats, a point later acknowledged by Cook himself (see Cook & Shadish 1994) . Perhaps motivated in part by these criticisms others have approached validity issues from alternate perspectives (e.g., Bagozzi & Phillips, 1982; Bagozzi, Yi & Phillips, 1991) . Second, my discussion below applies primarily to the 24 quantitative studies unless otherwise noted. The validity, or trustworthiness, of qualitative studies is typically established using alternative approaches (see Altheide & Johnson, 1998; Lincoln & Guba, 1985; Maxwell, 1992; Pratt, Forthcoming) . 8 Cook and Campbell's (1979) discussion includes statistical conclusion validity, which this paper treats separately.
experiments, many internal validity threats are applicable to field studies and surveys (Schwab, 1999) . Since all 34 studies covered by this review were field studies or surveys, I focus my discussion on threats relevant to these designs (Schwab, 1999: 99-104, 125-131) . Ultimately, assessing internal validity is an entirely "deductive process" (Cook & Campbell, 1979: 229) .
First, research environment threats derive from (a) the expectations of participants regarding what is being investigated, and (b) the expectations of researchers regarding what should be found (Cook & Campbell, 1979; Schwab, 1999) . Although field studies and surveys are typically less intrusive than experiments and quasi-experiments, they still place demands on participants, and remain subject to researcher effects. Thus, research environment threats exist, particularly in the case of the 2 sample surveys and the 4 ethnographic case studies. Conversely, the 6 archival case studies and the 21 quantitative archival studies relied primarily on unobtrusive measures (Webb et al., 1966) , largely minimizing these threats.
Second, between-cases threats are related to selection, local history, and treatment contamination due to diffusion, equalization, rivalry, or demoralization (Cook & Campbell, 1979; Schwab, 1999) . In the case of field studies and surveys these particular between-cases threats to internal validity are largely irrelevant. However, the concept of an omitted variable is an alternate way to think about selection in the case of field studies and surveys (Schwab, 1999) . 9 In this case, the omitted variable results in a misinterpretation of the relationship between independent and dependent variables. Correlated errors are one common approach to detecting omitted variables (Schwab, 1999) . For example, in the case of time series designs with an omitted variable, the residual errors from one period will be related to the residual error in adjacent periods.
In cross sectional designs when cases in the overall sample are also members of different sub-9 Omitted variables are one of several classes of misspecification possible when formulating a regression model. A complete treatment of misspecification and omitted variables is beyond the scope of this paper. Interested readers may consult Godfrey (1988) , and Harvey and Collier (1977) .
groups, unless a subgroup variable is included, errors may be correlated. Thus, all 21 quantitative archival studies are susceptible to varying degrees of internal validity threats related to an omitted variable. In particular the time scale discussion highlights some concerns regarding misspecification of the role of historical periods.
Third, longitudinal threats are related to history, maturation, mortality, testing, instrumentation, and regression (Cook & Campbell, 1979; Schwab, 1999) . Among field study designs, those using time series or panel data (e.g., the 19 longitudinal studies) are particularly susceptible to almost all the threats associated with longitudinal designs including instrumentation and testing threats, history and maturation threats, and mortality threats. While studies covering expansive periods appear particularly susceptible to these threats (e.g., Dacin, 1997; Lee & Pennings, 2002; Washington & Ventresca, 2004) , the prevalent use of event history analysis overcomes some of these challenges (e.g., instrumentation, mortality). In fact, most studies specifically address these issues (e.g., Tolbert & Zucker, 1983) . Others are specifically the phenomena institutional theorists seek to explain (e.g., history, maturation), and thus explicitly considered. The use of existing archival data largely addresses testing threats. In addition to safeguards at the research design level, many of these threats are also addressed at the measurement level.
Finally, in addition to the three classes of internal validity threats facing experiments and quasi-experiments, field studies and surveys are susceptible to concerns about causal direction and common methods bias (Schwab, 1999) . For example, even when field studies measure independent variables before dependent variables, the observed relationship may exist regardless of the measurement order, thus adding little to the internal validity of the conclusions. Concerns about causality are a particular issue when using logit and loglinear models (e.g., event history analysis) with cross sectional data (Blossfeld et al., 2007: 5-8) . In these cases relationships must be interpreted in light of underlying theory. Similarly, when human participants supply both independent and dependent variables, they may believe they see a relationship between the two variables and respond accordingly. These concerns regarding common methods are largely addressed below during the discussion of measurement level concerns.
External Validity Threats
External validity exists when "a causal relationship can be generalized across different types of settings, persons, times, and ways of operationalizing a cause and an effect" (Cook & Shadish, 1994: 550; see also Cook & Campbell, 1979) . In other words, how universal are the relationships between variables? Since there is no way to generalize from a single study, replication (i.e., the same study in a different context), and triangulation (i.e., the same study with different measures, design or analysis) are two ways of determining a theory's boundaries (Schwab, 1999) . By extension narrative reviews and meta-analyses are two approaches to generalizing across replication and triangulation studies (Schwab, 1999 ).
As mentioned above and detailed below in the discussion of time scales, institutional theory assumes that "history matters" and that what happens is influenced by how things occur (Scott, 2001: 93; see also Scott, 1994; Zucker, 1989) . Thus, we can expect institutional theorists to make very circumscribed generalizations, if any, regarding their findings. As expected, the 2 sample surveys, and the 21 quantitative archival studies make virtually no generalizations regarding their findings (e.g., Glynn & Abzug, 2002; Kostova & Roth, 2002) . On the other hand, several of the case studies develop frameworks or propositions regarding institutional mechanisms which may or may not hold in other contexts (e.g., Garud, Jain, & Kumaraswamy, 2002; Lawrence, Hardy, & Phillips, 2002; Suddaby & Greenwood, 2005) .
Construct Validity Threats
Construct validity refers to "the extent to which an operationalization measures the concept it is supposed to measure" (Bagozzi et al., 1991: 421; see also Cook & Campbell, 1979; Pedhazur & Schmelkin, 1991; Schwab, 1999) , and is typically evaluated by examining the reliability, and divergent and convergent validity of the measures used. First, reliability is a necessary but not sufficient condition for validity (Schwab, 1999) . Measures are reliable to the extent that repeated measurements produce consistent results (Pedhazur & Schmelkin, 1991) . Reliability can be assessed by way of intrarater and interrater agreement (Singleton & Straits, 2005) .
However, many of the variables used in the studies reviewed here were single item measures, making the assessment of reliability impossible. The 2 sample survey studies are obvious exceptions (e.g., Glynn & Abzug, 2002; Kostova & Roth, 2002) .
In addition to being reliable, construct valid measures must demonstrate convergent and discriminant validity. Convergent validity is present when multiple approaches to measuring the same construct show high correspondence (Schwab, 1999) . Conversely, discriminant validity is inferred when scores from measures of different constructs do not converge (Schwab, 1999) .
Construct validity also entails ruling out contamination errors, which occurs when the observed scores for a measure include characteristics not part of the theoretical construct (Schwab, 1999) .
Deficiency errors refer to the opposite problem, namely the failure of a measure to include important characteristics of the theoretical construct. The only study to explicitly address such issues was Kostova and Roth (2002) , which developed and validated an institutional profile measure of regulatory, cognitive and normative dimensions of quality management.
In sum, because the studies included in this review make overwhelming use of single item measures it is nearly impossible to evaluate their reliability and validity. Certainly, this has to be seen as a significant weakness of these studies and a possible challenge to the overall rigor of their findings (see Boyd, Gove, & Hitt, 2005 for a similar critique of strategy research).
MEASUREMENT CONSIDERATIONS
While validity threats occur at the research design level, at the measurement level different classes and types of measures offer differing strengths and weaknesses (McGrath, 1982; Singleton & Straits, 2005) . In analyzing the studies I considered four measurement classes: self report, social report, observation and archival (McGrath, 1982; Webb et al., 1966) ; and four measurement types: nominal, ordinal, interval and ratio (Singleton & Straits, 2005) . Table 3 shows that nominal and ratio measures dominate the 24 quantitative studies.
Measurement Types
Nominal measures are used by 96% of the studies overall. Given the predominance of event history analysis and hazard models, the 100% use of nominal measures by the field studies is to be expected, as the dependent variable in these studies is generally binary. One of the sample surveys also used a nominal measure. However, nominal measures are " the lowest level" (Singleton & Straits, 2005: 86) . These measure use numbers as labels, hence no mathematical relationships are possible. These categories are mutually exclusive, collectively exhaustive (MECE). At the other extreme are ratio measures, which include an absolute zero, equal intervals, rank order and classification. Overall 92% of the studies used ratio measures, including 20 of the 22 field studies and both sample surveys. Ratio measures provide the greatest amount of information.
Finally, 5 studies used ordinal measures and one study used an interval measure. For example, Gerber (2003: 252) reverse coded each respondent's highest level of educational attainment on a five point ordinal scale, while Lounsbury (2001: 42) coded school selectivity using a continuous four-point scale using selectivity data from college guides.
Measurement Classes
Reactivity, or reactive measurement effect (Webb et al., 1966: 13) , refers to systematic errors that occur when respondents are sensitive to being observed or measured including social desirability effects (Singleton & Straits, 2005) . Of the four measurement classes, self reports, observation and archival sources which rely on observation (e.g., census data, household surveys) are particularly susceptible to reactivity effects (McGrath, 1982) . Table 4 summarizes the measurement classes used by the quantitative studies.
--------------------------------------------INSERT TABLES 3 & 4 HERE --------------------------------------------
Archival sources are the most prevalent, used by 88% of the studies overall, including all but one of the field studies. Archival measures have several areas of vulnerability (McGrath, 1982) . First, to address concerns regarding population restrictions and content instability (compare with longitudinal threats to internal validity) some studies restricted their observation interval (e.g., Lounsbury, 2007; Lounsbury & Rao, 2004) , while others analyzed periods with disparate measures separately (e.g., Tolbert & Zucker, 1983) , or used variable recording intervals (e.g., Lee & Pennings, 2002) . Second, studies coded as using archival sources represent a combination of both direct and hidden observation techniques. Most studies based on archival sources did not provide details regarding how the data were originally gathered. For example, Lounsbury's (2007; Lounsbury & Rao, 2004) provided. Finally, archival data is vulnerable to institutional pressures. If the data used to study institutional forces are themselves constituted by those same forces, the resulting explanations risk being entirely tautological. Thus, institutional scholars should remain particularly attuned to the data that was never archived.
Self reports are the second most common source, used by 63% of studies overall, including one of the sample survey designs and 14 of the 22 field studies. In the case of self reports, threats associated with the actor are high. Thus, all the studies that made use of self reports are susceptible to such effects. Finally, one of the sample survey designs used a social report measure (e.g., Glynn & Abzug, 2002) . None of the quantitative studies used observational measures.
TIME SCALES
The specification of time scales -including the observation, validity, existence, recording and aggregation interval -is as critical to organizational theory as ruling out threats to validity or specifying the level of analysis (Zaheer, Albert, & Zaheer, 1999) . Given institutional theory's rejection of an ahistorical perspective these time sensitivities are all the more profound for several reasons. First, because institutions exist within a particular social-historical context, a situated moment that will never occur again, they develop certain path dependencies (Garud & Karnøe, 2001 Scott, 2001) . Second, institutionalization is a process which occurs over time (Meyer & Rowan, 1977; Scott, 1987 Scott, , 1994a . The process may be more or less gradual or abrupt, apparent or taken for granted. For example, legitimacy is characterized as emerging through a steep rather than gradual rise, "closer to zero/one" (Zucker, 1989: 542) . Third, a genealogical or intergenerational perspective is critical to understanding institutionalization. "Only with the appearance of a new generation can one properly speak of a social world" (Berger & Luckmann, 1967:61) . Table 5 details how each of the 34 studies handled the five time scales.
----------------------------------------INSERT TABLE 5 HERE ----------------------------------------
Observation Interval
The observation interval defines the time frame covered by the research (Zaheer et al., 1999) . Except for the 2 sample surveys, the observation interval included multiple periods.
Among the field studies the research window ranged from a minimum of 3 and 4 years (Lawrence et al., 2002; Suddaby & Greenwood, 2005) to a maximum of nearly two centuries (Dacin, 1997) . Within these extremes, numerous studies spanned several decades (Galvin, 2002; Lounsbury, 2002; Reay, Golden-Biddle, & Germann, 2006; Thornton, 2002) , and a few spanned more than a century (Lee & Pennings, 2002; Washington & Ventresca, 2004) .
Validity Interval
Somewhat analogous to external validity, the validity interval defines the outer time boundaries of a theory (Zaheer et al., 1999) . The first thing that stands out is the nearly total uniformity regarding the validity interval. True to institutional theory's focus on the sociallyhistorically situated nature of all institutions, these studies rarely generalize their findings beyond the observation interval. This is especially true in the case of the 21 quantitative archival studies and the 2 sample surveys (e.g., Glynn & Abzug, 2002; Kostova & Roth, 2002) . As with external validity, while not making universal claims, several of the case studies do formulate propositions or frameworks regarding institutional mechanisms which may or may not hold in other contexts (e.g., Garud et al., 2002; Lawrence et al., 2002; Suddaby & Greenwood, 2005) .
Existence Interval
The existence interval refers to the length of time needed for one instance of the phenomenon to occur (Zaheer et al., 1999) . While there are some variations in the approach taken to the existence interval, a few general observations can be made. First, for the 10 qualitative case studies the existence interval is either a single spell, or unfolds over multiple spells. In the case of single spells, the entire case study is the existence interval, and the study demonstrates how the particular phenomenon unfolded over the observation interval (e.g., Garud et al., 2002; Lawrence et al., 2002; Reay et al., 2006; Suddaby & Greenwood, 2005; Townley, 2002) . Others first J. GEHMAN inductively developed multiple spells, and then studied how changes unfolded across these existence intervals (e.g., Hoffman, 1999; Leblebici et al., 1991) .
The 21 quantitative archival studies also show considerable similarity. Indeed, while I have used a variety of labels (e.g., firm year, branch office year, community year), the existence interval in each of these studies could be harmonized under the abstract concept of "unit-period," defined as the intersection of the unit of analysis and the aggregation interval or the recording interval. That is, although most studies used firms as the unit of analysis, some used a higher level aggregation (e.g., community year; Marquis & Lounsbury, 2007) , or a more fine-grained distinction (e.g., branch office year; Sherer & Lee, 2002) . Similarly, while most studies used years as the aggregation interval, one study used quarters (Tucker, Singh, & Meinhard, 1990) , and a few employed larger recording intervals of 5 years or population cohorts (Gerber, 2003; Lee & Pennings, 2002) . Thus, ultimately the "unit-period" is the existence interval. Finally, the existence interval was undefined by the 2 sample surveys.
Recording and Aggregation Intervals
The recording interval refers to the frequency with which variables are measured, while the aggregation interval represents the time scale used for theorizing or theory testing about the phenomenon of interest (Zaheer et al., 1999) . As with the existence interval there is an obvious split between how the case studies and the archival studies handle the recording and aggregation intervals. The 10 qualitative case studies all deal with a variety of sources, which are very heterogeneous in their recording interval. I have described these as varying from days to years, with the exception of Holm (1995) who operates at a somewhat more coarse recording interval of years to decades. To normalize these differences, the case studies generally aggregate into either a single spell (e.g., Garud et al., 2002; Lawrence et al., 2002; Reay et al., 2006; Suddaby & Greenwood, 2005; Townley, 2002) , which is identical to their observation interval, or they use the recording interval to aggregate a smaller number of spells (e.g., Fox-Wolfgramm, Boal, & Hunt, 1998; Greenwood et al., 2002; Hoffman, 1999; Holm, 1995; Leblebici et al., 1991) .
By contrast, the 21 quantitative archival studies have recording and aggregation intervals that are very similar to their existence intervals. Namely, at an abstract level these studies record and aggregate using nearly identical "unit-period" intervals. In a few exceptions, the aggregation interval is at a slightly broader unit-period than the original recording interval. For example, Marquis and Lounsbury (2007) recorded at the bank branch interval, but aggregated using Metropolitan Statistical Areas (MSAs) to determine the extent to which communities are at risk for particular events. A few studies pooled all observations into a single aggregation interval (e.g., Casile & Davis-Blake, 2002; Glynn & Abzug, 2002) . Finally, as with the existence interval, the recording and aggregation intervals for the 2 survey sample studies were not explicit.
ETHICAL CONSIDERATIONS
In addition to the dilemmas outlined above, social scientists also face ethical dilemmas when conducting, analyzing and reporting on their research (Rosenthal, 1994) . When conducting research, ethical issues include research design, experimental procedures and participant recruiting (Rosenthal, 1994) . In particular, during this stage researchers must be sensitive to the use of deception, the invasion of privacy, and the possibility of harm (Levin, 1981) . During data analysis there are also significant ethical concerns, including issues regarding data fabrication, dropping data, and handling outliers (Rosenthal, 1994) . Black (2008) identifies another 17 ethical considerations during data analysis. For example, in the case of regression analysis we are reminded that correlation does not equal causation, warned against violating the many assumptions underlying regression (e.g., equal error variance, independent error terms, normally distri-buted error terms), cautioned not to use a regression model to predict values outside the domain used to develop the model, and told not to mistake coefficient weights for importance. Finally, during the reporting stage there are concerns over the misrepresentation of findings, the misallocation of credit, and a failure to report or publish (Rosenthal, 1994) .
Archival studies are particularly susceptible to a variety of "missing" data issues. First, developing an archival data set is almost always time consuming and tedious. As a result data may be "missing" because researchers simply omitted variables, resulting in biased findings.
Second, even when researchers take every reasonable precaution there is still the possibility of missing data due to unavailability. In these situations researchers must exercise great care and judgment in (1) choosing which missing data techniques to use (e.g., listwise versus pairwise deletion), and (2) providing full disclosure of such issues when reporting their results (for discussions of missing data techniques see Allison, 2000; Kim & Curry, 1977; Roth, 1994; Schafer & Graham, 2002; Yamaguchi, 1991: 4-8) . Finally, as noted above during the discussion of measurement considerations, archival data is susceptible to institutional pressures. In particular events which occurred but have been systematically "under archived" pose a significant ethical challenge to institutional researchers, one that calls for discernment and wisdom. Explanations which rely on such institutionalized accounts run the risk of reinforcing the hegemony of those in power. This is a topic on which all the studies reviewed are noticeably silent.
STATISTICAL CONCLUSION VALIDITY
Statistical conclusion validity (SCV) is concerned with "an integrated evaluation of statistical power, significance testing and effect size" (Austin, Boyle, & Lualhati, 1998: 164; see also Cook & Campbell, 1979) . SCV consists of a series of sequential evaluations of covariation based on statistical evidence (Austin et al., 1998) . First, while statistical power analysis can refer to any examination of the relationships between the four variables involved in statistical inference, the most common approach attempts to determine the sample size (N) necessary to detect a given effect size at prespecified alpha (α) and beta (β) levels (Cohen, 1992; Pedhazur & Schmelkin, 1991) . At issue is whether or not a particular statistical test is (1) powerful enough to detect whether two measures are correlated, and (2) sensitive enough to determine whether a manipulation produces a mean difference in the dependent variable (Austin et al., 1998) . Assuming that a study has adequate power, the second question looks at statistical significance, that is, the probability that an observed relationship is due to more than random variation (Austin et al., 1998) . Finally, once a researcher is satisfied that variables covary and the strength of the covariation is relevant, the third question concerns effect size, or the magnitude of the relationship (Austin et al., 1998 ).
In order to evaluate statistical conclusion validity of the studies reviewed in this paper I followed the approach taken by Scandura and Williams (2000) . Table 6 reports on the sample size (N), the number of dependent variables (# of DVs), and the analytical procedures employed by each of the 24 quantitative studies. In studies which reported multiple models I used the sample size from the full model, or in cases where a final model was not clear, I used the smallest sample size reported in any model. Table 7 compares statistics on sample size and dependent variables for this study with those found by Scandura and Williams (2000) for the period [1995] [1996] [1997] . Across all measures the institutional change sample sizes are larger than those reported by Scandura and Williams (2000) , suggesting that as a general rule the studies reviewed here have adequate power. In contrast, the use of a single dependent variable was more than twice as prevalent among studies of institutional change. Finally, Scandura and Williams (2000) found that Scandura and Williams (2000) interpreted the use of these latter techniques as evidence of greater attention to issues of statistical significance, and thus stronger SCV. In sum, while a complete evaluation of SCV demands more thorough analysis, my preliminary findings suggest that these studies are at least as attentive as the studies reviewed by Scandura and Williams (2000) .
DISCUSSION AND CONCLUSIONS
The review suggests four potential limitations of prior empirical studies of institutional change. The first is related to the level of analysis. As already noted, institutional approaches center on the organizational field. Moreover, institutional theory requires research designs that link levels of analysis by comparing the explanatory power of factors as the same or lower level of analysis with factors at a higher order (Schneiberg & Clemens, 2006) . This suggests two considerations which are explored more fully below. First, studies taking a level of analysis below the organizational field and offering institutional explanations for their findings should be treated with suspicion. Second, independent variables should include factors from multiple levels of analysis which are compared as rival explanations. However, many of the studies of institutional change included in this review failed to adequately operationalize these two central issues. Instead, although theorizing at the field level, most studies operationalize at the organizational set level (Scott & Davis, 2007) . Similarly, rarely are competing explanations drawn from multiple levels of analysis compared.
Second, in part due to limitation of archival data sources, these studies tell us little about the microprocesses by which institutional pressures create organizational responses. Ultimately, institutional theory argues that cognitive, normative and regulative pressures induce organizational responses (Scott, 2001) . However, it is the people associated with organizations that do the responding. Thus, missing from virtually all of these studies are actual people, and any insights into how these people both shape and are shaped by the institutional context. However, not surprisingly some of the case studies are more sensitive to actual individuals (Garud et al., 2002; Hoffman, 1999; Lawrence et al., 2002) .
Third, although I have been generally positive about the fit between the propositions and methods, one caution is in order, particularly in the case of studies using event history and other categorical analysis techniques (e.g., logistic, Poisson). Specifically, these models assume that every time interval between risk events (e.g., firm foundings, firm deaths) must be independent except for the effects modeled by the covariates (Zucker, 1989) . But in the real world it is people who found firms, and there is always the possibility that multiple people are planning to found a firm at any given historical moment. Unfortunately, these models assume that a change in the timing of one birth or death shifts all other future events.
As a result the independent effects of historical periods on any given time interval are ignored, over and above those characterized by the effects of the covariates (Zucker, 1989) . "Organizational births are seldom independent, and they are more often altered by historical time than by the time elapsed between births. Thus, the occurrence of a previous birth cannot be regarded as a substantively meaningful starting point of the risk period for the next period" (Zucker, 1989: 544) . From this perspective, many of these studies may have misspecified models to the extent that the historical period has an effect on the hazard rate, independent of any delay or acceleration in a previous event. Of course this issue can be overcome by incorporating appropriate predictor and control variables. For example, in a study not included in this review Zajac and Westphal (1995) constructed a "time of adoption" independent variable as a way of evaluating the effects of history, independent of adoption by others.
Finally, the use of archival methods places high restrictions on what can be practically studied (Singleton & Straits, 2005) . From an institutional perspective this restriction should be the cause of particular concern -on both substantive and ethical grounds. What gets "archived" is itself vulnerable to taken for granted institutional pressures. If the data used to study institutional forces are themselves constituted by those same forces, any explanations that rely on "institutionalized data" risk criticism as entirely tautological. Institutional scholars need to be particularly attuned to the data that was never archived. Similarly, building on Holm (1995) it is entirely possible that the most institutionalized aspects of social life are so taken for granted that no one has ever archived these effects. In both cases "missing data" appears to be the biggest weakness of archival approaches to institutional research. Similarly, archival methods are moderately vulnerable to internal validity threats (i.e., lack of controls for extraneous variables), measurement difficulty (i.e., lack of ability to perform reliability and validity checks), sampling error, and an inability to replicate (Singleton & Straits, 2005) .
FUTURE CONSIDERATIONS
In McGrath's (1982) conception, field experiments are adjacent to field studies. While both strategies share an emphasis on contextual realism, field experiments are somewhat more obtrusive for participants. However, this intrusion improves precision in the control and measurement of the variables of interest. Quasi-experiments are one type of field experiment (Cook group and a control group (Cook & Campbell, 1976: 249) . Observations of both groups are made pretest and posttest. The test group receives a treatment. Additionally, this design can be adapted to situations where only non-equivalent measurements are available at pretest and posttest (Cook & Campbell, 1976: 255) . Below I propose a design for evaluating the impact of country level institutional changes on various outcomes.
A number of organizations have developed transnational framework conventions, which various countries have adopted. For example, the World Health Organization (WHO) Framework Convention on Tobacco Control prescribes regulatory policies regarding indoor air quality, packaging and labeling, advertising and sponsorship, and so forth (WHO, 2003) . More than 150 countries have signed the treaty. Many other countries have not. Additionally, it is conceivable that a country may adopt the treaty and subsequently withdraw from it, allowing for a reversed treatment group to be added to the design. In this example treaty signers become the test group, while nonsigners act as the control. Implementation of the treaty serves as the treatment. Archival data on a variety of outcomes of interest may be used for the pretest and posttest with both groups. In many cases equivalent national level statistics can be gathered (e.g., cancer incidence rates, cigarette revenues, tobacco advertising expenditures). Control variables can be used to account for variation in initial conditions and implementation approaches by both test and control.
Finally, while field experiments are generally more obtrusive than field studies, because the proposed level of analysis for this study is the country, obtrusiveness seems largely irrelevant.
There are a number of internal validity threats to such a research design. At the global level any number of events might occur between pretest and posttest, confounding the effects of the treatment. Depending on the level of analysis of the hypothesized effects, various control variables could be introduced to reduce the threat of history (e.g., dummy variables for year).
Local history is a probably a larger threat and worthy of similar thoughtful analysis and controls.
Maturation is also a threat to validity in the research design proposed above. However, institutional scholars typically control for age, size, and resources (i.e., older, stronger, wiser in Campbell & Cook terms). Given the cross-national approach, instrumentation may be a serious threat to internal validity if similar measures are not available. However, as noted above quasiexperiments may still be interpretable in the event of non-equivalent pretests and posttests. To the extent systematic country level differences exist independent of the treatments, selection is a threat to internal validity. However, even though randomization to treatments is not possible, extensive comparisons between treated and untreated countries could be made. Diffusion and imitation are possible threats. Indeed, institutional analysis draws attention to these very processes. In this situation non-signers may adopt regulatory policies similar to signers. Thus, the presence of "equivalent" policies would need to be controlled for in the analysis. Because the level of analysis is a country, the proposed research design is unlikely to suffer from testing threats, statistical regression, mortality, causal ambiguity, compensatory equalization, compensatory rivalry, or resentful demoralization.
Overall, the evidence suggests that studies of institutional change make use of appropriate research designs, are attentive to validity threats, give broad consideration to time scales, and reach statistically valid conclusions. I believe the biggest weaknesses of these studies relates to their reliance on archival measures, which pose both construct validity concerns and ethical considerations. Additionally, I have highlighted the need for greater sensitivity to the level of analysis, institutional microprocesses, and proper modeling of history effects. Finally, I have suggested the possibility of future research which might build on the strength of field studies through the conduct of a natural experiment across countries. 
