A new concept, multiple scale simulation (MSS), is presented in this paper. The basic idea is that the ow is decomposed into several component groups according to spatial and temporal length scales. Each group has its own subdomain, governing system, mesh size, and discretization method. The simulation is then performed groupwise. This approach has been successfully applied in combination with the intergrid dissipation technique for simulation of transitional and turbulent ow in 3-D boundary layers, and it is feasible for 3-D airfoils and other more complex con gurations. MSS should prove to ameliorate the scale problems associated with conventional direct numerical simulation.
INTRODUCTION
The main challenge in direct numerical simulation (DNS) is the demand on computer resources. Transitional and turbulent ows contain a wide range of length scales, bounded above by the geometric dimension of the ow eld and bounded below by the dissipative action of the molecular viscosity (Canuto et al, 1988) . The ratio of the macroscopic (largest) length scale L to the microscopic (smallest) length l (usually called Kolmogorov scale) is L=l = (Re) 3 4 , where Re is the Reynolds number. Thus, for a 3-D problem, the number of grid points, N, must be on the order of (Re) 9 4 if the Kolmogorov scale is to be resolved. This estimate reveals a fundamental di culty with DNS for large Reynolds number ows because this resolution requirement is far beyond the capability of current or foreseeable supercomputers. However, this estimate is made based on a single simulation on a single grid and is, therefore, too pessimistic. Note that the length scales involved in transition and turbulence processes are very di erent: for an open ow, in general, the main stream and the linear growth of in ow disturbance are dominated by large scales that dominate a large part of the ow eld domain; small scales generally occur only in and after breakdown areas. Extremely small scales are only meaningful in a narrow area nearby the solid wall. These observations provide a clue that the total ow may be e ectively decomposed into several groups based on their length scales. The large scale ow, dominating most of the ow eld, can be simulated by conventional CFD schemes on relatively coarse grids. For small scale ow phenomena, which plays an important role only in a small area of the ow eld, high-order discretization and very ne grids have to be used. These small scale simulations may be performed on several grid levels in which each grid has its own subdomain and governing system. This idea eventually leads to a multiple scale simulation (MSS) on several levels of grids. Unlike large eddy simulation (Reynolds, 1990) , the MSS approach does not require subgrid models. A basic description of MSS and its performance for CFD problems with simple con guration is the subject of this paper.
ABSTRACT FLOW DECOMPOSITION EXAMPLE
Here we consider the at plate boundary layer ow as an example to describe the basic idea behind multiple scale simulation. Figure 1 depicts the natural ow transition process in a 3-D boundary layer, showing clearly the variations in ow regime scales.
Using the fact that the ow scale of interest is generally large in the free stream and the area before breakdown (Figure 1) , we can consider the use of multiple levels of grid to resolve the ow. Figure 2 depicts (1) Here, we also decompose the in ow vector into two components (usually,Ũ is the steady part with large magnitude, andŨ 0 is the unsteady perturbation part with relatively small magnitude). We then decompose the total ow eld into three components according toṼ =Ṽ 1 +Ṽ 2 +Ṽ 3 ; (2) whereṼ 1 ;Ṽ 2 , andṼ 3 represent increasingly more local and ner scales of the ow so thatṼ 2 (6) V 3 's physical scale is considered to be very small so that (6) should be resolved on an extremely ne grid.
Note that (4) { (6) together with the decomposition (2) represents a consistent \lower triangular" formulation that is equivalent to (1) but lends itself to individualized treatment of various physical scales in the discretization. Its triangular form allows for a simpli ed solution process: rst (4) is solved to determineṼ 1 , then (5) is solved forṼ 2 , then (6) is solved forṼ 3 , with the nal result then given bỹ V =Ṽ 1 +Ṽ 2 +Ṽ 3 .
APPLICATION TO POISSON EQUATION
The idea of multiple scale simulation as described allows for any desired number of levels, depending on available computer resources and given accuracy requirements. To see the basic process more clearly, we rst use a 1-D Poisson equation as an example: 
This problem has the analytical solution
Using standard central di erences for discretization, Letting (1) ; (2) ; (3) denote the nal solution at grid levels 1, 2, and 3, we obtain the results as shown in Table 1 . Obviously, the more the grid levels, the better are the results.
analytical ( This simple example illustrates the basic idea underlying MSS, and it suggests that it might provide a very e cient way to performing DNS for very complex congurations.
FLAT PLATE PROTOTYPE
In this section, we consider spatial at plate transitional ow as an example to illustrate our approach.
Large Scale Simulation (Ṽ 1 )
The governing equation for the base ow is governed by the Navier-Stokes equations. Suppose there is no mass transfer on the at plate, and gravity is negligible, so thatF 0. The governing equations can then be written as follows: is the kinetic viscosity coe cient, and f can be found in any text book on boundary layer theory (e.g., Schlichting, 1968 Since linear growth and secondary instability are present,Ṽ 2 contains a wide range of di ering length scales, some of them rather small. We thus need to use a high-order di erence scheme on relatively ne grids. 
Letting L = (L h ) n+1 ijk , where L h is the spatial discretization of L described below, yields a fully implicit time-stepping scheme. This has much better stability than the explicit scheme and is much more e cient for representing the nonlinear N-S system. However, it requires solving a large algebraic system at each time step for which we have developed a multigrid algorithm based on so-called line-distributive relaxation (Liu & Liu, 1993) . Only one multigrid V-cycle is usually needed to solve this large system, making each implicit time step comparable in CPU cost to a few steps of the corresponding explicit scheme. The subdomain 3 that supportsṼ 3 includes the transition zones and near wall areas that exhibit very small length scales corresponding to vortex breakdown and transition processes. Very ne grids must therefore be used to resolve these scales. Fortunately, the task that this represents is substantially reduced by the small size of 3 (and, perhaps, the fact that the boundary conditions forṼ 3 
9
The basic approach we use in 3 here is the same as we use in 2 . The grids are now much ner, though not yet ne enough to resolve the Kolmogorov scale. Since the central di erence scheme is non-dissipative, trouble occurs in the breakdown stage where the shear layer develops and the large vortices decompose into small scale ones. The numerical simulation will thus have a huge energy burst, the disturbance velocity will be ampli ed by several orders of magnitude somewhere inside the ow eld, and the computation then goes unstable. These non-physical phenomena occur because our scheme is non-dissipative, and the grid size is not small enough to represent the dissipative small vortices.
The recently developed technique of intergrid dissipation (Liu & Liu, 1994b ) can be used to provide the dissipation contributed by small vortices without distortion of the physical solution. We describe this process as follows. At each time step, we make the replacementṼ Here, the scripts h and 2h indicate the respective ne and coarse grid approximations,
h and I h 2h refer to respective restriction and interpolation, and is a dynamic weight factor. In 3 , we choose where y max is the height of the computational domain in the physical coordinate y, max is the height of the computational domain in the computational coordinate , 10
and is a constant that can be used to adjust the concentration of grid points. We can then write the contravariant based governing equations on 3 as follows: 
For the details about discretization of the above system, see Liu & Liu (1994a) .
To investigate the e ciency of our MSS approach, we choose to investigate the secondary instability case with Re 0 = 900. As above, we use only three levels to describe the ow. A 130 18 10 grid is employed for both 1 and 2 , which includes a 7 T-S wavelength physical domain and a 1 T-S wavelength bu er (Liu & Liu, 1993 ); a 42 18 18 patch is used for 3 . The patch covers the downstream half of the at plate except for the bu er domain. The stretch parameter is = 3:75.
As mentioned above, the Blasius similarity solution is employed as the base ow (Ṽ 1 ), which is widely used as the base ow for at plate transition. A Benney-Lin type disturbance (Benney & Lin, 1960 Figure 5 depicts the contour plots of the spanwise perturbation vorticity (Ṽ 2 ) in plane y 0 = 0:1123 at t = 3T; 4T; ; 7T, where T is the so-called T-S period. It is quite clear that within this level, the ow scale is still pretty large, and only large scale lambda waves can be resolved. Figure 6 presents contour plots of spanwise vorticity produced byṼ 3 in the same plane and at the same time as Figure 5 . Though this level is still not ne enough to catch all of the scales in the ow eld, some ner scales are resolved. We nd that, in the patch ( 3 ), more vortices are generated on this level and they are ampli ed when they travel downstream. This is at least qualitatively correct.
The nal results produced byṼ 2 +Ṽ 3 are described in Figures 7 and 8 , showing clearly that more physical details can be found than in Figure 5 .
CONCLUDING REMARKS
We have demonstrated the potential of multiscale simulation for solving uid ow problems to greater resolution and with better e ciency than conventional xed-scale methods provide. However, several important improvements need to be achieved:
The`one-way' re nement approach should be improved by`two-way' grid processing so that the ner scale resolution more e ectively in uences the global coarser scales. This would be more in the spirit of a true multilevel algorithm.
The treatment of the arti cial local-grid boundaries should be improved by other than homogeneous Dirichlet conditions to achieve better conservation. The local source terms should somehow be improved to provide more accurate ne-scale features. The intergrid dissipation scheme plays an important role in allowing the simulation to retain relatively coarse resolution, but the particular choice of the weights here is somewhat ad hoc. We may need to nd a more physically based rationale for determining these weights. 
