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Abstract
In this paper we prove some results on the existence of solutions and
the mean square asymptotic stability for a class of impulsive neutral
stochastic differential systems with variable delays by using a contraction
mapping principle. Namely, a sufficient condition ensuring the asymp-
totic stability is proved. The assumptions do not impose any restrictions
neither on boundedness nor on the differentiability of the delay functions.
In particular, the results improve some previous ones in the literature. Fi-
nally, an example is exhibited to illustrate the effectiveness of the results.
AMS Subject Classifications: 34K20, 34K13, 92B20
Keywords: Fixed points theory; Asymptotic stability in mean square;
Neutral stochastic differential equations; Variable delays; Impulses.
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1 Introduction
Impulsive differential equations appear as a natural description of observed evo-
lution phenomena in several real world problems. There are various good mono-
graphs on impulsive differential equations [1, 2, 14, 30]. Many processes studied
in applied sciences are represented by differential equations. However, the situa-
tion is quite different in many physical phenomena that have a sudden change in
their states. For instance, mechanical systems with impact, population dynam-
ics, mathematical economy, chemical technology, electric technology, chemistry,
engineering, control theory, medicine etc.
The theory of impulsive differential systems is an important branch of the
differential equations field. The first paper in this theory was published in the
60’s by A. D. Mishkis and V. D. Mil’man [25]. Over the last decades there has
been a significant development of this theory, but in spite of its importance,
this development has been quite slow due to the special features of impulsive
differential equations in general, such as pulse phenomena, confluence, and loss
of autonomy (see, for instance, [10]). An impulsive differential equation is de-
scribed by three components: a continuous-time differential equation, which
governs the state of the system between impulses; an impulse equation, which
models an impulsive jump defined by a jump function at the instant an impulse
occurs; and a jump criterion, which defines a set of jump events in which the
impulse equation is active (see [27]).
Recently, many researchers have studied the stability of stochastic differen-
tial equations using Lyapunov functions and obtained interesting results, for
example, Liao [18], Mao [24], Caraballo et al. [7], Yang [32] amongst others.
However, there are also several difficulties in the applications of the correspond-
ing theories to specific problems. It is therefore necessary to seek some new
methods to deal with the stability in order to overcome those difficulties.
To this end, Burton and other authors have applied the fixed point theory to
investigate the stability of deterministic systems during the last years, and have
obtained some more applicable conclusions which can be found, for example, in
the monograph [5] and the works [4, 3, 6, 9, 13, 12, 26, 33]. In addition, there are
some papers where the fixed point theory is used to investigate the stability of
stochastic (delayed) differential equations (see for instance [8, 15, 17, 16, 19, 28,
29, 20, 21, 23, 22]). More precisely, in [20, 21, 23] the authors used the fixed point
theory to study the exponential stability of mild solutions for stochastic partial
differential equations with bounded delays and with infinite delays. In [28, 29]
the fixed point theory is used to discuss the asymptotic stability in pth moment
of mild solutions to nonlinear impulsive stochastic partial differential equations
with bounded delays and infinite delays, and in [22] Luo used the fixed point
theory to study the exponential stability of stochastic Volterra-Levin equations.
Motivated by the works mentioned above, in this paper we study the mean
square asymptotic stability of a class of impulsive neutral stochastic differential
systems with variable delays by using a contraction mapping principle, and the
obtained stability criteria are easily checked. In our result, the delays can be
unbounded and the coefficients in the equations can change their sign.
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This paper is organized as follows. In Section 2, we present some basic pre-
liminaries and the form of the impulsive neutral stochastic functional differential
equations which will be studied. In Section 3, the main result concerning the
existence of solutions and its mean square asymptotic stability will be stated
and proved. In Section 4, an illustrative example is analyzed to test our results.
2 Model description and preliminaries
We consider the following class of impulsive neutral stochastic differential sys-
tems with variable delays:
d
ui(t)− n∑
j=1
qij(t)uj(t− τ j (t))
 =
 n∑
j=1
aij(t)uj (t) +
n∑
j=1
bij(t)fj (uj(t))
+
n∑
j=1
cij(t)gj (uj(t− δj (t)))
 dt+ n∑
j=1
σij(uj(t))dwj (t) , t ≥ t0, t 6= tk,
∆ui (tk) = ui (tk + 0)− ui (tk) = Iik (ui (tk)) , k = 1, 2, .... (1)
This can be written in a vector–matrix form as follows:
d [u(t)−Q (t)u(t− τ (t))] = [A (t)u(t) +B(t)f (u(t)) + C(t)g (u(t− δ (t))] dt
+σ (u(t)) dw (t) , t ≥ t0, t 6= tk,
∆ui (tk) = ui (tk + 0)− ui (tk) = Iik (ui (tk)) , k = 1, 2, ..., (2)
for i = 1, 2, 3, ..., n, where u(t) = [u1(t), u2(t), .., un(t)]
T ∈ Rn, and aij , bij ,
cij , qij ∈ C (R+,R), are continuous functions, A (t) = (aij(t))n×n , B (t) =
(bij(t))n×n , Q (t) = (qij(t))n×n, are real matrices and σ(·) = (σij(·))n×n is the
diffusion coefficient matrix, f(u (t)) = [f1 (u1(t)) , f2 (u2(t)) , ..., fn (un(t))]
T ∈
Rn, g(u (t)) = [g1 (u1(t)) , g2 (u2(t)) , ..., gn (un(t))]T ∈ Rn, and τ j , δj , j = 1, ..., n,
which are the variable delays, are continuous functions satisfying appropriate
conditions described below.
Let w(t) = [w1(t), w2(t), ..., wn(t)]
T
be an n−dimensional Brownian motion
on the complete filtered probability space (Ω,F , {Ft}t≥0 ,P) where {Ft}t≥0 is
the natural filtration of w (t) (i.e. Ft is the completion of σ {w (s) : 0 ≤ s ≤ t}).
The expresion ∆ui (tk) = ui
(
t+k
) − ui (t−k ) = Iik (ui (tk)) denotes the impulse
at moment tk, and t1 < t2 < ..., is a strictly increasing sequence such that tk
goes to infinity, ui
(
t+k
)
and ui
(
t−k
)
stand for the right-hand and the left-hand
limits of ui (t) at the impulsive moment tk respectively. Iik (ui (tk)) shows the
impulsive perturbation at the moment tk. Here C (S1, S2) denotes the set of all
continuous functions ϕ : S1 → S2 with the supremum norm ‖.‖.
Denote by u (t) = u (t; s, ϕ) = (u1 (t; s, ϕ1) , ..., un (t; s, ϕ2))
T ∈ Rn the solu-
tion to (1) with the initial condition
ui(s) = ϕi (s) for s ∈ [m (t0) , t0] , for each t0 ≥ 0, (3)
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where
mj (t0) = min {inf {t− τ j (t) , t ≥ t0} , inf {t− δj (t) , t ≥ t0}} ,
m (t0) = min {mj (t0) , 1 ≤ j ≤ n} , (4)
and ϕi (·) ∈ C ([m (t0) , t0] ,R) , and s → ϕ (s) = (ϕ1 (s) , ..., ϕn (s))T ∈ Rn
belongs to the space C ([m (t0) , t0] ,Rn) , with the norm defined by ‖ϕ‖ =
n∑
i=1
supm(t0)≤s≤t0 |ϕi(s)|. Finally, E will denote expectation.
Before proceeding, we firstly introduce some assumptions:
(A1) The delay functions τ j , δj ∈ C (R+,R+) satisfy
t− δj (t)→∞ and t− τ j (t)→∞ as t→∞ for j = 1, 2, ..., n. (5)
(A2) there exist nonnegative constants αj such that for all x, y ∈ R,
|fj (x)− fj (y)| ≤ αj |x− y| , j = 1, 2, ..., n. (6)
(A3) there exist nonnegative constants βj such that for all x, y ∈ R,
|gj (x)− gj (y)| ≤ βj |x− y| , j = 1, 2, ..., n. (7)
(A4) there exist nonnegative constants Lij such that for all x, y ∈ R,
|σij (x)− σij (y)| ≤ Lij |x− y| , i, j = 1, 2, ..., n. (8)
(A5) there exist nonnegative constants pik such that for all x, y ∈ R,
|Iik (x)− Iik (y)| ≤ pik |x− y| , i = 1, 2, ..., n, k = 1, 2, ... (9)
Throughout this paper, we always assume that
fj(0) = gj(0) = Iij (0) = σik(0) = 0, for i, j = 1, 2, . . . , n, k = 1, 2..., (10)
which imply that problem (1) admits a trivial equilibrium u = 0.
Very recently, Guo et al. published in [11] related results on the solutions
of stochastic neutral differential equations (1) in the case no impulses are taken
into account (i.e. Iik = 0 for all i = 1, . . . , n, k = 1, 2, . . .). More precisely, the
following result was established.
Theorem A. Suppose that assumptions (A1)–(A4) hold and there exist pos-
itive scalars ai such that, for any t ≥ 0
n∑
i=1

 n∑
j=1
(
|qij(t)|+
∫ t
0
e−ai(t−s) |aij(s)| ds
+
∫ t
0
e−ai(t−s) |qij(s)| aids+
∫ t
0
e−ai(t−s) |bij(s)|αjds
+
∫ t
0
e−ai(t−s) |cij(s)|βjds
)]2
+
2
ai
n∑
j=1
L2ij
 ≤ γ < 12 ,
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where aij(t) = aij(t)(i 6= j), aii(t) = aii (t) + ai. Then, for any
ϕ ∈ C ([m (t0) , t0] ,Rn) there exists a unique global solution u (t, t0, ϕ) of (1)in
the case Iik = 0 for all i = 1, ..., n, k = 1, 2, .... Moreover, the zero solution is
mean-square asymptotically stable.
One of our main objectives in this paper is to improve Theorem A and to
extend it to investigate a wider class of stochastic neutral differential equations
with impulsive effects presented in (1) by proving a sufficient condition for the
asymptotic stability of the zero solution.
For each t0 ≥ 0 and ϕ ∈ C ([m (t0) , t0] ,Rn) fixed, we define X lϕ,t0 = X l1ϕ1,t0×
X l2ϕ2,t0 ...×X lnϕn,t0 , where l,li > 0 are positive numbers such that l
2 =
n∑
i=1
l2i , and
X liϕi,t0
is the space consisting of stochastic processes ui(·, ·) : [m(t0),∞)×Ω→ R
satisfying, for almost every ω ∈ Ω,
1) ui (·, ω) is continuous on t 6= tk (k = 1, 2, ...),
2) lim
t→t+k
ui (t, ω) and lim
t→t−k
ui (t, ω) exist; moreover,
lim
t→t−k
ui (t, ω) = ui (tk) for k = 1, 2...,
3) ui(s, ω) = ϕi (s, ω) on s ∈ [m (t0) , t0] ,
4) ‖ui‖Xliϕi,t0 ≤ li for t ≥ t0 and E |ui(t)|
2 → 0 as t→∞, for i = 1, 2, . . . , n,
with ‖ui‖Xliϕi,t0 :=
{
E
(
supt≥m(t0) |ui(t)|2
)} 1
2
.
We omit ω when no confusion is possible. Notice that X lϕ,t0 coincides with
the space of all Ft− adapted processes u(t, ω) : [m(t0),∞) × Ω → Rn which
are almost surely continuous on t 6= tk, lim
t→t+k
u (t, ω) and lim
t→t−k
u (t, ω) exist, and
lim
t→t−k
u (t, ω) = u (tk) , k = 1, 2... such that u(t, .) = ϕ (t) on t ∈ [m (t0) , t0] ,
and ‖u‖X ≤ l for t ≥ t0, E
n∑
i=1
|ui(t)|2 → 0 as t → ∞, if we consider the norm
‖u‖X :=
{
n∑
i=1
E
(
supt≥m(t0) |ui(t)|2
)} 12
. It is clear that X lϕ,t0 is a complete
metric space with metric induced by the norm ‖.‖X .
When no confusion is possible we will not write X lϕ,t0 ,X
l
i
ϕi,t0
but X lϕ,X
l
i
ϕi re-
spectively.
Let us now recall the definitions of stability that will be used in the next
section.
Definition 2.1: The zero solution of the system (1) is said to be :
i) stable if for any ε > 0 and t0 ≥ 0, there exists δ = δ (ε, t0) > 0 such that
ϕ ∈ C ([m (t0) , t0] ,Rn) and ‖ϕ‖ < δ imply E
n∑
i=1
|ui (t, t0, ϕi)|2 < ε for t ≥ t0.
ii) asymptotically stable if the zero solution is stable and for any ε > 0 and
t0 ≥ 0, there exists δ = δ (ε, t0) > 0 such that ϕ ∈ C ([m (t0) , t0] ,Rn) and
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‖ϕ‖ < δ imply E
n∑
i=1
|ui (t, t0, ϕi)|2 → 0 as t→∞.
Definition 2.2: For any t0 ≥ 0 and ϕ ∈ C ([m (t0) , t0] ,Rn), a function
u(·) := u(·, t0, ϕ) : [m (t0) ,∞) → Rn is said to be a solution of (1) on [t0,∞)
satisfying the initial value condition u(t) = ϕ (t) for t ∈ [m (t0) , t0] , if the
following conditions are fulfilled:
i) u (t) is absolutely continuous on [t0, t1) and each interval (tk, tk+1) .
ii) u
(
t+k
)
and u
(
t−k
)
exist and u
(
t−k
)
= u (tk) for any tk ∈ [t0,∞) .
iii) u (t) satisfies (1) almost everywhere in [t0,∞) , and may have a discon-
tinuity of the first kind at tk for k = 1, 2, ...
3 Main Results
As we mentioned previously, one of our objectives in this section is to generalize
the work carried out in [11] to the case in which impulses are taken into account
in the problem, and allowing the coefficients to be more general. In other
words, we will establish and prove a sufficient condition ensuring the existence
of solutions and the global asymptotic stability of the zero solution to equation
(1). It is well known that studying the stability of an equation using a fixed
point technique involves the construction of a suitable mapping possessing a
fixed point. This can be an arduous task. Thus, in order to construct our
mapping, we begin by transforming (1) into a more tractable, but equivalent,
equation, which we will then invert to obtain an equivalent integral equation
from which we derive a contractive mapping. After that, we define a suitable
complete metric space, which may depend on the initial condition, so that using
a contraction mapping principle, we can ensure the existence of a unique fixed
point for this mapping, and hence a solution for (1), which in addition is proved
automatically to be mean square asymptotically stable.
Now, we can state our main result.
Theorem 3.1. Suppose that assumptions (A1)–(A5) hold and there exist
continuous functions ai : [t0,∞)→ R+ such that :
1) there exists a constant µ satisfying inf {tk − tk−1} ≥ µ, for k = 1, 2, ...;
2) there exist constants pi such that pik ≤ piµ for i = 1, 2, 3, ..., n and
k = 1, 2, ...;
3) there exist constants ni > 0 such that ai (t) ≥ ni, t ∈ R+ for i =
1, 2, 3, ..., n;
4) for t ∈ R+, t ≥ t0 and a positive constant γ < 1
4
, the following inequality
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holds:
n∑
i=1

 n∑
j=1
(
|qij(t)|+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ |aij(s)| ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ |qij(s)| |ai (s)| ds+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ |bij(s)|αjds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ |cij(s)|βjds
)]2
+ 4
n∑
j=1
∫ t
t0
L2ije
−2 ∫ s
t
ai(ξ)dξds+ p2i
(
1
ni
+ µ
)2 ≤ γ < 14 , (11)
where aij(t) = aij(t)(i 6= j), aii(t) = aii (t) + ai (t) . Then for any ϕ ∈
C ([m (t0) , t0] ,Rn) there exists a unique global solution u (t, t0, ϕ). Moreover,
the zero solution of (1) is mean-square asymptotically stable.
Proof. First, by condition (3), we have∫ t
0
ai (ξ) dξ →∞ as t→∞. (12)
For each t0 ≥ 0, we set
Mi = sup
t≥0
{
e−
∫ t
0
ai(ξ)dξ
}
. (13)
Unlike the procedure carried out in [11], where the authors used the variation
of constants formula to rewrite the original equation as an integral equation, we
have to proceed in a very different way which is motivated and justified by the
appearance of the impulsive terms in our problem. This is a key feature for our
subsequent work in this paper, and this is why it deserves a careful and detailed
description. We rewrite (1) as
d
ui(t)− n∑
j=1
qij(t)uj(t− τ j (t))

=
−ai (t)ui (t) + n∑
j=1
aij(t)uj (t)
+
n∑
j=1
bij(t)fj (uj(t)) +
n∑
j=1
cij(t)gj (uj(t− δj (t)))
 dt
+
n∑
j=1
σij(uj(t))dwj (t) , t ≥ t0, t 6= tk,
∆ui (tk) = ui (tk + 0)− ui (tk) = Iik (ui (tk)) , k = 1, 2, ..., (14)
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with the intial condition
ui(t) = ϕi(t) for t ∈ [m (t0) , t0] .
Multiplying both sides of (14) by e
∫ t
t0
ai(ξ)dξ, for t ≥ t0 and t 6= tk,
d
[
e
∫ t
t0
ai(ξ)dξui(t)
]
= e
∫ t
t0
ai(ξ)dξdui(t) + ai (t)ui (t) e
∫ t
t0
ai(ξ)dξ
= e
∫ t
t0
ai(ξ)dξ
d
 n∑
j=1
qij(t)uj(t− τ j (t))

+
n∑
j=1
aij(t)uj (t) +
n∑
j=1
bij(t)fj (uj(t)) +
n∑
j=1
cij(t)gj (uj(t− δj (t)))
 dt
+e
∫ t
t0
ai(ξ)dξ
n∑
j=1
σij(uj(t))dwj (t) ,
∆ui (tk) = ui (tk + 0)− ui (tk) = Iik (ui (tk)) , k = 1, 2, ...,
and, after integrating from tk−1 + ε (ε > 0) to t ∈ (tk−1, tk) (k = 1, 2, ...), we
have
ui(t)e
∫ t
t0
ai(ξ)dξ
= ui(tk−1 + ε)e
∫ tk−1+ε
t0
ai(ξ)dξ +
∫ t
tk−1+ε
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))

+
∫ t
tk−1+ε
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t
tk−1+ε
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t
tk−1+ε
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ t
tk−1+ε
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) . (15)
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Letting ε→ 0 in (15), we have for t ∈ (tk−1, tk) (k = 1, 2, ...)
ui(t)e
∫ t
t0
ai(ξ)dξ
= ui(tk−1 + 0)e
∫ tk−1
t0
ai(ξ)dξ +
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))

+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) . (16)
Setting t = tk − ε (ε > 0) in (16) ,
ui(tk − ε)e
∫ tk−ε
t0
ai(ξ)dξ = ui(tk−1 + 0)e
∫ tk−1
t0
ai(ξ)dξ
+
∫ tk−ε
tk−1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))

+
∫ tk−ε
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ tk−ε
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ tk−ε
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ tk−ε
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) , (17)
and, letting ε→ 0, we obtain
ui(tk − 0)e
∫ tk
t0
ai(ξ)dξ
= ui(tk−1 + 0)e
∫ tk−1
t0
ai(ξ)dξ +
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))

+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) . (18)
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Noting ui(tk − 0) = ui(tk), (18) can be rearranged as
ui(tk)e
∫ tk
t0
ai(ξ)dξ
= ui(tk−1 + 0)e
∫ tk−1
t0
ai(ξ)dξ +
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))

+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ tk
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) . (19)
Combining (16) and (19) we deduce
ui(t)e
∫ t
t0
ai(ξ)dξ
= ui(tk−1 + 0)e
∫ tk−1
t0
ai(ξ)dξ +
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) , (20)
for t ∈ (tk−1, tk] (k = 1, 2, ...) , and hence
ui(t)e
∫ t
t0
ai(ξ)dξ =
{
ui(tk−1) + Ii(k−1) (ui(tk−1))
}
e
∫ tk−1
t0
ai(ξ)dξ
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s)
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= ui(tk−1)e
∫ tk−1
t0
ai(ξ)dξ +
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds+
∫ t
tk−1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s)
+Ii(k−1) (ui(tk−1)) e
∫ tk−1
t0
ai(ξ)dξ, (21)
which results in
ui(tk−1)e
∫ tk−1
t0
ai(ξ)dξ
= ui(tk−2)e
∫ tk−2
t0
ai(ξ)dξ +
∫ tk−1
tk−2
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ tk−1
tk−2
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ tk−1
tk−2
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ tk−1
tk−2
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds+
∫ tk−1
tk−2
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s)
+Ii(k−2) (ui(tk−2)) e
∫ tk−2
t0
ai(ξ)dξ,
.
.
.
ui(t2)e
∫ t2
t0
ai(ξ)dξ
= ui(t1)e
∫ t1
t0
ai(ξ)dξ +
∫ t2
t1
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t2
t1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t2
t1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t2
t1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds+
∫ t2
t1
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s)
+Ii1 (ui(t1)) e
∫ t1
t0
ai(ξ)dξ,
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and
ui(t1)e
∫ t1
t0
ai(ξ)dξ
= ui(t0) +
∫ t1
t0
e
∫ s
t0
ai(ξ)dξd
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t1
t0
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t1
t0
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t1
t0
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ t1
t0
e
∫ s
t0
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) + Ii0 (ui(t0)) . (22)
Performing an integration by parts, we can conclude, for t ≥ t0, i = 1, 2, ..., n,
ui(t)
=
ui(t0)−
 n∑
j=1
qij(t0)uj(t0 − τ j (t0))
 e− ∫ tt0 ai(ξ)dξ
+
 n∑
j=1
qij(t)uj(t− τ j (t))

−
∫ t
t0
ai (s) e
− ∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s)
+e
− ∫ t
t0
ai(ξ)dξ
n∑
t0<tk<t
{
Iik (ui(tk)) e
∫ tk
t0
ai(ξ)dξ
}
. (23)
Now, for a fixed initial function ϕ : [m(t0), t0] → Rn with ‖ϕ‖ = δ0, we choose
l > δ0 (and corresponding li as described previously), such that
4δ0
n∑
i=1
1 + n∑
j=1
|qij(t0)|
2M2i ≤ l2 (1− 4γ) . (24)
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For such initial function ϕ and constants l, li we consider the space X
l
ϕ and
define the operator P : X lϕ → X lϕ by (Pu)(t) := [(P1u1) (t) , (P2u2) (t) , ..., (Pnun) (t)]T
∈ X lϕ, where Pi : X liϕi → X liϕi satisfies (Piui) (t) = ϕi(t) for t ∈ [m(t0), t0], and
for t ≥ t0, Pi (ui) : [m (t0) ,+∞)→ R (i = 1, 2, ..., n) is defined as follows:
(Piui) (t)
=
ϕi(t0)−
 n∑
j=1
qij(t0)ϕj(t0 − τ j (t0))
 e− ∫ tt0 ai(ξ)dξ
+
 n∑
j=1
qij(t)uj(t− τ j (t))

−
∫ t
t0
ai (s) e
− ∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s)
+e
− ∫ t
t0
ai(ξ)dξ
( ∑
t0<tk<t
Iik (ui(tk)) e
− ∫ t0tk ai(ξ)dξ
)
=
8∑
m=1
Qim (t) , (25)
where,
Qi1 (t) =
ϕi(t0)−
 n∑
j=1
qij(t0)ϕj(t0 − τ j (t0))
 e− ∫ tt0 ai(ξ)dξ,
Qi2 (t) =
n∑
j=1
qij(t)uj(t− τ j (t)),
Qi3 (t) =
∫ t
t0
ai (s) e
− ∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds,
Qi4 (t) =
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
aij(s)uj (s) ds,
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Qi5 (t) =
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
bij(s)fj (uj(s)) ds,
Qi6 (t) =
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
cij(s)gj (uj(s− δj (s))) ds,
Qi7 (t) =
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
σij(uj(s))dwj (s) ,
Qi8 (t) = e
− ∫ t
t0
ai(ξ)dξ
( ∑
t0<tk<t
Iik (ui(tk)) e
− ∫ t0tk ai(ξ)dξ
)
.
To conclude the proof of our theorem, we proceed in three steps as follows.
First step: We prove that P (X lϕ) ⊂ X lϕ. Let us first show the mean
square continuity of P on [t0,∞) . For ui ∈ X liϕi , it is necessary to show that
Pi (ui) ∈ X liϕi . It is clear that Pi is continuous on [m(t0), t0]. For fixed time
t ≥ t0, for each i ∈ {1, 2, 3, ..., n} , ui ∈ X liϕi , and |ε| be sufficiently small,
E |(Pi (ui)) (t+ ε)− (Pi (ui)) (t)|2 ≤ 8
8∑
m=1
E |Qim (t+ ε)−Qim (t)|2 . (26)
Since ui ∈ X liϕi , we know that ui is continuous on t 6= tk (k = 1, 2, ...). Moreover,
lim
t→t−k
ui (t) and lim
t→t+k
ui (t) exist, in addition, lim
t→t−k
ui (t) = ui
(
t−k
)
.
Letting t 6= tk (k = 1, 2, ...) in (24), it is easy to see that,
E |Qim (t+ ε)−Qim (t)|2 → 0, (m = 1, 2, ..., 8), as ε→ 0,
for t ≥ t0 and t 6= tk (k = 1, 2, ...) .
Letting t = tk (k = 1, 2, ...) in (24), it can be easily obtained
E |Qim (t+ ε)−Qim (t)|2 → 0 as ε→ 0 for m = 1, 2, ..., 7.
Letting ε < 0 such that |ε| is small enough, we have
E |Qi8 (tk + ε)−Qi8 (tk)|2
= E
∣∣∣∣e− ∫ tk+εt0 ai(ξ)dξ ∑
t0<tm<tk+ε
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}
− e−
∫ tk
t0
ai(ξ)dξ
∑
t0<tm<tk
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}∣∣∣∣2
=
(
e−
∫ tk+ε
t0
ai(ξ)dξ − e−
∫ tk
t0
ai(ξ)dξ
)2
E
∣∣∣∣ ∑
t0<tm<tk
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}∣∣∣∣2 ,
which implies lim
ε→0−
E |Qi8 (tk + ε)−Qi8 (tk)|2 = 0.
Letting ε > 0 be small enough, we have
E |Qi8 (tk + ε)−Qi8 (tk)|2
= E
∣∣∣∣e− ∫ tk+εt0 ai(ξ)dξ ∑
t0<tm<tk+ε
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}
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− e−
∫ tk
t0
ai(ξ)dξ
∑
t0<tm<tk
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}∣∣∣∣2
= E
∣∣∣∣e− ∫ tk+εt0 ai(ξ)dξ ( ∑
t0<tm<tk
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}+ Iik (ui(tk)) e− ∫ t0tk ai(ξ)dξ)
− e−
∫ tk
t0
ai(ξ)dξ
∑
t0<tm<tk
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}∣∣∣∣2
= E
∣∣∣∣{e− ∫ tk+εt0 ai(ξ)dξ − e− ∫ tkt0 ai(ξ)dξ} ∑
t0<tm<tk
{
Iim (ui(tm)) e
− ∫ t0tm ai(ξ)dξ}
+ e−
∫ tk+ε
t0
ai(ξ)dξIik (ui(tk)) e
− ∫ t0tk ai(ξ)dξ∣∣∣2
= E
∣∣∣e− ∫ tkt0 ai(ξ)dξIik (ui(tk)) e− ∫ t0tk ai(ξ)dξ∣∣∣2 ,
which implies that
lim
ε→0+
E |Qi8 (tk + ε)−Qi8 (tk)|2 = E |Iik (ui(tk))|2 .
According to the above discussion, we see that Pi (ui) : [m (t0) ,+∞) → R
(i = 1, 2, ..., n) is mean square continuous on t 6= tk (k = 1, 2, ...) , while for
t = tk (k = 1, 2, ...) , lim
t→t−k
(Pi (ui)) (t) and lim
t→t+k
(Pi (ui)) (t) exist. Furthermore,
we also obtain that
lim
t→t−k
(Pi (ui)) (t) = (Pi (ui)) (tk) 6= lim
t→t+k
(Pi (ui)) (t) .
Then we need to prove E |Qim (t)|2 → 0 as t→∞, for m = 1, 2, ..., 8. In fact,
for any ε > 0, there exists non-impulsive Ti > 0, such that for t ≥ Ti we have
E |ui (t)|2 < ε, for i = 1, 2, ..., n. Then, by condition (12) , it is straightforward
to prove
E |Qi1 (t)|2 ≤ E
∣∣∣∣∣∣ϕi(t0)−
n∑
j=1
qij(t0)ϕj(t0 − τ j (t0))
∣∣∣∣∣∣
2
e
−2 ∫ t
t0
ai(ξ)dξ → 0, as
t→∞, which yields E |Qi1 (t)|2 → 0 as t→∞.
Also, due to the fact that E |uj (t)|2 → 0 and t−τ j (t)→∞ for j = 1, 2, ..., n,
as t→∞, then
E |Qi2 (t)|2 ≤ E
∣∣∣∣∣∣
n∑
j=1
qij(t)uj(t− τ j (t))
∣∣∣∣∣∣
2
≤ n
 n∑
j=1
|qij(t)|2 E |uj(t− τ j (t))|2
→ 0,
which means that E
(
|Qi2 (t)|2
)
→ 0 as t→∞.
E |Qi3 (t)|2 ≤ E
∣∣∣∣∣∣∫ tt0 ai (s) e−
∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
∣∣∣∣∣∣
2
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≤ E
∣∣∣∣∣∣∫ Tt0 ai (s) e−
∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
+
∫ t
T
ai (s) e
− ∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)uj(s− τ j (s))
 ds
∣∣∣∣∣∣
2
≤ 2E
(
sup
σ>m(t0)
|uj(σ)|2
)
E
∣∣∣∣∣∣∫ Tt0 ai (s) e−
∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)
 ds
∣∣∣∣∣∣
2
+2εE
∣∣∣∣∣∣∫ tT ai (s) e−
∫ t
s
ai(ξ)dξ
 n∑
j=1
qij(s)
 ds
∣∣∣∣∣∣
2
.
By using condition (12), there is T1 ≥ T such that when t ≥ T1 we have
2E
(
sup
σ>m(t0)
|uj(σ)|2
)
e
−2 ∫ t
T1
ai(ξ)dξ
∣∣∣∣∣∣∫ Tt0 ai (s) e−
∫ T1
s
ai(ξ)dξ
 n∑
j=1
qij(s)
 ds
∣∣∣∣∣∣
2
≤ (1− γ) ε.
By condition (11), E |Qi3 (t)|2 ≤ γε+ (1− γ) ε = ε. Thus E |Qi3 (t)|2 → 0 as
t→∞.
Similarly, we have that E
(
|Qim (t)|2
)
→ 0 (m = 4, 5, 6) as t→∞.
E |Qi7 (t)|2 ≤ E
∫ T
t0
e−2
∫ t
s
ai(ξ)dξ
n∑
j=1
∣∣σ2ij(uj(s))∣∣ ds
+E
∫ t
T
e−2
∫ t
s
ai(ξ)dξ
n∑
j=1
∣∣σ2ij(uj(s))∣∣ ds
≤
n∑
j=1
L2ijE
(
sup
s>m(t0)
|uj(s)|
)2
e−2
∫ t
T
ai(ξ)dξ
(∫ T
t0
e−2
∫ t
s
ai(ξ)dξds
)
+ε
n∑
j=1
L2ij
(∫ t
T
e−2
∫ t
s
ai(ξ)dξds
)
≤
n∑
j=1
L2ijE
(
sup
s>m(t0)
|uj(s)|
)2
e
−2 ∫ t
T1
ai(ξ)dξ
(∫ T1
t0
e−2
∫ T1
s
ai(ξ)dξds
)
+ εγ.
By using condition (12), there is T1 ≥ T such that when t ≥ T1 we have
n∑
j=1
L2ijE
(
sup
s>m(t0)
|uj(s)|
)2
e
−2 ∫ t
T1
ai(ξ)dξ
(∫ T1
t0
e−2
∫ T1
s
ai(ξ)dξds
)
≤ (1− γ) ε.
Thanks to condition (11), E |Qi7 (t)|2 ≤ γε+(1− γ) ε = ε. Thus E |Qi7 (t)|2 →
0 as t→∞.
E |Qi8 (t)|2 ≤ e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<t
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
≤ 2e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<Ti
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
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+2εe
−2 ∫ t
t0
ai(ξ)dξ
∣∣∣∣∣ ∑
Ti<tk<t
pike
− ∫ t0tk ai(ξ)dξ
∣∣∣∣∣
2
≤ 2e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<Ti
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
+2εe
−2 ∫ t
t0
ai(ξ)dξ
∣∣∣∣∣ ∑
Ti<tk<t
pi (tk − tk+1) e−
∫ t0
tk
ai(ξ)dξ
∣∣∣∣∣
2
≤ 2e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<Ti
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
+2εe−2nit
∣∣∣∣∣ ∑
Ti<tk<t
pi (tk − tk+1) enitk
∣∣∣∣∣
2
≤ 2e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<Ti
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
+2εp2i e
−2nit
∣∣∣∣∣ ∑
Ti<tr<tk
(tr+1−tr) enitr + µenitk
∣∣∣∣∣
2
≤ 2e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<Ti
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
+4εp2i e
−2nit
(∣∣∣∫ tTi enisds∣∣∣2 + |µenit|2)
≤ 2e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<Ti
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
+ 4εp2i
(
1
n2i
+ µ2
)
≤ 2e−2
∫ t
t0
ai(ξ)dξE
∣∣∣∣∣ ∑
t0<tk<Ti
{
pik |ui(tk)| e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
+ 4εγ.
By condition (12), there is T1 ≥ Ti such that for t ≥ T1
E
(
sup
t0<tk<Ti
|ui(tk)|
)2
e−2
∫ T1
t0
ai(ξ)dξe
−2 ∫ t
T1
ai(ξ)dξ
∣∣∣∣∣ ∑t0<tk<Ti
{
pike
− ∫ t0tk ai(ξ)dξ}∣∣∣∣∣
2
≤
(1− 4γ) ε.
which means that E
(
|Qi8 (t)|2
)
→ 0 as t→∞. This yields E |(Pi (ui)) (t)|2 → 0
as t→∞.
Let us now prove that for any u ∈ X lϕ we have ‖Pu‖X ≤ l. Since f, g, σ,
Iik, i = 1, ..., n, k = 1, 2, ... satisfy Lipschitz conditions, Eq. (25), condition (11)
and the Lp-Doob imply
E
[
n∑
i=1
sup
t≥m(t0)
|(Piui) (t)|2
]
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≤ 4
n∑
i=1
|ϕi(t0)|+
 n∑
j=1
|qij(t0)|
∣∣ϕj(t0 − τ j (t0))∣∣
2 e−2 ∫ tt0 ai(ξ)dξ
+4
n∑
i=1
Esupt≥t0
 n∑
j=1
|qij(t)| |uj(t− τ j (t))|

+
∫ t
t0
|ai (s)| e−
∫ t
s
ai(ξ)dξ
 n∑
j=1
|qij(s)| |uj(s− τ j (s))|
 ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|aij(s)| |uj (s)| ds+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|bij(s)| |fj (uj(s))| ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|cij(s)| |gj (uj(s− δj (s)))| ds
2
+4
n∑
i=1
Esup
t≥t0
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|σij(uj(s))| dwj (s)
2
+4
n∑
i=1
Esup
t≥t0
[
e−
∫ t
s
ai(ξ)dξ
∑
t0<tk<t
{
|Iik (ui(tk))| e−
∫ t0
tk
ai(ξ)dξ
}]2
≤ 4
n∑
i=1
|ϕi (t0)|2
1 + n∑
j=1
|qij(t0)|
2 e−2 ∫ tt0 ai(ξ)dξ

+4
[
n∑
i=1
(
E sup
s≥m(t0)
|uj(s))|2
)]
n∑
i=1
sup
t≥t0
 n∑
j=1
|qij(t)|

+
∫ t
t0
|ai (s)| e−
∫ t
s
ai(ξ)dξ
 n∑
j=1
|qij(s)|
 ds+ ∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|aij(s)| ds
+
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|bij(s)|αjds +
∫ t
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|cij(s)|βjds
2
+ L2ij
∫ t
t0
e−2
∫ t
s
ai(ξ)dξds+ p2i
(
1
ni
+ µ
)2}
≤ 4
n∑
i=1
|ϕi (t0)|2
1 + n∑
j=1
|qij(t0)|
2 e−2 ∫ tt0 ai(ξ)dξ
+4γ [ n∑
i=1
(
E sup
s≥m(t0)
|uj(s))|2
)]
≤ 4δ0
n∑
i=1
1 + n∑
j=1
|qij(t0)|
2M2i + 4γl2.
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Further, from (24), we have
[
n∑
i=1
(
E sup
t≥m(t0)
|(Piui) (t)|2
)]
≤ l2 (1− 4γ) +
4γl2 = l2. Hence ‖Pu‖
X
≤ l, and then P (X lϕ) ⊂ X lϕ.
Second step: Now we will show that P has a unique fixed point u in X lϕ.
For any x = (x1, x2, ..., xn)
T ∈ X lϕ, y = (y1, y2, ..., yn)T ∈ X lϕ, we have
E
(
n∑
i=1
sup
s≥m(t0)
|(Pixi) (s)− (Piyi) (s)|2
)
≤ E
 n∑
i=1
sup
s≥t0
∣∣∣∣∣∣
n∑
j=1
qij(s) [xj(s− τ j (s))− yj(s− τ j (s))]
− ∫ s
t0
ai (u) e
− ∫ t
s
ai(ξ)dξ
n∑
j=1
qij(u) [xj(u− τ j (u))− yj(u− τ j (u))] du
+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
aij(u) [xj (u)− yj (u)] ds
+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
bij(u) [fj (xj(u))− fj (yj(u))] du
+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
cij(u) [gj (xj(u− δj (u))− gj (yj(u− δj (u))))] du
+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
[σij(xj(u))− σij(yj(u))] dwj (u)
+ e
− ∫ t
t0
ai(ξ)dξ
∑
t0<tk<s
{
[Iik (xi(tk)− Iik (yi(tk)))] e−
∫ t0
tk
ai(ξ)dξ
}∣∣∣∣∣
2
 .
By using the Doob Lp-inequality (see [19]),
E
 n∑
i=1
sup
s≥t0
∣∣∣∣∣∣∫ st0 e−
∫ t
s
ai(ξ)dξ
n∑
j=1
[σij(xj(u))− σij(yj(u))] dwj (u)
∣∣∣∣∣∣
2
≤ 4E
n∑
i=1
n∑
j=1
sup
s≥t0
(∫ s
t0
e−2
∫ t
s
ai(ξ)dξ |σij(xj(u))− σij(yj(u))|2 du
)
≤ 4
n∑
i=1
n∑
j=1
L2ij sup
s≥t0
∫ s
t0
e−2
∫ t
s
ai(ξ)dξE
n∑
j=1
(
sup
u≥m(t0)
|xj(u))− yj(u))|2
)
du
 ,
and
E
[
e
− ∫ t
t0
ai(ξ)dξ
∑
t0<tk<s
{
|Iik (xi(tk))− Iik (yi(tk))| e−
∫ t0
tk
ai(ξ)dξ
}]2
≤ E
[
n∑
i=1
sup
s≥t0
(
e−nit
∑
t0<tk<s
{|Iik (xi(tk))− Iik (yi(tk))| enitk}
)]2
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≤ E
n∑
j=1
(
sup
s≥m(t0)
|xj(s)− yj(s)|2
)
× p2i e−2nit
( ∑
t0<tk<t
enitkµ
)2
≤
E n∑
j=1
(
sup
s≥m(t0)
|xj(s)− yj(s)|2
)× p2i e−2nit
( ∑
t0<tk<t
enitkµ
)2
≤
E n∑
j=1
(
sup
s≥m(t0)
|xj(s))− yj(s))|2
)×
×p2i e−2nit
( ∑
t0<tr<tk
{enitr (tr+1 − tr)}+ enitkµ
)2
≤
E n∑
j=1
(
sup
s≥m(t0)
|xj(s))− yj(s))|2
)× p2i e−2nit (∫ tt0 enisds+ enitµ)2
≤
E n∑
j=1
(
sup
s≥m(t0)
|xj(s))− yj(s))|2
)× p2i ( 1ni + µ
)2
.
Then,{
E
n∑
i=1
sup
s≥m(t0)
|(Pixi) (s)− (Piyi) (s)|2
} 1
2
≤ √3
{[
E
n∑
i=1
(
sup
s≥m(t0)
|xi (s)− yi (s)|2
)]} 1
2
×

n∑
i=1
sup
s≥t0
 n∑
j=1
|qij(s)|+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|ai (u)| |qij(u)| du
+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|aij(u)| ds+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|bij(u)|αjdu
+
∫ s
t0
e−
∫ t
s
ai(ξ)dξ
n∑
j=1
|cij(u)|βjdu
2
+ 4
∫ s
t0
e−2
∫ t
s
ai(ξ)dξ
n∑
j=1
L2ijdu+ p
2
i
(
1
ni
+ µ
)2
1
2
.
By condition (11) , P is a contraction mapping with constant √3γ. Thanks
to the contraction mapping principle (Smart [31], p. 2 ), we deduce that P :
X lϕ → X lϕ possesses a unique fixed point in X lϕ which solves (1), is bounded
and tends to zero as t goes to infinity. Referring to [5], [9], [26], except for the
fixed point method, we know of another way to prove that solutions of (1) are
stable. Let ε > 0 be given, by proceeding now in the opposite way as before,
i.e., choosing a fixed l = ε > 0, we obtain that there is δ > 0 ( small enough
so that (24) holds with δ0 = δ ) such that for ‖ϕ‖ < δ implies that the unique
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solution u of (1) with u = ϕ on [m (t0) , t0] satisfies E
n∑
i=1
|ui (t, t0, ϕi)|2 < ε for
all t ≥ m (t0). Moreover E
n∑
i=1
|ui (t, t0, ϕi)|2 → 0 as t→∞.
Third step: We will prove that the zero solution of (1) is mean-square
asymptotically stable. Let ε > 0 be given and choose δ > 0 (δ < ε) satisfying
4δ
n∑
i=1
1 + n∑
j=1
|qij(t0)|
2M2i < (1− 4γ) ε, (27)
where γ is the left hand side of (11). If u (t) = u (t, t0, ϕ) is a solution of
(1) with the initial condition (3) satisfying ‖ϕ‖2 < δ, then u (t) = (Pu) (t) as
defined in (25). We claim that E
n∑
i=1
|ui (t)|2 < ε for all t ≥ t0. Notice that
E
n∑
i=1
|ui (t)|2 < ε on t ∈ [m (t0) , t0] , we suppose that there exists t∗ > t0 such
that E
n∑
i=1
|ui (t∗)|2 = ε and E
n∑
i=1
|ui (t)|2 < ε for m (t0) ≤ t ≤ t∗. Then, it
follows from (25) and (27) that
E
n∑
i=1
|ui (t∗)|2 ≤ 4E
n∑
i=1
|ϕi (t0)|2
1 + n∑
j=1
|qij(t0)|
2 e−2 ∫ t∗t0 ai(ξ)dξ
+4ε
n∑
i=1

 n∑
j=1
(
|qij(t∗)|+
∫ t∗
t0
e−
∫ t∗
s
ai(ξ)dξ |aij(s)| ds
+
∫ t∗
t0
e−
∫ t∗
s
ai(ξ)dξ |qij(s)| |ai (s)| ds
)]2
+ L2ij
∫ t∗
t0
e−2
∫ t∗
s
ai(ξ)dξds+ p2i
(
1
ni
+ µ
)2}
≤ 4δ
n∑
i=1
1 + n∑
j=1
|qij(t0)|
2 e−2 ∫ t∗t0 ai(ξ)dξ + 4γε
≤ 4δ
n∑
i=1
1 + n∑
j=1
|qij(t0)|
2M2i + 4γε < (1− 4γ) ε+ 4γε = ε.
which contradicts that E
n∑
i=1
|ui (t∗)|2 = ε. Thus E
n∑
i=1
|ui (t)|2 < ε for all t ≥ t0,
and the zero solution of (1) is stable. This shows that the zero solution of (1) is
asymptotically stable.
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Remark 3.1: The results presented in this paper improve and extend the
main result proved in Ref. [11] for non-impulsive cases.
Remark 3.2: It follows from the first part of the proof of Theorem 3.1 that
the zero solution of (1) is stable under assumption (11). Moreover, Theorem 3.1
still holds true if (11) is satisfied for t ≥ tρ for some tρ ∈ R+.
4 Example
In this section, we analyze one example to illustrate the applicability of Theorem
3.1.
Example: 4.1 Consider the following two-dimensional impulsive stochastic
delay differential equation
d [x(t)−Q (t)x(t− τ (t))] = [A(t)x(t) +B(t)f (x(t))] dt
+G(t)x(t)dw (t) , t ≥ 0, t 6= tk,
∆ui (tk) = ui (tk + 0)− ui (tk) = 0.1ui (tk) , k = 1, 2, ..., (28)
where
Q(t) =
( − sin t10 0
0.021 sin t50
)
, A (t) =
( − 201+e−t 0
0 − 401+e−t
)
B (t) =
( − 1
(1+e−t)2 0
− 8
5(1+e−t)2 − 1(1+e−t)2
)
, G (t) =
 √ 11+e−t 0
0
√
1
2(1+e−t)
 ,
fj (x(t)) =
|x+1|−|x−1|
2 , j = 1, 2, pik (ui (tk)) = 0.1ui (tk) for i = 1, 2 and k =
1, 2, ..., tk = tk+1 + 0.2k (k = 1, 2, ...). It is easy to see that µ = 0.2 and αj = 1
as well as pik = 0.1. If we choose a1 (t) =
20
1+e−t , a2 (t) =
40
1+e−t , and we select
pi = 0.5.
By straightforward computations, we can check that condition (11) in The-
orem 3.1 holds true, where τ ∈ C(R+,R+) is an arbitrary continuous function
which satisfies t− τ (t)→∞ as t→∞. Then
n∑
i=1

 n∑
j=1
(
|qij(t)|+
∫ t
0
e−
∫ t
s
ai(ξ)dξ |aij(s)| ds
+
∫ t
0
e−
∫ t
s
ai(ξ)dξ |qij(s)| |ai (s)| ds+
∫ t
0
e−
∫ t
s
ai(ξ)dξ |bij(s)|αjds
)]2
+ 4
n∑
j=1
∫ t
0
L2ije
−2 ∫ s
t
ai(ξ)dξds+ p2i
(
1
ni
+ µ
)2 ≤ 0.066 + 0.125 + 0.039 < 14 ,
and since ∃n1 > 0 : a1 (t) > n1, and ∃n2 > 0 : a2 (t) > n2, where n1 =
10, n2 = 20, it is easy to see that all the conditions of Theorem 3.1 hold for
γ ' 0.23 < 14 . Thus, Theorem 3.1 implies that the zero solution of (28) is mean
square asymptotically stable.
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Remark 4.1: From Example 4.1, we see that a1, a2 are not constant,
whereas the functions a1, a2 in Ref. [11] are required to be constant. Therefore,
the conditions in our paper improve those obtained in Ref. [11].
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