ABSTRACT. Surface water quality models (SWQM) are always developed as universal frameworks so that they can be flexibly employed to simulate a large variety of water bodies. These models are often over-parameterized (more parameters than needed are included in these models). As a result, it is necessary to identify sensitive parameters when these models are applied to the simulations of specific water bodies. Sensitivity analysis has been widely used as an effective tool to undertake the task. In this study, a hybrid approach was developed through integrating the parameter perturbation method and the Morris method into a general SWQMparameter sensitivity analysis framework. The approach was applied to Lake Maumelle in Arkansas with its hydrodynamics and water quality being simulated by the model CE-QUAL-W2. The sensitivities of the 96 model parameters were firstly evaluated by the parameter perturbation method in the simulation of the variables including temperature, ammonium, nitrate-nitrite, dissolved oxygen, total phosphorus and chlorophyll a, and 51 of them were found sensitive. The sensitivities of the 51 parameters were further investigated using the Morris method. It was found that each output variable was strongly sensitive to a distinctive set of parameters. It is also observed that the highly sensitive parameters display nonlinear relationships with the model outputs or strong correlations with other parameters. The obtained results from this study could provide a scientific base and solid start for the calibration, validation and application of the model.
Introduction
In the development of surface water quality models (SWQM), hydraulic and kinetic parameters are employed to describe mathematically the hydrodynamic and kinetic processes occurring in water bodies. These models are often established as universal frameworks in order that they are flexible and can be employed to simulate a large variety of water bodies. As a result, the developed universal SWQM frameworks always contain a large number of parameters. On the one hand, this could significantly facilitate and enhance the water quaility modeling process; on the other hand, inevitably, they are frequently over-parameterized (in other words, more parameters than needed are included in these models). Therefore, it becomes extremely necessary to identify the most important (or say, sensitive) parameters from the parameter pool in these models. Once identified, these parameters are the ones to which most of the calibration effort should be devoted. Previously, sensitivity analysis has been widely used as an effective tool for identifying the parameters that have relatively significant influences on the model output. In addition, sensitivity analysis can play an important role in model verification and application. It also can be used to provide insights into the robustness of model results when making decisions.
There are a large number of methods that can be used to perform a sensitivity analysis. These methods can be divided into two main categories: local and global sensitivity methods. Local sensitivity methods, such as the parameter perturbation method (Chapra, 1997) and differential analysis, calculate the local gradients of the model output with respect to infinitesimal parameter variations. They are simple to implement, computationally cheap and best suited for preliminary parameter screening to filter important parameters from the large number of model parameters. However, these techniques focus on the impact of changes from pre-specified parameter values (such as default values). They cannot evaluate the sensitivity of the parameters over their entire feasible ranges. Consequently, a number of global sensitivity analysis techniques have been developed and are receiving considerable attention by different modelers. Examples include Fourier amplitude sensitivity test (FAST) (Deflandre et al., 2006) , regional sensitivity analysis (RSA) (Sincock et al., 2003) , generalized sensitivity analysis (GSA) (Cox and Whitehead, 2005) , adjoint sensitivity method (Piasecki, 2004) and Monte Carlo analysis (Bobba et al., 1996) . They are capable of explaining the mo-del behavior under simultaneous parameter perturbations of arbitrary magnitude. Unfortunately, the global methods are generally computationally demanding (i.e. requiring a large number of model executions); their applications are mostly limited to the models that are computationally cheap or have a small number of parameters to be calibrated. Thus, for the computationally expensive water quality models, sensitivity analysis methods that are computational cheap are desired.
The Morris method is a relatively computationally cheap method for sensitivity analysis (Morris, 1991; Saltelli et al., 2004) . Although it is a "one parameter at a time" (OAT) method, in which only one parameter is modified between two successive runs of the model, it can examine the entire range of a parameter in successive runs. In this sense, the method can be regarded as global (Saltelli et al., 2004) . This method has been used in several fields, such as chemical kinetic systems (Zádor et al., 2006) , watershed model (Francos et al., 2003; Griensven et al., 2006) , climate change prediction and laboratory ground water flow and solute transport modeling (Larsbo and Jarvis, 2006) . CE-QUAL-W2 is a widely used hydrodynamic and water quality model supported by the USACE Waterways Experiments Station (Cole and Wells, 2003) . Various sensitivity analyses have been conducted to investigate the sensitivities of different parameters in this model (Green, 2001; Bowen and Hieronymus, 2003; Cole and Wells, 2003; Wu et al., 2006) . However, a complete sensitivity analysis for all parameters in CE-QUAL-W2 has never been performed before due to the facts that the model contains a vast number of adjustable parameters and that the model execution is highly computationally demanding. A complete sensitivity analysis would be a time-consuming process and computational challenge.
The objective of this study is to develop a hybrid approach based on the parameter perturbation method and the Morris method to perform a comprehensive sensitivity analysis for the hydraulic and kinetic parameters in the model CE-QUAL-W2. The developed approach is applied to Lake Maumelle in Arkansas (US) and it is indicated that the obtained results could provide a scientific base and solid start for the calibration, validation and application of the model.
Methodology -The Hybrid Approach
In the SWQM, model parameters are used to define various inherent hydrodynamic and kinetic processes affecting water flow and water quality. Some of the model parameters have significant impacts on the model outputs while others have less or no effects. Therefore, it is essential to screen and rank the parameters with respect to their sensitivities (on model output/behavior), and generate a short-list of most sensitive parameters so as to reduce the computation demand in model calibration, validation and application. In the proposed hybrid approach, the parameter perturbation method is simple to implement and computationally economic. It can help identify and eliminate the least sensitive ones from the general parameter pool through adjusting parameters from default values and analyzing their impacts. Then, the Morris method comes into play through ranking the remaining sensitive parameters in terms of their sensitivity levels and relative importance. Thus, individual groups of most and less-most sensitive parameters can be identified, allowing the modeler concentrate on them and calibrate the model in a more effective and efficient fashion.
The Parameter Perturbation Method
The parameter perturbation method is a "one-parameterat-a-time" approach. It consists of varying each of the model parameters within their feasible ranges at one point in the parameter hyperspace while holding all other terms unchanged (Melching and Yoon, 1996; Chapra, 1997) . The corresponding variations of model variables reflect how sensitive the model outputs (or solutions) are in response to the changed parameter. Different statistic methods, such as the absolute error, relative error, absolute mean error (AME), and root mean square difference (RMSD) can be used to measure the variations. In this study, RMSD was used, which can be mathematically expressed as:
where y k is the kth model output (solution); x i refers to the ith model parameter; N is the total number of parameters; ∆x i is the perturbation of the model parameter x i and M is the total number of model outputs. A RMSD threshold was set for indicating whether the model parameter x i is sensitive or not.
The Morris Method
The Morris method was used in this study to rank the parameters in the parameter subset screened from the perturbation method. This method ranks the input parameters in terms of their relative importance and sensitivities through examining their mean effect on output and their non-linear interaction effects (Saltelli et al., 2004 ). This method was described below.
Assume that the model output y = y(x) is a scalar function of the vector x of input parameters. The vector x = (x 1 , x 2 , …, x N ) has N elements and each x i is scaled to have values in the set {0, 1/(p − 1), 2/(p − 1), …, 1}, where p is the number of levels. A model run is performed based on the random selection of all input parameters from the set {0, 1/(p − 1), …, 1 − ∆}. And then a single input parameter, x i , is randomly selected and modified by an increment ∆, and a second run is performed. The elementary effect of the ith element of x on the output y where x i has been changed by an increment ∆ can be calculated by:
where d(x i ) denotes the elementary effect of input parameter i on the model output. In the case where a SWQM produces simulated outputs at several locations in a water body for a series of time points, the elementary effect of the ith element of x on the outputs can be calculated using the following equation:
where M is the total number of simulated outputs at all locations and time points. Through the same procedure, the elementary effects of all elements of x (all parameters) can be obtained. However, this procedure is extremely computationally demanding, and thus becomes unaffordable for most water quality models. Instead, the Morris method tends to obtain a finite distribution of elementary effects associated with the model parameters, during which this procedure is repeated until stable output statistics, including (arithmetic) mean and standard deviation of elementary effects for each input parameter have been achieved.
In the above method, two model runs are required for evaluating each elementary effect. The computational effort required for obtaining R elementary effects for each of N input parameters equals to a total of 2NR model runs. Morris suggested a more efficient sampling method. The sampling method starts by randomly selecting a "base" value x * . Each component x i of x * is sampled from the set {0, 1/(p − 1), 2/(p − 1), ..., 1}. Note that the vector x * is used to generate the other sampling points but it is not one of them and the model is never evaluated at x * . The first sampling point, x (1) , is obtained by increasing or decreasing ith element of x * by . The second sampling point is generated from x * but differs from x (1) in its ith element. The third sampling point, x (3) , is generated from the base value x * but differs from x (2) for element j (for any j ≠ i). The sampling method proceed to produce a succession of (N + 1) sampling points x
, in which two consecutive points differ in only one element. These sampling points defines a trajectory in the input space. In this sampling method, every element of the base vector x * has been selected at least once to be increased or decreased by  in order to calculate one elementary effect for each parameter. The total computational effort required for obtaining R elementary effects for each of N input parameters equals (N + 1)R model runs. Although the sampling points belonging to the same trajectory are not independent, the R elementary effects for each input parameter are from different trajectories and are independent. The Morris measure, μ(x i ), can then be used to estimate the overall effect of the ith element of x on the outputs by the following equation:
where d j (x i ) represents the elementary effect of x i on the output y in the jth run, where j = 1, …, R; μ(x i ) represents the mean of d j (x i ) over R runs. And the standard deviation is given by:
where σ(x i ) represents the standard deviation of d j (x i ).
One potential problem associated with the Morris measure [μ(x i )] lies in that, the calculated d j (x i ) might be positive or negative and the total effect measure could be biased or underestimated somehow because of that. To overcome this limitation, the Morris measure is modified to the following formula by using the absolute mean effect across R runs instead:
where μ * (x i ) represents the absolute mean of d j (x i ) over R runs, indicating the influence of input parameter x i on the model outputs; the larger the μ * (x i ) is, the higher influence on the outputs from the input parameter x i , and the more sensitive the parameter is. The σ(x i ) gives the spread extent of the elementary effect of one parameter on the output for all runs. A large measure of spread [large σ(x i )] usually is contributed from either a highly non-linear impact of the parameter x i on the output, or an interaction of the parameter x i with other parameters, or both. On the contrary, a low σ indicates similar values of the elementary effects across the different calculations, implying that the effects of x i are almost independent of the points in the input space at which they are computed and the values taken by other parameters.
The Morris method is easy to implement and computationally economic in that the number of model evaluations is linear to the number of input parameters. The method uses incremental ratios as the sensitivity measure (i.e. the elementary effect) which is apparently a local measure. In order to make it be a global measure, the final measure (elementary effect, μ * ) is obtained by averaging several elementary effects at different points in the respective ranges of different input parameters. Thus, it does not depend on individual points at which the elementary effects are computed. In this sense, the method can be regarded as global (Saltelli et al., 2004) .
CE-QUAL-W2 Model
CE-QUAL-W2 is a two dimensional, longitudinal/vertical, hydrodynamic and water quality model coded in Fortran (Cole and Wells, 2003) . Because the model assumes lateral homogeneity, it is best suited for relatively long and narrow water bodies exhibiting longitudinal and vertical water quality gradients.
The model has the capability of simulating hydrodynamic and kinetic processes in water-bodies. Hydrodynamic calculations include predictions of water surface elevations, velocities and temperature. Any combination of constituents can be in-cluded/excluded from a simulation. The water quality algorithm is modular allowing various constituents to be easily added as additional subroutines. A number of water quality state variables and derived variables can be simulated to form the outputs of the model. The model has been applied to rivers, lakes, reservoirs, estuaries, and combinations thereof, such as the Bluestone Reservoir in West Virginia (Tillman and Cole, 1994) and the Cumberland River, Tennessee (Thackston et al., 1994) .
The Study Site and Model Implementation

The Study Site
In this study, the CE-QUAL-W2 model was applied to simulating the hydrodynamic process and water quality conditions in Lake Maumelle in Arkansas (Figure 1 ). The lake is the major drinking-water supply source for the Little Rock metropolitan area in central Arkansas. In addition to water supply, the reservoir is a habitat for wildlife and also used for recreational and fishing purposes. The lake contains a total water volume of 2.70 × 10 8 m 3 at the spillway elevation and has a volume of 2.31×10 8 m 3 of usable water (Green, 2001) . Its surface area at the spillway elevation is approximately 36 km 2 . maximum length of the reservoir is 19 km, and maximum depth is 13.7 m with an average depth of 7.5 m. Four fixed sampling sites (Figure 1) were established along the downstream gradient of Lake Maumelle. Water quality measured in Lake Maumelle varied spatially and temporally. Total phosphorus concentrations were significantly less in the lower end of the lake than that in the upper end of the lake; however, concentrations of nitrogen, orthophosphorus, total and dissolved organic carbon did not vary significantly along the reach of the lake. The chlorophyll a concentrations varied seasonally, with the highest concentrations occurred in October and November, but were relatively uniformly distributed throughout the space and year.
Model Implementation
To set up the CE-QUAL-W2 model, Lake Maumelle was discretized into 10 active computational segments along the mainstream of the reservoir with each segment being divided vertically into 1-m layers. The computational grid in the longitudinal/vertical plane is presented in Figure 1 . It consists of 10 active longitudinal segments and up to 15 active cells in a segment.
The model was configured to simulate the hydrodynamics and water quality of Lake Maumelle for the time period of 2002 ~ 2004. A large number of hydraulic and kinetic parameters, mainly kinetic parameters, are used in this model and 96 of them can be adjusted in the simulation of the hydrodynamic and water quality variables, including temperature, dissolved oxygen (DO), ammonium (NH 4 ), nitrate plus nitrite (NO 3 + NO 2 ), total phosphorus (TP) and chlorophyll a (Chla). These parameters were preliminarily calibrated to the lake situations, based mostly on the suggestions provided by Cole and Wells (2003) . The pre-calibrated parameter values, as well as the names and definitions of the parameters were presented in Appendix. In addition, the upper and lower bounds of the parameters were also provided in this Appendix. These bounds were determined according to the literature, particularly Cole 
Results and Discussions
Sensitive Parameters
A sensitivity analysis for the 96 dynamic and kinetic parameters in the simulations of temperature, DO, NH 4 , NO 3 + NO 2 , TP and Chla was conducted using the parameter perturbation method. This purpose was accomplished by implementing two operations for each parameter. Firstly, the value of a selected parameter was increased from its preliminarily calibrated value by 10% of its range (difference between its upper and lower bounds) while holding all other parameters to their preliminarily calibrated values without change. Secondly, the value of the selected parameter was decreased by 10% of its range from its preliminarily calibrated value. The corresponding variations of model output for each hydrodynamic or water quality variable were calculated using equation (1). If one of the two operations resulted in a RMSD value greater than a certain number for a variable (0.1% of averaged observed values for temperature, and 0.5% for the other variables in this study), it can be considered that this parameter was sensitive in the simulation of this variable. This process was continued until the effects of all parameters were investigated.
In total, 51 parameters were found sensitive in the simulations of temperature and concentrations of NH 4 , NO 3 +NO 2 , DO, TP and Chla over the time period of 2002 ~ 2004, as presented in Table 1 . In addition, the results show that hydraulic parameters, including AX, DX and FRICT, were sensitive in the simulation of water quality variables, while a part of kinetic parameters were sensitive in the simulation of temperature. Based on the results, the other 45 parameters are much less sensitive or not sensitive at all in the simulations of these variables. The values of these parameters could remain as their preliminarily calibrated values throughout the model calibration and application process with very minor impacts on the model results.
Most Sensitive Parameters
The sensitivities of the 51 parameters that were identified by the parameter perturbation method were further investigated using the Morris method. In the Morris method, how to choose the value of p is a challenging question. The value of p depends not only on the sampling step ∆, which can be expressed as ∆ = p/2(p − 1) (Saltelli et al., 2004) , but also on the sample size, R. When the sample size R is small, it is very likely that not all the possible parameter levels be explored; while a high value of R implies a bigger sample size and certainly more model runs. Morris (1991) used a sample size of R = 4 as the minimum value to place confidence in the results. Previous experiments (Campolongo and Saltelli, 1997; Saltelli et al., 2000) demonstrated that the choice of p = 4 and R = 10 produced valuable results. In this study, p = 4 and a much bigger R (R = 30) were used to make sure that stable results could be achieved (the order of parameters would not change with the increase of the sampl- (1) Temperature
The Morris sensitivity measures μ * (averaged absolute elementary effect) and σ (standard deviation of elementary effects) were plotted in Figure 2 for the 51 model parameters in the simulation of temperature. It can be seen that the parameters can be categorized into three groups. Group one consists of three parameters, WSC, EXH2O, and CBHE, and all of them have high values of μ * and σ. High μ * indicates their significant impacts on the simulated temperature. High σ indicates that these parameters may have either nonlinear relationships with the simulated temperature or interactions with other parame- The Morris sensitivity measures μ * and σ for the 51 model parameters in the simulation of NH 4 is presented in Figure  4 . It can be seen that 15 parameters have effects on the simulation of NH 4 . These parameters are NH4DK, NH4R, ALGP, NH4K1, EXH2O, AR, AG, PO4R, SOD, OMK1, ALGN, AHSP, ASAT, FSOD, and SODK2. It can also be found that most of the parameters with high values of μ * also have high values of σ. It is indicated that the parameters that have large influences on simulated NH 4 also have high non-linear relationships with simulated NH 4 and/or have high interactions with other parameters.
(4) NO 3 + NO 2 Figure 5 shows the Morris sensitivity measures μ * and σ for the 51 model parameters in the simulation of NO 3 + NO 2 . As shown, 51 parameters can be divided into four groups. ALGP is the most sensitive parameter in the simulation of NO 3 + NO 2 because of its high average of absolute elementary effects. Its standard deviation is also high, indicating that its sensitivity strongly depends on its own value and the values of other parameters. The second group is composed of PO4R and SOD, both of which have a high average of absolute elementary effects and a high standard deviation. The third group consists of approximately a dozen of parameters. The influences of these parameters on the simulation of NO 3 + NO 2 can not be neglected. The remaining parameters form the fourth group. These parameters have the lowest means and standard deviations of elementary effects, implying that they have small influences on the simulation of NO 3 + NO 2 . (5) TP Figure 6 presents the sensitivity measures μ * and σ for the 51 parameters in the simulation of TP. It can be found that the parameters can be divided into four groups. The first group consists of only one parameter, PO4R. This parameter has the highest mean and standard deviation of elementary effects. The second group is composed of six parameters, SOD, ALGP, FSOD, SODK2, SODK1, and WSC. These parameters have relative high means and standard deviations of elementary effects. The third group includes three parameters, EXH2O, RDOMDK and ALGN. The remaining parameters have low means and standard deviations of elementary effects, indicating minor influences from them on the simulated concentration of TP.
(6) Chla Figure 7 shows the Morris sensitivity measures μ * and σ for the 51 model parameters in the simulation of Chla. 20 parameters which have been identified as "most sensitive parameters" in the simulation of Chla can be further ranked based on the values of calculated absolute mean of elementary effects. Among them, AS is in the first place; ALGP is in the second place; ALGN, PO4R and SOD are in the third place; RDOMDK is in the fourth place; and all others are in the sixth place.
(7) Summary Apparently, simulation of each model variable (i.e. temperature, NH 4 , NO 3 + NO 2 , DO, TP and Chla in this case study) is sensitive to a different set of parameters, respectively. Based on the mean absolute elementary effect (μ * ) and standard deviation of elementary effects (σ), the most sensitive parameters were determined. A total of 28 parameters were identified as most sensitive parameters when simulating all the model variables, as presented in Table 2 . Therefore, the significance of conducting model sensitivity analysis becomes immediately obvious from the perspective of improving the forthcoming modeling effort when the parameters could be narrowed from a number of 96 to 28. 
Conclusions
This study presents a computationally economic and efficient approach for identifying sensitive parameters in SWQMs. This approach was developed through integrating the parameter perturbation method and the Morris method into a general SWQM-parameter sensitivity analysis framework. The approach was applied to the model CE-QUAL-W2 which was set up to simulate the hydrodynamics and water quality in Lake Maumelle in Arkansas. Model parameters were firstly evaluated by the parameter perturbation method and were then further investigated using the Morris method. It was found by the parameter perturbation that 51 out of 96 parameters were sensitive in the simulations of the variables including temperature, ammonium, nitrate-nitrite, dissolved oxygen, total phosphorus and chlorophyll a. The results from the parameter perturbation method show that hydraulic parameters are sensitive in the simulation of water quality, while some kinetic parameters are important in the simulation of hydrodynamics. It is thus indicated that hydrodynamic calibration and water quality calibration should be implemented simultaneously. By the Morris method, it was found that the simulation of each variable was strongly sensitive to a different subset of 51 parameters and 28 out of the 51 parameters were found the most sensitive parameters in the simulations of all the variables. It is also observed through the Morris method that the highly sensitive parameters not only display nonlinear relationships with the model outputs but also demonstrate strong interactions with other parameters. This indicates that the importance of these sensitive parameters depends closely on the values of other parameters, and thereby all the sensitive parameters should be calibrated simultaneously in the next modeling step. The obtained results from this study could provide a scientific base and solid start for the calibration, validation and application of the model. Coefficient that regulates how much short-wave solar radiation that penetrates to the bottom of the grid is added back to water column 51 WSC 0.900 0.800 1.000 Wind-sheltering coefficient which is used to adjust measured wind speed at met station to effective wind speed at water surface
