Abstract. We describe two complete sets of numerical invariants of topological conjugacy for linear endomorphisms of the two-dimensional torus, i.e., continuous maps from the torus to itself which are covered by linear maps of the plane. The trace and determinant are part of both complete sets, and two candidates are proposed for a third (and last) invariant which, in both cases, can be understood from the topological point of view. One of our invariants is in fact the ideal class of the Latimer-MacDu ee-Taussky theory, reformulated in more elementary terms and interpreted as describing some topology. Merely, one has to look at how closed curves on the torus intersect their image under the endomorphism. Part of the intersection information (the intersection number counted with multiplicity) can be captured by a binary quadratic form associated to the map, so that we can use the classical theories initiated by Lagrange and Gauss. To go beyond the intersection number, and shortcut the classi cation theory for quadratic forms, we use the rotation number of Poincar e.
Introduction
The main aim of this paper is to approach the problem of topological conjugacy of linear endomorphisms of the 2-torus T 2 = R 2 =Z 2 from the topological point of view. The map f : T 2 ! T 2 is a linear endomorphism if it has a linear lift F : R 2 ! R 2 to the universal cover R 2 of T 2 . In the rest of the paper, endomorphism means linear endomorphism of T 2 and all lifts are assumed to be linear. Let M F be the matrix representing F in some coordinate system; then M F is a Z-matrix, i.e., a matrix with integer entries. Let G be a lift of the endomorphism g and M G the corresponding Z-matrix. Then it is well known that f is topologically conjugate to g if and only if the conjugacy can be chosen to be a linear automorphism (see 1] for the case of automorphisms; in general, topological conjugacy implies linear conjugacy of the maps induced on the rst homology group, but these are the maps that we start with), which in turn is equivalent to saying that M F and M G are conjugate by an element of Gl(2; Z). At the matrix level, the conjugacy problem was considered in 22, 31 , 32] which in particular prove that the number of conjugacy classes within a similarity class is nite. Here similar matrices are matrices which are Gl(2; Q)-conjugate. The invariants of conjugacy within a similarity class in 22, 31, 32] are arithmetical (ideal classes) and the methods of proof depend on the theory of algebraic number elds, which allow the results to carry over to arbitrary dimension under fairly general assumptions. We propose for dimension two to exhibit complete invariants of conjugacy which can be understood from the topological point of view, and to get them by elementary methods. We describe how Date: July 24, 1996 July 24, . 1991 Mathematics Subject Classi cation. 58F35, 15A36, 11E16. 1 to solve the conjugacy problem, and present several normal forms for the conjugacy classes. In the particular important case of automorphisms, further normal forms derived from continued fractions are provided which allow one to easily construct interesting examples of similar but non-conjugate matrices. (See, for instance, Corollary 16 in Section 5 which tells when a matrix is conjugate to its transpose.) Anyone familiar with the literature on binary quadratic forms will have a strong feeling of \d ej a vu" when browsing through our Sections 3 to 5. The reason for that will become obvious in Section 6 where we reduce our conjugacy problem to the classi cation of quadratic forms, a theory mostly completed by Lagrange 19, 20] and Gauss 12] , and then polished by several others. The quadratic form which we attach to a matrix is already known, at least for matrices in Sl(2; Z). We learned this rst from Etienne Ghys, but see, for instance, Katok 15] .
In Section 7, we provide an alternate approach to the conjugacy problem which uses Poincar e's rotation number 27] . This is probably the most original part of the paper. We chose not to concentrate solely on this since using the material in Sections 3{5, Section 6 seems to lead to an introduction to the classical theory of quadratic forms with a topological avor.
The conjugacy problem
The problem of determining conjugacy in Gl(n; Z) of similar integral matrices with (the same) irreducible characteristic polynomial is identical with that of determining equivalence of ideals in the ring Z( ) where is a root of the characteristic polynomial. Thus, because the number of ideal classes in this ring is known to be nite, so is the number of conjugacy classes of matrices satisfying the above hypothesis. This is the idea behind an important particular case of the LatimerMacDu ee-Taussky theorem (for de nitions see 6] which also contains an exposition of this theory by Olga Taussky; and for a treatment of the classical theory of quadratic forms, the reader can consult, e.g., 5, 6, 25, 26] or the old masters).
The connection between conjugacy of matrices satisfying the above hypothesis and equivalence of ideals is a consequence of the following statements. On one hand each ideal in the ring Z( ) has a Z-basis. Such bases consist of n ring elements; and for the purposes of this discussion, let us call a vector whose components are the set of elements of a Z-basis, a Z-basis vector, and mean by scalar multiplication that by a ring element. An element of Gl(n; Z) transforms one Z-basis vector of an ideal to another of the same ideal; and conversely, for any two Z-basis vectors of an ideal there exists an element of Gl(n; Z) transforming one to the other. Two ideals are equivalent if some scalar multiple of any Z-basis vector of the rst ideal generates the same ideal as some scalar multiple of any Z-basis vector of the second. These two new vectors are themselves Z-basis vectors of the same ideal and thus one is transformed to the other by an element of Gl(n; Z). On the other hand, any n n integral matrix satisfying the aforementioned hypothesis has an eigenvector associated with the eigenvalue which is the Z-basis vector of an ideal and all equivalent ideals are generated by scalar multiples of this eigenvector. Conversely, times a Z-basis vector of an ideal is the image of that vector by some n n integer matrix satisfying the hypothesis. Finally, an n-dimensional version of our forthcoming Lemma 1 says that two similar n n integral matrices A and B satisfying the above hypothesis are conjugate if and only if some element in Gl(n; Z) maps an eigenvector of A associated with to one of B.
Even though the connection between conjugacy and ideal equivalence provides some information, what we want is a practical way to decide if two similar Zmatrices are conjugate. To this end, we restrict our attention to 2 2 matrices (although of course, we would love to get rid of this restriction).
In full detail in dimension 2, the conjugacy problem is the following. We now consider an example given by Boyle & Handelman 3] . The matrix ?1 3 3 2 is not conjugate to its companion matrix 0 1 11 1 . This is evident since it leads to solving the integer quadratic form from (1), 3x 2 + 3xy ? 3y 2 = 1 ; which clearly has no integer solutions since 3 does not divide 1.
The matrix 3 10 5 17 is similar but not conjugate to its inverse. This is no longer a quick check using the above equations. In this paper, we discuss the way to verify results of this type.
Finiteness of the number of classes
Given a 2 2 Z-matrix, we denote the trace by T, the determinant by D, and the discriminant by ( T 2 ? 4D). We shall restrict our attention to Z-matrices with irreducible characteristic polynomial (the non-trivial case) and denote their set by M:
M f2 2 Z-matricesj 6 = n 2 ; n 2 Zg :
We shall frequently discriminate based on the sign of the discriminant, so let The pair of eigenvalues, or equivalently the trace and the determinant, are invariants of the similarity class. Consequently, the discriminant is also a similarity class invariant. In the case of irreducible characteristic polynomial which we study here, the trace and determinant form a complete set of similarity invariants. To each element M of M we associate a set S M de ned as follows. If > 0 then !; ! are real and we de ne the set S M to be the circle in the complex plane through the diametrically opposite points ! and !. If < 0 then !; ! are complex and we de ne the set S M to be simply the pair of points f!; !g. For any fundamental region R for the action of PGl(2; Z) on C n R, we say that M is reduced if S M intersects R. (Recall that PGl(2; Z) acts transitively on the set di erence C n R which correpsonds to the better known transitive action of PSl(2; Z) on the upper half plane.) After noting that every element of M is conjugate to a reduced matrix, it is then clear that the number of reduced matrices in a similarity class gives an upper bound on the number of conjugacy classes. In the sequel, we suppose for de niteness that R is the principal fundamental region R 0 de ned by R 0 = fz 2 C j ? 1 2 <z 0; =z > 0; jzj 1; or 0 < <z < 1 2 ; =z > 0; jzj > 1g : Theorem 3. Within a given similarity class in M, the number of conjugacy classes is nite.
Proof. In the complex case ( < 0), there are only two reduced matrices. One has ! 2 R 0 and the other has ! 2 R 0 .
In the real case ( > 0; 6 = n 2 ), given a matrix M = a b c d 2 M with real eigenvalues, the circle S M is the boundary of the disk jz ? d?a 2b j j So, in a given similarity class, there are only a nite number of permissible values for a and b for which a matrix is reduced. A matrix in a similarity class is determined by a and b, so there are only nitely many reduced matrices in a similarity class.
Remarks.
1. This proof is only a rewording of proofs given by Dedekind 9] in the complex case and by Klein 17] in the real case for the classi cation of binary quadratic forms, following work by Smith 29] (see also the work by Humbert 14] who gives credit to Hermite for the real case, and the accounts given in Chapter IV of Mathews 25] and Chapter I of LeVeque 24]).
2. Notice that in these classical works, it is the counterpart of our proper conjugacy which is considered. Consequently, instead of PGl(2; Z) acting on C, it is PSl(2; Z) acting on the upper half-space which has to be considered (with the same fundamental region R 0 ). In the complex case, one chooses from ! and ! the one with positive imaginary part, yielding a single reduced form per class.
3. The number of proper equivalence classes in a given similarity class is at most twice the number of equivalence classes, hence nite.
4. The intersection of the set S M with the upper half-plane for > 0 is a semicircle which is a geodesic in hyperbolic geometry. Because there are only nitely many reduced forms, the projection of this curve into the fundamental domain yields a closed curve. An example is presented in Figure 1 . We have selected = 40 and this results in two geodesics, i.e., a similarity class of matrices in Gl(2; Z) with discriminant = 40 contains exactly two conjugacy classes. Similar closed curves were already discussed by Smith 29] , but with a di erent fundamental region.
Solution to the conjugacy problem
The result in Lemma 2 demonstrating that equivalence of principal slopes is equivalent to conjugacy of similar matrices can be used to solve the conjugacy problem. We will consider the cases of positive and negative discriminant separately. The computation of ? M is well documented (modulo the second remark in the previous section, see, e.g., 25]), so we recall it only brie y. Essentially, we map ! M into the upper half plane and then translate horizontally into the vertical strip of width one centered about the complex axis and containing the fundamental region R 0 . If the image of ! M is not in the fundamental domain because its magnitude is less than one, then we take the negative reciprocal which will increase the imaginary part. We then repeat the translation and reciprocal processes. One can check that eventually the point will be brought into R 0 . The following algorithm implements this process. Remark. For continued fractions, one uses \periodic" and \purely periodic" where in dynamics one would use \pre-periodic" and \periodic" respectively; we use here the former convention. For a general reference on continued fractions see, e.g., Davenport 8] Remark. For a similar result for matrices in Sl(2; Z), see Katok 15] fractions have even period and the di erence in lengths of the aperiodic parts is even (where the lengths of the aperiodic parts must be counted so that the corresponding periodic parts are identical).
5. Normal forms The reduced matrices discussed in Section 3 are reasonable normal forms in the case of negative discriminant, but as in Section 4, we will require that the principal slope be in R 0 . In the case of positive non-square discriminant, it is more convenient to choose matrices as being in normal form if the principal root (or its conjugate) has a purely periodic continued fraction: several choices will be proposed, each of which have di erent virtues. There is exactly one such matrix in each conjugacy class.
Proof. One can check that the conditions in the theorem are equivalent to the conditions in (4) with ! M de ned by (3). Uniqueness is a result of R 0 being a fundamental domain for the action of PGl(2; Z) on C n R.
We thus de ne the normal form for a conjugacy class with < 0 to be the unique element with principal slope contained in R 0 .
To One can now study which elements in these similarity classes are reduced by using the criteria in Lemma 8. We leave it to the reader to verify that there is exactly one reduced matrix in each of the similarity classes and, thus, exactly one conjugacy class in each similarity class. We state this result in itive non-square discriminant, we present three di erent choices for normal forms, and in each case there is not in general a unique representative for each conjugacy class. 5.2.1. Purely periodic principal slope. Our rst candidates for normal forms for a conjugacy class with > 0, 6 = n 2 , are the matrices whose principal slopes have purely periodic continued fractions. A conjugacy to one of these normal forms can be constructed from a sequence of conjugacies which are chosen so that they simply peel o , one term at a time, the aperiodic part of the continued fraction expansion of the principal slope. These conjugacies are explicitly given later in Lemma 13.
In the case of proper conjugacy, because the conjugacy which strips one term in the continued fraction is orientation reversing, the peeling o process must remove an even number of terms of the continued fraction. Thus, if the length of the period is even, only half of the purely periodic continued fractions equivalent to ! M can be reached by proper conjugacy.
The following theorem by Galois 11] (see also 8, p. 99]) gives conditions on a quadratic surd for it to have a purely periodic continued fraction expansion. Theorem 10 (Galois 11] ). Let x be a quadratic surd and x its conjugate.Then x has a purely periodic continued fraction if and only if ?1 < x < 0 and x > 1 : Furthermore, the continued fraction of ?1=x is purely periodic and has the same terms in its period as the continued fraction of x, but in the reverse order. If we interpret our matrices as mappings on R 2 , then we can consider the associated phase portraits. It follows from Galois's theorem that this normal form corresponds to having any one of the phase portraits represented in Figure 2 , where, as usual, more arrows on an invariant subspace corresponding to an eigenvector means a bigger absolute value for the corresponding eigenvalue. In the top row, the slope corresponding to the eigenvalue with larger magnitude has been chosen to be purely periodic, while in the bottom row the slope of the smaller (in magnitude) eigenvalue is purely periodic. If the eigenvalues have the same magnitude (tr(M) = 0), then the phase portraits I and I' are the same (and the saddle-type phase portraits do not occur). A phase portrait with two contracting directions is not possible since the matrices we consider do not have determinant with magnitude less than one. Reinterpreting Figure 2 in terms of our rst kind of normal forms, the eigendirection in the rst quadrant is the one corresponding to ! M .
On a Theorem by R. F. Williams. For our third de nition of normal forms we
select phase portraits I and II of Figure 2 . This means that when tr(M) > 0 then we require that ! M has a purely periodic continued fraction, but when tr(M) < 0 then we require that ! M has a purely periodic continued fraction. (When tr(M) = 0, then either slope may be purely periodic.) The bene t of this third choice is that we get in many cases normal forms which are either nonpositive or nonnegative. We rst examine this case when the trace of M is positive, so that we assume ?1 < ? < 0, + > 1, and we have to look closer at case II in Figure 2 .
Assume the theorem is false. We let P be the point (1; 0) and choose Q on the unstable direction such that PQ is parallel to the stable direction. We let R be the point of the unstable direction such that M(P)R is horizontal. Then in Figure 3a , the triangles OPQ and M(P)RM(Q) are similar. Now jM(P)M(Q)j = j ? j jQPj < jQPj, so that jM(P)Rj < OP = 1. Since M is a Z-matrix, M(P) is in Z 2 , so that the distance from M(P) to R is at least 1 if M(P) is out of the rst quadrant. Hence M(P) does belong to the rst quadrant, to the contrary of what is represented in Figure 3a .
On the other hand, with T standing for the point (0; 1), it is plain that M(T) is also in the rst quadrant since the slope of the unstable direction is greater than 1. It follows that the coe cients of the matrix M are non-negative.
If we assume that the trace is negative, we replace Figure 3a by Figure 3b . Then we conclude similarly that the image of the basis is in the third quadrant, so that the coe cients are non-positive. A direct result of this theorem is of course that if M 2 M + and M is either orientation preserving or has a saddle-type phase portrait, then M may be conjugated to a matrix whose elements do not have opposite signs. Remarks.
1. Williams 33] proved that hyperbolic elements of Gl(2; Z) can be conjugated so that the resulting matrix is either nonpositive or nonnegative. These are just the elements of M + with determinant D = 1. Since these all have saddle-type phase portraits, they are all conjugate to matrices which have phase portraits of type II, and hence are also included in our result.
2. The matrix ?1 1 1 2 2 M + is orientation reversing and does not have a saddle-type phase portrait. It has positive trace and the continued fraction of its principal slope is purely periodic (by Corollary 11), but it is not a non-negative matrix.
3. The matrix ?1 3 3 2 2 M + from Section 2 is not conjugate to any nonnegative or non-positive matrix. The only non-negative matrices it is similar to are its companion matrices, but it is not conjugate to these. b ; so the inequality conditions guarantee that l can be chosen to be positive. As long as there are no zeros in the rst row, the second pair of inequalities must hold since this new matrix is still an element of Gl(2; Z) with nonnegative entries, else l was not chosen large enough. This reduction by multiplication by some T ?1 l may be continued, eventually reducing the matrix to either the identity or T 0 .
Thus we have shown so far that one of the following must be true: A = T d1 T dp or A = T d1 T dp T 0 :
However, only the rst relation is possible. The second relation is eliminated by demonstrating that its right hand side does not have an eigenvector with slope greater than minus one but less than zero. We leave the details as an exercise. Remark. E ros and Shen 10] have a similar factorization result for positive matrices in Gl(2; Z). Additionally, using a result from Hardy and Wright 13, Theorem 172] and Galois's Theorem, we can show that the factorization ofÃ = T d1 T dp as described in the above proof is determined from the nite continued fraction of d=c from the relationship d=c = d p : : :
One immediate consequence of this theorem is that every quadratic surd is the slope of an eigenvector of an element of Gl(2; Z). The results in this Theorem in addition to the following corollary to Theorem 6 allow for some interesting examples to be easily constructed. where we use the unusual ordering of x and y to facilitate the comparison of our problem with the classical theory of quadratic forms. For the same reason, we also propose a skewed combination of the usual proper and improper conjugacies for quadratic forms, and say that two quadratic forms Q 1 ; Q 2 are equivalent, which we denote also by Q 1 Q 2 , if Q 1 = det(T ) Q 2 T for some T 2 Gl(2; Z). If T 2 Sl(2; Z), we say that two quadratic forms Q 1 ; Q 2 are properly equivalent, and we notice that this is just the classical de nition due to Gauss 12] . The key to the relationship between equivalence of matrices and equivalence of forms is provided by the following result Gauss 12] de ned reduced positive de nite quadratic forms and proved that there is exactly one in each proper equivalence class of forms. He also gave an algorithm to nd it given any quadratic form in the equivalence class.) Thus we may take as a complete invariant of conjugacy the trace of the endomorphism and the intersection form class. Note that the determinant is determined by the trace and the form.
Remarks.
1. Because traces and determinants contain together more information than the discriminant alone, matrices from di erent similarity classes will be associated to the same quadratic form. Every quadratic form of a xed discriminant is associated to exactly one matrix in a xed similarity class with the same discriminant. (Notice that the discriminant of the associated quadratic form is the same as the discriminant of the characteristic polynomial.) 2. Using this association between quadratic forms and 2 2 Z-matrices, Sections 3-5 follow from the classical theories of quadratic forms. The principal slope corresponds to the principal root. We nd that all the classical results can be proved using arguments regarding the eigenvectors and slopes which some might nd easier to follow than a purely algebraic approach.
In the case of proper conjugacy, the choice of normal forms in Section 5.2.2 corresponds to Gauss's reduced inde nite quadratic forms as presented by LejeuneDirichlet 23].
3. Traditionally, a symmetric matrix S has been associated to a quadratic form Q(x; y) so that Q = (x y)S(x y) T . The equivalence relation induced on these symmetric matrices by equivalence of quadratic forms results in S CSC T , for C 2 Sl(2; Z). 4 . The quadratic equations of (1) and (2) may now be better understood. We shall call an integer which can be represented by the intersection quadratic form associated to a matrix an intersection number for the matrix. 
Rotation numbers
For p and q coprime, let us denote by p q both the element of 1 (T 2 ) and the simple closed curve on T 2 whose lift is the vector p q . The set of translates of the curve is a (linear) foliation of T 2 and we denote by (p;q) an arbitrary ow corresponding to this foliation. For a linear endomorphism f and its induced action f on 1 (T 2 ), set p 0 q 0 = f p q : We notice that p 0 and q 0 need not be coprime if f is not an automorphism, so that p 0 q 0 should be seen as an element of 1 (T 2 ) or a closed curve (not necessarily simple), covering n = gcd(p 0 ; q 0 ) times a simple curve C (p 0 ;q 0 ) . Let F (p;q) be the rst return map of (p;q) on C (p 0 ;q 0 ) . F (p;q) is a rotation, and we denote its rotation number by r s , where s is the number of intersections of p q with C (p 0 ;q 0 ) , and r is de ned mod s since it depends on the choice of a basis for 1 (T 2 ). One can check that the full collection n (r + ks), k 2 Z, is obtained as the collection of the f p q P Q where the P Q 's are the Farey neighbors of p q .
Now if we choose any of these pairs (P; Q), and if r s is the corresponding rotation number, the matrix for f in the basis formed by p q and P Q has n r n s as its rst column. The matrix is thus completely determined since the trace and determinant are xed by the similarity class. Call the pairs (n r; n s) obtainable for all initial pairs (p; q) the homotopic rotation numbers of f (or f ), and their collection the rotation set of f. It is then clear that Theorem 22. The rotation sets of two maps in the same similarity class are either disjoint or identical. One could de ne new normal forms on the basis of the rotation set: it seems that the best way would be to minimize s, which can be done by a theorem of Lagrange 21] by choosing p q among the best rational approximations of the principal slope (it is enough to look at one period of the continued fraction of this slope), and then taking n r as small as possible (i.e., between 0 and n (s?1)). While this new normal form is quite appealing conceptually, we have no associated reduction process to o er. So we conclude with the fact that the triple formed by the determinant, the trace and the rotation set (or a systematically de ned element of it) forms a complete invariant of topological conjugacy. The topological interpretation of the conjugacy invariant within a similarity class for a general Z-matrix M with a saddle-type phase portrait has been presented in Sections 6 and 7. In the particular case of elements of M F 2 M + , the periodic tail of the continued fraction expansion of the slope of an eigenvector has the following known topological interpretation (see e.g., 16]; such considerations can also be traced back to 2]). Let`be a ray in an eigendirection, and let u be any circle on the torus represented by a line connecting two points in R 2 whose di erence is in Z 2 : On u, x an initial orientation. The ray`intersects u a countable number of times in an ordered succession of points. Pick as origin on u the rst such point. Let I be the directed sub-interval formed by the origin and the next return. Not including the origin, count the number of successive returns of`to u that occur before the next one lies in I: Repeat this process: that is, form a new circle from I by identifying end-points; reverse the previous orientation; x as origin the rst return of`to this new circle; mark o a new directed sub-interval with the next return; and count successive returns according to the rule above. Continue in this manner, and the sequence of numbers so obtained has a tail which coincides with that of the continued fraction expansion of the slope of the eigenvector.
