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In this paper we investigate the existence of multiple nontrivial solutions of a nonlinear
heat flow problem with nonlocal boundary conditions. Our approach relies on the
properties of a vector field on the phase plane and utilizes Sperner’s Lemma, combined
with the continuum property of the solutions funnel.
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1. Introduction
In recent years, boundary valueproblems (BVPs) for second andhigher order differential equations, due to their important
role in both theory and applications, have generated a great deal of interest. BVPs are often used tomodel various phenomena
in physics, biology, chemistry and engineering. For example, second-order equations are used as a model for the membrane
response of a spherical cap [1–4] or in chemical reactor theory [5,6], and fourth-order equations are used as a model for the
stationary states of deflection of an elastic beam (see [7–12] and the references therein).
In this paper we focus on the second-order differential equation
u′′(t)+ f (t, u(t), u′(t)) = 0, 0 ≤ t ≤ 1, (1.1)
subject to the boundary conditions (BCs)
u′(0)+ au(ξ1) = 0, bu′(1)+ u(ξ2) = 0, (1.2)
where 0 < ξ1 ≤ ξ2 < 1 and a, b ∈ (0, 1).
This type of BVP arises in the study of the steady states of a heated bar of length one. In this case, two controllers at t = 0
and t = 1 add or remove heat according to the temperatures detected by two sensors at t = ξ1 and t = ξ2.
Similar heat-flow problems have been studied before by Infante andWebb [13–18], whoweremotivated by some earlier
work of Guidotti and Merino [19].
In particular, Infante and Webb [16], by means of classical fixed point index theory, studied a more general type of
boundary condition at t = 0, namely an affine functional on the space C[0, 1], and focused on the case of f (t, u(t), u′(t)) ≡
g(t, u(t)).
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Our approach is different to those in the above mentioned papers. The main idea is to use the powerful
Knaster–Kuratowski–Mazurkiewicz principle (or Sperner’s Lemma) in the phase plane. In particular we rely on the ‘‘nature
of the vector field’’, Kneser’s property (continuum) of the cross-sections of the solutions funnel, and Sperner’s Lemma from
combinatorial analysis. The use of Sperner’s Lemma in the context of BVPs has been exploited by Edelson and Palamides in
[20] and later in [21–25].
Herewe prove the existence of solutions that are positive on a subinterval of [0, 1], decreasing and concave on the interval
[0, 1]. We prove the existence of multiple nontrivial solutions under a suitable oscillatory behavior of the nonlinearity.
Furthermore, we provide two examples to illustrate our results.We also show that, for certain values of ξ2 and b, the solution
is positive on all of [0, 1].
One advantage of this method, with respect to the use of the Krasnosel’skiı˘ Theorem or degree theory, is that it seems
easier to handle nonlinear BCs, which arewidely studied objects (see for example [26,14,27,28] and references therein). This
is illustrated in a final remark.
2. Preliminaries and main result
We recall some facts from the theory of simplexes; see for example [29–31].
Let p0, p1, . . . , pm bem+1 affinely independent points of them-dimensional Euclidean spaceRm. The (closed)m-simplex
S = [p0, p1, . . . , pm] is defined as the convex hull
S =
{
p ∈ Rm : p =
m∑
i=0
λipi; 0 ≤ λi ≤ 1,
m∑
i=0
λi = 1
}
.
The points p0, p1, . . . , pm are called the vertices of S and the k-simplex [pi0 , pi1 , . . . , pik ], 0 ≤ k ≤ m − 1, is said to be a
k-phase of S. For example, if p0 = K, p1 = A and p2 = B, then the two-dimensional simplex S = [p0, p1, p2] is the triangle
[A, B, K ].
We make use of the following Knaster–Kuratowski–Mazurkiewicz principle, sometimes called Sperner’s Lemma (see for
example [29] or [31, Ch. II, Th. 5, p.310]).
Lemma 1. Let S be an m-simplex with vertices {p0, p1, . . . , pm} and {E0, E1, E2, . . . , Em} be a closed covering of S such that
each k-phase [pi0 , pi1 , . . . , pik ] of S is contained in the corresponding union Ei0 ∪ Ei1 ∪ · · · ∪ Eik . Then the intersection ∩mi=0 Ei is
nonempty.
For completeness, we recall the well-known Kneser’s Theorem.
Theorem 1 ([32]). Consider a dynamical system
(∗) x′ = f (t, x), (t, x) ∈ Ω := [a, b] × Rn,
with f continuous. Let Eˆ0 be a continuum (compact and connected) inΩ0 := {(t, x) ∈ Ω : t = a} and let X˜(Eˆ0) be the family of
all solutions of (∗) emanating from Eˆ0. If every solution x ∈ X˜(Eˆ0) is defined on the interval [a, τ ], then the set (cross-section)
X˜(τ ; Eˆ0) :=
{
x(τ ) : x ∈ X˜(Eˆ0)
}
is a continuum in Rn.
In order to apply Lemma 1, we work in the (u, u′)-phase plane and consider the differential equation
u′′(t)+ f (t, u(t), u′(t)) = 0, 0 ≤ t ≤ 1. (2.1)
Throughout the paper we assume that
f (t, u, v) ∈ C([0, 1] × R× (−∞, 0], [0,+∞)).
Remark 1. The differential equation (2.1) defines a vector field, the properties of which are crucial for our study. In
particular, consider the (u, u′)-phase semi-plane given by u′ ≤ 0. By the sign condition on f , we obtain that u′′ ≤ 0. Thus
any trajectory (u(t), u′(t)), t ≥ 0, emanating from the semi-line {(u, 0) : u > 0} ‘‘evolves’’ naturally towards the semi-line
{(0, u′) : u′ < 0}. These properties will be referred to as the ‘‘nature of the vector field’’.
Take P¯ = (u¯, v¯) in the (u, u′)-phase plane. LetX(P¯) be the family of solutions of (2.1) emanating form P¯ . We define
G1(P¯) := u′(0)+ au(ξ1), G2(P¯) := bu′(1)+ u(ξ2), (2.2)
where u ∈ X(P¯). Note that the quantities Gi(P¯) in (2.2) are multivalued. With the notation G1(P¯) ≥ 0 we mean that
u′(0)+ au(ξ1) ≥ 0 for every u ∈ X(P¯).
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Proposition 1. Assume that there exists η > 0 such that
f (t, u, v) ≤ λu, for every (t, u, v) ∈ [0, 1] × [bη, η] × (−∞, 0], (B1)
where λ < min{1 − a, 2 − 2(a + b)}. Then, for P ∈ [P0, Pˆ], where P0 = (η, 0) and Pˆ = [η,−aη], we have that G2(P) > 0.
Moreover, we have that G1(P0) > 0.
Proof. Take P ∈ [P0, Pˆ]. It is enough to prove that for every u ∈ X(P), u(1) > bη and u′(1) > −η. From the nature of the
vector field we know that for every u ∈ X(P)we have
u(t) ≤ η and u′(t) ≤ 0, for every t ∈ [0, 1].
Firstly, we show that u(1) > bη. If this does not happen, there exist u ∈ X(P) and t? ∈ [0, 1] such that
bη ≤ u(t) ≤ η, for every t ∈ [0, t?], and u(t?) = bη.
Then, by Taylor’s formula, there exists t¯ ∈ (0, t?) such that
bη = u(t?) = u(0)+ t?u′(0)− (t
?)2
2! f (t¯, u(t¯), u
′(t¯))
≥ η − aη − (t
?)2
2
λu(t¯) ≥ η − aη − 1
2
λη =
(
1− a− λ
2
)
η.
Therefore we obtain λ ≥ 2(1− a− b), a contradiction. Now, we show that u′(1) > −η. If this does not happen, there exist
u ∈ X(P) and t? ∈ [0, 1] such that
u′(t) ≥ −η, t ∈ [0, t?], and u′(t?) = −η.
Then, for some t¯ ∈ [0, t?], we have
−η = u′(t?) = u′?f (t¯, u(t¯), u′(t¯)) ≥ −aη − λu(t¯) ≥ −η(a+ λ).
Therefore we obtain λ ≥ 1− a, a contradiction. The above yields G2(P) = bu′(1)+ u(ξ2) ≥ bu′(1)+ u(1) > −bη+ bη = 0.
Furthermore we have G1(P0) = u′(0)+ au(ξ1) > abη ≥ 0. 
Proposition 2. Assume that there exists H > 3η/2 > 0 such that
f (t, u, v) ≥ Ku, for every (t, u, v) ∈ [0, 1] × [2H/3, 2H] × (−∞, 0], (B2)
where K > 36/ξ 21 . Then, for P ∈ [P1, P2], where P1 = (η, η − 2H) and P2 = (2H, 0), we have G1(P) < 0. Moreover we have
G2(P2) < 0.
Proof. In order to show that G1(P) < 0, it is enough to prove that for every u ∈ X(P), we have u(ξ1) < 0. Take P ∈ [P?, P2],
where P? = (H,−H) ∈ [P1, P2]. From the nature of the vector field we know that for every u ∈ X(P)we have
u(t) ≤ 2H and u′(t) ≤ 0 for every t ∈ [0, 1].
Firstly, we prove that
u(ξ1/3) < 2H/3, for every u ∈ X(P). (2.3)
If this does not happen, there exists u ∈ X(P) such that u(ξ1/3) ≥ 2H/3 and therefore
2H/3 ≤ u(ξ1/3) ≤ u(t) ≤ 2H, for every t ∈ [0, ξ1/3].
By means of Taylor’s formula, we have, for some t¯ ∈ [0, ξ1/3], that
2H/3 ≤ u(ξ1/3) ≤ u(0)+ (ξ1/3)
2
2! u
′′(t¯) ≤ 2H − ξ
2
1
18
f (t¯, u(t¯), u′(t¯))
≤ 2H − ξ
2
1
18
Ku(t¯) ≤ 2H − ξ
2
1
18
K2H/3,
which implies K ≤ 36/ξ 21 , a contradiction. Secondly, we show that
u′(ξ1/3) ≤ − H
ξ1
for every u ∈ X(P).
If this does not happen, there exists u ∈ X(P) such that u′(ξ1/3) > − Hξ1 and therefore
u′(t) > − H
ξ1
, for every t ∈ [0, ξ1/3].
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Thus we have
u(ξ1/3) = u(0)+
∫ ξ1/3
0
u′(s)ds ≥ H +
∫ ξ1/3
0
u′(s)ds > H − H
ξ1
ξ1
3
= 2H/3,
contradicting (2.3). Finally, for some t¯ ∈ [ξ1/3, ξ1], we have
u(ξ1) = u(ξ1/3)+ (2ξ1/3)u′(ξ1/3)− (2ξ1/3)
2
2
f (t¯, u(t¯), u′(t¯))
< 2H/3+ (2ξ1/3)
(
− H
ξ1
)
= 0.
Then, we obtain G1(P) := u′(0)+ au(ξ1) < 0 and G2(P) := bu′(1)+ u(ξ2) < 0.
Take P in the segment [P?, P1]. Then we have G1(P) < −H + au(0) ≤ −H + aH ≤ 0. 
Remark 2. It follows by Propositions 1 and 2 and Kneser’s property that there exist a point P ∈ [P0, P2] and a solution
u ∈ X(P) such that bu′(1) + u(ξ2) = 0 and there exist another point P? ∈ [P0, P1] and a solution u ∈ X(P?) such that
u′(0)+ au(ξ1) = 0.
The next two propositions allow a different type of growth on the nonlinearity f on the simplex [P0, P1, P2].
Proposition 3. Assume that there exists H > 0 such that
f (t, u, v) ≤ λ′u, for every (t, u, v) ∈ [0, 1] × [bH, 2H] × (−∞, 0], (B′1)
where λ′ < min{(2b−1)/2, 3b−2}. Then, for P ∈ [P¯, P2], where P¯ = [2bH,−2H(1−b)], we have that G2(P) > 0. Moreover,
we have that G1(P2) > 0.
Proof. The proof follows as the one in Proposition 1, by proving that for every P ∈ [P¯, P2] we have u(1) > bH and
u′(1) > −H , for every u ∈ X(P). 
Proposition 4. Assume that there exists 0 < η < H such that
f (t, u, v) ≥ K ′u, for every (t, u, v) ∈ [0, 1] × [η/3, η] × (−∞, 0], (B′2)
where K ′ > 36/ξ 21 . Then, for P ∈ [P0, P1] we have G1(P) < 0. Moreover we have G2(P0) < 0.
Proof. The proof follows as the one in Proposition 2. This time we fix P? = (η,−η) and for P ∈ [P0, P?] we prove that, for
every u ∈ X(P), u(ξ1) < 0. This is done by showing that
u(ξ1/3) < η/3, and u′(ξ1/3) ≤ − 3η4ξ1 for every u ∈ X(P).
This yields G1(P) < 0 for P ∈ [P0, P?] and G2(P0) < 0. For P ∈ [P?, P1]we have G1(P) ≤ −η + aη < 0. 
We can now prove our existence result via Lemma 1.
Theorem 2. The BVP (1.1)–(1.2) has at least one solution, positive on [0, ξ2], non-increasing and concave on the interval [0, 1],
if one of the following conditions holds.
(IS) There exist η1,H1, with η1 < 2H1/3, such that (B1)–(B2) are satisfied and f is locally Lipschitzian in the region
[0, 1] × (−∞, 2H1] × (−∞, 0].
(IS ′) There exist η1,H1, with η1 < 2H1/3, such that (B′1)–(B
′
2) are satisfied and f is locally Lipschitzian in the region[0, 1] × (−∞, 2H1] × (−∞, 0].
Proof. Suppose (IS) holds and consider the triangle S1 = [P0, P1, P2] with vertices P0 = (η1, 0), P1 = (η1, η1 − 2H1) and
P2 = (2H1, 0) and the sets
C1 = {P ∈ [P0, P1, P2] : ∃u ∈ X(P)with u′(0)+ au(ξ1) = 0} and
C2 = {P ∈ [P0, P1, P2] : ∃u ∈ X(P)with bu′(1)+ u(ξ2) = 0}.
In view of Propositions 1 and 2, we define the sets
E0 =: {(uˆ0, uˆ′0) ∈ S1 : G1(P) > 0 and G2(P) > 0},
E1 =: {(uˆ0, uˆ′0) ∈ S1 : G1(P) < 0},
E2 =: {(uˆ0, uˆ′0) ∈ S1 : G2(P) < 0},
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where uˆ denotes the solution of (2.1) emanating from the corresponding initial point in S1. We have that ∂Ei = Ci, i = 1, 2.
By Proposition 1, the set E0 is nonempty, since P0 ∈ E0, and is an open neighborhood of P0; this follows by Kneser’s property.
Similarly, in view of Propositions 1 and 2, the open sets E1, E2 are nonempty.
Take a point P ∈ [P0, P2]; then the corresponding solution uˆ satisfies:
(1) either G1(P) ≥ 0 and G2(P) ≥ 0, and then P ∈ E¯0 ⊂ E¯0 ∪ E¯2,
(2) or G2(P) ≤ 0, and this means that P ∈ E¯2 ⊂ E¯0 ∪ E¯2,
(3) or G1(P) ≤ 0 and G2(P) ≥ 0—this is impossible; indeed, if G1(P) = au(ξ1) ≤ 0, the monotonicity of the solution
u(t), 0 ≤ t ≤ 1, gives
G2(P) = bu′(1)+ u(ξ2) ≤ u(ξ2) ≤ u(ξ1) ≤ 0.
Thus [P0, P2] ⊆ E¯0 ∪ E¯2.
On the other hand, let P = (uˆ, uˆ′) be a point in the phase [P0, P1]; then the corresponding solution uˆ satisfies:
(1) either G1(P) ≥ 0 and G2(P) ≥ 0, and then P ∈ E¯0 ⊂ E¯0 ∪ E¯1,
(2) or G1(P) ≤ 0, and this means that P ∈ E¯1 ⊂ E¯0 ∪ E¯1,
(3) or G1(P) ≥ 0 and G2(P) ≤ 0—this is not possible since G2(P) ≤ 0 implies G1(P) ≤ 0; indeed, as in the proof of
Proposition 2,
G1(P) ≤ −aη + au(0) ≤ −aη + aη = 0.
Thus [P0, P1] ⊂ E¯0∪ E¯1. Finally, if P ∈ [P1, P2], by Proposition 2we haveG1(P) ≤ 0, that is P ∈ E¯1 ⊂ E¯1∪ E¯2. Consequently
[P1, P2] ⊂ E¯1 ∪ E¯2.
Take an initial point P = (uˆ0, uˆ′0) ∈ S1 = [P0, P1, P2]. It follows that P ∈ E¯0 ∪ E¯1 ∪ E¯2. Therefore E¯0 ∪ E¯1 ∪ E¯2 is a suitable
closed covering of S1 that satisfies the hypotheses of Lemma 1. Thus, there exists an initial point P˜ = (u0, u′0) such that
P˜ ∈ E¯0 ∩ E¯1 ∩ E¯2.
This means that the corresponding solution u = u(t) ∈ X(P˜) is a solution of the BVP (1.1)–(1.2).
The case where (IS ′) holds is treated in a similar way to the above. 
Example 1. To illustrate the above Theorem we study the differential equation
u′′ + 1
10
(eu − 1)(pi − arctan u′) = 0,
with BCs (1.2). We choose, as in Example 3.2 of [16], a = b = 1/4 and ξ1 = ξ2 = 1/2. With this choice, Theorem 2 yields
the existence of a nontrivial solution emanating from the triangle S1 = [(3/2, 0), (3/2,−2559/100), (2709/100, 0)].
We note that, with the same technique, if the nonlinearity has a suitable oscillatory behavior, it is possible to state results
for two or more nontrivial solutions. This is achieved by utilizing two or more triangles on the phase plane and this is
somewhat analogous to the nesting arguments utilized in, for example, [16,33], where fixed point index techniques were
used, and [34,35], where the Guo–Krasnosel’skiı˘ Theorem on cone compressions and cone expansions was used.
For brevity we state here a result with one of the four conditions that provide the existence of two non-trivial solutions.
Theorem 3. The BVP (1.1)–(1.2) has at least two solutions, positive on [0, ξ2], non-increasing and concave on the interval [0, 1]
if the following condition holds.
(IIS) There exist η1,H1 and η2,H2, with η1 < 2H1/3, 2H1 < bη2 and η2 < 2H2/3, such that (B1)–(B2) are satisfied and f is
locally Lipschitzian in the region [0, 1] × (−∞, 2H2] × (−∞, 0].
Proof. Suppose (IIS) holds. The same argument as above yields also the existence of a second solution, this time emanating
from the triangle S2 = [(η2, 0), (η2, η2 − 2H2), (2H2, 0)]. 
Example 2. Fig. 1 (not to scale) illustrates, when f depends only on u, how the graph of f is restricted in order to satisfy the
conditions of Theorem 3.
We now show that we can weaken the hypotheses in the Theorems above, by allowing f to be only continuous. For
brevity we state just one result.
Theorem 4. Suppose that there exist η,H, with η < 2H/3, such that (B1)–(B2) are satisfied and f (t, u, v) ∈ C([0, 1] ×
(−∞, 2H] × (−∞, 0], [0,+∞)). Then the BVP (1.1)–(1.2) has at least one solution, positive on [0, ξ2], non-increasing and
concave on the interval [0, 1].
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Fig. 1. The graph of f lies in the non-dashed region.
Proof. Consider the set Ω1 := {(t, u(t), u′(t)) : t ∈ [0, 1] and u ∈ X(S1)}, which consists of the graphs of all solutions
of the differential equation (1.1), which emanate from the triangle S1. By Kneser’s property, the set Ω1 is a continuum.
Therefore there exists a compact cubeW1 such thatΩ1 ⊂ W o1 . Then there exist a sequence of locally Lipschitzian functions
{fn}uniformly convergent to f onW1 such that‖fn−f ‖ < , for everyn, where  = 13 min{K− 36ξ21 ,min{1−a, 2−2(a+b)}−λ}.
From Theorem 2, the differential equation
u′′(t)+ fn(t, u(t), u′(t)) = 0, 0 ≤ t ≤ 1,
subject to the BCs (1.2) admits at least one solution un(t). By Kamke’s Theorem, we can select a subsequence unk with the
following property: there exists a function u defined on [0, 1] such that lim unk(t) = u(t), uniformly on [0, 1]. The function
u is a solution of the BVP (1.1)–(1.2). 
Remark 3. We observe that, for certain values of the parameters, the solution u(t) obtained is positive on the entire interval
[0, 1].
Indeed, if ξ2 ≥ 1− b, the boundary condition bu′(1)+ u(ξ2) = 0 yields
u (1) = u (ξ2)+
∫ 1
ξ2
u′ (s) ds > u (ξ2)+ (1− ξ2) u′ (1) = u (ξ2) [1− (1− ξ2) /b] ≥ 0.
Remark 4. We point out that, with similar arguments, the BCs (1.2) can be replaced with nonlinear ones. For example, with
a similar technique one can study the BCs
u′(0)+ a(u(ξ1))3 = 0, b(u′(1)) 13 + (u(ξ2))2 = 0.
Acknowledgements
The authors would like to thank both referees for their constructive comments.
References
[1] J.V. Baxley, A singular nonlinear boundary value problem: membrane response of a spherical cap, SIAM J. Appl. Math. 48 (1988) 497–505.
[2] D. O’Regan, Upper and lower solutions for singular problems arising in the theory of membrane response of a spherical cap, Nonlinear Anal. 47 (2001)
1163–1174.
[3] D. O’Regan, Upper and lower solutions for problems with singular sign changing nonlinearities and with nonlinear boundary data, Topol. Methods
Nonlinear Anal. 19 (2002) 375–390.
[4] P.K. Palamides, Boundary-value problems for shallow elastic membrane caps, IMA J. Appl. Math. 67 (2002) 281–299.
[5] W. Feng, G. Zhang, Y. Chai, Existence of positive solutions for second order differential equations arising from chemical reactor theory, Discrete Contin.
Dyn. Syst. suppl. (2007) 373–381.
[6] R. Shivaji, Remark on a sufficient condition for multiplicity in a model in chemical reactor theory, Appl. Math. Comput. 29 (1989) 99–105.
[7] Z. Bai, H. Wang, On positive solutions of some nonlinear fourth-order beam equations, J. Math. Anal. Appl. 270 (2002) 357–368.
[8] J.R. Graef, C. Qian, B. Yang, A three point boundary value problem for nonlinear fourth order differential equations, J. Math. Anal. Appl. 287 (2003)
217–233.
[9] Z. Hao, L. Liu, L. Debnath, A necessary and sufficiently condition for the existence of positive solution of fourth-order singular boundary-value problems,
Appl. Math. Lett. 16 (2003) 279–285.
[10] J.R.L. Webb, G. Infante, D. Franco, Positive solutions of nonlinear fourth order boundary value problems with local and nonlocal boundary conditions,
Proc. Roy. Soc. Edinb. Sect. A 138 (2008) 427–446.
1450 P.K. Palamides et al. / Applied Mathematics Letters 22 (2009) 1444–1450
[11] J.R.L. Webb, G. Infante, Nonlocal boundary value problems of arbitrary order, J. Lond. Math. Soc. 79 (2009) 238–258.
[12] Q. Yao, Positive solutions for eigenvalue problems of fourth-order elastic beam equations, Appl. Math. Lett. 17 (2004) 237–243.
[13] G. Infante, Positive solutions of some nonlinear BVPs involving singularities and integral BCs, Discrete Contin. Dyn. Syst. Ser. S 1 (2008) 99–106.
[14] G. Infante, Nonzero solutions of second order problems subject to nonlinear BCs, in: Dynamic Systems and Applications, vol. 5, Dynamic, Atlanta, GA,
2008, pp. 222–226.
[15] G. Infante, J.R.L. Webb, Loss of positivity in a nonlinear scalar heat equation, NoDEA Nonlinear Differential Equations Appl. 13 (2006) 249–261.
[16] G. Infante, J.R.L.Webb, Nonlinear nonlocal boundary value problems and perturbed Hammerstein integral equations, Proc. Edinb. Math. Soc. 49 (2006)
637–656.
[17] J.R.L. Webb, Multiple positive solutions of some nonlinear heat flow problems, Discrete Contin. Dyn. Syst. suppl. (2005) 895–903.
[18] J.R.L. Webb, Optimal constants in a nonlocal boundary value problem, Nonlinear Anal. 63 (2005) 672–685.
[19] P. Guidotti, S. Merino, Gradual loss of positivity and hidden invariant cones in a scalar heat equation, Differential Integral Equations 13 (2000)
1551–1568.
[20] A.L. Edelson, P.K. Palamides, Focal points of nonlinear equations—A dynamical analysis, Rocky Mountain J. Math. 17 (1987) 77–84.
[21] P.K. Palamides, Boundary and periodic value problems for differential systems, via Sperner’s lemma, Math. Japonica 1 (1989) 89–110.
[22] P.K. Palamides, Conjugate boundary value problems, via Sperner’s lemma, Nonlinear Anal. 46 (2001) 299–308.
[23] P.K. Palamides, Focal boundary value problems, via Sperner’s lemma, Comm. Appl. Nonlinear Anal. 9 (2002) 91–102.
[24] P.K. Palamides, A.P. Palamides, Singular boundary value problems, via Sperner’s lemma, Discrete Contin. Dyn. Syst. suppl. (2007) 814–823.
[25] P.K. Palamides, A.P. Palamides, A fundamentally simple approach to a singular boundary value problem, Nonlinear Anal. 68 (2008) 3397–3409.
[26] D. Franco, D. O’Regan, Existence of solutions to second order problems with nonlinear boundary conditions, Discrete Contin. Dyn. Syst. suppl. (2005)
273–280.
[27] L. Kong, J. Wang, Multiple positive solutions for the one-dimensional p-Laplacian, Nonlinear Anal. 42 (2000) 1327–1333.
[28] Z. Yang, Positive solutions of a second-order integral boundary value problem, J. Math. Anal. Appl. 321 (2006) 751–765.
[29] P.S. Alexandrov, Combinatorial Topology, Dover Publications, Mincola, NY, 1998.
[30] A. Granas, J. Dugundji, Fixed Point Theory, Springer-Verlag, New York, 2003.
[31] K. Kuratowski, Topology, Halner, New York, 1997.
[32] W.A. Copel, Stability and Asymptotic Behavior of Differential Equations, Heath & Co, Boston, 1965.
[33] K.Q. Lan, Multiple positive solutions of semilinear differential equations with singularities, J. London Math. Soc 63 (2001) 690–704.
[34] J.R. Graef, C. Qian, B. Yang,Multiple symmetric positive solutions of a class of boundary value problems for higher order ordinary differential equations,
Proc. Amer. Math. Soc. 131 (2003) 577–585.
[35] G.L. Karakostas, P.Ch. Tsamatos, Existence of multiple positive solutions for a nonlocal boundary value problem, Topol. Methods Nonlinear Anal. 19
(2002) 109–121.
