Given the pairwise affinity relations associated with a set of data items, the goal of a clustering algorithm is to automatically partition the data into a small number of homogeneous clusters. However, since the input size is quadratic in the number of data points, existing algorithms are non feasible for many practical applications. Here, we propose a simple strategy to cluster massive data by randomly splitting the original affinity matrix into small manageable affinity matrices that are clustered independently. Our proposal is most appealing in a parallel computing environment where at each iteration, each worker node clusters a subset of the input data and the results from all workers are then integrated in a master node to create a new clustering partition over the entire data. We demonstrate that this approach yields high quality clustering partitions for various real world problems, even though at each iteration only small fractions of the original data matrix are examined and at no point is the entire affinity matrix stored in memory or even computed. Furthermore, we demonstrate that the proposed algorithm has intriguing stochastic convergence properties that provide further insight into the clustering problem.
Introduction
Given the N 2 pairwise affinity relations associated with N data items, the goal of a clustering algorithm is to automatically partition the data into N c < N clusters such that similar items are placed within the same cluster while dissimilar ones are not. Many clustering algorithms were proposed in this context. Examples include the work of Puzicha et al. on axtiomatic clustering [7] , graph-theoretic methods [5, 10] , spectral methods [9] , methods motivated by statistical physics principles [3] , and information-theoretic methods [13, 11] , to name a few. However, since the input size is quadratic in N , all these previous methods are essentially non feasible even for moderate N values, e.g., N ≈ 10 5 , that are quite common in real world problems. It is therefore not sur-prising that existing literature typically deal with the effectiveness of pairwise clustering over toy problems and relatively small data sets. The only exceptions we are aware of, are techniques that assume in advance that the input data are highly sparse and correspondingly utilize this assumption in the clustering procedure [8] .
The main purpose of the present work is to outline a surprisingly simple strategy for pairwise clustering of massive data that requires no a priori assumptions regarding the nature of the given data.
The essence of our approach can be summarized in a single sentence: randomly split the original affinity matrix into small -and therefore manageable -affinity matrices, that are clustered independently. This approach is most appealing in a parallel computing environment: The algorithm progresses iteratively such that at each iteration, each worker clusters a distinct data subset. Once all workers are done, their results are integrated in a master node to create a new clustering partition over the entire data, and a new iteration is initiated. A similar strategy has been used before in supervised learning algorithms when computational resources preclude solution of the full problem at once; a notable example is given by Support Vector Machine (SVM) solvers based on Working Set algorithms [15] . However, to the best of our knowledge the current work is the first to propose and examine this strategy in the context of unsupervised data clustering.
An immediate concern is whether the proposed algorithm converges. Our empirical results provide a conclusive positive answer. Importantly, though, the fact that in each iteration our algorithm splits the original data in a (pseudo) random manner implies that our approach is stochastic in nature. Accordingly, the observed convergence is not the typical one guaranteed by conventional clustering algorithms, but rather is also stochastic. Thus, while some fraction of the data remain associated with particular clusters, other data items continue to cycle between different clusters with only a minor effect over the cost function being optimized. In this sense, our approach naturally embodies the intuitive notion that while clustering real world data some data items are not naturally associated with a particular cluster.
Another important issue concerns the quality of the obtained results. Typically, two measures are used in this context. First, the score of the obtained partition with respect to the cost function being optimized. Second, the correspondence between the obtained clusters and external "objective" labels -if available -that are not used during the clustering process. Our results demonstrate that in both measures our algorithm performs well. In particular, even when splitting the original affinity matrix into extremely small fractions, the score of the obtained partition in terms of the cost function is comparable to the one obtained while using the classical approach that examines the complete affinity matrix. In addition, the obtained clusters are typically coherent and homogeneous, as we discuss in detail in the Results Section.
We performed experiments over datasets at different scales that are associated with different domains. We present results for clustering ≈ 150, 000 Wikipedia terms based on their link structure; clustering airports and airline companies based on US airport travel data; clustering Yeast proteins based on their protein-protein interaction graph; and clustering computer nodes based on their latency response times. In addition, to demonstrate the validity of our approach for clustering massive non-sparse graphs, we present results for clustering ≈ 1.2 million US government Web pages, based on their ≈ 1.5 · 10 12 cosine pairwise similarity relations, while using a parallel computing environment that consists of only 8 nodes. Overall, our results suggest that massive affinity matrices can be properly clustered with no need to compute in advance, nor to store, the entire affinity matrix.
Clustering Based on Pairwise Relations
The basic building block of our approach is a conventional pairwise clustering algorithm, used to cluster manageable subsets of the original data. In principle, various algorithms can be used. As a secondary contribution of this work, we start by proposing for this purpose a novel clustering procedure which is an efficient variant over the Iclust algorithm [11] . In particular, this algorithm is guaranteed to converge to a local maximum of the expected similarity, or expected affinity, among pairs of items drawn independently of the same cluster.
Let i denote a single data item, i = 1 . . . N , and let c denote a cluster, c = 1 . . . N c; let us further denote by S ij the affinity between i and j. Then, the expected affinity among pairs of items assigned to the same cluster is given by
where |c| is the number of items assigned to cluster c, and our goal is to find a clustering partition that maximizes the cost function, s . Notice, that this cost function represents the deterministic limit of the more general cost function described in [11] , and furthermore it is reminiscent of the Normalized Cuts cost function [10] and is identical to the cost function described earlier in [7] .
To optimize s we propose a sequential clustering procedure, similar to the sequential algorithm described in [12] in the context of centroid clustering. In each trial, our algorithm examines a particular data item, i, represented as a singleton cluster, and seeks for a cluster c such that merging i within c will maximize s . Assuming that the pairwise affinity matrix is symmetric -where this assumption is used here for brevity purposes only -we obtain after some algebra:
where s(c, i) = (1/|c|) j∈c S ij , and s(c) = (1/|c| 2 ) i,j∈c S ij . Thus, the impact over s of placing i within c is related to a tradeoff between how similar is i to c members, as quantified by the first term, versus the expected similarity already present among c members, captured by the second term. Thus, the locally optimal assignment is to assign i with c such that ∆ s is maximized, i.e., to a cluster c for which s(c, i) is relatively high with respect to s(c). By construction, each trial of this algorithm cannot decrease s , and since s is upper bounded the algorithm is guaranteed to converge to a -possibly local -maximum of s after a finite number of trials. We note that for the original Iclust algorithm [11] we are not aware of any proof that guarantees convergence in the general case. A Pseudo-code of this algorithm is given in Figure 1 . We henceforth denote this algorithm as "sIclust", where the prefix "s" hints on its sequential nature [12] .
Parallel Pairwise Clustering
For large N values, computing and/or storing all N 2 pairwise affinities may be non feasible. The current work argues that for many clustering tasks it may also be superfluous. Specifically, we propose the following simple strategy, termed henceforth Parallel Pairwise Clustering.
The algorithm begins by randomly assigning one of N c cluster labels to each data item. At each iteration a subset of the data, consisting of ≈ n data items sampled from n c clusters in the current assignment, is examined and clustered based on the ≈ n 2 pairwise affinities associated with this subset. The current (global) clustering assignments of this subset are used algorithm. We repeat this procedure 10 times and among all 10 resulting partitions select the one that obtains the maximal s value.
as the initial partition. If N w computing nodes, or workers, are available, multiple -non-overlappingsubsets are examined and clustered simultaneously and independently. After each subset is clustered, the locally obtained partitions are sent to the master. The master then replaces the existing global assignments for points clustered by the workers with the locally obtained assignments. Pseudo-code of our algorithm is given in Figure 2 . For example, suppose W orker i receives data from n c = 2 clusters, such that 100 items are currently assigned (in the global partition) to cluster 4 and 60 items are assigned to cluster 8. These assignments define the initial partition for W orker i . After its convergence, the locally obtained partition is sent to the master that updates the assignments for these 160 items w.r.t. clusters 4 and 8 in the global partition.
As a concrete example, let us assume that we wish to cluster N = 10 6 data items into N c = 1000 clusters using N w = 10 workers. Taking n ≈ 5000 implies that at each iteration each node will cluster a distinct subset of ≈ 5000 data items via the sIclust algorithm ( Figure 1 ) whilst using their current assignments as the initial partition. Thus, assuming S ij is symmetric, at each iteration ≈ 10 · (5000 2 )/2 pairwise affinities are computed. If the algorithm converges after 50 iterations the total number of pairwise affinities computed is ≈ 6 · 10 9 , i.e., only ≈ 1 percent of the total number of pairwise affinities associated with the entire data. In fact, these numbers represent well our results over a real world data consisting of ≈ 1.2 · 10 6 documents, as discussed below. We note that under some scenarios Input N Data patterns from which every S(i, j) can be computed Requested number of clusters, Nc Number of available workers, Nw Number of clusters to be analyzed by each worker, nc ≤ Nc Fraction of data points to be sampled per cluster per worker, 0 < f ≤ 1
Output

A partition of all N items into Nc clusters
Initialization By a random partition intoapproximately -equally sized clusters.
Main Loop
(a) Each worker w, randomly selects nc clusters denoted c
| data points to construct subset algorithm. The input data may also be given directly in the form of an affinity matrix. Notice, that in each iteration each data item may be examined only by a single worker. Thus, if multiple workers attempt to select data from a relatively small cluster, c, some may end up selecting less than f · |c| data points. In our experiments we set T = 250. As we discuss in the Results section, it is possible to set a stopping criterion based on the progress of the cost function being optimized.
it may be useful to allow overlap amongst the data subsets analyzed independently; however, this may call for a more sophisticated integration scheme of the independent clustering results and is therefore left for future work.
Selecting the data subsets assigned to different workers can be implemented in various ways. In our implementation this is governed via two parameters. First, the number of clusters to be analyzed per worker, denoted n c ≤ N c ; second, the fraction of data points selected per cluster, denoted 0 < f ≤ 1 . Notice, that if we assume that the size of the data subset examined per worker -denoted above as n -is fixed and relatively small compared to N , then n c and f represent a natural tradeoff. On the one hand, we wish to have f → 1 so each cluster will be represented by samples that are as large as possible in the subset examined by a particular worker. On the other hand, increasing f implies n c should be reduced, hence constraining each worker to execute assignment changes only among a limited number of clusters. In our experiments we exhaustively explore the space of all the parameters involved in our algorithm, including f, n c , and N w .
4 Experimental Design 4.1 Datasets: In the following we describe the datasets used in our experiments. We show results for datasets where only pairwise relations exists as well as for ones where such relation can be computed through similarity functions. We used both medium and large datasets. The former were chosen principally because the results of the parallel algorithm could be directly compared to those obtained using the (single-node) sIclust algorithm that assumes access to the complete pairwise affinity matrix. A summary of the datasets is shown in Table 1 . Below we provide a short description of each of the datasets.
The USA's Department of Transport provides data 1 on the number of passengers who traveled between every pair of airports in the USA for every three months period. These data further contain the name of the company which sold the ticket (the Ticketing Carrier) as well as the one which executed the flight (Operating Carrier). We used the data collected for a full year starting from the third quarter of 2006. We defined our pairwise affinity matrix as the number of passengers who traveled between each pair of airports using a specific Ticketing Carrier and a specific Operating Carrier. The resulting affinity matrix contained 10, 154 rows and columns with 61,971 non-zero entries, each indicating the number of passengers traveling from one airport to another using a specific ticketing carrier and a specific operating carrier. In order to make the similarity matrix symmetric, we averaged the number of passengers which traveled between each pair of airports/carriers. The self-affinities, namely the diagonal values were defined as the total number of passenger traveling through a particular airport with a particular pair of operating and ticketing carrier.
Our second medium size data contained the graph . These data are represented as a square matrix of 5202 rows and columns, where 1 indicates that there is a known interaction between the corresponding proteins while 0 indicates that no interaction is known at this point. In particular, this matrix represented a total of 74, 942 known pairwise interactions.
Our last medium-sized dataset contained measurements of the latencies between a set of 1,740 DNS servers. It was used as the basis for evaluating the Vivaldi network coordinate system among other parallel systems [6] . Latencies can be considered distances between servers. We transformed them into similarities by taking the negative exponent of the latencies, scaled by dividing by the median value of all latencies in the data.
Our large datasets consisted of one dataset where pairwise relations are given as well as another dataset where pairwise relations needed to be computed using a similarity function. The first included the link structure of Wikipedia 3 . We downloaded a listing of the links between Wikipedia articles from October 2007 and kept all pages which had at least 100 outgoing links. This resulted in a total of 148,500 pages connected by 17,494,188 links. For the second data we used a dataset containing 1,246,765 pages collected from the USA government .gov domain provided by the TREC conference [4] . We indexed these pages using the Juru [16] search engine and represented each page using the count of the words in the page. Finally, we kept the 5,000 words with the highest information-gain over the documents [12] . Similarities between pages were computed using Cosine similarity. The precision of the clustering was measured against the top-level domain name of each page, of which 651 were found.
Computational platforms:
The computing nodes consisted of a cluster of ten 2.4 -3.4 GHz Intel Pentium machines with 2 GB memory each running Linux, connected via a 100Mbps Ethernet. For the gov and Wikipedia datasets we used an 8-CPU Power 5 computer with 16 GB memory running Linux.
Exploring parameters impact:
In all our experiments we set the number of clusters, N c , as the number of real categories in the data, if this quantity was known. If it was not, we used a simple rule of thumb of N c ≈ √ N where N was the total number of data points being clustered.
The sIclust algorithm at each node was run for 100,000 trials, unless no assignments were changed in 1,000 consecutive trials. The parallel algorithm has three important parameters which need to be set: The number of clusters analyzed by each node, n c , the fraction of data points selected from each cluster, f , and the number of worker nodes, N w . As we report below, we exhaustively explored this parameter space for the mediumsized datasets. For the large datasets it was set according to memory and architecture constraints, as described below.
We implemented our algorithm using the IBM Parallel Machine Learning (PML) toolbox 4 . In this toolbox, data is read and transfered to the workers without overlap, where each worker can determine whether to examine a specific data point or not. The time to read the complete data file can be reduced by sampling the file at a low sampling rate, but there is no control over which examples will be sampled. Thus, the implementation of our algorithm requires a two-stages sampling process: first, randomly selected data points are sent to each worker, and then each worker selects those points which are currently assigned to the subset of the clusters it selected. Therefore, faster data reading can be obtained by setting each worker to read from many clusters. A second limitation of the PML is that even if sparse data is read, it is stored in a dense format in memory. This implies that for large datasets such as Wikipedia only a small number of examples can be stored at each node.
These two constraints guided us when setting the parameters for the larger datasets. Thus, for the gov dataset each worker was required to sample from 50 clusters (out of 651) aiming to reach 5,000 samples per worker; for the Wikipedia dataset each worker was required to sample from 50 clusters (out of 385) aiming to reach 1,000 samples per worker. We note that other architectures may allow using other configurations of the algorithm parameters, possibly leading to better 4 http://www.alphaworks.ibm.com/tech/pml performance. Figure 3 shows the value of the cost function, s , as a function of the number of iterations performed when the algorithm is run over the King and gov datasets. Clearly, the algorithm is rapidly converging to a partition with a stable and relatively high s value. Importantly, the observed s value is highly negatively correlated with the fraction of points which change their cluster assignment at each iteration (Spearman correlation [14] of ρ < −0.85 across the first 50 iterations). Similar high negative correlations (ρ < −0.85) were observed for all datasets examined. This indicates that it is possible to determine if the algorithm has converged in terms of s by tracking the fraction of points which change their cluster assignments. Interestingly, this fraction of points typically does not decay to zero: Our observations were that, depending on the dataset and the number of data points examined at each iteration, as many as 20% of the points keep changing their assignment even after the cost function has stopped improving, implying that these points have no clear assignment to a particular single cluster. This point is examined in more detail below. Table 2 shows the cost function values obtained for all datasets using the parallel algorithm, compared to those obtained using the sIclust algorithm that uses the entire affinity matrix as input. Naturally, the sIclust algorithm results are not available for the large datasets. For the parallel algorithm, in all medium sized datasets, at each iteration 5 clusters were (randomly) selected per worker, and (at most) 60% of the points in each of these clusters were selected for processing. The cost function value for the gov dataset was computed over a randomly chosen subset of 25,000 documents, due to computational constraints (clustering was performed over the entire dataset).
Experimental Results
Convergence results as reflected in the cost function value:
As depicted in the table, for two of the three medium-sized datasets, there is negligible difference between the performance of the parallel algorithm and the sIclust algorithm, although the former sees only a small fraction of the pairwise similarities in the data at each iteration. We attribute the inferior performance of the parallel algorithm over the Transport dataset to the extreme sparsity of this dataset: Only ≈ 0.06% of entries are nonzero, compared to 0.2% of entries in Yeast and 99% of entries in the King dataset. Thus, for extremely sparse datasets, our parallel approach may not be as useful as conventional clustering methods. Table 2 further demonstrates that the gain, which is defined as the ratio of the cost function at the end of the run compared to that at the beginning of the run (i.e., a random partition) is substantial for all datasets.
On the gov dataset we also measured precision of the clusters to the 651 second-level domain names of the pages [12] . The precision achieved was 0.46, which is considered a relatively high value for such a large dataset. Furthermore, precision during the algorithms' execution was highly correlated with the cost function value, reaching a Spearman correlation of ρ = 1 and Pearson correlation of r = 0.93. This is a noteworthy result: After examining only 4% of the pairwise similarities, across all 200 iterations, a high quality partition was obtained for the whole dataset.
5.2
Exploring the parameter space of the algorithm: As noted above, there are three main parameters which influence the parallel algorithm performance. These are the number of worker nodes, and at each iteration, the number of clusters assigned to each node and the fraction of points from each cluster which are then sampled. We have examined their effect on all medium sized datasets by running the algorithm for a range of parameter settings. Figure 4 shows the effect of the fraction of samples from each cluster and the number of clusters per worker on the final cost function value obtained after 250 iterations of the parallel algorithm using 8 worker nodes over the medium-sized datasets. Both parameters have similar effects on the cost function value: For the three medium-sized datasets, the (Spearman) correlation of the number of clusters per worker with the cost function value is, on average, 0.61. Similarly, the average (Spearman) correlation of the fraction of samples from each cluster with the cost function value is 0.73.
When multiplied, the two parameters reflect the total number of points assigned to each worker. The average (over the three datasets) correlation of this quantity with the final cost function value is ρ = 0.98 (Spearman correlation), clearly indicating that the most important parameter affecting cost function value is the number of data points examined at each iteration. Additionally, when more points are sent to each node the algorithm converges faster. Figure 5 shows the gradient of the cost function value in the first 50 iterations of the algorithms' execution, as a function of the fraction of the pairwise affinity matrix examined per iteration. Clearly, convergence is fast even when relatively small parts of the data are examined per iteration. Moreover, although examining larger data subsets per iteration results with greater increments to 2.7 Table 2 : Final cost function values obtained for the five datasets tested using the parallel and, where possible, the sIclust algorithm. For the parallel algorithm we also show the Fraction of pairwise relations observed at each iteration and the gain, defined as the ratio between the cost function at the end of the algorithms' execution compared to the cost function value at the beginning of execution. the cost function this trend clearly saturates. That is, at some point allowing each worker to examine larger data subsets yields only a minor effect over the convergence rate. Thus, we conclude that at least for the medium sized datasets examined here, for an approximately fixed number of data points n examined per worker, the question of whether these data represent small samples taken from many clusters (low f and high n c ) or large samples taken from a small number of clusters (high f and low n c ) have relatively little impact over the overall performance. This implies that the specific implementation issues such as the ones discussed in Section 4.3 should be used as the deciding factor for setting these two parameters.
Points with no clear single assignment:
As noted above, we have observed that, depending on the dataset and the number of data points examined at each iteration, as many as 20% of the points keep changing their assignment even after the cost function has stopped improving. This seems to imply that these points have no clear assignment to a particular single cluster.
To verify this we conducted the following experiment: We applied different scaling parameters to the King dataset. As noted above, latencies in this dataset were transformed into similarities by normalizing each latency by the median of all latencies, before taking the negative exponent of this value. In this experiment, we multiplied the median latency by different scalar values, ranging from 10 −2 to 10 2 . At small values, such scaling causes the similarity matrix to become very sparse, leaving only the smallest latencies as similarities that are significantly different from zero. Large scaling values make the similarities scale to almost 1, making the similarities matrix almost uniform. Thus, by varying the scaling parameter it is possible to cause most points to either have a single good assignment or an unclear assignment to any single cluster.
The results of this experiment are shown in Figure  6 , where the fraction of points which move between clusters after convergence is plotted as a fraction of the normalizing parameter. This figure demonstrates that as the similarity matrix becomes more uniform, more and more points keep moving between clusters, demonstrating that the points which keep moving between clusters are likely ones that have no clear assignment.
Speedup:
Given enough iterations, the effect of the number of workers is negligible. However, as shown in Figure 7 , the rate of convergence is faster given more worker nodes. This figure has an important implication for measuring the speedup of the algorithm. Speedup of a parallel algorithm running on N nodes is defined as the time required for completing the computation using a single node divided by the time required using N nodes. Doubling the computational power does not usually entail halving the computational time because of communication overheads. However, since the run time to reach a given cost function value is dependent on the number of workers, we here define the speedup as the time required to reach a given cost function value using a single node divided by the time needed to reach the same cost function value using N nodes. We denote this as Speedup@Cost, e.g., Speedup@0.55. Figure 8 shows the speedup performance for the three medium-sized datasets. The cost function at which speedup was computed is noted in the figure. For two of the smaller datasets (Yeast and King), speedup peaks at 8 nodes. For the Transport dataset we did not test enough nodes to ascertain where it will peak. This figure shows that larger datasets benefit from more computational resources, which is encouraging when dealing with very large data.
5.5
Anecdotal evidence for the quality of the clustering: Finally, we provide some samples of the clusters found using the proposed algorithm in the different datasets. Our purpose is to give some qualitative understanding of the usefulness of the algorithm.
In the Travel dataset, many of the clusters found reflected routes performed by a specific airline company. Others were partitioned geographically, reflecting either local activity by national airlines or local airlines. Five of these clusters, chosen for their small size and geographic diversity, are shown in Figure 9 . Figure 10 shows the pairwise similarities for the full King dataset, first in the order in which they were collected, and then when sorted according to the clustering results. Evidently, the in-cluster similarity is much larger than the between-cluster similarity. Some clusters show relatively high similarity to other clusters (for example, in the top left hand-side of the figures). This reflects the fact that choosing the number of clusters to the square root of the number of examples resulted in too many clusters for this dataset. Some clusters could be typified according to their addresses. For example, the top left cluster contains a large proportion of DNS servers from Canada, compared to other clusters. The sixth cluster from the top contains mostly university DNS servers, and so on.
For the Yeast dataset, 65 out of the 72 clusters found by the parallel algorithm were highly enriched for various Gene Ontology annotations [2] , typically with P-values < 10 −10 . For example, cluster c 11 contained 26 proteins, of which 23 annotated as "organellar large ribosomal subunit" out of a total of 39 proteins with this annotation in the entire data (P -value < 10 −44 ). A more thorough analysis of the results for the Yeast dataset along with possible biological implications will be presented elsewhere.
Lastly, in the clustering results obtained for the Wikipedia dataset, we found clusters whose subject was very narrowly defined around subjects such as movies, sports (past Olympic meetings and summaries of baseball seasons), TV shows, leaders of the Catholic church, and countries, to name only a few. Furthermore, the denseness of the clusters, defined as the fraction of non-zero pairwise relations between examples within the same cluster was, on average, 461 times greater than in the whole dataset.
Discussion and Future Work
Existing pairwise clustering algorithms are typically non-feasible for many real world problems. For nonsparse affinity matrices, even for moderate N values, e.g., N ≈ 10 5 , standard computational resources will not suffice. For larger N values, even if the affinity matrix is relatively sparse the data may not be managed directly. Here, we proposed a simple strategy that in principle allows clustering arbitrarily large affinity matrices. In particular, in a parallel computing environment, each node clusters a manageable subset of the data and the results from all nodes are integrated -per iteration -to create a new partition over the entire data. Our experiments demonstrate that even when each node is exposed to surprisingly small fractions of the original data -and even when a relatively small number of nodes is used -the collective effort of all nodes converges to a meaningful partition over the entire data. More generally, our results suggest that the natural modularity hidden within large affinity matrices can be revealed with no need to compute the entire affinity matrix.
For the sake of clarity we focused on a simple strategy of randomly splitting the data among the different nodes. Investigating the utility of more sophisticated splitting techniques is left for future research. We note, though, that the stochastic nature of the splitting process yields intriguing implications. In particular, the resulting algorithm seems to converge in a stochastic sense, where eventually some data items are robustly associated with particular clusters while others continue to cycle between various clusters with apparently no Figure 10 : Similarity matrix for the King dataset in the original order of the data (left) and after sorting according to cluster assignments (right). Each block on the diagonal represents a distinct cluster.
impact over the clustering cost function. Thus, our approach naturally embodies the intuition that in real world data some fraction of the data are not naturally associated with any cluster, or can be equally assigned with more than one cluster. In addition, this inherent stochasticity may help in escaping clustering solutions that correspond to local optima of the clustering cost function, a notoriously difficult problem in cluster analysis. Future research should better characterize the properties of this stochastic convergence and further aim to elucidate conditions under which such convergence is guaranteed.
Our approach naturally suites an online clustering scenario where not all data are available in advance. Indeed, in many applications data continue to aggregate on a daily basis, where online archives of, e.g., scientific articles, protein sequences, etc., represent important examples. Since our approach calls for clustering different subsets of the data in each iteration, the fact that new data items are gradually added poses no difficulties, which is not necessarily true for conventional clustering techniques.
While the proposed algorithm was described in the parallel architecture setting, it is very much suited to grid environments. Specifically, no single synchronization point is required and each worker can return its result at different times, as long as points are not sent to multiple workers simultaneously. In addition, if a worker does not return its results after a prespecified timeout period, e.g., due to some failure, the master can decide to discard the worker and continue without its results without significant loss to the progress of the algorithm.
Finally, several previous works pointed out that in some scenarios one should consider clustering data based on r-wise relations for r > 2, i.e., dependencies beyond pairwise relations [1, 11] . However, since the input size is exponential in r, the complexity problems arising in pairwise clustering are even more severe for r > 2. E.g., even for small datasets considering all triplet relations -not to mention higher order relations -is typically non-feasible. However, the approach presented here, of randomly splitting the input data into manageable subsets, makes it feasible to cluster large data based on higher order relations, as we intend to demonstrate in future work.
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