This paper deals with a mathematical model describing the cell cycle dynamics and chemotactic driven cell movement in a multicellular tumor spheroid. Tumor cells consist of two types of cells: proliferating cells and quiescent cells, which have different chemotactic responses to an extracellular nutrient supply. The model is a free boundary problem for a nonlinear system of reaction-diffusion-advection equations, where the free boundary is the outer boundary of the spheroid. The free boundary condition is quite novel due to different velocity of two types of cells. The global existence and uniqueness of solutions to the model is proved. The proof is based on a fixed point argument, together with the L ptheory for parabolic equations with the third boundary condition.
Introduction
Multicellular tumor spheroids (MCTSs) are three-dimensional cell cultures which have structural similarity to in vivo tumors, and therefore MCTSs are routinely used as in vitro models of cancer growth. A number of mathematical models of partial differential equations (PDEs) have been developed to describe the growth of MCTSs [1] [2] [3] 12, 17, 19, 20, [23] [24] [25] [31] [32] [33] 35, 36] . Rigorous mathematical analysis of these models, such as global existence, uniqueness and stability of a solution, has drawn increasing interest, and many interest results have been obtained [5] [6] [7] 10, 12, 13, 16, [26] [27] [28] [29] [30] 34] . Most of these models are free boundary problems, where the free boundary is the tumor surface.
In this paper we consider a mathematical model describing the cell cycle and cell movement in a MCTS. This model is a new free boundary problem recently proposed by Tindall and Please in [31] . One novelty of this model is that the model includes an explicit description of proliferating and qui-✩ Supported by the National Natural Science Foundation of China. escent cells within a MCTS. A common feature of most continuum mathematical models of avascular tumor growth is the assumption that all cells within a tumor have a common spatial velocity profile [17, 20, [23] [24] [25] [26] [27] [28] [29] [30] [32] [33] [34] [35] [36] . However, in model [31] , Tindall 
p + q = N, for 0 r R(t), t 0,
u q (r, t) = u p (r, t) + χ ∂c ∂r , for 0 r R(t), t > 0,
∂ p ∂t + 
∂ ∂r
∂q ∂t + 
∂ ∂r r
2 ∂q ∂r
∂c ∂r (r, t) = 0 at r = 0, for t > 0,
c(r, t) = c ∞ at r = R(t), for t > 0,
p(r, 0) = p 0 (r), for 0 r R(0), t > 0,
∂ p ∂r (r, t) = ∂q ∂r (r, t) = u p (r, t) = u q (r, t) = 0 at r = 0, for t > 0,
Here R(t), c, p, q, u p and u q are unknown functions, which will be explained in the following. R(t)
represents the spheroid radius. In (1) , c(r, t) is the concentration of nutrient, λ(c) is any positive smooth function, and λ(c)c is a consumption rate of nutrient which is zero when c = 0. In (2) , N is the total number of live cells per unit volume [32] , and we assume that tumor cells consist of two types of cells: proliferating and quiescent cells. p(r, t) and q(r, t) are the proliferating and quiescent cell densities, respectively. The cells are taken to fill any region within the tumor. In addition, for simplicity, we shall neglect the space taken by any dead cell material [31, 32] . In (3), u p = u p (r, t) is the velocity of proliferating cells, u q = u q (r, t) is the velocity of quiescent cells, and χ is a parameter introduced to describe the relative strength of the chemotactic response of the two cell phases [31] :
proliferating cells move up the chemotactic gradient relative to quiescent cells when χ < 0; proliferating cells move at the same velocity as quiescent cells when χ = 0; and proliferating cells move down the chemotactic gradient relative to quiescent cells if χ > 0. In (4) and (5), cell motion is described by both random motion of the cells (diffusion) and directed motion stimulated by nutrient gradients (chemotaxis). D is a positive constant, which is the random diffusion coefficient of the cells. (6) is a result of the radial symmetry assumption of the problem, and (7) assumes that the spheroid is supported in a nutrient-rich medium. (8) is an initial condition for the cell distribution. (9) is also a result of the radial symmetry assumption of the problem. On the outer boundary of the spheroid we impose no-flux conditions as given in (10) and (11) 
∂ ∂r
By adding Eqs. (10) and (11) and using assumptions (2) and (3) an equation for the velocity of the outer boundary of the spheroid is obtained
This, together with (10), yields a boundary condition for proliferating cells
We note that Eq. (5) is a consequence of Eqs. (2)-(4) and (13) , so that in the sequel we may drop this equation and replace q by N − p in (4), (14) and (15) .
We also note that the no-flux boundary conditions (10)-(11) are equivalent to the boundary conditions (14)-(15) under the assumptions (2) and (3), so that in the sequel we shall replace (10)- (11) with (14)- (15) .
We further note that the empirical rules used for the functional dependence of K a , K b , K d , K p and K q on c are not critical to our analytical result. For the global existence of a solution to the model, we only need a very simple assumption as follows:
which is physically realistic. The requirement of the C 1 -smoothness will be explained in Remark 6.1 in the latter part of this paper.
Remark 1.1. In Tindall and Please's model [31] , they neglected the random cell motion term in Eqs. (4) and (5) . Their numerical results clearly indicate the formation of shocks in the proliferating cell distributions (see [31] ). Mathematically, by dropping the diffusion terms in Eqs. (4) and (5), the solution of corresponding first-order hyperbolic equations may evolve shocks due to the dominant cell motion directed by chemotaxis. In this paper we retain random cell motion in Eqs. (4) and (5), and prove that afore-mentioned shocks can be smoothed by this random cell motion. Indeed, we will prove the global existence and uniqueness of a smooth solution (with p(r, t) ∈ C 1+λ,(1+λ)/2 for some 0 < λ < 1) of the model (1)- (16) . Furthermore, Remark 7.1 in the latter part of this paper will give some indication where the analysis might break down if the diffusion of the cell types is sent to zero. (R(t), t) . The no-flux boundary conditions for proliferating cells and quiescent cells are as follows [31] : pṘ − pu p = 0, qṘ − qu q = 0. They then had to involve arguments about characteristic directions in order to determine how both of these could be satisfied at the boundary for the hyperbolic system and this required different conditions for χ < 0 and χ > 0 (cf. [31] for details).
Remark 1.3.
Once diffusion is introduced, the analysis in this paper will be independent of the sign of χ . However, for definiteness and clarity of the statement, we will assume that χ > 0 throughout the remainder of this paper.
Tindall and Please in [31] numerically studied the model (1)- (16) with D = 0 and empirical linear
In particular, they investigated the different distributions of quiescent and proliferating cells that can occur within a MCTS. In this paper, we will perform a rigorous analysis on global existence and uniqueness of a solution of the model (1)- (16) . The proof for the global existence of a solution is based on a fixed point argument, together with the L p -theory for parabolic equations with the third boundary condition. The main difficulties of the proof are due to the chemotactic term in (13) , to the nonlinear boundary condition (15) , and to possible singularity at tumor center if we regard the cell equations (4) and (5) as two 1-dimensional parabolic equations with a radial spatial variable r (note that
. To overcome these difficulties, we establish some necessary estimates, employ the Leray-Schauder fixed point theorem, and use the three-dimensional Cartesian coordinate.
The structure of this paper is as follows. In Section 2 we transform the problem (1)-(16) in a moving-domain into a new one in a fixed domain. In Section 3 we give some a priori bounds which will be used in later analysis. In Section 4 we give the main ideas of the proof. In Section 5 we study a parabolic problem with a nonlinear boundary condition. In Section 6 we complete the proof of the local existence of a solution of the resulting problem. In Section 7 we extend the above local solution to all t > 0. Finally, we close this paper with a summary section in which the insights into the behavior of the solution and possible future problems are discussed.
Transformation
After re-scalings (for details, see Appendix in [31] ), the system (1)-(16) takes the following form in {0 <r <R(t),t > 0}:
where
and
To transform the varying domain {r <R(t)} into a fixed domain, as done in [26] , we introduce a transformation of variables (r,t,c,p,ū p ,R) → (ρ,t,c,p,ũ,R) as follows:
c(ρ,t) =c ρR(t),t ,p(ρ,t) =p ρR(t),t , u(ρ,t) =ū p ρR(t),t /R(t),R(t) =R(t). (28)
In terms of the new variables and after dropping the tildes ofc,p andũ and the bars oft,R,D,K a , K b ,K d ,K p ,K q ,χ andR 0 for notation's convenience, the system (17)- (27) takes the following form in {0 < ρ < 1, t > 0}:
∂ p ∂t
where we have used the fact that ρ c = R 2 (t)λ(c)c in deriving Eq. (2.15). We shall also assume that
here
, and the derivatives are in the weak sense. We note that (38) is physically realistic as it ensures that both of the cell populations, p and q, are initially non-negative. Throughout this paper, we also assume that
which is physically realistic as it ensures that the consumption rate of nutrient, λ(c)c, is non-negative smooth function of c which is zero when c = 0. The requirement of the C 1 -smoothness of λ(c) will be explained in Remark 3.1. -estimate of p in Section 3, the choice of the metric space X T in Section 4, and the proof of the existence and uniqueness of a solution to a parabolic problem with this nonlinear boundary condition in Section 5.
We shall use the following notation:
, and the derivatives are in the weak sense.
The main result of this paper is as follows:
Theorem 2.1. Under the assumptions (37)-(39), there exists a unique solution (R(t), c(ρ, t), u(ρ, t), p(ρ, t)) of the problem (29)-(36) for all t
for some k > 5 and any T > 0, and
for some β > 0.
A priori bounds
In this section we establish several a priori bounds which will be used later. 
Proof. Set r := ρ R(t). Then Eqs. (29)- (30) can be rewritten as follows:
By λ(c) > 0 and the maximum principle for elliptic equations, we have c(r, t) 0 ( 4 8 ) and c(r, t) 1.
Hence, the proof of (44) 
where 
Proof. We first assert that if the minimum of p in Q T is negative, then it cannot be attained at the boundary ρ = 1. (52) Suppose, to the contrary, that there exists a point
Then we have
We note that
by (29)- (30) and the strong maximum principle of elliptic equations. The inequality (55), together
with (53)- (54) and χ > 0, further yields
which contradicts the boundary condition of p at the boundary ρ = 1 in (33). So, (52) holds.
On the other hand, by K p (c) 0, Eq. (31) can be written as follows:
Without loss of generality, we may assume that b 1 0 due to the standard exponential transform (i.e. p = e k 0 tp for large k 0 > 0). Therefore, we derive from b 1 0 and (56) that if the minimum of p in Q T is negative, then it cannot be attained in the interior of Q T .
This, together with (52), (32) and (38), yields that
Next we shall prove that p(ρ, t) 1. To this end, we set q =: 1 − p. We easily derive from (31)-(33), (38), (58) and
here 
where β > 0 is some positive constant. If we regard Eq. (31) as a 1-dimensional parabolic equation with the spatial variable ρ, then the coefficient of ∂ p/∂ρ has singularity at tumor center ρ = 0 due to
However, this singularity can be eliminated by using the estimates (45), (62) and employing the three-dimensional Cartesian coordinate. It is easily checked that
. Then the system (29)-(36) can be rewritten in the following form in Q T :
Lemma 3.4. Let T be any finite positive number. Then, for any solution of (29)-(39) with p ∈ C γ ,γ /2 (Q T ) and R(t)
where M(T ) > 0 is some constant which may depend on T .
Proof. By (37), Lemmas 3.1-3.3, and the assumption R(t) ∈ C [0, T ], Eq. (67) can be rewritten in the following form:
where M 1 is some positive constant. We easily derive from (65)-(66) and
This, together with p ∈ C γ ,γ /2 (Q T ), yields 
where A(T ) is some constant which may depend on T . This, combined with h L ∞ M 1 , further
This completes the proof of Lemma 3.4. 2
The main ideas
In the sequel we shall use the contraction mapping principle to prove that (65)-(74) has a unique local solution. For given T > 0, we introduce a metric space (X T , d) as follows
where c is the solution to problem (65)-(66) for given R(t) .
The metric d in X T is defined by
For any given (R(t), p(ρ, t)) ∈ X T we define c(ρ, t) being the solution of (65)-(66) and define u(ρ, t) by (70). LetR(t) andp(ρ, t)
solve the following two decoupled problems in {0 ρ 1, t 0}:
Then, we define a mapping
F : R(t), p(ρ, t) → R (t),p(ρ, t) .
In next two sections we shall prove that F is contractive if T is sufficiently small, and this will complete the proof of local existence and uniqueness of a solution of the system (65)-(74); global existence will be proved in Section 7.
We first consider the problem (81)-(82). For given (R(t), p(ρ, t)) ∈ X T , by (73) and Lemma 3.1 we find that (
2 ds) is a continuous and bounded function of t, and therefore (81) and (82) has a unique solution
furthermore,
where T > 0 is sufficiently small.
Since the problem (83)- (85) is a new problem for us, the proof of the existence and uniqueness of a solution will be left in next section.
A parabolic problem with a nonlinear boundary condition
In this section we shall solve the problem (83) 
where A 0 > 0 is some constant being independent of T .
Proof. Existence. We shall use the Leray-Schauder fixed point theorem (cf. [18, Theorem 11.6] ) to prove the existence of a solutionp ∈ C γ ,γ /2 (Q T ) to the problem (83)-(85). To this end, we set 
; cf. [21] ) and therefore by (94), we have
We now can define a mapping
the mapping S is well defined and it is a compact mapping.
Clearly, by the maximum principle, 
D ∂p ∂ρ
Proceeding as in the proof of Lemma 3.2, we can prove that 0 p 1.
Then, as before (see Lemma 3.4), we have
for 0 < T < 1, and therefore by the Sobolev embedding W
This further yields
where M > 0 is a constant. Summarizing (98)- (102) and (104), we have that there exists a constant
We conclude from (96), (97), (105), and the LeraySchauder fixed point theorem that S(p, 1) has a fixed point in P for 0 < T < 1. That is, (83)-(85) has a solutionp(ρ, t) ∈ C γ ,γ /2 (Q T ) for 0 < T < 1.
Uniqueness. By the maximum principle for parabolic equations with the third boundary condition as afore-mentioned, we easily prove the uniqueness of a solution to problem (83)-(85) with given
Estimates. Proceeding as in the proofs of Lemmas 3.2 and 3.4, we can prove the estimates (88) and (89). 2
We conclude from (82), (84)- (87), (88) and (105), that (R(t),p(ρ, t)) ∈ X T for small T > 0. Thus, the mapping F is well defined and it maps X T into itself for small T > 0.
In next section we shall prove that F is contractive provided T is sufficiently small.
Local existence and uniqueness
To complete the proof of the local existence and uniqueness of a solution to problem (65)-(74), we still need to prove that F is contractive provided T is sufficiently small.
, and set R * =R 1 −R 2 , p * =p 1 −p 2 . Then, by direct calculations we see that R * (t) and p * (ρ, t) satisfy the following two decoupled problems:
We first consider the problem (106)-(107). By (65)- (66), (37), (44), (45), (87) and
We easily derive from (106) and (107) that
It follows from (114) and (115) that
here we have used 
However, by (103), we have
Combining (117) and (118) we have
where the constant A 0 depends on
Hence, proceeding as in (104) and using (111), we have
Finally, we derive from (116) and (121) that
We conclude from (122) that the mapping F is contractive provided T is sufficiently small such that 
R(t), c(ρ, t), u(ρ, t), p(ρ, t))
and any T > 0, and
Proof. Suppose to the contrary that [0,T ) is the maximum time interval for the existence of the solution. By a priori estimates established in Section 3, we find that (44), (45), (51), (62), (63) and (77) hold for all t <T . Therefore, we have
where M(T ) is some constant which may depend onT .
We take p(ρ,T − ε) (where 0 < ε <T is arbitrary) as a new initial value, then we can extend the solution to Q (T −ε)+δ for small δ > 0 proceeding as in the proof of Theorem 6.1. Furthermore, the proof of Theorem 6.1 shows that δ depends only on an upper bound on p(ρ,T − ε) W 2,k (B 1 (0)) . By a priori estimate (130) we find that δ depends on A(T ) (but δ is independent of ε), i.e., δ = δ(T ). If we take ε < δ(T ), then we get has the feature that the characteristic curves come from the region {0 < ρ < 1} at the outer boundary ρ = 1. So difficulties will arise on this boundary. This is why the diffusion is so central to our results.
Summary and future problems
This paper has considered Tindall and Please's recent model describing the cell cycle dynamics and chemotactic driven cell movement in a multicellular tumor spheroid which consists of proliferating and quiescent cells. The two types of cells are assumed to move with different velocity whereas most partial differential equation models of tumor growth assume that all cells within a tumor have a common spatial velocity profile. We extended Tindall and Please's model to a new one with diffusion of the two cell types. The extended model assumes that cell movement is affected by not only chemotaxis but also diffusion. Noting the relative velocity of cells on the outer boundary of the spheroid, we clarified how to impose appropriate no-flux boundary condition for reaction-diffusionadvection equations in a moving-domain. By including the diffusion terms the formation of possible shock should be avoided. Indeed, we have proven the global existence and uniqueness of a solution to the newly extended model. The methods of the proof include a fixed point argument, L p -theory for parabolic equations with the third boundary condition, the maximum principle for partial differential equations, and some estimate techniques. In Tindall and Please's original model, the consumption rate of nutrient is assumed to a linear function of the nutrient concentration c by empirical rules. However, our analysis was done for any non-negative function (λ(c)c) of the consumption rate of nutrient. Similarly, the empirical rules used for the functional dependence of K a , K b , K d , K p and K q on c are not critical to our results and therefore the analysis can be done for any non-negative smooth functions K a (c),
The results of the analysis give us some indication that the behavior of the solution may be different for the following three cases.
, that is, neglecting the diffusion and the chemotaxis. The hyperbolic equation (31) (in which D = χ = 0) has the feature that the lines ρ = 0 and ρ = 1 are characteristic curves which are vertical on the line t = 0, so no boundary conditions are needed and no difficulties will arise on the boundaries ρ = 0 and ρ = 1 (see [26] ). The hyperbolic equation (31) (in which D = χ = 0) can be solved as a Cauchy initial-value problem along the characteristic curves, and therefore the global existence of a C 1 -smooth solution to the model can be proved as done in [26] .
Case (ii): D = 0 and χ = 0, that is, neglecting the diffusion but including the chemotaxis. The hyperbolic equation (31) (in which D = 0 and χ = 0) has the feature that the direction of the hyperbolic characteristics on the outer boundary ρ = 1 is not vertical on the line t = 0, so one boundary condition for p or q is needed with the form of this condition changing dependent on the sign of χ (see [31] ), and shocks may evolve. 
Problem 4 (P 4 ).
To extend the model (1)- (12) to the non-radially symmetric case and study the existence and stability of the symmetry-breaking solutions to the extended model. For (P 1 ), the main difficulty is due to that p does not have C 1 -smoothness and therefore the characteristic curve of the nonlinear hyperbolic equation may not be unique at a point near the outer boundary ρ = 1. So, the hyperbolic characteristic curves may intersect at some points near the outer boundary ρ = 1. At these points the solution in general will be discontinuous, and shocks may evolve.
For (P 2 ), the key point is to construct an appropriate auxiliary function associated with the free boundary r = R(t). In this direction, readers are refereed to [4, 7, 26] for more information. However, for present problem (P 2 ), the main technique difficulty is due to the chemotaxis term in the model. For (P 3 ), the first difficulty is due to the singularity at the tumor center r = 0 of the system; the second difficulty is that the stationary solution must satisfy the (stationary) free boundary condition; and the third difficulty is again due to the chemotaxis term in the model. When D 2 + χ 2 = 0, Cui and
Friedman [8] has studied such a problem. However, when D 2 + χ 2 = 0, to our knowledge, problem (P 3 ) is still open. For (P 4 ), in order to describe the free boundary conditions in the non-radially symmetric case, we often need to introduce a new variable σ of the fluid pressure (cf. Friedman's review article [9] ). Previous related symmetry-breaking problems (for example, see [9] [10] [11] 14, 15] ) are usually on diffusion equations. However, present symmetry-breaking problem (P 4 ) is on diffusion-advection equations with an additional chemotaxis term, and the main difficulty is due to the advection term and the chemotaxis term.
