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1 CNN model selection compared to other models 
The structure candidates are first selected by the score of prediction. If the score is the same level, 
then the simpler model should be better; for example, a model with two CNN layers for spectrum input 
has similar prediction score but eliminated by this criterion. However, too simple model could not lead 
the appropriate physical interpretation; for example, a model with only one neural network layer for 
composition input (no (f) layer in Figure 2) can distinguish rare-earth metals from transition metals 
but cannot distinguish rare-earth metals from Bi. We also carried out 5-fold cross validation of the 
CNN model and obtained R2 score of 0.764, which is slightly better than kernel ridge regression 
(0.732) and random forest regression (0.741), demonstrating the predictability and ensuring the 
appropriateness of the CNN model. 
 
2 Gradient in composition space as additional mode of analysis 
Gradient direction in composition space obtained by gradient analysis1-4 shows a guidance to 
obtain higher performance. Figure S1 shows the gradient direction as arrows in several materials 
subspace in {Bi, V, Mo, W, Tb, Gd, Dy} with different Bi/V ratios.  
 
 Figure S1. Power generation performance 𝑃  mapping in composition space with its gradients 
(arrows). Color of circles indicate the power generation performance. Arrows indicate the direction of 
gradient and its strength (The displayed scale of gradient is not linear; [length of arrow] = [strength of 
gradient]0.2). 
 
 
 
3 Weights of the first layer for elemental data in neural network model 
The weights of first neural network layer (e) of 8 trainings are shown in FigureS2. The dimension of 
the matrix is 7 (input) × 16 (units). 
 Figure S2. Heat map of weights of the first layer for elemental data in neural network model in 8 
training runs. There is an arbitrariness for permutation of the units. Weights of W and Mo are similar 
and those of Gd, Tb, and Dy are similar in a run. 
 
 
4 A note for training concatenated neural network 
The model used in this study is a concatenated model of spectrum data model and element data 
model as shown in Figure 2. We train this model in three steps. First, we ignored the elemental data 
layers (d, e, and f) and trained using only spectrum data input. The initial value for weights of all layers 
is randomly chosen. Second, we ignored the spectrum data layers (a, b, and c) and trained using only 
element data input. The initial value for weights of all layers is also randomly chosen. Finally, we 
trained concatenated model using pre-trained weights of layer (b, c, e, and f) in the first and second 
step. Weights of layer (h, i, and j) is also randomly chosen in the third step. In this way, we could 
obtain better prediction performance compared with training the whole model at once. 
We repeated these processes 8 times to obtain average and standard deviation of gradient, with 
the moderate variations in the model with different random initializations demonstrating that each 
model converges to a local minimum of the loss function, resulting in a predictive model that captures 
the primary data relationships. 
 
 
5 A note for the number of calculations 
We calculated models for 8 times and averaged their gradients to ensure the reliability of 
calculation, in particular insensitivity of the results to random seeding. Figure S3 and S4 shows the 
same figures as Figure 3 and 6, respectively, but averaged over 24 models, which we additionally 
calculated. The result of this 24-model calculation agreed with the result in the main text. Reader can 
check the result using our code on author’s GitHub5. Slight variations in the calculated gradients 
(generally within the uncertainty illustrated in the figures) may be obtained due to random 
initialization of weights in neural network, randomly shuffled order of dataset in one batch, and GPU’s 
error correction quality. Our GPU system is NVIDIA GeForce 940M.  
 
 
Figure S3. The same figure as Figure 3 but using the result averaged over 24 calculations. 
 
 
 Figure S4. The same figure as Figure 6 but using the result averaged over 24 calculations. 
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