Abstract
Introduction
Behavioural synthesis takes as input a functional description of a design, which specifies the relationship between system input and output in an abstract manner that does not necessarily bear any physical relationship to the final structural physical realisation. The goal of the synthesis system is to translate this behaviour automatically into a structure, optimised such that certain user-specified gross parameters (area, delay, power dissipation) are satisfied. This paper describes the design and implementation of a hierarchical module expansion capability within the MOODS behavioural synthesis system. Traditionally, each functional (data path) unit in a synthesised design is implemented as a purely combinational logic block taken from a low-level cell/module library. Using 'expanded modules' provides a means of implementing sequential multi-cycle library modules within this model. These modules are defined as technology-independent templates, which are inline expanded into the internal design structure during synthesis. This enables inter-module optimisation to occur at the sub-module level, affording greater opportunities for unit sharing and module binding. The templates also facilitate the development of specialised interface modules -these enable the use of fixed timing I/O protocols for external interfacing, while maintaining maximum scheduling flexibility within the body of the behaviour.
MOODS (Multiple Objective Optimisation in Data and control path Synthesis)
The MOODS system has been described in detail in [1] [2] [3] [4] [5] [16] [17] [18] [19] [20] [21] . In summary, MOODS is a system which performs global optimisation of a design dataflow and control graph by the repeated application of small, reversible (behaviour preserving) transforms, controlled by a simulated annealing algorithm. Simulated annealing is used because the problem is a multivariable optimisation, constrained by a surface (design space) that is discrete, degenerate, discontinuous and contains local minima. Steepest decent type algorithms find this kind of surface notoriously difficult, and taboo search and variations are unsuitable because of the high computational cost of back-tracking. The progress of the algorithm may be visualised as a design space trajectory -the structural design is encapsulated and represented entirely by its coordinates in design space. The dimensions of this space are user specified goals on any combination (or all) of: area, delay, clock period, power dissipation and floating point accuracy, although the latter is not strictly an orthogonal dimension. The algorithm moves the design through this space, as in figure 1 , from an initial point, derived from a naive translation of the user behaviour, towards a user-defined goal (typically minimum area, delay and power dissipation). For most designs, this process is sufficiently fast that the user can sensibly study the various tradeoffs obtainable by exploring the design space.
Hierarchical module expansion
Early synthesis systems often considered each data path unit to be implemented by a combinational module, executed over a single clock cycle [6] . Later developments utilised more sophisticated characterisation models allowing operations to be either chained together, cascading combinational modules in a single control state, or conversely, multicycling long operations over a number of cycles [7, 8] . In all cases, the modules are treated by synthesis as 'black boxes' accompanied simply by area and delay parameters. MOODS handles library modules in a similar manner, treating each as a combinational block with delay, area and power parameters. The transforms applied by the simulated annealing algorithm allow control graph optimisation that results (amongst other things) in operator chaining through the merging of control states, and allows multicycling by means of a user-specified clock period.
Expanded modules are stored as a mixed structural/behavioural description of sub-modules with their own control and data paths, which are dynamically expanded within the internal design representation at some point during the synthesis process. This enables the use of clocked, sequential module implementations in-lieu of a single combinational block. The development of a general purpose mechanism for performing hierarchical module expansion also facilitates the implementation of a number of additional features. In particular the ability to pre-define local timing relationships within an expanded module enables the use of macro ports to implement complex interfacing protocols.
Paper structure
The remainder of the paper is organised as follows: section 2 describes the underlying details of expanded modules and hierarchical expansion, and its effects on the overall optimisation process, while section 3 details the results of an extensive analysis of its operation and effectiveness on a number of benchmark designs, highlighting the trade-offs and problems encountered. Finally, section 4 identifies key parameters affecting the results of expansion, and describes a semi-automatic algorithm developed to control the process.
Expanded modules
Module expansion exploits the inherent hierarchy of arithmetic and logical operators used in systems such as Fred [9] and BADGE [10, 11] . In these systems, hierarchical module descriptions provide performance models, and guide the generation of module structure independently from the synthesis process. Module expansion, on the other hand, is based on the concept of utilising this hierarchy in the body of the synthesis loop by expanding the sub-structure of a module into its constituent sub-components within the top-level control and data paths. The process involves, by means of a transformation, replacing a given data path unit and its activating control states, by a sub-control and data path that describes the desired module implementation, effectively flattening the module hierarchy. Since expanded modules are described using exactly the same control and data path structures as the rest of the system, there is no restriction on their complexity.
Note that while the majority of transforms employed by MOODS are reversible [1, 4] , module expansion is only immediately revocable -once any of the substructures have been altered (for example, shared with a unit from another part of the data path either from the top-level design, or from within another expanded module) the option of 'unexpanding' is no longer available (see section 4). Figure 2 shows a simple example of a single 32-bit combinational adder (executed during a single control state) expanded using a serialised implementation, based around the accumulation of an 8-bit partial sum over four cycles. Three main factors influence the effect a module expansion such as this has on a synthesised design:
Sequential module implementation
1. The ability to use sequential implementations for a complex operation facilitates an additional level of trade-off between area and delay. This is achieved without any alterations to the lowlevel module model since the smaller constituent sub-modules are all combinational. The hierarchical nature of the description means that additional trade-offs may be explored by further expanding sub-modules. For example, the 8-bit adder in figure 2 might be further expanded into a serial implementation based around a 2-bit adder, thus increasing the total addition time from 4 to 16 cycles. Clearly, the depth of expansion must be balanced against both the total delay, and the cost of the extra circuitry (multiplexors and intermediate registers)
required.
2. The original single control state is replaced by the controller sub-graph for the expanded module (in this case comprising four sequential control states), effecting a finer level of control state granularity. Furthermore, the expansion process generally results in the use of simpler data path units with a shorter delay, and as a consequence the expanded control states will also be shorter than the original. This can have a significant impact on the overall speed of the design: by targeting the slowest data path unit for expansion (which dictates the maximum control state delay, and hence the minimum allowed clock period), both the clock period and the amount of unused time in control states can be decreased. A slightly different approach to the expansion of a 32-bit adder is illustrated in figure 3 .
Here, the serialised structure is unrolled forming a simple, non-optimal implementation, identical to the initial configuration obtained from a behavioural description of the sequential adder.
At first sight this approach would appear to be more inefficient than before, requiring four separate 8-bit adders and carry registers. However, simply sharing all the adders and all the intermediate carry registers results in a data path structure identical to figure 2. This puts the onus on the synthesis system to draw the maximum benefit from the new configuration through further optimisation, which, while not necessarily the quickest and most computationally efficient method, possesses a number of advantages over the earlier model:
• The expanded modules will be optimised in a manner most suited to the target cost objectives.
If this requires maximal unit sharing, the configuration will revert to the original sequential configuration. Alternatively, it may be more appropriate to merge the four control states into two, and similarly share the adders, effectively accumulating a 16-bit partial sum over two cycles, as shown in figure 4 . It can therefore be seen that the most important consideration when designing an expanded module is not its structural efficiency, but the range of alternative configurations obtainable through further optimisation.
• Feedback loops and unit sharing within the control and data paths makes it much more difficult for the system to optimise the sub-modules in the context of the whole design, since it would first be necessary to perform data path unit unsharing and control state unrolling (design degradations). For example, figure 5 shows a more complex expanded module, a 32-bit block multiplier [10] , with internal feedback in both the control and data paths. Here, because the module structure is already optimised thus there is little scope for synthesis to modify it. In particular, feedback and data dependencies in the control graph mean that overlapping module execution with other parts of the design is not practical, as the system does not know how many clock cycles it will take for the function to execute -the example in figure 3 makes this parameter explicit by unrolling the calculation loop thus forming a linear control graph whose execution is exactly defined. The system can, however, perform limited functional unit sharing with other parts of the design, thus enabling further area reduction.
• Creation of the expanded module is simply a matter of writing an appropriate behavioural description.
On the negative side, the immediate effect of module expansion on the overall delay and area will almost always be an increase; the expansion process therefore, has to be viewed as a transformation which increases the potential for optimisation at a later date. The problem is complicated by other considerations such as the depth of hierarchy to expand, which units to target, and at what point in the synthesis process the expansion should occur. Section 3 presents experimental data on these issues, and section 4 describes an expansion algorithm developed to tackle them.
Further uses of expanded modules
As well as the sequential module implementations described above, expansion may be used to provide three additional capabilities: pipelining, macro operators, and macro ports.
Traditionally, incorporating these features into a synthesis system would requires specific modifications to the synthesis algorithms and data structures; using expanded modules, however, enables their inclusion within the structure of the existing system.
Pipelining
Two forms of pipelining applicable to behavioural synthesis are identified in the literature [8] . Functional pipelining refers to the process of transforming the top-level design into pipelined stages, the execution of which may be overlapped. SEHWA [12] , one of the first systems to tackle pipeline synthesis, partitions an acyclic data flow graph into stages separated by stage latches. This increases the rate at which data may be applied to the top-level design, and is best suited to highly repetitive systems such as digital filters. Structural pipelining refers to the use of pipelined modules whose throughput is less than the total module delay. These units require modified scheduling algorithms to overlap pipe stage execution according to the required throughput and are most suited to sequences of independent operations. Whilst MOODS contains no dedicated support for pipelining, the use of pipelined expanded modules, in conjunction with the optimisation algorithm, produces a similar effect. Figure 6 demonstrates a situation where two multiply operations (figure 6a) are expanded using a two-stage pipelined multiplier (figure 6b).
Given a suitable cost function assigning equal priorities to both area and delay, optimisation results in the configuration of figure 6c, which is the equivalent of performing the two operations on a single pipelined data path unit, overlapping their execution by one cycle.
Macro operators
Expanded modules are also used to implement functions not available in the standard module libraries. These can range from relatively simple individual units, (for example a fixedpoint multiplier) to complete complex function libraries, such as to support floating point arithmetic and transcendental functions. Since the expanded module descriptions are not tied to any specific target library, these macro operators effectively form a high-level function library which seamlessly integrates into the system design flow. This capability is described in detail elsewhere [16] [17] [18] .
Macro ports
One of the key parameters when controlling module expansion is the point in the optimisation process at which expansion is performed. This effectively dictates where on the line I-F in figure 1 the expansion is executed (but note that it is not necessary to expand everything at the same time). If this occurs at the end (F in figure 1 ), just prior to outputting the design as a structural netlist, the expanded control and data path will be directly implemented in the final configuration. This allows the user to exactly specify the local scheduling of operations within the module on a cycle-by-cycle basis (similar to the behavioural templates of [13] ).
One of the main drawbacks of behavioural synthesis is the difficulty of interfacing a synthesised design to the outside world, which generally requires the exact specification of operation timing in I/O protocols (for example, memory access control). By encapsulating the required behaviour in an expanded module template with a fixed, pre-defined operation schedule, complex interfaces can be simplified into a single, high-level instruction.
Macro ports also allow a designer to use alternative protocols (for example, faster/slower memory I/O), by simply changing the expanded module used.
This supports a similar interfacing capability to the communication protocol concept found in VHDL+ and SystemC, allowing the body of the design to be optimised without compromising the local timing constraints of the interface.
Developing expanded modules
The operation of an expanded module is coded as a single VHDL process, in an entity whose I/O ports match the pins of the combinational module targeted for expansion. The description should follow standard guidelines for behavioural synthesis, making as little use as possible of signals, except to output the final result at the end of the operation. The use of VHDL enables rapid development in a familiar language, which is easily simulated to ensure correct module operation.
The front end of the synthesis system is, naturally enough, a VHDL parser that translates the input VHDL into an intermediate form, called ICODE: a kind of 'behavioural assembly language'. Although human readable, in conventional system use this is inspected as frequently as assembly in a high-level software development environment.
The VHDL encoded module is passed through the parser, and translated into ICODE. This may be manually modified to remove unnecessary code or to include additional features with no VHDL parentage, and is then loaded into the synthesis system like any other behavioural design.
At this point it can be saved immediately in the expanded module library, or it can be preoptimised to obtain any desired structure and schedule. This latter method enables the development of macro ports with an exactly specified local timing relationship (schedule) that is guaranteed to be maintained in any synthesised design using the module.
Given that the optimisation capabilities of MOODS are underpinned by its ability to manipulate timings, this point is worthy of expansion: In the general course of processing, MOODS modifies the relative timings of operations (without modifying the functionality) within a design unit. In applications, such as those mentioned in section 2.2.3, where fine-grained control over timing is important, MOODS allows the user to 'pin' operations to clock edges by means of special synthesis directives. Syntactically, these look like VHDL procedures, and the library provides simulation models to allow the design to be simulated without modification. (Post optimisation, the procedures have been removed, but the synthesized design is now fully scheduled and obeys the constraints that the pinning procedures imposed at the outset.) Figure 7 shows an example of this design flow, generating an expanded module for a 32-bit multiplier. Figure 7a shows the generating VHDL, and figure 7b the ICODE equivalent, modified slightly to remove the sensitivity list detection code, the intermediate output register, and the feedback loop joining the end of the VHDL process to its start. This is then stored as an unoptimised expanded module with control and data paths as shown in figure 7c.
As a demonstration of the power of this technique, consider a trivial VHDL process containing a single 32-bit multiplication. Without module expansion, this would have to be implemented using a single 32-bit combinational multiplier, provided by the target cell library.
Using the module structure of figure 7c to expand the multiplier, however, and optimising the entire design for minimum area, the structure of figure 8 is obtained. This has halved the size of the combinational multiplier required, which dominates the size of the implementation. Due to the hierarchical nature of the expansion process, further reduction may be possible by expanding this smaller unit with a similar expanded module, thus decreasing the size of the multiplier to 8 bits.
The interaction between this 'depth of expansion', and the area and delay figures obtained, is discussed in the next section.
Experimental results
The module expansion process must be viewed as a mechanism for enhancing the scope for optimisation, rather than an improvement in its own right. This poses the questions: which modules should be expanded, by how much, and at what stage in the optimisation loop? The results presented here demonstrate the effect various module expansions have on the optimisation of a number of behavioural benchmark designs [14, 15] . An analysis of the results shows how the choices made during optimisation affect the final outcome, and examines the interaction with the optimisation algorithm and the effectiveness of the expansion process in general.
From the benchmarks examined, two are analysed in detail here. These designs contain a substantial range of functions of various bit-widths, and are largely data-flow (as opposed to control) oriented. Table 1 describes the two designs in terms of their source code size, and the type and width of operations required. Table 2 and D1, delimit the non-expanded optimal design curve. In each case, the expansion process shifts this curve closer to the design space origin, providing a considerably enhanced range of implementations.
The most obvious characteristic of all the figures is the significant improvement in area of both the area and delay optimised groups, generally, but not always, at the cost of extra delay. The mechanics of this process can be explained by looking at the area distribution between the functional, storage, interconnect and control components. All the non-expanded implementations (A1, AM, D1, DM) exhibit a substantial functional unit bias comprising between 65% and 95% of the total area. This is primarily due to the large combinational multipliers and the inherent datacentric nature of the designs. Module expansion reduces the size of the functional component due to the reduced complexity of the constituent sub-units, in return for an increase in storage, interconnect and control requirements, forming the skeleton of the expanded module. As expansion depth increases (i.e. smaller bit-width thresholds used), so does the size of the functional blocks. At some point, however, the increase in size of the other three components cancels out any functional block decreases, rendering the expansion ineffective. A3 and A4 in figure 10 clearly illustrate this point: the first configuration (A3) shows post-split expansion of all 16-bit multipliers achieving a 26% decrease in total area, from a 71% decrease in functional area, and a 28%, 100% and 118% increase in storage, interconnect and control area respectively, compared to the non-expanded A1. Expanding a further level of hierarchy with post-split optimisation of all 16 and 8-bit multipliers (A4), results in a less significant 12% total decrease, this time comprising an 88% drop in functional area, but a 36%, 213% and 596% increase in the other three.
Another, less obvious, effect of expansion is an improvement in the overall clock utilisation. The longest functional unit propagation delay determines the minimum clock period, leading to the waste of a considerable amount of excess time inside many control states.
Multicycling attacks this inefficiency by allowing combinational modules to evaluate over several cycles, thereby reducing the clock period and improving the overall delay figure. Comparing the original implementations (A1 and D1) with their multicycled equivalents (AM and DM), it can be seen that the decrease in clock period is accompanied by an increase in the critical path length; multicycling serves to balance out these two components, achieving a more even distribution of functional unit execution time across the available control states. The greater number of control states also affects the area, but this is not accompanied by any change in the other area components as multicycling simply modifies the control graph. Examination of the delay breakdown for the expanded configurations exhibits a similar pattern.
Finally, figure 11 shows the clock utilisation distribution for the system of figure 10. For optimum clock utilisation, the majority of states should occupy the top 95-100% range, but the original non-expanded configuration (A1) falls far short of this target, with over 65% of states having a utilisation of around 60%. The best multicycled implementation (AM) is a far more efficient scenario with 90% of states almost 100% utilised. In between these two extremes appear the expanded implementations demonstrating a varying degree of improvement. Note that figure   11 only shows the utilisation efficiency; better utilisation does not necessarily mean a lower total delay as both the clock period and critical path length may vary, but it does indicate how much time is wasted in a given schedule. It is interesting to note that in every configuration there exists at least one state with a very low utilisation -these represent VHDL wait statements forming points at which a process is idle: no substantial operations will be scheduled here resulting in a low utilisation figure. The subject of clock and module utilisation is discussed further in [2, 21] .
Managing the process
In its entirety, MOODS is a highly complex software suite, providing numerous synthesis capabilities not described here [1] [2] [3] [4] [5] [16] [17] [18] [19] [20] [21] . Presenting a unified, comprehensible and useful interface to the user is becoming more and more difficult with each added enhancement. At the outset, the decision was taken to use simulated annealing as the overarching control algorithm, as it is ideally suited to balancing nonlinear, nonmonotonic and occasionally discontinuous tradeoffs between disparate penalty functions. While this has proved to be a wise decision, controlling the system is not simple. Ideally, the control of any complex system is implemented with the minimum number of independent parameters, each affecting a well defined (and preferably independent) set of aspects of the output.
In the case of module expansion, there are a number of parameters affecting the process that must be controlled by the optimisation algorithm. Specifically, it must:
• determine which data path units in the design should be expanded
• determine which expanded module implementations should be used
• determine when, during optimisation, expansion should occur (pre/post splitting)
In making these decisions, there are two key problems which must be overcome: first, the initial effect of expanding a module is often an increase in both area and delay, and it is only after further optimisation that the true effects of the expansion can be ascertained; second, once expansion has occurred, and the module's sub-structure has been further optimised and integrated into the top-level control and data-paths, it is unfeasible to undo (ie. backtrack and replace the expanded implementation by the original single functional unit) as this would require the automatic reconstruction of the module's control and data-path substructure -a process that would be both difficult to perform, and extremely time consuming, for the following reasons:
A key feature of the system is that a complete (i.e. fully scheduled, bound and allocated) design exists after every transform. The repercussions of each transform, although localised in the control/datapath graph sense, touch large parts of the software data structure, which is extremely complex. For this reason, it is infeasible to maintain a strict backtrace of the system progress, even over short distances. Transforms are reversed by applying the corresponding 'anti-transform', that has the opposite effect on the design (but does not necessarily restore the data structure to its exact original state). The anti-transform corresponding to module expansion would be a subgraph isomorphism problem. Whilst the addition to the transform lexicon of such a process is possible, it would have a completely unacceptable impact on the performance of the synthesis system. Furthermore, the purpose of allowing transform reversal is to enable the system to jump out of local minima in the design space during optimisation. Using a backtrace, to unexpand a module would require all transforms performed since the original expansion to also be unperformed, thus returning the system to the original point in the design space, rather than a new point outside the local minimum.
The expansion process must therefore be viewed as an irreversible transform that increases the potential for further optimisation at a later time.
Despite close scrutiny of the results both in tables 3-5 and elsewhere [3] , it has not been possible to derive a sensible detailed heuristic to encapsulate and fully control the expansion process. However, a number of experimental observations can be made:
• There is little to be gained (even using a priori knowledge) from treating the functional units separately.
• Intuitively, it would seem that splitting as early as possible (ie. at the outset) would move the design space closer to the origin, and produce better designs. This means, however, that the initial post-expansion design can be very large and complex, particularly when using large macro operators (such as floating-point units) which can considerably slow down the optimisation process. Results show that multi-stage splitting (ie. performing several expansions at various stages throughout synthesis) can produce comparable results with a much reduced runtime.
• All this notwithstanding, the designs produced using module splitting are demonstrably superior to those produced without (figures 9 and 10).
The approach taken in MOODS is to provide a degree of automatic expansion, but require the user to take ultimate control of the process. This method enables the effects of expansion to be investigated at various stages of the optimisation process. The automatic hierarchical expansion algorithm enables the user to expand all functional units of a particular operation type for a specific bit-width range, and provides the facility to override the expansion for individual units where necessary. The user can also specify how many levels of hierarchy are expanded, thus it is possible to perform a first pass expansion, where only the required top-level functional units are expanded, then perform some optimisation, and then perform more expansion -ie. trade off pre-/post-splitting. Although it has not been possible to fully automate the optimisation and expansion process in a single algorithm, a general approach to design optimisation, using a mixture of automatic optimisation and manual intervention, can be developed thus:
1. Perform standard non-expanded optimisation to investigate the design space and determine minimum feasible area and delay figures.
2. Identify the dominant (eg. largest and slowest) functional unit type (operation) and bit-widths. If a functional path unit is shared among operations of varying bit-width, it may be necessary to unshare some of these prior to post-splitting. 4 . Repeat the expansion process based on the new dominant functional unit, or with more levels of expansion, until the desired area is obtained, the area starts to increase, or the delay exceeds some maximum allowed limit.
These steps should form the basis upon which a more detailed optimisation configuration can be developed, possibly involving the consideration of some individual units, and the manipulation of cost function target values.
In addition to automatic hierarchical expansion, the system provides the ability to manually expand individual functional units, and also to force the expansion of all macro operators. This is necessary since macro operators generally have no simple functional unit equivalent (ie. combinational implementation), and thus must be expanded before synthesis is complete. Providing the user with the ability to perform this operation means that a multi-pass approach can be taken where early optimisation treats the complex operators as 'black boxes', enabling higher-level optimisation, while later, post-expansion stages perform the detailed intraand inter-module optimisation.
Summary
The development of a module expansion capability within the architecture of the existing synthesis system enables further optimisation of a behavioural design, primarily as a mechanism for decreasing the area occupied by the final implementation. It enables the system to utilise sequential clocked modules in place of the original purely combinational units, allowing much more substantial designs to be developed within the constraints imposed by the resources of FPGA devices. Expanding the hierarchical structure of a module within the top-level control and data paths allows the system to perform inter-module optimisations further reducing the area requirements. The expansion process also tends to reduce the complexity (and hence delay) of the slowest functional modules, thus improving the clock utilisation through a lower minimum clock period.
Results from a number of benchmark designs using a limited set of expanded module templates yield substantial reductions to the original minimum area of between 25% and 65%. In some cases, delay improvements of up to 46% can also be achieved in addition to a reduction in area, due to the shorter cycle time, and the use of faster (and larger) sub-modules which soak up some of the reduced area.
Finally, the use of expanded modules has made it extremely easy to develop complex leaf components, enabling the creation of an extensive technology-independent high-level function library (e.g. for fixed or floating-point arithmetic [16] [17] [18] ) providing an enhanced behavioural design environment. 
