The regional Eta workstation (WS) model with horizontal resolution of 40 km has been integrated over South America for January 2003. The NCEP-DOE Reanalysis II was used for initial and lateral boundary conditions. The comparison of the model-simulated and satellite-derived values of monthly mean incident solar radiation at the surface demonstrates that the former values are larger by 20%-30% over the entire region. To improve the surface flux representation in the model, a new solar radiation scheme has been implemented in it. An offline comparison of the original and the new radiation schemes with the detailed line-by-line method demonstrates a higher accuracy for the new scheme. With the new scheme, the modelsimulated incident solar radiation at the surface is in a better agreement with the satellite-derived data. Nevertheless, a noticeable systematic difference of 10%-20% still remains, probably because of the incorrect description of cloud parameters in the model. The lower incident solar radiation in the new version of the model causes a decrease of near-surface air temperature by 0.1°-1°C and a decrease of precipitation rate by up to 20%-30% over most of the continent. The increase in the simulated incident solar radiation and temperature is found in the region of the South Atlantic convergence zone, which is responsible for the enhanced cloudiness and precipitation in the central and southeastern parts of Brazil during summer. The model results are compared with observational data of meteorological stations, the Global Precipitation Climatology Project (GPCP), and the South American Low-Level Jet Experiment (SALLJEX) and are discussed.
Introduction
Regional weather forecast models are used in climate studies because of their high spatial resolution and inclusion of sophisticated parameterizations for physical processes. The improvement of model performances is partially related to refinements in the parameterizations of convection, cloudiness, radiation, and land surface processes. The accurate simulation of incident solar radiation at the earth's surface is a requirement for a better performance of all other parameterizations.
The regional Eta Model was originally developed at the National Centers for Environmental Prediction (NCEP; Mesinger et al. 1988; Janjic 1994; Black 1994) and is currently used at a few atmospheric research centers, including Centro de Previsão de Tempo e Estudos Climáticos (CPTEC; the Brazilian Center of Weather Forecast and Climate Studies), for weather and climate modeling. A review on the simulation of the South American climate with the Eta Model is given by Chou et al. (2002) . It is concluded that the model reproduces the main summer climate features reasonably well, among them is the formation of the South Atlantic convergence zone (SACZ) (Figueroa et al. 1995) and the low-level southward flow of the warm and moist air located to the east of the Andes (Saulo et al. 2000; Vernekar et al. 2003 ). The SACZ is mainly responsible for the cloudiness and precipitation in the central and southeastern Brazil. The flow determines summer precipitation in the south of Brazil, north of Argentina, and Uruguay. Nevertheless, the comparison of the model output with observational data demonstrates noticeable bias in precipitation rate and nearsurface air temperature in some regions of South America . Precipitation forecasts show lower accuracy at the tropical latitudes. The amount of precipitation tends to be overestimated in the case of low rainfall and underestimated in the case of high rainfall (Seluchi and Chou 2001) . Also, the model has problems in forecasting near-surface air temperature.
The comparison of simulated solar radiative and other surface fluxes with observations shows that the Eta Model systematically overestimates incident solar radiation as well as latent and sensible heat fluxes at the surface (Hinkelman et al. 1999; Chou et al. 2002) . To improve its surface fluxes representation, we implemented into the model a radiation scheme developed by Chou and Suarez (1999) and modified by Tarasova and Fomin (2000) . This scheme includes the fine effects of gaseous absorption and particle scattering, which are not considered in the solar radiation code currently utilized in the Eta Model. Also, the new scheme uses a more accurate approach for a solution of the radiative transfer equation . In this paper we analyze the impact of the new solar radiation scheme on surface fluxes and meteorological variables as simulated by the Eta workstation (WS) model over South America in summer. The month January 2003 has been selected for the analysis in order to estimate the impact of the new scheme on summer climate features such as strong convective precipitation and low-level transport of hot and humid air to the south. In section 2, the original and the new solar radiation schemes are described and validated offline with the line-by-line (LBL) method. Section 3 gives short descriptions of the NCEP Eta Model and Eta WS model adopted for the integration. Modifications that we introduced in the model and its integration procedure are also described. Section 4 presents results of the study. Model-simulated and observed monthly mean fields of incident solar radiation, cloud cover fraction, near-surface air temperature, precipitation rate, and wind are compared. Time series and diurnal cycle of these variables averaged over selected regions are analyzed. Section 5 gives summary of the results and conclusion.
Offline validation of the original and new solar radiation schemes
The original solar radiation scheme SWR93 of the NCEP Eta Model follows the parameterizations of Lacis and Hansen (1974) . The scheme accounts for the absorption lines of H 2 O, O 3 , and CO 2 as well as the reflection from the layers of molecular atmosphere and cloudiness. The solar radiation absorption by water vapor is computed with the broadband absorption function of Yamamoto (1962) . The use of this function leads to underestimation of the atmospheric absorption, as demonstrated by detailed LBL calculations of Fomin and Gershanov (1996) using the high-resolution transmission molecular absorption database (HITRAN-96) spectroscopic database of Rothman et al. (1998) . The SWR93 scheme also underestimates the atmospheric absorption because of the lack of the absorption by O 2 and water vapor continuum.
We implemented into the Eta Model a new solar radiation scheme CLIRAD-SW-M developed at the National Aeronautics and Space Administration (NASA) Goddard Space Flight Center (GSFC) by Chou and Suarez (1999) and modified by Tarasova and Fomin (2000) . The scheme CLIRAD-SW of Chou and Suarez (1999) is currently used in the atmospheric models developed at GSFC. This broadband code accounts in the parameterized form for the absorption lines of H 2 O, O 3 , O 2 , and CO 2 , available in the HITRAN-96 database (Rothman et al. 1998) , as well as for absorption and scattering properties of aerosol and cloud particles. The solar radiative transfer is calculated with the use of the delta-Eddington and two-stream adding approximations. The modified code CLIRAD-SW-M also takes into account the water vapor continuum absorption model proposed by Clough et al. (1989) .
To estimate the scheme's accuracy, we performed the offline comparison of the SWR93 and CLIRAD-SW-M schemes with the LBL method of Fomin and Gershanov (1996) . Radiative transfer calculations were performed for the test cases proposed by Fouquart et al. (1991) . The LBL method accounts for the same absorption lines and water vapor continuum that are considered in the CLIRAD-SW-M scheme. Theoretically, however, the LBL method has a much higher accuracy because of its fine wavenumber grid of 1/256 cm Ϫ1 and use of the Monte Carlo technique in the radiative transfer calculations. The results of the comparison of the schemes are presented in Table 1 for the clear-sky test cases that take into account only gaseous absorption and molecular scattering. The difference between the SWR93 and LBL schemes varies from ϩ20 to ϩ30 W m Ϫ2 for incident solar radiation and from Ϫ10 to Ϫ25 W m Ϫ2 for atmospheric absorption. This is largely related to the neglect of solar radiation absorption because of some water vapor lines, water vapor continuum, and O 2 in the SWR93 scheme. The CLIRAD-SW-M scheme has a smaller deviation of 1-2 W m Ϫ2 for both incident solar radiation and atmospheric absorption when compared with the LBL method.
The CLIRAD-SW-M scheme also has a higher accuracy when used for radiative transfer calculations in a cloudy atmosphere. The cloud parameters used in the test cases 43 and 45 of Fouquart et al. (1991) are shown in Table 2 . Cases 43 and 45 describe an atmosphere with one cloud layer of the same optical depth of 2.8. The top of the cloud layer is located at the altitude of 13 and 2 km, respectively. Ϫ2 in both cases. Hence, the comparison of both schemes with the lineby-line method shows that the CLIRAD-SW-M scheme is much more accurate than the SWR93 scheme in both clear-sky and cloudy atmospheric conditions. The offline comparison of the old and new solar radiation schemes is also needed to understand the difference in solar radiative fluxes obtained from the simulations with the two versions of the model. Tables  1 and 3 show that for the clear-sky and high-level cloudy cases the CLIRAD-SW-M scheme calculates smaller incident surface solar radiation and larger atmospheric absorption than the SWR93 scheme. The reverse is in the case for the low-level cloudiness. When the continental aerosol model with a column optical depth of 0.2 (World Meteorological Organization 1986) is included in the calculations with the CLIRAD-SW-M scheme the difference between the CLIRAD-SW-M and SWR93 schemes varies from Ϫ60 to Ϫ70 W m
Ϫ2
for incident solar radiation and from ϩ25 to ϩ50 W m Ϫ2 for atmospheric absorption (see Table 4 ). Thus, the Eta Model running with the new radiation scheme will provide smaller clear-sky incident solar radiation at the surface than that provided by the original Eta Model. In cloudy conditions, the incident solar surface radiation will be smaller or larger depending on the height of clouds.
Model and experimental design
We adopted for the integration of the Eta WS model of the University Corporation for Atmospheric Research (UCAR)/Cooperative Program for Operational Meteorology, Education and Training (COMET) (see information online at http://strc.comet.ucar.edu), which is almost identical to the operational NCEP Eta Model of 2003 but has more simplified installation, configuration, and running procedures. A short description of the NCEP Eta Model is given below as well as modifications that were introduced in the model and in the integration procedure. 
TABLE 4. Difference in clear-sky Q and A, as computed with the CLIRAD-SW-M and SWR93 schemes; the former scheme accounts for the continental aerosol model; surface albedo is 0.2; MLS: midlatitude summer atmosphere; TRA: tropical atmosphere; SZA: solar zenith angle.
a. NCEP Eta Model short description
The full description of the NCEP Eta regional forecasting model is given by Mesinger et al. (1988) , Janjic (1994), and Black (1994) . In short, the horizontal structure is described by a semistaggered E grid (Arakawa and Lamb 1977) . The eta vertical coordinate is used to reduce numerical errors over mountains in computing the pressure gradient force (Mesinger et al. 1988 ). The planetary boundary layer processes are based on the Mellor-Yamada level-2.5 model (Mellor and Yamada 1974) . The convective precipitation scheme that is of Janjic (1994) , who modified the scheme of Betts and Miller (1986) . The shortwave and longwave radiation parameterizations are those of Lacis and Hansen (1974) and Fels and Schwartzkopf (1975) , respectively. The land surface scheme is that of Chen et al. (1997) . A new grid-scale cloud scheme of Ferrier et al. (2002) has been recently incorporated in the NCEP Eta Model instead of the scheme of Zhao and Carr (1997) . The grid-scale cloud cover fraction is parameterized as a function of the relative humidity and cloud water (ice) mixing ratio (Xu and Randall 1996; Hong et al. 1998) . Convective cloud cover fraction is parameterized as a function of precipitation rate (Slingo 1987) . The extinction coefficient for convective clouds is constant for two air temperature intervals. The grid-scale cloud extinction coefficient depends on cloud water (ice) mixing ratio, which is a prognostic variable of the model.
b. Eta Model integration
The Eta WS model has been installed in a supercomputer and modified to be able to perform climate runs. For this the restart subroutines have been rewritten. The restriction on the output file name was removed. The daily update of sea surface temperature from climatological data was incorporated. Then, the new radiation scheme CLIRAD-SW-M was implemented into the model, and clear-sky incident solar radiation at the surface was obtained as a new model output. The two versions of the model, with the original and new solar radiation schemes, were integrated over South America for January 2003. The integration was started on 0000 UTC 16 December 2002. The first 15 days were considered as the model spinup and excluded from the analysis. The NCEP-Department of Energy (DOE) Reanalysis-II data (T62/L28; Kanamitsu et al. 2002) were used for initial and lateral boundary conditions. The latter were updated every 6 h. The sea surface temperatures were updated every day from the linearly interpolated monthly mean data of Reynolds et al. (2002) 
Results
The results of the model simulations for January 2003 using two versions of the Eta Model with original and new solar radiation schemes are analyzed here in conjunction with available observational data. The analysis includes such variables as incident solar radiation, cloud cover fraction, near-surface air temperature, precipitation rate, and low-levels wind speed. Monthly mean fields, time series, and annual cycles of these variables are studied. Figure 1a shows monthly mean values of incident surface solar radiation (averaged over 24 h) for January 2003 provided by the original version of the model over South America. For the comparison we used surface solar radiative fluxes derived from satellite radiance measurements. The fluxes were obtained from the Geostationary Operational Environmental Satellite (GOES)-8 visible imagery using a simplified physical model developed at CPTEC (Ceballos et al. 2004 ). Average values within cells of the model grid of 40 km are considered. The differences between the model-simulated and satellite-derived monthly mean fluxes are illustrated in Fig. 1b , which reveals a systematic positive difference from ϩ50 to ϩ100 W m Ϫ2 between the model-simulated and the satellite-derived fluxes. The errors of satellite-derived fluxes themselves were estimated by the comparison with ground data of 76 Li-Cor pyranometers located mainly in eastern, central, and southeastern Brazil. A comparison of the Li-Cor pyranometers with more precise instruments showed that those pyranometers are able to yield daily integrated values accurate within a few watts per squared meters (Ceballos et al. 2004 magnitude varies from Ϫ10 to Ϫ40 W m Ϫ2 over most part of the continent because of the higher solar radiation absorption in the atmosphere calculated by the new radiation scheme. The positive difference is only seen in the part of the SACZ characterized by extended cloudiness. This difference is related to the schemes difference in cloudiness conditions and because of the decrease of cloud amount in the modified model simulation. Figure 2b shows the same difference in the net (downward minus upward) solar radiation at the surface. The deficiency in the upward flux calculations by the SWR93 scheme leads to the larger region of the positive difference in the net surface solar radiation than in the incident radiation. Note that the difference in the clear-sky solar radiation at the surface is negative over the entire region and varies from Ϫ30 to Ϫ40 W m Ϫ2 (not shown). These results, obtained from the simulations with the two model versions, are in accordance with the offline comparison of the original and new solar radiation schemes.
a. Incident solar radiation at the surface and column cloud cover fraction
In the Tropics, during the summer, the incident solar radiation at the surface is strongly affected by cloudiness. The principal parameters of cloudiness are cloud cover fraction (CCF) and cloud optical depth. Cloud cover fraction defines the relative area of the model cell covered with clouds. Cloud optical depth defines the extinction and reflection of solar radiation by clouds. Here we analyze cloud cover fraction values provided by the two versions of the model. Figure 3a shows monthly mean CCF of convective clouds in the total atmospheric column obtained from the original model simulation. The largest values are seen in the central and southeastern parts of Brazil where SACZ is usually observed. In the simulation with the modified version, the magnitude of cloud cover fraction decreases in the SACZ. Probably this is caused by the weaker convection resulting from the lower clear-sky solar radiation incoming at the surface. The difference between the CCF values obtained with the modified and original versions of the model is shown in Fig. 3b . The largest negative values are seen in the center of the SACZ, where they reach 30%-50%. The difference between nonconvective CCF values simulated with the two versions is negative in the latitudinal zone from 5°N to 10°S and positive in the zone from 15°to 30°S (not shown).
The shortwave cloud radiative forcing (CRF) at the surface is an important parameter used to estimate the impact of clouds on surface solar radiation. The cloud radiative forcing is computed as the difference between all-and clear-sky net solar radiation at the surface. and 4b demonstrates that the change in the CRF is because of the change in convective cloud cover fraction. We selected the three regions in accordance with the different values of convective cloud cover fraction and cloud radiative forcing provided by the model in these regions. The average convective CCF is 46% in region 2, 35% in region 1, and 21% in region 3 (original model simulation). Figure 5 demonstrates the regions selected for the analysis. Region 2 covers part of the continent where extended convective cloudiness associated with the SACZ is observed during summer. Table 5 presents the model-simulated and satellite-derived fluxes averaged over these regions and the difference between them. The original model provides larger values of incident solar radiation at the surface that those derived from satellite measurements for all regions. The simulation with the modified version reduces the difference. The impact of the new radiation scheme is smallest in region 2, characterized by the dense extended cloudiness. Figure 6 shows the daily mean solar radiative fluxes averaged over the regions. The daily variability of satellite-derived fluxes is well captured by both models, but the systematic difference persists. Table 6 shows the magnitude of CCF and CRF provided by the original and modified versions of the model and averaged over the selected regions. Both the CCF of convective cloudiness and the CRF averaged over region 2 are smaller by 26%-30% in the integration with the modified version than in the original. The higher values of CCF of nonconvective cloudiness obtained with the modified version in region 2 do not affect incident surface solar radiation because of the preference made in the model cloud cover scheme. The scheme uses only convective CCF if both the convective and nonconvective cloudiness with CCF greater than 10% coexist in the same layer. The largest difference of about 37% between the nonconvective CCF values, provided by the modified and original versions, is seen in region 3.
The change in the incident solar radiation at the surface causes the change in the surface flux balance. Table 7 shows latent and sensible heat fluxes obtained from the modified and original model simulations and averaged over the region. The change in the absolute values of the latent heat flux between the modified and original model simulations is related to the change in the temperature and humidity of the atmosphere and the soil. As was shown in the previous studies, the Eta Model overestimates latent and sensible heat fluxes at the surface (Hinkelman et al. 1999; Chou et al. 2002) . Hence, these fluxes are also improved in the modified model simulation.
b. Near-surface air temperature and precipitation
The January 2003 mean air temperature obtained from the original model simulation at the height of 2 m above the surface is presented in Fig. 7a . For the validation of model-simulated temperature we used observational data obtained at the meteorological stations of South America. The description of the data is given online at http://www.cptec.inpe.br/. The data of about 1500 synoptic and automatic weather stations are utilized. Most of the stations are located in the east of Brazil. Figure 7b Figure 8 shows the difference between the temperature fields provided by the modified and original versions. The difference is negative over most of the continent, probably because of the lower net solar radiation at the surface in the modified model simulation (Fig. 2b) . It is positive over region 2 because of the higher net solar radiation provided by the modified version over the region. Note that other physical processes such as advection also affect the surface air temperature. The positive change in the surface air temperature in region 3 can be related to the stronger transport of the warm and humid air from the north to this region in the modified model simulation (section 4d). The monthly mean near-surface air temperature averaged over the selected regions is shown in Table 8 . The difference between the temperature values obtained from the simulations with the two model versions is about 0.4°C for all regions. compared with the original. For the validation of the model-simulated precipitation we used the data available from the Global Precipitation Climatology Project (GPCP) (Huffman et al. 2001 ) with the spatial resolution of 1°ϫ 1°. This is a combined observation-only gridded dataset based on gauge measurements and satellite estimates of rainfall. Figure 10a land surface schemes in the modified version have to be also modified to be more consistent with the new radiation scheme. Over the Andes and Atlantic Ocean, the modified version gives closer results to those of the GPCP data. Note that the difference between the observational data themselves (GPCP and meteorological stations) is noticeable. The daily variations of precipitation averaged over the three selected regions are shown in Fig. 11 . The values provided by the two model versions are compared with the GPCP data. One can see that both versions capture observed daily variations of precipitation. Nevertheless, the precipitation for the high-rainfall days is underestimated. The mean precipitation for January 2003 averaged over the selected regions is presented in Table 8 . The values obtained from the modified model simulation for regions 1 and 2 are lower by 16%-30% as compared with the original model simulation, and are lower by 25%-37% as compared with the GPCP data. Therefore, the implementation of new radiation scheme requires changes in other physical parameterizations of the model for better representation of precipitation over the continent.
c. Diurnal cycle of precipitation and cloud cover fraction
The ability of the model to reproduce a diurnal cycle of precipitation and cloudiness characterizes a quality of parameterizations of physical processes in the model. The review of numerous observational evidence of the pronounced precipitation diurnal cycle in the Tropics is given by Yang and Slingo (2001) . Most studies demonstrate that the maximum of precipitation occurs early in the morning over the oceans and after noon over the continents. Over the continents (far from oceans or mountains) the precipitation diurnal cycle is mainly related to the diurnal cycle of incident solar radiation and to convection. The daily variations of convective cloud cover fraction and precipitation have to follow each other.
Figures 12 and 13 show that region 2 is characterized by strong precipitation with a profound diurnal cycle. The magnitude of precipitation is smaller and its diurnal cycle is less intense for region 1 than for region 2. Region 3 is characterized by a smooth diurnal cycle of precipitation. The average convective cloud cover fraction is equal to 46% in region 2, 35% in region 1, and 21% in region 3 (original model simulation). Thus, the conditions needed for the development of convection (such as humidity of the atmosphere, influx of humidity, air vertical velocity) are different in these regions. The difference in the diurnal cycle of precipitation for the regions means different sensitivities of the convection to the diurnal cycle of incident solar radiation. The sensitivity is higher for region 2 than for region 1; it is low for region 3. Therefore, the impact of the new scheme on the convection has to be larger in region 2 than in region 1 and has to be larger in region 1 than in region 3.
The clear-sky net (downward minus upward) solar radiation at the surface decreases for all regions in the simulation with the new scheme. The difference in the clear-sky net solar radiation between the modified and original model simulations is shown in Table 9 . The smaller clear-sky net solar radiation at the surface affects the surface temperature and the convection in regions 2 and 1. Both precipitation and convective cloud cover fraction decreases. The impact is larger in region 2 than in region 1 in accordance with the abovementioned statements. Because of the impact of convective cloudiness the difference in the all-sky net solar radiation at the surface became smaller in region 1 and positive in region 2 as compared with the clear-sky fluxes. The change in the all-sky net solar radiation at the surface is probably responsible for the negative change in the near-surface air temperature in region 1 and for the positive change in region 2. Note that other physical processes such as advection, can also affect near-surface air temperature. In region 3, the precipitation values are slightly sensitive to the diurnal cycle of solar radiation. This explains the small impact of the new radiation scheme on the precipitation shown in Fig. 13c . It is probable that some increase of precipitation and surface air temperature in this region is related to the stronger transport of warm and humid air from the north in the modified model simulation (section 4d). Table 9 shows that the modified model provides in region 3 a larger value of the precipitable water in the atmosphere column as compared with the original model.
d. Low-level wind fields and meridional wind speed profiles
The 925-hPa mean wind fields for January 2003 obtained from the integration with the original version, the modified version, and the reanalysis data are given in Figs. 14a, 14b , and 15, respectively. The NCEP-DOE Reanalysis-II data (T62/L28; Kanamitsu et al. 2002) were used for the comparison. All of the datasets demonstrate a southward low-level current to the east of the Andes. The magnitude of wind speed in the current located in the latitudinal zone from 15°to 25°S is larger in the original model simulation than in the reanalysis data, and is larger in the modified model simulation than in the original model simulation. The difference between the model results and reanalysis can be explained by the more realistic topography of the Eta Model and by its ability to simulate processes of smaller scales than those resolved by the reanalysis data. The distinction of the physical parameterizations of the Eta Model and GCM that is used for preparation of the reanalysis can also contribute to this difference (Vernekar et al. 2003) . The comparison of the two modelsimulated datasets with wind speed measurements can show which dataset is closer to the observations. The South American Low-Level Jet Experiment (SALLJEX) is an internationally coordinated effort aimed at studying the role of the South American lowlevel jet (LLJ) in moisture and energy exchange between the Tropics and extratopics. The experiment was conducted from December 2002 to March 2003. The results of the experiment and previous studies using global reanalysis and isolated observations show that the core of the low-level jet is located at the 925-and 850-hPa levels near Santa Cruz (17°45ЈS, 63°08ЈW) and Trinidad (14°49ЈS, 64°54ЈW) in Bolivia (Saulo et al. 2000; Seluchi and Marengo 2000; Marengo et al. 2002 Marengo et al. , 2004 . For the comparison with the model-simulated wind profiles we used high-resolution upper-air observations conducted near Santa Cruz in January 2003. Rawinsondes were generally released twice per day at 0600 and 1800 UTC from 16 to 31 January.
We used the criterion of Bonner (1968) to estimate the ability of the model to reproduce LLJ events. This criterion specifies that in LLJ a maximum of the wind speed profile has to reach at least 12 m s Ϫ1 within 1.5 km above the ground and the rate of decrease (gradient) of the wind speed above the jet has to be larger than 6 m s Ϫ1 km
Ϫ1
. Figures 16a and 16b present the time series of meridional wind (0000, 0600, 1200, 1800, 2400 UTC) at 850-and 925-hPa levels obtained from the model output and reanalysis at the grid point nearest to the Santa Cruz station. The data obtained from upper-air sounding at Santa Cruz are also shown. Figure 17 presents the vertical gradient of the meridional wind speed between the 850-and 700-hPa levels for the same datasets. From the upper-air observations the LLJ event is detected on 20-21 January 2003. Observed meridional wind speed at 850 and 925-hPa levels and wind gradient (850-700 hPa) during these days correspond to Bonner's (1968) criterion. Figures 16 and 17 show that the reanalysis and both versions of the Eta Model underestimate the low-level wind speed and 850-700-hPa wind speed gradient observed during the event. On the whole, the modified version of the model gives closer values of the low-level wind speed to the observations at Santa Cruz for the period from 16 January to 31 January 2003 as compared with the original model simulation.
Summary and conclusions
A new solar radiation scheme has been implemented into the Eta Model in order to improve its surface flux representation and to evaluate related changes in the meteorological variables of the model. The accuracy of the original and the new solar radiation schemes is estimated offline from a comparison with a detailed lineby-line method. In clear-sky conditions, the difference between the original scheme and the LBL method is about 70 W m Ϫ2 in incident surface solar radiation and 25-50 W m Ϫ2 in atmospheric absorption. The same difference estimated for the new radiation scheme is 1-2 W m
Ϫ2
. In cloudy conditions, the difference obtained for the original scheme varies from 60 to Ϫ70 W m Ϫ2 and for the new scheme is less then 8 W m Ϫ2 . Thus, the new radiation scheme demonstrates a higher accuracy in both clear-sky and cloudy atmospheric conditions as compared with the LBL method.
The two versions of the model, with the original and new radiation schemes, were integrated for January 2003 with reanalysis as initial and lateral boundary conditions. The output fields are compared with each other and with observational data. The incident solar radiation at the surface provided by the version with the new radiation scheme is in a better agreement with the satellite-derived data. Nevertheless, a systematic difference remains (10%-20%), probably because of the incorrect description of cloud parameters in the model. The lower incident solar radiation simulated by the modified version causes a decrease of near-surface air temperature of 0.1°-1°C over most of the continent and a decrease of precipitation rate of 20%-30% over the SACZ. The increase of the incident solar radiation and temperature is obtained in the center of the SACZ because of the effect of cloudiness. Some increase of the precipitation rate appears to the south of Brazil. Over the continent, the original version of the model reproduces a monthly mean precipitation rate closer to the GPCP observational data as compared with the modified version. Reanalysis and both versions of the model underestimate the low-level wind speed and 850-700-hPa wind speed gradient at the Santa Cruz observational site during the LLJ event as compared with the observations. Comparison of the model-simulated ground fluxes and meteorological variables with observations demonstrates that implementation of a new radiation scheme improves surface flux representation over the entire region of the model integration as compared with satellite-derived data. Precipitation is improved over the oceans and the Andes, but it diverges with the observations over the continent. The difference between the observed near-surface air temperature values and those provided by the modified model is also noticeable. Therefore, the change of the solar radiation scheme in the model requires further changes in others physical parameterizations of the model aimed to obtain better model performance. The analysis of the impact of each physical parameterization on the model simulation results can help to use all new parameterizations together.
