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We extend the concept of quantum speed limit – the minimal time needed to perform a driven
evolution – to complex interacting many-body systems. We investigate a prototypical many-body
system, a bosonic Josephson junction, at increasing levels of complexity: (a) within the two-mode
approximation corresponding to a nonlinear two-level system, (b) at the mean-field level by solving
the nonlinear Gross-Pitaevskii equation in a double well potential, and (c) at an exact many-body
level by solving the time-dependent many-body Schro¨dinger equation. We propose a control protocol
to transfer atoms from the ground state of a well to the ground state of the neighbouring well.
Furthermore, we show that the detrimental effects of the inter-particle repulsion can be eliminated
by means of a compensating control pulse, yielding, quite surprisingly, an enhancement of the
transfer speed because of the particle interaction – in contrast to the self-trapping scenario. Finally,
we perform numerical optimisations of both the nonlinear and the (exact) many-body quantum
dynamics in order to further enhance the transfer efficiency close to the quantum speed limit.
PACS numbers: 02.30.Yy, 03.75.Kk, 03.75.Lm, 05.60.Gg
The maximum speed of evolution of a quantum sys-
tem has been a subject of theoretical investigation since
decades. This research activity – mainly focused on state-
to-state transfer for single-particle quantum dynamics
– resulted in the introduction of the concept generally
known as quantum speed limit (QSL), namely the min-
imum time needed to achieve a certain quantum state
transformation [1, 2]. In the last few years, this fasci-
nating theoretical concept, which arises from an energy-
time uncertainty relation, has started to have practical
relevance especially for the development of quantum tech-
nologies and because quantum gas laboratories are now
capable of probing it [3, 4]. Indeed, recent experiments
with cold atoms on a chip reported the achievement of
time-optimal processes at the QSL [4]. However, the QSL
for nonlinear and many-body quantum systems has not
been clearly defined yet and, in particular, the influence
of the inter-particle interaction on the QSL has to be
still clarified. Here, we provide an exhaustive theoretical
analysis on this subject and we apply it to the relevant
scenario of ultracold bosons in a double well that has
been realized [5, 6] and controlled [7] experimentally. We
characterize the QSL of nonlinear and many-body sys-
tems of bosons, and show that optimal control might be
effectively applied to achieve time-optimal transforma-
tions. In particular, we show that optimal control strate-
gies can be developed to cancel the decelerating effects
of the repulsive atom interactions. These strategies dif-
fer substantially in the vicinity of the QSL in such a way
that the combination of an exact many-body quantum
description and optimal control is instrumental in order
to achieve the best performance. Our optimal control
schemes are characterized by simplicity of the pulses and
feasibility of their application in all experiments dealing
with linear or nonlinear two-level systems. They con-
tribute to solving key problems of the atom transfer by
compensating self-trapping and damping of the oscilla-
tions in a time-optimal manner, and achieve complete
control of the motion on the Bloch sphere which facili-
tates interferometric protocols.
In our study different degrees of complexity in the
description of the system are gradually considered (see
Fig. 1). (a) We analyse the optimal dynamics for a
Bosonic Josephson Junction (BJJ) [8, 9] within the two-
mode approximation, where one mode (i.e., orbital) per
well, solution of the time-independent Gross-Pitaevskii
Equation (GPE), is assumed [10]. (b) We investigate
the mean-field scenario for which the time-dependent
GPE dynamics in the double well potential in coordinate
space is solved, and finally (c) we solve the full many-
body Schro¨dinger equation by means of the ab initio
Multi-Configurational Time-Dependent Hartree method
for Bosons (MCTDHB) [11]. The latter approach allows
us to include possible excitations to higher orbitals (i.e.,
beyond the GPE), which are responsible for quantum de-
pletion and fragmentation.
In a linear two-level system the magnitude of the cou-
pling J between the two levels characterizes the QSL of a
state-to-state transfer. Hence, the minimum time for the
transfer between two orthogonal states is given by half
the Rabi period, that is, TLQSL = π~/2J [1, 2]. Such time-
optimal dynamics occurs along a geodesic on the Bloch
2sphere connecting the initial and the target state [see
Fig. 1(d)]. Our main goal is to extend the geodesic inter-
pretation of the QSL to interacting bosonic many-body
quantum systems. At the beginning we show that at
the level of the two-mode BJJ model, which in the pres-
ence of inter-particle interactions becomes nonlinear [12],
the time-optimal dynamics does follow a geodesic too.
This can be achieved by canceling the deviations from
the geodesic path, due to the nonlinear interaction, by
means of analytically computable Compensating Control
Pulses (CCP). We then study the range of validity of
this strategy in a double well configuration in coordinate
space where the two-mode and GPE approximations may
not hold anymore. We show that the CCP performs very
well even close to the QSL if fragmentation, a genuine
many-body effect, is neglected. We find, quite surpris-
ingly, that for strong interactions – when the uncontrolled
dynamics experience the self-trapping – the CCP leads
to even faster speeds of the full transfer, taking efficiently
advantage of the increase in the effective tunneling cou-
pling. Finally we show that, when large deviations from
the ideal transfer efficiency close to QSL occur, they are
corrected by means of optimal control by applying the
Chopped RAndom Basis (CRAB) algorithm [13].
QSL of a BJJ. The dynamics of the most general
scenario of a quantum optimal control problem is de-
scribed by the Hamiltonian H(t) = Hd +
∑
i ci(t)Hi,
where Hd represents the time-independentpart of the dy-
namics (drift), and Hi are the control parts with control
pulses ci(t). Here we focus on the task of optimizing
the transfer from an initial state |ψ0〉 to a target state
|ψT 〉. Optimal control looks for an optimal time depen-
dence of the control pulses ci(t) such that a given figure
of merit is minimized [14]. For the latter we use the infi-
delity ε = 1− F 2, where F (ρT , ρ) = Tr
[√√
ρT ρ
√
ρT
]
is
the Uhlmann fidelity which measures the overlap of the
two density matrices ρT and ρ [15] and vanishes when
the transfer to the target state is complete. The typical
questions that arise in optimal control are threefold: (i)
is a complete transfer possible (ε = 0)? (ii) If so, what
is the minimum time (i.e., the quantum speed limit) to
achieve it? (iii) What are the optimal control pulses ci(t)
that minimize the infidelity, the transfer time, or both?
The answers to these questions depend on the specific
quantum system [7, 16, 17]. Recently formal expressions
have been derived to compute the QSL for a general Li-
ouvillian evolution [18, 19].
The Hamiltonian of a linear two-level system reads:
HL(t) = −~Jσx + ~D(t)σz , where the drift term ex-
presses the coupling strength J between the two lev-
els and D(t) is the (controllable) detuning. A proto-
typical process that can be driven in such a system is
a state-to-state transfer [3, 7, 16]. In Fig. 1 we repre-
sent the quantum state |ψ(t)〉 = eiα(t){cos[θ(t)/2]|ψ0〉 +
sin[θ(t)/2]eiφ(t)|ψT 〉} on a Bloch sphere. The speed of
a quantum state moving in the Hilbert space is: s˙(t) =
(d)
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FIG. 1. (a)-(c) The dynamics of the bosonic Josephson junc-
tion is studied at various levels of complexity and approxi-
mations. (d) Bloch Sphere representation of different paths
for the two-mode nonlinear dynamics for UN/2J = 1: uncon-
trolled GPE (red), CCP (green), and CRAB-optimized with
constraints on the pulse D(0) = −D(T ) = 2J (blue). The
path with black asterisks represents a geodesic. Upper and
lower sketches: Initial and target states in the double-well
potential (black line) for strong (magenta) and weak (cyan)
interaction strength. Left and right sketches: controlled and
uncontrolled wave functions and trap potentials.
2∆H(t)/~, where ∆H(t) =
√
〈H2(t)〉 − 〈H(t)〉2, and s
is the geodesic distance between two states |ψ〉,|χ〉, de-
fined as |〈χ|ψ〉|2 = cos2(s/2) [20]. In a two-level sys-
tem, the speed s˙(t) =
√
θ˙(t)2 + sin2 θ(t)φ˙(t)2 has two
components: θ˙(t) = J sinφ(t), which drives the state
along the meridians of the Bloch sphere, and φ˙(t) =
D(t) + J cot θ(t) cosφ(t) along the parallels. In order
to reach the time-optimal transfer between north and
south pole of the Bloch sphere (see also Fig. 1), only the
speed term θ˙(t) should be maximized: that is, θ˙ = J
at φ(t) = ±π/2, which implies D(t) = 0. Therefore the
pulse given by the condition D(t) = 0 minimizes the infi-
delity (i.e., ε→ 0), the transfer time TLQSL, and the path
length S =
∫
s˙ dt = π following the geodesic (φ(t) is
constant). In case constraints are present on the control
pulse, e.g. certain initial and final values of the detun-
ing are assumed and can not be changed instantaneously,
3the optimal strategy is still the one that fulfils as much
as possible the condition |D| = 0, as shown numerically
in Ref. [16] and experimentally in Ref. [3]. We have
assumed that J is time-independent, since, if J can be
varied, the time optimal solution is trivially the one that
maximizes its value, and consequently minimizes TLQSL.
Everything we have discussed so far applies to time-
dependent or time-independent, linear or nonlinear
Hamiltonians, provided that the coupling term J is φ-
independent. For instance, the BJJ Hamiltonian has
an additional term with respect to the linear case HL:
HBJJ = HL+~[U+∆U cos θ(t)]I+~[∆U+U cos θ(t)]σz ,
where U is the nonlinear interaction strength and ∆U the
interaction detuning between the two modes (see Supple-
mental Material for details) [10]. The nonlinear terms
affect the speed on the parallels so that in the corre-
sponding equation of motion D(t) has to be replaced by
∆(t) = D(t) + ∆U + U cos θ(t). Now even for D(t) = 0
there is a non zero speed component that drives the state
out of the geodesic path (U 6= 0 implies φ˙ 6= 0), as shown
by the trajectory depicted in Fig. 1 (red line).
Now, in order to recover the time-optimal trajectory on
a geodesic (green line) we impose the condition ∆(t) = 0
which here translates to [21]:
D(t) = −∆U − U cos θ(t). (1)
Finding the solution of this equation appears not trivial
since it is a nonlinear problem: cos θ(t) depends on the
parameters of the problem (D(t), U , ∆U) and the time
evolution of φ(t) itself. However, from the solution of the
linear case, we know that if ∆(t) = 0 the system will move
on a geodesic with maximum speed in a Rabi oscillation,
i.e. cos θ(t) = cos2(Jt). In the following we will refer
to this pulse as compensating control pulse (CCP) and
investigate numerically its effectiveness and robustness.
Let us highlight that the CCP technique has various
advantages for all experiments that work in the two-mode
framework: (a) It has a simple form that makes it appli-
cable in experimental setups from Landau-Zenner tran-
sitions [3] to double-well [5–7] and internal BJJ [22] dy-
namics. (b) It addresses the particularly difficult prob-
lem of such experiments, the motion on the meridians of
the Bloch sphere, by overcoming the self-trapping mech-
anism. Therefore it allows to reach any point on the
Bloch sphere (also non-orthogonal to the initial one) at
minimum time, since any phase-shift (motion on φ) is
easily achievable by setting an arbtrarily large detun-
ing D(t) or decoupling the modes. To the extent that
there is no constraint in D(t) (an assumption valid also
in [3] and [16]) the time needed for this phase shift can
be made arbitrarily small. (c) Our technique can nearly
solve the problem of damping of the BJJ dynamics from
which some experiments suffer [6, 23] by setting the term
which is responsible for it (φ˙) to zero [24]. (d) It is finally
a general concept on how to keep the phase constant and
change only the imbalance of population, which can be
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FIG. 2. Dynamics in a double-well: (a) Infidelity ε as a func-
tion of the transfer time T for representative values of the in-
teraction strength Ng (weak Ng = 0.2 and strong Ng = 0.5)
for uncontrolled dynamics (red symbols and curves) and for
the CCP (green symbols) with fitting on a geodesic Rabi-
oscillation behavior (green curves). For solving the dynamics
two methods have been used: GPE and MCTDHB. Black
curve and asterisk symbols correspond to the non-interacting
uncontrolled dynamics on the geodesic. The shadowed area
in the lower righthand corner highlights the region close to
TQSL (see also Fig. 3). Inset: QSL time, T
NL
QSL, as a func-
tion of the nonlinear interaction strength Ng compared to
the non-interacting (linear) case TLQSL.
of a great help for reading, mapping and other features
of interferometry processes [23]
Numerical results. We have verified numerically,
within the two-mode approximation, that the CCP drives
the system along a geodesic, efficiently canceling the non-
linear interactions, and therefore achieving the full trans-
fer at TQSL, as it is also shown in Fig. 1 (green path).
If there are constraints on the pulse, e.g. boundary con-
ditions on the initial an final values of D(t), then the
condition of Eq. (1) cannot be fulfilled at every time, as
required by the CCP scheme. Nevertheless, one could
then devise an optimal control pulse by means of numer-
ical optimisation. A typical result is reported in Fig. 1
(blue path) which has been obtained by using the CRAB
algorithm. Note that the dynamics generated by the con-
strained optimal control pulse approximately follows a
trajectory similar to the one induced by the CCP, namely
moving at any time as close as possible to a geodesic.
We now go beyond the two-mode approximation by ap-
plying the previous findings to a Bose-Einstein conden-
sate (BEC) in a one-dimensional double-well potential,
the most common experimental realization of an atomic
BJJ [5–7]. In those setups it is possible to vary in time
the tilt of the double well, which corresponds to control-
ling D(t) in the two-mode model. Our goal is to ob-
tain a complete transfer of the BEC, initially prepared
in the left well of the double well potential, to the right
4well. In particular, we consider a system composed by
N = 100 interacting bosons trapped in a double well
consisting of two separated harmonic traps of equal fre-
quency ω and length ℓ =
√
~/(mω) [25] (see Fig. 1 and
the Supplemental Material technical details). We have
then applied the different control schemes introduced be-
fore (CCP/CRAB), for various interaction strengths Ng,
transfer times T , and approaches to solve the many-body
quantum dynamics (GPE/MCTDHB).
To begin with, we consider the GPE dynamics and in
Fig. 2 we compare the infidelity for a symmetric (unbi-
ased) double well potential (red curves) within the sce-
nario where the CCP on the tilt has been applied (green
curves), as a function of the transfer time T as well as for
various interaction strengths Ng. The time-independent
scenario confirms the standard BJJ theory, which pre-
dicts a Rabi oscillation (on the geodesic) for vanishing
interaction strength (black line), a full but delayed trans-
fer for weak interactions Ng = 0.2(~ωℓ)−1, and a non-
linear self-trapping regime, where less than half of the
atoms are transferred to the right well, for strong inter-
action strengths Ng = 0.5(~ωℓ)−1 (see also Supplemen-
tal Material). The situation changes drastically when
we apply the CCP: for all cases the infidelity follows a
cos2(JT ) behavior as all the fitting green lines in Fig. 2
show. These results demonstrate that the CCP drives
the system along the geodesic, resulting in a successful
time-optimal transfer within the GPE dynamics, for all
values of Ng. Moreover, the CCP not only compensates
the nonlinearity recovering the linear single-particle dy-
namics (black line in Fig. 2), but it increases the speed
of the transfer as demonstrated in the inset of Fig. 2:
a decrease of the TQSL for larger nonlinearities is re-
ported there. This is indeed surprising, since it contrasts
with the usual situation where repulsive interactions slow
down the tunneling, and even completely prevent it in
the case of strong nonlinear self-trapping (see red lines in
Fig. 2). On the other hand, in a two-mode intuitive pic-
ture, the repulsion leads to a broadening of the initial and
target wave-functions, which increases their overlap, and
thus their tunnel coupling J (see sketches of Fig. 1 and
Supplemental Material). As a consequence, the speed
enhancement of the tunneling transfer is obtained by the
control pulses that cancel the delaying and self-trapping
effects of the repulsion and exploit its positive effects.
Figure 3(a) reports the same results, but it focuses on
the challenging time regime close to TQSL, where the de-
viations from the two-mode approximation become sig-
nificant. We note, however, that the CCPs still achieve
quite small values of the infidelity (green symbols), al-
though they do not reach the expected values correspond-
ing to a perfect geodesic trajectory (green curves). We
then resort to CRAB optimizations, which correct these
discrepancies and produce optimal control pulses that re-
sult in values of εmuch closer to the curve (blue symbols).
We thus conclude that the geodesic behavior obtained by
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FIG. 3. Focus on the QSL region: Infidelities in log scale, for
(a) GPE and (b) MCTDHB results (with same symbols as in
Fig. 2) of CCP pulses (green symbols), and CRAB optimiza-
tions (blue symbols). Inset: Representative optimal control
pulses for the tilt of the double-well near the QSL.
the CCP (with possibly an additional optimization) en-
ables time-optimal GPE dynamics in a double-well.
Up to now, we have investigated the dynamics of the
bosons in the framework of mean field GPE theory. For
small particle numbers such description might become
inadequate, and in the limit of large repulsion between
the bosons fails completely. Thus we investigate the
driven dynamics of the bosons also by means of the MCT-
DHB method, which enables us to solve the many-body
Schro¨dinger equation exactly, up to a target numerical
accuracy that can be set a priori. In Ref. [25] it has been
shown in a similar time-independent BJJ double-well po-
tential, that deviations from the GPE predictions for all
time scales, and especially for strong interactions, might
occur. Indeed, deviations induced by many-body frag-
mentation and depletion depend on several factors: num-
ber of atoms, interaction strength, dimensionality, total
time evolution, strength of the control driving, potential
profile. In Fig. 2 one can clearly see that the undriven
dynamics calculated with MCTDHB (red cross and plus
symbols) do not have significant deviations from the red
curves obtained via GPE. However, when we apply the
CCP, MCTDHB (green cross and plus symbols) and the
GPE dynamics agree only for short time scales, while
close to the QSL [see also Fig. 3(b)] and for strong inter-
action strengths there is a substantial disagreement (of
5up to one order of magnitude). This discrepancy occurs
as for long times, strong driving, and strong couplings
the fragmentation becomes not negligible (depletion of
the condensate orbital of the order of 10%). Hence, for
these particular situations we need to rely on optimal
control in order to further improve the transfer efficiency.
To this aim, we applied the CRAB optimization to the
MCTDHB simulation for transfer times in the vicinity
of the QSL. We succeeded to reduce the infidelities from
ε ≈ 10% to ε ≈ 1% (see Fig. 3(b) blue points). In the in-
set of Fig. 3(b) we present representative optimal pulses
for the tilt of the double well close to the QSL. As it is
shown, there is a large difference between CRAB opti-
mizations performed with the GPE or exact many-body
MCTDHB simulations.
In conclusion we have shown that the repulsive inter-
action between the particles is responsible for slowing
down the dynamics of a bosonic Josephson junction, and
also precludes a highly efficient state transfer. We have
provided the conditions to design a compensating con-
trol pulse that eliminates the detrimental effects of the
interaction and drive the system on a geodesic path at
the quantum speed limit. Our driving scheme allows
for an increase of the transfer speed for stronger inter-
action strengths as it exploits the constructive effects of
the interaction. Close to the QSL and for large interac-
tion strengths, the mean field description does not accu-
rately account for the dynamics, and a simple compen-
sating control pulse strategy is not sufficient to achieve
high transfer efficiency. Given this, we have to resort to
optimal control of the many-body Schro¨dinger equation,
which can be efficiently solved by the ab-initio MCTDHB
method. Our study introduced the concepts to charac-
terize the QSL for many-body systems at all levels of
complexity of the description of the problem (two-mode,
nonlinear mean-field, full many-body), and provided op-
timal control schemes to achieve the state-to-state trans-
fer at minimum time. Our control pulses are simple,
feasible and easily applicable to a variety of linear non-
linear and many-body systems in the laboratory, and it
can provide a time-optimal solution to common issues like
self-trapping and damping of oscillations, which limit the
experimental possibilities of atom transfer and interfer-
ometry.
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