The goal of multilabel (ML) classification is to induce models able to tag objects with the labels that better describe them. The main baseline for ML classification is binary relevance (BR), which is commonly criticized in the literature because of its label independence assumption. Despite this fact, this paper discusses some interesting properties of BR, mainly that it produces optimal models for several ML loss functions. Additionally, we present an analytical study of ML benchmarks datasets and point out some shortcomings. As a result, this paper proposes the use of synthetic datasets to better analyze the behavior of ML methods in domains with different characteristics. To support this claim, we perform some experiments using synthetic data proving the competitive performance of BR with respect to a more complex method in difficult problems with many labels, a conclusion which was not stated by previous studies.
Introduction
Multilabel (ML) classification aims at obtaining models that provide a set of labels to each object, unlike multiclass classification that involves predicting just a single class. This learning task arises in many practical domains; for instance, media documents (texts, songs and videos) are usually tagged with several labels to briefly inform users about their actual content. Other well-known examples include assigning keywords to a paper, illness to patients, objects to images or emotional expressions to human faces.
ML classification has received many contributions from different points of view. In [18] and [6] , the approach was an extension of multiclass classification. Other methods follow different learning frameworks: this is the case of nearest neighbors [23] , decision trees [21] , Bayesian learners [1, 22] and the combination of logistic regression and instance-based learning [3] .
An interesting group of learners is based on the chain rule, using both inputs and labels in the learning process. In this group are [4, 15] and [11] . Another successful approach consists in learning a ranking of labels for each instance and then, if necessary, producing a bipartition with a threshold that can be a fixed value or a variable learned from the learning task; see [6] and [13] . Finally, there are other approaches that aim to explicitly optimize a given loss function, for instance [4, 5, 12] and [13] .
ML learning presents two main challenging problems. The first one bears on the computational complexity of the algorithms. If the number of labels is large, then a very complex approach is not applicable in practice, so the scalability is a key issue in this field. The second problem is related to the nature of ML data. Not only the number of classes is higher than in multiclass classification, but also each example belongs to an indeterminate number of labels, and more importantly, labels present some relationships between them. From a learning perspective, the hottest topic in ML community is probably to design new methods able to detect and exploit dependencies among labels. Actually, several methods have been proposed in that direction; for instance, those based on the chain rule cited previously.
Typically, all these new approaches are experimentally compared with binary relevance (BR) [7, 19] , the main baseline for ML classification. BR is a decomposition method based on the learning assumption that labels are independent. Therefore, each label is classified as relevant or irrelevant by a binary classifier learned for that label independently from the rest of the labels. Despite that in those experimental studies BR is outperformed by new approaches, it should not be considered as a mere baseline. This paper proves that BR is not only computationally efficient, which is important in many practical situations, but is also effective, in the sense that it produces good ML classifiers according to several metrics. In fact, BR is able to induce optimal models when the target loss function is a macro-averaged measure. Moreover, this paper also supports the hypothesis that BR is competitive with respect to more complex approaches when the ML classification tasks are difficult, for instance, in domains with many labels and a high label dependency.
On the other hand, the experimental studies in ML classification have to deal with some issues. The most important one is the lack of rich collections of benchmark datasets. Although ML is a very active area of research, there are only few publicly available datasets. This fact conditions the experimental assessments of new proposals in such a way that some sophisticated algorithms seem to perform better than simpler learners, like BR, only because of the experimental sampling. Having in mind this context, our proposal is to combine benchmark and synthetic datasets to obtain empirical evidences about the actual performance of ML methods in different learning situations. Usually, synthetic data have been employed to illustrate a particular strength or weakness of a given algorithm, so in those cases the data generation process is algorithm specific. In contrast, we propose to build tools that can produce synthetic datasets useful to study the behavior of any new ML classification method.
In this paper, we employed a general-purpose generator of synthetic datasets for creating a collection of ML problems that reproduce a wide variety of situations. This generator 1 produces synthetic ML data allowing the user to select the desired values for some important characteristics, like the number of labels or the level of label dependency. Using a collection of synthetic datasets, we performed a exhaustive experiment comparing BR with a state-of-the-art method, ECC (Ensemble of Classifier Chains) [17] . The results of these experiments show some interesting evidences that BR is very competitive in hard ML problems.
The main contributions of this paper are threefold: (1) to formally discuss the properties of BR to obtain good models for macro-average loss functions; (2) to propose the use of synthetic datasets to remedy the shortcomings of benchmark datasets; (3) to experimentally prove the competitive performance of BR in ML domains in which the number of labels and the label dependency are high. 1 It is available online at http://www.aic.uniovi.es/ml_generator. The rest of the paper is organized as follows. The next section gives a formal presentation of ML learning tasks and hypotheses. Section 3 reviews the main loss functions for ML classification. Then, we discuss the advantages of BR strategy, specially those related to its efficacy for optimizing macro-average loss functions. In Sect. 5, we present an analytical study about the properties of ML benchmark datasets. Next section describes a genetic algorithm to build ML synthetic datasets. Finally, Sect. 7 reports some experiments that support our claims and Sect. 8 draws some conclusions.
Multilabel classification
Let L be a finite and non-empty set of labels {l 1 , . . . , l L }, let X be an input space, and let Y be the output space defined as the set of subsets of labels L .
Definition 1 An ML classification task is given by a dataset
of pairs of inputs x i ∈ X and subsets of labels y i ∈ Y as outputs.
The labels assigned to each input are usually referred to as the relevant labels for the input entry.
Sometimes, when the input space is an Euclidean space of p dimensions, we will refer to the learning task by a couple of matrices
in which X = (x 1 , . . . , x n ) and Y = (y 1 , . . . , y n ). To make the notation clearer, each element of Y, y i j , is 1 when label j is relevant for example i, and 0 otherwise. The goal of an ML classification task D is to induce a hypothesis defined as follows.
Definition 2
An ML hypothesis is a function h from the input space to the output space, the power set of labels P(L); in symbols,
Hence, h(x) is the set of relevant labels predicted by h for the object x. Sometimes, we use h(X) = Y to mean that the predictions of h applied to an input set represented by a matrix X are a set of labels codified by a matrix Y.
Loss functions for multilabel classification
Multilabel classifiers can be evaluated from different points of view. The predictions can be considered either as a bipartition or as a ranking of the set of labels. This paper only studies ML classification tasks. Consequently, the performance of ML classifiers will be evaluated as a bipartition and the loss functions used must compare the subsets of relevant and predicted labels.
Usually, these kinds of measures can be divided into two main groups [20] . The example-based loss functions compute the average differences of the actual and the predicted sets of labels over all examples. The label-based measures decompose the evaluation with respect to each label. There are two options here, averaging the measure label-wise (usually called macro-average), or concatenating all label predictions and computing a single value over all of them, the microaverage version of a measure. Macro-average measures give equal weight to each label and are often dominated by the performance on rare labels. In contrast, micro-average metrics gives more weight to frequent labels. These two ways of measuring performance are complementary to each other and both are informative.
For further reference, let us recall the formal definitions of these loss functions, given an ML hypothesis h (3). For a prediction h(x) and a subset of truly relevant labels y ⊂ L , for each label l ∈ L we can compute the contingency matrix in Table 1 .
Each entry (a, b, c, d) in this matrix has a value of 1 when the predicates of the corresponding row and column are both true; otherwise, the value is 0. Notice, for instance, that a(x, l) is 1 only when the prediction of h includes the truly relevant label l. Furthermore, only one of the entries of the matrix is 1, while the rest are 0.
Throughout the definitions of the loss functions below, we will consider a set of n examples in an ML task with L labels. Additionally, we use the following aggregations of contingency matrices:
Definition 3
The Recall is defined as the proportion of truly relevant labels that are included in predictions. The examplebased, macro-and micro-average versions are computed as follows: Table 1 Contingency matrix for each label l ∈ L given the actual relevant, y, and the predicted, h(x), labels
Definition 4
The Precision is defined as the proportion of predicted labels that are truly relevant. Example-based, macro and micro versions are defined by
The trade-off between Precision and Recall is formalized by their harmonic mean, called F-measure. F β (β ≥ 0) is computed by
Example-based, macro and micro F β (β ≥ 0) are defined by
F 1 is the most frequently used F-measure.
Other performance measures for ML classifiers can also be defined using contingency matrices (Table 1) . This is the case for the Accuracy and Hamming loss.
Definition 6
The Accuracy [19] , or the Jaccard index, is a slight modification of the F 1 measure defined as
Definition 7
The Hamming loss is the proportion of misclassifications. The macro-average is given by
Taking into account that the sum of the components of contingency matrices (see Table 1 ) is 1, the macro Hamming loss can be written as
Moreover,
That is to say, the Hamming loss is a measure that has the same value in their macro, micro and example-based versions.
Finally, another important ML example-based metric is the Subset zero-one loss.
Definition 8
The Subset zero-one loss examines if the predicted and relevant label subsets are equal or not:
in which the expression [[ p]] evaluates to 1 if the predicate p is true, and to 0 otherwise. This metric is an extension of the classical zero-one loss in multiclass classification to the ML case.
Binary relevance: a not so simple baseline
Binary relevance is a straightforward approach to handle an ML classification task. In fact, BR is usually employed as the baseline method to be compared with new ML methods. It is the simplest strategy, but is more effective than it may seem at first sight.
BR decomposes the learning of h into a set of binary classification tasks, one per label, where each single model h j is learned independently, using only the information of that particular label and ignoring the information of all other labels. In symbols,
The main drawback of BR is that it does not take into account any label dependency and may fail to predict some label combinations if such dependence is present. However, BR presents several obvious advantages: (1) any binary learning method can be taken as base learner; (2) it has linear complexity with respect to the number of labels; and (3) it can be easily parallelized. But the most important advantage of BR is that it is able to optimize several loss functions.
Given an ML classification task D (1), let M be a performance measure defined for a pair of lists of subsets of labels:
where Y andŶ represent the lists of subsets of actual and predicted labels, respectively. If higher values of M are preferable to lower, then the optimal predictions for the list of inputs X are given by a hypothesis
It is straightforward to see that the optimization of macroaveraged measures is equivalent to the optimization of those measures in the subordinate BR classifiers. When M is a macro-averaged measure, the optimization of (7) can be decomposed through the set of labels. Thus,
in which Y[ j] is the jth column of matrix Y that represents the corresponding label, l j . Notice that this equation holds for all macro-average measures defined in Sect. 3, including Hamming loss in any of its versions since they are equal. The consequence of (8) is that optimal predictions can be built from optimal outputs for each label for classification tasks drawn from the same distribution of the original ML task. That is, optimal BR classifiers will yield the optimal predictions. One consequence of this result affects the optimization of the Hamming loss, since it can be seen as the macro-average of the binary error rates of the labels (5).
Proposition 1 (Macro-average optimization) The optimization of a macro-averaged measure M for an ML task can be accomplished by the optimization of the subordinate BR classifiers for the binary version of M.

Corollary 1 (Hamming loss optimization) The optimization of Hamming loss for an ML task can be accomplished by the optimization of the subordinate BR classifiers for the binary error rate.
The same corollary can be stated for all other macroaverage loss functions. To optimize such measures, the binary classifiers that compose a BR model must optimize the corresponding binary measure. For instance, the optimization of macro F 1 requires that the binary classifiers optimize F 1 , using algorithms like the one proposed by [8] .
This section proves that BR is not just a baseline classifier, but provides optimal models for several loss functions. For this reason, when new proposed ML learners are compared with BR using macro-averaged measures, the comparison must be done carefully, otherwise the derived conclusions may be biased. Another consequence is that future research in the field of ML classification should be focused on obtaining new theoretically sound methods able to optimize other kinds of loss functions, like example-based or micro-average measures.
Multilabel benchmark datasets
Despite the misuse of BR in comparative studies, there is another important issue when ML methods are analyzed empirically. The key problem is that there are just a few publicly available ML datasets. The most popular repository is maintained in the MULAN website. MULAN [20] is a WEKA extension for ML. Table 2 reports the main properties of MULAN's datasets.
In addition to the scarcity of datasets, it is surprising that most of them are almost multiclass learning tasks. This can be measured using the cardinality: that is, the average number of labels per example. In symbols, the cardinality of a dataset is given by
In the datasets of the MULAN repository, the cardinality is very low; the median is just 2.87. Moreover, only 3 datasets out of 20 have a cardinality >5, and 11 datasets have a cardinality lower than 3. One important consequence of this fact is that the proportion of ones in the matrix Y of labels is also very low. This proportion is called the density of the dataset and it is defined as the cardinality divided by the number of possible labels,
The median of the density in MULAN's datasets is only 3.59 % (expressed as a percentage). Therefore, in some datasets a hypothesis predicting no labels for any input will have a very low percentage of misclassifications. This is a good reason to carefully consider if the Hamming loss is as an appropriate performance measure for a given domain.
Nevertheless, the key ingredient that makes ML an interesting research problem is that the labels show some kind of dependency between them. Otherwise, if the label independence assumption was fulfilled, BR would be the perfect approach. Thus, we need datasets with different levels of label dependency to evaluate the behavior of ML methods. Unfortunately, how to measure label dependency is not trivial.
From a Bayesian point of view, there are two possible kinds of dependencies: the conditional and the unconditional dependency [1, 4, 9, 22] . There are conditional dependencies between labels whenever
This means that there are disjoint subsets of labels such that
On the other hand, the dependency between labels, if there is any, is unconditional when the reference to input variables of the above equations can be skipped. In this paper we measure this kind of dependency as the average of the correlation of labels weighted by the number of common examples. In symbols,
in which ρ(l i , l j ) represents the absolute value of the correlation coefficient between labels l i and l j . Looking at the values of unconditional label dependency in Table 2 , we see that half of the datasets have a label dependency in the range [0.1...0.15]. Only two datasets have a value greater than 0.25. It is quite evident that the distribution of label dependency in MULAN's datasets is not very diverse. Viewing these numbers, how can one argue that a particular method is able to exploit label dependency if the experiments were performed using these datasets?
This brief analysis shows that the current collection of benchmark datasets presents important limitations, especially because ML problems are much more complex than those of other learning tasks, due to their own characteristics. For instance, in comparison with binary or multiclass classification, ML classification has additional factors that are crucial, mainly the cardinality and the label dependency. This fact suggests that to study ML approaches experimentally, we should need more datasets than for the same kind of experiment in the context of multiclass classification.
Our statement is that benchmark datasets do not provide enough support for the experimental study of ML methods. For this reason, we propose to use them in combination with collections of synthetic datasets specially devised to offer a wider range of characteristics. In the next subsection, we describe one method that can be used to generate these collections.
A generator of synthetic datasets
Strictly speaking, there are no generators of synthetic ML learning tasks published. The approach presented in [14, 16] is mainly concerned with streaming data and can hardly be used to obtain ML datasets with a realistic combination of the properties described in the previous section.
Generating an ML dataset is not a trivial task. If one tries to concatenate several binary classification tasks with the same input instances, the result is that the labels will have no relationship at all. But, as stated before, it is mandatory to obtain some kind of dependency among labels.
In this paper, we used a genetic algorithm 2 to search for ML datasets with a set of target characteristics selected by the user. The goal is to obtain, for each desired combination of properties, three datasets: train, validation and test, with approximately the same property values. They will be represented by matrices as in (2).
Data generation
In all cases, the input space will be a hypercube
The requisites of the search set by the user include: number of labels, number of examples for test, training and validation sets, cardinality and dependency. All parameters but cardinality and dependency are somehow structural and can be easily fulfilled. Thus, the generator starts with a set of inputs drawn from a uniform distribution in X ; let X be the matrix of input instances for the training set. The core idea of the generator presented here is that it searches for a hypothesis to classify the inputs in X and obtain an ML task with cardinality and dependency as close as possible to those specified by the user.
Once the hypothesis is found, the validation and test datasets are built; their input instances are independently drawn with uniform distribution again, from the input space X . This guarantees that training, validation and testing examples come from the same distribution and the properties of these sets are more or less the same. Or stated differently, these sets will have approximately the same values for features like cardinality and label dependency.
Thus, the focus of the generator are the hypotheses for ML classification. These hypotheses are formed by a group of hyperplanes that split the input space in a positive and a negative region. In fact, a set of hyperplanes may define a linear classifier or a nonlinear one. We build nonlinear tasks in this work.
For this purpose, we assign relevant labels to regions of the input space defined by the intersection of several hyperplanes that share a common point. In other words, the relevant labels are geometrically defined at the interior of pyramids with a certain number of faces. In all cases,
Then, for a given label l j , we define a hypothesis h j as follows:
However, if the list of vectors w k j is completely random, the interior of the pyramid may be empty or too small. To avoid these possibilities we force the list of w k j to form angles within a given range, using the following procedure. First, a set of vectors (w k j : k = 1, . . ., faces) is randomly drawn in [−1, 1] p . Then, using the Gram-Schmidt procedure, we obtain an orthonormal basis of the linear span of vectors w k j . Let
If the rank of vectors w k j is not equal to faces, a new set is drawn. The next step redefines the vectors of the nonlinear hypothesis as follows:
Therefore,
and hence it is straightforward to fix a range for λ values if we want that, for instance,
Notice that the interior angle of pyramid faces with the first one will range in [100 • , 130 • ]. In the experiments reported at the end of the paper, the number of faces will be set to 5.
Conditional dependency
To obtain a dataset with a certain degree of conditional dependency, we can use the following method of two steps. If L is the number of labels required, first we use the procedure described above to search for a dataset with L/2 labels. Let
be such a dataset. Thus, to obtain the rest of the labels, we use the whole dataset D 1 as the input instances and search for a new collection of L/2 labels. In this way, we have
At the end, we obtain
a dataset with L labels and some degree of conditional dependency.
To ensure a cardinality similar to a given amount set by the user, we divide the cardinality into two equal parts: one part for the matrix Y L/2 searching for D 1 , and the rest for the second half for the matrix, Y L/2 , searching for D 2 .
On the other hand, the unconditional dependency cannot be guaranteed. Thus, we ask for the same amount in both searches to reach a similar value at the end of the process.
Experiments
Several experimental studies in the literature based on benchmark datasets, see for instance [17] and [11] , report a better performance of new ML methods with respect to BR in terms of some loss functions, including macro-average measures. Most of these new approaches are aimed at exploiting label dependency. The conclusion of these studies is that the improvement is due to overcoming the main drawback of BR, the label independence assumption.
However, as we previously discussed in Sect. 5, benchmark datasets are somehow limited in several aspects. The main idea of our experiments is to make a broader comparison between BR and a recent ML method. The aim is to prove if the better performance of this new ML learner on benchmark datasets still remains in other domains, in which we can control some important properties for ML classification, such as the number of labels, the cardinality and, more importantly, the label dependency.
We compared the scores achieved by BR with those obtained by ECC (Ensembles of Classifier Chains). This is a recent ML learner based on Classifier Chains (CC) [17] that performs particularly well in several studies. CC, designed to take advantage of label dependencies, learns L binary classifiers linked along a chain, where each classifier deals with the binary relevance problem associated with one label. In the training phase, the feature space of each classifier is extended with the actual label information of all previous labels in the chain. For instance, if the chain follows the order The main drawback of CC is that it depends on the ordering of the labels in the chain. This problem can be solved using an ECC because each CC model in the ensemble uses a different label order. The final posterior probability for a label is given by the average of the posterior probabilities produced by each CC model for that label.
Experimental setting
We employed a total of 84 synthetic datasets for this experiment; each dataset was formed by a training, a validation and a test set. First, we generated 42 noise-free datasets with conditional dependency using the generator described in Sect. 6. Then, another 42 datasets were obtained from them by adding artificial noise using a Bernoulli distribution, that is, the labels of both training and validation sets swapped their values with a probability 0.01. The properties of the datasets generated are: the cardinality ranges in [4..9] , the number of labels belongs to {10, 25, 50, 75, 100, 150, 200}, and the label dependence is in [0.1..0.35], measured using (11) .
The base learner for both methods was SVM [2] with a Gaussian kernel (RBF). The parameters C and γ (for the Gaussian kernel) were adjusted with a grid search using the validation dataset generated. The parameters could vary in C ∈ {10 i : i = −1, . . . , 3}, γ ∈ {10 −3 , 10 −2 , 10 −1 , 0.3, 0.5, 1}. For ECC, we used the implementation by [4] , denoted as ECC*. This means that, unlike [17] , we did not apply any threshold selection method for deciding the relevance of a label. Of course, the same policy was applied for BR. The number of CC models in a ECC* classifier was set to 10.
To compare the performance of BR and ECC* on this collection, we used the micro-average F 1 scores (4). We selected F mi 1 for several reasons. On the one hand, we did not employ Hamming loss or macro-average measures because BR optimizes such measures when a proper base learner is used. On the other hand, ECC* does not optimize any particular measure, mainly because it is an ensemble method. Thus, we selected a intermediate measure in which ECC* seems to outperform BR, according to previous studies cited at the beginning of this section, with basically the same experimental setup. Also, ECC* is among the best methods in terms of F mi 1 in the results reported by [10] , performing better than BR. Table 3 shows the average scores achieved by BR and ECC*. Additionally, Table 4 summarizes the significant differences between both learners using a Wilcoxon two-sided signed rank test.
Experimental results
The first evidence is that ECC* is significantly better than BR with a low number of labels, both for noise-free and noisy datasets. These results are quite coherent with those reported by [17] . In that paper, the experimental results were Fig. 1 Dataset cardinality. In the X-axis is the cardinality, while in Y-axis the difference in terms of F mi 1 between ECC* and BR. Each point represents the results for a dataset and when it is above 0 indicates that ECC* outperforms BR The p values in significant differences ( or ) were always below 0.01. For those cases in which the difference was not significant ( ∼ =), the obtained p value was greater than 0.60 made with 15 datasets; only two of them have more than 103 labels. Nevertheless, the differences between the two methods become smaller when the number of labels increases; even BR significantly outperforms ECC* for noise-free datasets and more than 100 labels. Maybe the reason is the accumulation of errors forced by the Classifier Chains algorithm of ECC*, which is more likely to happen when the number of labels is large. This result could not be obtained using only benchmark datasets, simply because there are not enough datasets to statistically support this conclusion.
Our experiments, based on synthetic datasets, allow us to analyze more aspects. For instance, Fig. 1 depicts the performance of both methods with respect to the cardinality. Each point shows the results for a dataset in which X-axis represents the cardinality and Y-axis the difference in terms of F mi 1 between ECC* and BR. Thus, a point above 0 in the Y-axis indicates that ECC* outperforms BR in that dataset. The graphic demonstrates that for those datasets with lower cardinality ECC* is much better, but when the cardinality is higher the result is just the opposite, BR ameliorates the scores of ECC*. But the most interesting analysis is perhaps that which studies the performance in function of label dependency; see Fig. 2 . This graphic is equivalent to the previous one: Y-axis represents again the difference in terms of F mi 1 between ECC* and BR, but now the X-axis stands for the label dependency of the datasets measured applying (11) . Despite the results seem quite mixed, the tendency line shows again that the scores of ECC* tend to be worse in comparison to those of BR when the label dependency increases. With a low label dependency, ECC* is clearly better, but for larger values BR is able to be at least competitive and sometimes superior.
Finally, the scores of each of the 84 datasets are also reported graphically in Fig. 3 . The goal is to represent somehow the complexity of the datasets, measured in terms of F mi 1 : the greater the F mi 1 value, the easier is the learning task. In this case, the meaning of the axes is different. Each point represents the results for a dataset, but now X-axis is the F mi better. But when the domain is more complex, with more labels or a greater cardinality or label dependency, then BR is at least competitive and sometimes superior.
The purpose of these experiments is not just to analyze BR and ECC* from another perspective. The goal was also to point out that it is difficult to extract useful conclusions, statistically supported, using only benchmark datasets; there are too few domains given the complexity of ML classification. This being the case, synthetic datasets may allow us to gain more insight into the behavior of ML methods and analyze them with respect to different factors, as shown in this study.
Conclusions
In this article, we tried to demystify some clichés about ML classification and its main baseline method, binary relevance. For instance, one interesting point is to acknowledge the properties of BR, not only its computational complexity, but also that it is well tailored to produce good ML classifiers for several ML loss functions. Hamming loss and macroaverages are clearly oriented to the use of learners that consider each label separately. A correct implementation of BR, using the appropriate base learner for the target loss function, should be enough if one wants to achieve good scores.
Thus the main efforts of ML community should be focused on devised methods for optimizing other kind of measures.
New proposals can obviously improve the performance of BR for other performance metrics. However, the experimental studies are limited due to the lack of benchmark domains. There are just a few publicly available domains and they cover a small and biased proportion of the huge possibilities of ML datasets. Under these circumstances, our proposal is to combine benchmark with synthetic datasets to perform more complete experimental studies. In this paper, we have used an ML dataset generator that produces synthetic domains in which the user can select properties like the number of labels, the cardinality and the label dependency.
We have compared the efficacy of BR and an Ensemble of Classifier Chains using a collection of synthetic problems. The main conclusion is that the performance of ECC* dramatically drops when the complexity of the dataset increases-a larger number of labels or a greater cardinality or a higher label dependency-while BR is quite competitive under these circumstances. This is only an example of a situation that current experimental settings based on the benchmark datasets available are not able to detect.
