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Abstract—The stability of low-rank matrix reconstruction
with respect to noise is investigated in this paper. The
`∗-constrained minimal singular value (`∗-CMSV) of the
measurement operator is shown to determine the recovery
performance of nuclear norm minimization based algo-
rithms. Compared with the stability results using the ma-
trix restricted isometry constant, the performance bounds
established using `∗-CMSV are more concise, and their
derivations are less complex. Isotropic and subgaussian
measurement operators are shown to have `∗-CMSVs
bounded away from zero with high probability, as long as
the number of measurements is relatively large. The `∗-
CMSV for correlated Gaussian operators are also analyzed
and used to illustrate the advantage of `∗-CMSV compared
with the matrix restricted isometry constant. We also
provide a fixed point characterization of `∗-CMSV that
is potentially useful for its computation.
Index Terms—`∗-constrained minimal singular value,
correlated design, matrix Basis Pursuit, matrix Dantzig
selector, matrix LASSO estimator, restricted isometry
property
I. INTRODUCTION
The last decade witnessed the burgeoning of exploit-
ing low dimensional structures in signal processing,
most notably the sparseness for vectors [1], [2], low-
rankness for matrices [3]–[5], and low-dimensional
manifold structure for general non-linear data sets
[6], [7]. This paper focuses on the stability problem
of low-rank matrix reconstruction. Suppose X ∈
Rn1×n2 is a matrix of rank r  min{n1, n2},
the low-rank matrix reconstruction problem aims at
recovering matrix X from a set of linear measure-
ments y corrupted by noise w:
y = A(X) +w, (1)
where A : Rn1×n2 → Rm is a linear measure-
ment operator. Since the matrix X lies in a low-
dimensional sub-manifold of Rn1×n2 , we expect
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m  n1n2 measurements would suffice to recon-
struct X from y by exploiting the signal structure.
Application areas of model (1) include factor anal-
ysis, linear system realization [8], [9], matrix com-
pletion [10], [11], quantum state tomography [12],
face recognition [13], [14], Euclidean embedding
[15], to name a few (See [3]–[5] for discussions
and references therein).
Several considerations motivate the study of the
stability of low-rank matrix reconstruction. First, in
practical problems the linear measurement operator
A is usually used repeatedly to collect measurement
vectors y for different matrices X . Therefore, before
taking the measurements, it is desirable to know
the goodness of the measurement operator A as
far as reconstructing X is concerned. Second, a
stability analysis would offer means to quantify the
confidence on the reconstructed matrix X , espe-
cially when there is no other ways to justify the
correctness of the reconstructed signal.
In the current work, we define the `∗-constrained
minimal singular value (`∗-CMSV) of a linear op-
erator to measure the stability of low-rank matrix
reconstruction. By employing advanced tools from
geometrical functional analysis and empirical pro-
cesses, we show that a large class of random linear
operators have `∗-CMSVs bounded away from zero.
We also derive a fixed point characterization of the
`∗-CMSV.
Several works in the literature also address the
problem of low-rank matrix reconstruction. Recht
et.al. study the recovery of X in model (1) in the
noiseless setting [3]. The matrix restricted isome-
try property (mRIP) is shown to guarantee exact
recovery of X subject to the measurement con-
straint A(X) = y. Cande´s et.al. consider the noisy
problem and analyze the reconstruction performance
of several convex relaxation algorithms [5]. The
techniques used in this paper for deriving the error
bounds in terms of `∗-CMSV draw ideas from
[5]. In both works [3] and [5], several important
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2random measurement ensembles are shown to have
the matrix restricted isometry constant (mRIC) close
to zero for reasonably large m. Our procedures for
establishing the parallel results for the `∗-CMSV
are significantly different from those in [3] and [5].
In particular, for correlated Gaussian operators, we
show that the mRIC might fail with high probability
while the `∗-CMSV is still well controlled.
The `∗-CMSV has several advantages over the
mRIC in stability analysis of low-rank matrix anal-
ysis. First, the error bounds involving `∗-CMSV
have more transparent relationships with the Signal-
to-Noise-Ratio. For example, consider the matrix
Basis Pursuit algorithm, if we multiply the mea-
surement operator A by a positive constant, the
`∗-CMSV will scale by the same constant and
the error bound for the matrix Basis Pursuit will
scale inverse proportionally, while the mRIC and
associated error bounds have more complex scal-
ing properties. Second, the `∗-CMSV shows clear
relations of low-rank matrix recovery with certain
geometric properties of the nuclear ball, such as its
mean width, Gaussian width, and the diameter of
its sections. In addition, the derivation of the `∗-
CMSV bounds is less complicated and the resulting
bounds have more concise forms. Last but not least,
as shown by our probabilistic analysis for correlated
Gaussian operators, the mRIC might fail while the
`∗-CMSV is still meaningful.
The paper is organized as follows. Section II
introduces notation, the measurement model, three
convex relaxation based recovery algorithms, and
the definition and properties of the mRIC. Section
III is devoted to deriving error bounds in terms
of the `∗-CMSV for three convex relaxation algo-
rithms. In Section IV we analyze the `∗-CMSV for
isotropic and subgaussian measurement operators,
and in Section V we provide a fixed point charac-
terization of the `∗-CMSV. The paper is concluded
in Section VI.
II. NOTATION, MEASUREMENT MODEL,
RECONSTRUCTION ALGORITHMS, AND MATRIX
RESTRICTED ISOMETRY CONSTANT
A. Notation
We use bold lower case letters such as x,y, z
to denote vectors whose ith components are rep-
resented by corresponding lower case letters xi, yi,
and zi, respectively. Subscripted bold lower case let-
ters, e.g., xi, are reserved for vectors with subscript
i. Matrices are denoted by upper case letters such
as A, X , Z.
The `p norm ‖ · ‖p of x = [x1, . . . , xm]T ∈ Rm is
defined as
‖x‖p = (
∑
k≤m
|xk|p)1/p for 1 ≤ p <∞ (2)
and
‖x‖∞ = max
k≤m
|xk|. (3)
Suppose X = [x1 x2 . . . xn2 ] ∈ Rn1×n2
is a matrix. Define the Frobenius norm of X as
‖X‖F = (
∑
i,j |Xij|2)1/2 = (
∑
i σ
2
i (X))
1/2, the nu-
clear norm as ‖X‖∗ =
∑
i σi(X), and the operator
norm as ‖X‖ = max{σi(X)}, where σi(X) is the
ith singular value of X in descending order. The
rank and trace of X are denoted by rank(X) and
trace(X), respectively. The inner product of two
matrices X1, X2 ∈ Rn1×n2 is defined as 〈X1, X2〉 =
trace(XT1 X2). We use ⊗ to denote the Kronecker
product, and vec(·) to denote the vectorization of
a matrix. A useful identity is (BT ⊗ A)vec(X) =
vec(AXB).
For any linear operator A : Rn1×n2 7→ Rm, its
adjoint operator A∗ : Rm 7→ Rn1×n2 is defined by
the relation
〈A(X), z〉 = 〈X,A∗(z)〉 ,∀X ∈ Rn1×n2 , z ∈ Rm. (4)
A linear operator A : Rn1×n2 7→ Rm can be repre-
sented by m matrices {A1, A2, . . . , Am} ⊂ Rn1×n2
such thatA(X) = [〈A1, X〉 , . . . , 〈Am, X〉]T , or by a
big matrix A ∈ Rm×n1n2 whose kth row is vec(Ak)
such that A(X) = Avec(X). The adjoint operator
is given by
A∗(z) =
m∑
k=1
zkA
k ∈ Rn1×n2 . (5)
Gaussian distribution with mean µ and variance
σ2 is denoted by N (µ, σ2). This notation is also
generalized to Gaussian random vectors and matrix
variate Gaussian distributions [16].
B. The Measurement Model
Throughout the paper, we will assume n1 ≤ n2.
Suppose we have a matrix X ∈ Rn1×n2 with
3rank(X) = r  n1. We observe X through the
following linear model:
y = A(X) +w, (6)
where A : Rn1×n2 7→ Rm is a linear operator and
w ∈ Rm is noise. Here m is much less than n1n2.
A fundamental problem pertaining to model (6)
is to reconstruct the low-rank matrix X from the
measurement y by exploiting the low-rank property
of X , and the stability of the reconstruction with re-
spect to noise. For any reconstruction algorithm, we
denote the estimate of X as Xˆ , and the error matrix
H
def
= Xˆ − X . In this paper, the stability problem
aims to bound ‖H‖F in terms of m,n1, n2, r, the
linear operator A, and the noise level.
C. Reconstruction Algorithms
We consider three low-rank matrix recovery algo-
rithms based on convex relaxation: the matrix Basis
Pursuit (mBP), the matrix Dantzig selector (mDS),
and the matrix LASSO estimator (mLASSO).
The mBP algorithm [3], [5] minimizes the nuclear
norm subject to bounded noise constraint:
mBP : min
Z∈Rn1×n2
‖Z‖∗ s.t. ‖y −A(Z)‖2 ≤ ε. (7)
The mDS [5] reconstructs a low-rank matrix when
its linear measurements are corrupted by unbounded
noise. Its estimate for X is the solution to the
nuclear norm regularization problem:
mDS : min
Z∈Rn1×n2
‖Z‖∗ s.t. ‖A∗(y −A(Z))‖ ≤ µ. (8)
The mLASSO solves the following optimization
problem [5], [17]:
mLASSO: min
Z∈Rn1×n2
1
2
‖y −A(Z)‖22 + µ‖Z‖∗. (9)
All three optimization problems can be solved using
semidefinite programs.
D. Matrix Restricted Isometry Constant
The reconstruction performance of the mBP, the
mDS, and the mLASSO depends on the incoherence
of the linear operator A. A popular measure of
incoherence is mRIC defined below [3], [5]:
Definition 1 For each integer r ∈ {1, . . . , n1}, the
matrix restricted isometry constant (mRIC) δr of a
linear operator A : Rn1×n2 7→ Rm is defined as the
smallest δ > 0 such that
1− δ ≤ ‖A(X)‖
2
2
‖X‖2F
≤ 1 + δ (10)
holds for arbitrary non-zero matrix X of rank at
most r.
A linear operator A with a small δr roughly means
that A is nearly an isometry when restricted onto
all matrices with rank at most r. We cite stability
results on the mBP, the mDS and the mLASSO,
which are expressed in terms of the mRIC. Assume
X is of rank r and Xˆ is its estimate given by any
of the three algorithms; then we have the following:
1) mBP [5]: Suppose that δ4r <
√
2 − 1 and
‖w‖2 ≤ ε. The solution to the mBP (7)
satisfies
‖Xˆ −X‖F ≤ 4
√
1 + δ4r
1− (1 +√2)δ4r
ε. (11)
2) mDS [5]: If δ4r <
√
2− 1 and ‖A∗(w)‖ ≤ µ,
then
‖Xˆ −X‖F ≤ 16
√
r
1− (√2 + 1)δ4r
µ. (12)
3) mLASSO [5]: If δ4r < (3
√
2 − 1)/17 and
‖A∗(w)‖ ≤ µ/2, then the solution to the
mLASSO (9) satisfies
‖Xˆ −X‖F ≤ Cδ4r
√
rµ, (13)
for some numerical constant C.
III. RECOVERY ERROR BOUNDS
In this section, we derive bounds on the recovery
errors of the mBP, the mDS, and mLASSO. We first
characterize the recovery errors by showing that the
effective ranks of the error matrices are small.
A. Error Characteristics
We introduce a quantity that continuously extends
the concept of rank for a given matrix X .
Definition 2 The `∗-rank of a non-zero matrix X ∈
Rn1×n2 is defined as
τ(X) =
‖X‖2∗
‖X‖2F
. (14)
4The function τ(X) is indeed a measure of the
effective rank. To see this, suppose rank(X) = r;
then Cauchy-Schwarz inequality implies that
τ(X) ≤ r, (15)
and we have equality if and only if all non-zero
singular values of X are equal. Therefore, the more
non-zero singular values X has and the more evenly
the magnitudes of these non-zero singular values are
distributed, the larger τ(X). In particular, if X is of
rank 1, then τ(X) = 1; if X is of full rank n1 with
all singular values having the same magnitudes, then
τ(X) = n1. However, if X has n1 non-zero singular
values but their magnitudes are spread in a wide
range, then its `∗-rank might be very small.
The following proposition, whose proof is given
in Appendix A, shows that the error matrices have
small `∗-rank:
Proposition 1 Suppose X in (6) is of rank r and
the noise w satisfies ‖w‖2 ≤ ε, ‖A∗(w)‖ ≤ µ,
and ‖A∗(w)‖ ≤ κµ, κ ∈ (0, 1), for the mBP, the
mDS, and the mLASSO, respectively. Then the error
matrix H = Xˆ − X for any of the three recovery
algorithms (7), (8), and (9) satisfies
τ(H) ≤ cr (16)
where c = 8 for the mBP and the mDS, and c =
8/(1− κ)2 for the mLASSO.
B. `∗-CMSV and Error Bounds
The reconstruction performance of the recovery
algorithms should depend on the invertibility of the
linear operator A. Proposition 1 indicates that we
could restrict ourselves to the set {X ∈ Rn1×n2 :
τ(X) ≤ cr} when quantifying the invertability of
A.
Definition 3 For any τ ∈ [1, n1] and any linear op-
erator A : Rn1×n2 7→ Rm, define the `∗-constrained
minimal singular value (abbreviated as `∗-CMSV)
of A by
ρτ (A) := inf
X 6=0, τ(X)≤τ
‖A(X)‖2
‖X‖F . (17)
As pointed out by one reviewer, one difference
between the `∗-CMSV and the mRIC is that the
`∗-CMSV does not require upper bounds on the
restricted eigenvalues of the operator A. This is
known to be true in the vector case (i.e., sparsity re-
covery) and is established using the notions such as
Restricted Eigenvalues [18] and m-Sparse Minimal
Eigenvalues [19]. This paper shares the common
observation with previous work on the vector case
that the reconstruction performance of the recovery
algorithms should depend on the invertibility of the
measurement matrix or operator when restricted to
the error set, which is usually much smaller than
the the signal’s ambient space. We use the `∗-
rank to differentiate the error set and to define the
invertibility of A. Probability analysis in Section IV
shows that at least for isotropic and subgaussian op-
erators, the `∗-rank characterization is as good as the
null space property characterization [20]. We also
establish that, for correlated Gaussian operators, the
mRIC might not be valid with high probability, even
when the `∗-CMSV is still bounded away from zero.
Now we present bounds on the error matrices for
the mBP, the mDS, and the mLASSO. The proof is
given in Appendix B.
Theorem 1 Under the assumption of Proposition 1,
we have
‖Xˆ −X‖F ≤ 2ε
ρ8r(A) (18)
for the mBP,
‖Xˆ −X‖F ≤ 4
√
2r
ρ28r(A)
µ (19)
for the mDS, and
‖Xˆ −X‖F ≤ 1 + κ
1− κ
2
√
2r
ρ2 8r
(1−κ)2
(A)µ (20)
for the mLASSO.
Compared with the error bounds (11), (12), and
(13), the bounds given in Theorem 1 are simpler and
their derivations are easier. When the noise levels
are zero, namely, ε = 0 and µ = 0, roughly speak-
ing all three nuclear norm minimization algorithms
reduce to
min
Z∈Rn1×n2
‖Z‖∗ subject to y = A(Z). (21)
According to Theorem 1, if ρ8r(A) > 0, then we
get exact recovery in the noise-free case. Therefore,
ρ8r > 0 is a sufficient condition for exact low-rank
matrix recovery using nuclear norm minimization.
5We observe that ρ8r(A) > 0 is equivalent to
r <
1
8
min{τ(Z) : A(Z) = 0}, or
1
2
√
2r
> max{‖Z‖F : A(Z) = 0, ‖Z‖∗ ≤ 1}. (22)
We note that the right hand side of (22) is the di-
amdeter of the set Bn1×n2∗
⋂
null(A), where Bn1×n2∗
is the unit nuclear ball and null(A) is the null
space of the operator A. If the null space null(A)
is chosen uniformly according to the Haar measure
on the Grassmanian Gn1n2,n1n2−m of (n1n2 − m)-
dimensional subspaces of Rn1×n2 (e.g. when the
entries of {Ai}mi=1 follow i.i.d. Gaussian with zero
mean and unit variance), then the low M∗ estimate
[21] implies that
diam(Bn1×n2∗
⋂
null(A))
:= max
Z:Z∈Bn1×n2∗
⋂
null(A)
‖Z‖F
≤ c
√
n1n2
m
M∗(Bn1×n2∗ )
:= c
√
n1n2
m
∫
Sn1n2−1
‖Z‖dσ(Z) (23)
with probability at least 1 − e−m. Here Sn1n2−1 is
the unit Euclidean sphere in Rn1×n2 , σ(·) is the Haar
measure on Sn1n2−1, and c is a numerical constant.
According to Poincare´’s lemma [22], the uniform
measures on n-dimensional spheres with radius
√
n
approximate Gaussian measures. As a consequence,
we have
M∗(Bn1×n2∗ )
=
1√
n1n2
∫
√
n1n2Sn1n2−1
‖Z‖d√n1n2σ(Z)
∼ 1√
n1n2
E‖Z‖ ≤ 2
√
n2
n1n2
. (24)
Here E is taken with respect to the canonical
Gaussian measure in Rn1n2 , and the last inequality,
which gives an upper bound on the expected largest
singular value of a rectangular Gaussian matrix, is
due to Slepian’s lemma [23], [24]. Therefore, we
obtain
diam(Bn1×n2∗
⋂
null(A)) ≤ c
√
n2
m
(25)
with high probability. Combining with the sufficient
condition (22), we obtain the following corollary:
Corollary 1 If the null space of A follows uniform
distribtion on all subspaces of dimension n1n2−m
and
m ≥ cn2r, (26)
then with probability greater than 1− e−m we can
recover any matrix X of rank less than r.
In the next section, we will directly analyze the
proabilistic behavior of ρτ (A) and obtain Corollary
1 as a consequence.
IV. PROBABILISTIC ANALYSIS
This section is devoted to analyzing the properties
of the `∗-CMSVs for several important random op-
erator ensembles. Although the bounds in Theorem
1 have concise forms, they are useless if the quantity
involved, ρτ , is zero or approaches zero for most
matrices as n1, n2,m, r vary in a reasonable manner.
We show that for a large class of random linear
operators, including both isotropic and subgaussian
operators and correlated Gaussian operators, the `∗-
CMSVs are bounded away from zero with high
probability.
A. Isotropic and subgaussian operators
We begin by defining the isotropic and subgaus-
sian ensemble, after introducing some notations. For
a scalar random variable a, the Orlicz ψ2 norm [25,
Section 4.1, page 92] is defined as
‖a‖ψ2 = inf
{
t > 0 : E exp
( |a|2
t2
)
≤ 2
}
. (27)
Markov’s inequality immediately gives that a with
finite ‖a‖ψ2 has a subgaussian tail:
P(|a| ≥ t) ≤ 2 exp(−ct2/‖a‖ψ2). (28)
The converse is also true, i.e., if a has subgaussian
tail exp(−t2/K2), then ‖a‖ψ2 ≤ cK. A random
vector a ∈ Rn is called isotropic and subgaus-
sian with constant L if E| 〈a,u〉 |2 = ‖u‖22 and
‖ 〈a,u〉 ‖ψ2 ≤ L‖u‖2 hold for any u ∈ Rn.
Recall that a linear operator A : Rn1×n2 → Rm
can be represented by a collection of matrices
{A1, . . . , Am}. Based on this representation of A,
we have the following definition of isotropic and
subgaussian operators:
6Definition 4 Suppose A : Rn1×n2 → Rm is a
linear operator with corresponding matrix represen-
tation {Ai}mi=1. We say A is from the isotropic and
subgaussian ensemble if {Ai}mi=1 are independent
isotropic and subgaussian vector with constant L,
where L is a numerical constant independent of
n1, n2.
Isotropic and subgaussian operators include op-
erators with i.i.d centered subgaussian entries of
unit variance (Gaussian and Bernoulli entries in
particular) as well as operators whose matrices Ai
(vec(Ai), more precisely) are independent copies of
random vectors distributed according to the normal-
ized volume measure of unit balls of (Rn1n2 , ‖ · ‖p)
for 2 ≤ p ≤ ∞.
An important concept in studying empirical pro-
cesses of isotropic and subgaussian random vectors
is the Gaussian width defined below:
Definition 5 Let H ⊂ Rn and the components
of g follow i.i.d. Gaussian with mean zero and
variance one, i.e., g ∼ N (0, In). Denote by w(H) =
E supu∈H 〈g,u〉.
With these preparations, we combine [26, Theo-
rem D] and the discussion below it to present:
Theorem 2 [26, Theorem D] Let {a,ai, i =
1, . . . ,m} ⊂ Rn be i.i.d. isotropic and subgaussian
random vectors, H be a subset of the unit sphere
of Rn, and F = {fu(·) = 〈u, ·〉 : u ∈ H}. Suppose
diam(F , ‖ · ‖ψ2) = maxf,g∈F ‖f − g‖ψ2 = α. Then
there exist absolute constants c1, c2, c3 such that for
any  > 0 and m ≥ 1 satisfying
m ≥ c1α
2w2(H)
2
, (29)
with probability at least 1− exp(−c22m/α4),
sup
f∈F
∣∣∣∣∣ 1m
m∑
k=1
f 2(ak)− Ef 2(a)
∣∣∣∣∣ ≤ . (30)
Furthermore, if F is symmetric, we have
E sup
f∈F
∣∣∣∣∣ 1m
m∑
k=1
f 2(ak)− Ef 2(a)
∣∣∣∣∣
≤ c3 max
{
α
w(H)√
m
,
w2(H)
m
}
. (31)
Using Theorem 2, we show that for any isotropic
and subgaussian operator
√
mA the typical value
of ρτ (A) concentrates around 1 for relatively large
m (but  n1n2). More precisely, we have the
following theorem:
Theorem 3 Let
√
mA be an isotropic and subgaus-
sian operator with some numerical constant L. Then
there exist absolute constants c1, c2 depending on L
only such that for any  > 0 and m ≥ 1 satisfying
m ≥ c1 τn2
2
, (32)
we have
E|ρ2τ (A)− 1| ≤  (33)
and
P
{|ρ2τ (A)− 1| ≤ } ≥ 1− exp(−c22m). (34)
Proof of Theorem 3: Since the linear operator
A is generated in a way such that E 〈√mAk, X〉2 =
‖X‖2F for any X ∈ Rn1×n2 , we have |ρ2τ (A)− 1| <
1−  is a consequence of
sup
X∈Hτ
∣∣A(X)TA(X)− 1∣∣
= sup
X∈Hτ
∣∣∣∣∣ 1m
m∑
k=1
〈√
mAk, X
〉2 − 1∣∣∣∣∣ ≤ . (35)
Here the set
Hτ = {X ∈ Rn1×n2 : ‖X‖F = 1, ‖X‖2∗ ≤ τ}. (36)
As usual, the operator A is represented by a collec-
tion of matrices {A1, . . . , Am}. We define a class of
functions parameterized by X as Fτ := {fX(·) =
〈X, ·〉 : X ∈ Hτ}.
It remains to compute w(Hτ ) as follows
w(Hτ ) = E sup
X∈Hτ
〈G,X〉
≤ c ‖X‖∗ E ‖G‖2
≤ c √τ√n2, (37)
where G is a Gaussian matrix with i.i.d. entries from
N (0, 1). Again we have used an upper bound on
the expected largest singular value of a rectangu-
lar Gaussian matrix due to Slepian’s lemma [25,
Chapter 3.1]. As a consequence, the conclusions of
Theorem 3 hold.
If we take  = 1/2 and τ = 8r in Theorem 3,
we get Corollary 1 as a consequence. The bound
m = Ω(rn2) is the same as the one obtained for the
mRIC. Thus, the `∗-CMSV is as good as the mRIC
for isotropic and subgaussian operators.
7B. Correlated Gaussian operators
In this subsection, we consider Gaussian mea-
surement operators with a correlation structure. Cor-
related sensing matrices are considered in [27] and
[28] in the context of compressive sensing. For
low-rank matrix recovery, correlated measurement
operators are potentially useful for multivariate re-
gression and vector autoregressive processes [29].
Suppose that the entries of Gk ∈ Rn1×n2 , k =
1, . . . ,m follow i.i.d. Gaussian distribution
N (0, 1
m
)
, and Σ1 ∈ Rn1×n1 and Σ2 ∈ Rn2×n2
are positive semidefinite matrices. Then
Σ
1/2
1 G
kΣ
1/2
2 , k = 1, . . . ,m follow i.i.d. matrix
variate Gaussian distribution N (0, 1
m
Σ2 ⊗ Σ1
)
,
namely, vec
(
Σ
1/2
1 G
kΣ
1/2
2
)
∼ N (0, 1
m
Σ2 ⊗ Σ1
)
[16]. Here Σ1/2 denotes the matrix square
root of a positive semidefiite matrix Σ. We
call the linear operator AΣ1,Σ2 represented by{
Σ
1/2
1 G
kΣ
1/2
2 , k = 1, . . . ,m
}
a correlated Gaussian
measurement operator.
The following theorem shows that ρτ (AΣ1,Σ2) is
controlled by ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
with high probabil-
ity.
Theorem 4 Suppose ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
> 0. Then
there exist universal positive constant c, c1, c2 such
that if
m ≥ c trace (Σ1) + trace (Σ2)
ρ2τ
(
Σ
1/2
2 ⊗ Σ1/21
) τ, (38)
then the linear operator AΣ1,Σ2 has `∗-CMSV
ρτ (AΣ1,Σ2) ≥
1
8
ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
(39)
with probability at least 1− c1 exp (−c2m).
Remark 1 When Σ1 = In1 and Σ2 = In2 , clearly
we have ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
= ρτ (In1n2) = 1, and
trace (Σ1) + trace (Σ2) = n1 + n2. So Theorem 4
is consistent with Theorem 3 applied to Gaussian
measurement operators.
Remark 2 In this remark, we provide an example
where the `∗-CMSV is well controlled while the
mRIP fails with high probability. Refere to [27] for
more examples constructed in the similar compres-
sive sensing setting. For simplicity we set n1 = n2 =
n. Consider Σ1 = Σ2 = Σ = (1− a) In + a11T for
some fixed a ∈ (0, 1). Here 1 ∈ Rn is the vector
with all ones. Clearly, we have trace (Σ) = n.
The inequality ρ2τ
(
Σ1/2 ⊗ Σ1/2) ≥ λmin (Σ⊗ Σ) =
λ2min (Σ) = (1− a)2 together with Theorem 4 imply
that ρτ (AΣ1,Σ2) ≥ 18 (1− a) with high proba-
bility as long as m ≥ c nτ
(1−a)2 .
However, Σ1/2 ⊗ Σ1/2 does not satisfy the mRIC
when n is large. To see this, assume that the eigen-
decomposition of Σ is
∑n
j=1 σjuju
T
j and observe
that when X =
∑r
i=1 λiujiu
T
ji
we have∥∥(Σ1/2 ⊗ Σ1/2) vec (X)∥∥2
2
‖X‖2F
=
∥∥Σ1/2XΣ1/2∥∥2
F
‖X‖2F
=
∑r
i=1 σ
2
ji
λ2i∑r
i=1 λ
2
i
. (40)
Taking supremum and infimum leads to
sup
X:rank(X)≤r
∥∥(Σ1/2 ⊗ Σ1/2) vec (X)∥∥2
2
‖X‖2F
≥ sup
λi
∑r
i=1 σ
2
ji
λ2i∑r
i=1 λ
2
i
= max
{
σ2i
}
= ((1− a) + na)2 (41)
inf
X:rank(X)≤r
∥∥(Σ1/2 ⊗ Σ1/2) vec (X)∥∥2
2
‖X‖2F
≤ inf
λi
∑r
i=1 σ
2
ji
λ2i∑r
i=1 λ
2
i
= min
{
σ2i
}
= (1− a)2 . (42)
Therefore, independent of the rank parameter,
Σ1/2 ⊗ Σ1/2 does not satisfy the mRIC when n is
large. A large deviation argument similar to the
one given in [27] shows that the same statment is
true with high probability for AΣ1,Σ2 . Hence, the
mRIP might be violated with high probability for
correlated Gaussian operators while the `∗-CMSV is
still well controlled. Roughly speaking, the problem
with mRIC is that it involves the maximal eigenvalue
while only the minimal eigenvalue is essential for
low-rank matrix recovery.
The proof of Theorem 4 is based on the following
proposition:
Proposition 2 If each matrix Ak associated with
AΣ1,Σ2 are i.i.d. random matrices following
8N (0, 1
m
Σ2 ⊗ Σ1
)
, then there exist univeral constant
c, c1 such that for all X ∈ Rn1×n2
‖AΣ1,Σ2 (X)‖2 ≥
1
4
∥∥∥Σ1/21 XΣ1/22 ∥∥∥
F
−3
√
trace (Σ1) +
√
trace (Σ2)√
m
‖X‖∗ , (43)
with probability at least 1− c1 exp (−cm).
Proof of Theorem 4: By the definition of `∗-
CMSV, for any X with τ (X) ≤ τ , we have∥∥∥Σ1/21 XΣ1/22 ∥∥∥
F
=
∥∥∥(Σ1/22 ⊗ Σ1/21 ) vec (X)∥∥∥
2
≥ ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
‖X‖F .(44)
As a consequence of Proposition 2, we obtain
‖AΣ1,Σ2 (X)‖2
≥ 1
4
ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
‖X‖F
−3
√
trace (Σ1) +
√
trace (Σ2)√
m
‖X‖∗
≥ 1
4
ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
‖X‖F
−3
√
trace (Σ1) +
√
trace (Σ2)√
m
√
τ ‖X‖F .(45)
The sample size condition
m ≥ ctrace (Σ1) + trace (Σ2)
ρ2τ
(
Σ
1/2
2 ⊗ Σ1/21
) τ (46)
with c = 2× 242 then leads to
‖AΣ1,Σ2 (X)‖2 ≥
1
8
ρτ
(
Σ
1/2
2 ⊗ Σ1/21
)
‖X‖F (47)
for all X such that τ (X) ≤ τ , yielding the desired
result.
The proof of Proposition 2 uses similar
techniques developed in [27] for correlated
Gaussian design in the compressive sensing
setting. More specifically, we first show
that (43) is true on the set V (r) ={
X ∈ Rn1×n2 :
∥∥∥Σ1/21 XΣ1/22 ∥∥∥
F
= 1, ‖X‖∗ ≤ r
}
for fixed r > 0 with high probability. A peeling
argument is then used to extend the result to all
X ∈ Rn1×n2 . Refer to Appendix D for more details.
V. FIXED POINT CHARACTERIZATION
In this section, we derive a fixed point charac-
terization of ρτ (A). Recall that the optimization
problem defining ρτ is as follows:
ρτ (A) = min
Z
‖A(Z)‖2
‖Z‖F s.t.
‖Z‖∗
‖Z‖F ≤
√
τ , (48)
or equivalently,
1
ρτ (A) = maxZ {‖Z‖F : ‖A(Z)‖2 ≤ 1,
‖Z‖∗
‖Z‖F ≤
√
τ}.(49)
Denote by τ ∗ = minZ:A(Z)=0 τ(Z). For any
τ ∈ (1, τ ∗), we define functions over [0,∞) pa-
rameterized by τ :
fτ (η;Y ) = max
Z
{〈Y, Z〉 : ‖A(Z)‖2 ≤ 1, ‖Z‖∗ ≤ √τη} ,(50)
for Y ∈ Sn1n2−1 and
fτ (η) = max
Z
{‖Z‖F : ‖A(Z)‖2 ≤ 1, ‖Z‖∗ ≤ √τη}
= max
Y,Z
{〈Y, Z〉 : ‖A(Z)‖2 ≤ 1, ‖Z‖∗ ≤
√
τη,
‖Y ‖F ≤ 1}
= sup
Y ∈Sn1n2−1
fτ (η;Y ). (51)
Here Sn1n2−1 is the unit sphere in (Rn1×n2 , ‖ · ‖F).
The continuity of fτ (η;Y ) with respect to Y , as
established in Theorem 5, implies that the supre-
mum in (51) can be replaced by maximum. In the
definition of fτ (η), we basically replaced the ‖Z‖F
in the denominator of the fractional constraint in
(49) with η.
For η > 0, it is easy to show that strong
duality holds for the optimization problem defining
fτ (η;Y ). As a consequence, we have the dual form
of fτ (η;Y ):
fτ (η;Y ) = min
λ
√
τη‖Y −A∗(λ)‖+ ‖λ‖2. (52)
It turns out that the unique positive fixed point of
fτ (η) is exactly 1/ρτ (A), as shown by the following
theorem. See Appendix C for the proof.
Theorem 5 The functions fτ (η;Y ) and fτ (η) have
the following properties:
1) fτ (η;Y ) and fτ (η) are jointly continuous in
τ, η, and Y .
2) fτ (η;Y ) and fτ (η) are strictly increasing in
η.
3) fτ (η;Y ) is concave for each Y ∈ Sn1n2−1.
94) fτ (0) = 0, fτ (η) ≥ sη > η for sufficiently
small η > 0, and there exists ρ < 1 such that
fτ (η) < ρη for sufficiently large η; the same
holds for fτ (η;Y ) if Y = uvT with ‖u‖2 = 1
and ‖v‖2 = 1, and the existence of ρ holds
for all fτ (η;Y ).
5) fτ (η;Y ) has unique positive fixed point for
Y = uvT with ‖u‖2 = 1 and ‖v‖2 = 1;
fτ (η) has at least one positive fixed points
η∗ = max
⋃
Y
{η : η = fτ (η;Y )}. (53)
6) The positive fixed point η∗ of fτ (η) is unique
and satisfies
η∗ =
1
ρτ (A) . (54)
7) For η ∈ (0, η∗), we have fτ (η) > η; and for
η ∈ (η∗,∞), we have fτ (η) < η; the same
statement holds also for fτ (η;Y ) if Y = uvT
with ‖u‖2 = 1 and ‖v‖2 = 1.
8) For any  > 0, there exists ρ1() > 1 such that
fτ (η) > ρ1()η as long as 0 < η ≤ (1− )η∗;
and there exists ρ2() < 1 such that fτ (η) <
ρ2()η as long as η > (1 + )η∗.
For sparsity recovery and block-sparsity recov-
ery, the fixed point characterizations yield efficient
algorithms to compute certain incoherence measures
[30], [31]. We develop the fixed point characteriza-
tion in this paper in the hope that it might also lead
to a way to compute ρτ (A). However, at this point,
it is not clear how to compute or approximation
fτ (η) efficiently at a particular η.
VI. CONCLUSIONS
In this paper, the `∗-constrained minimal singular
value of a measurement operator, which measures
the invertibility of the measurement operator re-
stricted to matrices with small `∗-rank, is proposed
to quantify the stability of low-rank matrix recon-
struction. The reconstruction errors of the matrix
Basis Pursuit, the matrix Dantzig selector, and the
matrix LASSO estimator are concisely bounded
using the `∗-CMSV. We demonstrate that the `∗-
CMSV is bounded away from zero with high prob-
ability for isotropic and subgaussian measurement
operators, as long as the number of measurements
is relatively large. We also show that for correlated
Gaussian operator, the `∗-CMSV is lower bounded
by that of its covariance matrix. Finally, we derive a
fixed point characterization that is potentially useful
for computing `∗-CMSV.
In the future work, we will design algorithms to
efficiently compute or approximate the `∗-CMSV
using the fixed point characterization. We also plan
to extend the result for correlated Gaussian operator
to subgaussian operators with correlation structure.
APPENDIX A
PROOF OF PROPOSITION 1
We need two lemmas about the properties of
nuclear norms derived in [3]:
Lemma 1 [3, Lemma 2.3] Let A and B be matrices
of the same dimensions. If ABT = 0 and ATB = 0
then ‖A+B‖∗ = ‖A‖∗ + ‖B‖∗.
Lemma 2 [3, Lemma 3.4] Let A and B be matrices
of the same dimensions. Then there exist matrices
B1 and B2 such that
1) B = B1 +B2
2) rank(B1) ≤ 2rank(A)
3) ABT2 = 0 and A
TB2 = 0
4) 〈B1, B2〉 = 0.
Proof of Proposition 1: We first deal with the
mBP and the mDS. We decompose the error matrix
B = H according to Lemma 2 with A = X , more
explicitly, we have:
1) H = H0 +Hc
2) rank(H0) ≤ 2rank(X) = 2r
3) XHTc = 0 and X
THc = 0
4) 〈H0, Hc〉 = 0.
As observed by Recht et.al in [3] (See also [32], [5]
and [33]), the fact that ‖Xˆ‖∗ = ‖X + H‖∗ is the
minimum among all Zs satisfying the constraint in
(7) implies that ‖Hc‖∗ cannot be very large. To see
this, we observe that
‖X‖∗ ≥ ‖X +H‖∗
= ‖X +Hc +H0‖∗
≥ ‖X +Hc‖∗ − ‖H0‖∗
= ‖X‖∗ + ‖Hc‖∗ − ‖H0‖∗. (55)
Here, for the last equality we used Lemma 1 and
XHTc = 0, X
THc = 0. Therefore, we obtain
‖Hc‖∗ ≤ ‖H0‖∗, (56)
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which leads to
‖H‖∗ ≤ ‖H0‖∗ + ‖Hc‖∗
≤ 2‖H0‖∗
≤ 2
√
rank(H0)‖H0‖F
= 2
√
2r‖H‖F, (57)
where for the next to the last inequality we used
the fact that ‖H‖∗ ≤
√
rank(H)‖H‖F, and for
the last inequality we used the Pythagorean theo-
rem ‖H‖2F = ‖H0‖2F + ‖Hc‖2F ≥ ‖H0‖2F because
〈H0, Hc〉 = 0. Inequality (57) is equivalent to
τ(H) ≤ 8 rank(X) = 8r. (58)
We now turn to the LASSO estimator (9). Sup-
pose the noise w satisfies ‖A∗(w)‖ ≤ κµ for some
small κ > 0. Because Xˆ is a solution to (9), we
have
1
2
‖A(Xˆ)− y‖22 + µ‖Xˆ‖∗
≤ 1
2
‖A(X)− y‖22 + µ‖X‖∗. (59)
Consequently, substituting y = A(X) +w yields
µ‖Xˆ‖∗ ≤
〈
A(Xˆ −X),w
〉
+ µ‖X‖∗
=
〈
Xˆ −X,A∗(w)
〉
+ µ‖X‖∗. (60)
Using the Cauchy-Swcharz type inequality, we get
µ‖Xˆ‖∗ ≤ ‖Xˆ −X‖∗‖A∗(w)‖+ µ‖X‖∗
= κµ‖H‖∗ + µ‖X‖∗, (61)
which leads to
‖Xˆ‖∗ ≤ κ‖H‖∗ + ‖X‖∗. (62)
Therefore, similar to the argument in (55) we have
‖X‖∗ ≥ ‖X‖∗ + (1− κ)‖Hc‖∗ − (1 + κ)‖H0‖∗(63)
Consequently, we have
‖Hc‖∗ ≤ 1 + κ
1− κ‖H0‖∗, (64)
an inequality slightly worse than (56) for small κ.
Therefore, an argument similar to the one leading
to (57) yields
‖H‖∗ ≤ 2
1− κ
√
2r‖H‖F, (65)
or equivalently,
τ(H) ≤ 8r
(1− κ)2 . (66)
APPENDIX B
PROOF OF THEOREM 1
Proof: To prove Theorem 1, we only need to
obtain upper bounds on ‖A(H)‖2 and then invoke
the definition of the `∗-CMSV. For mBP (7), this
is trivial as both X and Xˆ satisfy constraint ‖y −
A(Z)‖ ≤ ε in (7). Therefore, the triangle inequality
yields
‖A(H)‖2 = ‖A(Xˆ −X)‖2
≤ ‖A(Xˆ)− y‖2 + ‖y −A(X)‖2
≤ 2ε. (67)
It then follows from Definition 3 that
ρ8r‖H‖F ≤ ‖A(H)‖2 ≤ 2ε. (68)
Hence, we get
‖Xˆ −X‖F ≤ 2ε
ρ8r
. (69)
For the mDS (8), the condition ‖A∗(w)‖ ≤ µ
and the constraint in (8) yield
‖A∗(A(H))‖ ≤ 2µ (70)
because
A∗(w − rˆ) = A∗
(
(y −A(X))− (y −A(Xˆ))
)
= A∗
(
A(Xˆ)−A(X)
)
= A∗(A(H)), (71)
where rˆ = y−A(Xˆ) is the residual corresponding
to the mDS solution Xˆ . Therefore, we obtain an
upper bound on ‖A(H)‖22 as follows:
〈A(H),A(H)〉 = 〈H,A∗(A(H))〉
≤ ‖H‖∗‖A∗(A(H))‖
≤ 2µ‖H‖∗. (72)
Equation (72), the definition of ρ8r, and τ(H) ≤ 8r
together yield
ρ28r‖H‖2F ≤ 〈A(H),A(H)〉
≤ 2µ‖H‖∗
≤ 2µ
√
8r‖H‖F. (73)
We conclude that
‖H‖F ≤ 4
√
2r
ρ28r
µ. (74)
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Now we establish an upper bound on ‖A(H)‖22
for the mLASSO (9) using a procedure similar to
the one used for the mDS given above. First note
that
‖A∗(A(H))‖
≤ ‖A∗(y −A(X))‖+ ‖A∗(y −A(Xˆ))‖
≤ ‖A∗(w)‖+ ‖A∗(y −A(Xˆ))‖
= κµ+ ‖A∗(y −A(Xˆ))‖. (75)
We follow the procedure in [5] (see also [18]) to
estimate ‖A∗(y−A(Xˆ))‖. Since Xˆ is the solution
to (9), the optimality condition yields that
A∗(y −A(Xˆ)) ∈ µ∂‖Xˆ‖∗, (76)
where ∂‖Xˆ‖∗ is the family of subgradient of ‖ · ‖∗
evaluated at Xˆ . According to [10], if the singular
value decomposition of Xˆ is UΣV T , then we have
∂‖Xˆ‖∗ = {UV T +W : ‖W‖ ≤ 1,
UTW = 0,WV = 0}.(77)
As a consequence, we obtain A∗(y − A(Xˆ)) =
µ(UV T +W ) and
‖A∗(y −A(Xˆ))‖ ≤ ‖µ(UV T +W )‖
= µ. (78)
We used ‖UV T +W‖ = 1 because
max
x:‖x‖2=1
‖(UV T +W )x‖
= max
y:‖y‖2=1
‖(UV T +W )V y‖ ≤ 1. (79)
Following the same lines in (72), we get
‖A(H)‖22 ≤ (κ+ 1)µ‖H‖∗. (80)
Then, Equation (65), (75) and (78)
ρ2 8r
(1−κ)2
‖H‖2F ≤ ‖A(H)‖22
≤ (κ+ 1)µ
√
8r
1− κ‖H‖F. (81)
As a consequence, the error bound (20) holds.
APPENDIX C
PROOF OF THEOREM 5
Proof:
1) Since in the optimization problem defining
fτ (η;Y ), the objective function 〈Y, Z〉 is
jointly continous in τ, η and Y , and the con-
straint correspondence
C(τ, η) : [0,∞) Rn1×n2
η 7→ {Z : ‖A(Z)‖2 ≤ 1, ‖Z‖∗ ≤ √τη} (82)
is compact-valued and continuous (both up-
per and lower hemicontinuous), according to
Berge’s Maximum Theorem [34], the optimal
value function fτ (η;Y ) is jointly continuous
in τ, η and Y . The continuity of fτ (η) can be
proved in a similar manner.
2) To show the strict increasing property, sup-
pose 0 < η1 < η2 and the dual variable λ∗2
achieves fτ (η2;Y ) in (52). Then we have
fτ (η1;Y ) ≤
√
τη1‖Y −A(λ∗2)‖+ ‖λ∗2‖2
<
√
τη2‖Y −A(λ∗2)‖+ ‖λ∗2‖2
= fτ (η2;Y ). (83)
The case for η1 = 0 is proved by continuity,
and the strict increasing of fτ (η) follows
immediately.
3) The concavity of fτ (η;Y ) follows from the
dual representation (52) and the fact that
fτ (η;Y ) is the minimization of a function of
variables η and λ, and when λ, the variable to
be minimized, is fixed, the function is linear
in η.
4) Next we show that when η > 0 is sufficiently
small fτ (η;Y ) ≥
√
τη if Y = uvT with
‖u‖2 = 1 and ‖v‖2 = 1. Taking Z =√
τηuvT , we have ‖Z‖∗ =
√
τη and 〈Y, Z〉 =√
τη > η (recall τ ∈ (1, τ ∗)). In addition,
when 0 < η ≤ 1/(√τ‖A(uvT )‖2), we also
have ‖A(Z)‖2 ≤ 1. Therefore, for sufficiently
small η, we have fτ (η;Y ) ≥
√
τη > η.
Clearly, fτ (η) = maxY fτ (η;Y ) ≥
√
τη > η
for such η.
Recall that
τ ∗ = min
Z
‖Z‖2∗
‖Z‖2F
subject to A(Z) = 0, (84)
or equivalently 1√
τ∗ is
max
Z,Y :‖Y ‖F=1
{〈Y, Z〉 : A(Z) = 0, ‖Z‖∗ ≤ 1}.(85)
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Since the dual program of
max
Z
〈Y, Z〉 s.t. A(Z) = 0, ‖Z‖∗ ≤ 1 (86)
is
max
λ
‖Y −A∗(λ)‖, (87)
we have
1√
τ ∗
= max
Y :‖Y ‖F=1
min
λ
‖Y −A∗(λ)‖.(88)
Suppose λ∗Y is the optimal solution for each
minλ ‖Y −A∗(λ)‖. For each Y , we then have
1√
τ ∗
≥ ‖Y −A∗(λ∗Y )‖, (89)
which implies
fτ (η;Y ) = min
λ
√
τη‖Y −A∗(λ)‖+ ‖λ‖2
≤ √τη‖Y −A∗(λ∗Y )‖+ ‖λ∗Y ‖2
≤
√
τ
τ ∗
η + ‖λ∗Y ‖2. (90)
As a consequence, we obtain
fτ (η) = max
Y
fτ (η;Y )
≤
√
τ
τ∗
η + sup
Y
‖λ∗Y ‖2. (91)
Viewing A∗ : (Rm, ‖ · ‖2) → (Rn1×n2 , ‖ ·
‖) as an operator, we obtain that θA def=
infλ6=0 ‖A∗(λ)‖/‖λ‖2 > 0 when {Ak}mk=1 are
linearly independent, because A∗(λ) 6= 0 for
λ 6= 0. Triangle inequality and (89) imply
1√
τ ∗
+ 1 ≥ 1√
τ ∗
+ ‖Y ‖
≥ ‖A∗(λY )‖ ≥ θA‖λY ‖2.(92)
Therefore, the quantify sup ‖λ∗Y ‖2 is finite.
Pick ρ ∈ (√τ/τ∗, 1). Then, we have the fol-
lowing when η > supY ‖λ∗Y ‖2/(ρ−
√
τ/τ∗):
fτ (η;Y ) ≤ ρη,∀Y ∈ Sn1n2−1 and
fτ (η) ≤ ρη. (93)
5) Properties 1) and 4) imply that fτ (η;Y ) has
at least one positive fixed point for Y = uvT .
(Interestingly, 2) and 4) also imply the exis-
tence of a positive fixed point, see [35].) The
positive fixed point for such fτ (η;Y ) is also
unique. Suppose there are two fixed points
0 < η∗1 < η
∗
2 . Pick η0 small enough such
that fτ (η0;Y ) > η0 > 0 and η0 < η∗1 . Then
η∗1 = λη0 + (1 − λ)η∗2 for some λ ∈ (0, 1),
which implies that fτ (η∗1;Y ) ≥ λfτ (η0;Y ) +
(1−λ)fτ (η∗2;Y ) > λη0+(1−λ)η∗2 = η∗1 due to
the concavity, contradicting η∗1 = fτ (η
∗
1;Y ).
The set of positive fixed point for fτ (η),
{η ∈ (0,∞) : η = fτ (η) = maxY fτ (η;Y )},
is a subset of {η ∈ (0,∞) : η =
fτ (η;Y ) for some Y }, which is non-empty
due to the existence of fixed points for
fτ (η;Y ) with Y = uvT . We argue that η∗
is the supremum of
{η ∈ (0,∞) : η = fτ (η;Y ) for some Y }(94)
is the unique positive fixed point for fτ (η).
First of all, η∗ must be finite as all the
fixed points for fτ (η;Y ) are less than
supY ‖λ∗Y ‖2/(ρ −
√
τ/τ∗) according to the
proof of property 4). Second, η∗ is a fixed
point for some fτ (η;Y ∗), namely, the supre-
mum is achievable and can be replaced by
maximum. To see this, we construct {ηk}∞k=1
converging to η∗ using the the definition of η∗,
and corresponing {Yk}∞k=1 (i.e. ηk is a fixed
point of fτ (η;Yk)) converging to some Y ∗
using the compactness of Sn1n2−1. The joint
continuity of fτ (η;Y ) in both η and Y implies
η∗ = lim
k→∞
ηk = lim
k→∞
fτ (ηk;Yk)
= fτ (η
∗;Y ∗). (95)
We proceed to show that η∗ is a fixed
point of fτ (η). It suffices to show that
maxY fτ (η
∗;Y ) = fτ (η∗;Y ∗). If this is not
the case, there exists Y1 6= Y ∗ such that
fτ (η
∗;Y1) > fτ (η∗;Y ∗) = η∗. The continuity
of fτ (η;Y1) and the property 4) imply that
there exists η > η∗ with fτ (η;Y1) = η,
contradicting the definition of η∗.
6) Next we show η∗ = γ∗ def= 1/ρτ (A) for
any positive fixed point of fτ (η), hence the
uniqueness. We first prove γ∗ ≥ η∗ for
any fixed point η∗ = fτ (η∗). Suppose Z∗
achieves the optimization problem defining
fτ (η
∗), then we have
η∗ = fτ (η∗) = ‖Z∗‖F, ‖A(Z∗)‖2 ≤ 1, (96)
and ‖Z∗‖∗ ≤
√
τη∗. (97)
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Since ‖Z∗‖∗/‖Z∗‖F ≤
√
τη∗/η∗ ≤ √τ , we
have
γ∗ ≥ ‖Z
∗‖F
‖A(Z∗)‖2 ≥ η
∗. (98)
If η∗ < γ∗, we define η0 = (η∗ + γ∗)/2 and
Zc = argmaxZ
√
τ‖Z‖F
‖Z‖∗
s.t. ‖A(Z)‖2 ≤ 1, ‖Z‖F ≥ η0, (99)
ρ =
√
τ‖Zc‖F
‖Zc‖∗ . (100)
Suppose Z∗∗ with ‖A(Z∗∗)‖2 = 1 achieves
the optimum of the optimization (48) defining
γ∗ = 1/ρτ (A). Clearly, ‖Z∗∗‖F = γ∗ > η0,
which implies Z∗∗ is a feasible point of the
optimization problem (99) defining Zc and ρ.
As a consequence, we have
ρ ≥
√
τ‖Z∗∗‖F
‖Z∗∗‖∗ ≥ 1. (101)
Fig. 1: Illustration of the proof for ρ > 1.
Actually we will show that ρ > 1. If ‖Z∗∗‖∗ <√
τ‖Z∗∗‖F, we are done. If not (i.e., ‖Z∗∗‖∗ =√
τ‖Z∗∗‖F), as illustrated in Figure 1, we
consider W = η0
γ∗Z
∗∗, which satisfies
‖A(W )‖2 = η0
γ∗
< 1, (102)
‖W‖F = η0, and (103)
‖W‖∗ =
√
τη0. (104)
Suppose σ is the singular value vector of W .
To get W n as shown in Figure 1, pick the
smallest non-zero singular value, and scale
it by a small positive constant κ less than
1. Because τ > 1, σ has more than one
non-zero components, elementary mathemat-
ics then show that this first scaling will de-
crease the ratio ‖σ‖1/‖σ‖2. We then scale the
entire vector σ so that its `2 norm restores to
its original value. This latter process of course
does not change the ratio ‖σ‖1/‖σ‖2.
If the scaling constant κ is close enough to
1, ‖A(W n)‖2 will remain less than 1 due to
continuity. But the good news is that the ratio
‖σ‖1/‖σ‖2 = ‖W n‖∗/‖W n‖F decreases, and
hence ρ ≥
√
τ‖Wn‖F
‖Wn‖∗ becomes greater than 1.
Now we proceed to obtain a contradiction that
fτ (η
∗) > η∗. If ‖Zc‖∗ ≤
√
τ · η∗, then it is a
feasible point of
max
Z
‖Z‖F
s.t. ‖A(Z)‖2 ≤ 1, ‖Z‖∗ ≤
√
τ · η∗.(105)
As a consequence, fτ (η∗) ≥ ‖Zc‖F ≥ η0 >
η∗, contradicting η∗ is a fixed point and we
are done. If this is not the case, i.e., ‖Zc‖∗ >√
τ · η∗, we define a new point
Zn = τZc (106)
with
τ =
√
τ · η∗
‖Zc‖∗ < 1. (107)
Note that Zn is a feasible point of the opti-
mization problem defining fτ (η∗) since
‖A(Zn)‖2 = τ‖A(Zc)‖2 < 1, (108)
‖Zn‖∗ = τ‖Zc‖∗ =
√
τ · η∗. (109)
Furthermore, we have
‖Zn‖F = τ‖Zc‖F = ρη∗. (110)
As a consequence, we obtain a contradiction
fτ (η
∗) ≥ ρη∗ > η∗. (111)
Therefore, for the fixed point η∗, we have
η∗ = γ∗ = 1/ρτ (A).
7) This property simply follows from the conti-
nuity, the uniqueness, and property 4).
8) We use contradiction to show the existence
of ρ1() in 8). In view of 4), we need only
to show the existence of such a ρ1() that
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Fig. 2: Illustration of the proof for fτ (η∗) ≥ ρη∗.
works for ηL ≤ η ≤ (1 − )η∗ where ηL =
sup{η : fτ (ξ) ≥
√
τξ, ∀0 < ξ ≤ η}. Sup-
pose otherwise, we then construct sequences
{η(k)}∞k=1 ⊂ [ηL, (1 − )η∗] and {ρ(k)1 }∞k=1 ⊂
(1,∞) with
lim
k→∞
ρ
(k)
1 = 1,
fτ (η
(k)) ≤ ρ(k)η(k). (112)
Due to the compactness of [ηL, (1 − )η∗],
there must exist a subsequence {η(kl)}∞l=1 of
{η(k)} such that liml→∞ η(kl) = ηlim for some
ηlim ∈ [ηL, (1−)η∗]. As a consequence of the
continuity of fτ (η), we have
fτ (ηlim) = lim
l→∞
fτ (η
(kl))
≤ lim
l→∞
ρ
(kl)
1 η
(kl) = ηlim. (113)
Again due to the continuity of fτ (η) and the
fact that fτ (η) > η for η < ηL, there exists
ηc ∈ [ηL, ηlim] such that
fτ (ηc) = ηc, (114)
contradicting the uniqueness of the fixed point
for fτ (η). The existence of ρ2() can be
proved in a similar manner.
APPENDIX D
PROOF OF PROPOSITION 2
In this appendix, we provide a proof of Propo-
sition 2. For any r such that the set V (r) ={
X ∈ Rn1×n2 :
∥∥∥Σ1/21 XΣ1/22 ∥∥∥
F
= 1, ‖X‖∗ ≤ r
}
is
non-empty, define a random variable
M (r,AΣ1,Σ2) := 1− inf
X∈V (r)
‖AΣ1,Σ2 (X)‖2
= sup
X∈V (r)
{
1− ‖AΣ1,Σ2 (X)‖2
}
(115)
We first show that
EM (r,AΣ1,Σ2)
≤ 1
4
+
√
trace (Σ1) +
√
trace (Σ2)√
m
r. (116)
To this end, we define two Gaussian processes
indexed by u ∈ Sm−1, X ∈ V (r)
Yu,X = 〈u,AΣ1,Σ2 (X)〉
=
∑
k,i,j
ukG
k
ij
(
Σ
1/2
1 XΣ
1/2
2
)
ij
, (117)
Zu,X = 〈u, g〉+
〈
Σ
1/2
1 XΣ
1/2
2 , G
〉
, (118)
where Sm−1 is the unit sphere in Rm, and
gk, Gij, G
k
ij are i.i.d. N (0, 1/m) random variables.
Observe that
sup
X∈V (r)
inf
u∈Sm−1
Yu,X = − inf
X∈V (r)
sup
u∈Sm−1
Yu,X
= − inf
X∈V (r)
‖AΣ1,Σ2 (X)‖2 . (119)
We apply Gordon’s comparision theorem [25, Chap-
ter 3.1] which states that if
E (Yu,X − Yu′,X′)2 ≤ E (Zu,X − Zu′,X′)2 , (120)
for all (u, X), (u′, X ′) inSm−1 × V (r) and the
inequality becomes equality when X = X ′, then
E sup
X∈V (r)
inf
u∈Sm−1
Yu,X ≤ E sup
X∈V (r)
inf
u∈Sm−1
Zu,X .(121)
Elementary calculations show that
E (Yu,X − Yu′,X′)2
=
1
m
∑
k,i,j
(
uk
(
Σ
1/2
1 XΣ
1/2
2
)
ij
− u′k
(
Σ
1/2
1 X
′Σ1/22
)
ij
)2
≤ 1
m
∑
k
(uk − u′k)2
+
1
m
∑
i,j
((
Σ
1/2
1 XΣ
1/2
2
)
ij
−
(
Σ
1/2
1 X
′Σ1/22
)
ij
)2
= E (Zu,X − Zu′,X′)2 (122)
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and
E (Yu,X − Yu′,X)2 = E (Zu,X − Zu′,X)2
=
1
m
∑
k
(uk − u′k)2 .(123)
As a consequence, we upper bound the expectation
of M (r,AΣ1,Σ2) as follows:
EM (r,AΣ1,Σ2)
= 1 + E sup
X∈V (r)
inf
u∈Sm−1
Yu,X
≤ 1 + E sup
X∈V (r)
inf
u∈Sm−1
Zu,X
≤ 1− E ‖g‖2 + E sup
X∈V (r)
∣∣∣〈Σ1/21 XΣ1/22 , G〉∣∣∣ .(124)
For E ‖g‖2, we use a simple lower bound E ‖g‖2 ≥
3
4
√
m
m
= 3
4
[27]. For the last term in (124), by the
definition of V (r), we have
E sup
X∈V (r)
∣∣∣〈Σ1/21 XΣ1/22 , G〉∣∣∣
= E sup
X∈V (r)
∣∣∣〈X,Σ1/21 GΣ1/22 〉∣∣∣
≤ E ‖X‖∗
∥∥∥Σ1/21 GΣ1/22 ∥∥∥
≤ rE
∥∥∥Σ1/21 GΣ1/22 ∥∥∥ . (125)
The problem then boils down to estimating
E
∥∥∥Σ1/21 GΣ1/22 ∥∥∥, which is achieved by applying
Slepian’s comparison theorem [25, Chapter 3.1] to
the following two Gaussian processes indexed by
u ∈ Sn1−1,v ∈ Sn2−1:
Yu,v = u
TΣ
1/2
1 GΣ
1/2
2 v, (126)
Zu,v = u
TΣ
1/2
1 g + v
TΣ
1/2
2 h, (127)
where g ∼ N (0, 1
m
In1
)
and h ∼ N (0, 1
m
In2
)
.
It is easy to verify that the variance condition for
Slepian’s comparison theorem holds:
E (Yu,v − Yu′,v′)2 ≤ E (Zu,v − Zu′,v′)2 . (128)
Slepian’s inequality E supu,v Yu,v ≤ E supu,v Zu,v
and Jensen’s inequality then imply
E
∥∥∥Σ1/21 GΣ1/22 ∥∥∥
≤ E
∥∥∥Σ1/21 g∥∥∥
2
+ E
∥∥∥Σ1/22 h∥∥∥
2
≤
√
E
∥∥∥Σ1/21 g∥∥∥2
2
+
√
E
∥∥∥Σ1/22 h∥∥∥2
2
=
1√
m
(√
trace (Σ1) +
√
trace (Σ2)
)
.(129)
Plugging back into (124) yields
EM (r,AΣ1,Σ2)
≤ 1
4
+
√
trace (Σ1) +
√
trace (Σ2)√
m
r. (130)
We next obtain a high probability result using
concentration of measure in Gauss space for Lips-
chitz functions. Denote ek as the kth canonical basis
vector. The following manipulation of
h
(
G1, · · · , Gm)
:= sup
X∈V (r)
(
1−
∥∥∥∥∥∑
k
〈
Gk,Σ
1/2
1 XΣ
1/2
2
〉
ek
∥∥∥∥∥
2
)
= M (r,AΣ1,Σ2) (131)
as a function of {G1, · · · , Gm}:
h
(
G1, · · · , Gm)
≤ 1 + sup
X∈V (r)
−
∥∥∥∥∥∑
k
〈
G′k,Σ1/21 XΣ
1/2
2
〉
ek
∥∥∥∥∥
2
+ sup
X∈V (r)
∥∥∥∥∥∑
k
〈
Gk −G′k,Σ1/21 XΣ1/22
〉
ek
∥∥∥∥∥
2
≤ h (G′1, · · · , G′m)+√∑
k
‖Gk −G′k‖2F(132)
shows that the Liptchitz constant of h (G1, · · · , Gm)
is 1. Here we have used the triangle inequality for
the first inequality, Cauchy-Schwarz inequality and
Σ
1/2
1 XΣ2 = 1 on V (r) for the last inequality. By
concentration of measure in Gauss space [36], we
obtain
P {|M (r,AΣ1,Σ2)− EM (r,AΣ1,Σ2)| ≥ t (r) /2}
≤ 2 exp (−mt2 (r) /8) (133)
where t (r) := 1
4
+
√
trace(Σ1)+
√
trace(Σ2)√
m
r, implying
P
{
M (r,AΣ1,Σ2) ≥
3t (r)
2
}
≤ 2 exp (−mt2 (r) /8) . (134)
To complete the proof, we need the following
lemma whose proof is based on a peeling argument:
Lemma 3 (Lemma 3 of [27]) Consider a random
objective function f (v;u) with u the underlying
random variable and v ∈ Rp the variable to
be optimized with. Suppose that g : Rp → R+
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specifies an increasing constraint function, namely,
{v : g (v) ≤ r} ⊆ {v : g (v) ≤ r′} for r ≤ r′, Ω is
a non-empty constraint set, and
E = {u : ∃v ∈ Ω such that f (v;u) ≥ 2q (g (v))} ,
where q : R → R is non-negative and strictly
increasing with q (r) ≥ µ for all r ≥ 0. Further
assume that there exists constant d > 0 (which may
depend on some other parameters) such that
P
{
u : sup
v∈Ω,g(v)≤r
f (v;u) ≥ q (r)
}
≤ 2 exp (−dq2 (r)) . (135)
Then we have
P {E} ≤ 2 exp (−4dµ
2)
1− exp (−4dµ2) . (136)
We apply Lemma 3 to the objective function
f (X;AΣ1,Σ2) = 1 − ‖AΣ1,Σ2 (X)‖2, the constraint
function g (X) = ‖X‖∗, the constraint set Ω ={
X :
∥∥∥Σ1/21 XΣ1/22 ∥∥∥
F
= 1
}
, q (r) = 3
2
t (r) = 3
8
+
3
2
√
trace(Σ1)+
√
trace(Σ2)√
m
r, and µ = 3/8. Since
P
{
sup
g(X)≤r,X∈Ω
f (X;AΣ1,Σ2) ≥ q (r)
}
≤ 2 exp (−cmq2 (r)) , (137)
Lemma 3 implies that for properly chosen constant
c > 0 the event
E = {∃X ∈ Ω such that 1− ‖AΣ1,Σ2(X)‖2
≥ 3
4
+ 3
√
trace (Σ1) +
√
trace (Σ2)√
m
‖X‖∗} (138)
has probability
P {E} ≤ 2 exp (−cm) . (139)
So with probability at least 1−2 exp (−cm) we have
‖AΣ1,Σ2 (X)‖2
≥ 1
4
∥∥∥Σ1/21 XΣ1/22 ∥∥∥
F
−3
√
trace (Σ1) +
√
trace (Σ2)√
m
‖X‖∗ . (140)
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