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Abstract
Let MR be a module and σ an endomorphism of R. Let m ∈M and
a ∈ R, we say that MR satisfies the condition C1 (respectively, C2), if
ma = 0 implies mσ(a) = 0 (respectively, mσ(a) = 0 implies ma = 0).
We show that if MR is p.q.-Baer then so is M [x;σ]R[x;σ] whenever MR
satisfies the condition C2, and the converse holds when MR satisfies the
condition C1. Also, if MR satisfies C2 and σ-skew Armendariz, then
MR is a p.p.-module if and only if M [x;σ]R[x;σ] is a p.p.-module if
and only if M [x, x−1;σ]R[x,x−1;σ] (σ ∈ Aut(R)) is a p.p.-module. Many
generalizations are obtained and more results are found when MR is a
semicommutative module.
Mathematics Subject Classification: 16S36, 16D80, 16W80
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1 Introduction
In this paper, R denotes an associative ring with unity and modules are uni-
tary. We write MR to mean that M is a right module. Throughout, σ is an
endomorphism of R (unless specified otherwise), that is, σ : R → R is a ring
homomorphism with σ(1) = 1. The set of all endomorphisms (respectively,
automorphisms) of R is denoted by End(R) (respectively, Aut(R)). In [10],
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Kaplansky introduced Baer rings as rings in which the right (left) annihilator
of every nonempty subset is generated by an idempotent. According to Clark
[9], a ring R is said to be quasi-Baer if the right annihilator of each right
ideal of R is generated (as a right ideal) by an idempotent. These definitions
are left-right symmetric. Recently, Birkenmeier et al. [7] called a ring R a
right (respectively, left) principally quasi-Baer (or simply right (respectively,
left) p.q.-Baer) if the right (respectively, left) annihilator of a principally right
(respectively, left) ideal of R is generated by an idempotent. R is called a p.q.-
Baer ring if it is both right and left p.q.-Baer. A ring R is a right (respectively,
left) p.p.-ring if the right (respectively, left) annihilator of an element of R is
generated by an idempotent. R is called a p.p.-ring if it is both right and left
p.p.-ring.
Lee-Zhou [12] introduced Baer, quasi-Baer and p.p.-modules as follows:
(1) MR is called Baer if, for any subset X of M , rR(X) = eR where e
2 = e ∈
R.
(2) MR is called quasi-Baer if, for any submodule N of M , rR(N) = eR where
e2 = e ∈ R.
(3) MR is called p.p. if, for any m ∈M , rR(m) = eR where e
2 = e ∈ R.
In [3], a module MR is called principally quasi Baer (p.q.-Baer for short) if,
for any m ∈ M , rR(mR) = eR where e
2 = e ∈ R. It is clear that R is a right
p.q.-Baer ring if and only if RR is a p.q.-Baer module. If R is a p.q.-Baer ring,
then for any right ideal I of R, IR is a p.q.-Baer module. Every submodule of
a p.q.-Baer module is p.q.-Baer module. Moreover, every quasi-Baer module
is p.q.-Baer, and every Baer module is quasi-Baer module.
A ring R is called semicommutative if for every a ∈ R, rR(a) is an ideal of R
(equivalently, for any a, b ∈ R, ab = 0 implies aRb = 0). In [8], a module MR
is semicommutative, if for any m ∈ M and a ∈ R, ma = 0 implies mRa = 0.
Let σ an endomorphism of R, MR is called σ-semicommutative module [13] if,
for any m ∈ M and a ∈ R, ma = 0 implies mRσ(a) = 0. According to Annin
[1], a module MR is σ-compatible, if for any m ∈M and a ∈ R, ma = 0 if and
only if mσ(a) = 0.
In [12], Lee-Zhou introduced the following notations. For a module MR,
we consider
M [x; σ] := {
∑s
i=0mix
i : s ≥ 0, mi ∈M} ,
M [[x; σ]] := {
∑
∞
i=0mix
i : mi ∈M} ,
M [x, x−1; σ] :=
{∑t
i=−smix
i : t ≥ 0, s ≥ 0, mi ∈M
}
,
M [[x, x−1; σ]] :=
{∑
∞
i=−smix
i : s ≥ 0, mi ∈M
}
.
Each of these is an Abelian group under an obvious addition operation. More-
over M [x; σ] becomes a module over R[x; σ] under the following scalar product
operation:
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For m(x) =
∑n
i=0mix
i ∈M [x; σ] and f(x) =
∑m
j=0 ajx
j ∈ R[x; σ]
m(x)f(x) =
n+m∑
k=0
(∑
k=i+j
miσ
i(aj)
)
xk (∗)
Similarly, M [[x; σ]] is a module over R[[x; σ]]. The modules M [x; σ] and
M [[x; σ]] are called the skew polynomial extension and the skew power se-
ries extension of M , respectively. If σ ∈ Aut(R), then with a scalar product
similar to (∗) , M [x, x−1; σ] (respectively, M [[x, x−1; σ]]) becomes a module
over R[x, x−1; σ] (respectively, R[[x, x−1; σ]]). The modules M [x, x−1; σ] and
M [[x, x−1; σ]] are called the skew Laurent polynomial extension and the skew
Laurent power series extension of M , respectively. In [13], a module MR
is called σ-skew Armendariz, if m(x)f(x) = 0 where m(x) =
∑n
i=0mix
i ∈
M [x; σ] and f(x) =
∑m
j=0 ajx
j ∈ R[x; σ] implies miσ
i(aj) = 0 for all i and j.
According to Lee-Zhou [12], MR is called σ-Armendariz, if it is σ-compatible
and σ-skew Armendariz.
In this paper, we show that ifMR is p.q.-Baer then so isM [x; σ]R[x;σ] when-
ever MR satisfies the condition C2, and the converse holds when MR satisfies
the condition C1 (Proposition 2.3). Also, if MR satisfies C2 and σ-skew Armen-
dariz, then MR is a p.p.-module if and only if M [x; σ]R[x;σ] is a p.p.-module if
and only if M [x, x−1; σ]R[x,x−1;σ] (σ ∈ Aut(R)) is a p.p.-module (Proposition
3.1). As a consequence, if MR is semicommutative and σ-compatible then:
MR is a p.p.-module ⇔ MR is a p.q.-Baer module ⇔ M [x; σ]R[x;σ] is a p.p.-
module ⇔ M [x; σ]R[x;σ] is a p.q.-Baer module (Theorem 3.6). Moreover, we
obtain a generalization of some results in [3, 4, 6, 12].
2 Skew polynomials over p.q.-Baer modules
We start with the next definition.
Definition 2.1. Let m ∈ M and a ∈ R. We say that MR satisfies the
condition C1 (respectively, C2), if ma = 0 implies mσ(a) = 0 (respectively,
mσ(a) = 0 implies ma = 0).
Note that MR is σ-compatible if and only if it satisfies C1 and C2. Let MR
be a module and σ ∈ End(R).
Lemma 2.2. If MR satisfies C1 or C2, then me = mσ(e) for any m ∈ M
and any e2 = e ∈ R.
Proof. Suppose C2, from mσ(e)(1 − σ(e)) = 0, we have 0 = mσ(e)(1 − e) =
mσ(e) − mσ(e)e, so mσ(e)e = mσ(e). From m(1 − σ(e))σ(e) = 0, we have
0 = m(1 − σ(e))e = me −mσ(e)e, so mσ(e) = mσ(e)e = me. The same for
C1.
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Proposition 2.3. Let MR be a module and σ ∈ End(R).
(1) If MR is a p.q.-Baer module then so is M [x; σ]R[x;σ], whenever MR satisfies
the condition C2.
(2) If M [x; σ]R[x;σ] or M [[x; σ]]R[[x;σ]] is a p.q.-Baer module then so is MR,
whenever MR satisfies the condition C1.
Proof. (1) Let m(x) = m0 +m1x + · · · +mnx
n ∈ M [x; σ]. Then rR(miR) =
eiR, for some idempotents ei ∈ R (0 ≤ i ≤ n). Let e = e0e1 · · · en, then
eR = ∩ni=0rR(miR). We show that rR[x;σ](m(x)R[x; σ]) = eR[x; σ]. Let φ(x) =
a0 + a1x+ a2x
2 + · · ·+ apx
p ∈ rR[x;σ](m(x)R[x; σ]). Since m(x)Rφ(x) = 0, we
have m(x)bφ(x) = 0 for all b ∈ R. Then
m(x)bφ(x) =
n+p∑
ℓ=0
(∑
ℓ=i+j
miσ
i(baj)
)
xℓ = 0.
• ℓ = 0 implies m0ba0 = 0 then a0 ∈ rR(m0R) = e0R.
• ℓ = 1 implies
m0ba1 +m1σ(ba0) = 0 (1)
Let s ∈ R and take b = se0, so m0se0a1 + m1σ(se0a0) = 0, since
m0se0 = 0 we have m1σ(se0a0) = m1σ(sa0) = 0, so m1sa0 = 0, thus
a0 ∈ rR(m1R) = e1R. In equation (1), m1σ(ba0) = m1σ(be1a0) =
m1σ(b)e1σ(a0) = 0, by Lemma 2.2. Then equation (1) gives m0ba1 = 0,
so a1 ∈ e0R.
• ℓ = 2 implies
m0ba2 +m1σ(ba1) +m2σ
2(ba0) = 0 (2)
Let s ∈ R and take b = se0e1, so m0se0e1a2 + m1σ(s)e0e1σ(a1) +
m2σ
2(se0e1a0) = 0, but m0se0e1a2 = m1σ(s)e0e1σ(a1) = 0 we have
m2σ
2(se0e1a0) = 0, since e0e1a0 = a0 we have m2σ
2(sa0) = 0 and so
m2sa0 = 0 for all s ∈ R. Hence a0 ∈ e2R (thus, a0 ∈ e0e1e2R). Equation
(2), becomes m0ba2 +m1σ(ba1) +m2σ
2(b)e0e1e2σ
2(a0) = 0, which gives
m0ba2 +m1σ(ba1) = 0 (2
′)
Take b = se0 in equation (2
′), we have m0se0a2 +m1σ(se0a1) = 0, but
m0se0a2 = 0 so m1σ(se0a1) = m1σ(sa1) = 0 and thus m1sa1 = 0, hence
a1 ∈ e1R (so, a1 ∈ e0e1R). Equation (2
′) gives m0ba2 = 0, so a2 ∈ e0R.
At this point, we have a0 ∈ e0e1e2R, a1 ∈ e1e2R and a2 ∈ e0R. Continuing
this procedure yields ai ∈ eR (0 ≤ i ≤ n). Hence φ(x) ∈ eR[x; σ]. Conse-
quently, rR[x;σ](m(x)R[x; σ]) ⊆ eR[x; σ]. Conversely, let ϕ(x) = b0 + b1x +
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b2x
2 + · · ·+ bpx
p ∈ R[x; σ]. Then
m(x)ϕ(x)e =
n+p∑
ℓ=0
(∑
ℓ=i+j
miσ
i(bj)σ
ℓ(e)
)
xℓ =
n+p∑
ℓ=0
(∑
ℓ=i+j
miσ
i(bj)e
)
xℓ.
Since e ∈
⋂n
i=0 rR(miR), then miRe = 0 (0 ≤ i ≤ n). Thus m(x)ϕ(x)e = 0,
hence eR[x; σ] ⊆ rR[x;σ](m(x)R[x; σ]). Thus rR[x;σ](m(x)R[x; σ]) = eR[x; σ],
therefore M [x; σ]R[x;σ] is p.q.-Baer.
(2) Let 0 6= m ∈M . We have rR[x;σ](mR[x; σ]) = eR[x; σ] for some idempotent
e =
∑n
i=0 eix
i ∈ R[x; σ]. We have rR[x;σ](mR[x; σ]) ∩ R = e0R. On other
hand, we show that rR[x;σ](mR[x; σ]) ∩ R = rR(mR). Let a ∈ rR(mR) then
mRa = 0, so mRσi(a) = 0 for all i ≥ 1. So mR[x; σ]a = 0. Therefore
a ∈ rR[x;σ](mR[x; σ]) ∩ R. Conversely, let a ∈ rR[x;σ](mR[x; σ]) ∩ R, then
mR[x; σ]a = 0, in particular mRa = 0, so a ∈ rR(mR). Thus a ∈ rR(mR) =
e0R, with e
2
0 = e0 ∈ R. So MR is p.q.-Baer. The same method for M [[x; σ]].
Corollary 2.4 ([3, Theorem 11]). MR is p.q.-Baer if and only if M [x]R[x]
is p.q.-Baer.
Corollary 2.5 ([6, Theorem 3.1]). R is right p.q.-Baer if and only if R[x]
is right p.q.-Baer.
MR is called σ-reduced module by Lee-Zhou [12], if for any m ∈M and a ∈ R:
(1) ma = 0 implies mR ∩Ma = 0,
(2) ma = 0 if and only if mσ(a) = 0.
Corollary 2.6 ([3, Theorem 7(1)]). Let MR a σ-compatible module. Then
the following hold:
(1) If M [x; σ]R[x;σ] is a p.q.-Baer module then so is MR. The converse holds if
in addition MR is σ-reduced.
(2) If M [[x; σ]]R[[x;σ]] is a p.q.-Baer module then so is MR.
Corollary 2.7 ([4, Corollary 2.6]). Let MR be a σ-compatible module. Then
MR is p.q.-Baer if and only if M [x; σ]R[x;σ] is p.q.-Baer.
3 Skew polynomials over p.p.-modules
Let MR be an σ-Armendariz module, if me = 0 where e
2 = e ∈ R and m ∈M ,
then mfe = 0 for any f 2 = f ∈ R (by [12, Lemma 2.10]). This result still
true if we replace the condition “MR is σ-Armendariz” by “MR is σ-skew
Armendariz satisfying C2”.
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Proposition 3.1. Let MR be a σ-skew Armendariz module which satisfies
the condition C2. The following statements hold:
(1) MR is a p.p.-module if and only if M [x; σ]R[x;σ] is a p.p.-module,
(2) Let σ ∈ Aut(R), thenMR is a p.p.-module if and only ifM [x, x
−1; σ]R[x,x−1;σ]
is a p.p.-module.
Proof. (1)(⇐) Is clear by [12, Theorem 2.11].
(⇒) Let m(x) = m0 +m1x + · · · +mnx
n ∈ M [x; σ], then rR(mi) = eiR, for
some idempotents ei ∈ R (0 ≤ i ≤ n). Let e = e0e1 · · · en, then mie = 0 for all
0 ≤ i ≤ n ([12, Lemma 2.10]) and by Lemma 2.2, we have miσ
j(e) = 0 for all
0 ≤ i ≤ n and j ≥ 0. Therefore e ∈ rR[x;σ](m(x)), so eR[x; σ] ⊆ rR[x;σ](m(x)).
Conversely, let φ(x) = a0+a1x+· · ·+apx
p ∈ rR[x;σ](m(x)), then m(x)φ(x) = 0.
Since MR is σ-skew Armendariz, we have miσ
i(aj) = 0 for all i, j and with
the condition C2 we have miaj = 0 for all i, j. So aj ∈ rR(mi) = eiR for all
i, j. Thus aj ∈ ∩
n
i=0rR(mi) = eR for each j. Then φ(x) ∈ eR[x; σ], therefore
rR[x;σ](m(x)) = eR[x; σ]. With the same method, we can prove (2).
Corollary 3.2 ([12, Theorem 11(1a,2a)]). If MR is σ-Armendariz. Then:
(1) MR is a p.p.-module if and only if M [x; σ]R[x;σ] is a p.p.-module,
(2) Let σ ∈ Aut(R), thenMR is a p.p.-module if and only ifM [x, x
−1; σ]R[x,x−1;σ]
is a p.p.-module.
IfMR is a semicommutative module such that,mσ(a)a = 0 impliesmσ(a) =
0 for any m ∈ M and a ∈ R. Then MR is σ-semicommutative and hence it
satisfies the condition C1. To see this, suppose that ma = 0 then mRa = 0, in
particular mrσ(a)a = 0 for all r ∈ R. By the above condition, mrσ(a) = 0 for
all r ∈ R. Thus MR is σ-semicommutative.
Lemma 3.3. If MR is a semicommutative module such that mσ(a)a = 0
implies mσ(a) = 0 for any m ∈ M and a ∈ R. Then MR is σ-skew Armen-
dariz.
Proof. Let m(x) = m0 +m1x+ · · ·+mnx
n ∈ M [x; σ] and f(x) = a0 + a1x+
· · · + apx
p ∈ R[x; σ]. From m(x)f(x) = 0, we have
∑
i+j=kmiσ
i(aj) = 0, for
0 ≤ k ≤ n+ p. So, m0a0 = 0. Assume that s ≥ 0 and miσ
i(aj) = 0 for all i, j
with i+ j ≤ s. Note that for s+ 1, we have
m0as+1 +m1σ(as) + · · ·+msσ
s(a1) + as+1σ
s+1(a0) = 0 (1)
Multiplying (1) by σs(a0) from the right hand, we obtain
m0as+1σ
s(a0)+m1σ(as)σ
s(a0)+· · ·+msσ
s(a1)σ
s(a0)+as+1σ
s+1(a0)σ
s(a0) = 0,
we have m0a0 = 0, then m0σ
s(a0) = 0 because MR is σ-semicommutative,
and so m0as+1σ
s(a0) = 0. Also, m1σ(a0) = 0 then m1σ
s(a0) = 0, thus
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m1σ(as)σ
s(a0) = 0. Continuing this process until the step s, msσ
s(a0) = 0
then msσ
s(a1) σ
s(a0) = 0. Therefore ms+1σ
s+1(a0)σ
s(a0) = 0. But
ms+1σ
s+1(a0)σ
s(a0) = ms+1σ[σ
s(a0)]σ
s(a0) = 0.
So ms+1σ
s+1(a0) = 0 . Therefore, equation (1), becomes
m0as+1 +m1σ(as) + · · ·+msσ
s(a1) = 0 (2)
Multiplying (2), by σs−1(a1) from the right hand to obtain msσ
s(a1) = 0.
Continuing this procedure yields
m0as+1 = m1σ(as) = · · · = msσ
s(a1) = as+1σ
s+1(a0) = 0.
A simple induction shows that miσ
i(aj) = 0, for all i, j.
Proposition 3.4. Let MR be a module such that mσ(a)a = 0 implies
mσ(a) = 0 for any m ∈ M and a ∈ R. If MR is semicommutative then
M [x; σ]R[x;σ] and M [[x; σ]]R[[x;σ]] are semicommutative.
Proof. Let m(x) =
∑n
i=0mix
i ∈ M [x; σ], f(x) =
∑q
j=0 ajx
j ∈ R[x; σ] and
φ(x) =
∑p
k=0 bkx
k ∈ R[x; σ]. Suppose that m(x)f(x) = 0. The coefficients of
m(x)φ(x)f(x) are of the form
∑
u+v=w
muσ
u
(∑
i+j=v
biσ
i(aj)
)
=
∑
u+v=w
(∑
i+j=v
muσ
u(bi)σ
u+i(aj)
)
.
By Lemma 3.3, muσ
u(aj) = 0, for all u, j and by C1, muσ
u+i(aj) = 0, for all
i, j, u. Since MR is semicommutative then muσ
u(bi)σ
u+i(aj) = 0, therefore
∑
u+v=w
muσ
u
(∑
i+j=v
biσ
i(aj)
)
= 0.
So m(x)φ(x)f(x) = 0, then M [x; σ]R[x;σ] is semicommutative. The same for
M [[x; σ]]R[[x;σ]].
According to Baser and Harmanci [3], a module MR is reduced if for any
m ∈ M and a ∈ R, ma2 = 0 implies mR ∩Ma = 0. By [2, Lemma 2.11], if
MR is semicommutative p.p. or semicommutative p.q.-Baer then it’s reduced.
Corollary 3.5. Let MR be a semicommutative module satisfying the con-
dition C1, if MR is p.q.-Baer or p.p. then M [x; σ]R[x;σ] and M [[x; σ]]R[[x;σ]] are
semicommutative.
8 M. Louzari
Proof. Let a ∈ R and m ∈ M such that mσ(a)a = 0, then m(σ(a))2 = 0 (by
C1), since MR is reduced we have mσ(a) = 0. By Proposition 3.4, M [x; σ]R[x;σ]
and M [[x; σ]]R[[x;σ]] are semicommutative.
Theorem 3.6. If MR is semicommutative and σ-compatible. Then the fol-
lowing are equivalent:
(1) MR is p.p.
(2) MR is p.q.-Baer,
(3) M [x; σ]R[x;σ] is p.p.,
(4) M [x; σ]R[x;σ] is p.q.-Baer,
Proof. (1)⇔ (2) By [2, Proposition 2.7]. (2)⇔ (4) By Proposition 2.3.
(3)⇒ (4) SinceMR is a p.p.-module, then Corollary 3.5 implies thatM [x; σ]R[x;σ]
is semicommutative. Therefore M [x; σ]R[x;σ] is p.q.-Baer by [2, Proposition
2.7]. (4) ⇒ (3) By Proposition 2.3, MR is p.q.-Baer, since MR is semicom-
mutative then M [x; σ]R[x;σ] is semicommutative, and so M [x; σ]R[x;σ] is a p.p.-
module.
Corollary 3.7. Let MR be a semicommutative module. Then the following
are equivalent:
(1) MR is p.p.
(2) MR is p.q.-Baer,
(3) M [x]R[x] is p.p.,
(4) M [x]R[x] is p.q.-Baer,
Corollary 3.8 ([5, Theorem 2.8]). If MR is a reduced module. Then the
following are equivalent:
(1) MR is p.p.
(2) MR is p.q.-Baer,
(3) M [x]R[x] is p.p.,
(4) M [x]R[x] is p.q.-Baer,
Proof. Every reduced module is semicommutative by [12, Lemma 1.2].
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