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Introduction.
A general theorem on the admissibility of tests of the general multivariate linear hypothesis was proved by Schwartz (1967) and Ghosh (1964) using Stein's theorem (1956). In using Stein's theorem there are two conditions to prove: (i) convexity of the acceptance region and (ii) existence of certain alternative hypotheses. In his paper on the admissibility of lotelling's T -test Stein (1956) proved the convexity of the acceptance region by showing that it is an intersection of half-spaces. Schwartz (1967) and Ghosh (1964) followed this approach.
The purpose of this paper is to present a new proof of the admissibility of the tests of the general multivariate linear hypothesis. We show the convexity of the acceptance region more directly; that is, a convex combination of two sample points in the acceptance region again belongs to the region. The separation of conditions (i) and (ii) simplifies considerably the proof of the convexity condition (i) and makes its geometrical meaning clearer. We shall be explicit also in proving the condition (ii).
In Section 2 we state the admissibility results in several forms and discuss their relations. In Section 3 Stein's theorem on the admissibility of tests in the general exponential family framework is stated. The rest of the paper is devoted to the proof of the theorems in Section 2.
The Problem and Main Results.
In this section we set up the problem and state the admissibility results in several forms. Discussion of the relations of those forms will be given. For proofs see Section 4.
The problem of testing the general multivariate linear hypothesis can be written in the following canonical form. Let X (p xm), Y (p xr), and Z (p xn) be random matrices such that their columns are independently normally distributed with a common covariance matrix Z and means with strict inequality for at least one w.
The usual tests of the above null hypothesis can be given in terms of the (nonzero) roots of the following determinantal equation:
xx, -A(zz, + XX')l -xx, -A(U -YY')l -0,
Except for roots that are identically zero, the roots of (2.5) coincide with the nonzero characteristic roots of X'(U -YY')-X. Let
and let 
Then a test with the acceptance region A {X1 fMA)., c} is admissible.
A proof of this is given in Section 4. Setting g(X) = -log(l-X), The rest of the paper will be devoted to the proof of the above theorems.
3. Stein's Theorem and the Exponential Family.
In this section we state Stein's theorem and show how our problem fits its setting. OP(w) = f e' dm(y) < , We f£ and P, the function on Q to the set of probability measures on given by We rewrite the distribution of (X,Y,Z) in an exponential form. Let
For a general matrix
The density of (X,Y,Z) can be written as Proofs.
We start with lemmas concerning matrix inequalities. 
Q.E.D. For the next step we need several lemmas concerning majorization.
Proofs are given here so that the paper is self-contained. For a full discussion see Marshall and Olkin (1979).
Lemma 4.5.
Proof. 
Remark 
A -{VI X(M(V)) E A)
We want to show that A is convex for a region satisfying the condition of 
A(M(pV 1 +qV2)1 
where 7r is a permutation of (l...,m) and 6,= ... =6 
A.
Hence x e A*.
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