We have used infrared-infrared double resonance spectroscopy to record a rovibrational eigenstate resolved spectrum of benzene in the region of the CH stretch first overtone. This experiment is the first of a series aimed at investigating intramolecular vibrational energy redistribution ͑IVR͒ in aromatic molecules. The experiment has been carried out in a supersonic molecular beam apparatus using bolometric detection. A tunable resonant cavity was used to enhance the on-beam intensity of the 1.5 m color center laser used to pump the overtone, and a fixed frequency ͓R(30)͔ 13 CO 2 laser was used to saturate the coinciding 18 r Q(2) transition of benzene. After assigning the measured lines of the highly IVR fractionated spectrum to their respective rotational quantum number J, analysis of the data reveals that the dynamics occurs on several distinct time scales and is dominated by anharmonic coupling with little contribution from Coriolis coupling. After the fast ͑ϳ100 fs͒ redistribution of the energy among the previously observed ''early time resonances'' ͓R. H. Page, Y. R. Shen, and Y. T. Lee, J. Chem. Phys. 88, 4621 ͑1988͒ and 88, 5362 ͑1988͔͒, a slower redistribution ͑10-20 ps͒ takes place, which ultimately involves most of the symmetry allowed vibrational states in the energy shell. Level spacing statistics reveal that IVR produces a highly mixed, but nonstatistical, distribution of vibrational excitation, even at infinite time. We propose that this nonintuitive phenomenon may commonly occur in large molecules when the bright state energy is localized in a high-frequency mode.
I. INTRODUCTION

A. Background
The issue and the very existence of intramolecular vibrational energy redistribution ͑IVR͒ was raised in Slater's pioneering dynamical theory of unimolecular reaction rates 1 and the statistical theories of Rice and Marcus 2, 3 and Rosenstock et al., 4 from which modern theories evolved. 5, 6 In statistical theories, IVR is assumed to be rapid and complete, while in Slater's theory, in which the vibrational modes are assumed to be perfectly harmonic and noninteracting, the reaction proceeds only when a particular superposition of these modes causes the reaction coordinate to reach the top of the reaction barrier. Recently, however, it has become evident that both the assumption of no randomization and that of total randomization are too strong, and that real molecules are better described by an intermediate picture that is closer to one or the other extreme depending on the molecular size, structure, energy, and on the time scale considered.
Two different reasons may prevent complete energy randomization: either an IVR rate that is slow compared to the unimolecular reaction rate, or intrinsically nonergodic dynamics. In the first case the molecular motion simply ''does not have the time'' to explore all of the available phase space before the reaction occurs. In the second case, instead, the motion is constrained to a subset of the available phase space and complete energy randomization cannot occur, even in an infinite amount of time. Note that, because of the necessary presence of quantum interference, only about one-third of the a priori available phase space can be accessed, even with the strongest mixing. 7 We shall therefore refer to this limit as that of complete ͑in the quantum sense͒ energy randomization.
That IVR rates can be slow, even for relatively large molecules ͑Ͼ10 atoms͒ at energies as high as 6000 cm Ϫ1 has been observed before. The study of slow IVR ͑100 ps and longer͒ was pioneered by Perry and co-workers, with their study of the CH stretching fundamentals of butyne. 8, 9 Quack and co-workers [10] [11] [12] have found that the lifetime of the acetylenic CH stretch fundamental and overtone in various substituted acetylenes could be longer than 10 ps. Later, Lehmann, Scoles and co-workers [13] [14] [15] [16] have studied the IVR of the acetylenic CH stretch in a similar series of substituted acetylenes and found lifetimes as long as several ns. Furthermore, the measured lifetimes appear to be uncorrelated with the magnitude of the total density of states. This phenomenon can be explained 11, 14, 17 as due to a lack of low-order couplings, which produces bottlenecks that prevent the fast re-distribution of energy from the initially excited state.
The issue of ergodic versus nonergodic energy redistribution is somewhat more controversial. Bixon and Jortner 18 have given a set of sufficiency criteria for the existence of irreversible energy redistribution in isolated molecules, requiring strong, uniform coupling matrix elements between the initially prepared state and all other vibrational states, where strong means much larger than the average spacing of vibrational states. The requirement of uniform couplings has been relaxed by Kay 19, 20 to the more likely assumption that the couplings be strong, but allowing them to be statistically independent. Similar assumptions, although applied to quite a different multibody system, lead to the well-known Gaussian Orthogonal Ensemble model proposed by Dyson, 21 which has worked exceedingly well in explaining the statistical properties of the energy levels of atomic nuclei and has since become the reference model in the study of ergodic dynamics. Small molecules, with a sufficiently low density of states, may not satisfy the strong coupling requirement and hence exhibit nonergodic dynamics. There is, however, some evidence that nonergodic IVR dynamics is possible, even for relatively large molecules ͑see, e.g., Refs. 22-26͒. For recent reviews on IVR, see Refs. 11, 23, and 27-29.
B. Current issues
When are the requirements for ergodic dynamics [19] [20] [21] fulfilled ͑if at all͒ in a molecule? The aforementioned successes of statistical theories ͑e.g., RRKM͒ in predicting the rates of unimolecular reactions, and of random matrix theory 30 ͑e.g., the Gaussian Orthogonal Ensemble model͒ in predicting the energy spectrum of several different manybody systems, would suggest that most molecules should exhibit ergodic energy redistribution, but a clear answer to the question has yet to be been found. It was suggested by Freed and Nitzan, 31, 32 that ''perhaps it is the statistical character of the initial state which is responsible for the success of the statistical theories.'' As for random matrix theory, its successful description of atomic nuclei may well be related to the peculiar nature of these highly confined and strongly interacting multiparticle systems. It is not obvious to what extent a similar description would be appropriate for modeling molecular dynamics.
In light of the findings discussed in the previous section, it appears that neither the fast nor the democratic character of the IVR process required by statistical theories should be taken for granted, even in large molecules.
Ideally, one would like to be able to reliably predict the rate and extent of IVR for a given molecule and a given method of excitation, starting from a small number of molecular parameters. Recent theoretical models have been able ͑starting from semiempirical potential energy surfaces͒ to successfully reproduce the experimentally observed data in molecules as large as benzene [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] and (CH 3 ) 3 CCCH 17 with densities of states in some cases in excess of 10 7 /cm Ϫ1 . To what extent is the knowledge gained about these specific molecules transferable to ''similar'' molecules, and how can the similarity be quantified? To what extent can the observed dynamics be explained by means of some ''universal law'' and how much of it instead depends on the fine details of the potential energy surface and of the initially prepared states?
At the two extremes we find the following: on one side the case of total predictability, where some sort of ''group behavior'' ͑see, e.g., Refs. 11,48͒ can be defined and transferred from one molecule to another ͑analogous to the concept of group frequencies in infrared spectroscopy͒. On the other side we have total unpredictability, where the dynamics of every individual molecule and initial excitation has to be worked out from first principles with the great expense of computational effort.
A sensible approach is to study a series of molecules large enough ͑number of degrees of freedom and density of coupled states͒ to be considered typical, but at the same time with a simple enough structure that allows for accurate modeling. Benzene (C 6 H 6 ), pyrrole (C 4 NH 5 ), and triazine (C 3 N 3 H 3 ), the aromatic molecules chosen for this purpose, satisfy all the requirements as ''benchmark systems.'' They have a reasonably large number of atoms ͑Ϸ10͒ but a relatively rigid structure that removes the problem of dealing with strongly anharmonic low-frequency motions ͑e.g., internal rotor torsional modes͒ that plague other potentially interesting candidates. Hopefully this will make it possible to calculate the most relevant couplings from semiempirical and ab initio potential energy surfaces, with sufficient accuracy to make these molecules ''textbook models'' for the study of vibrational redistribution in a system of coupled oscillators. It is not by chance that one of these molecules ͑benzene͒ has become the focus of possibly the largest number of experiments in the history of IVR, as well as a benchmark system for most theoretical models. The first paper of this series will be dedicated to the study of benzene, while the results relating to the other two molecules will be presented later.
C. Previous work on benzene
Numerous theoretical and experimental papers have investigated benzene fundamental [49] [50] [51] [52] [53] [54] and overtone vibrations [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] and potential energy surface. 66, 67 The observed fundamental frequencies are reported in Table I along with the two commonly used Wilson's and Herzberg's naming conventions. Note that throughout the paper we will be consistently using Wilson's mode numbering.
Since the pioneering work of Berry and co-workers, 55, 57 benzene overtones have become one of the most important model systems for the study of IVR. The early experimental work 57 investigated the CH stretching fundamental and overtone bands up to vϭ9, but because of extensive inhomogeneous contributions to the measured spectra, their interpretation remained ambiguous. Theoretical modeling by Sibert et al. 40 indicated that the overall spectral width of the visible bands reflects rapid IVR via Fermi resonances between the C-H stretching local modes and the C-H bend normal modes. However, dynamics on a time scale longer than ϳ100 fs could not be inferred from the experimental results due to the rotational and hot band congestion present in these room temperature spectra.
More recent experimental work on the overtone spectrum has exploited free jet cooling of the molecules, which dramatically reduces inhomogeneous effects. Because of the lowering of the transition dipole with increasing overtone order, these experiments are restricted to the near IR, particularly the first and second overtone bands near 6000 and 8900 cm Ϫ1 , respectively. [59] [60] [61] The spectrum of the first overtone region, reported ten years ago by Page et al., 59, 60 shows the presence of at least 30 vibrational bands, spread over a range of 300 cm Ϫ1 ͑the lower panel of Fig. 1͒ . The bright state of this transition is believed to consist of a CH stretching excitation intermediate between local and normal mode motion. 58 The multiplicity of bands mentioned above arises from the mixing of this state with a small subset of the available vibrational states. In light of earlier theoretical studies, 46, 47 it is tempting to identify this first tier of coupled states with the states involving only in-plane vibrational modes. However, recent studies discussed in Sec. III B have shown that out-of-plane contributions cannot be neglected.
Each peak in the spectrum shown in the lower panel of Fig. 1 represents a resonance that is produced by the early time dynamics of the C-H stretch vibrational energy redistribution.
We will refer to these features as ''first-order'' states, to emphasize that they come from the diagonalization of the zeroth-order Hamiltonian perturbed with the strongest couplings. The survival probability calculated from this spectrum, reveals an IVR ''lifetime'' of the bright state of 100 fs. The qualitative features of this and other experimental spectra have been reproduced in theoretical models by Lung and Wyatt, 33 Zhang and Marcus, 46, 47 Lachello and Oss, 62 and Rashev et al. 65 The experiments of Refs. 59-61 were carried out with pulsed laser sources of limited spectral resolution, which, combined with the residual inhomogeneous rotational structure present even under molecular beam conditions, lead to an effective resolution of a few cm Ϫ1 , limiting the study of IVR dynamics to a time scale shorter than about 1 ps. This leaves unanswered two questions of fundamental importance for the study of reaction rates in large polyatomic molecules.
͑1͒
After the initially excited state has undergone the first step of IVR mixing with the in-plane modes, how much time will it take for further energy redistribution to occur? This time is equal to the lifetime that would be observed for one of the ''first-order'' states prepared as the initial state. Nicholson and Lawrance 63 have recently given a lower limit ͑Ͼ21 ps͒ for some of the ring modes involved, up to an energy of 8200 cm
Ϫ1
, which suggests that vibrational energy flow from the first tier of states into the full bath might be generally slower than previously thought. ͑2͒ Is this second energy redistribution complete or incomplete? Incomplete IVR implies the presence of some quantum numbers other than energy and total angular momentum that are approximately conserved in the time evolution of the bright state. Classically, this corresponds to the fact that only part of the available phase space is accessed by the trajectory originating from the initially prepared state.
The improvement in sensitivity of our molecular beam spectrometer obtained with the power buildup cavity described in Sec. II has enabled us to measure the first overtone band of benzene with full resolution of the rovibrational eigenstates thus extending the time interval over which IVR has be studied in this molecule by a factor greater than 10 000. Preliminary results have already been reported in a previous communication. 64 The congestion of the spectrum deriving from the concurrent effects of extensive fractionation of the bright state, a highly degenerate rotational structure, and small rotational constants has been overcome by using mid-IR/near-IR double resonance. This allows us to obtain the spectrum originating from a single, assigned, lower rotational level of the ground vibrational state. Therefore, having eliminated the inhomogeneous rotational structure, we have been able to unambiguously prove that it takes about 20 ps for the second step of energy redistribution to occur. Furthermore, we have also obtained evidence that full redistribution is not achieved within the time limit 7 corresponding to the finite density of states.
II. EXPERIMENTAL APPROACH
The original version of the spectrometer along with some of the main modifications that lead to the current setup have been described before. 15, 68, 69 Briefly a 1% mixture of benzene in helium is expanded in a vacuum chamber through a 50 m nozzle at a backing pressure of 400 kPa. A 0.5 mm skimmer lets only the center portion of the free jet expansion into a second vacuum chamber, thus forming a wellcollimated molecular beam. Farther downstream, the beam is then probed by a color center laser tuned in the CH overtone region. The laser interacts with the beam in a single, orthogonal crossing inside a resonant power buildup cavity ͑BUC͒ that enhances the circulating power by an estimated factor of 500 in this wavelength region. Excitation of a molecular vibration is detected by sensing the increased energy of the beam with a cryogenically cooled bolometer located downstream of the BUC.
The only significant change made to the spectrometer for this particular experiment has been to implement a double resonance scheme made necessary by the need to isolate the contribution from a single initial rotational state out of an extremely congested spectrum. A few cm downstream from the skimmer and upstream from the BUC, the beam is pumped with about 1 W of 13 53 giving about 10 V of signal when the laser is chopped at 280 Hz. In a single resonance spectrum an absorption signal is seen as an increase in the energy of the beam, any time the color center laser hits a molecular transition. In contrast, in a double resonance experiment a signal is seen ͑on top of the 10 V baseline generated by the CO 2 laser͒ only when the transitions pumped by the two lasers share a common level. The signal appears as a dip in the baseline when the transitions pumped by two lasers share their lower state, i.e., the ground state ͑V-type double resonance͒. Alternatively the signal appears as a peak on top of the baseline if the transition pumped by the second laser originates from a 18 vibrationally excited molecule, prepared by the first laser ͑ladder-type double resonance͒. Transitions of this second type ͑al-though not the main scope of this investigation͒ have been observed in the frequency region investigated here ͑Fig. 2͒, shifted with respect to their V-type counterparts by the crossanharmonicity of the C-H stretching with 18 .
Excess noise, due to power and frequency fluctuations of the CO 2 laser, is present in the baseline of the double resonance spectra and brings the total measured noise up to about 100 nV/ͱHz from the usual value of 40 nV/ͱHz. A special problem is posed by the fact that-even if the average CO 2 laser frequency is locked to the peak of the bolometer absorption signal-occasionally large frequency excursions occur, putting the laser off resonance with the molecular transition. This causes the baseline to shift down for a short moment, which could be mistaken for a double resonance signal. The highly non-Gaussian distribution of these pseudolines, together with their observed line shapes, can be used to discriminate them from real transitions. In order to
The double resonance molecular beam spectrum of benzene observed with the probe laser tuned to the region of the CH stretch first overtone. Downward-going peaks correspond to transitions from the ground state, depleted by the pump laser, to the v CH ϭ2 pure overtone manifold. Upward-going peaks correspond to transitions from the upper state ( 18 ) populated by the pump laser, to the 2 CH ϩ 18 manifold. minimize the possibility of making a mistake, two scans of each spectrum were collected under the same experimental conditions, retaining only those features that appeared in both scans.
The signal to noise ratio obtained was sufficient for the investigation of the spectrum of the strongest ''first-order'' feature ͑6005 cm Ϫ1 in the spectrum of Page et al.͒, but it was clear that eliminating the excess noise was needed to investigate the second most intense transition ͑6000 cm Ϫ1 ͒ and perform a meaningful comparison between the two spectra.
We have found that the power and frequency instability of the CO 2 laser were mainly the consequence of an irregular discharge in the laser tube caused by the imperfect insulation of one of the metal plates supporting the laser tube ZnSe windows. The metal plate occasionally acted as a second cathode diverting the plasma discharge from its normal path, thus disturbing the laser action. After fixing the problem we were able to collect the spectrum of the second state ͑about half the intensity͒ with the same signal to noise. In this way it became possible for us to compare the dynamics of two different first-order states of the overtone manifold and study its dependence on the amount of CH stretching character of the bright state.
III. RESULTS AND DISCUSSION
A. Assignment and rotational state analysis
In the bottom panel of Fig. 1 the CH stretch overtone spectrum of benzene has been reconstructed from the data of Page et al. 59 as a sum of Lorentzian peaks. The intensity and center position of the peaks have been taken from Table I of Ref. 59 , and the full width at half-maximum has been set to the value of 4 cm Ϫ1 reported there. The results of our high resolution investigation of the two strongest peaks is shown in the two top panels ͑note the 100-fold magnification of the frequency scale͒. We will refer to them as band A ͑6005 cm Ϫ1 ͒ and B ͑6000 cm Ϫ1 ͒, respectively. We treat each of these first-order states as a separate chromophore and study the dynamics that each would have, if separately prepared as the initial state ͑e.g., by a short laser pulse of appropriate spectral width͒. This description is appropriate, as long as there is a separation of time scales in the IVR dynamics, which is indeed the case here. These firstorder states do not necessarily coincide with a pure CH stretch anymore, as a result of the mixing caused by the early IVR dynamics.
Each of the two bands is composed of more than 200 lines, which must be assigned to a complete set of quantum numbers before proceeding with the analysis of the underlying dynamics. Since these are V-type double resonance spectra, all observed transitions must originate from the Jϭ2, Kϭ0 ground state labeled by the CO 2 laser. This, in conjunction with the selection rules ⌬Jϭ0, Ϯ1 and ⌬KϭϮ1 for a perpendicular band, restricts the candidates for an assignment to three transitions only: r R 0 (2), r Q 0 (2), and r P 0 (2) corresponding to the upper rotational states J K Ј Ј ϭ3 1 ,2 1 ,1 1 , respectively. Lines corresponding to all three possible transitions are visible in the spectra as three partially overlapping clumps: r R 0 (2) and r Q 0 (2) with about the same relative intensity and r P 0 (2) with about 1/4 relative intensity. ͑This ratio is erroneously reported as 1/3 in our first paper. 64 ͒ For single resonance spectra, Hönl-London factors give a 1:5:4 intensity ratio for the P, Q, and R transitions, respectively. For double resonance spectra, some corrections apply, depending on the relative polarization and the degree of saturation of the two transitions. 70 Given that in our experiment the degree of saturation of the first transition and the relative laser polarization are both uncontrolled parameters, the observed intensities can be considered, in agreement with the expected ones.
Since there is no ambiguity in the notation we will often refer to these clumps just as the R, Q, and P clumps, respectively. Because of the lower relative intensity of the P branch, several of its weaker transitions have probably disappeared into the noise, and, in fact, only about 60% of the lines observed in the Q or R branches have a counterpart in the P branch. Therefore, unless otherwise specified, the lines of the P clumps have not been used for quantitative analysis. A preliminary assignment of each observed line to JЈϭ1, 2, or 3 has been made simply by visual inspection of the relative intensities and line positions. The assignment has been checked and-in the regions where two clumps overlaprefined by a direct comparison between P, Q, and R branches as shown in Fig. 3 for the R and Q branches.
The procedure is, in principle, rigorously justified only when transitions to the same final state are compared, or when the IVR and rotational dynamics are completely separable, i.e., the interaction between vibrations and rotations is negligible in comparison to the interaction between the vibrations themselves. Although the final J is not the same here, the similarities observed between different rotational levels ͑see Fig. 3͒ point to the fact that-at least for the low J states studied here-the IVR dynamics is strongly dominated by anharmonic coupling with a negligible contribution from Coriolis coupling. It is also quite clear from the comparisons that the position of the bath states involved in the dynamics is not much different at Jϭ3 than at Jϭ2, which, in turn, implies that these bath states have similar rotational constants. The degree of similarity is an important parameter since it is related to the ergodicity ͑or lack thereof͒ of the dynamics, as discussed below. It can be quantified by calculating the standard deviation 2,3 of the frequency difference between pairs of corresponding lines in r Q 0 (2) and r R 0 (2). We assume that the bath states in the energy region under investigation have rotational constants BЈϭBЉϩ⌬B, where BЉ is the ground state rotational constant and ⌬B is normally distributed with variance B . Then, indicating with ͗ ͘ the average over all pairs:
͑1͒
Unfortunately the procedure is to some extent arbitrary, since it is not necessary that all the lines in one branch have a clear counterpart in the other, and, in fact, some of them actually do not have one. To simply disregard these lines is likely to give an underestimate of the actual value of 2,3 , while just pairing them with the closest available match is likely to give an overestimate. A reasonable compromise, often used in statistical data analysis, is to calculate 2,3 with the latter procedure, discard the pairs whose mismatch is larger than 3 2,3 and then recalculate 2, 3 . The value B ϭ5.0ϫ10 Ϫ4 and 4.1ϫ10 Ϫ4 cm Ϫ1 thus obtained for the A and B band, respectively, can be compared with the corresponding variance of ⌬B for the bath states in the C-H stretch fundamental region, to check if the more than 100-fold increase in the density of vibrational states going from the fundamental to the overtone region produces an increased degree of mixing between the states. If the bath states have the same degree of mixing in the fundamental as in the overtone region then the value of B for the overtone should be twice the value for the fundamental. This arises from the fact that ͑see Ref. 71 , p. 400͒ for a state with v 1 ,v 2 ,...,v n quanta in mode 1,2,...,n:
and states in the CH stretch overtone energy region have, on average, twice as many vibrational quanta as those in the fundamental. Conversely, if mixing of the bath states increases significantly going from the fundamental to the overtone, then their rotational constants are equalized by the mixing and the increase of B is smaller than the twofold value expected. Remarkably, the value of 2.1ϫ10
Ϫ4 cm Ϫ1 estimated for B in the CH fundamental region from the 20 perturbing states observed by Pliva and Pine 50 speaks, unexpectedly, in favor of unchanged mixing.
B. IVR dynamics
Once the lines in the spectrum have been assigned according to their J, K quantum numbers, it is possible to start analyzing the underlying dynamics. Most of the following analysis ͑in particular, the level spacing statistics͒ would be severely biased if the finite signal to noise would cause too many of the weakest transitions to disappear into the noise, preventing their observation. Therefore the first quantity that we want to analyze and compare to the expected value is the observed density of coupled states. The expected density of coupled states has been calculated from the inverse Laplace transform of the partition function 72 in the harmonic approximation using the fundamental frequencies of Table I . The harmonic approximation clearly underestimates the actual density of states. However, for the low average number of quanta in each mode typical of the energy region investigated, it has been estimated 73 that the error is less than 10%. For benzene, we estimate a worse-case error by neglecting the CH stretch anharmonicity and placing the overtone 100 cm Ϫ1 higher, at 6100 cm Ϫ1 . At this energy the calculated density of states is larger by 16%, which is clearly an overestimate, since the CH stretch has the largest anharmonicity among all the modes and since the average number of quanta per mode is low. In light of this, even a 10% error is still a safe estimate.
Of the calculated 1600 states/cm Ϫ1 at the energy of 6000 cm
Ϫ1
, on average about 1/12 ( calc ϭ133/cm Ϫ1 ) have the right e 1u symmetry to couple to the bright state. 74 The observed density of coupled states can be calculated as
where N is the number of states observed and ⌬E the energy range they occupy. In all cases the value obtained is low but, at least for the Q and R branches, at most within a factor 2 of the expected 133/cm
, making us confident that we do see a large fraction of the coupled states. This is especially true if we limit ourselves to the center portions of the clumps where the intensity is higher and less lines are likely to be lost into the noise. Furthermore, the statistical analysis of level spacing carried out in the next section give values of the average density of states in accordance with those calculated here. For both A and B bands obs does not depend appreciably on J, which confirms the initial impression that Coriolis coupling does not play a significant role in the dynamics, at least for the low-J states investigated here.
An important question to answer is the following: what would be the lifetime of the first-order bright state if we were to prepare it at tϭ0 with, say, a short laser pulse? To estimate the IVR rate k IVR , we have chosen the Fermi golden rule:
with the value of given by Eq. ͑3͒ and that of ͗V 2 ͘, the average squared matrix coupling element, given by the result of a Lawrance-Knight deconvolution of the spectrum. 75 When, as in our case, V and are given in cm Ϫ1 and states/cm Ϫ1 , respectively, the equations above give
͑6͒
This method is not as self-evident as fitting an exponential decay to the survival probability obtained from the Fourier transform of the spectrum autocorrelation function ͑see below͒. However, it has the advantage of giving a more robust estimate of the actual rate, since the estimated rate calculated from spectral autocorrelation can change significantly, depending on which portion of the initial decay is used for the fit. The values obtained from Fermi's golden rule are reported in Table II .
In all cases the lifetimes range from 10 to 20 ps, which is almost one order of magnitude longer than the estimate given by Page et al., 59 ,60 based on the linewidth of the peaks in their spectrum and clearly limited by their finite laser resolution. Quite remarkably, the observed lifetimes are comparable to the lower limit ͑Ͼ21 ps͒ determined by Nicholson and Lawrance 63 for the ring modes n 1 ϩ2 6 (nϭ0→7) up to 8200 cm
Ϫ1
. This agreement suggests a two step IVR process for the C-H stretching overtone. In the first step ͑Ϸ100 fs͒, the initial excitation is rapidly redistributed among a first tier of states-which includes the n 1 ϩ2 6 ring modesproducing the spectrum observed by Page and co-workers. Then, in a second, slower step ͑Ϸ10-20 ps͒, further redistribution occurs into a larger bath ͑possibly the full bath of available states͒ thus producing the same linewidth observed by Nicholson and Lawrance for the ring modes. Since theoretical models 46 ,47 using only a planar-benzene Hamiltonian have being able to reproduce the features of the Page et al. spectra, it is tempting to identify the first tier of states with the in-plane vibrations. This intuitively reasonable and physically appealing picture is, however, only a convenient approximation at best. Recent theoretical studies 34, [36] [37] [38] 45 show that the out-of-plane modes also give a non-negligible contribution to the early energy redistribution. However, these same studies demonstrate that at 9.6 ps the relaxation is not complete, and that population continues to flow into certain low frequency modes on this time scale or longer.
The survival probability ͑Fig. 4͒, calculated from the Fourier transformation of the spectral autocorrelation function:
͑7͒
yields qualitative agreement for the lifetimes ͑20-25 ps͒ when a negative exponential is fitted to the initial decay rates, although the exact value changes by a few ps, depending on which portion of the initial decay is used for the fit. Further inspection of the survival probability reveals that there are at least two other relevant time scales involved in the IVR process: the time for the first recurrence to occur and the time necessary for damping the recurrences. The first time scale ͑95 ps for band A and 55 ps for band B͒ is related to the substructure visible in Fig. 3 , and specifically to the presence of two distinct subclumps in each J, K multiplet. This is the time that it takes for the excitation to oscillate back and forth between the two groups of states, and it is proportional to the inverse of their separation. The second is approximately the time that it would take for each of the subclumps to dephase separately and can be thought of, at this point, as the minimum time for ''irreversible'' decay to occur.
Another important question that we want to answer is the following: how much of the available phase space is actually sampled by the IVR dynamics? An ergodic system will sample all regions of phase space democratically in the time average, subject only to a priori constants of the motion. 76 One convenient measure of this degree of ergodicity is the fraction F of available states that are actually accessed: 7 Table III lists the value of F thus obtained for the IVR multiplets investigated in this work. In all cases the value found is, on average, 26% lower than the expected value of 1/3 for complete relaxation, pointing to a large, but still incomplete, energy redistribution. The implications of possible errors in the estimate of the true density of states will be discussed in Sec. III D. It is important to stress here that the harmonic approximation underestimates the true density of states. Hence, any correction would increase calc and decrease the experimental value of F, ultimately giving a larger discrepancy with the 1/3 limit value.
C. Level spacing statistics
Incomplete energy redistribution from the initially prepared state implies that the bath of vibrational states into which the energy is redistributed is not a fully mixed one. Mixing destroys all approximate quantum numbers, that is all those that-unlike, e.g., energy and total angular momentum-do not correspond to true constants of the motion. One may then wonder whether the lack of full mixing may preserve some of these approximate quantum numbers. The presence of substructure in the observed IVR multiplets, noted in Sec. III B, already implies that there are approximate quantum numbers that are preserved in the early phase of the vibrational energy redistribution. The question is whether some of these quantum numbers are still preserved on the longer time scale explored by our experiment, which is given by the resolution of the spectrometer ͑Ϸ6 MHz͒ through the uncertainty principle: ⌬tϷ1/(2 ⌬)Ϸ25 ns. The presence of approximate quantum numbers can be detected by the characteristic spectral features they give rise to. In the case where no good quantum numbers are left other than energy and angular momentum, all states interact with one another and mutual repulsion of the energy levels ͑spec-tral rigidity͒ is expected according to the Gaussian Orthogonal Ensemble model ͑GOE͒ of Dyson. 21 Conversely, if there are approximately good quantum numbers still present, levels with different quantum numbers interact very weakly with one another. The spectrum is then formed by the superposition of several noninteracting GOE sequences ͑one per quantum number͒ and, when a large number of sequences are present, the distribution of the energy levels becomes indistinguishable from a random ͑Poisson͒ distribution.
We have tested the degree of spectral rigidity with the ⌬ 3 statistics of Dyson and Mehta:
which basically measures the deviation of the staircase function N(E) ͑the number of observed levels with energy less than E͒ from the best fit straight line AϩBE. The two extreme cases of a pure GOE and a pure Poisson spectrum are characterized by a remarkable difference in the L dependence of ⌬ 3 . Namely, when L is normalized to the average spacing, ⌬ 3 ϭL/15 is expected for the Poisson and ⌬ 3 Ϸ1/ 2 ͓ln(L)Ϫ0.0687͔ for the GOE case. The results obtained for the Q and R branches of both the observed first-order states ͑see Fig. 5͒ point to a random ͑Poisson͒ distribution of the energy levels in all four cases. This implies that the spectrum does not consist of a single GOE sequence, but rather of several noninteracting ones, corresponding to approximately good quantum numbers that are conserved on the time scale explored by the experiment.
Before proceeding further, an important side issue must be examined. As already pointed out before, one must be careful about a possible bias introduced in the test by incomplete sequences produced by the finite signal-to-noise ratio. In order to rule out this possibility we have performed the following test: we have assumed that the spectrum actually does consist of a single GOE sequence of unknown density GOE , where only a fraction f of the levels are observed, and then checked whether the assumption is consistent with the observed spacings. Lehmann and Coy 78 give a formula for the expected level spacing distribution P(s) as a function of f and app ϭ f GOE ͑the apparent density of states͒, which is used here to calculate the likelihood function: 
for the set of observed spacings ͕s i ͖. As prescribed by standard statistical methods 79, 80 the best estimates f and app are given by the values that maximize the likelihood function. While the confidence level of the parameters thus obtained can be quite precisely determined by bootstrapping techniques, the procedure is quite laborious and time consuming for large samples. Therefore we have chosen to use the likelihood ratio method, which, for large samples, is much faster and almost as accurate. 80 Given
the quantity Ϫ2 ln T follows, in the limit of large samples, a 2 distribution with one degree of freedom. The confidence region at the level ␣ for the parameters is then simply given by the set of parameters that satisfy the relationship
where 1Ϫ␣ 2 is defined such that
͒ϭ␣. ͑16͒
The results obtained are shown in Fig. 6 and reported in Table IV with their 1 confidence intervals. It is evident that if the hypothesis being tested is true, the real density of bath states not only must be much higher than the calc value calculated before for the density of vibrational states of e 1u symmetry ͑133/cm Ϫ1 ͒, but also must be higher than the (2Jϩ1) calc value expected in the case of complete breakdown of the K symmetry, produced by Coriolis coupling, the presence of which is, in any case, not detected in the spectra ͑see above͒. Therefore, there is strong evidence that under no reasonable circumstances is the hypothesis of a single sequence compatible with the observed spectra, and hence it must be rejected.
Unfortunately, determining the exact number of sequences present in the spectrum is not possible, given the limited number of states observed. An estimate can be found, however, based on the above conclusion that at least 50% of the states are actually observed, and on the following simple consideration. For a spectrum composed of several arbitrary GOE sequences, each with fractional density i :
͑17͒
When only a fraction of the actual levels f is, on average, observed, each term of the sum in Eq. ͑17͒ is proportionally reduced. On the other hand, a new term arises from the ''random'' disappearance of the remaining 1Ϫ f fraction of levels ͑see the Appendix͒. This gives The solid curves plotted are, starting from the bottom, the limiting cases for ͑a͒ the single GOE sequence with no missing levels, ͑b͒ one, ͑c͒ two, and ͑d͒ four GOE sequences of equal density, of which only 50% of the levels are observed, ͑e͒ a Poisson spectrum. L is normalized to the average level spacing.
where L is normalized to the observed average spacing.
Since in all cases the observed ⌬ 3 ͑Fig. 5͒ does not deviate from the L/15 line up to Lϭ25, the remaining contribution must come from the presence of several GOE sequences. As can be seen from the same figure, assuming that the GOE sequences that compose the spectrum all have the same density ͑the most unfavorable case͒, four or more independent sequences are still required to explain the observed trend.
This conclusion implies the presence of four or more conserved quantum numbers, whose nature and identity are at present unknown to us. In particular, it is not clear yet whether the sequences correspond to different values of the same quantum number, or to different quantum numbers altogether. In general, it is not surprising to observe that the dynamics still exhibit some remnants of order. Indeed this has been previously observed for other molecules, such as NO 2 , on a time scale on the order of 200 ps. 82 What is surprising in our case is that this happens for such a-comparatively speaking-large molecule as benzene, even on the rather long time scale ͑25 ns͒ explored by the experiment.
D. Comparison with a model calculation
In order to understand what type of Hamiltonian is compatible with, and likely responsible for, the observed features of the benzene overtone spectrum, we have performed a simple model calculation. In analogy with random matrix theory, we consider the most general Hamiltonian compatible with our a priori knowledge in which a single bright state is randomly coupled to a bath of dark states. The bath states zeroth-order energies are drawn from a uniform distribution centered on the bright state energy, with a density ϭ calc ϭ133/cm Ϫ1 . The couplings between the bright state and each of the bath states in turn are drawn from a Gaussian random distribution with zero mean and standard deviation V ϭ2.1ϫ10 Ϫ2 cm Ϫ1 , such that ⌫ϭ2V 2 is equal to the average ⌫ IVR for the four multiplets analyzed. Couplings between each pair of bath states are drawn from a Gaussian random distribution with zero mean and standard deviation FIG. 6 . Confidence regions for the hypothesis that the observed benzene overtone spectra are composed of a single GOE sequence of density , of which only a fraction f with apparent density app ϭ f is actually observed. The band termed ''A'' is the one observed around 6005.5 cm
Ϫ1
; the band termed ''B'' is the one observed around 5999.3 cm
. The curves define the 1 and 2 confidence regions according to the likelihood function defined in Eq. ͑13͒. A small dot indicates the most probable value for the parameters. The results are also reported in Table IV . Figure 7 shows the value of F for synthetic spectra generated with W /V varying from 0.01 to 1 in 5% increments. As expected, the average value of F increases with increasing bath-bath coupling, but with visibly large fluctuations about the average. These large fluctuations prevent the exact pinpointing of the extent of bath-bath coupling that corresponds to the values of F of the observed spectra. In spite of this, Fig. 7 justifies the belief that the ratio of brightbath to bath-bath coupling must likely be smaller than 0.2. More compelling evidence comes from the results presented in Fig. 8 , where ⌬ 3 (L) is plotted for W /V ϭ0, 0.1, 0.2, 0.5, and 1. Again, a comparison with the experimental results ͑Fig. 5͒ shows that the observed spectral features are incompatible with a strong bath-bath coupling, i.e., with W /V ratios higher than 0.2.
It is important to remark here that the ⌬ 3 and F statistics lead to the same result in two complementary ways. As we have remarked earlier, ⌬ 3 statistics give useful information only when a substantial fraction of the coupled states are observed, which we believe to be the case, based on our estimate of the density of states. However unlikely, complete breakdown of the K rotational symmetry and anharmonic interaction, which we have neglected in our treatment, could give rise to a much more dense bath than expected, thus making the result of the ⌬ 3 analysis unusable. On the other hand, the F statistics remains valid, as discussed, as long as the appropriate density of states is used in Eq. ͑11͒. It is clear from the previous discussion that an increased density of states would proportionally decrease the value of F for the experimentally observed spectra, thus pointing even more strongly to a weakly coupled bath.
The question arises then as to what is the physical reason why the bright state is more strongly coupled to the bath than the bath states are among themselves. Giving a definite answer without the support of accurate-and time consuming-calculations is very difficult or perhaps impossible. There is, nevertheless, a simple and often overlooked argument that could prove this apparently counterintuitive phenomenon to be the rule rather than the exception.
It is well known that the coupling matrix elements between two vibrational states on average decrease exponentially with the order of the term in the Hamiltonian expansion that connects the two states, that is, with the ''distance'' in quantum number between the two states. 23, [83] [84] [85] Perhaps less obvious, the state for which all the energy is in the highest frequency mode has-at least in the limit of a system with an infinite number of vibrational modes-a unique property among the set of states in the same energy shell: its ''distance'' from a state taken at random from the set is, on average, the shortest. If-as in the present case-the bright state corresponds to the highest-frequency mode, one would then find it normal for the bright state-bath coupling to be stronger than the bath-bath coupling. That the minimum ''distance'' property holds for the bright state thus defined follows from two facts.
͑i͒
In a system with an infinite number of vibrational modes at a given energy, the probability that two states taken at random have nonzero quanta in the same vibrational mode is zero. Then the ''distance'' between these two states is simply the sum of their total number of vibrational quanta. ͑ii͒
Since the bright state has the highest frequency, it also has the smallest number of total vibrational quanta for a given energy.
Then, with n b the number of quanta in the bright state ͑two in the case of benzene͒ and n d (Ͼn b ) the average number of quanta in the bath, the average bright state-bath distance is n b ϩn d , which is smaller than the average bath-bath distance 2n d . The above reasoning also holds for finite systems, as long as the average number of quanta per mode is much smaller than 1. Unfortunately, in benzene at 6000 cm Ϫ1 this approximation fails for the lowest-frequency modes. An additional complication arises from the fact that couplings decrease exponentially with the distance in quantum number. This implies that the average coupling is sensitive to the tail of the distribution of distances on the short distance side, and one needs to know not only the average but also the width of the distribution. In order to overcome these problems, we have adopted the more robust choice of computing the bright state-bath and bath-bath distance distribution directly from the list of vibrational states in the energy region of interest, calculated in the approximation of harmonic frequencies. Since generating all the vibrational states in the 6000 cm Ϫ1 region is a very time consuming task, we have randomly picked a suitable subset of them. The procedure is simple and quite convenient for all the situations where the total number of vibrational states is too large to handle: for each state in the subset the number of quanta in each vibrational mode is randomly chosen from a Boltzmann distribution with a fictitious temperature T 0 . When the appropriate T 0 is chosen, the energy of the states chosen with this method is strongly peaked at the energy of interest, and states in the same energy shell have the same probability of being randomly picked. Therefore the states chosen are an unbiased subset of the full collection of states in which we are interested. The energy distribution can be narrowed down, if needed, without introducing any bias by simply discarding states with total energy outside a prescribed window.
The definition of distance between two modes in a molecule with degenerate vibrational modes requires a little care. It is convenient for this purpose to use symmetrized vibrational coordinates 39, 65 and label the states with the number of quanta in each symmetrized coordinate: ͕n i ͖ ϭ(n 1 ,n 2 ,...,n 30 ). In this way each ͕n i ͖ has a well-defined ͑complex͒ symmetry and the distance between two states
For our calculation we have used kT 0 ϭ606 cm Ϫ1 and kept only states that fall in the 5800-6200 cm Ϫ1 energy window. Figure 9 shows the distribution of distances, respectively, between the bright state and 10 000 randomly chosen bath states and between 10 000 couples of randomly chosen bath states. For the sake of convenience we have disregarded the symmetry of the states, that is, we have assumed that all the chosen states belong to the same symmetry class as the bright state. This should not introduce any approximation as long as the distribution of distances is the same for all symmetry classes. It is evident from the plot that the average bright state-bath distance is smaller by about two quanta than the average bath-bath distance. Furthermore, even for shorter distances, the curve for the bright state remains above or comparable to the distribution for the bath-bath distance. An additional contribution could come from the fact that anharmonic coupling is generally stronger for states with all quanta in a single mode ͑like our bright state͒ than it is for states with small numbers of quanta in each mode.
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IV. SUMMARY AND CONCLUSIONS
An analysis of the eigenstate resolved spectrum of benzene in the region of the first C-H stretching overtone, joined by a comparison with previously reported results, reveals a highly nonergodic energy redistribution dynamics involving several different time scales. The secondary time scales observed are much longer than the 100 fs previously observed for the primary IVR time scale of the CH stretching vibration. The dynamics appears dominated by anharmonic coupling, with little or no contribution from Coriolis coupling. The time necessary for secondary energy redistribution ͑Ϸ10-20 ps͒, which is comparable with the estimate of Nicholson and Lawrance for the relaxation of ring modes up to 8200 cm Ϫ1 suggests a two step process, with fast redistribution to a first tier of states and subsequent slow redistribution to the complete bath. Level spacing statistics reveal that the dynamics produces-even at an ''infinite time''-a highly mixed, but not statistical, distribution of vibrational excitation. We have shown how this incomplete IVR is likely to originate from a bath-bath coupling that is much weaker than the bright state-bath coupling. We propose that this nonintuitive feature could be typical of large molecules whenever the bright state vibrational energy is localized in a high-frequency mode.
The results obtained show the power of eigenstate resolved molecular beam spectroscopy as a tool for studying intramolecular vibrational energy redistribution in relatively large molecules. We have also shown how the information provided by eigenstate resolved spectra is not limited to the IVR of the bright state. When the appropriate estimators are used, eigenstate resolved spectra can provide useful information about bath-bath couplings ͑hence about their IVR͒ using the bright state IVR as a clock. These results also show how statistical methods nicely complement ''exact'' Hamil- FIG. 9 . The distribution of the bright state-bath ͑filled squares͒ and bathbath ͑unfilled diamonds͒ distance ͑in vibrational quantum number space͒ for 20 000 randomly selected states at Ϸ6000 cm
Ϫ1
. Note that the distances are discrete values, and the lines serve only as a guide to the eye. Note also the vertical log scale.
tonian analysis ͑discussed, e.g., in Ref. 87͒ in extracting dynamical information from frequency resolved spectra. While exact methods give the most detailed information and are as such, preferrable whenever possible, often the size of the molecule or the complexity of the spectra makes their applicability impossible. In this case, approximate statistical concepts become very valuable. Furthermore, these concepts being not molecule specific, they are helpful to understand the general features of IVR. In light of the results of this work, the assumptions made by RRKM and other statistical approaches for the calculation of chemical reaction rates in large polyatomic molecules should perhaps be reconsidered.
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APPENDIX: ⌬ 3 STATISTICS FOR MULTIPLE, INCOMPLETE SEQUENCES
We want to prove that for a spectrum composed of several arbitrary GOE sequences, each with fractional density i , when only a fraction of the actual levels f is, on average, observed:
where L is normalized to the observed average spacing. A similar formula is given by Mukamel, Sue, and Pandey 88 without proof. Note that Ref. 88 uses a different notation: there f is the fraction of missing levels, and 1Ϫ f is the fraction of observed levels. Let us indicate with a primed symbol the actual ͑un-known͒ value of a parameter and with unprimed symbols the observed value. Thus LЈ and Lϭ f LЈ will be the length of an interval in average spacings ͑true and observed spacing, respectively͒, nЈ the number of actual levels in a given interval and n the number of observed levels in the same interval.
We start by considering the variance ⌺ 2 (LЈ)ϭ͗nЈ 2 ͘ Ϫ͗nЈ͘ 2 of the number of levels observed in an interval of length LЈ. For a single GOE sequence with no missing levels:
with aϭ␥ϩ1Ϫ 2 /8. To treat the case of a single sequence with missing levels, we first need to find the probability P f (LЈ,n) of observing n levels in an interval of length LЈ, when every level in the interval has a probability f of being observed. This is given by P f ͑ LЈ,n ͒ϭ ͚ nЈ P͑ f ,n,nЈ͒P G ͑ LЈ,nЈ͒, ͑A3͒
where P G (LЈ,nЈ) is the probability that a perfect GOE sequence has nЈ levels in a given interval of length LЈ and P( f ,n,nЈ) is the probability of observing n of these nЈ levels when each individual level has a probability f of being observed. The latter is given by the binomial distribution: 
͑A9͒
Substituting in
which can be written as
Substituting the above formula in the definition 30
gives
If the nЈ level in a given interval comes from i different GOE sequences n 1 ,n 2 ,...,n i with n 1 ϩn 2 ϩ¯ϩn i ϭn, the hypothesis of statistical independence gives
2 ͓ln͑ n i Ј͒ϩa͔,
͑A16͒
and the same calculation performed above for a single sequence gives the desired result: 
