1 1. In this study we propose an extension of the N-mixture family of models 2 that targets an improvement of the statistical properties of rare species abun-3 dance estimators when sample sizes are low, yet typical size for tropical studies. 4
L(n i , p) = r i=1 t j=i n i y ij p y ij (1 − p) n i −y ij .
for i = 1, 2, 3 . . . r and j = 1, 2, 3 . . . t, where r is the total number of spatial replicates 125 sampled and t is the number of times each spatial replicate was visited (Royle, 2004) . 126 In bird studies, for example, a common method used to survey individual populations 127 or communities is fixed-radius plots (Hutto et al., 1986; Bibby et al., 2000) . In this convention that lowercase letters such as n i denote a particular realization of the (cap-140 italized) random variable N i . We note in passing that matrices will also be denoted 141 with a capital letter, but will be written in bold. To compute the likelihood function, 142 one then has to integrate the binomial likelihood over all the possible realizations of 143 the Poisson process,
where y i is a vector of length r with the observed counts for that species for i th point 
where y si is a vector of length r with the observed counts for species s in the i th (1 − p s ) β−1 dp s .
(3)
The usefulness of specifying the likelihood in this way is that in the case in which many 167 species are rare, we can use the information on the abundant species to estimate the 168 detection probability, leaving the actual counts to estimate only the abundance of the 169 species. Note that by integrating the beta process at the outmost layer of the model,
170
we are following the sampling structure. When this approach is used and the integral 171 is tractable, the resulting distribution is a multivariate distribution with a specific from the sampling design and the assumed underlying beta process of detectabilities (see Table 1 for further description of the Beta N-mixture model typically be taken to be the posterior means or modes (although in a pure Bayesian 215 approach the object of inference is the entire posterior distribution). We mention 216 this Bayesian approach because, as we describe above, the DC methodology "tricks" 217 a Bayesian estimation setting into yielding the MLEs. For this model, the specifica-218 tion of the Bayesian approach would require sampling from the following posterior 219 distribution: 220 π(λ, p, τ, N 11 , N 12 , . . . , N Sr , P 1 , P 2 , . . . ,
where π(λ, p, τ ) is the joint prior of the model parameters. Samples from an MCMC 221 of this posterior distribution would yield many samples of the parameters 222 λ, p, τ, N 11 , N 12 , . . . , N Sr , P 1 , P 2 , . . . , P S .
In order to sample from the marginal posterior π(λ, p, τ |Y 1 , Y 2 , . . . , Y S ) one only 223 needs to look at the samples of the subset of λ, p, and, τ . The DC approach proceeds 224 similarly, except one needs to sample from the following posterior distribution: 225 π(λ, p, τ, N 11 , N 12 , . . . , N Sr , P 1 , P 2 , . . . ,
f (y sij |N si = n si , P s = p s )g(n si ; λ s )h(p s ; p, τ ) k π(λ, p, τ ),
The notation (k) on the left side of this equation does not denote an exponent but the 226 number of times the data set was "cloned". On the right hand side, however, k is an To determine the minimum sample size required for accurate estimation of the abun-234 dance of tropical species, we used a series of simulations in which we varied the 235 number of point counts (r), visits to point counts (t; 50 meter fixed radius), density 236 (mean number of individuals) in a 100 ha plot (λ), and detection probability (p).
237
Point counts were assumed to be randomly located in a 100-ha plot. We varied r be-238 tween 5 and 50, t between 2 and 20, λ = 1, 2, 3, 4, 5, 7, 10, 15, 25, 40, 55, 65, 75, 85, 100 239 and p between 0.1 and 0.9. Even though we assumed that λ was at a scale of indi- sub-index j refers to the temporal replication of the counts (j = 1, 2, 3, . . . , t) and 291 the sub-index s refers to the species for which abundance is being modeled (s = 292 1, 2, 3, . . . , S; see section 1.1 for definitions). We then simulated the detection process 293 using a binomial distribution with parameters N sij and p s . We varied mean detec- probabilities vary among patches as well as the abundance of species, allowing us to models, respectively, were performed in the same way as described previously. In replicates that allowed the estimation of densities with less than 7 individuals/100ha 408 using single-species N-mixture models ( Figure A1 ). In the 7 ind/100ha threshold, the 409 effort required is very high. For example, for species with a probability of detection 410 of 0.5 the required sample size to obtain a bias lower than 0.1 is around 50 points 411 and more than 6 replicates of each point count or around 40 point counts with more 412 than 10 replicates (Figure 1,A1) . As λ increases the sample size required to estimate appropriately the density of species decreases.
birds has been collected (Terborgh et al., 1990; Thiollay, 1994; Robinson et al., 2000; 572 Blake, 2007).
573
The categorical abundance estimates from Parker III et al. (1996) compared 574 to the estimates using both Beta and Normal models are similar. In particular, Table   575 2 shows that for most of the species that are categorized as common (C) and fairly 576 common (F) by Parker III et al. (1996) , the models estimate abundances to be greater 577 than 30 individuals/100 ha. The most exciting result is the appropriate estimation of 578 extremely rare species (e.g., Dromococcyx phasianellus), which the models accurately 579 estimate as being rare with only 1 or 2 detections in the entire data set. These are 580 the species that are not well estimated by the single-species models.
581
One of the caveats of our model is that it does not take into account unseen 582 species (i.e., species present in the study area that are not detected during the survey). 
588
We emphasize, however, that a reasonable first step towards the objective of accu-589 rately estimating tropical species abundance distributions is to properly estimate the 590 abundance of species that have been detected at least once.
591
Our simulations have pushed the limits of community abundance models by 592 simulating species with lower yet realistic abundances than any other simulation (see 593 et al., 2016) . We hope that our results encourage tropical ecologists to SKR and JKB contributed critically to the drafts and gave final approval for publi-623 cation.
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Normal Model y sij ∼ Bin(n si , p s ) N si ∼ Pois(λ s ) λ 1 , λ 2 , . . . , λ S ∼ exp(N (µ a , σ a )) p 1 , p 2 , . . . , p S ∼ logit(N (µ p , σ p ) Model for simulation y sij ∼ Bin(n si , p s ) N si ∼ Pois(λ s ) λ 1 , λ 2 , . . . , λ S ∼ Gamma(α = 0.65 , β = 0.033) p 1 , p 2 , . . . , p S ∼ Unif(0, 1) Table 1 : Summary of single and multi-species models used in this study. We also describe the model used to generate the simulated data for comparison between the multi-species models. y represents the observed counts, N the random variable of unobserved number of individuals n available for detection in plot i, p the detection probability, and λ the density of species s. (1996) database. U= Uncommon, C = Common, F= Fairly Common, F/P = Fairly common but with patchy distribution. 
A Supplementary Figures
766 10 40 λ = 1 p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5 p = 0.6 p = 0.7 p = 0.8 p = 0.9 Figure A1 : Mean bias in mean number of individuals per 100 ha λ (bias =λ −λ λ ) for a range of point counts, number of replicates, and true parameter values to for mid low and high abundances and detection probabilities (λ = 7, 25, 65, 100 and p = 0.2, 0.5, 0.8). Colors in each panel represent the bias from low (blue) to high (red). The color scale is presented in the right. We selected a threshold for acceptable bias in estimation of abundance of 0.1 which isocline is presented as a white line in each of the panels. Appendix B contains the source codes necessary for estimating abundance using the
