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Abstract.
We discuss certain ternary algebraic structures appearing more or less naturally in
various domains of theoretical and mathematical physics. Far from being exhaustive, this
article is intended above all to draw attention to these algebras, which may find more
interesting applications in the years to come.
1. INTRODUCTION.
Ternary algebraic operations and cubic relations have been considered, although quite
sporadically, by several authors already in the XIX-th century, e.g. by A. Cayley ([1])
and J.J. Sylvester ( [2]. The development of Cayley’s ideas, which contained a cubic
generalization of matrices and their determinants, can be found in a recent book by
M. Kapranov, I.M. Gelfand and A. Zelevinskii ([3]). A discussion of the next step in
generality, the so called n− ary algebras, can be found in ([4]). Here we shall focus our
attention on the ternary and cubic algebraic structures only.
We shall introduce the following distinction between these two denominations: we
shall call a ternary algebraic structure any linear space V endowed with one or more
ternary composition laws:
m3 : V ⊗ V ⊗ V ⇒ V or m
′
3 : V ⊗ V ⊗ V ⇒ C ,
the second law being an analogue of a scalar product in the usual (binary) case.
We shall call a cubic structure or an algebra generated by cubic relations, an ordinary
algebra with a binary composition law:
m2 : V ⊗ V ⇒ V
with cubic (third order) defining relations for the generators: e.g. (abc) = e2pii/3 (bca)
Some of ternary operations and cubic relations are so familiar that we don’t pay much
attention to their special character. We can cite as example the triple product of vectors
in 3-dimensional Euclidean vector space:
{a, b, c} = ~a · (~b× ~c) = ~b · (~c× ~a)
which is a tri-linear mapping from E ⊗ E ⊗ E onto R1., invariant under the cyclic
group Z3 .
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Curiously enough, it is in the 4-dimensional Minkowskian space-time M4 where a
natural ternary composition of 4-vectors can be easily defined:
(X,Y,Z)→ U(X,Y,Z) ∈M4
with the resulting 4-vector Uµ defined via its components in a given coordinate system
as follows:
Uµ (X,Y,Z) = gµσ ησνλρX
νY λZρ, with µ, ν, ... = 0, 1, 2, 3.
where gµν is the metric tensor, and ηµνλρ is the canonical volume element of M4.
Other examples of “ternary ideas” that we should cite here are:
- cubic matrices and a generalization of the determinant, called the “hyperdetermi-
nant”, first introduced by Cayley in 1840, then found again and generalized by Kapranov,
Gelfand and Zelevinskii in 1990 ([3]). The simplest example of this (non-commutative
and non-associative) ternary algebra is given by the following composition rule:
{a , b , c}ijk =
∑
l,m,n
anil bljm cmkn, i, j, k... = 1, 2, ..., N
Other ternary rules can be obtained from this one by taking various linear combinations,
with real or complex coefficients, of the above 3-product, e.g.
[a, b, c] = {a, b, c} + ω {b, c, a} + ω2 {c, a, b} with ω = e2pii/3 .
- the algebra of “nonions” , introduced by Sylvester as a ternary analog of Hamil-
ton’s quaternions. The “nonions” are generated by two matrices:
η1 =

 0 1 00 0 1
1 0 0

 η2 =

 0 1 00 0 ω
ω2 0 0


and all their linearly independent powers; the constitutive relations are of cubic character:∑
perm.(ikm)
ΓiΓkΓm = δikm 1
where δikm is equal to 1 when i = k = m and 0 otherwise.
- cubic analog of Laplace and d’Alembert equations, first considered by Himbert
([5]) in 1934: the third-order differential operator that generalized the Laplacian was
(
∂
∂x
+
∂
∂y
+
∂
∂z
) (
∂
∂x
+ ω
∂
∂y
+ ω2
∂
∂z
) (
∂
∂x
+ ω2
∂
∂y
+ ω
∂
∂z
)
=
∂3
∂x3
+
∂3
∂y3
+
∂3
∂z3
− 3
∂3
∂x∂y∂z
Other ternary and cubic algebras have been studied by Ruth Lawrence, L. Dabrowski,
F. Nesti and P. Siniscalco ([6]), Plyushchay and Rausch de Traubenberg ([7]), and other
authors.
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2. IMPORTANT TERNARY RELATIONS IN PHYSICS.
The quark model inspired a particular brand of ternary algebraic systems, intended
to explain the non-observability of isolated quarks as a phenomenon of “algebraic con-
finement”. One of the first such attempts has been proposed by Y. Nambu ([8]) in 1973,
and known under the name of “Nambu mechanics” since then ([9]).
Consider a 3-dimensional real space parametrized by Cartesian coordinates, with
~r = (x, y, z) ∈ R3. Introducing two smooth functions H(x, y, z) and G(x, y, z), one may
define the following ternary analog of the Poisson bracket and dynamical equations :
for a given function f(x, y, z) defined on our 3-dimensional space, its time derivative is
postulated to be:
d~r
dt
= (
−→
∇H)× (
−→
∇G) (1)
or more explicitly, because we have
dx
dt
= det
(
∂(H,G)
∂(y, z)
)
,
dy
dt
= det
(
∂(H,G)
∂(z, x)
)
,
dz
dt
= det
(
∂(H,G)
∂(x, y)
)
,
we can write
df
dt
= (
−→
∇) · (
−→
∇H)× (
−→
∇G) = det
(
∂(f,G,H)
∂(x, y, z)
)
= [f,H,G] (2)
The so defined “ternary Poisson bracket” satisfies obvious relations:
a) [A,B,C] = −[B,A,C] = [B,C,A] ;
b) [A1A2, B,C] = [A1, B,C]A2 +A1 [A2, B,C] ;
c)
−→
∇ ·
(
d~r
dt
)
=
−→
∇ · (
−→
∇H ×
−→
∇G) = 0 .
A canonical transformation (x, y, z)⇒ (x′, y′, z′) is readily defined as a smooth coordinate
transformation whose determinant is equal to 1:
[x′, y′, z′] = det
(
∂(x′, y′, z′)
∂(x, y, z)
)
= 1 ,
so that one automatically has :
df
dt
= det
(
∂(f,H,G)
∂(x, y, z)
)
= det
(
∂(f,H,G)
∂(x′, y′, z′)
)
It is easily seen that linear canonical transformations leaving this ternary Poisson
bracket invariant form the group SL(3,R).
The dynamical equations describing the Euler top can be cast into this new ternary
mechanics scheme, if we identify the vector ~r with the components of the angular mo-
mentum ~L = [Lx, Ly, Lz], and the two “Hamiltonians” with the following functions of
the above:
H =
1
2
[
L2x + L
2
y + L
2
z
]
, G =
1
2
[
L2x
Jx
+
L2y
Jy
+
L2z
Jz
]
. (3)
Recently R. Yamaleev has found an interesting link between the Nambu mechanics and
ternary Z3-graded algebras ([10]).
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The Yang-Baxter equation provides another celebrated cubic relation imposed on the
bilinear operators named R˜-matrices : for R˜km : V ⊗ V → V ⊗ V, one has
R˜23 ◦ R˜12 ◦ R˜23 = R˜12 ◦ R˜23 ◦ R˜12, (4)
where the indeces refer to various choices of two out of three distinct specimens of the
vector space V .
An alternative formulation of this formula is more widely used. Let P be the operator
of permutation, P : V1⊗V2 → V2⊗V1 and let us introduce another R-matrix by defining
R˜ = P ◦R. Then the same relation takes on the following form:
R12 ◦R13 ◦R23 = R23 ◦R13 ◦R12. (5)
Applications of this equation are innumerable indeed; they serve to solve many integrable
systems, such as Toda lattices; they also give the representations of braid groups, etc.
In a given local basis of V ⊗ V, ei ⊗ ek, we can write, for X = X
i ei, Y = Y
k ek,
R(X,Y ) = Rkmij X
iY j ek ⊗ em
An interesting ternary aspect of these R-matrices has been discovered by S. Okubo
([11]) in search for new solutions of Yang-Baxter equations. Introducing a supplementary
real parameter θ , we can write this equation as follows:
Rb
′ a′
a1 b1 (θ)R
c′ a2
a′ c1
(θ′)Rc2 b2b′ c′ (θ
′′) = Rc
′ b′
b1 c1 (θ
′′)Rc2 a
′
a1 c′
(θ′)Rb2 a2a′ b′ (θ) , (6)
with θ′ = θ + θ′′.
An entire class of solutions of Yang-Baxter equation, including the ones found by
de Vega and Nicolai, can be obtained in terms of triple product systems if the matrix R
satisfies an extra symmetry condition:
Rb a d c (θ) = R
a b
c d (θ). (7)
Okubo considered the following symplectic and orthogonal triple systems, i.e. vector
spaces (denoted by V ) endowed simultaneously with a non-degenerate bi-linear form
〈x, y〉 : V ⊗ V → C1 , x, y ∈ V
and a triple product {x, y, z} : V ⊗ V ⊗ V → V , x, y, z ∈ V
The fundamental assumptions about the relationship between these two products are :
a) 〈y, x〉 = ε〈x, y〉; b) {y, x, z} = −ε {x, y, z} ,
If ε = −1, the system is called symplectic; if ε = 1, it is called orthogonal.
c) 〈{u, v, x}, y〉 = −〈x, {u, v, y}〉 ;
d) {u, v{x, y, z}} = {{u, v, x}, y, z} + {x, {u, v, y}, z} + {x, y, {u, v, z}}
e) {x, y, z} + ε {x, z, y} = 2λ0 〈y, z〉x− λ0 〈x, y〉 z − λ0 < z, x > y.
with a free real parameter λ0.
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In a chosen basis of V, (e1, e2, ..., eN ), one can write
〈ei, ek〉 = gik = ε gki, and {ei, ek, em} = C
j
ikm ej
where the coefficients C j ikm play the roˆle of ternary structure constants.
With the help of the inverse metric tensor, gjk, we can now raise the lower-case
indeces, defining the contravariant basis ek = gkm em. If a one-parameter family of triple
products is defined, {ei, ek, em}θ, then we may define an R-matrix depending on the same
parameter θ:
Rij km = 〈e
i, {ej , ek, em}θ 〉
or equivalently,
{ eb, ec ed }θ = R
ab
cd ea. (8)
The symmetry condition Rb a d c (θ) = R
a b
c d (θ) can be now written as
〈u, {x, y, z}θ 〉 = 〈 z, {y, x, u}θ 〉
and the Yang-Baxter equation becomes equivalent with an extra condition imposed on
the ternary product:∑
a
{v, {u, ea, z}θ′ , {e
a, x, y}θ }θ” =
∑
a
{u, {v, ea, x}θ′ , {e
a, z, y}θ” }θ (9)
Using thus encoded form of the Yang-Baxter equation S. Okubo was able to find a
series of new solutions just by finding 1-parameter families of ternary products satisfying
the above constraints.
This original approach suggests another possibility of introducing ternary staructures
in the very fabric of traditional quantum mechanics. As we know, any bounded linear
operator acting in Hilbert space H can be represented as
A : H → H, A =
∑
k,m
akm | ek〉〈em | ; (10)
where | ek〉 is a basis in Hilbert space. If now
| x〉 =
∑
k
cm | em〉,
then one has
A | x〉 =
∑
i,k,m
aik | ei〉〈ek | cm | em〉 =
∑
i,k,m
aikcmδkm | ei〉 =
∑
km
akmcm | em〉 (11)
Each item in this sum can be cosidered as a result of ternary multiplication defined in
the Hilbert space of states:
m(| ei〉, | ej〉, | ek〉) =| ei〉〈ej | ek〉 = δjk | ei〉 =
∑
n
δjkδ
n
i | en〉, (12)
with the structure constants defined as Cn ijk = δjkδ
n
i . Using this interpretational
scheme, the states and the observables (operators) are no more separate entities, but
can interact with each other: by superposing triplets of states, we arrive at the result
which amounts to changing both the state and the observable simultaneously.
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Similar constructions, often referred to as algebraic confinement, were considered by
many authors, in particular by H.J. Lipkin quite a long time ago ([12]).
Consider an algebra of operators O acting on a Hilbert space H which is a free
module with respect to the algebra O, endowed with Hilbertian scalar product. Let us
introduce tensor products of the algebra and the module with the following Z3-graded
matrix algebra A over the complex field C1 :
A = A0 ⊕A1 ⊕A2 , A ∈ Mat (3,C) .
The three linear subspaces of A, of which only A0 forms a subalgebra, are defined as
follows:
A0 :=

α 0 00 β 0
0 0 γ

 , A1 :=

 0 α 00 0 β
γ 0 0

 , A2 :=

 0 0 γβ 0 0
0 α 0

 .
It is easy to check that under matrix multiplication the degrees 0, 1 and 2 add up
modulo 3: a product of two elements of degree 1 belongs to A2, the product of two
elements of degree 2 belongs to A1, and the product of an element of degree 1 with an
element of degree 2 belongs to A0, etc.
With this in mind, a generalized state vector can now belong to one of these subspaces,
e.g., | Ψ〉 of degree one, its hermitian conjugate being automatically of Z3-degree 2:
| Ψ〉 :=

 0 | ψ1〉 00 0 | ψ2〉
| ψ3〉 0 0

 ; 〈Ψ |:=

 0 0 〈ψ3 |〈ψ1 | 0 0
0 〈ψ2 | 0


with | ψk〉 ∈ H. The scalar product obviously generalizes as follows:
〈Φ | Ψ〉 := Tr
[
 0 0 〈φ3 |〈φ1 | 0 0
0 〈φ2 | 0



 0 | ψ1〉 00 0 | ψ2〉
| ψ3〉 0 0


]
=
= 〈φ1 | ψ1〉+ 〈φ2 | ψ2〉+ 〈φ3 | ψ3〉 . (13)
With this definition of scalar product any expectation value of an operator of degree
1 or 2 ( represented by the corresponding traceless matrices ) will identically vanish, e.g.
for an operator of degree 1 : (Di ∈ O)
Tr
[
 0 0 〈ψ3 |〈ψ1 | 0 0
0 〈ψ2 | 0



 0 D1 00 0 D2
D3 0 0



 0 | ψ1〉 00 0 | ψ2〉
| ψ3〉 0 0


]
= 0.
It is clear that only the operators whose Z3-degree is 0 may have non-vanishing expecta-
tion values, because the operators of degrees 1 and 2 are traceless. Denoting the operator
of degree 1 by Q, and the operators of degree 2 by Q¯, the only combinations that can
be observed, i.e. that can lead to non-vanishing expectation values no matter what the
nature of the operator and the observable it is supposed to represent, are the following
products:
QQQ ; Q¯ Q¯ Q¯ ; QQ¯ and Q¯Q (14)
which correspond to the observable combinations (tensor products) of the fields supposed
to describe the quarks. This particular realisation of “algebraic confinement” suggests
the importance of ternary and cubic relations in algebras of observables.
6
3. CUBIC GRASSMANN AND CLIFFORD ALGEBRAS.
A general 3-algebra (or ternary algebra) is defined as internal ternary multiplication
in a vector space V . Such a multiplication must be of course 3-linear, but not necessarily
associative:
m : V ⊗ V ⊗ V → V ; m(X,Y,Z) ∈ V (15)
Such a 3-product is said to be strongly associative if one has
m(X,m(S, Y, T ), Z) = m(m(X,S, Y ), T, Z) = m(X,S,m(Y, T, Z)) (16)
Of course, any associative binary algebra can serve as starting point for introduction
of a (not necessarily associative) ternary algebra, by defining its ternary product :
(∗) (X,Y,Z) = XY Z (trivial);
(∗∗) {X,Y,Z} = XY Z + Y ZX + ZXY (symmetric);
(∗ ∗ ∗) [X,Y,Z] = XY Z + ω Y ZX + ω2 ZXY (ω − skewsymmetric) (17)
where we set ω = e2pii/3, the primitive cubic root of unity. It is worthwhile to note that
the last cubic algebra, which is a direct generalization of the Z2-graded skew-symmetric
product [X,Y ] = XY − Y X, which defines the usual Lie algebra product, contains it as
a special substructure if the underlying associative algebra is unital. Indeed, if 1 is the
unit of that algebra, one easily checks that substututing it in place of the second factor
of the skew-symmetric ternary product, one gets:
{X,1, Z} := X1Z + ω 1ZX + ω2ZX1 = XZ + (ω + ω2)ZX = XZ − ZX , (18)
because of the identity ω + ω2 + 1 = 0, so that the usual Lie-algebraic structure is
recovered as a special case.
In general, a ternary algebra can not be derived from an associative binary algebra.
Indeed, suppose that we have, on one side, a ternary multiplication law defined by its
structural constants with respect to a given basis {ek} :
m (ei, ej , ek) =
N∑
l=1
ml ijk el ,
and on the other hand, a binary multiplication law, defined in the same basis by
p(ei, ek) =
N∑
m=1
pmik em ;
and suppose that we want to interpret the ternary multimlication as two consecutive
binary multiplications:
m(a, b, c) = p(a, p(b, c)) = p(p(a, b), c)
(supposing that the binary algebra is associative). Then, after projection on the basis
vectors ek we should have
mi jkm =
N∑
r=1
pr km p
i
jr . (19)
Even in the simplest case of dimension N = 2, we get 24 = 16 equations for 23 = 8
unknowns (the coefficients pi jk), which can not be solved in general, except maybe for
some very special cases.
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Recently, A. Sitarz ([13]) proved that any associative n-ary algebra can be generated
by a part of the A1 , i.e. the grade 1 subspace of certain ZN−1-graded associative
ordinary (binary) algebra. The simplest example of this situation is given by the groups
algebra of the symmetry group S3. It contains two subspaces, which are naturally Z2-
graded. The even subspace (of degree 0) is spanned by the cyclic subgroup Z3, while the
odd subspace is spanned by three involutions, corresponding to odd permutations. As
the square of each involution is the unit element, the product of three involutions gives
another involution, which defines a ternary algebra (without unit element ). The full
ternary multiplication table contains 27 independent products.
Just as binary products can be divided into different classes reflecting their behavior
under the permutation group Z2, so all ternary products can be divided into classes
according to their behavior under the actions of the permutation group S3. These in
turn are naturally separated into symmetric cubic and skew-symmetric cubic subsets.
There are four possible ternary generalizations of the symmetric binary product :
S0 : x
jxkxm = xpi(j)xpi(k)xpi(m) , any permutation π ∈ S3 ;
S1 : x
jxkxm = xkxmxj (cyclic permutations only) ;
S : xkxmxn + ω xmxnxk + ω2 xnxkxm = 0 ;
S¯ : x¯kx¯mx¯n + ω2 x¯mx¯nx¯k + ω x¯nx¯kx¯m = 0 .
Obviously, the spaces S and S¯ are isomorphic, and there exist surjective homomorphisms
from S and S¯ onto S1, and a surjective homomorphism from S1 onto S0. Similarly, the
skew-symmetric cubic algebras can be defined as a direct generalisation of Grassmann
algebras:
Λ0 : θ
A θB θC + θB θC θA + θC θA θB + θC θB θA + θB θA θC + θA θC θB = 0 ,
Λ1 : θ
A θB θC + θB θC θA + θC θA θB = 0 ,
Λ : θA θB θC = ω θB θC θA ; Λ¯ : θ¯A¯ θ¯B¯ θ¯C¯ = ω2 θ¯B¯ θ¯C¯ θ¯A¯ .
Here again, a surjective homomorphism exists from Λ0 onto Λ1, then two surjective
homomorphisms can be defined from Λ1 onto Λ or onto Λ¯
The natural Z3-grading attributes degree 1 to variables θ
A and degree 2 to the vari-
ables θ¯B¯ ; the degrees add up modulo 3 under the associative multiplication. Then
the algebras Λ and Λ¯ can be merged into a bigger one if we postulate the extra binary
commutation relations between variables θA and θ¯B¯ :
θA θ¯B¯ = ω θ¯B¯ θA , θ¯B¯ θA = ω2 θA θ¯B¯ .
If A,B,C, .... = 1, 2, ...N , then the total dimension of this algebra is
D(N) = 1 + 2N + 3N2 +
2(N3 −N)
3
=
2N3 + 9N2 + 4N + 3
3
These algebras are the most natural Z3-graded generalizations of usual Z2-graded alge-
bras of fermionic (anticommuting) variables. Similarly, cubic Clifford algebras can be
defined if their generators Qb are supposed to satisfy the following ternary commutation
relations:
QaQbQc = ωQbQcQa + ω2QcQaQb + 3 ρabc 1 . (20)
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instead of usual binary constitutive relations
γµγλ = (−1) γλγµ + gµλ 1 .
A conjugate ternary Clifford algebra isomorphic with the above is readily defined if we
introduce the conjugate matrices Q¯a satisfying similar ternary condition with ω replacing
ω2 and vice versa ([14]). Applying cyclic permutation operator π to all triplets of
indeces on both sides of the definition (20), one easily arrives at the condition that must
be satisfied by the tensor ηabc, corresponding to the symmetry condition on the metric
tensor gµλ in the usual (binary) case:
ρabc + ω ρbca + ω2 ρcab = 0 .
This equation has two independent solutions,
ρabc = ρbca = ρcab , and ρabc = ω2 ρbca = ω ρcab .
The second, non-trivial solution defines a cubic matrix ρabc; its conjugate, satisfying
complex conjugate ternary relations, provides a Z3-conjugate matrix ρ¯
abc.
These two non-trivial solutions, denoted by ρ(1) and ρ(2); form an interesting non-
associative ternary algebra with ternary multiplication rule defined as follows ([15] , [4]):
(ρ(i) ∗ ρ(k) ∗ ρ(m))abc =
∑
d,e,f
ρ
(i)
fad ρ
(k)
dbe ρ
(m)
ecf . (21)
A Z3-graded analogue of usual commutator as readily defined as
{ρ(i), ρ(j), ρ(k)} := ρ(i) ∗ ρ(j) ∗ ρ(k) + ω ρ(j) ∗ ρ(k) ∗ ρ(i) + ω2 ρ(k) ∗ ρ(i) ∗ ρ(j) ; (22)
It has been shown in ([4]) that this ternary algebra spanned by two generators ρ(1) and
ρ(2) can be represented by ordinary matrices ( which are nothing else but two arbitratily
chosen Pauli matrices) with ternary multiplication defined as
{σ1, σ2, σ1} := σ1σ2σ1 + ω σ2σ1σ1 + ω2 σ1σ1σ2 = −2 σ2 , etc.
which is an illustration of the observation made by A. Sitarz ([13]).
4. CUBIC ROOTS OF LINEAR DIFFERENTIAL OPERATORS.
The existence and particular properties of cubic Grassmann and Clifford algebras
suggest that they can be used in order to define cubic roots of linear differential operators,
in the same sense as the Dirac operator is said to represent a square root of the Klein-
Gordon operator, and the generators of the supersymmetric translations are said to
represent square root of the Dirac operator.
The search for the “cubic root” of linear differential operator (which need not to be
the Dirac operator γµ ∂µ +m) consists in defining (pseudo)-differential operators whose
third power, or a special cubic combionation, will yield the linear differential operator
we started with.
Such tentatives have been made some time ago ([15], ([16], [17]), and were only
partially successful. Formal solutions have been found, but their relation with the Lorentz
transformations remains unclear.
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The construction is based on the analogy with the supersymmetry generators, which
are realized as pseudo-differential operators acting on the fields which are functions of the
space-time variables xµ and of the anti-commuting spinorial variables θα and θ¯β˙. These
variables anticommute with each other following the rule
θα θβ + θβ θα = 0, θ¯α˙ θ¯β˙ + θ¯β˙ θ¯α˙ = 0, θα θ¯β˙ + θ¯β˙ θα = 0, (23)
A formal partial derivation can be defined, satisfying the following anti-Leibniz rule:
∂α θ
β = δβα , ∂β˙ θ¯
α˙ = δα˙
β˙
; ∂α θ¯
α˙ = 0 , ∂β˙θ
α = 0 ; ∂α (θ
β θγ) = δβα θ
γ− δγα θ
β , etc. . (24)
The generators of the supersymmetry translations are defined then as
Dα = ∂α + θ¯
β˙ σµ
αβ˙
∂µ , D¯β˙ = ∂β˙ + θ
α σλ
αβ˙
∂λ (25)
and are supposed to act on the space of generalized functions of space-time points and
Grassmann variables, i.e. formal hermitian series
Φ (xµ, θα, θ¯β˙) = φ (xµ) + ψα (x
µ) θα + θ¯β˙ ψ¯β˙ (x
µ) +Wµ (x
λ) θα σµ
αβ˙
θ¯β˙ + ...
Therefore, a special quadratic combination of the supersymmetry translations yields a
linear combination of space-time translations, combined with Pauli matrices as coeffi-
cients, which enables us to generate the full Poincare´ group.
The existence of ternary generalization of Grassmann variables displayed in the pre-
vious Section suggests how to construct the operators acting on formal polynomial series
spanned by this Z3-graded algebra. Introducing partial derivations with respect to these
variables as follows:
∂A θ
B = δBA , ∂C¯ θ¯
D¯ = δD¯C¯ , ∂A ( θ
B θC ) = δBA θ
C + ω δCA θ
B, etc.,
Thus defined Z3-graded derivations satisfy ternary commuutation relations
∂A∂B∂C = ω ∂B∂C∂A , ∂A¯∂B¯∂C¯ = ω
2 ∂B¯∂C¯∂A¯ ,
It is easy to prove ([15]) that any polynomial in variables θ of order four must vanish;
if one extends the commutation rules to the entire algebra (treating, for example, all
products of two θ variables, θA θB, as variables of degree 2, all the products of the type
θA θ¯B¯ as variables of Z3-degree 0, and so on, then the only surviving combinations are
A1 : {θ , θ¯ θ¯} , A2 : {θ¯ , θ θ} ; A0 : {1 , θ θ¯ , θ¯ θ , θθθ , θ¯θ¯θ¯ } .
The (pseudo)differential operators whose third powers yield a linear differential operator
should have the following form ([17]):
DA = ∂A + ρ
α
AB¯Cˆ
θ¯B¯ θˆCˆ Dα + π
µ
AB¯
θ¯B¯ ∂µ , (26)
D¯B¯ = ∂B¯ + ρ
α˙
AB¯Cˆ
θA θˆCˆ D¯α˙ + π
λ
AB¯ θ
A ∂λ ,
DˆCˆ = ∂Cˆ + ρ
α˙
AB¯Cˆ
θA θ¯B¯ D¯α˙ + π
λ
ACˆ
θA ∂λ , (27)
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where we have introduced three different types of Z3-graded variables θ , and their conju-
gates. The above three combinations do not exhaust all the possibilities of construction
of such operators; there are nine other combinations. It has been shown in ([15]), ([17]),
how, under some conditions imposed on scalars (i.e. zeroth Z3-degree polynomials in
θ’s), special ternary or binary expressions in the operators DA, D¯B¯ and DˆCˆ lead to linear
expressions in supersymmetry generators Dα and D¯β˙ or in the Poincare´ translations ∂µ.
A ternary linearization of the Klein-Gordon equation has been proposed recently by
M. Plyushchay and M. Rausch de Traubenberg ([7]. In order to obtain a first-order
differential relativistic equation of the form(
iΓµ∂µ +mΓ˜
)
ψ := D ψ = 0 , (28)
such that D would satisfy
D3 ψ = −m
(
ηµν∂µ∂ν +m
2
)
ψ , (29)
where ηµν denotes the Minkowskian space-time metric, µ, ν = 0, 1, 2, 3, one has to in-
troduce a new cubic algebra, called Clifford algebra of polynomials, which is defined as
follows. Let us denote by S3(a, b, c) the sum of all permutations of the product abc,
S3(a, b, c) =
1
6
(abc+ bca+ cab+ acb+ cba+ bac);
then we require the following identities to hold:
S3(Γ˜, Γ˜, Γ˜) = Γ˜
3 = −1 ; S3(Γ
µ, Γ˜, Γ˜) = 0 ;
S3(Γ
µ,Γν , Γ˜) =
1
3
ηµν , S3(Γ
µ,Γρ,Γλ) = 0 . (30)
The group of outer automorphisms of this algebraic structure is SO(3, 1)×Z2×Z2×Z3.
The two factors Z2 correspond to the PT -invariance of the constitutive relations, whereas
the factor Z3 is associated with the obvious automorphism generated by the substitution
(Γµ , Γ˜)→ (ω Γµ , ω Γ˜)
With the generators Γµ and Γ˜, the following Minkowskian 4-vectors can be constructed:
W µ = Γ˜2 Γµ , W˜ µ = Γµ Γ˜2 , Wˆ µ = Γ˜Γµ Γ˜ .
It is easy to check that one has W µ + W˜ µ + Wˆ µ = 0.
The generatores of the Lorentz transformations have been constructed in a few par-
ticular representations only, and with supplementary constraints. For example:
J (1) = WˆµWλ + W˜µWˆλ + W˜µWλ = Γ˜ΓµΓλ + ΓµΓ˜Γλ + ΓµΓλΓ˜ ;
J
(2)
µλ =WµWλ + W˜µW˜λ + W˜µWλ = Γ˜
2ΓµΓ˜
2Γλ + ΓµΓ˜
2ΓλΓ˜
2 + Γ˜2ΓµΓλΓ˜
2. (31)
It can be shown that the operators i2 J
(1)
µλ satisfy the commutation rules of the Lorentz
group if the following extra condition is imposed on the matrices Γµ and Γ˜ :[
(ΓµΓρΓλ + ΓµΓλΓρ + ΓλΓµΓρ ) , Γ˜
]
= 0 (32)
The obvious aim of all these constructions is to produce a model of algebraic quark
confinement.
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5. Z3-GRADED EXTERIOR DIFFERENTIALS.
The Z3-graded ternary analogue of Grassmann algebra suggests the existence of a
generalized exterior differential calculus based on cubic commutation relations. As a
matter of fact, such differential calculus has been developed in a series of papers in the
90-ties ([15] , [18] ).
The starting point for the introduction of exterior differentials can be the observation
that while the first differentials of local coordinates on a manifold transform naturally
as vectors, this does not remain true for the second and higher order differentials. As a
matter of fact, consider formal first, then second-order differentials of a function f(xk)
defined on a manifold with local coordinates xk :
df = (∂k f) dx
k ; d2f = (∂2ik f) dx
i dxk + (∂k f) d
2xk , (33)
It becomes obvious that in order to ensure the nilpotency of the operator d, i.e. d2 = 0,
one has to assume that the product of 1-forms dxi is antisymmetric, dxi ∧ dxk = −dxk ∧
dxi. However, if this condition is not imposed, then d2xk 6= 0, and it combines with
the symmetric part of the product dxi dxk. Then it is not difficult to impose third-order
nilpotency, d3 = 0.
LetM be a smooth n-dimensional manifold and let ω be a 3-rd primitive root of unity,
ω = e2pii/3, ω3 = 1. Let U be an open subset of M with local coordinates x1, x2, . . . , xn.
Our aim is to construct an analogue of the exterior algebra of differential forms with
exterior differential d satisfying the ω-Leibniz rule
d(φθ) = dφ θ + ω|φ| φdθ, (34)
where φ, θ are complex valued differential forms, |φ| is the degree of φ, and d3 = 0. We
shall also assume that as in the usual Z2-graded case, d is a linear operator that raises
the degree of any exterior form by one.
As in the usual exterior differential calculus, we identify the vector space of differential
forms of degree zero, denoted by Ω0(M), with the space of smooth functions on the
manifold M . We shall assume that there is no difference between the vector space of
differential forms of degree one in our case (denoted by Ω1(M)) and the same vector space
in the case of the classical exterior algebra. Thus Ω1(M) = {ωi dx
i} : where ωi =
ωi(x
k), i = 1, 2, . . . , n are smooth functions on M .
The assumption d2 6= 0 implies that there is no reason to use only the first order
differentials dxi in the construction of the algebra of differential forms induced by d; one
can also add a set of formal second-order differentials, in which case the algebra will be
generated by
dx1, . . . , dxn, . . . , d2x1, . . . , d2xn.
In order to endow the algebra of differential forms with appropriate Z3-grading we shall
associate the degree k to each differential dkxi. As usual, the degree of the product of
differentials is the sum of the degrees of its components modulo 3. Given any smooth
function f and successively applying to it the exterior differential d one obtains the
following expressions for the first three steps:
df = (∂if) dx
i, d2f = (∂2ijf) dx
(idxj) + (∂if) d
2xi, (35)
d3f = (∂3ijkf) dx
(idxjdxk) + (∂2ijf) (d
2xi, dxj)ω + (∂if) d
3xi. (36)
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Because the partial derivatives of a smooth function do commute, only the totally sym-
metric combinations of indices are relevant here. This is why in the above formula the
parentheses mean the symmetrization with respect to the superscripts they contain, i.e.
dx(idxj) =
1
2!
(dxi dxj + dxj dxi), (37)
dx(idxjdxk) =
1
3!
∑
pi∈S3
dxpi(i)dxpi(j)dxpi(k) (38)
and (d2xi, dxj)ω = d
2x(i dxj) + (1 + ω) dx(id2xj). (39)
In order to guarantee that d3f = 0 for any smooth function onM , the following three
conditions have to be satisfied:
dx(idxjdxk) = 0, d2x(idxj) + (1 + ω)dx(id2xj) = 0, d3xi = 0. (40)
These relations represent the minimal set of conditions that should be imposed on the
differentials in order to ensure d3 = 0. From the first condition it is obvious that first
differentials are always 3-nilpotent, (dxk)3 = 0. On the other hand the equations (40)
demonstrate clearly that generally there are no relations implying the nilpotency of any
power for the differentials of higher order. Therefore though the algebra generated by the
relations (40) is finite-dimensional with respect to the first order differentials because of
(dxk)3 = 0, it remains infinite-dimensional with respect to the entire set of differentials.
We solve the first condition in (40) by assuming that each cyclic permutation of any
three differentials of first order is accompanied by the factor ω which in this case is a
primitive cubic root of unity and satisfies the identity 1 + ω + ω2 = 0.
Thus we assume that each triple of differentials of first order dxi, dxj , dxk is subjected
to ternary commutation relations
dxidxjdxk = ω dxjdxkdxi. (41)
These ternary commutation relations can not be made compatible with binary commu-
tation relations of any kind. Therefore we suppose that all binary products dxidxj are
independent quantities. The second condition in (40) can be easily solved by assuming
the following commutation relations:
dxid2xl = ω d2xldxi. (42)
Note that from (41) and (42) it follows that the above ternary and binary commutation
relations are coherent with the Z3-grading, i.e. the quantities dx
kdxm and d2xj behave
as elements of degree 2 and could be interchanged in the formulae (41) and (42) .
The ternary commutation relations (41) are much stronger than the cubic nilpotence
which follows from the first relation of (40). It has been proved in ([15]) that if the
generators of an associative algebra obey ternary commutation relations such as (41)
then all the expressions containing four generators should vanish. This means that the
highest degree monomials which can be made up of the first order differentials have the
form dxidxjdxk , dxi(dxj)2. In order to construct an algebra with self-consistent structure
we shall extend this fact to the higher order differentials supposing that all differential
forms of fourth or higher degree vanish.
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If we assume that the functions commute with the first differentials, i.e. if
xkdxm = dxmxk,
then by virtue of the ω-Leibniz rule the second order differentials do not commute with
smooth functions, because we get by differentiating the above equality we obtain
d(xkdxm) = dxkdxm + xkd2xm = d(dxmxk) = d2xmxk + ωdxmdxk
which leads to the identity
xkd2xm − d2xmxk = ω (dxkdxm − ω2 dxmdxk) (43)
In what follows, we shall consider only the expressions in which the forms of different
degrees are multiplied on the left by smooth functions of the coordinates xk, which means
that we consider the algebra Ω(M) as a free finite-dimensional left module over the al-
gebra of smooth functions.
It is quite easy to evaluate the dimension of the module Ω(M) , which is N =
(n3 + 6n2 + 5n)/3.
This Z3-graded of exterior differential calculus has been also realized in other repre-
sentations, among others, as a differential algebra of operators acting on a generalized
Clifford algebra ([19]), or in other matrix representations; a covariant formulation of this
calculus, including naturally the notions of generalized connections and curvatures, has
been elaborated recently ([18], [20], [19] [21].
The homological content of the theory becomes richer than in ordinary case, because
now one can define not only the spaces Ker(d), Im(d), but also Ker(d2) and Im(d2),
with obvious inclusions Im(d2) ⊂ Im(d) and Ker(d) ⊂ Ker(d2), and various quotients
of those; for the general case of differential calculus based on the postulate dN = 0, the
full theory is exposed in [22] [23], [24])
An interesting application of these cohomologies has been recently found by M.
Dubois-Violette and I.T. Todorov ([25]) in relation with the WZNW model and a gen-
eralization of the corresponding BRS-symmetry operator A satisfying Ah = 0 with
h = 2n+ 1, n = 1, 2, ...
An alternative way of realizing exterior differential calculus with d3 = 0 has been
proposed by M. Dubois-Violette and M. Henneaux ([26]). Instead of Z3-grading, one con-
siders all possible tensor fields whose Young diagrams have no more than two columns.
By differentiating these fields and then using the appropriate symmetrization procedure,
we can define a coherent differential calculus with d3 = 0, which may prove useful in
handling higher spins, in particular, the graviton field. As a matter of fact, in order to
arrive at physically relevant field, represented in General Relativity by Riemann tensor,
starting from the metric field gµν , we have to differentiate twice. Subsequently, the field
equations can be cast into the form of d3(g) = 0.
We have given here a very shortened overview of “ternary ideas” in Mathematical
Physics; we believe that many interesting applications are still ahead of us.
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