Introduction
There is an increasing need for useful data tools to measure the cluster composition of regions, and support regional policy development as well as business strategy. The goal of this paper is to address this need by providing a rigorous methodology for generating and assessing sets of cluster definitions -groups of industries closely related by skill, technology, supply, demand, and/or other linkages. Our approach is novel by comparing the quality of alternative sets of cluster definitions and also by capturing multiple types of inter-industry linkages. We implement this clustering algorithm to create a new set of U.S. Benchmark Cluster Definitions (BCD), capturing a broad range of inter-industry linkages.
Clusters are geographic concentrations of related industries and associated institutions.
The agglomeration of related economic activity is a central feature of economic geography (Marshall, 1920; Porter, 1990; Krugman, 1991; Ellison and Glaeser, 1997) . Marshall (1920) highlighted three distinct drivers of agglomeration: input-output linkages, labor market pooling, and knowledge spillovers, which are associated with cost or productivity advantages to firms.
Over time, an extensive literature has broadened the set of agglomeration drivers, including local demand conditions, specialized institutions, the organizational structure of regional business, and social networks (Porter, 1990 (Porter, , 1998 Saxenian, 1994; Storper, 1995; Markusen, 1996; Sorenson and Audia, 2000 ; among others). Thus, clusters contain a mix of industries related by various linkages (knowledge, skills, inputs, demand, and others) and supportive institutions.
The bulk of the cluster literature has been based on detailed case studies (Marshall, 1920; Porter, 1990 Porter, , 1998 Swann, 1992; Saxenian, 1994) . Over time, attention has begun to shift to larger-scale, quantitative studies across regions and industries (Porter, 2003; Feser, 2005) . Using particular cluster definitions, studies have shown that the presence of related economic activity matters for regional and industry performance, including job creation, patenting, and new business formation (see among others, Feldman and Audretsch, 1999; Porter, 2003; Feser, Renski, and Goldstein, 2008; Glaeser and Kerr, 2009; Stern, 2010, 2014; Neffke, Henning, and Boschma, 2011) . 1 This evidence has informed key questions of both research and policy interest: the size of cluster effects, which mechanisms are most important in driving agglomeration, and how clusters diversify and grow in a region. Based on different 1 See Rosenthal and Strange (2004) and Cortright (2006) for a review of economies of agglomeration studies.
definitions of clusters, covering different portions of the economy ranging from high technological intensity industries to manufacturing to all industries defined in the industrial classification system, existing research has generated a range of results on these issues. However, the lack of a comprehensive methodology, and a way to compare alternative sets of cluster definitions, makes it difficult to reconcile key findings. This paper addresses this issue by developing a novel clustering algorithm to generate, assess and compare alternative sets of cluster definitions.
Cluster definitions are groups of industries related by skill, technology, supply, demand, and/or other linkages. This paper focuses on regionally comparable cluster definitions (i.e., the industries that constitute a cluster (e.g., Biopharmaceuticals) are the same for all regions). Interindustry linkages are identified through the co-location patterns of industries across regions, or with a range of national data available across industries. The identified linkages are used to group industries into a set of defined clusters, allowing clusters to be compared across regions.
To generate a set of cluster definitions, we use clustering analysis -numerical methods for the classification of similar objects into groups (Everitt et al., 2011; Grimmer and King, 2011 ). Our algorithm generates many different cluster configurations, Cs, through a clustering function that utilizes a particular measure of the relatedness between any two industries and wellspecified parameter choices (e.g., the number of groups). Each configuration is composed of mutually exclusive groups of related industries (i.e., clusters). The algorithm then provides scores that assess the quality of each C (i.e., its ability to capture meaningful inter-industry linkages within clusters). This allows us to identify the configuration, C * , that best captures certain types of inter-industry links. Because an algorithm cannot perfectly substitute for expert judgment, the methodology concludes with an expert assessment and adjustment of individual clusters in C * to determine a final set of cluster definitions, C ** .
Our paper contributes to the literature on clusters and economies of agglomeration in several ways. First, the clustering algorithm allows us to compare the quality of alternative sets of clusters using a common approach that generates objective scores (i.e., most clustering methods do not provide scores to help compare across groupings (Everitt et al., 2011; Grimmer and King, 2011) ). We can assess cluster configurations that are generated using different interindustry linkage measures. For example, we can evaluate Cs generated using pairwise industry co-location patterns to those based on input-output or other measures. We can also compare existing sets of cluster definitions. The ability to score sets of clusters can help identify the appropriate sets for addressing particular research and policy questions.
Our scoring approach utilizes a basic clustering principle: creating groupings so that industries within a cluster are more related to each other than to industries in other clusters based on various measures of inter-industry linkages. The score for a given C depends on how well it captures various types of industry linkages. However, what constitutes a useful set of cluster definitions may change depending on the particular research and policy question. Some studies may be interested in a particular type of industry link (e.g., labor occupational links), making sets of cluster definitions that perform better in that link more useful.
Second, our algorithm allows for experimentation with multiple inter-industry linkage measures used in the economies of agglomeration literature, including input-output linkages, occupational linkages, the co-location patterns of industries, and combinations among them. We can then examine the cluster configurations generated based on these different measures. The methodology can incorporate additional inter-industry linkage measures as they become available (e.g., a measure that specifically captures knowledge linkages), and score their resulting cluster sets.
Third, although generating cluster definitions will require expert judgment for some individual clusters, our algorithm is transparent. In the last stage of the algorithm, there is room for expert judgment to correct for inevitable anomalies that arise due to data imperfections and industry definitions. For example, in a given C * , there could be industry outliers that do not seem to belong to their assigned cluster. These can be reallocated to their "next best" cluster using a score that assesses the relatedness of the particular industry with another cluster, using a transparent process. Users can assess how adjustments (re-allocations of industries, combining or dividing clusters) impact cluster scores.
Another important contribution of this paper is that we implement our method to generate a new set of benchmark cluster definitions for the U. The proposed BCD is generated using inter-industry measures of co-location patterns of employment and the number of establishments, input-output links, and labor occupation links, and contains 51 clusters. We examine the relative performance of the BCD and three existing sets of (mutually exclusive) cluster definitions: industries within the same 3-digit NAICS, Porter (2003) , and Feser (2005) . Grouping industries within the same 3-digit NAICS scores poorly in capturing multiple inter-industry linkages, which is perhaps not surprising since the industrial classification system groups industries based on the similarities of their products/services, not on their inter-industry complementarities. Moreover, manufacturing and service industries belong to different parts of the NAICS, so that products and services are definitionally unrelated.
Numerous empirical studies on economies of agglomeration have relied solely on industry codes to define inter-industry relatedness, potentially limiting their ability to capture a broad array of relevant industry linkages.
Our benchmark set scores higher in capturing a broader range of inter-industry linkages than the three other prominent sets of cluster definitions. The BCD also scores better or the same as the other sets in input-output linkages and shared labor occupations.
While the analysis is based on U.S. data, our clustering methodology can be implemented in other large and integrated economies with sufficient data availability. At present, however, U.S. data offers several advantages. Comparably large and diversified economic areas like the EU have heterogeneous data accessibility across countries, and current and past barriers to trade across locations can limit economies of agglomeration. Smaller economies (like the Nordics) have access to rich data, but their relative small size leads to specialization in a narrow range of industries.
Our benchmark cluster definitions offer a useful tool for research and policy on regional economic development. They allow the comparison of clusters across locations and over time by mapping the defined clusters into regional units and measuring the specialization patterns of regions in the clusters. Using the BCD, the U.S. Cluster Mapping Project has created a detailed regional cluster dataset that facilitates comparisons across regions and across clusters on numerous dimensions. 2 For example, the Boston, MA and San Diego, CA Economic Areas have high employment specialization in Biopharmaceuticals, but the size and breadth of the cluster is lower in San Diego, which lacks specialization in biological products (except in-vitro diagnostic substances). The Project also includes data on the business environment and cluster institutions to inform research and policy. This data tool can be used in combination with cluster methods that focus on examining region-specific links among firms, individuals, and supportive institutions in clusters to shed light on the mechanisms at play in particular regional clusters.
The rest of the paper is organized as follows: Section 2 reviews the literature on industry cluster definitions. Section 3 describes our clustering algorithm. In Section 4, we discuss our main findings regarding the generation and assessment of cluster configurations, and Section 5 proposes a set of benchmark cluster definitions. In Section 6 we compare the BCD to existing sets of cluster definitions in the literature, and discuss some research and policy applications.
Section 7 concludes.
Defining Industry Clusters
There are various types of economies of agglomeration identified in the literature, including input-output linkages, labor market pooling, knowledge spillovers, sophisticated local demand, specialized institutions, and the organizational structure of business and social networks (Marshall, 1920; Porter, 1990 Porter, , 1998 Swann, 1992; Saxenian, 1994; Storper, 1995; Markusen, 1996 ; among others). These economies of agglomeration manifest themselves in clustersgeographic concentrations of related industries and associated institutions. Within regional clusters, firms and associated institutions (i.e., trade organizations, universities, and local government) can operate more efficiently and innovate faster due to sharing common technologies, infrastructure, pools of knowledge and skills, inputs, and responding to demanding local customers.
To implement cluster research and policy, however, we need to measure the boundaries of clusters: What set of related economic activity and institutions constitutes a cluster? Two main approaches to defining clusters have developed over the last 20 years: clusters based on interindustry linkages inferred from multi-region analysis (which we refer to as comparable cluster definitions) and cluster definitions based on observed linkages among industries or firms in a single region (which we refer to as region-specific cluster definitions). Many empirically derived cluster definitions have been generated by researchers and practitioners over the years based on both approaches (see Cortright (2006) and Feser et al., (2009) for a review). The goal of this paper is to develop a novel methodology to generate and assess sets of comparable cluster definitions. We next explain both approaches to define clusters and the contribution of our clustering method to the literature.
Comparable Cluster Definitions
A set of comparable cluster definitions allocates individual industries to specific clusters (e.g., Biopharmaceuticals), allowing clusters to be compared across locations. The defined clusters are mapped into regional units to measure the cluster specialization of regions. We can then compare particular clusters across regions, as well as the overall cluster composition of regions. Regional cluster strength reflects specialization in an array of related industries, not specialization in a narrowly defined single industry (Porter, 1998 (Porter, , 2003 Feldman and Audretsch, 1999; Delgado et al., 2014) . Thus, regional cluster strength is conceptually similar to the notion of "related variety" introduced by Frenken et al. (2007) . For example, a regional cluster with a high breadth of industries will capture related variety.
There are two types of inter-industry relatedness measures that have been developed in the literature (see Section 3.1 for a detailed explanation). Some studies use national-level data to capture particular inter-industry linkages, including knowledge links based on co-patenting (see e.g., Scherer, 1982; Koo, 2005a; Glaeser and Kerr, 2009 ); input and output links (see e.g., Feser and Bergman, 2000; Feser, 2005) ; skill links (see e.g., Koo, 2005b; Glaeser and Kerr, 2009; Neffke and Henning, 2013) ; and product similarity as defined by the industry classification system (e.g., same 3-digit NAICS). Still other studies define measures based on the co-location patterns of industries across many regions to capture various types of linkages (Ellison and Glaeser, 1997; Porter, 2003; Ellison et al., 2010) . Only a few studies use the inter-industry relatedness measures to then define clusters of related industries. We next discuss the main existing sets of cluster definitions.
Knowledge Clusters. Studies of knowledge clusters focus on a selected set of U.S.
manufacturing industries with high technological intensity. For example, Feldman and Audretsch (1999) group industries that have a common science and technological base, using the Yale Survey of R&D Managers. This survey assesses the relevance of key academic disciplines for a product category. Industries with similar rankings of the importance of different academic disciplines are grouped into six mutually exclusive clusters. Alternatively, Koo (2005b) groups manufacturing industries into seven mutually exclusive knowledge-based clusters using principal component factor analysis on an inter-industry patent-citation flow matrix. Co-Location-Based Clusters. Porter (2003) examines the co-location patterns of narrowly defined industries in both service and manufacturing to define clusters, following the principle that co-location reveals the presence of linkages across industries. The methodology first distinguishes traded and local industries. Local industries are those that serve primarily the local markets (e.g., retail), whose employment is evenly distributed across regions in proportion to regional population. Traded industries are those that are more geographically concentrated and produce goods and services that are sold across regions and countries. The set of traded industries excludes natural-resource-based industries, whose location is tied to local resource availability (e.g., mining).
To measure the relatedness between a pair of traded industries (4-digit SIC), Porter (2003) computes the pairwise correlation of industry employment across states using 1996 data.
This measure of co-location patterns is referred to as the "locational correlation" of employment (LC-Employment) and could capture various types of inter-industry linkages. Porter (2003) uses an iterative approach to define clusters rather than a clustering function approach. A set of 41 narrow (mutually exclusive) clusters are created using an iterative process to identify pairs and then groups of industries highly linked based on statistically significant locational correlations.
In a second stage, a set of broad (overlapping) clusters is created by including other industries that have a high locational correlation with the core industries within the narrow cluster. While the cluster definitions are mainly based on the empirical patterns of employment co-location among industries, the Benchmark Input-Output Account of the United States and industry definitions are used to correct the placement of industries with high co-location but low economic relatedness. These cluster definitions have proven very useful in the empirical analysis of the role of clusters on regional performance (see e.g., Porter, 2003; Stern, 2010, 2014) .
Region-Specific Cluster Definitions
Comparable cluster definitions can capture most economic activities and are necessary for studies that aim to examine clusters across regions. However, one limitation of any multiregion cluster approach is that it may overlook specific inter-industry linkages that may exist in particular regional clusters. These idiosyncratic regional linkages are the focus of the regionspecific cluster definitions. This approach focuses on a single region to measure industry and/or firm interdependencies and define the region's clusters. Such studies vary in their industry coverage, types of economic units (industry, technology classes, or firms), types of regional units (administrative or non-administrative), and methods.
A small set of papers defines region-specific clusters for a large set of economic activities. Some of these studies identify specific "driver" industries in which a region has a competitive advantage. Then they use region-specific inter-industry linkages, such as regional input-output models, to define the clusters around the driver industries (Hill and Brennan, 2000) .
Other studies focus on identifying the (non-administrative) geographic boundaries of a given cluster. To do so, they examine the spatial density of businesses for particular industries (Duranton and Overman, 2005) or the spatial density of patents for particular technology classes (e.g., Kerr and Kominers, 2010; Alcacer and Zhao, 2013) . The goal is to identify locations with a high density of economic activity in a particular field that will facilitate inter-firm connections and externalities.
The bulk of region-specific cluster definitions are qualitative and based on case studies that tend to focus on particular clusters (see e.g., Bresnahan and Gambardella (2004); Cortright, 2010; Porter and Ramirez-Vallejo, 2013) , for example, the Athletic and Outdoor cluster in Portland (Cortright, 2010) . These studies rely on existing cluster organizations, industry directories, and other primary data collection to identify clusters. They offer rich details on the firms and institutions within particular defined clusters, but may be less appropriate for comparing clusters across regions.
The conceptual limitation to region-specific approaches to define clusters is that such definitions are based on observed linkages among existing economic activities in a region (Bathelt, Malmberg, and Maskell, 2004; Maskell and Malmberg, 2007; Feser et al., 2009; Bathelt and Li, 2013 
The Clustering Algorithm
In order to derive clusters of industries, we use cluster analysis, or numerical methods to classify similar objects (cities, people, genes, industries, etc.) into groups (Everitt et al., 2011) . In contrast to network analysis, where each object is related to any other object, 3 cluster analysis creates groups (termed clusters) in such a way that objects in the same cluster are more similar among themselves than to those in other clusters.
Defining clusters of related industries involves a number of key choices that can be parameterized in a clustering algorithm. The algorithm includes criteria for scoring alternative cluster configurations. Once the most promising configuration is identified, the algorithm addresses outlier industries to develop a final set of cluster definitions.
The clustering algorithm is designed to define mutually exclusive clusters, where each industry is uniquely assigned to one cluster. The methodology also allows the measurement of relatedness between any pair of (mutually exclusive) clusters and the creation of overlapping clusters (with individual industries shared by multiple clusters).
Drawing on Porter (2003) , our method first distinguishes between traded industries (geographically concentrated) and local industries (geographically dispersed). There are 1,088 6-digit NAICS-2007 industries in the 2009 CBP data (excluding farming and some government activity). We identify 778 traded industries using the specialization and concentration patterns of each industry across U.S. regions. In 2009, the traded industries account for 36% of total U.S. employment, 50.5% of payroll, and more than 90% of patenting activity.
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The analysis focuses on grouping the 778 traded industries in service and manufacturing into non-overlapping groups. We refer to each cluster configuration as C and its individual clusters as c. There are five inter-related steps to create and assess each configuration C: (1) define a similarity matrix M ij that captures the relatedness between any two industries; (2) make broad parameter choices β; (3) use a clustering function to create a configuration C based on the similarity matrix and parameter choices (C=F(M ij , β)); (4) calculate performance scores for each C and identify the most promising configuration C * ; and (5) assess and correct the individual clusters in C * to determine the finalized set of cluster definitions C ** . Each of these clustering algorithm steps is explained in detail below. 
Step 1: Similarity Matrix
The first step to group related industries into clusters is to define the degree to which each pair of industries is related. A similarity matrix M ij provides the relatedness between any pair of industries i and j. The matrix is based on the choice of indicator and the similarity measure.
Indicators used in the literature include employment, number of establishments, measures of buyer-supplier linkages, and measures of shared labor requirements. The choice of a similarity measure allows the user to decide how the distance between two industries i and j should be measured (e.g., correlation coefficient, Euclidean, Jaccard index, or user-defined measures).
There are many alternative similarity matrices. Our analysis focuses on the inter-industry relatedness measures most frequently used in the field of regional studies to capture economies of agglomeration. The similarity matrices can be divided into three types. Feser and Bergman, 2000; Feser, 2005; Ellison, Glaeser, and Kerr, 2010 ) and on labor occupation links (Glaeser and Kerr, 2009 ). Third, we create multidimensional matrices that use a combination of these matrices. In what follows, we explain each of these similarity matrices as well as additional industry linkages we do not directly measure.
Pairwise Industry Co-location Patterns. Before we explain the co-location similarity matrices used in our analysis, we need to clarify the regional unit used for these measures and the source of the underlying data. There are two spatial approaches to measure the co-location patterns of industries across regions: using discrete spatial units like states (Ellison and Glaeser, 1997; Porter, 2003; Ellison, Glaeser, and Kerr, 2010) and using continuous spatial units that are based on the density of businesses (Duranton and Overman, 2005) . Discrete spatial units that capture relevant regional markets offer a reasonable starting point for understanding co-location patterns. The differences between discrete and continuous co-location measures in their ability to capture inter-industry externalities can be tested. For example, Ellison, Glaeser, and Kerr (2010) show that their co-agglomeration index based on states and an approximation of the continuous co-agglomeration metric developed by Duranton and Overman (2005) both capture similar interindustry Marshallian effects (input-output, skill, and knowledge links). Using continuous spatial measures is beyond the scope of this paper due to data limitations.
We use meaningful administrative regional units: Economic Areas ( (1).
Similarly, we also define an alternative locational correlation based on the count of establishments in a region-industry:
(2).
Economies of agglomeration channels include firms as well as employees. The presence of numerous establishments can facilitate inter-firm interactions that result in spillovers (Glaeser and Kerr, 2009 ). Thus, the co-location patterns of count of establishments could help capture inter-industry linkages that are facilitated by the number of businesses.
The correlation coefficient is a well-known distance measure for continuous data used in clustering analysis (Everitt et al., 2011) . The LC measures can be implemented for very granular industry definitions, and its scale is easy to interpret, with values between -1 and 1. Positive and large values suggest that there are relevant economic interdependencies between a pair of industries. For example, if the location of employment (count of establishments) in electronic computers and software is highly correlated, it would suggest that both industries are linked.
While the LC measures tend to capture relevant linkages, it is possible that in some cases industries with high co-location may have little economic relatedness but instead capture shared natural resources. As we discuss further below, this does not limit the usefulness of co-location measures.
LC also could be sensitive to the size of the regions (Porter, 2003) . For example, for pairs of industries with employment concentrated in large regions (i.e., with many pairs of zero 6 The CBP data is made available at the county, state, and U.S. level. Economic Area data is built up from the county file. CBP data uses cell suppression in certain geography-industries with a small presence of firms. When employment data is suppressed, a range is reported. We utilize the midpoint in the range in our data.
LC Establishments Correlation Establishments Establishments
 activity across regions), the LC could be biased. We limit this problem by using EAs versus using smaller regional units (like counties) that do not fully capture the regional market. We also implement several sensitivities to EA size that suggest this problem is limited. 7 In our data, the average LC-Employment and LC-Establishments of a pair of industries are 0.30 and 0.52, respectively ( Table 2) .
The Coagglomeration Index (COI). This index developed by Ellison and Glaeser (1997) captures whether two industries are more co-located than expected if their employment is distributed randomly. We use the revised version of the COI in Ellison, Glaeser, and Kerr (2010):
where s ri is the share of industry i's employment in region r; and x r measures the aggregate size of region r, which they model as the mean employment share in the region across industries. A value of zero or negative for COI would suggest no externalities-driven co-agglomeration. The higher the positive value of the COI, the greater is the potential for externalities between two industries, but it is not easy to assess whether particular positive values are large or small. Ellison et al. (2010) compute the COI for pairs of manufacturing industries (3-digit SIC codes) and use states as the main regional unit. They find that each of the three Marshallian effects (input-output, skill, and knowledge links) matter for the co-agglomeration of a pair of industries. However, shared natural advantages (e.g., coastal access) also matter for the coagglomeration, but this effect is less important than the cumulative effect of the Marshallian factors. Their findings suggest that co-location captures not only meaningful economic interdependencies and externalities between industries, but also some natural advantages.
We extend the Ellison, Glaeser, and Kerr (2010) analysis, and compute the COI for 6-digit NAICS manufacturing and service industries, using EAs as the regional unit. The mean of this variable is around zero with a standard deviation of 0.010; and the values range from a minimum of -0.05 to a maximum of 0.37 (Table 2) . These values are very similar to those obtained in Ellison et al. (2010) for 3-digit SIC manufacturing industries and with a state as the regional unit. In our data, the COI is skewed, with 90% of the distribution below 0.01. 7 We compute alternative LC matrices by dropping the 10 smallest and 10 largest EAs, and these LC matrices are highly correlated to our baseline measures based on all EAs. In the sensitivity analysis, we also compute a more conservative IO link score that takes the average (versus maximum) of the unidirectional input and output links, correcting downwards the score for pairs of industries with large asymmetries in their links. The average 8 To properly capture the strength of the input-output links between two industries, we compute these percentages excluding final consumption and value-added commodity codes. 9 In the underlying input-output data, many manufacturing industries are only available at the 4/5-digit NAICS level, and many service industries at the 2/3-digit NAICS level. The following activities are aggregated at the 2-digit NAICS level: Construction (23 NAICS), Wholesale trade (42 NAICS), Retail trade (44 and 45 NAICS), and Management of Companies and Enterprises (55 NAICS). This higher level of aggregation may induce some measurement error in the links among the corresponding 6-digit NAICS industries (e.g., we have to assume that any 6-digit industries within Wholesale trade have the same input-output links with other 6-digit industries).
and maximum pairwise IO links are highly correlated, and our findings are robust to using these alternative measures.
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Labor Occupation Links (Occ). Labor occupations have been used to measure the extent to which industries share similar skills (Koo, 2005a; Glaeser and Kerr, 2009 compute the pairwise correlation between the occupation composition of any two industries:
where Occupation i is a vector with the percentage of each of the 792 occupations in the total occupational employment of industry i. A limitation of this measure is that occupation data is aggregated at the 4-digit NAICS level (i.e., industries with the same 4-digit NAICS will have the maximum occupational link by construction). 11 The average labor occupation correlation in our sample is 0.18.
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Multidimensional Similarity Matrices. We also create combinations of the unidimensional similarity matrices described above. Creating multidimensional similarity matrices begins with understanding the relationship between the unidimensional matrices.
Looking at the correlations in Table 3 , LC-Employment is highly correlated with LCEstablishments (correlation of 0.77) and with the coagglomeration index (correlation of 0.36).
These high correlations are robust to the size of the industry and to manufacturing and service industries. IO links have a modest positive correlation with the other measures. We also explore a matrix that captures product similarity as defined by the industry code (NAICS-3). This matrix is equal to 1 for pairs of industries with the same 3-digit NAICS code (and 0 otherwise), and 10 Other papers use measures of indirect input-output links that capture the extent to which a pair of industries have meaningful suppliers and buyers in common (see Feser, 2005) . 11 We are using 7-digit Standard Occupational Classification (SOC) and 4-digit NAICS data because of better coverage. The data can be accessed at http://www.bls.gov/oes/oes_dl.htm. 12 Another way to measure skill links between industries is to examine the actual flow of employment using matched employer-employee data for the workforce of a country. See Neffke and Henning (2013) By using a multidimensional similarity matrix, we can better capture more types of interindustry links (e.g., demand, supply, skills, knowledge, and others), and we can overcome some of the data limitations of the unidimensional matrices (see Table A1 (Table 3 ). This suggests that a pair of highly linked industries based on one particular measure (e.g., IO) will also tend to be meaningfully related based on the multidimensional similarity matrix. Thus, LC-IO-Occ seems to better capture various inter-industry links.
Through our algorithm, we can compare how well cluster configurations derived from different similarity matrices perform given the validation scores developed in Step 4 below. We can then assess which matrices seem to result in cluster configurations that capture the broadest range of inter-industry links (see Section 4).
Similarity Matrices and Alternative Agglomeration Mechanisms. While we explore a particular set of relevant inter-industry measures, there are specific agglomeration mechanisms that we do not measure explicitly, such as knowledge linkages and social linkages.
Prior studies that focus on aggregated industries in manufacturing examine inter-industry knowledge linkages using patent citation patterns (e.g., Koo, 2005b; Ellison, Glaeser, and Kerr, 2010) . We cannot create inter-industry patenting linkages due to data limitations. 14 However, knowledge linkages may be partly captured by our industry linkage measures. For example, colocation patterns of industries could capture some knowledge links as shown by Ellison, Glaeser, and Kerr (2010) . Two industries may co-locate across regions because they share knowledge, and proximity facilitates the flow of knowledge. Similarly, if two industries share labor occupations, knowledge linkages could flow more easily.
We also do not measure social linkages of firms and individuals, which are important to define regional clusters. The inter-industry economic links captured by our measures can 13 We standardize the unidimensional matrices since their scale and/or distribution are different (see Table 2 ). 14 We use narrowly defined industries (6-digit NAICS), making the bridge to patent classes noisy. Additionally, many service industries have low patent intensity.
facilitate opportunities for inter-firm interactions. For example, firms operating in industries that share labor requirements or other inputs are more likely to interact and develop socioeconomic links.
If measures of inter-industry knowledge linkages or social linkages become available, they could be incorporated into our clustering algorithm. We could compare them against other similarity matrices, and assess how cluster configurations that are generated using the new matrices perform in the validation scores defined in Step 4 below.
More broadly, the nature and intensity of knowledge and socioeconomic linkages can vary significantly across regional clusters. Studies of the network among firms, individuals, and associated institutions will be especially informative as to the mechanisms at work in specific clusters (Sorenson and Audia, 2000; Rosenthal and Strange, 2003; Feldman, Francis, and Bercovitz, 2005; Bathelt, Malmberg, and Maskell, 2004; Storper and Venables, 2004; Lorenzen and Mudambi, 2013) .
Step 2: Broad Parameter Choices
The parameter choices (β) required as inputs to the clustering functions include setting the initial number of clusters (i.e., number of groups), determining how the underlying data should be normalized, and determining the starting values for the clustering function.
An important parameter choice in clustering analysis is the initial number of clusters (numc). There are 41 clusters in Porter (2003) and 45 input-output based clusters in Feser (2005) .
Current methods to identify the "optimal" number of clusters in clustering analysis are very inconclusive (Everitt et al., 2011) . Therefore, we explore values for the number of clusters between 30 and 60. Overall, too few or too many groups could result in less useful cluster definitions. Too few clusters could result in large clusters that include industries that are not very related; and too many clusters could result in clusters that are not meaningfully different from each other. Using
Step 4 in the cluster algorithm (described below), it is possible to compare the quality of different configurations based on differences in the initial number of clusters.
The other two parameter choices refer to the starting values and the type of normalization of the underlying data for the clustering functions. The starting values were chosen at random.
The underlying data was either untransformed (raw) or row-standardized (rst). These two parameter choices are relevant only for partition-clustering functions: kmeans and kmedians. The normalization of the data can be important for these two clustering functions since it could result in a better centroid for each individual cluster. 
Step 3: Clustering Function
Clustering functions are designed to find the greatest relatedness among industries within each cluster. There are several clustering functions F(•) for grouping industries into clusters (see Everitt et al., 2011; Grimmer and King, 2011) . Each function creates a new grouping C based on the similarity matrix and parameter choices: C = F(M ij , β). Our analysis uses the main cluster functions for continuous data: the hierarchical function (with Ward's linkage) and centroidbased clustering functions (kmean and kmedian).
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Only hierarchical functions allow the user to import a particular similarity matrix. In contrast, kmean and kmedian functions require the underlying raw data to directly compute the similarity matrix (and centroids). Thus, for similarity matrices that require additional manipulation of the underlying data (e.g., IO or COI), we can only use the hierarchical function.
Example of Steps 1 to 3 of the Clustering Algorithm. To illustrate Steps 1 to 3 of our algorithm, we replicate a set of cluster definitions that we already know, namely the 3-digit NAICS groupings. We define the similarity matrix NAICS-3 ij as a symmetric binary matrix where pairs of industries within the same 3-digit NAICS code are assigned a value of 1 (and a value of 0 otherwise). Then, we set the broad parameters (β) so that there are 66 clusters just as there are 66 different 3-digit NAICS codes for our 778 industries. Finally, we run the hierarchical clustering function using the NAICS-3 matrix and 66 clusters. As expected, we find that the resulting grouping C is indeed equal to the NAICS-3 groupings, validating the clustering algorithm.
Step 4: Performance Scores for Each C
Given the number of possible similarity matrices, parameters, and clustering functions that could be chosen, the number of alternative cluster configurations is quite large. By combining the choices described above in Steps 1 to 3 in different ways, we have generated 713 15 The centroid of a cluster is the mean industry employment (for kmean) and the median industry employment (for kmedian). These centroids could be biased towards larger regional industries. To limit this problem, we allow for row-standardization of the region-industry employment/establishment data. 16 We also tried hierarchical clustering with average linkages, but the resulting individual clusters were very uneven. See Grimmer and King (2011) for a new clustering approach that combines multiple clustering functions.
different Cs. For example, choosing the LC-Employment similarity matrix, 40 clusters, raw underlying data, and the kmean clustering function will result in one configuration C 1 .
Alternatively, choosing the IO links similarity matrix, 35 clusters, and the hierarchical clustering function will result in a different configuration C 2 (see Table 1 for examples of Cs).
Without some way to evaluate the relative quality of all these Cs, it is very hard to find the most useful sets of definitions that incorporate a broad range of inter-industry linkages. The cluster analysis literature often lacks satisfactory methods for evaluating different categorization schemes (Grimmer and King, 2011) . In contrast, our approach provides a score for each configuration C. In order to generate these scores, we must first address the question, What makes a good set of cluster definitions?
In our analysis, the primary criterion for a good set of cluster definitions is that industries within a particular cluster (e.g., the Automotive cluster) should be more closely related among themselves than to industries in other clusters. In other words, individual clusters should be meaningfully different from each other, and individual industries should fit well within their own cluster. Our score approach assesses this by using alternative measures of inter-industry linkages that we use for creating validation sub-scores (e.g., sub-scores based on input-output links). Our view is that a useful set of clusters will capture various types of industry linkages, including demand, supply, skills, and others (Marshall, 1920; Porter, 1998) . Thus, we develop an overall validation score (VS) for each C that combines sub-scores based on alternative industry measures.
A secondary criterion is that the configurations should be robust. We would prefer cluster definitions that are similar to other well-performing cluster definitions generated by the algorithm, since this would suggest that they are more robust. We develop Overlap Scores (OS)
to capture the overlap of each C to other configurations.
Those Cs with the highest ranked validation scores are then subject to the robustness criteria to select the better configurations. The configuration that does relatively well in all criteria is the C * selected to undergo further assessment in Step 5. In the remainder of this section, we explain the validation and overlap scores. The second sub-score is similar but more restrictive; it calculates the percent of clusters in C with WCR c higher than Pctile95BCR c (VS-Cluster Pctile95):
where N c is the number of clusters in C and I is an indicator function equal to 1 if for a given cluster c WCR c >AvgBCR c in (6a) or WCR c >Pctile95BCR c in (6b). We then average these two indicates that all the individual clusters in C contain industries that are highly related based on multiple linkages. For example, for C * the VS-Cluster is 81.6% (Table 5) , while the average of this variable across all Cs is 73.9% (Table 4) .
So far, we have computed a validation score that examines individual clusters. We then compute a validation score based on the fit of individual industries within their own cluster (VSIndustry). For a given industry i, we want it to be more related to the industries within its own cluster than to industries outside its cluster. 18 Similar to our calculation of VS-Cluster, we measure the percent of industries with WCR ic higher than their average BCR i (VS-Industry Avg) and higher than the 95th percentile of BCR i (VS-Industry Pctile95) based on various similarity matrices.
where N i is the number of industries in C. We compute (7a) and (7b) based on four different M ij (LC-Employment, LC-Establishments, IO, and Occ), resulting in eight sub-scores that we then average to generate the validation score VS-Industry.
The overall validation score VS of a cluster configuration is computed as the average of the VS-Cluster and VS-Industry scores. Those Cs with highly ranked scores for both VS-Cluster 17 We do not include validation sub-scores based on COI to compute our main validation scores because COI and LC-Employment will capture similar industry interdependencies. 18 The industry WCR ic score is the average pairwise relatedness between the focal industry and the other industries within the cluster; while industry BCR is the average relatedness between the focal industry and industries in a different cluster. Using the example above, if we consider focal industry a 1 in cluster c 1 , then its WCR a1c =M a1,a2 and the BCR of a 1 with industries in cluster c 2 is BCR a1, c2 =Avg(M a1,b1, M a1,b2 ). indicating that these alternative Cs tend to provide, on average, similar groupings of industries (Table 7) .
The configuration that does relatively well in the validation score (and overlap score) is the C * selected to undergo further assessment in Step 5. Generally, the higher the validation scores, the better the C * . However, there could be anomalies within individual clusters that would require some assessment and reallocation of individual industries to obtain the finalized set of cluster definitions C ** .
3.5
Step 5: Assessing Individual Clusters of Candidate C * Because clustering analysis cannot perfectly substitute for expert judgment, the methodology concludes with a systematic correction of anomalies and characterization of the individual clusters in C * , resulting in a finalized set of cluster definitions. Although Steps 1 to 4 systematically assign industries to clusters, the resulting Cs can be improved. Limitations in the underlying data may create spurious industry relatedness that will place some industries into clusters where they are not the best fit. Some clusters may contain conceptually distinct groups that may have not been separated because of the choice of initial number of groups (numc parameter); and other clusters may be better off combined.
Step 5 allows us to examine the clusters in C * to assess whether there are industry outliers that are better placed into different clusters and whether to combine or break individual clusters to improve the coherence of the clusters. We can use our score approach to inform these expert-driven choices. Users can assess how certain changes impact the WCR scores of individual clusters and the validation scores of the cluster configuration relative to the initial values.
We define two types of possible outlier industries: systematic and marginal outliers. analyzing the main product/service lines of the industries based on the detailed definitions offered by the NAICS system. The outliers are reallocated to their "next best" cluster using the 19 The WCR score is based on these four sub-scores to have a more robust score that captures multiple inter-industry linkages within the cluster. 20 In a few cases, the input-output link between two industries may be overestimated due to the level of aggregation of underlying data and/or due to our symmetric measure of IO links. For example, R&D industries (NAICS 541700) appear very highly linked to Water Transportation (NAICS 483000) industries because Water Transportation supplies a large percentage of its output to R&D industries. This induces the R&D industries to be grouped with Water Transportation if input-output links are considered in the similarity matrix. For industries where the underlying input-output data is highly aggregated and for industries with very high input-output links in the cluster, we check that these industries also fit well in their cluster based on the other measures (LC and Occ).
WCR i scores. Reallocated marginal outliers can be easily tracked and documented so that the process is transparent.
Once we correct industry outliers, we then examine whether some individual clusters should be combined or partitioned. If two individual clusters have very high BCR and they do not seem conceptually different, they could be combined. In contrast, some individual clusters could be partitioned if we find clear conceptual and relatedness differences among certain subgroups of industries in a cluster. Because of these corrections, the initial number of clusters (numc) and the number of clusters in the finalized set of cluster definitions may differ.
After all five steps in the cluster algorithm are complete, we are able to recommend a final set of benchmark cluster definitions C ** (the BCD). We explain the main findings and the proposed new cluster definitions in the next Sections.
Generating and Assessing Cluster Configurations
We apply the clustering algorithm to generate 713 different cluster configurations that group 778 6-digit NAICS industries using 2009 U.S. data. These configurations are based on 13 different similarity matrices (M ij ) and the parameter and clustering function choices discussed in the prior section (C=F(M ij , β)). As illustrated in Table 1 , some Cs are generated using unidimensional matrices (e.g., LC-Emp) and others using multidimensional matrices (e.g., LC-
IO-Occ).
We then generate the validation scores for each configuration to assess their relative quality. In this section, we use the scores to compare Cs generated using different similarity matrices. We then explain the properties of the proposed candidate C * that will be subject to assessment and adjustments of individual clusters in the last step of the algorithm to obtain the BCD.
Validation Scores by Choice of Similarity Matrix. Through our algorithm, we can
compare how well the configurations derived from different similarity matrices perform in the validation scores. We can then assess which similarity matrices seem to result in cluster configurations that capture the broadest range of inter-industry linkages and potential externalities (e.g., demand, supply, skills, knowledge, and others).
We use our score function to compare Cs generated by either a unidimensional similarity We then assess the average quality of Cs generated with the same similarity matrix. The analysis is shown in Table 7 ). Then the configuration with the maximum overall validation score VS is the proposed candidate C * . The C * is generated using a hierarchical clustering function with 47 clusters and the multidimensional similarity matrix LC-IO-Occ. This configuration has the highest validation score across all the Cs, with a score of 77.7% (see Table 5 for all the scores and sub-scores for C * ).
21 Some studies may be interested in the sets of clusters that best capture a particular measure. Cluster configurations that are generated based exclusively on one particular measure tend to have better sub-scores in that particular measure. That is the case for Cs generated using LC-Emp, LC-Est, or Occ, but not for Cs generated based on IO.
Using Cs(Occ) as an example, in Table 6 these Cs have a mean validation sub-score VS Occ higher than that of Cs(LC-IO-Occ) (99 versus 95); but do significantly worse than Cs (LC-IO-Occ) in the other sub-scores.
For sensitivity, we assess the robustness of the candidate C * by comparing its overlap to the other 23 promising configurations. Table 7 shows that on average C * has a high overlap of 77.6% with these other Cs, indicating that they tend to provide very similar groupings of industries. The configuration C * will be subject to assessment and improvement of individual clusters in
Step 5 to derive C ** .
Proposed Set of Benchmark Cluster Definitions C **
Our methodology concludes with an assessment and correction of the individual clusters in C * to derive the finalized set of cluster definitions. We explain this process here, present a summary overview of the BCD, and illustrate a few selected clusters. A detailed overview of the cluster definitions, with a description of each cluster, associated industry NAICS codes, summary calculations of the fit of each industry within its cluster, and a full explanation of the process to get to these clusters, is available in the supplemental online Technical Appendix.
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The proposed set of cluster definitions C ** has 51 clusters (see Table 8 ). In this set, 7
industries are systematic outliers and 125 industries are marginal outliers that were re-allocated into other clusters. 23 While we started with 47 clusters in C * , our final set of definitions has 51 clusters because we partitioned and combined some clusters to improve the coherence and usefulness of the cluster definitions. These modifications had a trivial effect on the VS score, which is 78% in C ** and C * (see Tables 5 and 10 ).
There are four cases where the algorithm divided industries into two clusters, but we created a single combined cluster because they had high Between Cluster Relatedness and seemed conceptually similar. Specifically, we combined the following pairs of clusters into an individual cluster: two textile clusters, two financial services clusters, two food clusters, and two upstream metal manufacturing clusters.
We also partitioned the original clusters in seven cases: six individual clusters were each partitioned into two clusters, and one cluster was partitioned into three. These partitions are Devices, and Recreational and Small Electronic clusters. While these clusters share skills, they are distinct groups. We explain these three clusters below.
After this process of assessment and correction of individual clusters, we finalize the characterization of clusters in C ** with the creation of names and conceptual subcategories (termed "subclusters") to help describe the content of each cluster. These subclusters are based mainly on industry definitions. Cluster Examples. We illustrate the BCD with number of clusters that differ in the types of industries included (e.g., different 3-digit NAICS) and in the types of corrections undertaken in
Step 5 to provide additional insights into the cluster definitions. (Table 9 .1). This cluster includes establishments that manufacture aircraft, space vehicles, guided missiles, and related parts. It was systematically generated by Steps 1 to 3 of our algorithm, and contains seven industries in two different 3-digit NAICS (336 and 334). These industries can be categorized into three sub-clusters: Aircraft, Missiles and Space Vehicles, and Search and Navigation Equipment. All the industries fit best in this cluster as compared to being placed in any of the remaining 50 clusters (i.e., the rank for each industry based on WCR ic score equals 1). The industry with the highest WCR score is Aircraft Manufacturing (NAICS 315999), suggesting that this is a focal activity with relevant links to the other industries within the cluster. As an example of the cluster's distribution over U.S. regions, Figure 1 shows the Economic Areas that are highly specialized in this cluster, including, among many others, Seattle-Tacoma-Olympia, WA; Wichita-Winfield, KS; and Dallas-Fort Worth, TX. (Table 9 .2). This cluster includes firms involved in locating, extracting, refining, and transporting oil and gas. It contains 12 industries in six different 3-digit NAICS. The focal industry here is Petroleum Refineries (NAICS 324110). The mix of manufacturing and service industries in this cluster (and in other ten clusters) contrasts with the measurement of related economic activity used in other papers.
Aerospace Vehicles and Defense Cluster

Oil and Gas Production and Transportation Cluster
For example, Frenken et al. (2007) develop a meaningful conceptual distinction of regional diversity in related economic activity versus diversity in unrelated economic activity. They classify industries in service and manufacturing as unrelated, which may not be the case for some clusters.
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Insurance Services Cluster (Table 9. 3). The firms in this cluster provide a range of insurance products as well as insurance support services. It contains eight service industries and is one of three clusters that is exactly equivalent to a 3-digit NAICS group (524). Insurancerelated services (e.g., Claims Adjusting, NAICS 524291; All Other Insurance Related Activities, NAICS 524298) is a focal part of the cluster, supporting a broad range of insurance types.
Medical Devices; Lighting and Electrical Equipment; and Recreational and Small
Electric Goods Clusters (Tables 9.4-9.6). The algorithm originally grouped all three clusters into one large cluster. Using expert judgment, we separated the overall cluster into three based primarily on the NAICS definitions. We checked that the WCR c of each of the new clusters improved or changed minimally relative to the score of the initial larger cluster, and that their WCR c rank is 1 (Table 8) . 25 We also examined the geographic concentration of the three cluster 24 Frenken et al. (2007) define related variety in a region by examining the diversity of industries within a given two-digit industry class (i.e., entropy at the five-digit level industries within each two-digit industry class); and find that related diversity enhances regional employment growth. 25 Specifically, in the initial C * with 47 groups (and after correcting the industry outliers), the WCR c of the original cluster was 1.5, while each of the WCR c of the partitioned clusters was 1.7 for Lighting and Electrical Equipment, 2.3 for Medical Devices, and 1.5 for Recreational and Small Electric Goods. categories across EA regions as an additional criterion, and concluded that they have different geographic concentration patterns.
As suggested by their descriptions, the three clusters are conceptually different. The Medical Devices cluster (Table 9 .4) consists of firms that manufacture different medical devices and supplies. It has five industries representing two 3-digit NAICS codes (333 and 339). Firms in the Lighting and Electrical Equipment cluster (Table 9 .5) are not involved in manufacturing medical devices, but do manufacture other electrical equipment and electronic components. It is a larger cluster, consisting of 15 industries representing one 3-digit NAICS code (335). Finally, firms in the Recreational and Small Electric Goods cluster (Table 9 .6) are related to those in the Lighting and Electrical Equipment cluster, but the focus is different. These establishments manufacture end-use products for recreational, decorative, and office purposes. There are 15 industries that represent five different 3-digit NAICS codes.
6.
Comparison of our C ** and Existing Sets of Cluster Definitions
Using the clustering algorithm, we can assess the relative performance of our proposed set of benchmark cluster definitions C ** and other existing sets of cluster definitions: NAICS-3, Porter (2003), and Feser (2005) . We use the mutually exclusive sets of cluster definitions offered by Porter (2003) and Feser (2005) since the differences are more readily apparent when each industry is assigned to one cluster, and their overlapping clusters rely on having well-defined mutually exclusive clusters. Before providing the details of the comparisons, it is important to clarify that the number of industries and the number of groups are different across the four sets.
Our C ** includes 778 industries and 51 clusters, NAICS-3 grouping includes 778 industries and 66 clusters, Porter's (2003) set includes 685 industries and 41 traded clusters, and Feser's (2005) set includes 910 industries and 44 clusters (excluding farming and a few other industries due to data limitations).
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The validation scores for the selected sets of cluster definitions are presented in Table 10 .
Our analysis shows that a definition based on grouping industries with the same 3-digit NAICS code performs relatively poorly when trying to capture a broad set of industry interdependencies.
The overall validation score of NAICS-3 is the lowest (58) not only among the existing sets, but also among all the cluster configurations (Cs) generated by the algorithm. The NAICS-3 groupings do poorly in most sub-scores except for occupational linkages. The low validation scores are perhaps not surprising, since the industry code system groups industries based on similarities in products or services, not based on broader inter-industry complementarities. This suggests that many studies that classify industries from different parts of the industry code as unrelated may fail to capture relevant inter-industry linkages.
In Table 10 , we find that C ** scores better in capturing a broad set of industry interdependencies than any of the other sets of clusters. C ** receives the highest validation score We can also analyze the industry overlap between the clusters in C ** and the clusters in the other three sets of cluster definitions to evaluate whether different clustering methods tend to generate similar clusters. In each case, we examine the overlap for the sub-set of industries in common with C ** . For example, C ** and NAICS-3 definitions have 778 industries in common, which belong to 51 clusters in C ** and 66 clusters in NAICS-3. We then assess if the industries are grouped in similar clusters using our overlap score (see Section 3.4). We compute the overlap score in each direction (i.e., C ** to NAICS-3 and NAICS-3 to C ** ) and then take the average in both directions. The findings are presented in Table 11 . The average industry overlap is 61% between C ** and NAICS-3, which means that on average a pair of clusters shares 61% of their industries. Only three clusters are identical in both sets (100% overlap): Environmental Services (NAICS-562); Insurance Services (NAICS-524; Table 9 .3); and Paper and Packaging (NAICS-322). 27 Similarly, the average cluster overlap is 57% between C ** and Porter's (2003) set, and 54% between C ** and Feser's (2005) set. While there is overlap between sets, the scores indicate that the clusters in the BCD are meaningfully different from those in the other existing sets.
Research and Policy Applications for the BCD
What constitutes a good set of cluster definitions depends on the particular research or policy question. We implement our clustering algorithm to offer a set of benchmark cluster definitions that captures numerous inter-industry linkages and could facilitate externalities of various types (e.g., skills, supply, demand, and others).
For research questions that focus on a particular type of inter-industry link (e.g., occupational links and potential labor market pooling benefits), groupings that better capture that specific link may be preferred. For example, if the policy goal is to promote training and skills that could be shared by industries with similar labor needs, cluster configurations that best capture occupational links will be useful.
However, if the goal is to promote multiple complementarities across industries, we believe our BCD may be more useful. Industries within our cluster categories are highly related based on a mix of various links. Some industries in a cluster may have strong skill links, while other industries may be closely related by IO, technology, and/or other types of links. Policies that focus on improving a specific link for a sub-set of industries within the cluster (e.g., training
and skills shared by some industries) can facilitate complementarities of many types among all industries in the cluster.
We believe our proposed BCD is particularly important for studying the economic development of regions. We map the finalized set of cluster definitions into different regional units (Metropolitan Statistical Areas (MSAs), Economic Areas (EAs), and States) over time, creating a regional cluster dataset that allows for a systematic comparison of the cluster composition of regions using different metrics (e.g., employment, specialization, wages, and number of establishments). For example, Figure 1 shows the top regional Aerospace Vehicles 27 The number of different 3-digit NAICS in a cluster in C ** is on average 2.7.
and Defense clusters across Economic Areas in 2010. This database is publicly available at the U.S. Cluster Mapping website.
For a particular cluster category, we can assess its presence in a region and examine what industries are under-represented (or non-existing) in the region as compared to the national cluster or as compared to similar clusters in other regions. These comparisons can then be the focus of key research and policy actions. To design policies that help a regional cluster, we need to examine why certain industries are under-represented or under-performing. Several explanations are plausible: the lack of skills, inputs, technology, sophisticated demand, and/or institutions for collaboration. Other methods that focus on examining region-specific links among firms and individuals in clusters could complement our benchmark cluster definitions and offer important insights into the mechanism at play in a particular regional cluster.
The ability to compare a cluster across regions can also facilitate the evaluation of regional cluster policies (Feldman et al. 2012) . For example, we could identify a few regional clusters that look very similar in a base year in terms of various cluster attributes (size, specialization, number of firms, industry composition, etc.), but where one cluster is the target of a relevant investment (say a private-public grant) and the others are not. We can then assess if over time we observe differences in the composition and performance of the treated regional cluster relative to the others. In addition, researchers can use our clustering method and the BCD-based database to examine relevant questions on the role of clusters in the performance of regions and firms.
Conclusion
In order to compete more effectively, regions need to understand their cluster strengths as compared to those of other regions. To make this comparison, a set of regionally comparable cluster definitions that marks the industry boundaries of each cluster is necessary. This paper responds to this need by providing a clustering methodology to generate and assess sets of cluster definitions. In our algorithm, each cluster configuration is generated by a clustering function that uses as inputs a particular inter-industry similarity matrix and well-specified parameter choices. The clustering algorithm provides scores that assess the quality of each configuration. This allows us to identify the candidate configuration that best captures multiple types of inter-industry links. The methodology concludes with a correction of anomalies of the individual clusters in the most promising configuration to determine our finalized set of cluster definitions.
Using U.S. data, we implement the clustering algorithm to generate a transparent set of benchmark cluster definitions that captures many inter-industry interdependencies. The proposed definitions use measures of inter-industry linkages based on the co-location patterns of employment and establishments, input-output linkages, and shared labor occupations. The BCD contains 51 clusters that can be mapped consistently into U.S. regions to create a regional cluster database.
With an updateable algorithm for defining and assessing alternative cluster definitions, a number of extensions are possible. First, we can add additional inter-industry similarity matrices as they become available (e.g., specific measures of knowledge linkages or labor flows among industries) to generate improved cluster definitions.
Second, while the analysis here focuses on mutually exclusive clusters, the methodology also provides scores of the relatedness between any pair of clusters and between any industry and any cluster. These scores are based on various inter-industry linkage measures. Thus, we can assess which mutually exclusive clusters are meaningfully related (e.g., industries in the Financial Services cluster and in the Insurance Services cluster are highly related). We can also develop overlapping cluster definitions by adding secondary industries that are highly related to the industries that constitute each (mutually exclusive) cluster (Porter, 2003; Feser, 2005) .
Defining measures of the relatedness among clusters is important since economies of agglomeration arise across related clusters as well as within individual clusters (Delgado, Porter, and Stern, 2014) .
Third, our clustering method can be applied to other countries using their specific data.
Defining clusters is best undertaken using data from large and diverse economies with numerous highly integrated regions. Since the U.S. is a large and diverse economy, the U.S. benchmark cluster definitions are a good starting point, especially for economies that lack the data needed to implement the clustering methodology. However, there are some limitations on using the BCD in other economies that are weighted toward economic activities that are less prevalent in the United States (e.g., ship building) or that are not well captured by U.S. data (e.g., farming). They may also be less useful in countries with a lower level of technological development, but here, our definitions offer important insights into how clusters could form with reduced internal barriers to trade and technological improvements. Finally, the BCD will be especially useful for countries with an industry code schema similar in detail to the one in the United States (e.g., Mexico and Canada). It can also be applied with higher aggregation to a large set of countries through matching the U.S. NAICS code to the U.N. International Standard Industrial Classification (ISIC). Definitions based on ISIC would facilitate an examination of the trade and foreign direct investment links of clusters across countries (e.g., Bathelt and Li, 2013; Delgado, Kyle, and McGahan, 2013) .
A fourth extension is the further examination of local industries (e.g., retail industries, hospitals) and their linkages with traded regional clusters. Our clustering analysis excludes local industries because they do not geographically concentrate, but rather focus on serving a region's population. Also, within a region certain local industries (e.g., local business services, retail activities) can geographically concentrate, which has implications for policy.
Fifth, the algorithm can be used to track the evolution of the industry boundaries of clusters over time. For example, while IT and analytical instruments industries are highly related today, they may have been less complementary a decade or two ago. The emergence and evolution of clusters have not been widely studied due to lack of data (Swann, 1998; Porter, 1998; Bathelt and Boggs, 2003; Klepper, 2010) . However, an understanding of cluster emergence and relatedness could have wide-ranging implications for forward-looking regional strategy.
Another area for future research is the development of methods to adapt cluster definitions to specific regions (i.e., the industry boundaries of a cluster can sometimes vary by region). For example, regional input-output tables could be used to measure region-specific buyer-supplier linkages in clusters.
Finally, our benchmark cluster definitions can be mapped into continuous spatial units as well as administrative units (e.g., MSAs, EAs, and States). We could then analyze the microgeography of clusters within (and across) jurisdictions (e.g., Duranton and Overman, 2005; Kerr and Kominers, 2010; Alcacer and Zhao, 2013) . For example, in a particular Economic Area (e.g., Los Angeles, CA), we could assess whether a cluster category is geographically separated in distant parts within the region or whether the whole cluster is closely co-located. Understanding the micro-geography of clusters can help inform policies to facilitate the connectivity of firms and supportive institutions within clusters.
The BCD, combined with other available data sources, can be used to greatly inform economic development. For example, using the BCD and other data sources, the U.S. Cluster
Mapping Project has created a regional cluster dataset together with multiple regional performance and business environment indicators (e.g., employment, specialization, wages, and number of establishments). The Project provides a powerful tool for researchers and policymakers, and offers a new interactive tool for practitioners and firms looking to identify opportunities in regions and design cluster-based regional economic development policies. The tool also maps the cluster composition of regions to encourage connections previously not identified. Table  A1 for a list of all the similarity matrices used. The Hierarchical function uses Ward's linkages. Table 5 for an illustration of the scores and sub-scores using a particular C. Notes: Economic Areas (EAs) with Top Employment Specialization in a cluster meet these criteria: Location Quotient (LQ) of Cluster Employment must be greater than 75th percentile when measured across all EAs with non-zero employment in the cluster. Secondary criteria to differentiate marginal cases: LQ of Cluster Employment greater than 1.0, Share of National Cluster Employment greater than 25th percentile, Share of National Cluster Establishments greater than 25th percentile. EAs with Top Employment Share in a cluster meet this criterion: Share of National Cluster Employment must be greater than 90th percentile when measured across all EAs with non-zero employment in the cluster. EAs with Top Employment Specialization and Share meet all of the above criteria. An online Technical Appendix, with a detailed cluster-by-cluster overview of the proposed set of benchmark cluster definitions (C ** ), may be accessed here.
Appendix A
