Abstract. The iterative substructuring methods, also known as Schur complement methods, form one of two important families of domain decomposition algorithms. They are based on a partitioning of a given region, on which the partial di erential equation is de ned, into non-overlapping substructures. The preconditioners of these conjugate gradient methods are then de ned in terms of local problems de ned on individual substructures and pairs of substructures, and, in addition, a global problem of low dimension. An iterative method of this kind is introduced for the lowest order Raviart-Thomas nite elements in three dimensions and it is shown that the condition number of the relevant operator is independent of the number of substructures and grows only as the square of the logarithm of the number of unknowns associated with an individual substructure. The theoretical bounds are con rmed by a series of numerical experiments.
The normal component of any vector u 2 H(div ; ), on the boundary @ , belongs to the space H ? 1 2 (@ ); see 8] . The subspace of vectors in H(div ; ) with vanishing normal component on @ is denoted by H 0 (div ; ) and it is the appropriate space for the variational formulation of equation (1) We associate an energy norm, de ned by jj jj 2 a := a( ; ), with the bilinear form; our assumptions on the coe cients guarantee that this norm is equivalent to the graph norm.
We remark that if there is a g such that f = ?r(ag) then (2) In this paper, we will construct a domain decomposition algorithm for the discretization of equation (2) by the lowest order Raviart-Thomas elements. Our algorithm is an iterative substructuring method, based on a decomposition of into nonoverlapping substructures, and it is designed and analyzed in the Schwarz method framework; see, e.g. 22] . A Schwarz algorithm is an iteration scheme de ned on a nite dimensional space V , in our case that of the Raviart-Thomas nite elements which can be much better conditioned than the original discrete elliptic problem; it can often be solved e ectively by the conjugate gradient method, without further preconditioning, employing a( ; ) as the inner product. The right hand side g can be chosen so that the new problem has the same solution u as the original one; it is possible to compute P i u from the data given by the original problem.
A lower bound for the smallest eigenvalue of P as is given by the following wellknown lemma; see 22 then the smallest eigenvalue of the additive Schwarz operator P as is bounded from below by C ?2 0 . As it is often the case, a good bound for the largest eigenvalue P as is routine and can be obtained by a standard coloring argument; see, e.g. 22, p. 165] . We also note that we will only consider the basic case when all the problems de ned on the subspaces are solved exactly; this removes the necessity to develop a bound for the norms of certain projection-like operators that otherwise would be required; see 22, Assumption 3] . We note that, as always, the extension of our analysis to other Schwarz methods such as the multiplicative and hybrid variants is completely routine and that we are in no way suggesting that the additive form of the algorithm should be preferred over the others. Good results for all these variants of the Schwarz algorithms will follow from our bound on C 0 : We note that many Schwarz methods have been designed and analyzed for the case of H 1 ( ) in three dimensions, see, e.g. 11, 22] , but that there have been only relatively few studies of the H(div ; ) and H(curl ; ) cases for three dimensional problems. Among them are 9, 14, 23], on two-level overlapping methods, 3, 13], on multilevel methods, and 1], which is a study of an iterative substructuring method in H(curl ; ). We also mention 20, 21] which report on a study of a class of two-and multi-level methods for mixed approximations of Poisson's equation. The present work is a continuation of our recent work in two dimensions; see 5] . See also 2, 7, 12, 15, 16] , and the references therein, for some Schwarz methods for problems in H(div ; ) in two dimensions.
The choice of the coarse space for Schur complement methods in H 1 ( ), in three dimensions, is a delicate matter; see, e.g. 11, 25] . Thus, if a standard subspace built on a coarse triangulation is employed in a vertex-based algorithm, the condition number of the method cannot be both quasi-optimal and independent on the jumps of the coe cients across the substructures; see 11]. In particular, if only edge, face, and interior spaces are used in addition to a conventional coarse space, the condition number can be made independent of the jumps but it will grow algebraically with the number of unknowns in each subdomain. If, on the other hand, local vertex spaces are added then a logarithmic bound can be found for the condition number of the iteration operator, but this bound will not, in general, be independent of the jumps of the coe cients. The reason is that the standard, vertex based interpolation operator onto the coarse space has a norm that grows algebraically in three dimensions. For this reason, other coarse spaces and iterative substructuring methods have been introduced, among them the wire-basket based algorithms; see 11]. (We recall that the wire-basket is the union of the boundaries of the faces which separate the substructures.) In this respect, there is an interesting di erence between H 1 ( ) and H(div ; ), since our new method for H(div ; ) uses a standard coarse space that is just a smaller instance of the original nite element problem. At the same time, we are able to maintain the same kind of quasi-optimality and independence of the jumps as the best, more complicated algorithms for the H 1 ( ) case. This is a consequence of a certain stability result, given in Lemma 4.1, for the interpolant for the RaviartThomas space, the degrees of freedoms of which are de ned by averages of the normal component over the faces of the triangulation.
The rest of this paper is organized as follows. We review some properties of the H(div ; ) space in Section 2, and introduce the Raviart-Thomas elements in Section 3. Several important auxiliary results are developed in Section 4 in preparation for the introduction and analysis of our iterative substructuring preconditioner in Section 5. Our main result is a polylogarithmic upper bound for the condition number of the resulting additive Schwarz operator. Section 6 concludes the paper with numerical results which illustrate the performance of our iterative substructuring method. 
Proof. By using Green's formula on a reference domainD with diameter one, we nd where is extended harmonically to the interior ofD. We then arrive at (4) by bounding k k 1;D in terms of k k1 2 ;@D and by using a scaling argument. We note that the right hand side of inequality (4) The lower bound is obtained by using (6) and choosing = R @D d . In the next section, we will introduce an alternative formula for the trace norm (3) of Raviart-Thomas elements, based on a nite element discretization V h (@T ) of H 1 2 (@T ), where T is an element of a coarse triangulation of the region . We begin by introducing two triangulations T H and T h , where the second is a re nement of the rst. The coarse triangulation T H of consists of shape regular hexahedra the diameters of which can vary across the region . The nite approximation is given on the ner mesh, T h , which is obtained by quasi-uniform and shape-regular re nements of individual coarse mesh elements, in such a way that T h is a conforming triangulation of the whole . A generic element of T h or T H will be denoted by t and T , respectively. The sets of faces and edges of the triangulations T h and T H , are denoted by F h , F H and E h , E H , respectively. A generic face will be denoted by f and F , and a generic edge by e and E, respectively.
We only consider triangulations based on hexahedra in this paper, but our results are equally valid for nite element spaces built on tetrahedra. Much of the analysis is carried out on a cubic substructure divided into cubic elements but the results remain equally valid if the elements and substructures are images of a reference cube under su ciently benign mappings, which e ectively means that their aspect ratios have to remain uniformly bounded. We remark that our analysis is carried out locally for one substructure at a time. We can therefore interpret the factor H=h; which appears in our the estimates, as
Our approximation V h (@T ) of H 
Proof. The lower bound follows from the triangle inequality. To prove the upper, we consider one element at a time and note that the restriction of the two subspaces to a face f of an element are of xed dimension. It then follows immediately from the linear independence of the basis functions that jj Q jj 0;f Cjj jj 0;f and that j Q j 1;f Cj j 1;f . Squaring these inequalities and adding, gives the same inequalities for @T: An interpolation argument then gives a bound in H 1 2 from which (7) follows directly.
We conclude this section by introducing an operator P h :
de ned by
Here, P Q is the L 2 -projection onto Q h (@T ) and P B a projection onto B h (@T ), de ned by
We note that the operator P h preserves integrals over any face f. Lemma 2.4. The operator P h is bounded uniformly in L 2 (@T ) and in H The degrees of freedom of X h are given by the averages of the normal components over the faces of the triangulation:
Here jfj is the area of the face f and the direction of the normal can be xed arbitrarily for each face. This formula also de nes the natural interpolation operator onto the space X h . We note that the normal component of any Raviart-Thomas function is constant on each face. The dimension of the local space RT (t) is six, and the dimension of the global space X h equals the number of faces, f 2 F h . We also de ne the subspaces of vectors with vanishing normal components on the boundary of by X 0;h := X 0;h ( ) := X h ( ) \ H 0 (div ; ):
We de ne the coarse spaces X H and X 0;H in exactly the same way, using the coarse triangulation T H .
As in the case of Lagrangian nite elements, the L 2 -norm of these discrete vector elds can be bounded from above and below by means of the values of their degrees of freedom. This is a simple matter; we can, e.g. easily adapt the proof given for Lagrangian elements in 19, Proposition 6.3.1].
Lemma 3.1. Let t be an element of T h . There exist constants, c and C, which only depend on the aspect ratio of the element t, such that
Moreover, the following inverse estimate holds: kdiv uk 0;t C 1 H t kuk 0;t ; u 2 RT (t): (10) The same bounds hold for a coarse element T 2 T H .
We will also need some trace spaces associated with the substructure T 2 T H . 
Proof. By a simple computation and the use of Green's formula, we nd that
where H is the L 2 -projection operator onto the space of constants on T 2 T H ; see 8, Sect. III.3.4]. Inequality (11) follows immediately. The proof of (12) uses Green's formula, Lemma 3.1, and a partition of unity very similar to one given in 11] for the simplex case. Consider a face F @T , and note that it is partitioned into N F non-overlapping faces f 2 F h ; see Figure 1 depicting, for simplicity, just a very regular case. Number these faces so that f i , 1 i n F have at least one vertex on an edge of F , (see Fig 1) , and let ff 1 ; f 2 ; f 3 ; f 4 g be the faces that contain a corner point. Let t i T , be the associated elements. We note that since, by assumption, the triangulation of the face is quasi-uniform, n F C(H=h):
Let # F be a continuous, piecewise trilinear function de ned on T . It vanishes on @T n F and is equal to 1 at all interior mesh points of F . The extension of # F to Fig. 1 . Decomposition of F the interior of T has values between 0 and 1, and the absolute value of its gradient is bounded by C= max(r; h) where r denotes the distance to the wire-basket of T . We refer to 11] for an explicit construction of such a function for a simplex; this construction can easily be adapted to the cubic case. It is established in 11] that j# F j 2 1;T C(1 + log H=h)H; jj# F jj 2 0;T CH 3 : (14) Using (9), it is su cient to bound Here, a T is the minimum of a(x) on T , and T and T satisfy The constant in the corresponding global estimate depends on the ratio of the coecients B and a on individual substructures, and is independent of the jumps of the coe cients between the substructures. The following lemma is an easy consequence of the stability of the operator P h ; cf. Lemma 2.4. It ensures that an equivalent discrete norm can be found for the trace spaces of the Raviart-Thomas nite elements. It is employed in the proof of Lemma 4.3. We note that we use the stability of P h in H 1 2 and the fact that this operator preserves the integrals over the faces f. This latter property is not satis ed by P Q alone. Lemma 
Furthermore, if hu n; 1i = 0, the jj jj1 2 ;@T -norm in (16) can be replaced by the seminorm and the supremum can be taken over the non-constant functions .
Proof. The lower bound follows directly from the de nition of the jj jj ? 1 2 ;@T -norm.
For the upper bound, let u 2 X 0;h (T ). There then exists a u 2 H Recalling the de nition of P h and the fact that u n is constant on each element, and The proof is now completed by proceeding as in the proof of Lemma 2.2. An important step in nding a stable decomposition of X h ( ) involves the use of a discrete extension operator. 
Here C is independent of h, H, and . Proof. The proof is similar to the one given in 13, Lemma 2.47]. We will rst prove the result for a substructure T of unit diameter. Consider a Neumann problem = 0; in T , @ @n = ; on @T .
Here, @=@n is the derivative in the direction of the outward normal of @T . This problem has a unique solution , with mean value zero in T , since the boundary data has mean value zero on @T . Since is piecewise constant on @T (18) Here T is strictly positive and depends on T . Our extension operator H T is de ned by H T := h u, where u = grad , and h is the interpolant onto the Raviart-Thomas space X h (T ), de ned by the degrees of freedom given in (8) .
We see that the f f (u); f 2 F h g are well-de ned, since u 2 H 1 2 +s (T ), with s > 0. We have, as in (13),
where h is the L 2 projection onto the space of constant functions on each ne element t T ; see 8, Sect. III. 3.4] .
In order to prove the stability of the extension, we use the following error estimate for the interpolating operator:
ku ? h uk 0;T Ch r juj r;T ; r > 1 2 ; (19) where C depends only on the aspect ratios of the elements of T h and the exponent r; inequality (19) Here C is independent of the diameter of T . Since the second term on the left vanishes, we can now simply replace its coe cient by one.
We conclude this section by proving a decomposition lemma for the traces of Raviart-Thomas functions on a substructure. 
i.e., we need only consider functions Q which have a zero weighted average. The following norm equivalence is similar to (6) and can be proved by the same standard techniques c(j Q j 2 We remark that, because of (24), in the last term of (23), the H 1 2 -seminorm can be replaced by the full norm.
We next decompose B into the sum of terms B;F supported on individual faces 
Similarly we decompose Q into a sum of contributions Q;F supported on individual faces F @T and Q;w supported in a neighborhood of the wire-basket which is one element wide; see Using (27), we nd for the second term on the right hand side of (22) 
The proof is completed by combining (22), (23), (24), (26), (33), (34), and (35).
5. The iterative substructuring method. It follows from Lemma 1.1 that the rst step towards the introduction of our Schwarz method is to de ne a decomposition of the space X 0;h . For each interior face F 2 F H there are two elements T i , T j 2 T H such that F := @T i \ @T j , and we set T F := T i T j . We will now decompose X 0;h into the coarse space X 0;H , the face spaces X F , F 2 F H , and the interior spaces X T := X 0;h (T ), T 2 T H . The face spaces are de ned by X F := fv 2 X 0;h j a(v; w) = 0; w 2 X Ti X Tj ; supp v T F g: We note that an element v 2 X F is de ned uniquely by the value of v n on F and that the coarse space X 0;H is contained in the union of the face and interior spaces. Thus, the decomposition is not a direct sum.
In our proof, we will also use f e X F g which are divergence free subspaces of X 0;h , and are built in the following way: Consider any function on F , that is piecewise constant and has mean-value zero on F . Then, can be extended by zero to all of @T i , to obtain a function of S 0;h (@T i ), still denoted by . Let u i := H Ti . In a similar way, we can extend ? by zero on @T j n F , and construct a function u j = H Tj (? ), on T j . The minus sign has to be chosen, since the elements T i and T j have outward normals in opposite directions. We de ne e X F as the space of functions u, the restriction of which to T i and T j are equal to u i and u j , respectively, and that are zero outside T F . Thus, each element in e X F is uniquely de ned by its normal component on F , and its dimension is equal to the number of ne faces in F minus one. with a constant C, independent of h, H and u.
Proof. We remark that, because of the equivalence of the graph and energy norms, we only have to prove the stability of the decomposition (36) with respect to the graph norm.
We will rst prove the stability of the decomposition (37) and we will then employ the energy-minimizing property of the harmonic extensions fu F g. We also consider one subdomain T at a time; the global result is obtained by summing over all subdomains.
Counting the degrees of freedom shows that (37) and the choice H = u H n, nally, gives jje u F jj 2 div ;T C(1 + log H=h) 2 jjujj 2 div ;T : An upper bound for jju T jj 2 div ;T is now an easy consequence of the triangle inequality.
The stability of (37) with respect to the energy norm jj jj a is a consequence of the norm equivalence of the graph norm k k div and the energy norm. More precisely, In order to prove the stability of the decomposition (36), we set u H := H u and extend the trace F = (u ? u H ) n jF , harmonically in T i and T j to obtain a function u F 2 X F . The energy-minimizing property of the harmonic extension yields a(u F ; u F ) a(ũ F ;ũ F ) C 
The remainder u ? u H ? P F 2FH u F is a sum of vectors belonging to the interior spaces, the contributions of which can be bounded using the triangle inequality.
Finally, we consider the splitting (36) for the limit case a = 0. In this case, the bilinear form a( ; ) is just a weighted L 2 -scalar product This proves the stability of the decomposition of u with respect to the L 2 -norm. Thus, as the ratio between the coe cients B and a becomes large, we get an upper bound for the condition number which is independent of H=h. We remark that this result cannot be obtained with the splitting (37).
In the second limit case, B = 0, the bilinear form a( ; ) is no longer positive de nite. However, we can still work with the preconditioned conjugate gradient in a subspace, if the right hand side f is consistent. Then, the stability of H with respect to the L 2 -norm of the divergence, (11), gives us an optimal result, i.e., we obtain a condition number which is independent of H=h.
Remark: In the multilevel context, we can immediately get an additive Schwarz method by using a decomposition of X 0;h in terms of the hierarchical surplus spaces associated with the di erent levels and a vertical splitting into divergence-free and complementary spaces. Using Lemma 4.1, we get a lower bound for the minimal eigenvalue that is proportional to l ?2 , where l is the number of re nement levels. A strengthened Cauchy-Schwarz inequality, similar to the one established in 26] for the two dimensional case, proves that the largest eigenvalue is bounded independently of the number of re nement levels. Altogether a multilevel preconditioner is obtained, where the number of conjugate gradient steps to obtain a xed reduction of the residual norm grows linear with the number of re nement steps. 6 . Numerical results. In this section, we present some numerical results on the performance of the iterative substructuring method based on the decomposition (36), for varying coarse and ne mesh sizes, and varying coe cients a and B. We refer to 22], for a general discussion of practical issues concerning Schwarz methods.
We consider the domain = (0; 1) 3 and uniform triangulations T h and T H . The ne triangulation T h consists of n 3 cubical elements, with h = 1=n. The matrix B is given by B = diagfb; b; bg: Table 1 Estimated condition number and number of conjugate gradient iterations for a residual norm reduction of 10 ?6 (in parentheses), versus H=h and n. Case of a = 1, b = 1. (22) - Table 1 shows the estimated condition number and the number of iterations to obtain a reduction of the residual norm by a factor 10 ?6 , as a function of the dimensions of the ne and coarse meshes. The estimate of the condition number is obtained from the parameters calculated during the conjugate gradient iteration, as described in 18]. For a xed H=h, the condition number increases slowly with the number of ne mesh points, and can be seen to be bounded independently of n. The number of iterations varies slowly with H=h and n.
We remark that the supports of the face spaces, consisting of the union of two substructures, can be colored in such a way that spaces with the same color do not intersect. Therefore, the largest eigenvalue of the additive Schwarz operator P as is bounded by the number of colors plus one; see 22, p. 165] . The largest eigenvalue is 7 in all the cases in Table 1 , except for (n = 8, H=h = 4) and (n = 16, H=h = 8); the latter cases correspond to a partition into 2 by 2 by 2 subregions and, consequently, the largest eigenvalue is bounded by 4.
In Figure 3 , we plot the results of Table 1 , together with the best least-square t second order logarithmic polynomial. Our numerical results are in good agreement with the theoretical bound obtained in the previous section and they suggest that our bound is sharp.
In Table 2 , we show some results when the ratio of the coe cients b and a is changed. For a xed value of n = 24 and a = 1, the estimated condition number Table 2 Estimated condition number and number of conjugate gradient iterations for a residual norm reduction of 10 ?6 (in parentheses), versus H=h (16) and the number of iterations are shown as functions of H=h and b. These numerical results also con rm the theoretical results in the limit cases b = 0 and b = 1, as given in the previous section, since we observe that the condition number appears to be bounded independently of the ratio H=h when the ratio b=a is very small or very large.
