Introduction
To sustain high reliability is the goal of every system and product. However, no matter how good the system design is, the performance of every system and product will ultimately deteriorate due to wear, fatigue, environmental conditions and other causes. When the deterioration becomes too severe, it may cause system malfunction or failure, which may result in significantly high maintenance costs and worst of all, safety hazards. Therefore, both operators and maintainers tend to adopt a preventive maintenance strategy to prevent system breakdowns, in that the preventive maintenance strategy usually performs before failures and thus it has a higher economic and safety significance than corrective maintenance which only takes place when the failure is observed.
Condition-based maintenance (CBM) is a kind of preventive maintenance strategy. It recommends maintenance actions based on the health status of the operating system. In a typical CBM policy, the health status of the system monitored throughout its operating life TAng D, Sheng W, Yu J. Dynamic condition-based maintenance policy for degrading systems described by a random-coefficient autoregressive model: A comparative study. eksploatacja i niezawodnosc -Maintenance and Reliability 2018; 20 (4): 590-601, http://dx.doi. org/10.17531/ein.2018.4.10.
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Dynamic conDition-baseD maintenance policy for DegraDing systems DescribeD by a ranDom-coefficient autoregressive moDel: a comparative stuDy Dynamiczna strategia utrzymania ruchu na poDstawie stanu technicznego Dla ulegających DegraDacji systemów opisanych moDelem autoregresyjnym z parametrami losowymistuDium porównawcze determines whether a preventive maintenance should be performed. Compared to traditional time-based preventive maintenance strategy, which sets a periodic interval to perform preventive maintenance regardless of the health status of a system, CBM is more reliable and cost-effective. Some successful examples of implementing CBM in real systems have demonstrated its efficiency in preventing catastrophic failures and improving maintenance performance (e.g., [2, 3, 15] ).
In this paper, we optimize a dynamic condition-based maintenance policy for a slowly degrading system subject to soft failure and condition monitoring at equidistant, discrete time epochs. A random-coefficient autoregressive model with time effect is developed to describe the system degradation. The system age, previous state observations, and the item-to-item variability of the degradation are jointly combined in the proposed degradation model. Stochastic behavior for both the age-dependent and the statedependent term are considered, and a Bayesian approach for periodically updating the estimates of the stochastic coefficients is developed to combine information from a degradation database with real-time condition-monitoring information. Based on this degradation model, the dynamic maintenance policy is formulated and solved in a semi-Markov decision process framework. Incorporated with the same semi-Markov decision process framework is a novel approach for mean residual life estimation, which enables simultaneous residual life estimation with the optimization procedure. The effectiveness of using the proposed randomcoefficient autoregressive model with time effect rather than the existing fixed-coefficient ones to describe system degradation is demonstrated through a comparative study based on a real degradation dataset. The advantages of using a dynamic
To analyze and optimize a CBM policy for a specific system, the essential procedure is to develop a degradation model to describe the deterioration behavior of the operating system. The degradation model can be developed based on discrete-state or continuous-state stochastic processes, or their combinations. [13] and [11] considered a three-state continuous-time discrete-state Markov chain to model wear process of the diesel engine in locomotives and the gear shaft in gearboxes, respectively. To relax the Markovian assumption, [17] developed a degradation model based on a non-homogeneous semiMarkov process to de-scribe the deterioration of wear process in the turbofan engines. Using these Markovian degradation models, the CBM optimization problem can be trans-formed into determining maintenance actions for all system states with different maintenance objectives considered, e.g., [4, 14, 18, 19] . When the evolution of degradation state is continuous over time, continuous-state stochastic degradation models are more suitable. Gamma process (e.g., [26] ), Wiener process(e.g., [12, 21] ), inverse Gaussian process (e.g., [5] ) are very popular models of this kind, which often allow simple and even elegant solutions to inference, hypothesis testing, goodness of fit, and prediction problems.
However, most previously developed continuous-state stochastic degradation models assume the degradation trend is only driven by system age and not by its previous states. Nevertheless, even if this assumption is appropriate for many types of degradation processes, in a general situation it is more realistic and appropriate to assume that the degradation trend can depend on either the system state or its age, or both. For example, the crack propagation rate might be higher if the current crack length is larger and a longer time has passed since the crack started propagation. In recent years, some researchers have noticed the need of effective modeling approaches for describing ageand state-dependent degradation processes. The first worth-noting contribution comes from [9] . In their proposed age-and state-dependent degradation model, the degradation increment over an elementary time interval has a discretized gamma distribution which depends on both the current degradation state and the operating age. Recently, [8, 10] proposed a new class of Markovian age-and state-dependent degradation models, the transformed gamma process, by which the conditional distribution of the degradation growth over a generic time interval can be formulated in an analytical closed form.
The above models work very well in real applications (see examples in [9, 8, 10] ), but they are only suitable to represent strictly monotonic degradation processes. It is not difficult to discover that in many industrial cases, effective description of non-monotonic degradation process, e.g., due to minimal repair, reduced load, or selfrecovering mechanism [28] , is also needed. Examples can be found in rotating machines [7] , batteries [29] , electronic devices [22, 23] , etc. Therefore, [27] proposed an age-and state-dependent degradation model based on Wiener process to describe non-monotonic degradation processes. They obtained an analytical approximated residual life distribution to facilitate the residual life estimation of an operating system. However, the model did not consider the presence of observed heterogeneity among different individuals. Another age-and statedependent degradation model capable of describing non-monotonic degradation processes was proposed by [23] . [23] took advantage of the state-dependency characteristic of autoregressive models and added an age-dependent term to the autoregressive model to include the influence of time. This model is easy to implement in real applications and mathematically tractable. However, the model formulation in [23] is also not able to describe the heterogeneity among different individuals.
Therefore, in this paper, we will improve the autoregressive model with time effect proposed in [23] , in order to extend its capability of describing degradation processes. To do this, we will (i) consider a more general formation of the autoregressive model with time effect by assuming both the age-dependent term and the state-dependent term have stochastic behaviors; and (ii) derive a Bayesian updating method to update the model coefficients during system operation, which combines the information across the population and the information coming from the real-time condition monitoring(CM). The model coefficient updates have explicit formulas to allow fast computation in each update, which is an advantage of this model, and currently cannot be achieved by other existing age-and state-dependent degradation models. Using this model, the procedure of estimating the mean residual life in [23] is no longer applicable, due to the fact that the explicit form for the failure time distribution is quite complicated to obtain in mathematical point of view. Thus, this estimation task will be achieved via a Monte Carlo simulation procedure. We will demonstrate through a comparative study using the same dataset in [23] that the proposed model formation is superior and the Bayesian updating procedure indeed improves the accuracy of residual life estimation.
The proposed random-coefficient autoregressive model with time effect will then be applied to the optimization problem of a dynamic CBM policy. This maintenance policy is a commonly used controllimit policy in many industrial applications (e.g., [13, 23] ). Since we update model coefficients during system operation, we will consider the control-limit as a dynamic one, which is up-dated when new CM data becomes available. The optimization of this dynamic control-limit policy is achieved using a semi-Markov decision process(SMDP) framework. In this framework, we discover that the mean residual life of an operating system can be estimated simultaneously with the searching of the optimal control-limit. Therefore, it provides a novel idea of estimating the mean residual life for age-and state-dependent degradation models, and it also extends the application of the SMDP framework which is commonly considered as an approach only for policy decision problems. We will compare the mean residual life estimation results obtained by the SMDP-based approach with that by the Monte Carlo simulation approach, to reveal the advantage and disadvantage of the SMDP-based approach.
The rest of the paper is organized as follows. Section 2 introduces the general formation of the random-coefficient autoregressive model with time effect and the procedure to calculate the prior estimates of model coefficients. Section 3 develops a Bayesian updating framework to update the model coefficients for operating system. Section 4 describes the algorithms for optimizing the CBM policy and calculating the mean residual life for operating system. Section 5 gives numerical analysis. Conclusions and future research are given in Section 6.
The random-coefficient autoregressive model with time effect
Recall that the autoregressive model with time effect proposed in [23] deals with the degradation process whose degradation state can only be known at discrete inspection times. Suppose the degradation process starts from a known initial state Y 0 , and is moni- [23] presented the procedure of choosing an appropriate model order b given historical data. In this paper, we will illustrate our method by considering the situation of 1 b = . The other situations can be derived by the same procedure. For illustration purpose, we rewrite the random-coefficient autoregressive model with time effect as the following form:
From the model, we can observe that when ϕ ≠ 1 , the current state n Y depends on previous state n 1 Y − and age n t . To account for the heterogeneity among different individuals, assume β follows normal distribution with mean µ β and variance σ β 2 , φ follows normal distribution with mean µ ϕ and variance σ β 2 , and they have mutual covariance ρ. Therefore, the model of Eq. (2) has the model coeffi-
, , , , , , , which are unknown and need to be estimated.
To estimate the constant model coefficient δ 0 , we set δ δ ϕ δ = − 
Assume that we have . M . histories of the system. For the sth data history, we denote the number of inspections by s m , the observed system states by { } 
The least squares estimates for A is given by:
Therefore,
, the model of Eq. (2) can be transformed into the following form:
Next, we have to estimate the distribution of β and φ. Let ˆs β and ˆs ϕ be the least squares estimates of parameter β and φ for each his- 
Using the least squares estimates ˆs β and ˆs ϕ of parameter β and φ for each history s , 1, 2,..., s M = , we are able to estimate the expected mean and stan-dard deviation of s n X conditioning on the initial degradation state 0 X for each data history, which are given by:
Thus, let 0 nn x yδ = − , the estimate of σ 2 is calculated using the following equation:
where
is the total number of available observations of the degradation state, and:
The least squares estimates ˆs β and ˆs ϕ for each history s ,
where: 
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Using Eq.(4)-Eq. (13), the estimates of model coefficients (  )   2  2  2 ,, , , ,ˆˆβ β ϕ ϕ γ µ σ µ σ ρ σ = are obtained.
The Bayesian framework for adaptive model parameters via real-time CM data
The estimation procedure presented in Section 2 obtains the value of model coefficients for the whole population given historical data. However, to estimate the model coefficients for a specific system, it is more desirable to use the real-time CM observations collected during the system operation. In this section, we will develop a Bayesian framework for the update of model coefficients. According to the model in Section 2, the stochastic parameter β ϕ , { } has the prior distribution of ( ) β ϕ πσ
Then the joint posterior estimate of β and φ conditional on 1 : r X is still normal resulted from the fact of the normal distribution assumption of β and φ. In other words, 
Using the conditional joint posterior distribution of β and φ, we are able to calculate the distribution of n X given -1 n X . In fact, n X follows a normal distribution with mean and variance given by:
n n n n n n n X t X
Residual life estimation and maintenance policy optimization
Our next goal is to determine the residual life of the operating system and the optimal control-limit to initialize preventive replacement. Since φ is a random variable, the derivation of an analytical form for the mean residual life and the failure time distribution, is encountering a large amount of difficulties. Therefore, we hereby consider at first a Monte Carlo simulation-based approach which generates a large sample of deterministic degradation paths to approximate the residual life distribution. On the other hand, for the maintenance optimization problem, we consider the commonly-used control-limit policy (e.g., [15, 12, 23, 6] ), by which the system will be preventively replaced if its observed degradation state exceeds a control-limit (optimized) and it is left operational until next inspection if its degradation level is below the control-limit. After preventive replacement or corrective replacement (perform when the system fails), the system will go back to as-good-as-new state 0 Y . Since the model coefficients update as real-time condition monitoring data becomes available, the optimal control-limit to initialize preventive replacement may have to change as well. Therefore, the optimal control-limit is dynamic.
We develop an optimization algorithm based on SMDP framework to obtain the dynamic control-limit, which is based on the algorithm proposed in [23] for fixed control-limit situation. Moreover, we discover that using the SMDP framework, the mean residual life and the dynamic optimal control-limit can be obtained simultaneously. To be specific, without any extra effort, the mean residual life can be obtained while calculating the optimal control-limit. It is interesting to find that the SMDP-based approach provides a novel way of calculating mean residual life, which is commonly considered as an approach only for policy decision problems. We will introduce this approach and discuss its advantages and disadvantages.
For both problems, we assume that failure occurs when the degradation signal reaches some given failure threshold ξ. When the degradation state n Y reaches the threshold ξ, the system is no longer assumed to be able to function satisfactorily or safely and it should be correctively replaced, although no physical failure is observed. In this paper, we take the threshold value ξ as fixed and known, and assume the failure should be discovered by equidistant inspections.
Revisited: residual life estimation in the situation of fixed model coefficients
Before describing our approaches, we first revisit the residual life estimation approach under the situation of fixed β and φ for comparison purposes (refer to [23] for more details). For fixed β and φ, the conditional expected mean and variance of n X can be obtained by conditioning on previous observations 01 , ,..., j X X X for some integer j n < : 
Let (| )
Tn j Ft X be the failure time distribution given the current observation j X , and it is calculated by:
Thus, the mean residual life at a given time j t jh = can be calculated by:
Monte Carlo simulation-based approach for residual life estimation
When both β and φ are random variables, it is difficult to derive analytically the failure time distribution (| ) 
Then the residual life l T for the l th simulated path is determined by:
Compute the corresponding 3.
(| )
Tn j
Ft X using U simulated paths for any desired values of , 2 ,...
Calculate the mean residual life 4.
(| ) E T jh at current inspection time j t jh = by Eq.(21).
SMDP-based approach for maintenance optimization and mean residual life estimation
We consider using a SMDP framework to optimize the dynamic maintenance policy based on the proposed random-coefficient autoregressive model with time effect. In this maintenance policy, three costs are required, which are, a cost of P C for a preventive replacement, a cost of F C for a corrective replacement and a cost of Obs C for an inspection; two replacement times are included, which are preventive replacement time F T and corrective replacement time P T . After these quantities are assigned, the economic consequence of using this maintenance policy can be reflected by the long-run expected average cost per unit time g .
The control-limit will be optimized each time when the model coefficients are updated using new available observations. Therefore, if new observations are available at inspection time n t nh = , the objective of the maintenance policy is to find the optimal control-limit * n w to determine whether a preventive replacement should be initialized before next update of model coefficients, by minimizing the long-run expected average cost per unit time g . By renewal theory (see e.g. [20] ), the cost minimization problem is equivalent to finding an optimal control-limit w y where CL and CC denote the cycle length and cycle cost for the systems whole lifecycle, respectively. We surprisingly discover that the problem of estimating the mean residual life of the operating system can be incorporated into the problem of optimizing the dynamic control-limit. That is, if the controllimit n w equals to the failure threshold ξ, w n = ξ , then the total length of the lifecycle CL under this policy is the same as that without any preventive policy. The system will ultimately go to the failure state. Thus, equals exactly to the mean residual life (| ) E T jh . Since the system will ultimately fail, the expected total cost ( ) E CC can be given by:
On the other hand, if the long-run expected average cost per unit time g is known, ( ) E CC can also be calculated by:
Using Eq. (26) and Eq.(27), the residual life estimated at time
. 
Note that although the values of costs ,
F Obs
CC and replacement times F T are very important for maintenance optimization, for the residual life estimation, the costs and replacement times are intermediate quantities to obtain results. They can be set to any value. No matter what values they have, the system will ultimately go failure (the lifecycle length won't change) and have corrective maintenance. Therefore, when they change, the average cost g changes accordingly, which is given by ( ) ( ) / E CC E CL . Now the only remaining question for the residual life estimation problem is, how to calculate g without knowing the exact value of ( ) E CL ? For the maintenance optimization problem, we develop a SMDP framework to calculate g for each w Y n ∈ ( ] 0 ,ξ and decide the optimal * n w at inspection time n t nh = by the minimum * g . The whole searching procedure contains the situation of n w ξ = . Hence, we are able to obtain g when the control-limit is n w ξ = , simultaneously with the searching procedure of optimal control-limit * n w . Next, we will describe in detail how to calculate g using a SMDP framework and how to find the optimal dynamic control-limit * n w at each inspection time n t nh = . To develop this SMDP framework, firstly, the possible range of n Y is required to be discretized into a finite set of states. We define the state space as a combination of countable time points and value intervals. Denote the state space by 
, and the healthy state
Secondly, the quantities in the SMDP should be determined, which are one-step transition probabilities of degradation states, onestep expected sojourn times and one-step expected costs. We also define an integer n  to be the total number of inspections for the system. If the system still operates without failure when the last inspection is performed, we will enforce a preventive replacement. The degrading system will surely be replaced before the last inspection if n  is large enough.
The one-step transition probabilities are calculated by Eq. (29), where 18). 
The expected sojourn times for the SMDP are given by:
Similarly, the expected costs for the SMDP are given by: 32) is unique (see e.g., [25] ).
So that the optimal control-limit 
Since only a single admissible action in each state is possible for a given control-limit, it is not necessary to formally apply the whole policy iteration procedure. We are only interested in computing the long-run average cost per unit time for a given control limit policy, and we chose SMDP for the computation, because we can make efficient use of the linear equations in step 1 of the policy iteration algorithm.
Case study and discussions
In this section, we will conduct a comparative study to demonstrate our proposed method. To reveal the effectiveness of the proposed random-coefficient autoregressive model with time effect, we will compare it with its fixedcoefficient counterpart using the same case studied in [22] . We will also use this case to illustrate our proposed dynamic maintenance policy and the approach of estimating the mean residual life for a functioning system.
The degradation dataset
The dataset is a real laser degradation data set presented by [16] (Example 13.6). It consists of 13 degradation histories of GaAs lasers (see Fig.1 ). Over the life of these lasers, degradation causes a decrease in light output. However, the lasers contain a feedback mechanism that maintains nearly constant light output by increasing operating current as the laser degrades. When operating current gets too high, the laser is considered to have failed. In applications, experts consider the laser failed if the operating current increases to ξ percent of its original value (ξ ≤ 10). To track the lasers degradation, in this data set, the operating currents were measured every 20 h = hours up to 4000 hours.
Fig. 1. Degradation paths in terms of the percent increase in operating cur-
rent for the GaAs laser data set coming from [16] 
Estimation of model coefficients
To demonstrate the present random-coefficient model formation is preferable to the fixed-coefficient one proposed in [23] , we firstly use the 13 degradation histories as the training data to estimate the model coefficients γ δ µ σ µ σ ρ σ β β ϕ ϕ = (  )   0  2  2  2 , , , , , , , using the two model formations respectively. According to the estimation procedure presented in Section 2 and in [23] , we obtain the values of the model coefficients for both models, as listed in Table 1 . Note that for the fixed-coefficient model, σ β 2 0 = , σ ϕ 2 0 = , and ρ = 0 . In Fig.2 , a graphical proof is presented to directly show the superiority of the random-coefficient model over the fixed-coefficient model in capturing the lasers degradation behavior. This figure shows simulated degradation paths of 30 lasers based on the estimates in Table 1 . It can be observed that the simulated paths using the randomcoefficient model are very similar to the actual paths (refer to Fig.1) . However, the simulated paths using the fixed-coefficient model are quite different, in that
The number of intersections in the actual paths is quite smaller 1.
than that in the simulated paths. The decreasing phases are less pronounced than that in the 2.
simulated paths. the variability of each path around its mean is quite smaller in 3.
the actual paths than that in the simulated paths. All these differences indicate the heterogeneity does exist in this dataset and considering the model coefficient as random is more appropriate. The model with fixed coefficients places all uncertainties on the parameter σ, whose value we can observe from Table 1 is quite larger than the one in random-coefficient model. This is why the fluctuations in Fig.2(b) are more and larger. Moreover, in Fig.3 , the estimated mean and the standard deviation of the percent increase in operating current calculated by the random-coefficient model (using mean and standard deviation of 3000 simulated paths) are compared with the corresponding empirical estimates calculated from the observed data. The results also indicate that the random-coefficient model fits well with this dataset.
Update of model coefficients using the Bayesian framework
In order for the model coefficients to better accommodate a specific functioning laser, we use the Bayesian framework proposed in Section 3 to update the model coefficients once new observations are available. To demonstrate the advantages of this update procedure, we randomly select 4 degradation histories which relatively degrade slowly in the dataset as the training units, to estimate the initial values of the model coefficients. Then we select 1 degradation history which relatively degrades quickly in the dataset as the testing unit, assuming this unit is the functioning laser. The training units and the testing unit are plotted in Fig.4 .
With the joint prior distribution of model coefficients {β, φ}, we are able to find the joint posterior distribution of {β, φ} for the functioning laser any time we obtain a new observation, i.e., at any inspection time n t nh = . Fig.5 presents the evolution of the posterior means for β, and φ respectively, given the observation data from the testing unit. Given these posterior means, we can then compute the expected percent increase at the next sampling time using the following equation: Fig. 3 . Curves of the estimated mean and standard deviation of the percent increase in operating current compared with the corresponding empirical estimates Fig.6 shows the observed and the expected percent increase in the operating current plotted against time for the testing unit. The results show that using the Bayesian updating framework, the expected degradation path follows well with the actual degradation path. To demonstrate the advantages of using the Bayesian updating framework, the root mean squared error (RMSE) for the testing unit under the random-coefficient model with and without Bayesian updating procedure are calculated respectively, which is defined by Eq.(35). For the model without Bayesian updating procedure, the RMSE is 0.0464, while for the model with Bayesian updating procedure, the RMSE is 0.0440. The results show that the Bayesian updating procedure increases the accuracy of predicting the degradation state of functioning laser.
where 200 Q = is the total number of observations of the testing unit.
Optimization of the dynamic maintenance policy
With the posterior estimates of model coefficients, we are able to find the dynamic control-limit to initialize preventive maintenance. To illustrate the whole optimization procedure, we use the 4 training units in Fig.4 to obtain the initial values of model coefficients. Then, the dynamic policy is optimized using the algorithm proposed in Sec-tion 4, with the help of real-time observations coming from the testing unit and the posterior estimates of model coefficients.
Suppose that the failure threshold is ξ = 4 . We determine the optimal control-limit every 20 inspections with the following replacement times and cost data: 20 , we obtain the minimum long-run expected average cost per hour g n ω * ( ) with the corresponding optimal control-limit ω n * . The dynamic optimal control-limit for the maintenance policy is shown in Fig.7 . It reveals that for this dataset, the optimal control-limit neither shows a monotone nondecreasing trend as [6] and [24] , nor shows a decreasing trend as [1] . It firstly decreases then raises back to its initial value. This goingback control-limit seems to be a proof to doubt the significance of using this dynamic maintenance policy. However, from the behavior of the dynamic control-limit, we actually can see the increased urgency for preventive maintenance when degradation of the functioning laser begins to deviate fast from the historical degradation paths (refer to Fig.4 to see the faster degradation of the testing unit). The following increased behavior of the control-limit can be explained by increased accuracy (less variability) in predicting the future degradation trend. Furthermore, this result only reflects the situation under current maintenance situation (maintenance costs, maintenance times and etc.). 
Real-time estimation of residual life
We then use the posterior means and variances of model coefficients to compute the mean residual life given observations obtained up to that point in time. We firstly use the Monte Carlo simulationbased approach and make a comparison between the results obtained by the proposed random-coefficient model with Bayesian updating procedure and the fixed-coefficient model. The model coefficients are calculated using the training units presented in Fig.4 and updated by observations of the testing unit in Fig.4 . We use the following RMSE to evaluate their performances: 
where E T jh true ( | ) and E T jh ( | ) are true remaining time to observe failure at t jh j = and expected mean residual life estimated at t jh j = , respectively, and Q is the total number of observations before system failure.
The results of RMSE are: for the fixed-coefficient model, RMSE 2 432 = , while for the random-coefficient model with Bayesian updating procedure, RMSE 2 427 = . The results support that the random-coefficient model with Bayesian updating procedure improves the performance of residual life estimation. To give a vivid impression of the results, we plot in Fig.8 the estimation results at each inspection time for both the fixed-coefficient model and the random-coefficient model with Bayesian updating procedure. The figure shows that although the estimates of the residual life become more accurate with more available CM observations for both models, the random-coefficient model with Bayesian up-dating procedure seems to give more estimates which are closer to the true residual life, especially in the middle stage of the degradation.
Next, we present the procedure of using our proposed SMDPbased approach to estimate the mean residual life. In this case study, with the process of optimizing the control-limit at inspection time t nh n = , n = 0 20 40 60 , , , , we are able to obtain the mean residual life estimates given the observations up until t n , using the long-run expected average cost per hour g n ω ( ) when ω ξ n = and the equations Eq.(26) -Eq. (28) . The results are shown in Table 2 . The true residual life and the estimated mean residual life obtained by Monte Carlo simulation-based approach are also listed in Table 2 . It shows that the estimation results by SMDP-based approach are very close to the results obtained by Monte Carlo simulation-based approach, indicating that the SMDP-based approach for residual life estimation is reliable. The slight difference may due to the different approximation methods used in these two approaches.
Although the SMDP-based approach is feasible for residual life estimation, we still have to point out that it is only an approximate approach for residual life estimation and its computation cost is too large. It could estimate mean residual life simultaneously and quickly with the optimization process of the dynamic maintenance policy analyzed in this paper, but it is not an efficient approach if it is used independently. However, for a system using control-limit policy to conduct condition-based maintenance, engineers are more enthusiastic to know the system remaining time to the preventive control-limit than the system remaining time to failure. To approximately estimate the system remaining time to the control-limit, our proposed SMDPbased approach provides a very direct and easy way, by using the results of the minimum long-run expected average cost per unit time .
Conclusion
In this paper, we have presented a dynamic CBM policy using random-coefficient autoregressive model with time effect. This randomcoefficient autoregressive model with time effect has a more general formation than the fixed-coefficient counterpart ( [23] ) by considering stochastic behavior for both the age-dependent and the state-dependent term. Furthermore, a Bayesian approach for automatically updating the estimates of the stochastic coefficients is developed to combine information from a degradation database with real-time CM information. With the normal assumption for the prior distribution of those stochastic coefficients, the updates have explicit formulas. This implies that each update can be performed with a single computation, which leads to an extremely fast and simple updating procedure.
We believe that the comparison results presented in Section 5 clearly indicate the value of using the improved random-coefficient autoregressive model with time effect and the Bayesian approach to incorporate real-time CM information. The dynamic CBM policy is optimized using a SMDP framework. This optimization approach is based on [23] but surpasses it by considering real-time CM information. We have demonstrated through a case study of GaAs lasers that the dynamic control-limit maintenance policy is more sensitive to the urgency of preventive maintenance when the functioning system exhibits distinct difference from the degradation database. Moreover, using this SMDP framework, we have also explored the possibility of using SMDP to estimate mean residual life for a functioning system, for the first time in literature. The comparison between Monte Carlo simulation-based approach and the SMDP-based approach verifies the feasibility of the latter approach. However, we note that the computa- tion cost of the SMDP-based approach hinders its independent application in residual life estimation problems. Only when it is combined with optimization problems of dynamic maintenance policy could its efficiency be revealed. Further research topics include developing residual life distributions for this random-coefficient autoregressive model and exploring more dynamic CBM policies based on this model. Extension of the model to describe and control partially observable degrading processes with soft failures is also a suitable one.
