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THE SCHAPER FORMULA AND THE LASCOUX, LECLERC
AND THIBON-ALGORITHM
STEEN RYOM-HANSEN
Abstract. We deduce the Schaper formula for Hecke-algebras at root of unity
from the Jantzen conjecture in the LLT-setup. This explains an observation
due to R. Rouquier.
1. Introduction
The Schaper formula for the determinant of the Gram matrix
is one of the most useful tools for calculating decomposition num-
bers of the symmetric group in positive characteristic. It was first
obtained by James-Murphy [JM] within the framework of the sym-
metric group and later derived by Schaper from the Jantzen sum
formula for algebraic groups in type A, [S]. He also related it to a
sum formula for a filtration of the Specht module, along the lines
of Jantzen’s original work.
As a matter of fact the two formulas are completely equivalent.
The difference in appearance of the two formulas becomes visible
first of all in case of small primes (or very singular weights) where
the Jantzen sum formula has many terms that cancel out. Thus
in all such situations, the Schaper formula is the more effective
tool. For instance, the Carter conjecture, which describes Specht
modules that remain simple under reduction mod p, needed the
Schaper version of the formula to be solved.
The setup of this note will be the representation theory of Hecke
algebras at root of unity. James and Mathas [JMa] have general-
ized the methods of [JM] to obtain a Schaper formula for the Specht
modules in this situation. Our aim is to use the Fock module ap-
proach to representation theory in type A, due to Lascoux, Leclerc
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and Thibon [LLT] to explain why the formula looks the way it
does, focusing on the hooks lengths of the formula. We assume the
Jantzen conjecture in the situation and deduce quickly the Schaper
formula. This explains an observation of R. Rouquier presented in
[LLT], which, as a matter of fact, was a starting point of our work.
2. Preliminaries
In this section we setup the notation around the LLT algorithm
and state the Schaper sum formula. The q–analogue of the Fock
space is
Fq =
⊕
λ∈Par
Q(q)|λ〉
with basis |λ〉 parametrized by the set of all partitions Par. It
was originally introduced by Hayashi in [H]. Following [LT] we can
interprete the basis element |λ〉 as the semiinfinite wedge uI = ui1∧
ui2 ∧ . . . where the sequence I = (i1, i2, . . . ) is constructed from
λ = (λ1, λ2, . . . , λn) using the rule ik = λk − k + 1. The basis
elements of Fq in this way correspond to the set J of decreasing
sequences I = (i1, i2, . . . ) such that ik = −k+ 1 for k large enough.
In this setting Leclerc and Thibon [LT] define (modulo a couple
of misprints) an involution of the Fock space in the following way:
For m ≥ 0 denote by Jm the subset of J consisting of those I such
that
∑
k(ik+k−1) = m. For I ∈ Jm denote by αn,k(I) the number
of pairs (r, s) with 1 ≤ r < s ≤ k and r − s 6≡ 0 mod n. Then the
bar involution of the Fock space is defined by q = q−1 and
uI = (−1)
(k2)qαn,k(I)uik ∧ uik−1 ∧ · · · ∧ ui1 ∧ uik+1 ∧ uik+2 ∧ · · ·
(1)
for (any) k ≥ m.
The straightening rules to bring this in normal form (with de-
creasing indices) are the following: Suppose that l < m and that
m− l = i mod n. If i = 0
ul ∧ um = −um ∧ ul (2)
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and otherwise
ul ∧ um = −q
−1um ∧ ul + (q
−2 − 1)
(
um−i ∧ ul+i
−q−1um−n ∧ ul+n + q
−2um−n−i ∧ ul+n+i − · · ·
) (3)
Let µ ⊢ m. Define αλ,µ(q) by
|µ〉 =
∑
λ⊢m
αλ,µ(q)|λ〉. (4)
Then by [LT] we have αλ,µ ∈ Z[q, q
−1], αλ,µ = 0 unless λ E µ and
αλ,λ = 1.
The Fock space can be made into an integrable module for the
quantum group Uq(ĝln) and thus possesses a lower crystal basis, see
[LT] for an explanation of this. Let L be the Z[q]-sublattice of Fq
with basis {|λ〉 |λ ∈ Par}. The lower global basis G(λ) of Fq can
now be defined by the following conditions
G(λ) = G(λ), G(λ) = |λ〉 mod qL (5)
Let dµλ(q) be defined by
G(λ) =
∑
µ
dµλ(q)|µ〉 (6)
Then dµλ(q) ∈ Z[q], dµ,λ(q) = 0 unless λ E µ and dλ,λ(q) = 1.
Let S(λ) be the Specht module for the Hecke algebra of type A
on m letters, specialized at an n’th root of unity and let for λ a
n-regular partition of m, D(λ) be its unique simple quotient, see
eg. [LLT] for an definition of these concepts.
As explained in for example [JMa], there is a natural bilinear form
on the integral Specht module SR(λ) which gives rise to a Jantzen
filtration and a sum formula on S(λ), provided R is a principal ideal
domain with a prime p. We take R as in (4.2)(i) in loc. cite., i.e.
R := F[q, q−1], for F any field and p a cyclotomic polynomial in R
such that q has order n in the residue field R/p. Denoting by
S(λ) = S(λ)0 ⊇ S(λ)1 ⊇ S(λ)2 ⊇ · · ·
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the Jantzen filtration of S(λ), LLT conjectured – inspired by an
observation due to R. Rouquier – that
dλµ(q) =
∑
i>0
[S(λ)i/S(λ)i+1 : D(µ)] qi (7)
This conjecture corresponds to the Jantzen conjecture for Verma
modules and is reported proved by Grojnowski.
Now recall that one associates to each partition λ = (λ1, · · · , λr)
a set of β-numbers generalizing the first-column hook lengths h1 >
h2 > · · · > hr of λ. Formally they are defined the following way: if
{β1, β2, . . . , βs} is a set of β-numbers for λ then also {β1 + 1, β2 +
1, . . . , βs+1, 0} is a set of β-numbers for λ and {h1, h2, . . . , hr} is a
set of β-numbers for λ. One gets λ back from any set of β-numbers
{β1, β2, · · · , βs} for λ by choosing σ ∈ Σs such that βσ(1) > βσ(2) >
. . . > βσ(s) and setting λi = βσ(i) + i − s. We then introduce the
numbers d(β1, β2, . . . , βs):
d(β1, β2, . . . , βs) := (−1)
σ dim S(λ)
Letting det λ denote the determinant of the bilinear form on SR(λ)
and νp(·) the p-adic valuation of R, the Schaper formula states that
νp (det λ) =∑
1≤a≤b≤s
λb∑
c=1
νp
(
[hac]
[hbc]
)
d(h11, h21, . . . , ha1 + hbc, . . . , hb1 − hbc, . . . , hs1)
Jantzen’s classical argument then gives the following sum formula
for the Jantzen filtration:∑
i S(λ)
i =∑
1≤a≤b≤s
λb∑
c=1
νp
(
hac
hbc
)
S(h11, h21, . . . , ha1 + hbc, . . . , hb1 − hbc, . . . , hs1(8)
(in the Grothendieck group of Hecke modules) where S(h11, h21, . . . , )
is the virtual Specht module obtained from the β-numbers in the
analogous way.
We illustrate the hook length hbc, the length of the hook defined
by the (b, c)′th entry in the Young diagram, in the following example
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c
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3. Gabber-Joseph’s approach to the sum formula
The following arguments are parallel to ideas in the work of Gabber-
Joseph [GJ]. Combining the formulas (4), (5) and (6) we arrive at
the equality
dλµ(q) =
∑
λ≤τ≤µ
aλτ (q)dτµ(q
−1) (9)
Differentiating this we obtain the following expression
d′λµ(1) =
1
2
∑
λ≤τ≤µ
a′λτ (1) dτµ(1) (10)
Here we used the facts that aλτ (1) = 0 unless λ = τ , and aλλ(q) = 1
which are immediate from the definition. Now, Ariki [A] has proved
the following deep theorem:
dτµ(1) = [S(τ), D(µ)] µ regular (11)
Combining this with (10) and summing over all regular µ, we obtain
the following expression in the Grothendieck group
∑
µ
d′λµ(1) [D(µ)] =
1
2
∑
λ≤τ
a′λτ (1) [S(τ)] (12)
Assuming the Jantzen conjecture (7) we find that
d′λµ(1) =
∑
i>0
i
[
S(λ)i/S(λ)i+1, D(µ)
]
(13)
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Once again we sum over all µ and find that∑
µ
d′λµ(1)[D(µ)] =
∑
i>0
i
[
S(λ)i/S(λ)i+1
]
(14)
The sum appearing in this expression is the left hand side of the
sum formula. The idea is now to calculate a′λτ (1) and then (12)
becomes the right hand side of the sum formula.
4. Calculation of a′λτ (1)
Although the aλτ (q) are combinatorially difficult to describe, it is
at least clear from the definition and the straightening rules that
they take the form ±q−n(q−2 − 1)m for some m, n ∈ N.
Now m = 0 corresponds to the case λ = τ ; but in that case we
have that aλτ (q) = 1 so a
′
λτ (1) = 0.
The case m ≥ 2 is also easily handled. We get once again that
a′λτ (1) = 0, since (
(q−2 − 1)2g(q−1)
)′
(1) = 0
for any polynomial g.
We then finally consider the case m = 1. When we apply the
straightening rules (2) and (3), these are the terms that arise when
we choose exactly once a q-multiple of (q−2 − 1). For a given τ ,
the relevant λ′s are those whose q-wedges are equal to those of τ
except for exactly two factors ul, um, that have been changed into
ul−i, um+i or ul−n, um+n and so on.
For any µ ∈ Par, denote by uµ the semiinfinite wedge correspond-
ing to the partition µ.
Notice that there is a close connection between the β-numbers
formalism and the wedge formalism. Indeed, if I = (i1, i2, . . . ) ∈ Jm
and uI = uτ , for some τ ∈ Par, one easily checks that {i1 +m, i2 +
m, . . . , im +m, 0} is a set of β-numbers for τ .
Now a set of β-numbers for the partition λ is the set of first
column hook lengths of {h11, . . . , , hs1} of λ. By our assumption
a set of β-numbers for the partition τ is given by {h11, . . . , ha1 +
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r, . . . , hb1 − r, . . . , hs1} for some integer r. It then follows from the
theory of β-numbers, see [JK], that r equals some hook length of λ,
say r = hbc (geometrically, λ arises from τ by moving a skew hook
of length hbc from a’th to b’th row).
Applying the straightening rules to uτ we only once do not take
the commuting terms, namely for the wedge indices m = ha1 + hbc
and l = hb1 − hbc. From this we get two possible kinds of terms,
namely those whose wedge index has been changed by a multiple of
n and those whose index has been changed by i ≡ m− l mod n.
Now the first kind of terms correspond to the denominator of
the sum formula satisfying νp ([hbc]) = 1, while the second kind
correspond to the nominator satisfying νp ([hac]) = 1.
Let us be more precise. The statement is clear for the first ones:
passsing from uτ to uλ, um = uha1+hbc in uτ becomes uha1 in uλ and
thus the difference hbc is a multiple of n if and only if νq ([hbc]) = 1.
For the second kind of terms consider the Young diagram of λ:
×
××
c
a
b
Y (λ) =
Now if νp ([hac]) = 1 one sees at the diagram that the difference
ha1−hb1 has length−hbcmodn since it is the negative of the number
of marked boxes in it. But then
i ≡ m− l ≡ (ha1 + hbc)− (hb1 − hbc) ≡ hbc
And conversely, if i ≡ hbc we must have νp ([hac]) = 1. So indeed,
the second kind of terms correspond to νp ([hac]) = 1.
It only remains to check that everything has been normed the
right way. Here only the signs need to be checked, since the q-
powers are of no importance for a′λτ (1). Now if h11 > h21 > · · · >
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ha1 + hbc > · · · > hb1 − hbc > · · · > hs1 we need to perform
(
k
2
)
(k
from the definition of the bar involution) commutations when going
from uτ to uλ. Each of these commutations comes with a sign, which
however is cancelled out with the signs from the definition of the
bar involution.
If the hooks are not nicely ordered as above we use some σ ∈ Σk
to order them, this changes the sign of the semiinfinite wedge by a
factor (−1)σ (because we only use the pure commutators) and this
cancels out with the sign in the definition of d(h11, h21, · · · , ha1 +
hbc, · · · , hb1 − hbc, · · · , hs1).
All in all we have proved the following theorem:
Theorem 1. The Jantzen conjecture
dλµ(q) =
∑
i>0
[S(λ)i/S(λ)i+1 : D(µ)]qi
is compatible with the sum formula
νq (detλ) =∑
1≤a≤b≤s
λb∑
c=1
νp
(
[hac]
[hbc]
)
d(h11, h21, . . . , ha1 + hbc, . . . , hb1 − hbc, . . . , hs1)
for quantum groups at a n’th root of unity.
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