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Let A(G) be the representation algebra of a group G formed from 
FG-modules, where F is a field of characteristic p > 0. Green [3] defined 
certain WD(N(D))-rings associated to A(G), and showed that their semisim- 
plicity implied that of A(G). H ere we show that A(G) is actually the ring 
direct sum of these lVn(N(D)), where D runs through a complete set of 
nonconjugate p-subgroups of G, and so Green’s condition is necessary as 
well as being sufficient. Furthermore, the ideals A,(G) (H < G) are precisely 
the sum of those W,(N(D)) with D < GH. 
Let F be a field of characteristic p # 0 and let G be a finite group. By a 
FG-module M, we shall mean a finite-dimensional, left F-vector space on 
which G acts as a group of left operators. m = {M) will denote the class 
of all FG-modules isomorphic to M. Let A(G)(A*(G)) be the representation 
algebra1 (Grothendieck algebra2) formed from the classes m with coefficients 
in the complex number field. 
For H < G let A,(G) be the ideal1 of A(G) spanned by all FH-projective 
FG-module classes, and AL(G) the ideal spanned by the FH’-projective 
module classes where H’ <c H.3 Write W,(G) = &(G)/Ak(G). Then 
AHg(G) = A,(G), A&(G) = A&(G) and W&G) = WEI when g E G. 
As vertices of indecomposable module classes are p-groups, W*(G) = 0, 
unless H is a p-group. 
THEOREM 1. If H CI G, then A,(G) has an identity element. 
[The author is grateful to Professor J. A. Green who indicated 
the following shorter proof of this theorem.] 
There is a natural algebra homomorphism 
4 : A(G) --t A*(G), (1) 
1 For further details see Green [3]. 
B For further details see Green [2]. 
9 This means that 3 g E G such that (H’)g < H. 
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whose kernel is the linear subspace of A(G) spanned by elements 
{X} - {x’> - vo, 
for all short exact sequences 0 --t X’ + X --t x” --+ 0 of FG-modules. 
Write Pr(G) = A{,)(G) for the projective ideal of A(G). If  Pi (i = l,..., s) 
are the distinct indecomposable projective FG-modules, and Qi their cor- 
responding irreducibles, and using double brackets for a module class in 
A*(G), we get 
MPJ) = C Cii{lQd, 
where (Cdj) is the Cartan matrix for FG. Since (C,J is nonsingular, it follows 
that the restricted map 
is an isomorphism. 
C$ : Pr(G) + A*(G) (2) 
Now if H Q G, we embed A(G/H) in A(G). It is a subalgebra of -4(G), 
and has C-basis ({M}), where M runs through the distinct H-trivial 
indecomposable FG-modules. Similarly, A*(G/H) is embedded in A*(G). 
There is a homomorphism I$ : A(G/H) --+ A*(G/H), which is an analog 
(and a restriction) of + above. By (2) the restricted map 
is an isomorphism. 
$ : Pr(G/H) -+ A*(G/H) (3) 
Notice that Pr( G/H) C AR(G). 
LEMMA 1. Let x, y  E A(G/H) be such that 4(x) = #y). Then ux = uy 
for all u E A,(G). 
Proof. This is the same as saying uz = 0, for all u E A,(G) and 
z E Ker 4 : A(G/H) -+ A*(G/H). Therefore it is enough to prove uz = 0 
whenu = {U}(U is anyFH-projectiveFG-module), z = {X} - {X’} - {X”}, 
and for any exact sequence 
o+x’-tx+x”~o (4) 
of FG-modules which are H-trivial. F is a field, so (4) splits over F, but 
every F-linear map between H-trivial modules is FH-linear, so (4) splits 
over FH. Tensoring (over F) with U, we get 
o+u~x~+u~x3u~xI+o. (5) 
This, too, splits over FH. But U @ X” is FH-projective because U is, and 
therefore (5) splits over FG; hence {U}({X} - (xl} - {X”}) = 0. 
Proof of Theorem I. The trivial FG-module FG is H-trivial, so that 
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x = {Fo}, which is the identity element of A(G), lies in A(G/H). By (3), 
there is some y E Pr(G/H) such that d(x) = 4(y). Then for any u E A,(G), 
uy = ux = u. So y is an identity element for A&G). 
Green [3] has shown the following: 
(i) If N(H) is the normalizer of H in G, then 
WET(G) zx WH(N(H)). (6) 
(ii) A(G) is semisimple if W,(N(H)) is semisimple for all p-subgroups H 
of G. 
Here we show the following theorem. 
THEOREM 2. (a) For any H < G, A,(G) is an ideal direct summand of 
A(G). 
(b) Contained in A*(G) there is a canonical ideal direct summand A&(G) 
of A(G), where A;(G) z W*(G) z W*(N(H)) and we hawe 
A,(G) = A;(G) 0 A;(G), 
this being a decomposition of ideal direct summands of A(G), which determines 
A;(G) uniquely. Clearly, A&G) = Ak(G)(g E G) and A;(G) = 0 unless H 
is a p-subgroup. 
A,(G) = OD A;(G), (7) 
where this is the direct sum of ideals of A(G) and where D runs through a 
complete set of nonconjugate (in G) p-subgroups of H. 
(c) In particular, if we take H = G, then Au(G) = A(G), and so 
A(G) = 0, A;(G) cz G&, W&W)), (8) 
where this is now a ring direct sum and where D runs through a complete set 
of nonconjugate p-subgroups of G. 
(d) Hence, Green’s su$icient Condition (ii) for the semisimplicity of A(G) 
is also necessary. 
In the proof of this theorem we need the following elementary lemma 
about commutative rings. 
LEMMA 2. Let A be a commutative ring with an identity 1. 
(a) An ideal I of A is an ideal direct summand iff it is generated by an 
idempotent or iff it has an identity element. 
’ See Reference [3]. 
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(b) Suppose I, J are ideals of A with I C J and I an ideal direct summand 
of A. If the ring J/I has an identity, then 
J=I@L, 
for a uniquely determined ideal direct summand L of A. Hence J is itself an 
ideal direct summand and L g J/I. 
Proof of Theorem 2. We proceed by induction on the order of the subgroup 
H of G. To begin with we take H = {l}, N(H) = G and A,(G) = Pr(G). 
By [I, Proposition 31, this last is always a semisimple ideal direct summand 
of A(G), generated by an idempotent, of finite C-dimension. 
More generally, we have that 
A&(G) = c AD(G) (D < H), 
D 
and so by induction from (7), 
I.e., 
A;(G) = 1 (ODs A;,(G)) (D’<D,D<H), 
D 
AlAG) = c A;(G) P < W, (9) 
D 
where in this last sum D runs through a complete set of nonconjugate 
(in G) p-subgroups of H, properly contained in H. The sum (9) is direct 
as each A&G) has a C-basis consisting of the indecomposable module 
classes of vertex precisely D (to within linear combinations of classes with 
vertices properly contained in D). Thus (9) may be written 
AI(G) = @DA;(G) (D < H), (10) 
and as we have the direct sum of ideal direct summands of A(G), A;(G) is an 
ideal direct summand. If H is not a p-subgroup of G, then A=(G) = A&(G), 
A&G) = 0 and the induction proceeds immediately. 
Otherwise, W,(N(H)) # 0. Two cases arise: N(H) < G and N(H) = G. 
In the former case, 
-&(G)/A~(G) = W”(G) s K@(H)), 
and this last is isomorphic to the ideal direct summand Ai(N(H)) (of A(iV(H)) 
which has an identity by Lemma 2(a), as we can assume the theorem already 
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proved for A(N(H)) when 1 N(H)1 < j G I. Hence by Lemma 2(b) we can 
write 
A,(G) = A;(G) 0 A;;(G), (11) 
where this is a decomposition of ideal direct summands of A(G) and may be 
taken as defining A&G). From (10) it is clear that (7) is true and the induction 
proceeds. 
Finally we are left with the case where H is a normal subgroup of G. 
From Theorem 1 and Lemma 2(a), A&G) is an ideal direct summand of 
A(G). Since AH’(G) is already an ideal direct summand of A(G), once more 
we can write (11) where this defines A&G). Clearly, 
W,(G) = A,(G)/A;(G) SE A;(G). 
Further, (7) is true, from (lo), and the induction proceeds. This completes 
the proof of Theorem 2. 
We consider possible relations between these ideals upon extension of the 
base field. LetP be any extension field ofF and let &(G), a*(G), J?H(G),i@o ,
etc., denote the corresponding objects. Take H 4 G. Then we have natural 
inclusions of A(G) in a(G), A*(G) in d*(G), &(G) in A&(G), A(G/H) in 
a(G/H), and Pr(G/H) in I%(G/H). 
THEOREM 3. When H Q G and P is an extension Jield of F, let y, 5 denote 
the generating idempotents of A,(G), AH(G), respectively. Then y = $ in the 
natural embedding of A(G) in a(G), and A,(G) = L&(G)~ A(G). 
Proof. The identity y of A,(G) is the unique identity element of Pr(G/H) 
and so corresponds, under the +isomorphism (3) to the identity element 
@'cd of A*(G). H ence 4(y) = {{FG,H}) = @GET)) = C(3). Moreover, 
the above inclusions respect the &isomorphism (3) and so y = 9. Now 
A,(G) C &(G), A(G) = %&d% A(G)) 
= y(&(G),, A(G)) C yA(G) = A,(G), 
and so A&G) = AH(G), A(G). 
COROLLARY. If H Q G, and M is an FG-module which is not FH-projective, 
then i@ is not PH-projective for any extension field P of F. 
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