Abstract
Introduction
The Internet is accommodating more and more services to support different applications and fulfill different needs of users.
An important issue with the multiple service networks is to provide multi-dimensional quality of service (QoS) for different services in the same infrastructure. Because of the conflicts between QoS goals and the complexity of the service setting, this is a challenging problem.
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There has been continuing effort on QoS research for Internet.
Huge literature exists with regard to QoS mechanisms, such as the packet scheduling in the router [16] , the admission control at network edge [13] , and the rate adaptation in the end system [10] . Although great achievement has been made, much of the work either focuses on a single QoS dimension [7] [14] [15] [17] 18] [19] like the delay, the throughput, or the loss rate, or is dedicated to design of architectures or algorithms [4] [9] [10] [13] . Not much effort has been put on considering multiple dimensions as a whole, examining inherent relations between them, discussing the nature of their conflicts, and evaluating the conditions of the network and the traffic to realize multiple QoS goals altogether. With increasing demands on multidimensional QoS, it is necessary to address these issues in a unified framework.
Paper [1] demonstrates some examples that multidimensional QoS requirements may not be satisfied when we expect they are. An extreme case for real-time services in the differentiated services (DS) networks is given in [3] , in which simultaneous arrivals of bursts severely delay some packets in a node and the delay accumulates exponentially with the number of hops. This case may be tolerated in practice with statistical QoS. However, we need find out what we can gain by sacrificing the loss rate, and in what conditions the real-time deadline can be fulfilled with an acceptable loss rate and a reasonable throughput. To do this, a model formally connecting multiple QoS dimensions seems to be indispensable.
In this paper, we make an attempt to formulate such a framework. We use a QoS region to quantitatively represent multi-dimensional QoS goals. Relations between different QoS dimensions are established through the theory of effective bandwidths. With this framework we explore some fundamental conditions imposed by the traffic and the network on realizing multi-dimensional QoS. These are basic constraints in the sense that they set the limit for the performance that any packet scheduling algorithm or traffic shaping algorithm can achieve, and that they should count in even the preliminary network dimensioning to supply QoS. How the traffic and the network factors affect multiple QoS dimensions at the same time are displayed as well.
The rest of the paper is organized as follows. In Section 2 the QoS region is defined. In Section 3 the establishment of relations between different QoS dimensions is presented. Section 4 to Section 7 are dedicated to conditions and effects of the traffic and the network in supporting multi-dimensional QoS. Among them Section 4 is for the burst size, Section 5 is for the link speed, and the Section 6 is for traffic and link heterogeneities. Section 7 gives an example applying the theory in DS networks. Section 8 concludes the paper.
The Multi-Dimensional QoS Region
We use the multi-dimensional QoS region to represent the 
for practical networks.
In this paper we focus on three most important QoS dimensions, the throughput ρ, the loss rate ϕ, and the delay π.
In particular, we are most interested in the real-time services, which have strict requirements on all three dimensions. The principles in this paper generally apply to the best-effort and the elastic services as well. For the real-time services, the most critical QoS requirement is the delay. If the end-to-end delay of a packet goes beyond a deadline, the packet becomes useless.
On the other hand, it is not necessary, though preferred, to take much effort to reduce the delay further when the deadline is satisfied. Because of this, we can first establish a basic condition to fulfill the delay requirement, and then examine factors that affect the throughput and the loss rate -it is always meaningful to improve the later two. This is a philosophy behind the approach we use to establish the conditions for multi-dimensional QoS in following Sections.
One QoS region of common interest is
, meaning the throughput is not less than ρ c , the loss rate is not greater than ϕ c , and the delay is not beyond π c . It is simply denoted as Q c (ρ c , ϕ c , π c ) provided there is no confusion.
If only one point within a QoS region can be realized, the region is said to be reachable; otherwise, unreachable. When the delay requirement π c is configured as default, as for the realtime services, the notation of 
Relating Multiple QoS Dimensions
As we have suggested in Section 2, the three dimensions of QoS goals conflict with one another. We need to find out relations between them, and identify key factors to fulfill them altogether. This is through the theory of effective bandwidths.
Before starting to establish the relations, we first introduce the traffic model assumed in the analysis.
The Bursty Traffic Model
The traffic model we have in mind is a very general one. We view the traffic as a series of bursts, separated by idle periods.
For simplicity, assume the burst arrivals are of a Poisson process with average rate ν, and the burst size is exponentially distributed with mean b. However, the principle in this paper can be easily extended to any bursty traffic model with explicit effective bandwidth (see Section 3.2). When passing through a link, the burst series appears to be a Markovian on-off process [2] . The sum of means of the on and the off periods is T = 1/ν.
Assume the link speed is h. Then the means of the on and the off periods are the following:
A feature of this model is that it involves the burst size and the link speed. This turns out to be important in finding out the traffic and network constraints on multi-dimensional QoS, as we will show later.
We consider the network node in figure 1 , in which traffic is fed from n links to a single-server infinite FIFO queue. 
Effective Bandwidth
In this part we give some background information about the theory of effective bandwidths [5] 
Extensive discussions and examples about the effective bandwidth can be found in [12] .
Establishing Relations Between QoS Dimensions
In this part we establish relations between three most important QoS dimensions, the throughput, the delay, and the loss rate. Assume a network node dedicates bandwidth C to 
All packets beyond this point in the queue violate their deadlines and can be dropped. In the following part of the paper, the violation rate and the loss rate are thought of as being equivalent. According to the theory of effective bandwidths, the probability that the queue length is greater than q D for Markovian traffic can be estimated as
where δ is a constant satisfying certain condition which we will explain shortly. We need to bring the throughput ρ into the senario. It turns out that ρ is implied in δ, and (3.3-2) is a unified formula involving three QoS dimensions. We will show this in the rest part of this Section. We are interested in the steady packet loss behavior when t → ∞. According to the effective bandwidth theory, δ satisfies the following condition when t → ∞:
We call the inequality within the curly bracket on the right hand side of (3.3-3) the effective bandwidth condition. It is a fundamental constraint that must be enforced to get statistical QoS.
It has been shown that for a Markovian traffic source with two states ON and OFF, the effective bandwidth is [12] 
It is λ µ λµ λ µ
Square both sides in above inequation, and we get (3.3-9) Developing the square on the right side, and moving the terms to the left side, we get
Assume h ≥ C/n (Then h < C/n is trivial, in which no queue exists at all), the left side of the ineqation is non-negative. So
Rewrite it as
From formula (3.1-1), (3.1-2), and (3.1-5) we know ρ µ λ
Substituting for (3.3-14) and (3.3-15) Bring it into (3.3-16), and we finally get
Thus we get the relation between δ and ρ. 
Effects of the Burst Size
It has been well known that the burst size of the traffic affects the network performance significantly. In this Section we will analyze it from the prospective of multi-dimensional QoS and see what limitations it impose on the QoS behavior. Assume link speed h → ∞, thus every burst arrives immediately once it is generated. This is the worst case that produces the higher bound of the packet loss rate. 
Burst Size Constraints

Scaling QoS Regions
The curve l in figure 4 shows the relation between ϕ and ρ for certain burst size. The k-th QoS region Q k is an area in the upleft part above l. For example, the whole area ABlCA is Q 0 , the area DElCD is Q 1 , and the area FGlCF is Q 2 . Q 1 is also called the basic QoS region. As we mentioned in Section 2, the size of 
Marginal Cost of Statistical QoS
We define the marginal cost of statistical QoS as the maximum increase of ϕ caused by unit increase of ρ in the k-th (1, ϕ) .  Theorem 5.1 indicates that if the link speed is as low as C/n, the throughput can be arbitrarily high, and the loss rate can be arbitrarily low. The change of ϕ with h is shown directly in figure 7 . We see the increase of input link speed from C/n quickly damages the QoS performance. The figure also shows that the higher the ρ is, the more sensitive the ϕ is to the change of h.
Effect of the Link Speed
The reason why the link speed has critical effect on the node's QoS behavior is this: the link can be viewed as a traffic shaper.
If the link speed is too fast, it has no shaping effect at all, and the bursty traffic has a potential to "stuff" the node. By contrast, if the link is slow, it can smooth the burst traffic before it is fed into the node. When h is as low as C/n, all bursts are completely smoothed. If h is even lower than C/n, however, the system efficiency decreases because the node processing power is wasted. In summary, the matching between the link speed and the node processing power produces the biggest premium QoS region and highest system efficiency. With this formula we can calculate the enlarged k-th QoS region. This formula applies to any order of QoS regions. As an example, when η = 0.2, if the old k-th QoS region has a size ρ k = 0.8 (whatever k is), then the new k-th region is ρ′ k ≈ 0.87. Note that γ is ρ related when applying the formula.
Above we have shown the critical effect of the link speed on the QoS behavior. However, it should be pointed that in real networks the contribution of the link as a traffic shaper may be very limited. In fact, the shaping factor γ decreases very quickly with the increase of the link speed. Figure 9 shows the change of γ with h. We can see that for ρ = 0.84 γ decreases from ∞ to only 3.45 as the link speed doubles from C/n (or η decreases by half from 1.0). It is common that in core networks η is less than 0.5. So the shaping effect of the link is not always visible, and the results for h → ∞ in Section 5 are generally good approximations in real networks.
Effects of Traffic and Link Heterogeneities
In this Section we will see the QoS behavior for heterogeneous traffic and heterogeneous links. In the case of load imbalance, we assume n 1 links out of n each has a traffic load of r 1 , and the other n 2 = n -n 1 links each has a traffic load of r 2 , where r 1 ≠ r 2 . But the total load is the same, namely, This means that we can not really distinguish the overall input traffic in the load imbalance scenario from that in the load balance scenario. They are statistically identical (the traffic is fully characterized by b and T). Therefore, load imbalance between input links does not affect the system's QoS region.  When β increases from 0 to 1, the overall traffic is a mixture of bursts of size b 1 and b 2 . The packet loss rate ϕ changes from ϕ| β=0 to ϕ| β=1 . It turns out that the relation between ϕ and β when 0 < β < 1 is a very complex nonlinear one, which we will address elsewhere. In most practical cases, ϕ falls between ϕ| β=0 and ϕ| β=1 . Hence we can roughly evaluate the effect of burst size heterogeneity from ϕ| β=0 and ϕ| β=1 . From (6.2-5) and (6.2-6) we can see that if b 2 << b 1 , the difference between the two QoS regions are big. So the degree of heterogeneity has significant affect on the QoS behavior. If, however, b 2 and b 1 are both very small and comparable, the QoS behavior would be rather insensitive to the change of β.
Load Imbalance
Burst Size Heterogeneity
Link Heterogeneity
Suppose n 1 links each has a speed of h 1 , and the other n 2 = nn 1 links h 2 . Without losing generality, let h 1 > h 2 . Assume the traffic is homogeneous on all links. Again, denote β = n 1 /n. Similarly, we get
For the same load, from (3.3-2) and (3.3-18) When β increases from 0 to 1, ϕ changes from ϕ| β=0 to ϕ| β=1 in a very complex nonlinear way. But for practical cases, we can still view ϕ| β=0 and ϕ| β=1 as the bounds of ϕ. From figure 7 we can see that if h 2 is small compared with C/n but h 1 is very big, the difference between from ϕ| β=1 and ϕ| β=0 is large. Then the QoS behavior is sensitive to the change of β. If, however, both h 1 and h 2 are big, the heterogeneity does not matter much. The effect of link heterogeneity also depends on the throughput. It is important only when the traffic load is high. The burst size b modulates the effect of link heterogeneity, too. As we know from Section 3.1, if b is small enough, the loss rate ϕ is very low even for h → ∞. In that case the link heterogeneity is not important. Figure 10 shows a part of a backbone network where optical links of speed 2.5Gbps are connected to 100Mbps fast Ethernet networks through router A, B, and a link of 155Mbps. Assume there are ten 2.5Gbps links connected to router A. In general, router A is a communication bottleneck. Assume the network is DS-capable and router A implements two EF PHBs [11] , one for the voice service and one for the video service. As defined in [11] , an EF PHB is a router mechanism in the DS network to support real-time services. It ensures that the EF packets are serviced at a given output interface with a rate no less than their arrival rate. In this sample, the bandwidth shares of the voice and the video services are 10Mbps and 50Mbps, respectively. It is reasonable to assign a nodal deadline D = 3 ms for the voice service, for normally the end-to-end deadline is in the range of 10 ms ~ 40 ms [3] . Set b = 60 bytes. From the network configuration we know C = 10 Mbps, h = 2.5 Gbps, and n = 10. ≈ e It is illustrated in figure 11. From (3.3-1) and (4.1-4 ρ ρ It is illustrated in figure 13 . We see ρ 4 can increase to 98.7% if the packet size decreases to 500 bytes, which is excellent.
An Example
To validate above analyses, we compare the QoS behaviors with the simulation results. In the simulations, we use a classbased WFQ to share bandwidth among different services. There Figure 14 gives the results for the voice service. In this simulation, the throughputs of the video service and the background traffic are kept as 90% and 95%, respectively while we change that of the voice. Figure 15 is for the video service.
The voice and the background traffic throughputs are kept as 95% and 94% in this simulation. From these results we see that above QoS region analyses generally provide good higher bounds for the loss rates at a wide range of throughputs. The differences between the analyses and the simulation results at high loads are due to the processor-sharing gain of the WFQ [16] : the voice service in figure 14 and the video service in figure 15 get excess bandwidths from the rest services because they can not use up their shares. So the performance bound
given by the analysis can be surely guaranteed in practice. This suggests that our theory gives a reliable tool for network dimensioning to provide multi-dimensional QoS.
As for this particular example, above analyses indicate that in a practical network setting the rate configuration of the EF PHB defined in [11] is generally sufficient for supplying good QoS for real-time services if the burst is well controlled. The extreme case mentioned in Section 1, which aroused much controversy and led to the redefinition of the EF PHB [24] , can be tolerated by dropping the packets that violate their deadlines without affecting the multi-dimensional QoS satisfaction in general.
Conclusions
In this paper, we study multiple QoS dimensions altogether, and formulate a theoretical framework to explore relations between different dimensions. The QoS region is used to quantify multi-dimensional QoS requirements. Based on the theory of effective bandwidths, we reach a uniform formula to connect the throughput, the delay, and the loss rate for Markovian traffic. Important traffic and network factors, i.e., the burst size and the link speed, are involved. With this framework, it is found that the burst size sets hard limit on the QoS region that can be achieved, and the matching between the link speed and the node processing power can greatly improve the limit. It is also made clear that while pure load imbalance among links does not affect the QoS region, the heterogeneities 
