Abstract-In this paper, we present a robust adaptive model predictive control (MPC) scheme for linear systems subject to parametric uncertainty and additive disturbances. The proposed approach provides a computationally efficient formulation with theoretical guarantees (constraint satisfaction and stability), while allowing for reduced conservatism and improved performance due to online parameter adaptation. A moving window parameter set identification is used to compute a fixed complexity parameter set based on past data. Robust constraint satisfaction is achieved by using a computationally efficient tube based robust MPC method. The predicted cost function is based on a least mean squares point estimate, which ensures finite-gain L2 stability of the closed loop. The overall algorithm has a fixed (user specified) computational complexity. We illustrate the applicability of the approach and the tradeoff between conservatism and computational complexity using a numerical example.
I. INTRODUCTION
Motivation: Model predictive control (MPC) [1] , [2] is an optimization based control method that can handle complex multi-input multi-output (MIMO) systems with hard state and input constraints. Model uncertainty and disturbances can have an adversarial impact on performance and constraint satisfaction. These issues can be addressed using robust MPC formulations, which can, however, be quite conservative in case of parametric uncertainty. This motivates the design of adaptive MPC schemes that can use online model adaptation to reduce the conservatism and improve the performance. In this paper, we provide a robust adaptive MPC formulation that provides theoretical guarantees, allows for online performance improvement and is computationally efficient.
Related work: Tube based robust MPC methods are the simplest way to ensure stability and robust constraint satisfaction under uncertainty. Robust constraint satisfaction is typically achieved by including a pre-stabilizing feedback and computing a polytopic tube that bounds the uncertain predicted trajectories, compare for example [3] , [4] , [5] . The performance and conservatism of these robust MPC approaches can be improved by using online system identification or parameter adaptation. 2 Elisa Andina is a M.Sc. student at the Università di Bologna, 40136 Bologna, Italiy (email: elisa.andina@studio.unibo.it).
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In [6] , [7] , a fixed uncertainty description is used to ensure robust constraint satisfaction, while an online adapted model is used in the cost function to improve performance.
The conservatism of the robust MPC constraint tightening can be reduced by using online set-membership system identification. For FIR systems, this has been proposed in [8] . In [9] , this approach has been extended to general linear state space models, by combining set-membership estimation with the homothetic tube based robust MPC formulation in [5] . By using an additional least mean square (LMS) point estimate for the cost function, this scheme also ensures finite-gain L 2 -stability. The main drawback of this approach is that the resulting quadratic program (QP) has significantly more optimization variables and constraints compared to a nominal MPC.
Contribution: In this work, we present a computationally efficient robust adaptive MPC scheme for linear uncertain systems. Similar to [9] , the proposed method uses a setmembership estimate for the parametric uncertainty, a robust constraint tightening, and a cost function based on a LMS point estimate. Correspondingly, the proposed robust adaptive MPC scheme shares the theoretical properties of the scheme in [9] , i.e., ensures robust constraint satisfaction and finite-gain L 2 stability w.r.t. additive disturbances. Compared to [9] , we employ a moving window set-membership estimation to compute a hypercube that bounds the parametric uncertainty. Furthermore, we use a robust constraint tightening based on the novel robust MPC framework in [4] . As a result, the proposed robust adaptive MPC scheme has a fixed computationally complexity, which is only moderately increased compared to a nominal MPC scheme. The main theoretical contribution of this paper is to extend the robust MPC method presented in [4] to allow for an online adaptation of the parametric uncertainty, while preserving the theoretical properties and computational efficiency. Compared to [9] , the proposed approach can be more conservative. On the other hand, it has a strongly reduced computational complexity. This trade off between computational complexity and conservatism in different approaches is discussed in detail and is quantitatively investigated using a numerical example. The numerical example demonstrates the benefits of the proposed adaptive formulation compared to a robust formulation. Furthermore, the computational efficiency of the proposed formulation in comparison to [9] is substantiated. After submission of this manuscript, a competing approach for robust adaptive MPC has been presented in [10] based on the robust approach in [3] . In terms of computational complexity and conservatism, the approach in [10] is located between the proposed approach and the approach in [9] , which is demonstrated in the numerical comparison.
Outline: Section II presents the problem setup and discusses the parameter estimation. Section III presents the proposed robust adaptive MPC scheme with corresponding theoretical guarantees and a discussion regarding alternative robust MPC approaches.. Section IV demonstrates the benefits of the proposed formulation with a numerical example. Section V concludes the paper. The presented results are based on the thesis [11] . Additional details can be found online in the technical report [12] .
Notation: The quadratic norm with respect to a positive definite matrix Q = Q is denoted by x 2 Q = x Qx. Denote the unit hypercube by B p := {θ ∈ R p | θ ∞ ≤ 0.5}.
II. PROBLEM SETUP AND PARAMETER ESTIMATION
This section introduces the problem setup (Sec. II-A), the computation of set-membership estimates (Sec. II-B) and point estimates (Sec. II-C) for unknown constant parameters.
A. Setup
We consider a discrete-time linear system
with state x t ∈ R n , input u t ∈ R m , additive disturbances d t ∈ R n and unknown but constant parameters θ = θ * ∈ R p .
The system matrices depend affinely on the parameters θ ∈ R
There exists a known prior parameter set Θ HC 0 := θ 0 ⊕η 0 B p , η 0 ≥ 0 that contains the parameters θ * .
These conditions are rather standard in the context of linear uncertain systems. Extensions to time-varying parameters are discussed in Section III-D. We consider mixed constraints on the state and input
with the compact polytope
The control goal is to stabilize the origin and satisfy the constraints (2) despite disturbances and uncertain parameters.
B. Set membership estimation
In order to satisfy the constraints (2), the uncertainty in the parameters θ needs to be taken into account, which in turn may lead to conservatism. To reduce this conservatism, a set membership estimation algorithm is used to compute a smaller set Θ HC t ⊆ Θ HC 0 that contains the true parameters θ * , as done in [8] , [9] , [10] . Define
Given (x t−1 , u t−1 , x t ), the non falsified parameter set is given by the polytope
The following algorithm uses a given hypercube Θ HC t−1 and the past M ∈ N sets ∆ t−k in a moving window fashion to compute a tighter non falsified hypercube Θ HC t using linear programming (LP).
Algorithm 1 Moving window hypercube update
Input: The proof can be found [12, Lemma 1] . Algorithm 1 first computes the unique (tight) hyperbox overapproximation (θ i,t,min , θ i,t,max ) and then an overapproximating hypercube. Since the overapproximating hypercube is not unique, the projection step is needed to ensure Θ HC t ⊆ Θ HC t−1 . Similar ideas for parameter estimation based on a moving window are also discussed in [9, Remark 4] and [13] . In [9] , the recursive update Θ t = Θ t−1 ∩ ∆ t is used, which satisfies the same properties, compare [9, Lemma 2] . However, this corresponds to a full information filter, that has an online increasing (potentially unbounded) complexity, while in the proposed approach all operations have a fixed complexity. We use a hypercube to reduce the computational complexity of the robust adaptive MPC in Section III, although in principle any polytope of fixed shape can be used. For such fixed shape polytopes, Alg. 1 has to be replaced with more involved LPs (c.f. [9, Lemma 3] , [10, Lemma 5] ).
C. Point estimate
In order to improve the performance of the closed-loop system, the predicted cost function is evaluated based on a point estimateθ, as done in [6] , [7] , [9] . In particular, we consider a least mean squares (LMS) point estimate with projection on the current parameter set. Given a point estimateθ t , define the predicted state byx 1|t = Aθ t x t + Bθ t u t and the prediction errorx 1|t = x t+1 −x 1|t . The recursive LMS update is given bŷ
where Π 
2 and that the state and input satisfy (x t , u t ) ∈ Z for all t ≥ 0. Then for any initial parameter estimateθ 0 ∈ Θ HC 0 , the parameter estimate (3) satisfies
III. ROBUST ADAPTIVE MPC
This section contains the proposed robust adaptive MPC approach. Section III-A discusses some preliminaries regarding polytopic tubes. The proposed MPC scheme is presented in Section III-B and the overall online and offline computations are summarized. The theoretical analysis is detailed in Section III-C. Section III-D discusses the complexity and conservatism compared to existing robust (adaptive) MPC approaches, and elaborates on variations and extensions.
A. Polytopic tubes for mixed uncertainty
In the following, we discuss how to propagate the uncertainty of the additive disturbances d t ∈ D and the parametric uncertainty Θ HC t using a polytopic tube and the robust MPC approach in [4, Prop. 1]. We consider a standard quadratic stage cost (x, u) = x 2 Q + u 2 R , with Q, R positive definite. As standard in tube based robust MPC, we require the following stabilizability assumption. Assumption 2. There exist a feedback K ∈ R m×n and a positive definite matrix P , such that A cl,θ := A θ + B θ K is quadratically stable and satisfies
with the prior parameter set Θ HC 0 from Assumption 1.
The matrices P, K can be computed using standard robust control methods based on linear matrix inequalities (LMIs). In the following, we only consider the pre-stabilized dynamics A cl,θ with u t = Kx t + v t and the new input v ∈ R m . The idea of tube-based robust MPC is to online predict a tube around the nominal predicted trajectory that contains all possible uncertain trajectories for different realizations of the disturbances d ∈ D and the parameters θ. To ensure a fixed computational complexity, this tube is typically based on a fixed offline computed polytope, which is translated and scaled online, compare [2] , [3] , [4] , [5] . To this end, we consider some compact polytope
the complexity of which determines the complexity of the robust MPC approach. Given a point estimate θ ∈ R p , the contraction rate ρ θ of the polytope P is given by
compare [14, Thm. 4.1] . In the considered robust MPC approach (cf. [4, Prop. 1]), this contraction rate ρ θ determines the growth of the tube (and hence the conservatism). Standard methods to compute suitable polytopes are the minimal robust positive invariant (RPI) set [15] , [16] or the maximal invariant/contractive set [17] . Given the polytope P and feedback K, we compute the following constant based on an LP
whereẽ l denote the 2 p vertices of the unit hypercube B
In order to quantify the parametric uncertainty at some point (z, v) ∈ Z, we define the following function in dependence of the size η of the hypercube Θ HC (cf. [4, Ass. 5, Prop. 2])
This function satisfies (cf. [12, Prop. 2])
Furthermore, for each constraint (2) we compute a constant c j using the following LP:
B. Proposed robust adaptive MPC scheme
Given the constants c j ρ, L B and the function w η , we can state the proposed MPC scheme. At each time t, given a state x t , a hypercube Θ HC t = θ t ⊕ η t B p and a LMS point estimateθ t , we solve the following linearly constrained QP
where X f is a terminal set to be specified later. The solution to (12) is denoted by x * ·|t ,x * ·|t , v * ·|t ,û * ·|t , u * ·|t , w * ·|t , s * ·|t . The proposed scheme ensures robust constraint satisfaction by predicting a polytopic tube X k|t = {z| H i (z − x k|t ) ≤ s k|t } that contains all possible future trajectories of the uncertain system (1) subject to the input trajectory v ·|t . The uncertainty propagation is achieved with the scalar tube dynamics (12d), and the construction of w in (12e), which overapproximates the uncertainty of all states and inputs within the tube X k|t , compare [4, Prop. 2] . Compared to the robust MPC scheme in [4] , the tube propagation depends on the online set estimate Θ HC t , thus reducing the conservatism. Furthermore, similar to [6] , [7] , [9] a second predicted trajectoryx k|t ∈ X k|t based on the LMS point estimateθ t (c.f. (12c)) is used to evaluate the predicted cost function, which improves performance. Compared to a nominal MPC scheme, the evaluation of the uncertainty w η (x, u) (9) along the prediction horizon N introduces N · r · 2 p additional linear inequality constraints (12e). The computational complexity and conservatism in comparison to other robust MPC methods is discussed in Remark 2 and investigated in the numerical example in Section IV.
The overall offline and online computations are summarized in Algorithm 2 and 3, respectively.
Algorithm 2 Robust adaptive MPC -Offline
Compute feedback K, terminal cost P (Ass. 2). Set parameter update gain µ > 0 (Lemma 2). Design polytope P (5).
Compute ρ θ0 , L B , d, c j using LPs (6), (7), (8), (11) . Check if condition (13) in Prop. 1 holds.
Algorithm 3 Robust adaptive MPC -Online
Execute at each time step t ∈ N, given measured state x t : Update Θ HC t ,θ t , ρ θt using Alg. 1, (3), (6), respectively. Solve MPC optimization problem (12) . Apply control input u t = v * 0|t + Kx t .
C. Theoretical analysis Proposition 1. Let Assumptions 1 and 2 hold. Suppose that the following condition holds at t = 0
with c max = max j c j . Then the polytopic terminal set
satisfies the following conditions for any (x, s) ∈ X f , Θ HC t
(Lemma 1) ensures that satisfaction of (13) at t = 0 implies satisfaction of (13) for t ≥ 0. Satisfaction of the tightened constraints (14a) follows from the definition of X f and c j , and c j ≤ c max . The robust positive invariance condition (14b) follows from
A more detailed proof can be found in [12, Prop. 3] .
This proposition provides a simple and intuitive characterization of the terminal set X f , if condition (13) is satisfied.
The following theorem is the main result of this paper and establishes the closed-loop properties of the proposed robust adaptive MPC scheme. Theorem 1. Let Assumptions 1, 2 hold, assume that condition (13) holds at t = 0 and consider X f according to Prop 1. Suppose that Problem (12) is feasible at t = 0. Then (12) is recursively feasible and the constraints (2) are satisfied for the resulting closed-loop system. Furthermore, if the update gain µ > 0 satisfies 1/µ > sup (x,u)∈Z D(x, u) 2 , the closed loop is finite gain L 2 stable, i.e., there exist constants c 0 , c 1 , c 2 > 0, such that the following inequality holds for all
Proof. The following proof is an extension of [4, Thm. 1] to online changing models. We briefly sketch the main steps of the proof. Details can be found in [12, Theorem 1] . Consider the candidate solution
between the candidate solution and the previous optimal solution satisfies the following dynamic equation
From the parameter update we know that θ t+1 ∈ θ t ⊕∆η t B p , with ∆η t = η t − η t+1 ≥ 0. The difference between these two trajectories can be bounded using
with the recursively defined tube sizes
). In case ∆η t = 0, this reduces to arguments from robust MPC [4, Thm. 1], withs k|t+1 = ρ k w * 0|t . One can show that (7), (10) imply the following inequality (c.f. Part III, proof of Thm. 1 in the technical report [12] ):
Inequality (17) ensures that the candidate tube X k|t+1 is contained in the previous optimal tube X * k+1|t , compare Fig. 1 for an illustration of this nestedness property. Satisfaction of the tightened constraints (12f) follows with
Recursive satisfaction of the terminal set constraint follows from (15) , (17) and condition (14b) from Prop. 1. The finitegain L 2 stability of the closed loop follows from the properties of the LMS point estimate (Lemma 2), and quadratic bounds on the value functions (c.f. [9, Thm. 14]). 
D. Discussion
Remark 1. (Time-varying parameters) The proposed robust adaptive MPC scheme can be extended to account for slowly time-varying parameters θ t+1 ∈ Θ ∩ (θ t ⊕ Ω), where the hypercube Ω = ωB p bounds the maximal change in the time-varying parameters θ t . In this case, Algorithm 1 uses the non-falsified set ⊕ kΩ is considered with η k|t = η t + kω. The finite-gain stability w.r.t the additive disturbances d t from Theorem 1 changes to a finite-gain stability w.r.t both the disturbances d t and a signal measuring the change in the parameters θ t . The other properties in Thm. 1 remain unchanged, compare [11, Sec. 5.2] for details.
Remark 2. (Complexity and conservatism)
In the following, we discuss different methods to propagate the uncertainty in robust MPC in terms of their computational complexity and conservatism. In the considered robust MPC approach, the uncertainty is propagated using
with r · 2 p linear inequality constraints and the additional scalar optimization variable s. This formulation takes into account the parametric uncertainty and the shape of the polytope H i . The contractive dynamics and the disturbances are overapproximated with the scalars d, ρ θ .
In case only p B < p uncertain parameters θ affect the matrix B θ , the following formulation provides a computationally cheaper overapproximation using inequality (10) with (z, v) = (0, u − Kx):
By introducing an additional slack variable to evaluate max k H k x, this condition can be posed as r · (2 p B + 1) inequality constraints, compare [12, Appendix A] .
In [4, Prop. 1], the following formulation was considered
This constraint is less conservative than (18) since d ≥ d i , but the presented proof for robust adaptive MPC cannot be applied to this formulation since max i ηH i D(x, u)ẽ l +d i is piece-wise affine in η, while w η + d in (18) is affine in η.
In [10] a robust adaptive MPC scheme is presented with the more flexible parameterization X = {z| H i z ≤ α i , i = 1, . . . , r}, using an online optimized vector α ∈ R r , compare also [3] . The corresponding tube propagation is given by
21) whereĤ i is computed offline using LPs, compare [10, Lemma 8] for details. This conditions uses r · 2 p linear inequality constraints and requires r additional optimization variables α. Compared to (18) , the matricesĤ i capture the propagation more accurately compared to the scalars ρ, L B , at the expense of more decision variables.
In [9] , a homothetic tube [5] is used, where tube propagation is characterized as follows
with Θ = {H θ θ ≤ h θ }, the vertex representation P = Conv(z j ), j = 1, . . . , r v and online optimized matrices Λ j k|t . Assuming Θ is a hypercube and thus Λ j ∈ R r×2p , this condition requires r v · r · 2p additional optimization variables and 3r v · r additional inequality constraints. Since the complexity increases with r v · r, the method is likely limited to low dimensional systems with simple polytopes P.
This trade-off between computational complexity and conservatism is also investigated in the numerical example in Section IV. We point out that the results in Theorem 1 only apply to formulation (18) . Extending the results in Theorem 1 to a more general class of robust tube formulations (similar to [4] ) is part of current research.
Remark 3. We consider a hypercube Θ HC t for uncertainty propagation to limit the computational complexity, but any fixed shape polytope Θ t = η t Θ 0 can be used. However, the theoretical properties in Theorem 1 are not valid if the shape of the set Θ t changes. In particular, this means that we cannot use a general hyperbox Θ HB t , with a flexible ratio between the different side lengths, which is the case in [9] , [10] . Extending the theory in this direction is an interesting open problem. Similarly, in [18] for nonlinear systems a fixed shape set Θ t in form of a ball is used for the robust propagation, even though a less conservative ellipsoidal set Θ = { θ 2 Σ ≤ η} based on the RLS estimateθ is available. IV. NUMERICAL EXAMPLE The following example demonstrates the performance improvements of the proposed adaptive method compared to a robust MPC formulation. Furthermore, we investigate the computational demand and the conservatism of the different robust MPC formulations. Details can be found in [12] .
Model: We consider a simple mass spring damper system Offline Computation: Matrices P, K are computed using LMIs. The polytope P is computed as the maximal ρ-contractive set [17] with ρ = 0.75, resulting in r = 18.
Details regarding the terminal set for x s = 0 can be found in [12, Prop. 4] .
Closed-loop performance improvement: We implement the proposed approach (Adaptive RMPC) with N = 14 and M = 10. For comparison, we implement a purely robust formulation (RMPC) without any model adaptation [4] . The corresponding closed-loop performance can be seen in Figure 2 . The parameter update significantly improves the tracking error. The parameter set updates (Alg. 1) increase the computation time by approx. 2%. Thus, combining the robust MPC approach in [4] with online parameter adaptation significantly improves the closed-loop performance with a marginally increase in computational complexity.
Parameter estimation: The parameter estimation can be seen in Figure 2 
Complexity robust MPC:
In the following we compare the conservatism and computational complexity of the different tube formulations discussed in Remark 2. We consider the predicted trajectory x * ·|t of the proposed approach at t = 0 and compute 1 The tube size s of the considered formulation is approximately 16% and 5% larger than the homothetic tube [9] and flexible tube [10] approach, while the number of opt. variables are significantly reduced. In general, there exists a degree of freedom in the robust MPC formulation, that allows a user to trade conservatism vs. computational complexity. In this example the uncertainty is mainly due to the parametric 1 The homothetic and flexible tube [9] , [10] are centered around the trajectory x * ·|t to simplify the comparison, even though this may introduce additional conservatism. The number of optimization variables are displayed for a condensed formulation with the equality constraints eliminated. uncertainty, which is why (18) and (20) are approximately equivalent and (19), which overapproximates the effect of the parametric uncertainty, is so conservative.
V. CONCLUSION
We have presented a robust adaptive MPC scheme for linear uncertain systems that ensures robust constraint satisfaction, recursive feasibility and L 2 stability. The proposed scheme improves the performance and reduces the conservatism online using parameter adaptation and set membership estimation. In addition, the formulation is such that the computational complexity is constant during runtime and only moderately increased compared to a nominal MPC scheme. The trade-off between computational complexity and conservatism regarding different formulations has been investigated with a numerical example. Current research is focused on extending the framework to nonlinear uncertain systems as a competing approach to [18] .
