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Non-adiabatic holonomic quantum computation (NHQC) has been developed to shorten the construction
times of geometric quantum gates. However, previous NHQC gates require the driving Hamiltonian to satisfy a
set of rather restrictive conditions, reducing the robustness of the resulting geometric gates against control errors.
Here we show that non-adiabatic geometric gates can be constructed in an extensible way, called NHQC+,
for maintaining both flexibility and robustness. Consequently, this approach makes it possible to incorporate
most of the existing optimal control methods, such as dynamical decoupling, composite pulses, and shortcut to
adiabaticity, into the construction of single-looped geometric gates. Furthermore, this extensible approach of
geometric quantum computation can be applied to various physical platform such as superconducting qubits and
nitrogen-vacancy centers. Specifically, we performed numerical simulation to show how the noise robustness
in the recent experimental implementations [Phys. Rev. Lett. 119, 140503 (2017)] and [Nat. Photonics 11,
309 (2017)] can be significantly improved by our NHQC+ approach. These results cover a large class of new
techniques combing the noise robustness of both geometric phase and optimal control theory.
Introduction.– Methods of constructing precise and noise-
resistant quantum gates are of fundamental importance to
quantum information processing. Geometric quantum compu-
tation (GQC) utilizes a peculiar property of quantum theory:
the Abelian or non-Abelian geometric phases [1–3] of quan-
tum states, acquired after a cyclic evolution. The geometric
phase depends only on the global properties of the evolution
trajectories. Consequently, quantum gates based on the ge-
ometric phases are immune to local disturbances during the
evolution [4–8]. More precisely, a geometric phase can ei-
ther be a real number (i.e., Abelian), known as the ”Berry
phase” [9], or a matrix (non-Abelian holonomy) [10] that
is the key ingredient in constructing quantum operations for
holonomic quantum computation (HQC).
Early applications of GQC involves adiabatic evolutions to
avoid transitions between different sets of eigenstates [11–13].
However, the adiabatic condition necessarily implies lengthy
gate operation time; the effectiveness of adiabatic GQC there-
fore becomes severely limited by the environment-inducedde-
coherence. Later, it was found that geometric quantum gates
can be realized non-adiabatically, if we construct a driving
Hamiltonian with time-independent eigenstates [14–19], and
build geometric gates confined to the Hilbert subspace [11,
12, 17, 18], a method known as NHQC (non-adiabatic holo-
nomic quantum computation). However, this condition im-
poses stringent requirements on the driving Hamiltonian; the
systematic errors would introduce additional fluctuating phase
shifts, smearing the geometric phases [20–23]. Furthermore,
the restriction imposed in the previous NHQC schemes ex-
cludes the flexibility for incorporating most of the optimiza-
tion techniques, limiting its applicability. These problemsmo-
tivate us to search for a new approach to GQC that is (i) non-
adiabatic, (ii) robust against the control errors, (iii) compatible
with other optimization techniques for maximizing the gate fi-
delity against different types of nosies.
Here, we demonstrate that non-adiabatic GQC is also pos-
sible under much general conditions, relative to traditional
NHQC [17, 18]. Our approach leads to a new form of
single-looped GQC that is compatible with most of the ex-
isting pulse-shape optimization methods, including Deriva-
tive Removal by Adiabatic Gate (DRAG) [26], counteradia-
batic driving (CD) [27–32], dynamical decoupling (DD) [33–
35], dynamically-corrected gates (DCG) [36–38], Floquet op-
timal control [39, 40], and machine-learning-based optimiza-
tion techqiues [41, 42], etc, as shown in Fig 1a. Given the
extensibility of this approach and the fact that the traditional
NHQC method can be regarded as a special case, we refer to
this method as NHQC+. For example, when combined with
CD, we label it as NHQC+CD.
In the following, we shall employ a three-level quantum
systems to illustrate the working mechanism of NHQC+. In
particular, we are interested in comparing our method with
the NHQC gates implemented in recent experiments with NV
centers [43, 44]. Numerical simulations indicate that our opti-
mized NHQC+method can achieve a significant improvement
over the NHQC gates in Refs. [43, 44], using the experimental
parameters.
General framework.— Let us start with a general
time-dependent Hamiltonian H(t). For any complete set
of basis vectors, {|ψm (0)〉} at t = 0, U (t, 0) =
T e−i
∫
t
0
H(t′)dt′ =
∑
m |ψm (t)〉 〈ψm (0)|, where the time-
dependent state, |ψm (t)〉 = T e
−i
∫
t
0
H(t′)dt′ |ψm (0)〉, fol-
lows the Schro¨dinger equation. Now, at each moment of time,
we can always choose a different set of time-dependent basis,
{|µm (t)〉}, which satisfies the boundary conditions at time
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FIG. 1. The illustration of our proposed implementation. (a)
Schematic of combining various optimal control pulses with geomet-
ric quantum computation in our scheme. (b) Schematic of different
path for GQC: NHQC (gray), NHQC+ (red) is compatible with opti-
mization methods with choosing different paths as NHQC+ optimal
control (blue). (c) The level structure and coupling configuration for
single-qubit operations with a solid-state NV center, where driven
pulses with amplitudes ΩP and ΩS couple |0〉 and |1〉 to |e〉 with
detuning ∆. (d) conceptual explanation for geometric quantum op-
eration.
t = 0 and t = τ :
|µm (τ)〉 = |µm (0)〉 = |ψm (0)〉 , (1)
but in general their time dependence do not follow
Schro¨dinger’s equation. In this way, we can always
write, |ψm (t)〉 =
∑
k vkm (t) |µk (t)〉, which means
that the time-evolution operator becomes, U (t, 0) =∑
m,k vkm (t) |µk (t)〉 〈ψm (0)|. Applying the boundary
conditions, we obtain the following unitary transforma-
tion matrix at the final time t = τ , U (τ, 0) =∑
m,k vkm (τ) |ψk (0)〉 〈ψm (0)|. The matrix element vmk (τ)
satisfies the following equation,
d
dt
vkm (t) = i
∑
l=1
(Akl (t)−Hkl (t))vlm (t) , (2)
where Hkl (t) ≡ 〈µk (t)|H (t) |µl (t)〉 and Akl (t) ≡
i 〈µk (t)|
d
dt |µl (t)〉, which can be combined to form an
effective Hamiltonian: Heff (t) ≡ V (t)
†H (t)V (t) −
iV † (t) ddtV (t), where V (t) ≡
∑
k |µk(t)〉〈µk(0)|. In other
words, written in the initial basis {|µk (0)〉}, the matrix ele-
ments are given byAkl (t)−Hkl (t). With these tools, various
forms of GQC can emerge as different settings (or approxima-
tions) of these equations (see SM [45]).
Conditions of NHQC+.— Our strategy is to find an aux-
iliary basis {|µk (t)〉} such that for all k 6= m, the effective
HamiltonianHeff is always diagonal in the initial basis, i.e.,
〈µm (0)|Heff (t) |µk (0)〉 = 0 , (3)
Consequently, Eq. (2) implies that vmk(t) = δmk vkk (t) is
also diagonal and hence the unitary operator,
U (t, 0) =
∑
k
vkk (t) |µk (t)〉 〈µk (0)| (4)
are all diagonal, where vkk (t) =
e−i
∫
τ
0
〈µk(t)|H(t)|µk(t)〉dt−
∫
τ
0
〈µk(t)| µ˙k(t)〉dt. Note partic-
ularly that if the following condition,
∫ τ
0
〈µk(t)|H(t)|µk(t)〉 dt = 0. (5)
is further satisfied for each k, then the resulting unitary evolu-
tion becomes purely geometric, i.e.,
U (τ, 0) =
∑
k
e−
∫
τ
0
〈µk(t)|µ˙k(t)〉dt |µk (0)〉 〈µk (0) | , (6)
which is the main goal that can be achieved through the fol-
lowing theorem:
Theorem 1 (NHQC+ equation) The condition in Eq. (3) is
satisified only if the Hamiltonian H(t) and the projector
Πk(t) ≡ |µk (t)〉 〈µk (t)| of the auxiliary basis {|µk (t)〉} fol-
lows the von Neumann equation, i.e.,
d
dt
Πk(t) = −i [H(t),Πk(t)] , (7)
The proof of this theorem is given in SM [45].
Note that the key difference between the previous NHQC
schemes and the NHQC+ approach introduced here is that
the Hamiltonians are subject to different constraints. In the
NHQC case, the Hamiltonian is required to satisfy a set of
constraints: 〈ψm (t)|H (t) |ψk (t)〉 = 0, which is required (i)
at each moment of time and (ii) for all possible k,m. How-
ever, for NHQC+, the Hamiltonian needs to vanish only in the
integral sense (see Eq. (5)). More importantly, the NHQC+ re-
moves the constriants for k 6= m, which makes it possible for
our method being compatible with most of the optimization
schemes (see Fig. 1a).
Application of NHQC+ gates.— To continue, we shall
make our discussion explicit by demonstrating its application
in realistic systems, namely NV center. Specifically, we shall
focus on the three-level Λ configuration in Ref. [46] with a
one-photon detuning∆(t), as shown in Fig. 1 c.
The spin states are labelled as |Eν〉⊗|ms〉, where |Eν〉 and
|ms〉 denote respectively the orbital and spin state. For our
purpose, we choose |0〉 ≡ |E0〉 ⊗ |1〉, |1〉 ≡ |E0〉 ⊗ | − 1〉
and |2〉 ≡ |E0〉 ⊗ |0〉. In this subspace, the corresponding
Hamiltonian, in the interaction picture, is given by [47],
H(t) = ∆(t)|e〉〈e| +
1
2
[(ΩP (t)|0〉+ΩS(t)|1〉) 〈e|+H.c.] ,
(8)
whereΩP (t) andΩS(t) denote, respectively, the pumping and
Stokes pulses driving the |0〉 ↔ |e〉 and |1〉 ↔ |e〉 transitions.
Here, we choose the pluses to have the fol-
lowing form, ΩP (t) = Ω(t) sin(θ/2)e
iφ1(t) and
3ΩS(t) = Ω(t) cos(θ/2)e
i[φ1(t)+φ], but we maintain the
ratio ΩP (t)/ΩS(t) of the two pulses to be time-independent,
i.e., ΩP (t) /ΩS (t) ≡ tan (θ/2) e
−iφ. Consequently, the
Hamiltonian in Eq. (8) can be simplified as,
H(t) = ∆(t)|e〉〈e|+
Ω(t)
2
[
eiφ1(t) |Φ〉 〈e|+H.c.
]
, (9)
where we defined a time-independent bright state as, |Φ〉 ≡
sin(θ/2)|0〉+ cos(θ/2)eiφ|1〉.
Recall that for realizing NHQC+ gates, we need to choose
a set of auxiliary states satisfying the boundary conditions
in Eq. (1). Here our choice is (i) a dark state |µ0〉 =
cos(θ/2)|0〉 − sin(θ/2)eiφ|1〉 which is decoupled from sub-
space of |Φ〉 and |e〉, and (ii) an orthogonal state in the fol-
lowing form:
|µ+(t)〉 = sin
χ(t)
2 |Φ〉+ cos
χ(t)
2 e
iα(t)|e〉 , (10)
The variables χ(t) and α(t) are determined by requiring the
corresponding projector, Π+(t) = |µ+(t)〉〈µ+(t)|, to satisfy
the von Neumann equation in Eq. (7).
Explicitly, we found that they are governed by the following
coupled differential equations: χ˙(t) = Ω(t) sin[φ1(t)− α(t)]
and α˙(t) = ∆(t) − Ω(t) cotχ(t) cos[φ1(t) − α(t)]. Further-
more, one possible set of solution is found to be
χ(t) = pi[erf(t/T ) + 1] ,
α(t) = φ1(t)− arctan[χ˙(t)/(Ω0 sinχ(t))] , (11)
where the parameter T controls the effective duration of the
protocol. Since experimentally the driving pulses have finite
durations, we choose τ = 4T as a cutoff. In this way, the time
dependence of Ω(t) and∆(t) can be determined numerically.
Construction of NHQC+ gates.— We are now ready to
demonstrate how to build up universal non-Abelian geomet-
ric single-qubit gates, i.e., holonomic quantum gates. Let us
start with the following set of basis states, {|µ0〉, |µ+ (0)〉}.
Note that this basis is only spanned by the computational ba-
sis states {|0〉, |1〉}, as χ(0) = pi. Next, we consider that the
physical procedure is divided into two time intervals (0, τ/2)
and (τ/2, τ). During the first interval (0 ≤ t ≤ τ/2),
the phase angle φ1(t) of the microwave is set to be a con-
stant γ1, i.e., φ1(t) = γ1. From Eq. (4), the correspond-
ing evolution operator is given by, U1(τ/2, 0) = |µ0〉〈µ0| +
eif1 |µ+(τ/2)〉〈µ+(0)|, where f1 ≡ −f (τ/2, 0).
During the second interval (τ/2 ≤ t ≤ τ ), the phase
φ1(t) is chosen to be another constant, φ1(t) = γ2, and a
spin-echo technique [11] is applied such that the Hamilto-
nian becomes −H(t − τ/2) shown in Fig 1 b,. As a re-
sult, the corresponding evolution operator takes the form,
U2(τ, τ/2) = |µ0〉〈µ0| + e
if2 |µ+(τ)〉〈µ+(τ/2)|, where we
defined another phase factor f2 ≡ −f (τ, τ/2).
Finally, applying the boundary condition Eq. (1), we obtain
the following unitary transformation matrix in the basis states
{|µ0〉, |µ+ (0)〉} at the final time t = τ ,
U(τ, 0) = U2U1 = |µ0〉 〈µ0|+ e
iγ |µ+ (0)〉 〈µ+ (0)| , (12)
FIG. 2. (a) The dynamics of T gate and NOT gate fidelities, as a
function of t/τ with the initial state being (b) Robustness of NHQC+
and NHQC with respect to the pulse of systemic error of Rabi fre-
quency as a function of the relative deviation β of the Rabi frequency
without considering relaxation.
where the phase factor, γ = f1 + f2, is purely a geometric
phase, as the condition in Eq. (5) has been satisfied for elimi-
nating the dynamical phase.
In fact, one can show that the geometric phase γ is exactly
equal to half of the solid angle Ωangle shown in Fig 1 d, i.e.,
γ = Ωangle/2. Considering two stages, a closed path in the
parameter space is formed. The solid angle enclosed by the
closed path is evidently 2(γ2 − γ1) and thus, the geometric
phase acquired is simply γ = γ2 − γ1.
Note that the non-Abelian geometric gate U(τ, 0) can be
spanned by the logical {|0〉, |1〉} basis, i.e.,
Uγ,θ,φ = e
i γ
2 e−i
γ
2
n·σ, (13)
wheren = (sin θ cosφ, sin θ sinφ, cos θ), σ are the Pauli ma-
trices. Eq. (13) describes a rotational operation around the n
axis by a γ/2 angle, up to a global phase factor e−i
γ
2 . As
both n and γ/2 can take any value, Eq. (13) denotes a set of
universal single-qubit gates in the qubit subspace.
The performance of the geometric gate in Eq. (13) can be
simulated by using the Lindblad master equation [45, 48]. In
our simulation, we have used the following set of experimen-
tal parameters [49]: the Rabi frequency and gate time is set as
Ω = 2pi× 20MHz, τ = 40 ns, and Γj1 = Γ
j
2 ≈ 2pi× 10 KHz.
We have investigated the gate fidelity of the T and NOT gates
for initial states of the form |ψ〉 = cosΘ|0〉+sinΘ|1〉, where
a total of 1001 different values of Θ were uniformly sampled
in the range of [0, pi/2], as shown in Fig. 2a. The gate fideli-
ties of the T (Upi/4,0,0) and NOT (Upi,pi/2,0) gates can reach,
respectively, 99.58% and 99.57%.
To investigate the robustness of NHQC+ against pulse er-
rors, we allow the driving pulse to vary in strength, i.e.,
Ωmax → (1 + β)Ωmax, where β ∈ [−0.1, 0.1] represents
the Rabi error. In other words, the Hamiltonian becomes
H(t)→ H(t)+Hβ(t), whereHβ(t) = βΩ(t)(|Φ〉〈e|+H.c.)
is the perturbingHamiltonian. Comparing our NHQC+ (using
the solution Eq. (11) before optimization) with the traditional
NHQC methods, we simulated the performance of the same
non-abelian NOT gate with the same pulse error. As shown
in Fig. 2b, the NHQC+ gate is always more robust than the
4FIG. 3. The performance of the gates against pulse errors without considering relaxation. (a) The T gate robustness of different orders
of SSSP and KDD pulse as a function of Rabi error α. (b) NHQC and (c) NHQC+SSSP 3 as a functions of β and ε with NOT gate.
Paremeters for: NHQC+ KDD τpi = 0.01τ ; NHQC+SSSP3:{a1 = −1, a2 = a3 = 0}; SSSP5:{a1 = −2.4864, a2 = −0.74, a3 = 0};
SSSP7:{a1 = −3.46, a2 = −1.365, a3 = −0.5}.
NHQC gate.
Optimization 1: NHQC+SSSP.— Here, we fur-
ther demonstrate how our method can be compatible
with other pulse optimization techniques. The unper-
turbed evolution operator can be written (see Eq. (4))
as U(v, t) = |µ00(v)〉〈µ
0
0(t)| + e
if(t)|µ0+(v)〉〈µ
0
+(t)| +
e−if(t)|µ0−(v)〉〈µ
0
−(t)|, where |µ−(t)〉 = cos
χ(t)
2 |Φ〉 +
sin χ(t)2 e
iα(t)|e〉 is an orthogonal state of |µ0+(t)〉 de-
fined in Eq. (10). Suppose the system is initial-
ized in the state |µ0+(0)〉 and β is small, to the sec-
ond order, we write |µ+(τ)〉 = |µ
0
+(τ)〉 + |µ
1
+(τ)〉 +
|µ2+(τ)〉 + O(β
3), where |µ0+(t)〉 is the unperturbed term,
|µ1+(τ)〉 = −i
∫ τ
0 dt U0(τ, t)Hβ(t)|µ
0
+(t)〉, and |µ
2
+(τ)〉 =
−
∫ τ
0
dt
∫ t
0
dt′U0(τ, t)Hβ(t)U0(t, t
′)Hβ(t
′)|µ0+(t
′)〉.
Consequently, the fidelity or population is given by P ≡∣∣〈µ0+(τ) |µ+(τ)〉∣∣2 = 1− β2∣∣∫ τ0 〈µ0+(t)|Hβ(t)|µ0−(t)〉dt
∣∣2 +
O(β3). The sensitivity to the systematic error [50, 51] can be
quantified as Qs ≡ −
1
2
∂2P (β)
∂β2 |β=0 = −
∂P (β)
∂(β2) |β=0. Explic-
itly, we found that
Qs =
∣∣∣∣
∫ τ
0
χ˙(t) sin2 χ(t)e−if(t)dt
∣∣∣∣
2
. (14)
To minimizeQs, we can choose the SSSP (single-shot shaped
pulse) through f(t) as a function of χ(t) with a Fourier-
series type of Ansatz (see [45, 52]), i.e., f(t) = 2χ(t) +∑
n an sin[2nχ(t)], where χ = pi[erf(t/T ) + 1]. Here, the
set {an} of coefficients are chosen such thatQs is minimized,
and other parameters are determined in SM [45]. The perfor-
mance of various choices of {an} is shown in Fig. 3 a, indict-
ing that the sensitivity decreases when more terms of an are
included.
On the other hand, we also compare the T gate robustness of
an optimized NHQC+SSSP with the NHQC scheme applied
in the recent experiments with NV centers [43, 44], as shown
in Fig. 3 b and c for large deviations of the original Rabi fre-
quency β (up to 10%) and a range of the static detuning δ of
the same order as the peak value of the Rabi frequencies.
Optimization 2: NHQC+KDD.— As another exam-
ple, one can also combine NHQC+ with Knill’s dynamical-
decoupling (KDD) pulses [34], to simultaneously compensate
pulse imperfection and dephasing. Recall that DD sequences
consist of repetitive trains of pi pulses. The delay between
the pulses and their phases are important parameters for the
performance of the DD pulse sequences, where the robust-
ness can be enhanced by the so-called KDD “self-correcting”
pulses [34] are given by, KDD = Fτ/2 − (pi)pi/6 − Fτ −
(pi)0−Fτ − (pi)pi/2−Fτ − (pi)0−Fτ − (pi)pi/6−Fτ/2, where
Fτ represents free evolution for a period of time τ and (pi)η
represents pi rotation along the axis η away from the z-axis.
To construct a NHQC+KDD gate, we require each pi pulse
to be constructed with geometrical protection (see Eq. 12).
Explicitly, we choose the following control sequence for our
Hamiltonian Eq. (9), χ (t) = pi2 sin
[(
pi(t−τ/2)
τpi
)]
, α (t) =
φ1 (t)+
pi
2 , φ1(t) = η, where τpi ≪ τ represents the total time
of each pi pulse. As a demonstration, we construct a holo-
nomic Upi,θ,φ gate with a total of 20 self-correcting pulses by
combining 5 KDD blocks to form: [KDDη −KDDη+pi/2 −
KDDη − KDDη+pi/2] [34]. For numerical simulation, we
plot the NOT gate to against Rabi errors, as shown in Fig. 3a,
which can outperform NHQC+SSSP pulses for small Rabi er-
rors.
Conclusion.— We have presented an extensible framework
of non-adiabatic geometric quantum computation, NHQC+,
which is compatible with many techniques in optimal con-
trol theory, such as SSSP, KDD, and more (see SM [45]).
Our approach relaxes the constraint imposed for the driving
Hamiltonian in the previous approach of NHQC. We also pre-
sented an explicit way to implement our approach for three
level systems, and numerically simulated the performance of
pulse optimization for nitrogen-vacancy center. In addition,
we discuss how NHQC+ gate presented here can be applied
to two-qubit gates in SM [45].
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