Spontaneous rhythmic activity is a ubiquitous feature of developing neural structures that has been shown to be essential for the establishment of functional CNS connectivity. However, the primordial origin of these rhythms remains unknown. Here, we describe two types of rhythmic activity in distinct parts of the developing CNS isolated ex vivo on microelectrode arrays, the expression of which was found to be strictly dependent upon the movement of the artificial CSF (aCSF) flowing over the inner wall of the ventricles or over the outer surface of the CNS. First, whole embryonic mouse hindbrain-spinal cord preparations (stages E12.5-E15.5) rhythmically expressed waves of activity originating in the hindbrain and propagating in the spinal cord. Interestingly enough, the frequency of this rhythm was completely determined by the speed of the aCSF flow. In particular, at all stages considered, hindbrain activity was abolished when the perfusion was stopped. Immature rhythmic activity was also recorded in the isolated newborn (P0 -P8) mouse cortex under normal aCSF perfusion. Again, this rhythm was abolished when the perfusion flow was stopped. In both structures, this phenomenon was not due to changes in temperature, oxygen level, or pH of the bath, but to the movement itself of the aCSF. These observations challenge the so-called "spontaneous" nature of rhythmic activity in immature neural networks and suggest that the movement of CSF in the ventricles and around the brain in vivo may mechanically drive rhythmogenesis in the developing CNS.
Introduction
Endogenous rhythmic activity is a key feature of immature neural networks that has been described in many developing structures of the CNS, including the retina, cochlea, spinal cord, hindbrain, cerebellum, thalamus, hippocampus, and cortex (Galli and Maffei, 1988; Ben-Ari et al., 1989; Yuste et al., 1992; O'Donovan, 1999; Garaschuk et al., 2000; Ben-Ari, 2002; Leinekugel et al., 2002; Yvert et al., 2004; Hunt et al., 2005; Dupont et al., 2006; Spitzer, 2006; Momose-Sato et al., 2007; Allène et al., 2008; Blankenship and Feller, 2010) , and shown to be essential for the establishment of functional network connectivity (Penn et al., 1998; Hanson and Landmesser, 2004; Cang et al., 2005) . Although previous studies have been devoted to deciphering the cellular and synaptic mechanisms underlying such activity (Tabak et al., 2000; Ben-Ari, 2002) , the primal mechanism responsible for the generation of immature rhythms remains largely unknown. Recent work has reported that sensory information, such as spontaneous body movements or retinal bursts, triggers episodes of immature cortical activity during development (Khazipov et al., 2004; Hanganu et al., 2006) . However, this activity remains present when sensory inputs are absent, suggesting that other unknown fundamental mechanisms remain to be uncovered. To address this question, we focused on two distinct structures of the mouse CNS expressing immature rhythmic activity at different developmental times, namely the embryonic hindbrain-spinal cord and the postnatal cortex. Indeed, immature rhythmic activity in the former structures is largely expressed at embryonic stages (Provine et al., 1970; O'Donovan, 1989; Nishimaru et al., 1996; Hanson and Landmesser, 2003; Yvert et al., 2004; Hunt et al., 2005; Thoby-Brisson et al., 2005; MomoseSato et al., 2007) , while cortical networks express major rhythms during the first postnatal week (Yuste et al., 1992; Khazipov et al., 2004; Allène et al., 2008) . In both cases, we found that the emergence of activity was strictly dependent upon the movement of artificial CSF (aCSF) around the tissue.
Materials and Methods
Preparations. The present study relies on the overall use of n ϭ 39 mouse embryos (for hindbrain-spinal cord preparations) and n ϭ 23 newborn mouse pups (for cortical preparations). Pregnant OF1 mice (Charles River Laboratories) were killed by cervical dislocation, and embryos were removed and decapitated above the pons before the whole hindbrain-
Figure1
. Rhythmicactivityinmouseembryonichindbrain-spinalcordandpostnatalcortex.a,Hindbrain-spinalcordactivity.a1,SchematicrepresentationofthewholemouseembryonicCNS.Thehindbrainandspinal cordpreparationswereisolatedfromthemorecaudalpartoftheCNS(grayzone),openeddorsallyalongtheneuraltube(centralpanel),andpositionedonMEAs(bottompanel)sothattheependymalsurfaceoffourthventricle andcentralcanalwasexposedtoaCSFflow.a2,MicroscopephotographyofawholeE14.5hindbrain-spinalcordpreparationona15ϫ4-channelMEA.Theinterelectrodedistancewas750mrostrocaudallyand250m mediolaterally.a3,a4,Exampleofrawunfiltereddatafrom12electrodesofthearray(circledina2)showingfourepisodesofrhythmicactivity,oneofwhichisdetailedina4toshowtherostrocaudalpropagationfromthe hindbraintothespinalcord.Notethatalltracesina4areunfiltered:LFPsaremoreampleinthehindbrain,whileburstsofspikesarepreponderantinthespinalcord.a5,SimultaneousrecordingsofhindbrainandL3ventralroot onanE14.5preparation(top2tracesrawsignals,thirdtracehigh-passfiltered)revealedtherostrocaudaldelay(seeverticalbar)betweentheonsetofthehindbrainLFPandtheonsetoftheventralrootactivitydisplayingaburst ofspikessuperimposedonaLFP.Eachhindbrainepisodetriggeredalocalfieldpotentialandaburstofspikesonlumbarmotoneurons(nϭ11preparationsfromE12.5toE15.5).a6,Theperiodoftherhythm,whichhasbeen quantified on 17 preparations, decreased during the course of development (linear regression p ϭ 0.002 and Kruskal-Wallis test across all five stages E12.5 to E15.5: p ϭ 0.02). b, Cortical activity. b1, b2, Schematic representationoftheforebrainofanewbornmousepup(b1,leftpanel),fromwhichapartofcortexwasisolated(b1,grayzoneinrightpanel)andthenpositionedonMEAs(b2),withaCSFflowingovertheinnerventriclewall. b3, Rhythmic activity was expressed in a restricted area of the preparation corresponding to the entorhinal cortex. b4, Each episode, characterized by LFPs (left, low-pass filtered data) on which bursts of spikes were superimposed (right, high-pass filtered data), propagated over this region. b5, The period of the cortical rhythm, quantified on 17 preparations, decreased during the course of development (linear regression p Ͻ 0.02 and Kruskal-Wallis test across the three stage groups P0 -P1, P2-P4, and P5-P8: p Ͻ 0.07). cc, Central canal; cereb, cerebellum; cx, cortex; m, medulla; mb, midbrain; obx, obex; p, pons; sc, spinal cord; r, rostral; c, caudal; v, ventral; d, dorsal.
spinal cord preparation was isolated. The day following the mating night was defined as E0.5. The neural tube was opened dorsally and meninges were removed before positioning on microelectrode arrays (MEAs). The cortical preparations were dissected from newborn pups killed by decapitation and meninges were also removed. In both cases, the tissue was dissected in aCSF solution gassed with carbogen (95% O 2 and 5% CO 2 ) and composed of the following (in mM): 113 NaCl, 4.5 KCl, 2 CaCl 2 ⅐2H 2 O, 1 MgCl 2 ⅐6H 2 O, 25 NaHCO 3 , 1 NaH 2 PO 4 ⅐H 2 O, and 11 D-glucose). Unless otherwise stated, the neural tissue was continuously superfused with aCSF at a rate of 1-2 ml/min. The aCSF was either gassed with carbogen (oxygenated case) or not (nonoxygenated case). For MEA recordings, preparations were stabilized by a plastic net with small holes (70 ϫ 70 m 2 ) to achieve a tight and uniform contact with the microelectrodes. Experiments were performed at room temperature to avoid temperature variations when modifying the rate of perfusion.
Recordings and data analysis. MEA recordings used 4 ϫ 15-channel MEA chips from Ayanda BioSystems connected to a MEA1060 amplifier from Multi Channel Systems (MCS), with ϫ1200 gain and 1-3000 Hz bandpass filters. Conventional extracellular and ventral root recordings were performed using glass pipettes (ϳ20 m tip diameter) connected to World Precision Instruments amplifiers, using ϫ1000 gain and 1-3000 Hz filter bandwidth. In all cases, acquisition was performed using two 32-channel Power1401 synchronized by an external trigger and controlled by Spike2 v6 from Cambridge Electronic Design (CED). Local field potentials (LFPs) were extracted by low-pass filtering the raw data below 50 Hz. Spike bursts were extracted by bandpass filtering the raw data between 200 and 2000 Hz.
Perfusion. Perfusion of aCSF around the tissue (superfusion) in the open chamber (in contact with ambient air) was controlled with a Gilson Minipuls 3 peristaltic pump (Gilson). The perfusion inlet had a 2 mm diameter. After perfusion stopped, the first 10 min were discarded to quantify the frequency of episodes not to take into account the transition period of fading activity. The actual speed of perfusion flow in the vicinity of the perfusion inlet was measured optically using 10 m melamine resin microparticles (Sigma Aldrich) diluted in aCSF and visualized using a Sony XC-HR58 Camera. Images were acquired at a speed of 50 frames/s using a Matrox METEOR2-MC/4 acquisition board and the Matrox Inspector v8.0 software. To determine perfusion flow speed, the speed of individual beads was averaged across six regions within 1 mm of the inlet for a perfusion rate of 100 l/min.
Oxygen and pH measurements. Bath oxygen concentration was monitored using a C862 oximeter and SZ10T probe from Consort. Calibration was performed using distilled water saturated with oxygen (corresponding to 8.3 mg/L oxygen concentration at 1 bar) and 17% Na 2 SO 3 zero oxygen solution. Tissue pO 2 was measured using the Unisense oximeter and Ox10 probe (10 m tip diameter) calibrated using the same procedure. The pH of the bath was measured using a PH Meter1 system and pH10 probe from Unisense. Calibration was performed in pH ϭ 4, 7, and 10 buffer solutions.
Statistical analysis. Statistical analysis included linear regressions as well as nonparametric tests: Kruskal-Wallis test for independent data and Quade test with Conover 2 ϫ 2 comparison for paired data. In all diagrams, error bars indicate SEM.
Drugs. Drugs were purchased from Sigma-Aldrich.
Results

Hindbrain-spinal cord and cortical rhythms
Two types of rhythmic activity were recorded in the developing hindbrain and cortex. The main features of these two rhythms were first characterized using electrophysiological approaches. In whole isolated mouse hindbrain-spinal cord preparations, electrical rhythmic activity was monitored using MEAs on a day-byday basis between embryonic stages E12.5 and E15.5 (n ϭ 39 embryos). In these experiments, the outer surface of the opened neural tube faced the MEA substrate, while the inner ependymal wall was exposed to a constant aCSF flow (Fig. 1a1,a2 ). Under these experimental conditions, this hindbrain-spinal cord preparation expressed rhythmic activity that originated in the hindbrain at the level of the junction between the medulla and pons.
Each hindbrain episode triggered activity along the entire spinal cord (Fig. 1a3 ). The activity corresponded in all cases to a traveling rostrocaudal wave (Fig. 1a4 ). When this wave reached the lumbar level of the spinal cord, it elicited LFPs and bursts of spikes on ventral roots ( Fig. 1a5 ) (n ϭ 11). It should be noted that all hindbrain episodes triggered a burst on ventral roots, but not all ventral root bursts were triggered by a hindbrain episode. When ventral root bursts were not triggered by the hindbrain, they were not superimposed on an ample LFP (see Fig. 3 ). During the course of development, this hindbrain-spinal cord rhythm showed some ontogenetic change. In particular, the period of the rhythm decreased from 368 Ϯ 85 s at E12.5 to 91 Ϯ 15 s at E15.5 (Fig. 1a6 ) . Interestingly, similar features of rhythmic activity were observed in the isolated immature cortex of newborn P0 -P8 mouse pups (n ϭ 17). Indeed, when the lateral part of the cortex lining the lateral ventricle was isolated with its outer surface facing the MEA substrate and electrodes so that the inner wall of the lateral ventricle was exposed to the perfusion flow ( Fig. 1b1,b2 ), this isolated cortex expressed rhythmic activity ( Fig. 1b3 ). This rhythm, composed of bursts of spikes superimposed on LFPs, was continuously expressed in the caudal part of the preparation, corresponding to the entorhinal cortex, and propagated ventrodorsally ( Fig. 1b4 ) . As for the hindbrain-spinal cord activity, the period of the cortex rhythm decreased during the course of development from 206 Ϯ 61 s at P0 -P1 down to 70 Ϯ 48 s at P5-P8 (Fig. 1b5 ).
Hindbrain and cortical rhythms are abolished when perfusion halts
Although both the hindbrain-spinal cord and cortical rhythms were robust and could be recorded during several hours, their expression was strictly dependent upon the flow of aCSF (Fig. 2) . Under a constant flow rate, the hindbrain-spinal cord preparation ( Fig. 2a , Flow ON left) as well as the cortical preparation ( Fig. 2b , Flow ON left) expressed ongoing rhythmic activity as previously described. However, when the perfusion system was stopped ( Fig. 2a ,b, Flow OFF), these rhythms disappeared within ϳ3-10 min. It is important to note that the lack of activity was not a transient phenomenon but was observed as long as the perfusion system was turned off (for hindbrain-spinal cord: 39 Ϯ 3 min, range 10 -58 min, n ϭ 18; for cortex: 33 Ϯ 4 min, range 15-64 min, n ϭ 17). Interestingly, when the aCSF flow along the surface of the preparations was restarted, rhythmic activity resumed within minutes in both the hindbrain-spinal cord (Fig.  2a , Flow ON right) and the cortical preparations (Fig. 2b , Flow ON right). These initial experiments suggested strongly that the expression of the so-called "spontaneous" rhythmic activity was in fact permitted or induced by the flow of the aCSF. However, it should be noted that while the hindbrain activity ceased when perfusion stopped, bursts of spikes not superimposed on an ample LFP were still present on ventral roots (Fig. 3) .
Mechanical origin of the rhythms
All preparations tested were able to reexpress rhythmic activity even when perfusion resumed after a long period without flow (e.g., 1 h), suggesting that the tissue was not damaged by halting perfusion. However, this cannot rule out a possible transient tissue alteration occurring during the perfusion stop, which could have been the simplest explanation underlying the disappearance of activity. Indeed, under control perfusion, the aCSF was gassed with carbogen (95% O 2 and 5% CO 2 ), which ensured good oxygenation and maintenance of constant pH (7.3). By contrast, when perfusion stopped, the oxygen level in the chamber de-creased and the pH increased (up to 7.7 within 10 min). However, as illustrated in Figure 4 , these alterations were not responsible for the disappearance of neural activity. First, performing all experiments at room temperature (22 Ϯ 3°C) eliminated the possible effect of temperature changes associated with switching on or off the perfusion flow. Second, both the potential role of a lack of oxygenation and pH alterations were tested. As illustrated in Figure 4a , at all stages between E12.5 and E15.5, the hindbrainspinal cord preparation expressed rhythmic activity under control condition (Flow ON with oxygenated aCSF-95% O 2 and 5% CO 2 -first column), whereas stopping the perfusion abolished the activity (within 343 Ϯ 73 s, mean Ϯ SEM) (Flow OFF, second column). Interestingly, however, rhythmic activity resumed (within 245 Ϯ 67 s) when the flow was turned back on with aCSF that was not gassed with carbogen (Flow ON, nonoxygenated aCSF, third column), suggesting that changes in oxygenation or pH did not account for the disappearance of activity when perfusion halted. To further confirm this finding, we tested whether it could be the motion itself of the aCSF that was essential for the expression of immature rhythmic activities. For this purpose, after halting the perfusion, we induced a movement of the aCSF in the chamber and monitored oxygen concentration and pH of the bath. To induce aCSF movement in the chamber, 33-66 l of aCSF was rhythmically flowed in and out at a frequency of 0.5 Hz and a rate of ϳ2-4 ml/min using repetitive back and forth rotations of the pump controlled by computer. We confirmed that the emergence of rhythmic activity depended on liquid movement around the neural tissue (Fig. 4b) . Under control condition, with a constant perfusion flow, the preparation expressed rhythmic activity (Fig. 4b, Flow ON , left blue) that was abolished when the flow was stopped (Fig. 4b , Flow OFF, middle gray). However, rhythmic activity resumed when the aCSF was rhythmically displaced within the chamber (Fig. 4b, right red) . As shown in the two lower traces of Figure 4b , when perfusion stops, the oxygen level (middle trace) decreases while the pH (bottom trace) increases (due to the leverage of the acidifying effect of dissolved CO 2 ). When aCSF is then displaced in the chamber, the oxygen level remains low and pH high, while activity resumes. This confirms that changes in oxygenation and pH in the bath were not responsible for the disappearance of activity in absence of flow. We further confirmed that activity could be recorded for several hours under nonoxygenated aCSF, and that varying the pH of the bath between 7.2 and 8.2 did not induce the disappearance of activity (Fig. 4c) . Finally, we directly tested that hypoxia occurring when the aCSF flow stopped was not responsible for the disappearance of activity (Fig. 5) . For this purpose, we directly measured the partial pressure of oxygen (pO 2 ) in the hindbrain using a 10 m sensor. Typical pO 2 values corresponding to normoxia have been measured to be ϳ20 mmHg in cortical tissue in vivo (Vovenko, 1999; Sakadzić et al., 2010) , a value that has previously been considered to be the threshold for hypoxia (Wilson et al., 2003) . Here, the pO 2 was ϳ210 mmHg under an oxygenated aCSF flow rate of 4 Figure3. SimultaneousrecordingofhindbrainandL3ventralrootduringwhichtheperfusionisstoppedfor40min(E14.5preparation, same as Fig. 2a ). Each hindbrain episode triggers an ample local field potential and a burst of spikes (*) on the ventral root (as in Fig. 1a5 ). Between these episodes, spontaneous motoneuronal bursts are also observed (E) that do not display an ample LFP. When perfusion is stopped, hindbrain activity ceases, while motoneurons still exhibit spontaneous bursting activity (E).
ml/min, and progressively decreased after aCSF flow stopped (Fig. 5a ). However, it clearly appears that activity disappeared well before the tissue became hypoxic. Indeed, as seen in Figure 5a , the hypoxia threshold (gray area) was reached several minutes after activity stopped. In particular, no activity was observed for pO 2 around 20 mmHg, while a normal rhythm was observed at this level of pO 2 when nonoxygenated aCSF flowed (Fig. 5b) . Thus, hypoxia occurring after the aCSF flow stopped could not account for the disappearance of activity. Altogether, these results indicate that changes in oxygenation, pH and temperature could not account for the effect of aCSF flow on rhythmic activity.
Moreover, it is important to note that, under displacement of the aCSF, the medium around the tissue was not changed, hence all chemical parameters of the bath remained globally identical to the nomovement situation. This suggests that the presence of the rhythm under normal aCSF flow was unlikely due to the continuous wash of a substance secreted by the tissue that would have accumulated and inhibited activity when perfusion was stopped. To reinforce this idea, we first verified that the disappearance of activity was especially not due to an accumulation of extracellular chloride. Indeed, in immature neural networks where GABA/glycine are excitatory, synaptic events by these neurotransmitters lead to efflux of chloride, which may result in an accumulation of extracellular chloride that could then inhibit activity if not washed by aCSF flow. To eliminate this possibility, we verified that the hindbrain activity was not mediated by an excitatory action of GABA A /glycine receptors and that the absence of flow still induced the disappearance of activity under blockade of GABA A and glycine receptors (Fig. 6a) . In a second step, we also tested whether the disappearance of activity could be due to a local decrease of extracellular potassium concentration [K ϩ ]. As shown in Figure 6b , decreasing [K ϩ ] by a factor of 3 (1.5 mM as compared to 4.5 mM in control condition) did not stop the activity.
Because a chemical effect could still come from the accumulation of another nonidentified substance, we tested whether the position of the perfusion inlet over the preparation influenced the generation of the rhythm. Indeed, if the rhythmic activity depends on the position of the inlet over the preparation while the perfusion rate remains unchanged, it is unlikely that activity change stems from a chemical effect since the overall wash of the bath remains unchanged. We found that this was indeed the case (Fig. 7a) . For this experiment, the perfusion inlet (ϳ500 m in diameter) pointed vertically on the hindbrain at different rostrocaudal positions over the midline. In all cases, the flow rate was 2 ml/min and the perfusion outlet was positioned at the caudal end of the preparation. As shown in Figure 7a , the activity rate was the fastest when the perfusion inlet was positioned over the hindbrain, and dropped drastically when the inlet was moved rostrally or caudally. Hence, the position of the perfusion was important for the emergence of rhythmic activity, which favors a mechanical action of the aCSF flow. To reinforce again this idea, we finally checked that a mechanical "poke" of the hindbrain (at the junction between medulla and pons) using a glass pipette of 30 m in diameter indeed triggered a wave of activity propagating down the whole preparation (Fig. 7b) .
Overall, these results suggest that the flow of aCSF itself drove the expression of rhythmic activity through a mechanical action on the tissue. The effect of aCSF flow on the expression of hindbrain rhythmic activity is not due to variations of oxygenation or pH of the bath. a, At all stages of development between E12.5 and E15.5, rhythmic hindbrain-spinal cord activity ceased when perfusion was turned off, and resumed up to control level when nongassed aCSF flow was resumed. b, This was further confirmed when aCSF movement was induced in the chamber by repetitively flowing a small amount (33-66 l) of aCSF in and out through the perfusion inlet. Left, Example of such a recording (upper trace) during which bath oxygen concentration (middle trace) and pH (lower trace) were monitored simultaneously. When perfusion stops, oxygenation decreases, pH increases, and activity ceases. When aCSF movement is then induced, oxygenation remains low, and pH remains high, but activity resumes. Right, Quantification of the level of activity between the three conditions across five preparations. c, Six-hour recording of hindbrain activity under nonoxygenated aCSF with different values of pH. Nonparametric Quade test with Conover 2-by-2 comparison: *p Ͻ 0.05, **p Ͻ 0.01, ***p Ͻ 0.001. Blue, aCSF gassed with carbogen; red, not gassed or displaced aCSF.
Perfusion rate determines rhythm frequency
To further assess the flow-dependent action of aCSF on the expression of activity, the influence of the rate of perfusion on the rhythm frequency was tested (Fig. 7c) . For this purpose, the hindbrain-spinal cord preparation was initially perfused at ϳ1 ml/ min and the rate was progressively decreased step by step until no activity was recorded. Each step lasted 25 min during which the rate was maintained constant. The number of hindbrain episodes was quantified during 20 min after a 5 min transition period. When activity was no longer observed, the perfusion rate was increased in 25 min steps again. As illustrated in Figure 7c , decreasing the speed of aCSF flow from 1 ml/min to 1 l/min led to a gradual reduction of the frequency until eventually rhythmic activity vanished (Fig. 7c, closed symbols and arrow) . Subsequently increasing the perfusion rate led to reestablishing rhythmicity (with some hysteresis), usually with an increase in the rhythm frequency (Fig. 7c , open symbols and arrow). It must be noted that when decreasing the speed of perfusion, the characteristic aCSF rate corresponding to half of the maximum rhythm frequency was ϳ100 l/min (Fig. 7c,  asterisk) . The speed of aCSF within a distance of 1 mm from the inlet corresponding to this rate of 100 l/min was measured optically using 10 m microparticles and found to be of ϳ22 m/s (see Materials and Methods). Importantly, this value was comparable to the speed of ventricular ependymal CSF flow in the adult mouse reported to be of the order of 20 -30 m/s (Ibañez- Tallon et al., 2004; Banizs et al., 2005) .
Rhythmic activity occurs when any side of the CNS surface is exposed to flow
Because CSF is known to circulate along both the inside and the outside surface of the CNS in vivo, we checked whether the stimulation of the external surface of the neural tube by the aCSF flow could also induce the expression of immature rhythmic activity. For this purpose the hindbrain-spinal cord preparation was flipped so that the aCSF flowed over its outer surface (Fig. 7d) . Under this experimental condition, rhythmic activity similar to that previously observed was expressed under continuous flow, and this activity was also suppressed when the flow was halted and resumed when the flow was turned back on (Fig. 7d) . This observation thus confirms that the aCSF flow acts on either side of the neural tube surface and not only on its inner ependymal side.
Together, these results suggest that the aCSF exerts a mechanical action that in turn controls the expression of rhythmic activity in the immature CNS. Interestingly, the same phenomenon was also observed in the cortical preparation. As illustrated in Figure 8a , the cortical rhythm strongly slowed down or even vanished completely when perfusion halted, whereas activity resumed up to control level when a flow of nongassed aCSF was applied. Moreover, the same phenomenon was observed when the outer instead of the inner surface of the cortex was exposed to aCSF flow (Fig. 8b) . For this purpose, the external surface of the whole hemisphere was exposed to flow and recorded using extracellular glass pipettes positioned on the surface of the entorhinal cortex (n ϭ 8 additional preparations). In this configuration, rhythmic activity was again strongly reduced or suppressed when perfusion stopped, and resumed when nonoxygenated aCSF was perfused back on. This flow-mediated phe- Figure 5 . Direct measurement of pO 2 in an E14.5 hindbrain during normal oxygenated aCSF and when perfusion stops (a) and under nonoxygenated aCSF flow (b). a, When the flow of oxygenated aCSF stops, the tissue pO 2 decreases progressively, but the activity stops before the preparation becomes hypoxic (gray area). In particular, no activity occurs for pO 2 around 20 mmHg. b, By contrast, under flow of nonoxygenated aCSF, rhythmic activity is present for the same level of pO 2 . These data indicate that hypoxia is not responsible for the disappearance of rhythmic activity when aCSF flow stops. In this recording, the flow rate was 4 ml/min and the sensor tip was positioned as deep as possible in the tissue, just over the floor of the MEA substrate. nomenon was robust and observed at all postnatal stages tested between P0 and P8 (Fig. 8c) . As for the hindbrain-spinal cord preparation, movement of aCSF induced in the chamber also led to a reappearance of cortical activity (Fig. 8d) .
Discussion
In this paper, we raise a concern about the well accepted "spontaneous" nature of immature activity in the developing CNS. Indeed, we show for the first time that the movement of aCSF itself ensures the presence of rhythmic activity. This result has been observed in the developing hindbrain and cortex. Yet, not all forms of rhythmic neural activity disappeared when perfusion halted. In particular, while hindbrain episodes and associated ventral root LFP activity ceased, spontaneous bursts of spikes remained present on ventral root recordings (Fig. 3) . Noticeably, these isolated episodes did not display an ample LFP as when they were triggered by the hindbrain (Fig. 3, insets) . The fact that the flow effect is specific to particular forms of activity suggests that it does not stem from a general suffering of the preparation when the flow is stopped. This is further confirmed by the results of Figure 5 , where hypoxia occurs after activity vanished.
Although the underlying mechanism remains unknown, these results show that the aCSF flow ensures the emergence of the rhythms described here. One hypothesis would be that the flowing fluid continuously washes accumulating metabolites having an inhibitory action on rhythmic activity and is thus permissive for the emergence of activity. Although we eliminated several possible chemical sources for this phenomenon (Figs. 4 -6 ), and showed a specific dependence of the rhythm frequency upon the location of the perfusion inlet (Fig. 7a) , this possibility cannot be fully excluded by the present study. Indeed, displacement of the inlet may induce local changes in the wash within the tissue, while the global wash of the bath remains unchanged.
Alternatively, we propose that the flow may exert a mechanical action on the neural tissue that drives the emergence of rhythmic activity. Although widely described in many body functions and within the CNS [including the spinal cord (Grillner et al., 1981) ], mechanotransduction has only quite recently been reported to play a role in development. In particular, extra embryonic fluid flow generated around presomite stage E7.5 on the ventral side of the node by motile cilia was found to determine the establishment of left-right asymmetry of the mouse body (Nonaka et al., 2002) . At later stages, fluid sheer stress in the vascular system promotes hematopoietic development (Adamo et al., 2009 ). In the CNS, it has been shown recently that mechanical action or hypoosmotic stress induces liberation of glycine in the embryonic spinal cord by radial cell progenitors (Scain et al., Figure 7 . a, When the perfusion inlet is oriented directly over the preparation, the frequency of the rhythm strongly depends on its position along the rostrocaudal axis. Here 12 positions along the midline are shown (labeled a-l) and the activity is maximum when the inlet is positioned over the pons and, noticeably, quickly drops when moving rostral over the midbrain. b, Waves of activity could also be elicited by a mechanical "poke" of the preparation in the hindbrain. Three such episodes are shown in the top traces for two electrodes of the array (top hindbrain LFP, bottom cervical spikes). As shown below in the close-up view, these mechanically induced episodes resembled closely those induced by the flow of perfusion. c, The frequency of the hindbrain rhythm was directly related to the rate of perfusion, with activities seen for flow rates as low as a few tens of microliters per minute. Closed and open symbols and arrows stand for decreasing and increasing perfusion rates, respectively. About 100 l/min corresponded to half of the maximum rhythm frequency when progressively decreasing flow rate (asterisk). d, The effect of perfusion flow was also observed when the preparation was positioned with the central canal facing the electrodes so that the aCSF flowed over the outer surface of the hindbrain. 2010). However, the phenomenon observed in the present study seems different since blockade of GABA and glycine receptors did not affect rhythmic activity and its flow dependence (Fig. 6a) . Previous structural studies using electron microscopy have pointed out the existence of CSF-contacting neurons (including in the medulla) that extend processes (dendrites and synapses) into the ventricles and may thus sense the flow of CSF (Vígh et al., 2004) . A continuous solicitation of these neuron compartments may maintain a sustained excitability of the cells sufficient to activate intrinsic cellular properties known to be involved in rhythmogenesis [e.g., persistent sodium currents (Del Negro et al., 2005) ]. Yet, a direct activation of neurons through CSFcontacting processes would be expected to act rapidly, which is not what we observed here. Indeed, in contrast with classical mechanotransduction in the CNS that operates nearly instantaneously (for instance in the cochlea), the effect of aCSF flow observed here is not immediate but rather occurs on the order of minutes (see Figs. 2, 4b , and 8d and the hysteresis effect observed in Fig. 7c ). This feature suggests that the underlying mechanism might be more complex, possibly entailing intracellular cascade pathways. Flow sensing by kidney cells has been described to involve the primary cilium, the bending of which induces elevation of intracellular calcium within minutes (Praetorius and Spring, 2003) . This structure is present at the surface of most mammalian cells, including neurons (Whitfield, 2004) , and mediates different cellular pathways during development (Gerdes et al., 2009) . Further works should determine whether such intracellular cascades are at the origin of the action of aCSF flow observed here.
As shown in Figure 7a , pointing the perfusion inlet over particular locations of the hindbrain dramatically influenced the rhythm frequency. This result could partly be due to the pressure exerted by the inflow onto the underneath tissue. However, for all other experiments carried in this study, the perfusion inlet was generally located away from the tissue, so that no particular pressure was exerted onto the hindbrain. Thus, the emergence of activity could not generally be attributed to the application of pressure, but rather to the flow of aCSF running over the tissue. It should be noted that in Figure 7a , no activity was measured for locations a, b, k, and l only because of the short time of recording at each position (only 5 min).
In the present study, the rate of rhythmic activity was determined by the speed of aCSF flow. Interestingly, the typical speed of aCSF that was necessary for the emergence of rhythmic activity was of the order of 20 m/s (Fig. 7c) , which corresponds to the estimated speed of CSF in the adult mouse ventricles due to the beating of motile ependymal cilia. It should be noted, however, that to our knowledge, there are no data yet reporting the speed of CSF in the mouse embryo. Because motile ependymal cilia form only at postnatal stages in the mouse (Spassky et al., 2005) , it is Figure 8 . The effect of aCSF flow on the expression of cortical rhythmic activity is not due to variations of oxygenation or pH of the bath. a, Rhythmic cortical activity was abolished or strongly reduced when perfusion flow running over the inner ventricular wall halted. Again, this could not be attributed to oxygenation variations since activity resumed to control level when nonoxygenated aCSF flow resumed. b, This result was also obtained when aCSF flowed over the outer surface of the cortex. c, This effect of perfusion was observed at all developmental stages between P0 and P8. d, Rhythmic displacement of aCSF in the chamber restores cortical activity up to a level on average comparable to that observed under normal aCSF perfusion. Nonparametric Quade test with Conover 2-by-2 comparison: *p Ͻ 0.05, **p Ͻ 0.01, ***p Ͻ 0.001. Blue, aCSF gassed with carbogen; red, not gassed or displaced aCSF.
likely that CSF flows according to other mechanisms than in adults. Further studies should thus address these mechanisms and measure CSF flow in the embryonic ventricles. In particular, further work should determine whether CSF speed in the embryo is comparable to that measured in the adult brain, and thus is compatible with flow rate values found here to be necessary to ensure the presence of rhythmic activity. Moreover, the flowdependent phenomenon, described here ex vivo, also remains to be uncovered in vivo.
In conclusion, the present study suggests that intracerebral CSF movement may act as a primordial mechanical source underlying the generation of rhythmic activity in the developing CNS. Because rhythmic activity is mandatory for the establishment of neural connectivity, this newly described phenomenon may play a central role in the functional maturation of the nervous system.
