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What distinguishes the quantum state is that the anticorrelation is retained even when we rotate the polarizers: If one photon is measured as +45°, then its partner will always pass through a -45°polarizer. The effect is "nonlocal" because we apparently toss the coin only once to decide whether both photons pass or do not pass, and information on the result of the coin toss is sent (apparently) instantanteously to both ends of the apparatus. The quantum mechanical explanation for this ascribes no local value of polarization until after the photon has been measured (a click has been seen). However, there is a strong correlation of polarizations. This arises because the entangled state cannot be factored into a product of two subsystems but must be described within the same single (quantum mechanical) wave function.
For their experiment, Aspelmeyer et al. placed a portable source creating pairs in state 1 on one side of the river Danube. One analyzer/detector was sited on the other side of the river, about 500 m away. The other analyzer/detector was sited about 150 m away on the same side. To rule out any hidden classical signaling explanation for the results, the experiment was arranged so that there was no direct line of sight between analyzers. Measurement of the polarization correlations of the photon pairs at a variety of analyzer angles showed strong anticorrelation, as expected.
In 1964, John Bell developed statistical test that would rule out all possible local realistic explanations for such a correlation, now called a Bell inequality (9) . The test involves combining the correlation measurements at a specific set of analyzer angles, and sets a bound beyond which classical/local realistic descriptions of the correlations no longer hold. In the experiments of Aspelmeyer et al., this inequality was exceeded by several standard deviations, confirming the quantum nature of the correlations.
Entanglement was long seen as a counterintuitive feature of quantum mechanics that is important only because of the paradoxical nonlocality; physicists were merely interested in measuring Bell inequalities. However, in the past 10 years these nonlocal correlations have been exploited in various quantum communications schemes, notably for the secure distribution of cryptographic keys (10, 11) . Earth-based entanglement schemes using optical fiber or terrestrial free-space links are limited by optical losses to a range of about 100 km. The report by Aspelmeyer et al. is an important step toward the use of satellites to distribute entangled photon pairs. This would provide a unique solution for long-distance quantum communication networks.
Polarization-based entanglement. A source of entangled photon pairs emits into channels 1 and 2.The emitted pairs always have polarizations at 90°to one another, but taken singly the photons have no preferred polarization direction. The polarizations of the photons are measured at arbitrary angles in rotatable polarizers and detected as pulses in photon-counting detectors. Here, we show the case where polarizers are set at plus and -45°and illustrate the result of ascribing a local realistic value of polarization to each photon as they leave the source.
P E R S P E C T I V E S
T urbulence-the chaotic behavior of fluid flows-occurs in a wide variety of flows, from the dispersal of pollutants in the atmosphere to the flow of air around automobiles and airplanes. On page 633 of this issue, Chen et al. (1) introduce a new approach that facilitates numerical simulations of these complex processes.
All turbulent flows can be described by a set of nonlinear partial differential equations, which were first introduced almost 200 years ago by Navier and Stokes. The degree of turbulence can be quantified by the Reynolds number Re = UL/ν, where U and L are the typical velocity and scale of the flow, respectively, and ν is the kinematic viscosity due to molecular forces. For a car moving at 100 km/hour, Re is about 10 7 .
In 1941, Kolmogorov (2) proposed that the statistical properties of turbulence are universal at large values of Re, that is, they depend only on the rate of energy dissipation. Among the many consequences of his theory, one can easily show that velocity gradients scale as Re 1/2 at large Reynolds number. This means that the smallest scale at which one can observe chaotic or turbulent behavior is η ≈ Re -3/4 L, where η is the Kolmogorov length.
Since then, scientists have combined new theoretical ideas (3, 4) with numerical simulations and data analysis (5, 6) to show, and in some cases rigorously demonstrate, that the statistical properties of turbulence are indeed universal, although not in the way originally proposed by Kolmogorov: At sufficiently small scales, the probability distribution of turbulence and its strong intermittent fluctuations do not depend on the forcing mechanism or other large-scale properties. The scientific consequences of these results are still to be explored, and we are facing a new period of scientific excitement in the field.
Direct numerical simulations of the Navier-Stokes equations have played a major role in studies of turbulent flows (7) . However, such simulations are computationally very demanding. A modern supercomputer can perform accurate direct numerical simulations for Re ≤ 10 4 -far below what is needed to simulate a car or aircraft in engineering applications. More-over, the geometry of turbulent flows in real-life applications can be complex, requiring a complex grid to resolve the dynamics of the flow. Direct numerical simulations thus face two problems: complex geometry and limited computer power.
Both problems are addressed by Chen et al. (1) . The authors use a highly promising tool, the lattice Boltzmann equation (LBE). Introduced about 10 years ago (8, 9) , the LBE enables direct numerical simulations in complex geometries. The idea is to mimic the molecular velocity by a discrete set of values and write the Boltzmann equation for this simplified model. In the hydrodynamic limit, the Boltzmann equation reduces to the Navier-Stokes equations.
Initially, the LBE method was perceived by the turbulence community as a rather exotic and abstract way to simulate turbulent flows. Chen et al. now show that the LBE can accurately solve flows in complex geometry (see the figure) .
The approach may also overcome computer limitations in real applications. In turbulent flows, kinetic energy is transferred from large scales (where external forcing such as heat is believed to act) to very small scales. Universality means that there exists a range of scales where the statistical properties of the energy transfer do not depend (or depend smoothly) on the properties of large-scale flows. Thus, for ∆ << L, one can parameterize the dynamics of scales smaller than ∆ as an effective viscosity ν(∆), which properly takes into account the energy transfer to smaller scales. This simplifies the calculations, which therefore require less computer power.
The same idea is applied in physics textbooks to show that molecular forces, which act on the scale of the mean free path of a single molecule, can be parameterized in the Navier-Stokes equation in one parameter, the kinematic viscosity ν. In the literature (10), ν(∆) is referred to as eddy viscosity. To date, there is no consensus on how to choose ν(∆) and whether one can give upper or lower bounds on the accuracy of a numerical simulation of a turbulent flow performed with a properly chosen eddy viscosity.
The analogy between eddy viscosity and molecular viscosity is the key feature introduced by Chen et al. (1) . The basic idea is to observe that in LBE, some variables describing the underlying molecular dynamics (such as the density of the flow, the hydrodynamic velocity, and the stress tensor) are hydrodynamic variables. Other variables have no hydrodynamic counterpart and have been named the "ghost" field. By reproducing the energy transfer to scales smaller than ∆ as an energy transfer to this ghost field, the LBE should be able to incorporate the concept of eddy viscosity in a simple way.
This is precisely what Chen et al. propose. They introduce a very simple and intuitive mechanism of eddy viscosity. The explicit functional form of ν(∆) is fixed to be the same in all simulations. Their results are impressive, especially compared with the experimental data. Whether the approach can be supported by rigorous theory remains to be shown.
A s early as 1912, Wilhelm Weinberg (1) reported that children with dominant achondroplasia (short-limbed dwarfism) born to normal parents were usually among the last-born children in the family. With astonishing insight, he suggested that this finding argued for a genetic mutation as the cause of sporadic achondroplasia. A deeper understanding had to await the work of Penrose, who in 1955 showed that the effect observed by Weinberg was due to paternal age, not maternal age or birth order (2) . This, of course, implied a much greater mutation rate among males than females. Haldane demonstrated just such a disparity in mutation rates between male and female gametes in the X-linked disorder hemophilia (3). Since then, the sex-difference and paternal-age effect have been confirmed for several X-linked recessive and autosomaldominant diseases (4, 5) . Missing to date has been an analysis of mutations in spermatozoa, but new techniques have finally made this possible. The results are shocking. First, a recently published analysis of sperm from men of different ages reported only a slight increase in mutant sperm with paternal age, much less than would be predicted by the clinical data (6) . Now, on page 643 of this issue, Goriely, Wilkie, and colleagues (7) report their analysis in men of different ages of sperm carrying the mutation that causes Apert's syndrome, another classic disease where the clinical data predict a large sex and paternal-age effect. They argue that the mutation rate for this disorder is low, and that the apparent high rate is because mutant spermatogonia are positively selected before the start of meiosis (the two cell divisions that give rise to sperm). Very unorthodox.
It now seems likely that there are three main classes of gene mutations causing genetic disorders: (i) nucleotide substitutions scattered along the gene, usually with substantial sex and age effects; (ii) small insertions and deletions, mainly deletions, with no age effect and a slight maternal excess; and (iii) hot-spots occurring almost exclusively in males and rising steeply with age. Three genes-fibroblast growth factor receptor 3 (FGFR3, mutated in
