Introduction
Recently in the wildlife literature. several articles have appeared criticizing the use of statistical significance testing. These papers, appearing in the Wildlife Society Bulletin and
The Journal of Wildlife iVlanagement, focus on the overuse and misuse of hypothesis tests. Cherry (1998) counted the number of p-values that appeared in the 1995 issue of The Journal of Wildlife Jvlanagement, and found more than 2,400. He uses this large number as evidence of the overuse of tests, and notes that criticism of statistical testing has appeared in many disciplines, including statistics itself. Wildlife, it seems, is merely the latest discipline to note the widespread misuse of testing. Using quotes from Frank Yates, D. R. Cox and John NeIder, Cherry (1998) presents four major problem areas that he believes has led to this proliferation of inappropriate p-values. They include unnecessary testing, confusion over power analyses, misunderstanding the assumptions of hypothesis tests, and fixed-level tests.
These are the same problem areas discussed by J ohllson (1999). Johnson blames the overuse and misuse of statistical tools in the wildlife field on the increased emphasis on hypothesis testing and power analyses. He gives various incorrect 'vvays scientists interpret p-values, and contends that the correct interpretation of the p-value depends on assumptions that are usually questionable. In particular, he questions the calculation of the p-value given a true null hypothesis. He argues that point null hypotheses are "almost invariably known to be false before any data are collected" (Johnson 1999 ) and this leads to "gratuitous" significance testing. Johnson does note that while point null hypotheses are nearly always false in observational studies, they are often reasonable for designed experiments.
It is the distinction between observational studies and designed experiments that is the focus of other articles in this area. Anderson et al. (2000) contend that the paradigm of significance testing is not wrong, but simply that it is not informative. They also note that significance testing is not particularly useful in model or variable selection. The importance of model and variable selection is perhaps the most important distinction between the analyses of observation studies and designed experiments. T\lost wildlife studies are observational. and the analysis of such studies tends to focus on selecting the set of predictor variables which best explain the variation in the response variable. Cherry (1998) Cherry (1998) , Thompson (1999) , and Anderson et al. (2000) all contend that this question can best be answered by estimation, rather than testing. Anderson et al. (2000) propose an alternative to null hypothesis testing that incorporates both model selection and estimation. This method, termed the information-theoretic approach, bases model selection on information criteria and estimates effects using model averaging.
The information-theoretic approach, detailed in Anderson (1992, 1998) and Anderson et al. (2000 Anderson et al. ( , 2001 , has been gaining popularity in the wildlife literature as an analysis method. The purpose of this paper is to introduce consulting statisticians to the information-theoretic approach. This includes both the statistical theory underlying the approach, as well as how the method can be practically used for data analysis. The use of the information-theoretic method will be demonstrated using data on bird species richness and abundance in riparian areas in southeastern Nebraska. Finally, some criticisms and drawbacks of the information-theoretic approach will be presented.
2 The Information-Theoretic Approach: Theory Burnham and Anderson (1998) give a detailed description of the statistical theory behind the information theoretic method. This section presents an overview of the arguments described in Burnham and Anderson (1998) .
The goal of the information-theoretic approach to model selection is finding the best model to describe the relationship between a set of predictor variables and a response variable. It is based on the concept of minimizing the distance between two models. Burnham and Anderson (1998) describe how Kullback and Leibler derived a measure of the discrepancy between two models, f and g. This measurement, called the Kullback-Leibler (K-L) distance, measures the discrepancy between the "truth" (f) and an approximating model (g). The smaller the K-L distance, the closer the approximating model 9 comes to the truth (f). The approximating model 9 depends on parameters e, and so is written g(xle). The "truth" depends only on the data, f(x). The K-L distance between models f and 9 is defined as
(1)
where f and g are continuous functions. Anderson et al. (2000) define I (j, g) as the "information" lost when the truth f is approximated by g. The goal of model selection is then to minimize I(j, g) over g. If I(j, g) is to be minimized over g, then the K-L distance must be calculated for various approximating models g. But, f is "truth," which is unknown. To see how the K-L distance may be used with an unknown f, Burnham and Anderson (1998) and Anderson et al. (2000) write I(j, g) in a different way:
where C is a constant that is fixed across all approximating models g. The quantity I(j, g )-C
is the relative K-L distance and Ef[log(g(xle))] is therefore the focus in model selection are too many parameters p with respect to the sample size n, then AIC will perform poorly.
Instead, a modified criterion, AICc , should be used
whenever nip < 40. Anderson et al. (2001) believe that the use of AIC when AICc is more appropriatei::; a very common mistake when using the information-theoretic method.
Another modified criterion, QAICc , has been developed for over-cbpersed count data.
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(11) "Dimension consistent" criteria such as this one are based on the assumptions that an exactly "true" model exists, the ·'true" model is one of the candidate models, and the goal of model selection is to ::;elect the "true" model. Burnhanl and Anderson (1998) emphasize that these "dimension consistent" criteria are not estimates of the K-L distance. and are not recommended. additional calculations to better quantify the probability of each model being the "best."
They shmv that a transformation of the 6 i gives the likelihood of the modeL given the data. 
where . This unconditional variance can be used to construct the usual 95% confidence intervals for a parameter.
In some situations there will be no one clearly "best" model. Thus, instead of basing inference in a a single "best" model, inference can be based on an entire set of models by using a model-averaged estimator for a parameter e. The model-averaged estimator for e is the weighted average previously shown: the estimated unconditional sampling variance for a parameter, the weights Wi must be renormalized so that they sum to 1 for the subset of models that contain the parameters of interest.
Case Study
The information-theoretic approach to model selection will be illustrated using data from a study to determine the effects of landscape on bird species richness and abundance in riparian (Table 2 ). The models are shown in increasing order of AlC" values;
hmvever, it doesn't matter in which order the models are fit, nor does the order of variables matter.
The first five models in Table 2 
The unconditional standard error for the p500 effect is therefore ~0.00045484 = 0.021327.
An approximate 95% confidence interval for the effect of p500 on woodland species richness ~ ~ would then be 73 P 500 ± 2seC6p500 ), or 0.05773 ± 0.04265.
Model-averaged estirnates and unconditional standard errors could be found similarly for all of the predictor variables in the best models.
To compare the information-theoretic approach to the standard approach, the stepwise regression method was also used to determine \vhich subset of the variables in Table 1 best explain the variation in woodland species richness. However, due to the limitations of PROC REG, the random year effect included in the 30 candidate models was not included in the stepwise model. The first three variables selected by the stepwise procedure were p500, GCSoil and GCLitter, the same variables in the minimum AlCc model. The stepwise procedure went on to select al000, C3, ufvl2, and a500 as well. During the course of the procedure, p500 and GCSoil were removed from the rHodel. The information-theoretic approach selected these two variables as the most important, with :L Wi = 0.77803 and 0.46277, respectively. So, while the initial variables chosen by the stepwise procedure are the same as those selected by the information-theoretic approach, the results from the two approaches are quite different.
Conclusion
The information-theoretic approach to model selection is becoming more widely used in the wildlife science literature. The advantages of the approach include its ability to compare non-nested models and its emphasis on a priori thought rather than data dredging. There have been some criticisms of the method, however. Guthery et a1. (2001) There are many situations in which the information-theoretic approach to model selection IS inappropriate. It is not meant to replace hypothesis testing in designed experiments.
In formal experimentation, specific predictor variables are chosen and their effects can be validly assessed by testing specific a prioT7 null and alternative hypotheses. In observational studies, however, analyses tend to focus on model selection (i.e., which of the myriad variables observed are useful in explaining the response). In this situation, the information-theoretic method assists the scientist in model selection while avoiding significance tests for clearly false null hypotheses. J\loreover, the method is not difficult to apply and can be approached using standard statistical software. 
