The dimension of the boundary of super-Brownian motion by Mytnik, Leonid & Perkins, Edwin
ar
X
iv
:1
71
1.
03
48
6v
1 
 [m
ath
.PR
]  
9 N
ov
 20
17
The dimension of the boundary of super-Brownian motion
Leonid Mytnik 1 Edwin Perkins 2
Faculty of Industrial Engineering and Management,
Technion – Israel Institute of Technology, Haifa 32000, Israel
E-mail address: leonid@ie.technion.ac.il
Department of Mathematics, The University of British Columbia,
1984 Mathematics Road, Vancouver, B.C., Canada V6T 1Z2
E-mail address: perkins@math.ubc.ca
Abstract. We show that the Hausdorff dimension of the boundary of d-dimensional super-
Brownian motion is 0, if d = 1, 4− 2√2, if d = 2, and (9−√17)/2, if d = 3.
September 13, 2018
AMS 2000 subject classifications. Primary 60H15, 60G57. Secondary 28A78, 35J65, 60J55, 60H40, 60J80.
Keywords and phrases. Super-Brownian motion, Hausdorff dimension, local time.
Running head. The boundary of Super-Brownian motion
1. Supported in part by the Israel Science Foundation (grant No. 1325/14).
2. Supported by an NSERC Discovery grant.
1
1 Introduction
We consider a d-dimensional super-Brownian motion (Xt, t ≥ 0) starting at X0 under PX0 with
d ≤ 3. Here X0 ∈ MF (Rd), the space of finite measures on Rd with the weak topology, X is
continuous MF (R
d)-valued Markov process, and PX0 denotes any probability under which X is as
above. We write Xt(φ) for the integral of φ with respect to X, and take our branching rate to be
one, so that for any non-negative bounded Borel functions φ, f on Rd,
(1.1) EX0
(
exp
(
−Xt(φ)−
∫ t
0
Xs(f)ds
))
= exp(−X0(Vt(φ, f)),
where Vt(x) = Vt(φ, f)(x) is the unique solution of the mild form of
(1.2)
∂V
∂t
=
∆Vt
2
− V
2
t
2
+ f, V0 = φ,
that is,
(1.3) Vt = Pt(φ) +
∫ t
0
Ps
(
f − V
2
t−s
2
)
ds.
In the above Pt is the semigroup of standard d-dimensional Brownian motion. See Chapter II of
[Per02] for the above and further properties. For d as above, X has a jointly lower semi-continuous
local time Lxt which is monotone increasing in t for all x, and satisfies∫ t
0
Xs(f) ds =
∫
R
d
f(x)Lxt dx for all t ≥ 0 and non-negative measurable f.
Moreover, L is jointly continuous on {(t, x) : (t, x) is a continuity point of X0qt(x)}, where qt(x) =∫ t
0 ps(x)ds, pt is the Brownian density and X0qt(x) =
∫
qt(x− y)X0(dy) (see Theorem 3 in [Sug89]
and Theorem 2.2 in the next section.) The fact that X has an a.s. finite extinction time ζ =
inf{t : Xt(1) = 0}, means that Lx = Lx∞ = Lxζ is also lower semicontinuous and is continuous on
Supp(X0)
c, where Supp(X0) is the closed support of X0. If d = 1, then L
x
t and L
x are globally
continuous.
We will largely be concerned with the case X0 = δ0. If d = 2 or 3, then L
x
t is a.s. jointly
continuous on R+ × {x ∈ Rd : x 6= 0}, Lx is continuous on {x 6= 0} and
(1.4) Lxt →∞ as x→ 0 for any t > 0 Pδ0 − a.s.
(see [Hong17] for a precise rate of explosion). In this case we also define the boundary of X to be
(1.5) F = ∂{x : Lx > 0}.
In this work we will find the Hausdorff dimension of F , dim(F ). Note that if a small B intersects
F , then B will contain points x where Lx is small but positive and so a related question is to find
α so that
(1.6) Pδ0(0 < L
x < a) ∼ aα as a ↓ 0,
2
where ∼ aα means bounded below and above by caα with different positive constants c. Not
surprisingly, the resolution of (1.6) will play an important role in finding dim(F ) (e.g. in the
implicit derivation of Theorem 6.2 below). Note that F is a delicate set as it depends on population
behaviour when the population is quite sparse and so is prone to instabilities. Moreover it is not
monotone in the initial mass. This complicates many of our arguments.
Motivation for the study of F arose, in part, from a natural interest in the interface between
visited and unvisited sites in a population. We know that even for low dimensions d ≤ 3, X arises
as a scaling limit for the long-range contact process([MT95],[DP99]), the voter model and Lotka-
Volterra model ([CDP00], [CP05]), and long range percolation ([LZ10]). So, modulo the obvious
problems with interchanging limits, F may describe the large scale behaviour of the interface
between infected and non-infected sites in an epidemic, or the boundary between two competing and
coexisting species. Another point of entry was the analysis in [MMP16] of BZt = ∂{x : X(t, x) > 0}
where X(t, x) is the density of Xt in one spatial dimension. There dim(BZt) ∈ (0, 1) was found
in terms of the lead eigenvalue of a killed Ornstein-Uhlenbeck operator and the problem had ties
to pathwise uniqueness in SPDE’s for X and related processes. It is natural to apply some of the
methods used there to its elliptical counterpart considered here. A number of new tools in our
present setting, including the theory of exit measures of X and a stochastic analysis result of Yor
(see Proposition 2.4 below), will in fact allow us to explicitly calculate the dimension in this setting.
A final motivation was a comment of Itai Benjamini that the boundary of the range of a scaling
limit of tree-indexed random walks seemed to exhibit interesting fractal behaviour.
To state our main results we define
p = p(d) =

3 if d = 1
2
√
2 if d = 2
1+
√
17
2 if d = 3,
and
α = α(d) =
p(d)− 2
4− d =

1/3 if d = 1√
2− 1 if d = 2√
17−3
2 if d = 3.
Theorem 1.1 With Pδ0-probability one,
dim(F ) = d+ 2− p =

0 if d = 1
4− 2√2 ≈ 1.17 if d = 2
9−√17
2 ≈ 2.44 if d = 3.
We will also consider Lx and F under the canonical measures Nx0 for X starting at x0, which
governs the evolution of a single super-Brownian cluster evolving from a single ancestor at x0 at
time 0 and so perhaps is a more natural setting for our questions. (We will be using the same
notation for the excursion measure of the Brownian snake from {x0}.) Nx0 is a σ-finite measure on
the space of continuous MF (R
d)-valued paths such that
(1.7) Xt =
∫
νtΞ(dν) under PX0 ,
3
where Ξ is a Poisson point process with intensity NX0 =
∫
Nx0(·)X0(dx0) (see, e.g., Theorem II.7.3
of [Per02]). The existence of (Lx, x ∈ Rd) under Nx0 follows from the above Poisson decomposition
and its existence under Pδx0 . The facts that there are finitely many clusters contributing to L
x for
x 6= x0 and that (Lx, x 6= x0) has a continuous version under Pδx0 easily imply that x → Lx has
a continuous version on Rd \ {x0} Nx0-a.e. The details are standard. In fact, it is not hard to see
that (t, x)→ Lxt is globally continuous Nx0-a.e. (see [Hong17]) but we will not use this result here.
Theorem 1.2 dim(F ) = d+ 2− p N0-a.e.
Turning to (1.6), we have:
Theorem 1.3 (a) There is a C1.3 such that
Pδ0(0 < L
x ≤ a) ≤ C1.3|x|−paα ∀x ∈ Rd, a ≥ 0.
(b) For any ε0 > 0 there is a c1.3(ε0) > 0 such that
Pδ0(0 < L
x ≤ a) ≥ c1.3(ε0)|x|−paα ∀|x| ≥ ε0, a ∈ [0, 1].
(c) The same result (a) holds if Pδ0 is replaced with N0.
(d) There is a c1.3 > 0 such that
N0(0 < L
x ≤ a) ≥ c1.3(|x|−2 ∧ |x|−p)aα ∀|x| > 0, a ∈ [0, 1].
The key to the above result (via Laplace transforms) will be a rate of convergence result for solutions
of some semilinear pde’s which may be of independent interest (Proposition 5.5 below).
Next consider the dimension question for a general finite initial condition X0. We let conv(X0)
be the closed convex hull of Supp(X0).
Theorem 1.4 With PX0-probability one:
(a) dim(F ∩ (Supp(X0)c) ≤ d+ 2− p.
(b)
(1.8) (conv(X0))
c ∩ F 6= ∅ ⇒ dim((Supp(X0))c ∩ F ) = dim((conv(X0))c ∩ F ) = d+ 2− p.
The presence of conv(X0) in the hypothesis of (1.8) is surely an artifice of our method which uses
exit measures on hyperplanes–the above result should hold with Supp(X0)
c in place of conv(X0)
c.
The hypothesis in (1.8) is needed as the following simple example shows (see Section 8).
Proposition 1.5 Assume X0 has support B1 = {x : |x| ≤ 1} and∫
B1
(1− |x|)−2X0(dx) <∞. Then there exists cd > 0 such that
PX0(F ⊂ Supp(X0) = conv(X0)) ≥ exp
(
−cd
∫
B1
(1− |x|)−2X0(dx)
)
> 0.
The behaviour of F ∩ Supp(X0) can be quite different than that of F ∩ Supp(X0)c, as the
following simple Proposition shows in d = 3. The proof is given in Section 8.
4
Proposition 1.6 Assume d = 3 and X0 has a bounded density X0(x), x ∈ R3 which is not identi-
cally 0. Then with positive PX0 probability, F ∩ {X0 > 0} has positive Lebesgue measure.
Basically the dynamics underlying the behaviour of F ∩ Supp(X0) are those of instantaneous
extinction at t = 0, and are quite different from those determining F under N0 or Pδ0 .
If I(A) =
∫∞
0 Xs(A)ds, we will define the range R of X to be
R = Supp(I) = {x : Lx > 0}.
A slightly smaller set is usually used in the literature (see [DIP89] or Corollary 9 in Ch. IV of
[Leg99]) but the two definitions coincide under Pδ0 or N0 and more generally produce the same
outcomes for R∩ Supp(X0)c and ∂R ∩ Supp(X0)c. The topological boundary, ∂R, of R is clearly
closely related to F and it is easy to check that
(1.9) ∂R ⊂ F.
Note that any isolated zeros of L will be in F but not ∂R but we do not know if such points
exist (they don’t Pδ0-a.s. if d = 1 by the next Theorem). More generally x ∈ F will be in ∂R
iff there are open sets {Un} converging to {x} so that L|Un is identically 0. In general we do not
know if F = ∂R Pδ0-a.s. but this is the case for d = 1 by the following theorem which also refines
Theorem 1.1 for d = 1, and is proved in Section 4.
Theorem 1.7 If d = 1 then Pδ0-a.s. there are random variables L < 0 < R such that
{x : Lx > 0} = (L,R)
and in particular F = ∂R = {L,R}.
Remark 1.8 (a) By making minor changes in the proof of the above result one can, for example,
show that if X0 has a continuous density such that {x : X0(x) > 0} = (ℓ0, r0) is a finite interval,
then {x : Lx > 0} = (L,R) for some finite random variables satisfying L ≤ ℓ0 < r0 ≤ R. Moreover
PX0(R = r0) = exp
(
− ∫ 6(r0 − x0)−2dX0(x0)), which may or may not be 0. There is some
simplification in the argument as now Lx is globally continuous.
(b) In the proof of Proposition 1.6 we will show that Supp(X0) ⊂ R PX0-a.s. (see (8.14) in
Section 8) and the proof applies equally well to the slightly smaller definition of range mentioned
above. Therefore if, in Proposition 1.6, we also assume the initial density X0(x) is continuous,
then {X0 > 0} ⊂ Int(Supp(X0)) ⊂ Int(R) which implies that {X0 > 0} ∩ ∂R = ∅. In view of
Proposition 1.6, we see that F and ∂R can be quite different inside {X0 > 0} for d = 3.
We do conjecture that for d = 2 or 3,
(1.10) dim(∂R) = dim(F ) Pδ0 − a.s. and N0 − a.e.,
and hope to return to this in a future work.
The connection between super-Brownian motion and the exponent p(d) was first established
by Abraham and Werner in their very interesting work on intersection exponents [AW97]. Among
other things they prove:
(1.11) For d ≤ 3, Nε
(
sup
x∈R
‖x‖ ≥ 1, 0 /∈ R
)
∼ εp(d)+2−d as ε ↓ 0,
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where Nε denotes the canonical measure starting at a point a distance ε from the origin. Although
such estimates are not entirely unrelated from the probability that a small ball overlaps with F we
were not able to make direct use of these bounds. On the other hand, the source of their exponents
was a reformulation of a Girsanov theorem for Bessel processes due to Marc Yor( [Yor92]), described
below in Proposition 2.4, and as Proposition 1 of [AW97]. As in [AW97], this result will play a
central role in the derivation of our probabiliity bounds.
We next give some heuristics on how p(d) enters in Theorems 1.1 and 1.3. From (1.1) one
readily shows (see Lemma 2.1) that for λ ≥ 0,
(1.12) Eδ0(e
−λLx) = exp(−V λ(x)),
where V λ is the unique solution to
(1.13)
∆V λ
2
=
(V λ)2
2
− λδ0, V λ > 0 on Rd,
Letting λ ↑ ∞ in the above we see that V λ(x) ↑ V∞(x) and
(1.14) Pδ0(L
x = 0) = exp(−V∞(x)).
The fact that we know V∞(x) = 2(4−d)|x|2 (see (2.17)), is one of the reasons our results are more
explicit than those in [MMP16] where the role of V∞ is played by a solution, F , of a nonlinear
second order ordinary differential equation (see (3.1) in [MMP16]). Then p = p(d) is the unique
positive power such that f(x) = |x|−p is harmonic for Brownian motion with V∞ killing, that is
(1.15)
∆f
2
− V∞f = 0 on Rd \ {0},
as one can easily check. To see how this leads to Theorem 1.3, a Tauberian theorem will reduce
the bounds in Theorem 1.3(a,b) to
(1.16) Eδ0(e
−λLx1(Lx > 0)) ∼ |x|−pλ−α as λ ↑ ∞.
The left-hand side of the above behaves like dλ(x) := V∞(x) − V λ(x), and so we need a rate
of convergence of V λ to V∞. Clearly we have ∆d
λ
2 =
V λ+V∞
2 d
λ, and so by Feynman-Kac, if
|B0| = |x| > 1 and T1 is the first time the Brownian motion Bt enters the closed unit ball,
dλ(x) = Ex
(
dλ(BT1) exp
(
−
∫ T1
0
V∞ + V λ
2
(Bs)ds
))
(1.17)
∼ dλ(1)Ex
(
f(BT1) exp
(
−
∫ T1
0
V∞(Bs)ds
))
(for λ large).
In the last line we used radial symmetry of dλ, f(x) = 1 for |x| = 1, and dλ(∞) = 0 (in case T1 =∞
for d = 3). We have also conveniently replaced V λ with V∞ for λ large, where of course it is the
difference of these functions that we are trying to bound. So by (1.15) we see that (1.17) implies
dλ(x) ∼ dλ(1)f(x) say as x→∞ for λ ≥ λ0.
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If r = r(λ) is such that λr4−d = λ0, then a simple scaling argument shows that as λ→∞ (and so
r ↓ 0),
dλ(x) = r−2dλr
4−d
(x/r) ∼ r−2dλ0(1)|x/r|−p = C|x|−pλ−α.
To handle the heuristic asymptotic in (1.17) we will use Yor’s Girsanov Theorem (Proposition 2.4).
The careful derivation of Theorem 1.3(a,b) is in Section 5 while parts (c,d) are proved in Section 8.
To see how Theorem 1.3 might give the upper bound on dim(F ) in Theorem 1.1, at least for
d = 3, recall first that x → Lx is locally Ho¨lder of index 1/2 − η on {x 6= 0} (see Theorem 2.2).
One can improve this modulus to Ho¨lder 1 − η if one of the endpoints is in the zero set of L (see
Theorem 2.3 in [MP11] for a similar result for the density of X if d = 1). So, ignoring the reduction
by η for convenience, we see that for |x| ≥ ε0 and ε > 0 small enough,
Pδ0(F ∩ {y : |y − x| < ε} 6= ∅) ≤ Pδ0(0 < Ly < ε for some |y − x| < ε)
∼ P (0 < Lx < ε) ≤ Cεα = Cεp−2,
where the first inequality is by the improved modulus of continuity, the second asymptotic is wishful
thinking, the last inequality is by Theorem 1.3, and the final equality uses d = 3. A standard
covering argument would then show that dim(F ) ≤ d− (p − 2) a.s. Although it is in fact possible
to make this argument rigorous for d = 3, the situation for d = 2 seems more difficult. Instead we
will establish the upper bound on dim(F ) in Section 3 using Dynkin’s exit measures XGε from Gε,
the complement of a closed ball of radius ε. See Proposition 3.4 for the analogue of Theorem 1.3
for such exit measures and Section 2 for information on exit measures in general.
In Section 6 we show the lower bound on dim(F ) in Theorem 1.1 holds with positive probability
by an energy calculation. The standard Frostman method would construct a random measure L
supported by F so that
(1.18) E
(∫ ∫
1(|x1| ≤ K, |x2| ≤ K)|x1 − x2|−(d+2−p−η)L(dx1)L(dx2)
)
<∞, for all K, η > 0
and so conclude dim(F ) ≥ d+ 2− p on {L 6= 0}. Define
Lλ(φ) = λ1+α
∫
φ(x)Lxe−λL
x
dx ≡
∫
φ(x)ℓλ(x) dx,
so that Lλ becomes concentrated on F as λ → ∞. It is not hard to use Theorem 1.3 to see that
for |x| ≥ ε0,
(1.19) c(ε0)|x|−p ≤ Eδ0(ℓλ(x)) ≤ C|x|−p,
and Proposition 6.1 will imply that for |x1|, |x2| ≥ ε0,
(1.20) Eδ0(ℓ
λ(x1)ℓ
λ(x2)) ≤ C(ε0)[1 + |x1 − x2|2−p].
We conjecture that Lλ converges in probability in the space MF (Rd) to a finite measure L which
necessarily is supported on F and satisfies (1.18) (by (1.20)). Although (1.19) and (1.20) are not
sufficient for this convergence, they do allow one to establish Pδ0(dim(F ) ≥ d+ 2− p) > 0 by first
obtaining a lower bound on Pδ0(F ∩A 6= ∅) in terms of the p− 2 capacity of A (Theorem 6.2).
In Section 7 we complete the proof of Theorem 1.1 by showing the lower bound on dim(F ) in
fact holds with probability one (Theorem 7.1). The lack of monotonicity of F in the initial mass
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makes this step surprisingly delicate. It uses the exit measures from half spaces and their special
Markov property (Corollary 8 of [Leg95]) to analyze the size of F in a half-space as the bounding
hyperplane moves across R.
In Section 8 we finish the proofs of Theorems 1.2, 1.3, and 1.4 which now proceed rather quickly,
and also establish Propositions 1.5 and 1.6. In Section 9 we provide the proof of Proposition 6.1.
In Section 2 we introduce a number of our tools including some properties of V λ, Yor’s Girsanov
theorem, and some properties of exit measures such as Le Gall’s special Markov property and a
slight modification thereof (Proposition 2.5).
Convention on Functions and Constants. Constants whose value is unimportant and may
change from line to line are denoted C, c, cd, c1, c2, . . . , while constants whose values will be referred
to later and appear initially in say, Lemma i.j are denoted ci.j, or ci.j or Ci.j.
Acknowledgements. LM thanks Paul Balanc¸a for enjoyable and very helpful discussions on this
problem. We thank L. Ryzhik for showing us the proof of Proposition 3.3, and I. Benjamini whose
comments about the boundary of the range of a scaling limit of tree-indexed random walks gave us
a strong motivation to carry out this work. EP thanks the Technion for hosting him during a visit
where some of this research was carried out. LM thanks UBC and EP for hosting him during his
visits.
2 Preliminaries
For each λ > 0 there is a unique solution, V λ(x) to (1.13), where the equation is interpreted in the
distributional sense. Moreover V λ is C2 on {x 6= 0} and satisfies the (strong form) of (1.13) on
{x 6= 0}. See p. 187 of [Brez86]), and the references given there, for the above results. Set
g0(x) =

1 if d = 1
log+(1/|x|) if d = 2
|x|−1 if d = 3,
and let
pxt (y) = pt(y − x).
Then for d ≥ 2, (see p. 187 in [Brez86], or the more precise results in Remark 1 in [BrezOs87] and
[Hong17])
(2.1) lim
x→0
V λ(x)
λg0(x)
= cd > 0.
and for d = 1, V λ is continuous at x = 0 (see Theorem 3.1 of [Ver81]). A simple extension of (1.1)
with t = ∞, f = λδx, and φ = 0 leads to the following result whose proof gives a self-contained
proof of the existence of solutions to (1.13) which are smooth on {x 6= 0}.
Lemma 2.1 For any X0 ∈MF (Rd) and λ > 0,
(2.2) EX0(exp(−λLx)) = exp
(
−
∫
V λ(x− x0)X0(dx0)
)
.
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The above is strictly positive for all x which are continuity points of x → ∫ g0(y − x)dX0(y), and
in particular for x /∈ Supp(X0). Moreover there is a c2.1 so that,
(2.3) V λ(x) ≤ c2.1(λg0(x) + 1) ∀x ∈ Rd \ {0}.
Proof. The strict positivity of the left-hand side of (2.2) under the given condition on the potential
of X0 is immediate from the continuity of L in [Sug89] noted above since the above condition on
x easily implies (by dominated convergence) the joint continuity of (t′, x′)→ X0qt′(x′) at (t, x) for
any t ≥ 0.
Let {rε : ε ∈ (0, 1)} be a smooth, radially symmetric approximate identity so that {rε > 0} ⊂
B(0,
√
ε) and rε ≤ c0pε (the construction of rε is elementary). Set rxε (y) = rε(y−x). We have from
(1.1) and for all x ∈ Rd,
(2.4) EX0
(
exp
(
−λ
∫ t
0
Xs(r
x
ε )ds
))
= exp
(
−X0(Vt(0, λrxε ))
)
.
Theorem 3.3 of [Iscoe86] and symmetry imply
(2.5) Vt(0, λr
x
ε )(x0) = Vt(0, λrε)(x− x0) ↑ V λ,ε(x− x0) as t ↑ ∞,
uniformly in x, where V λ,ε is smooth and satisfies
(2.6)
∆V λ,ε
2
=
(V λ,ε)2
2
− λrε, V λ,ε > 0 on Rd.
Let t→∞ in (2.4) to conclude that
(2.7)
EX0
(
exp
(
−λ
∫
Lyrε(y−x)dy
))
= EX0
(
exp
(
−λ
∫ ∞
0
Xs(r
x
ε )ds
))
= exp
(
−
∫
V λ,ε(x−x0)dX(x0)
)
.
Now set X0 = δx0 in the above. Note that for x 6= x0, the a.s. continuity of Ly at x implies the
lefthand side of (2.7) converges to Eδx0 (exp(−λLx)) ∈ (0, 1) as ε→ 0. Therefore the convergence of
the righthand side implies that V λ,ε(x) converges pointwise on {x 6= 0} to a finite limit, V λ,0(x) > 0,
as ε→ 0. So letting ε ↓ 0 in (2.7) with x 6= x0 gives
(2.8) Eδx0
(
exp(−λLx)
)
= exp(−V λ,0(x− x0)) for x0 6= x.
We have ∆V λ,ε = (V λ,ε)2 for |x| > √ε, and so Proposition 9 of Chapter V in [Leg99] implies that
V λ,0 is C2 on Rd − {0} and solves ∆V λ,0 = (V λ,0)2.
Next we show that V λ,0 satisfies the distributional form of (1.13). For this it suffices to show
(2.9) V λ,ε(x) ≤ c(λg0(x) + 1) for all x ∈ Rd, ε ∈ (0, 1),
because g20 is locally integrable and so (2.9) allows us to take limits as ε ↓ 0 in the distributional
form of (2.6). Turning to (2.9), first note that by the semigroup property, for any t > 1
Vt(0, λr
x
ε ) = V1(Vt−1(0, λr
x
ε ), λr
x
ε )
≤ lim
n→∞V1(n, λr
x
ε )
≤ lim
n→∞V1(n, 0) + V1(0, λr
x
ε ),(2.10)
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where the the first inequality follows by the boundedness of Vt−1(0, λrxε ) and monotonicity of V in
its boundary conditions, and the last inequality follows by the subadditivity of V in its boundary
conditions (for the derivation of a similar result see, e.g., Lemma 2.6(b) in [M02]). Here n denotes
the constant function n. Now recalling that V1(n, 0)(·) = n1+n/2 ≤ 2 uniformly in n, and
V1(0, λr
x
ε )(0) ≤
∫ 1
0
Ps(λr
x
ε )(0)ds ≤ λc0
∫ 1
0
ps+ε(x)ds ≤ cλg0(x), ∀ε ∈ (0, 1),
we may use the above with (2.5) and (2.10) to get (2.9).
The uniqueness of V λ now shows that V λ = V λ,0, and so (2.3) is immediate from (2.9) and the
obvious mononicity of V λ. If x = x0 and d ≥ 2, then both sides of (2.8) are zero (recall (2.1)) and
so (2.2) holds for all x, x0 if X0 = δx0 . If d = 1, we may let x→ x0 on both sides of (2.8) to obtain
the equality for x = x0 by the continuity of V
λ at 0, and Lx at x0.
For (2.2) with general X0, the decomposition (1.7) also applies to the total local time at x and
so
(2.11) EX0(exp(−λLx)) = exp
(
−
∫ ∫
1− e−λLx(ν)Nx0(dν)X0(dx0)
)
.
Taking X0 = δx0 in the above and the established (2.2) gives
(2.12) V λ(x− x0) =
∫
1− e−λLxdNx0 .
Next use the above in (2.11) to derive (2.2) under PX0 . This completes the proof.
We next give a modulus of continuity result for Lx which follows easily from the moment
bounds in [Sug89], the standard proof of Kolmogorov’s continuity criterion, and tail bounds on the
extinction time.
Theorem 2.2 If ε0 ∈ (0, 1) and 0 < γ < ((4 − d)/2) ∧ 1, there is a ρε0,γ(ω) = ρ(ω) > 0 Pδ0-a.s.
such that
|Lx1 − Lx2 | ≤ |x1 − x2|γ whenever |x1 − x2| ≤ ρ, and ε0/2 < |xi| < 2ε−10 .
Moreover, there are positive κ(γ) and C2.2(ε0, γ) such that for all 0 < t < 1, Pδ0(ρ < t) ≤ C2.2tκ.
In fact one can take κ(γ) = (4−d)/2−γ4−d−γ .
A simple scaling argument either for Lx under Pδ0 , or directly for solutions of (1.13), shows
that
(2.13) V λ(x) = V λ(|x|) = r−2V λr4−d(x/r) ∀x ∈ Rd, r > 0.
We may let λ ↑ ∞ in (2.2) under X0 = δ0 to see that V λ(x) ↑ V∞(x) for all x where
(2.14) e−V
∞(x) = Pδ0(L
x = 0) > 0, the latter for all x 6= 0,
and for general X0 that
(2.15) PX0(L
x = 0) = exp
(
−
∫
V∞(x− x0)dX0(x0)
)
.
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Take r = |x| in (2.13) and let λ ↑ ∞ to conclude
V∞(x) = |x|−2V∞(1) for all x, where 0 < V∞(1) <∞.
Now it follows from (1.13) and Proposition V.9(iii) of [Leg99] that
(2.16) ∆V∞ = (V∞)2 on {x 6= 0},
(or see [Brez86] where V∞ =W in that work by (i) on p. 187). The only possible positive value of
V∞(1) which will lead to a solution of the above is 2(4 − d) and so may conclude
(2.17) V λ(x) ↑ V∞(x) = 2(4− d)|x|2 as λ→∞ ∀x.
Lemma 2.3 (a) rd−1(V λ)′(r) is strictly increasing on (0,∞).
(b) V λ(r) is strictly decreasing in r > 0 to 0.
Proof. Let v(r) = V λ(r) for r > 0.
(a) Multiply the radial form of (1.13) by rd−1 to conclude (rd−1v′)′ = rd−1v2(r) > 0.
(b) That v(r)→ 0 as r→∞ is immediate from v(r) ≤ V∞(r). Suppose v′(r0) ≥ 0 for some r0 > 0.
Then by (a), v′(r) > 0 for all r > r0 which, together with v > 0, contradicts limr→∞ v(r) = 0.
Let ρ(t) denote a δ-dimensional Bessel process starting at r > 0 under P
(δ)
r , and (Ft) be the
filtration generated by ρ. For R > 0, set τR = inf{t ≥ 0 : ρ(t) ≤ R}. The following result will be
used frequently.
Proposition 2.4 Let λ ≥ 0, µ > −1/2, r > 0 and ν =
√
λ2 + µ2. If Φt ≥ 0 is (Ft)-adapted, then
for all R < r,
E(2+2µ)r
(
Φt∧τR exp
(
−λ
2
2
∫ t∧τR
0
1
ρ2s
ds
))
= rν−µE(2+2ν)r
(
(ρt∧τR)
−ν+µΦt∧τR
)
.
This follows from a simple application of Girsanov’s theorem (see Section 2 and especially
equation (2.b’) of [Yor92]) to find [dP (2+2ν)/dP (2)]|Ft , and [1(T0 > t)dP (2+2µ)/dP (2)]|Ft . Once
this is established for the constant time t, a simple conditioning argument using optional stopping
gives the above result at the stopping time t ∧ τR.
We give a brief description of Le Gall’s construction of X using the Brownian snake. Consider
an initial condition X0 ∈ MF (Rd). We set W = ∪t≥0C([0, t],Rd), call ζ(w) = t the lifetime
of w ∈ C([0, t],Rd) ⊂ W, and metrize W in the natural manner (see p. 54 of [Leg99]). The
Brownian snake W is the continuous W-valued strong Markov process constructed in Ch. IV of
[Leg99] and Nx is the excursion measure of W starting at the path x ∈ Rd with 0 lifetime. The
construction of X = X(W ), first under Nx and then PX0 is described in Theorem 4 of Ch. IV of
[Leg99]. Fortunately for our notation, the law of X(W ) under Nx is the canonical measure of super-
Brownian motion described in the previous section (and also denoted by Nx). For our purposes
it will be important to note that if Ξ =
∑
i∈I δWi is a Poisson point process on C([0,∞),W) (the
space of continuous W-valued paths) with intensity NX0(dW ) =
∫
Nx(dW )X0(dx), then
(2.18) Xt =
∑
i∈I
X(Wi)t =
∫
Xt(W )dΞ(W ), t > 0
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is a super-Brownian motion with initial state X0, whose local time L
x may therefore be decomposed
as
(2.19) Lx =
∑
i∈I
Lx(Wi) =
∫
Lx(W )dΞ(W ),
where xi =Wi,0(0) and (L
x(Wi))x is a.s. continuous on {x 6= xi}. We will refer to this construction
as the standard setup for X under PX0 in what follows.
Under NX0 , if σ = inf{t : ζt = 0}, ζt = ζ(Wt) and Wˆt =Wt(ζ(t)) is the “tip” of the snake then
(see, e.g. p. 70 of [Leg99]) for φ ≥ 0,
(2.20)
∫ ∞
0
Xt(φ)dt =
∫ σ
0
φ(Wˆt)dt.
Now fix an open set G such that d(Supp(X0), G
c) > 0 and a Brownian path starting from
any x ∈ ∂G will exit G immediately–in fact in what follows G will be an open half-space or the
complement of a closed ball. We denote the exit measure of X from G by XG. We refer the
reader to Ch. V of [Leg99] for the construction of XG. Recall that XG is a random finite measure
supported on ∂G, which intuitively corresponds to the mass started at X0 which is stopped at the
instant it leaves G (see p. 77 of [Leg99]). Its Laplace functional is given by
(2.21) EX0
(
exp(−XG(g))
)
= exp
(
−
∫
Ug(x)X0(dx)
)
,
where g : ∂G → [0,∞) is bounded and continuous, and Ug ≥ 0 is the unique continuous function
on G, which is C2 on G, and solves
(2.22) ∆Ug = (Ug)2 on G, Ug = g on ∂G.
For this, see Theorem 6 in Chapter V of [Leg99], and the last exercise on p. 86 for uniqueness.
Note here, and elsewhere, we have taken our branching rate for X to be one and so our constants
will differ from those in [Leg99]. Although Chapter V of [Leg99] deals with the excursion measure,
Nx, for the Brownian snake W , the extensions to NX0 are immediate. The same definitions also
apply under PX0 , or equivalently, just set
(2.23) XG =
∑
i∈I
XG(Wi) =
∫
XG(W )dΞ(W ),
where Ξ is as in (2.18).
We next state a version of the Special Markov Property for W from [Leg95]. First working
under NX0 , define (as in [Leg95])
SG(Wu) = inf{t ≤ ζu :Wu(t) /∈ G},
(2.24) ηGs = inf
{
t :
∫ t
0
1(ζu ≤ SG(Wu))du > s
}
,
and
(2.25) EG = σ
(
WηGs , s ≥ 0
)
∨ {NX0 − null sets}.
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The above time-changed snake is in fact continuous in s (see p. 401 of [Leg95]). Let
{u ≥ 0 : SG(Wu) < ζu} = ∪i∈I(ai, bi),
for some countable set I. Then SG(Wu) = S
i
G for all u ∈ [ai, bi]. Let
W is(t) =W(ai+s)∧bi(S
i
G + t) for 0 ≤ t ≤ ζ(ai+s)∧bi − SiG,
so that W i ∈ C(R+,W) are the excursions of W outside G.
Proposition 2.3 of [Leg95] implies that (under NX0) XG is EG-measurable. Recall from [Sug89]
that L = (Ly, y ∈ Gc) is PX0-a.s., and hence also NX0-a.e., in the space C(Gc) of continuous
functions on G
c
.
Proposition 2.5 Let Ψ be a bounded measurable function on C(G
c
) and Φ be a bounded measurable
function on MF (R
d). Then
(a) Under NX0 and conditional on EG,
∑
i∈I δW i is a Poisson point process with intensity NXG .
(b) NX0(Ψ(L)|EG)(ω) = EXG(ω)(Ψ(L)) NX0-a.e., and therefore
NX0(Φ(XG)Ψ(L)) = NX0(Φ(XG)EXG(Ψ(L))).
(c) EX0(Φ(XG)Ψ(L)) = EX0(Φ(XG)EXG(Ψ(L))).
Proof. (a) This is Corollary 2.8 of [Leg95], the extension from Nx to NX0 being trivial.
(b) We only need show the first equality as the second is then immediate from the EG-measurability
of XG. If S ⊂ Gc (Borel) then NX0-a.e.∫
A
Lxdx =
∫ σ
0
1A(Wˆs)ds =
∑
i∈I
∫ ∞
0
1A(Wˆ
i
s)ds,
where the last equality follows from an elementary calculation (using Wˆ ibi ∈ G) and the first equality
is by (2.20). It follows that
for all x ∈ Gc, Lx =
∑
i∈I
Lx(W i),
where the existence of a continuous version of Lx(W i) on G
c
follows from (a) and our earlier
comments on L under the excursion measure. If ΞXG(ω) is a Poisson point process on C(R+,W)
with intensity XG(ω) and integration is componentwise, then (a) implies NX0-a.e.
NX0(ψ(L)|EG)(ω) = E
(
ψ
(∫
L(W )ΞXG(ω)(dW )
))
.
Comparing this to (2.19), we see that the right-hand side of the above equals EXG(ω)(ψ(L)), and
the proof of (b) is complete.
(c) Use (2.19), (2.23), and the fact that XG = 0 implies L = 0 NX0-a.e. (by (b)) to see that (XG, L)
is equal in law to
∑M
i=1(X
i
G, Li), where M is Poisson with mean NX0(XG 6= 0) < ∞ (recall that
d(Supp(X0), G
c) > 0), (XiG, Li)i≥1 are iid with lawNX0((XG, L) ∈ ·|XG 6= 0), andM is independent
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of this iid sequence. The result then follows easily, once we note that NX0(L ∈ · |XG) = PXG(L ∈ ·)
(by (b)) and so by the multiplicative property of superprocesses,
E
(
Ψ
( M∑
1
Li
)∣∣∣(XiG)i≤M ,M) = E∑M
1 X
i
G
(
Ψ(L)
)
,
which in turn implies (condition on
∑M
i=1X
i
G)
EX0(Ψ(L)|XG) = EXG(Ψ(L)),
as required.
It is not hard to prove a full analogue of (a) under PX0 but (c) will suffice for our purposes.
3 The Upper Bound on the Dimension
The goal of this section is to prove the following:
Theorem 3.1 With Pδ0-probability one, dim(F ) ≤ d+ 2− p.
First let us introduce additional notation.
Notation Bε = {y ∈ Rd : |y| < ε}, Gε = Bεc.
By (2.21) and (2.22) if g : ∂Bε → [0,∞) is bounded and continuous the Laplace functional of
the exit measure from Gε is given by
(3.1) Eδx
(
exp(−XGε(g))
)
= exp(−Ug,ε(x)), ∀|x| > ε,
where Ug,ε ≥ 0 is the unique continuous function on Bcε which is C2 on {|x| > ε} and solves
(3.2) ∆Ug,ε = (Ug,ε)2 on {|x| > ε}, Ug,ε = g on ∂Bε.
For constants λ > 0, we will be particular interested in Uλ,ε which, thanks to the uniqueness in
(3.2), satisfies
(3.3) Uλ,ε(|x|) = Uλ,ε(x) = ε−2U ε2λ,1(x/ε) for |x| ≥ ε.
By (3.1), with g = λ, we have Uλ,ε ↑ U∞,ε as λ ↑ ∞, where
(3.4) Pδx(XGε(1) = 0) = exp(−U∞,ε(x)) ∀|x| > ε.
Elementary properties of X show that the left-hand side of (3.1) is in (0, 1) and converges to 1 as
|x| → ∞, and so
(3.5) 0 < U∞,ε(x) <∞ ∀|x| > ε, lim
|x|→∞
U∞,ε(x) = 0, and so lim
|x|→∞
Uλ,ε(x) = 0.
Proposition 9(iii) of [Leg99] implies that U∞,ε is C2 and
(3.6) ∆U∞,ε = (U∞,ε)2 on Gε, lim|x|→ε,|x|>ε
U∞,ε(x) = +∞,
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where the last limit is immediate from the definition of U∞,ε. A simple application of the maximum
principle implies that
(3.7) U∞,1(x) ≥ V∞(x) = 2(4− d)|x|2 ∀|x| > 1.
For 1 ≥ δ0 > 0, let Dδ0 = U∞,1 − U δ0,1 ≥ 0. Then (3.6) and (3.2) imply Dδ0 is a C2 solution of
∆
2
Dδ0 =
(U∞,1 + U δ0,1
2
)
Dδ0 on {|x| > 1}.
We let B denote a d-dimensional Brownian motion starting at x under Px. The above equation
and the Feynman-Kac formula (e.g. p. 114 of [SV79]) implies that if τR = inf{t ≥ 0 : |Bt| ≤ R}
and |x| ≥ R > 1, then
Dδ0(x) = Ex
(
Dδ0(Bt∧τR) exp
(
−
∫ t∧τR
0
(U∞,1 + U δ0,1
2
)
(Bs) ds
))
.
We may let t → ∞ in the above and, noting that Dδ0(Bt∧τR) → 0 as t → ∞ when τR = ∞ (for
d = 3), conclude
(3.8) Dδ0(x) = Dδ0(R)Ex
(
1(τR <∞) exp
(
−
∫ τR
0
(U∞,1 + U δ0,1
2
)
(Bs) ds
))
for |x| ≥ R > 1.
Lemma 3.2 (a) rd−1(Uλ,ε)′(r) is strictly increasing.
(b) Uλ,ε(r) is strictly decreasing in r ≥ ε.
(c) If d = 2 or 3, then limr→∞ r(Uλ,ε)′(r) = 0.
Proof. Let u(r) = Uλ,ε(r) for r > ε.
(a),(b). These are proved as for V λ in Lemma 2.3.
(c) It follows from (a) and (b) that rd−1u′(r) ↑ −c ≤ 0 as r ↑ ∞. If d = 3 we therefore have
ru′(r) = r−1(rd−1u′(r)) → 0 as r → ∞. Assume now d = 2, so we must show c = 0. Assume
not. Then u′(r) ≤ −c/r for all r ≥ ε. This implies −u(ε) = ∫∞ε u′(r)dr ≤ −c ∫∞ε r−1dr = −∞, a
contradiction.
If d = 2, δ0 > 0, and y(t) = U
δ0,1(et) for t ≥ 0, then Lemma 3.2 and a simple calculation using
the radial form of (3.2) shows
(3.9) y′′(t) = e2ty(t)2, y(0) = δ0, y is decreasing, y′(t)→ 0 as t→∞.
A direct calculation gives the same conclusions for z(t) = V∞(et), where now z(0) = 2(4− d) = 4.
Theorem 1.1 of [Tal78] therefore implies that
(3.10) lim
|x|→∞
U δ0,1(x)
V∞(x)
= lim
t→∞
y(t)
z(t)
= 1.
Similar reasoning applies if d = 3, but now with y(t) = (t+1)U δ0,1(t+1) and z(t) = (t+1)V∞(t+1)
for t ≥ 0. This leads to y′′(t) = (t+1)−1y(t)2 > 0 and y′(t) = (t+1)(U δ,1)′(t+1)+U δ0,1(t+1)→ 0
as t → ∞ by Lemma 3.2(c). Note also that if y′(t0) ≥ 0 for some t0 ≥ 0, then y′′ > 0 clearly
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contradicts the fact that y′(t)→ 0 and so (3.9) again holds with (t+ 1)−1 in place of e2t. Again, a
direct calculation gives the same conclusions for z with the modified initial condition. Hence (3.10)
again follows from Theorem 1.1 of [Tal78]. Finally for d = 1 it follows from Lemma 3.2(a) and the
fundamental theorem of calculus that limr→∞(U δ0,1)′(r) = 0. Therefore one can conclude (3.10)
directly from Theorem 1.1 of [Tal78] with y = U δ0,1 and z = V∞.
We will, however, need to quantify the convergence in (3.10).
Proposition 3.3 Let δ0 ∈ (0, 1).
(a) For |x| > 1, U δ0,1(x) ≤ V∞(x).
(b) For any δ ∈ (0, 1) there is a Cδ > 1 so that U δ0,1(x) ≥ (1− δ)V∞(x) for all |x| ≥ Cδ/δ0.
Proof. (a) As δ0 < 1, clearly the required inequality holds if |x| = δ0. Equations (2.16), (3.2) and
the last part of (3.5) now allow us to apply the maximum principle and conclude the inequality for
all |x| ≥ 1.
(b) In view of (a) and the monotonicity of U δ0,1 in δ0 (recall (3.1)), it clearly suffices to consider
δ0 ≤ δ1 for some fixed value of δ1 ∈ (0, 1). We will write u(r) for U δ0,1(r) and v(r) for V∞(r).
Consider first d = 2. For t ≥ 0, let
q(t) =
u(et/4)
v(et/4)
=
1
4
u(et/4)et/2 ∈ (0, 1] (by (a)).
(See the proof of Theorem 1.1 of [Tal78] for the motivation for this change variables.) A simple
calculation using (3.2) gives
q′′ − q′ + 1
4
(q − q2) = 0, q(0) = δ0/4, lim
t→∞ q(t) = 1,
where the last limit is by (3.10). Therefore if w(t) = 1− q(−t) for t ≤ 0, we have
(3.11)
1
2
w′′ +
1
2
w′ +
1
8
(w2 −w) = 0 for t ≤ 0, lim
t→−∞w(t) = 0, w(0) = 1−
δ0
4
, w ∈ [0, 1).
The above steps can be reversed and as the equation defining u has a unique solution it follows
that so does (3.11). Solutions to the above give travelling wave solutions to the KPP equation and,
using the notation on p. 55 of [Kyp04]), c = 12 =
√
2β where β = 18 , so we are in the critical case
in the above reference. On p. 55 of the above reference an increasing solution φ to (3.11) is given,
but with φ(0) = 12 , defined on the line and satisfying
(3.12) lim
t→∞(1− φ(t))t
−1et/2 = c0 > 0.
Define Rδ0 > 0 by φ(Rδ0) = 1 − (δ0/4) and Lδ < 0 by φ(Lδ) = δ. Use (3.12) to conclude that for
some δ1 > 0,
Rδ0 < 4 log(8c0/δ0) for 0 < δ0 < δ1.
Uniqueness in (3.11) implies that w(t) = φ(Rδ0 + t) for t ≤ 0 and therefore
1− δ ≤ q(t) = 1− w(−t) = 1− φ(Rδ0 − t)) iff Rδ0 − Lδ ≤ t.
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Recalling the definition of q, we see that this implies u(r) ≥ (1− δ)v(r) providing
r ≥ exp(log(8c0/δ0)− Lδ/4) = Cδδ−10 for δ0 < δ1.
Turning now to d = 3, for t ≥ log(1/12), let
q(t) =
u(121/3et/3)
v(121/3et/3)
=
122/3
2
u(121/3et/3)e2t/3 ∈ (0, 1].
Then as before we have,
q′′ − q′ + 2
9
(q − q2) = 0, q(log(1/12)) = δ0/2, lim
t→∞ q(t) = 1,
and w(t) = 1− q(−t), for t ≤ log(12), satisfies
(3.13)
1
2
w′′ +
1
2
w′ +
1
9
(w2 − w) = 0, t ≤ log 12, w(log 12) = 1− δ0
2
, w ∈ [0, 1), lim
t→−∞w(t) = 0.
Proceeding as before, now with β = 1/9 and c = 1/2 >
√
2β, we are in the supercritical case in
[Kyp04] and the solution of (3.13) on the line, which equals 1/2 at t = 0 (rather than the terminal
condition in (3.13)), φ, satisfies
lim
t→∞(1− φ(t))e
t/3 = c1 > 0,
where the value of the exponential rate in the above may be found in Theorem 2.1 of [Har99]. The
argument is now completed for d = 3, just as it was in d = 2.
The argument for d = 1 is similar to that for d = 3. For t ≥ log(1/180), set q(t) = u(1801/5et/5)
v(1801/5et/5)
,
so that w(t) = 1− q(−t), t ≤ log(180), satisfies
1
2
w′′ +
1
2
w′ +
3
25
(w2 −w) = 0, w(log(180)) = 1− δ0
6
, lim
t→−∞w(t) = 0.
We are again the supercritical case for the KPP equation with β = 3/25 and c = 1/2 >
√
2β. Now
(Thm. 2.1 of [Har99]) limt→∞(1− φ(t))e2t/5 = c2 > 0. The result now follows as above. In fact we
get the desired conclusion under the weaker condition that |x| ≥ Cδ/
√
δ0.
Throughout the rest of this Section we fix ε0 ∈ (0, 1).
Proposition 3.4 If 0 < p′ < p, there is an η = η(p′) > 0 and C3.4 = C3.4(ε0, p
′) <∞ so that for
all ε0 ≤ |x| and ε ∈ (0, ε0),
Pδx(0 < XGε(1) < ε
2−η) ≤ C3.4εp
′−2.
Proof. Choose p′ ∈ (0, p) and then η, δ ∈ (0, 1). Below we will choose η, δ sufficiently small,
depending on p′. If Cδ is as in Proposition 3.3, consider
(3.14) 0 < ε < (ε0/Cδ)
1/(1−η)(< ε0),
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and set λ′ = εη−2. Then for |x| > ε0,
Pδx(0 < XGε(1) < ε
2−η) ≤ eEδx
(
exp(−λ′XGε(1))1(XGε (1) > 0)
)
= e
(
e−U
λ′,ε(x) − e−U∞,ε(x)
)
(by (3.1) and (3.4))
≤ eε−2(U∞,1 − U εη ,1)(x/ε) = eε−2Dεη(x/ε),(3.15)
where in the last line we use the scaling relation (3.3) and the definition of D. Now use the
Feynman-Kac representation in (3.8) with R = Cδε
−η (Cδ as in Proposition 3.3). Note here that
(3.14) implies |x|/ε > ε0/ε > R > 1, so that (3.8) applies and we conclude that
Pδx(0 < XGε(1) < ε
2−η) ≤ eε−2Dεη(R)Ex/ε
(
1(τR <∞) exp
(
−
∫ τR
0
U∞,1 + U ε
η,1
2
(Bs) ds
))
≤ eε−2Dεη(R)Ex/ε
(
1(τR <∞) exp
(
−
∫ τR
0
(
1− δ
2
)
V∞(Bs) ds
))
,
the last by (3.7) and Proposition 3.3(b). Next, apply Proposition 2.4 to see that if
(3.16) µ =

−1/2 if d = 1
0 if d = 2
1
2 if d = 3,
and
(3.17) ν = ν(δ) =
(
µ2 +
(
1− δ
2
)
4(4− d)
)1/2 ≡ (µ2 + λ2)1/2,
then
Pδx(0 < XGε(1) < ε
2−η) ≤ e2(4− d)
R2
ε−2 lim
t→∞E
(2+2µ)
|x|/ε
(
1(τR < t) exp
(
−λ
2
2
∫ τR∧t
0
1
ρ2s
ds
))
≤ e2(4− d)
R2
ε−2(|x|/ε)ν−µ lim
t→∞E
(2+2ν)
|x|/ε
(
1(τR < t)ρ
−ν+µ
t∧τR
)
= e
[
2(4− d)R−ν+µ−2
]
εµ−ν−2|x|ν−µP (2+2ν)|x|/ε (τR <∞)
= e
[
2(4− d)R−ν+µ−2
]
εµ−ν−2|x|ν−µ(|x|/ε)−2νR2ν
≤ e2(4− d)Cν+µ−2δ ε−µ−ν0 ε(µ+ν−2)(1−η) ,
where we also used the following result for the hitting probabilities for Bessel processes:
(3.18) P (2+2ξ)r (τR <∞) = (R/r)2ξ ∀ξ ≥ 0, r ≥ R > 0.
A bit of arithmetic shows that limδ↓0 µ + ν(δ) = p and so we can choose δ, η > 0 sufficiently
small, depending on p′ so that (µ + ν(δ) − 2)(1 − η) ≥ p′ − 2. This gives the required bound
for ε < (ε0/Cδ)
1/(1−η) ≡ ε1(ε0, p′), and the result then follows for all 0 < ε < ε0 by adjusting
C3.4 = C3.4(ε0, p
′) accordingly.
Theorem 3.5 If p′ ∈ (0, p), there is a C3.5 = C3.5(ε0, p′) <∞ such that
Pδ0(B(x, ε) ∩ F 6= ∅) ≤ C3.5εp
′−2 whenever ε0 ≤ |x| ≤ ε−10 , ε ∈ (0, ε0/2).
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Proof. Let 0 < p′ < p and select η > 0 as in Proposition 3.4. Assume ε0, ε and x are as above.
Note that Bε ∩ F 6= ∅ iff ∃|x′| < ε and |xn| < ε so that xn → x′, Lx′ = 0 and Lxn > 0. Also
Proposition 2.5(c) shows that
Pδx(∃|x′| < ε such that Lx
′
> 0,XGε(1) = 0) = 0.
By translation invariance, followed by another application of Proposition 2.5(c), we have
Pδ0(B(x, ε) ∩ F 6= ∅) = Pδx(Bε ∩ F 6= ∅)
≤ Pδx(1(XGε(1) > 0)PXGε (Bε ∩ F 6= ∅))
≤ Pδx(0 < XGε(1) < ε2−η) + Eδx
(
1(XGε(1) ≥ ε2−η)PXGε (Bε ∩ F 6= ∅)
)
≤ C3.4(ε0, p′)εp
′−2 +Eδx
(
1(XGε(1) ≥ ε2−η)PXGε (∃|x′| < ε such that Lx
′
= 0)
)
,(3.19)
the last by Proposition 3.4. For the second term above, if β > (4 − d)4 consider a collection of
points {xi : 1 ≤ i ≤ Mε} ⊂ Bε such that Bε ⊂ ∪Mεi=1B(xi, εβ), Mε ≤ cdε−dβ . Next set γ = 1/4
in Theorem 2.2 and let C2.2(ε0, 1/4) ≡ C2.2(ε0) and κ(ε0, 1/4) ≡ κ(ε0) be as in that result. If
λ = ε−(4−d), then for each i,
PXGε (L
xi ≤ ε4−d) ≤ eEXGε (e−λL
xi )
= e exp
(
−
∫
V λ(x− xi)dXGε(x)
)
(by Lemma 2.1)
= e exp
(
−ε−2
∫
V 1((x− xi)/ε)dXGε (x)
)
(by (2.13))
≤ e exp(−ε−2V 1(2)XGε(1)),(3.20)
the last since XGε is supported on ∂Bε, |x − xi|/ε ≤ 2 for |x| = ε, and V 1(r) is decreasing in r
(Lemma 2.3). Use (3.20) above and then the definition of ρε0,1/4 ≡ ρε0 in Theorem 2.2 to bound
the second term in (3.19) by
Eδx(1(XGε(1) ≥ ε2−η)PXGε (Lxi > ε4−d ∀i ≤Mε, Lx
′
= 0 ∃|x′| < ε)
+MεEδx(1(XGε(1) ≥ ε2−η)e exp(−ε−ηV 1(2)))
≤ Pδx(Lxi > ε4−d ∀i ≤Mε, Lx
′
= 0 ∃|x′| < ε)
+ cdε
−βde exp(−ε−ηV 1(2)) (by Proposition 2.5(c) again)
≤ Pδ0(ρε0 ≤ εβ) + cdeε−βd exp(−ε−ηV 1(2)),(3.21)
where the last line follows after a bit of arithmetic after translation by −x. Now bound the first
term in (3.21) using Theorem 2.2, and hence bound (3.19) by
C3.4(ε0, p
′)εp
′−2 + C2.2(ε0)ε
βκ + cdeε
−βd exp(−ε−ηV 1(2)).
Finally choose β = β(ε0) > 4(4− d) so that βκ(ε0) > p− 2. The result is then immediate from the
above bound.
Now we are ready to complete
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Proof of Theorem 3.1 Let p′ ∈ (0, p), df > d + 2 − p′, and fix ε0 ∈ (0, 1). For ε ∈ (0, ε0/2),
cover A = {ε0 < |x| < ε−10 } with Nε ≤ C(ε0)ε−d open balls {Bi} of radius ε > 0 centered in A. If
ε = εn ↓ 0, then by Fatou’s Lemma and Theorem 3.5,
Eδ0
(
lim inf
n→∞
Nε∑
i=1
ε
df
n 1(Bi ∩ F 6= ∅)
)
≤ lim inf
n→∞ C
′(ε0, p′)ε
df−d+p′−2
n = 0.
So letting p′ ↑ p, df ↓ d+2− p, and finally ε0 ↓ 0, gives the required upper bound on the Hausdorff
dimension of F .
4 Proof of Theorem 1.7
We assume d = 1 throughout this section and prove Theorem 1.7, and hence that F is a two-point
set Pδ0-a.s. It is well known that the range of super-Brownian motion R ≡ {x : Lx > 0} is an
interval (see, e.g. Theorem 7 of Chapter IV of [Leg99]) but this does not imply Theorem 1.7, i.e.,
that L is strictly positive on the interior of the range.
We will work with a one-dimensional super-Brownian motion X with initial state y0δ0 defined
from a Brownian snake as in Section 3. For r > 0 let Yrδr denote the exit measure from (−∞, r),
and set Y0 = y0. The same notation is used for r > 0 when working under the excursion measure,
N0, for the snake W . It follows from the Markov property 1.3D on p. 36 of [D02], and the ensuing
construction in Chapter 4 of the same reference, that {Yr : r > 0} is a Markov process. That is, if
ψ : R+ → R is bounded and measurable and 0 < r1 < r2, then
(4.1) Ey0δ0(Ψ(Yr2)|(Yr, r ≤ r1))(ω) = EYr1 (ω)δ0(Ψ(Yr2−r1)) Py0δ0 − a.s.
With a bit of work one can also derive this from Proposition 2.5(b). (One starts by decomposing
Yr into the sum of the contributions from the excursions Wi from 0 as in (2.23).)
Recall (see, e.g., Section II.1 of [Leg99]) that a stable continuous state branching process
(SCSBP) with parameter p ∈ (1, 2) and scaling constant c0 > 0 is a [0,∞)-valued cadlag strong
Markov process, Z = {Zt : t ≥ 0}, whose transition kernel pt(x, dy) satisfies
(4.2)
∫
e−λypt(x, dy) = exp(−xuλ(t)), for all λ ≥ 0,
where
(4.3)
duλ(t)
dt
= −c0uλ(t)p, uλ(0) = λ.
The following result is well-known (see, e.g., the comment prior to Proposition 3 in [AL17] and
recall that our branching rates differ) but we include the elementary proof here for completeness.
Proposition 4.1 Under Py0δ0 there is a cadlag version of Y (also denoted Y ) which is a SCSBP
starting at y0 with parameter p = 3/2 and c0 =
√
6/3. In particular Y is a martingale, and if
R = inf{r > 0 : Yr ∧ Yr− = 0},
then Yr = 0 for all r ≥ R = inf{r > 0 : Yr = 0} <∞ Py0δ0-a.s.
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Proof. If
(4.4) Uλ,r(x) = Uλ,0(x− r) = 6(r − x+
√
6/λ)−2, for x ≤ r,
then
(4.5) ∆Uλ,r(x) = (Uλ,r(x))2 on {x < r}, Uλ,r(r) = λ,
and so from (2.22) and (2.21) we see that
(4.6) Ey0δ0(exp(−λYr)) = exp(−y0Uλ,r(0)).
This shows that Yr → y0 as r ↓ 0, first in law and hence in probability. By (4.1) this implies
{Yr : r ≥ 0} is right continuous in probability. We can now let r1 ↓ 0 in (4.1) to see that it
continues to hold for r1 = 0–first consider ψ(y) = e
−λy and proceed by a monotone class argument.
Differentiate (4.6) in λ to see that Ey0δ0(Yr) = y0, and so by (4.1) {Yr : r ≥ 0} is a martingale.
Therefore Y has a cadlag version which we still denote by Y and still satisfies Y0 = y0. The fact that
Yr = 0 for all r ≥ R is a standard result for cadlag non-negative supermartingales and it implies
the second formula given for R. Let λ → ∞ and then r → ∞ in (4.6) to see that R < ∞ a.s.
(recall (4.4)). Finally a simple calculation shows that uλ(t) = Uλ,t(0) satisfies (4.3) with p = 3/2
and c0 =
√
6/3, thus identifying Y as the appropriate SCSBP (recall (4.1)).
Proof of Theorem 1.7. Let Rn = n∧ inf{r ≥ 0 : Yr ≤ 1/n} ↑ R as n→∞. Choose η > 1/2, set
β = 3η, and for i ∈ Z+ let xi,n = in−η and Ii,n = (xi,n, xi+1,n]. If x ∈ Ii,n, then Proposition 2.5(c)
gives
Pδ0(x < Rn, L
x ≤ 2n−β) ≤ Eδ0
(
1(Yxi,n ≥ 1/n)PYxi,nδxi,n (Lx ≤ 2n−β)
)
≤ e2Eδ0
(
1(Yxi,n ≥ 1/n)EYxi,nδxi,n (exp(−nβLx))
)
≤ e2Eδ0
(
1(Yxi,n ≥ 1/n) exp(−V n
β
(x− xi,n)/n)
)
(by Lemma 2.1)
≤ e2 exp(−n2η−1V nβ−3η((x− xi,n)/n−η)) (by the scaling relation (2.13))
≤ e2 exp(−n2η−1V 1(1)),
where in the last line we have used the fact that V 1 is decreasing (Lemma 2.3), and β = 3η. Let
k ∈ N satisfy k ≥ 2β (an additional condition requiring k large will appear below). A union bound
now implies that if
Λn = {Lx ≤ 2n−β for some x ∈ [0, Rn) ∩ {jn−η−k : j ∈ Z+}},
then
(4.7) Pδ0(Λn) ≤ e2(nη+k+1 + 1) exp(−n2η−1V 1(1)) ≡ pn.
Fix ε0 ∈ (0, 1) and let ρ = ρε0,1/2 be as in Theorem 2.2 (with γ = 1/2). Assume n ≥ N(ε0) so that
n−η < ε0/2 and ω is chosen in Λcn ∩ {ρ ≥ n−η−k}. If x ∈ [ε0, Rn ∧ ε−10 ), and j ∈ Z+ is chosen so
that x ∈ [jn−η−k, (j + 1)n−η−k), then
Lx ≥ Ljn−η−k − n−(η+k)/2 > 2n−β − n−β = n−β.
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Therefore by (4.7) and Theorem 2.2 we have
Pδ0(L
x ≤ n−β for some x ∈ [ε0, Rn ∧ ε−10 )) ≤ pn + Pδ0(ρ < n−η−k) ≤ pn + Cn−κ(η+k).
Now fix k as above and sufficiently large so that the right-hand side of the above is summable over
n, and hence by Borel-Cantelli,
w.p.1 for n large enough inf
x∈[ε0,Rn∧ε−10 )
Lx > n−β.
As this holds for all ε0 ∈ (0, 1) and limx→0 Lx = L0 > 0 Pδ0-a.s. (by the continuity of L for d = 1
and (2.14)), it follows that
(4.8) w.p.1 Lx > 0 for all x ∈ [0, R).
We next show
(4.9) w.p.1 Lx = 0 for all x ≥ R.
If 0 < r < q, then by Proposition 2.5(c)
Pδ0(Yr = 0, L
q > 0) = Eδ0(1(Yr = 0)PYrδr(L
q > 0)) = 0.
So we may fix ω outside a Pδ0-null set so that the last statement of Proposition 4.1 holds, x→ Lx
is continuous on (0,∞), and for all rational 0 < r < q, Yr = 0 implies Lq = 0. If q > R is rational,
then by choosing a rational r ∈ (R, q) we have Yr = 0 and so Lq = 0. The continuity of L· on (0,∞)
and R > 0 now implies (4.9). Combining (4.8) and (4.9) we get {x ≥ 0 : Lx > 0} = [0, R) a.s., and
thus R = R. By symmetry we also have a r.v. −∞ < L < 0 a.s. so that {x ≤ 0 : Lx > 0} = (L, 0]
a.s. Therefore we have {x : Lx > 0} = (L,R) a.s. and the rest is immediate.
5 Proof of Theorem 1.3(a,b)
It follows from (2.2) and (2.14) that
(5.1) Eδ0(e
−λLx1(Lx > 0)) = exp(−V λ(x)) − exp(−V∞(x)) ∀x 6= 0, λ > 0.
So by a Tauberian theorem, asymptotics for Pδ0(0 < L
x ≤ a) as a ↓ 0 would follow from good
asymptotics on dλ(x) = V∞(x)− V λ(x) ≥ 0 (x 6= 0) as λ→∞. Using the Feynmann-Kac formula
and arguing as in the derivation of (3.8) we obtain
(5.2) dλ(x) = dλ(R)Ex
(
1(τR <∞) exp
(
−
∫ τR
0
(V∞ + V λ
2
)
(Bs) ds
))
for |x| ≥ R.
In the next lemmas we prepare necessary tools for establishing bounds on dλ, at least for large λ.
We start with some a lower bounds on V λ; by (5.2) these will help bound dλ from above.
Lemma 5.1 For any η > 0, there is a λ1(η) > 0, so that for any R > 0,
(5.3) V λ(x) ≥ 2(4− d)− η|x|2 ∀|x| ≥ R and λ ≥
λ1(η)
R4−d
,
and if λ0(η) = λ1(η)
1/(4−d), then for any λ > 0,
(5.4) V λ(x) ≥ 2(4− d)− η|x|2 if |x| ≥ rλ ≡
λ0(η)
λ1/(4−d)
.
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Proof. By (2.17) we may chose λ1(η) > 0 so that V
λ(1) ≥ 2(4 − d) − η ≡ cη, if λ ≥ λ1(η). If
|x| ≥ (λ1(η)/λ)1/(4−d) , then by the scaling relation (2.13) and the monotonicity of V λ in λ, we have
V λ(x) = |x|−2V λ|x|4−d(1) ≥ |x|−2V λ1(η)(1) ≥ cη|x|−2.
This gives (5.4). The first bound is then immediate because |x| ≥ R and λ ≥ λ1(η)
R4−d
imply
|x|λ1/(4−d) ≥ λ0(η).
The next two lemmas are important for bounding the expectation in (5.2). Recall the notation
introduced before Proposition 2.4.
Lemma 5.2 Assume 0 <
√
2γ ≤ ν. Then for all r ≥ 1,
E(2+2ν)r
(
exp
(∫ τ1
0
γ
ρ2s
ds
)∣∣∣τ1 <∞) = rν−√ν2−2γ .
Proof. Let µ =
√
ν2 − 2γ, and assume without loss of generality that r > 1. By monotone
convergence the above expectation is
lim
t→∞E
(2+2ν)
r
(
Φt∧τ1ρ
−ν+µ
t∧τ1
)
/P (2+2ν)r (τ1 <∞),
where Φu = 1(τ1 ≤ u) exp
(∫ u
0
γ
ρ2s
ds
)
(note that ρ−ν+µt∧τ1 1(τ1 ≤ t) = 1(τ1 ≤ t)).
By Proposition 2.4 and the above, we conclude that the expectation we are finding equals
lim
t→∞r
µ−νE(2+2µ)r
(
1(τ1 ≤ t) exp
(∫ t∧τ1
0
γ
ρ2s
+
−γ
ρ2s
ds
))
r2ν
= rµ+ν lim
t→∞P
(2+2µ)
r (τ1 ≤ t)
= rν−µ,
the last by (3.18).
Lemma 5.3 Assume 0 <
√
2γ ≤ ν and q > 2. Then
sup
r≥1
E(2+2ν)r
(
exp
(∫ τ1
0
γ
ρqs
ds
)∣∣∣τ1 <∞) ≤ C5.3(q, ν) <∞.
Proof. Consider r > 1 (without loss of generality), and choose N ∈ Z+, so that 1 ≤ r2−N ≤ 2.
Define
ξ(r) = E(2+2ν)r
(
exp
(∫ τ1
0
γ
ρqs
ds
)
1(τ1 <∞)
)
and
β(r) = E(2+2ν)r
(
exp
(∫ τr/2
0
γ
ρqs
ds
)
1(τr/2 <∞)
)
.
Apply the strong Markov property of ρ at τr/2 to see that for r > 2,
(5.5) ξ(r) = β(r)ξ(r/2).
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By scaling ρˆt =
2
rρtr2/4 is a 2 + 2ν-dimensional Bessel process starting at 2 under P
(2+2ν)
r , and
τr/2 =
r2
4 τˆ1, where τˆ1 = inf{t ≥ 0 : ρˆt ≤ 1}. Therefore for r > 2,
β(r) = E
(2+2ν)
2
(
exp
((r
2
)2−q ∫ τ1
0
γ
ρqu
du
)∣∣∣τ1 <∞)P (2+2ν)2 (τ1 <∞)(5.6)
≤ E(2+2ν)2
(
exp
(∫ τ1
0
γ
ρ2u
du
)∣∣∣τ1 <∞)(r/2)2−q2−2ν ,
where in the last we use (3.18) and (r/2)2−q < 1. Apply the previous lemma to conclude that
β(r) ≤ 2(ν−
√
(ν2−2γ) )(r/2)2−q2−2ν ≤ 2ν(r/2)2−q2−2ν .
Insert the above into (5.5) to get
r2νξ(r) ≤ (r/2)2νξ(r/2)2ν(r/2)2−q for r > 2.
Iterate this N times (recall 1 < r2−N ≤ 2) to conclude
r2νξ(r) ≤ (r2−N )2νξ(r2−N )2ν
∑N
j=1(r2
−j)2−q(5.7)
≤ E(2+2ν)
r2−N
(
exp
(∫ τ1
0
γ
ρqs
ds
)∣∣∣τ1 <∞) 2νr2−q2q−22N(q−2)/(2q−2−1) (by (3.18))
≤ 2ν−
√
ν2−2γ2ν2
q−2/(2q−2−1)
≤ 2ν2ν2q−2/(2q−2−1) = C5.3(q, ν).
In the next to last line we have used Lemma 5.2 and r2−N ≥ 1. Note that (by (3.18)) the left-hand
side of (5.7) is
E(2+2ν)r
(
exp
(∫ τ1
0
γ
ρqs
ds
)∣∣∣τ1 <∞),
and so we are done.
We next use (5.2) and the above lemmas to get lower and upper bounds on dλ(x) in terms of
Rp
|x|pd
λ(R).
Lemma 5.4 There are universal positive constants λ5.4 and C5.4 so that if R > 0, then
(a)
(5.8) 0 <
Rp
|x|p (V
∞(R)− V λ(R)) ≤ V∞(x)− V λ(x) ∀|x| ≥ R,λ > 0.
(b)
(5.9) V∞(x)− V λ(x) ≤ C5.4
Rp
|x|p (V
∞(R)− V λ(R)) ∀|x| ≥ R,λ ≥ λ5.4/R4−d.
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Proof. Introduce
(5.10) µ =

−1/2 if d = 1
0 if d = 2, and ν =
√
µ2 + 4(4 − d).
1/2 if d = 3
(a) Note that if dλ(x) = 0 for some x 6= 0, then by (5.1) and the a.s. finiteness of Lx, we get
Lx = 0 Pδ0−a.s. This contradicts (2.14) and so the first (strict) inequality in (5.8) is established.
Use V λ ≤ V∞ in (5.2) to see that for |x| ≥ R,
dλ(x) ≥ dλ(R)Ex
(
1(τR <∞) exp
(
−
∫ τR
0
2(4 − d)
|Bs|2 ds
))
= dλ(R) lim
t→∞E
(2+2µ)
|x|
(
1(τR ≤ τR ∧ t) exp
(
−
∫ τR∧t
0
2(4 − d)
|Bs|2 ds
))
= dλ(R) lim
t→∞ |x|
ν−µE(2+2ν)|x| (1(τR ≤ τR ∧ t)(ρt∧τR)−ν+µ) (by Proposition 2.4)
= dλ(R)(R/|x|)µ−νP (2+2ν)|x| (τR <∞)
= dλ(R)(R/|x|)p.
the last by p = µ+ ν and (3.18). This gives (a).
(b) Fix R > 0. If η ∈ (0, 2(4− d)), let νη =
√
µ2 + 4(4 − d)− η, and pη = νη + µ→ p > 2 as η ↓ 0.
Fix η > 0 so that pη > 2. Now set λ5.4 = λ1(η) (λ1 as in Lemma 5.1) and assume λ ≥ λ5.4/R4−d.
Then by (5.3) and (5.2) we have for |x| ≥ R,
dλ(x) ≤ dλ(R)Ex
(
1(τR <∞) exp
(
−
∫ τR
0
2(4− d)− (η/2)
|Bs|2 ds
))
= dλ(R) lim
t→∞E
(2+2µ)
|x|
(
1(τR ≤ t ∧ τR) exp
(
−
∫ τR∧t
0
2(4− d)− (η/2)
|Bs|2 ds
))
= dλ(R) lim
t→∞ |x|
νη−µE(2+2νη)|x| (1(τR ≤ t)R−νη+µ) (by Proposition 2.4)
= dλ(R)(R/|x|)pη .
So if ξ(R) = dλ(R)Rpη/2, then we have shown
(5.11)
(V λ + V∞
2
)
(x) ≥ V∞(x)− ξ(R)|x|pη for |x| ≥ R.
Use this in (5.2) to see that for |x| ≥ R,
dλ(x) ≤ dλ(R)Ex
(
1(τR <∞) exp
(∫ τR
0
ξ(R)
|Bs|pη ds
)
exp
(
−
∫ τR
0
2(4 − d)
|Bs|2 ds
))
.
Now use Fatou’s lemma and then Proposition 2.4 as in (a) to conclude that for |x| ≥ R,
dλ(x) ≤ dλ(R) lim inf
t→∞ E
(2+2µ)
|x|
(
1(τR ≤ τR ∧ t) exp
(∫ τR∧t
0
ξ(R)
ρ
pη
s
ds
)
exp
(
−
∫ τR∧t
0
2(4 − d)
ρ2s
ds
))
= dλ(R) lim inf
t→∞ E
(2+2ν)
|x|
(
1(τR ≤ τR ∧ t) exp
(∫ τR∧t
0
ξ(R)
ρ
pη
s
ds
))
(R/|x|)µ−ν
= dλ(R)E
(2+2ν)
|x|
(
exp
(∫ τR
0
ξ(R)
ρ
pη
s
ds
)∣∣∣τR <∞)(R/|x|)p,
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the last by monotone convergence and (3.18). A scaling argument, as in (5.6), shows that the above
equals
dλ(R)(R/|x|)pE(2+2ν)|x|/R
(
exp
(∫ τ1
0
ξ(R)R2−pη
ρ
pη
u
du
)∣∣∣τ1 <∞).
To apply Lemma 5.3 we note that
2γ ≡ 2ξ(R)R2−pη ≤ V∞(R)RpηR2−pη = 2(4− d) < ν2,
and so Lemma 5.3 and the above bound show that
dλ(x) ≤ dλ(R)(R/|x|)pC5.3(pη, ν).
This gives the required result since the last constant depends only on d.
Finally, we are ready to establish the rate of convergence of V λ(x) to V∞(x) in (2.17). Recall
from the Introduction that α = (p− 2)/(4 − d).
Proposition 5.5 (a) There is a constant C5.5, depending only on d, so that
V∞(x)− V λ(x) ≤ C5.5|x|−pλ−α ∀x 6= 0, λ > 0.
(b) For all ε > 0 there is a c5.5(ε) > 0 so that
V∞(x)− V λ(x) ≥ c5.5(ε)|x|−pλ−α ∀|x| ≥ ελ−1/(4−d), λ > 0.
(c) There is a c5.5 > 0 so that
V∞(x)− V λ(x) ≥ c5.5|x|−pλ−α ∀λ ≥ |x|−(4−d), |x| > 0.
Proof. By the scaling property of V λ (recall(2.13)) we have
(5.12) V∞(x)− V λ(x) = r−2(V∞(x/r)− V λr4−d(x/r)) ∀x 6= 0, r > 0.
(a) Let λ > 0 and set r = (λ5.4/λ)
1/(4−d), so that λr4−d = λ5.4. If |x/r| ≥ 1, then applying
Lemma 5.4(b) with R = 1 to the right-hand side of (5.12) we get,
(5.13) V∞(x)− V λ(x) ≤ C5.4rp−2|x|−p(V∞(1)− V λ5.4(1)) ≡ C1|x|−pλ−α.
If |x| < r, then
|x|−pλ−α ≥ r−(p−2)|x|−2λ−α(5.14)
= λ
−(p−2)/4−d)
5.4 |x|
−2
≥ c(d)(V ∞(x)− V λ(x)),
for some c(d) > 0. Clearly (5.13) and (5.14) imply (a).
(c) Fix x 6= 0, and assume λ ≥ |x|−(4−d). Set r = λ−1/(4−d) (thus |x/r| ≥ 1) and then apply
Lemma 5.4(a) to the right-hand side of (5.12) with R = 1 to see that
V∞(x)− V λ(x) ≥ rp−2|x|−p(V∞(1) − V 1(1))
≡ c5.5|x|−pλ−α.
(b) now follows by applying (c) to x/ε and using the scaling relation (5.12) with r = ε.
Now we are ready to complete the
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Proof of Theorem 1.3(a,b)
(a) Apply (5.1) and then Proposition 5.5(a) to conclude that for all x 6= 0,
(5.15) Eδ0(e
−λLx1(Lx > 0)) ≤ V∞(x)− V λ(x) ≤ C5.5|x|−pλ−α ∀λ > 0.
(a) now follows from Markov’s inequality (take λ = a−1 in the above) with C1.3 = eC5.5.
(b) For the lower bound, note that (5.1) and Proposition 5.5(b) with ε = 1 imply that for |x| ≥ ε0,
Eδ0(e
−λLx1(Lx > 0)) ≥ e−V∞(x)(V∞(x)− V λ(x))(5.16)
≥ e−V∞(ε0)c5.5(1)|x|−pλ−α ∀λ ≥ ε−(4−d)0 .
Apply a Tauberian theorem of de Haan and Stadtmu¨ller [dHS85] (see Lemma 4.7(b) of [MMP16]
for an appropriate quantitative version) to see that (5.16) and (5.15) imply there is a c1.3(ε0) > 0
so that (b) holds.
6 On Non-polar Sets for F and Preliminaries for the Lower Bound
on the Dimension
To show that the lower bound on dim(F ) in Theorem 1.1 holds with positive probability we employ
the methodology that was used for the proof of Theorem 5.5 in [MMP16]. The next proposition is
crucial for carrying out that program: it plays here the role of Proposition 5.1 in [MMP16].
Proposition 6.1 For all ε0 > 0 there is a C6.1 so that for all λ ≥ 1 and all |xi| ≥ ε0,
λ2+2αEδ0
( 2∏
i=1
Lxie−λL
xi
)
≤ C6.1(ε0)(1 + |x1 − x2|2−p).
The proof is involved and hence is deferred to Section 9.
As we are focusing on lower bound results for F , in light of the fact that F = {L,R} for d = 1
(see Section 4), we will assume d = 2 or 3.
If β > 0 and gβ(r) = r
−β for a finite measure µ on Rd and Borel subset A of Rd, let
〈µ〉gβ =
∫ ∫
gβ(|x− y|)dµ(x)dµ(y),
and
I(gβ)(A) = inf{〈µ〉gβ : µ a probability supported by A}.
The gβ-capacity of A is C(gβ) = 1/I(gβ)(A) (see, e.g., Section 3 of [Hawkes79]).
Set
β = p− 2 =
{
2
√
2− 2 if d = 2√
17−3
2 if d = 3,
and note β ∈ (1/2, 1).
Theorem 6.2 Assume d = 2 or 3. For every ε0 ∈ (0, 1) there is a c6.2(ε0) > 0 such that for any
Borel subset, A, of {x ∈ Rd : ε0 ≤ |x| ≤ ε−10 },
Pδ0(F ∩A 6= ∅) ≥ c6.2C(gβ)(A).
In particular for any Borel subset A of Rd, C(gβ)(A) > 0 implies that Pδ0(F ∩A 6= ∅) > 0.
27
Proof. This follows from Theorem 1.3(a,b) and Proposition 6.1 by standard arguments exactly
as in the proof of Theorem 5.2 and Corollary 5.3 of [MMP16].
Let Zt = (Z
1
t , . . . , Z
d
t ), where (Z
i, i ≤ d) are i.i.d. R-valued symmetric Le´vy processes with
Le´vy measure ν(dx) = |x|−1−β((log(1/|x|)) ∨ 1)2dx, starting at zero. This means that if
ψ(θ) =
∫ ∞
−∞
[1− eiθx − iθx1(|x| ≤ 1)] ν(dx)
= 2|θ|β
∫ ∞
0
(1− cos u)u−1−β((log(|θ|/u)) ∨ 1)2 du,(6.1)
then E(eiθjZ
j
t ) = exp(−tψ(θj)) for all j ≤ d and θj ∈ R. If log+ r = log(r ∨ 1) for r ∈ R, then a
straightforward calculation shows:
Lemma 6.3 There are constants 0 < c6.3 ≤ C6.3 so that for all real θ,
c6.3|θ|β[1 + (log+(|θ|))2] ≤ ψ(θ) ≤ C6.3|θ|β[1 + (log+(|θ|))2].
Lemma 6.4 (a) If A is a Borel subset of Rd such that dim(A) < d−β, then A is polar for Z, that
is, P (Zt ∈ A for some t > 0) = 0.
(b) C(gβ)({Zs : 1/2 ≤ s ≤ 1}) > 0 a.s., and if B is any non-empty open set, then
P (C(gβ)({Zs : 1/2 ≤ s ≤ 1} ∩B) > 0) > 0.
Proof. (a) For θ = (θ1, . . . , θd) ∈ Rd and β′ ∈ (β, 2), let ψℓ(θ) =
∑d
j=1 ψ(θj) and ψβ′(θ) = |θ|β
′
.
Then e−tψℓ(θ) and e−tψβ′ (θ) are the characteristic functions of Zt and Yt, respectively, where Y is
a symmetric stable process of index β′. It follows from Lemma 6.3 that for some C > 0, and all
θ ∈ Rd,
0 < 1 + ψℓ(θ) ≤ C(1 + ψβ′(θ)),
and so
(6.2) Re
( 1
1 + ψℓ(θ)
)
≥ C−1Re
( 1
1 + ψβ′(θ)
)
.
Lemma 6.3 shows that
∫∞
−∞ e
−tψ(θ)dθ <∞ and so by Fourier inversion Zj(t) has bounded density
(6.3) ft(z) = (2π)
−1
∫ ∞
−∞
e−iθze−tψ(θ)dθ = (2π)−1
∫ ∞
−∞
cos(θz)e−tψ(θ)dθ.
Therefore Zt has a bounded density and hence Z also has a resolvent density. Corollary 15 of
Chapter II of [Bertoin96] and (6.2) imply that any set which is polar for Y is polar for Z. Here we
are using the fact the existence of a resolvent density for Y and Z implies that essentially polar sets
are polar (by [Hawkes79]) and so we can replace essentially polar with polar in the aforementioned
Corollary 15. If dim(A) < d − β then dim(A) < d− β′, for some β′ ∈ (β, 2), and by the potential
theory for Y (see, e.g., Lemma 10 of [Tak64]) A is polar for Y , and hence also polar for Z.
28
(b) Define a probability supported by {Zs : s ∈ [1/2, 1]} by µ(A) =
∫ 1
1/2 1A(Zs) ds. Then
〈µ〉gβ = 2E
(∫ 1
1/2
∫ 1
s1
|Zs2 − Zs1 |−β ds2 ds1
)
(6.4)
≤ 2E
(∫ 1
0
|Zs|−βds
)
≤ 2E
(∫ 1
0
|Z1s |−β ds
)
.
Using (6.3) and monotone convergence we have
E
(∫ 1
0
|Z1s |−βds
)
≤ 1 + E
(∫ 1
0
|Z1s |−β1(|Z1s | ≤ 1) ds
)
= 1 + lim
ε→0+
∫ 1
ε
∫ 1
−1
|z|−β(2π)−1
∫ ∞
−∞
cos(θz)e−sψ(θ) dθdzds.
For each fixed ε > 0 the integrand with cos(θz) replaced by 1 is integrable, and so we can use the
above with (6.4) and Fubini to conclude that
〈µ〉gβ ≤ 2 + limε→0
∫ ∞
−∞
∫ 1
−1
|z|−β cos(θz)dz e
−εψ(θ) − e−ψ(θ)
ψ(θ)
dθ
≤ 2 +
∫ ∞
−∞
∣∣∣∫ |θ|
−|θ|
|y|−β cos y dy
∣∣∣|θ|β−1 1− e−ψ(θ)
ψ(θ)
dθ
≤ 2 + C
∫ ∞
−∞
|θ|β−1 1− e
−ψ(θ)
ψ(θ)
dθ,
where in the last line an elementary calculus argument is used to bound
∣∣∣∫ |θ|−|θ| |y|−β cos y dy∣∣∣ uni-
formly in θ. Lemma 6.3 shows the contribution to the above integral from |θ| > e is finite and the
trivial bound 1 − e−ψ(θ) ≤ ψ(θ) shows the contribution from |θ| ≤ e is also finite. This completes
the proof of the first statement in (b). For the second statement it suffices to show
(6.5) P ({Zs : 1/2 ≤ s ≤ 1} ⊂ B}) > 0,
where B = B(x0, r) is an open ball. The Markov property of Z shows that the above probability
is at least
P (Z1/2 ∈ B(x,r/2))P ( sup
s≤1/2
|Zs| ≤ r/2).
It is now easy to show each of the above factors is positive, for example by writing Z as the sum of
two independent Le´vy processes, one with jumps bigger than ǫ and one with jumps smaller than ǫ
for sufficiently small ǫ. This completes the proof.
We are ready to prove that the lower bound on dim(F ) in Theorem 1.1 holds with positive
probability.
Proposition 6.5 If B is a non-empty open set, then Pδ0(dim(F ∩B) ≥ d+ 2− p) > 0.
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Proof. We work on the product space under Pδ0 × P where P is the probability under which Z
is the d-dimensional Le´vy process considered above. Let R(ω1, ω2) = R(ω2) = {Zs : s ∈ [1/2, 1]}.
By Theorem 6.2 and Lemma 6.4(b),
(Pδ0 × P )(F (ω1) ∩ (B ∩R(ω2)) 6= ∅)) > 0.
This implies that
Pδ0({ω1 : P ({ω2 : (F (ω1) ∩B) ∩R(ω2) 6= ∅} > 0) > 0.
By Lemma 6.4(a) this implies that Pδ0(dim(F ∩B) ≥ d− β) > 0. As d− β = d+ 2− p, the proof
is complete.
It will be useful when extending the above lower bound to an a.s. statement (in Section 7) to
have a version of the above bound for the canonical measure of the Brownian snake, N0.
Corollary 6.6 If B is a non-empty open set, then N0(dim(F ∩B) ≥ d+ 2− p) ≡ p6.6(B) > 0.
Proof. By reducing B we may assume B is an open ball such that 0 /∈ B¯. If w is a continuous
R
d-valued path, let τ(w) = inf{t ≥ 0 : wt ∈ B¯} ≤ ∞. We work in the standard setup from Section 2
with X0 = δ0. Let ζ
i
s be the lifetime of Wi,s(·), let Wˆi,s =Wi,s(ζ is) be the position of the tip of the
snake at time s. We abuse notation slightly and set τ(Wi) = τ(Wˆi). If IB = {i ∈ I : τ(Wi) < ∞}
then |IB | is a Poisson r.v. with mean N0(τ < ∞) < ∞, the last since 0 /∈ B¯. Therefore, given
IB , {Wi : i ∈ IB} are iid with law N0(·|τ < ∞). Clearly τ(Wi) = ∞ implies that Lx(Wi) = 0 for
x ∈ B, and so by (2.19),
for x ∈ B¯, Lx =
∑
i∈IB
Lx(Wi) ≡
∑
i∈IB
Lx,i.
If Fi = ∂{x : Lx,i > 0}, then an elementary argument (left for the reader) shows that
F ∩B ⊂ ∪i∈IBFi ∩B.
It now follows from Proposition 6.5 that
0 < pB = Eδ0(Pδ0(dim(∪i∈IB (Fi ∩B)) ≥ d+ 2− p|IB))
≤ Eδ0(
∑
i∈IB
Pδ0(dim(Fi ∩B) ≥ d+ 2− p|IB))
= Eδ0(|IB |)N0(dim(F ∩B) ≥ d+ 2− p|τ <∞)
= [Eδ0(|IB |)/N0(τ <∞)]N0(dim(F ∩B) ≥ d+ 2− p)
= N0(dim(F ∩B) ≥ d+ 2− p).
The result follows.
7 The Lower Bound on the Dimension
Recall that R = {x : Lx > 0} and conv(X0) denotes the closed convex hull of Supp(X0). This
section is devoted to the proof of the following theorem.
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Theorem 7.1 Assume conv(X0) 6= Rd. Then PX0-a.s.
conv(X0)
c ∩R 6= ∅ implies dim(conv(X0)c ∩ F ) ≥ d+ 2− p.
The key step will be obtaining a lower bound on dim(F ) under the canonical measure in the
next result.
Proposition 7.2 Let H be an open half-space such that 0 ∈ ∂H, and for r > 0, let Hr be H
translated by r (perpendicular to ∂H) so that it is increasing in r. Under N0 there is a cadlag
version of the total exit measure mass, XHr(1), and for this version,
N0(∃r > 0 : dim(F ∩Hcr) < 2 + d− p,XHr(1) > 0) = 0.
Proof Fix ǫ > 0. By translation and rotation, and considering r > ε in the Proposition, we
may assume that the process is given under the excursion measure of the snake, N−ǫ ≡ N(−ǫ,0,...,0),
H = H0 = {x ∈ Rd : x1 < 0}, and for r ≥ 0, Hr = {x : x1 < r}. For r ≥ 0 define Zr = XHr and
Yr = ZHr(1). Hence the objective is to show that there is a cadlag version of Y satisfying
(7.1) N−ǫ(∃r > 0 : dim(F ∩Hrc) < 2 + d− p, Yr > 0) = 0.
We define the snake Wt = (W
j
t , j ≤ d) under N−ǫ and let Wˆt =Wt(ζt) ≡ (Wˆ jt , j ≤ d) be the tip
of the snake Wt. We also denote τr(W ) = inf{t ≥ 0 : Wˆ 1t ≥ r}. Following Section 2.4 of [Leg95],
for r, s, u ≥ 0 define
Sr(Wu) = inf{t ≤ ζu :W 1u (t) ≥ r},
ηrs = inf{t :
∫ t
0
1(ζu ≤ Sr(Wu)) du > s},
and
Er = σ(Wηrs , s ≥ 0) ∨ {N−ǫ − null sets}.
Note that the inequality in the definition of ηrs is attained for t sufficiently large, so that η
r
s < ∞
for all s ≥ 0. One can check that Er is non-decreasing in r (this will also follow from (7.26) below
with T ≡ r′ ≤ r). Intuitively Er is the σ-field generated by the excursions of W in Hr. We set
E+r = ∩r′>rEr′ . It follows from Proposition 2.3 of [Leg95] that Zr is Er-adapted.
An elementary argument shows that for r ≥ 0 there is a measurable map ψ : C((Hr)c,R) →
{0, 1} so that
(7.2) 1(dim(F ∩ (Hr)c) < 2 + d− p) = ψ((Lx, x ∈ (Hr)c)).
For this, note that this easily reduces to considering canonical compact subsets of F∩(Hr)c for which
the optimal open coverings by open balls reduces to finite open covers by “rational balls”. One
also needs to note that F ∩ (Hr)c is the boundary of {x ∈ (Hr)c : Lx > 0} in the space (Hr)c. The
details are routine. The above allows us to apply the special Markov property (Proposition 2.5(b))
to conclude that for r ≥ s ≥ 0, N−ǫ-a.e.,
M sr (ω) ≡ N−ǫ(dim(F ∩ (Hs)c) ≥ 2 + d− p|Er)(ω)
≥ N−ǫ(dim(F ∩ (Hr)c) ≥ 2 + d− p|Er)(ω)
= PZr(ω)(dim(F ∩ (Hr)c) ≥ 2 + d− p).(7.3)
At this point we need to extend Proposition 6.5 to a more general class of initial measures. The
following is a simple consequence of Corollary 6.6 and scaling.
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Lemma 7.3 There is a universal constant p7.3 > 0 so that if S(X
′
0) ⊂ {x : x1 = 0} and X ′0(1) > 0,
then
PX′0
(
dim
(
F ∩
{
x : x1 >
√
X ′0(1)
})
≥ d+ 2− p
)
≥ p7.3.
Proof. Let δ = X ′0(1) > 0, and set X
(δ)
0 (A) = δ
−1X ′0(
√
δA) and L(δ),x = Lx/
√
δδ2−(d/2). By
scaling we have
PX′0
((Lx, x1 > 0) ∈ ·) = PX(δ)0 ((L
(δ),x, x1 > 0) ∈ ·),
where we only restricted to x1 > 0 to ensure continuity of L
x (by [Sug89]). So under P
X
(δ)
0
, if
F (δ) = ∂{x : L(δ),x > 0},
then
F (δ) ∩ {x : x1 >
√
δ} = (∂{x : Lx/
√
δ > 0, x1 > 0}) ∩ {x : x1 >
√
δ}
=
√
δ[(∂{x : Lx > 0, x1 > 0}) ∩ {x : x1 > 1}].
Therefore
PX′0
(dim(F ∩ {x : x1 >
√
δ}) ≥ d+ 2− p) = P
X
(δ)
0
(dim(F (δ) ∩ {x : x1 >
√
δ}) ≥ d+ 2− p)
= P
X
(δ)
0
(dim(F ∩ {x : x1 > 1}) ≥ d+ 2− p).(7.4)
We continue to use the notation of our standard setting, that is, {Wi : i ∈ I} is a Poisson point
process on C([0,∞),W) with intensity NX0(dW ). We letWi,t = (W ji,t, j ≤ d) and Wˆi,t =Wi,t(ζ it) ≡
(Wˆ ji,t, j ≤ d) be the tip of the ith snake Wi. We also set τr(Wi) = inf{t ≥ 0 : Wˆ 1i,t ≥ r}. Let N1
be the number of i ∈ I such that τ1(Wi) < ∞, so that under PX(δ)0 , N1 is Poisson with mean
N
X
(δ)
0
(τ1 < ∞) = N0(τ1 < ∞) < ∞. This last equality holds because X(δ)0 (1) = 1, and for any x
such that x1 = 0, Nx(τ1 < ∞) = N0(τ1 < ∞) by translation invariance. Similar reasoning shows
that
N
X
(δ)
0
(dim(F ∩ {x : x1 > 1}) ≥ d+ 2− p|τ1(W ) <∞)(7.5)
= N0(dim(F ∩ {x : x1 > 1}) ≥ d+ 2− p|τ1(W ) <∞).
We may assume that given N1, {Wi : τ1(Wi) < ∞} are iid with law NX(δ)0 (W ∈ ·|τ1(Wi) < ∞).
Using this, we see from (7.4) and (7.5) that
PX′0
(dim(F ∩ {x : x1 >
√
δ}) ≥ d+ 2− p)
≥ P
X
(δ)
0
(N1 = 1)NX(δ)0
(dim(F ∩ {x : x1 > 1}) ≥ d+ 2− p|τ1(W ) <∞)
= exp(−N0(τ1 <∞))N0(τ1 <∞)N0(dim(F ∩ {x : x1 > 1}) ≥ d+ 2− p)/N0(τ1 <∞)
= exp(−N0(τ1 <∞))p6.6({x : x1 > 1}),
the last by Corollary 6.6. This completes the proof.
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We return to the derivation of (7.1). First note that the projection of the d-dimensional snake
under N−ǫ(·) onto the first coordinate is a 1-dimensional snake. Let N1−ǫ denote the excursion
measure of the corresponding one-dimensional snake. Then, using Proposition 2.5(a), we get that
under N1−ǫ, and conditional on E0, {W i, i ∈ I} is a Poisson point process with intensity Y0N10(·).
However for our standard setup, under Py0δ0 , {Wi, i ∈ I} is also a Poisson point process with
intensity y0N
1
0(·). Thus N1−ǫ(Y ∈ ·|E0)(ω) = PY0(ω)δ0(Y ∈ ·), and Y constructed here has the same
finite-dimensional distributions as Y in Proposition 4.1, where y0 = Y0(ω). In particular we may
work with the cadlag version of (Yr, r ≥ 0) obtained there and define an (E+r )-stopping time by
T0 = inf{r ≥ 0 : Yr = 0} < ∞ a.s. (the finiteness by Proposition 4.1). Fix s0 ≥ 0. By (7.3),
Lemma 7.3 and translation invariance we have
(7.6) M s0r ≥ p7.3 on {r < T0} N−ǫ − a.e. for all r ≥ s0.
Now let Gs0 = {dim(F ∩ (Hs0)c) ≥ 2+d−p}, and work under the probability Qs0(·) = N−ǫ(· |T0 >
s0). Then the definition of conditional expectation and {T0 > s0}a.s.= {Ys0 > 0} ∈ Es0 imply that
M s0r = Qs0(Gs0 |Er) Qs0-a.s. for r ≥ s0, and so is an (Er)-martingale under this law, where we are
adding the slightly larger class of Qs0-null sets to our filtration. Now take limits in (7.6) from above
along rationals to see that for each r ≥ s0,
M s0r+ = Qs0(Gs0 |E+r ) ≥ p7.3 Qs0 − a.s. on {r < T0}.
The (E+r )-martingale M s0r+, r ≥ s0, has a cadlag version, and we will abuse notation and let M s0r
denote this cadlag version. Then we can conclude from the above that
(7.7) M s0r ≥ p7.3 for all r ∈ [s0, T0) Qs0 − a.s.
The SCSBP Y (recall Proposition 4.1) only has non-negative jumps (see e.g. Theorem 1 in [CLB09])
and therefore Tn = inf{r ≥ 0 : Yr ≤ 1/n} increase to T0 and are strictly smaller than T0 a.s. on
{T0 > 0}. By (7.7) we have
(7.8) Qs0(Gs0 |E+Tn∨s0) ≥ p7.3 Qs0 − a.s.
We have (Tn ∨ s0) < T0, Qs0-a.s., and so by (17.9)(ii) and (17.10) of Chapter VI of [RW94] we have
(7.9) Qs0(Gs0 |E+T0−) =MT0− ≥ p7.3 Qs0 − a.s., and ∨n E+Tn∨s0 = E+T0−.
We claim that
(7.10) Gs0 ∈ ∨nE+Tn .
Assuming this, we see from (7.9) that 1Gs0 ≥ p7.3 > 0 Qs0-a.s., and hence 1Gs0 = 1 Qs0-a.s., which
implies
N−ǫ(dim(F ∩Hs0c) < 2 + d− p, Ys0 > 0) = 0.
for all s0 ≥ 0. From this we immediately get that
N−ǫ(∃ rational s ≥ 0 : dim(F ∩Hsc) < 2 + d− p, Ys > 0) = 0.
Use the non-decreasing property of s 7→ 1(dim(F ∩Hsc) < 2 + d− p) and right-continuity of Y to
complete the proof of the proposition.
33
It remains to prove (7.10). Intuitively this is obvious as T0 will be the rightmost level reached
by the first coordinate of the snake (see(7.13) below for the important one-sided bound for W ),
and so observing the snake W for the first coordinate to the left of T0 means we see all of the W
and hence know 1Gs0 . The reader happy with this explanation should skip the rest of this proof on
a first reading. We claim it suffices to show that for all s ≥ 0,
(7.11) Ws is ∨n E+Tn −measurable.
Indeed, this condition implies that W is ∨nE+Tn−-measurable, and recalling (7.2) with r = s0 and
that Lx = Lx(W ), we conclude that Gs0 is ∨nE+Tn-measurable, thus proving (7.10), as required.
Lemma 7.4 (a) If Art =
∫ t
0 1(ζu ≤ Sr(Wu)) du, then N−ǫ-a.e. for all t ≥ 0,
Art =
∫ t
0
1( sup
v≤ζu
W 1u (v) < r)du for all r ≥ 0,
and r→ Art is left continuous on (0,∞).
(b) limr′↑r ηr
′
s = η
r
s for all r > 0 and s ≥ 0 N−ǫ-a.e.
(c) If T is an (E+r )-stopping time then WηTs is E+T -measurable.
Let us assume the above result and first finish the proof of (7.11). Recall we are working under
N−ǫ. By Lemma 7.4(b,c) we may conclude that
W
η
T0
s
is ∨n E+Tn −measurable.
So to prove (7.11) it clearly suffices to show W
η
T0
s
= Ws N−ǫ-a.e., and this clearly would follow
from AT0t = t for all t ≥ 0 N−ǫ-a.e. or equivalently (by Lemma 7.4(a)),
(7.12)
∫ ∞
0
1
(
sup
v≤ζu
W 1u(v) ≥ T0
)
du = 0 N−ǫ − a.e.
A simple application of the Special Markov Property under N−ǫ (see Proposition 2.5(a) with G =
Hr) shows that on {T0 ≤ r} ∈ E+r , supu,v≤ζu W 1u (v) ≤ r N−ǫ−a.e. Take limits over rational r ↓ T0
to see that
(7.13) sup
u,v≤ζu
W 1u (v) ≤ T0 N−ǫ − a.e.
Therefore by the above and (7.12) it suffices to establish
(7.14)
∫ ∞
0
1
(
sup
v≤ζu
W 1u(v) = T0
)
du = 0 N−ǫ − a.e.
If y is a one-dimensional continuous path defined on [0, ζ] for some ζ < ∞ or on [0,∞), set
M(y) = supt y(t), where the sup is over the domain of y. Let (Ht, t ≥ 0) be the 1-dimensional
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historical Brownian motion constructed from W 1 so that (by p. 64 of [Leg99]) for any non-negative
measurable function φ on the space of 1-dimensional paths,
(7.15)
∫ ∞
0
∫
φ(y)Hs(dy)ds =
∫ ∞
0
φ(W 1u )du.
Therefore (7.14) is equivalent to
(7.16)
∫ ∞
0
∫
1(M(y) = T0)Hs(dy)ds = 0 N−ǫ − a.e.
By (7.13) and (7.15), if X is the one-dimensional super-Brownian motion associated with H (or
equivalently W 1), this clearly would follow from
(7.17)
∫ [∫
1
(∫ ∞
0
Xu((M(y),∞))du = 0
)
Hs(dy)
]
dN−ǫ = 0 for each s > 0.
Let (B(t), t ≥ 0) denote a one-dimensional Brownian motion starting at −ǫ under P−ǫ and let
Ms = supt≤sB(t). The Palm measure formula for Hs under its canonical measure (see Proposition
4.1.5 of [DP91] with β = 1 and γ = 1/2), shows that the left-hand side of (7.17) equals
lim
λ→∞
∫ [∫
exp
(
−λ
∫ ∞
0
Xu((M(y),∞))du
)
Hs(dy)
]
dN−ǫ
= lim
λ→∞
E−ǫ
(
exp
(
−
∫ s
0
∫ [
1− exp
(
−λ
∫ ∞
0
Xu((Ms,∞))du
)]
dNB(t)(X)dt
))
= E−ǫ
(
exp
(
−
∫ s
0
∫
1
(∫ ∞
0
Xu((Ms,∞))du > 0
)
dNB(t)(X)dt
))
≤ E−ǫ
(
exp
(
−
∫ s
0
∫
1(LMs > 0)dNB(t)dt
))
= E−ǫ
(
exp
(
−
∫ s
0
6
(Bt −Ms)2 dt
))
,(7.18)
where in the last line we have used (2.12) with λ → ∞ and d = 1. An easy application of Le´vy’s
modulus of continuity shows that
∫ s
0 (Bt−Ms)−2dt =∞ P−ǫ-a.s. and so (7.18) is zero. This proves
(7.17) and so completes the proof of Proposition 7.2 once we establish Lemma 7.4.
Proof of Lemma 7.4. (a) Note that {ζu = Sr(Wu)} ⊂ {Wˆ 1u = r}, so that
(7.19)
∫ ∞
0
1(ζu = Sr(Wu))du ≤
∫ ∞
0
1(Wˆ 1u = r)du =
∫ ∞
0
X(1)u ({r})du,
where X(1) is the one-dimensional super-Brownian motion associated with the projection of the
snake, W 1. The existence of local time shows that the right-hand side of (7.19) is zero for all r ≥ 0
N−ǫ-a.e. This shows that N−ǫ-a.e. for all r, t ≥ 0,
Art =
∫ t
0
1(ζu < Sr(Wu))du =
∫ t
0
1( sup
v≤ζu
W 1u (v) < r)du,
where the second equality is elementary. This gives the first part of (a) and the second part is then
immediate by Monotone Convergence.
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(b) Work outside the null set so that (a) holds. Let s ≥ 0. Then ηrs is decreasing in r since Art is
increasing in r and therefore ηr−s ≥ ηrs . If r > 0 and δ > 0, then Arηrs+δ > s by the definition of ηrs .
By the left continuity of r′ → Ar′ηrs+δ, there is an ε > 0 such that Ar
′
ηrs+δ
> s for r′ > r − ε, which
implies that ηr
′
s ≤ ηrs + δ for r′ > r − ε. This proves that ηr−s ≤ ηrs and (b) is proved.
(c) Fix r > 0 and let W ′s = Wηrs which is continuous in s as noted on p. 401 of [Leg95]. We claim
that
(7.20) on {T ≤ r}, WηTs (W ) =W ′ηTs (W ′),
where we are denoting the snake dependence of ηTs explicitly. Assuming this claim and noting that
W ′
ηTs (W
′)
is a measurable function of (W ′, T ), we see that for a measurable set A ⊂ W,
{T ≤ r} ∩ {WηTs ∈ A} = {T ≤ r} ∩ {W ′ηTs (W ′) ∈ A} ∈ E
+
r ,
as required (the result then follows immediately for r = 0).
Turning to (7.20), we may use (a) to see that on {T ≤ r},
ηTs = inf{t :
∫ t
0
1( sup
v≤ζu
W 1u (v) < T )1( sup
v≤ζu
W 1u (v) < r)du > s}
= inf{t :
∫ t
0
1( sup
v≤ζu
W 1u (v) < T )dA
r(u) > s}.(7.21)
We claim that for any Borel ψ : [0,∞)→ [0,∞),
(7.22)
∫ t
0
ψ(u)dAr(u) =
∫ Art
0
ψ(ηru) du ∀t ≥ 0.
As usual it suffices to consider ψ(u) = 1(u ≤ a) for a ≥ 0. Note that
Ara > q ⇒ ηrq ≤ a⇒ Ara ≥ q,
and so, ∫ Art
0
1(ηrq ≤ a)dq =
∫ Art
0
1(q ≤ Ara)dq = Art ∧Ara =
∫ t
0
1(u ≤ a)dAr(u),
thus proving (7.22). Now use (7.22) in (7.21) to see that on {T ≤ r},
ηTs = inf{t :
∫ Art (W )
0
1( sup
v≤ζ(ηrq )
W 1ηrq (v) < T )dq > s}
= inf{t : ATArt (W )(W
′) > s}.(7.23)
Call t a point of increase of Art (W ), and write t ∈ Ir(W ), iff for all ε > 0, Art+ε(W ) > Art (W ).
Clearly it suffices to take the infimum in (7.23) over t ∈ Ir(W ) and for any such t, t = ηrArt .
Therefore (7.23) implies that on {T ≤ r},
ηTs = inf{ηrArt (W ) : t ∈ I
r(W ), ATArt (W )
(W ′) > s}
= inf{ηrv(W ) : ATv (W ′) > s}.(7.24)
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In the last line we use the right continuity of v → ηrv for all r (by an elementary argument), and the
fact that {Art : t ∈ Ir(W )} ⊃ [0,∞) \C, where C is the countable set of values of Ar corresponding
to values of Ar at “flat spots” of Ar. To ease eyestrain we will write ηr(W )(s) for ηrs(W ). The
right continuity of s→ ηr(W )(s) and (7.24) imply that
(7.25) ηT (W )(s) = ηr(W )(inf{v : ATv (W ′) > s}) = ηr(W )(ηT (W ′)(s)) on {T ≤ r}.
Therefore on {T ≤ r},
(7.26) WηT (W )(s) =Wηr(W )(ηT (W ′)(s)) =W
′
ηT (W ′)(s),
and so (7.20) is proved, thus completing the proof of Lemma 7.4.
Corollary 7.5 Assume conv(X0) 6= Rd and H is an open half-space such that conv(X0) ⊂ H. For
r > 0, let Hr be H translated by r (perpendicular to ∂H) so that it is increasing in r. Under NX0
there is a cadlag version of the total exit measure mass, XHr(1), and for this version,
NX0(∃r > 0 : dim(F ∩Hrc) < 2 + d− p,XHr(1) > 0) = 0.
This is immediate by Proposition 7.2 and the definition of NX0 .
Proof of Theorem 7.1 By the Hahn-Banach Theorem and separability of Rd there is a count-
able collection of open half-spaces {Hj : j ∈ J} such that
conv(X0) = ∩j∈JHj.
Our condition that conv(X0)
c ∩ R is non-empty easily implies there is an x0 /∈ conv(X0) so that
Lx0 > 0. We may choose j0 ∈ J so that x0 lies in the open half-space Hj0c. We may choose a
natural number n so that if we translate Hj0 by 1/n (perpendicular to ∂Hj0), then (denoting the
translated open half-space still by Hj0) d(x0,Hj0) ≥ 1/n and
(7.27) d(conv(X0),H
c
j0) ≥ 1/n.
By Proposition 2.5(c) w.p. 1 Lx0 > 0 implies that XHj0 (1) > 0 and so by further increasing n we
may assume XHj0 (1) > 1/n.
As there are countably many choices of (Hj0 , 1/n) it suffices to fix such a pair as in (7.27) and
show that
PX0(dim(F ∩Hj0c) < 2 + d− p,XHj0 (1) ≥ 1/n) = 0.
By translation and rotation we may assume that Hj0 = {x ∈ Rd : x1 < 0} and so S(X0) ⊂
(−∞,−1/n] ×Rd−1. For r ≥ 0 define Hr = {x : x1 < r}, Zr = XHr and Yr = ZHr(1). Hence our
objective is to show that for S(X0) as above,
(7.28) PX0(dim(F ∩ (H0)c) < 2 + d− p, Y0 ≥ 1/n) = 0.
Working in the standard setup under PX0 , we let Wi,t = (W
j
i,t, j ≤ d) and Ŵi,t = Wi,t(ζ it) ≡
(Ŵ ji,t, j ≤ d) be the tip of the ith snake Wi. If τr(Wi) = inf{t ≥ 0 : Ŵ 1i,t ≥ r}, let
I0 = {i ∈ I : τ0(Wi) <∞} = {i ∈ I : sup
u
Ŵ 1i,u ≥ 0}.
37
Therefore |I0| is a Poisson r.v. with mean NX0(τ0 < ∞) < ∞ (recall that S(X0) is bounded away
from Hc0). Moreover if W˜i, i = 1, 2, . . . are iid with the law NX0(W ∈ ·|τ0 < ∞) and the sequence
(W˜i, i = 1, 2, . . .) is independent of |I0|, then
(7.29)
∑
i∈I0
δWi is equal in law to
|I0|∑
i=1
δ
W˜i
.
Given |I0|, define
Ti,0 = sup
u
̂˜
W
1
i,u, i ≥ 1,
T˜0 = inf{s : ∃! i =: i˜ ≤ |I0| such that Ti˜,0 > s, Tj,0 < s,∀j ≤ |I0|, j 6= i˜},
Fi = F (W˜i).
If
(7.30) T0 = T0(W ) ≡ sup
u
Ŵ 1u ,
then for each i, Ti,0 is distributed according to the law NX0(T0 ∈ ·|T0 ≥ 0). If N1x1 is the excursion
measure of the first component of the snake, then
Nx(T0 ≥ y) = N1x1(y ∈ R) =
6
(y − x1)2 , ∀y > x1.(7.31)
The first equality uses (8) on p. 69 of [Leg99] and our earlier comments in Section 1 on the
definitions of R, and the second then follows from Theorem 1.3 of [DIP89] with d = 1. From the
above and by the definition of Ti,0 we easily derive that the law of Ti,0 is absolutely continuous
with respect to Lebesgue measure. This, and the independence of the Ti,0’s imply
(7.32) PX0(Ti,0 6= Tj,0,∀i 6= j ∈ I0) = 1,
and so T˜0 = ∨|I0|i=1,i 6=i˜Ti,0 <∞ PX0-a.s. on {I0 6= ∅}. By (7.32) and the definitions of i˜, T˜0 we obtain
PX0(dim(F ∩ (H0)c) ≥ 2 + d− p) ≥ PX0(dim(Fi˜ ∩ (HT˜0)c) ≥ 2 + d− p, I0 6= ∅)
≥ PX0({|I0| > 0} ∩
⋂
i∈I0
{
dim(Fi ∩ (Hr)c) ≥ 2 + d− p,∀r < Ti,0
}
).
Then we have
PX0({|I0| > 0} ∩
⋂
i∈I0
{
dim(Fi ∩ (Hr)c) ≥ 2 + d− p,∀r < Ti,0
}
)
= EX0
(
1({|I0| > 0})Π|I0|i=1NX0
(
dim(F ∩ (Hr)c) ≥ 2 + d− p,∀r < T0|τ0 <∞
))
= PX0(|I0| > 0)
≥ PX0(Y0 > 0).
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where the first equality follows by (7.29), the second equality follows by Corollary 7.5, and the
last line is immediate from the definition of the exit measure, Z0, in Ch. V of [Leg99]. So if
G0 = {dim(F ∩ (H0)c) ≥ 2+ d− p}, we see from the above that PX0(Gc0) ≤ PX0(Y0 = 0) and hence
PX0(G
c
0, Y0 ≥ 1/n) = PX0(Gc0)− PX0(Gc0, Y0 < 1/n)
≤ PX0(Y0 = 0)− PX0(Gc0, Y0 < 1/n)
→ PX0(Y0 = 0)− PX0(Gc0, Y0 = 0) (as n→∞)
≤ PX0(G0, Y0 = 0)
= 0,
where the last equality is obvious since on {Y0 = 0}, we have F ∩ (H0)c ⊂ R ∩ (H0)c = ∅ Pδ0-a.s.
by Proposition 2.5(c). Thus we have derived (7.28) and so are done.
8 Remaining Proofs of Main Results
Proof of Theorem 1.1. This is immediate from Theorem 3.1 and Theorem 7.1, the latter with
X0 = δ0 so that conv(X0)
c = Rd \ {0}.
Proof of Theorem 1.2. For i = 1 . . . , d, and ε > 0, let H iε = {x : xi > ε}, and −H iε = {x : xi <
−ε}. By the special Markov property (see Proposition 2.5(b)) X
eHiε
c(1) = 0 implies
∫
eHiε
Lxdx = 0
N0-a.e. for all i ≤ d and e = ±. Therefore Proposition 7.2 shows that for i and e as above,
N0
(
dim(F ) < d+ 2− p,
∫
eHiε
Lxdx > 0
)
= 0 ∀ε > 0.
Take the union over i and e to conclude
N0
(
dim(F ) < 2 + d− p,
∫
{|x|>ε}
Lxdx > 0) = 0 ∀ε > 0,
and hence (let ε ↓ 0)
(8.1) N0(dim(F ) < 2 + d− p) = N0(dim(F ) < 2 + d− p,
∫ ∞
0
Xs(1)ds > 0) = 0.
Consider next the upper bound on dim(F ). Fix ε > 0 and let L = (Lx, |x| > ε). Then
(2.19) implies that under Pδ0 , L =
∑Nε
i=1 Li (addition is componentwise), where Nε is Poisson with
mean N0
(∫∞
0 Xs(|x| > ε)ds > 0
)
< ∞ and given Nε, (Li = (Lxi , |x| > ε))i∈N are iid with law
N0
(
L ∈ ·
∣∣∣∫∞0 Xs(|x| > ε)ds > 0). Theorem 3.1 implies that
0 = Pδ0(Nε = 1,dim(F ∩ {|x| > ε}) > d+ 2− p)
= Pδ0(Nε = 1)N0
(
dim(F ∩ {|x| > ε}) > d+ 2− p
∣∣∣∫ ∞
0
Xs(|x| > ε)ds > 0
)
.
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Therefore we have N0(dim(F ∩{|x| > ε}) > d+2− p,
∫∞
0 Xs(|x| > ε)ds > 0) = 0 for all ε > 0. Let
ε ↓ 0 to conclude that N0(dim(F ) > d+ 2− p) = 0. This and (8.1) imply the result.
Proof of Theorem 1.3. Since (a), (b) of Theorem 1.3 have been proved in Section 5 we only
need consider (c), (d), i.e., work under N0. By (2.12) (including the λ =∞ case) we have for x 6= 0
(without loss of generality),∫
e−λL
x
1(Lx > 0)dN0 =
∫
1(Lx > 0)dN0 −
∫
(1− e−λLx)dN0(8.2)
= V∞(x)− V λ(x).
Normalize (8.2) to get the Laplace transform of a probability:
(8.3)
∫
e−λLx1(Lx > 0)dN0
N0(Lx > 0)
=
V∞(x)− V λ(x)
V∞(x)
≤ C1|x|2−pλ−α,
where the last line holds by Proposition 5.5(a). A simple application of Markov’s inequality now
gives (for any a > 0, x 6= 0)
N0(0 < L
x ≤ a) ≤ eC1V∞(x)|x|2−paα = c1|x|−paα,
proving (c). For (d), use the equality in (8.3) and then apply Proposition 5.5(c) to get for all
λ ≥ |x|−(4−d), ∫
e−λLx1(Lx > 0)dN0
N0(Lx > 0)
≥ c5.5
2(4− d) |x|
2−pλ−α(8.4)
= C2|x|2−pλ−α.
(8.3) and (8.4) allow use to apply a Tauberian theorem (Lemma 4.7(b) of [MMP16]), and after a
short calculation conclude there exists a constant c2 > 0 such that for all x 6= 0 and a ∈ [0, 1],
N0(0 < L
x ≤ a)
N0(Lx > 0)
≥ c2|x|2−pmin{1, |x|α(4−d)}aα(8.5)
= c2min{|x|2−p, 1}aα.
Recalling that N0(L
x > 0) = V∞(x) = 2(4− d)|x|−2, we obtain the result.
Proof of Theorem 1.4. (a) Recalling the standard setup from Section 2, we have
(8.6) Xt =
∑
i∈I
Xt(Wi), L
x =
∑
i∈I
Lx(Wi),
where {Wi : i ∈ I} are the points of a Poisson point process, Ξ, with intensity NX0 . Let
Fi = ∂{x : Lx(Wi) > 0}.
Fix ε > 0, and define open sets Gε = {x : d(x,Supp(X0)) < ε} and Uε = {x : d(x,Supp(X0)) > ε}.
Recalling that Wˆt is the tip of the snake W at time t under NX0 , we set Sε(W ) = inf{t : Wˆt ∈ Gcε}
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and LUε(W ) = (Ly(W ), y ∈ Uε). We also use LUε to denote the local time of X restricted to Uε
under PX0 . Then we have NX0-a.e.,
Sε(W ) =∞⇒ XGε = 0⇒ LUε = 0,
where the first implication follows from the definition of the exit measure XGε (e.g. in Ch. IV of
[Leg99]) and the second from the special Markov property (Proposition 2.5(b)). It follows from the
above and the decomposition in (8.6) that
(8.7) LUε =
∑
i∈I
LUε(Wi)1(Sε(Wi) <∞),
where the summation is componentwise. Note this represents the local time on Uε as the integral
of a Poisson point process NX0(·, Sε <∞) with finite total intensity NX0(Sε <∞).
We claim that
(8.8) F ∩ Uε ⊂ ∪i∈I,Sε(Wi)<∞Fi ∩ Uε, NX0 − a.e.
To see this let x ∈ F ∩Uε and first note that Lx = 0 implies that Lx(Wi) = 0 for all i by (8.6). Also
there is a sequence xn ∈ Uε converging to x such that Lxn > 0. In view of (8.7) and the fact that
the summation there is a.e. finite, by taking a subsequence we may assume there is an i so that
Sε(Wi) <∞ and Lxn(Wi) > 0 for all n. This proves that x ∈ Fi ∩Uε, and the claim is established.
It follows from (8.8) that
PX0(dim(F ∩ Uε) > d+ 2− p) ≤ PX0(∃ i ∈ I so that Sε(Wi) <∞,dim(Fi ∩ Uε) > d+ 2− p)
= 1− exp
(
−NX0(Sε <∞,dim(F ∩ Uε) > d+ 2− p)
)
≤ 1− exp
(
−NX0(dim(F ) > d+ 2− p)
)
= 0,
the last by Theorem 1.2 (which implies that Nx(dim(F ) > d+2−p) = 0 for all x). We have shown
that dim(F ∩ Uε) ≤ d+ 2− p PX0-a.s. and letting ε ↓ 0 completes the proof of (a).
(b) This is immediate from the upper bound in (a), the lower bound in Theorem 7.1, and the trivial
inclusion conv(X0)
c ⊂ Supp(X0)c.
Proof of Proposition 1.5. Let B1+ǫ = B(0, 1 + ǫ) be an open ball centered at zero and radius
1 + ǫ. Clearly
PX0(F ⊂ Supp(X0)) = PX0(F ⊂ B1)(8.9)
= lim
ǫ↓0
PX0(F ⊂ B1+ǫ).
Now,
PX0(F ⊂ B1+ǫ) ≥ PX0(Lx = 0, ∀x : |x| > 1 + ǫ)(8.10)
= PX0
(∫
B
c
1+ǫ
Lx dx = 0
)
,
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where the last equality follows by the continuity of x 7→ Lx. By Theorem 1 of [Iscoe88] (see also
the first equality on p. 205 there) we get that
PX0
(∫
B
c
1+ǫ
Lx dx = 0
)
= e
− ∫B1 vǫ(x)X0(dx)
where vǫ is the unique positive solution to{
∆vǫ = (vǫ)
2, x ∈ B1+ǫ,
vǫ(x) → ∞, as |x| ↑ 1 + ǫ .
By Proposition 9(ii) in Chapter V of [Leg99] we get that there exists a constant cd such that
vǫ(x) ≤ cd(1 + ǫ− |x|)−2, x ∈ B1+ǫ .(8.11)
Thus we get
PX0
(∫
B1+ε
c
Lx dx = 0
)
≥ e−
∫
B1
cd(1+ǫ−|x|)−2X0(dx)
≥ e−
∫
B1
cd(1−|x|)−2X0(dx)
and we are done by our assumptions on X0, (8.9), and (8.10).
Proof of Proposition 1.6. We may, and shall, assume that
(8.12) {X0 > 0} ⊂ Supp(X0).
By (2.15) we have (recall d = 3)
PX0(L
x = 0) = exp
(
−2
∫
|x− x0|−2X0(x0)dx0
)
≥ exp
(
−2‖X0‖∞
∫ 1
0
cr−2r2 dr − 2
∫
1(|x− x0| ≥ 1)X0(x0) dx0
)
≥ exp
(
−c1‖X0‖∞ − c2X0(1)
)
= p(X0) > 0.
Now use Fubini to see that
EX0
(∫
1(X0(x) > 0, L
x = 0) dx
)
≥ p(X0)|{x : X0(x) > 0}| > 0,
where |A| denotes the Lebesgue measure of A. Therefore
(8.13) PX0(|{x : X0(x) > 0, Lx = 0)}| > 0) > 0.
If B is an open ball which intersects Supp(X0), then t→ Xt(B) is PX0-a.s. continuous on [0,∞)
(see, e.g. Corollary 6 of [Per91]). As X0(B) > 0, this implies that
∫
B L
xdx =
∫∞
0 Xt(B)dt > 0 a.s.,
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and therefore we have B ∩ {x : Lx > 0} 6= ∅ a.s. By considering a suitable countable collection of
B’s we see that
(8.14) Supp(X0) ⊂ {x : Lx > 0} PX0 − a.s.
It follows that (recall (8.12))
(8.15) {X0 > 0} ∩ {x : Lx = 0} ⊂ {X0 > 0} ∩ {x : Lx > 0} ∩ {x : Lx = 0} = {X0 > 0} ∩ F.
The left-hand side of the above has positive Lebesgue measure w.p.> 0 by (8.13) and so the same
is true of {X0 > 0} ∩ F .
9 Proof of Proposition 6.1
We start this section with a series of lemmas that will help prove the proposition. Recall that d = 2
or 3.
Lemma 9.1 Let ~x = (x1, x2) ∈ Rd×Rd, with x1 6= x2 and ~λ = (λ1, λ2) ∈ [0,∞)2 \ {(0, 0)}. There
is a positive function C2 function V (x) = V
~λ,~x(x) on Rd \ {x1, x2} such that
(9.1)
∆V
2
=
V 2
2
−
2∑
i=1
λiδxi on R
d
in the distributional sense, and ∆V = V 2 on Rd \ {x1, x2}. Moreover for all x ∈ Rd,
(9.2) Eδx
(
exp
(
−
2∑
i=1
λiL
xi
))
= exp(−V ~λ,~x(x)) = exp
(
−
∫
1− exp
(
−
2∑
i=1
λiL
xi(ν)
)
dNx(ν)
)
.
and for some c9.1,
(9.3) V
~λ,~x(x) ≤ c9.1
[ 2∑
i=1
λig0(x− xi) + 1
]
The proof is a minor modification of that of Lemma 2.1. The second equality in (9.2) is the
analogue of (2.12).
Fix ~λ and ~x as in the above Lemma. Below we will always assume x /∈ {x1, x2}. Monotone
convergence shows we may differentiate the left-hand side of (9.2) with respect to λi > 0 through
the integral, and so conclude that for i = 1, 2, V
~λ,~x
i (x) =
∂
∂λi
V
~λ,~x(x) exists and
(9.4) Eδx(L
xi exp(−
2∑
i=1
λiL
xi)) = e−V
~λ,~x(x)V
~λ,~x
i (x) for λi > 0, λ3−i ≥ 0.
Repeat the above to see that V
~λ,~x(x) is C2 in λ1, λ2 > 0, and if U
~λ,~x(x) = ∂
2
∂λ1∂λ2
V
~λ,~x(x), then
(9.5) Eδx
(
Lx1Lx2 exp
(
−
2∑
i=1
λiL
xi
))
= e−V
~λ,~x(x)
[
V
~λ,~x
1 (x)V
~λ,~x
2 (x)− U
~λ,~x(x)
]
for λ1, λ2 > 0.
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Next, note that by (9.2) we have
(9.6) V
~λ,~x(x) =
∫
1− exp
(
−
2∑
i=1
λiL
xi(ν)
)
dNx(ν).
Lemma 9.2 (a) V
~λ,~x
i (x) > 0 is strictly decreasing in
~λ ∈ {(λ1, λ2) : λi > 0, λ3−i ≥ 0}, for i = 1, 2.
(b) −U~λ,~x(x) > 0 is strictly decreasing in ~λ ∈ (0,∞)2.
Proof. (a) Differentiate (9.6) with respect to λi > 0 to conclude
(9.7) V
~λ,~x
i (x) =
∫
Lxi(ν) exp
(
−
2∑
i′=1
λi′L
xi′ (ν)
)
Nx(dν) ∀λi > 0,
where differentiation through the integral is easily justified by Monotone Convergence. The finite-
ness of the integral on the right-hand side follows from the above. This shows the claimed mon-
tonicity of V
~λ,~x
i (x) > 0 in
~λ because Nx(L
xi > 0) > 0.
(b) If λ1, λ2 > 0 we can take i = 1 and differentiate (9.7) with respect to λ2, again using Monotone
Convergence to differentiate through the integral, and so conclude
−U~λ,~x(x) =
∫
Lx1Lx2 exp
(
−
2∑
i=1
λiL
xi
)
dNx > 0.
The stated monotonicity in ~λ is now clear from the above and Nx(L
x1Lx2 > 0) > 0.
Lemma 9.3 There is a C9.3 > 0 so that:
(a) For all λi > 0 and λ3−i ≥ 0,
V
~λ,~x
i (x) ≤
2
λi
(V λi(xi − x)− V λi/2(xi − x)) ≤ 2
λi
(
V∞(xi − x) ∧ (C9.3λ−αi |xi − x|−p)
)
.
(b) For all λ1, λ2 > 0,
−U~λ,~x(x) ≤ 4
λ1λ2
min
i=1,2
(V λi(xi − x)− V λi/2(xi − x))
≤ 4
λ1λ2
(
V∞(x1 − x) ∧ V∞(x2 − x) ∧ (C9.3λ−α1 |x1 − x|−p) ∧ (C9.3λ−α2 |x2 − x|−p))
)
.
Proof. By Proposition 5.5 it suffices to establish the first inequalities in (a) and (b).
(a) By symmetry take i = 1. The monotonicity in Lemma 9.2(a) and the Fundamental Theorem
of Calculus imply
V
~λ,~x
1 (x) ≤
2
λ1
∫ λ1
λ1/2
V
(λ′1,λ2),~x
1 (x)dλ
′
1 ≤
2
λ1
∫ λ1
λ1/2
V
(λ′1,0),~x
1 (x)dλ
′
1
=
2
λ1
(V λ1(x1 − x)− V λ1/2(x1 − x)).
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(b) Argue as above using the monotonicity in Lemma 9.2(b) to see that for λ1, λ2 > 0,
−U~λ,~x(x) ≤ 2
λ1
∫ λ1
λ1/2
− ∂
∂λ′1
V
(λ′1,λ2),~x
2 (x) dλ
′
1
≤ 2
λ1
V
(λ1/2,λ2),~x
2 (x)
≤ 4
λ1λ2
(V λ2(x2 − x)− V λ2/2(x2 − x)),
where the last line follows from part (a) with i = 2. The first inequality now follows by symmetry.
In what follows we will always assume 0 < ε < min{|xi − x| : i = 1, 2}. Set T iε = inf{t ≥ 0 :
|Bt− xi| ≤ ε} and Tε = T 1ε ∧ T 2ε , and let Ft denote the right-continuous filtration generated by the
Brownian motion B, which starts at x under Px.
Lemma 9.4 Let λ1, λ2 > 0 and ε > 0.
(a) V
~λ,~x
1 (B(t ∧ Tε))−
∫ t∧Tε
0 V
~λ,~x(B(s))V
~λ,~x
1 (B(s)) ds is an Ft-martingale.
(b) For any t ≥ 0, V ~λ,~x1 (x) = Ex
(
V
~λ,~x
1 (B(t ∧ Tε)) exp
(
− ∫ t∧Tε0 V ~λ,~x(B(s)) ds)).
Proof. (a) By Lemma 9.1 for δ > 0,
(9.8)(∆V ~λ+(δ,0),~x
2
(x)− ∆V
~λ,~x
2
(x)
)
δ−1 =
((V ~λ+(δ,0),~x(x)2
2
)
−
(V ~λ,~x(x)2
2
))
δ−1 → V ~λ,~x1 (x)V
~λ,~x(x),
as δ → 0. Moreover the bounds on V ~λ,~x1 in Lemma 9.3(a) and on V ~λ,~x in Lemma 9.1 show that the
above pointwise convergence is also uniformly bounded for x satisfying |x − xi| > ε. Itoˆ’s lemma
shows that V
~λ,~x(B(t∧Tε))−
∫ t∧Tε
0
∆V
~λ,~x(B(r))
2 dr is an Ft-martingale. Therefore if s < t and δ > 0,
Ex
(V ~λ+(δ,0),~x(B(t ∧ Tε))− V ~λ,~x(B(t ∧ Tε))
δ
∣∣∣Fs)(9.9)
= Ex
(∫ t∧Tε
0
∆V
~λ+(δ,0),~x(B(r))−∆V ~λ,~x(B(r))
2δ
dr
∣∣∣Fs).
The left-hand side of the above approaches Ex(V
~λ,~x
1 (B(t ∧ Tε))|Fs) as δ → 0 (the uniform bound-
edness of V
~λ,~x
1 (x) noted below allows us to take the limit through the conditional expectation).
The result now follows by letting δ → 0 in the above and applying (9.8) and the boundedness
established above to take the limits through the conditional expectation and Lebesgue integral on
the right-hand side.
(b) By (a), Itoˆ’s lemma, and boundedness of V
~λ,~x
1 on {|x− x1| ≥ ε} (from Lemma 9.3),
V
~λ,~x
1 (B(t ∧ Tε)) exp
(
− ∫ t∧Tε0 V ~λ,~x(B(s))ds) is an Ft-martingale and so the result follows.
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Lemma 9.5 For all λ1, λ2 > 0, ε > 0,
−U~λ,~x(x) =Ex
(∫ Tε
0
2∏
i=1
V
~λ,~x
i (B(t)) exp
(
−
∫ t
0
V
~λ,~x(B(s)) ds
)
dt
)
+ Ex
(
exp
(
−
∫ Tε
0
V
~λ,~x(B(s)) ds
)
1(Tε <∞)(−U~λ,~x(B(Tε))
)
.
Proof. Using the bounds in Lemma 9.3 one may easily differentiate the representation for V
~λ,~x
1 (x)
in Lemma 9.4(b) with respect to λ2 > 0 through the expectation and obtain
−U~λ,~x(x) = Ex
(
V
~λ,~x
1 (B(t ∧ Tε)) exp
(
−
∫ t∧Tε
0
V
~λ,~x(B(s)) ds
) ∫ t∧Tε
0
V
~λ,~x
2 (B(s)) ds
)
(9.10)
− Ex
(
U
~λ,~x(B(t ∧ Tε)) exp
(
−
∫ t∧Tε
0
V
~λ,~x(B(s)) ds
))
≡ I1(t) + I2(t).
Use the Markov property, then Lemma 9.4(b), and then Monotone Convergence to see that
I1(t) = Ex
(∫ t∧Tε
0
V
~λ,~x
2 (B(s)) exp
(
−
∫ s
0
V
~λ,~x(B(r)) dr
)
(9.11)
× EB(s)
(
V
~λ,~x
1 (B((t− s) ∧ Tε) exp
(
−
∫ (t−s)∧Tε
0
V
~λ,~x(B(r))dr
)
ds
)
= Ex
(∫ t∧Tε
0
V
~λ,~x
2 V
~λ,~x
1 (B(s)) exp
(
−
∫ s
0
V
~λ,~x(B(r)) dr
)
ds
)
→ Ex
(∫ Tε
0
V
~λ,~x
2 V
~λ,~x
1 (B(s)) exp
(
−
∫ s
0
V
~λ,~x(B(r)) dr
)
ds
)
, as t→∞.
Lemma 9.3(b) shows that −U~λ,~x(x) is uniformly bounded on {x : |x − xi| ≥ ε, i = 1, 2} and
lim|x|→∞−U~λ,~x(x) = 0. Therefore by Dominated Convergence,
I2(t)→ Ex
(
exp
(
−
∫ Tε
0
V
~λ,~x(B(s)) ds
)
1(Tε <∞)(−U~λ,~x(B(Tε))
)
,
as t→∞, and this, together with (9.11) and (9.10), completes the proof.
Now we are ready to turn to the
Proof of Proposition 6.1 It clearly suffices to obtain the result for λ ≥ λ1(ε0) by adjusting
C6.1. We will set rλ = λ0λ
−1/(4−d), where λ0 = λ0(d) will be chosen large enough below, and we
may assume λ > λ1(ε0) is large enough so that
(9.12) rλ < ε0.
Recall that
T irλ = inf{t : |Bt − xi| ≤ rλ} and Trλ = T 1rλ ∧ T 2rλ.
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As we always assume |xi| ≥ ε0, we have Trλ > 0 P0-a.s. by (9.12). We set ~λ = (λ, λ), ~x = (x1, x2),
and ∆ = |x1 − x2|.
Apply (9.5) and then Lemma 9.3(a) to see that
λ2α+2Eδ0
(
Lx1Lx2 exp(−λ
2∑
i=1
Lxi)
)
= λ2α+2e−V
~λ,~x(0)
( 2∏
i=1
V
~λ,~x
i (0) − U
~λ,~x(0)
)
≤ c
( 2∏
i=1
|xi|−p − λ2+2αU~λ,~x(0)
)
≤ c
(
ε−2p0 − λ2+2αU
~λ,~x(0)
)
.(9.13)
To bound the last term, use Lemma 9.5 to arrive at
−λ2+2αU~λ,~x(0) =λ2+2αE0
(∫ Trλ
0
2∏
i=1
V
~λ,~x
i (B(t)) exp
(
−
∫ t
0
V
~λ,~x(B(s)) ds
)
dt
)
(9.14)
+ λ2+2αE0
(
exp
(
−
∫ Trλ
0
V
~λ,~x(B(s)) ds
)
1(Trλ <∞)(−U
~λ,~x(B(Trλ))
)
≡ K1 +K2.
We first consider K2. On {Trλ < ∞} we may set xλ(ω) = B(Trλ) and choose i(ω) so that
|xi − xλ| ≥ ∆/2. By definition of Trλ , |xi − xλ| ≥ rλ, and so |xi − xλ| ≥ 12(∆ ∨ rλ). Lemma 9.3(b)
and the above imply
−λ2+2αU~λ,~x(xλ) ≤ λ2+2αλ−2−α4C9.32p(∆ ∨ rλ)−p = cλα(∆ ∨ rλ)−p.
This shows that
(9.15) K2 ≤ cλα(∆ ∨ rλ)−p
2∑
i=1
E0
(
1(T irλ <∞) exp
(
−
∫ T irλ
0
V
~λ,~x(B(s)) ds
))
.
By (2.2) and (9.2), and then Proposition 5.5(a), we have
(9.16) V
~λ,~x(B(s)) ≥ V λ(B(s)− xi) ≥ V∞(B(s)− xi)− C5.5|B(s)− xi|−pλ−α.
Use the above in (9.15) and then use Brownian scaling to see that for i = 1, 2, (recall
τr = inf{t : |Bt| ≤ r})
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E0
(
1(T irλ <∞) exp
(
−
∫ T irλ
0
V
~λ,~x(B(s)) ds
))(9.17)
≤ E−xi
(
1(τrλ <∞) exp
(∫ τrλ
0
C5.5λ
−α|B(s)|−pds
)
exp
(
−
∫ τrλ
0
2(4− d)|B(s)|−2 ds
))
= E−xi/rλ
(
1(τ1 <∞) exp
(∫ τ1
0
C5.5λ
−αr2−pλ |B(s)|−pds
)
exp
(
−
∫ τ1
0
2(4 − d)|B(s)|−2ds
))
≤ lim inf
t→∞ E−xi/rλ
(
1(τ1 < t) exp
(∫ τ1∧t
0
C5.5λ
2−p
0 |B(s)|−p ds
)
exp
(
−
∫ τ1∧t
0
2(4− d)|B(s)|−2 ds
))
= lim
t→∞E
(2+2ν)
|xi|/rλ
(
1(τ1 < t) exp
(∫ τ1∧t
0
C5.5λ
2−p
0 ρ
−p
s ds
)
ρ−ν+µt∧τ1
)
(|xi|/rλ)ν−µ
= E
(2+2ν)
|xi|/rλ
(
exp
(∫ τ1
0
C5.5λ
2−p
0 ρ
−p
s ds
)∣∣∣τ1 <∞)P (2+2ν)|xi|/rλ (τ1 <∞)(|xi|/rλ)ν−µ,
where in the next to last line we have used Proposition 2.4 with µ and ν as in (5.10), so that
p = µ+ ν. Now choose λ0 large enough so that√
2C5.5λ
2−p
0 ≤
√
4(4 − d) (≤ ν).
This allows us to apply Lemma 5.3 and conclude that the right-hand side of (9.17) is at most
(9.18) cP
(2+2ν)
|xi|/rλ (τ1 <∞)(|xi|/rλ)
ν−µ = c(|xi|/rλ)−2ν+ν−µ = c|xi|−prpλ.
Now insert the above bound (9.18) into (9.15) to see that
K2 ≤ cλα(∆ ∨ rλ)−pε−p0 rpλ ≤ cε−p0 λαr−2λ ∆−(p−2)rpλ
= cε−p0 λ
p−2
0 ∆
−(p−2).(9.19)
In view of (9.13), (9.14) and (9.19), it remains to establish
(9.20) K1 ≤ C(ε0)
(
1 + ∆2−p
)
.
Let ∆i = x3−i − xi, so that |∆i| = ∆, and let T ′rλ = inf{t : |B(t)| ≤ rλ or |B(t) − ∆i| ≤ rλ}.
Lemma 9.3(a) and then (9.16) give us
K1 ≤ cE0
(∫ Trλ
0
2∏
i=1
|B(t)− xi|−p exp
(
−
∫ t
0
V
~λ,~x(B(s)ds
)
dt
)
≤ c
2∑
i=1
E−xi
(∫ T ′rλ
0
|B(t)|−p|B(t)−∆i|−p1(|B(t)| ≤ |B(t)−∆i|)(9.21)
× exp
(∫ t
0
C5.5λ
−α|B(s)|−pds
)
exp
(
−
∫ t
0
V∞(B(s))ds
)
dt
)
.
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On {|B(t)| ≤ |B(t)−∆i|}, a simple application of the triangle inequality shows that
|B(t)−∆i| ≥ |∆i|/2 = ∆/2,
and so if F |B|t = σ(|B(s)|, s ≤ t), then
E(|B(t)−∆i|−p1(|B(t)| ≤ |B(t)−∆i|)|F |B|t ) ≤ 2p(|B(t)|−p ∧∆−p).
Use the above in (9.21) to obtain
K1 ≤ c
2∑
i=1
E−xi
(∫ τrλ
0
|B(t)|−p(|B(t)|−p∧∆−p) exp
(∫ t
0
C5.5λ
−α|B(s)|−pds
)
exp
(
−
∫ t
0
2(4 − d)
|B(s)|2 ds
)
dt
)
.
Brownian scaling now gives
K1 ≤ c
2∑
i=1
E−xi/rλ
(∫ τ1
0
r2−2pλ |B(t)|−p(|B(t)|−p ∧ (∆/rλ)−p) exp
(∫ t
0
C5.5λ
−αr2−pλ |B(s)|−pds
)
× exp
(
−
∫ t
0
2(4− d)
|B(s)|2 ds
)
dt
)
= cr2−2pλ
2∑
i=1
∫ ∞
0
E−xi/rλ
(
1(t < τ1)|B(t ∧ τ1)|−p(|B(t ∧ τ1)| ∨ (∆/rλ))−p
× exp
(∫ t∧τ1
0
C5.5λ
2−p
0 |B(s)|−pds
)
exp
(
−
∫ t∧τ1
0
2(4− d)
|B(s)|2 ds
))
dt.
Now we may use Proposition 2.4 with µ, ν as above (so that p = µ+ ν) to see that if
(9.22) δ = C5.5λ
2−p
0 ,
then
K1 ≤ cr2−2pλ
2∑
i=1
E
(2+2ν)
|−xi|/rλ
(∫ τ1
0
ρ−pt (ρt ∨ (∆/rλ))−p exp
(∫ t
0
δρ−ps ds
)
× ρ−ν+µt (|xi|/rλ)ν−µdt
)
= cr2−2p+µ−νλ
2∑
i=1
|xi|ν−µE(2+2ν)|xi|/rλ
(∫ τ1
0
ρ−p−ν+µt (ρt ∨ (∆/rλ))−p exp
(∫ t
0
δρ−ps ds
)
dt
)
.(9.23)
Fix i ∈ {1, 2}, set x0 = x0(i) = |xi|2r−2λ > 1 (recall (9.12)), and let Yt = ρ2t . Then under
Px0 = P
(2+2ν)
|xi|/rλ , Y satisfies
Yt = x0 +
∫ t
0
2
√
YsdWs + (2 + 2ν)t,
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whereW is a Brownian motion. We let τYr denote the hitting time of r by Y and set q = (p−2)/2.
Itoˆ’s Lemma implies that if Mt = −2q
∫ t∧τY1
0 Y
−q− 1
2
s dWs, then
Y −q
t∧τY1
= x−q0 +Mt + 2q(q − ν)
∫ t∧τY1
0
Y −q−1s ds.
This implies that
Mt − 1
2
〈M〉t = Y −qt∧τY1 − x
−q
0 +
∫ t∧τY1
0
2q(ν − q)Y −q−1s − 2q2Y −2q−1s ds
≥ Y −q
t∧τY1
− x−q0 +
∫ t∧τY1
0
2q(ν − 2q)Y −q−1s ds.
The constant inside the integral is (p− 2)(2−µ) > 0 and so we may choose λ0(d) sufficiently large
so that δ ≤ (p − 2)(2 − µ). If E(M)t = exp(Mt − 〈M〉t/2) is the stochastic exponential of M the
above shows that
E(M)t ≥ exp(−x−q0 ) exp
(∫ t∧τY1
0
δY −q−1s ds
)
,
and so
(9.24) exp
{∫ t∧τY1
0
δY −p/2s ds
}
≤ eE(M)t.
Noting that −p− ν + µ = −2ν and recalling (9.23), from the above bound we arrive at
(9.25) K1 ≤ cr2−2p+µ−νλ
2∑
i=1
|xi|ν−µe
∫ ∞
0
Ex0(i)(E(M)t1(t < τY1 )Y −νt (Yt ∨ (∆/rλ)2)−p/2) dt.
Now M is a martingale with 〈M〉t =
∫ t∧τY1
0 4q
2Y −2q−1s ds ≤ 4q2t and so by Girsanov’s theorem (see,
e.g. Chapter IV.4 of [IW79]) there is a unique probability Qx0(i) on C([0,∞),R+) so that if we also
let Y denote the coordinate variables on this space with its generated right continuous filtration
(Ft), then for any t ≥ 0, dQx0(i)|Ft = E(M)tdP |Ft , and under Qx0(i), Y is the unique solution of
(9.26) Yt = x0(i) + 2
∫ t∧τY1
0
√
Ys dWs + (2 + 2ν)(t ∧ τY1 )− 2(p − 2)
∫ t∧τY1
0
Y −qs ds,
(so Y is stopped when it hits 1). Therefore if we use Qx0 to also denote expectation with respect
to Qx0 , then we have
K1 ≤ cr2−2p+µ−νλ
2∑
i=1
|xi|ν−µeQx0(i)
(∫ τY1
0
Y −νt (Yt ∨ (∆/rλ)2)−p/2 dt
)
(9.27)
≡ cr2−2p+µ−νλ
2∑
i=1
|xi|ν−µeJi.
We interrupt the proof of the proposition for another auxiliary result.
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Lemma 9.6 Assume Y and Qx0 are as in (9.26) and 1 ≤ a ≤ x0.
(a) Qx0(τa <∞) ≤ e2(a/x0)ν .
(b) For γ > 1,
Qx0
(∫ τYa
0
Y −γt dt
)
≤

e2
2(γ−1−ν)(γ−1) · a
1+ν−γ
xν0
if γ > 1 + ν
x1−γ0
2(1+ν−γ−(p−2)a(p−2)/2)(γ−1) if γ + (p − 2)a(p−2)/2 < 1 + ν.
Proof of Lemma. (a) It is easy to check that s(x) = − ∫∞x y−1−ν exp(−2y1−(p/2)) dy is a scale
function for Y under Qx0 and so (recall that x0 ≥ a),
Qx0(τ
Y
a <∞) =
s(∞)− s(x0)
s(∞)− s(a) =
∫∞
x0
y−1−ν exp(−2y1−(p/2)) dy∫∞
a y
−1−ν exp(−2y1−(p/2)) dy
≤
∫∞
x0
y−1−ν dy
e−2
∫∞
a y
−1−ν dy
= e2(x0/a)
−ν .
(b) Let g(x) = −x1−γ/(γ − 1), so that g′(x) = x−γ . An application of Itoˆ’s Lemma gives
(9.28)
(2γ−2−2ν)
∫ t∧τYa
0
Y −γs ds = −g(Yt∧τYa )+g(x0)+2
∫ t∧τYa
0
Y −γ+(1/2)s dWs−2(p−2)
∫ t∧τYa
0
Y −γ−qs ds.
Case 1. γ > 1 + ν.
Take means in (9.28), drop the second and last terms (both negative) on the right-hand side and
then let t→∞ to conclude that
(9.29) Qx0
(∫ τYa
0
Y −γs ds
)
≤ lim sup
t→∞
−(2(γ − 1− ν))−1Qx0(g(Yt∧τYa )).
The drift of Y in (9.26) is bounded below by (2 + 2ν − 2(p − 2))1(t ≤ τY1 ) ≥ 5 × 1(t ≤ τY1 ), and
so by a standard comparison with the square of a 5-dimensional Bessel process we see that a.s. on
{τYa =∞}, Yt →∞ as t→∞. Therefore (9.29) implies that
(9.30) Qx0
(∫ τYa
0
Y −γs ds
)
≤ a
1−γ
2(γ − 1− ν)(γ − 1)Qx0(τ
Y
a <∞).
An application of (a) now completes the proof of (b) in this case.
Case 2. γ + (p − 2)a(p−2)/2 < 1 + ν.
In this case (9.28) implies
−g(x0)−
∫ t∧τYa
0
2Y −γ+(1/2)s dWs ≥ 2(1 + ν − γ)
∫ t∧τYa
0
Y −γs ds− 2(p − 2)a−q
∫ t∧τYa
0
Y −γs ds
= 2(1 + ν − γ − (p − 2)a−(p−2)/2)
∫ t∧τYa
0
Y −γs ds.
Take means and let t→∞ to conclude that
Qx0
(∫ τYa
0
Y −γs ds
)
≤ x
1−γ
0
2(1 + ν − γ − (p − 2)a−(p−2)/2)(γ − 1) .
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Returning now to the proof of Proposition 6.1, fix a value of i ∈ {1, 2} and consider:
Case 1. |xi| > ∆ > rλ.
Then x0(i) > b ≡ (∆/rλ)2 > 1 and so by the strong Markov property,
(9.31) Ji ≤ Qx0(i)
(∫ τYb
0
Y
−ν−(p/2)
t
)
+Qx0(i)(τb <∞)Qb
(∫ τY1
0
Y −νt dt
)
(rλ/∆)
p ≡ I1 + I2.
Consider first I1. Apply Lemma 9.6(b) with γ = ν + (p/2) > ν + 1 and a = b ∈ (1, x0(i)) to see
that
I1 ≤ e
2
(p− 2)(γ − 1)
b1−(p/2)
x0(i)ν
= cr−2+2p+ν−µλ |xi|−2ν∆2−p,(9.32)
where to get the power on rλ we used the identity p = ν + µ.
Turning next to I2, note that p < 3 implies that ν + p − 2 < ν + 1 and so we may apply the
second inequality in Lemma 9.6(b) with γ = ν, a = 1, and x0 = b > 1, to conclude that
Qb
(∫ τY1
0
Y −νt dt
)
≤ b
1−ν
2(1 − (p− 2))(ν − 1) =
b1−ν
(6− 2p)(ν − 1) .
Next use Lemma 9.6(a) with a = b and the above to see that
I2 ≤ e2(b/x0(i))ν b
1−ν
(6− 2p)(ν − 1)(rλ/∆)
p
= cr−2+2p+ν−µλ |xi|−2ν∆2−p.(9.33)
So using (9.33) and (9.32) to bound Ji in (9.31), and recalling (9.27), we arrive at
(9.34) K1 ≤ c
2∑
i=1
|xi|−µ−ν∆2−p ≤ cε−p0 ∆2−p.
Case 2. ∆ ≤ rλ.
In this case we apply Lemma 9.6(b) with γ = ν + (p/2) > ν + 1 and a = 1 to see that
Ji = Qx0(i)
(∫ τY1
0
Y
−ν−(p/2)
t dt
)
≤ e
2
(p− 2)(ν + (p/2) − 1)x0(i)
−ν = cr2νλ |xi|−2ν .
So in this case, by (9.27) we again conclude that
K1 ≤ cr2−2p+µ+νλ
2∑
i=1
|xi|−ν−µ ≤ cε−p0 r2−pλ ≤ cε−p0 ∆2−p,
where in the last inequality we use our assumption that ∆ ≤ rλ.
Case 3. ∆ ≥ (rλ ∨ |xi|)(≥ ε0).
Apply Lemma 9.6(b) with a = 1 and γ = ν, for which γ + (p− 2) < 1 + ν, to see that
Ji ≤ (rλ/∆)pQx0(i)
(∫ τY1
0
Y −νt dt
)
≤ (rλ/∆)p(2(3 − p)(ν − 1))−1x0(i)1−ν = crp+2ν−2λ ∆−p|xi|2(1−ν).
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So again in this case we have from (9.27) that
K1 ≤ cr2−2p+µ−ν+p+2ν−2λ ∆−p
2∑
i=1
|xi|2−p ≤ c∆−p
2∑
i=1
|xi|2−p ≤ cε2−2p0 .
We have established (9.20) in each possible case and so the proof is complete.
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