Abstract-The basic idea behind cloud computing is that resource providers offer elastic resources to end users. In this paper, we intend to answer one key question to the success of cloud computing: in cloud, can small-to-medium scale scientific communities benefit from the economies of scale? Our research contributions are threefold: first, we propose an innovative public cloud usage model for small-tomedium scale scientific communities to utilize elastic resources on a public cloud site while maintaining their flexible system controls, i.e., create, activate, suspend, resume, deactivate, and destroy their high-level management entities-service management layers without knowing the details of management. Second, we design and implement an innovative system-DawningCloud, at the core of which are lightweight service management layers running on top of a common management service framework. The common management service framework of DawningCloud not only facilitates building lightweight service management layers for heterogeneous workloads, but also makes their management tasks simple. Third, we evaluate the systems comprehensively using both emulation and real experiments. We found that for four traces of two typical scientific workloads: High-Throughput Computing (HTC) and Many-Task Computing (MTC), DawningCloud saves the resource consumption maximally by 59.5 and 72.6 percent for HTC and MTC service providers, respectively, and saves the total resource consumption maximally by 54 percent for the resource provider with respect to the previous two public cloud solutions. To this end, we conclude that small-to-medium scale scientific communities indeed can benefit from the economies of scale of public clouds with the support of the enabling system.
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INTRODUCTION
C LOUD computing has attracted a lot of attention in the last few years [2] , [4] , [9] , [12] , [17] . From the perspective of resource providers, such as Amazon and Google Apps, cloud computing introduces a new computing paradigm: infrastructure-as-a-service (IaaS) or platform-asa-service (PaaS). Usually, clouds are classified into three categories [4] , [17] : public clouds offer a publicly accessible remote interface for masses' creating and managing resources, e.g., virtual machine instances; private clouds give local users a flexible and agile private infrastructure to manage workloads on their own cloud sites; and a hybrid cloud model enables supplementing local infrastructures with the computing capacity from an external public cloud.
In scientific communities, more and more research groups show great interests in utilizing open source cloud computing tools to build private clouds [11] , [17] , [23] , or proposing hybrid cloud models [14] , [15] , [16] to augment their local computing resources with external public clouds. In this paper, we take a different perspective to focus on public clouds, and intend to answer one key question: in public cloud, can small-to-medium scale scientific communities benefit from the economies of scale? "Economies of scale" refer to reductions in unit cost as the size of a facility increases [28] . If the answer is yes, we can provide an optional cloud solution for scientific communities, which is complementary to stateof-the-art and state-of-the-practice private or hybrid cloud solutions, and hence many small-to-medium scale scientific computing organizations can benefit from public clouds. According to [25] , small-to-medium size dedicated clusters constitute a substantial portion (more than 50 percent) of the total number of servers installed in the US.
Answering this question has two major challenges: first, cloud research communities need to propose innovative cloud usage models, and build enabling systems that support scientific communities to benefit from the economies of scale of public clouds; second, we need to present an innovative evaluation methodology to guide the experiments design to answer our concerned question, since the trace data of consolidating several scientific communities' workloads are not publicly available; moreover, large-scale experiments are forbiddingly costly.
Previous efforts fail to resolve the above issue in several ways. First, no one answers this question from the perspective of scientific communities. Armbrust et al. [2] in theory show that web service workloads can benefit from the economies of scale on a cloud site. However, scientific workloads are distinguishedly different from web services in terms of workload characteristics, resource consumption, and performance goals. Second, in scientific communities, most of work proposes private or hybrid cloud solutions with focuses on managing virtual infrastructures [17] , consolidating heterogeneous workloads [8] , creating and managing runtime environments [13] , sharing commodity clusters among different computing frameworks [29] , and facilitating building diverse data-parallel programming models [24] , respectively. Wentzlaff et al. propose a single system image operating system across both multicore and Infrastructure as an IaaS cloud systems [37] . However, these research efforts cannot be directly used to provide platforms for answering our question, since concerns of private or hybrid clouds mainly revolve around activities (or workloads) of a single research institute or group.
Third, state-of-the-art and state-of-the-practice public cloud solutions [3] , [5] provide limited supports for scientific communities as service providers in terms of system controls. 1 For example, Deelman et al. [5] propose that each staff of an organization (as end users) directly leases virtual machine resources from a public cloud provider-EC2 in a specified period for running applications. Evangelinos et al. [3] propose that an organization as a whole rents resources with the fixed size from EC2 to create a virtual cluster system that is deployed with a queuing system, like OpenPBS. In the rest of this paper, we call these two models Deelman's model and Evangelinos's model, respectively. We also call two systems incarnating Deelman's model and Evangelinos's model Deelman's system and Evangelinos's system, respectively. In the context of public clouds, if the backbone system cannot provide enhanced supports for service providers in terms of system controls, the paradigm changes from dedicated systems to public clouds will not go smoothly, since a dedicated system is definitely worthwhile [22] as such a system is under the complete control of the principal investigators.
On the Dawning 5000 cluster system, ranked as top 10 of Top 500 super computers in November 2008 (http:// www.top500.org/lists/2008/11), we design and implement an innovative system: DawningCloud, which provides the enabling platform for answering our concerned issue. We take a bottom-up approach to building DawningCloud, and present a layered architecture: the lower one is the common management service framework (in short, CSF) for the resource provider, and the upper one is a lightweight service management layer that is responsible for managing resources and workloads, which we call thin runtime environment software (in short, TRE) in this paper. CSF facilitates building TRE for heterogeneous workloads, and we have built two TRE for two typical scientific workloads: high-throughput computing (HTC), and many-task computing (MTC) [1] . We are also integrating other data-parallel programming models built in our previous work [24] , including MapReduce [34] , Dryad-like data flow [35] , and All-Pairs [36] .
When a resource provider adopts DawningCloud, the CSF is predeployed and running on a cloud site before any service providers' workloads are consolidated. On the behalf of each service provider, a high-level management entitylightweight service management layer (or TRE) is created on demand with the support of the CSF. At the contract period, DawningCloud allows each service provider to flexibly control its TRE, i.e., create, destroy, activate, deactivate, suspend, and resume a TRE without knowing the details of management. For two typical scientific workloads: HTC and MTC, we propose an emulation methodology to conduct a comprehensive evaluation of DawningCloud, and two previous public cloud solutions: Deelman's system and Evangelinos's system. Our emulated systems are based on an UltraSim emulation framework, which we will release as an open source code. With respect to the CloudSim system [30] , UltraSim has the following differences: 1) most of modules run real codes, and communicate with each other through real interconnections; 2) it can simulate the separation of concerns between the resource provider and the service providers; and 3) it can replay workload traces. Meanwhile, we deploy real systems to evaluate the accuracies of the emulated systems.
The contributions of our work are threefold: first, we propose an innovative cloud usage model, called an Enhanced Scientific Public cloud (ESP) model, for smallto-medium scale scientific communities to utilize elastic resources on a public cloud site while maintaining their flexible system controls. Second, on a basis of the ESP model, we design and implement an innovative DawningCloud system, at the core of which are lightweight service management layers running on top of the CSF. Third, for four traces of HTC and MTC workloads, our experiments show that: 1) in comparison with Deelman's system, DawningCloud saves the resource consumption maximally by 59.5 percent (HTC) and 72.6 percent (MTC) for the service providers, and saves the total resource consumption by 54 percent for the resource provider; and 2) in comparison with Evangelinos's system and the dedicated cluster system, DawningCloud saves the resource consumption maximally by 25.6 percent (HTC) and 67.5 percent (MTC) for the service providers, and saves the total resource consumption by 29.5 percent for the resource provider.
The organization of this paper is as follows: Section 2 presents the proposed ESP model; Section 3 presents the DawningCloud design and implementation; Section 4 proposes the evaluation methodologies, and answers our concerned question in experiments; Section 5 summarizes the related work; and Section 6 concludes the paper.
THE ENHANCED SCIENTIFIC PUBLIC CLOUD MODEL
We propose the ESP model for small-to-medium scientific communities as service providers to utilize elastic resources on a public cloud site, while maintaining their flexible system controls. With respect to our previous work [8] and the Reservoir project [9] , [10] , [17] , [27] , the distinguished differences of our ESP model are threefold. First, in our model, developing a new service management layer (TRE) for another different workload is lightweight, since many common functions, e.g., the monitors, which are responsible for monitoring and reporting resources status, are required by each service management layer, have been implemented in the common service management framework (CSF). Moreover, we can implement functions for fault tolerance and scalability support in the CSF according to our past experience [19] , which makes developing large-scale service management layers simpler. Second, the service management tasks become simpler, e.g., for a TRE, we only need to deploy fewer modules, since other ones are delegated to the CSF, which is predeployed on the cloud site; in addition, creating a TRE on demand is lightweight, since the CSF is ready and running before any TRE is created. Third, our model provides flexible system controls, and a service provider can activate, safe-deactivate, deactivate, suspend, and resume TRE at its own need. Instead, the recent work in [27] mainly focuses on how to enable automatic deployment and scaling for service managements. Fig. 1 shows the major control operations and the state transition diagram of a TRE. As a high-level management entity, a TRE has five different states: initial, deployed, running, deactivated, and suspended. The state changes are triggered by five control operations: creating and destroying operations are only performed by the resource provider, while activating, deactivating, suspending, and resuming operations are performed by each service provider. The details of the ESP model can be found at Appendix A.1 of the supplemental file of this paper, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TPDS.2011.144.
The differences of the ESP model from other models [3] , [4] , [5] , [14] , [15] , [16] can be found at Appendix A.2, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPDS.2011.144.
DAWNINGCLOUD DESIGN AND IMPLEMENTATION
Based on our previous work [8] , [19] , [20] , we design and implement an enabling system, DawningCloud. In the rest of this section, we introduce the DawningCloud architecture, the automatic resource management mechanisms, and policies for MTC or HTC workloads. Other details can be found at Appendix B, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TPDS.2011.144, including the components of the CSF, TRE for two typical scientific workloads, and other basic management mechanisms of TRE, e.g., automatic deployment, creating and activating TRE.
DawningCloud Architecture
We present a layered architecture for DawningCloud: the lower one is the CSF for the resource provider, and the upper one is the TRE. Figs. 2a and 2b show two architectural differences between DawningCloud and the peer of the Reservoir project as follows:
First, with respect to Reservoir, the CSF of DawningCloud facilitates building lightweight service management layers for heterogeneous workloads. We take a bottom-up approach to building DawningCloud. The common sets of functions for different runtime environment software are delegated to the CSF. CSF facilitates building thin service management layers-TRE for heterogeneous workloads, and a TRE only implements core functions for a specific workload. Fig. 3 shows a typical DawningCloud system. Instead, the Reservoir project integrates software packages from different partners, including Haizea-a resource lease manager, OpenNebula-a virtual infrastructure manager, and Claudia-a service management layer. Second, the CSF is running on the cloud site before any TRE is created, and the CSF enables a service provider to flexibly control its TRE, i.e., create, activate, deactivate, suspend, resume, and destroy a TRE. Moreover, different from Reservoir, the implementation of TRE is not bound to virtual machines, e.g., XEN or VMware. Though there are various research efforts to create efficient mechanisms, such as bypass paths, to enhance the I/O performance in virtualized environments [31] , [32] , virtual machine technologies still bring high overheads to some HPC applications [31] , [32] . Taking into account that case, DawningCloud supports both physical and virtual resources provisioning. The DawningCloud architecture details can be found at Appendix B, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TPDS.2011.144.
Dynamic Resource Negotiation Mechanism
A service provider specifies its requirement for resource management in a resource management policy. A resource management policy defines the behavior specification of the HTC or MTC server, which is one of the modules of an MTC TRE or HTC TRE, in that the server resizes resources to what an extent according to what criterion. According to a resource management policy, the MTC or HTC server decides whether and to what an extent resizes resources according to the current workload status, and then sends requests of obtaining or releasing resources to the resource provision service, which is responsible for provisioning resources to different TRE.
A resource provider specifies its requirement for resource provisioning in a resource provision policy, which determines when the resource provision service provisions how many resources to different TRE in what priority. According to a resource provision policy, the resource provision service decides to assign or reclaim how many resources to or from a TRE.
A setup policy determines when and how to do the setup work, such as wiping off the operating system or doing nothing. For each time of node assignment or reclaiming, a setup policy is triggered, and the life cycle management service, which is responsible for managing life cycles of TRE, is in charge of performing the setup work. Fig. 4 shows the dynamic resource negotiation mechanism in DawningCloud.
Resource Management and Provisioning Policies
In DawningCloud, we distinguish two types of resources provisioned to a TRE: initial resources and dynamic resources.
Once allocated to a TRE, initial resources will not be reclaimed by the resource provider until the TRE is destroyed. On the contrary, dynamic resources assigned to a TRE may be reclaimed by the resource provider. In DawningCloud, a service provider and a resource provider need to set four parameters:
1. The size of initial resources. 2. The time unit of leasing resources. A lease term of dynamic resources must be the time unit of leasing resources times an integer. For example, in EC2, the time unit of leasing resources is 1 hour. 3. The checking resource cycle. It is a periodical timer that the HTC or MTC server checks jobs in the queue. 4. The threshold ratio of obtaining dynamic resources. We propose a resource management policy for an HTC or MTC service provider as follows:
1. At the startup of a TRE, a service provider will request initial resources with the specified size. 2. We define the ratio of obtaining dynamic resources as the ratio of the accumulated resource demands of all jobs in the queue to the current resources owned by a TRE.
The HTC or MTC server scans jobs in queues per checking resource cycle. If the ratio of obtaining dynamic resources exceeds the threshold ratio, or the ratio of the resource demand of the present biggest job in queue to the current resources owned by a TRE is greater than 1 (which indicates that if the server does not request more resources, the present biggest job may not have enough resources for running), the server will request dynamic resources with the size of DR as follows: DR ¼ the accumulated resources demand of all jobs in the queue-the current resources owned by the TRE. 3. After obtaining dynamic resources from the resource provision service, the server registers a new periodical timer and checks idle dynamic resources per time unit of leasing resources. If there are idle dynamic resources with the size that is less than the value of DR, the server will release resources with the size of DR ¼ (DR-idle dynamic resources); else if there are idle dynamic resources with the size that is equal to or more than the value of DR, the server will release resources with the size of DR and deregister the timer. There is only one difference in two resource management policies proposed for an MTC or an HTC service provider, respectively: we need to set the checking resource cycle of MTC as a smaller value than that of HTC; this is because MTC tasks often run over in seconds, while HTC jobs often run over in a longer period.
Since our aim is to consolidate workloads of small-tomedium scale organizations on a cloud site, we presume that in public clouds, a resource provider owns enough resources that can satisfy resource requests of N HTC and MTC service providers (N 2). So, we propose a simple resource provisioning policy for a service provider: the resource provision service provisions the requested initial resources to a TRE at its startup; when the server of a TRE requests dynamic resources, the resource provision service assigns enough resources to the server. When the server of a TRE releases dynamic resources, the resource provision service will passively reclaim resources released by the server.
EVALUATION METHODOLOGIES AND EXPERIMENTS
In this section, first, we report our chosen workloads; second, we present the evaluation methodologies; third, we give out the experiment configurations; and finally, we will compare DawningCloud with the other three systems. Due to space limit, we report the summary of the evaluation in the paper. Interested readers please refer to Appendix C for more details, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TPDS.2011.144.
Workloads
We 
Evaluation Methodologies
In our experiments, we mainly concern the public cloud solutions, and hence a resource provider chooses DawningCloud, Deelman's system, Evangelinos's system, and the dedicated system to provide computing services, respectively. In the rest of Section 4, most of experiments are done with the emulation methodology. The details of emulated systems can be found at Appendix C.2, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TPDS.2011.144. At the same time, we deploy the real systems on the testbed to validate the accuracies of the emulated systems.
In this paper, all of the emulation systems are deployed on a testbed composed of nodes with the configuration of two 1.6 GHz AMD Opteron processors, 2 G memories, and CentOS 5.0 operating system. For each emulated system, the job simulator is used to emulate the process of submitting jobs. For HTC workloads, the job simulator generates each job by extracting its submission time, real runtime, and requested number of nodes from the workload trace file; for MTC workload, the job simulator reads the workflow file, which includes submission time, real runtime, requested number of nodes, and dependencies between each job, and then submits jobs according to the dependency constraints. We speed up the submission and completion of jobs by a factor of 100.
Evaluation Metrics
We choose the number of completed jobs [6] and the number of tasks per second [1] to evaluate the performance metrics of HTC and MTC service providers, respectively. For a service provider, we choose the resource consumption in terms of node*hour to evaluate its cost. That is to say, we sum the product of the consumed resources in terms of nodes and their corresponding consumed hours as the cost of a service provider.
For a resource provider, we choose the total resource consumption in terms of node*hour to evaluate the cost, which is the sum of all service providers' resource consumptions. Especially, we care about the peak resource consumption in terms of nodes. For the same workload, if the peak resource consumption of a system is higher, the capacity planning of a system is more difficult. In DawningCloud, Deelman's, and Evangelinos's systems, since allocating or reclaiming resources will trigger setup actions, we use the accumulated times of adjusting nodes, which is the sum of all service providers' times of adjusting nodes, to evaluate the management overhead of a resource provider. Since four workload traces have different durations, we choose the duration of Montage workload trace (two weeks) as the baseline period, and hence for NASA, SDSC, and LLNL, we extract their first two weeks trace to compare the resource provider's metrics in different systems.
Emulation Experiment Configurations
We emulate a public cloud scenario in which there are only one resource provider, three organizations providing HTC services, and one organization providing MTC service. Of course, on a basis of the UltraSim emulation framework, we can easily extend to the case that one resource provider provisions resources to more service providers.
Resource Configurations
According to the HTC workload trace's information, we set the configuration sizes of the dedicated cluster systems for the NASA, SDSC, and LLNL traces as 128, 144, and 1,002 nodes in the emulation experiments, respectively. For the Montage workload, since in most of the running time the accumulated resource demand of all jobs in the queue is 166 nodes, we set the configuration size of the dedicated cluster system in the experiment as 166 nodes to improve the throughput in terms of tasks per second. In the emulated Evangelinos's system, the fixed lease term of resources is the time duration of the trace; meanwhile, the sizes of leased resources are 128, 144, 1,002, and 166 nodes for NASA, SDSC, LLNL, and Montage, respectively. DawningCloud and Deelman's system request elastic resources according to varying workload traces.
Scheduling Policies
A scheduling policy is needed by the schedulers in DawningCloud, Evangelinos's system, and the dedicated cluster system. In this paper, we do not investigate the effect of different scheduling policies, so we simply choose the first fit scheduling policy for HTC. The first fit scheduling algorithm scans all the queued jobs in the order of job arrival and chooses the first job whose resources requirement can be met by the system to execute. For the MTC workload, first we generate the job flow according to dependency constraints, and then we choose the First Come First Served (FCFS) scheduling policy in DawningCloud, Evangelinos's system, and the dedicated cluster system, respectively. According to [1] , we set the scheduling cycle of the HTC and MTC schedulers as 60 and 1 sec, respectively. Deelman's system uses no scheduling policy, since all jobs run immediately without queuing.
Resource Management and Provisioning Policies
DawningCloud, Deelman's, and Evangelinos's systems adopt the same resource provisioning policy stated in Section 3.3. The dedicated cluster system owns static resources. DawningCloud adopts the resource management policy proposed in Section 3.3, while the dedicated cluster system and Evangelinos' system adopt the static resource management policy. Just like EC2, Deelman's system relies on the manual resource management, and we presume that a user only releases resources at the end of each time unit of leasing resources if a job runs over.
System-Level Evaluation
In DawningCloud, we need to set the following parameters for the service provider:
1. The time unit of leasing resources, which is represented as C min. The time unit of leasing resources has effect on both DawningCloud and Deelman's system. When the time unit of leasing resources is shorter, resources will be adjusted more frequently, which brings higher management overhead. 2. The size of initial resources, which is represented as B. 3. The checking resource cycle, which is represented as S sec. We set S as the same value of the scheduling cycle in the scheduling policy. 4. The threshold ratio of obtaining dynamic resources, which is represented as R. Before reporting experiment results, we pick the following parameters as the baseline for comparisons, and detailed parameter analysis can be found at Appendix C. In the following experiments, each experiment is performed six times. We report the mean values across six times experiments. Because we obtain data sets with different units instead of a single data, we use the coefficient of variation instead of the standard deviation to measure data variation. The coefficient of variation is defined as the standard deviation to the mean. After calculation, we find that the coefficient of variations is not more than 0.08 percent.
For the dedicated cluster system and Evangelinos's system, they have the same configurations with the only one difference in that a service provider in the dedicated cluster system owns resources while a service provider in Evangelinos's system leases resources, so they gain the same performance.
For the NASA trace, Table 1 summarizes the experiment results of the HTC service provider who runs DawningCloud, Evangelinos's system, the dedicated cluster system, and Deelman's system, respectively. The percents of the saved resources are obtained against the resource consumption of the dedicated cluster system. The experiment results for the other three workload traces can be found at Appendix C.4, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPDS.2011.144.
For the NASA, SDSC, and LLNL traces, in comparison with the dedicated cluster system or Evangelinos's system, the service providers in DawningCloud save the resource consumption maximally by 25.6 percent and minimally by 7.9 percent, and at the same time gain the same or higher throughputs. For the Montage workload, DawningCloud has the same performance as that of the dedicated cluster system or Evangelinos's system for the service provider, while the service provider in the DawningCloud saves the resource consumption by 67.5 percent.
For the NASA, SDSC, and LLNL traces, with respect to Deelman's system, DawningCloud saves the resource consumption maximally by 59.5 percent for the service providers with the same performance. For the Montage workload, DawningCloud saves the resource consumption by 72.6 percent with respect to that of Deelman's system for the same service provider. Further analysis can be found at Appendix C.4, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TPDS.2011.144.
Figs. 5 and 6 show experiment results for the resource provider who uses four different systems: DawningCloud, Evangelinos's system, Deelman's system, and the dedicated cluster system, respectively. Using the dedicated cluster system and Evangelinos's system, the resource provider has the same total resource consumption and the same peak resource consumption, since they have only one difference in that the former owns resources while the latter leases resources.
Using DawningCloud, the total resource consumption of the resource provider is 341,175 node*hour, which saves the total resource consumption by 29.5 percent with respect to that of the dedicated cluster system or Evangelinos's system. At the same time, with DawningCloud, the peak resource consumption of the resource provider is 2,000 nodes, which is only 1.39 times of that of the dedicated cluster system or Evangelinos's system. Using DawningCloud, the resource provider saves the total resource consumption by 54 percent with respect to that of Deelman's system, and the peak resource consumption of DawningCloud is only 0.22 times of that of Deelman's system. Further analysis can be found at Appendix C.4, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TPDS.2011.144.
The Accuracies of Two Emulated Systems
In order to verify the accuracies of our emulated systems, we deploy two real systems: the dedicated cluster system and DawningCloud on the testbed, the details of which can be found at Appendix C.5, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety .org/10.1109/TPDS.2011.144.
We found that first, for both the dedicated cluster system and DawningCloud, the ratios of the resource consumptions of the real systems to that of the emulated systems are larger than 1, and very close (1.17 and 1.14, respectively). Second, in comparison with the dedicated cluster system, it is credible that the service providers in DawningCloud can save the resource consumption while gaining the same throughput through comparing the real and emulated systems. We can make the conclusion that our two emulated systems are enough accurate with respect to the real systems.
RELATED WORK
We summarize the related work from three perspectives: evaluation of cloud systems, infrastructure for scientific communities, and resource management issues. The details can be found at Appendix D, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TPDS.2011.144.
CONCLUSION
In this paper, we have answered one key question to the success of cloud computing: In scientific communities, can small-to-medium scale research organizations benefit from the economies of scale? Our contributions are threefold: first, we proposed the ESP model for small-to-medium scale scientific communities to utilize elastic resources on a public cloud site while maintaining their flexible system controls. Second, on a basis of the ESP model, we designed and implemented an innovative system, DawningCloud, at the core of which are lightweight service management layers running on top of a common management service framework. Third, we evaluated the systems comprehensively using both emulation and real experiments. For four traces of two typical workloads: HTC and MTC, we concluded that small-to-medium scale scientific communities indeed can benefit from the economies of scale of public clouds with the support of the enabling systemDawningCloud. Lei . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
