Abstract-We investigate the dynamic connectivity of cognitive radio ad-hoc networks (secondary networks) coexisting with licensed networks (primary networks) that experience timevarying on-off links. It is shown that there exists a critical density λ * s such that if the density of secondary networks is larger than λ * s , the secondary network percolates at all time t > 0, i.e., there exists always an infinite connected component in the secondary network under the time-varying spectrum availability. Furthermore, the upper and lower bounds of λ * s are derived and it is shown that they do not depend on the random locations of primary and secondary users, but only on the network parameters, such as active/inactive probability of primary users, transmission range, and the user density.
I. INTRODUCTION
Cognitive radio ad-hoc networks (CRAHNs) enable the unlicensed users (secondary users) to utilize the spectrum holes unoccupied by the licensed users (primary users) so that the limited spectrum resource is significantly conserved [1] . Recent research efforts have been focused on designing effective spectrum management mechanisms, e.g., spectrum sensing, spectrum decision, spectrum sharing, and spectrum mobility. However, to make CRAHNs function properly and meet performance requirements, CRAHNs have to maintain connectivity under the dynamically changing spectrum holes.
Conventionally, the full connectivity is examined for the wireless networks either made of a finite number of nodes [2] or deployed in a finite area [4] . In this case, the full connectivity ensures that each pair of nodes in the network is connected by at least one path. However, in a large-scale CRAHN deployed in a sufficiently large area, this full connectivity criterion may be overly restrictive or difficult to achieve because of the complicated radio environment, unplanned network topology, and severe impacts from coexisting networks. In this paper, we investigate the connectivity of large-scale CRAHNs from a different perspective. A CRAHN (secondary network) is considered to be functional and connected if it contains an extremely large connected component such that each secondary user (SU) in this component can connect to an extremely large number of SUs. Without such a component, the secondary network would be partitioned into small fragments, and thus becomes unconnected and unusable. From this perspective, the key issue of the network connectivity is to characterize the conditions under which there exists an extremely large connected component. A powerful technique for solving this issue comes from the percolation theory [7] . Recently, the percolation theory has been proven to be a very useful tool for the analysis of large-scale wireless networks [3] [6] .
Percolation theory, especially the continuum percolation theory [7] , is targeted at the random geographic graph in which the nodes are randomly distributed with a certain density λ, and two nodes are connected if their mutual distance is less than a threshold. The key result of continuum percolation theory concerns a phase transition phenomenon where the network exhibits fundamentally different behavior for the density λ below and above some critical density λ c . If λ > λ c , the network is in the supercitical phase, and a connected component comprising an infinite number of nodes exists with probability one. If λ < λ c , the network is in the subcritical phase such that there only exists connected components containing a finite number of nodes.
So far, percolation-based connectiviy has been investigated in large-scale distributed networks such as ad-hoc and wireless sensor networks [3] [6] . Recently, the connectivity of cognitive radio ad-hoc networks was also studied from the perspective of percolation theory [9] . This work, however, does not take into account the time-varying spectrum availabilty induced by the primary users, a key characteristic that distinguishes cognitive radio networks from the general networking paradigms.
To address this problem, we use dynamic percolation processes to study dynamic connectivity in the secondary network under the time and location varying spectrum. It is shown that the phase transition can still occur in the secondary network under the dynamically changing radio environment and the interference constraints. Specifically, it is determined that there exists a critical density λ active/inactive probability The rest of this paper is organized as follows. In Section II, we introduce formally the network models. In section III, we prove the existence of the critical density for percolation based connectivity in the secondary network. Then, the upper and lower bounds of the critical density are derived. Finally, Section V concludes this paper.
II. NETWORK MODELS

A. Random Disk Graph
We use random disk graph of Poisson point process to model large scale networks. In this graph, the nodes are distributed according to homogeneous Poisson point process with a certain density λ. Let X n i=1 denote the random locations of the nodes {1, 2, ..., n}. With each node i as the center, place a disk with radius a/2. If the two disks of i and j touch, i.e., if ||X i − X j || ≤ a, then an edge exists between i and j. These edges produce a random disk graph of density λ with range a, denoted by G(λ, a).
As discussed above, there is a critical density λ c such that if λ > λ c , there exists an infinite connected component (a connected component with an infinite number of nodes) in G(λ, a). The exact value for λ c is not known. For the random disk graph with a = 1, i.e., G(λ, a), simulation results show that 1.43 < λ c < 1.44 [8] .
B. Primary Network Model
We model the PU senders by a random disk graph of density λ p with range 2R, denoted by G(λ p , 2R). R is the transmission radius of each primary user. Note that the range of G(λ p , 2R) is chosen to be 2R so that G(λ p , 2R) can model the continuous interference region generated by the PU senders. Let each PU sender associated with a PU receiver, which is uniformly distributed within the transmission radius of the sender. From [5] , the PU receivers also follow homogeneous Poisson point process with density λ p , except that the two Poisson point processes are dependent of each other.
Let each PU sender associated with an independent and identically distributed (i.i.d.) alternating renewal process, denoted by S p (t), which alternates between two states: the ON state, during which the PU is active; and the OFF state, during which the PU is inactive. A PU receiver is active/inactive if its associated PU sender is active/inactive. Denote the length of ON and OFF state by τ 0 > 0 and τ 1 > 1 respectively. Assume τ 0 (τ 1 ) follows an arbitrary distribution with finite expectation, i.e., E(τ 0 ) < 0 and E(τ 1 ) < 0. Therefore, the marginal distribution of S p (t) is 
III. DYNAMIC CONNECTIVITY OF COGNITIVE RADIO AD-HOC NETWORKS
In this section, we study the connectivity in a secondary network G(λ s , r) that coexists with a primary network G(λ p , 2R). Since the primary users are distributed randomly and switch dynamically between the active and inactive states, the link availability between SUs is also changing over time and location. To capture this characteristic, we use dynamic percolation processes to study the connectivity in the secondary network. Denote the critical density of G(λ s , r) and G(λ p , 2R) by λ 
consists of the all the active primary users in G(λ p , 2R) with their associated links. Denote the sampled secondary network at time t by G(λ s , r, S p (t)). That is, G(λ s , r, S p (t)) only comprises the secondary users in G(λ s , r) that have functional links. Then, we have the following theorem regarding the secondary network connectivity.
Theorem 1: Given a secondary network G(λ s , r, S p (t)) coexisting with a primary network G(λ p , 2R, S p (t)) , there exists a critical density λ (λ p , 2R) , and the transmission radius R and r. This means that the critical density is only related to the network settings and independent from the random locations of primary and secondary users.
To prove Theorem 1, we first investigate static continuum percolation on the secondary network. Then, we take the dynamic behavior into account. The similar strategy is also used to study the performance of the energy management mechanisms in wireless sensor networks [6] . Consider a primary network G(λ p , 2R). Assume each PU is active independently with probability Π 1 . According to thinning theory of Poisson point process [5] , the primary network can be represented by a random disk graph G(Π 1 λ p , 2R) with density Π 1 λ p . Denote G(λ s , r, Π 1 ) the secondary network coexisting with the primary network G (Π 1 λ p , 2R) .
To prove proposition 1, we employ a mapping between continuum percolation on the continuous plane R 2 and bond percolation on a lattice. The mapping is as follows. We begin by placing a lattice L with the edge length d on the plane R 
does not contain any active PU receivers.
Define similarly the open horizontal edge of L by rotating the rectangle R e and R e by 90 degree, respectively. Next, we construct the dual lattice of L, which is denoted by L . L is obtained from L in the following way. A vertex is placed in the center of each square of L, and two such neighboring vertices are joined by a straight line segment. This line segment becomes an edge of L . As L is a square lattice, the dual lattice L is the same lattice shifted by (d/2, d/2). Note that there is a one-to-one correspondence between the edges in L and edges in L , since each edge of L is crossed by a unique edge of L . We start by placing a new square lattice L p on R 2 , with the edge length d p . Consider a sequence {G i } i≥1 of annuli around the origin. Each annulus G i is made up of four rectangles
We say that A
) is crossed from left to right by a connected component in G (Π 1 λ p , 2R) . Similarly, we declare that B
is crossed from bottom to top by a connected component in G (Π 1 λ p , 2R) . A example of closed rectangle is given in Fig.  1 . The structure of the annulus is shown in Fig. 2 . LetÃ [7] yields
Thus, we have
However, our construction of the annuli {G i } i≥1 guarantees that events {G i } i≥1 are independent. Therefore, by the Borel-Cantelli lemma [7] , there exists j < ∞ so thatG j occurs with the probability 1. This means that there must exist a G j<∞ such that its outer boundary 
Using Lemma 1-3, we give the proof for Proposition 1.
Proof: (of Proposition 1) Let E 1 , E 2 , and E 3 be the events when the conditions (i), (ii), and (iii) in Definition 2 are satisfied, respectively. Let C e denote the event that an edge e is closed. The probability that C e occurs is upper bounded by (4) where
2 is the area of R e , and |R e | = (2 + 2 r/d )(1 + 2 r/d )d
2 is the area of R e . The equality a in (4) comes from the independence of the locations of primary and secondary users. The inequality b is due to the fact that the Poisson point process of PU senders is correlated with that of PU receivers such that E 2 and E 3 are dependent. However, both E 2 and E 3 are decreasing events. By FKG inequality [7] , we obtain P r(E 2 E 3 ) ≥ P r(E 2 )P r(E 3 ).
As seen in (4), the open/closed state of a particular edge e depends on the Poisson point processes in some regions (R e and R e ). Thus, the states of the edges in L are not independent from each other. More specifically, let R max e be the region satisfying the condition
The states of any two edges e i and e j are dependent if and only if R max ei and R max ej are overlapped. Thus, all the edges correlated with e necessarily reside in the correlation region. Consequentially, in the lattice L, the total number Λ of the edges correlated with e can be computed by
where L = max{R, r}/d . Now, let us consider a path
of length n in L. By (6) , each e i ∈ P n has maximum correlated edges that belong to P n . Therefore, there exist at least m ≥ n/Λ edges in P n , e.g.,
, such that their states are independent from each other. Let X ei denote the event that e i is closed. Then, the probability that the path P n is closed is upper bounded by
where q = P r(C e ) as given in (4) .
By the duality between L and L , a key observation is that if an open path starting from a vertex (e.g., the origin) in L is finite, the origin is necessarily surrounded by a closed circuit (a closed path with the same starting and ending vertex) in the dual lattice L. Hence, by letting the latter event be O L , the probability that there exists an infinite open path starting from the origin is 1 − P r(O L ). Furthermore, from (7), we have
978-1-4244-5638-3/10/$26.00 ©2010 IEEE where σ(n) is the number of closed circuits of the length 2n surrounding the origin. It is easy to show that σ(n) is upper bounded by σ(n) ≤ (n − 1)3 2(n−1) . (Π 1 λ p , R, r) is, thus, the upper bound on the critical density λ
