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ABSTRACT 
Let H be a complex, finite-dimensional Hilbert space, and let L(H) denote the set 
of linear transformations mapping H into itself. For certain interesting subsets A(H) 
of L(H) [nonsingular transformations and L(H) are examples], the functions h : A(H) 
-+ L(H) which have the properties h(ST) = h(T)h(S) and h(S)S > 0 are char- 
acterized. 
1. INTRODUCTION AND MAIN RESULTS 
Let H be a complex, finitedimensional Hilbert space with inner product 
(. , e). Let L(H) denote the set of linear transformations mapping H into 
itself, let GL( H) c L(H) denote the set of nonsingular transformations, let 
U(H) c GL(H) denote the set of unitary transformations (i.e. UU* = I = 
U * CJ), and let SU( H) c U(H) denote the set of unitary transformations with 
determinant one. For the moment, let A(H) denote one of these sets, and let 
h: A(H) + L(H) be a function such that h(ST) = h(T)h(S) and h(S)S > 0 
for all S, T E A(H). Recall that if T E L(H), then T > 0 means that (TX, x) 
2 0 for all x E H. What can be said about h? Well, h(S) = S * always works, 
and h(S) = Spl works for appropriate choices of A(H). The purpose of this 
paper is to characterize the functions h for any of the allowable A( H)‘s. The 
results are as follows: 
THEOREM 2.1. Let h: SU(H) -+ L(H) be a function such that h(ST) = 
h(T)h(S) and h(S)S > 0 for all S,T E SU(H). Zf h(Z) # 0, then h(S) = S* 
for all S E SU( H). 
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Let U denote the group under multiplication of complex numbers of 
modulus 1, and let R + denote the group under multiplication of strictly 
positive real numbers. 
THEOREM 2.2. Let h: U(H) + L(H) be a function such that h(ST) = 
h(T)h(S) and h(S)S > 0 for all S, T E U(H). Zfh(Z) # 0, then there exists a 
homomorphism r : B + R + (r need not be continuous) such that h(S) = 
r(det( S))S* for all S E U(H). 
THEOREM 3.1. Let dim H > 2, and let A(H) c L(H) be a multiplicative 
semigroup which contains GL(H) and a nonzero singular transformation. Zf 
h: A(H) + L(H) is a function such that h(ST) = h(T)h(S) and h(S)S a 0 
for all S, T E A(H), then either h(T) = 0 for all singular T E A(H) or 
h(S) = S* for all S E A(H). 
THEOREM 4.1. Let h: GL(H) -+ L(H) be a function such that h(ST) = 
h(T)h(S) and h(S)S > 0 for all S, T E GL(H). Zf h(Z) # 0, then there exists 
a multiplicative homomorphism u : @ - {0} + Iw + (a need not be continu- 
ous) such that either h(S)= a(det(S))S* for all SE GL(H) or h(S) = 
a(det( S))S- ’ for all S E GL( H). 
The paper concludes with an application of Theorem 4.1. 
As the title of this paper suggests, there is another paper concerning this 
topic. This other paper [2] deals with infinite-dimensional, complex Hilbert 
spaces. The main result of that paper is a version of Theorem 3.1 which 
doesn’t mention singular transformations. 
Any results that appear in this paper without a reference can probably be 
found in [l]. 
2. UNITARY TRANSFORMATIONS 
LEMMA 2.1. Let h:SU(H)+L(H) be a function such that h(ST)= 
h(T)h(S) and h(S)S > 0 for all S, T E SU(H). Zf h(Z) # 0 then h(Z) = I. 
Proof. Since h(Z)Z > 0 and h(Z.Z) = h(Z)h(Z), it follows that h(Z) = Z 
if dim H = 1. Let dim H > 2. If h(Z)x f x for all nonzero vectors 1c, then 
h(Z)x = 0 for all vectors x. This is true because h(Z)(h(Z)y) = h(Z)y for all 
y E H. Thus, there exists a nonzero vector xi such that h( Z)x, = x1. 
If h(Z)x = x for all r E H, then the proof is complete. Suppose there 
exists a vector y0 such that h(Z)y, + yO. Let yi = y0 - h(Z)y,. Then (xi, yi) 
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= (h(Z)x,, yi) = (xi, h(Z)y,) [as the first line of the proof shows h(Z) is 
self-adjoint] = (xi, 0) = 0. Without loss of generality, it may be assumed that 
both xi and y, have length one. Let U be the transformation defined by 
Uxi = - yi, Uy, = xi and Uz = z for all vectors z orthogonal to both xi and 
yi. Then ff E SU(H) (consider the matrix of U with respect to an orthonor- 
ma1 basis containing xi and yi). h(U)y,= 0, as h(U)y, = h(Z.U)y, = 
h(U)h(Z)y,. Thus, h(U)Ux, = 0. This and the fact that h(U)U is self-adjoint 
show that U * [ h(U)] *xi = 0. Since U * is nonsingular, it follows that 
[h(U)1 *x1 = 0. Then 1 = (xi, xi) = (h(Z)x,, xi) = (Zz(U4)x,, xi) = 
(h(U)h(U3)x,, Xi) = (W3>q,[W)l *xl> = 0. n 
LEMMA 2.2 [2, Lemma 3.21. Let h : U(H) -+ L(H) be a function such 
that h(ST) = h(T)h(S) and h(S)!3 > 0 for all S, T E U(H). Zf h(Z) + 0, then 
W)=Jf or a II Y s mmetries J E U(H) (i.e. J= J* = J-l). 
Proof (included to keep the paper self-contained). h(Z) = I, as h satis- 
fies the hypotheses of Lemma 2.1. h( - Z ) = - Z because h( - I )( - Z) > 0, 
Z = h(( - Z)2) = (h( - Z))2, and the positive square root of a positive transfor- 
mation is unique. This shows that h(J) = J for all symmetries J when the 
dimension of ZZ is one. Let dim H > 2. If J # * I is a symmetry on H, then 
there exists a nontrivial subspace K of H such that J = Z CB - Z with respect 
to KCBKI. Let W=Z@U with respect to K@KL [i=(-1)‘/2]. Then 
W E U(H) and W2 = J. Let 
with respect to K @ K I. Since h( W)W > 0, it follows that 
i j 
p iQ>O 
R iS ’ ’ 
Thus, P > 0, iS > 0, and R = - iQ*. This shows that 
h(W)=(_fQ, $ri and h(J)=(p2-iQQ* 1). 
Since h(J)./ 2 0, it follows that P2 - iQQ * > 0. Since P2 > 0, it follows that 
iQQ * is self-adjoint. Thus, Q = 0. This shows that 
andthus h(W)= 
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This leads to Z = h(Z) = h(W4)W4 = [h(W)14W4 = [h(W)W14. This shows 
that P4 = Z and (iS)4 = 1. Since P >, 0 and iS > 0, it follows that P = Z and 
iS = I. Hence, h(W) = W * and h(J) = J, as (W *)’ = J. n 
LEMMA 2.3. Let h:U(H) -L(H) be a function such that h(ST) = 
h(T)h(S) and h(S)S > 0 for all S, T E U(H). Zf h(Z) # 0 then h(U) = U * 
for all u E SU( ZZ). 
Proof. If dim H = 1, then this lemma follows from Lemma 2.1. Let 
dim H >, 2. By Lemma 2.2, it suffices to show that if U E SU(H), then there 
exist symmetnes Ji, Js, . . . , Jk such that U = Jr.&. . . Jk. From this it follows 
that h(U) = h(J,) . . . h(J2)h(J1) = Jk. . . JzJl = U*. 
Since U is unitary, there exists an orthonormal basis for H such that 
U= diag(X,, A,,..., A,) with respect to this basis, where the Ai’s are com- 
plex numbers of modulus one. Then 
diag(X,, A,,..., X,)=diag(X,,h,,l,l,...,l) 
xdiag(1, X,X,, h,X, ,l,..., 1) . . . 
xdiag(l,..., l,A,X,...A”_,,h,X,...h,_,) 
xdiag(l,..., 1,X,X,..* A,). 
The last matrix is the identity matrix, because the determinant of U is one. 
Thus, diag( X,,h,, . . . , A,) is a product of matrices of the form 
diag(1,. . . , 1, h, X, 1,. . . , l), where the modulus of X is one. Since 
a product of symmetries, it follows that diag(1,. . . , 1, X,x, 1,. . . , 1) can be 
written as a product of symmetries. n 
In the following it will be necessary to take nth roots of complex 
numbers, where n is the dimension of H. This is a problem, because (bc)“” 
may not equal bl/“cl/” for complex numbers b and c; in fact, b”” may not 
equal b ‘In Nothing can be done about the first problem, but to remove the . 
second problem, once a number has been given an nth root, that is its nth 
root anytime it is needed. 
THE ADJOINT OPERATION. II 111 
Proof of Theorem 2.1. If b is an nth root of unity, then h(bZ) = %I. This 
is true because h(bZ)bZ > 0 and [h(bZ)bZ]” = h((bZ)“)(bZ)“= h(Z) = Z (by 
Lemma 2.1). Since every positive transformation has a unique positive nth 
root, it follows that h(bZ)bZ = 1. Hence h(bZ) = bl. 
Define a function g : U(H) + L(H) by 
g(U) = [ det(U)]““h(U[ bet(U)]““) for alI U E U(H). 
(Note: the first paragraph of the proof shows that g is independent of the 
nth root that is chosen. See below for details.) This definition makes sense 
because Idet(U)l = 1 and 
det(U[ det(U)]l’nj= [det(U)][ det(U)]. 
It follows immediately from the defining properties of h that g( U)U >, 0. It is 
also true that g(W) = g(V)g( U). Here are the details: 
g(uV) = [ det(UV)]i’“h(W[ det(UV) I)“’ 
= ([ &@y”[ det(V)]l/“e2”““/“) 
X h[UV[ det(U)]l’“[ det(V)]““e’“““/“j 
(for some integer m) 
= [det(V)]l’“h(V[det(V)]l’“) 
X [ det(U)] ““h(U [ det(CT)]1’nje2inm/nh(e2iani/“I) 
= g(V)g(U>. 
Since g(1) = h(Z) + 0, it follows that g satisfies the hypotheses of Lemma 
2.3. Thus, g(S) = S* for all S E SU(H). This shows that h(S) = S * for all 
S E SU( H). W 
LEMMA 2.4. Let A(H) 5 L(H) be a multiplicative semigroup which 
contains U(H). Let h: A(H) -+ L(H) be a function such that h(ST) = 
h(T)h(S) and h(S)S > 0 for all S, T E A(H). Zf A = {X E C: XI E A(H)}, 
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then there exists a multiplicative ho momorphism v: A+C such that h(hl) 
= v(X)Z for all h E A. 
Proof. If h(Z) = 0, the lemma is proved. If h(Z) f 0 then h(Z) = I (by 
Lemma 2.1>, and thus the lemma is proved if dim H = 1. Let dim H >, 2. If 
.Z E U(H) is a symmetry, then .Zh(XZ) = h(J)h(XZ) (by Lemma 2.2) = h(XJ) 
= h(XZ)h(J) = h(AZ)J. This shows that h(XZ) commutes with all symme- 
tries in L(H). Thus, there exists a complex number v(h) such that h( AZ) = 
v(X)Z. Since v(XZJ)Z = h(XpZ) = h(XZ)h(pZ) = v(X)v(l~.)Z, it follows that v 
is multiplicative. n 
Proof of Theorem 2.2. If S E U(H) then 
S [det(S)]“” E W(H). 
This implies that 
h(S)=h(Z[det(S)]““)(S[det(S)]““)* (byLemma2.3) 
= h(Z[det(S)]““)S* [det(S)]““. 
Since S is invertible, it follows that the transformation 
h(Z[det(S)]““)[det(S)]“” 
is independent of the nth root of det(S) that is chosen. Define r by 
r(det(S))Z = h(Z [det( S)] ‘/“)[det( S)] i/“. The domain of 7 is T. The range of 
r is contained in R +, because 
h(Z [det(S)]““)Z [det(S)]“” > 0, 
h(Z[det(S)]‘/“) is a scalar multiple of I (by Lemma 2.4), and 
Z=h(Z[det(S)]l’“[det(S)]l’“) 
= h(Z[det(S)]““)h(Z [det(S)]““). 
r is well defined because h(Z[det(S)] ‘/“)[det(S)]‘/” is independent of the 
nth root of det(S) that is chosen. Thus, h(S) = T(det(S))S *. To complete the 
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proof of this theorem, it must be demonstrated that r is multiplicative. Well, 
r(det(S)det(T))Z = r(det(ST))Z 
= h( I [det( ST)] 1’n) [det(ST)] “” 
= h(Z [det(T)]1’“[det(S)]““e2”““‘/“) 
x [det( S)] I’” [det( T)] 1’ne2irn’/n (for some integer m) 
= (h(Z[det(S)] l/ne2innl/n) [det(S)] l/~e2issi/n) 
x (h(Z[det(T)]““)[det(l’)]““j 
= r(det( S))r(det( T)) 
as (det(S))1/“e2i”m/n is an nth root of det(S). 
3. THE CURIOUS ROLE PLAYED BY SINGULAR 
TRANSFORMATIONS 
LEMMA 3.1 [2, C,orollary 3.11. Let A(H) G L(H) be a multiplicative 
semigroup which contains U(H), and let h: A(H) - L(H) be a function 
such that h(ST) = h(T)h(S) and h(S)S 2 0 fir all S, T E A(H). Zfh(Z) f 0, 
then each orthogonal (i.e. self-djoint) projection P commuting with un 
element S of A(H) also commutes with h(S). 
Proof * The symmetry J = 2P - I commutes with the same transforma- 
tions as P. If h is applied to both sides of the equation SJ= JS, then it follows 
from Lemma 2.2 that Jh(S) = h(S)J. n 
LEMMA 3.2. Let A(H) c L(H) be a multiplicative semigroup which 
contains U(H), und let h: A(H) -+ L(H) be a function such that h(ST) = 
h(T)h(S) and h(S)S > 0 for all S, T E A(H). Zf P is an orthogonal projec- 
tion, then h(P) = P or h(P) = 0. 
Proof. If h(Z) = 0 then h(S) = 0 for all S E A(H). So suppose h(Z) f 0. 
Then h(Z)=Z by Lemma 2.1. h(O)=O, because h(O)= h(O(- I))= 
h( - Z)h(O) = - h(O) (by Lemma 2.2). This shows that the result is true if 
114 SCOTT H. HOCHWALD 
dim H = 1. Let dim H 2 2, and let 0 z P # I be an orthogonal projection. 
Then there exists a nontrivial subspace K of H such that P = I ~e0 with 
respect to K@ K I. It follows from Lemma 3.1 that h(P) = Pi@Ps with 
respect to KCEI K ‘. If J = I@ - I then h(JP) = h(P)_/ (by Lemma 2.2) 
= P,@ - Pz on the one hand, and h(JP) = h(P) = P,@P, on the other hand. 
This shows that h(P) = P,$O. Let J E L(K) be a symmetry. Then J@ I is a 
symmetry which commutes with P. It follows from Lemma 2.2 that J@Z 
commutes with P,@O. This implies that P, commutes with all symmetries in 
L(K). Thus, there exists a complex number b such that P = bZ. Since 
[h(P)]‘= h(P’) = h(P), it follows that b2 = b. a 
COROLLARY 3.1. Let A(H) c L(H) be a multiplicative sernigroup which 
contains GL( H ), and let h : A(H) --) L(H) be a function such that h( ST) = 
h(T)h(S) and h(S)!3 > 0 for all S,T E A(H). Zfh(R) = 0 for some nonzeTo 
singular transform&ion R E A(H), then h(T) = 0 for all singular T E A(H). 
Proof. If h(Z) = 0 or dim H = 1, then the proof is complete. Let dim H 
2 2 and h( Z ) # 0. Let R E A(H) be a nonzero singular transformation such 
that h(R) = 0. By the polar-decomposition theorem, there exists a unitary 
transformation U and a nonzero singular transformation P > 0 such that 
R=UP. This implies h(P)=O, as U*EA(H) and h(P)=h(U*UP)= 
h(R)h(U *). Also, there exists an orthonormal basis for H such that P = 
diag(X,, A, ,..., X,,,O ,... ,0)withrespecttoit,wherehi>Ofori=1,2;..,m 
(m < n). If 
P,=diag(h;‘,h,‘,..., X;I’,l,.,., 1) 
with respect to the same basis, then P, E A(H), Q = P,P is a nonzero 
orthogonal projection, and h(Q) = 0. 
Let S, E A(H) be a singular transformation of maximal rank. That is, if 
S E A(H) and S is singular, then rank S < rank Se. The method used to 
construct Q can be used to construct QO, an orthogonal projection which has 
the same rank as S,. Since A(H) contains all the unitary transformations, it 
follows that A(H) contains all the orthogonal projections with the rank of S,. 
Since rank Q < rank S,, there exist orthogonal projections Qr, Q2,. . . , Qk with 
the rank of S, for some k < n such that Q = QlQ2. . . Qk. Thus, h(Qk) . . . 
h(Q,) = h(Q) = 0. It then follows from Lemma 3.2 that h(Q,,) = 0 for some 
i, E {1,2,..., k }. If T E A(H) is any singular transformation, then there 
exists an orthogonal projection E of the same rank as S, such that T = ET. 
Also, there exists a unitary transformation W such that E = WQ,,W *. Thus, 
h(T) = 0. n 
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REMARK 3.1. Let A(H) be as in Corollary 3.1. The proof of Corollary 
3.1 shows that if A(H) contains a nonzero singular transformation, then 
A(H) contains all orthogonal projections of rank 1. 
Proof of Theorem 3.1. By Corollary 3.1, it may be assumed that h(T) # 0 
for aU nonzero singular 2’. Let S be an arbitrary element of A(H). Let 
{e, }:= I be an orthonormal basis for H. In the following, all matrices are 
written with respect to this basis. Let the matrix of S be ( sij). It may be 
assumed without loss of generality that (si j( < 1 for i, j = 1,2,. . . , n. The 
reason is that if N > 1 then I = h(Z) = h(NZ.N-‘I) = h(N-‘Z)h(iVZ). Thus, 
h(W’Z) = W ‘I implies h(iVZ) = NZ. If M > 1 is large enough, then 
IM-l~ijJ < 1 for i, j = 1,2 ,..., n. It then follows that h(S)= h(M.M-‘S)= 
(M-‘S)* MI =S*. 
Let b be an arbitrary entry in (sij). Then b = s_ for some m, p E 
(L%..., n }. If P, is the orthogonal projection onto the span of { ek }, then 
Pk E A(H) (by Remark 3.1) and the matrix of P,,SP, has zeros everywhere 
except possibly in the mpth position; the entry in the mpth position is b. To 
prove h(S) = S *, it suffices to show that t,, = b, where h(S) = (tij). Let J 
be the transformation defined by Je, = be,,, - (1 - (b12)1/2e,, Je,, = be, + 
(1- lb12)1/2e,, Je, = ek if k z m or p. Since Ibl< 1, it follows that J is a 
symmetry. Also, P,,,S% = P,,,JP,. If h is applied to both sides of this equation, 
then it follows from Lemma 3.2 and Lemma 2.2 that P,h(S)p, = PpJPti If 
each side of this equation is evaluated at e,,,, then it follows that tpmep = be,,. 
n 
4. NONSINGULAR TRANSFORMATIONS 
LEMMA 4.1. Let h: GL(H) + L(H) be a function such that h(ST) = 
h( T)h(S) and h(S)S > 0 for all S, T E GL(H). Zf h(Z) z 0, then there exists 
a multiplicative h omomorphism rC/:R++R+ (4 need not be continuous) 
such that either h(P) = $(det(P))P for all nonsingular P > 0 or h(P) = 
#(det( P))P- ’ for all nonsingular P > 0. 
Proof. h(T) # 0 for all nonsingular T, as Z = h(TT’). If r E Iw + then 
h(rZ)=v(r)Z, where v:R++DB+ is a homomorphism. This follows from 
Lemma 2.4 and the fact that h(rZ)rZ > 0. If dim H = 1, then q(P) = h(P)P 
worksforaUP>Oor~(P)=h(P)P-‘worksforallP>O.LetdimH~2. 
Let K be an (n - 1)dimensiona.l subspace of H. In the following, all matrices 
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are written with respect to K @ K I. Let W: K + K ‘, let 
and let 
For r E R +, let 
By Lemma 3.1, h(Q,) = y(r)@&r) [here y(r) is an (n - l)X(n - 1) matrix 
and 6(r) is a complex number]. If J E L(K) is a symmetry, then J@ 1 
commutes with Qr. This implies that y(r) @8(r) commutes with J@ 1 (by 
Lemma 2.2). Thus, y(r) = {(r)I, where l(r) E 6. Since h(Q?)Q,, > 0 and 
h(Q,) is invertible [with inverse h(Qi,,)], it follows that l(r) > 0 and 
6(r) > 0. Since QI, = QrQ,, it follows that l and 6 are multiplicative homo- 
morphisms on Iw +, 
Let 0 < r < 1 and let m be a nonnegative integer. Since !$++. = 
Qi,rP~8S,Q,VzA = (Qi,,)“S,(Q,)“, it follows that 
Let b, = {(r)/a(r). Then b, > 0. Since Iz(S~Z~~~~)S+~ >, 0, it follows that 
i 
A + bJ”r2”BW - b:B 
b;“‘D + ar2”‘W 
> 0. 
- a 
This shows that a < 0 and - b,!“B* = b;“‘D + arzn’W. 
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Can b, = l? If b, = 1 then - Z3 * = D + ar 2mW. Since this is true for any 
integer m > 0, it follows that a = 0 and - B * = D. Then 
Z=h(S$)= [h(SJ2=(: -ii** ) 
shows that - B *B = 1. This is impossible. Thus, b, # 1. It also follows that 
a # 0. That is, since b, # 1, if a = 0 then - b,“B * = b,-“‘D + aW shows that 
- b,?‘B * = D. This implies that B = 0 and D = 0. This is impossible, as 
h(S,) is nonsingular. 
Can b, > l? If b, > 1, then II- B*jl< b;2mIJDJ(+ brpnLrzmllaWII shows 
that B * = 0, as the right side of the inequality can be made arbitrarily small. 
Thus, b,-“D + UT~~W= 0. This shows that - D = a(r2b,)“W. This implies 
that b, = l/r2 and D = - aW. 
Can b, < l? If b, < 1, then II- DJI < b,?“IJB*)(+ b,!‘%2mllaWI( shows that 
D = 0 as the right side of the inequality can be made arbitrarily small. Thus, 
- b7”B* = ar2mW. This shows that - B* = a(r2b;‘)“W. This implies that 
b,=r2 and B*= -aW. 
It is impossible to have b?, = rf for some 0 < rl < 1 and br2 = l/r,” for 
another 0 < r2 < 1, as this gives D = 0 and B = 0. (This implies a = 0.) 
Case 1: b,=l/r2 fir all 0 <r ~1. Then h(Q,)=[(r)(Z$r2) when 
0 < r < 1. Since ((l/r) = l/l(r) 
h(Q,,,) = {(l/r)(Z@ l/r2) when 0 
and Z = h(Q,)h(Q,,,), it follows that 
< r < 1. Thus, h(Q,) = {(r)(Z@r2) for all 
r > 0. Let V, = I@ r with respect to K @ K I. Then V, = r 1/2Z. Qi,,.l,2. Thus, 
h(V) ={(l/r’/2)(Z@l/r)Y(r1’2) =~(r~/~){(l/r’/~)V,-’ 
Let a/.(r) = V(r”2){(1/r1/2). Then # : R + + R +, $ is a multiplicative homo- 
morphism, and h(V,) = #(det(V,))V’-‘. This is independent of the choice 
of K. That is, if K, is any (n - 1)dimensional subspace of H and T, = I$ r 
with respect to K,@K:, then there exists a unitary transformation U 
such that T, = UVJJ *. Thus h(T,) = h(U *)h(V,)h(U) = 
r(det(U *))r(det(U))J,(det(V,))UV;‘U * (by Theorem 2.2) = $(det(T,))T;‘. 
Since every nonsingular P > 0 is a product of transformations of the form 
Z@r, it follows that h(P) = $(det(P))P-? 
Case 2: b, = r2 far all 0 < r < 1. Then h(Q,) = {(r)(Z@ 1/r2) when 
0 < r -C 1. The steps in case 1 can be repeated here if I@ p and I@ l/p 
replace each other whenever p = r or p = r2. It then follows that h(V,) = 
$(det( V,))V,. Thus, h(P) = $(det( P))P for all nonsingular P > 0. n 
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Proof of Theorem 4.1. If dim H = 1, then a(T) = h(T)T works for all 
T E GL(H) or a(T) = h(T)(T*)-’ works for all T E GL(H). Let dim H > 2. 
If S, T E GL( H), then there exist unique unitary transformations U, and 
unique nonsingular transformations Pi > 0 for i = 1,2,3, such that S = U,P,, 
T = U,P,, and ST = U,P,. 
Case 1: h(P) = $(det(P))P-’ for all nonsingular P > 0 (Lemma 4.1). 
Then h(S) = #(det(P,))r(det(U,))P;‘U,* (by Theorem 2.2) = a(det(S))S-‘, 
where a(det(S)) = $(det( Pi))T(det(U,)). Clearly, u : C - (0) + [w +. To finish 
this case, it must be demonstrated that u(det(S)det(T)) = u(det(S))u(det(T)). 
Well, u(det(S))u(det(T)) = #(det(P,P,))T(det(U,U,)) and u(det(S)det(T)) = 
u(det(ST)) = $(det(Pa))T(det(U,)). Since 
det(Ua)det(Pa) = det(U,U,)det(P,P,), 
Idet(U,)I = 1, and det( Pi) > 0 for i = 1,2,3, it follows that det( P,) = det( PIP,) 
and det(Ua) = det(U,U,). Thus, u(det(S)det(T)) = u(det(S))u(det(T)). 
Case 2: h(P) = #(det(P))P f or all nonsingular P > 0 (Lemma 4.1). 
Then h(S) = $(det(P,))7(det(U,))P,U,* (hy Theorem 2.2) = u(det(S))S *. 
The analysis of u done in case 1 also applies here. n 
5. AN APPLICATION 
COROLLARY 5.1. Let dim H > 2. If b is a real number such that b # A 1, 
then there exist unitary transformations Vi and nonsingular transformations 
Pi > 0 for i = 1,2,3, such that U,P,U,P, = UaP, but PtUs* # P,“U,*PfUI*. 
Proof. Let R be a nonsingular transformation with (unique) polar 
decomposition UP, where U is a unitary transformation and P >, 0 is nonsin- 
gular. Let b be a real number. Define the function h by h(R) = P”U *. Then 
h : GL( H) ---f GL( H). Suppose that whenever unitary transformations Vi and 
nonsingular transformations Pi >, 0 satisfy the equation U,P,U,P, = U,P,, they 
also satisfy the equation P:U,” = P,“U,*PpU,*. This implies that h(ST) = 
h(T)h(S) and h(S)S >, 0 for all S,T E GL(H). It then follows from Theorem 
4.1 that b = + 1. n 
REMARK 5.1. This result is true for bounded linear transformations on a 
complex, infinitedimensional Hilbert space. If H has dimension two, choose 
unitary transformations Vi and nonsingular transformations Pi >, 0 that be- 
long to GL( H) and that satisfy the equation U,P,U,P, = U,P, but P,“U,* # 
P$I,*PpU,*. Then consider Z@Ui and Z@P,. 
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