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If (F,,, n 2 0) is a stationary (ergodic) sequence of Lipschitz maps of a locally compact Polish 
space X into itself having as. negative Lyapunov exponent function, the compostition process 
F,, F,x converges in distribution to a stationary (ergodic) process in X (independent of x). 
For every x, the empirical distribution of a trajectory converges with probability one, and for 
every E > 0, almost every trajectory is eventually within F of the support. We use the fact that the 
Lyapunov exponent of a process “run backwards” is the same as forwards. A set invariance 
condition is given for the case when (F,,) is a Markov chain. The result has applications to 
computer graphics and stability in control theory. 
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1. Stationary processes 
Let (X, d) be a complete, separable locally compact metric space. Let C(X, X) be 
the continuous maps from X into X, and let Lip(X, X) be the Lipschitz maps from 
X into X. We are interested in multiplying (i.e., composing) maps chosen from 
Lip(X, X) according to a stationary distribution. 
Now C(X, X) with the compact-open topology (that is, topology of uniform 
convergence on compact sets) is a complete metric space (Husain, 1977, Ch. VIII), 
and is also separable-this is shown in Kuratowski (1952, p. 120) for compact X, 
and easily extends to our case by the u-compactness of X. For linear maps from 
R” +R” this is equivalent to the usual norm topology. 
For f E Lip(X, X), define 
This is Bore1 measurable since X is separable (Lip(X, X) inherits its topology from 
C(X, X) and will have the Bore1 v-algebra). For affine maps this is the norm of 
the linear part. 
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We shall use the idea of extending a stationary process into the past, so that it 
may be considered to have been going on forever. The next lemma appears in Doob 
(1953, pp. 456-458), stated for real-valued processes. That proof, which uses 
Kolmogorov’s extension theorem, is valid here since Kolmogorov’s theorem applies 
in the setting of a complete separable metric space. Recall that a process ( Y,,, n 2 0) 
(resp. (Y,,, --CO< n < 00)) with values in A4 is stationary (ergodic) iff the left shift 
on M” (resp. M”) is measure-preserving (ergodic) for the measure P 0 Y-‘, where 
(0, 9, P) is the underlying probability space. 
Lemma 1. Let ( Y,,, n 2 0) be a stationary process in a complete separable metric space. 
Then there exists a stationary process ( ?,,, -a<n<a) such that (?,,,nzO) hasthe 
same distribution as ( Y,,, n 2 0). Also, ( Fm, --CO < n < CO) is ergodic zr ( Y,,, n > 0) is 
ergodic. q 
The next proposition is the Furstenberg-Kesten theorem (Furstenberg and Kesten, 
1960) in the setting of Lipschitz maps rather than linear maps; we also show that 
the Lyapunov exponent function is the same if the process is run backwards. 
Proposition 2. (i) Let (F,, n ~0) be a stationary process in Lip(X, X) such that 
E log+/ FOJI < 00. Then there exists an invariant function x : L? + R u {-a} (called the 
Lyapunov exponent) with x+ E L,(P) such that 
;logllF,, . . . F,II+x U.S. 
and 
lim 1 logllF, . . . F,Ij dP=infi 1ogllF;. . F,ll dP = x dP 
n-u7 n 
(ii) Furthermore, if (F,,, --CD < n < CO) extends (F,, , n 2 0) into the past, then for 
all k, 
lim 1 logllF,_, . . + F,_,II = lim llogllF,,. . . F,II =x U.S. 
n-u n n_X n 
Proof. (i) Follows from Kingman’s subadditive ergodic theorem exactly as in the 
case of linear maps, as presented in Krengel (1985, p. 40). 
To prove (ii), we may consider w.l.o.g., 
F,,(w) = F(T”w) 
where r is an invertible measure-preserving transformation on (0, 9, P) and F : 0 + 
Lip(X, X) is measurable. Then the same proof as in (i), using Kingman’s theorem 
and writing down the composition in reverse order, shows that 
+logl(F,-,(w) . . . Fl_,(w)[I =;logjlF(r”?) . . . F(T~-“w)II+X(W), 
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say, a.s., where i is a r-invariant function. Assume L, convergence as well. Then 
w)ll -X(w) Ww) 
F(~w)ll -i(w) Ww), 
since 7 is measure-preserving and i is invariant. By the uniqueness of L, limits, it 
follows that i =x a.s. Finally, a truncation argument can be used to reduce the 
general case to our assumption of L’ convergence. 0 
Remark. Note that if the process in Proposition 2 is ergodic then x is a.s. constant, 
and then x < 0 iff for some n, j log11 F,, . * + F, I( dP > 0. This is often a practical way 
of determining if x < 0. 
We now state our main result (Theorem 3(iv) below). The proof is made very 
simple by the right use of the time-reversal idea. Similar results were obtained in 
Barnsley and Elton (1989) for i.i.d. sequences of maps with distribution supported 
on jnitely many maps, which was generalized in Berger and Amit (1989) to i.i.d. 
sequences of affine maps (in Barnsley and Elton, 1989, the negative Lyapunov 
condition was only given in the form in the remark above). See also Barnsley, Elton 
and Hardin (1989) for the case of a finite Markov chain of maps. All three proofs 
above used a version of the time-reversal idea. Our proof of (i) below generalizes 
the proof in Berger and Amit (1989). We feel that the stationary setting is the “right” 
one, and gives a better understanding of the meaning of the time-reversal. We also 
feel this proof clarifies, in a general setting, the connection between the type of 
iteration F, F2 . . + F,x used in symbolic dynamics and the natural stochastic type 
of iteration F,,F,_, . . . F,x. Note that an i.i.d. sequence of maps does not give rise 
to an independent process in X (it is Markov), and a stationary Markov sequence 
of maps does not give rise to a Markov process in X; but a stationary process of 
maps becomes, under composition with the right starting random variable in X, a 
stationary process in X. 
Theorem 3. Let (F,, n B 0) be a stationary process in Lip(X, X) satisfying 
I 
log+llF,II dP<oo and 
I 
log+ d(F,,x,,x,) dP<co 
for some x0. 
Suppose x <O U.S. W.1.o.g. assume (F,,) extends backward in time to (F,,, --oo< 
n < 00) us in Lemma 1. Then 
(i) ForunyxEX, -oo<kta, 
Yk = lim FkFk-, . . . F-,x 
n-w 
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exists a.s. and is independent of x, and is a stattionary process in X. Note that 
Yk = FkFk-, . . . F, YO, k 2 0, so YO is a random variable of starting values that makes 
the multiplicative process stationary. 
(ii) For any x E X, 
(F,,F,_, . . F,x, F,,+,F,; . . F,x, F,,+,F,,,, . . . F,x,. . .) 
converges in distribution to ( Y,, Y, , . . .). In particular 
F,,F,_, . . . F,x: Y,. 
(iii) If (F,,) is ergodic, th en so is (Y,,). In fact, ( Y,) is a factor of (F,), in the 
sense of ergodic theory. 
(iv) (Trajectories.) For every x, for a.a. w, 
for all bounded continuous real-valued functions on X, where 9 is the u-algebra of 
invariant events for (F,,). 
In particular, if (F,,) is ergodic, then the empirical distribution of the trajectories of 
the multiplicative process starting at any x converge weakly to the measure t_~ = P 0 Y,‘, 
as. 
(v) (Convergence of trajectories to support.) Let A be the support of u = P 0 Yb’. 
Let x E X and let F > 0. Then for a.a. w, there exists q,(w) such that n b n,=3 
d(F, . . ’ F,x, A) < E. Thus in the ergodic case, A can be characterized as follows: 
y E A #for every x E X, for every neighborhood G of y, F,, . + . F,x visits G infinitely 
often, a.s. 
Remarks. From (iii) it follows that if (F,,) is i.i.d., then even though ( Y,,) is not 
independent, it is isomorphic to a Bernoulli shift. Similarly, if (F,,) is a Markov 
shift, then (Y,) is isomorphic to a Markov shift, even though it is not Markovian. 
(v) is stronger than would be expected from (iv). (iv) implies that if y E A, there 
is a neighborhood of y such that the proportion of time a trajectory spends in the 
neighborhood approaches 0, for almost all trajectories. (v) makes the stronger 
assertion that almost all trajectories visit it only finitely many times. This stronger 
result follows from the time reversal argument. 
If x were chosen according to the measure p, (iv) would be just a statement of 
the classical pointwise ergodic theorem. The significance of (iv) is that one does 
not have to know p in advance to pick a starting value to generate a trajectory that 
will “draw a picture” of p. 
Proof of Theorem 3. It is easy to show by the triangle inequality that the hypotheses 
imply j log’ d( F,x, x) dP < 00 for all x. Now 
d(F,F,_, . . . F-,x, FkFk_, . . . F-,-,x) s 11 FL. . . Fe.11 d(x, F-,-,x). 
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For each j, let fij = {x < -l/j}, so P(U 0,) = 1. By Proposition 2(ii), for each 
OE Ojv (lln)loglJFk(w) " . F_,(w)ll < -l/j for sufficiently large n (depending on 
w); i.e., llFk(w) . . . F_,,(w)l\ <exp(-n/j). Since E log+d(F,x, x) <co, it follows that 
; P(log’ d(F_,_,x, x) > n/2j) <cc, 
n=, 
so for a.a. w E a,, d(F_,_,x, x) s exp( n/2j) eventually. Thus for a.a. o E a,, 
d(FkFk-, . . . F-,x, Fk. . . F-,-,x) < exp(-n/;?j) 
for sufficiently large n, so FkFk-, . . . F-,x is a Cauchy sequence and converges, to 
say Yk. Also, d(F,...F_,x,F,...F_,x’)~IIF,...F_,I(d(x,x’)~O, so Yk is 
independent of x. Since P(U 0,) = 1, this proves the first statement in (i). 
The stationarity of ( Yk) follows easily from that of (F,,). 
To prove (ii), note that for each n, (F,, . . . F,x, F,,, . 1 + F,x, , . .) has the same 
distribution as (F,F_, . . . F-,+,x, F,F,, . . . F-,+,x,. . .) by stationarity, and the latter 
converges to ( Y,, Y, , . . .) by (i). 
(iii) is most easily seen from the measure-preserving transformation point of view. 
If (F,) is ergodic, we may consider F,(w) = F( TOW) where r is an ergodic invertible 
m.p.t. and F: R + Lip(X, X) is measurable. Then 
Yk(w) = lim F( ~~0) . . . F( Cm jx, 
*‘cc 
so YO(rkm) = Yk(w). It now follows (Doob, 1953, p. 457) that ( Yk) is an ergodic 
process. 
To prove (iv), first let f be a real-valued continuous function on X with compact 
support. Then 
i *i,f(F,. . . F,Y,)-+lE(f(Y,)19) a.s. 
by the pointwise ergodic theorem. Also, 
d(F,. + + F,Y,,F,...F,x)~llF,...F,Ild(Y,,x)~O a.s. 
since x < 0 a.s. From this it is clear by the uniform continuity off that 
Since the real continuous functions with compact support are separable, it follows 
by a 3~ argument that almost all w are “good” for all suchf simultaneously. Then 
the result for bounded real continuous f follows by a standard argument using 
Urysohn’s lemma (note (FL . . . F,x) is tight since it converges in distribution). 
To prove (v) choose any y E A. For a.a. w, there exists no(w) such that n 2 n,,+ 
IIF,. *. F,II < c/(3(1 + d(x, y))). For a.a. W, Y, = lim,_,, F,. . . F-d E A for all n; 
and {limk,, F,(w). . . F_,(m)y} is dense in A for any set of w of probability 1. 
Thus for a.a. w, we can find no(w) such that: n 2 no+ IIF,, . . . F,I\ < c/(3(1 + d(x, y))) 
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and for each n Z= n,, there exists k such that d( F,, . . . F-g, A) <+E and 
d(F,. . . Eky, y) < 1. Thus 
d(F,; . . F,x, A)cd(F; . . F,x, F; . . F,y)+d(F,; . . F,y, F,; . . Fpky) 
+d(F;.. Eky,A) 
<:e+&d(F,,. . . F_,,y,y)+f~<e. 0 
2. Markov processes 
If (F,,) is a stationary Markov process in Lip(X, X), then (Y,,) is not in general 
Markov, but ((Y,,, F,,)) is a stationary Markov process in XX Lip(X, X), with 
transition probability function b((x, F), C’) = probability of transfer from (x, F) into 
C in one step = s I(-( Gx, G)p( F, dG) where p is the transition probability function 
for the Markov process (F,). 
Now suppose F, has finite support {y, , . . , yM} so that (F,,) is a stationary 
Markov chain with finite state space. Of special interest is the case when (F,) is an 
irreducible chain and some maps are not allowed to follow others, so that there are 
zeroes in the transition probability matrix (pI,) for the chain. Then these processes 
make contact with “subshifts of finite type” in symbolic dynamics, as was discussed 
in Barnsley, Elton and Hardin (1989). If X is compact and {y, , . . , yM} are uniform 
contractions, then Y(i) = lim,,, y,, . . . yi,,x exists for every code sequence i= 
(i , , i,, . . .), 1 s i, s M, and is independent of x. The values of Y(i) as i ranges over 
allowable code sequences-that is, ones for which p,,!,,, > 0 for all j-correspond to 
the support of Y0 in Theorem 3 above; by the support of Y,, we mean the closed set 
S = {y E X: P(d( Yo, y) < F) > 0 for all F > O}. 
Then S can be written as the union of compact sets {S,},?, which satisfy the following 
interesting invariance relation, as shown in Barnsley, Elton and Hardin (1989): 
S, = U YjCst). (*I 
‘:p,, .,I 
Results on the fractal dimension of S are given in Barnsley, Elton and Hardin 
(1989). Furthermore, IS,} are the unique non-empty compact sets which satisfy (*). 
This generalized the simple invariance relation S = Ufl, y,(S) which holds for the 
support in the i.i.d. case, see Hutchinson (1981). S is called the attrucfor in those 
contexts. It was shown in Berger and Amit (1989) for the i.i.d. case with affine maps 
that when expansive maps are allowed, the support S still satisfies a similar invariance 
relation, namely, S is the minimum closed non-empty set satisfying U,“l, y,(S) c S. 
We would like to show that a similar invariance relation to (*) holds, when 
expansive maps are allowed, for an irreducible Markov chain (note this is an ergodic 
process). 
Theorem 4. Let (F,,, n 2 0) be an irreducible stationary Markov chain on a jinite set 
of maps {y, , . . , y,,,} c Lip(X, X) such that the Lyapunov exponent x < 0. Let S be 
the support of Y,, in Theorem 3. 
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Then there exist non-empty closed sets S, , . . . , S, such that S = U.,E, S, and 
U Y,Csilc sj c U Yjtst) 
i:p,,>O i:p,,DO 
(**) 
forj=l,..., M. Furthermore, if S{, . . . , Sl, are non-empty closed sets satisfying 
Ui:p,,,O y,(Si) c Sj for all j, then S, c Sj for all j, so the S, are minimum sets. 
If the yj are closed maps, such as non-singular afine maps, then we get 
LAP,,>” Y, (S,)=S,for allj. 
Proof. Let 
S, = {y E X: for all E > 0, P(d( Y,, y) < E and F, = yj) > O}. 
S, is obviously closed. Let y E S. For each n, I’( d( Y, , y) < l/n and F, = y,,,) > 0 for 
some j, since F, must take on one of the values y, , . . . , y,,,,. For some subsequence 
j,, =j for all k, so it follows that y E S,, and thus S = IJ,!, S,. Since the chain is 
irreducible P( F, = y,) > 0 for all j, so it follows by the Lindelof property of X that 
s, # 8. 
Now let y E Si and assume ptj > 0. For all e > 0, P(d( YO, y) < F and F, = y,) > 0 
since (F,,, Y,) has the same distribution as (F,, Y,). Thus 
P(d(y,Y_,, Y)<F and F,= yi)>O for all E>O 
(this is the same event). Now 
f’(F, = Y;, Fo= yi, d(y, Y,Y-,I < ~1 
=p,,P(F,= y,, d(y, yiY_1) < F) (by the Markov property) 
> 0. 
But F,= yj and F,= yiaY,= y,yiY_,, so 
P(d(Y,, yjY)<llyjII E and F, = yj) > 0 for all .s > 0, 
soi y,y E S,. Thus IJi:P,,,O y,(S) c S, as desired. 
Going the other way, let y E S,. By the same argument as before, since {y, , . . . , y,,,,} 
is finite, there is some 1 c i Q M such that for all E > 0, 
P(d(Y,,y)<e and F,=y, and F,,=yi)>O. 
Thus 
pi;>0 and P(d(y,Y,,y)<e, F,,= yi)>O for all F>O. 
By the Lindelof property of X and the fact that (F,, Y,) has the same distribution 
as (F,, Y,), it follows that P( F0 = y, and Y,E~ Si) = O.Thus for all E > 0, for some w, 
YO(w) E Si and d(y,Y,(w), y) < F. It follows that y E r,(Si), and SO (**) is proved. 
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To show minimality, suppose Sj are non-empty closed sets satisfying 
u,:,,;,, n(S) = S:. 
First, it is easy to see that there is 0’~ 0 such that P(0’) = 1 and if w,,~ 0’, 
P(w: F,(w) = Fi(wO) and F;_,(w) = F,_,(w,))> 0 for all i. 
Since as already observed P( F,, = y, and Y,,g S,) = 0, if y E S, then for all F > 0, 
P(C0: d( Ye(w), y) < c, F,(w) = r,, Y”(W) E S,, w E fi’) >o. 
So let y = Y{)(w) where w E R’ and y E S, and F,(w) = 7,; by what was just said, 
such y are dense in S,. Now 
y = lim F,(w)F_,(w) . . . F_,(w)x for any x. 
“-CC 
There is j, and a subsequence nk such that F_,,(w) = ‘y,,, for all k. Since the chain 
is irreducible, p+,j,,> 0 for some i,. Let x be any element of Sic) (it is not empty by 
assumption). 
Let F_,(w) = y,,, for all n. By definition of fi’, p,,,, ,,,, > 0 for all n. Applying the 
assumed invariance relation iteratively, starting with n = nA, we get 
F-n(w)x = ‘y,,,x E s:<, = Si,, , 
then 
arriving finally at 
y=F,(w).,. F--,(w)x E yj(s;,) = s;. 
Since such y are dense in S, and Si is closed, we get S, = S: as desired. 0 
Remarks. The geometry of S seems to be rather restricted in the i.i.d. case supported 
on finitely many affine maps which includes at least one expansive map. It was 
shown in Barnsley and Elton (1989) for the i.i.d. case supported on finitely many 
l-l affine maps on R’ that if there is an expansive map among them, S is either a 
half-infinite interval or all of R’ (or a point). We have not proved it, but a similar 
filling in along rays seems to hold in R”, in non-degenerate cases. 
However, for i.i.d. affine maps the measure itself may be strange even though the 
support is not. By studying the Fourier transform, one finds that the measure may 
be singular with respect to Lebesgue measure even when the support is an infinite 
interval in R’; for an example, see Barnsley and Elton (1989). This depends on the 
number-theoretical properties of the parameters of the affine maps, analogous to 
the situation discussed in Erdos (1939) and Garsia (1962) for the case of two 
contractive maps, involving P.V. numbers. Our work on this is incomplete and we 
will not go into it here. 
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3. Applications 
Applications to computer graphics in the Markov chain case are discussed in 
Barnsley, Elton and Hardin (1989). 
The result may be applied to give a generalization of the notion of stability in a 
common situation occuring in control theory. If the maps in Theorem 3 or 4 are 
matrices (linear maps on R”) which can be “controlled” to have negative Lyapunov 
exponent, the trajectories converge a.s. to zero. Our result shows that even when 
the maps have an additive term (affine maps), the trajectories will at least settle 
down to an attractor (and thus spend most of their time in a bounded set). 
Generalizations of this to continuous time (stochastic differential equations) should 
be of interest. 
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