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DOUBLY RANDOM POLYTOPES
ANDREW NEWMAN
Abstract. A two-step model for generating random polytopes is considered. For parameters m, d,
and p, the first step is to generate a simple polytope P whose facets are given by m uniform random
hyperplanes tangent to the unit sphere in Rd, and the second step is to sample each vertex of P
independently with probability p and let Q be the convex hull of the sampled vertices. We establish
results on how well Q approximates the unit sphere in terms of m and p as well as asymptotics on
the combinatorial complexity of Q for certain regimes of p.
1. Introduction
A standard family of models for random polytope comes from the convex hull of points chosen
randomly from the interior or the boundary of some fixed convex body K. There is quite extensive
literature on this model from a variety of perspectives for example [2–6, 8, 18, 19, 22, 23]. On the
other hand there are random 0/1 polytopes studied by [7, 10,13,14,25]. Here we examine a model
first posed by Michael Joswig that is in some sense a combination of these two perspectives.
For parameters d,m positive integers, with m sufficiently larger than d, and p ∈ [0, 1] we will
sample a random polytope Q from our model P2(d,m, p) via the following series of steps. First
generate a polytope P as the convex hull of m random points on the boundary of the the unit sphere
in Rd, then take its dual P ◦. Next generate Q from P ◦ by taking the convex hull a random collection
of the vertices of P ◦ obtained by including each vertex of P ◦ in the collection independently with
probability p. This is naturally a composition of two models for random polytope and it will be
helpful to have notation for each one. The first model we will denote by P1(d,m) which generates a
polytope via the convex hull of m random points on the unit sphere in Rd. The second model we will
denote B(P, p) for P a polytope and p ∈ [0, 1] which will generate a random polytope via the convex
hull of a binomial random sample of the vertices of P including each vertex of P in the sample
independently with probability p. Thus Q ∼ P2(d,m, p) is Q ∼ B(P ◦, p) where P ∼ P1(d,m).
An important result on P1(d,m) that we make extensive use of when studying P2(d,m, p) is the
following result of Buchta, Mu¨ller, and Tichy.
Theorem 1 ([8]). Fix d ≥ 2, fd−1(P ) for P ∼ P1(d,m) satisfies
lim
m→∞
E(fd−1(P ))
m
=
2
d
γ(d−1)2γ
−(d−1)
d−1
with {γk}∞k=0 given by the recurrence γ0 = 12 and γk+1 = 12pi(k+1)γk .
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We denote by F (d) the constant of proportionality in Theorem 1. Clearly F (2) = 1 and F (3) = 2;
the first few nontrivial values are
F (4) =
24pi2
35
≈ 6.77
F (5) =
286
9
≈ 31.78
F (6) =
1296000pi4
676039
≈ 186.74
Now F (d) grows very quickly, from the recurrence of Theorem 1 one can show that it grows like
exp(Θ(d log d)), but nonetheless in fixed dimension P ∼ P1(d,m) has complexity which is O(m).
Recall that the complexity of a polytope is the sum of the entries of its f -vector. McMullen’s upper
bound theorem tell us that the complexity of a d-dimensional polytope on n vertices is O(nbd/2c).
Moreover cyclic polytopes realize this upper bound on the complexity, see for example [24] for more
background about extremal complexity of polytopes.
The low complexity of polytopes in P ∼ P1(d,m) is a motivation to study the two-step model.
From a computational perspective, one has hope of being able to compute the double description of a
polytope in a reasonable amount of time only if the polytope has low complexity. For P ∼ P1(d,m),
for example, a special case of the main result of Borgwardt in [6] is that for d fixed computing the
double description of P ∼ P1(d,m) has expected algorithmic complexity of order O(m2). On the
other hand, P ∼ P1(d,m) will be a simplicial polytope with probability 1. By establishing low
complexity results on Q ∼ P2(d,m, p) we can establish classes of low complexity polytopes that are
neither simple nor simplicial. This allows for ways to generate polytopes with new combinatorial
types, either theoretical though the study of Q ∼ P2(d,m, p), or, when low complexity holds,
explicit computation of the f -vector of instances of Q ∼ P2(d,m, p).
A particular application for this doubly random model comes from work of Joswig, Kaluba, and
Ruff [12]. The authors of [12] have applied random techniques for polytopes in the context of
machine learning, approximating the shape of data via randomized constructions and using the
resulting polytope as a classifier. In this case it is critical to have a rich class of polytopes of low
complexity. For such polytopes it is reasonable to expect that computing a double description is
feasible in practice. Toward this goal they define the following.
Definition 2 ([12]). Let P1, P2, . . . be a family d-dimensional polytopes in Rd such that limi→∞ f0(Pi) =
+∞. That family is slender if there are constants, c, c′ > 0, only depending on d, such that
c · f0(Pi) ≤ fd−1(Pi) ≤ c′ · f0(Pi) for all i.
Now P ∼ P1(d,m), m→∞ form a slender family of polytopes with c′ = F (d)+ε and c = F (d)−ε
for any ε > 0 and m large enough. By establishing low complexity results on P2(d,m, p) one may
probabilistically establish families of slender polytopes which will in general be neither simple nor
simplicial.
We show here that for p sufficiently close to 1, this will depend on d but not onm, Q ∼ P2(d,m, p),
m → ∞ form a slender family of polytopes with explicit c and c′, thus one should expect it to be
feasible to compute a double description for Q in this two-step model and p close to 1. We also
establish results about how close Q ∼ P2(d,m, p) is to the unit sphere in Rd; this has direct
applications to [12] which we outline in the appendix.
2. Results
We are primarily interested in number of facets for Q ∼ P2(d,m, p) in the situation where d and
p are fixed and m tends to infinity. The main result in this direction is the following upper bound
on the expected number of facets.
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Theorem 3. For each d ≥ 2 there exists a constant Cd so that for p > 1−1/(8(d−1)) the expected
number of facets of Q ∼ P2(m, d, p) is asymptotically at most(
1 + F (d)pdq
(
1 +
Cdq
1− 8(d− 1)q
))
m
where q = 1− p.
The restriction that p be close to 1 seems to be an artifact of the proof rather than a natural
phenomenon of P2(d,m, p), we include some remarks about other regimes of p at the end of the
article.
We also provide a general lower bound on the expected number of facets together with a con-
centration inequality that is useful for constructing slender families of polytopes with some control
over c and c′. The lower bound holds for all values of p, but in particular as p approaches 1 the
ratio between the upper bound in Theorem 3 and the lower bound approaches 1. The lower bound
we show is the following
Theorem 4. For Q ∼ P2(d,m, p) with d fixed and p ∈ [0, 1], for any δ > 0 with high probability
the number of facets of Q is at least
(1− δ)(pd + F (d)pdq)m
where q = 1− p
Here and throughout we use “with high probability” to mean that a property holds with proba-
bility converging to 1 as m tends to infinity.
Lastly we consider the question of how well Q ∼ P2(d,m, p) approximates the unit sphere via
the Hausdorff distance. Observe that P ∼ P1(d,m) is a polytope inscribed in the unit sphere and
P ◦ is circumscribed around the unit sphere. However, once we sample Q as the convex hull of a
sample of vertices of P ◦, we no longer have a guarantee that Q is circumscribed around the unit
sphere anymore. Thus to understand how close Q is to the sphere we have to establish how close
the vertices of Q, which are outside the unit sphere, are to the sphere and how far we “cut into”
the sphere when we remove the vertices of P ◦ that do not belong to the sampled vertices for Q.
By considering both of these questions, we establish the following for d fixed, m tending to infinity,
and p either fixed or depending on m.
Theorem 5. For d ≥ 2 fixed and pm1/(d−1) tending to infinity as m tends to infinity, with high
probability the Hausdorff distance between Q ∼ P2(d,m, p) and the unit sphere is at most
O
(
log2(pm)(logm)2/(d−1)
p2m2/(d−1)
+
(
log(pmd)
m
)2/(d−1))
The proof of Theorem 5 proceeds by showing a lower bound on the largest ball contained in Q
and an upper bound on the smallest ball containing Q. As a corollary to this method of proof we
therefore also obtain upper and lower estimates on the volume of Q ∼ P2(d,m, p).
3. Complexity in the dense regime
In this section we describe the expected number of facets of P ∼ P2(d,m, p) when p is close to
1. The upper and lower bounds on the expected number of faces will be nontrivial for p > 1 − δd
where δd is a constant depending only on d. Moreover the expected number of faces in this regime
will be bounded between c(d, p)m and C(d, p)m where C(d, p) and c(d, p) approach the same value
as p tends to one. However, the results do not require that p tends to one with m in order to be
able to give useful upper and lower bounds.
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The bounds that are established apply to a more general class of random polytope. In some
sense the bounds more heavily depend on the second step of the two-step model than on the first.
The upper bound for the dense regime follows from an general upper bound that we prove for
simple polytopes P in the model B(P, p) that holds provided that all subsets of d+ 2 vertices that
do not lie on a facet of P do not lie in the same hyperplane. For simple polytopes, this condition
is referred to a (primal) nondegeneracy from the point of view of linear programming. Moreover,
it is a reasonable assumption for us; P ∼ P1(d,m) will have all of its vertices in general position
with probability 1, so P ◦ will be nondegenerate.
To study the facets of Q ∼ B(P, p) for P a simple polytope we observe that the set of facets
naturally partition into old facets, those facets that arise as the restriction of the binomial model to
a facet of P , and new facets, those facets that are not contained in any single facet of P . Another
way to define these notions is by examining the number of vertices of P “above” a facet of Q. To
make this precise, one may assume that P contains the origin in its interior and for a facet σ of
Q, we let C(σ) denote the set of vertices of P on or above the hyperplane defined by σ. If Q still
contains the origin in its interior, which holds with high probability as long as mp doesn’t tend to
zero, then the old facets of Q are all those facets σ with C(σ) = σ and the rest are the new facets.
A first observation toward enumerating the new facets is the following claim:
Claim 6. If σ is a new facet of Q ∼ B(P, p), then the set of vertices on or above above the
hyperplane determined by σ in P induce a connected subgraph of the 1-skeleton of P , whose vertices
we will denote by C(σ).
Proof. Let σ be a new facet of Q ∼ B(P, p). At any vertex v in C(σ) the value of the linear functional
given by the normal vector to the hyperplane determined by σ is nonnegative. Moreover, the simplex
method starting at v will find a path from v to an optimal vertex w with respect to this functional
and in doing so the path will always stay inside C(σ). 
Ultimately we want to upper bound the number of new facets of Q ∼ P2(d,m, p) by enumeration
of choices of C(σ). By Claim 6 we see that every C(σ) is connected so it becomes important to
have an enumeration formula for the number of connected subgraphs of the 1-skeleton of P ◦ for
P ∼ P1(d,m). Indeed we have the following which holds for any d-regular graph. A result of this
type also appears in a different context in [16].
Claim 7. If G is a d-regular graph on n vertices then for each t ≥ 2, the number of connected
induced subgraphs of G on t vertices is at most
4t−2d(d− 1)t−2n
Proof. If G is d-regular and v is a vertex of G, then there exists a connected induced subgraph on
t vertices containing v if and only if there is an injective graph homomorphism from some rooted
tree T on t vertices into G mapping the root to v. Now if we let T (t) denote the number of rooted
trees on t vertices then the number of connected induced subgraphs of G containing v is at most
T (t)d(d− 1)t−2.
Indeed once we have picked the tree to map, the choice for mapping the root is fixed, we have d
choices for the neighbor of the root and then at most (d− 1) choices for each vertex after that. We
only now have to bound T (t).
The question of the number of rooted trees has been extensively studied and |T (t)| is known to
grow exponentially in T ; see for example [17] who shows that for t large enough there is a constant
α ≈ 2.95 so that |T (t)| ≈ αt. In the interest of giving a self-contained proof here and having a
bound for all t, we show that for t ≥ 2, |T (t)| ≤ 4t−2.
Observe that every rooted tree of size t may be encoded uniquely by a sequence of (t − 1)
nonnegative integers. Given a lexicographic labeling of T ∈ T (t), that is the root is labeled with
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0, its k neighbors are labeled 1, 2..., k, then the neighbors of vertex 1 labeled consecutively starting
at k + 1 and so on, we can encode T with a (t − 1)-sequence of nonnegative integers (a1, ..., at−1)
where ai denotes the number of children of vertex i− 1. Moreover we have 1 + a1 + · · ·+ at−1 = t
and since t ≥ 2, a1 > 0. Thus we bound the number of such sequences.
By the requirement that the sum of all the entries of our sequence is t − 1, we may obtain all
sequences via a procedure that takes t−1 vertices arranged in a line, vertical bars at the beginning
and the end, and inserts t− 2 additional bars anywhere in between two vertices or a vertex and a
bar, except that the sequence cannot begin with two consecutive vertical bars. The sequence may
be read off by counting the number of points between consecutive bars. Note that some bars may
have no vertices between them. The number of outcomes to such a procedure is((
t− 1
t− 2
))
=
(
t− 1 + t− 2− 1
t− 2
)
< 22t−4 = 4t−2,
where
((
N
r
))
is multiset coefficient notation, the number of ways to choose a multiset of size r
from a set of N elements. 
Theorem 8. For each d ≥ 2 there exists a constant Cd so that if P is a nondegenerate simple
d-polytope with m facets and n vertices, then for p > 1− 1/(8(d− 1)) the expected number of facets
of Q ∼ B(P, p) is at most
m+ nqpd
(
1 +
Cdq
1− 8(d− 1)q
)
where q = 1− p.
Proof. For each t ≥ (d + 1), we may upper bound the expected number of new hyperplanes σ so
that C(σ) has exactly t vertices. For t = (d + 1), the number of choices is simply n; we choose
a vertex and the vertices of its link must define the new facets with that vertex above it. For
t ≥ (d + 2) fixed, an overestimate for the number of hyperplanes is given by first counting the
number of choices of t vertices of the graph of P so that the graph induced by those vertices is
connected. Next, since the convex hull of C(σ) is a polytope on t vertices with σ as a face, from
each choice of t vertices inducing a connected graph we have at most 2t choices for a facet σ. Once
we have chosen the set of t vertices and the facet, which is necessarily a simplicial facet by the
nondegeneracy assumption on P , we have a probability of at most qt−dpd that the chosen facet is
a new facet of Q with the remaining t− d vertices above it.
By Claim 7 we have that the expected number of new facets is at most
n
(
qpd +
∞∑
t=d+2
4t−2d(d− 1)t−22tqt−dpd
)
≤ n
(
qpd +
dpd
16qd(d− 1)2
∞∑
t=d+2
(8(d− 1)q)t
)
≤ n
(
qpd + 4(8)d(d− 1)dq2dpd
∞∑
t=0
(8(d− 1)q)t
)
≤ n
(
qpd +
4(8)d(d− 1)dq2dpd
1− 8(d− 1)q
)
This gives the upper bound on the number of new facets and trivially m is an upper bound on the
number of old facets 
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Now as m→∞ the number of vertices in P ∼ P1(d,m) tends to F (d)m. Therefore we have that
the expected number of facets of Q ∼ P2(d,m, p) satisfies the bound in Theorem 3 as a corollary.
We now turn our attention to a lower bound on the expectation. We first give a general lower
bound valid for all p, and concentration inequality on the expected number of new facets.
Theorem 9. If P is a simple d-polytope with m facets and at least n vertices then for every
p ∈ [0, 1], the expected number of facets of Q ∼ B(P, p) is at least
pdm+ nqpd
where q = 1 − p. And moreover for any ε > 0 the probability that the number of facets is at least
(1− ε)(pdm+ nqpd) is at least
1− e−2(εqpd/d)2n − e−(mpdε2)/2
Proof. Since P is a simple polytope, the link of every vertex in the 1-skeleton is a collection of d
vertices. For a fixed vertex v, and {w1, ..., wd} its neighbors, the facet given by the convex hull
of {w1, ..., wd} will be included in Q if every vertex w1, ..., wd is included in the sample and v is
excluded from the sample. Call such a facet a shallow cut. The expected number of shallow cuts
in Q is clearly at least nqpd, and this is a lower bound for the number of new facets in Q.
For the concentration of measure statement we apply McDiarmid’s inequality from [15]
Theorem 10 ([15]). Let X1, ..., Xn be random {0, 1}-valued random variables. If f is a real-valued
function on X1, ..., Xn so that for every i there exists ci so that for all (X1, .., Xn)
|f(X1, ..., Xi, ..., Xn)− f(X1, ..., 1−Xi, ..., Xn)| ≤ ci.
Then for every t > 0
Pr(E(f(X1, ..., Xn))− f(X1, ..., Xn) ≥ t) ≤ exp
(
−2t2/
n∑
i=1
c2i
)
.
In our case the Xi’s are the indicator random variables for the vertices of P sampled for Q, and
f(X1, ..., Xn) counts the number of shallow cuts. Thus we have that for any i,
|f(X1, ..., Xi, ...Xn)− f(X1, ...., 1−Xi, ..., Xn)| ≤ d
Indeed swapping a vertex into or out of the sample only affects the shallow cuts involving adjacent
vertices. Thus for ε > 0 fixed the probability that the number of facets is at most (1 − ε)nqpd is
at most the probability that the number of shallow cuts is at most (1 − ε)nqpd which is bounded
above by
Pr(E(f(X1, ..., Xn))− f(X1, ..., Xn) ≥ εnqpd)
By McDiarmid’s inequality this is at most
exp
(
−2ε2q2p2dn/d2
)
,
so this is an upper bound on the probability there are fewer than (1− ε)pdqn new facets.
Next find a lower bound on the number of old facets. If P is a simple polytope with m facets
and we sample Q ∼ B(P, p), then each facet of P has at least d vertices and so it contributes an
old facet to Q with probability at least pd. So the expected number of old facets is at least pdm.
Moreover, if we select d vertices from each facet of P ahead of taking the sample, then we have that
the number of old facets in Q stochastically dominates the binomial random variable Bin(m, pd),
so we have that for any ε > 0 the probability that Q has fewer than (1− ε)mpd facets is at most
exp(−(mpdε2)/2).
The concentration inequality on the total number of facets now follows. 
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To prove Theorem 4, we also need a concentration inequality on the number of facets of P ∼
P1(d,m). There are already concentration inequalities on f -vector entries for random polytopes
sampled as the convex hull of points in the interior of a fixed convex body [21], however the concen-
tration inequality we prove here for points sampled from the boundary of a ball is apparently new.
Our concentration inequality is obtained via the Efron–Stein jackknife inequality first described
in [9]. The Efron–Stein inequality is applied by Reitzner [20] to study concentration of volumes
for polytopes obtained by taking the convex hull of points from the interior or from the boundary
of some fixed convex body K. In the context of random polytopes one has that if K is a convex
body and one builds a sequence of polytopes K1,K2, ....,Km where K1 is a single point sampled
according to some distribution µ on K and Ki is sampled by taking the convex hull of Ki−1 and a
new point sampled by µ, then for a functional f of the random polytope process the Efron–Stein
jackknife inequality is that
Varf(Km) ≤ (m+ 1)E(f(Km+1)− f(Km))2
Thus one can bound the variance by understanding how the polytope changes when a single point
is added. A result of Reitzner that is used in [20] to study the volume of a random polytope is well
suited here to prove the concentration inequality we will need.
Theorem 11 (Special case of Theorem 10 of [20]). Let X1, ..., Xm, X be points chosen uniformly
on the unit sphere in Rd, and let Sm(X) be the random variable counting the number of facets of
the convex hull of X1, ..., Xm which are no longer facets in the convex hull of X1, .., Xm, X. Then
there exists a constants Cd and cd so that
lim
m→∞E(Sm(X)) = Cd.
and
lim
m→∞E(Sm(X)
2) = cd
With the result we will prove the following about the concentration of the number of facets of
P ∼ P1(d,m).
Theorem 12. For ε > 0 fixed the probability that the number of facets fd−1(P ) for P ∼ P1(d,m)
satisfies |fd−1(P )− F (d)m| ≥ εF (d)m is O (1/m)
Proof. Consider a sequence of polytopes K1, ...,Km, ... where K1 is a single point selected uniformly
at random from the unit sphere in Rd and Ki is obtained as the convex hull of Ki−1 and a new
point selected uniformly at random from the unit sphere in Rd. By the Efron–Stein inequality we
have that
Varfd−1(Km) ≤ (m+ 1)E(fd−1(Km+1)− fd−1(Km))2.
Now fd−1(Km+1)− fd−1(Km) is at most Sm(X)(d+ 1). This can be seen because if Km is already
constructed then the number of facets erased by sampling a new point is exactly Sm(X) by defi-
nition, however sampling a new point will also create new facets. But the number of new facets is
controlled by Sm(X) as well. Every new facet will come from the cone of a face of dimension (d−2)
of some facet of Sm(X) and cone point given by the new vertex. As every polytope K1, ...,Km, ...
will be simplicial with probability 1 there are at most dSm(X) new facets added. Thus
E(fd−1(Km+1)− fd−1(Km))2 ≤ E((d+ 1)Sm(X))2
and this tends to (d+ 1)2cd by Theorem 11. It follows that in the limit
Varfd−1(Km) ≤ (d+ 1)2(m+ 1)cd.
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Now as E(fd−1(Km))→ F (d)m we have by Chebyshev’s inequality that
Pr(|fd−1(Km)− F (d)m| ≥ εF (d)m) ≤ Var(fd−1(Km))
ε2(E(fd−1(Km)))2
→ (d+ 1)
2(m+ 1)cd
ε2F (d)2m2
= O
(
1
m
)

Proof of Theorem 4. Let δ > 0 be given and suppose P ∼ P1(d,m). By Theorem 12, the probability
that P has fewer than (1 − δ)F (d)m facets as m tends to infinity is O(1/m). If P has at least
(1 − δ)F (d)m facets then P ◦ has at least (1 − δ)F (d)m vertices and m facets so we are in the
situation to apply Theorem 9 with n = (1−δ)F (d)m and in this case with probability exp(−Ω(m))
Q ∼ B(P ◦, p) has fewer than (
pd + (1− δ)qpdF (d)
)
m
facets. So for Q ∼ P2(d,m, p) the probability that Q has fewer than
(
pd + (1− δ)qpdF (d))m facets
is O(1/m) + exp(−Ω(m)) = o(1). 
Remark 13. The concentration statements for the lower bounds are convenient to have for the
purpose of constructing slender families of polytopes. If we take q < 1/(8(d− 1)), then Theorem 3
gives us a constant C = C(d, p) with p = 1 − q so that asymptotically in m the expected number
of facets of Q ∼ P2(d,m, p) is at most C(d, p)m, so by Markov’s inequality there is a positive
probability that such a random polytope has fewer than (1 + δ)C(d, p)m facets for any fixed δ > 0.
On the other hand Theorem 4 gives us a constant c = c(d, p) and a concentration inequality so that
we can say that with high probability Q ∼ P2(d,m, p) has at least (1 − δ)c(d, p)m. The number
of vertices of Q ∼ P2(d,m, p) is concentrated around pF (d)m by Theorem 12 and so for δ > 0,
one may use P2(d,m, p) with m starting large enough and tending to infinity to probabilistically
establish a slender family of polytopes Q1, Q2, ... so that f0(Qi)→∞ and for all i,
(1− δ)c(d, p)
F (d)
f0(Qi) ≤ fd−1(Qi) ≤ (1 + δ)C(d, p)
F (d)
f0(Qi).
4. Approximation of the sphere
Here we estimate the Hausdorff distance between Q ∼ P2(d,m, p) and the unit sphere. We will
bound the Hausdorff distance to the unit sphere Sd−1 by showing that the boundary of Q lives
outside a sphere centered at the origin of radius 1 − ε and inside a sphere centered at the origin
of radius 1 + ε, where we will have ε depend on m and p and keep the assumption that d is fixed.
For P ∼ P1(d,m) it is known that the Hausdorff distance from P to Sd−1 is Θ
((
logm
m
)2/(d−1))
by a result of [3]. The first step toward bounding the Hausdorff distance for Q is to bound how far
away the vertices of Q are from the origin.
Lemma 14. For 1 > ε > 0 and Q ∼ P2(d,m, p) with probability at least
1− p
(
m
d
)(
1−
√
2ε
d−1
vd−1
dvd
)m−d
every vertex of Q is at distance at most (1 + ε) from the origin where vk denotes the Lebesgue
measure of the unit ball in Rk.
Proof. Let P ∼ P1(d,m) and Q ∼ B(P ◦, p). Let XQ be the random variable counting the number
of vertices of Q at distance at least (1 + ε) from the origin. Since the sample of vertices of P ◦
selected to define Q are chosen uniformly and independently of the distance of those points from
the origin, E(XQ) = pE(XP ◦) where XP ◦ is the number of vertices of P ◦ at distance at least 1 + ε
from the origin. Each vertex of P ◦ at distance at least (1+ε) from the origin is dual to a hyperplane
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of P at distance at most 11+ε from the origin which induces a facet. The hyperplane defining such
a facet therefore cuts off a cap of height at least 1− 11+ε = ε1+ε . Moreover this cap can contain no
vertices of P .
The probability a uniform random point of the unit sphere in Rd lives on some fixed cap of height
h, with h < 1, is at least √
2h
d−1
vd−1
dvd
Thus the expected number of facets of P whose defining hyperplane is at distance at most 11+ε from
the origin is by linearity of expectation at most(
m
d
)(
1−
√
2ε
d−1
vd−1
dvd
)m−d
.
And from this estimate and Markov’s inequality the bound on the probability follows. 
The second piece of the argument is to establish how close to the origin the facets of Q may
be. The argument for this part proceeds in essentially two steps, the first is to show that P ◦ for
P ∼ P1(d,m) has that all its facets have metric diameter O((logm/m)1/(d−1)). Then we show
that for P ◦ on n vertices and Q ∼ B(P ◦, p) every new facet has O(logm) vertices of P ◦ above
it. Now the distance from any point of the unit sphere above a hyperplane determining a new
facet must be at most the length of the longest path from a point of P ◦ above the hyperplane
to a vertex of the new facets. Since every edge has length O((logm/m)1/(d−1)) and any such
path has length O(logm), the distance from the origin to the new facet may not be smaller than
1−O([(logm)(logm/m)1/(d−1)]2). This argument is made precise by the following series of claims.
In the first claim we deal with the diameter of a facet. For polytope diameter has a few different
meanings, here we mean the metric diameter; i.e. For a polytope P we use “diameter” to mean the
supremum distance under the Euclidean metric between any two points of P .
Claim 15. If P is a polytope circumscribed around the unit sphere in Rd with every vertex of P at
distance at most (1 + ε) from the origin for ε > 0, then the diameter of every facet of P is at most√
12ε+ 6ε2.
Proof. Let u and v be points in some facet σ of P and let ∆ denote the triangle on vertices 0, u,
and v. Then we have
dist(u, v)2 = ||u||2 + ||v||2 − 2||u||||v|| cos θ
where θ is the angle between ||u|| and ||v||. Now as ||u|| and ||v|| are both between 1 and (1 + ε)
and the entire segment from u to v lives outside of the unit sphere we have that the altitude from
the origin to the segment from u to v has length at least 1. From this it follows that
cos
θ
2
≥ 1
1 + ε
and so
dist(u, v)2 ≤ 2(1 + ε)2 − 2
(
2
1
(1 + ε)2
− 1
)
= 4 + 4ε+ 2ε2 − 4
(1 + ε)2
=
8ε+ 4ε2
(1 + ε)2
+ 4ε+ 2ε2
< 12ε+ 6ε2
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We point out that what we’ve proved here implies that under the assumptions of Claim 15
every edge of P has length at most
√
12ε+ 6ε2, but the claim is quite a bit stronger; this will be
convenient later.
Claim 16. For ε > 0 and P ∼ P1(d,m) with probability at least
1−
(
m
d
)(
1−
√
2ε
d−1
vd−1
dvd
)m−d
every facet of P ◦ has diameter at most
√
12ε+ 6ε2. Thus with high probability every facet of P ◦
has diameter O((logm/m)1/(d−1)) where the implied constant depends only on d.
Proof. This is immediate from Lemma 14 and Claim 15. 
Now that we have that all of the edges of P ◦ will be short we turn our attention to the number
of vertices above new facets in Q. This argument will be similar to the argument from Lemma 14.
Claim 17. If P is a nondegenerate simple d-polytope on at most n vertices and Q ∼ B(P, p) with
p ∈ [0, 1] then for any t the probability that Q has a new facet with at least t vertices above it is at
most (
n
d
)
pd(1− p)t
Proof. Let σ be a facet determined by d vertices of P which are not on any facet of P with t vertices
above the hyperplane of σ. Then σ is a facet of Q only if every vertex of σ belongs to Q and the
vertices above it do not belong to Q. Thus the probability that σ is a facet of Q is therefore at
most pd(1− p)t. As there are at most (nd) choices for σ we have that the expected number of new
facets with exactly t vertices above each of them is at most(
n
d
)
pd(1− p)t.
The claim now follows by Markov’s inequality. 
Now we have all the pieces in place to bound from below how close to the origin the facets of Q
may be.
Lemma 18. If d is fixed and p and m are such that pm1/(d−1) tends to infinity as m tends to
infinity then with high probability every facet of Q ∼ P2(d,m, p) is at distance at least
1− Ω
(
log2(mp)(logm)2/(d−1)
p2m2/(d−1)
)
from the origin.
Proof. By Theorem 12 there exists a constant c1 so that with high probability P
◦ for P ∼ P1(d,m)
has at most c1m vertices. In this case we may apply Claim 17 with n = c1m and we have that there
is c2 > 1 so that with high probability every new facet of Q ∼ B(P ◦, p) has at most c2(log(pm))/p
vertices above it. Moreover by Claim 16 exists c3 so that with high probability every facet of P
◦
has diameter at most c3((logm/m)
1/(d−1)). In the likely case that all of these conditions hold we
have that for any hyperplane σ determining a new facet of Q there is a path of length at most
c2c3 log(pm)(logm)
1/(d−1)
pm1/(d−1)
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from the point of P ◦ where the orthogonal vector to σ crosses P ◦ to a vertex of P ◦ defining σ. This
holds because this point of intersection, w belongs to some facet of P ◦ so it is within distance at
most c3((logm/m))
1/(d−1) of some vertex of P ◦ and from here we may follow a path in the graph
induced by C(σ) back to some vertex of σ. As we have bounded the number of vertices above σ,
the number of edges of this path is at most c2(log(pm))/p − 1 and each edge has length at most
c3((logm/m))
1/(d−1) by the diameter assumption. However as every vertex defining σ and w are
all at distance at least 1 from the origin, the distance from the origin to σ is at least
1− 1
2
(
c2c3 log(pm)(logm)
1/(d−1)
pm1/(d−1)
)2
.
To see this, consider the triangle determined by w, the origin, and v an arbitrary vertex of P ◦ on
σ. We have that dist(w, v) ≤ c2c3 log(pm)(logm)1/(d−1)
pm1/(d−1) , ||w|| ≥ 1, and ||v|| ≥ 1. Now the distance from
the origin to the hyperplane σ is given by the length of the projection of v onto w, as w is a normal
vector to σ. It follows that
dist(0, σ) =
||w||2 + ||v||2 − dist(w, v)2
2||w|| ,
by the law of cosines. Now as both ||w|| and ||v|| are at least one we have that ||w||2+ ||v||2 ≥ 2||w||
and
dist(0, σ) ≥ 1− dist(w, v)
2
2
.

Proof of Theorem 5. There exists a constant γ depending on d so that with high probability the
boundary of Q ∼ P2(d,m, p) lives outside the sphere of radius
1− γ log
2(mp)(logm)2/(d−1)
p2m2/(d−1)
centered at the origin by Lemma 18. Moreover the exists Γ depending on d so that with high
probability Q is contained entirely in the sphere of radius
1 +
(
Γ log(pmd)
m
)2/(d−1)
centered at the origin by Lemma 14. 
As a corollary to the proof of Theorem 5 we have the following result about the volume of
Q ∼ P2(d,m, p).
Corollary 19. With high probability the volume of Q ∼ P2(d,m, p) is between
vd
(
1− γ log
2(mp)(logm)2/(d−1)
p2m2/(d−1)
)d
and
vd
(
1 +
(
Γ log(pmd)
m
)2/(d−1))d
where γ and Γ are constants depending only on d.
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5. Concluding remarks
Figure 1 shows results of an experiment examining P2(d,m, p). Using polymake [11] three random
simple polytopes were generated: one in dimension 3, one in dimension 4, and one in dimension 5
as P ◦ for P ∼ P1(d,m). For each d = 3, 4, 5, m was chosen so that the resulting circumscribed,
simple polytope would have about 500 vertices. Next a stochastic process version of the model
B(P, p) was implemented, in this case taking each polytope and at each step deleting a random
subset of the remaining vertices of size about 5 percent of the total number of vertices. The results
in Figure 1 show q = 1 − p on the x-axis against the number of facets of the random polytope
normalized by the number of vertices at the start. The result of the polymake experiment alone
suggest that it would be interesting to understand the behavior of P2(d,m, p) as p ranges from 0
to 1, for instance to establish p0 ∈ [0, 1] which maximizes the asymptotic complexity.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
q
f
d
−
1
n
Figure 1. Density of deleted vertices q against the normalized number of facets for
a random 3-polytope (red), 4-polytope (blue), and 5-polytope (orange)
To this point we can only say something about the complexity for small values of q. However, the
restriction to small values of q in the proof of Theorem 3 likely has more to do with the method of
proof than anything about the random model; it seems completely reasonable to expect that linear
complexity will hold for all fixed values of q ∈ [0, 1]. Essentially the argument to prove Theorem
8 studies the combinatorial structure of Q ∼ B(P, p) by studying the graph structure of the graph
induced on the vertices of P not included in the random sample. This approach is also implicit in
the proof of Lemma 18, a key lemma for the proof of Theorem 5.
Underlying the proof of Theorem 8 is a question about percolation for a random induced subgraph
of the 1-skeleton of P where each vertex is sampled independently with probability q. If q is small,
something implicit in our theorem is that every component of the resulting graph will be small, of
order O(log n). Connected subgraphs of Q in turn tell us something about the number of facets of
P . As q grows larger there should come a point where the induced graph contains a giant component
as occurs in the Erdo˝s–Re´nyi model and so the argument would need to be changed.
One could push the upper bound to work for larger values of q by first using Lemma 17 to find
some reasonable t0 so there is a very small probability that Q ∼ B(P, p) has a new facet σ so that
C(σ) ≥ t0, and then the infinite sum in the proof of Theorem 8 can be replaced with a finite sum
up to t0. However in the case of Q ∼ P2(d,m, p), p, d fixed and m tending to infinity, this t0 would
be of order log(m) so the 4t0 in the upper bound of Theorem 8 could give an upper bound which
exceeds McMullen’s upper bound theorem.
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Appendix: An application of the doubly-random model
This appendix is motivated by an application of random polytopes considered in [12]. In [12],
Joswig, Kaluba, and Ruff consider randomized methods for approximating the convex hull of a
finite set for outlier detection in machine learning. Given a finite set X, arising from a real data
set, the authors use a dual bounding body construction to approximate X; the goal is then to use
the dual bounding body to decide whether a new point is close to X. This dual bounding body
construction of [12] is based on the dual P ◦ of P ∼ P1(d,m), and an important step to determine
the average of the vertices of this dual bounding body. Unfortunately, the dual bounding body
may have very many vertices and so precisely determining the center may not be computationally
feasible. To this end, the question become how well can a sample of the vertices from the dual
bounding body approximate the center. Because the dual bounding body is a modified version of
the dual of P ∼ P1(d,m) taking a sample of its vertices is closely tied to Q ∼ P2(d,m, p). For the
purposes of applying what’s been established here to the dual bounding body construction of [12]
we are interested in the following question.
Question 20. For m > d ≥ 2, pi ∈ [0, 1] and ε > 0, how large should be N = N(m, d, pi, ε) so that
with probability at least 1− pi the center of a random sample of N vertices from P ◦, P ∼ P1(d,m)
is within distance ε of the origin?
Here we do have to be a bit careful about the random sample is selected. The vertices of
P2(d,m, p) are sampled independently with probability p, thus the probability that a single vertex
is included is the same for all vertices of the initial random polytope. In practice though to sample
in this way one would need to know all the vertices of P ◦. Instead one may take a sample of N
vertices of P ◦ via optimizing uniform random linear objective functions on the unit sphere. This
does not assign equal probability to the vertices of P ◦ but for N fixed and m→∞, in practice this
likely does not make much of a difference so we ignore the technicalities between these two ways of
randomly choosing a set of vertices.
One key step toward answering Question 20 is the result about the Hausdorff distance of Q ∼
P2(d,m, p) to the unit sphere, especially Lemma 14. A second step is the following lemma about
how close the average value of points on a sphere of radius R in Rd is to the origin.
Lemma 21. Fix d a positive integer and R, pi, ε > 0 then for N ≥ 2R2
ε2
(
1 + 2d log
(
1
pi
))
points
v1, ..., vN chosen uniformly at random from the boundary of the d-dimensional ball of radius R
centered at the origin in Rd one has that with probability at least 1− pi,
1
N
||v1 + · · ·+ vN || ≤ ε.
In the case that d = 1 this lemma gives a concentration inequality for summing up N random
number each of which is uniformly selected from {−1, 1}. This is a problem that has been considered
in the past, see for example Appendix A of [1], but it seems that a result like Lemma 21 as precise
as we need here and for d > 1 does not appear in the literature.
Proof of Lemma 21. Let d, R, pi, and ε be given as in the statement. Let Xi denote the random
variable given by projection of a random point on the sphere of radius R centered at the origin in
Rd onto the ith coordinate. By symmetry E(Xi) = 0 and for any pair 1 ≤ i ≤ j ≤ n, Xi and Xj
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have the same distribution. Moreover we always have
d∑
i=1
(Xi)
2 = R
Thus E(X2i ) = R2/d, hence Var(Xi) = E(X2i )− [E(Xi)]2 = R2/d. If we sample v1, ..., vN , uniformly
at random from the sphere of radius R in Rd, then by the central limit theorem the average of the
ith coordinate of v1, ..., vN will be asymptotically in N distributed as a Gaussian with mean 0 and
variance R2/(dN).
Now if the coordinate averages were independent from one another we could approximate
||v1 + · · ·+ vN ||2
N2
by the sum of d independent copies of [N (0, R2/(dN))]2. Such a sum is distributed as
R2
dN
χ2(d)
Where χ2(d) denotes the chi-squared distribution with d degrees of freedom.
The coordinate averages of course are not independent from one another, however it does hold
that
Pr
( ||v1 + · · ·+ vN ||2
N2
≥ ε2
)
≤ Pr
(
R2
dN
χ2(d) ≥ ε2
)
.
That is, sampling each coordinate average independently from a normal distribution with mean
zero and variance R2/(dN) could only increase the probability that the square of the sum of the
averages exceeds ε2N2. Next by Chernoff bound we have that
Pr
(
R2
dN
χ2(d) ≥ ε2
)
≤
(
ε2N
R2
exp(1− ε2N/R2)
)d/2
Now we see that by setting
N ≥ 2R
2
ε2
(
1 +
2
d
log
(
1
pi
))
we have that the right hand side is at most pi. Indeed
[
2
(
1− 2
d
log pi
)
exp
(
1−
(
2
(
1 +
2
d
log
(
1
pi
))))]d/2
≤ 2d/2pi−1 exp (−d/2 + 2 log(pi))
≤ pi

We close by describing how one could use Lemma 14 and Lemma 21 to answer Question 20. As
we are already ignoring the discrepancy in two methods of choosing the vertices anyway, we omit
some details here and don’t make a precise statement, but sketch the idea.
Given d, m, ε and pi, one can apply Lemma 14 to find p so that every vertex of Q ∼ P2(d,m, p)
is within distance 1 + ε of the origin. This p correspond to N1 = p(F (d)m). Next we take R of
Lemma 21 to be 1 + ε and we take N2 as in Lemma 21, if N2 < N1 then N = N2 gives an answers
to Question 20 for some easily computable scalar multiples of ε and pi. Some values of ε and pi are
too small relative to m and d for N2 to be smaller than N1, and in this case we wouldn’t get an
answer, but this is less of a concern as m grows.
14
References
[1] N. Alon and J. H. Spencer, The probabilistic method (4th ed.), Wiley Publishing, 2016.
[2] I. Ba´ra´ny, F. Fodor, and V. Vı´gh, Intrinsic volumes of inscribed random polytopes in smooth convex bodies, Adv.
in Appl. Probab. 42 (2010), no. 3, 605–619. MR 2779551
[3] Imre Ba´ra´ny, Intrinsic volumes and f-vectors of random polytopes, Math. Ann. 285 (1989), no. 4, 671–699.
MR 1027765
[4] Karl Heinz Borgwardt, The simplex method. A probabilistic analysis., vol. 1, Springer, Berlin, 1987 (English).
[5] , Average complexity of a gift-wrapping algorithm for determining the convex hull of randomly given points,
Discrete Comput. Geom. 17 (1997), no. 1, 79–109. MR 1418281
[6] , Average-case analysis of the double description method and the beneath-beyond algorithm., Discrete
Comput. Geom. 37 (2007), no. 2, 175–204 (English).
[7] Imre Brny and Attila Pr, On 0-1 polytopes with many facets, Advances in Mathematics 161 (2001), no. 2, 209
– 228.
[8] C. Buchta, J. Mu¨ller, and R. F. Tichy, Stochastical approximation of convex bodies, Math. Ann. 271 (1985),
no. 2, 225–235. MR 783553
[9] B. Efron and C. Stein, The jackknife estimate of variance, Ann. Statist. 9 (1981), no. 3, 586–596.
[10] Z. Fu¨redi, Random polytopes in the d- dimensional cube., Discrete & computational geometry 1 (1986), 315–320.
[11] Ewgenij Gawrilow and Michael Joswig, polymake: a framework for analyzing convex polytopes, Polytopes—
combinatorics and computation (Oberwolfach, 1997), DMV Sem., vol. 29, Birkha¨user, Basel, 2000, pp. 43–73.
MR 1785292
[12] Michael Joswig, Marek Kaluba, and Lukas Ruff, Geometric disentanglement by random convex polytopes, In
preparation.
[13] Jeff Kahn, Ja´nos Komlo´s, and E. Szemere´di, On the probability that a random ±1-matrix is singular, Journal of
the American Mathematical Society 8 (1995), no. 1, 223–240 (English).
[14] Volker Kaibel, Low-dimensional faces of random 0/1-polytopes, Integer Programming and Combinatorial Opti-
mization (Berlin, Heidelberg) (Daniel Bienstock and George Nemhauser, eds.), Springer Berlin Heidelberg, 2004,
pp. 401–415.
[15] Colin McDiarmid, On the method of bounded differences, Surveys in combinatorics, 1989 (Norwich, 1989), London
Math. Soc. Lecture Note Ser., vol. 141, Cambridge Univ. Press, Cambridge, 1989, pp. 148–188. MR 1036755
[16] Andrew Newman and Elliot Paquette, The integer homology threshold in Yd(n, p)., arXiv: 1808.10647., 2018.
[17] Richard Otter, The number of trees, Annals of Mathematics 49 (1948), no. 3, 583–599.
[18] Herve´ Raynaud, Sur le comportement asymptotique de l’enveloppe convexe d’un nuage de points tire´s au hasard
dans Rn, C. R. Acad. Sci. Paris 261 (1965), 627–629. MR 0207028
[19] Matthias Reitzner, Random points on the boundary of smooth convex bodies, Trans. Amer. Math. Soc. 354
(2002), no. 6, 2243–2278. MR 1885651
[20] , Random polytopes and the Efron–Stein jackknife inequality, Ann. Probab. 31 (2003), no. 4, 2136–2166.
[21] , Central limit theorems for random polytopes, Probability Theory and Related Fields 133 (2005), 483–
507.
[22] Carsten Schu¨tt and Elisabeth Werner, Polytopes with vertices chosen randomly from the boundary of a convex
body, Geometric aspects of functional analysis, Lecture Notes in Math., vol. 1807, Springer, Berlin, 2003, pp. 241–
422. MR 2083401
[23] , Surface bodies and p-affine surface area, Adv. Math. 187 (2004), no. 1, 98–145. MR 2074173
[24] Gu¨nter M. Ziegler, Lectures on polytopes, Graduate Texts in Mathematics, vol. 152, Springer-Verlag, New York,
1995. MR 1311028
[25] Gu¨nter M. Ziegler, Lectures on 0/1-polytopes, pp. 1–41, Birkha¨user Basel, Basel, 2000.
Technische Universita¨t Berlin, Chair of Discrete Mathematics/Geometry, Strasse des 17. Juni
136, 10623 Berlin, Germany
E-mail address: newman@math.tu-berlin.de
15
