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bstract
This paper presents an analytical approach of an offline handwritten Arabic text recognition system. It is based on the Hidden
arkov Models (HMM) Toolkit (HTK) without explicit segmentation. The first phase is preprocessing, where the data is introduced
n the system after quality enhancements. Then, a set of characteristics (features of local densities and features statistics) are extracted
y using the technique of sliding windows. Subsequently, the resulting feature vectors are injected to the Hidden Markov Model
oolkit (HTK). The simple database “Arabic-Numbers” and IFN/ENIT are used to evaluate the performance of this system.
 2016 Electronics Research Institute (ERI). Production and hosting by Elsevier B.V. This is an open access article under the CC
Y-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
eywords: Hidden Markov Models (HMM) Toolkit (HTK); Sliding windows
.  Introduction
Writing plays an important role in our daily lives; it represents an indispensable complement to the oral modality
or communication between humans. The possibilities for storage, diffusion and support is offered by scanning the
andwriting modality, ensuring performance for information processing much higher than those traditionally offered
y paper support, which remains frequently used for cultural, practical and economic reasons.
In recent years, some research efforts have been done on the problem of offline Arabic handwriting recognition
Jayech et al., 2015; Al-Hajj et al., 2007; Benouareth et al., 2006). Despite this fact, it is still very challenging because
f the varying writing style from person to person and difficulty of segmentation because of the cursive nature of thePlease cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
rabic writing.
Recognition of Arabic handwriting is a more difficult task due to the similar appearance of some characters. The
hoice of type and method of feature extraction remains the important step for achieving high recognition accuracy.
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Feature types can be categorized into three main groups: structural features, statistical features, and global trans-
formation (Khodadadzadeh, 2010).
In this paper, we used a statistical approach where the main objective is to design and implement a system based
on Hidden Markov Models using the HTK toolkit (Young et al., 2001). These extracted features are composed of the
characteristics of local densities and statistical primitives. Our approach takes into consideration the characteristics of
the Arabic script.
This paper is organized as follows: Section 2 gives a brief description of Arabic script characteristics, then the details
of the proposed system is presented in Sections 3 and 4 describes the pre-processing phase, in Section 5 we explain
the technique used to find the feature extraction, Section 6 presents the recognition phase where Section 7 discusses
the results.
2.  Brief  description  of  Arabic  script  characteristics
Arabic handwritten or printed documents recognition is still at the research and experimentation stage (Lorigo and
Govindaraju, 2006); several reasons make Arabic language different from other languages as far as shape and writing
style (Abuzaraida and Zeki, 2011). Here are some of these differences:
• In a cursive way, Arabic script is written from right to left (Fig. 1).
• 28 characters in the Arabic language.
• The Arabic script is inherently cursive.
• Arabic characters differ in position or/and the number of dots (Fig. 2).
• The words can be written using different writing styles that make the letters and words have different shapes which
cause ambiguity in many recognition systems (Fig. 3).
• Some characters can only be distinguished by their graphemes. For example, Taa (-) and Thaa (.) differ only by
the number of dots above the characters, and Jeem (/), Khaa (1) differ only by the position of the dot.
• Arabic writing may be classified into three different styles (Al-Badr and Mahmoud, 1995; Khorsheed, 2002):
typewritten, typeset and handwritten.Please cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
• Each character can have 1–4 different forms: isolated, connected from the left, connected from the right and connected
from right and left (Fig. 4):
Fig. 2. Arabic characters differ by the position and/or the number of dots.
Please cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
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Fig. 3. Different writing styles of the word Gulf ( ).
Fig. 4. The Arabic alphabet.
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3.  Recognition  system
Fig. 5 shows the proposed recognition system, it is divided into three major blocks:
• In the first step we applied a series of preprocessing operations to enhance the text image; this operation includes
noise reduction, skew detection, line extraction and normalization.
• Then, the most important step is feature extraction; each line image is transferred into a sequence of characteristics
with a use of vertical sliding windows along the line image.
• In HTK, training procedure is started with the sequence of feature vectors and the corresponding transcriptions of
handwritten text, and in recognition procedure the Viterbi Algorithm is used for output the recognized text lines.
We shall see these steps in more details in the following sections.
4.  Pre-processing
First, we scanned and stored a document as a binary image. After this, necessary basic pre-processing tasks have to
be performed, like noise reduction, skew correction, line extraction, and size normalization.
In our system, we applied the median filter to reduce the image noise. For this reason a median filter calculates the
median value of all pixels in the n ×  n  windows, and replaces the windows center pixel by the median value.
Then, the angle of inclination is estimated by using the Hough Transform (Parker, 1997), which is an effective
method of detecting fragmented lines in a binary image.
Once the skew angle is calculated, the text image is then rotated with the skewing angle in the reverse direction (see
Fig. 6).
The next step consists of dividing the page image into separate line images, we used for this reason, the horizontal
projection of the input image. Local minima in this projection are considered as potential cut-points located between
consecutive text lines. When the minimum values are greater than zero, no clear separation is possible.Please cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
This problem has been solved using a method based on connected components (Marti and Bunke, 2001).
The next step is to detect and correct the slope angle by applying a rotation operation in the opposite direction (see
Fig. 7).
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Fig. 6. Skew detection and correction.
Fig. 7. Line image before and after correction.
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cFinally, the algorithm “Run-Length Smoothing Algorithm” (RLSA) (Casey et al., 1982) is applied and upper and
ower contours for each segment are detected then, eigenvector line fitting algorithm (Duda and Hart, 1973) is applied
o the contour points to compute upper and lower baselines. In order to obtain a uniform text line, it is necessary to set
he same normalization height for all the main body segments.
.  Feature  extraction
Each line image is transformed into a series of feature vectors extracted from right to left along the line text image
y the technique sliding window of size M  pixel successively offset and ρ  of pixels (ρ  parameter that takes values
etween 1 and M−1). Each window is necessary divided vertically into a number of fixed cells and the horizontal
liding window has the same height of the line image h  (Fig. 8).
The feature extraction used in this system can be categorized into two groups:
The first one is the feature of local densities (f1 and f2), the advantage of using this type are independent of the
anguage used and can also be used for any type of cursive.
The second group of characteristics is statistical (f3, f4 and f5), these types of features take a short processing time
ompared to the structural characteristics (Khorsheed, 2002) and are very easy to compute.Please cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
Such as:
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•  f1: Represents the density of black pixels in the window.
f1 =
nc∑
i=1
nt(i) (1)
nt(i): Number of black pixels in cell i  in window t.
• nc: Is the number of cells.
• f2: Calculates the density of white pixels in the window.
• f3: The average gray level represents the average with two functions the Gaussian filter Gi and Gj
f3 = 1
nm
n∑
i=1
m∑
j=1
I(i,  j) ·  Gi · Gj (2)
Such as
Gi =  exp
(
−1
2
(i  −  n/2)2
(n/4)2
)
(3)
Gj =  exp
(
−1
2
(j  −  m/2)2
(m/4)2
)
(4)
and
nm: is number of pixels on the analysis windows
n: is the number of rows
m: is the number of columns
• f4: The horizontal gray level derivative is computed as the slope of the line per the sliding window in y-direction.
The fitting criterion is the sum of squared errors weighted by Gaussian filter.
f4 =  dh =
(∑n
j=1Gjwj
)  (∑n
j=1Gjj
)
−
(∑n
j=1Gj
)  (∑n
j=1Gjwjj
)
(∑n
j=1Gjj
)2 − (∑nj=1Gj)  (∑nj=1Gjj2)
(5)
where wj,  average number of pixels per column
wj =
∑m
j=1I(i,  j)
m
(6)
•  f5: The vertical gray level derivative is computed in a similar way in x-directionPlease cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
f5 =  dv =
(∑m
i=1Giwi
) (∑m
j=1Gii
)
− (∑mi=1Gi) (∑mi=1Giwii)(∑m
i=1Gii
)2 − (∑mi=1Gi)  (∑mi=1Gii2) (7)
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where wi,  average number of pixels per column
wi =
∑n
i=1I(i,  j)
n
(8)
Finally, a sequence of 100 dimensional feature vectors (20 ×  5 of each f) is constructed.
.  Recognition  phase
There are many types of classifiers like artificial neural network, Bayesian network model, and others. In this
pproach we used Hidden Markov Models toolkit HTK.
An example of the HMM model for the word is presented in Fig. 9.
HTK is a set of C library modules and tools that was initially used for speech recognition research and developed
t the speech vision and robotics group of Cambridge University Engineering Department by Steve Young in 1989.
In the training phase, HTK allows HMMs to be built with any desired topology using simple text files. The train-
ng tools will adjust HMM parameters using the training text image lines, parallel with the data transcription. The
aum–Welch re-estimation procedure is used to obtain the maximum probability estimation of the HMM (Rabiner
nd Juang, 1993).
Then, in the recognition phase the Viterbi Algorithm is used, the sequence of extracted feature vectors are passed to
 network of lexicon of character models to describe the transition probabilities, and the character sequence providing
he maximum probability and this gives the recognition word correct.
To finish, the concatenation of words into sentences or text lines is modeled by an n-gram language model, with
neser–Ney back-off smoothing (Katz, 1987; Kneser and Ney, 1995).
.  Experiments  and  results
To evaluate the performance of our recognition system, experiments are conducted on two databases, namely
rabic-Numbers and IFN/ENIT.
.1.  Arabic-Numbers
“Arabic-Numbers” database is constituted of 1905 images of Arabic sentences and 47 words handwritten by 5Please cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
ifferent people (see Fig. 10).
The evaluation experiments were derived from a set of 1818 image lines for training and a set of 87 images for the
est.
Please cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
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Fig. 10. Text lines examples from the “Arabic-Numbers”.
Table 1
IFN/ENIT data base.
SET Number of words
A 6537
B 6710
C 6477
D 6735
E 6033
Sum 32,492
Table 2
Results obtained with different experiences.
Number of states per HMM Recognition rate
Sentence Word
4 0 58.58
5 6.9 63.75
6 20.69 74.43
7 17.24 69.26
8 22.99 69.58
9 18.39 68.28
10 20.69 70.55
11 22.99 72.82
12 21.84 70.23
13 19.54 69.9
14 20.69 71.52
15 24.14 73.79
16 26.44 72.49
17 26.44 73.46
18 31.03 77.02
19 34.48 78.32
20 32.18 76.7
21 37.93 80.26
22 33.33 76.05
23 29.89 75.4
24 29.89 75.4
25 29.89 72.82
26 20.69 69.26
27 17.24 67.64
28 18.39 63.43
29 16.09 56.31
30 18.39 56.96
31 19.54 51.78
32 16.09 45.31
33 13.79 44.66
The bold values indicate the best rates.
Please cite this article in press as: Hicham, E.M., et al., Using features of local densities, statistics and HMM toolkit (HTK) for
offline Arabic handwriting text recognition. J. Electr. Syst. Inform. Technol. (2016), http://dx.doi.org/10.1016/j.jesit.2016.07.005
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7.2.  IFN/ENIT
The database IFN/ENIT version v2.0ple (Pechwitz et al., 2002) is composed of 32,492 images of Tunisian cities
and villages names written by 1000 different persons (see Table 1).
This database is divided into 4 sets (a, b, c, d) for training and one set (e) for testing.
7.3.  Results
To get the most accurate results, we changed the number of states per HMM for each experiment in the Arabic-
Number database and we noted the change of recognition rate in Table 2.
As these results show, the highest rate of recognition is obtained with 21 states per HMM, we obtained the rate of
80.26% for words and 37.93%  for sentences.
When we changed the number of states per HMM in the IFN/ENIT database we achieved a rate of 78.95%  for
words at 6 states per HMM (Table 3).
In Table 4 we compared the performance of the proposed system with other word recognition systems; the perfor-
mance of the proposed system is very competitive.
Clearly, the results attained for the Arabic-Number database are better than those found in the IFN/ENIT database,
which has a lot of overlap and ligature. Moreover, the quality of writing is the most important reasons for their different
result.
On the other hand, one of the major advantages of the proposed system is the recognition of the text line with
Kneser–Ney back-off smoothing (Katz, 1987; Kneser and Ney, 1995).
Table 3
Results obtained with different experiences in the IFN/ENIT database.
Number of states per HMM Recognition rate
Word
4 47.37
5 73.68
6 78.95
7 57.89
8 63.16
9 52.63
The bold values indicate the best rates.
Table 4
Comparison with other word recognition systems.
System Training sets Test set Accuracy %
Elbaati et al. (2009) a, b, c, d e 54.13
Hamdani et al. (2009) a, b, c, d e 81.93
Kessentini et al. (2010) a, b, c, d e 79.6
AlKhateeb et al. (2011) a, b, c, d e 83.55
ICRA (Märgner et al., 2005) a, b, c, d e 65.74
UOB (Märgner et al., 2005) a, b, c, d e 75.93
SHOCRAN (Märgner et al., 2005) a, b, c, d e 35.70
REAM (Märgner et al., 2005) a, b, c, d e 15.36
TH-OCR (Märgner et al., 2005) a, b, c, d e 29.62
ARAB-IFN (Märgner et al., 2005) a, b, c, d e 74.69
Proposed system a, b, c, d e 78.95Arabic-Numbers 80.26
The bold values indicate the best rates.
+Model ARTICLE IN PRESSJESIT-107; No. of Pages 10
10 E.M. Hicham et al. / Journal of Electrical Systems and Information Technology xxx (2016) xxx–xxx
8.  Conclusions
This paper presents a recognition system of offline handwritten Arabic script based on Hidden Markov Models
Toolkit (HTK).
The feature extraction uses a sliding window on the line text image and processed by two groups of these features
(the features of local densities and the statistical characteristics). The main advantage of this approach is that no priori
segmentation is needed.
The proposed system has been experimented in two different databases: “Arabic-Numbers” database where we
achieved a rate of 80.26%  for words and 37.93%  for sentences and IFN/ENIT database where we achieved a rate of
78.95% for words.
In the future, we would like to improve this system by changing the pre-processing step or by adding other parameters
to the feature extraction.
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