Abstract. We develop a microspectral theory for quasinilpotent linear operators Q (i.e., those with σ(Q) = {0}) in a Banach space. When such Q is not compact, normal, or nilpotent, the classical spectral theory gives little information, and a somewhat deeper structure can be recovered from microspectral sets in C. Such sets describe, e.g., semigroup generation, resolvent properties, power boundedness as well as Tauberian properties associated to zQ for z ∈ C.
Introduction
Let T be a bounded linear operator on a complex Banach space X with its spectrum denoted by σ(T ). Local spectral theory deals with the local resolvent
The domain and the analytic properties of such functions depend on the choice of the vector x; see [NRR87, FNRR90] for background in this area. In this paper we discuss related microspectral questions. Let λ 0 ∈ σ(T ) be an isolated point. If λ 0 is a pole of the global resolvent
the the resolvent appears of the same size when approaching the singularity λ 0 from all directions; see Proposition 2.2 below. If, however, λ 0 is an essential singularity, then the growth depends on the direction from which the singularity is approached. In order to study this in a more detailed manner, we proceed as follows: Let P 0 be the Riesz spectral projection of X to the invariant subspace with respect to λ 0 ∈ σ(T ), and define X 0 := P X and T 0 = T |X 0 . Then clearly Q := T 0 − λ 0 is a quasinilpotent operator on X 0 . Rather than studying (λ − Q) −1 for λ = 0, we change the variable and consider the entire function (1.1) z → (I − zQ) −1 , z ∈ C.
Refined spectral information for Q can be obtained from the mapping j → (I + zQ) j , j ∈ N := {1, 2, . . .} in terms of the set (1.2) B Q := {z ∈ C : ∃N z < ∞ such that (1 + zQ) j ≤ N z for all j ∈ N};
i.e., our requirement is the power-boundedness at the point z with the bound N z that possibly depends on z ∈ B Q . It is easy to see that always 0 ∈ B Q and that B Q is convex by the binomial formula for commuting operators.
In addition to the power-bounded set B Q , a number of additional sets in C are defined in (2.1) -(2.6) below. Studying these sets is a powerful tool for understanding the asymptotic behaviour of powers of the families of operators (1.3)
T (z) := I + zQ and T z := (I − zQ)
for complex z. Intuitively speaking, the proposed microspectal analysis amounts to looking at Q from all possible directions and using all possible magnifying glasses.
We shall see below in Section 3 that topological properties of a point z 0 with respect to the set B Q (such as z 0 ∈ B
• Q , the open interior of B Q ) correspond to additional properties of powers T (z) j (such as growth condition on their consecutive differences (I − T (z))T (z) j ) or the analytic properties of the resolvent (1.1) (like the Ritt resolvent condition).
In particular, it is known that the differences of consecutive powers (I−T (z))T (z) j cannot decay arbitrarily fast since either lim inf j→∞ (j + 1) (I − T (z))T (z) j ≥ 1/e or Q = 0; see [Est83, Ber83, KMSOT04, MNTY07] . The question arises whether z ∈ B Q if the fastest possible speed of decay is attained, i.e., (1.4) sup j≥1 (j + 1) (I − T (z))T (z) j < ∞.
Theorem 6.3 gives an affirmative answer for real operators.
Notation. The bounded linear operators in a Banach space X are denoted by L(X). The norm of X and induced operator norm of L(X) are both denoted by · . Throughout this paper we assume that Q ∈ L(X) with σ(Q) = {0}. The natural numbers are N := {1, 2, . . .}. The complex plane and the real axis are denoted by C and R, respectively. For any set A ⊂ C, we denote by A, A c , ∂A, and A
• the closure, complement, boundary, and the (open) interior of A, respectively. The positive real axis is denoted by R + = (0, ∞) with R + = [0, ∞), and D z0,r := {z ∈ C : |z − x 0 | < r}. We define the unit disc D := D 0,1 and its boundary, the unit circle T := ∂D. If A, B ⊂ C, we define their product set by AB := {zs : z ∈ A and s ∈ B}. We say that a set A ⊂ C is star-like or that it consists of full rays if A(0, 1] ⊂ A or AR + ⊂ A, respectively. Note that the set {0} satisfies both of these conditions.
Sectors are convex sets that consist of full rays. We denote the balanced open sectors in C by (1.5) Σ θ := {re iθ0 : r > 0 and θ 0 ∈ (−θ, θ)} for 0 < θ < π.
We write C + := Σ π/2 . General open sectors are the sets e iφ Σ θ for φ ∈ [−π, π) and θ ∈ (0, π). The central angle of e iφ Σ θ is defined as 2θ. Closed sectors are closures of open sectors or rays e iφ R + for some φ ∈ [−π, π).
Elementary properties
In addition to the set B Q already introduced in (1.2), we also consider the sets The set A k Q is referred to as the Abel set of order k for obvious reasons. The Kreiss set is so defined that z ∈ K Q if and only if T (z) in (1.3) satisfies the Kreiss resolvent condition (λ − T (z)) −1 ≤ M/(|λ| − 1) for all |λ| > 1. Similarly, the set K ∞ Q relates to the iterated Kreiss condition (λ − T (z))
For the Ritt set we have z ∈ R Q if and only if (λ − T (z)) −1 ≤ M/(|λ − 1|) for all |λ| > 1. Out of the Tauberian sets T α Q , only the cases α = 1/2 and α = 1 will be studied in this paper, and they correspond to the differences of consecutive powers of T (z).
Before going any further, let us give examples:
The higher dimensional Jordan matrices and even all algebraic (quasi)nilpotent operators have exactly the same properties:
Proof. If Q n+1 = 0, Q n = 0, and j > n + 1, we have (
and hence lim
by convex combinations. We conclude from this that
which gives the estimate
for all j large enough. If Q n x = 0 and z = 0, we conclude from (2.7) that z / ∈ T 1/2 Q since j n−1 is a polynomial of degree n − 1 in variable j. We have now proved T 1/2 Q = {0} which implies B Q = {0} by claim (viii) of Theorem 2.9. To prove the remaining claims, it is sufficient (by the same theorem) to treat A Q in a similar manner.
Remark 2.3. Let us describe the sets (2.1) -(2.6) in the case Q = −V α where
is the quasinilpotent Riemann-Liouville operator on L 2 (0, 1) for α ∈ (0, 1]. When α = 1 we have the Volterra operator that satisfies
and 
, in which case V φ is quasinilpotent if and only if φ(x) ≤ x for all x ∈ [0, 1]; see [Ton89] and [Whi87] . For α ∈ (0, 1), we have R + ⊂ R Q ; see [Lyu01, p. 137] and also [Dun08a] . This provides us with an example of a bounded analytic semigroup generated by a quasinilpotent operator.
We give next the elementary properties of the sets defined in (2.6)-(2.2) based on a direct application of well-known results.
Proposition 2.4. Let Q ∈ L(X) be quasinilpotent. Then the following holds:
(i) The sets B Q and G Q are convex.
(ii) The sets B Q and K
e., they consist of full rays. Proof. Since convex combinations of power bounded operators are power-bounded, we have αz 1 + βz 2 ∈ B Q if z 1 , z 2 ∈ B Q and α, β ≥ 0 satisfy α + β = 1. That B Q is star-like follows from convexity and the fact that 0 ∈ B Q . The full ray property of the sets is trivial as well as convexity of G Q .
It remains to prove that K Remark 2.5. We conclude that G Q is a convex sets consisting of full rays, i.e., a sector, a single ray, or just the set {0}. Thus, either G Q ⊂ e iφ C + for some φ ∈ [−π, π) or G Q = C which implies the boundedness of the entire function e tQ ; hence Q = 0 by the Liouville's theorem.
The Hille-Yoshida generator theorem for continuous semigroups takes the following form:
Proposition 2.6. Defining the operators T z for z ∈ C by (1.3), we have
This Gelfand-Hille theorem is a consequence of Proposition 2.6:
The conclusion can be written as (
Proof. We clearly have
for all j > 0. Then
hence T (−z) = I, and Q = 0 follows if z = 0.
We remark that the classical Gefand-Hille theorem (see [Zem94, Theorem 1])) implies that neither of the sets B Q or G Q contains a line e iφ R for φ ∈ [−π/2, π/2) unless Q = 0. Indeed, if R ⊂ G Q then T := e Q would be an operator with σ(T ) = {1} and sup k∈Z T k < ∞. The claim about B Q follows from the inclusion B Q ⊂ G Q given in Theorem 2.9 below.
Proposition 2.8. The following are equivalent for z = re iθ ∈ C:
(i) There exists a constant C < ∞ such that
(i.e., z ∈ R Q ) (ii) There exists δ > 0 with the following property: For any η ∈ [0, δ), there exists a constant C η < ∞ such that
(iii) There exists δ > 0 with the following property: For any η ∈ [0, δ), there exists a constant C η < ∞ such that
(iv) T (z) = I + zQ is power-bounded, and it satisfies the Tauberian condition There is a number of inclusions that the sets in (2.1) -(2.6) satisfy:
Theorem 2.9. Let Q ∈ L(X) be quasinilpotent. Then the following holds:
Proof. Claim (i) and the latter part of (ii) follow directly from Proposition 2.8. The first inclusion of (ii) follows from the Hille-Yosida theorem: if z ∈ G Q , then for all s ∈ C + and k ∈ N we have (s Claim (v) is another tauberian theorem, and it follows from [Pey69, Theorem III.5 on p. 68] as pointed out in [MNY09] .
Claim (vii) is given in [Tse03, Proposition 2] but we prove it here, too. Let z = re iθ ∈ R Q and h > 0 be given. Then there exists δ > 0 such that Q satisfies condition (iii) of Proposition 2.8. This is equivalent with having (1 − s · hQ) −1 ≤ C θ,δ for any η ∈ [0, δ) and all s ∈ e iθ Σ π/2+η ∪ {Re (e −iθ s) > −r/2h} since h −1 e iθ Σ π/2+η = e iθ Σ π/2+η and h −1 {Re (e −iθ s) > −r/2} = {Re (e −iθ s) > −r/2h}. If h > 1, we do not have the inclusion {Re (e −iθ s) > −r/2} ⊂ {Re (e −iθ s) > −r/2h} but it is nevertheless easy to see that the estimate (1 − s · hQ)
−1 ≤ C θ,δ holds (with a larger constant C θ,δ < ∞ in place of C θ,δ ) even for s in the larger set e iθ Σ π/2+η ∪{Re (e −iθ s) > −r/2} since this set differs from e iθ Σ π/2+η ∪{Re (e −iθ s) > −r/2h} only by a precompact set. Proposition 2.8 proves now claim (i).
Claim (viii) follows from the fact that for α ∈ [0, 1) and power-bounded T , the bound Let us prove claim (ix). The inclusion B Q ⊂ K Q follows because power-boundedness implies (even the iterated) the Kreiss resolvent condition by a straightforward argument. Let us prove the latter inclusion. Clearly for all s ∈ C we have |s + 1| − |s| = 2Re s+1 |s+1|+|s| , and |s| < |s + 1| for s ∈ C + . Thus for s ∈ C + we have cos θ − (1 − r · e iα zQ)
by equation (2.12). Thus e iα z ∈ A Q and also Σ φ z ⊂ A Q . Because z ∈ K Q and φ ∈ (−π/2, π/2) are arbitrary, we conclude that 
Since z ∈ G Q , the operator T z is power-bounded, and thus z ∈ B Q . A slight improvement of Proposition 2.8 is possible:
Proposition 2.13. For any quasinilpotent Q ∈ L(X) we have
Proof. It is clear by continuity that sup Re s>0 (1 − szQ) −1 = sup Re s≥0 (1 − szQ) −1 . By (2.5), it is thus enough to show that
Fix z ∈ A, and define M := sup Re s≥0 (I − szQ) −1 < ∞ and α := 1 2M zQ > 0. Take any s = x + yi ∈ C where x ∈ (−α, 0] and y ∈ R. Now
where (I − iyzQ) −1 < M and
It follows from this that (2.14)
holds with M α = 2M , and hence for all s with Re s > −α because z ∈ A. Condition (2.14) for Re s > −α is clearly equivalent with
. which by (2.5) is equivalent with 2αz ∈ R Q , and further equivalent with z ∈ R Q by claim (vii) of Theorem 2.9.
Clearly (2.13) implies trivially R Q R + ⊂ R Q but we use it in the above proof. Using the sectorial extension property in claim (ii) of Proposition 2.8 and the boundedness of the resolvent in any compact set, we see that whenever z ∈ R Q holds, we have
The resolvent estimation technique in the proof of Proposition 2.13 shows also the following: If M α := sup Re s>α (I − szQ)
< ∞ for some α > 0, then M β < ∞ holds for some β ∈ (0, α). Indeed, for any α > 0 it follows from sup Re s>α (I − szQ) < ∞ for some β ∈ (0, α) by an estimation using the resolvent identity. However, we cannot exclude the possibilities that γ := inf{β : M β < ∞} > 0 or M γ = ∞ even in the case when γ = 0.
An interpolation between R Q and T 1/2 Q produces the following result:
Proposition 2.14. For a quasinilpotent Q ∈ L(X) we have
Since always 0 ∈ R Q , we conclude that T 1/2 Q is a star-like set.
Q , z 2 ∈ R Q , and α ∈ [0, 1]. Then there are constants 0 < M 1 , M 2 , M 3 , M 4 < ∞ such that the estimates (2.15)
hold for all j, k satisfying 0 ≤ j ≤ k. For the second estimate, it is enough to estimate the sum
By using the estimates (2.15) we get
Note that
By the binomial theorem, we get
Remark 2.15. Using the same technique as in the proof of Proposition 2.14, we get the
and z 2 ∈ R Q instead. Hence, if z 1 ∈ T Q \ A Q and z 2 ∈ R Q ⊂ A Q we have at most logarithmic growth in the powers T (z) j for those Note that in the proof of Proposition 2.14, we use for z ∈ T 1/2 Q the estimate Proof. Let z 0 ∈ B
• Q be arbitrary, and define δ =
Then there exists a regular, convex polygon around D of, say, n vertices v 1 , v 2 , . . . , v n such that
where conv denotes the closed, convex hull. Now, the set conv{v 1 , v 2 , . . . , v m } can be written as a union of m − 2 closed triangles whos vertices are in the set {v 1 , v 2 , . . . , v m }. To show that z → N z is uniformly bounded on D, it is enough to show that the same function is bounded on all closed triangles inside B α + β + γ = 1, and n ∈ N the estimate
Thus sup z∈conv(v1,v2,v3) N z ≤ M 3 < ∞. We have now proved that z → N z is uniformly bounded on any disk D whose closure is in B
• Q . The proof is completed by a usual covering argument.
Proof. By the Cauchy integral, we have
where Γ surrounds z 0 inside the domain of analyticity of f . If Γ = Γ δ := {z ∈ C : |z − z 0 | = δ}, we get the estimate
Applying the above estimate gives for all z ∈ B
• Q and n ∈ N (n + 1) zQ(1 + zQ) n ≤ |z| · sup
Q , the claim follows from Proposition 3.1.
An alternative proof for Proposition 3.2 can be based on Proposition 4.4. 
Proof. We know by claim (i) of Theorem 2.9 and Proposition 3.2 that 
We proceed to show that R Q = R • Q ∪ {0} by excluding the set E. It is clear that this equality may fail only if e iφ R + ⊂ ∂R Q ∩ R Q for some φ ∈ [−π, π). This is, however, impossible by the equivalence of (i) and (ii) of Proposition 2.8, implying that any ray in R Q is in fact contained in an open sector in R Q . This proves that
This proves (i), and the latter two claims are consequences of this.
Thus, the set R Q is convex sector whose central angle plays such an important role that it deserves a name:
, then we say that the Ritt angle of Q equals 0. (If G Q = {0}, the Ritt angle of Q is not defined. )
It is now possible to improve claim (iii) of Theorem 2.9 a bit: Proposition 3.5. We have B Q ⊂ A Q and hence ∂B Q ∩T Q = {0} for any quasinilpotent operator Q ∈ L(X).
Proof. We show first that B Q ⊂ A Q . This claim clearly holds when B
• Q = C but this situation happens only if Q = 0 by Remark 2.5.
Let us first consider the case B
• Q = ∅. Then by convexity, B Q ⊂ e iφ R + for some φ ∈ [−π, π). If B Q = {0}, there is nothing to prove. Otherwise B Q is a possibly non-closed, possibly finite interval whose one end is at the origin, and then
Suppose now that B
• Q = ∅. By Theorem 3.3, we have ∂B Q = ∂R Q (that is a set consisting of two rays), and thus claim (ii) of Theorem 2.9 implies that ∂B Q ⊂ A Q by proximity. We conclude that B Q = B Q ∪ ∂B Q ⊂ A Q as claimed.
We have now shown that ∂B Q ⊂ A Q for all quasinilpotent operators Q. If z is in ∂B Q ∩ T Q , then z ∈ A Q ∩ T Q = R Q by claim (iv) of Theorem 2.9. We also have z ∈ ∂R Q because ∂R Q = ∂B Q , and hence z = 0 follows since R Q = B Proposition 3.6. If sup r≥0 N rz < ∞ in (3.1) for some z ∈ B Q , then z ∈ R Q . In particular, sup r≥0 N rz = ∞ for z ∈ ∂B Q . Proof. Defining M := sup r≥0 N rz , we see that T (rz) satisfies the Kreiss condition
for all |λ| > 1 and r > 0.
After some manipulations, this is equivalent with Definition 4.1. We say that a strongly continuous semigroup S(t), t ∈ R + , is a bounded analytic (holomorphic) semigroup of angle θ ∈ (0, π/2] if S(t) has a bounded, analytic extension to Σ θ for all θ ∈ (0, θ).
In the context of this paper, the semigroup is given by S z (t) = e tzQ for quasinilpotent Q and z ∈ G Q . Let us recall a classical result from function theory that we need in proving Theorem 4.3:
Proof. By considering the functions z → x * , f (z)x X * ,X for x ∈ X and x * ∈ X * , the claim can be reduced to the scalar case which we prove next. Let θ < π 2ω and take z ∈ Σ θ . Then for any β satisfying ω < β < π 2θ we have the inequality Re (z + 1) β > |z + 1| β δ where δ := cos βθ > 0 since |arg (z + 1)| < |arg z| ≤ θ and 0 < βθ < π/2. Define now h (z) = e − (z+1) β for any > 0. This is an analytic function for z ∈ Σ θ = C, and it is continuous in Σ θ . Then for all z ∈ Σ θ we have the estimate
The maximum modulus theorem says that (i) z ∈ G • Q ; (ii) z = 0 and the operator zQ generates an analytic semigroup t → e tzQ ; and (iii) z ∈ R Q \ {0}.
• Q , and let 0 < θ < π/2 such that both ze iθ , ze
It follows that the analytic function g(t) := e tzQ is bounded on both rays t ∈ e ±iθ R + . Since e tzQ ≤ e τ |t| ω with τ = zQ and ω = 1, Proposition 4.2 implies now that sup t∈Σ θ g(t) < ∞; hence zQ generates a bounded analytic semigroup with angle ≥ θ. 
we see that there is a constant M < ∞ such that
Varying φ through the interval (−π/2+δ/2, π/2−δ/2) (in which 1/ cos φ is bounded) proves that sup s ∈C+ (I − s zQ) −1 < ∞, and by Proposition 2.13 we have z ∈ R Q . The claim follows since R Q \ {0} is open by Theorem 3.3. By what we have already proved, all of the sets B Q , G Q , K ∞ Q , and R Q are convex with the same interior R Q \ {0}. To complete the proof, we show that for any convex set K ⊂ C with a nonempty interior K
• , the closures of K • and K coincide. Suppose that the inclusion K • ⊂ K of closures is strict, and choose
where D is any open disc of positive radius contained in K
• (here we use the assumption that K
• is nonempty). Since the set conv (z , D) is an open cone, it contains only interior points of K, and some of them are arbitrarily close to its vertex z . This is a contradiction against δ > 0.
There is an observation concerning the endpoints of B Q ∩ ∂B Q :
One of the inclusions is strict if the set B Q ∩ ∂B Q is non-trivial (i.e., neither {0}, a full ray of infinite length, or a pair of such full rays).
Proof. If R Q = {0} the first inclusion follows because T 1/2 Q ∩ G Q ⊂ B Q by claim (v) of Theorem 2.9 and ∂G Q = ∂B Q by Theorem 4.6. If R Q = {0}, use G Q ∩ ∂G Q = G Q and B Q ∩ ∂B Q = B Q instead.
For the second inclusion, we argue as follows: If z ∈ B Q ∩ ∂B Q , we have for all α ∈ [0, 1) the inclusion αx ∈ T 1/2 Q ∩ G Q ∩ ∂G Q because αx ∈ B Q ⊂ G Q and αx ∈ T 
Growth on rays throught Tauberian sets
We now give estimates on the growth of resolvents and semigoups on the rays that intersect the Tauberian sets T Q or T 1/2 Q . Proposition 5.1. Let Q ∈ L(X) be a quasinilpotent operator and z ∈ C.
(i) If z ∈ T 1/2 Q , then there are constants C r , C g < ∞ (both depending on z and given by (5.5)) such that Proof. The proof is based on estimating the growth of powers of T (z) = 1 + zQ, z ∈ C, using the identities
, and
Claim (i): We prove the claims for z ∈ T For all ξ ∈ [0, 1) we have
where we majorize the sum by an integral, noting that ξ ∈ (0, 1) and −∞ < ln ξ < 0:
Now for s ∈ R + we have s = To estimate e tzQ , we note that
for j ≥ 1, and we get
Assume that t > 1/e, and let J be the integer satisfying 1 ≤ J ≤ et < J + 1. Then
where we used Stirling's approximation J! > √ 2πJ The resolvent estimate of claim (ii) is proved as above but instead of equation (5.6) we now compute for ξ ∈ [0, 1) the sum
It remains to estimate e tzQ when z ∈ T Q . Again, we have T (z) j ≤ 1 + D r (1 + ln j) ≤ D g ln ej for j ≥ 1, which gives the estimate just like (5.7)
Assume again that t > 1/e, and let J be the integer satisfying 1 ≤ J ≤ et < J + 1. Then
The sum in the latter term can be estimated by Stirling's approximation together with the estimates et < J + 1 ≤ et + 1, t J+1 < e −1 , and
We get j≥1 t j ln (ej) j! ≤ e t ln (eJ) + ln e(J + 1) < e t ln e(et + 1), and (5.4) follows since max t≥1 e −t ln e(et + 1) < 1.
Consequences of the Phragmen-Lindelöf theorem
Much of the next results are consequences of Phragmen-Lindelöf theorem (see Proposition 4.2) applied to the L(X)-valued functions r(s) := (1 − sQ) −1 (the Fredholm resolvent) and g(t) := e tQ . Because σ(Q) = {0}, the Gelfand formula for the spectral radius implies that for all r > 0, there exists C r < ∞ such that e tQ ≤ C r e r|t| holds for all t ∈ C; thus the entire function g is always of exponential type. Unfortunately, the function r does not have the same property without an additional compactness assumption on the quasinilpotent Q.
6.1. Conditions for T Q ⊂ B Q . The purpose of this section is to find sufficient conditions that imply T Q ⊂ B Q for a quasinilpotent Q; i.e., that the Tauberian condition (1.4) implies the power-boundedness of T (z). We already know that Proof. If the origin is an interior point of conv(z 1 , z 2 , z 3 ) with z 1 , z 2 , z 3 ∈ G Q ∪T 1/2 Q , then the three rays z 1 R + , z 2 R + , and z 3 R + divide C into three sectors whose central angles are strictly less than π. On these rays, the entire function g(t) = e tQ grows at most like a square root by claim (i) of Proposition 5.1. Since the entire function g is of exponential type, Proposition 4.2 (with ω = 1) implies g(t) ≤ C |t| 1/2 + 1 holds for some C < ∞ and all t ∈ C. By the Cauchy estimates, such g is a constant function and Q = 0 follows. Suppose R Q = e iφ Σ δ ∪ {0} for δ > 0 and φ ∈ [−π, π). By claim (ii) of Theorem 2.9 we have conv(
holds, then Q = 0 follows from the first claim.
To get the main result of this section, we proceed to real operators on partially ordered complex function spaces. Let us assume that the Banach space X is a complex function space, meaning that each x ∈ X is actually a function x : Ω → C where Ω is a set of points. We say that x ∈ X is real if x(ω) ∈ R for all ω ∈ Ω, and positive if x(ω) ≥ 0 for all ω ∈ Ω. The conjugate and absolute value of x are defined as usual by x(ω) := x(ω) and |x|(ω) := |x(ω)| for all ω ∈ Ω. We require from X that (i) x ∈ X ⇔ x ∈ X as well as x ∈ X ⇔ |x| ∈ X; (ii) x = |x| = x for all x ∈ X; and
It follows from these properties that each x ∈ X has a decomposition x = x 11 − x 12 + i(x 21 − x 22 ) where all x j,k ∈ X are positive and satisfy x j,k ≤ x . The conjugate of an operator T ∈ L(X) is defined by T x := T x for x ∈ X, and the operator is called 
tzQ for t ∈ R which implies that all the microspectral sets A Q , B Q , G Q , R Q , T Q , and T 1/2 Q are conjugate symmetric. It is this symmetry that makes it possible to use Phragmen-Lindelöf theorem for excluding points in (6.1).
Theorem 6.3. Let Q ∈ L(X), Q = 0, be a quasinilpotent operator such that zQ is a positive real operator (in the sense described above) for some z ∈ C, z = 0. If
we only know (by the same proposition) that T 1/2 Q is contained in some closed half plane whose boundary contains the origin.
Proof. We may assume without loss of generality that Q itself is a negative real operator (i.e., z = −1 in the statement of this theorem), and then all the sets A Q , B Q , G Q , R Q , T Q , and T 1/2 Q are conjugate symmetric (by the real operator property), and G Q ⊂ C + ∪ {0} (by negativity). We divide the proof into two cases depending whether R Q = {0} or R Q = {0} (but G Q = {0}). By claim (i) of Theorem 2.9, Theorem 3.3, and Proposition 3.2, to prove T Q = B
• Q ∪ {0} it is enough to show that T Q ⊂ B Q . By claims (i), (iv), and (v) of Theorem 2.9, it is enough to just show that T 1/2 Q ⊂ A Q . Case R Q = {0}: Now R Q = Σ θ ∪{0} for the Ritt angle θ > 0 and Σ π/2+θ ⊂ A Q (see claim (ii) of Theorem 2.9). We conclude from this by simple geometry that
4 Σ π/4−θ .
For contradiction, suppose that T 1/2 Q ⊂ A Q does not hold. Then by (6.1) and conjugate symmetry of T 1/2 Q there are points re iφ , re −iφ ∈ T Q where r > 0 and
. By claim (ii) of Proposition 5.1, the entire function g(t) = e tQ grows at most like a square root on the rays e iφ R + and e −iφ R + . Also R + ⊂ G Q by Theorem 4.3, and g is bounded on this ray. These three rays divide the whole C into three sectors whose central angles are strictly less than π. Using the same argument as in the proof of Proposition 6.2, we conclude the contradiction Q = 0. Thus T 1/2 Q ⊂ A Q follows as claimed.
Case R Q = {0} but G Q = {0}: Proposition 2.4 and Theorem 4.3 imply that G Q = e iφ R + for some φ ∈ [−π, π). Hence G Q = R + and C + ⊂ A Q because Q is negative real. Let us first prove that T 1/2 Q ⊂ C + .
For contradiction, suppose that re iφ ∈ T 1/2 Q with φ ∈ (π/2, π); note that φ = π is excluded by Proposition 2.7. By conjugate symmetry, also re −iφ ∈ T 1/2 Q . Now, the function g(t) = e tQ grows at most like a square root on the rays e ±iφ R + by claim (i) of Proposition 5.1. Since the function g is bounded on R + ⊂ G Q , it follows that Q = 0 just like in the first part of this proof. This contradiction proves T
To conclude the proof, it remains to show that T 1/2 Q ∪ iR = {0}. Suppose not, meaning that we should have ±iy ∈ T 1/2 Q for y > 0 by the conjugate symmetry of
Since Q is a negative real operator, the operator Q := y 2 Q 2 is positive real. If x ∈ X is a positive vector, then
for all ω ∈ Ω and θ ∈ [−π, π), and thus (1 + e iθ Q )
Presenting any x ∈ X in terms of four positive x j,k ∈ X satisfying x j,k ≤ x for j, k = 1, 2, we obtain
Using this estimate on power series of the exponential functions gives e t(1+e iθ Q ) ≤ 4K(1 + t)e t for t ≥ 0, and hence e tQ ≤ 4K(1 + |t|) for all t ∈ C. Since 1 2πi
where the integration is around any circle rT for r > 0), we obtain the estimate Q k /k! = 4K(r + 1)r −k+2 for all r > 0. Putting k = 4 and letting r → ∞ gives Q 8 = 0. We conclude by Proposition 2.2 that T 1/2 Q = {0} which is a contradiction against y > 0.
Even though we require from X that its elements are functions defined on all of Ω, it is not difficult to extend the definition of X to spaces like L p (Ω; C), 1 ≤ p ≤ ∞ where Ω ⊂ R n is equipped with the Lebesgue measure. Of course, then the partial ordering structure is defined only almost everywhere. This leads to Banach lattices but we leave such generalizations to the reader. Another way of doing this is to consider first the vector space C(Ω; C) equipped with the L p -norm and then proceeding by a density argument. With this extension, we see that the results of this section can be applied to Riemann-Liouville operators V α (that are positive real) as introduced in Remark 2.3.
Proposition 6.4. Let Q ∈ L(X) be a quasinilpotent operator such that zQ is a positive real operator for some z ∈ C, z = 0. If R Q = {0}, then at least one of the following holds:
By Corollary 2.12 we have either T
Proof. Without loss of generality assume that Q is a negative real operator. Suppose that R Q = {0} but T 1/2 Q ⊂ G Q does not hold. Then there exists z ∈ C such that z, z ∈ T 1/2 Q \ G Q . By interpolating between z, z, and the points of the sector R Q using Proposition 2.14, we conclude that
by Proposition 3.2 and Theorem 4.6. Now B Q = G Q follows from claims (iii) and (v) of Theorem 2.9.
6.2. Quasinilpotent operators in Schatten classes. We proceed to compact quasinilpotent operators on a separable Hilbert space X. The approximation numbers are defined by σ j (Q) := inf rank F =j Q − F for j = 0, 1, . . .. Clearly σ 0 (Q) = Q and lim j→∞ σ j (Q) = 0 is equivalent with the compactness of Q. For p ∈ (0, ∞), the Schatten p-class S p (X) is defined by those Q for which the norm
is finite. It is easy to see that S p (X) ⊂ S p (X) for p < p , S p (X) is a Banach space under this norm, and it has also the ideal property BQ ∈ S p (X) whenever B ∈ L(X) and Q ∈ S p (X). Proposition 6.5. Let Q ∈ L(X), Q = 0, be a quasinilpotent operator such that Q ∈ S p (X) for some p > 1. Then the Ritt angle of Q satisfies θ ≤ π 2 (1 − 1/p). Proof. Denoting the Ritt angle by θ, we conclude from claim (ii) of Theorem 2.9 that A c Q is contained in a closed sector e iφ Σ π−2θ for some φ ∈ [−π, π). We thus have three rays in A Q that divide C into three closed sectors Σ i , i = 1, 2, 3 so that the largest of their central angles α satisfies α = π − 2θ + where > 0 can be chosen arbitrarily small.
If Q ∈ S p (X) for p > 1, then (6.3) holds and Proposition 4.2 can be applied to (I − sQ) −1 on each Σ i separately. If α < π/p, we conclude that (I − sQ) −1 is bounded on all of C, and the contradiction Q = 0 follows from Liouville's theorem. Hence α ≥ π/p, and the proof is completed by letting → 0+.
Corollary 6.6. Let Q ∈ L(X), Q = 0, be a quasinilpotent operator such that Q ∈ S p (X) for all p > 1. Then R Q = {0}.
Considering the Riemann-Liouville operators Q = −V α on L 2 (0, 1) for α > 0 in Remark 2.3, their approximation number asymptotics are known to be σ j (V α ) ≈ (πj) −α ; see [TG96] . Hence V α ∈ S p (L 2 (0, 1)) if and only if p > 1/α. In particular, Corollary 6.6 implies R Q = {0} for Q = −V 1 , and the result is sharp by [Lyu01, p. 137] .
By Theorem 3.3, the Ritt set cannot strictly contain any of the half planes e iφ C + ∪ {0} for φ ∈ [−π, π) if Q = 0. Even the restricting case is also impossible unless (I − sQ) −1 is quite pathological:
Proposition 6.7. Let Q ∈ L(X) be a quasinilpotent operator such that R Q = e iφ C + ∪ {0} for some φ ∈ [−π, π). Then the Fredholm resolvent r(s) = (I − sQ)
is not an entire function of exponential type in the sense of (4.1). In particular, Q / ∈ S p (X) for all p > 0.
Proof. If Q is as assumed, then C \ e iθ R + ⊂ A Q for some θ ∈ [−π, π) by claim (ii) of Theorem 2.9. If r is of some bounded type, we can divide the whole of C into a finite number of sufficiently small sectors and use Proposition 4.2 on each of them separately. Again, the boundedness of the entire function r would follow, and hence Q = 0. That Q / ∈ S p (X) follows from (6.3) for p > 1, and from [Mal96, Theorem 3.8] for p ∈ (0, 1].
The Abel set A Q revisited
Let us start by stating that if R Q = {0}, there are sectors inside A Q on which the Fredholm resolvent (I − sQ) −1 is uniformly bounded:
Lemma 7.1. Assume that Q ∈ L(X), Q = 0, is a quasinilpotent operator such that R Q has a nonempty interior. Define E := R Q C + ∩ T, E := A Q ∩ T, and by E denote the (path connected) component of E that contains E. Define the function Φ : E → R + by setting
Then E and E are circular intervals, E ⊂ E ⊂ E , and the following holds:
Indeed, we do not know whether A Q \ {0} is always a connected set. Proposition 7.3 shows that E = E for Q that satisfy a compactness assumption.
Proof. Claim (i): Because t → e tQ is an analytic semigroup on R Q that is bounded on each closed subsector Σ of R Q , the Fredholm resolvent (I − sQ) −1 is uniformly bounded on corresponding closed subsectors ΣC + by the Hille-Yoshida theorem.
Claim (ii): If sup e iθ ∈E Φ(e iθ ) = sup s∈R Q C+ (I − sQ) −1 < ∞, we would conclude by Proposition 2.13 that the bounding ray(s) of G Q in ∂G Q would belong to R Q . This is impossible by Theorem 4.6. Claim (iii): The function Φ defined by (7.1) is clearly nonnegative and lower semicontinuous. Define the level sets for k = 1, 2, . . . by E k := {θ ∈ E : Φ(e iθ ) ≤ k}. By lower semicontinuity, all of these sets are closed, and clearly E k ⊂ E j for k < j as well as E = ∪ j≥1 E j . Defining K j := K ∩ E j we get an increasing family of closed sets satisfying K = ∪ j≥1 K j . Because K is a complete metric space, there exists j ∈ N such that K j has a non-empty open interior K The operator Q = −V α for α ∈ (0, 1) provides us with an example of an operator for which A Q is not convex: Proposition 7.2. Let Q ∈ L(X) be quasinilpotent operator such that R Q = {0}. Then one of the following holds: (i) A Q is not convex; (ii) the Fredholm resolvent r(s) := (1 − sQ) −1 is not of any exponential type; or (iii) Q = 0.
Proof. Assume that A Q is convex, and that r is of some exponential type. We prove that Q = 0. Since R Q has a nonempty interior, we see from claim (ii) of Theorem 2.9 that conv(A Q ) = C = A Q . Thus the entire function r is bounded on all rays in the sense that sup r≥0 (I − re iθ Q) −1 < ∞ for all θ ∈ [−π, π). Proposition 4.2 implies that for any e iθ ∈ T, there is an open sector Σ(θ) with e iθ ∈ Σ(θ) on which r is uniformly bounded by some constant C(θ) < ∞. The sets Σ(θ) ∩ T are an open cover for T, and hence there is a finite sub-cover. From this it follows that r is uniformly bounded on all of C, and Q = 0 by Liouville's theorem.
We have R Q C + ⊂ A Q by claim (ii) of Theorem 2.9 but we cannot exclude in Lemma 7.1 the possibility that A Q could be substantially larger than R Q C + . If the Fredholm resolvent is of exponential type (e.g., if Q ∈ S p (X) for p > 0), then we know that at least a part of ∂A Q is where one would expect: Proposition 7.3. Let Q ∈ L(X) be a quasinilpotent operator with G Q = {0} and that the Fredholm resolvent r(s) = (I − sQ) −1 is an entire function of exponential type. Then
Proof. We prove this under the stronger assumption R Q = {0} in which case
. Then, by claims (i) and (ii) of Lemma 7.1, the open sector R Q C + \ {0} has the following properties: (i) for each closed sector Σ ⊂ R Q C + , the Fredholm resolvent r is bounded on Σ, and (ii) there is no larger sector than R Q C + \ {0} having the same property.
Since R Q is a sector (see Theorem 3.3), we have
We may conclude that r is bounded in e iφ1 Σ θ with sufficiently small θ > 0 that is compatible with the exponential type of r so that Proposition 4.2 can be used. Now, the set Σ := e iφ1 Σ θ ∪R Q C + is strictly larger than R Q C + \{0} but it still satisfies condition (i) given above.
Miscellaneous observations
We start by giving three results concerning the Ritt set R Q . We consider the case where T z in (1.3) is not only (uniformly) power-bounded as in Proposition 2.6 (related to Hille-Yoshida semigroup generator theorem) but more strongly, a Ritt operator characterized by the resolvent estimate
For all z ∈ C, define (8.1)
Proposition 8.1. Let Q ∈ L(X) be a quasinilpotent operator. Then T z in (1.3), (8.1) is a Ritt operator if and only if z ∈ R Q .
In other words, z ∈ R Q(I−zQ) −1 if and only if 1 ∈ R Qz if and only if z ∈ R Q . This does not mean that R Q = R Q(I−zQ) −1 for all z.
Proof. For all ξ = 1 we have the identity
Denoting s = ξ/(ξ − 1) it is easy to see that ξ ∈ 1 + Σ π/2+δ is equivalent with s ∈ 1 + Σ π/2+δ . Since ρ(Q) = 0 we have sup ξ∈1+Σ π/2+δ
(ξ − 1) (ξ − T z ) −1 < ∞ ⇔ sup s∈1+Σ π/2+δ
(1 − szQ) −1 < ∞ for any δ > 0. Recall that z ∈ R Q if and only if sup Re s>−1/2 (1 − szQ) −1 < ∞.
Since the set {Re s ≥ −1/2} \ 1 + Σ π/2+δ is a closed triangle, and the mapping s → (1 − szQ) −1 is continous for all z, we conclude that sup s∈1+Σ π/2+δ
(1 − szQ) −1 < ∞ ⇔ sup
Re s>−1/2
(1 − szQ) −1 < ∞.
This proves the claim.
It is clear that sup k∈N (k + 1) (I − T z )T Note that T z = 1 + zQ + z 2 Q 2 (1 − zQ) −1 approximates the operator T (z) = 1+zQ for z ≈ 0. If, instead of Proposition 8.2, we had G Q ⊂ T
1/2
Q , then the equality B Q = G Q would follow by Corollary 2.12. This is the motivation for Propositions 8.1 and 8.2.
We complete this section by showing that the boundedness of the Fredholm resolvent in small sectors implies practically nothing on the the semigroups: Proposition 8.3. There exists a quasinilpotent operator Q ∈ L(X) such that sup s∈Σ δ (I − sQ) −1 < ∞ with some 0 < δ < π/2 (hence, Σ δ ⊂ A Q ) but the estimate e tQ ≤ M k t k for all t ≥ 0 does not hold for any k ≥ 1 and M k < ∞.
The operator Q = −V 1 in Remark 2.3 is sectorial so that sup s∈Σ π/2−η (I − sQ) −1 < ∞ for all η ∈ (0, π/2); see, e.g., [Lyu01] .
Proof. By Q denote any quasinilpotent operator with R Q = {0} (see Remark 2.3). Such Q is never nilpotent by Proposition 2.2, and without loss of generality we may assume that R Q = Σ 2δ ∪ {0} for δ > 0. Then by claim (ii) of Theorem 2.9 we have e ±i(π/2+δ) Σ δ ⊂ A Q , and also sup s ∈e ±i(π/2+δ) Σ δ (I − sQ ) −1 < ∞ as can be seen by Proposition 2.8. Both the operators Q ± := e ±i(π/2+δ) Q satisfy now the conditions of this proposition.
For contradiction, suppose that e tQ ± ≤ M k t k for some k, M k and all t ≥ 0. Then we would have e tQ ≤ M k |t| k on the rays e ±i(π/2+δ) R + , and also e tQ ≤ M < ∞ on R + . Proposition 6.4 implies that e tQ ≤ M k |t| k for all t ∈ C, and hence e tQ is a polynomial. This is possible only if Q is nilpotent which is impossible by Proposition 2.2.
Conclusions
These conclusions concern the open problems that remain. All of these open problems seem to be resistent to the techniques we have presented in this work. We probably need fresh, new ideas now, and trying to produce counter examples seems like a reasonable next step.
