In order to save energy in supermarkets, technical solutions need to be supported by appropriate maintenance and operation tools. These tools should provide sufficient information to detect unusual levels of energy consumption. Therefore this paper presents an explorative study on a well sub-metered grocery supermarket in the UK Yorkshire and Humber region. The data collected for this study included electricity consumption, footfall data, inside and outside climate data, as well as settings of all relevant building timers. Thereafter the meaningfulness of these predictors was evaluated with the 'stepwise' option in the linear regression section of SPSS. The results generally show a very good fit between the mathematical regression model and the measured data (r > 0.95). The only exception was the refrigeration model for all five days. Upon further investigation it was found that the current reading for one of these five days was unusually low (proving the effectiveness of the method to detect abnormalities). Based on these results it can be argued that it should be possible to use data routinely gathered by supermarkets or otherwise easily obtained to detect greater abnormalities and thus keep energy consumption to a minimum.
Introduction
In the UK, supermarkets take energy savings quite seriously, so much so that people wonder whether there are limits to energy efficiency for supermarkets (Sullivan and Gouldson [1] ). A lot of attention has been given to what technology can do to reduce energy use in supermarkets. For instance, Rhiemeier et al. [2] present in their report a comprehensive overview of fluorinated hydrocarbons free refrigeration systems available in Europe. They also explore the energy efficiency of these systems and contrast them to more conventional systems.
Sole reliance on more energy efficient technologies is what Mohammed et al. [3] refer to as "technological fixes". They found in their literature survey that this approach is very effective in conserving energy in the short term. However, this line of attack does allow users to keep their old, bad habits and waste energy the same old way. One example was presented by Hansen and Rasul [4] who examined a poorly performing air conditioning system in a supermarket. They found that the premature aging of the system was due to the coastal climate and poor maintenance. Although they recommended an upgrade in systems capability, they also emphasized the importance of preventative maintenance, something that, it seems, had been neglected before.
In his article on energy efficiency through improved maintenance, Jeremi [5] poses the question of who or what can motivate employees to make an optimal contribution to improving a company's energy efficiency. Possible links between the energy performance and the educational and pay level of operation and maintenance staff has been suggested by Yik et al. [6] . In addition to this, this paper points out that the "key barriers to energy efficiency improvement in existing buildings are the knowledge, motivation and financial barriers". One of the knowledge barriers is the "lack of awareness of how energy inefficient a building has become". Because being aware of a problem is the first step to solving it, the stimulus alerting people to a problem should be sufficiently high to attract their attention [3] .
The discussion so far leads to the objective of this paper, which is to use the case study of a supermarket in North East England to explore to which degree parameters, such as temperature, building timers or footfall, can be used to track electricity consumption. Furthermore, it investigates if excluding internal temperature and humidity data, will still lead to usable predictive models.
This investigation is deemed necessary because it could be argued that the alerts in the supermarket investigated here are insufficient. This supermarket has a large number of alerts which communicate a hard failure (e.g. refrigeration plant shut down) and a comparison of daily consumption with the previous year. However, this regime does not take into consideration any outside temperature variation and is not detailed enough to differentiate between the three operational stages of the supermarket (i.e. closed, product stocking and open). This could lead to a lower level of maintenance than required because the operational drift is allowed to alter the alert level. Therefore a different approach should be investigated based on more objective parameters.
In order to compare the actual consumption with the expected levels, two fundamentally different approaches can be used (ASHRAE [7] ): forward models and inverse models. The forward modelling approach, which models components and their interaction, has attracted a lot of attention (see for instance Arias [8] ). However, in this paper a more time efficient inverse model has been developed to model expected consumption.
The study uses the statistical software package IBM SPSS Statistics to perform a linear regression analysis and finds that abnormal behaviour can indeed be detected and that four-predictor models perform very well.
Method
The supermarket studied here is located close to the cost in North East England and has a total size of 1725 m 2 (sales area  1250 m 2 ). As this area sells mainly easily perishable food, there is a large section with open refrigerated shelves served by two refrigeration plants. Three stand alone freezer cabinets hold frozen goods. In addition, the supermarket also has a small café/restaurant and a bakery with two 7.5 kW ovens.
The operation of this supermarket was observed on 6 th Nov 2012 and data for this day as well as for four context days (30 Oct, 5, 7 and 13 Nov 2012) was obtained. In particular the following data was collected and analysed:
 Total supermarket electricity consumption (hereafter referred to as "total consumption"): Data from six sub-meters, which cover all the areas of the supermarket, was downloaded in 15-sec intervals. After that the data was averaged for 15-min intervals and added together to give the total consumption.  Total electricity consumption of the two refrigeration plants (hereafter referred to as "refrigeration consumption"): Data from two sub-meters for the two refrigeration plants was downloaded in 15-sec intervals. After that the data was averaged for 15-min intervals and added together to give the total consumption for the refrigeration effort.  Footfall: Data was obtained in 15-min intervals.  Inside temperature (ϑ in ) and relative humidity (RH in ): The data of a combined sensor inside the sales area was downloaded in 15-sec intervals and then averaged for 15-min intervals.  Outside temperature (ϑ out ) and relative humidity (RH out ): The data of a combined sensor on the north facing supermarket wall was downloaded in 15-sec intervals and then averaged for 15-min intervals.  Settings of building timers and night cover timings as detailed in Table 1 . Firstly the collected data was used to see if the data for the day of the site visit was representative. After this was established, Excel was used to prepare a standardised data set including the total consumption, refrigeration consumption and all predictors. The third step was to use SPSS to perform a number of multiple regression analyses.
Multiple regression analysis
Regression analysis uses a mathematical model to state the relationship between a dependent variable and one or more predictor variable(s) (Montgomery et al. [9] ). The equation for multiple linear regression can be written as:
(1) where:
y: Dependent variable … : Predictors … : Estimates of regression coefficient : Error term Data collected through observation (e.g. measurements) is used to compute the parameters b 0 … b n , normally using the least square algorithm. However, before actually attempting to work out the estimated regression parameters, it is good practice to test for multicollinearity between all predictors. If there is a strong correlation (i.e. the absolute value exceeds 0.7) between a pair of predictors, then including both of them may create problems such as separating the effects of individual parameters (Anderson et al. [10] ).
If the following assumptions are met, then the statistical significance of the whole equation as well as estimated regression parameters can be assessed using either the F-test (whole equation), t-test (individual regression parameter) or their corresponding p-values [9, 10]:
1. The error term has an average of zero.
2. The errors are normally distributed.
3. The error term has a constant variance. 4. The relationship between the dependent variable and the predictor(s) is at least approximately linear. 5. The errors are not correlated to the predictors. The validity of these assumptions can be tested by using the error term e in equation (1) in a residual analysis.
If a predictor is not statistically significant, it can be excluded. In addition to this, if a predictor does not change the goodness of fit (related to correlation coefficient r) significantly, it may also be ignored. In this study predictors, which do not improve r 2 by 0.5% or more, were not included.
Multiple regression analysis with SPSS
IBM SPSS Statistics is a predictive analytics software which incorporates many statistical tools including regression analysis. The option chosen for this analysis was linear (see right-hand side in Figure 1 ). Selecting this option opens up the window displayed on the right hand side in Figure 1 . This window allows the following methods:
 Enter: Forces the chosen predictor(s) to enter the model.  Stepwise: Enters or removes one predictor at a time until the best model (based on the data presented) is found.  Remove: Removes the chosen predictor(s) from the previous model. The method chosen here was 'stepwise' which starts with the strongest predictor and then includes the second if its p-value is not greater than 0.05 and so on. If a previously included predictor should be assigned a p-value of 0.1 or greater, then it will be excluded (0.05 and 0.1 are default settings). In addition to this, relevant plots were selected to verify the underlying assumptions. Amongst other parameters the value for 'r 2 change' was selected to indicate when a new model improved the coefficient of determination by less 0.5%. This model was also used to produce the graphs in the 'Result' section below. Table 2 shows the results of the bivariate correlation analysis in SPSS and indicates that in is closely related to RH in , Footfall and Light. The predictor Light, in turn, is also strongly correlated with Footfall, Cover and HVAC. The tables below show the estimates of the regression parameters b i and their t-value(s). They also display the correlation coefficient r (denoting the goodness of fit), the coefficient of determination r 2 (indicating how much variation can be explained), r 2 change and the value for the F-statistics for each model. Table 3 indicates that after the fourth step there was only an insignificant improvement of the model. Therefore model 4 was used to plot Figure 2. Both Table 3 and Figure 2 suggest that there is a very good fit (r = 0.976) of the selected model to the measure data. Figure 3 is the plot of model 7 in Table 4 and shows a relatively poor fit for days 4 and 5. Upon closer investigation of the data it was found that the current readings for day 4 displayed unusual behaviour (low and relatively flat). As this casts doubt on the validity of the reading during the 5 th day also, both days were discarded. However, this indicates that, with this approach, behaviour which is out of the ordinary can be detected. Table 5 shows the results of the regression analysis using only the first three days. Model 4 was chosen to be plotted (see Figure 4 ). This plot shows a better fit with the measured results which is also reflected in a stronger correlation (r = 0.958).
Results

Figure 5:
Total consumption -predictors: light, cover, HVAC and footfall. The analysis which excludes in and RH in follows the same general pattern described above. For both, the total consumption and refrigeration consumption, the models with four predictors were selected with a correlation coefficient of 0.975 for the total consumption and 0.956 for the refrigeration consumption.
The residuals of the four models plotted in Figure 3 to Figure 6 were also tested for the assumption stated in 2.1. The first assumption of zero average error is always met by SPSS. The second one of normal error distribution was also met to a reasonable degree. The third assumption was met by the models for the total consumption, but for the refrigeration this test showed heteroscedasticity. The forth assumption was tested with scatter plots which showed reasonable conformance. The last assumption was also largely met.
Figure 6:
Refrigeration consumption (days 1-3) -predictors: light, cover, out and footfall.
Discussion and conclusions
This paper presented an explorative study on an UK supermarket to investigate if a limited number of predictors could be used to monitor the energy consumption of the supermarket as a whole and its refrigeration system as the largest consumer. It was found that four-predictor models show a very good fit (r > 0.95). The two most influential predictors related to large loads, i.e. the store light and the night cover of the refrigerated shelves. Other factors improve the regression model to a lesser degree. The data analysis excluding in and RH in used footfall as a new predictor. The close correlation with the inside temperature (r = 0.835) suggests that this new predictor substitutes for in . Other studies examining energy consumption and savings in supermarkets from different viewpoints report supportive findings. For instance, Chung et al. [11] suggest a regression model for energy benchmarking which is based on an analysis of 30 supermarkets. In this study the authors normalise their data for degree-days and suggest to include building age, floor area, operation schedule, number of customers and occupants' behaviour, which includes maintenance (the last three predictors are only significant at the 80% level). This is similar to most of the four-predictor models developed here as they include building timers which are similar to the operation schedule, and, if in and RH in are excluded, Energy and Sustainability IV 129 www.witpress.com, ISSN 1743-3541 (on-line) these models also use footfall. Other studies (e.g. Schraps [12] or Tassou et al. [13] ) point out that the largest consumers in supermarkets are refrigeration and lighting. These papers also show that HVAC consumes less than 10% of their examined supermarkets' usage. The models developed above all include lighting and night covers as strong predictors and only two include the operation schedule for the HVAC equipment. This and the fact that the analysis of the data for the refrigeration system also showed up an abnormal situation gives some credence to the approach suggested here.
There seems to be only a very limited amount of academic literature available linking energy monitoring to supermarket energy savings. One of them is by Grayson [14] who examines the "Plan A" implemented by Marks and Spencer. He refers to a "champion for Plan A" who was aware of why the electricity use was unusually high, indicating that actions could be taken if abnormal levels of electricity consumption were detected.
On the other hand, there is some grey literature available, for example the two documents [15] and [16] by the Carbon Trust. The first document [15] lists and briefly discusses 69 different technologies and techniques which can save energy or reduce CO 2 emissions in or through supermarkets. These range from LED lights through store dehumidification to staff training. One of these techniques, which can be implemented relatively easily, is cleaning and maintenance. According to [15] poorly maintaining heat exchangers can increase energy use by up to 10% and critically low refrigeration charge raises electricity consumption by between 11% and 15%. Under the heading 'Maintenance' in [16] , it is suggested to examine data recording procedures to establish if abnormal energy use can be easily detected. Hence, the approach suggested in this study here could be of help in this respect.
Although the approach to monitoring energy use suggested in this paper could be of merit, it should be pointed out that the results presented here refer only to an explorative study and should be extended so that, for instance, a wider range of temperature and humidity is covered. It could also be investigated if an hourly analysis, or other forms of data processing (e.g. data filters), may give more useful results, as the graphs in this paper, although averaged over 15-min intervals, are still quite spiky, which may lead to erroneous conclusions by the ultimate end user. Another approach could be to see if third party data, such as information from utility companies or national weather data, can be used to avoid installing sub-meters.
