Abstract. Variable-step (VS) 4-stage k-step Hermite-Birkhoff (HB) methods of order p = (k + 2), p = 9, 10, denoted by HB(p), are constructed as a combination of linear k-step methods of order (p − 2) and a diagonally implicit one-step 4-stage Runge-Kutta method of order 3 (DIRK3) for solving stiff ordinary differential equations. Forcing a Taylor expansion of the numerical solution to agree with an expansion of the true solution leads to multistep and Runge-Kutta type order conditions which are reorganized into linear confluent Vandermonde-type systems. This approach allows us to develop L(α)-stable methods of order up to 10. Fast algorithms are developed for solving these systems in O(p 2 ) operations to obtain HB interpolation polynomials in terms of generalized Lagrange basis functions. The stepsizes of these methods are controlled by a local error estimator. HB(p) of order p = 9 and 10 compare favorably with existing Cash modified extended backward differentiation formulae of order 7 and 8, MEBDF(7-8), in solving problems often used to test higher order stiff ODE solvers on the basis of number of steps and error at the endpoint of the integration interval.
Introduction
In this paper, we shall be concerned with solving stiff systems of first-order ordinary differential equations of the form y = f (t, y), y(t 0 ) = y 0 , where = d dt and y ∈ R n .
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There is a variety of variable step (VS) methods designed to solve nonstiff and stiff systems of first-order differential equations (ODEs). Gear advocated a quasiconstant step size implementation in DIFSUB [13] . This software works with a constant step size until a change of step size is necessary or clearly advantageous. Then a continuous extension is used to get approximations to the solution at previous points in an equally spaced mesh. This was largely because constant mesh spacing is very helpful when solving stiff problems. Another possibility is fixed leading coefficient, which is seen in Petzold's popular code DASSL [22] . Finally, the actual mesh can be chosen by the code as done in MATLAB's ode113. This is the equivalent of a PECE Adams formula in contrast with the Adams-Moulton formulas of DIFSUB and DASSL. In this paper, a fully variable step size implementation is used with actual mesh. A brief survey of methods for the numerical integration of (1) reveals that many of the advances in the class of general linear multistep methods for stiff ODEs, methods like extended backward differentiation formula (EBDF), modified extended backward differentiation formula (MEBDF), adaptive extended backward differentiation formula (AEBDF) and hybrid backward differentiation formula (HBDF) [5, 6, 7, 8, 15, 9] , are based on backward differentiation formula (BDF). These methods are A-stable or A(α)-stable. The first modification introduced by Cash [5] was the EBDF in which one superfuture point has been applied. In this paper, methods with four off-step points are presented. A linear kstep method of order p − 2 and a diagonally implicit one-step 4-stage Runge-Kutta method of order 3 (DIRK3) are cast into a k-step 4-stage Hermite-Birkhoff method of order p = k + 2, named HB(p), p = 9, 10, because it uses Hermite-Birkhoff interpolation polynomials, for solving stiff ordinary differential equations (ODE) (1) . Here, the DIRK3 is defined in Section 2 with p = 3 and step number k = 1. This method is similar to the diagonally implicit one-step Runge-Kutta methods (DIRK) found in [1] except that, following the approach of Cash [5] , the abscissae c i are allowed to be 0 ≤ c i ≤ 2, i = 2, 3, 4. The methods which we shall derive will be observed to require more work per step, but to have higher orders of accuracy and better stability characteristics, than existing methods.
Forcing a Taylor expansion of the numerical solution of HB(p) methods to agree with an expansion of the true solution leads to multistep and Runge-Kutta type order conditions which are reorganized into linear Vandermonde-type systems. The solutions of these systems are obtained as generalized Lagrange basis functions by new fast algorithms.
It was found experimentally that, generally, increasing the number of backstep points is efficient in increasing the accuracy of HB methods and the stability of HB methods increases with the number of off-step points. The HB(p), considered here, are L(α)-stable methods of order up to 10 .
It was also found that, with a given fixed number of off-step points, increased speed is generally achieved by higher order HB methods.
HB(p), p = 9, 10 compare favorably with MEBDF(p), p = 7, 8, [5, 6] on problems often used to test higher order ODE solvers for stiff ODEs on the basis of the number of steps and the error at the endpoint of the interval of integration. In Section 2, we introduce new general VS HB(p) methods of order p. Order conditions of general VS HB(p) are listed in Section 3. In Section 4, particular variable step HB(p), p = 9, 10 are defined by fixing a set of parameters and are represented in terms of Vandermonde-type systems. In Section 5, symbolic elementary matrices are constructed as functions of the parameters of the methods in view of factoring the coefficient matrices of Vandermonde-type systems. Fast solution of Vandermondetype systems for particular variable step HB(p) is constructed in Section 6. Section 7 considers the regions of absolute stability of constant step HB(p), p = 3, 4, . . . , 10. Section 8 deals with the step control. In Section 9, we compare the numerical performance of the methods considered in this paper. Appendix A lists the algorithms. Appendix B lists the coefficients of DIRK3 and constant step HB(p) methods of order p = 4, 5, . . . , 10.
General variable step HB(p) of order p
General 4-stage HB methods are constructed, as a subclass of general linear methods, by the following four formulae to perform integration from t n to t n+1 .
Let h n+1 denote the step size. The abscissa vector [c 1 , c 2 , . . . , c 5 ] T defines the off-step points t n + c j h n+1 with c 1 = 0 and c 5 = 1. Following the approach of Cash [5] , c i are allowed to be 0 ≤ c i ≤ 2, i = 2, 3, 4.
Let F 1 = f n and F j := f (t n + c j h n+1 , Y j ), j = 2, 3, 4, 5, denote the jth stage derivative.
With the initial stage value, Y 1 = y n , HB polynomials of degree k + i − 1 are used as predictors P i to obtain the stage values Y i to order p − 2, An HB polynomial of degree k + 3 is used as implicit integration formula IF to obtain y n+1 to order p, y n+1 = h n+1 b 5 f (t n + h n+1 , y n+1 ) + p−3 j=0 α j y n−j + h n+1
An HB polynomial of degree k + 3 is used as implicit predictor P 5 to control the stepsize, h n+2 , and obtain y n+1 to order p − 2, y n+1 = h n+1 a 55 f (t n + h n+1 , y n+1 ) + p−3 j=0 α 5j y n−j + h n+1 4 j=2 a 5j F j .
Here, the forms (2)- (3) are used by the implicit algebraic equations system defining Y i , i = 2, 3, 4 and y n+1 to handle implicitness in the context of stiffness.
The distinct implicit algebraic equations systems (2)- (3) defining Y i , i = 2, 3, 4 and y n+1 are solved exactly sequentially.
The following terminology will be useful. An HB(p) method is said to be a general variable-step HB method if its backstep, off-step points and the coefficients
in (2)- (3) are variable parameters. Hence, the general variable-step HB method has five degrees of freedom (c 2 , c 3 , c 4 , a 22 = a 33 = a 44 = b 5 , a 32 ). If the off-step points and the coefficients in (5) are fixed, the method is said to be a particular variablestep method. If the stepsize is constant, and hence the backsteps, off-steps and the coefficients in (5) are fixed parameters, the method is said to be a constant-step method.
Order conditions of general HB(p)
To derive the order conditions of 4-stage (p−2)-step HB(p), we shall use the following expressions coming from the backsteps of the methods:
and
In the sequel, η j will be frequently used without explicit reference to (7) . Forcing an expansion of the numerical solution produced by formulae (2)-(3) to agree with the Taylor expansion of the true solution, we obtain multistep-and several RK-type order conditions that must be satisfied by 4-stage HB(p) methods.
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, and
Second, to reduce a large number of RK-type order conditions (see [20] ), we impose the following simplifying assumptions:
Thus, there remain only two sets of equations to be solved:
where the backstep parts, B(j), are defined by
These order conditions are simply RK order conditions with backstep parts B i (·) and B(·).
Vandermonde-type formulation of particular variable step HB(p)
The general HB(p) methods obtained in Section 3 contain free coefficients: c i , i = 2, 3, 4, coefficients in (5), and depend on h n+1 and the previous nodes, t n , t n−1 , . . . , t n−(p−3) , which determine η 2 , η 3 , . . . , η p−2 in (7). For simplicity and to obtain large regions of absolute stability, R, of particular variable-step HB(p) methods, the coefficients listed in (14) and Table 1 were chosen and, following the approach of Butcher and Chen [4] , the following condition is imposed on the coefficients: 3.8669248231767694e-01 3.5644917896211648e-01
The remaining of this paper is concerned with particular VS HB(9) and HB(10) with coefficients c i , i = 1, 2, . . . , 5 given by
a 32 and a ii = b 5 , i = 2, 3, 4 given in Table 1 .
Integration formula IF
The (p + 1)-vector of reordered coefficients of the integration formula IF in (3),
is the solution of the Vandermonde-type system of order conditions
where
and r 1 = r 1 (1 : p + 1) has components r 1 (1) = 1,
The leading error term of IF is
b 5 c p 5 p! + p−3 j=1 α j η p+1 j+1 (p + 1)! + 4 j=2 b j c p j p! − 1 (p + 1)! h p+1 n+1 y p+1 n .
Predictor P 2
The (p − 1)-vector of reordered coefficients of the predictor P 2 in (2) with i = 2,
and r 2 = r 2 (1 : p − 1) has components r 2 (1) = 1,
A truncated Taylor expansion of the right-hand side of (2) with i = 2 about t n gives
The first (p − 1) components of r 4 = r 4 (1 : p + 1) are
the pth component is
T. Nguyen-Ba, T. Giordano, R. Vaillancourt -VS 4-stage HB solver . . . which corresponds to the order conditions (11) , and the (p + 1)th component is
which corresponds to the condition (13).
4.5.
Step control predictor P 5
We consider the (p + 2)-vector of the coefficients of predictor P 5 in (4), 
and r 5 = r 5 (1 : p − 1) has components
For arbitrary nonzero ω 4 and ω 2 , P 5 yields y n+1 to order (p − 2). A good experimental choice is ω 5 = 0.025, ω 4 = 0.025 and ω 2 = −10 −12 .
The solutions u , = 1, 2, . . . , 5, form generalized Lagrange basis functions for representing the HB interpolation polynomials.
Symbolic construction of elementary matrix functions
Consider the matrices
of the Vandermonde-type systems (15) , (17), (20) and (24), where
and p is the order of the method. The purpose of this section is to construct elementary lower and upper triangular matrices as symbolic functions of the parameters of HB(p). These matrices are most easily constructed by means of a symbolic software. These functions will be used in Section 6 to factor
• M 1 into a diagonal+last-three-column matrix, W 1 3 , which will be further diagonalized by a Gaussian elimination,
• M 2 into the identity matrix,
3 , which will be further diagonalized by a Gaussian elimination,
• M 5 into a diagonal+last-column matrix W 5 1 which will be further diagonalized by a Gaussian elimination. This decomposition will lead to a fast solution of the systems M u = r , = 1, 2, 4, 5 in O(p 2 ) operations.
Since the Vandermonde-type matrices M can be decomposed into the product of a diagonal matrix containing reciprocals of factorials and a confluent Vandermonde matrix, the factorizations used in this paper hold following the approach of Björck and Pereyra [3] , Krogh [18] , Galimberti and Pereyra [12] and Björck and Elfving [2] . Pivoting is not needed in this decomposition because of the special structure of Vandermonde-type matrices. We first describe the zeroing process of a general vector x = [x 1 , x 2 , . . . , x m ] T with no zero elements. The lower bidiagonal matrix
defined by the multipliers
zeros the last (m−k) components, x k+1 , x k+2 , . . . , x m , of x. This zeroing process will be applied recursively on M , = 1, 5, as follows. For k = 2, 3, . . ., left multiplying
Thus we obtain the upper triangular matrix
in (m 1 − 4) and (m 5 − 2) steps respectively. We note that L does not change the first two rows of M . Process 1. At the kth step, starting with k = 2,
• The multipliers in L k are obtained from
Algorithm 1 in Appendix A describes this process.
Symbolic construction of lower bidiagonal matrices for M 2
The zeroing process by means of lower bidiagonal matrix (28) defined by the multipliers (29) will be applied recursively on M 2 , as follows.
k . Thus we obtain the upper triangular matrix
in (m 2 − 3) steps respectively. We note that L 2 does not change the first three rows of M 2 . Process 2. At the kth step, starting with k = 3,
is an upper triangular matrix in columns 1 to k − 1.
• The multipliers in L 2 k are obtained from
The
Symbolic construction of lower bidiagonal matrices for M 4
We first describe the zeroing process of a general vector x = [x 1 , x 2 , . . . , x m−1 , 0] T whose first (m − 1) components are non zero elements. The lower bidiagonal matrix
zeros the last (m − 1 − k) components, x k+1 , x k+2 , . . . , x m−1 , of x. This zeroing process will be applied recursively on M 4 as follows.
k . Thus we obtain the upper triangular matrix in row 1 to m 4 − 1 and in column 1 to m 4 − 2,
We note that L 4 does not change the first three rows and the last row of M 4 . Process 3. At the kth step, starting with k = 3,
is an upper triangular matrix in row 1 to m 4 −1 and in columns 1 to k − 1.
• The multipliers in
Symbolic construction of elementary upper triangular matrices

Symbolic construction of upper bidiagonal matrices for M 1
For matrix L 1 M 1 , we construct recursively upper bidiagonal matrices
such that right multiplying L 1 M 1 by the upper triangular matrix
, and zero elsewhere. We call such a matrix a "diagonal+last-three-column matrix" matrix.
We describe the zeroing process of the upper bidiagonal matrix
The divisors
define the upper bidiagonal matrix
Right multiplying (36) by U 1 k zeros the 1's in position k + 1, k + 2, . . . , m 1 − 3 in the first row and puts 1's in position k + 1, k + 2, . . . , m 1 − 3 in the second row:
in (m 1 − 4) steps. Process 4. At the kth step, starting with k = 1,
Algorithm 2 in Appendix A describes this process for 
Construction of initializing upper tridiagonal matrix
into a matrix whose first two rows are of the form:
We describe the zeroing process of the upper tridiagonal matrix
define the elementary upper tridiagonal matrix U 2 1 of the form
Right multiplying (42) by U 2 1 zeros the 1's in position 3, 4, . . . , m 2 in the first row and puts 1's in position 3, 4, . . . , m 2 in the second row: the resulting (L 2 M 2 )(1 : 2, 1 : m 2 )U 2 1 is of the form (41).
Symbolic construction of upper bidiagonal matrices for M 2
For matrix L 2 M 2 , we construct recursively upper bidiagonal matrices U 2 2 , U 2 3 , . . . , U 2
such that right multiplying L 2 M 2 by the upper triangular matrix
Right multiplying (45) by U 2 k zeros the 1's in position k + 1, k + 2, . . . , m 2 in the first row and puts 1's in position k + 1, k + 2, . . . , m 2 in the second row:
Thus, right multiplying L 2 M 2 by the upper triangular matrix
transforms the upper triangular matrix L 2 M 2 into the identity matrix
in (m 2 − 1) steps. Process 5. At the kth step, starting with k = 1,
k is the identity matrix in rows 1 to k.
• The divisors in
Algorithm 3 in Appendix A describes this process for 
define the elementary upper tridiagonal matrix U 4 1 of the form
Right multiplying (51) by U , and zero elsewhere. We call such a matrix a "diagonal+last-row+last-two-column" matrix. Here the last nonzero row W 4 3 (m 4 , j), j = 1, 2, . . . , m 4 contains some nonzero entries and zero elsewhere.
Right multiplying (54) by U 4 k zeros the 1's in position k + 1, k + 2, . . . , m 4 − 2 in the first row and puts 1's in position k + 1, k + 2, . . . , m 4 − 2 in the second row:
Thus,
in (m 4 − 3) steps. Process 6. At the kth step, starting with k = 1,
k is a diagonal+last-row+last-two-column matrix in rows 1 to k.
• The divisors in U 4 k are obtained from
Algorithm 3 in Appendix A describes this process for
Symbolic construction of upper bidiagonal matrices for M 5
For matrix L 5 M 5 , we construct recursively upper bidiagonal matrices
such that right multiplying L 5 M 5 by the upper triangular matrix
, in the last column, and zero elsewhere. We call such a matrix a "diagonal+last-column" matrix. We describe the zeroing process of the upper bidiagonal matrix
Right-multiplying (59) by U 5 k zeros the 1's in position k + 1, k + 2, . . . , m 5 − 1 in the first row and puts 1's in position k + 1, k + 2, . . . , m 5 − 1 in the second row:
in (m 5 − 2) steps. Process 7. At the kth step, starting with k = 1, • Algorithms 1 and 2 to factor M 1 into a diagonal+last-three-column matrix, W 1 3 , which will be further diagonalized by a Gaussian elimination,
• Algorithms 1 and 3 to factor M 2 into the identity matrix,
• Algorithms 1 and 3 to factor M 4 into a diagonal+last-row+last-two-column matrix, W 4 3 , which will be further diagonalized by a Gaussian elimination,
• Algorithms 1 and 2 to factor M 5 into a diagonal+last-column matrix, W 5 1 , which will be further diagonalized by a Gaussian elimination.
These elementary matrix functions are used, first, to find the solution u , = 1, 2, 4, 5 in elementary matrix functions form and, then, to construct fast Algorithms 4, 5, 6 and 7, in Appendix A, to solve systems (15) , (17), (20) and (24) at each integration step.
Solution of
We let m 1 = p + 1 as defined in (27).
(1) The elimination procedure of Subsection 5.1.1 is applied to M 1 to construct m 1 × m 1 lower bidiagonal matrices L 1 k , k = 2, 3, . . . , m 1 − 3, with multipliers
Left multiplying the coefficient matrix M 1 by the lower triangular matrix
Right multiplying L 1 M 1 by the upper triangular matrix
is set to 1 by the diagonal matrix L 1 m 1 −2 whose entries are zeros, except for,
Then the non-diagonal entries in the column m 1 − 2 of L 1 m 1 −2 W 1 3 are zeroed by the unit diagonal+column-(m 1 − 2) matrix L 1 m 1 −1 whose entries are zeros, except for,
is set to 1 by the diagonal matrix L 1 m 1 whose entries are zeros, except for, for,
Then the non-diagonal entries in the last column of L 1 m 1 +2 W 1 1 are zeroed by the unit diagonal+last-column matrix L 1 m 1 +3 whose entries are zeros, except for,
We now obtain the following procedure which transforms M 1 into the identity matrix
Thus we have the following factorization of M 1 into the product of elementary matrices:
and the solution is
where fast computation goes from right to left.
Procedure (66) is implemented in Algorithm 4 in Appendix
The output is u = u 1 . It is to be noted that, by using Algorithm 2, the new
of the usual Newton divided differences. Similar result is found for predictor P i , i = 2, 3, 4.
Solution of
We let m 2 = p − 1 as defined in (27).
(1) The elimination procedure of Subsection 5.1.2 is applied to M 2 to construct m 2 × m 2 lower bidiagonal matrices L 2 k , k = 3, 4, . . . , m 2 − 1, with multipliers
The matrix
transforms the coefficient matrix M 2 into the upper triangular matrix L 2 M 2 of the form (32).
(2) The elimination procedure of Subsection 5.2.2 is used to construct a m 2 × m 2 initializing upper tridiagonal matrice U 2 1 with multipliers
(3) Then, the elimination procedure of Subsection 5.2.3 is used to construct m 2 × m 2 upper bidiagonal matrices U 2 k , k = 2, 3, . . . , m 2 − 1 with multipliers
We now obtain the following procedure which transforms M 2 into the identity matrix:
Thus we have the following factorization of M 2 into the product of elementary matrices:
Procedure (70) is implemented in Algorithm 5 in Appendix
The output is u = u 2 .
Solution of M
We let m 4 = p + 1 as defined in (27).
(1) The elimination procedure of Subsection 5.1.3 is applied to M 4 to construct m 4 × m 4 lower bidiagonal matrices L 4 k , k = 3, 4, . . . , m 4 − 2, with multipliers
The matrix initializing upper tridiagonal matrix U 4 1 , with multipliers, 
will transform W 4 3 into a matrix W 4 2 = L 4 m 4 −1 W 4 3 with nonzero diagonal elements, W 4 2 (i, i) = 0, i = 1, 2, . . . , m 4 , the last two nonzero columns W 4 2 (1 : m 4 , j) = 0, j = m 4 − 1, m 4 , and zero elsewhere. We call such a matrix a "diagonal+last-two-column" matrix. 
Then the non-diagonal entries in the last column of L 4 m 4 +2 W 4 1 are zeroed by the unit diagonal+last-column matrix L 4 m 4 +3 whose entries are zeros, except for,
We now obtain the following procedure which transforms M 4 into the identity matrix:
Thus we have the following factorization of M 4 into the product of elementary matrices:
and the solution is 
The matrix 
The right-product of the U 5 k , k = 1, 2, . . . , m 5 − 2, will transform L 5 M 5 into a diagonal+last-column matrix W 5 1 of the form (63). 
This procedure transforms M 5 into the identity matrix
Thus we have the following factorization of M 5 into the product of elementary matrices:
The output is u = u 5 .
Remark 1.
Formulae (2)- (4) can be put in matrix form. For instance, (3) can be written as
It is interesting to note the three decomposition forms of the system F v:
The first form is used in this paper, the form similar to the second form for Vandermonde systems is found in [18] , and the third form is found in [21] .
Regions of absolute stability
The regions of absolute stability, R, of constant step HB(p), p = 4, 5, . . . , 10, listed in Appendix B, with coefficients c i , i = 1, 2, . . . , 5 given by (14) , can be obtained by applying formulae (2)- (3) 
This gives the following difference equation and corresponding characteristic equation
respectively, where k = p − 2 is the number of steps of the method and z = λh. A complex number z is in R if the k roots of the characteristic equation in (79) satisfy the root condition (see [19, pp. 70] ). The scanning method used to find R is similar to the one used for Runge-Kutta methods (see [19] ). The stability functions η j (z), j = 0, 1, . . . , k in (79) are rational functions of the form
Here η k−1 (z) is of this form since the condition (13) 
Controlling stepsize
The estimate y n − y n ∞ and the current step h n are used to calculate the next stepsize h n+1 by means of formula [17] h n+1 = min h max , β h n tolerance
with κ = p − 1 and safety factor β = 0.81. The procedure to advance integration from t n to t n+1 is as follows.
(a) The stepsize, h n+1 , is obtained by formula (80) with κ = p − 1.
(b) The numbers η 2 , η 3 , . . . , η p−2 , defined in (7), are calculated.
(c) The coefficients of integration formula IF, predictors P 2 , P 3 , P 4 and step control predictor P 5 are obtained successively as solutions of systems (15), (17), (19) , (20) and (24).
, and y n+1 are obtained by formulae (2)- (4).
(e) The step is accepted if y n+1 − y n+1 ∞ is smaller than the chosen tolerance and the program goes to (a) with n replaced by n + 1. Otherwise the program returns to (a) and a new smaller stepsize h n+1 is computed.
Numerical results
The error at the endpoint of the integration interval EPE, endpoint error, is taken in the uniform norm,
where y end is the numerical value obtained by the numerical method at the endpoint t end of the integration interval and z end is the "exact solution" obtained by MATLAB's ode15s with stringent tolerance 5 × 10 −14 . The necessary starting values at t 1 , t 2 , . . . , t k−1 for HB(p) were obtained by MAT-LAB's ode15s with stringent tolerance 5 × 10 −14 .
We consider four following test problems: 
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(2) The stiff DETEST problem D1 [10] .
Problem 2.
with t end = 400.
(3) The Oregonator equation describing Belusov-Zhabotinskii reaction [11] .
Problem 3. The Oregonator model describing Belusov-Zhabotinskii reaction
with t end = 20.
(4) The van der Pol's equation [14, pp. 4-6] , [16] .
where µ = 500 and with t end = 0.8.
Similar to Hojjati et al. [16] , we numerically compare our new methods with MEBDF(p), p = 7, 8, on the basis of the EPE, endpoint error as a function of number of steps (NS). Table 3 It is seen that, in general, HB(p), p = 9, 10, compare favorably with MEBDF(p), p = 7, 8, at stringent tolerance.
The NS percentage efficiency gain (NS PEG) is defined by the formula (cf. Sharp [24] ), Table 7 : NS PEG of HB(p), p = 9, 10, over MEBDF(p), p = 7, 8, for the listed problems.
NS PEG of HB (9) over: NS PEG of HB (10) over: Problem MEBDF (7) MEBDF (8) MEBDF (7) where NS 1,j and NS 2,j are the NS of methods 1 and 2, respectively, and j = − log 10 (EPE). To compute NS 2,j and NS 1,j appearing in (85), we approximate the data (log 10 (EPE) , log 10 (NS)) in a least-squares sense by MATLAB's polyfit. Then, for chosen integer values of the summation index j, we take − log 10 (EPE) = j and obtain log 10 (NS) from the approximating curve, and finally NS PEG. Table 7 lists the NS PEG of HB(p), p = 9, 10, over MEBDF(p), p = 7, 8, for four problems. It is seen that HB(p), p = 9, 10, win.
As an example, for van der Pol's equation, HB(p), p = 9, 10 take 159 steps, compared to 576 steps used by MEBDF(p), p = 7, 8 to obtain an EPE of 7.0e-10, approximatively.
Conclusion
Variable-step (VS) 4-stage k-step Hermite-Birkhoff (HB) methods of order p = (k + 2), p = 9, 10, denoted by HB(p), are constructed as a combination of linear k-step methods of order (p − 2) and a diagonally implicit one-step 4-stage RungeKutta method of order 3 (DIRK3) for solving stiff ordinary differential equations. Forcing a Taylor expansion of the numerical solution to agree with an expansion of the true solution leads to multistep and Runge-Kutta type order conditions which are reorganized into linear confluent Vandermonde-type systems. This approach allows us to develop L(α)-stable methods of order up to 10. Fast algorithms are developed for solving these systems in O(p 2 ) operations to obtain HB interpolation polynomials in terms of generalized Lagrange basis functions. The stepsizes of these methods are controlled by a local error estimator. HB(p) of order p = 9 and 10 compare favorably with existing Cash modified extended backward differentiation formulae of order 7 and 8, MEBDF (7) (8) , in solving problems often used to test higher order stiff ODE solvers on the basis of number of steps and error at the endpoint of the integration interval.
Acknowledgements. This work was supported in part by the Natural Sciences and Engineering Research Council of Canada.
A. Algorithms For k = k0 : k end , do the following iteration:
For i = i0 : −1 : k + 1, do the following two steps:
Step
Step (2) For j = k : m, compute:
Definition 2. Algorithm 2 constructs diagonal entries U k (j, j) of upper bidiagonal matrices U k (applied to IF and P5) as functions of ηj, j = 2, 3, . . . , p − 2.
For k = 1 : k end , do the following iteration:
For j = j0 : −1 : k + 1, do the following two steps:
Step (2) For j = j0 : −1 : 4, do the following two steps:
Step (2) 
For j = 3, do the following two steps:
Step (2) for i = k : j, compute
(Section 2: for U k , k = 2 : k end ) For k = 2 : k end , do the following iteration:
where k end = m − 1, j0 = m for P2, and k end = m − 3, j0 = m − 2 for P4. Given [η2, η3, . . . , ηp−2] and r = r(1 : m), the following algorithm overwrites r with the solution u = u(1 : m) of the system M u = r.
Step (1) The following iteration overwrites r = r(1 : m) with Lm−3Lm−4 · · · L2r:
for k = 2, 3, . . . , m − 3, compute
Step (2) This step forms the two matrices Lm−2 and Lm−1: it computes the coefficients Gm−2(i), i = 1, 2, . . . , m used to form the two matrices Lm−2 and Lm−1 which transform W 
Step (3) The following computation overwrites the newly obtained r with Lm−1Lm−2r:
Step (4) This step forms the two matrices Lm and Lm+1: it computes the coefficients Gm−1(i), i = 1, 2, . . . , m used to form the two matrices Lm and Lm+1 which transform W 
The following computation overwrites the newly obtained Gm−1(1 : m) with Gm−1(1 : m) = Lm−1Lm−2Gm−1(1 : m):
Step ( 
Step (6) This step forms the two matrices Lm+2 and Lm+3: it computes the coefficients Gm(i), i = 1, 2, . . . , m used to form the two matrices Lm+1 and Lm+2 which transform W 
The following computation overwrites the newly obtained Gm(1 : m) with Lm−1Lm−2Gm(1 :
The following computation overwrites the newly obtained Gm ( 
Step (7) The following computation overwrites the newly obtained r with Lm+3Lm+2r:
Step (8) The following iteration overwrites r = r(1 : m) with U1U2 · · · Um−4r: Given [η2, η3, . . . , ηp−2] and r = r(1 : m), the following algorithm overwrites r with the solution u = u(1 : m) of the system M u = r.
Step (1) The following iteration overwrites r = r(1 : m) with Lm−1Lm−2 · · · L3r:
for k = 3, 4, . . . , m − 1, compute
Step (2) The following iteration overwrites r = r(1 : m) with U2U3 · · · Um−1r:
Next, the following iteration overwrites r = r(1 : m) with U1r:
Definition 6. Algorithm 6 solves the systems for P4 in O(m 2 ) operations.
Given [η2, η3, . . . , ηp−2] and r = r(1 : m), the following algorithm overwrites r with the solution u = u(1 : m) of the system M u = r.
Step (1) The following iteration overwrites r = r(1 : m) with Lm−2Lm−3 · · · L3r:
For k = 3, 4, . . . , m − 2, compute
Step ( The following computation overwrites H with HU1: for k = 1, compute
The following computation overwrites H with HU2U3 . . . Um−3: For k = 2, 3, . . . , m − 3, compute
Step (3) The following computation overwrites the newly obtained r with Lm−1r:
First set PrH , PrH = 0.
Compute the product PrH and, next, compute r(m):
r(m) = −PrH + r(m).
Step (4) This step forms the two matrices Lm and Lm+1: it computes the coefficients vector Gm−1(i), i = 1, 2, . . . , m used to form the two matrices Lm and Lm+1 which transform W 
The following computation overwrites the newly obtained vector Gm−1 with Lm−1Gm−1:
Compute the product PGH and, next, compute Gm−1(m):
Step (5) The following computation overwrites the newly obtained r with Lm+1Lmr:
Step (6) This step forms the two matrices Lm+2 and Lm+3: it computes the coefficients Gm(i), i = 1, 2, . . . , m used to form the two matrices Lm+2 and Lm+3 which transform W 4 1 into the identity matrix I 4 = Lm+3Lm+2W 
The following computation overwrites the newly obtained vector Gm with Lm−1Gm: First set PGH , PGH = 0. Compute the product PGH and, next, compute Gm(m):
The following computation overwrites the newly obtained Gm(1 : m) with Lm+1LmGm(1 : m):
Step (8) The following iteration overwrites r = r(1 : m) with U1U2U3 · · · Um−3r: (8.1) The following iteration overwrites r = r(1 : m) with U2U3 · · · Um−3r:
(8.2) Next, the following iteration overwrites r = r(1 : m) with U1r:
T. Nguyen-Ba, T. Giordano, R. Vaillancourt -VS 4-stage HB solver . . . Given [η2, η3, . . . , ηp−2] and r = r(1 : m), the following algorithm overwrites r with the solution u = u(1 : m) of the system M u = r.
Step (1) The following iteration overwrites r = r(1 : m) with Lm−1Lm−2 · · · , L2r:
for k = 2, 3, . . . , m − 1, compute
Step (2) This step forms the two matrices Lm and Lm+1: it computes the coefficients Gm(i), i = 1, 2, . . . , m used to form the two matrices Lm and Lm+1 which transform W 
Step (3) The following computation overwrites the newly obtained r with Lm+1Lmr:
Step (4) The following iteration overwrites r = r(1 : m) with U1U2 · · · Um−2r:
B. Coefficients of HB(p), p = 4, 5, . . . , 10.
The appendix lists the coefficients of HB(p), of order p = 4, 5, . . . , 10, with coefficients c i , i = 1, 2, . . . , 5 given by (14) and considered in this paper. It is to be noted that, in Table 8 -10, since a 22 = a 33 = a 44 = b 5 , only a 22 are listed. 4.6349043784767707e-01 a 21 1.2661672524404526e+00 α 20 5.4950392168197382e-01 α 21 4.5049607831802618e-01 a 32 -1.8530834291876901e-02 a 31 -2.1887246599062252e-01 α 30 1.1616817724748036e+00 α 31 -1.6168177247480350e-01 a 43 9.2532001902408567e-01 a 42 -1.2991041785648558e-01 a 41 -1.1719553264875242e-01 α 40 1.0580323817860031e+00 α 41 -5.8032381786003208e-02 b 4 -5.8502664620919764e-01 b 3 7.3620641073684356e-01 b 2 3.6285323782546275e-01 α 0
1.0224765597992143e+00 α 1 -2.2476559799214289e-02
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