In this paper we describe the notion of an annular end of a Riemann surface being of finite type with respect to some harmonic function and prove some theoretical results relating the conformal structure of such an annular end to the level sets of the harmonic function. We then apply these results to understand and characterize properly immersed minimal surfaces in R 3 of finite total curvature, in terms of their intersections with two nonparallel planes.
∂ R = {t ∈ C | |z| = R} and ∂ 1 = {z ∈ C | |z| = 1}. Thus, the closure A(0, 1) is the closed unit disk D and A(0, 1) = D − {0}. If 0 < R < 1 and F : A(R, 1) → R is a holomorphic function, then F is said to have angular limit F (ξ) ∈ C ∪ {∞} at ξ ∈ ∂ R if lim z→ξ,z∈S F (z) exists and equals F (ξ) for every angular sector S ⊂ A(R, 1) centered at ξ, whose median line is the radial arc [1, 2] ξ, with small radius t ∈ (0, 1 − R) and total angle 2α, 0 < α < π 2 , see Figure 1 . This definition of having angular limit can be directly extended to (real valued) harmonic functions. We can now state our main result. Theorem 1.1 Suppose f : M → R is a nonconstant harmonic function and E is an annular end of M of finite type for f . Then:
1. If E is conformally A(0, 1), then the holomorphic one-form ω = df +idf * on A(0, 1) extends to a meromorphic one-form ω on the closed unit disk D (here f * denotes the locally defined conjugate harmonic function of f ). Furthermore:
(a) If for some t 0 ∈ R the one-complex f −1 (t 0 ) ∩ E has 2k ends (note that the number of ends is always even since f alternates values greater and smaller than t 0 in consecutive components of the complement of f −1 (t 0 )∩E around z = 0) and ω has a pole at z = 0, then this pole is of order k + 1. In particular, for every t ∈ R, the level set f −1 (t) has exactly 2k ends.
(b) ω is holomorphic if and only if f is bounded on E (in which case f admits a welldefined harmonic conjugate function on D).
(c) If α |df | < ∞ for some end representative α of f −1 (t 0 ) ∩ E, then f is bounded on E.
2. If E is conformally A(R, 1) for some R ∈ (0, 1), then:
(a) f has angular limits almost everywhere on ∂ R .
(b) Given t 0 ∈ R such that f −1 (t 0 ) ∩ E has a finite number of ends, then the limit set of each end of f −1 (t 0 ) ∩ E consists of a single point in ∂ R . In particular, the closure in A(R, 1) of at least one component of {z ∈ A(R, 1) | f (z) = t 0 } is hyperbolic 2 .
In the special case that the flux ∂ 1 ∂f ∂r ds vanishes, then item 2 of Theorem 1.1 follows from the proof of Theorem 7.1 in [5] . Theorem 1.1 is motivated by applications of it to minimal surfaces. For specific applications in [4] , we will need the following corollary to Theorem 1.1. We also remark that López [3] obtained related results of Picard type for minimal surfaces, under the assumption that the second sentence of Corollary 1.2 holds.
is a proper, conformal minimal immersion. If for some horizontal plane P ⊂ R 3 , the one-complex X −1 (P ) has a finite number 2k of ends, then R = 0 and the holomorphic height differential dx 3 + idx * 3 extends meromorphically to D with a pole of order k + 1. In particular, for every horizontal plane P ⊂ R 3 , the level set X −1 (P ) has exactly 2k ends.
Furthermore, after replacing A(0, 1) by A(0, R ) = {z ∈ C | 0 < |z| ≤ R } for some R ∈ (0, 1), the Gauss map of the induced minimal immersion X| A(0,R ) is never vertical. Hence, on A(0, R ), the meromorphic Gauss map of X can be expressed as g(z) = z n e H(z) for some n ∈ Z and for some holomorphic function H : A(0, R ) → C. Furthermore, the following three statements are equivalent:
1. X has finite total curvature.
H is bounded on A(0, R ).
3. There are two nonparallel planes P 1 , P 2 such that each of these planes individually intersects the surface transversely in a finite number of immersed curves (if X is not flat, then we can change "there are two" by "for all" in this statement).
Additionally, if the flux α ∂x 3 ∂η ds is finite for some end representative α of X −1 (P ), then X has finite total curvature and X(A(R, 1)) is asymptotic to P with finite multiplicity.
Preliminaries on complex analysis.
In this section we recall the statements of three classical theorems in the theory of functions of one complex variable that we will apply to prove Theorem 1.1. Theorem 2.1 (Plessner [6] ) If F is a meromorphic function in the open unit disk D, then, for almost all ξ ∈ ∂D, either F has finite angular limit at ξ or F (S) is dense in C ∪ {∞}, for every angular sector S = {z ∈ D | | arg(1 − zξ)| < α, |z − ξ| < t} centered at ξ of radius t, aperture angle 2α (here 0 < α < 3 The proof of Theorem 1.1.
Suppose t 0 ∈ R and f : A(R, 1) → R is a nonconstant harmonic function with f −1 (t 0 ) having n + 1 ends. The ends of f −1 (t 0 ) can be represented by a family {α 0 , α 1 , . . . , α n } of pairwise disjoint proper arcs in A(R, 1). Our first observation in proving Theorem 1.1 is given in the following assertion.
Assertion 3.1 There exists a simple closed analytic curve β : S 1 → A(R, 1) which is topologically parallel to ∂ 1 and which intersects f −1 (t 0 ) transversely in n + 1
Proof. This assertion follows immediately from elementary separation properties of curves and the conformal classification of annular domains.
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By Assertion 3.1, after replacing A(R, 1) by a subend and parametrizing this subend by some A(R , 1), we may assume that f : A(R, 1) → R is harmonic and analytic (up to and including the boundary ∂ 1 ) and f −1 (t 0 ) is a finite collection {α 0 , α 1 , . . . , α n } of pairwise disjoint, properly embedded arcs transverse to ∂ 1 , and each arc α i has its starting point p i in ∂ 1 , i = 0, 1, . . . , n. We can also assume that {α 0 , α 1 , . . . , α n } are cyclically ordered in a counterclockwise manner. Assertion 3.2 Suppose that R > 0 and that the limit set 
Figure 2: η conformally reparametrizes the shaded region on the right by a half disk. In fact, we will show that α 0 with an interval limit set does not occur.
Consider the induced harmonic function f = f • η : ∆ → R. Since ∆ is simply-connected, f admits a well-defined harmonic conjugate function f * . Hence, the function F = f + i f * : ∆ → C is holomorphic. As f does not have critical points in f −1 (t 0 ), F restricted to any of the finite number of components
The end points on these intervals on L t 0 form a finite subset, and thus, it is possible to find a compact interval γ in L t 0 which is disjoint from the end points in the intervals in F ( f −1 (t 0 )). Therefore, F −1 (γ) is compact. Hence, after replacing A(R, 1) by a subend, we will assume that F −1 (γ) = Ø. Consider the restriction F | Int(∆) : Int(∆) → C − γ to the interior of ∆. F | Int(∆) is essentially bounded in the sense that its image is contained in a domain conformally equivalent to an open subset of the unit disk via the Riemann mapping theorem. By Plessner's Theorem (Theorem 2.1), F | Int(∆) has angular limits almost everywhere on (S 1 ) + = {z ∈ C | |z| = 1, y ≥ 0}, and thus, f has angular limits almost everywhere on ∂ R − σ(ε). Clearly, by taking smaller and smaller neighborhoods σ(ε), we conclude that item (a) in statement 2 of Theorem 1.1 holds in this case.
We next describe the limit set
Suppose that for i fixed, η −1 (α i ) has two distinct limit points q 1 , q 2 ∈ (S 1 ) + . We claim that in this case, the subarc I of (S 1 ) + whose extrema are q 1 , q 2 is entirely contained in L i . Arguing by contradiction, suppose that there exists s ∈ Int(I) which is not a limit point of η −1 (α i ). Then there exists a small δ > 0 such that the radial arc [1 − δ, 1]s ⊂ ∆ is disjoint from η −1 (α i ). As η −1 (α i ) is proper in ∆ and disjoint from [1 − δ, 1]s, then η −1 (α i ) eventually lies in the one of the two connected components, say A, obtained by removing [1 − δ, 1]s from the δ-neighborhood of (S 1 ) + in ∆. In particular, L i fails to contain the point in {q 1 , q 2 } which does not lie in A, which is a contradiction. This proves our claim, and therefore, L i is either a compact subarc of (S 1 ) + or a point. We claim that all the limit sets L i reduce to points. Suppose on the contrary, that some L i is a subarc of (S 1 ) + with nonempty interior Int(L i ). Then almost everywhere on Int(L i ), the holomorphic function F has angular limits which correspond to the end point * ∈ L t 0 ∪ {∞} of F (η −1 (α i )). In this case, F would have the constant angular limit * on a set of positive measure of (S 1 ) + , thereby contradicting Privalov's Theorem [7] since F is not constant. This contradiction implies that L i is a single point in (S 1 ) + for all i = 0, 1, . . . , n, and so, each end of f −1 (t 0 ) has a unique limit point in ∂ R . Since we are assuming R > 0, then the harmonic measure of ∂ R is positive, which clearly implies item (b) in statement 2 of Theorem 1.1. Now the proof of Assertion 3.2 is complete.
Recall that the collection {α 0 , α 1 , . . . , α n } = f −1 (t 0 ) of pairwise disjoint arcs is cyclically ordered. For k = 0, 1, . . . , n, let D k be the union of α k ∪ α k+1 with the component of A(R, 1) − f −1 (t 0 ) whose boundary contains the arcs α k , α k+1 (in the case of k = n we identify α 0 with α n+1 ). Note that ∂D k is a connected open arc, and D k is simply-connected. We will call each D k a (topological) sector of A(R, 1). In the next result we study the conformal character of the sectors D k . Assertion 3.3 Suppose that R > 0 and that the limit set L(f −1 (t 0 )) equals ∂ R . Then, for each k = 0, 1, . . . , n the (topological) sector D k is conformally equivalent to the closed upper halfplane in C (the conformal diffeomorphism between D k and {a + bi | b ≥ 0} fails to be conformal only at the starting points p k , p k+1 of α k , α k+1 ).
Proof. The argument is again by contradiction. Assume that for some k = 0, 1, . . . , n the assertion fails. By the Uniformization Theorem and boundary regularity of holomorphic maps, then there exists an bijective map φ k : ∆ = {z = x + iy ∈ C | |z| < 1, y ≥ 0} → D k which is a conformal immersion except at the two points of ∂∆ that correspond to the end points p k , p k+1 of α k and α k+1 in ∂ 1 . Since φ k is a bounded holomorphic function, Theorem 2.1 insures that we can find distinct points ξ 1 , ξ 2 ∈ (S 1 ) + such that φ k has angular limit at ξ i , i = 1, 2. Consider a pair of disjoint arcs β 1 , β 2 ⊂ ∆, each joining a point of φ
to one of the points ξ 1 , ξ 2 , and transverse to (S 1 ) + . Let D k be the subdomain of ∆ whose boundary contains both β 1 , β 2 , see Figure 3 . Note that the (single) limit point of φ k (β 1 ) is different from the limit point of φ k (β 2 ): otherwise for every point ξ in the open arc (S 1 ) + ⊂ ∂∆ with extrema ξ 1 , ξ 2 , the angular limit of φ k at ξ exists and is equal to the common limit point of φ k (β i ), i = 1, 2. By Privalov's Theorem (Theorem 2.2), this would lead to a contradiction since φ k is not constant.
Also note that φ k (D k ) is a subdomain of A(R, 1) whose boundary consists of φ k (β 1 ), φ k (β 2 ), an arc contained in ∂ 1 and an open arc δ ⊂ ∂ R . Since the arcs φ k (β 1 ), φ k (β 2 ) have finite lengths, every point of δ is a positive distance from the domain A(R, 1) − D k . Therefore, δ is disjoint from the limit set of f −1 (t 0 ), which contradicts one of our hypotheses. Now the proof of the assertion is complete.
2 Figure 3 : The shaded domain on the right is bounded by curves with distinct limit points.
We continue assuming that R > 0. Let Σ be the flat surface with boundary A(R, 1) − α 0 , and let Σ denote the simply-connected flat surface with boundary obtained after attaching to Σ two "copies" of α 0 . Note that Σ has connected boundary, which consists of the arc ∂ 1 − α 0 together with the two copies of α 0 . For each k ∈ {0, 1, . . . , n}, we will consider the "lift" D k of the topological sector D k to Σ. Let f : Σ → R be the harmonic function given by the "lift" of f to Σ (clearly f takes equal values at corresponding points in the copies of α 0 in ∂Σ). Since Σ is simply-connected, f admits a well-defined harmonic conjugate function f * on Σ, and so, the function F = f + i f * : Σ → C is holomorphic.
Note that each sector D k ⊂ Σ has its image F ( D k ) in one of the two closed halfspaces
is the finite ordered set of curves { α 0 , α 1 , α 2 , . . . , α n , α 0 } corresponding to the cyclically ordered set of arcs {α 0 , α 1 , . . . , α n } = f −1 (t 0 ); also note that ∂ D n contains the arcs α n and α 0 in its boundary. After reindexing, we can assume that Proof. By Assertion 3.2, we only need to arrive to a contradiction provided that L(f −1 (t 0 )) = ∂ R . So assume L(f −1 (t 0 )) = ∂ R . We first check that with the notation above, then w k = w k+1 for all k = 0, 1, . . . , n. Consider the restriction F |
, which is a holomorphic function whose image is contained in, say, C + (t 0 ). Since we are assuming L(f −1 (t 0 )) = ∂ R , Assertion 3.3 insures that there exists a bijective map ψ k : {a + ib ∈ C | b ≥ 0} → D k which is conformal everywhere on the closed upper halfplane except at the two points q k , q k+1 in {b = 0} which correspond respectively to the starting points p k , p k+1 of α k , α k+1 , respectively. Schwartz's reflection principle applied to the restriction of F •ψ k to {a+ib | b ≥ 0}−[q k , q k+1 ] (here [q k , q k+1 ] denotes the closed interval in the real axis with extrema q k , q k+1 ), and produces a holomorphic function
• F k extends continuously to the metric completion C of C − [q k , q k+1 ] (note that C is conformally A(0, 1)). We denote to this extension by the same symbols F k .
• F k maps R − [q k , q k+1 ] into the line L t 0 and maps each of the two copies of the interval [q k , q k+1 ], when considered inside the boundary of C, into the union of F (∂ D k ∩ ∂ 1 ) and its reflected image with respect to L t 0 . Furthermore, the preimage by F k of every point in L t 0 consists of at most two points in the real line {b = 0}, and for some point in L t 0 , its preimage by F k consists of at most one point.
By Picard's theorem, F k extends meromorphically across ∞, and its extension is a conformal diffeomorphism from a neighborhood U k of ∞ in C ∪ {∞} into its image. In particular, the limit point
, as desired. We now consider the special case where w 0 = ∞. In this case, the pullback by F k | U k of the complete flat metric |dw| 2 is a complete flat metric on U k . Furthermore, for each k the equality
|dw| 2 holds on some end representative E k of D k . Therefore F induces under pullback a complete flat metric on ∪ n k=0 E k , which is an end representative of Σ. Clearly this complete flat metric on this end representative of Σ descends to a complete flat metric on an end representative of A(R, 1) when w 0 = ∞. This contradicts the assumption that R is strictly positive (because any such complete flat annulus has quadratic area growth by a direct application of the Gauss-Bonnet formula together with the first and second variation of area, and annular ends with at most quadratic area growth are parabolic, see [2] ).
On the other hand if w 0 is finite, then the arguments in the last paragraph apply to the holomorphic function 2
In order to finish the proof of Theorem 1.1 it remains to demonstrate item 1. So from now on suppose R = 0. As we did just after Assertion 3.1, we can assume that f : A(0, 1) → R is harmonic and analytic (up to and including the boundary ∂ 1 ) and f −1 (t 0 ) is a cyclically ordered finite collection {α 0 , α 1 , . . . , α n } of pairwise disjoint, properly embedded arcs transverse to ∂ 1 , and each arc has its starting point in ∂ 1 and limits to z = 0. Also the arguments just before Assertion 3.3 lead us to define the topological sectors D k , k = 0, 1, . . . , n, each one being the union of α k ∪ α k+1 with the component of A(0, 1) − f −1 (t 0 ) whose boundary contains the arcs α k , α k+1 (with α 0 = α n+1 if k = n), and with an arc in ∂ 1 . Note that these sectors D k are still of S 2 and equal to the unit normals of P , only a finite number of times. Hence, g misses 0, ∞ on A(0, R ) for some R ∈ (0, 1]. By elementary covering space theory, for some k ∈ Z, z −k g induces a map from π 1 (A(0, R ) ) to π 1 (C − {0}) with degree zero and thus, z −k g(z) = e H(z) for some holomorphic function H on A(0, R ). This completes the proof of the main statement of Corollary 1.2.
We next prove the equivalence between items 1-3 of Corollary 1.2. The only implication which is not obvious is 3 implies 1, so assume 3 holds. The main statement of Corollary 1.2 applied to each of the planes P 1 , P 2 implies that on some end A R 1 = {z ∈ A(0, 1) | 0 < |z| ≤ R 1 < 1} of A(0, 1), the Gauss map g misses the four values corresponding to the two pairs of antipodal points of S 2 which are orthogonal to P 1 or P 2 . Since A R 1 is conformally a punctured disk, Picard's theorem can be applied to g and gives that g extends across the puncture to a meromorphic function on D = A(0, 1). Hence, X has finite total curvature.
Finally suppose that α ∂x 3 ∂η ds is finite for some end representative of X −1 3 (P ). Then item (b) of Theorem 1.1 implies that x 3 is bounded on the minimal end E = X(A(0, 1)). In particular, E is contained in a horizontal slab. In this setting, Lemma 2.2 in [1] insures that E has quadratic area growth. Since the Gaussian curvature of E is nonpositive, a standard application of the first and second variation formulas for area imply that E has finite total curvature. In this situation, it is well known that E is asymptotic to P with finite multiplicity. Now Corollary 1.2 is proved.
