Abstract. We consider the evolution of contact lines for viscous fluids in a two-dimensional open-top vessel. The domain is bounded above by a free moving boundary and otherwise by the solid wall of a vessel. The dynamics of the fluid are governed by the incompressible Stokes equations under the influence of gravity, and the interface between fluid and air is under the effect of capillary forces. Here we develop a local wellposedness theory of the problem in the framework of nonlinear energy methods. We utilize several techniques, including: energy estimates of a geometric formulation of the Stokes equations, a Galerkin method with a time-dependent basis for an ǫ-perturbed linear Stokes problem in moving domains, the contraction mapping principle for the ǫ-perturbed nonlinear full contact line problem, and a continuity argument for uniform energy estimates.
1. Introduction
Formulation of the problem in Eulerian coordinates. We consider a 2-D open top vessel as a
bounded, connected open set V ⊆ R 2 which consists of two "almost" disjoint sections, i.e., V = V top ∪ V bot . The word "almost" means V top ∩ V bot is a set of measure 0 in R 2 . We assume that the "top" part V top consists of a rectangular channel defined by
for some ℓ, L > 0, where R 2 + is the half plane R 2 + = {y ∈ R 2 : y 2 ≥ 0}. Similarly, we write the "bottom" part as V bot = V ∩ R 2 − = V ∩ {y ∈ R 2 : y 2 ≤ 0}.
In addition, we also assume that the boundary ∂V of V is C 2 away from the points (±ℓ, L). Now we consider a viscous incompressible fluid filling the V bot entirely and V top partially. More precisely, we assume that the fluid occupies the domain Ω(t) with an upper free surface, Ω(t) = V bot ∪ {y ∈ R 2 : −ℓ < y 1 < ℓ, 0 < y 2 < ζ(y 1 , t)}, where the free surface ζ(y 1 , t) is assumed to be a graph of the function ζ : [−ℓ, ℓ] × R + → R satisfying 0 < ζ(±ℓ, t) ≤ L for all t ∈ R + , which means the fluid does not spill out of the top domain. For simplicity, we write the free surface as Σ(t) = {y 2 = ζ(y 1 , t)} and the interface between fluid and solid as Σ s (t) = ∂Ω(t) \ Σ(t). For each t ≥ 0, the fluid is described by its velocity and pressure (u, P ) : Ω(t) → R 2 × R, the dynamics of which are governed by the incompressible Stokes equations for t > 0 :
in Ω(t), div u = 0 in Ω(t), S(P, u)ν = gζν − σH(ζ)ν on Σ(t), (S(P, u)ν − βu) · τ = 0 on Σ s (t), u · ν = 0 on Σ s (t),
∂ t ζ(±ℓ, t) = V [[γ]] ∓ σ ∂ 1 ζ (1 + |∂ 1 ζ| 2 ) 1/2 (±ℓ, t) . with the initial data ζ(y 1 , t = 0) = ζ(0), ∂ t ζ(y 1 , t = 0) = ∂ t ζ(0) and ∂ 2 t ζ(y 1 , t = 0) = ∂ 2 t ζ(0).
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In the above system (1.1), S(p, u) is the viscous stress tensor determined by S(P, u) = P I − µDu, where I is the 2 × 2 identity matrix, µ > 0 is the coefficient of viscosity, Du = ∇u + ∇ ⊤ u is the symmetric gradient of u for ∇ ⊤ u the transpose of the matrix ∇u, P is the difference between the full pressure and the hydrostatic pressure. ν is the outward unit normal. τ is the unit tangent. σ > 0 is the coefficient of surface tension, and
is the twice of mean curvature of the free surface. β > 0 is the Navier slip friction coefficient on the vessel walls. The function V : R → R is the contact point velocity response function which is a C 2 increasing diffeomorphism satisfying V (0) = 0. [[γ] ] := γ sv − γ sf for γ sv , γ sf ∈ R, where γ sv , γ sf are a measure of the free-energy per unit length with respect to the solid-vapor and solid-fluid intersection. In addition, we assume that the Young relation [21] holds 2) which is necessary for the existence of equilibrium state. For convenience, we introduce the inverse function W = V −1 and rewrite the final equation in (1.1) as
( 1.3) 1.2. A steady equilibrium state. A steady-state equilibrium solution to (1.1) corresponds to u = 0, P (y, t) = P 0 (y), and ζ(y 1 , t) = ζ 0 (y). These satisfy It is well-known (see for instance the discussion in the introduction of [10] ) that there exists a smooth solution ζ 0 : [−ℓ, ℓ] → (0, L).
Geometric reformulation.
Let ζ 0 ∈ C ∞ [−ℓ, ℓ] be the equilibrium surface given by (1.4) . We then define the equilibrium domain Ω ⊂ R 2 by Ω := V b ∪ {x ∈ R 2 | − ℓ < x 1 < ℓ, 0 < x 2 < ζ 0 (x 1 )}.
The boundary ∂Ω of the equilibrium Ω is defined by
where Σ := {x ∈ R 2 | − ℓ < x 1 < ℓ, x 2 = ζ 0 (x 1 )}, Σ s = ∂Ω \ Σ.
Here Σ is the equilibrium free surface. The corner angle ω ∈ (0, π) of Ω is the contact angle formed by the fluid and solid. We will view the function ζ(y 1 , t) of the free surface as the perturbation of ζ 0 (y 1 ):
ζ(y 1 , t) = ζ 0 (y 1 ) + η(y 1 , t).
(1.5)
Let φ ∈ C ∞ (R) be such that φ(z) = 0 for z ≤ 1 4 min ζ 0 and φ(z) = z for z ≥ 1 2 min ζ 0 . Now we define the mapping Φ : Ω → Ω(t), by Φ(x 1 , x 2 , t) = x 1 , x 2 + φ(x 2 ) ζ 0 (x 1 )η (x 1 , x 2 , t) = (y 1 , y 2 ) ∈ Ω(t), (1.6) withη is defined byη (x 1 , x 2 , t) := PEη(x 1 , x 2 − ζ 0 (x 1 ), t), (1.7)
where E : H s (−ℓ, ℓ) → H s (R) is a bounded extension operator for all 0 ≤ s ≤ 3 and P is the lower Poisson extension given by
Pf (x 1 , x 2 ) = Rf (ξ)e 2π|ξ|x 2 e 2πix 1 ξ dξ.
If η is sufficiently small (in appropriate Sobolev spaces), the mapping Φ is a C 1 diffeomorphism of Ω onto Ω(t) that maps the components of ∂Ω to the corresponding components of ∂Ω(t).
We have the Jacobian matrix ∇Φ and the transform matrix A of Φ
We define the transformed differential operators as follows.
for appropriate f and X. We write the stress tensor S A (P, u) = P I − µD A u where I the 2 × 2 identity matrix and (D A u) ij = A ik ∂ k u j + A jk ∂ k u i the symmetric A-gradient. Note that if we extend div A to act on symmetric tensors in the natural way, then div A S A (P, u) = −µ∆ A u + ∇ A P for vectors fields satisfying div A u = 0. We assume that Φ is a diffeomorphism. Then we can transform the problem (1.1) to the equilibrium domain Ω for t ≥ 0. In the new coordinates, (1.1) becomes the A-Stokes problem
in Ω, Here we have still written N := −∂ 1 ζe 1 + e 2 for the normal to Σ(t). Since all terms in (1.10) are in terms of η, (1.10) is connected to the geometry of the free surface. This geometric structure is essential to control higher-order derivatives.
1.4. Perturbation. We will construct the solution to (1.10) as a perturbation around the equilibrium state (0, P 0 , ζ 0 ). To this end we define new perturbed unknowns (u, p, η) so that u = 0 + u, P = P 0 + p, and ζ = ζ 0 + η. Then we will reformulate (1.10) in terms of the new unknowns.
First, we rewrite the terms of mean curvature on the equilibrium free surface. By a Taylor expansion in z, y + z 1 + |y + z| 2 = y 1 + |y| 2 + z (1 + |y| 2 ) 3/2 + R(y, z).
(1.11)
Combining with the assumption (1.5), we then know that
( 1.12) where the remainder term R ∈ C ∞ (R 2 ) is given by R(y, z) = ∓ R(∂ 1 ζ 0 , ∂ 1 η)(±ℓ, t) = ∓σ ∂ 1 η (1 + |∂ 1 ζ 0 | 2 ) 3/2 (±ℓ, t) ∓ R(∂ 1 ζ 0 , ∂ 1 η)(±ℓ, t).
(1.15)
Next we rewrite the terms related to the stress tensor in (1.10). Clearly, div A S A (P, u) = div A S A (p, u), in Ω, S A (P, u)N = S A (p, u)N + P 0 N , on Σ,
(1.16) Finally, we rewrite the inverse W ∈ C 2 (R) of the contact point response function. Since W (0) = 0, we expand W as
(1.17)
Then we write κ = W ′ (0) > 0, since W is increasing. For convenience, we writê
Thus, combining (1.4), (1.14)-(1.16), we arrive at the following perturbative form of Stokes equations
in Ω,
(S A (p, u)ν − βu) · τ = 0, on Σ s , u · ν = 0, on Σ s , ∂ t η = u · N , on Σ, κ∂ t η(±ℓ, t) + κŴ (∂ t η(±ℓ, t)) = ∓σ ∂ 1 η (1 + |ζ 0 | 2 ) 3/2 + R(∂ 1 ζ 0 , ∂ 1 η) (±ℓ, t).
(1. 19) with the initial data η(x 1 , 0) = η 0 (x 1 ), ∂ t η(x 1 , 0) and ∂ 2 t η(x 1 , 0). Here A and N are still determined in terms of ζ = ζ 0 + η. In the following, we write N 0 be the non-unit normal for the equilibrium surface Σ, and N = N 0 − ∂ 1 ηe 1 .
1.5. Main theorem. In order to state our result, we need to explain our notation for Sobolev spaces and norms. We take H k (Ω) and H k (Σ) for k ≥ 0 to be the usual Sobolev spaces, and take W k δ (Ω) and W k δ (Σ) for k ≥ 0 and δ ∈ (0, 1) to be the weighted Sobolev spaces defined in (2.24). We write norms ∂ j t u k and ∂ j t p k in the space H k (Ω), and ∂ j t η k in space H k (Σ). Now, we define the energy and dissipation used in this paper. The energy is 20) and the dissipation is 
With the notation established we may now state our main result.
Theorem 1.1. Assume the initial data satisfy the inclusions η 0 ∈W , ℓ) ) and that they satisfy the compatibility condition described in Section 3. Then there exists 0 < α 0 , T 0 < 1, such that if
and 0 < T < T 0 , then there exists a unique solution (u, p, η) to (1.19) on the interval [0, T ] that achieves the initial data and satisfies
Since Φ is a C 1 diffeomorphism, we can change coordinates from Ω to Ω(t) to gain solutions of (1.1).
The techniques used for the proof of Theorem (1.1) are developed throughout the rest of this paper. We will sketch the main ideas of the proof here.
ǫ-perturbed linear A-Stokes. Our method is ultimately based on the following geometric formulation of linear Stokes equations and a fixed point argument. We suppose that η (and hence A, N , etc.) is given and then solve the linear A-Stokes equations for (u, p, ξ):
where
The local existence theory we aim to develop is designed to produce solutions in the functional framework needed for the global analysis in [10] . Thus it is essential in the present paper that we develop solutions with some degree of regularity. Unfortunately, in attempting to work directly with (1.23) in a higher-regularity fixed point argument we encounter serious difficulties with estimating a couple key terms. For instance we need to estimate interaction terms of the form
but the regularity theory for (1.23) does not quite meet the demands of this term (∂ 3 t ξ is only in W 1/2 δ due to the a priori estimate for ∂ 3 t η).
Fortunately, it's possible to bypass this difficulty by making a small perturbation of the equations, which provides a crucial extra estimate. We consider the following ǫ-perturbed linear A-Stokes instead of (1.23):
Using the mean curvature term shows then that ∂ 3 t ξ has the same regularity as ∂ 2 t ξ, namely inclusion in H 1 . This allows us to estimate the term (1.24) while retaining the same basic form of the energy-dissipation estimates that the problem (1.23) enjoys. We thus base our analysis on this ǫ-perturbed problem.
Solving the ǫ−problem. We construct solutions to (1.25) by a Galerkin method. The finite dimensional approximations must satisfy the condition div A u = 0, which is a time-dependent condition since A varies in time. This presents the technical difficulty of needed a time-dependent basis for the Galerkin scheme. Fortunately, the analysis of Theorem 4.3 in [9] provides exactly the needed basis. In the Galerkin scheme we integrate the equation ∂ t ξ = u · N in time in order to solve for ξ in terms of u. Upon plugging this into the equation we arrive at an integral equation for the finite dimensional approximations of u, which can be readily solved with standard techniques. We then develop a collection of a priori estimates that allows us to pass to the limit in the approximations to produce a solution for which we know that the time derivatives exist. This is the content of Theorem 4.8. After this we show that the solutions enjoy certain needed regularity gains. This is the content of Theorem 4.13, which crucially exploits the ǫ−perturbation.
Contraction mapping. Proceeding from the linear problem, we seek to develop solutions to an ǫ−approximation of the nonlinear problem, namely (5.1). We accomplish this via a contraction mapping argument on a complete metric space determined by the estimates available from Theorem 4.13. Here we encounter a number of challenges. First the metric space must be tuned through the selection of a time-scale parameter and an energy smallness parameter to show that the linear solution map takes the metric space to itself. Proving this requires a careful control of the structure of the estimates provided by Theorem 4.13. With the mapping in hand we must show that it is a contraction. Unfortunately, we cannot use the natural high-regularity norms as the metric on the space, as we cannot show that we get a contraction at high regularity. This forces us to endow the metric space with a lower regularity metric, but this does not cause much harm due to weak lower semicontinuity arguments. Thus we can ultimately prove in Theorem 5.3 that the solution map contracts and hence that there exist solutions to the nonlinear ǫ-perturbed Stokes equation, at least for small time T ǫ > 0.
Continuity method for uniform energy estimate. In principle the temporal existence interval T ǫ may tend to 0 as ǫ → 0, so to send ǫ → 0 in a useful way we must show that this does not happen. Due to arguments from Section 8 in [10] , we can employ a continuity method to get uniform bounds for the ǫ−solutions. This is accomplished in Theorem 5.4. The estimates are then enough to extend the solutions to temporal existence intervals independent of ǫ. The bounds also provide us with enough control to send ǫ → 0 and recover solutions to the original problem (1.19) , completing the proof of Theorem 1.1.
1.6. Notation and terminology. Now, we mention some definitions, notation and conventions that we will use throughout this paper.
1. Constants. The symbol C > 0 will denote a universal constant that only depends on the parameters of the problem and Ω, but does not depend on the data, etc. They are allowed to change from line to line.
We will write C = C(z) to indicate that the constant C depends on z. We will write a b to mean that a ≤ Cb for a universal constant C > 0.
2. Norms. We will write H k for H k (Ω) for k ≥ 0, and H s (Σ) with s ∈ R for usual Sobolev spaces. We will typically write H 0 = L 2 , though we will also use
to denote the space of temporal square-integrable functions with values in H k (or H s (Σ)). Sometimes we will write
. When we do this it will be clear on which set the norm is evaluated from the context and the argument of the norm.
1.7. Plan of the paper. In Section 2, we review the machinery of time-dependent function spaces, div A -free vector fields, and weighted Sobolev spaces. In Section 3, we construct the initial data and derive estimates. In Section 4 we study the local well-posedness of the ǫ-linear problem. In Section 5 we construct solutions to (1.19) using a contraction mapping argument and a continuity method, and then we complete the proof of the main result.
2. Functional setting and basic estimates 2.1. Function spaces. First, we define some time-independent spaces:
2)
endowed with the usual H 1 norm. We also set
endowed with norm u W := u 1 + u · N 0 H 1 ((−ℓ,ℓ)) , and we write
Throughout the paper we will often utilize the following Korn-type inequality.
Lemma 2.1. For any u ∈ 0 H 1 (Ω), it holds that
Proof. The inequality (2.7) follows easily from the inequality
and a standard compactness argument. The inequality (2.8) is may be proved in various ways. See [16] for a direct proof. It can also be derived from the Nečas inequality: see for example Lemma IV.7.6 in [3] .
Suppose that η is given and that A, J and N , etc are determined in terms of η. Let us define
We also define
and
Remark 2.2. Throughout this paper, we write ξ 1,Σ as
For convenience, let us define the spaces
Let us define some time-dependent spaces. We define the space
which we endow with the inner-product
We also define the subspace V(t) of W(t) by
Finally, we define the inner products on 17) and write H 1 T as the corresponding spaces with the corresponding norms u H 1
T
. We define the subspaces of H 1 T as follows:
which we endow with the norm
, and
The following lemma implies that 0 H 1 (Ω) is equivalent to 0 H 1 (Ω).
Lemma 2.3. There exists a universal α 0 > 0 such that if
for k = 0, 1 and for all t ∈ [0, T ]. As a consequence, for k = 0, 1,
Proof. The case k = 0 is proved in Lemma 2.1 in [9] . A result similar to that stated above for k = 1 is also prove in [9] for a norm not involving the boundary terms. However, the argument used there may be readily coupled to a trace estimate to handle the boundary term.
For our problem, we need weighted Sobolev spaces. Suppose that ω ∈ (0, π) is the angle formed by ζ 0 at the corner M of Ω, for M = {(−ℓ, ζ 0 (−ℓ)), (ℓ, ζ 0 (ℓ))} the corner points of Ω. We now introduce the critical weight δ ω := max{0, 2 − π/ω} ∈ [0, 1). For δ ∈ (δ ω , 1), we define
with the norm (∂Ω) can be defined in the usual way: see for example Section 7.1.3 in [12] . It can be shown that the following useful lemma holds.
Lemma 2.4. Suppose that 0 < δ < 1 and τ be the unit tangential of ∂Ω. Then
δ (∂Ω) and v ∈ H 1 (Ω). Proof. We choose p, q such that 1 < p < 
The Sobolev embedding implies that
and the Sobolev embedding together with standard theory imply that
Also, we define the spacesW
Now, we want to show that the time-independent spaces are related to the time-dependent spaces. We consider the matrix
Proof. See [9] and [10] .
The following proposition is also useful.
Proof. According to Proposition 4.4 in [10] , we have known that
3. Initial data 3.1. Construction of initial data. Before we study the well-posedness of (1.19), we first consider the initial data and the initial energy E(0).
where α > 0 is small enough to satisfy the conditions in Lemma 2.3 and Theorem 5.8 in [10] . We now construct the initial data u(t = 0) = u 0 and p(t = 0) = p 0 . When t = 0, we consider the elliptic equation
We employ the Theorem 5.9 in [10] to deduce that there exists a unique (u 0 , p 0 ) ∈ W 2 δ ×W 1 δ , and
Clearly, from the embedding W 2 δ (Ω) ֒→ H 1 (Ω) and the boundary condition, u 0 ∈ V(0). Then we construct ∂ t u(0) and ∂ t p(0). In order to preserve the divergence free condition, we construct D t u(0) instead of ∂ t u(0), where D t u is defined in (4.14). Now we temporally differentiate the equation (1.19) , then take t = 0,
Then we have the pressureless weak formulation
for each w ∈ V(0). Then utilizing the last equation of (3.3), we may rewrite the weak formulation as
and L : V(0) → R is a bounded linear functional on V(0), the Lax-Milgram Theorem guarantees that there exists a unique D t u(0) ∈ V(0) such that (3.4) holds for each w ∈ V(0). Moreover,
Now from Theorem 4.6 in [10] , we may recover
3.2. Compatibility. In the construction of initial data above, η 0 , ∂ t η(0), and ∂ 2 t η(0) need to satisfy some compatibility conditions. At the corner points x 1 = ±ℓ,
(3.9)
Linear problem
Suppose that η is given and that A, J, N , etc. are determined in terms of η. Before turning to an analysis of the linear problem, we define various quantities in terms of η:
Throughout this section, we always assume that K(η) ≤ α and α > 0 is sufficiently small. In the rest sections, we write
} is the set of corner points of ∂Ω. In the subsequent estimates, the following lemma is useful. The proof is trivial, so we omit it.
For the purpose of constructing solutions to the nonlinear system, we need to consider the following modified linear problem
, and (4.3) is endowed with the initial data ξ(0) = η 0 , ∂ t ξ(0) = ∂ t η(0) and ∂ 2 t ξ(0) = ∂ 2 t η(0) satisfying the compatibility (3.8) and (3.9). We also assume that ǫ satisfies
Here we consider the ǫ− perturbation in order to close the energy estimates for twice temporal differentiation of equations. See the introduction for a discussion of the motivation.
4.1. Initial data. Since the equation (4.3) is different from (1.23), we cannot expect that the initial data for (4.3) are the same as in Section 3. However, we can use the same method as in Section 3 to construct the new initial data for (4.3). Since
, we use the argument of Section 3.1 to construct the initial data
. An essential ingredient in this is that the boundary conditions in the ǫ−dependent modified problem (4.3) give rise to precisely the same compatibility conditions for η(0), ∂ t η(0), ∂ 2 t η(0) as in Section 3, and so we may avoid modifying the data to enforce the compatibility conditions. The constructed data obey the following estimates:
To analyze (4.3), we need to consider two notations of solution: weak and strong.
Using the following lemma, we define the weak solutions of (4.3).
Lemma 4.2. Suppose that (u, p, ξ) are smooth enough and satisfy (4.3) and that v ∈ W(t). Then
where b denotes the bilinear form
Proof. This can be shown in the usual way by taking the inner product of the first equation in (4.3) with u, and integrating by parts over Ω, then employing all of the other equations in (4.3). We omit the details here for the sake of brevity.
for a.e. t and each v ∈ W(t). If we take the test function v ∈ V(t), we have the pressureless weak solution
Remark 4.4. For convenience, we write
for each v ∈ V. We also write
In the following, we will see that weak solutions to (4.9) will arise as a byproduct of the construction of strong solutions to (4.9). Hence, we now ignore the existence of weak solutions and record a uniqueness result based on some integral equalities and bounds satisfied by weak solutions. Proposition 4.5. Weak solutions to (4.9) are unique.
Proof. If (u 1 , ξ 1 ) and (u 2 , ξ 2 ) are both weak solutions to (4.9), then (w = u 1 − u 2 , θ = ξ 1 − ξ 2 ) is a weak solution with F 1 = F 3 = F 4 = F 5 = 0 and the initial data w(0) = θ(0) = 0. Using the test function wχ [0,t] ∈ V T , where χ [0,t] is a temporal indicator function, we have that
Since the bounds (4.4) for ǫ,
Thus (4.13) implies that w = 0, θ = 0. Hence, weak solutions to (4.9) are unique.
Strong solution.
Before we define strong solutions, we need to define an operator D t via
with M = K∇Φ, where K and Φ are defined as in (1.9) and (1.6), respectively. It is easy to see that D t preserves the div A -free condition since
where in the second and last equality, we used the equality
, which is proved, according to Lemma A.1 and the definition (2.33) of M , as
We now give our definition of strong solutions.
Definition 4.6. Suppose that the forcing functions satisfy
We also assume that the initial data are the same as in Section 4.1. If there exists a pair (u, p, ξ) achieving the initial data and satisfying the (4.3) in the strong sense of
for j = 0, 1, we call it a strong solution.
Lemma 4.7. Suppose that the right-hand side of the following is finite. Then
, and 
in the weak sense of (4.9), where G 1 is defined by
and G 4 by
More precisely, (4.21) holds in the weak sense of
Proof. Our proof is inspired by a result in [9] . We divide the proof into several steps.
Step 1 -The Galerkin setup. In order to utilize the Galerkin method, we must first construct a countable basis of H 2 (Ω) ∩ V(t) for each t ∈ [0, T ]. Since the requirement div A v = 0 is time-dependent, any basis of this space must also be time-dependent. For each t ∈ [0, T ], the space H 2 (Ω) ∩ V(t) is separable, so the existence of a countable basis is not an issue. The technical difficulty is that, in order for the basis to be useful in Galerkin method, we must be able to express these time derivatives in terms of finitely many basis elements. Fortunately, it is possible to overcome this difficulty by employing the matrix M (t), defined by (2.33).
Since H 2 (Ω) ∩ V is separable, it possess a countable basis {w j } ∞ j=1 . Note that this basis is not timedependent. Define v j = v j (t) := M (t)w j . According to Proposition 2.5, v j (t) ∈ H 2 (Ω) ∩ V(t), and {v j (t)} ∞ j=1 is a basis of H 2 (Ω) ∩ V(t) for each t ∈ R + . Moreover, we can express ∂ t v j (t) in terms of v j (t) as
where R(t) is defined by
For any integer m ≥ 1, we define the finite dimensional space
and we write P
Step 2 -Solving the approximate problem.
For our Galerkin problem, we construct a solution to the pressureless problem as follows. For each m ≥ 1, we define an approximate solution
where as usual we use the Einstein convention of summation of the repeated index j. We similarly define
where we understand here that u m (·) denotes the trace onto Σ. We want to choose the coefficients
for each v ∈ V m (t). We supplement this with the initial data
We may compute
Then we see that (4.31) is equivalent to an equation for d m j given by
for i, j = 1, . . . , m.
where the last inequality is due to the facts that {v j } m j=1 is a basis of V m , λ = 0, and (4.4). Thus A is invertible. Then we view (4.34) as an integral system of the form
where the m × m matrix C belongs to C 1 (D) with D = {(t, s)|0 ≤ s ≤ t, 0 ≤ t ≤ T }, and the forcing term
From the usual theory of integral equations (for instance, see [20] ), there exists a unique
Step 3 -Estimates for initial data. For u m (0), since P m 0 is the orthogonal projection, we may use Lemma 2.3, the Sobolev embeddings, and the initial data in Section 4.1 to obtain the bounds
Step 4 -Energy estimates for u m . By construction, u m (t) ∈ V m (t), so we may choose v = u m as a test function (4.31). Since 
(4.39)
Then we employ the Gronwall's inequality and (4.4) to arrive at the bound
Step 5 -Energy estimate for ∂ t u m .
. It is easily verified that ∂ t v(t) − R(t)v(t) ∈ V m (t) as well. We now use this v in (4.31), temporally differentiate the resulting equation, and then subtract this from the equation (4.31) with test function ∂ t v − Rv. This eliminates the terms of ∂ t v and leaves us with the equality
where for brevity we have written
According to the Lemma A.1, then
We choose the test function v = ∂ t u m − Ru m . Then we have that 
and hence
Plugging the test function v = ∂ t u m − Ru m into (4.41) reveals that
where we have used the fact ∂ t N = −R ⊤ N on Σ. We now estimate each term of I, II, III. For any fixed small number θ > 0 and 1 < s < min{ π ω , 2}, we choose p and q with 
For III, we need more refined estimates. We will separate the estimates for III into several estimates. First, by the Cauchy-Schwarz inequality, we have that
here we have used the boundedness for ∂ z R, which can be easily proved by the definition of R.
Then we use Lemma 4.1, the weighted Sobolev estimates from Appendix C and D in [10] , usual Sobolev embedding Theorem, and Hölder's inequality to derive
(4.55)
Thus, combining (4.50)-(4.55), we have the energy structure d dt
We then employ the Gronwall's inequality and (4.4) to see that
(4.57)
Then applying the smallness of K(η) ≤ α ≪ 1 and Lemma 4.7, we have that
(4.58)
Step 6 -Passing to the limit. We now utilize the energy estimates (4.40) and (4.58) to pass to the limit m → ∞. According to Proposition 2.5 and energy estimates, we have that the sequence {u m } and {∂ t u m } are uniformly bounded both in L 2 H 1 and
Up to the extraction of a subsequence, we then know that
By lower semicontinuity, the energy estimates imply that
is bounded.
Step 7 -Improved bounds for ξ and ∂ t ξ.
From the above step, we know that ξ m (t) ∈H 1 ((−ℓ, ℓ)), ∂ t ξ m (t) ∈H 1 ((−ℓ, ℓ)), and ∂ 2 t ξ m (t) ∈ H 1 ((−ℓ, ℓ) ). Using the test function v ∈ V(t) in (4.31) and then appealing to Theorem 4.11 in [10] shows that
(4.59)
Then we may employ (4.36), (4.37) and Sobolev theory to obtain the bound for initial data 
Similarly, according to (4.41), we know that 
Then by the trace theory and (4.60), we derive that
(4.68)
Then, up to an extraction of subsequence, we know that
By lower semicontinuity we then know that the quantity
Step 8 -The strong solution Due to the convergence, we may pass to the limit in (4.31) for almost every t ∈ [0, T ].
We now introduce the pressure. Define the functional Λ t ∈ (W(t)) * so that Λ t (v) equals the difference between the left and right sides of (4.70) with v ∈ W(t). Then Λ t (v) = 0 for all v ∈ V(t). So, by Theorem 4.6 in [10] , there exists a unique p(t)
On the other hand, we pass the limit in (4.41) for a.e. t ∈ [0, T ] to see that (u(t), p(t), ξ(t)) is the unique weak solution to the elliptic problem (5.58) in [10] . Since ∂ 1 F 3 (t) ∈ W 1/2 δ , and also according to the elliptic theory of [10] , this elliptic problem admits a unique strong solution with
(4.73) Then using the extension and restriction of weighted Sobolev spaces theory, similar to (4.67), we may derive that
Integrating temporally from 0 to T for (4.73), we employ (4.74) to derive that
Step 9 -The weak solution for D t u and ∂ t p. Now we seek to use (4.41) to determine the PDE satisfied by D t u and ∂ t p. We may pass to the limit m → ∞, and use (4.71) with the test function v replaced by Rv to derive that
(4.76)
According to the Lemma A.1, we know that −R ⊤ N = ∂ t N on Σ. Then integrating by parts, we have that
where we have used the Proposition 2.6 to cancel the term on boundary of solid wall. Then the definition of R and integration by parts yields that
Similarly, we have that Combining the above equalities (4.76)-(4.79),
where we have used the integration by parts for the term (ξ + ǫ∂ t ξ, Rv · N ) 1,Σ and the fact that v · ∂ t N = 0 at x 1 = ±ℓ. Then there exists a unique ∂ t q ∈H 0 , such that 
(4.82)
Thus integrating temporally from 0 to T reveals that
(4.83) 4.4. Higher regularity. In order to state our higher regularity results for the problem (4.3), we must be able to define the forcing terms and initial data for the problem that results from temporally differentiating (4.3) one time. First, we define some mappings. Given F 3 , v, q,ξ, we define the vector fields G 1 in Ω, G 3 on Σ and G 4 on Σ s by These mappings allow us to define the forcing terms as follows. We write F 1,0 = F 1 , F 4,0 = F 4 and F 5,0 = F 5 . Then we write
When F 3 , u, p and ξ are sufficiently regular for the following to make sense, we define the vectors
In order to deduce the higher regularity, we need to control the forcing terms F i,j . But for the purpose of solving the nonlinear problem (5.1), it's necessary to assume that F i,0 = 0, j = 1, 4, 5. Before that, we need the following useful lemma.
Lemma 4.9. Suppose that the right-hand side of the following estimates are finite. Then we have the , ℓ) )), as well as the estimates
Proof. First, (4.87) and (4.88) are obtained by a computation similar to that of Lemma 4.7, combined with estimates for the initial data for u ǫ 0 , p ǫ 0 in Section 4.1. By Theorem 4.6 in [10] and the Stokes equation, we have that (4.89) can be obtained after employing the extension theory on weighted Sobolev spaces, and then using the restriction theory on Sobolev spaces. From the third equation of (4.3), we know that
which together with (4.89) imply (4.90). Now, we need to estimate the forcing terms of F i,j .
Lemma 4.10. The following estimates hold whenever the right hand side are finite.
Proof. The estimates follow from simple but lengthy computations, invoking the arguments of Appendix C and Appendix D in [10] . For this reason, we only give a sketch of proving these estimates. According to the definition of F 1,1 , F 4,1 and F 5,1 in (4.85), we use Leibniz rule to rewrite F i,1 as a sum of products for two terms. One term is a product of various derivatives ofη, and the other is linear for derivatives of u, p and ξ. Then for a.e. t ∈ [0, T ], we estimate these resulting products using the weighted Sobolev theory in Appendix C and Appendix D in [10] , the usual Sobolev embedding theorems and Lemma 4.7. Then the resulting inequalities after integrating over [0, T ] reveals
where P (·) is a polynomial. Since K(η) ≤ 1, we know that P (E(η))D(η) K(η). Thus we have the bounds for (4.91). Similarly, we have the bounds for (4.92) and (4.93), and (4.92) also needs (4.90).
Lemma 4.11. It holds that
Proof. Since the proof of the first two inequalities are similar, we only give the proof second inequality. From the notation in Remark 4.4, we have that
for each v ∈ V. Since we assume that F i = 0, (4.98) reduces to
for each v ∈ V. Then we use an integration by parts to compute
which reduces (4.99) to the following equality:
(4.101)
Then we use Hölder's inequality and the same computation in Lemma 4.10 to derive the resulting bounds. Now, we give some estimates for the difference between ∂ t u and D t u. The proof is similar as that of Lemma 4.10, so we omit it here.
Lemma 4.12.
Now, we define the quantities we need to estimate as follows.
Now for convenience, we introduce two new spaces
endowed with norm (u, p, η) X = E(u, p, η), and In the following theorem, we set the forcing terms F i = 0, i = 1, 4, 5 for the sake of brevity since this is all we will need in our subsequent analysis. A version of the theorem may also be proved with the forcing terms under some natural regularity assumptions. , ℓ) ) satisfy the compatibility (3.8) and (3.9), that K(η) ≤ α is sufficiently small satisfying the assumption in Lemma 2.3 and Theorem 5.9 in [10] , and that , ℓ) ), all be determined in terms of η 0 , ∂ t η(0) and ∂ 2 t η(0) as in Section 4.1. Then for each 0 < ǫ ≤ 1 satisfying (4.4), there exists T ǫ > 0 such that for 0 < T ≤ T ǫ , then there exists a unique strong solution (u, p, ξ) to
where C 0 is a positive constant independent of ǫ.
Proof.
Step 1 -Following Theorem 4.8. First consider the case j = 0. Since the compatibility condition in Section 4.1 is satisfied and K(η) is small enough, Theorem 4.8 guarantees the existence of (u, p, ξ) satisfying (4.18) and (4.19) 
is a unique solution of (4.111) in the strong sense when j = 0 and in the weak sense when j = 1. For j = 1, the assumption of Theorem 4.8 are satisfied by Lemma 4.10, Lemma 4.11, and the compatibility conditions in section 4.1. Then according to Theorem 4.8 and the elliptic estimate for ξ + ǫ∂ t ξ, we have that (D t u, ∂ t p, ∂ t ξ) is a unique strong solution of (4.111), and (D 2 t u, ∂ 2 t p, ∂ 2 t ξ) is a unique weak solution of (4.111). Moreover,
Since K(η) is sufficiently small, then Lemma 4.12 and the fact that
(4.114)
Then from the extension and restriction theory of weighted Sobolev spaces, we find that
We can directly estimate
Then from (4.12), we see that
Step 2 -Other terms in E.
Arguing as in Lemma 4.7, we may directly derive the bounds
which together with Lemma 4.7, Lemma 4.9 and the construction of the initial data imply that
(4.119) Then (4.118) and (4.119) imply the conclusion (4.112).
Local well-posedness for the full nonlinear equation
We now consider the local well-posedness of the full problem (1.19). We first construct an approximate solution (u ǫ , p ǫ , η ǫ ) for (1.19) and for each ǫ > 0. Then our plan is to let ǫ → 0 to obatin the solution of (1.19).
5.1. Existence of approximate solutions. We now construct a sequence of approximate solutions (u ǫ , p ǫ , η ǫ ) for each 0 < ǫ ≤ 1 satisfying (4.4). For simplicity, we will typically drop ǫ in the notation and denote the unknown as (u, p, η) instead of (u ǫ , p ǫ , η ǫ ).
Now we consider the ǫ-perturbation problem of the original system (1.19) as
where A, N are in terms of η ǫ and the initial data are η(x 1 , 0) = η 0 (x 1 ), ∂ t η(x 1 , 0) and ∂ 2 t η(x 1 , 0). Our strategy is to work in a metric space that requires high regularity estimates to hold but that is endowed with a low-regularity metric. First we will find a complete metric space, endowed with a weak choice of a metric, compatible with the linear estimates in Theorem 4.13. Then we will prove that the fixed point on this metric space gives a solution to (5.1).
We now define the desired metric space.
Definition 5.1. Suppose that T > 0. For σ ∈ (0, ∞) we define the space
1/2 ≤ σ and (u, p, η) achieve the initial data as Section 4.1 .
We endow this space with the metric
where here the temporal norm is evaluated on the set [0, T ].
In order to use the contraction mapping principle we need to first show that this metric space is complete.
Theorem 5.2. S(T, σ) is a complete metric space.
For each m, we have that K(u m , p m , η m ) ≤ σ 2 . Then up to the extraction of a subsequence we have that 4) which imply that (u, p, η) ∈ X ∩ Y. Then according to lower semicontinuity,
Thus S(T, σ) is complete.
Next we employ the metric space S(T, σ) and a contraction mapping argument to produce a solution to (5.1).
Theorem 5.3. There exists a constant C > 0 such that for each 0 < ǫ ≤ min{1, 1/(8C)} there exists a unique solution (u ǫ , p ǫ , η ǫ ) to (5.1) belong to the metric space S(T ǫ , σ), where T ǫ > 0 and σ > 0 are sufficiently small. In particular (u ǫ , p ǫ , η ǫ ) ∈ X ∩ Y, where X and Y are defined in (4.108) and (4.109).
Proof. Throughout the proof P (·) denotes a polynomial such that P (0) = 0, which is allowed to be changed from line to line.
Step 1 -The metric space.
. Let C(ǫ) and C 0 are the same as in (4.112). Now take T ǫ > 0 small enough such that C(ǫ)T ǫ α ≤ α/4. Then we take the initial data small enough such that C(ǫ)T ǫ E 0 ≤ α/4 and C 0 E 0 ≤ α/4. Then we take σ ≤ α 1/2 . For every (u, p, η) ∈ S(T ǫ , σ), let (ũ,p,η) be the unique solution of the linear problem of
where A and N are in terms of η, and the initial dataη(0) = η 0 , ∂ tη (0) = ∂ t η(0) and ∂ 2 tη (0) = ∂ 2 t η(0). By Theorem 4.13 we have the estimate
which implies that (ũ,p,η) ∈ S(T ǫ , σ).
Step 2 -Contraction. Define A : (u, p, η) = (ũ,p,η). Now we prove that
is a strict contraction mapping with the metric in the Definition 5.
For simplicity, we will abuse notation and denote
where R 1 , R 2 , R 3 , R 4 , R 5 , R 6 are defined by
,
We now have the pressureless weak formulation of (5.9) as 10) for each w ∈ V(t). Then according to Theorem 4.6 in [10] , there exists a uniquep ∈H 0 (Ω) such that
for each w ∈ W(t). Moreover,
Multiplying the first equation of (5.9) byũJ 1 and integrating by parts reveals that
(5.13)
We will now estimate the terms in right-hand side of (5.13). First:
Now we consider the integrals on (−ℓ, ℓ). We know that N 1 − N 2 = (−∂ 1 η, 0) and
Then we take 
where here we have used the fact that R 5 = 0 at the end points x 1 = ±ℓ since u i 1 vanishes there, for i = 1, 2 and we denote that u i = (u i 1 , u i 2 ). Then the Cauchy-Schwarz inequality, weighted Sobolev embedding theorem and Gronwall's inequality imply that
(5.14)
From the weak formulation (5.10) and the Theorem 4.11 in [10] ,
(5.17)
From the Theorem 5.9 in [10] , we have that 18) then the Theorem 5.10 in [10] implies
Combining (5.14)-(5.17), the Cauchy-Schwarz inequality, weighted Sobolev embeddings, and the linear estimates of Theorem 4.8 and 4.13 then show that 20) where the first inequality is obtained by (5.16 ) and the second inequality used the fact that η 2 + ǫ∂ tη
≤ σ which is included in the proof of Theorem 4.8.
Then (5.12) and (5.14) imply that
Since at the corner points, [
where C is a universal constant independent of ǫ. We may restrict σ such that CP (σ) ≤ 1/8. For each 0 < ǫ ≤ 1/(8CP (σ)), we choose T ′ > 0 such that
If 0 < T ′ < T ǫ , we can repeat the above argument on intervals [0,
Finally we see that A is a strict contraction on S(T ǫ , σ). Since the metric space S(T ǫ , σ) is complete, the contraction mapping principle reveals the existence of a unique (u, p, η) ∈ S(T ǫ , σ) such that A(u, p, η) = (ũ,p,η) = (u, p, η).
Energy estimates.
We want to send ǫ → 0 to get a uniform T > 0 independent of ǫ, so we need some uniform estimates. For simplicity, we may abuse the same symbol of energy and dissipation in section 2.1 of [10] and still denote the unknown (u ǫ , p ǫ , η ǫ ) as (u, p, η).
Theorem 5.4. There exists a universal constant C and a universal T > 0 independent of ǫ such that for each ǫ > 0 sufficiently small,
Proof. We shall use the continuity argument to prove the uniform bounds. First, we define some variants of energy, dissipation and forcing terms.
where α > 0 is sufficiently small and 0 < T < 1 is to be determined later. Similar to the energy estimate and section 8 of [10] , we can derive that 
Then we denote ϑ = ∂ 2 t η + ǫ∂ 3 t η and the extensionθ = ∂ 2 tη + ǫ∂ 3 tη , then the standard calculation and trace theory reveals that,
This implies that
which also implies
Then following the proof of Theorem 8.2 in [10] together with (5.30) and (5.33), for t ≤ T < 1, we may derive that Proof. According to the energy estimate in Theorem 5.4, there exists a sequence ǫ k tends to zero and a pair (u, p, η) such that (u, p, η) ∈ X ∩ Y with
Choose a function w ∈ W, then from the weak formulation, we deduce that
(5.39)
Passing the limit ǫ k → 0, the convergence (5.38) reveals that
(5.40)
Thus the limit (u, p, η) is a weak solution of (1.19) . Then integrating by parts,
we know that (u, p, η) satisfy the boundary condition of (1.19) .
In the following, we show that (u, p, η) achieves the initial data in Section 3.1. We take t = 0 for (5.1) to derive the weak formulation
for each v ∈ W. Since the boundedness of u ǫ 0 and p ǫ 0 , we extract a subsequence ǫ k such that when ǫ k → 0,
which is exactly the same weak formulation of (1.19) when t = 0. We then employ the uniqueness for (1.19) when t = 0 to derive that ϕ = u 0 and ψ = p 0 . Similarly, we could derive that
Thus (u, p, η) is a strong solution of (1.19) because of its regularity.
5.4.
Uniqueness. We refer to velocities as u j , pressures as p j , surface functions as η j , for j = 1, 2.
with T > 0. Suppose that for j = 1, 2,
where A j , N j , F 3,j are determined by η j as usual. Suppose that u 1 (0) = u 2 (0), p 1 (0) = p 2 (0) and
Proof. First, we define v = u 1 − u 2 , q = p 1 − p 2 , θ = η 1 − η 2 and derive the PDEs satisfied by v, q, θ. We still use F 3 to denote F 3 = F 3,1 − F 3,2 .
Step 1 -PDEs and energy for differences.
Subtracting equations in (5.45) with j = 2 from the same equations with j = 1, we can write the resulting equations in terms of v, q, θ as
The solutions are sufficiently regular for us to differentiate (5.47) in time, which results in the equations
in Ω, 
(5.52)
Step 2 -Estimate of pressure. In order to handle the term related to ∂ t q, we multiply (5.48) by J 1 w, integrate over Ω and integrate by parts to deduce that
for each w ∈ V(t) and a.e. t ∈ [0, T ]. Then ∂ t q ∈H 0 (Ω) might be recovered from Theorem 4.6 in [10] for each w ∈ W(t) and a.e. t ∈ [0, T ]. Moreover,
where the temporal L 2 norm is computed on [0, T ], and P (·) is a polynomial which would be allowed to change from line to line.
Step 3 -Estimates of the forcing terms.
To handle the term ∂ t (F 3,1 − F 3,2 ), we rewrite it as
(5.57)
We now estimate the terms on the right hand side of (5.52). By the direct computation for derivatives of (1.13), we may employ the Sobolev embedding theory to derive that 
Gronwall's lemma together with the smallness of ε implies that
where the temporal L ∞ and L 2 norms are computed over [0, T ] and 0 < t < T ≤ T 1 . We assume that ε 1 and T 1 are sufficiently small for e CP ( √ ε)T 1 ≤ e CP ( √ ε 1 )T 1 ≤ 2. Then we deduce the bound
Since ∂ t θ ∈H 1 ((−ℓ, ℓ)) and (5.53), with ε sufficient small, Theorem 4.11 in [10] reveals that
(5.70)
Step 4 -Elliptic estimates for v, q and θ.
In order to close our estimates, we must be able to estimate v, q and θ. Then after integrating temporally from 0 to T , we have that
where P (0) = 0. Since ε is sufficiently small, we might restrict ε 1 such that CP ( √ ε) < 1. Thus 
The smallness of K(η) sufficiently guarantees that Φ, defined in (1.6), is a C 1 diffeomorphism for each t ∈ [0, T ]. For more details, one can see [8] in 3D domains.
Appendix A. Properties involving A
We now record some useful properties involving A.
Lemma A.1. The following identities hold.
(1) ∂ j (JA ij ) = 0 for j = 1, 2 and each i = 1, 2.
(2) JAN 0 = N on Σ, (3) R ⊤ N = −∂ t N on Σ, where R is defined by (4.14).
Proof. The first equality comes from Lemma A.3 in [9] . On Σ,
It is easily to compute that R ⊤ = J∂ t KI 2×2 − ∂ t AA −1 . Since JAN 0 = N , 
