We present similarity-based methods to cluster digital photos by time and image content. This approach is general, unsupervised, and makes minimal assumptions regarding the structure or statistics of the photo collection. We describe versions of the algorithm using temporal similarity with and without content-based similarity, and compare the algorithms with existing techniques, measured against ground-truth clusters created by humans.
INTRODUCTION
Digital cameras are coming into widespread use, and allow users to amass increasingly larger collections of digital photographs. There is thus a demand for automatic tools to help users manage, organize, and browse these collections. Unlike film, digital photographs typically include meta-data, such as the time and date, in a standard image header such as Exif (Exchangeable Image File [I]). In a recent report, Stanford researchers have found that organizing photos by time significantly improves users' performance in a series ofretrieval tasks [2] . Furthermore, consumers often wish to organize their photos in terms of"events" both for browsing and retrieval, as well as for sharing selected subsets of photos with others. Events are difficult to define quantitatively or consistently, but most commonly, photographs from the same event were taken in relatively close proximity in time.
Events tend to exhibit little coherence in terms of low-level image features, and it is not uncommon for visually dissimilar photos to belong to the same event. For example, pictures from a trip to the beach could include photos of widely different subjects (beach, ocean, vehicle) taken at at different times of day.
To start, we examine clustering the photos by timestamp alone. We adapt a similarity-based media segmentation algorithm [3, 41 to hierarchically cluster photographs with similar (i.e. proximal) timestamps. This approach makes no assumptions about the distribution of the timestamps. We then extend the algorithm to consider content-based features in addition to temporal data. This approach can be extended to include any other types of meta-data or image features which may prove useful. We also note that this clustering technique can be applied to any time-ordered data given a measure of similarity.
RELATED WORK
Automatic digital photo organization has received increased attention in recent years. The algorithms in [2, 51 operate using an adaptive local threshold applied to the interphoto time interval. Researchers at Kodak have developed an event segmentation algorithm based on clustering time differences using a two class version of K-means [6] . All time differences in the cluster with the greater mean are labelled as event boundaries. Our approach is similar in spirit to the scale-space media segmentation approach of [7] but is coarse-to-fine and doesn't require segment boundaries to be "traced back" from smaller scales to larger scales. Our approach is multi-resolution, and uses a similarity-based con-0-7803-7750-8/03/$l7.00 02003 IEEE fidence measure to assess clustering performance at the different resolutions. Clustering the photos at varying time resolutions can also enable flexible user interfaces, allowing users to organize their photo collections at different time scales.
3. ALGORITHMIC DETAILS 3.1. Pre-processing For each photo, the Exif headers are processed to extract the timestamp (if Exif information is not available, we rely on the modification time of the digital image file, which will not generally be reliable for photo clustering). The N photos in the collection are then ordered in time so the resulting timestamps, {ti : i = 1 , . . . , N}, satisfy tl < t Z < . ' Any features which consistently quantify similarity can be substituted or integrated into the analysis. The sole requirement is that similar images produce similar features.
Distance matrix embedding
We use a multi-scale approach to determine the temporal structure in the photo collection. Using the timestamps, we construct N x N similarity matrices according to sbKK'(i,j) = exp -I (1) ( I t ' K t j 1 ) .
To measure the image similarity between photos, we use a similarity measure based on exponential the cosine distance between the photos' DCT features: By construction, this matrix emphasizes temporal similarity, which we generally find to be most reliable for organization. However, image similarity can dominate for photos with sufficient temporal proximity. The left column of Fig.  2 shows three similarity matrices computed using Eq. (3) for different values of K. As expected, coarser clusterings of the photos are visualized in the matrices for larger values of K. As K decreases, finer dissimilarities between groups ( K ) . .
s, (w) = oftimestamps become apparent, and the content-based similarity is more prominent.
Photo clustering
In Fig. 1 , clusters are visible to the eye as dark blocks on the main diagonal. To cluster the collection into groups of similar photos, we travel along the diagonal and calculate a measure ofhow much a patticular region looks like a boundary, that is like a 2 x 2 checkerboard [ 3 ] . This is done using a matched filter approach: we correlate a Gaussian-tapered 11 x 11 checkerboard kernel, denoted g, along the main diagonal of each Si"' to calculate the "novelty scdre" (For clustering, we need only compute the portion of the similarity matrix around the main diagonal with the same width as the kernel, reducing computational complexity to order N.)
The right column of Fig. 2 shows the novelty scores computed for K = lo2, lo3, lo4 minutes. While the matrices reveal structure at different resolutions, the peaks in the corresponding novelty scorcs (solid plots) comprise a set of cluster boundaries between contiguous groups of similar photos. In the plots of the right column, the ground truth novelty score is the superimposed dashed plot. The ground truth score is computed from a binary similarity matrix whose ( i , j ) t h element is one if photos i and j were placed in the same event folder by the photographer and zero othenvise.
For clustering, we locate peaks in the novelty score at each scale (K), performing the analysis from coarse scale to fine (decreasing K). To build a hierarchical set of event boundaries, we include boundaries detected at coarse scales in the boundary lists for all finer scales. At each scale we detect peaks by finding zeros in the first difference of the novelty score. We threshold detected pcaks as a function of the maximum novelty for a data-independent approach.
Selecting a "best" scale
This procedure results in a list of cluster boundaries and strengths at multiple resolutions. Ultimately, we wish to present users with the boundaries from a the single, best, resolution level. To determine the "goodness" of the boundaries at a given time scale, we calculate a confidence measure from the average within-class similarity and the between-class dissimilarity of the data. The first term above quantifies the average within-class similarity between the photos within each cluster. The second term quantifies the average between-class similarity between photos in adjacent clusters. By negating this term, the confidence measure thus combines each cluster's average self-similarity and the dissimilarity between adjacent clusters. Fig. 3 illustrates the idea graphically. The within-class similarity terms are the means of the terms of darker regions along the main diagonal. The between-class terms are the means of the off-diagonal gray regions. Algorithm 1 details the computational steps. We have also experimented with a purely time-based approach in which SiK' is replaced by S$") in the algorithm. 
EXPERIMENTAL RESULTS
For evaluation, we applied five algorithms to two separate photo collections. Collection I consists of 1036 photos taken over 15 months, and Collection I I consists of 413 photos taken over 13 months; all photos had accurate timestamps. Photos were assigned to meaningful events by the respective photographers. Photos in each event were sequential, and event classifications were used as ground truth for our clustering experiments. We compare our algorithms to two other approaches described in the literature [2, 51 and to a simple (constant) threshold.
[2] and 151 compare the time difference between successive photographs to a variable threshold based on the logarithm of the average inter-photo time difference over a local window. Event boundaries occur where the time difference between photos exceeds the threshold. To determine if this worked better than simple thresholding, we skipped the thresholding step and looked at the first level of the hierarchy it created. For each algorithm, the precision, recall [9] , and F-score' for the detected event boundaries are presented in Table I . The "Thresh.", "Time", and "Joint" algorithms refer to the simple threshold, purely temporal, and joint time-content versions of Algorithm l , respectively. Note also that the threshold is manually selected to maximize the F-score for [2], [5] , and the simple thresholding, while the similarity-based approaches are fully automatic. At most time intervals, the self-similarity algorithms slightly outperform the simple threshold, with the added advantage of not requiring an a priori threshold. I t also supplies a hierarchy of event boundaries. The joint and temporal similarity algorithms exhibit almost identical performance, suggesting that temporal analysis alone may be sufficient.
SUMMARY
Our approach has significant advantages over existing techniques. Besides integrating temporal and image content information, our approach does not rely on a preset threshold and should generalize better to different image collections. While existing approaches typically only consider the similarity between adjacent photos (such as comparing their time difference to a threshold), our novelty measure is based on similarity comparisons between all possible photo pairs in a local neighborhood. Ultimately, this more comprehensive analysis will provide more robust clustering.
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