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ABSTRACT    Objective : To investigate whether machine learning and text-based data 
mining can be used to support the primary studies selection process and decrease the needed efforts 
in systematic reviews conducted in the context of SE.	

Research Design : A test collection was built from 3 systematic reviews used in previous work in 
the context of SE. The proposed probabilistic classifier based on Bayes’ Theorem was constructed to 
predict and classify each article as containing high-quality evidence to warrant inclusion in study 
selection process or not. Feature engineering techniques were applied to the abstract-based features. 
Cross-validation experiments were performed to evaluate the efficiency of the document classifier. 
Three metrics - precision, recall and specificity were used together to measure the classification 
performance. We assume that a recall rate of 0.9 or higher is required for the classifier to identify an 
sufficient quantity of relevant papers. As long as recall is at least 0.9, the Precision and Specificity 
should be as high as possible,.	

Results : From the hold-out cross validation experiment, the precision achieved with the classifier 
for two systematic review topics, was 93%, while 79%  for another systematic review topic. The 
results of leave-one-out cross validation experiment were presented in three Confusion Matrix, 
which in detail indicated that the precision achieved with the classifier for the three systematic 
review topics was promising in terms of predicting relevant abstracts while relatively poor in terms 
of excluding irrelevant articles.	

Conclusion : The classifier based on Bayes’ Theorem has strong potential for performing the 
systematic review classification tasks in software engineering. The approach presented in this paper 
could be considered as a possible technique for assisting labor-intensive primary studies’ selection 
process in an SLR.	

©Chuan Su, Jan 2014	
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Software engineering, Metrics, Recall	

  	

!
 1. INTRODUCTION	
!
    The systematic literature review (SLR) has 
been considered as one of the key components 
of the application of evidence-based paradigm 
in software engineering (Kitchenham and 
Charters, 2007). SLRs were first introduced in 
the software engineering (SE) field in 2004 
(Kitchenham, 2004) and have since been 
growing in popularity among software 
engineering researchers. The informal literature 
reviews frequently seen in literatures do not 
explicitly define the search process or the data 
extraction process (Kitchenham and Charters, 
2007); hence it may be vulnerable to bias in 
both conduct and outcome, so that providing 
readers with a distorted view about the state of 
knowledge regarding the area at the focus of 
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the review (Felizardo et al., 2011). In contrast, 
SLRs employ a well-defined methodical 
process of identifying, analyzing and 
interpreting all available evidence related to a 
specific research question, which makes it less 
likely that the results of the study that is 
performed are biased. The research papers 
summarized in an SLR are referred to primary 
studies, while the SLR itself is a form of 
secondary study (Brereton et al., 2007). “The 
aim of an SLR is not just to aggregate all 
existing evidence on a research question; it is 
also intended to support the development of 
evidence-based guidelines for practitioners. 
” (Kitchenham et al., 2009).	

     However, Kitchenham and Chaters (2007) 
pointed out that the major disadvantage of an 
SLR is that they require considerably more 
efforts than traditional literature reviews. Most 
of activities involved in an SLR are conducted 
manually, and their undertaking tends to be 
both labor-intensive and time consuming. In 
particular, the selection of primary studies 
according to predefined criteria in an SLR is 
challenging, especially when a large volume of 
‘irrelevant’ results are returned by search 
methods. Moreover, with the selection of 
primary studies is performed by two or more 
reviewers, uncertainties about any primary 
studies sources for which agreement cannot be 
reached should be further investigated through 
sensitivity analysis, which  implies additional 
efforts to re-read the studies classified by 
reviewers (Kitchenham and Charters, 2007). 
The mass of papers to be read, analyzed, and 
possibly re-read, as a result, makes it more 
challenging for researchers to synthesize the 
state of the art of a particular topic of interest. 
Thus, there is a significant demand for tools 
that will facilitate the study selection activity in 
systematic reviews. 	

     In recent years, the application of Machine 
learning based approaches to text classification 
problems, according to which a general 
inductive process automatically builds a 
classifier by learning from the knowledge of 
the predefined categories and of a set of 
training instances belongs to them,  has 
witnessed a booming interests (Fabrizio, 2002). 
In ML approaches the pre-classified documents 
are the key resources for the automated 
classification of text documents (Fabrizio, 
2002). This seems to be particular beneficial 
with regard to the systematic discovery of 
relevant primary studies in SLRs. When 
conducting an SLR, reviewers usually keep 
detailed records of their search strategies, in 
particular, the articles for which they have 
reviewed the abstracts and read full text, and 
finally, which articles include sufficient high-
quality evidence to warrant inclusion in study 
selection process (Cohen, 2006). Meanwhile 
reviewers also maintain a record of those 
candidate primary studies that are excluded as 
a result of more detailed inclusion / exclusion 
criteria (Kitchenham and Chaters, 2007). This 
process motivated our interest in using these 
key resource -  the pre-classified documents to 
train a machine-learning based document 
classification system that would have the 
ability to predict which candidate articles that 
have not been reviewed were most likely to 
include evidence warranting inclusion in the 
selection of primary studies process. And the 
classification system could decrease the 
amount of documents that require manual 
review and therefore reduce the workload of 
selecting primary studies in a systematic 
review.	

    Within this study, we investigate whether 
machine learning and text-based data mining 
technologies can be used to support the 
primary studies selection process and decrease 
the needed efforts in systematic reviews 
conducted in the context of EBSE. More 
specifically, this study addresses the following 
questions :	

I. Whether a machine learning-based 
classifier can reduce the reviewer’s 
workload by excluding irrelevant 
documents in SE ? 	
!
II. How efficient the classifier is at assisting 
the primary studies selection process in 
Systematic Review in SE ? 	

As a result, this paper presents the 
investigators’ application of a machine 
learning-based approach to reduce the labor 
required in performing a systematic review in 
the context of software engineering. The 
remainder of this paper is organized as 
following : The next section, Section 2, refers 
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to existing research related to this study. In 
Section 3, this study’s design is described. 
Section 4 presents the study results followed 
by the discussion of our study results,  
limitations and future work in Section 5. 
Finally, we conclude out work in Section 6.	

!
2. BACKGROUNDS AND RELATED 
WORK	
!
2.1 Use of SLRs in Software Engineering	

    The SLR provides methodologically 
rigorous review of research results based on 
three clearly defined phases: (i) planning; (ii) 
conducting; and (iii) reporting the review 
(Kitchenham, 2004). Fig.1 illustrates the 
overall 10-stage review process (Brereton et 
al., 2007). During the planning phase, the need 
for a systematic review is confirmed and a 
review protocol is established, which aims to 
minimize bias in the study by defining in 
advance how the systematic review is to be 
conducted (Kitchenham and Charter, 2007). 
When conducting the review process, all the 
relevant potential articles need to be located 
using an interactively refined search of many 
electronic sources such as IEEExplore, ACM 
Digital library and Google scholar. Selection of 
primary studies is then performed on all 
potential relevant studies by applying inclusion 
and exclusion criteria designed to screen out 
non-relevant studies (Kitchenham and Charter, 
2007). Next, significant information is 
extracted and synthesized from the selected 
studies. Usually, the selection of primary 
studies requires at least two reviewers to 
review each abstract by applying predefined 
inclusion and exclusion criteria to access their 
relevance (Kitchenham and Charter, 2007). 
Primary studies which provide direct evidence 
about the research questions should be 
identified in this step. Abstracts that meet the 
inclusion criteria are subjected to the next stage 
- study quality assessment where reviewers 
read the article abstracts and the complete 
articles and develop a series of quality 
instruments to evaluate each studies with the 
goals of achieving 100% precision 
(Kitchenham and Charter, 2007).  In the final 
phase, reviewers report the results of the 
review and circulate the results to potentially 
interested parties (Kitchenham and Charters, 
2007).	

    Three previous studies (Kitchenham et al., 
2009, 2010; da Silva et al., 2010)  have been 
performed with the goal of assessing the use of 
SLRs in software engineering research. The 
first study developed by Kitchenham et al. 
(2009) suggested that the spread of software 
engineering topics addressed by SLRs was 
fairly limited and the main stream software 
engineering topics were not well represented.  
Due to the limitations of the first study that the 
search was manual and performed on a 
restricted set of source,  Kitchenham et al 
(2010) extended their study in the year of 2010 
by undertaking a broader automated search for 
other SLRs. The results indicated that the 
number of SLRs was increasing as well as the 
overall quality of the studies (Kitchenham et 
al., 2010). However, the authors also 
emphasized the issue that only a very small 
portion of SLRs evaluated the quality of 
primary studies ( Kitchenham et al, 2010). Da 
silva et al. (2010)’s assessment study showed 
that the major limitation with the use of SLRs 
in SE is that a large number of SLRs failed to 
assess the quality of their primary studies and 
the number of SLRs providing guidelines to 
practitioners is still small, which confirmed the 
previous finding of Kitchenham et al. 
(Kitchenham et al., 2009, 2010).	

    Fig. 1.  SLR process (Brereton et al., 2007)	
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 With the increasing number of SLRs 
performed on various topics within SE 
discipline, many empirical studies have also 
been carried out to report experiences of 
researchers and possible challenges when 
conducting SLRs in SE.  Riaz et al. (2010) 
made a summary of the potential challenging 
aspects of the process to be : (i) formulation of 
research questions (Brereton et al., 2007; 
Staples and Niazi, 2008); (ii) conducting 
searches (Dyba et al., 2007); (iii) selection of 
primary studies (Dyba and Dingsoyr, 2008); 
and (iv) primary studies’s quality assessment 
(Dyba et al., 2007, Staples and Niazi, 2008), 
from previous studies reported by various 
researchers. The problems faced by reviewers    
while conducting SLRs and the approaches 
adopted to address these problems vary across         
studies. One particular issue involves the 
selection of primary studies. Brereton et al 
(2007) research identified a problem with the 
quality of software engineering abstracts and 
pointed out that the standard of IT and software 
engineering abstracts is too poor to rely on 
when selecting primary studies. Other studies 
also provide evidence that the unstructured and 
poorly written abstracts can complicate the 
study selection process (Dybå et al., 2007; 
Kitchenham et al., 2008; Dybå and Dingsøyr, 
2008). One solution to minimize the difficulties 
encountered in the primary study selection 
process in SE is to advocate the use of 
structured abstracts (Kitchenham et al., 2008).	

2.2. Machine Learning and the SLR Process	

    Several studies have investigated the 
potential benefits of text mining and machine 
learning techniques in supporting SLRs 
process. Ananiadou et al. (2009, cited in 
Felizardo, 2010) employed text mining and 
machine learning techniques to support three 
different activities involved in an SLR : (i) 
search, (ii) study selection, and (iii) syntheses 
of the data; however their research 
concentrated on the field of social science. 
Without testing it is difficult to determine 
whether their findings could be successfully 
apply to creating systematic reviews in SE, 
particularly given the relative immaturity of 
study reporting in this field (Kitchenham et al., 
2008).	

    The use of reference lists as a part of search 
strategy to locate and identify relevant primary 
studies for SLRs has been proposed and used 
by practitioners for several years (Skoglund 
and Runeson, 2009) and it was also suggested 
in Kitchenham et al. guideline (Kitchenham, 
2004) for performing SLRs in SE. Felizardo et 
al. (2010) work suggested a use of meta-data 
analysis of documents via graphical 
representations such as citation maps - 
visualization of citation relationships among 
papers in supporting primary studies’ selection 
and selection review activities. Their study has 
investigated the use of VTM (visual text 
mining) techniques to help with the selection 
of primary studies in the process of SLR within 
the context of EBSE.  Felizardo et al. (2010) 
work also presented us one strategy to classify 
primary studies which is to identify the regions 
(clusters) of documents with similar content in 
terms of their titles, abstracts and keywords by 
applying k-means clustering algorithm. Using 
this technique, clusters are created 
automatically followed by the formation of 
their associated topics (Felizardo et al. , 2010)  
However, it is remarkable that the approach 
they used for the automatic classification of 
primary studies is quite different from the ones 
discussed here. Aside from (i) the automatic 
assignment of documents to a predefined set of 
categories, which is the machine learning 
approach to text classification problem; their 
approach was subjected to (ii) the automatic 
identification of such a set of categories and 
the grouping of document under them, a task 
usually called text clustering (Fabrizio, 2002).	

    The main steps involved in the task of text 
classification using ML approach are (i) 
document preprocessing, (ii) feature extraction, 
(iii) model selection, (iv) training and testing 
the classifier. Fig.2 illustrates the main steps in 
machined learning-based approach to the text 
classification problem (Mita and Mukesh,
2011).  Document pre-processing significantly 
reduces the size of the input text documents 
and usually involves the activities such as stop-
word elimination (Kim et al, 2006; Zhang et al, 
2007; Hao et al, 2008) and stemming (Porter, 
1980).  Feature extraction first transformed the 
input data into sets of features and then extract 
the relevant information from the feature sets, 
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which is accomplished using methods like TF-
IDF,(Jones, 1972),  LSI (Deerwester et al., 
1990),  multi-word (Zhang et al., 2007 and 
Church et al., 1990) etc. In the context of text 
classification, features or attributes are usually 
represented in the form of significant words, 
multi-words or frequently occurring phrases 
indicative of the text category (Mita and 
Mukesh, 2011). After feature extraction, an 
appropriate machine learning algorithm is 
applied to train the text classifier using a set of 
pre-classified documents which are presented 
as feature sets (document vectors) (Mita and 
Mukesh, 2011). The classifier is then evaluated 
and tested on a test set of documents. If the 
classification accuracy of the trained classifier 
is proved to be acceptable for the test set, then 
this model could be utilized to classify new 
instances of text documents (Mita and Mukesh, 
2011).	

!
Fig. 2. Main steps in machine-learning       
approach to text classification (Mita and Mukesh,
2011)	

    Various machine learning algorithms such as 
Naive Bayes (Kim,et al., 2006 and Meena, et 
al., 2009), Neural Networks (Wang, et al. 
2006), Support Vector Machine (Wang, et al. 
2006 and Zhang, et al., 2008), and Decision 
Tree (Quinlan, 1986) have been proposed by 
researchers for the automatic text classification. 
SVM classifier is found to be very effective for 
2-class text classification problems (Mita and 
Mukesh, 2011), which could also be used to 
judge the relevance of a given document to a 
particular category. Recent experimental 
research (Su et al., 2008, Rennie et al., 2003 
and Mccallum et al., 1998) reveals that the 
modified version of the classical naive Bayes 
classifier yield a better performance than that 
of SVM classification approach such as 
multinomial naive Bayes (MNB) and 
complement naive Bayes (CNB). But none of 
these studies targets to the problems of SE 
primary studies classification.	

    Decisions of Bayesian classifier are 
presented in terms of frequency of occurrence 
of words within a given text document (Stan et 
al., 2010). Since the Naive Bayesian approach 
is purely statistical, the classification by 
Bayesian classifier are easily understandable 
and its implementation is straightforward 
(Fabrizio, 2002). While naive Bayes is quite 
effective in various data mining tasks, we want 
to further investigate whether a simple 
probabilistic classifier could be extended to the 
challenging and practically important context 
of systematic review classification of SE.	
!
3. RESEARCH DESIGN   	
!
    In order to achieve the goals of this paper, 
we decided to implement a classifier which 
relies upon naive Bayes Theory, once trained, 
will classify previously un-reviewed articles as 
either relevant or non-relevant to the topic of 
the systematic review in SE, with sufficient 
precision in excluding the non-relevant articles. 
Although human efforts will still be required, 
there will be significant labor savings.	

    We built and evaluated the document 
classification system for the primary studies 
selection in SLRs in four phases : (i) building 
text collections for each of 3 SE review topics; 
(ii) preprocessing the text collection and 
applying feature engineering; (iii) text 
classification; (iv) classifier precision and 
performance evaluation. Below we discuss 
each of the four phases.	

3.1 Text Collection	
!
    To validate our research results, we used 	
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static and publicly available data - previously 
published SLR reports within SE discipline. 
The text collection we built contained 3 groups 
of articles for which systematic reviews were 
build targeting three SE classes ( software 
process improvement, software architecture, 
research methods ) in the field of SE. These 
three SLR reports were mapped into a public 
domain electronic library (also referred to 
digital library) that is, the abstracts of paper 
evaluated and triaged by the SE reviewers were 
fetched from that  collection ( e.g. IEEExplore, 
ACM Digital library and Google scholar and 
so on). In our research, we obtained the 
abstracts from their summery table instead of 
repeating all the SLR process steps they used 
to obtain the candidates papers (see Appendix I 
for details ). 	

    Table 1 gives information about the 3 SE 
classes for which systematic review were built. 
It is worth noting that we only utilize a limited 
number of pre-classified documents as the 
initial input for our data extraction process 
rather than the whole set of data in the text 
collection, as our main purpose is to 
demonstrate the applicability and effectiveness 
of the ML technology in the selection of 
primary studies process in an SLR. Moreover, 
it is reasonable to assume that the less articles 
the classifier used to achieve sufficient 
classification proficiency, the more efficiency 
the classifier is and the more manual work 
saved. 
We listed in this table the number of abstracts 
in each class  reviewed by SE researchers, the 
percentage of  the relevant abstracts among all 
the abstracts, as well as thenumber of relevant 
and non-relevant abstracts included in our test 
collection for each review.	

    We can observe from Table 1 that the pre-
selected data (publications) involved in SLRs 
are highly imbalanced, with many more 
abstracts are judged non-relevant by SE 
reviews than are found relevant. Successful 
training a classifier to identify low-probability 
classes such as the articles included in theses 
reviews can be challenging (Cohen, 2006). In 
our research design, we decided to balance the 
amount of abstract for each class (here, the 
relevant class and the non-relevant class ) in 
the text collection for our further processing. 	
!
3.2 Preparing the data	
!
    Each article in a text collection was first 
transformed into a feature vector which 
included all the single words from the title, 
abstract and keywords. In addition to the 
features of single word, it is also essential to 
utilize words collocation - a sequence of words 
that have certain tendency to be appeared 
together as significant features for the 
statistical analysis of texts. We applied regular  
expression pattern to each vectors of words to 
convert the most frequently appeared phases to 
their abbreviations. For instances, the phases 
“software process improvement (s)” and 
“software process (es)” in each vectors of 
words in the text collection of SPI 
measurements were replaced with “SPI” and 
“SP” respectively. And the phase “software 
architecture” in Software architecture text 
collection was replaced with “ SA”. 	

    In order to reduce the size of input data and 
the impacts of different variants of the same 
“words” on classification performs, we filtered 
the text with a stop list of 300 most common 
English words and applied the Porter stemming 
algorithms to each single word features. Table 
2 shows the number of significant features for 
each SE class review.	

    The first column gives the number of 
statistically significant features found in the 
training data for that review. The last three 
columns break the total number of features 
down to three distinct categories: number of 
Table 1  Text collection description
SE class 
review
No. of 
abstract 
Reviewe
d by SE 
researc
hers
% 
judged 
relevant
No.of 
Relevan
t 
Abstract 
Included 
in Test 
Collecti
on
No. of 
Non-
relevant 
Abstract  
Included 
in Test 
Collecti
on
Measure
ment of 
SPI
10817 1.4 15 15
Software 
Architect
ure
3036 1.9 15 15
SLR in 
SE 2506 0.7 13 13
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abstract-based features, number of title-based 
features and number of keyword-based 
features.	

!
    We used the bag-of-words (BOW) model to 
represent each text collection. Each feature was 
thus treated as a natural number, present the 
(frequency of ) occurrence of each single 
words (incl. multiwords phases abbreviation) 
appeared in an article, resulting in a feature 
vector consisting of entirely zeros or positive 
numbers in N-dimensional space where N is 
the total number of words extracted from the 
text collection. The whole text collection is 
then presented as a N x J matrix where J is the 
number of articles in the text collection. As a 
note, the feature vector for each article j in a 
text collection has the same number of 
elements, N.	

     !
3.3 Text Classification	
!
    We used naive Bayes classifier as a 
classification algorithm. It is a well-known and 
practical probabilistic classifier and has been 
employed in many applications (Kim et al.,
2006).	

    In the context of text classification, the 
probability that a document represented by a n-
dimensional vector    of 
features belongs to a class    is calculated by 
the application of Bayes’ theorem as follows :	
!!!
In the equation above,    is the probability 
that a randomly picked document has vector 
  as its representation (because,    does 
not depend on    and the values of the features 
   are given, so that it is effectively constant.). 
and    is the probability that a randomly 
picked document belongs to the category  
(Fabrizio, 2002).	

    Within this framework, the input text 
document is treated by the naive Bayes 
classification model as an ordered sequence of 
word occurrence ,with each word occurrence 
as an independent trial (Kim, 2006). Thus it is 
common to make the assumption that any two 
coordinates of the document vector are, when 
viewed as random variables (features), 
statistically independent of each other (Le 
Zhang et al. , 2004); This independence 
assumption is encoded by the equation :	
!!!!!
    Pseudocode for calculating the conditional 
probability of each features would like this :	
!
Count the number of documents in each class	

 for every training document	

      for each class:  
         if a token appears in the document  ➞	

         increment the count for that token 	

         increment the count for tokens	

    for each class:	

       for each token:	

          divide the token count by the total token	

          to get conditional probabilities	

    return conditional probabilities for each 
class	
!
However, when we calculate the product of
  ,we will get 
underflow as many of these numbers are very 
small(the result eventually rounds off to zero 
when multiplying many small numbers in 
Python). To avoid underflow and round-off 
error problem, we take the natural logarithm of 
this product rather than the number itself. The 
formula (1) may be written as	

Table 2 Number of Significant Features
SE 
class 
review
Total 
No. of 
signific
ant 
Feature
s
Abstrac
t-based 
Feature
s
Title-
based 
Feature
s
Keywor
ds-
based 
Feature
s
Measure
ment of 
SPI
3859 3435 242 182
Software 
Architect
ure
3786 3491 230 65
SLR in 
SE
3537 3293 218 26
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    As our intention is to judge whether or not 
an un-reviewed documents is relevant for the 
primary studies selection, the document space 
in our research was thus partitioned into two 
categories:   (relevant) and its complement 
  (non-relevant).We may further 
obtain that :	

And a document was classified as relevant if 
  , otherwise non-
relevant.	
!!
3.4 Evaluation of classification efficiency in  
systematic review	
!
    To evaluate how our classifier approach 
perform on identifying new or un-reviewed 
articles for inclusion, a hold-out cross 
validation approach was used where the dataset 
was randomly split into training and validation 
(test) data. For each such split, the text 
classifier learned from the training data, and 
predictive accuracy of the trained classifier is 
assessed using the validation data. The final 
results are the average over the splits. 	

    Hold-out cross validation method avoids the 
overlap between training data and test data, 
yielding a more accurate estimate for the 
general performance of the machine-learning 
algorithm (Payam, 2008). However, the 
downside of this method is that the available 
data resource can not be fully utilized for the 
evaluation of classifiers and the results are 
highly dependent on the choice of the training/
test split. The way that iterating the procedure 
of hold-out cross validation multiple times and 
averaging the results over iterations may 
reduce the negative effects of this problem, but 
unless this iteration is performed in a 
systematic manner, some data may have 
always been in the test set while others are not 
tested at all, or conversely some data may fall 
into the test set multiple times and have never 
been able to contribute to the learning phase 
(Payam,2008). To deal with these challenges 
and utilize the available data to the max, we 
further decided to conduct another cross-
validation approach - leave-one-out-cross-
validation (LOOCV).	

    In LOOCV process, a single observation of 
the document data set is retained as validation 
data and the remaining observations are used 
for training the document classifier. This 
evaluation procedure is repeated, with each 
observation in the data set is used once as the 
validation data. An accuracy estimate obtained 
using LOOCV is known to be almost unbiased 
and it is widely used where the available data 
are limited (Payam, 2008), which is also 
another reason for us to select LOOCV as our 
second evaluation method. 	

    The most common metric for evaluating the 
precision of a machine-learning based 
document classifier in predicting relevant 
articles is precision. Precision is defined as :	

The use of Precision as the metric could 
indicated and evaluated the efficiency of a 
document classifier, but it does not take the 
achieved recall and the amount of excluded 
irrelevant document into account. The 
efficiency of a systematic review ML classifier 
is also reflected in the other two aspects : (1)  
to reduce the number of missed articles 
containing high quality evidence by 
minimizing the number of relevant documents 
excluded by the classifier (Recall) ; (2) to 
reduce reviewers’ workload by excluding 
maximized amount of irrelevant documents 
(Stan, 2010). The two metrics for measuring 
the recall of a machine learning based classifier 
(how completely the classifier identify the 
relevant articles) and the ability of excluding 
irrelevant articles, are Recall, and Specificity 
Recall (R) and Specificity (S) are defined as 	

ci
p(ci ) = 1− p(ci )
log p(ci | dj
!"!
) > log p(ci | dj
!"!
)
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log(ci | dj
!"!
) = log(1− p(ci ))+ log p(wk | ci )
k=1
n
∑ − log p(dj
!"!
)
log(ci | dj
!"!
) = log p(ci )+ log p(wk | ci )
k=1
n
∑ − log p(dj
!"!
)
As in LOOCV each single observation is tested 
through each iteration on the training data, the 
number of relevant document correctly 
classified, the total number of documents 
classified as relevant and the number of  
irrelevant documents correctly classified can be 
easily acquired, so that the value of these three 
metrics could be achieved.	

    For our research, the three metrics - 
Precision, Recall, Specificity were used 
together to evaluate and measure the 
performance (efficiency) of the document 
classifier. We assume that a recall rate of 0.9 or 
higher is required for the classifier to identify 
an sufficient quantity of relevant papers. As 
long as recall is at least 0.9, the Precision and 
Specificity should be as high as possible. 	
!!
4. RESULTS	

    We first performed the hold-out cross 
validation experiment, to evaluate the general 
performance of our classifier. For each text 
collection, we randomly selected a portion of 
our data for training set (20 out of 30 total 
articles) and a portion for test set (10 out of 30 
total articles).  We then iterate through the test 
set and classify each article in the test set. If an 
article is not classified correctly, the error count 
is incremented, and finally the total percentage 
error is reported. To get a good estimate of the 
error rate, we repeated this procedure ten 
times, and averaged the results in the end of 
test. We also statistically recorded the 
experiment data for each iteration. Figure 2 
presented the error percentage of each test 
iteration and the final result of average error 
Fig2.Results of 10-times hold out cross-validation 
rate for the three text categories was presented 
in Figure 3.	

    Fig.3. Final results of hold-out cross validation  	
!
    We then performed the LOOCV experiment, 
to evaluate the actual precision of our classifier 
for inclusion and exclusion. LOOCV was 
performed 30 times for SPI , SA text collection 
and 26 times for SLR text collection. The 
number of positive documents and negative 
documents correctly classified and mis-
classified during the experiment was recorded 
respectively. We used confusion matrix, which 
is a specific table layout that provide 
information about actual and predicted 
classifications achieved by a document 
classifier, to present the LOOCV results of 
each of three text collections (see Confusion 
Matrix 1, Confusion Matrix 2 and Confusion 
Matrix 3 below). The columns in the first row, 
Non-relevant and Relevant (Predicted 
Category) in each of the three matrix,  
represents the number of irrelevant documents 
( in Actual Category) that were correctly 
classified and incorrectly classified (classified 
as relevant) respectively, while the columns of 
second row represents the number of relevant 
documents that were correctly classified and 
mis-classified (classified as non-relevant) 
respectively.	

    Based on the information presented in these 
three confusion matrix, the precision (P), recall 
(R) and specificity (S) achieved by the 
classification system for each of the three SE 
text collections were calculated in the end of 
experiment (See Figure 4) 	
!
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!!
    Fig.4. Results of leave-one-out-cross validation	

5. DISCUSSION	

    Our research represented a means of training 
an automated document classifier to select 
articles with the highest likelihood of 
containing evidence warranting the inclusion 
for the primary study selection process in an 
SLR.	

    The cross validation methods should provide 
an accurate estimate of the classification 
performance and the results have demonstrated 
that Naive Bayes classifier has strong potential 
for assisting the labor-intensive systematic 
reviews process in SE. From Figure 3 we 
found that the classification system performed 
very well on SPI and SLR review topics but 
not on SA class with over 20% error rate. 
Confusion Matrix 2 and Figure 4 further 
demonstrated in detail that the precision the 
classifier achieved on SA class is 
comparatively poor -7 out of 30 articles were 
misclassified, where 5 out of 15 irrelevant 
documents were classified into positive class.	

Even though its recall rate (87%) is quite 
closed to 90% - the required recall rate 
(indicating that the classifier has the ability to 
achieved adequate fraction of relevant articles), 
the lower accuracy rate of excluding irrelevant 
papers (S 67%) would imply additional efforts 
of review compared to the other text collection. 
For the SPI group the classifier achieved a 
recall rate of 100% for including the relevant 
articles but still two irrelevant documents were 
mis-classified into positive class (S 87%). As 
decisions of Bayesian classifiers are presented 
in terms of frequency of occurrence of words 
within a given abstract (Stan et al. ,2010), we 
therefore conducted an analysis looking at the 
most significant features for each of the three 
tasks to investigate the problems of lower 
accuracy for excluding irrelevant documents. 
We observed that the presence of many 
statistically significant features among the 
relevant abstracts tend to be highly consistent. 
For instance, the features 
“SPI”,”measurements”,”metrics” appeared 
many times in each relevant articles in SPI 
class,  “SA” , ”evaluability”, “quality” 
presented frequently in each relevant article in 
SA group and it is also the same case with SLR 
group - “systematic”, “review”, ”search”, 
“criteria”, ”results”. These significant 
Confusion Matrix 1. LOOCV Results
SPI Text Collection
Predicted Category
Non-
relevant
Relevent
Actual!
Category
Non-
relevant 
(15)
13 2
Relevant 
(15)
0 15
Confusion Matrix 2. LOOCV Results
SA Text Collection
Predicted Category
Non-
relevant
Relevent
Actual!
Category
Non-
relevant 
(15)
10 5
Relevant 
(15)
2 13
Confusion Matrix 3. LOOCV Results
SLR Text Collection
Predicted Category
Non-
relevant
Relevent
Actual!
Category
Non-
relevant 
(13)
12 1
Relevant 
(13)
2 11
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features were then treated by classifier systems 
as the most strongly predictive dimensions 
with which to separate positives from 
negatives. 	

    In contrast that the inclusion for each review 
study are more specific, most irrelevant 
abstracts returned in search strategy varied 
widely as they may target at different topic 
area, so that many significant features appeared 
in one abstract were rarely presented in other 
irrelevant papers. The difference in topic-
specificity and incongruence of the significant 
features among each excluded paper 
contributed to the lower number of strongly 
predictive features, meaning that the classifier 
system had fewer dimensions with which to 
triage the negative documents. In order to 
improve the precision for excluding irrelevant 
papers, further work is necessary to enhance 
the topic-specificity of the articles in negative 
group before performing document 
classification on the SE review work process. 	

    We may observe that the accuracy rate 
achieved for both predicting relevant papers 
(P) and excluding irrelevant papers (S) in SLR 
text collection is surprisingly higher compared 
to others. We further investigated the 
observations and found that the samples of 
excluded papers in SLR text collection were 
selected from hundreds of non-relevant 
documents by authors. These data shared some 
consistent characteristics - survey or informal 
literature review, which tend to be more topic-
specific (see Appendix I).  When going though 
the feature set, the word features, “survey”, 
“literature”, “experience” occurred many times 
in each excluded papers. Even more important, 
the dominated features for inclusion (positive 
features) - “ systematic”, “criteria”, “review”, 
“statistical” rarely appeared in negative groups. 
Thus, the strong uniqueness of significant 
features for both positive and negative 
categories promote the classifier to adequately 
model the triage process. In contrast, the 
uniqueness of positive features in the other two 
text collections tend to be relatively weak to 
perform the tasks of exclusion. Examining the 
abstracts that were mis-classified into the 
category of relevance, we observed that some 
strong predictive features for inclusion 
(positive features), such as “ SPI”, 
“improvements” in the text collection of SPI 
measurements, “SA”, “architecture”, “quality”, 
“evaluation” in the text collection of software 
architecture were presented frequently in their 
mis-classified abstracts. Even though these 
mis-classified articles targeted at the same 
research fields - software process improvement 
and software architecture as the included 
documents, they were not relevant to the 
specific research problems - measurement of 
software process improvements, evaluability of 
software architecture under these research area. 
The frequency of these word features might be 
used by the classifier as the main dimensions 
with which to triage the documents that are 
relevant to its research field, however there 
may not be enough strong classification 
concepts for the classifier to exclude the 
abstracts which are irrelevant to specific 
research questions under such fields. In this 
research design, the use of abbreviations of SE 
phases as single features is our attempt to 
enhance the uniqueness of word features for 
classification tasks. In order to investigate 
impact of the uniqueness of word features on 
the  classification performance, we conducted 
the experiments on the original feature sets 
instead of using abbreviations. However, the 
differences between the results of these two 
tests were not apparent. Despite this, we still 
believe further exploration to enhance the 
typicality of word features is essential for 
achieving sufficient accuracy rate of 
classification. In future work, we plan to apply 
weight engineering which refers to modifying 
the existing training data by weighting some of 
the attributes more than others, to the 
frequency features that are more targeted and 
specific to the research questions. And it makes 
sense to give some feature weights bigger than 
other features, if this is likely to improve the 
performance of a given learning algorithm 
(Stan et al. 2010). For instance, the features 
“metrics”, “assessment”, “measure” tend to be 
more specific to the research questions but the 
probability of these features were not as higher 
as “SPI”, “improvements” from our feature set 
given the positive category. 	

    Based on our analysis, we believe that the 
lower number of strongly predictive features 
for exclusion and the weaker typicality of 
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positive features are the main reasons why the 
performance on excluding irrelevant papers 
were relatively poor.	

    In practice, when selecting primary studies it 
is quite difficult to screen out 100% of 
irrelevant articles by simply applying inclusion 
and exclusion criteria on title and abstracts in 
the initial selection stage. As a rule the 
potential selected articles need to be assessed 
for their actual relevance in the “Study Quality 
Assessment” stage. From this point of view, we 
believe our result is still of practical 
importance as it demonstrated the classifier 
achieved sufficient precision rate in terms of 
including relevant papers in the initial 
screening phase of primary studies’ selection 
process.	

    Our current study has several limitations. 
One of them relates to the illustration of only 
three SE review topics, consequently, the 
utilization of machine-learning technology was 
investigated in a limited context. It would be 
interesting to further investigate which review 
topics or what types of topics in SE the 
machine learning-based text classifier will 
provide expected benefits for. Second, we only 
utilized a limited set of abstracts as the input 
data to the classification tasks, it is essential to 
employ a full version of SLR process for 
further evaluating the efficiency of a given 
document classifier. In addition, we also 
believe that additional work is also necessary 
to investigate, how many articles (training 
data) is adequate for a machine-learning based 
document classifier to provide sufficient 
accuracy of predicted classification. As 
previously mentioned above, we balanced the 
amount of abstracts in the positive and 
negative class for the text classification 
process. In general, the initial systematic 
review data returned by the search strategy 
contain a large majority of irrelevant abstracts 
(sometimes more than 99%) (Stan et al. 2010). 
Thus, it is practically important to deal with the 
impacts of highly imbalanced rate of the 
training data in class distribution on text 
classification tasks through improving the 
feature engineering process and classification 
algorithms. Furthermore, in our current 
approach we are only using the words from the 
title, keywords and abstract as potential 
classification features. Further work is 
necessary to explore the possible 
improvements of classification performance by 
employing full text classification methods. On 
the one hand, using full text classification 
methods may to some extent reduce the 
impacts of abstracts with poor quality on the 
training processes. On the another hand, Porter 
stemming algorithm may have a more 
consistent and beneficial effect on full text 
(Cohen et al, 2006). We have also 
experimented without applying porter 
stemming algorithms to the original text, and 
we have found that the classification 
performance of “stemming words” 
representation equals to that of representation 
with ‘raw’ (unnormalized) data.	
!!
6. CONCLUSIONS	
!
    Our research has demonstrated that a simple 
and efficient probabilistic classifier based on 
Bayes’ theorem has strong potential for 
performing the systematic review classification 
tasks in software engineering. The approach 
presented here could therefore be considered as 
a possible technique for assisting labor-
intensive primary studies’ selection process in 
an SLR.	

     Future work will be focused on 
investigating the possible classification 
performance by applying a modified version of 
classical naive Bayes classifier such as multi 
nominal naive Bayes and complement naive 
Bayes. We also plan to explore other state-of-
art machine-learning approaches and 
techniques to design an automated document 
classification system to address the 
classification tasks with specific data 
characteristics in SLRs, such as the highly 
imbalance rate for the available training data. 
In addition, we will also concentrate on 
investigating the possible feature engineering 
techniques to enhance the feature typicality for 
the systematic review classification tasks.	

     We encourage other software engineering 
researchers to investigate applying machine-
learning based approaches to the primary 
studies selection and other activities involved 
in SLRs workflows in SE.	
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Appendix I	
!
Kitchenham et al. (2008) published their research paper “Systematic literature reviews in software 
engineering- A systematic literature review” ,where they listed 20 relevant studies and also a table described 
the candidate articles that not selected as a result of their systematic review process.
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