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Введение 
Задачи оптимизации вычислений в сетевых структурах различного вида, включая параллель-
ные вычисления, стали весьма популярными в последнее время [1]. В статье рассматривается вы-
числительная сеть, в которой решается некоторое множество задач. Алгоритму решения каждой 
задачи соответствует путь в сети. Одновременно в каждой вершине сети может решаться только 
одна задача, поэтому возможны конфликтные ситуации, когда задача приходит в очередную 
вершину, требуемую по алгоритму, а та уже занята решением другой задачи.  
В статье рассматриваются постановки задач построения расписаний выполнения задач, оп-
тимальных по различным критериям. Предложены алгоритмы решения, в основе которых лежат 
методы локальной оптимизации, ветвлений и ветвей и границ. 
 
1. Постановка задачи 
Рассмотрим вычислительную сеть из n «активных» вершин (вершины, в которых выполня-
ются задачи), m входных вершин и m выходных вершин (по числу решаемых задач). Каждой за-
даче i соответствует путь частичной подсети, соединяющий вход Hi с выходом Ki, определяющий 
некоторый способ (алгоритм) решения i-й задачи. И наоборот, способу решения i-й задачи соот-
ветствует путь, соединяющий вход с выходом. Пример вычислительной сети приведен на рис. 1 
(в скобках у дуг указаны номера решаемых задач). 
Обозначим ij – время решения подзадачи j в вершине i (указаны в нижних половинах вер-
шин на рис. 2). Одновременно в каждой вершине может решаться только одна задача, поэтому 
может возникнуть конфликтная ситуация, когда в момент прихода в вершину некоторой задачи 
вершина занята решением другой задачи. Вершины, в которых решаются несколько задач, назо-
вем проблемными.  
Для разрешения конфликтов определим приоритеты подзадач в каждой проблемной вершине 
(i, j). Эти приоритеты задаются перестановкой ij = (j1, j2, …, js), где s – число подзадач, которые 
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Рассматривается вычислительная сеть из n вершин (это вершины, в которых решаются те 
или иные задачи), m входных вершин и m выходных вершин (m – число решаемых задач). 
Каждой задаче соответствует путь в сети с входом H и выходом K, соответствующий некото-
рому алгоритму решения задачи. Одновременно в каждом узле может решаться только одна 
задача. Поэтому может возникнуть конфликтная ситуация, когда в момент прихода в вершину 
некоторой задачи эта вершина занята решением другой задачи. Узлы, в которых могут ре-
шаться несколько задач, будем называть проблемными. Рассматриваются задачи составления 
расписания выполнения задач по критериям минимизации времени решения всех задач и ми-
нимизации максимального отклонения от требуемых времен решения. Для их решения пред-
ложены методы локальной оптимизации, ветвлений, ветвей и границ. 
Ключевые слова: сетевые структуры, проблемные узлы, задача составления расписа-
ний, локальная оптимизация. 
 
 
Информатика и вычислительная техника 
Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics. 
2016, vol. 16, no. 2, pp. 5–14 
6 
решаются в вершине (i, j). Подзадача iq имеет приоритет перед задачей ip, если q < p. Задание 








Предварительно преобразуем сеть рис. 1 к виду, удобному для дальнейших вычислений. Раз-
делим каждую проблемную вершину на несколько вершин – по числу решаемых в ней задач. Эти 
вершины соединим пунктирными ребрами, которые будем называть ресурсными зависимостями. 
Задание приоритетов соответствует заданию ориентации ресурсных зависимостей. Преобразо-
ванная сеть представлена на рис. 2. Первое число в верхней половине – это номер вершины, вто-
рое – номер задачи, число в нижней половине – время решения задачи.  
Опишем алгоритм определения моментов завершения выполнения задач при заданных при-
оритетах ij.  
Описание алгоритма. 
1 шаг. Определяем моменты завершения ij пути для всех вершин, не учитывая ресурсных 
зависимостей. Это просто сумма продолжительностей ij от начальной вершины до рассматри-
ваемой. 
2 шаг. Для каждой проблемной вершины корректируем моменты завершения соответст-
вующих подзадач, учитывая ресурсные зависимости. Опишем алгоритм корректировки (номер 
вершины опускаем). Пусть в проблемной вершине решаются s подзадач и приоритеты 
 = (1, 2, …, s).  
Момент завершения подзадачи 1 равен 1 1   . 
Пусть определены моменты завершения решения подзадач 1, 2, …, p. Упорядочим их по воз-
растанию, т. е. 
1 2 pj j j
        . 
Определяем минимальный номер k такой, что  
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Момент завершения задачи (p + 1) 
 11 1 1 1max ;kp j p p p           . 
Далее повторяем шаги 1 и 2 до тех пор, пока индексы не установятся. 
Пример 1.  
1 шаг. Имеем: 
Задача 1: 41 = 6, 31 = 14, 11 = 19; 
Задача 2: 12 = 7, 52 = 11, 42 = 18; 
Задача 3: 53 = 8, 23 = 13, 43 = 15. 
2 шаг. Приоритеты задач указаны пунктирными дугами на рис. 2. Рассматриваем проблем-
ную вершину 1. Имеем 
1
11 11 19    , 
1
12 12 7    , 
так как 112 11 117 14       . 
Рассматриваем проблемную вершину 4. Имеем 
1
43 43 15    , 
1 1
42 43 42 22      , 
1
41 41 6    , 
так как 142 42 4113      . 
Рассматриваем проблемную вершину 5. Имеем 
1
52 52 11    , 
1 1
53 52 53 19      , 
так как 152 52 537      . 
Повторяем шаги 1 и 2.  
1 шаг. Имеем: 
Задача 1:  2 141 41 41max ; 6     , 
      
2 2
31 41 31 14      , 
      
2 2
11 31 11 19      ; 
Задача 2: 2 2 212 52 427, 11, 22      ;  
Задача 3: 2 2 253 23 4319, 24, 26      . 
Так как 2 0 242 42 4322 18; 26 15        , то повторяем шаг 2. 
2 шаг. Имеем 
Задача 1: 3 3 341 31 116, 14, 19      ;  
Задача 2: 3 3 312 52 427, 11, 18      ;  
Задача 3: 3 3 353 23 4319, 24, 26      . 
Повторение шагов 1 и 2 дает те же значения индексов. Алгоритм закончен. 
Рассмотрим две постановки задач. 
Задача 1. Определить приоритеты задач всех проблемных вершин, при которых время реше-
ния всех задач 
max minii
T T  .                     (1) 
Задача 2. Определить приоритеты задач всех проблемных вершин, при которых максималь-
ное отклонение времен решения задач Ti то требуемых Qi 
 max mini ii T Q    .                    (2) 
Информатика и вычислительная техника 
Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics. 
2016, vol. 16, no. 2, pp. 5–14 
8 
Рассмотрим методы решения поставленных задач. Все они относятся к сложным задачам 
дискретной оптимизации, не имеющим эффективных точных методов решения.  
 
2. Метод локальной оптимизации 
Рассмотрим сначала задачу 1. Для применения метода локальной оптимизации в первую оче-
редь необходимо определить понятие окрестности решения. Для этого рассмотрим некоторое 
решение, задаваемое приоритетами . Обозначим Li – путь минимальной длины для i-й задачи,  
M – множество задач, для которых достигается max ii
T T . Очевидно, что для улучшения реше-
ния следует изменить приоритеты задач в множестве M.  
Согласно методу локальной оптимизации для каждого решения окрестности определяем зна-
чение T(i) критерия (1). Если  
     0minq iiT T T     , 
то переходим к решению q и повторяем шаг алгоритма. Если    0qT T   , то получено  
локально-оптимальное решение. Далее можно выбрать другое начальное решение и повторить 
шаг алгоритма. 
Алгоритм формирования окрестности для последующей локальной оптимизации рассмотрим 
на примере. 
Пример 2. Рассмотрим сеть рис. 2 с приоритетами задач, указанных во всех проблемных 
вершинах. Множество M содержит одну задачу 3, причем Tmax = 26. Задача 3 связана ресурсными 
зависимостями с задачей 2 (проблемные вершины 4 и 5). Рассмотрим вариант изменения приори-
тетов задач. Возможны 3 варианта: 
1. Изменяем приоритеты задач в вершине 5, т. е. 5 = (3, 2). 
2. Изменяем приоритеты задач в вершине 4, т. е. 4 = (2, 3). 
3. Изменяем приоритеты задач в вершинах 5 и 4, т.е. 5 = (3, 2), 4 = (2, 3). 
Вариант 1. Соответствующая сеть приведена на рис. 3. 
Установившиеся индексы равны следующим величинам: 
Задача 1: 41 = 6, 31 = 14, 11 = 19; 
Задача 2: 12 = 7, 52 = 12, 42 = 22; 
Задача 3: 53 = 8, 23 = 13, 43 = 15. 
Имеем: Tmax = 22 < 26. 
Вариант 2. Соответствующая сеть приведена на рис. 4. 
Установившиеся индексы приведены ниже: 
Задача 1: 41 = 6, 31 = 14, 11 = 19; 
Задача 2: 12 = 7, 52 = 11, 42 = 18; 
Задача 3: 53 = 19, 23 = 24, 43 = 26. 
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Вариант 3. Соответствующая сеть приведена на рис. 5. 
Установившиеся индексы приведены ниже: 
Задача 1: 41 = 6, 31 = 14, 11 = 19; 
Задача 2: 12 = 7, 52 = 12, 42 = 19; 
Задача 3: 53 = 8, 23 = 13, 43 = 21. 
Имеем: Tmax = 21 < 26. 
Вариант 3 имеет минимальное время среди всех вариантов. Этот вариант в данном случае 





Рассмотрим применение метода локальной оптимизации для задачи 2. 
Определим  
mini k ik
     
и припишем дугам, входящим в конечные вершины задач, длины i. Покажем, что при таком 
преобразовании задача 2 сводится к задаче 1. Действительно, пусть Tmin – максимальная продол-
жительность завершения всех задач в оптимальном решении преобразованной сети. Пусть min – 
минимальное , при котором существует решение такое, что для всех задач имеет место  
mini iT    , 
где Ti – продолжительность решения i-й задачи. Имеем 
min max mini i i iT            , 
откуда следует, что все задачи решаемы за минимальное время 
min max minT    . 
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Пример 3. Пусть 1 = 18, 2 = 17, 3 = 25, 1 = 7, 2 = 8, 3 = 0. Возьмем оптимальное реше-
ние (вариант 3 из примера 2). Установившиеся индексы будут те же самые, однако 
 = max(19–18, 19–17, 21–25) = 2. 
Сравнивая все четыре уже рассмотренных варианта легко видеть, что оптимальным является 
вариант 2, в котором 
T1 = 19, T2 = 18, T3 = 26, 
 = max(19–18, 18–17, 26–25) = 1. 
 
3. Учет «обходных путей» 
Примем, что для каждой задачи имеется обходной путь ее решения, т. е. алгоритм, не свя-
занный с проблемными вершинами вычислительной сети. Время решения задачи i по обходному 
пути обозначим Ri (очевидно, что Ri больше, чем время решения задачи i в вычислительной сети 
без учета ресурсных зависимостей, в противном случае задача сразу решалась бы по «обходному 
пути»). 
Описание алгоритма. 
Решаем задачу методом локальной оптимизации, как описано выше. Если 
min min min ii
T R R  , 
то задача решена. В противном случае удаляем все задачи, для которых Ri = Rmin и повторяем ал-
горитм локальной оптимизации для оставшегося множества задач Q1. Если  
 
1




то задача решена. В противном случае удаляем все задачи, для которых 




и повторяем алгоритм локальной оптимизации для оставшегося множества задач Q2 и т. д. 








Пример 4. Пусть R3 = 18, R 2 = 19, R1 = 20. Так как Tmin в примере 3 равно 21 > 18, то удаляем 
задачу 3, решая ее по обходному пути. Имеем Q1 = (1, 2). Легко показать, что при приоритетах 
1 = (2, 1), 2 = (1, 2) получаем 
 min 1 219T Q R  . 
Задача решена. Минимальное время Tmin = 19, причем задача 3 решается по обходному 
пути. 
 
4. Методы ветвлений и ветвей и границ 
В отличие от метода локальной оптимизации, в методе ветвлений осуществляется последова-
тельное построение расписаний, двигаясь от начальных вершин задач к конечным [2]. При попа-
дании в проблемную вершину приоритетность соответствующих задач определяется по крите-
рию минимума нижней оценки времени выполнения всех задач. 
Предварительно определим минимальные времена Tij, требуемые для завершения решения 
задачи j после решения подзадачи в вершине (i, j), без учета ресурсных зависимостей.  
Описание алгоритма. 
1. Строим расписание выполнения задач, начиная с начальных задач. 
2. При возникновении конфликтной ситуации формируем оценочную задачу. Сетевая струк-
тура оценочной задачи приведена на рис. 6 (номер проблемной вершины опущен). 
Структура приведена для трех задач, которые могут решаться в проблемной вершине. Вер-
шины помечены двумя числами. Первое число – это номер задачи, а второе – тип вершины. Вер-
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шины (i, 1) соответствуют проблемной вершине, вершины (i, 2) соответствуют временам Tj, вер-
шины (i, 3) соответствуют решению подзадачи по обходному пути, вершины (i, 4) соответст-
вуют раннему моменту начала решения подзадачи в проблемной вершине. Соответствующие 
времена lij указаны в нижних половинах вершин. Так, например, l11 = 5 означает, что подзадача 1 
выполняется в проблемной вершине за 5 единиц времени, l12 = 7 означает, что после выполне-
ния подзадачи 1 в проблемной вершине потребуется еще минимум 7 единиц времени для за-
вершения задачи, l13 = 26 означает, что существует обходной путь решения задачи за 26 единиц 
времени, а l14 = 4 означает, что решение подзадачи 1 в проблемной вершине можно начать че-
рез 4 единицы времени. Задача состоит в определении расписания, минимизирующего время 





Пусть число задач, решаемых в проблемной вершине, невелико, так что можно перебрать 
все возможные очередности выполнения подзадач (в примере рис. 1 их 6). Опишем алгоритм 
решения оценочной задачи при заданной очередности решения подзадач в проблемной вер-
шине.  
1 шаг. Определяем моменты окончания задач, применяя описанный выше модифицирован-
ный алгоритм определения кратчайших путей при заданных приоритетах задач. Если время ре-
шения всех задач 
1 3min kk
T l , 
то задача решена. В противном случае решаем задачи, для которых  
3 3mini kk
l l  
по обходному пути, исключая их из числа задач, решаемых в проблемной вершине. 
2 шаг. Повторяем шаг 1 для оставшихся задач. Если время решения оставшихся задач 
1




где Q1 – множество оставшихся задач, то задача решена. В противном случае исключаем задачи, 
для которых  
1
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В таблице указаны продолжительности решения задач по обходным путям. 
 
j 1 2 3 4 
lj 18 21 15 22 
 
Первый этап. 
1. Момент времени t1 = 0. Начинаем подзадачи (1.1) и (3.4). Конфликт возникает между зада-
чами 2 и 3 (проблемная вершина 2). Поскольку l24 = l34 = 0, то в этом случае можно обойтись без 
перебора всех приоритетов. В этом случае первой следует начинать подзадачу с максималь-
ным lj2, т. е. в нашем случае подзадачу 2.  
2. Момент времени t2 = 5. Завершено решение подзадачи (2.2). Начинаем решение подзадачи 
(2.3). 
3. Момент времени t3 = 6. Завершено решение подзадачи (1.1). Возникает конфликт между 
задачами 1 и 2 (проблемная вершина 4). В этом случае также можно обойтись без перебора при-
оритетов. В этом случае начинается решение подзадачи, которую можно начать раньше (не поз-
же) других. Это подзадача (4.2).  
4. Момент времени t4 = 8. Решена подзадача (3.4). 
5. Момент времени t5 = 12. Завершено решение подзадачи (2.3). Возникает конфликт между 
задачами 3 и 4 (проблемная вершина 5). Первой начинаем решение подзадачи (5.4), поскольку ее 
можно начать раньше, чем решение подзадачи (5.3).  
6. Момент времени t6 = 14. Завершено решение подзадачи (4.2). Начинаем решение подзада-
чи (4.1). Заметим, что подзадача (4.1) будет решена в момент  
t41 = 14 + 8 = 22 > T2 = 21, 
поэтому задачу 2 решаем по обходному пути.  
Второй этап. 
1. Момент времени t1 = 0. Начинаем решение подзадач (1.1), (2.3) и (3.4).  
2. Момент времени t2 = 6. Завершено решение подзадачи (1.1). Начинаем подзадачу (4.1). 
3. Момент времени t3 = 7. Завершена подзадача (2.3). 
4. Момент времени t4 = 8. Завершено решение подзадачи (3.4). Возникает конфликтная си-
туация в вершине 5. Первой начинаем решение подзадачи (5.3) в момент времени t = 7.  
5. Момент времени t5 = 13. Завершено решение задачи 3, T3 = 13. Начинаем подзадачу (5.4). 
6. Момент времени t6 = 14. Завершено решение задачи 1, T1 = 14. 
7. Момент времени t7 = 20. Завершено решение задачи 4, T4 = 20. 
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Теорема. Решение оценочных задач в каждой конфликтной ситуации дает оценку снизу вре-
мени завершения оставшихся задач. 
Доказательство следует из того факта, что при решении оценочных подзадач не учитывают-
ся будущие ресурсные зависимости. 
Теорема позволяет превратить метод ветвлений в метод ветвей и границ. 
Поскольку алгоритм получения нижних оценок был описан выше, иллюстрацию метода вет-
вей и границ рассмотрим на примере. Ограничимся случаем, когда в каждой конфликтной ситуа-
ции участвует не более двух задач.  
Пример 6. Рассмотрим сеть, рис. 8. 





Если имеются обходные пути, то решение можно улучшить. Так, например, если для зада-
чи 2 имеется обходной путь с временем решения задачи 26, то конфликтные ситуации не возни-
кают, и время решения всех задач составит 26 единиц. Можно поставить задачу разработки об-
ходных путей решения задач при заданных зависимостях стоимости создания обходного пути 
для решения j-й задачи 
 
Заключение  
Рассмотренные задачи можно обобщить как по постановке, так и по методам решения. Так 
одна и та же задача может решаться разными способами. Этой ситуации соответствует уже не 
путь, а некоторая частичная подсеть вычислительной сети. Представляет интерес и исследование 
частных случаев, например, вычислительные сети с одной или двумя проблемными вершинами. 
Это и другие обобщения будут рассмотрены в последующих публикациях. 
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A computer network consisting of n vertices (vertices, which solved some problems), m input 
vertices and m output vertices (m is the number of tasks) is considered. Each task matches to way  
in the network with input H and output K, corresponding to some algorithm of problem solving.  
At the same time only one task can be solved in each vertex. Therefore, it may be a conflict in  
the moment of arrival to the vertex of a task if this vertex is busy with another task. The vertices in 
which several tasks may be solved at the same time, will be called problem vertices. The problems of 
tasks scheduling according to criteria of minimizing the time required to solve all the problems or 
minimize the maximum deviation from the required solution time are examined. Methods of local 
optimization, branch, branch and bound are proposed for their solution. 
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