




PROJECTO FINAL DE CARRERA 
 
Estudio de la escalabilidad de técnicas de 
localización basadas en tiempos de ida y vuelta en 
redes IEEE 802.11 
 
(Study of the scalability of 2-way TOA location 




Estudios: Enginyeria de Telecomunicació 
Autor: Angela Lonigro 



















This Final Project was developed with the collaboration of Prof. Saverio 
Mascolo, associate professor at the Department of Electrics and Electronics 






This Final Project was developed at the Telematics Engineering Department 
of the Polytechnic University of Catalonia (UPC) under the supervision of 
Francisco Barcelo–Arroyo and Israel Martin-Escalona. 
First of all I would like to thank Prof. Francisco Barcelo–Arroyo for giving me 
the opportunity to collaborate with him in this project. Special thanks go to 




Resum del Projecte 
 
Les tècniques de localització basades en la mesura de temps d'arribada 
suposen una tecnologia molt prometedora en l’àmbit del posicionament 
utilitzant xarxes sense fils. Aquestes tècniques tendeixen a utilitzar-se on les 
d’àmbit global, com és el GPS, no són capaces d’operar (ex. a l’interior dels 
edificis). La major part de les implementacions d’aquest tipus de tècniques 
utilitzen xarxes de comunicacions per obtenir les mesures necessàries per 
tal de posicionar-se. Això significa que els serveis de localització han de 
conviure amb els serveis de dades proporcionats de manera natural per la 
xarxa de comunicacions. A més a més, les tècniques basades en TOA 
tendeixen a empitjorar el seu rendiment quant major sigui el tràfic a la xarxa. 
El present estudi pretén avaluar l’escalabilitat d’un sistema de posicionament 
basat en una tècnica 2-way TOA implementada sobre una xarxa Wi-Fi en la 
que operen nodes generadors de tràfic web i de localització. S’ha 
desenvolupat un simulador basat en OMNET++ amb el que s’ha procedit a 
estudiar l’escalabilitat del sistema. Els resultats obtinguts indiquen que el 





Resumen del Proyecto 
 
Las técnicas de localización basadas en la medida de tiempos de llegada 
suponen una tecnología muy prometedora en el ámbito de posicionamiento en 
redes inalámbricas. Estas técnicas tienden a emplearse donde las tecnologías 
de ámbito global, como es GPS, no son capaces de operar (ej. ámbitos de 
interior). La mayoría de las implementaciones de este tipo de técnicas 
emplean redes de comunicaciones para obtener las medidas necesarias para 
posicionar. Esto significa que los servicios de localización deben convivir con 
los servicios de datos proporcionados de manera natural por la red de 
comunicaciones. Además, las técnicas basadas en TOA tienden a empeorar 
su rendimiento cuanto mayor sea el tráfico en la red. 
El presente estudio pretende evaluar la escalabilidad de un sistema de 
posicionamiento basada en una técnica 2-way TOA implementada sobre una 
red Wi-Fi en la que operan nodos generadores de tráfico web. Se han 
propuesto múltiples escenarios con distintos perfiles de tráfico web y de 
localización. Se ha desarrollado un simulador basado en OMNET++ con el 
que se ha procedido a estudiar la escalabilidad del sistema. Los resultados 





TOA-based location techniques over wireless communication networks 
constitute a promising technology for providing location based services in 
areas where GPS is not completely available. Most of the implementations of 
these techniques use regular communication networks. This means that 
location traffic has to share the network resources with the services already 
provided. Furthermore, the performance of TOA techniques tends to degrade 
with the number of nodes in the network requiring positioning. 
This study aims at assessing the scalability of a 2-way TOA location system 
deployed in a Wi-Fi network, considering web and positioning traffic. Several 
scenarios, with different location-based and web-browsing services have 
been studied under different service loads. A Simulator, developed with 
OMNET++ has been used to carry out the performance assessment, 
showing that the system is viable in the proposed scenarios. 
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The expansion of localization technologies and the growing importance of 
ubiquitous computing have led to an increasing business interest in location-
based applications and services. 
Pedestrian navigation systems are becoming more useful, especially in the 
field of public safety. For example one can imagine guidance for disabled 
people when needed, or firemen and policemen monitored and guided 
remotely from a control center during an emergency, in order to enhance 
operation efficiency and, at the same time, guarantee their own security. 
Additionally, commercial applications can benefit from this emerging 
technology, for instance, in providing crowd surveillance, guiding tours at 
events, or tracing car parks. These applications require the Mobile Terminal 
(MT) to be continuously and accurately tracked in real time. In order to 
accomplish these requirements, it is essential to calculate the MT’s positions 
with short elapsed time between consecutive position calculations. 
Nowadays, several systems are available for outdoor localization. The Global 
Positioning System (GPS) technology allows the accurate tracking of MT in 
most outdoor situations and requires communication with at least four GPS 
satellites, offering location accuracy of several meters. It is used mainly for 




outdoor location-based applications because its accuracy can degrade 
significantly in indoor scenarios. 
Possible alternatives include wide area cellular-based positioning systems 
such as Global System for Mobile Communications (GSM), General Packet 
Radio Service (GPRS), and Universal Mobile Telecommunications System 
(UMTS), but they are not accurate enough for some stringent location-based 
applications. 
Recently, the preferred approach to provide localization and tracking in GPS-
less environments involves exploiting the benefits from deployed wireless 
communications networks. Thus, the techniques required to calculate the MT’s 
positions can be implemented in a cost-effective way (in installation and the 
necessary hardware for the end-user) while achieving good performance in 
terms of accuracy, availability, and reliability. 
Several wireless communications technologies can be employed for indoor 
positioning: IEEE 802.11 Wireless Local Area Network (WLAN), IEEE 
802.15.4a Ultra Wide Band (UWB), Bluetooth and Zigbee (IEEE 802.15.4). 
The latter two are not suitable for covering a whole building. WLAN-based 
positioning has become very popular since IEEE 802.11 networks are widely 
deployed in many buildings for communication purposes. These networks can 
be implemented with minimal effort given the low cost and wide availability of 
the hardware. In addition, the IEEE 802.11 standard is more established than 
the emerging UWB technology, which is just starting its expansion after the 
standard ratification process. 
This project deals with the study of the scalability of a Time Of Arrival (TOA) - 
based Wi-Fi location system deployed in a network in which there’s the 
injection of web browsing traffic. 













1. State of the art 
 
 
1.1 Indoor localization systems 
 
Global Positioning Systems (GPS) don’t work correctly in deep indoor 
environments because signals transmitted from GPS satellites are blocked by 
walls. This fact presents a serious problem for location-based applications and 
services intended to work ubiquitously. Several different location techniques 
specifically designed for indoors have been proposed over the last years as 
possible solutions to this problematic [1]. Some proposals entail the need for a 
dedicated infrastructure for positioning, such as those based on Radio 
Frequency IDentification (RFID), ultrasound, Bluetooth, IR, Ultra Wide Band 
(UWB) techniques, but their main drawback is their complex and costly 
deployment. Existing approaches present drawbacks that make them not 
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suitable for most of applications. IEEE 802.11 networks constitute a suitable 
infrastructure for indoor positioning, because this type of networks is deployed 
in most of the buildings and, hence, it allows the design of flexible and low-
cost positioning systems.  
 
 
1.2 IEEE 802.11 location-based systems 
 
IEEE 802.11 location-based systems can be divided in 3 groups: cell 
belonging, signal strength and time of arrival. In this document, 5 localization 





This location technique doesn’t require any network and terminal upgrade and 
it is therefore economic and can be immediately deployed. It is based on the 
fact that wireless networks are deployed in a cellular fashion: they are divided 
into cells, each consisting of one base station that covers a small portion of the 
whole network coverage, thereby handling only a reduced amount of users. 
The main idea of the Cell-ID method is that the mobile device finds out the 
station with which it is linked up and consulting some sort of database, which 
contains the real requested base station’s position, the device is able to know 
the area it is [2]. 
The advantages of this technique are availability (i.e. full availability for 
connected terminals), response time and scalability. However, techniques 
based on Cell-ID present several drawbacks that constrain its use in location 
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systems. The accuracy depends on the cell size. The larger the cell, the 
poorer accuracy. Cells tend to be one order or even larger than the accuracy 
demanded by most of the location-based services. This makes that cell ID is 
not suitable in terms of accuracy for most location-based services. Besides the 
consistency of this location technique is also poor because cell size varies 
depending on the context. 
Anyway recent works [3] [4] show that it is possible to improve accuracy of 





Location fingerprinting refers to techniques that match the fingerprint of some 
characteristic of the signal that is location dependent. The fingerprints of 
different locations are stored in a database and matched to measured 
fingerprints at the current location of a mobile station. Some techniques 
require specialized hardware in every base station (or Access Point - AP) to 
correlate the multipath characteristics. In WLANs, an easily available signal 
characteristic is the Received Signal Strength (RSS). 
The main advantage of this technique is that a good and satisfactory 
positioning accuracy is achieved and the implementation consists of pure 
software modifications. There is a significant cost in the comparison of 
measured data with the stored information. This is not very costly for small 
areas, but it becomes an increasingly important component as the area to be 
covered and the number of users becomes large. However, due to the 
physical and technological limitations associated with other techniques, 
location fingerprinting schemes remain the most feasible solution for indoor 
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1.2.3 Time Difference of Arrival  
 
Time Difference of Arrival (TDOA) works by measuring the difference in arrival 
time of signals coming from 2 different APs. This is also known as hyperbolic 
multilateration and is the basis for many radio-navigation systems, including 
GPS.  
For remote positioning, the APs measure the arrival times of the signal coming 
from the target node, which is not synchronized with them. Then the TDOA 
parameters are calculated by taking the difference between the Time Of 
Arrival (TOA) estimates, which removes the timing offset due to the 
asynchronism between the target node and the APs. Adding a third AP, and 
another hyperbolic curve, fixes the target node's position at the intersection of 
the two curves [6] (figure 1.1). In this case, the accuracy of the TDOA 
parameter increases as the effective bandwidth and/or Signal-to-Noise Ratio 
(SNR) increase [7]. 
For self-positioning, the target node measures the signals transmitted from 
synchronized APs and measures the TDOA values. One way to estimate the 
TDOAs in this case is to perform a cross-correlation between the signals 
coming from a pair of APs, and determine the time difference as the value with 
the maximum cross-correlation figure. 
 
Figure 1.1 - TDOA trilateration for position computation 
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The APs must be time-synchronized very accurately and reliably for this 
technique to work because at the speed of light each nanosecond of error in 
timing turns into a 0.3 m or more of error in position. As synchronization 
degrades, the TDOA measurements become less accurate, i.e. the hyperbolas 
become "fuzzy" and the position error increases proportionately.  
 
 
1.2.4 Angle of Arrival  
 
The Angle Of Arrival (AOA) parameter provides information about the direction 
in which a target node resides. In 2 dimensions, APs can find the location of 
the target node by the intersection of two lines of bearing, each one formed by 
a radial from an AP to the node. AOA methods can use in practice 3 APs and 
2 measured angles to locate the user at the point 2 circles intersect. This 
method is known as triangulation and may be solved using trigonometry or 
analytic geometry (figure 1.2). 
 
 
Figure 1.2 – Geometric representation of the AOA’s method 
 
A drawback of this method is that directional antennas are required in the 
target node [6]. 
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1.2.5 Time of Arrival  
 
TOA-based techniques aim at providing accurate positioning information for 
Wi-Fi Mobile Terminals (MTs) with no need for dedicated positioning 
infrastructure. The distance between WLAN nodes is estimated by measuring 
the TOA (i.e.  the time that the signal spends travelling between them) and 
then multiplying it by the speed of the radio signal [8]. 
Two main approaches exist: measuring the one-way trip time and measuring 
the Round Trip Time (RTT). In the former approach, the receiver determines 
the TOA based on its local clock, which is synchronized with the clock of the 
transmitter. Hence, it is required that the receiver knows the exact time at 
which the transmitter sends and that the receiver has a very stable and 
accurate clock. The latter, also known as two-way TOA, measures the time 
spent travelling from a transmitter to a receiver and back to the transmitter 
again; this approach avoids the need for synchronization, which entails an 
increase in complexity and cost, although there is a detractor, which is the lack 
of knowledge of the time the receiver spends in replying the message. The 
target location is computed using a multilateration or tracking algorithm, taking 
as inputs the measured distances to reference points and the coordinates of 
these references. 
Geometrically, if a circle with a radius equal to that distance is plotted for each 
AP (S1, S2 and S3), then the point at which all circles intersect (X) is the 
location of the target (figure 1.3).  This is 2D multilateration. 3D multilateration 
can be performed using spheres instead of circles to give both the location 
and height. 




Figure 1.3 – Geometric representation of the TOA’s method 
 
It can sometimes occur that, even when three APs are in range of the terminal, 
one of them must be discarded because an Undetectable Direct Path (UDP) 
indoor radio channel between the MT and that AP has been identified and thus 
the distance estimation would be highly inaccurate due to the negative effect 
of indoor multipath.  
 
 
1.3 Ranging methods with IEEE 802.11 devices 
 
TOA-based or Received Signal Strength Indicator (RSSI) methods can be 
used to estimate the distance between two IEEE 802.11 devices. The latter 
approach corresponds to the fingerprinting method when RSSI information is 
used as metrics. Since TOA is more stable and strongly correlated with 
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1.3.1 Ranging methods based on RSSI 
 
When a signal propagates from a transmitter to a receiver, the amount of 
energy collected by the receiver depends on the distance (range) between the 
transmitter and the receiver. Therefore, the RSS can be considered as a 
parameter that carries position related information. 
In wireless environments, the received signal power can vary significantly over 
short distances, on the order of the signal wavelength, due to constructive and 
destructive addition of multiple signal paths. Such small-scale effects are 
averaged out in order to obtain a useful relation between received power and 
distance [6]. 
The big advantage of RSS-based techniques is that we can use the existing 
infrastructure to deploy a positioning system with minimum additional devices. 
It is easier to obtain RSS information than the multipath characteristic, the time 
or angle of arrival that require additional signal processing. 
The RSS information can be used to determine the distance between a 
transmitter and a receiver in two ways. The first approach is to map the path 
loss of the received signal to the distance traveled by the signal from the 
transmitter to the receiver. With the knowledge of the RSS from at least three 
transmitters, we can locate the receiver by using triangulation. There is no 
database search and the positioning delay is just related to the communication 
and computation. However, inside a building, the variation of the RSS with 
distance (the inaccuracy of the path-loss model) is significant due to 
obstructions and multipath fading effects. Hence, it is usually not reliable to 
use the RSS in this manner.  
Another way is to use the path loss models to compile an artificial database of 
RSS values. The measured RSS values are then compared with this database 
to obtain the MT’s location. This seems counter-intuitive as it retains the 
inaccuracy of the path-loss models and the delay associated with the 
database search. In order to employ RSS-based techniques with greater 
accuracy the second approach is to use the RSS in a fingerprinting scheme.  
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The calculation of the position consists of measuring the RSSI from several 
APs and then attempting to match these measurements with the RSSI values 
of previously calibrated location points stored in a database. This database, or 
radio map, has to be built before the system is operational. Hence, the method 
works in two phases: an offline training phase and an online positioning phase. 
In the first phase, the mobile device is placed at each reference point and the 
RSSI is measured from all applicable APs. In this way the fingerprint of each 
point is stored as a set of RSSI figures in the database along with the known 
point’s coordinates. In the second phase, the device measures the RSSI from 
the access points and compares these measurements with the data recorded 
in the database by means of a matching algorithm. The output of this process 




Figure 1.4 - Online positioning phase in fingerprinting 
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Privacy can be a problem as the APs can determine a client's location even 
when the client doesn’t want anyone to know his/her location [5].  
 
 
1.3.2 Ranging methods based on TOA 
 
The estimation of the propagation delay of the radio signal arriving from the 
direct line of sight propagation path is the most important problem in TOA-
based ranging techniques. Specific hardware is needed if TOA is measured at 
the physical layer, so that this solution isn’t implementable on standard WLAN 
devices. There are a lot of solutions based on super-resolution techniques, 
such as Estimation of Signal Parameters via Rotational Invariance Techniques 
(ESPRIT), Multiple Signal Classification (MUSIC) [9], Matrix Pencil [10] and 
Prony Algorithm [11], in which the time domain resolution is increased 
improving the spectral efficiency of the measurement system. 
The basic idea is to perform time measurements to obtain the RTT or TOA, 
either using existing timestamps or adding a proper time counter, employing 
for this standard IEEE 802.11 frames as signals [12]. 
The key issue is that high time-resolution (in order of nanoseconds) is 
necessary when measuring the RTT of radio signals if accurate results are 
needed, due to their high signal-propagation speed.  
Another problem is that radio signals propagate through harsh indoor radio 
channels and suffer from multi-path and fading effects that add undesired 
variability to the RTT measurement. In addition, the RTT measurement 
mechanism adds extra noise due to its own resolution limitations and 
hardware delays. The consequence is that TOA can’t be accurately estimated 
from one single RTT measurement; the approach used to cope with this issue 
requires performing a large number of RTT measurements to statistically 
mitigate the noise, increasing the time needed to obtain a pseudo-distance, 
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and, as a result, limiting the possibility of achieving short tracking response 
times (i.e. small latencies).  
 
 
1.4 Positioning algorithms 
 
When the distance estimation is performed between the target and several 
APs, the target’s position can be estimated by means of trilateration or 
tracking algorithms (assuming that the coordinates of the APs are known). The 
main difference between trilateration and tracking is that the latter employs the 
information of past estimated positions for finally computing the position.  
Tracking usually leads to better accuracy and a smoother estimated trajectory 
than trilateration and is often employed when the time between position 





From a geometrical point of view, trilateration can be seen as a case of finding 
the point of intersection of three circles (2D) or spheres (3D) whose centers 
are the reference points (figure 1.5).  




Figure 1.5 – Trilateration in 2D 
 
In 2D, this means finding the solution to a set of quadratic nonlinear equations. 
If a solution of n-1 dimensions is sought, n equations are required; thus, in the 
case of 2D positioning at least three APs are needed to determine each 
position. The system has to be geometrically linearized because of the high 
degree nonlinear equation that results from solving a system of n nonlinear 
equations simultaneously. In this way the problem is turned into one of finding 
the point of intersection of several planes [8].  
However, when estimated distances are used, the position calculated by the 
direct solution of the linear equations is no longer acceptable. Consequently, 
minimizing the mean squared error between the estimated target’s position 
and the position of the real target is typically followed by the use of algorithms 
to obtain accurate position estimations. Linear Least Squares and Nonlinear 
Least Squares (also known as Newton’s algorithm) are examples of these 
algorithms. 
If there are only two references, trilateration algorithms can’t be applied. 
Geometrically, it is easy to see that it isn’t possible to find a unique and 
accurate solution using a raw approach, because of the ambiguity generated 
by the two intersections of the circles (figure 1.6). 
 




Figure 1.6 - Trilateration in 2D with two reference points 
 
 
1.4.2 TOA-Based ranging technique for IEEE 802.11 
nodes 
 
The distance a between the MT and one AP is obtained by multiplying the 
TOA estimate by the speed of light (c): 
 
                                                    (1.1) 
 
TOA is obtained by performing RTT measurements from the MT to a fixed AP 
in order to avoid the need for time synchronization between the WLAN nodes, 
fact that would increase the complexity and cost of deployment of the system 
[1]. 
The RTT is the time spent by a signal or message in traveling from a 
transmitter to a receiver and back again to the transmitter. Since the approach 
aims to take the maximum advantage of the existing IEEE 802.11 
communications network infrastructure to accurately estimate the distances, 
IEEE 802.11 standard frames are used for measuring RTT, specifically the 
data and Acknowledgement (ACK) Medium Access Control (MAC) frames. 
The employed frames belong to the MAC layer because this is the lowest 
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communication layer accessible from the client device via software [13]. 
Measurements are taken as close as possible to the WLAN hardware level, in 
order to avoid delays due to WLAN card firmware/driver or operating system 
intermediation (i.e. interrupt latencies, communications stack processing, etc.). 
The solution adopted in [13] consists in directly extracting, from the WLAN 
card chipset, MAC signals that indicate the transmission of the last bit and the 
reception of the first bit of a MAC frame, so they can be used as triggers to 
start and stop the RTT counting. This entails the implementation of a simple 
hardware module that has as inputs the mentioned triggers and the clock 
signal from the WLAN card, and provides as output to the laptop PC the RTT 
figure in units of 44 MHz clock rising edges. The basic RTT measurement 
system has been completed with a software module in the MT that sends an 
Internet Control Message Protocol (ICMP) Ping to the AP and stores the RTT 
measurement figure once the ACK is received.  
From figure 1.7 and taking into account that the propagation times for the data 
and ACK frames are supposed to be the same, it can be stated that: 
 
    
                     
 
                                           (1.2) 
 
where tproc_data_frame is the MAC processing time of the data frame. In practice 
this figure is calculated putting the MT and the AP together and measuring the 
RTT, because in that situation the propagation delays of the frames are 
supposed to be zero, so that tproc_data_frame = RTT0 . 
 




Figure 1.7 - RTT measurement at the mobile device with data-ACK 
 
This tproc_data_frame figure is supposed to be constant over the time for a specific 
model of AP implementing a specific physical layer (i.e. the physical layer of 
IEEE 802.11b) because it corresponds to the Short Inter-Frame Space (SIFS) 
period, which is independent of the traffic load and other network and 
environmental parameters. This means that, theoretically, it is only needed to 
obtain this processing time (RTT0) once, being valid from that moment for all 
the distance estimations. Hence: 
 
     
         
 
     
                                  
 
 
                     
                  
 
  
                                                                                                                                (1.3) 
As the propagation time for the data and ACK frames is equal, the above 
expression can be rewritten as follows: 
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                                                (1.4) 
 
This above expression is the same as the TOA-based one, but obtained with 
RTT measurements. 
In a TOA-based ranging method, the number of necessary RTTs performed 
for each pseudo-distance calculation is usually determined by the targeted 
TOA accuracy: the more RTTs averaged, the better the accuracy of the 
estimate. For instance, in [1], the RTT statistics showed that 300 RTT 
measurements were needed to estimate a single TOA with an error smaller 
than 6 nsec in 95% of the cases. If the target is static, the targeted TOA 
accuracy is directly related to the targeted positioning accuracy through the 
trilateration algorithm employed to calculate the position. Thus, in a static 
scenario, reducing the number of RTTs in order to improve the latency means 
worsening the accuracy of the target position estimate; an obvious trade-off 
between latency and accuracy exists. 
If the MT follows a motion pattern, the positioning error is compounded by two 
factors: the TOA estimation error (i.e. that explained for the static scenario) 
and the error caused by the mobility of the MT. In this motion scenario, 
reducing the time needed to obtain a pseudo-distance, or reducing the number 
of RTTs, means reducing this second factor of the positioning error because 
then the MT displacement between pseudo-distances is smaller. However, at 
the same time, reducing the number of RTTs means worsening of the TOA 
estimation as in the static case. By reducing the number of RTTs to an 
adequate figure, mitigation of the second error component can compensate for 
the increment of the first one, so that the goal of reducing the positioning 
latency without degrading the positioning accuracy can become feasible [12]. 
Hence, due to this random behaviour, several measurements are necessary 
when estimating a RTT. Therefore, a proper statistical estimator must be 
chosen to characterize the collected set of RTT samples in order to mitigate as 
much as possible the impact of the RTT noise components. 














2. Objectives and motivation 
 
 
2.1 Previous work and research 
 
Previous work on TOA-based systems, carried out by the Telematics 
Engineering Department of the Polytechnic University of Catalonia and others, 
has focused on the study of a novel IEEE 802.11 location-based system with 
TOA measurements, concretely, with RTT measurements.  
The research has made possible improving the ranging method used to 
estimate the distance between two IEEE 802.11 devices and analysing how 
the possible multipath profiles affect the ranging measurements, as well as the 
indoor tracking algorithms and the positioning methods when there are only 2 
available reference points.  




The proposed kind of systems improves severely the fingerprinting based 
ones because the main detractors for fingerprinting are solved without 
degrading the positioning accuracy. 
The main goals of the project were:  
 To analyse that TOA-based system’s viability 
 To program a simulator in the most faithful, accurate and realistic 
possible way. 
Once the simulator has been created, a scalability study of the system has 
been carried out by means of simulations, considering different types of 
location-based services taking profit of the system under different conditions. 
The main metric evaluated to analyse the scalability was the positioning 
latency, because it is the main quality of service indicator that can be affected 
when increasing the number of users in the system [14].  Besides the work 
has been continued by: 
 Studying the positioning accuracy with different methods of managing 
the measured distances 
 Developing some strategies enabling a latency decrease  




2.2 Objectives and motivation 
 
This Final Project focuses on the study of an IEEE 802.11 location-based 
system with TOA measurements, concretely, with RTT measurements, as 
previous work had established.  




Taking advantage of the modularity and the open source project of the 
previous work realized in the Telematics Engineering Department of the 
Polytechnic University of Catalonia, the simulator has to be modified and 
adapted to our scenarios and positioning services, with the aim of including a 
more lifelike environment in the desired system. In particular it has to be 
added a service of web browsing that can simulate the behaviour of some 
wireless clients injecting traffic in the network. In this way it’s possible to 
realize a more realistic IEEE 802.11 network simulator and in the most 
possible faithful way. This represents a forward step over the current state of 
the art.  
The main goal of this project is to analyse this TOA-based system’s scalability. 
Specifically, the study assess the impact of the traffic generated by several 
nodes using different services, such as Location Based Services (LBSs) or 
web browsing. The Quality of Service (QoS) of the positioning system is 
evaluated, paying special attention to the positioning latency and the 
percentage of packets being retransmitted. 
Secondary goals of this project include: 
 Studying the proposed positioning system’s scalability with different 
restrictive scenarios 
 Analysing the impact of increasing the number of web browser clients in 
the location system scalability. 



















The simulator realized in the Telematics Engineering Department of the 
Polytechnic University of Catalonia is the main tool of this project, and it had to 
be modified in order to get a final code fulfilling our requirements. It has been 
built using Objective Modular Network Test-bed (OMNeT++) [15], a discrete 
event simulation environment, and the INET Framework package [16], an 
open-source communication networks simulation package for the OMNeT++ 
simulation environment.  
OMNeT++’s primary application area is the simulation of communication 
networks. The INET Framework contains models for several wired and 




wireless networking protocols, including User Datagram Protocol (UDP), 
Transmission Control Protocol (TCP), Internet Protocol (IP), Internet Protocol 
version 6 (IPv6), Ethernet, Point to Point Protocol (PPP), 802.11, Open 
Shortest Path First (OSPF), and many others. It builds upon OMNeT++ and 
uses the same concept: modules that communicate by message passing. 
Hosts, routers, switches and other network devices are represented by 
OMNeT++ compound modules. These compound modules are assembled 
from simple modules that represent protocols, applications, and other 
functional units. A network is again an OMNeT++ compound module that 
contains host, router and other modules. The external interfaces of modules 
are included in NED files, which describe parameters and gates (i.e. ports or 
connectors) of modules, and also the submodules and connections (i.e. netlist) 
of compound modules. Modules are organized into hierarchical packages that 
directly map to a folder tree and packages are organized roughly according to 
OSI layers. 
Both OMNeT++ and the INET Framework package are open source code 
projects, a very important point to be considered if an adaptable and 
configurable simulator is desired, as well as to implement some behaviours 
not implemented in the IEEE 802.11b standard, such as those needed for the 
TOA-based ranging method. 
The way the simulator has been implemented is very intuitive, hierarchical and 
modular, and it has been done by using a Graphical User Interface (GUI) 
provided by OMNeT++. Once everything has been built and linked, 
simulations have been run and results have been obtained. To accomplish this 
there are some configuration files containing different parameters that can be 
modified each time by the user in order to obtain different simulations. 
 
In this chapter first there’s a detailed explanation about everything that forms 
the simulator. Next there’s a description of the positioning process in the 




simulator, for finally finding a little guide to use the simulator and its output 
files. 
 
3.2 Inside the simulator 
 
The simulator can be divided into six different parts (figure 3.1): the 
environment, the IEEE 802.11b AP, the IEEE 802.11b Mobile Device (MD), 
the IEEE 802.11b Web Browsing Client (WBC), the Server and the Switch. 
 
 
Figure 3.1 – Parts of the simulator 
 
 
3.2.1 The environment 
 
The environment is always informed of the location of the APs, the Server and 
the Switch and the movement of the MDs and WBCs, and determines which 




elements are within communication range of the others by using a propagation 
model, the working frequency and the distance between them. It determines 
the playground where MDs and WBCs can move freely, which is a 50 x 50 
meters square in our simulator. 
This part deals with the assignment of IP addresses to each element, which 
reduces the complexity of the simulation by avoiding a dynamic set up process 
of IP configuration (i.e. DHCP service). Then all this information is stored in a 
list shared and accessible by all the elements. Besides, this part enables 
transmissions only if the involved MDs or WBCs and the corresponding AP are 
working under the same frequency or channel. In the simulator there are only 
4 radio channels of the 13 possible ones; when a MD performs an active 
scanning to discover which APs are in range, it only scans these 4 channels 
instead of all 13, reducing the scanning process delay. This is because 
channels number 1, 5, 9 and 13 are non-overlapping channels. This 
implementation is feasible and realistic because in a real system there should 
be a radiofrequency planning and all elements should be configured according 
to it. Furthermore, this part is in charge of enabling browsers to request a 
random server, in accordance with a site popularity distribution, to support 
simulation of realistic browsing behavior. 
 
The main modules involved in this part are: the ChannelControl module, the 
FlatNetworkConfigurator module and the Controller object. 
 
The ChannelControl module gets informed about the location and movement 
of nodes, and determines which nodes (in our case a MD, a WBC, a server, a 
switch and an AP) are within communication or interference distance using 
some physical parameters of the channel in this expression: 
 




                      
 
     




                              (3.1) 
 
This info is then used by the radio interfaces of nodes at transmissions. 
The parameters, that must be introduced manually in the simulator 
configuration file, are: the carrier working frequency in hertz, the maximum 
power of the transmitters in milliwatts, the receiver sensitivity (i.e. the minimum 
power the receiver needs to distinguish signal from noise) in dBm, the path 
loss coefficient and the playground size in both x and y dimensions. The 
values used in our simulations are presented in the next table: 
 
Table 3.1 – Values to calculate the interference distance 
Carrier working 
frequency 
For simplicity take the operational 
band 
2.4 GHz 
Transmitter Power Equal for APs, MDs and WBC 2 mW 
Receiver Sensitivity Equal for APs, MDs and WBC -110 dBm 
Path Loss Coefficient 2 for free space propagation, and 
between 3 and 8 for indoor 
environments 
3.9 
Interference Distance  74.28 m 
 
As the simulator playground is set as a 50 x 50 meters square, the maximum 
distance is the diagonal of this square with a value of approximately of 70.7 
metres. So, at any moment each MD or WBC can communicate with any of 
the APs in the simulation. 
Furthermore, the ChannelControl module oversees the MD or WBC position 
and it refreshes the image of the playground as MDs OR WBCs are moving in 
the case the simulation runs under a Graphical User Interface (GUI) and 




allows/denies devices to transmit/receive according to the interference 
distance policy. 
The FlatNetworkConfigurator module, as its name indicates, configures the IP 
addresses and the routing tables for all the devices in a flat network, where flat 
means that all MDs, WBCs, server and APs will have the same network 
address and will only differ in the host part, both parameters configurable in 
the Xarxa80211.ned file. Routing tables are set up using Dijkstra’s shortest 
path algorithm after discovering the network topology and saved in each 
RoutingTable module contained in each MD, WBC, AP and Server. 
 
The controller object is a component of the HttpTools [17], the toolkit that 
creates a set of components for HTTP traffic simulation in the OMNeT++ 
discrete event simulator, extending the INET framework and utilizing its 
existing TCP/IP simulation and infrastructure objects. It consists of browser, 
server and global controller objects.  
The controller supports the server and browser components by providing URL 
lookup services for the simulated servers. It enables browsers to request a 
random server, in accordance with a site popularity distribution, to support 
simulation of realistic browsing behavior. A single controller instance must 
exist in all scenarios in which the browser and server components are used. 
Server components register their Uniform Resource Locator (URL), OMNeT++ 
module name and listening port with the controller upon initialization. The 
controller serves as a lookup service for OMNeT++ module names from the 
URLs used to identify the Web server instances. It also provides a random 
Web site lookup facility, used by the browser component in its random 
browsing mode. The controller parameters are defined in a XML file. 
The controller supports popularity modification events for individual sites. Such 
events are defined in a script file, assigned to the controller by an initialization 
parameter. A popularity modification event at a time Tinit causes the site to be 
added to a custom selection list. A random site request from a browser will 




then yield a hit from the custom list with         where pi is the enhanced 
selection probability of site i on the list. A particular site i is selected from the 
list with        . Conversely, a site is selected from the general population, 
using its assigned random distribution, with        . The special 
probability of a site can be amortized by a constant α for each hit, eventually 
reducing it to zero, at which time it is removed from the special list. 
 
 
3.2.2 The IEEE 802.11b Access Point, Mobile Device and 
Web Browsing Client 
 
The system built in the simulator used for our aims was a distribute one in 
which MDs start, control and oversee the positioning service and APs only 
respond to the location requests sent by the MDs. Starting from this 
configuration, we have created a system where there are 4 APs, several MDs 
working for location and some WBCs. 
APs, MDs and WBCs have the same OSI structure until layer 3, although MDs 
and WBCs, because of their intrinsic nature, have more functionality in some 
layers. There are upper layers in the MD case, because they are the active 
part of the system. Apart from this, there are some modules inside APs, MDs 
and WBCs which don’t correspond to an OSI structure, such as the interface 
table, that will be explained later, which helps us to communicate all elements. 





Figure 3.2 – AP’s internal modules 
 
Figure 3.3 – MD’s internal modules 
 





Figure 3.4 – WBC’s internal modules 
 
In MDs, WBCs and APs there is a Network Interface Card (NIC) which 
contains the standard IEEE 802.11b layer 1 and layer 2. It’s possible to note 
that there is an extra module only for MDs and WBCs, which will be detailed 
below. 





Figure 3.5 – MD’s, WBC’s and AP’s NIC 
 
The Radio module is the physical layer for the IEEE 802.11b models (MDs, 
WBCs and APs), and is basically made up by a state machine which controls 
transmissions and reception, a SNR evaluator and a decider. The configurable 
parameters that govern this module are: the bitrate used to transmit or receive 
data in bits per second (bps), the transmitter power in milliwatts, the carrier 
working frequency in hertz, the thermal noise in dBm, the receiver sensitivity in 
dBm, the path loss coefficient, the SNIR threshold in dB and in AP cases the 
channel number. All these values have to be set up in the simulator 
configuration file according to the ChannelControl values. The bitrate is always 
11Mbps. When a frame is being received, the module calculates the received 
power using the next expression: 
 
    
 
     
               
                                           (3.2) 
 




If the received power is greater than the sensitivity threshold and no other 
frame is colliding while receiving, then the frame is sent to the decider. Then, 
the decider checks if the Signal-to-Noise plus Interference Ratio (SNIR) of the 
frame is enough to recognize the data and if the data has any bit errors. In the 
favourable case the frame is sent to the upper layer (MAC layer). Otherwise, 
the frame is discarded. When the Radio module has to transmit a frame, the 
ChannelControl is notified and allows the Radio module to send only if the 
receiver Radio module is within communication range with the other device. 
Otherwise, that frame is discarded. 
 
The MAC layer module implements the IEEE 802.11b MAC protocol. Although 
it is a very realistic implementation, there are some features (like 
fragmentation, power management and polling) not supported, but the lack of 
these functions doesn't affect this study or the location-based service. When a 
frame is received from the Radio module, the MAC module decapsulates it 
and analyses whether the packet is for that device or not, checking for this 
purpose the MAC final destination field of the received frame. In the affirmative 
case, the packet is sent to the first upper layer and in the other case it is 
discarded. Another task of this layer is to set up automatically the MAC 
address of each device in a way that each device has a unique MAC address, 
notifying the FlatNetworkConfigurator about it and contributing with the shared 
and public IP/MAC list. 
Furthermore, like in other modules, there are some configurable parameters 
involved in this layer such as the queue size, the bitrate (that should be the 
same as in the Radio module), the retry limit (used when not receiving the 
corresponding acknowledgment or response) and the minimum contention 
window for data and broadcast packets (necessary for the back-off calculus). 
This layer functionality changes as these parameters are modified. 
 




The Management module handles management frames and routes packets if 
the device is not the final addressee using a bridging mechanism. Otherwise, 
data packets are sent to network layer. This module is also in charge of 
controlling the association, disassociation, authentication and deauthentication 
processes, their respective timeouts and steps, the channel scanning in the 
MD case and the hosts list in the AP case. Furthermore, AP’s Management 
modules set the Service Set IDentifier (SSID) of each AP and the beacon 
interval. SSIDs must be introduced manually in the simulator configuration file, 
as well as the beacon interval in seconds and the number of 
associate/authenticate steps necessary to link a MD with an AP, being 2 for 
simulating non-encrypted links and 4 for Wired Equivalent Privacy (WEP) 
encrypted links. 
 
In MDs and WBCs there is an extra module, the Agent module, attached to the 
Management module. This module is used only in 802.11b infrastructure mode 
and creates scanning, association and handover commands to send to the 
Management module. Besides it is governed and managed by another upper 
layer module. 
 
Above the NIC module there is the Network layer, which is composed by 
several interconnected modules: the IP, Address Resolution Protocol (ARP) 
and ICMP modules. 






Figure 3.6 – MD’s, WBC’s and AP’s Network Layer 
 
The IP module is very simple because it only implements the IP protocol. 
When receiving a packet from upper layers, it encapsulates the packet and 
sets properly all fields, such as the origin and final IP addresses. Then, the IP 
datagram is sent directly to ARP module. In the case a packet is received from 
MAC layer it is decapsulated and delivered to ICMP module if it is an ICMP 
Echo Request/Reply or to ARP module if it is an ARP request. No other kinds 
of packets are used in this simulator. 
 
The ARP module implements the Address Resolution Protocol for IPv4 and 
IEEE 802 6-bytes MAC addresses. The first time an IP packet is sent, this 
module has to discover the MAC associated to the addressee IP and save it 
for a certain period of time. Once discovered, it is time to send the queued IP 
datagram. When receiving an ARP request, this module responds directly to 
the sender with the required information. The parameters for the configuration 
of this module are: the retry timeout, the retry limit and the cache timeout. 
 




The ICMP module is the Internet Control Message Protocol (ICMP) 
implementation. AP’s ICMP module only receives ICMP Echo Requests, so 
this module creates the corresponding ICMP Echo Reply and returns it to IP 
module. In the MDs and WBCs case there are 2 possibilities: receive an ICMP 
Echo Reply from IP module (in this case the packet’s header is stripped and 
sent up to an upper module) or receive a Ping Request from an upper layer 
(forming the appropriate header and attaching it to the packet for IP 
delivering). 
 
APs’ internal module structure finishes here, but MDs have more upper 
modules detailed below. 
 
 
Figure 3.7 – MD’s active modules 
 
Above the Network module there is the Ping Application module. This module 
is very important as it is the one liable for managing the pseudo distance 
request command from the uppermost module by generating Ping Requests 




and calculating the packet loss. Every Ping Request is sent out with a 
sequence number and replies are expected to arrive in the same order before 
a certain timeout runs out. Whenever there is a jump in the received Ping 
Responses' sequence number (i.e. 1, 2, 3, 5), then the missing pings (number 
4 in this example) are discarded and counted as lost. Moreover, another Ping 
Request with the appropriate sequence number is sent when the timeout 
expires. In addition, this module records statistics about the time spent in 
carrying out correctly the necessary number of Ping Requests involved in the 
pseudo distance estimate and also records statistics about the total amount of 
Ping Requests per pseudo distance request sent. These statistics are 
collected each time this application is called by the uppermost module and 
saved in an external file for post-processing. 
The configurable parameters of this module are: the packet size in bytes, the 
number of Ping Requests necessary for each pseudo distance calculation, the 
timeout in seconds and the hop limit, which is the maximum number of jumps 
an ICMP Echo Request can do. 
The ICMP Echo Requests/Responses the simulator uses are the minimum 
packets that this protocol can deal with, having its data field set to 8 bytes. The 
timeout is set up by default to 130 ms. This time corresponds to the worst case 
in which the ICMP Echo Request reaches the AP in the last retry (governed by 
MD’s MAC layer) and the ICMP Echo Response received is the last retry as 
well. To estimate this maximum delay time several questions have to be 
considered: in some layers there are delays and in each retry the back-off in 
MAC layer increases, being this time random but delimited in a well-known 
interval. 
 
According to our simulator parameters, here there is a list with all the values 
necessary to carry out this study: 
 




Table 3.2 – Values used to calculate the MAC layer’s maximum back-off 
GeneratingDELAY The time spent from generating an 
ICMP Echo Request until being sent 
470µs 
DeliverDELAY The time spent from receiving an 
ICMP Echo Response to delivering it 
to Ping Application module 
10µs 
t_propICMP The time spent in sending all frame 
plus the propagation delay at a 
maximum distance of 71m 
237µs 
t_propACK The time spent in sending all frame 
plus the propagation delay at a 
maximum distance of 71m 
202µs 
t_proc1AP The time spent in the AP from 
receiving the ICMP Echo Request 
until sending the corresponding ACK 
10µs 
t_proc2AP The time spent in the AP since the 
ACK has been sent until sending the 
ICMP Echo Response 
270µs 
ACKTimeout The maximum time the MD waits for 
receiving an ACK 
450µs 
Back-off For each retry this time increases 
until a maximum value. The values 
used in each retry are the maximum 
values according to IEEE 802.11b 
MAC implementation 
BO1 – 1.28ms 
BO2 – 2.56ms 
BO3 – 5.12ms 
BO4 – 10.24ms 
 
The uppermost module in MDs is the Brain module: it is the intelligent and the 
core module that manages and processes all the information received from 
packets, as well as it starts the positioning process. MAC layer’s Agent module 
is directly connected to this module, so that the Brain module can create 
commands, such as active scanning or association/disassociation requests, in 
order to discover APs in the communication range and connect to them. This 
module can be configured just changing some parameters to start 2 different 




positioning services: a pure positioning service or a tracking service. In 
addition, this module records all the data related to the obtained positions and 
their obtaining process: the real position of the host, the estimated one and the 
time spent in changing from one AP to another. 
Some parameters must be considered for a proper configuration of this 
module: the maxTimeGetPosition and the minTimeGetPosition (values that 
govern when MDs start the service and, under a pure positioning service, the 
time pattern between 2 consecutive positions), the Boolean tracking and 
interleaving parameters (which sets one service or another and how the 
pseudo distances are processed), the number of RTTs used in each pseudo 
distance estimation and the simulation ending, that is the time when MDs stop 
their remaining tasks, but not the time the simulator finishes. 
 
WBCs also have a Brain module (clientbrain), but simpler than the MD’s one. 
It is directly connected to the Agent and Management modules, so that WBCs 
can find APs in the communication range and associate and disassociate to 
them. 
 
Finally WBC’s network module is connected to the tcp module and this one is 
linked to the tcpApp module. The first one sends notifications to the application 
whenever there's a significant change in the state of the connection: 
established, remote TCP closed, closed, timed out, connection refused, 
connection reset, etc. These notifications are cMessages with particular 
message kind and control info. One TCP module can serve several application 
modules, and several connections per application. In our case the application 
connected to the tcp module is the HTTPBrowser of the HttpTools framework. 
The purpose of this component is to simulate a browser operating on a single 
host. It operates in conjunction with the server component to provide a realistic 
simulation of Web usage patterns. The activity of the browser is primarily 




characterized by the expected user behavior. Observed browsing patterns are 
characterized by periods of relatively frequent activity, divided by extended 
pauses. Users browse their favorite news sites, read e-mail and research a 
paper, generating bursts of requests. Activity periods, inter-request delays and 
request size distributions are thus primarily used to model the browsers 
behavior.  
Browsers send GET requests to server objects, emulating real browsing 
behavior. The queried server returns simulated Hypertext Markup Language 
(HTML) documents, which can contain references to resources, i.e. images, 
CSS documents and scripts. The browser opens a connection and retrieves 
each referenced resource. There are two modes of operation:  
 Random request mode, in which the browser uses statistical 
distributions of usage patterns to generate requests to random Web 
servers 
 Scripted mode, in which the browsing behavior is determined by a list 
of predefined Web sites to visit at specific times. 
The one considered in our case is the first. The goal for this mode of operation 
is for the browser component to exhibit usage patterns, which are statistically 
similar to ones observed in real systems. The parameters supported for the 
browsing simulation are: activityPeriod (the period during which the hosting 
computer is turned on), interSessionInterval (the period between sessions, i.e. 
the time during which the computer user is actively browsing the internet), 
interRequestInterval (the period between page requests during a session, i.e. 
when the user enters a URL in his browser or clicks a link), reqInSession (the 
number of requests per activity period), processingDelay (the delay in 
processing of each received HTML document before issuing requests for 
referenced resources) and requestSize (the size of request, disregarding the 
TCP/IP headers). All these parameters are defined in a XML configuration file 
and assigned to the browser component at run-time using a XML initialization 
parameter and optional XPath-like section specifier. Uniform, normal, 




exponential, and Zipf random distributions are supported, in addition to a 
histogram object for empirical distributions.  
The activity periods are better explained by the diagram in figure 3.8. 
 
 
Figure 3.8 – The activity period parameter 
 
where Tstart is the initiation of the simulation. The browser has an initial 
activation delay (specified in the initialization file, rather than the XML 
specification). This is the time at which the browser first comes to life in a 
simulation scenario. Note that this can be any random distribution supported 
by OMNeT++. The user arrives at work at Tactivate and turns on his computer. 
There are two session periods during the workday in which the user is actively 
browsing the internet. At other times, the user is talking to clients or doing 
some other work not involving the browser. There are several browse events 
within each of the two sessions. Each browse event consists of the user 
entering a URL or clicking a link, triggering an initial GET request to a Web 
server. The browser selects a server to query in this mode by utilizing the 
global Controller object to return a random server reference.  
Every browser in a simulation can be configured with different parameters, 
although this would quickly become unwieldy when setting up a large 




simulation. The flexibility to define groups of users, i.e. for light, normal and 
heavy browsing, is however useful in many cases.  
 
Finally in APs, MDs and WBCs there are several modules with different tasks. 
These are: 
 The Notification Board module is useful for some modules to notify 
each other about events, such as routing table changes, interface 
status (receiving, idle, transmitting, etc.), interface configuration 
changes, wireless handovers, mobile node position changes, etc. 
 The Interface Table module keeps the table of network interfaces, 
although the simulator is configured to use the 
FlatNetworkConfigurator module’s IP/MAC list 
 The Routing Table module stores the routing table created by 
FlatNetworkConfigurator module. 
 
In our case it has been necessary to add a routing file in order to assign static 
routes to the APs for the HTTP requests to reach the server in this way: 
 
Destination Gateway Netmask Flags Metric Interface 
 
Destination, Gateway and Netmask have the usual meaning. Flags denote 
route type: 
 H "host": direct route (directly attached to the router) 
 G "gateway": remote route (reached through another router) 
Interface is the interface name, i.e. eth0. 
 
In the end, the Mobility module is responsible for the movement of nodes. The 
kind of movement a node follows is configured in the simulator configuration 
file and managed by this module, which can obey a wide range of possibilities: 




linear movement, circular movement, random movement, pedestrian 
movement, null movement or other kind of more sophisticated movements. 
The simulator configuration file has to be changed and adapted depending on 
the MDs’ and WBCs’ mobility type. In the case of APs, their Cartesian 
coordinates must be introduced manually in the simulator configuration file, 
because they are governed by a null mobility type. 
The general simulator is also provided with configurable parameters: the 
number of APs (set to 4, one in each corner), MDs and WBCs in the 
simulation, the simulation time (that is the time when the simulator finishes and 
must be greater than the time MDs finish), the output files’ name and the 
seeds for the pseudo random number generators, which are based on the 
Mersenne twister generator. 
 
 
3.2.3  The server and the switch 
 
The Server used in the simulator is a StandardHost (figure 3.9). This means it 
is an IP host with TCP layer, applications and the other modules also present 
in the APs, MDs and WBCs (i.e. notification board, routing table and interface 
table). Its NIC contains only the standards PPP and Ethernet because in our 
configuration the Server is connected wired to the Switch, which is an 
EtherSwitch, a simple model of Ethernet Switch containing only a MAC and a 
relayUnit (figure 3.10): these modules handle the mapping between ports and 
MAC addresses, and forward frames to appropriate ports. In the simulations it 
isn’t necessary to configure anything for the Switch.  
 





Figure 3.9 – Server’s internal modules 
 
 
Figure 3.10 – Switch’s internal modules 
 
The most important module in the Server is the tcpApp,that is the HTTPServer 
of the HttpTools application. Its purpose is to simulate a Web server operating 
on a single host. It operates in conjunction with the browser component to 




provide a realistic simulation of Web usage patterns. The activity of the server 
is characterized by the requests it receives. It responds to requests by serving 
documents or resources. A server receives a HTTP page request from a 
browser. If the browsers message is marked as bad, the server will respond 
with a 404: Not found message. Otherwise, it will respond with a 200: OK 
HTML response. The body of the response is a list of resource references. 
The receiving browser is expected to issue requests for those resources, as 
discussed in HTTPBrowser. The server responds to each resource request 
with a message consistent with the object requested. The size of the HTML 
page or resource sent is solely determined by the server receiving the 
corresponding request.  
The component has two modes of operation:  
 Random document generation mode, in which the server responds to 
requests for HTML documents by generating replies according to 
statistical distributions 
 Scripted mode, in which the pages and resources served are 
predetermined.  
In our case we have chosen the first mode, whose goal is for the server 
component to exhibit traffic patterns, which are statistically similar to ones 
derived from measurements of real systems. The component is initialized with 
a number of parameters that are defined in a XML file and can be determined 
at run time by various random distributions. These parameters are: pageSize 
(the size of the generated HTML document), numResources (the number of 
referenced resources per HTML page), textImageResourceRatio (the ratio of 
images to text resources on HTML pages), imageResourceSize (the size of 
image resources), textResourceSize (the size of text resources) and 
replyDelay (the delay in processing of each received HTML request before 
sending reply). In this mode, the server responds to a HTML page request by 
assembling a response containing a random number of resources. The 
number of resource references and their type is determined by random 




distributions, according to the initialization parameters. Similarly, requests for 
resources are answered by messages of a size consistent with the size 
distributions for the object in question.  
Every server in a simulation can be configured with different parameters, 
although this would quickly become unwieldy in a large simulation. The 




3.2.4 The process 
  
The intention of this simulator is to simulate an IEEE 802.11b network running 
in infrastructure mode in the more realistic, precise and adaptable way, 
injecting web browsing traffic in the network. Programming this allows us to 
carry out a scalability study (how many devices can simultaneously run the 
different services under different conditions), detailed in the following chapter. 
In the previous chapters the localization system has been introduced. Here the 
localization process is deepened. MDs’ uppermost layer, the Brain module, 
waits for a configured random delay (in order to avoid that all MDs start at the 
same time) and then sends an active scanning of the medium request in order 
to detect three available APs in communication range with the MD. If less than 
3 APs are discovered when the active scan finishes, MDs go on sending 
active scanning requests until at least 3 APs are detected. Once there is a 
valid list, the MD chooses 3 APs from the list using a power criterion. Making 
use of the IP/MAC table, the Brain module sends to MAC layer an association 
request. The Agent module (inside MAC layer) starts the authentication 
process with the involved AP and straight afterwards the association process. 




When the link is properly established, the Brain module starts the ranging 
process by sending a petition to the Ping Application module. The TOA-based 
ranging process consists of the performance of 300 RTT measurements from 
the MD to the AP using the data and ACK frames of the IEEE 802.11b MAC 
layer. The way of inducing each MAC layer data-ACK exchange is sending an 
ICMP Echo Request from the MD to the AP and waiting for the ACK. RTT 
measurements are performed synchronously: the transmitter (MD) waits for 
the reception of the ICMP Echo Response from the AP before sending the 
next ICMP Echo Request, as shown in figure 3.11 (in which three RTT 
measurements are included). 
 
Figure 3.111 – The RTT process 
 




After the Brain module sends an ICMP Echo Request a timer starts counting. 
In the case the Ping Application module receives the corresponding ACK and 
the ICMP Echo Response, the timer stops and the pending RTTs counter 
decreases in one unit. In the case of several collisions or that the maximum 
number of layer 2 retransmissions is exceeded or any other kind of 
phenomena that can cause delay in the reception of the frame (i.e. a large 
amount of frames in the AP’s transmission queue), the timer can reach the 
timeout limit. Then the Ping Application module starts the next RTT 
measurement to avoid the blockage of the mechanism. And if the previous 
ICMP Echo Response is received later, it is discarded and does not compute 
the RTT counter. 
Once 300 RTTs are performed it is time to obtain the distance estimate: the 
pseudo distance. This simulator uses a Probability Density Function (PDF) 
obtained from a lot of observations to obtain the ranging estimate. The PDF 
used is a truncated normal distribution (to avoid negative distances) where the 
mean (µ) is the real distance plus a 0.4 meters drift and the standard deviation 
(σ) is 1.41 meters. When the ranging process is finished, MD switches off the 
link with AP according to the IEEE 802.11b protocol (first disassociation and 
then deauthentication) and it tries to connect with the second AP in the list in 
the same way mentioned above. When the MD has obtained the 3 required 
pseudo distances, a position algorithm is computed and the MD waits until the 
next positioning process. A Newton based trilateration method is used to 
estimate the MD’s coordinates. MDs know the real APs’ coordinates and 
manage a list which links each pseudo distance with the corresponding AP, so 
that the algorithm has all the necessary information to be executed. After the 
coordinates estimate is obtained, this algorithm is performed again when 3 








3.2.5  Running the simulator 
 
To run this simulator some software must be previously installed in the 
system. This added software can be found in http://www.omnetpp.org, and it is 
the OMNeT++ 3.3 version. It is recommended to use this software under a 
Linux distribution as some new scripts were included, which are very useful to 
run different simulations and extract only the useful data from the output files. 
The INET-20061020 folder and all its modified content (subfolders included) 
have to be copied somewhere in the system. This folder is not the one 
downloadable from the OMNeT++ webpage, but it is the one included in the 
CD enclosed in this project because it contains all the modified and added 
files. Besides it has to be downloaded and installed the HttpTools.  
The simulator can be run under a GUI (figure 3.12) or under a command line 
way (figure 3.13). 
 
Figure 3.12 – Simulator’s GUI interface 





Figure 3.13 – Simulator’s command line interface 
 
The GUI is useful to debug the system if errors occur during the simulations, 
but the command line gives us the script functionality, which allows the 
simulator to present more efficiently the output data. To change between the 
GUI and command line version simply do the following: 
1. Open the Makefile file in the INET-20061020/bin folder. 
2. If the GUI is desired, leave the next line uncommented: 
USERIF_LIBS=$(TKENV_LIBS) 
and comment the next one using a sharp at the beginning of the 
line: 
# USERIF_LIBS=$(CMDENV_LIBS) 
If the command line is the desired option, do the opposite. 
3. Save the file and use the prompt inside the INET-20061020 folder 
to simply execute ./make 
The ./build command must be called from the INET-20061020 folder prompt 
each time the code is changed. All the written code is C++ and it is inside the 




package under a very intuitive folder tree, so everyone can change the 
simulator core code. 
Before running the simulation the simulator configuration file must be adjusted. 
This file is called omnetpp.ini (Annex I) and it is inside the Xarxa80211 folder. 
Once this file is properly configured with the desired values, simply execute 
the ./RUN command to execute the simulator once and the ./SIM command to 
do several runs and to process the output files to extract data (Annex II). Both 
commands must be executed from the prompt inside the Xarxa80211 folder, 






















The purpose of this chapter is to study the scalability of the system presented 
in the previous ones when operating in several representative location-based 
services and under different scenarios, including browser and server 
components working in conjunction to provide a realistic simulation of Web 
usage patterns.  
The real problem when there’s a shared medium is that there could be large 
number of collisions and retransmissions, and busy medium detections may 
occur when increasing the number of MDs in the system. The situation 
worsens when, as in a real context, there’s also the contribution of web 
browsing traffic to the network.  




The number of MDs that can simultaneously obtain their position estimate 
while maintaining a desirable quality of service is limited for this reason, so it is 
expected that positioning latency (the response time used to acquire a 
position) is degraded in situations of large number of MDs trying to estimate 
distances with a high location rate and of WBCs making web browsing. 
In the next section there’s a description of the services and scenarios used in 
this scalability study. Then all results are analysed and conclusions discussed.  
 
 
4.2 Services and Scenarios 
 
The main difference between the scenarios here presented is the elapsed 
time between positioning requests. For each scenario, simulations have been 
carried out for a range of number of MDs and WBCs, in order to evaluate the 
possible degradation of the quality of service depending on the number of 
users and clients. In particular, starting with 1 MD in the simulator playground 
and zero WBC (figure 4.1), 5 runs of simulations are performed in order to 
obtain reliable data to work with. All the collected data is then averaged and 
the standard deviation is calculated. Straight afterwards the simulator, in 
conjunction with the ./SIM command which modifies the configuration file 
omnetpp.ini, increases in five units consecutively the number of MDs and 
performs the same procedure until reaching 30 MDs. Then the number of 
WBCs in the simulation has been increased in 4 units consecutively, until 
performing the simulation with a total amount of 20 WBCs. In figure 4.2 
there’s an example of simulation with 8 MDs and 4 WBCs. 





Figure 4.1 - Simulation with 1 MD and 0 WBC 
 
 
Figure 4.2 – Simulation with 8 MDs and 4 WBCs 
 
The scenario for the simulations consists of a square area of 50 x 50 meters, 
with four APs placed in the corners, each of them at a distance of 15 cm from 




the border of the room (i.e. coordinates in meters (0.15, 0.15), (0.15, 49.85), 
(49.85, 49.85) and (49.85, 0.15) respectively). 
MTs and WBCs start their random trajectory according to a uniform distribution 
on both axes of the room. The mobility model is basically the Mass Mobility of 
the INET Package of the OMNeT++ simulator, with some modifications that 
allow simulation of a realistic pedestrian mobility model: 
 The frequency of changing speed and angle is a normal random 
variable of mean 5 s and variance 0.01 s 
 The change angle is a normal random variable of mean 0 and variance 
30 degrees 
 The speed is a normal random variable of mean 0.5 m/s and variance 
0.15 m/s. 
 
The browser and server profiles used in the simulations are presented in the 
tables 4.1, 4.2 and 4.3. Besides for the controller profile, uniform server 
popularity distribution has been employed. 
 
 
Table 4.1 – Browser profile: location_heavy 
 Type Mean Standard 
Deviation 
Min 
activityPeriod Normal 43200 10800 7200 
interRequestInterval Normal 150 30 60.0 
interSessionInterval Normal 900 900 120.0 
requestSize Normal 600 100 300 
reqInSession Normal 40 20 10 
processingDelay Normal 0.05 0.01  
     





Table 4.2 – Browser profile: location_very_heavy 
 Type Mean Standard 
Deviation 
Min 
activityPeriod Normal 43200 10800 7200 
interRequestInterval Normal 10 5 5.0 
interSessionInterval Normal 180 180 60.0 
requestSize Normal 600 100 300 
reqInSession Normal 100 50 30 
processingDelay Normal 0.05 0.01  
 
 
Table 4.3 – Server profile: normal 
 Type Mean Standard 
Deviation 
Min Max Interval 
htmlPageSize Exponential 2000  1000   
replyDelay Normal  0.05 0.01 0.01   
textResourceSize Exponential 10000  1000 100000  
imageResourceSize Exponential 20000  1000 500000  
numResources Uniform     [0,20] 
textImageResource
Ratio 




     
 
    
To carry out this scalability study it was decided to simulate 3 different 
scenarios, called A, B and C. 
 






In this scenario, the time between position requests follows a uniform random 
variable from 0 to 90 seconds. The duration of each simulation run is 21600 
seconds (6 hours). Simulations include situations from 1 to 30 MDs and from 0 
to 20 WBCs in the area. Besides the browser profile used is the 
location_heavy one. 
This scenario models a positioning service in which pedestrians have to be 
located not so frequently and also the traffic injected by the clients is light. So 





This second scenario models pure positioning and the time between requests 
is governed by a negative exponential random variable (i.e. memory-less) with 
an average of 90 seconds. Each simulation run lasts 21600 seconds (6 hours). 
Simulations include situations from 1 to 30 MDs and from 0 to 20 WBCs in the 
area. Besides the browser profile used is the location_heavy one. 
This is representative of services such as search of lost people in events or 
department stores. The positioning and web browsing traffic is a little bit lighter 
than the one in the previous scenario, so we would expect the results to be 




As the 2 previous scenarios aren’t very stringent, a laxer one has been studied 
in order to consider a wider range of possibilities. In this scenario the time 
between position requests follows a uniform random variable in the interval [0, 




10] seconds. Simulations include situations from 1 to 30 MDs and from 0 to 20 
WBCs in the area. Besides the browser profile used is the 
location_very_heavy one.  
This scenario models a positioning service in which pedestrians have to be 
located frequently but without requirements of pure tracking, although the 
positioning rate is high. Besides it implies a heavier traffic load than in 
scenarios A and B and it is expected that there could occur a network 
saturation when having close to 30 MDs and 20 WBCs in the room, taking into 
account that the room is not big (50 x 50 metres). The length of each 
simulation run is 2000 simulator seconds, less than in the first two scenarios 
because, since the traffic is higher, the simulator time will be longer. 
 
 
Although all these scenarios don’t cover the whole range of possibilities, it 
should be noticed that A, B and C scenarios are representative enough for the 
purpose of this scalability study. A service of tracking hasn’t been considered 
because it would have posed more stringent situations, as all the MDs would 
have gone to be continuously tracked with no time elapsed between the 
position calculations in each MD. This would have entailed a very heavy traffic 





Since the scalability is aimed to be evaluated, the main parameters that are 
studied are: 
1. for the MDs:  




 The mean time spent by each MD to estimate a pseudo 
distance (Mean time ping pong process) 
 The mean time spent by each MD in the association 
process (Association time) 
 The mean number of ICMP Echo Requests 
retransmissions carried out by each MD’s MAC layer 
(MD’s ICMP Echo requests) 
 The mean success percentage of RTT calculation by each 
MD before the timeout expiration (% success) 
 The mean number of ICMP Echo Requests created by 
each MD’s Ping Application module (MD’s ICMP Echo 
requests) 
2. for the APs:  
 The mean number of ICMP Echo Responses 
retransmissions carried out by each AP’s MAC layer (AP’s 
MAC retransmissions) 
 The mean number of ICMP Echo Responses created by 
each AP (AP’s ICMP Echo responses) 
3. for the WBCs:  
 The mean number of html bytes sent by each WBC (Html 
sent bytes) 
 The mean number of html bytes received by each WBC 
(Html received bytes). 
Each of these parameters has been studied as the number of MDs using the 
positioning service in the room increases and the number of WBCs is fixed 
and vice versa. Besides results are presented by means of graphs in which 
the X axis corresponds to the number of MDs/WBCs and the Y axis to the 
value of the performance metric extracted (with bars representing the standard 
deviation).  As for a given scenario and fixed number of MDs/WBCs the 
simulation is run 5 times, graphs draw the mean and the standard deviation 
values. When having few MDs/WBCs a low standard deviation is expected as 




not so many collisions and retries are likely to occur. However, when reaching 
a certain number of MDs/WBCs, standard deviation is expected to scatter 
around the mean because some MDs will have difficulty to carry out the RTT 
measurements (or WBCs will have difficulty to access the medium) and at the 
same time others may not. 
Some of these parameters are “checking parameters” that verify and ensure 
the good and proper working of the system. Hence, for example, the WBC’s 
html bytes sent must be greater than WBC’s html bytes received.  
 
 
4.3.1 Results: Scenario A 
 
This scenario is characterized by a uniform positioning request in the interval 
[0,90] seconds and by the location_heavy browser profile during 21600 
seconds. 
In Figure 4.3 it can be appreciated a linear relation between the time spent to 
obtain a pseudo distance and the number of MDs in the system, with a low 
rhythm of growth. Numerically, in this interval of number of hosts, the mean 
duration of distance estimation oscillates between 375 ms (with only one host 
in the room) and 450 ms (with 30 hosts) both in the case of 0 clients and 20 
clients. This means that the positioning latency of the pure positioning service 
isn’t greater than 1.35 seconds. 
It’s clear that there isn’t a traffic saturation point and that the presence of 
WBCs doesn’t have impact on this parameter, as we can also see in figure 
4.4, which displays the mean time spent to estimate a pseudo distance as the 
number of clients grows.  
 
 









Figure 4.4 – Mean time to estimate a pseudo distance with 1 and 30 hosts 
 
Figure 4.5 shows what happens in MD’s MAC layer. It corroborates the results 
presented in the previous figures because the number of retransmissions 
increases as the number of hosts grows, but there isn’t a situation of 
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injection of web browsing traffic, as in the previous graphs, doesn’t modify the 
situation because it’s too light (figure 4.6). 
 
 




Figure 4.6 – MD’s ICMP Echo retransmissions with 1 and 30 hosts 
 
Another monitored parameter is the mean time spent by each MD in the 
association process. Its trend is shown in figures 4.7 and 4.8, respectively as 
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network, this time doesn’t increase a lot with the number of hosts. It can be 
stated that it is negligible with respect to the delay we get in a pseudo distance 
measurement. Hence, it can be assumed that the positioning latency mainly 
corresponds to the sum of the processes of obtaining the pseudo distances. 
 
 
Figure 4.7 – Association time with 0 and 20 clients 
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Analyzing the next figures it can be appreciated that all MDs carry out the 




Figure 4.9 – MD’s ICMP Echo requests with 0 and 20 clients 
 
 
Figure 4.10 – MD’s ICMP Echo requests with 1 and 30 hosts 
 
Considering the APs, we have 2 parameters to analyze. 
Figures 4.11 and 4.12 show the mean number of ICMP Echo responses 
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increases, with no inflexions. This corroborates the trends of the other graphs 
because, as there isn’t congestion, the system is expected to receive more 
ICMP Echo requests and, consequently, creates more ICMP Echo responses. 
Also in this case there isn’t impact from the web browsing traffic, as it can be 
seen in figure 4.12. 
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Figures 4.13 and 4.14 represent the total amount of ICMP Echo response 
retransmissions carried out by each AP’s MAC layer as the number of MDs 
and WBCs grows up. We can see that, in both cases when we have 0 and 20 
clients, the curve of this parameter increases slowly, with the difference that 
when there are 20 clients it starts from 1000 retransmissions, due to the 
difficulty in accessing the medium. Besides, in both cases when there are 1 
and 30 hosts, we have a linear growth of the number of ICMP Echo responses 




Figure 4.13 – AP’s ICMP Echo response retries with 0 and 20 clients 
 
 



































































Figure 4.15 shows the average number of html bytes sent by each WBC. This 
parameter can be approximated as constant, as expected since the requests 
are controlled by the browser population, which is expected to generate on 
average requests at a constant interval.  
Figure 4.16 represents the average number of html bytes received by each 
WBC. Also in this case the trend is constant, but the most important thing to 
appreciate is that this quantity is lower than the one in figure 4.15, confirming 
the right behavior of the simulator. 
 
 
Figure 4.15 – Html bytes sent by each WBC with 4 and 20 clients 
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Plotting the graphs as the number of clients increases (figures 4.17 and 4.18) 
the situation doesn’t change.  
 
 
Figure 4.17 – Html bytes sent by each WBC with 1 and 30 hosts 
 
 
Figure 4.18 – Html bytes received by each WBC with 1 and 30 hosts 
 
Finally figures 4.19 and 4.20 represent the mean success percentage of RTT 
calculation by each MD before the timeout expiration when increasing 
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Figure 4.19 – Success percentage of RTT calculation with 0 and 20 clients 
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4.3.2 Results: Scenario B 
 
This scenario is characterized by a time between positioning requests 
governed by a negative exponential random variable with an average of 90 
seconds and by the location_heavy browser profile during 21600 seconds. 
 
As mentioned, the traffic conditions in this scenario are a little bit lighter than in 
the previous one. Here all the graphs are included but not described because 
they are almost the same as those in scenario A and they confirm the 
explained behavior of the system. 
For example, figure 4.21 shows the mean time spent by each MD to estimate 
a pseudo distance as the number of hosts increases. There’s a quite linear 
and slow growth in this mean time that, numerically, oscillates between 375 
ms (with one host) and 410 ms (with 30 hosts). Hence, numerically, the 
positioning latency is not bigger than 1.3 seconds even if 30 users and 20 
clients are using the system in the room. In this scenario we also have the 
same behavior of the parameters regarding APs as in the first scenario. The 
only difference is in the AP’s ICMP Echo response retries: when considering 0 
and 20 clients the graph is quite constant because in this case we have a 
positioning traffic that is lighter than the one in scenario A. Instead, the web 
browsing traffic is the same and in fact in figure 4.31 we can note the same 
difference in the number of retransmissions between the two curves. 
 





Figure 4.21 – Mean time to estimate a pseudo distance with 0 and 20 clients 
 
 
Figure 4.22 – Mean time to estimate a pseudo distance with 1 and 30 hosts 
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Figure 4.24 – MD’s ICMP Echo retransmissions with 1 and 30 hosts 
 
 
Figure 4.25 – Association time with 0 and 20 clients 
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Figure 4.27 – MD’s ICMP Echo requests with 0 and 20 clients 
 
 
Figure 4.28 – MD’s ICMP Echo requests with 1 and 30 hosts 
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Figure 4.30 – AP’s ICMP Echo responses created with 1 and 30 hosts 
 
 
Figure 4.31 – AP’s ICMP Echo response retries with 0 and 20 clients 
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Figure 4.33 – Html bytes sent by each WBC with 4 and 20 clients 
 
 
Figure 4.34 – Html bytes received by each WBC with 4 and 20 clients 
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Figure 4.36 – Html bytes received by each WBC with 1 and 30 hosts 
 
 
Figure 4.37 – Success percentage of RTT calculation with 0 and 20 clients 
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4.3.3 Results: Scenario C 
 
In this scenario the time between position requests follows a uniform random 
variable in the interval [0,10] seconds, during 2000 seconds. Besides the 
browser profile is location_very_heavy. 
Here the traffic conditions are heavier than in the previous scenarios and, 
therefore, it is expected that the entire system can admit a less number of 
hosts. In other words, this positioning service is a little bit less scalable than 
the previous ones. 
In figure 4.39 the graph follows a quite parabolic trend of the mean time to 
estimate a pseudo distance as the number of hosts grows. Numerically it 
oscillates between 350 ms (with 1 host) and 950 ms until 20 hosts. Then in 
situations of more than 20 hosts the slope increases reaching the value of 
1.35 seconds in the case of 0 clients and 1.6 seconds in the case of 20 clients. 
It means that the system starts degrading performance faster because there 
are more collisions, retries and difficulties to access the medium, and it 
worsens with more clients. The key point is that the increasing rhythm of 
latency is remarkably higher than in previous scenarios. In fact, until 20 hosts 
the positioning latency is, in the worst case, 2.85 seconds. With 30 hosts and 
20 clients it’s bigger than 4 seconds. 
The impact of the clients on this parameter can be also appreciated in figure 
4.40.  
 





Figure 4.39 – Mean time to estimate a pseudo distance with 0 and 20 clients 
 
 
Figure 4.40 – Mean time to estimate a pseudo distance with 1 and 30 hosts 
 
This behavior is corroborated with the graph in Figure 4.41, in which the 
tendency of ICMP Echo Requests retries as the number of MDs grows is 
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congested and the number of retransmissions can’t increase; the 
consequence is a growth of the latency.  
In addition, in figures 4.41 and 4.42 the behavior of standard deviation when 
increasing respectively the numbers of hosts and of clients can be 
appreciated. This can be explained because with a large number of MDs we 
encounter situations in which some APs serve several MDs and other APs 
only a few of them in a certain period of time. The observed tendency of the 
mean time spent in getting a pseudo distance (figure 4.39) with respect to the 
number of MDs is mainly due to two facts. The first one is that MAC queue of 
APs receives in some cases ICMP Ping Echo Request from more than one 
MD at the same time, so there is a delay time until it can send the reply. The 
second fact involved in this degradation is the detection of channel activity 
following CSMA/CA medium access mechanism, with the consequent 
application of a back-off, a delay that, multiplied by at least 300 times, 
increases gradually the time needed to obtain a pseudo distance.  
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Figure 4.42 – MD’s ICMP Echo retransmissions with 1 and 30 hosts 
 
In figures 4.43 and 4.44 is represented the association time. The values 
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Figure 4.44 – Association time with 1 and 30 hosts 
 
Figure 4.45 shows the mean number of ICMP Echo requests created by MD’s 
Ping Application module as the number of clients grows. All these graphs 
corroborate the explained behavior of the system: the amount of requests 
performed by MDs decreases as the number of hosts increases.  
The presence of clients doesn’t have impact on this parameter, as it can be 
seen in figure 4.46. 
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Figure 4.46 – MD’s ICMP Echo requests with 1 and 30 hosts 
 
Figures 4.47 and 4.48 represent the mean number of ICMP Echo responses 
generated by each AP. In the first one, there’s a linear trend until reaching 20 
hosts, and afterwards there’s an inflexion point and the slope decreases. This 
can be explained thinking that, as the number of hosts grows, there are more 
ICMP Echo requests, but when it becomes impossible to access the medium, 
this number of requests drops and, consequently, less responses are created 
by the APs. 
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Figure 4.48 – AP’s ICMP Echo responses created with 1 and 30 hosts 
 
The results regarding the APs confirm the trends of the other graphs because 
when there is congestion, like when we have 20 hosts, the system is expected 
to behave in this way. This situation is clear also in figures 4.49 and 4.50, 
where after 20 clients there’s a raising trend that is going to decrease for the 
same reasons described for the figure 4.39. Besides there’s a little impact of 
web browsing traffic on the number of AP’s ICMP Echo response retries, as it 
can be appreciated from the figure 4.50. 
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Figure 4.50 – AP’s ICMP Echo response retries with 1 and 30 hosts 
 
Figures 4.51 and 4.52 respectively show the average number of html bytes 
sent and the average number of html bytes received by each WBC. Also in 
this scenario this parameter can be approximated as constant.  
This quantity is lower than the one in figure 4.52, confirming the right behavior 
of the simulator. 
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Figure 4.52 – Html bytes received by each WBC with 4 and 20 clients 
 
Same considerations can be asserted regarding the trend of the graphs as the 
number of clients increases (figures 4.53 and 4.54). 
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Figure 4.54 – Html bytes received by each WBC with 1 and 30 hosts 
 
Finally in figure 4.55, which show the success percentage of RTT calculation 
when increasing the number of hosts, a light decreasing tendency appears 
from 20 MDs on. This means that in situations with less than 20 hosts, all 
RTTs are obtained before the timeout expiration. Instead with more MDs the 
system starts to degrade and it isn’t possible to obtain the RTT calculation 
before 130 ms. Also the presence of more clients contributes to worsen this 
process, as it can be seen in figure 4.56. 
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Nowadays a lot of applications and services based on indoor locations need 
an easily-deployable positioning system that is able to provide accuracy 
positions in light and deep indoor environments. Using WLAN IEEE 802.11 
networks for both communication and positioning purposes is a synergy that 
leads to cost-efficient solutions. Nevertheless wireless protocols provide 
medium access mechanisms to schedule data transfers from the terminals to 
the shared medium. This means that the number of Mobile Terminals that 
can simultaneously calculate position while sharing the same network 
infrastructure is limited. Specifically, a large number of collisions, 
retransmissions and busy medium detections occur when traffic is 
continuously generated to track MTs, and therefore, the tracking latency 
increases drastically.  
In this thesis a scalability study of a TOA-based Wi Fi location system 
deployed in a network in which there’s the injection of web browsing traffic 
has been carried out by means of simulations, considering different types of 
location-based services taking profit of the system under different conditions.  
The simulator realized in the Telematics Engineering Department of the 
Polytechnic University of Catalonia has been opportunely modified to include 
a service of web browsing that could simulate the behaviour of some wireless 
clients injecting traffic in the network.  
The main metric evaluated to analyse the scalability has been the positioning 
latency, because it is the main quality of service indicator that can be affected 
when increasing the number of users in the system. The obtained results 
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allow to state that this TOA-based positioning method scales well when used 
in presence of several clients acting in the network and in positioning 
services with long elapsed times between positioning requests. This is 
because good positioning latencies shorter than 1.4 seconds can be provided 
even in situations with 30 nodes requiring positioning and 20 clients 
generating web traffic, in a room of 50 x 50 meters with 4 access points. 
However, with short times between positioning requests (i.e. conditions of 
high load) the system tolerates a great number of users without degrading 
the positioning latency, but increasing the number of retransmissions, which 
can impact other kind of traffics (e.g. real-time traffic). Results demonstrate 
thus that the proposed positioning system’s viable, even under conditions 
with high load, produced by either web traffic or location-based services. 
 
This study can be enhanced and completed in future research by broadening 
the number and sort of scenarios or studying the scalability when considering 
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output-file = omnetpp.log 
output-vector-file=omnetpp1-5.vec 
output-scalar-file=omnetpp1-5.sca 
preload-ned-files = *.ned @../nedfiles.lst 
debug-on-errors = false 
sim-time-limit = 21600 
 
rng-class = "cMersenneTwister" 
num-rngs = 6 
**.host[*].brain.rng-0 = 1 
**.host[*].rng-0 = 2 
**.ap[*].rng-0 = 3 
**.client[*].clientbrain.rng-0 = 4 
**.client[*].rng-0 = 5 
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**.server.rng-0 = 6 
 
 




express-mode = yes 
performance-display = no 







**.simEnding = 21600 
**.tracking = false 
**.overlap = false 
**.maxTimeGetPosition = 10 
**.minTimeGetPosition = 0 
**.timeBetweenPositionRequests=uniform(0,10) 
**.numAP = 4 
**.numHosts= 12 
**.numclients= 4 
**.playgroundSizeX = 50 
**.playgroundSizeY = 50 
**.debug = false 
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**.coreDebug = 0 
**.scalability_improvement = false 
**.numRTT = 300 
**._80211v = false 
 
# channel physical parameters 
*.channelcontrol.carrierFrequency = 2.4e+9 
*.channelcontrol.pMax  = 2.0  ;[mW] 
*.channelcontrol.sat   = -110 
*.channelcontrol.alpha = 2 
*.channelcontrol.numChannels = 5 
 
# access point 
*.ap[0].mobility.x = 0.15 
*.ap[0].mobility.y = 0.15 
*.ap[1].mobility.x = 0.15 
*.ap[1].mobility.y = 49.85 
*.ap[2].mobility.x = 49.85 
*.ap[2].mobility.y = 49.85 
*.ap[3].mobility.x = 49.85 
*.ap[3].mobility.y = 0.15 
*.ap[0].wlan.radio.channelNumber = 1 
*.ap[1].wlan.radio.channelNumber = 2 
*.ap[2].wlan.radio.channelNumber = 3 
*.ap[3].wlan.radio.channelNumber = 4 
**.ap[*].wlan.mac.address = "auto" 
**.ap[0].wlan.mgmt.ssid = "AP0" 
**.ap[1].wlan.mgmt.ssid = "AP1" 
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**.ap[2].wlan.mgmt.ssid = "AP2" 
**.ap[3].wlan.mgmt.ssid = "AP3" 
**.ap[*].wlan.mgmt.beaconInterval = 0.04 
**.wlan.mgmt.numAuthSteps = 2 
**.mgmt.frameCapacity = 1000 
 
# Mobility 






























**.client[*].tcpApp.logFile="client.log" # logging disabled 














**.server.tcpApp[*].logFile="server.log" #logging disabled 




# ping app 
**.pingApp.packetSize=8 








# tcp settings 
**.tcp.mss = 1024 

















**.host*.brain.startingDelay = 0 
**.associationLifetime = 100 
**.maxScanningTime = 5; 
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# ARP configuration 
**.arp.retryTimeout = 1 
**.arp.retryCount = 5 
**.arp.cacheTimeout = 100 
**.networkLayer.proxyARP = true  # Host's is hardwired "false" 
 
# wireless channels 
**.wlan.radio.channelNumber = 0  # just initially -- it'll scan 
 
# wireless configuration 
**.wlan.agent.activeScan = 1 
**.wlan.agent.channelsToScan = ""  # "" means all 
**.wlan.agent.probeDelay = 0.1 
**.wlan.agent.minChannelTime = 0.15 
**.wlan.agent.maxChannelTime = 0.3 
**.wlan.agent.authenticationTimeout = 5 
**.wlan.agent.associationTimeout = 5 
 
 
**.writeScalars = true 
**.mac.address = "auto" 
**.mac[*].address = "auto" 
**.mac.maxQueueSize = 14 
**.mac[*].maxQueueSize = 14 
**.mac.promiscuous = false 
**.mac[*].promiscuous = false 
**.mac.txrate = 0   # autoconfig 
**.mac[*].txrate = 0   # autoconfig 
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**.mac.rtsThresholdBytes = 1500 
**.mac.bitrate = 11e6  # 11Mbps 
**.mac.duplexEnabled = true 
**.mac[*].duplexEnabled = true 
**.wlan.mac.retryLimit = 7 
**.wlan.mac.cwMinData = 31 
**.wlan.mac.cwMinBroadcast = 33 
 
**.radio.bitrate = 11e6 ;in bits/second 






**.radio.snirThreshold = 4  # in dB 
 
# relay unit configuration (APs and Switch) 
**.relayUnitType = "MACRelayUnitNP" 
**.relayUnit.addressTableSize = 100 
**.relayUnit.agingTime = 120s 
**.relayUnit.bufferSize = 1048576  # 1Mb 
**.relayUnit.highWatermark = 524288  # 512K 
**.relayUnit.pauseUnits = 300  # pause for 300*512 bit (19200 byte) time 
**.relayUnit.addressTableFile = "" 
**.relayUnit.numCPUs = 2 
**.relayUnit.processingTime = 2us 
**.relayUnit.writeScalars = false 




# Ethernet NIC configuration 
**.eth[*].encap.writeScalars = false 
**.eth[*].mac.promiscuous = false 
**.eth[*].mac.address = "auto" 
**.eth[*].mac.txrate = 10e6 
**.eth[*].mac.duplexEnabled = true 
**.eth[*].mac.writeScalars = false 
 
# NIC configuration 




description = "Run no.1" 
[Run 2] 
description = "Run no.2" 
[Run 3] 
description = "Run no.3" 
[Run 4] 
description = "Run no.4" 
[Run 5] 
description = "Run no.5" 
[Run 6] 
description = "Run no.6" 
[Run 7] 
description = "Run no.7" 
[Run 8] 
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description = "Run no.8" 
[Run 9] 
description = "Run no.9" 
[Run 10] 
description = "Run no.10" 
[Run 11] 


















rm Kalman* &> /dev/null 
rm Interleaving* &> /dev/null 
rm Newton &> /dev/null 
rm omnetpp?-1-5.sca &> /dev/null 
rm posicions* &> /dev/null 
rm $outfolder/* &> /dev/null 
 
for escenari in 1 5 10 15 20 25 30; 
do 
        for repeticio in 1 2 3 4 5; 
        do 
                # Customizing the omnetpp.ini 
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                sed "s/output-vector-file=.*/output-vector-file=$outfolder\/omnetpp$escenari-$repeticio.vec/1" < omnetpp.ini.original | 
                sed "s/output-scalar-file=.*/output-scalar-file=$outfolder\/omnetpp$escenari-$repeticio.sca/1" | 
                sed "s/runs-to-execute=.*/runs-to-execute=$repeticio/1" | 
                sed "s/numHosts=.*/numHosts=$escenari/1" > omnetpp.ini 
 
                # executem la simulacio 
                ./RUN &> $outfolder/out$escenari-$repeticio.txt 
                sleep 1s 
        done 
 
        for repeticio in 1 2 3 4 5; 
        do 
                gawk -f prog3.awk -v hosts=$escenari -v repe=$repeticio $outfolder/omnetpp$escenari-$repeticio.vec 
                awk '{ if ($1=="0") print $2,$3 }' < $outfolder/omnetpp$escenari-$repeticio.vec >> $outfolder/association_times_$escenari 
                cat $outfolder/omnetpp$escenari-$repeticio.sca >> $outfolder/omnetpp$escenari-1-10.sca 
                rm $outfolder/omnetpp$escenari-$repeticio.sca 
        done 
 
        for((i=0; i<escenari; i++)) 
        do 
                for repeticio in 1 2 3 4 5; 
                do 
                        gawk -f procpos.awk -v hosts=$escenari -v repe=$repeticio -v id_host=$i posicions$escenari-$repeticio-$i 
                done 
        done 
 
        # Compacting long but interesting files 
        tar cJf $outfolder/omnetpp$escenari.vec.tar.xm $outfolder/*.vec 
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        tar cJf $outfolder/posicions$escenari.tar.xm posicions$escenari* 
        rm $outfolder/*.vec &> /dev/null 
        rm posicions$escenari* &> /dev/null 
done 
 
gawk -f means.awk -v arxiu=$outfolder/Kalman tempKalman 
gawk -f means.awk -v arxiu=$outfolder/Interleaving tempInter 
gawk -f means.awk -v arxiu=$outfolder/Newton tempNewton 
rm tempKalman &> /dev/null 
rm tempInter &> /dev/null 
rm tempNewton &> /dev/null 
 
 






List of Acronyms 
 
MT: Mobile Terminal 
GPS: Global Positioning Service 
GSM: Global System for Mobile Communications   
GPRS: General Packet Radio Service  
UMTS: Universal Mobile Telecommunications System  
WLAN: Wireless Local Area Network  
UWB: Ultra Wide Band 
TOA: Time Of Arrival 
RFID: Radio Frequency IDentification 
AP: Access Point 
RSS: Received Signal Strength 
TDOA: Time Difference of Arrival 
SNR: Signal-to-Noise Ratio 
AOA: Angle Of Arrival 
RTT: Round Trip Time 
UDP: Undetectable Direct Path 
RSSI: Received Signal Strength Indicator 
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ESPRIT: Estimation of Signal Parameters via Rotational Invariance 
Techniques 
MUSIC: Multiple Signal Classification 
ACK: Acknowledgement  
MAC: Medium Access Control 
ICMP: Internet Control Message Protocol 
SIFS: Short Inter-Frame Space 
QoS: Quality of Service 
LBS: Location Based Service 
OMNET: Objective Modular Network Test-bed 
MD: Mobile Device 
WBC: Web Browsing Client 
UDP: User Datagram Protocol 
TCP: Transmission Control Protocol 
IP: Internet Protocol 
IPv6: Internet Protocol version 6 
PPP: Point to Point Protocol 
OSPF: Open Shortest Path First 
GUI: Graphical User Interface 
URL: Uniform Resource Locator 
NIC: Network Interface Card 
SNIR: Signal-to-Noise plus Interference Ratio 
WEP: Wired Equivalent Privacy 
SSID: Service Set Identifier 
ARP: Address Resolution Protocol 
IPv4: Internet Protocol version 4 
HTML: Hypertext Markup Language 
PDF: Probability Density Function 
 
