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1. Introduction
Inverse eigenvalue problems, which ask for the reconstruction of certain matrices from a
given spectral data, arise from a remarkable variety of applications. There are many examples on
pole assignment problems [17,22], applied mechanics problems [8,5], inverse Sturm–Liouville
problem [13], applied physics [6], numerical analysis [3], signal and data processing [11,14],
and so on. Some general reviews and more bibliographies of inverse eigenvalue problems can
be found, for example, in the books by Zhou and Dai [25], Xu [24], and Chu and Golub [4] and
references therein.
Let  = (λ1, . . ., λn). If there exists a nonnegative matrix A with the spectrum , we say  is
realizable and that A realizes . Furthermore, if A is symmetric we say  is symmetrically real-
izable. The nonnegative inverse eigenvalue problem (NIEP) and symmetric nonnegative inverse
eigenvalue problem (SNIEP) are the problems of ﬁnding necessary and sufﬁcient conditions to
ensure the spectrum  be realizable and symmetrically realizable, respectively. Of course, the
spectrum should be real numbers when symmetrically realizable. These problems have attracted
a lot of attention over years and many papers have turned up, but they both remain unsolved. The
main obstacle in the way is the scarcity of practical numerical algorithms to construct matrices
with prescribed spectrum. Just as Chu and Golub said in pp.106 of [4], “There are no satisfactory
numerical algorithms (for SNIEP) available either, even if sufﬁcient condition is met”.
Before and after [4], many papers appeared try to overcome the obstacle, for example, Soules
[18], Rojo et al. [16], Soto et al. [19–21]. Sufﬁcient conditions for NIEP and SNIEP improved
step by step, A recent paper [12] compared these conditions and establish inclusion relations or
independency relations between them.
In [18], Soules constructed a nonnegative matrix via a special orthogonal matrix R having sign
patternN, i.e. the entries of R satisfy rij > 0 for i + j < n + 2, rij < 0 for i + j = n + 2, and
rij = 0 for i + j > n + 2. If (λ1, . . ., λn) is an n-tuple numbers, let  be the diagonal matrix
(δij λi)n×n, if λ1  λ2  · · ·  λn and the orthogonal matrix R has sign patternN, then B =
RRT has nonnegative off-diagonal entries. All off-diagonal entries are positive if and only if
λ1 > λ2. Thus if N is a nonnegative matrix, we should (1) construct a orthogonal matrix R
with sign pattern and (2) ﬁnd n inequalities to ensure the diagonal entries of B are nonnegative.
Soules gave such n complicated inequalities when λ1  λ2  · · ·  λn to ensure B = RRT
be a symmetric nonnegative matrix having eigenvalues λ1, λ2, · · ·, λn and Perron eigenvector x
belonging to λ1.
Soules’ result is constructive, however, there are several disadvantages in his method. First, it
is not easy to construct the orthogonal matrix R with sign patternN, even n is small. Second,
when n becomes larger, the n inequalities to ensure N have nonnegative diagonal entries become
more complicated, and thus those sufﬁcient conditions to ensure a symmetric nonnegative become
unsuitable. Moreover, his sufﬁcient conditions have much room to be improved.
Rojo et al. gave an attractive method in [16] for constructing symmetric nonnegative matrices
via the fast Fourier transform, but it could only deal with the special case which construct a
symmetric nonnegative matrix with e = (1, . . . , 1)T as its Perron eigenvector. And the sufﬁcient
conditions to ensure a nonnegative could only be given case by case.
The methods in [19–21,10] are constructive, however there are limitations which we will
discuss in detail in next section.
We develop a brief numerical algorithm more effective than those in the above mentioned
papers for SNIEP. New and interesting sufﬁcient conditions for NIEP (SNIEP), together with
other interesting results related inverse eigenvalue problem, are introduced.
320 S.-x. Zhu et al. / Linear Algebra and its Applications 430 (2009) 318–334
The paper is organized as follows. In Section 2, we emphasize some properties of eigenvalue
problems relevant to our study and analyze the limitations of some existence methods. Our ideal
of the design of algorithm and its basic properties of this algorithm are given in Section 3. Section
4 states more details about the algorithm, such as stability, sensitivity, computation amounts.
Section 5 focuses on the sufﬁcient or necessary condition resulting in a nonnegative matrix or
M-matrix and some exempliﬁcations are put forward. Section 6 shows an adaptive algorithm for
symmetric nonnegative inverse eigenvalue problems. Many numerical examples show the power
of this algorithm. Some conclusions and further remarks are given in the last section.
2. Preliminaries
A real matrix A = (aij )n×n is said to have constant row sums if all its rows sum up to a same
constant, say α, i.e.
n∑
j=1
aij = α, i = 1, . . ., n.
The set of all real matrices with constant row sum equal to α is denoted by CSα.
In order to solve the inverse problems, we should have a good understanding and fundamental
background of the direct problems. So we ﬁrst dig out some properties of eigenvalue problems
which could help us to solve the inverse problem. The following relevant results were considered
in recent papers [20,21].
Lemma2.1 [2]. If (λ1, . . ., λn)are the eigenvalues of ann × nmatrixA,and (λk, u) is a particular
eigenpair, then for an arbitrary vector v ∈ Rn, the eigenvalues of A + uvT agree with those of
A except that λk is replaced by λk + vTu;
This Brauer’s result was generalized by Rado and presented by Perfect [15] as follows.
Theorem 2.1 (Rado). Let A be an n × n arbitrary matrix with eigenvalues λ1, λ2, . . ., λn. Let
X = [X1|X2| · · · |Xr ] be such that rank(X) = r and AXi = λiXi, i = 1, 2, . . ., r, r  n. Let C
be an r × n arbitrary matrix. Then the matrix A + XC has eigenvalues μ1, μ2, . . ., μr , λr+1,
λr+2, . . ., λn, where μ1, μ2, . . ., μr are eigenvalues of the matrix + CX with diagonal matrix
 = diag{λ1, λ2, . . ., λr}.
With Theorem 2.1 Perfect gave the following realization criterion.
Theorem2.2 (Perfect). IfB ∈ CSλ1 is an r × r nonnegativematrixwith eigenvaluesλ1, λ2, . . ., λr
and diagonal entries ω1, ω2, . . ., ωr , then  = {λ1, . . ., λr} ∪ {λr+1, . . ., λn}, with −λ1  λk 
0, k = r + 1, . . ., n is realized by an n × n nonnegative matrix M ∈ CSλ1 if there exists a par-
tition of the set {λr+1, . . ., λn} into r realizable subsets k = {ωk, λk2, . . ., λkpk }, where λkj ∈
{λr+1, . . ., λn}, k = 1, 2, . . ., r.
Application of these results in the nonnegative inverse eigenvalue problems were discussed in
[20] as well as in [21] for SNIEP.
Theorem 2.3 (Soto et al.). Let A be an n × n symmetric matrix with eigenvalues λ1, . . ., λn,
and, for some r  n, let {x1,x2, . . ., xr} be an orthogonal set of eigenvectors of A spanning
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the invariant subspace associated with λ1, . . ., λr . Let X be the n × r matrix with ith column
xi, let  = diag{λ1, . . ., λr}, and let C be any r × r symmetric matrix. Then the symmetric
matrix A + XCXT has eigenvalues μ1, μ2,. . ., μr , λr+1, . . ., λn, where μ1, μ2,. . ., μr are the
eigenvalues of the matrix + C.
Rado’s and Soto’s results could be used to provide sufﬁcient realizably criterions for NIEP
and SNIEP respectively, but the methods [20,21], based on them have limitations.
1. First, it should ﬁnd a nonnegative matrix A with prescribed spectrum μ1, μ2, . . ., μr , λr+1,
λr+2, . . ., λn. and the eigenvectors associated with μi should also be computed. How to
ﬁnd such matrix A?
2. Second, an matrix equationr×r + Cr×nXn×r = Br×r must be solved for matrix C in [20]
and the solution is not unique.
3. Third, both Theorems 2.1 and 2.3 imply it should either construct a higher dimension
nonnegative matrix associated with prescribed spectrum and diagonal entries or construct a
higher dimension nonnegative matrix associated with prescribed spectrum. Both problems
are as difﬁcult as each other. Consider the following example.
Example 2.1. Let  = {8, 6, 3, 3,−5,−5,−5,−5}. If we partition  = {8, 3,−5,−5} ∪ {6, 3,
−5,−5}, 1 = {ω1, 3,−5,−5} and 2 = {ω2, 3,−5,−5}, it is easy to construct a 2 × 2 matrix
associated spectrum8, 6, and diagonal entriesω1,ω2. but it is not easy to constructmatrices realizes
1 and 2. If we partition  = {8,−5} ∪ {6,−5} ∪ {3,−5} ∪ {3,−5}, 1 = 2 = 3 = 4 =
{5,−5} (should be according to [20,21] ), how to construct a matrix associated with spectrum
8, 6, 3, 3 and diagonal entries 5, 5, 5, 5? You may draw a wrong conclusion there is no such 4 × 4
matrix according to Remark 3.6 of [21].
In order to overcome these limitations, we should try other ways. Our main idea is that ﬁrst
solving the following symmetric inverse eigenvalue problem instead of SNIEP.
Problem 2.1. Find a real symmetric matrix B ∈ Rn×n with prescribed spectrum (λ1, . . ., λn),
and a positive eigenvector x.
Then we require the solution to Problem 2.1 be nonnegative.
Lemma2.1 andTheorem2.3 imply thatwe can solve Problem2.1 bymodifying the eigenvalues
of a prescribed symmetric matrix A.
Theorem 2.4. Let {(λi, ui)}ni=1 be eigenpairs of a n × n matrix A, uTi uj = 0 for any i /= j, and
let vk = (μ−λk)uk
uTk uk
, then {(λi, ui)}ni=1,i /=k and (μ, uk) are eigenpairs of matrix A + ukvTk .
Proof. Employing Lemma 2.1, λk + vTk uk = μ is eigenvalue of A + ukvTk . Since vTk ui = 0 for
any i /= k, thus
(A + ukvTk )ui = Aui = λui,
(A + ukvTk )uk = Auk + (μ − λk)uk = μuk.
Thus the argument holds. 
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Remark 2.1. Lemma 2.1 says rank-one updating remains all the eigenvalues of matrix A except
only one eigenvalue. Theorem 2.4 says such rank-one updating above not only remains the same
eigenvalues as in Lemma 2.1 but also remains all the eigenvectors, which implies we could
modify all the eigenvalues of matrix A and remain all the eigenvectors of matrix A. This is of
much importance for later use.
Remark 2.2. This is a little difference form Theorems 2.1 and 2.3, where Xi is not necessarily
eigenvector ofA + CX, and xi is not necessarily eigenvector ofA + XCXT.WhenC is a diagonal
matrix, and A is symmetric, Theorems 2.3 and 2.4 are equivalent.
From Theorems 2.3 and 2.4, one important problem to be solved is how to choose the initial
symmetric matrix A. Of course it is necessary to be easy to compute the eigenvalues and eigen-
vectors of A. Among all the matrices the rank-one matrix is the simplest, that is why we often
translate a matrix to a sum of rank-one matrices though singular value decomposition (SVD).
Therefore the initial matrix should better be a rank-one matrix. On the other hand, the positive
vector x in Problem 2.1 should be eigenvector ofA. Thus the matrixA = xxT is a good candidate.
It is easy to ﬁnd a set of orthogonal eigenvectors of A.
Denote ei the ith column of identity matrix I , and let H be a Householder matrix whose ith
column is hi . Now we introduce a brief and powerful theorem for devising our algorithm.
Theorem 2.5. Let A = xxT, where x ∈ Rn, x > 0, and Hx = ‖x‖2e1, then
(1) all the columns of H constitute an orthogonal eigenvectors set of A,
(2) h1 = x/‖x‖22 and xTxh1hT1 = A.
Proof. Since
HAHT = HxxTHT = Hx(Hx)T = ‖x‖22e1eT1 = xTxe1eT1
and
HTAH = xTxe1eT1 ,
thus
Ah1 = xTxh1.
Note that Ax = xxTx = (xTx)x, then h1 = x/‖x‖2 and
xTxh1h
T
1 = (xTx)xxT/‖x‖22 = A. 
The following lemmas will also be used later.
Lemma 2.2. The matrices h1hT1 , h2h
T
2 , . . ., hnh
T
n are linearly independent, if hi is the ith column
of a Householder matrix H.
Proof. Suppose there exit n real numbers, say k1, k2, . . ., kn, such that
k1h1h
T
1 + k2h2hT2 + · · · + knhnhTn = 0,
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where 0 denotes the n × n zero matrix. then
(k1h1h
T
1 + k2h2hT2 + . . . + knhnhTn)hi = 0hi.
Thus we have kihi = 0, which implies ki = 0 for i = 1, 2, . . ., n. 
Lemma2.3 [7]. If a nonnegativematrixAwith Perron rootα1 and positive unitary Perron vector u
realizes (α1, α2, . . ., αn) and a nonnegative matrix B associated with Perron root β1 and positive
unitary Perron vector v realizes (β1, β2, . . ., βm), and α1 > β1 then
C =
(
A ρuvT
ρuvT B
)
realizes (a1 + σ, α2, . . ., αn;β1 − σ, β2, . . ., βm), where
ρ =
√
σ(α1 − β1) + σ 2.
Moreover C has the unitary Perron vector h = 1√
ρ2+σ 2
(
ρu
σv
)
.
3. Algorithm and existence theorems
Now, we focus on the inverse Problem 2.1. Let matrix A = xxT be described above, then we
can construct a solution to Problem 2.1 by the following algorithm.
Algorithm 3.1. (HROU: Householder-based rank-one updating)
1. Input x,  = (λ1, λ2, . . ., λn); initial B = 0;
2. Compute the householder matrix, s.t. Hx = ‖x‖2e1;
3. for i = 1, 2, . . ., n
4. B ←− B + λihihTi
5. endfor
6. Output B, h1, λ1.
We ﬁrst investigate some fundamental properties of the algorithm, and then discuss the algo-
rithm in detail.
Since rank(A) = 1, and xTx is an eigenvalue of A, then the other eigenvalues vanish. It is
apparent that A has a complete eigensystem. Employing Lemma 2.1 and Theorem 2.4 we argue
that
B = A +
n∑
i=2
λihih
T
i + (λ1 − xTx)h1hT1
is a symmetric matrix with {λi}ni=1 as its eigenvalues and Bh1 = λ1h1. Employing Theorem 2.5
we know that B = ∑ni=1 λihihTi . Then we can gain the following results.
Claim 3.1. B is a solution to Problem 2.1, if it is computed according to Algorithm 3.1, and
h1 = x/‖x‖22.
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Theorem 3.2. There are at least n! solutions to Problem 2.1, if λi /= λj ∀i /= j.
Proof. If we change the order of λi in  of Algorithm 3.1 as
B =
n∑
i=1
λπi hih
T
i ,
where (λπ1 , λπ2 , . . ., λπn) is a permutation of (λ1, λ2, . . ., λn), and there are n! such permuta-
tions. By Lemma 2.2 h1hT1 , h2h
T
2 , . . ., hnh
T
n are linearly independent, thus there exist exactly n!
solutions to Problem 2.1 when H is given. Moreover, there are 2 Householder matrices satis-
fying Hx = ‖x‖2e1, then there are at least n! solutions to Problem 2.1 when λ1, λ2, . . ., λn are
distinct. 
Theorem 3.3. When the Householder matrix in line 2 of HROU algorithm be ﬁxed on, no matter
how to change the entries’ order in , the solution matrix B is unique except permutation,
i.e.B = PBnewP T, where P is a permutation matrix.
Now consider Xu’s result, which appeared in p. 35 of [4], for one type of inverse eigenvalue
problem.
Theorem 3.4. Given a set of n complex numbers {λi}ni=1, then for almost all Ai ∈ Cn×n, i =
0, 1, . . ., n, there exits c ∈ Cn such that σ(A(c)) = {λi}ni=1, where A(c) := A0 + c1A1 + · · · +
cnAn. Furthermore, there are at most n! distinct solutions.
Let A0 = 0, Ai = hihTi , for i = 1, 2, . . ., n, if {λi}ni=1 are distinct n real numbers, then there
are exactly n! solutions to the inverse eigenvalue problem in Theorem 3.3.
4. Detail analysis of the algorithm
The essential part of the Algorithm 3.1 rests on the computation of Householder matrix H ,
i.e., how to compute the eigensystem of A. Note A is symmetric. There is an orthogonal matrix
H such that HAH = , where  is a diagonal matrix. Thus condition number of the eigenvalue
problem for matrix A is κ = ‖H‖2‖H−1‖2 = 1.
Thus the eigenvalue problem for matrix A is well-conditioned.
4.1. Computation amounts
In line 2 of Algorithm 3.1, We choose H = I − 2vvT/vTv, where v = x − ‖x‖2e1. Thus it
requires only 1 vector addition, n + 3 vector multiplications and n matrix additions to yield out
the result matrix B according to our HROU algorithm. Thus Algorithm 3.1 is economical and
easily to parallel. It costs less than that of solving a general direct eigenvalue problem! Note that
A and B are symmetric. Thus the actual computational amount can almost be halved.
4.2. Sensitivity analysis
If there is a perturbation on the prescribed spectral data λ = (λ1, λ2, . . ., λn), say, δλ =
(δλ1, δλ2, . . ., δλn), how would the result B change? Note that B = ∑ni=1 λihihTi , denote δB =
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i=1 δλihihTi . To have a better estimate about δB, we begin with investigating the property of the
set of independent matrices {h1hT1 , . . ., hnhTn}, where [h1, . . ., hn] = H is the Householdermatrix
generated byourHROUalgorithm.Weﬁrst consider the special casewhenx = e = (1, 1, . . ., 1)T.
H = I − 2vvT/vTv and v = (1 − √n, 1, . . ., 1)T then
H = I − 2vvT/vTv =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
β β β · · · β β
β 1 − α −α · · · −α −α
β −α 1 − α . . . −α −α
· · · · · · . . . . . . . . . · · ·
β −α −α . . . 1 − α −α
β −α −α · · · −α 1 − α
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where β = 1√
n
and α = 1√
n(
√
n−1) .
Now we could compute the set of the matrices {h1hT1 , . . ., hnhTn}.
H1 = h1hT1 =
1
n
⎛⎝ 1 · · · 1· · · · · · · · ·
1 · · · 1
⎞⎠
Let hi = x̂ + ei , for 2  i  n, where x̂ = (β,−α, · · · ,−α), ei is the ith column of I . Then
Hi = x̂x̂T + ei x̂T + eieTi , denote
H0 = x̂x̂T = (h0ij )n×n =
⎛⎜⎜⎜⎝
β2 −αβ · · · −αβ
−αβ α2 · · · α2
· · · · · · . . . · · ·
−αβ α2 · · · α2
⎞⎟⎟⎟⎠
H˜i = ei x̂T + x̂eTi + eieTi = (˜hisj )
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
β
−α
...
−α
β −α · · · −α 1 − 2α −α · · · −α
−α
...
−α
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then
B = λH1 +
(
n∑
i=2
λi
)
H0 +
n∑
i=2
λiH˜i
and
δB = δλH1 +
(
n∑
i=2
δλi
)
H0 +
n∑
i=2
δλiH˜i .
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Note the structure of matrix H0, and H˜i for 2  i  n, we can easily compute that
δb11 = δλ1
n
+
n∑
s=2
(δλs)h
0
11 =
∑n
i=1 δλi
n
: (4.1)
δbii = δλ1
n
+
∑n
s=2(δλs)
n(
√
n − 1)2 +
(n − √n − 2)δλi√
n(
√
n − 1) , for 2  i  n; (4.2)
δb1j = δλ1
n
−
∑n
s=2(δλs)
n(
√
n − 1) +
δλi√
n
, for 2  j  n; (4.3)
δbij = δλ1
n
+
∑n
s=2(δλs)
n(
√
n − 1)2 −
δλi + δλj√
n(
√
n − 1) , for 2  i, j  n. (4.4)
Remark 4.1. In the existence literature, we seldom see the results about perturbation analysis on
every elements of matrices for IEP. You can indicate the perturbations on every element of the
matrix B in our HROU algorithm.
We conclude this subsection with a result for the sensitivity of Algorithm 3.1, which can be
obtained easily from the above Eqs. (4.1)–(4.4).
Theorem 4.1. Let δλ = (δλ1, δλ2, . . ., δλn) be perturbation on the input spectral data λ =
(λ1, λ2, . . ., λn) in Algorithm 3.1 and B and B + δB be the matrices generated by our HROU
algorithm from λ and λ + δλ as input data, respectively. δB could be controlled as follow:
|δb11| =
∣∣∑n
i=1 δλi
∣∣
n
,
∣∣δbij ∣∣  |δλ1|
n
+
∣∣∑n
s=2(δλs)
∣∣
n(
√
n − 1) +
2η√
n
,
where i, j = 2, . . ., n and η = max2jn |δλj |.
4.3. More general sensitivity results
Let x be an arbitrary positive vector in Rn, Hx = ‖x‖2e1, where H = I − 2vvT/vTv and
v = x − ‖x‖2e1. Denote u = v/‖v‖2 then
H = I − 2uuT
and hi = ei − 2uiu, where u = (u1, u2, . . ., un)T,
hih
T
i = (ei − 2uiu)(ei − 2uiu)T
= eieTi − 2ui(ueTi + eiuT) + 4u2i uT
Denote H0 = uuT = (uiuj )n×n and H˜i = eieTi − 2ui(ueTi + eiuT). Then we can get the fol-
lowing result:
δB = δλH1 +
(
4
n∑
i=2
u2i δλi
)
H0 +
n∑
i=2
δλiH˜i . (4.5)
Denote by Sn and S+n the collections of all n-tuples of real numbers which are realized by
a symmetric nonnegative matrix and a symmetric positive matrix, respectively. According to
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Theorem 2.5,H1 = h1hT1 = xxT/xTx is a positivematrix. Employing (4.5) we have the following
results.
Corollary 4.1. Let (λ1; λ2, . . ., λn) ∈ Sn and  > 0, then (λ1 + , λ2, . . ., λn) ∈ S+n .
Corollary 4.2. Let (λ1; λ2, . . ., λn) ∈ S+n , then there exits an  > 0 such that (λ1 − σ, λ2,
. . ., λn) ∈ Sn for all σ  .
Remark 4.2. Corollaries 4.1 and4.2 areTheorems3.2 and3.4 of [7], respectively.Here, according
to (4.5), they are apparent, while the proof in [7] was complicated.
5. Realizability criterions for SNIEP and M-matrix
Theorem 3.2 tells us there are at least n! solutions to the inverse problem 2.1 when H is
determined and Theorem 3.3 says the n! solutions are similar under a permutation matrix. Of
course these solutions should have some property in common. Then, could we ﬁnd some ways
to ensure a solution with a prescribed property? such as nonnegative, stochastic matrices or
M-matrices which is of much importance in application.
There aremany necessary or sufﬁcient conditions to ensure a given set of values as the spectrum
of some nonnegative matrices [1,7,18,16,12,23], to name a few. Now we try to ﬁnd some new
and interesting sufﬁcient conditions to ensure the solution a nonnegative matrix. Similar to Eqs.
(4.1)–(4.4), we have
b11 =
∑n
i=1 λi
n
(5.1)
bii = λ1
n
+
∑n
s=2(λs)
n
(√
n − 1)2 + (n −
√
n − 2)λi√
n
(√
n − 1) , for 2  i  n; (5.2)
b1j = λ1
n
−
∑n
s=2 λs
n
(√
n − 1) + λi√n, for 2  j  n; (5.3)
bij = λ1
n
+
∑n
s=2 λs
n
(√
n − 1)2 − λi + λj√n (√n − 1) , for 2  i < j  n; (5.4)
So it is apparent that the solution B is a nonnegative matrix, when λ = (λ1, λ2, . . ., λn) satisfy
bij  0, for any 1  i, j  n, thus there are n(n + 1)/2 inequalities in all. In fact it should only
satisfy the following four inequalities:
b11 =
∑n
i=1 λi
n
 0 (5.5)
min
2in
bii = λ1
n
+
∑n
s=2(λs)
n(
√
n − 1)2 +
(
n − √n − 2) λmin2in√
n(
√
n − 1)  0 (5.6)
min
2jn
b1j = λ1
n
−
∑n
s=2 λs
n(
√
n − 1) +
λmin2jn√
n
 0 (5.7)
min
2i,jn
bij = λ1
n
+
∑n
s=2 λs
n(
√
n − 1)2 −
max2i,jn(λi + λj )√
n(
√
n − 1)  0. (5.8)
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From what we discussed above, we gain our main theorem as follows.
Theorem 5.1. Let x = e and H be determined in Algorithm 3.1. Let  = (λ1, λ2, . . . , λn) and
∀λi /= λj for 2  i, j < n. If inequalities (5.5)–(5.8) hold, then
(1) there are (n − 1)! symmetric nonnegative matrices that can symmetrically realize  and
these matrices are similar to each other with respect to permutation;
(2) the largest eigenvalue λ1 must be the Perron root with Perron vector e;
(3) further more such a symmetric nonnegative matrixB belongs toCSλ1 andB/λ1 is a doubly
stochastic matrix.
Proof. If inequalities (5.5)–(5.8) hold, then it apparent that every element of B is nonnegative.
Thus B is nonnegative. According to Perron–Frobenius theorem, λ1 must be the largest positive
eigenvalue with Perron vector e (or h1), which implies there are (n − 1)! solutions for Problem
2.1. By employing Theorem 3.3, these (n − 1)! matrices are similar to each other. Note that
Be = λ1e, i.e.,∑nj bij = λ1, for ∀ 1  i  n. Thus B ∈ CSλ1 and B/λ1 is a stochastic matrix.
Since B is symmetric, then B/λ1 is a doubly stochastic matrix. 
A real matrix A = (aij )n×n with aij  0 is called an M-matrix if every real eigenvalue of A
is positive (Theorem 2.5.3 of [9]). Thus we can derive simple conditions to ensure the result to
Algorithm 3.1 an M-matrix from Eq. (5.1) to Eq. (5.4).
max
2jn
b1j = λ1
n
−
∑n
s=2 λs
n
(√
n − 1) + λmax2jn√n  0, (5.9)
max
2i,jn
bij = λ1
n
+
∑n
s=2 λs
n
(√
n − 1)2 − min2i,jn(λi + λj )√n (√n − 1)  0, (5.10)
Theorem 5.2. If  = (λ1, λ2, . . . , λn) with λi > 0 (5.9) and (5.10) hold then the result to Algo-
rithm 3.1 is an M-matrix with the smallest positive eigenvalue λ1.
Proof. Let B is the result to Algorithm 3.1, then B is an M-matrix by definition. Since M-matrix
is nonsingular and its inverse matrix is nonnegative, then Bh1 = λ1h1. Thus B−1h1 = λ−11 h1.
Since h1 = e/‖e‖2 is the positive eigenvector, then λ−11 must be the Perron root of B−1, which
implies λ1 must be the smallest positive eigenvalue. 
Remark 5.1. From Eqs. (5.1)–(5.4), Algorithm 3.1 is in fact a direct and constructive approach
to solve the inverse eigenvalue problems, which could solve the problem only via arithmetic
operations. Thus we can design an algorithm based on what we discussed above, which not only
tell us the existence of nonnegative matrix or M-matrix in these conditions but also yield out the
solutions in a practical way.
We give several exempliﬁcations of Theorems 5.1 and 5.2. All examples in this paper are
computed by MATLAB 7.0.1. Denote A ⇒  means A can realize  and A means A can
realize  directly by HROU algorithm.
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Example 5.1. There following examples, coming from [12]⎛⎝0.6667 1.2440 0.08931.2440 0.0893 0.6667
0.0893 0.6667 1.2440
⎞⎠=A{2,1,−1} ⇒ {2, 1,−1} ∈ P1 ∩ C ∩ Sa
⎛⎜⎜⎝
0.0 2.0 0.5 0.5
2.0 0.0 0.5 0.5
0.5 0.5 0.0 2.0
0.5 0.5 2 0.0
⎞⎟⎟⎠=A{3,1,−2,−2} ⇒ {3, 1,−2,−2} ∈ SP ∩ P1 ∩ Sa.
Remark 5.2. These examples also imply the sufﬁcient conditions given in Theorem 5.1 are not
worse than P1, C, Su, Sa, and SP in [12].
Example 5.2. When n = 9 let  = (2, 15, 15, 14, 14, 14, 13, 12, 12), x = e then you can verify
 satisﬁes Theorem 5.2. Thus the result should be an M-matrix. In fact, the matrix B is
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
12.333 −0.8333 −0.8333 −1.1667 −1.1667 −1.1667 1.5000 −1.8333 −1.8333
−0.8333 13.2500 −1.7500 −1.5833 −1.5833 −1.5833 −1.4167 −1.2500 −1.2500
−0.8333 −1.7500 13.2500 −1.5833 −1.5833 −1.5833 −1.4167 −1.2500 −1.2500
−1.1667 −1.5833 −1.5833 12.5833 −1.4167 −1.4167 −1.2500 −1.0833 −1.0833
−1.1667 −1.5833 −1.5833 −1.4167 12.5833 −1.4167 −1.2500 −1.0833 −1.0833
−1.1667 −1.5833 −1.5833 −1.4167 −1.4167 12.5833 −1.2500 −1.0833 −1.0833
−1.5000 −1.4167 −1.4167 −1.2500 −1.2500 −1.2500 11.9167 −0.9167 −0.9167
−1.8333 −1.2500 −1.2500 −1.0833 −1.0833 1.0833 −0.9167 11.2500 −0.7500
−1.8333 −1.2500 −1.2500 −1.0833 −1.0833 1.0833 −0.9167 −0.7500 11.2500
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
6. Multi-level adaptive HROU algorithm for SNIEP
Denote
A ⊕ B =
(
A
B
)
.
It is easy to ﬁnd that A{1,−1} ⊕ A{1,−1} = A{1,1,−1,−1}. Such relationship does not always hold.
Consider the following example:
Example 6.1 [12]. Let  = {3, 3, 1, 1,−2,−2 − 2,−2}.  does not satisfy Theorem 5.1, but it
is apparent that
A{3,1,−2,−2} ⊕ A{3,1,−2,−2} ⇒ ,
where A{3,1,−2,−2} are the same as that in Example 5.1.
This example tells us, by splitting into small sets, we can sometimes construct a nonnegative
matrix realizing  even though  does not satisfy Theorem 5.1. Thus we can easily derive the
following theorem.
Theorem 6.1. Let be a given spectral data. If there is a partition such that = ∪ii and every
small sets satisfy Theorem 5.1, then  is symmetrically realizable.
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Remark 6.1. Note that {3, 3, 1, 1,−2,−2 − 2,−2} ∈ B ∩ So ∩ P2+ (in [12] ). Thus this exam-
ple implies the sufﬁcient conditions Theorem 6.1 is not worse than Borobia’s, the third largest
circle in [12], and of course not worse than K , F , Sa, Su, Sp, P1 and C in [12].
There are some tough case where  is realizable, but we cannot construct a nonnegative
matrix only by splitting  into small sets, and applying HROU algorithm on every small sets. For
example, let  = {8, 6, 3, 3,−5,−5,−5,−5}, it is realizable, but it does not satisfy Theorem
5.1 and there is no partition  = 1 ∪ 2 such that both 1 and 2 are realizable. Because 1
and2 cannot satisfy the following well know necessary conditions for nonnegative matrix at the
same time:
λ1 + λ2 + · · · + λn  0, (6.1)
λ1  |λj | for 2  j  n. (6.2)
To see this more clearly, let 1 = {8, 3,−5,−5} and 2 = {6, 3,−5,−5}, then 2 does not
satisfy (6.1). But if we modify the sets as follow:
1 = {8 − 1, 3,−5,−5} = 2 = {6 + 1, 3,−5,−5}
then both 1 and 2 satisfy Theorem 5.1. Thus they are realizable and according to Fiedler’s
Lemma 2.3 we can easily ﬁnd a matrix C realize .
From what we have discussed, now we formulate a multi-level adaptive HROU algorithm
to construct a nonnegative matrix with a prescribed spectral data  = {λ1, λ2, . . ., λn}, where
λ1  λ2  · · ·  λ2.
Algorithm 6.1 [A, h, λ1] = MLAHROU().
1. if  satisfy (6.2) and (6.1)
2. if  satisfy Theorem 5.1
3. [A, h, λ1] = HROU(, e)
4. else
5. partition  into two potential realizable set: 1and 2
6. ﬁnd 0  σ  λ1−λ212 such that both 1 and 2 satisfy (6.1)
7. apply MLAHROU to 1 and 2 respectively
8. [A1, h1, λ11 ] = MLAHROU(1);
9. [A2, h2, λ12 ] = MLAHROU(2);
10. ρ = √σ(λ11 − λ12) + σ 2;
11. X = ρh1hT2 ; λ1 = λ11 + σ ;
12. A =
(
A1 X
XT A2
)
; h = 1√
ρ2+σ 2
(
ρh1
σh2
)
13. end if
14. else
15. return information there is no solution
16. end if
Given a spectral data , we should ﬁrst verify whether it satisfy the necessary conditions (6.1)
and (6.2) in line 1. If  satisﬁes (6.1) and (6.2), then we should ﬁrst try Theorem 5.1 in line 2 . If
 satisfy Theorem 5.1, we apply HROU algorithm to  directly in line 3.
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When we have to partition  into small sets 1 = {λ1, λ12, λ13, . . ., λ1r} and 2 = {λ21, λ22,
λ23, . . ., λ2t } in lines 4 and 5, where r + t = n, λ1  λ12  λ13  · · ·  λ1r and λ21  λ22 
λ23  · · ·  λ2r . We should ﬁrst try to make1 and2 satisfy (6.1), in this case σ = 0, 1 = 1
and 2 = 1, then try other case 0 < σ  λ1−λ212 , 1 = {λ1 − σ, λ12, λ13, . . ., λ1r} and 2 ={λ21 + σ, λ22, λ23, . . ., λ2t }. After 1 and 2 are founded, we recursively apply MLAHROU
algorithm to 1 and 2, respectively, in lines 8 and 9. Finally, construct a nonnegative matrix A,
compute the Perron vector of A according to Fiedler’s Lemma 2.3 in lines 10–12.
Remark 6.2. The base of multi-level adaptive HROU algorithm is Theorem 5.1 and Lemma 2.3.
The sufﬁcient conditions for SNIEP are given in a uniformway, not case by case. HROUalgorithm
plays a key role in MLAHROU, for it provide most information in MLAHROU.
Example 6.2 [19].  = {10, 5, 2,−2,−6,−9}, Consider the partition  = 1 ∪ 2, with 1 =
{2,−2}, 2 = {10, 5,−6,−9}. Then
2A{1,−1} = A1 ,⎛⎜⎜⎝
0 2 7.5 0.5
2 0 0.5 7.5
7.5 0.5 0 2
0.5 7.5 2 0
⎞⎟⎟⎠ = A2 .
Thus A1 ⊕ A2 ⇒ 1 ∪ 2.
Remark 6.3. This way is much easier than that in [19], where  was partitioned into three small
sets {10,−9} ∪ {5,−6} ∪ {2,−2}, and this is not necessary in MLAHROU.
Example 6.3 [20]. Let = {8.05, 6, 2.05, 2,−4,−4.1,−5,−5}.Let1 = {7.95, 2.05,−5,−5}
and 2 = {6.1, 2,−4,−4.1}, then
A1 =
⎛⎜⎜⎝
0.000 1.475 5.000 1.475
1.475 0.000 1.475 5.000
5.000 1.475 0.000 1.475
1.475 5.000 1.475 0.000
⎞⎟⎟⎠ ,
A2 =
⎛⎜⎜⎝
0.00 1.05 4.05 1.00
1.05 0.00 1.00 4.05
4.05 1.00 0.00 1.05
1.00 4.05 1.05 0.00
⎞⎟⎟⎠
and (
A1 X
XT A2
)
⇒ ,
where
X =
⎛⎜⎜⎝
0.1104 0.1104 0.1104 0.1104
0.1104 0.1104 0.1104 0.1104
0.1104 0.1104 0.1104 0.1104
0.1104 0.1104 0.1104 0.1104
⎞⎟⎟⎠ .
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Remark 6.4. MLAHROU ismuch easier than themethod in [20], in which to ﬁnd amatrix realize
i , (i = 1, 2), i must be partitioned into two sets, and a matrix equation should be solved.
Example 6.4 [21].  = {7, 5, 1,−3,−4,−6}. 1 = {6,−6}, 2 = {6, 1,−3,−4}. Then A1 =
6A{1,−1}
A2 =
⎛⎜⎜⎝
0.0 3.5 1.5 1.0
3.5 0.0 1.0 1.5
1.5 1.0 0.0 3.5
1.0 1.5 3.5 0.0
⎞⎟⎟⎠
and (
A1 X
XT A2
)
⇒  where X = 1
2
√
2
(
1 1 1 1
1 1 1 1
)
Remark 6.5. While in [21] they partitioned  into three sets {7,−6}, {5,−4}, {1,−3}. and
compute a matrix B realizes , where
B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 6 12
√
3
5
1
2
√
3
5
1
2
√
2
5
1
2
√
2
5
6 0 12
√
3
5
1
2
√
3
5
1
2
√
2
5
1
2
√
2
5
1
2
√
3
5
1
2
√
3
5 0 4
1
2
√
6 12
√
6
1
2
√
3
5
1
2
√
3
5 4 0
1
2
√
6 12
√
6
1
2
√
2
5
1
2
√
2
5
1
2
√
6 12
√
6 0 3
1
2
√
2
5
1
2
√
2
5
1
2
√
6 12
√
6 3 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
which implies our algorithm is much briefer.
Example 6.5. Similarly to the previous three examples. We consider the examples in [12]:
{9, 7, 4,−3,−3,−6 − 8} = So ∈ SP ∩ P1 ∩ F ∩ K ∩ So
Then
A=
(
A{6,−3,−3} Y T
Y A{6,−6}
)
⇒ {8, 4,−6,−3,−3, },
B=
(
A XT
X A{8,−8}
)
⇒ So,
where A{6,−3,−3} = 3A{2,−1,−1}, A{6,−6} = 6A{1,−1}, A{8,−8} = 8A{1,−1} and
Y =
(
0.8165 0.8165 0.8165
0.8165 0.8165 0.8165
)
,
X =
(
0.2887 0.2887 0.2887 0.3536 0.3536
0.2887 0.2887 0.2887 0.3536 0.3536
)
.
Remark 6.6. This example implies the sufﬁcient condition in Theorem 6.1 is not worse than So
in [12] .
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Remark 6.7. There are 28 examples to illustrate almost all kinds of sufﬁcient conditions for a
nonnegative matrix in [12]. Now 26 examples could verify by our methods, the two exceptions are
{6, 1, 1,−4,−4} and {7, 5,−4,−4,−4}, where the latter in fact is not symmetrically realizable.
These examples could prove our HROU and MLAHROU algorithms is effective in practice.
7. Conclusions
HROUalgorithmhas been proposed to solve symmetric inverse eigenvalue problems. The algo-
rithm is based on Householder transformation and rank one updating. Some basic properties and
the computational amount of the algorithm are given. Sensitivity analysis of the algorithm is devel-
oped. The algorithm needs only vectors multiplications and matrices addition. The computational
amount is even smaller than a general eigenvalue problem and our algorithm is stable.
HROU algorithm is a constructive direct way to solve inverse eigenvalue problem. From the
perturbation analysis we could give some sufﬁcient conditions to ensure a symmetric nonnegative
matrix, and these sufﬁcient conditions are notworse than those of Prefect’s (1), Fiedler’s, Ciarlet’s,
Salzmann’s, Soto’s (2), Sulei˘mannova’s and Sulei˘mannova–Prefect’s results in [12]. Moreover
a multi-level adaptive HROU is developed to solve symmetric nonnegative inverse eigenvalue
problems. Many exempliﬁcations are given to show MLAHROU effective in practice. Sufﬁcient
conditions to ensure a symmetric M-matrix are proposed. Some results in the literature are special
cases of our results, and we go further than Xu’s Theorem 3.4.
When anewmethod is proposed, there are always some things unclear.Onourmethods, ﬁrst,we
only give the sensitive analysis in detail when x = e for HROU algorithm and v = x − ‖x‖2e1 for
theHouseholdermatrix. Second, If λ1 is the smallest positive value such that = (λ1; λ2, . . ., λn)
is realizable by HROU(, e), and λ˜1 is the smallest positive value such that ˜ = (λ˜1; λ2, . . ., λn)
is realizable by HROU(˜, x), does there exit a nonnegative vector x /= e such that λ˜1  λ1 ? If
so, this might improve the sufﬁcient for SNIEP and NIEP. Third, when  is realizable, what is
the optimization partition rule in line 5 of MLAHROU algorithm?
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