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ABSTRACT	  
	  
Genome	  Assembly	  and	  Computational	  Analysis	  Pipelines	  for	  Bacterial	  
Pathogens	  
	  
Farania	  Gama	  Ardhina	  Rangkuti	  
	  
Pathogens	  lie	  behind	  the	  deadliest	  pandemics	  in	  history.	  To	  date,	  AIDS	  pandemic	  has	  
resulted	  in	  more	  than	  25	  million	  fatal	  cases,	  while	  tuberculosis	  and	  malaria	  annually	  
claim	  more	  than	  2	  million	  lives.	  Comparative	  genomic	  analyses	  are	  needed	  to	  gain	  
insights	  into	  the	  molecular	  mechanisms	  of	  pathogens,	  but	  the	  abundance	  of	  biological	  
data	  dictates	  that	  such	  studies	  cannot	  be	  performed	  without	  the	  assistance	  of	  
computational	  approaches.	  This	  explains	  the	  significant	  need	  for	  computational	  
pipelines	  for	  genome	  assembly	  and	  analyses.	  The	  aim	  of	  this	  research	  is	  to	  develop	  
such	  pipelines.	  This	  work	  utilizes	  various	  bioinformatics	  approaches	  to	  analyze	  the	  
high-­‐throughput	  genomic	  sequence	  data	  that	  has	  been	  obtained	  from	  several	  strains	  
of	  bacterial	  pathogens.	  A	  pipeline	  has	  been	  compiled	  for	  quality	  control	  for	  sequencing	  
and	  assembly,	  and	  several	  protocols	  have	  been	  developed	  to	  detect	  contaminations.	  
Visualization	  has	  been	  generated	  of	  genomic	  data	  in	  various	  formats,	  in	  addition	  to	  
alignment,	  homology	  detection	  and	  sequence	  variant	  detection.	  We	  have	  also	  
implemented	  a	  metaheuristic	  algorithm	  that	  significantly	  improves	  bacterial	  genome	  
assemblies	  compared	  to	  other	  known	  methods.	  Experiments	  on	  Mycobacterium	  
tuberculosis	  H37Rv	  data	  showed	  that	  our	  method	  resulted	  in	  improvement	  of	  N50	  
value	  of	  up	  to	  9697%	  while	  consistently	  maintaining	  high	  accuracy,	  covering	  around	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98%	  of	  the	  published	  reference	  genome.	  Other	  improvement	  efforts	  were	  also	  
implemented,	  consisting	  of	  iterative	  local	  assemblies	  and	  iterative	  correction	  of	  
contiguated	  bases.	  Our	  result	  expedites	  the	  genomic	  analysis	  of	  virulent	  genes	  up	  to	  
single	  base	  pair	  resolution.	  It	  is	  also	  applicable	  to	  virtually	  every	  pathogenic	  
microorganism,	  propelling	  further	  research	  in	  the	  control	  of	  and	  protection	  from	  
pathogen-­‐associated	  diseases.	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I INTRODUCTION	  
“The	  machine	  does	  not	  isolate	  us	  from	  the	  great	  problems	  of	  nature	  	  
but	  plunges	  us	  more	  deeply	  into	  them.”	  
(Antoine	  de	  Saint	  Exupéry)	  
I.1. PATHOGENS	  
The	  term	  pathogen	  comes	  from	  two	  Greek	  words	  –	  πάθος	  (pathos)	  which	  means	  calamity,	  disease,	  suffering	  and	  γεν	  (gen)	  which	  denotes	  birth	  and	  production.	  Hence	  the	  term	  pathogen,	  “disease-­‐producer”.	  	  As	  agents	  of	  disease,	  pathogens	  span	  across	  various	  groups	  of	  microorganisms	  –	  such	  as	  bacteria,	  viruses,	  and	  fungi	  –	  and	  are	  responsible	  for	  local	  epidemics	  and	  global	  pandemics.	  	  	  A	  notable	  example	  is	  the	  Black	  Death	  plague,	  which	  wiped	  out	  roughly	  one	  third	  of	  Europe's	  population	  between	  1348	  and	  1350.	  One	  and	  a	  half	  century	  later	  (1489-­‐1492)	  a	  typhus	  epidemic	  of	  Granada	  killed	  18000	  Spanish	  soldiers	  (Zinsser	  and	  Grob,	  2007).	  Nearly	  430	  years	  later	  (1918-­‐20)	  three	  waves	  of	  Spanish	  influenza	  claimed	  lives	  of	  at	  least	  25	  million,	  more	  than	  double	  the	  number	  of	  	  people	  killed	  during	  World	  War	  I	  (MacDonald	  and	  O’Keefe,	  2004).	  	  	  Today,	  the	  acquired	  immune	  deficiency	  syndrome	  (AIDS)	  pandemic	  caused	  by	  human	  immunodeficiency	  virus	  (HIV)	  has	  claimed	  the	  lives	  of	  more	  than	  25	  million	  people,	  infected	  more	  than	  33	  million	  others,	  and	  has	  infection	  rate	  as	  high	  as	  above	  20%	  in	  some	  countries	  (Kallings,	  2008;	  Central	  Intelligence	  Agency,	  2011).	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 Pathogen-­‐induced	  tuberculosis	  and	  malaria	  are	  also	  two	  of	  the	  world’s	  most	  prominent	  killers,	  jointly	  claiming	  more	  than	  2	  million	  lives	  annually	  (World	  Health	  Organization,	  2010a	  and	  2010b).	  	  The	  following	  figure	  was	  published	  by	  Jones	  et	  al.	  (2008).	  The	  map	  displays	  emerging	  infectious	  diseases	  (EID)	  events	  caused	  by	  all	  pathogen	  types	  in	  the	  world.	  The	  size	  of	  a	  red	  circle	  is	  proportional	  to	  the	  number	  of	  EID	  events	  in	  the	  area	  represented	  by	  its	  corresponding	  circle.	  	  	  
	  
Figure	  I.1.	  Global	  richness	  map	  of	  the	  geographic	  origins	  of	  EID	  events	  from	  1940	  to	  2004	  (adapted	  from	  Jones	  et	  al.,	  2008)	  	  It	  can	  be	  seen	  on	  the	  map	  that	  Saudi	  Arabia	  has	  a	  relatively	  high	  incidence	  of	  EID	  events.	  This	  is	  partially	  related	  to	  a	  large	  number	  of	  Muslim	  pilgrims	  from	  around	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 the	  world	  embarking	  on	  annual	  Hajj	  to	  Mecca	  –	  one	  of	  the	  two	  holy	  cities	  of	  Islam	  –	  in	  Saudi	  Arabia.	  As	  Memish	  et	  al.	  (2003)	  reported,	  this	  extraordinary	  mass	  movement	  is	  a	  unique	  medium	  for	  the	  study	  of	  travel	  epidemiology	  since	  the	  Hajj	  carries	  various	  health	  risks,	  often	  on	  a	  massive	  scale.	  Outbreaks	  of	  multiple	  infectious	  diseases	  have	  been	  reported	  recurrently,	  during	  and	  following	  the	  Hajj.	  Meningococcal	  meningitis,	  gastroenteritis,	  hepatitis	  A,	  B	  and	  C,	  and	  various	  zoonotic	  diseases	  comprise	  some	  of	  the	  possible	  infectious	  risks.	  These	  risks	  might	  be	  present	  at	  higher	  level	  as	  the	  number	  of	  pilgrims	  who	  participate	  in	  the	  Hajj	  increases	  each	  year.	  Last	  year	  alone,	  circa	  2.8	  million	  pilgrims	  attended	  the	  Hajj	  (Royal	  Embassy	  of	  Saudi	  Arabia,	  2010).	  	  
I.2. PATHOGEN	  GENOMICS	  
Pathogen	  genomics	  is	  a	  subset	  of	  genomics	  –	  discipline	  in	  genetics	  that	  studies	  the	  genomes	  of	  organisms	  –	  that	  has	  its	  focus	  on	  pathogens.	  The	  genome	  is	  the	  entirety	  of	  an	  organism's	  genetic	  information,	  and	  is	  encoded	  either	  in	  DNA	  (for	  most	  organisms)	  or	  RNA	  (for	  many	  types	  of	  viruses).	  Genome	  sequences,	  especially	  those	  of	  well-­‐studied	  organisms,	  help	  to	  integrate	  an	  immense	  resource	  of	  biological	  knowledge	  and	  serve	  as	  a	  guide	  for	  further	  research	  (Blattner	  et	  al,	  1997).	  	  	  Studies	  of	  genomics	  are	  becoming	  more	  and	  more	  crucial	  in	  understanding	  pathogens	  and	  their	  mechanisms.	  As	  of	  now,	  the	  complete	  genome	  sequences	  of	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 living	  things	  consist	  of	  1027	  prokaryotes	  (95	  archaea	  and	  932	  bacteria)	  and	  39	  eukaryotes	  (6	  animals,	  5	  plants,	  18	  fungi	  and	  10	  protists),	  bringing	  the	  total	  to	  1066	  (National	  Center	  for	  Biotechnology	  Information,	  2011).	  This	  number	  is	  however	  only	  a	  minute	  fraction	  of	  1,9	  million	  –	  the	  number	  of	  known	  species	  on	  this	  planet.	  Most	  of	  the	  bacteria	  whose	  genomes	  have	  been	  completely	  sequenced	  are	  disease-­‐causing	  pathogens,	  and	  many	  more	  are	  waiting	  to	  be	  sequenced.	  	  	  Current	  research	  in	  genomics	  encompasses	  a	  broader	  scope	  of	  technologies	  than	  when	  the	  field	  was	  firstly	  considered,	  and	  computing	  is	  an	  indispensable	  part	  of	  it.	  Contributions	  of	  computational	  genomics	  research	  to	  biology	  have	  been	  numerous	  –	  from	  data	  management	  to	  pattern	  discoveries,	  to	  network	  predictions	  and	  proposing	  mechanisms	  of	  genome	  evolution.	  	  
I.3. GENOME	  SEQUENCING	  
Genome	  sequencing,	  the	  process	  of	  determining	  the	  exact	  order	  of	  the	  nucleotide	  bases	  of	  the	  DNA,	  stays	  at	  the	  heart	  of	  genomics.	  Genome	  sequencing	  methods	  have	  come	  a	  long	  way	  since	  the	  genome	  of	  φx174	  bacteriophage	  was	  read	  in	  1977	  (Sanger	  et	  al.,	  1977a).	  	  The	  initial	  approach	  –	  chain	  termination	  method	  –	  is	  currently	  best	  known	  as	  Sanger	  sequencing,	  named	  after	  Frederick	  Sanger	  who	  invented	  it	  (Sanger	  et	  al.,	  1977b).	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 In	  recent	  years,	  few	  decades	  after	  the	  first	  Sanger	  sequencing,	  newer	  technologies	  called	  next-­‐generation	  sequencing	  (NGS)	  have	  been	  dominating	  the	  scene.	  The	  methods	  differ	  in	  form	  and	  complexity,	  and	  aside	  from	  their	  primary	  purpose	  of	  determining	  the	  genome	  sequence	  of	  a	  new	  species	  or	  a	  certain	  individual,	  they	  also	  have	  a	  number	  of	  secondary	  applications.	  Among	  other	  things,	  they	  are	  used	  for	  studies	  of	  RNA	  transcripts	  (Adams	  et	  al.,	  1991),	  gene	  expression	  (Velculescu	  et	  al.,	  1995),	  protein-­‐DNA	  binding	  (Kim	  et	  al.,	  2005),	  and	  transcription	  (Carninci	  et	  al.,	  2005).	  	  The	  chief	  advantage	  of	  NGS	  over	  traditional	  Sanger	  methods	  is	  higher	  throughput	  and	  lower	  production	  costs.	  This	  has	  been	  instrumental	  in	  lowering	  the	  cost	  of	  sequencing	  individuals	  (Hillier	  et	  al.,	  2008)	  and	  readout	  assays	  such	  as	  ChIP-­‐seq	  (Johnson	  et	  al.,	  2007)	  and	  RNA-­‐seq	  (Mortazavi	  et	  al.,	  2008).	  The	  genome	  sequencing	  method	  used	  in	  this	  study	  is	  also	  a	  type	  of	  NGS.	  	  
I.4. GENOME	  ASSEMBLY	  
Assembly	  in	  this	  context	  is	  defined	  as	  the	  process	  of	  putting	  together	  a	  large	  amount	  of	  sequenced	  fragments	  into	  a	  complete	  genome.	  Recent	  advances	  in	  NGS	  technologies	  have	  enabled	  genome	  sequencing	  to	  be	  performed	  at	  a	  fraction	  of	  the	  per-­‐base	  cost	  of	  the	  Sanger	  sequencing	  and	  at	  a	  remarkably	  high	  coverage.	  But	  there	  is	  a	  compromise	  to	  these	  advantages:	  the	  sequences	  produced	  by	  NGS	  machines	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 come	  in	  fragments	  –	  also	  known	  as	  “reads”	  –	  that	  are	  very	  short,	  much	  shorter	  than	  those	  produced	  by	  Sanger	  sequencing.	  These	  short	  reads	  are	  more	  problematic	  and	  harder	  to	  assemble	  because	  they	  result	  in	  shorter	  overlaps	  between	  the	  reads.	  Without	  sufficiently	  long	  overlaps,	  distinguishing	  ambiguous	  repeat	  regions	  of	  a	  genome	  becomes	  a	  very	  challenging	  task.	  From	  the	  computational	  point	  of	  view	  genome	  assembly	  is	  also	  known	  as	  a	  very	  difficult	  problem	  and	  two	  of	  the	  most	  widely	  implemented	  assembly	  paradigms	  have	  been	  proven	  to	  be	  NP	  (non-­‐deterministic	  polynomial-­‐time)-­‐	  hard	  (Medvedev	  et	  al.,	  2007).	  	  NP-­‐hard	  is	  one	  of	  the	  complexity	  classes	  in	  computational	  complexity	  theory	  –	  a	  branch	  of	  theory	  of	  computation	  in	  theoretical	  computer	  science	  and	  mathematics	  that	  focuses	  on	  classifying	  computational	  problems	  according	  to	  their	  inherent	  difficulty.	  	  
	  
Figure	  I.2.	  Diagram	  of	  relations	  between	  P,	  NP,	  NP-­‐complete,	  and	  NP-­‐hard	  (adapted	  from	  Aaronson,	  2006)	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 A	  problem	  is	  regarded	  as	  inherently	  difficult	  if	  its	  solution	  requires	  significant	  resources	  regardless	  of	  the	  algorithm	  used.	  One	  well-­‐established	  way	  to	  measure	  the	  amount	  of	  resources	  is	  through	  time	  complexity	  analysis,	  which	  quantifies	  the	  amount	  of	  time	  taken	  by	  an	  algorithm	  to	  run	  as	  a	  function	  of	  the	  size	  of	  the	  input	  to	  the	  problem.	  An	  algorithm	  is	  said	  to	  be	  of	  polynomial	  time	  if	  its	  running	  time	  is	  upper-­‐bounded	  by	  a	  polynomial	  expression	  in	  the	  size	  of	  the	  input	  for	  the	  algorithm,	  i.e.,	  T(n)	  =	  O(nk)	  for	  some	  constant	  k.	  In	  this	  context,	  polynomial	  time	  is	  synonymous	  with	  "tractable",	  "feasible",	  "efficient",	  or	  "fast"	  (Cobham,	  1964).	  
	  As	  we	  can	  see	  from	  Figure	  I.2,	  P	  is	  the	  class	  of	  all	  problems	  that	  are	  solvable	  by	  polynomial-­‐time	  algorithms,	  that	  is	  the	  easiest	  of	  all	  classes.	  NP	  is	  the	  class	  which	  contains	  all	  decision	  problems	  for	  which	  the	  instances	  where	  the	  answer	  is	  "yes"	  have	  efficiently	  verifiable	  proofs	  of	  the	  fact	  that	  the	  answer	  is	  truly	  "yes",	  and	  whose	  proofs	  have	  to	  be	  verifiable	  in	  polynomial	  time	  by	  a	  deterministic	  Turing	  machine.	  NP-­‐hard	  problems	  are	  classified	  as	  very	  difficult	  problems	  in	  computational	  science,	  which	  most	  people	  believe	  cannot	  be	  solved	  in	  polynomial	  time,	  even	  though	  no	  one	  so	  far	  has	  been	  able	  to	  come	  with	  a	  proof	  for	  a	  super-­‐polynomial	  lower	  bound.	  The	  NP-­‐hard	  class	  is	  casually	  defined	  as	  the	  set	  of	  all	  the	  problems	  that	  are	  at	  least	  as	  hard	  as	  the	  hardest	  problems	  in	  NP,	  although	  they	  might	  in	  fact	  be	  harder.	  Formally,	  a	  problem	  B	  is	  NP-­‐hard	  if	  and	  only	  if	  there	  is	  an	  NP-­‐complete	  problem	  A	  that	  is	  polynomial	  time	  Turing-­‐reducible	  to	  B	  (i.e.,	  A ≤ TB).	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 It	  is	  important	  to	  note	  that	  if	  there	  is	  a	  polynomial-­‐time	  algorithm	  for	  even	  one	  of	  the	  NP-­‐complete	  problems,	  then	  there	  must	  be	  a	  polynomial-­‐time	  algorithm	  for	  all	  the	  problems	  in	  NP.	  Because	  of	  this,	  and	  because	  decades	  of	  dedicated	  research	  have	  failed	  to	  find	  a	  polynomial	  algorithm	  for	  any	  NP-­‐complete	  problem,	  once	  a	  problem	  has	  been	  proven	  to	  be	  NP-­‐complete	  this	  is	  generally	  regarded	  as	  an	  indication	  that	  a	  polynomial	  algorithm	  for	  this	  problem	  is	  unlikely	  to	  exist.	  However,	  for	  many	  of	  the	  real-­‐world	  problems,	  	  spending	  time	  and	  resources	  searching	  for	  an	  optimal	  solution,	  it	  is	  sufficient	  to	  look	  for	  a	  good	  enough	  (suboptimal)	  solution	  that	  can	  often	  be	  found	  in	  polynomial	  time.	  	  Despite	  the	  difficulty,	  assembly	  is	  a	  necessity	  in	  de	  novo	  genome	  sequencing,	  thus	  the	  demand	  has	  encouraged	  a	  number	  of	  algorithms	  to	  be	  developed	  to	  find	  the	  aforementioned	  suboptimal	  solutions.	  Computational	  approaches	  to	  solve	  this	  issue	  were	  first	  studied	  by	  Staden	  in	  1979,	  and	  during	  the	  last	  few	  decades	  these	  methods	  have	  kept	  evolving	  to	  cater	  to	  the	  sequencing	  technologies	  available	  in	  their	  respective	  era.	  	  	  Most	  of	  the	  available	  assembly	  tools	  can	  be	  classified	  into	  two	  categories.	  The	  first	  group	  includes	  Celera	  (Myers	  et	  al.,	  2000),	  Phuison	  (Mullikin	  and	  Ning,	  2003),	  Atlas	  (Havlak	  et	  al.,	  2004),	  Arachne	  (Batzoglou	  et	  al.,	  2002),	  and	  Phrap	  (www.phrap.org).	  They	  all	  utilize	  the	  overlap-­‐layout-­‐consensus	  approach	  (Pevzner	  et	  al.,	  2001)	  whereby	  reads	  are	  compared	  with	  each	  other	  in	  a	  pair-­‐wise	  technique	  and	  have	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 proved	  their	  worth	  through	  completion	  of	  landmark	  genome	  assemblies	  such	  as	  those	  of	  human	  and	  mouse	  (The	  International	  Human	  Genome	  Sequencing	  Consortium,	  2001;	  The	  Mouse	  Genome	  Sequencing	  Consortium,	  2002).	  	  	  The	  second	  group	  of	  assembly	  approaches	  is	  based	  on	  a	  graph	  representation	  paradigm	  called	  de	  Bruijn	  graph.	  Among	  them	  are	  SSAKE	  (Warren	  et	  al,	  2007),	  EULER-­‐SR	  (Chaisson	  and	  Pevzner,	  2008),	  ALLPATHS	  (Butler	  et	  al,	  2008),	  Velvet	  (Zerbino	  and	  Birney,	  2008;	  Zerbino	  et	  al.,	  2009),	  ABySS	  (Simpson	  et	  al,	  2009),	  and	  SOAPdenovo	  (Li	  et	  al,	  2010).	  This	  type	  of	  approach	  is	  the	  most	  prevalent	  method	  for	  handling	  NGS	  data,	  and	  is	  the	  one	  we	  utilize	  in	  this	  study.	  	  	  De	  Bruijn	  graph,	  first	  described	  by	  de	  Bruijn	  in	  1946,	  is	  a	  directed	  graph	  that	  represents	  overlaps	  between	  sequences	  of	  symbols.	  Its	  vertices	  consist	  of	  sequences	  and	  its	  edges	  denote	  the	  sequences	  that	  might	  overlap.	  	  The	  following	  figure	  illustrates	  schematic	  representation	  of	  the	  de	  Bruijn	  graph	  implemented	  by	  Velvet	  (Zerbino	  and	  Birney,	  2008).	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Figure	  I.3.	  Schematic	  representation	  of	  our	  implementation	  of	  the	  de	  Bruijn	  graph	  (adapted	  from	  Zerbino	  and	  Birney,	  2008)	  	  Each	  vertex	  (node)	  is	  symbolized	  by	  a	  single	  rectangle,	  represents	  a	  series	  of	  overlapping	  k-­‐mers	  (a	  specific	  n-­‐gram	  of	  nucleic	  acid	  sequences),	  listed	  directly	  above	  or	  below.	  The	  last	  nucleotide	  of	  each	  k-­‐mer	  is	  shown	  in	  red	  letters.	  The	  sequence	  of	  these	  final	  nucleotides,	  displayed	  as	  large	  letters	  in	  the	  rectangle,	  is	  the	  sequence	  of	  the	  vertex.	  The	  twin	  vertex,	  directly	  attached	  to	  the	  vertex,	  signifies	  the	  reverse	  series	  of	  reverse	  complement	  k-­‐mers,	  analogous	  to	  a	  region	  in	  a	  strand	  of	  DNA	  and	  its	  complement.	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 I.5. MAIN	  TEST	  ORGANISMS	  	  
I.5.1. ENTEROTOXIGENIC	  ESCHERICHIA	  COLI	  Enterotoxigenic	  Escherichia	  coli	  (ETEC)	  is	  a	  specific	  group	  of	  E.	  coli	  bacteria.	  Members	  of	  this	  group	  are	  known	  to	  be	  the	  primary	  agents	  of	  diarrhea	  in	  the	  developing	  world,	  as	  well	  as	  the	  most	  common	  cause	  of	  traveler's	  diarrhea	  (Qadri	  et	  al,	  2005).	  Approximately	  210	  million	  cases	  and	  380,000	  deaths	  occur	  annually,	  mainly	  in	  children	  (World	  Health	  Organization,	  2011).	  	  No	  simple	  diagnostic	  tests	  are	  presently	  available	  to	  detect	  ETEC,	  contributing	  to	  the	  fact	  that	  the	  characterization	  of	  ETEC	  on	  a	  worldwide	  scale	  is	  inadequate	  (Qadri	  et	  al.,	  2005).	  	  	  Despite	  its	  significant	  impact,	  the	  genomic	  aspects	  of	  ETEC	  have	  not	  been	  studied	  extensively.	  To	  the	  best	  of	  our	  knowledge,	  only	  few	  ETEC	  strains	  have	  been	  sequenced.	  Rasko	  et	  al.	  (2008)	  published	  genomic	  sequences	  of	  ETEC	  E24377A	  and	  B7A,	  while	  Crossman	  et	  al.	  (2010)	  sequenced	  and	  published	  ETEC	  strain	  H10407	  in	  its	  entirety	  (including	  chromosome	  and	  plasmids),	  along	  with	  several	  plasmid	  sequences	  of	  strain	  1392/75.	  Additionally,	  Sahl	  et	  al.	  (2011)	  have	  recently	  performed	  comparative	  genomic	  analysis	  on	  five	  ETEC	  strains:	  TW10598,	  TW10722,	  TW10828,	  TW11681,	  and	  TW14425.	  	  	  As	  part	  of	  a	  pilot	  project,	  our	  group	  has	  sequenced	  five	  chromosome	  and	  four	  plasmid	  genomes	  of	  ETEC	  that	  have	  never	  been	  studied	  before:	  	  -­‐ ETEC	  strain	  2277	  -­‐	  chromosome	  and	  plasmid	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 -­‐ ETEC	  strain	  2278	  -­‐	  chromosome	  and	  plasmid	  -­‐ ETEC	  strain	  2294	  -­‐	  chromosome	  	  -­‐ ETEC	  strain	  2300	  -­‐	  chromosome	  and	  plasmid	  -­‐ ETEC	  strain	  2759	  -­‐	  chromosome	  and	  plasmid	  These	  strains	  are	  clinical	  isolates	  from	  Bolivia,	  obtained	  during	  the	  year	  2009-­‐2010.	  Our	  main	  collaborator	  for	  this	  project	  is	  Åsa	  Sjöling	  from	  WHO	  collaborating	  centre	  for	  research	  on	  ETEC	  and	  the	  department	  of	  Microbiology	  and	  Immunology,	  Institute	  of	  Biomedicine,	  University	  of	  Gothenburg,	  Sweden.	  	  I.5.2. MYCOBACTERIUM	  TUBERCULOSIS	  H37RV	  
Mycobacterium	  tuberculosis	  (MTB)	  is	  a	  causative	  agent	  of	  most	  episodes	  of	  tuberculosis	  (Ryan	  and	  Ray,	  2004).	  First	  described	  by	  Robert	  Koch	  in	  1882	  –	  hence	  the	  bacteria’s	  alternative	  name	  "Koch's	  bacillus"	  –,	  MTB	  is	  pathogenic	  to	  the	  mammalian	  respiratory	  system,	  working	  by	  infecting	  the	  lungs.	  Tuberculosis	  diseases	  are	  most	  frequently	  diagnosed	  via	  tuberculin	  skin	  test,	  chest	  radiographs	  and	  acid-­‐fast	  stain.	  	  	  In	  this	  study,	  we	  have	  re-­‐sequenced	  the	  genome	  of	  MTB	  strain	  H37Rv	  –	  arguably	  the	  most	  widely	  and	  intensively	  studied	  strain	  in	  the	  group	  –	  using	  major	  sequencing	  platforms.	  The	  data	  set	  used	  in	  this	  paper	  comes	  from	  Illumina	  GAIIx	  platform.	  We	  were	  able	  to	  validate	  this	  data	  set	  by	  referring	  to	  its	  reference	  genome	  that	  was	  sequenced	  and	  published	  in	  1998	  by	  the	  Sanger	  Institute	  (Cole	  1998).	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II GENOME	  ASSEMBLY	  
II.1. WORKFLOW	  OVERVIEW	  
	  
Figure	  II.1.	  Genome	  assembly	  workflow	  The	  details	  of	  this	  workflow	  are	  to	  be	  described	  in	  the	  following	  sub-­‐chapters.	  	  
II.2. WORKFLOW	  ASSESSMENT	  
As	  Narzisi	  and	  Mishra	  (2011)	  pointed	  out,	  generally	  little	  attention	  has	  been	  paid	  to	  comparative	  assessments	  of	  genome	  assemblers’	  quality	  and	  accuracy.	  Widely	  used	  metrics	  to	  compare	  the	  assembled	  sequences	  emphasize	  only	  size,	  poorly	  capturing	  the	  contig	  quality	  and	  accuracy.	  This	  study	  took	  care	  of	  this	  issue	  by	  utilizing	  genomes,	  whose	  complete	  reference	  sequences	  are	  available,	  as	  validation	  data	  sets.	  With	  this	  approach,	  we	  are	  able	  to	  assess	  not	  only	  the	  size	  and	  statistical	  values	  of	  each	  assembly	  but	  also	  its	  quality	  and	  accuracy.	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  We	  employ	  the	  following	  assessment	  criteria	  to	  assess	  our	  assemblies:	  -­‐ Number	  of	  contigs	  This	  criteria	  calculates	  the	  number	  of	  contigs	  in	  an	  assembly.	  The	  smaller	  the	  number,	  the	  more	  compact	  an	  assembly	  is.	  	  -­‐ N50	  N50	  is	  a	  popular	  metric	  in	  assembly	  evaluation.	  N50	  value	  of	  an	  assembly	  is	  defined	  as	  the	  number	  L	  such	  that	  the	  sum	  of	  length	  of	  all	  contigs	  that	  are	  shorter	  than	  or	  equal	  to	  L	  is	  at	  least	  50%	  of	  the	  total	  length	  of	  all	  contigs	  in	  the	  assembly.	  In	  other	  words,	  N50	  is	  the	  length	  of	  the	  shortest	  contig	  in	  an	  assembly	  while	  the	  sum	  of	  contigs	  of	  equivalent	  length	  or	  longer	  is	  no	  less	  than	  50%	  of	  the	  total	  length	  of	  all	  contigs.	  It	  is	  held	  that	  the	  higher	  the	  N50	  value,	  the	  better	  an	  assembly	  is.	  	  -­‐ Total	  assembly	  size	  This	  criterion	  measures	  the	  number	  of	  nucleotides	  contained	  in	  an	  assembly.	  An	  assembly	  is	  considered	  better	  if	  the	  size	  is	  closer	  to	  the	  size	  of	  its	  reference	  genome.	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 -­‐ Covered	  bases	  (of	  reference	  genome)	  This	  process	  counts	  the	  number	  of	  nucleotides	  bases	  of	  a	  reference	  genome	  that	  is	  covered	  by	  an	  assembly.	  A	  criterion	  for	  good	  assembly	  is	  that	  it	  has	  to	  cover	  most	  of	  its	  reference	  genome.	  	  -­‐ Percent	  reference	  genome	  covered	  This	  variable	  is	  derived	  from	  the	  previous	  criterion	  (covered	  bases).	  To	  obtain	  percent	  coverage	  value,	  we	  compare	  the	  number	  of	  covered	  bases	  with	  the	  actual	  number	  of	  bases	  of	  the	  reference	  genome.	  	  -­‐ Misassembled	  contigs	  (>3000	  bp	  gap)	  After	  the	  assembled	  contigs	  are	  aligned	  to	  the	  reference	  genome,	  the	  alignment	  is	  analyzed.	  Misassemblies	  are	  defined	  as	  a	  site	  on	  an	  assembled	  contig	  where	  the	  left	  part	  of	  the	  contig	  aligns	  over	  3	  Kb	  away	  (on	  the	  reference)	  from	  the	  right	  part	  of	  the	  same	  contig.	  Contigs	  which	  contain	  misassembly	  events	  are	  counted	  as	  misassembled	  contigs.	  	  -­‐ Unaligned	  contigs	  This	  criteria	  considers	  the	  number	  of	  contigs	  that	  have	  no	  alignment	  to	  the	  reference	  genome.	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 -­‐ Ambiguous	  contigs	  Ambiguous	  contigs	  are	  contigs	  which	  have	  reference	  alignments	  of	  equal	  quality	  in	  multiple	  locations	  on	  the	  reference.	  They	  are	  not	  included	  in	  the	  coverage	  analysis	  since	  unambiguous	  placement	  could	  not	  be	  found.	  	  -­‐ Redundant	  contigs	  This	  process	  looks	  for	  the	  number	  of	  the	  contigs	  that	  are	  redundant.	  	  -­‐ External	  gap	  total	  Apart	  from	  keeping	  track	  of	  the	  number	  of	  misassemblies,	  this	  module	  also	  tracks	  the	  smaller	  gaps	  and	  computes	  their	  total	  (in	  bp).	  	  	  -­‐ Overlaps	  total	  This	  criteria	  calculates	  the	  amount	  of	  contig	  bases	  that	  overlap	  with	  each	  other.	  	  We	  wrote	  our	  own	  scripts	  and	  utilized	  ABACAS	  (Assefa	  et	  al.,	  2009)	  and	  an	  assembly	  assessment	  script	  published	  by	  Plantagora	  (http://www.plantagora.org)	  to	  align	  the	  assembled	  contigs	  to	  their	  reference	  genome	  and	  to	  implement	  the	  above	  criteria.	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II.3. INITIAL	  ASSEMBLY	  
To	  obtain	  initial	  assembly,	  we	  needed	  to	  choose	  assembly	  software	  from	  various	  proposed	  assemblers	  described	  in	  section	  I.4.	  For	  this	  purpose,	  three	  of	  the	  most	  widely	  used	  assembly	  software	  tools	  were	  tested	  and	  compared:	  SOAPdenovo	  (Li	  et	  al.,	  2010),	  ABySS	  (Simpson	  et	  al.,	  2009)	  and	  Velvet	  (Zerbino	  and	  Birney,	  2008).	  Experiments	  were	  performed	  on	  a	  data	  set	  of	  	  MTB	  H37Rv	  sequence	  reads	  which	  was	  obtained	  using	  Illumina	  GAIIx	  sequencer	  at	  more	  than	  500x	  coverage	  and	  110	  bp	  length.	  	  This	  data	  set	  contains	  11164710	  paired	  reads	  (in	  forward	  and	  reverse	  orientation),	  bringing	  the	  total	  to	  22329420	  individual	  reads.	  The	  validation	  data	  used	  to	  verify	  the	  accuracy	  of	  each	  assembly	  is	  the	  MTB	  H37Rv	  reference	  genome	  that	  was	  sequenced	  and	  published	  by	  the	  Sanger	  Institute	  (Cole,	  1998),	  and	  which	  is	  deposited	  in	  NCBI	  GenBank	  database	  with	  accession	  number	  AL123456.	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  Using	  k-­‐mer	  =	  31	  
SOAPDenovo ABySS Velvet	  -­‐	  all	  auto 
Total:	  49141618	  bp	  
Number	  of	  contigs:	  708254	  
Average:	  69.38	  bp	  
Smallest:	  32	  bp	  
Largest:	  478	  bp	  
	  
N50:	  99	  bp,	  with	  n:	  224357 
N60:	  64	  bp,	  with	  n:	  278385 
N70:	  63	  bp,	  with	  n:	  356377 
N80:	  48	  bp,	  with	  n:	  441563 
N90:	  36	  bp,	  with	  n:	  561478 
N100:	  32	  bp,	  with	  n:	  708254	  
Total:	  4461968	  bp	  
Number	  of	  contigs:	  733	  
Average:	  6087.27	  bp	  
Smallest:	  31	  bp	  
Largest:	  197948	  bp	  
	  
N50:	  64547	  bp,	  with	  n:	  22 
N60:	  53551	  bp,	  with	  n:	  29 
N70:	  44015	  bp,	  with	  n:	  38 
N80:	  29866	  bp,	  with	  n:	  50 
N90:	  16766	  bp,	  with	  n:	  70 
N100:	  31	  bp,	  with	  n:	  733 
Total:	  8094929	  bp	  
Number	  of	  contigs:	  99130	  
Average:	  81.66	  bp	  
Smallest:	  61	  bp	  
Largest:	  646	  bp	  
	  
N50:	  76	  bp,	  with	  n:	  35251 
N60:	  67	  bp,	  with	  n:	  46626 
N70:	  61	  bp,	  with	  n:	  59319 
N80:	  61	  bp,	  with	  n:	  72590 
N90:	  61	  bp,	  with	  n:	  85860 
N100:	  61	  bp,	  with	  n:	  99130 
Number	  of	  gaps:	  35460 
Total	  gap	  size	  (in	  bp):	  3249342 
Average	  gap	  size	  (in	  bp):	  91 
Smallest	  gap	  size	  (in	  bp):	  2 
Largest	  gap	  size	  (in	  bp):	  1536 
Number	  of	  gaps:	  284 
Total	  gap	  size	  (in	  bp):	  151376 
Average	  gap	  size	  (in	  bp):	  533 
Smallest	  gap	  size	  (in	  bp):	  3 
Largest	  gap	  size	  (in	  bp):	  92161 
Number	  of	  gaps:	  34094 
Total	  gap	  size	  (in	  bp):	  2942233 
Average	  gap	  size	  (in	  bp):	  86 
Smallest	  gap	  size	  (in	  bp):	  2 
Largest	  gap	  size	  (in	  bp):	  1634 Table	  II.1.	  Comparison	  of	  SOAPdenovo,	  ABySS	  and	  Velvet	  assemblies	  of	  MTB	  H37Rv	  data	  with	  k-­‐mer	  =	  31	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  Using	  k-­‐mer	  =	  51	  
SOAPDenovo	   ABySS	   Velvet	  -­‐	  all	  auto	  
Total:	  8569075	  bp	  
Number	  of	  contigs:	  62204	  
Average:	  137.76	  bp	  
Smallest:	  52	  bp	  
Largest:	  2422	  bp	  
	  
N50:	  103	  bp,	  with	  n:	  13880	  
N60:	  103	  bp,	  with	  n:	  22200	  
N70:	  103	  bp,	  with	  n:	  30519	  
N80:	  103	  bp,	  with	  n:	  38839	  
N90:	  76	  bp,	  with	  n:	  48220	  
N100:	  52	  bp,	  with	  n:	  62204	  
Total:	  4902024	  bp	  
Number	  of	  contigs:	  248	  
Average:	  19766.22	  bp	  
Smallest:	  51	  bp	  
Largest:	  197957	  bp	  
	  
N50:	  93618	  bp,	  with	  n:	  17	  
N60:	  71686	  bp,	  with	  n:	  23	  
N70:	  58590	  bp,	  with	  n:	  30	  
N80:	  39743	  bp,	  with	  n:	  40	  
N90:	  21356	  bp,	  with	  n:	  56	  
N100:	  51	  bp,	  with	  n:	  248	  
Total:	  4080246	  bp	  
Number	  of	  contigs:	  4133	  
Average:	  987.23	  bp	  
Smallest:	  300	  bp	  
Largest:	  7148	  bp	  
	  
N50:	  1239	  bp,	  with	  n:	  1037	  
N60:	  1032	  bp,	  with	  n:	  1399	  
N70:	  851	  bp,	  with	  n:	  1838	  
N80:	  665	  bp,	  with	  n:	  2377	  
N90:	  491	  bp,	  with	  n:	  3091	  
N100:	  300	  bp,	  with	  n:	  4133	  
Number	  of	  gaps:	  25723	  
Total	  gap	  size	  (in	  bp):	  2554038	  
Average	  gap	  size	  (in	  bp):	  99	  
Smallest	  gap	  size	  (in	  bp):	  2	  
Largest	  gap	  size	  (in	  bp):	  2013	  
Number	  of	  gaps:	  166	  
Total	  gap	  size	  (in	  bp):	  160216	  
Average	  gap	  size	  (in	  bp):	  965	  
Smallest	  gap	  size	  (in	  bp):	  2	  
Largest	  gap	  size	  (in	  bp):	  92161	  
Number	  of	  gaps:	  4131	  
Total	  gap	  size	  (in	  bp):	  644965	  
Average	  gap	  size	  (in	  bp):	  156	  
Smallest	  gap	  size	  (in	  bp):	  2	  
Largest	  gap	  size	  (in	  bp):	  3489	  Table	  II.2.	  Comparison	  of	  SOAPdenovo,	  ABySS	  and	  Velvet	  assemblies	  of	  MTB	  H37Rv	  data	  with	  k-­‐mer	  =	  51	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  Using	  k-­‐mer	  =	  65	  
SOAPDenovo	   ABySS	   Velvet	  -­‐	  all	  auto	  
Total:	  4897347	  bp	  
Number	  of	  contigs:	  6720	  
Average:	  728.77	  bp	  
Smallest:	  66	  bp	  
Largest:	  25137	  bp	  
	  
N50:	  4186	  bp,	  with	  n:	  336	  
N60:	  3172	  bp,	  with	  n:	  471	  
N70:	  2296	  bp,	  with	  n:	  654	  
N80:	  1376	  bp,	  with	  n:	  932	  
N90:	  131	  bp,	  with	  n:	  2203	  
N100:	  66	  bp,	  with	  n:	  6720	  
Total:	  4560672	  bp	  
Number	  of	  contigs:	  235	  
Average:	  19407.11	  bp	  
Smallest:	  65	  bp	  
Largest:	  197957	  bp	  
	  
N50:	  75093	  bp,	  with	  n:	  18	  
N60:	  64310	  bp,	  with	  n:	  24	  
N70:	  49495	  bp,	  with	  n:	  32	  
N80:	  35511	  bp,	  with	  n:	  43	  
N90:	  19227	  bp,	  with	  n:	  60	  
N100:	  65	  bp,	  with	  n:	  235	  
Total:	  4329881	  bp	  
Number	  of	  contigs:	  585	  
Average:	  7401.50	  bp	  
Smallest:	  302	  bp	  
Largest:	  63137	  bp	  
	  
N50:	  16793	  bp,	  with	  n:	  77	  
N60:	  12920	  bp,	  with	  n:	  105	  
N70:	  9434	  bp,	  with	  n:	  144	  
N80:	  6574	  bp,	  with	  n:	  200	  
N90:	  3911	  bp,	  with	  n:	  282	  
N100:	  302	  bp,	  with	  n:	  585	  
Number	  of	  gaps:	  3369	  
Total	  gap	  size	  (in	  bp):	  355392	  
Average	  gap	  size	  (in	  bp):	  105	  
Smallest	  gap	  size	  (in	  bp):	  2	  
Largest	  gap	  size	  (in	  bp):	  3036	  
Number	  of	  gaps:	  195	  
Total	  gap	  size	  (in	  bp):	  146731	  
Average	  gap	  size	  (in	  bp):	  752	  
Smallest	  gap	  size	  (in	  bp):	  4	  
Largest	  gap	  size	  (in	  bp):	  92161	  
Number	  of	  gaps:	  584	  
Total	  gap	  size	  (in	  bp):	  154421	  
Average	  gap	  size	  (in	  bp):	  264	  
Smallest	  gap	  size	  (in	  bp):	  2	  
Largest	  gap	  size	  (in	  bp):	  21416	  Table	  II.3.	  Comparison	  of	  SOAPdenovo,	  ABySS	  and	  Velvet	  assemblies	  of	  MTB	  H37Rv	  data	  with	  k-­‐mer	  =	  65	  	  Here	  we	  confirm	  a	  conclusion	  by	  Nishito	  et	  al.	  (2010),	  that	  de	  novo	  assembly	  from	  short	  read	  data	  unavoidably	  results	  in	  a	  number	  of	  short	  scaffolds	  due	  to	  the	  presence	  of	  repeated	  sequences.	  It	  is	  thus	  essential	  to	  select	  an	  assembly	  tool	  that	  fits	  our	  purpose,	  and	  to	  further	  optimize	  and	  improve	  the	  assembly.	  	  Our	  experimental	  results	  showed	  that	  ABySS	  was	  able	  to	  consistently	  produce	  the	  best	  assembly	  in	  terms	  of	  size	  and	  quality.	  However,	  it	  was	  also	  the	  slowest	  out	  of	  the	  three	  tested	  assemblers.	  As	  time	  was	  one	  of	  the	  most	  important	  factors	  in	  our	  consideration,	  Velvet	  seems	  to	  be	  the	  best	  assembler	  under	  the	  criteria	  of	  balance	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 between	  performance	  and	  resources.	  Another	  advantage	  of	  Velvet	  is	  that	  it	  is	  arguably	  the	  most	  widely	  used	  NGS	  assembler	  in	  the	  scientific	  community	  judging	  from	  its	  number	  of	  citations,	  which	  is	  roughly	  four	  times	  larger	  than	  those	  of	  ABySS	  and	  SOAPdenovo.	  Based	  on	  the	  aforementioned	  considerations,	  Velvet	  was	  chosen	  as	  the	  main	  assembler	  for	  this	  study.	  	  
II.4. OPTIMIZATION	  
II.4.1. A	  CASE	  OF	  OPTIMIZATION	  PROBLEM	  As	  we	  discussed	  previously,	  genome	  assembly	  is	  a	  hard	  problem	  computing-­‐wise.	  Even	  using	  the	  same	  algorithm,	  the	  final	  results	  will	  vary	  according	  to	  the	  different	  parameters	  used.	  The	  problem	  of	  finding	  an	  optimal	  assembly	  in	  many	  ways	  has	  the	  characteristics	  of	  optimization	  problem,	  including	  the	  large	  search	  space	  and	  the	  number	  of	  variables	  involved.	  This	  is	  shown	  by	  the	  scatterplots	  below,	  which	  demonstrate	  the	  effect	  of	  two	  assembly	  variables	  –	  k-­‐mer	  and	  coverage	  cutoff	  –	  on	  the	  assembly	  profile	  of	  MTB	  H37Rv.	  K-­‐mer	  values	  are	  shown	  here	  as	  the	  increasingly	  larger	  points	  and	  coverage	  cutoff	  values	  are	  displayed	  as	  the	  differentially	  colored	  branches	  connected	  by	  lines.	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Figure	  II.2.	  Effect	  of	  k-­‐mer	  and	  coverage	  cutoff	  on	  N50	  and	  assembly	  length	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Figure	  II.3.	  Effect	  of	  k-­‐mer	  and	  coverage	  cutoff	  on	  N50	  and	  number	  of	  contigs	  	  	  The	  portion	  of	  the	  total	  reads	  used	  in	  each	  assembly	  might	  vary	  as	  k-­‐mer	  and	  coverage	  cutoff	  are	  changed.	  A	  rise	  in	  read	  usage	  that	  is	  positively	  linked	  with	  more	  stringent	  parameters	  may	  suggest	  the	  presence	  of	  misassemblies	  at	  lesser	  stringencies.	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Figure	  II.4.	  Effect	  of	  k-­‐mer	  and	  coverage	  cutoff	  on	  percent	  read	  usage	  
 The	  above	  three	  figures	  show	  how	  assembly	  results	  are	  affected	  by	  the	  change	  in	  two	  variables:	  k-­‐mer	  and	  coverage	  cutoff.	  These	  assemblies	  were	  performed	  using	  Velvet	  and	  the	  plots	  were	  generated	  by	  Velvet	  standardized	  report	  (http://code.google.com/p/standardized-­‐velvet-­‐assembly-­‐report),	  but	  this	  situation	  is	  true	  for	  any	  other	  assembly	  algorithm.	  In	  practice,	  there	  are	  many	  more	  parameters	  involved	  –	  such	  as	  expected	  coverage,	  insert	  length,	  maximum	  divergence,	  maximum	  gap	  count-­‐	  and	  many	  of	  these	  parameters	  have	  wide	  or	  even	  unlimited	  range	  of	  values.	  With	  search	  space	  this	  big,	  it	  is	  impossible	  to	  find	  an	  optimal	  (or	  suboptimal)	  solution	  manually.	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 Many	  of	  the	  optimization	  problems	  in	  computer	  science	  can	  be	  solved	  with	  metaheuristic	  approaches.	  Metaheuristics	  (Glover,	  1986)	  make	  few	  or	  no	  assumptions	  about	  the	  problem	  being	  optimized.	  Rather,	  they	  optimize	  the	  problem	  by	  iteratively	  trying	  to	  improve	  a	  candidate	  solution	  with	  regard	  to	  a	  given	  measure	  of	  quality.	  This	  type	  of	  approaches	  is	  able	  to	  search	  very	  large	  search	  spaces	  of	  candidate	  solutions.	  	  	  A	  classic	  example	  of	  combinatorial	  optimization	  in	  which	  an	  optimal	  solution	  is	  sought	  over	  a	  discrete	  search-­‐space	  is	  the	  travelling	  salesman	  problem	  where	  the	  search-­‐space	  of	  candidate	  solutions	  grows	  more	  than	  exponentially	  as	  the	  size	  of	  the	  problem	  increases,	  which	  makes	  an	  exhaustive	  search	  for	  the	  optimal	  solution	  impossible.	  Metaheuristics	  are	  also	  useful	  for	  multidimensional	  combinatorial	  problems,	  such	  as	  most	  design	  problems	  in	  engineering	  that	  suffer	  from	  the	  curse	  of	  dimensionality.	  Well-­‐accepted	  metaheuristic	  algorithms	  for	  optimization	  problems	  include	  genetic	  algorithm	  (Holland,	  1975),	  simulated	  annealing	  (Kirkpatrick	  et	  al.,	  1983)	  and	  ant	  colony	  algorithm	  (Dorigo	  et	  al.,	  1996).	  	  II.4.2. SIMULATED	  ANNEALING	  We	  adapted	  and	  implemented	  a	  metaheuristic	  algorithm,	  simulated	  annealing	  (SA),	  for	  optimization	  of	  our	  assemblies.	  Since	  introduced	  by	  Kirkpatrick	  et	  al.	  in	  1983,	  SA	  has	  been	  proven	  useful	  for	  diverse	  applications	  in	  various	  fields:	  from	  energy	  and	  chemical	  engineering	  processes	  (Faber	  et	  al.,	  2005)	  to	  econometric	  problems	  (Goffe	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 et	  al.,	  1994).	  The	  algorithm	  was	  inspired	  by	  the	  annealing	  process	  in	  metallurgy,	  which	  is	  a	  technique	  of	  heating	  and	  controlled	  cooling	  of	  a	  material,	  aiming	  to	  increase	  the	  size	  of	  its	  crystals	  and	  lessen	  their	  flaws.	  The	  high	  heat	  enables	  the	  atoms	  to	  be	  freed	  from	  their	  initial	  positions	  (a	  local	  minimum	  of	  the	  internal	  energy)	  and	  roam	  indiscriminately	  through	  states	  of	  higher	  energy,	  while	  the	  slow	  cooling	  that	  follows	  gives	  them	  more	  probabilities	  of	  finding	  conformations	  with	  lower	  internal	  energy	  than	  the	  initial	  one.	  	  Analogical	  with	  this	  process,	  each	  step	  of	  the	  SA	  algorithm	  substitutes	  the	  current	  solution	  by	  a	  randomly	  generated	  "neighboring"	  solution,	  selected	  with	  a	  likelihood	  that	  depends	  on	  a	  few	  factors:	  the	  difference	  between	  the	  corresponding	  function	  values,	  and	  a	  “temperature”	  variable	  that	  is	  –	  analogical	  with	  the	  actual	  annealing	  practice	  –	  progressively	  decreased	  during	  the	  whole	  process.	  This	  way,	  the	  current	  solution	  will	  change	  almost	  randomly	  when	  the	  temperature	  is	  high,	  but	  will	  gradually	  go	  "downhill"	  as	  the	  temperature	  reaches	  zero.	  The	  capability	  for	  "uphill"	  moves	  potentially	  prevents	  the	  process	  from	  being	  trapped	  at	  local	  minima.	  Our	  implementation	  of	  SA	  takes	  as	  a	  cost	  function	  the	  number	  of	  contigs	  in	  the	  assembly	  result	  divided	  by	  the	  N50	  value.	  This	  cost	  function	  will	  assess	  the	  assembly	  after	  each	  iteration,	  and	  based	  on	  this	  assessment	  the	  process	  will	  proceed	  to	  improve	  the	  current	  result.	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 II.4.3. EXPERIMENTAL	  RESULTS	  AND	  COMPARISON	  Another	  method	  to	  optimize	  an	  assembly	  is	  by	  performing	  statistical	  analysis	  of	  the	  assembly	  and	  tuning	  the	  assembly	  parameters	  according	  to	  the	  statistical	  profile	  of	  the	  data.	  This	  is	  an	  approach	  implemented	  by	  Gladman	  (https://github.com/dzerbino/velvet/wiki/Velvet-­‐Optimiser-­‐README).	  To	  assess	  the	  quality	  of	  our	  SA	  optimizer,	  we	  have	  performed	  several	  experiments	  on	  MTB	  H37Rv	  data	  set	  and	  compared	  their	  performances	  to	  that	  of	  Gladman’s	  Velvet	  Optimizer.	  	  As	  described	  previously,	  the	  variable	  “temperature”	  in	  SA	  algorithm	  serves	  an	  important	  role	  in	  determining	  the	  rate	  of	  the	  process.	  To	  test	  our	  hypothesis	  we	  performed	  experiments	  using	  two	  different	  temperature	  values.	  The	  first	  batch	  of	  experiments	  were	  conducted	  with	  final	  temperature	  set	  to	  10,	  and	  led	  to	  the	  following	  results:	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Method	   Gladman’s	   Ours	  
Exp	  1	  
Ours	  
Exp	  2	  
Ours	  
Exp	  3	  
Ours	  
Exp	  4	  
Ours	  
Exp	  5	  
Number	  of	  
contigs	  
237	   130	   131	   130	   137	   139	  
N50	   81203	   95610	   95610	   95610	   95551	   95551	  
Total	  
assembly	  
size	  
4345132	   4321279	   4310729	   4322570	   4325755	   4326185	  
Covered	  
bases	  (of	  
reference	  
genome)	  
4168079	   4329202	   4319487	   4331263	   4288229	   4289796	  
Percent	  
reference	  
genome	  
covered	  
94.48%	   98.13%	   97.91%	   98.18%	   97.20%	   97.24%	  
Misassembl
ed	  contigs	  
(>3000	  bp	  
gap)	  
3	   8	   8	   8	   7	   7	  
Unaligned	  
contigs	  
37	  (7	  partial)	  
(9943	  bp)	  
5	  (7	  partial)	  
(3486	  bp)	  
2	  (4	  partial)	  
(2954	  bp)	  
5	  (7	  partial)	  
(3486	  bp)	  
6	  (9	  partial)	  
(3654	  bp)	  
4	  (9	  partial)	  
(2988	  bp)	  
Ambiguous	  
contigs	  
9	  (5141	  bp)	   0	   0	   0	   0	   0	  
Redundant	  
contigs	  
34	   2	   2	   2	   2	   2	  
External	  gap	  
total	  
84178	   80175	   89835	   78114	   78579	   76969	  
Overlaps	  
total	  
7408	   4025	   4736	   4172	   4928	   5126	  
Table	  II.4.	  Comparison	  of	  Gladman’s	  optimizer	  and	  ours	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 The	  second	  lot	  of	  experiments	  were	  performed	  with	  the	  final	  temperature	  set	  to	  20:	  
Method	   Gladman’s	   Ours	  
Exp	  1	  
Ours	  
Exp	  2	  
Ours	  
Exp	  3	  
Ours	  
Exp	  4	  
Ours	  
Exp	  5	  
Number	  of	  
contigs	  
237	   138	   138	   134	   128	   128	  
N50	   81203	   95551	   98661	   98661	   95610	   95610	  
Total	  
assembly	  
size	  
4345132	   4326174	   4327034	   4321466	   4320257	   4320421	  
Covered	  
bases	  (of	  
reference	  
genome)	  
4168079	   4328243	   4333586	   4330669	   4328224	   4328388	  
Percent	  
reference	  
genome	  
covered	  
94.48%	   98.11%	   98.23%	   98.17%	   98.11%	   98.12%	  
Misassembl
ed	  contigs	  
(>3000	  bp	  
gap)	  
3	   6	   8	   7	   8	   8	  
Unaligned	  
contigs	  
37	  (7	  partial)	  
(9943	  bp)	  
4	  (9	  partial)	  
(2988	  bp)	  
5	  (9	  partial)	  
(3317	  bp)	  
4	  (8	  partial)	  
(2750	  bp)	  
5	  (6	  partial)	  
(3442	  bp)	  
5	  (6	  partial)	  
(3442	  bp)	  
Ambiguous	  
contigs	  
9	  (5141	  bp)	   0	   0	   0	   0	   0	  
Redundant	  
contigs	  
34	   2	   2	   0	   2	   2	  
External	  gap	  
total	  
84178	   80148	   75681	   80096	   81153	   80989	  
Overlaps	  
total	  
7408	   2973	   5545	   4340	   4025	   4025	  
Table	  II.5.	  Comparison	  of	  Gladman’s	  optimizer	  and	  ours	  	  From	  ten	  of	  the	  experiments	  conducted	  with	  our	  SA	  optimizer,	  two	  results	  (one	  with	  final	  temperature	  equals	  10	  and	  one	  with	  final	  temperature	  equals	  20)	  were	  randomly	  selected.	  We	  then	  compared	  these	  results	  to	  a	  result	  from	  Velvet	  assembly	  that	  was	  obtained	  using	  custom	  settings,	  and	  to	  an	  assembly	  result	  that	  we	  obtained	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 using	  Gladman’s	  optimizer.	  To	  ensure	  fair	  comparison	  between	  all	  experiments,	  we	  set	  them	  to	  have	  the	  same	  k-­‐mer	  (51).	  
Method	   Velvet	  with	  
custom	  settings	  
Gladman’s	   Ours	  –	  randomly	  
chosen	  among	  
the	  final	  
temperature=10	  
Ours	  –	  randomly	  
chosen	  among	  
the	  final	  
temperature=20	  
Number	  of	  
contigs	  
11245	   237	   139	   138	  
N50	   1007	   81203	   95551	   95551	  
Total	  assembly	  
size	  
4982418	   4345132	   4326185	   4326174	  
Covered	  bases	  
(of	  reference	  
genome)	  
3699390	   4168079	   4289796	   4328243	  
Percent	  
reference	  
genome	  covered	  
83.86%	   94.48%	   97.24%	   98.11%	  
Misassembled	  
contigs	  (>3000	  
bp	  gap)	  
1	   3	   7	   6	  
Unaligned	  
contigs	  
1215	  (23	  partial)	  
(143348	  bp)	  
37	  (7	  partial)	  
(9943	  bp)	  
4	  (9	  partial)	  (2988	  
bp)	  
4	  (9	  partial)	  (2988	  
bp)	  
Ambiguous	  
contigs	  (in	  bp)	  
37	  (6590	  bp)	   9	  (5141	  bp)	   0	   0	  
Redundant	  
contigs	  (in	  bp)	  
2034	   34	   2	   2	  
External	  gap	  
total	  (in	  bp)	  
93242	   84178	   76969	   80148	  
Overlaps	  total	   323425	   7408	   5126	   2973	  Table	  II.6.	  Comparison	  between	  Velvet	  custom	  assembly,	  Gladman’s	  optimizer	  and	  ours	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 II.4.4. DISCUSSION	  We	  ran	  both	  optimizer	  algorithms	  using	  the	  same	  fitness	  function:	  the	  number	  of	  contigs	  over	  N50	  value.	  We	  have	  found	  that	  in	  most	  of	  the	  assessment	  metrics,	  our	  optimizer	  was	  able	  to	  obtain	  assemblies	  that	  were	  consistently	  better	  across	  all	  different	  experiments.	  	  One	  example	  is	  in	  terms	  of	  the	  number	  of	  contigs	  contained	  in	  an	  assembly:	  
	  	  
Figure	  II.5.	  Comparison	  of	  the	  number	  of	  contigs	  of	  different	  assemblies	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  In	  terms	  of	  N50	  value,	  our	  SA-­‐optimized	  assemblies	  also	  have	  better	  (higher)	  N50	  value	  that	  other	  assemblies:	  
	  
Figure	  II.6.	  Comparison	  of	  N50	  value	  of	  different	  assemblies	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 Through	  comparative	  analysis	  of	  results	  across	  multiple	  experiments,	  we	  concluded	  the	  following	  patterns:	  
	  
Table	  II.7.	  Comparison	  of	  advantages	  between	  Gladman’s	  optimizer	  and	  ours	  	  Another	  difference	  between	  our	  approach	  and	  Gladman’s	  method,	  apart	  from	  the	  methodology,	  is	  that	  given	  the	  same	  input	  and	  k-­‐mer	  specification,	  our	  algorithm	  is	  able	  to	  find	  more	  than	  one	  solution,	  while	  Gladman’s	  will	  always	  come	  up	  with	  only	  one	  solution.	  	  We	  also	  calculated	  the	  improvement	  of	  N50	  values	  gained	  by	  the	  optimized	  assemblies,	  when	  compared	  to	  the	  original	  N50	  value	  obtained	  using	  Velvet	  without	  optimization,	  and	  we	  noticed	  a	  very	  high	  improvement	  (up	  to	  9697.52%),	  as	  outlined	  in	  detail	  in	  the	  two	  tables	  below.	  
Advantages	  of	  our	  opUmizer	  
• Less	  number	  of	  conLgs	  
• Higher	  N50	  value	  
• More	  bases	  of	  the	  reference	  
genome	  covered	  
• Less	  ambiguous	  conLgs	  
• Less	  redundant	  conLgs	  
• Less	  unaligned	  conLgs	  
• Less	  negaLve	  gap	  overlaps	  
Advantages	  of	  Gladman’s	  
opUmizer	  
• Less	  misassembled	  conLgs	  
• Less	  external	  gaps	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  For	  assemblies	  that	  have	  been	  optimized	  with	  our	  SA	  optimizer,	  using	  initial	  temperature	  =	  10:	  
Method	   Ours	  
Exp	  1	  
Ours	  
Exp	  2	  
Ours	  
Exp	  3	  
Ours	  
Exp	  4	  
Ours	  
Exp	  5	  
N50	   95610	   95610	   95610	   95551	   95551	  
N50	  
improvement	  
compared	  with	  
Velvet	  original	  
assembly	  (N50	  
=	  1007)	  
9394.54%	   9394.54%	   9394.54%	   9388.68%	   9388.68%	  
Percent	  
reference	  
genome	  
covered	  
98.13%	   97.91%	   98.18%	   97.20%	   97.24%	  
Figure	  II.7.	  N50	  improvement	  across	  different	  experiments,	  after	  being	  optimized	  with	  SA	  using	  initial	  temperature	  =	  10	  	  For	  assemblies	  that	  have	  been	  optimized	  with	  our	  SA	  optimizer,	  using	  initial	  temperature	  =	  20:	  
Method	   Ours	  
Exp	  1	  
Ours	  
Exp	  2	  
Ours	  
Exp	  3	  
Ours	  
Exp	  4	  
Ours	  
Exp	  5	  
N50	   95551	   98661	   98661	   95610	   95610	  
N50	  
improvement	  
compared	  with	  
Velvet	  original	  
assembly	  (N50	  
=	  1007)	  
9388.68%	   9697.52%	   9697.52%	   9394.54%	   9394.54%	  
Percent	  
reference	  
genome	  
covered	  
98.11%	   98.23%	   98.17%	   98.11%	   98.12%	  
Figure	  II.8.	  N50	  improvement	  across	  different	  experiments,	  after	  being	  optimized	  with	  SA	  using	  initial	  temperature	  =	  20	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 II.5. IMPROVEMENT	  
II.5.1. ITERATIVE	  MAPPING	  AND	  ASSEMBLY	  The	  typical	  strategy	  used	  for	  assembly	  improvement	  –	  closing	  gaps	  by	  designing	  specific	  primers	  to	  undertake	  semi-­‐automated	  targeted	  sequencing	  at	  the	  ends	  of	  assembled	  contigs	  (Assefa	  et	  al.,	  2009),	  followed	  by	  manual	  alignment	  and	  ordering	  	  –	  is	  very	  expensive	  due	  to	  the	  time	  and	  intensive	  labor	  required.	  This	  situation	  is	  even	  less	  favorable	  for	  data	  produced	  by	  NGS,	  due	  to	  the	  massive	  magnitude	  of	  data	  and	  the	  smaller	  read	  sizes.	  	  Our	  pipeline	  employs	  IMAGE	  (Tsai,	  Otto,	  &	  Berriman,	  2010)	  to	  raise	  the	  quality	  of	  draft	  assemblies	  towards	  finished	  state	  –	  without	  manual	  intervention	  –	  by	  using	  local	  assemblies	  of	  reads	  from	  gap	  regions.	  This	  process	  first	  identifies	  and	  reassembles	  reads	  belonging	  to	  questionable	  regions	  locally.	  Afterwards	  they	  are	  incorporated	  back	  into	  the	  final	  assembly.	  The	  advantage	  of	  using	  a	  local	  assembly	  as	  compared	  to	  a	  de	  novo	  one	  of	  the	  complete	  set	  is	  that	  it	  only	  uses	  a	  tiny	  proportion	  of	  total	  available	  reads.	  As	  a	  result,	  the	  complexity	  of	  regions	  to	  be	  assembled,	  as	  well	  as	  the	  time	  and	  computer	  memory	  needed	  is	  greatly	  reduced.	  	  We	  performed	  this	  procedure	  on	  one	  of	  the	  SA-­‐optimized	  assembly	  that	  we	  previously	  obtained	  and	  presented.	  The	  comparison	  of	  results	  between	  assembly	  before	  and	  after	  improvement	  is	  as	  follows:	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Method	   Before	  improvement	   After	  iterative	  mapping	  and	  
local	  assemblies	  
Number	  of	  contigs	   138	   138	  
N50	   95551	   95551	  
Total	  assembly	  size	   4326174	   4338389	  
Covered	  bases	  (of	  reference	  
genome)	  
4328243	   4335033	  
Percent	  reference	  genome	  
covered	   98.11%	   98.27%	  
Misassembled	  contigs	  (>3000	  
bp	  gap)	  
6	   6	  
Unaligned	  contigs	   4	  (9	  partial)	  (2988	  bp)	   5	  (10	  partial)	  (3640	  bp)	  
Ambiguous	  contigs	  (in	  bp)	   0	   0	  
Redundant	  contigs	  (in	  bp)	   2	   2	  
External	  gap	  total	  (in	  bp)	   80148	   74067	  
Overlaps	  total	   2973	   7261	  Table	  II.8.	  Comparison	  of	  assemblies	  before	  and	  after	  improvement	  via	  iterative	  local	  assemblies	  	  Iterative	  correction	  of	  contig	  bases	  using	  iCORN	  (Otto	  et	  al.,	  2010)	  was	  then	  performed	  on	  the	  improved	  contigs.	  The	  following	  is	  the	  comparison	  between	  the	  contigs	  before	  and	  after	  their	  bases	  were	  corrected:	  
	   Before	  iterative	  correction	   After	  iterative	  correction	  
Number	  of	  all	  reads	  mapped	   22228059	  	  
	  
22228065	  
	  
Percentage	  of	  all	  reads	  mapped	   99%	   99%	  
Number	  of	  reads	  mapped	  
uniquely	  
21060130	  
	  
21060134	  
	  
Percentage	  of	  reads	  mapped	  
uniquely	  
94%	   94%	  
Table	  II.9.	  Comparison	  of	  assemblies	  before	  and	  after	  improvement	  via	  iterative	  base	  correction	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 The	  total	  number	  of	  sequence	  reads	  observed	  was	  22329420.	  The	  above	  table	  shows	  that	  as	  the	  contigs	  are	  iteratively	  corrected,	  the	  number	  of	  reads	  that	  are	  mapped	  onto	  them	  increases.	  In	  this	  case,	  the	  input	  contigs	  are	  already	  of	  relatively	  high	  quality,	  hence	  the	  subtle	  correction.	  Our	  experiment,	  however,	  confirmed	  that	  assembly	  can	  be	  improved	  by	  correcting	  the	  contig	  bases	  iteratively.	  	  	  
	  II.5.2. CONTIG	  ORDERING	  AND	  PRIMER	  DESIGN	  The	  primer	  design	  step	  is	  an	  additional	  procedure	  that	  can	  be	  performed	  if	  higher	  accuracy	  is	  needed	  by	  undergoing	  another	  round	  of	  sequencing	  using	  targeted	  sequencing.	  This	  procedure	  employs	  ABACAS	  (Assefa	  et	  al.,	  2009)	  which	  uses	  MUMmer	  (Kurtz	  et	  al.,	  2004)	  to	  find	  alignment	  positions	  and	  identify	  areas	  of	  synteny	  of	  the	  contigs	  against	  the	  reference.	  The	  output	  is	  then	  processed	  to	  generate	  a	  pseudomolecule	  taking	  overlapping	  contigs	  and	  gaps	  into	  account.	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III COMPUTATIONAL	  ANALYSIS	  PIPELINES	  
	  III.1. PRE-­‐ANALYSIS	  
III.1.1. SEQUENCING	  QUALITY	  CHECK	  Due	  to	  various	  possibilities	  of	  errors,	  quality	  of	  a	  sequencing	  result	  can	  vary	  wildly.	  Harismendy	  et	  al.	  (2009)	  analyzed	  human	  sequence	  data	  generated	  by	  four	  next	  generation	  sequencing	  (NGS)	  platforms	  –	  the	  Roche	  454,	  Illumina	  GA,	  and	  the	  ABI	  SOLiD	  technologies	  –	  and	  revealed	  particular	  biases	  and	  errors	  uniquely	  associated	  with	  each	  of	  the	  NGS	  platforms.	  	  	  One	  important	  and	  widely	  used	  indicator	  is	  the	  quality	  score	  of	  each	  sequenced	  base.	  The	  following	  is	  an	  example	  of	  reads	  with	  quality	  scores:	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Figure	  III.1.	  A	  section	  of	  raw	  sequence	  data	  with	  varying	  quality	  scores	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 III.1.1.1. WORKFLOW	  OVERVIEW	  
	  
Figure	  III.2.	  Sequencing	  quality	  check	  workflow	  	  As	  shown	  in	  the	  above	  figure,	  the	  modules	  are	  parts	  of	  FastQC	  (http://www.bioinformatics.bbsrc.ac.uk/projects/fastqc/),	  FASTX-­‐Toolkit	  (http://hannonlab.cshl.edu/fastx_toolkit/)	  and	  Picard	  (http://picard.sourceforge.net/)	  distribution.	  The	  raw	  sequence	  data	  format	  that	  is	  most	  commonly	  used	  for	  input	  is	  FASTQ	  (Cock	  et	  al.,	  2010)	  	  	  
III.1.1.2. PER	  BASE	  SEQUENCE	  QUALITY	  This	  module	  checks	  the	  range	  of	  quality	  values	  across	  all	  bases	  at	  each	  position	  in	  the	  FASTQ	  file	  and	  generates	  a	  box-­‐and-­‐whisker	  plot	  accordingly.	  If	  the	  result	  of	  this	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 step	  is	  not	  satisfactory,	  quality-­‐based	  trimming	  can	  be	  done	  in	  order	  to	  prevent	  the	  low	  quality	  bases	  from	  distorting	  the	  good	  quality	  bases.	  Quality-­‐based	  trimming	  can	  be	  performed	  using	  FASTX-­‐Toolkit.	  
III.1.1.3. PER	  SEQUENCE	  QUALITY	  SCORES	  This	  report	  enables	  us	  to	  see	  if	  a	  certain	  part	  of	  the	  sequences	  has	  universally	  poor	  quality	  grades.	  	  
III.1.1.4. GC	  CONTENT	  At	  this	  stage	  GC	  content	  is	  measured	  across	  the	  whole	  length	  of	  each	  sequence	  in	  an	  input	  file	  and	  compared	  to	  a	  GC	  content	  theoretical	  normal	  distribution.	  A	  distribution	  that	  is	  unusually	  shaped	  could	  be	  an	  indication	  that	  there	  is	  contamination	  within	  the	  library.	  	  
III.1.1.5. N	  CONTENT	  A	  base	  that	  is	  marked	  as	  an	  N	  is	  generated	  when	  the	  genome	  sequencer	  is	  not	  able	  to	  make	  a	  valid	  base	  call	  (A,	  C,	  G	  or	  T)	  with	  enough	  confidence.	  This	  report	  produces	  plot	  of	  the	  percentage	  of	  base	  calls	  at	  each	  position	  for	  which	  an	  N	  was	  called.	  If	  this	  proportion	  is	  higher	  than	  a	  few	  percent	  it	  suggests	  that	  a	  systematic	  error	  might	  have	  occurred	  during	  the	  sequencing	  process.	  	  
III.1.1.6. SEQUENCE	  LENGTH	  DISTRIBUTION	  This	  module	  draws	  a	  plot	  of	  the	  distribution	  of	  fragment	  sizes	  that	  a	  sequencing	  machine	  produces.	  Some	  sequencers	  generate	  uniform	  length	  fragments	  under	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 normal	  circumstances,	  thus	  a	  product	  containing	  fragments	  of	  varying	  length	  might	  signal	  a	  sequencing	  issue. 
III.1.1.7. INSERT	  SIZE	  DISTRIBUTION	  For	  paired-­‐end	  sequencing,	  an	  insert	  size	  distribution	  that	  is	  very	  spread	  out	  or	  far	  removed	  from	  the	  originally	  ordered	  insert	  size	  might	  signify	  a	  problem	  during	  the	  library	  preparation	  stage.	  To	  generate	  information	  on	  the	  insert	  size	  distribution,	  a	  data	  set	  of	  reads	  first	  needs	  to	  be	  mapped	  to	  its	  reference	  genome,	  or	  to	  a	  set	  of	  its	  assembled	  contigs.	  
III.1.1.8. SEQUENCE	  DUPLICATION	  LEVELS	  For	  every	  sequence	  in	  the	  set,	  this	  step	  computes	  its	  level	  of	  duplication	  and	  produces	  a	  graph	  illustrating	  the	  relative	  number	  of	  sequences	  with	  different	  duplication	  amount.	  While	  a	  low	  level	  of	  duplication	  may	  reveal	  a	  high	  level	  of	  coverage	  of	  the	  target	  sequence,	  a	  high	  level	  of	  duplication	  may	  predict	  a	  case	  of	  enrichment	  bias. 
III.1.1.9. OVERREPRESENTED	  SEQUENCES	  Under	  normal	  circumstances,	  a	  high-­‐throughput	  library	  will	  be	  composed	  of	  distinct	  sequences,	  with	  no	  particular	  sequence	  dominating	  subsets	  of	  the	  whole	  set.	  If	  a	  sequence	  is	  highly	  overrepresented	  in	  the	  set,	  it	  suggests	  that	  either	  the	  sequence	  is	  biologically	  meaningful	  or	  the	  library	  is	  affected	  by	  contamination	  or	  enrichment	  bias.	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 III.1.1.10. K-­‐MER	  CONTENT	  As	  is	  the	  case	  with	  overrepresented	  sequences,	  the	  k-­‐mer	  content	  of	  a	  sequence	  library	  can	  be	  indicator	  of	  enrichment	  bias.	  This	  module	  looks	  for	  content	  of	  every	  5-­‐mer	  within	  the	  library.	  Based	  on	  the	  base	  content	  of	  the	  whole	  set,	  this	  program	  determines	  the	  expected	  level	  of	  occurrence	  of	  this	  k-­‐mer.	  It	  then	  counts	  the	  actual	  k-­‐mer	  occurrence	  to	  measure	  an	  observed-­‐over-­‐expected	  ratio	  for	  that	  k-­‐mer.	  Apart	  from	  providing	  the	  list	  of	  hits,	  the	  report	  will	  also	  provide	  a	  plot	  of	  the	  top	  6	  hits	  to	  show	  the	  pattern	  of	  enrichment	  of	  that	  k-­‐mer	  across	  the	  read	  length.	  By	  observing	  this	  plot	  we	  can	  see	  if	  there	  is	  a	  general	  enrichment,	  or	  if	  there	  is	  a	  specific	  bias	  pattern	  of	  bias	  at	  different	  positions	  over	  the	  read	  length.	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 III.1.2. GENERAL	  CONTAMINATION	  DETECTION	  
III.1.2.1. WORKFLOW	  OVERVIEW	  
	  
Figure	  III.3.	  General	  contamination	  workflow	  Even	  after	  the	  data	  set	  passed	  the	  sequencing	  quality	  check,	  it	  might	  contain	  a	  contamination	  that	  was	  undetected.	  This	  could	  possibly	  be	  due	  to	  the	  profile	  similarity	  between	  the	  sequenced	  organism	  and	  the	  contaminating	  organism.	  In	  this	  protocol	  we	  utilizes	  several	  mapping	  tools	  -­‐	  including	  BWA	  (Li	  and	  Durbin,	  2009),	  SMALT	  (http://www.sanger.ac.uk/resources/software/smalt),	  SSAHA2	  (http://www.sanger.ac.uk/resources/software/ssaha2;	  Ning	  et	  al.,	  2001),	  and	  Tophat	  (Langmead	  et	  al.,	  2009)	  –	  and	  a	  locally	  installed	  version	  of	  NCBI	  Blast	  (http://blast.ncbi.nlm.nih.gov)	  for	  homology	  detection.	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 III.1.3. CROSS-­‐CONTAMINATION	  DETECTION	  
III.1.3.1. WORKFLOW	  OVERVIEW	  
	  
Figure	  III.4.	  Cross-­‐contamination	  workflow	  	  This	  workflow	  was	  designed	  for	  samples	  having	  multiple	  components	  that	  require	  separation	  between	  them,	  such	  as	  ETEC	  samples	  that	  include	  bacterial	  plasmids	  and	  chromosomes.	  With	  little	  modification	  this	  workflow	  can	  also	  be	  extended	  to	  accommodate	  other	  similar	  scenarios,	  such	  as	  cross-­‐contamination	  between	  different	  samples	  that	  are	  sequenced	  together	  on	  the	  same	  flow	  cell	  lane	  (multiplexed	  sequencing).	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 III.1.3.2. CASE	  EXAMPLE	  Crossman	  et	  al.	  (2010)	  recently	  reported	  that	  the	  H10407	  chromosome	  was	  found	  to	  be	  closely	  related	  to	  the	  non-­‐pathogenic	  commensal	  strain	  E.	  coli	  HS	  and	  the	  laboratory	  strain	  E.	  coli	  K-­‐12	  and	  E.	  coli	  C.	  Hence,	  there	  were	  no	  chromosomally-­‐encoded	  factors	  unique	  to	  any	  sequenced	  ETEC	  strains.	  However,	  the	  comparison	  of	  ETEC	  plasmids	  reveals	  that	  several	  loci	  are	  conserved	  among	  ETEC	  strains.	  Intrigued	  by	  this	  study,	  we	  decided	  to	  physically	  separate	  our	  ETEC	  samples	  into	  chromosome	  and	  plasmid	  preparations,	  and	  sequenced	  both	  groups	  separately.	  	  As	  it	  is	  very	  important	  for	  us	  to	  accurately	  capture	  the	  content	  of	  each	  chromosome	  and	  plasmid	  and	  prevent	  cross-­‐contamination	  between	  them,	  we	  performed	  the	  aforementioned	  workflow	  to	  detect	  cross-­‐contamination	  within	  all	  of	  our	  current	  ETEC	  data	  sets	  (5	  chromosome	  and	  4	  plasmid	  genomes).	  During	  the	  first	  stage,	  we	  discovered	  that	  there	  is	  quite	  a	  high	  number	  of	  ETEC	  2277	  plasmid	  reads	  that	  are	  mapped	  to	  its	  chromosome	  contigs	  2277C:	  686532	  of	  unique	  alignment	  (56.24%	  of	  total	  reads)	  and	  798680	  of	  both	  unique	  and	  non-­‐unique	  one	  (65.43%	  of	  total	  reads).	  These	  are	  significant	  numbers.	  Thus	  we	  decided	  to	  investigate	  the	  case	  further	  by	  proceeding	  to	  the	  next	  stages.	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Figure	  III.5.	  Cross-­‐contamination	  detection	  of	  plasmid	  reads	  in	  chromosome	  contigs	  	  As	  illustrated	  in	  the	  above	  figure,	  after	  we	  finished	  the	  mapping	  of	  ETEC	  2277	  plasmid	  reads	  to	  2277	  chromosome	  contigs	  (step	  1	  in	  Figure	  III.5),	  we	  performed	  mapping	  /	  aligning	  plasmid	  reads	  to	  the	  plasmid	  contigs	  of	  the	  same	  sample	  (step	  2	  in	  Figure	  III.6).	  The	  result	  of	  this	  mapping	  was	  then	  classified	  into	  two	  sets:	  the	  mapped	  reads	  and	  the	  unmapped	  reads	  (step	  3	  in	  Figure	  III.6).	  Both	  the	  unmapped	  and	  mapped	  reads	  of	  2277P	  reads	  mapping	  to	  2277P	  contigs	  were	  then	  mapped	  separately	  to	  2277	  chromosome	  contigs	  (step	  4	  in	  Figure	  III.6).	  The	  composition	  of	  them	  that	  are	  mapped	  onto	  2277	  chromosome	  contigs	  was	  found	  to	  be	  as	  follows:	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Figure	  III.6.	  The	  composition	  of	  reads	  that	  are	  mapped	  onto	  ETEC	  2277	  chromosome	  contigs	  	  This	  pie	  chart	  shows	  that	  the	  percentage	  of	  the	  mapped	  parts	  (50.1	  percent)	  is	  higher	  than	  the	  unmapped	  parts	  (37.6	  percent).	  This	  is	  unexpected	  because	  theoretically	  a	  part	  that	  maps	  best	  to	  plasmid	  contigs	  is	  supposed	  to	  be	  the	  actual	  plasmid	  (true	  positive)	  and	  hence	  it	  should	  not	  map	  highly	  to	  chromosome	  contigs.	  	  	  However,	  we	  investigated	  further	  the	  profile	  of	  the	  mapping	  distribution	  of	  the	  mapped	  parts	  and	  the	  unmapped	  ones,	  and	  discovered	  drastic	  differences	  between	  them.	  The	  following	  figures	  show	  differences	  between	  unmapped	  and	  mapped	  parts.	  The	  difference	  between	  both	  coverage	  profiles	  is	  displayed	  below:	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Figure	  III.7.	  Coverage	  plot	  of	  plasmid	  reads	  that	  are	  mapping	  to	  both	  plasmid	  and	  chromosome	  contigs	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Figure	  III.8.	  Coverage	  plot	  of	  plasmid	  reads	  that	  are	  mapped	  onto	  chromosome	  contigs	  but	  not	  mapped	  onto	  plasmid	  contigs	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 The	  difference	  between	  both	  gaps-­‐of-­‐coverage	  profiles	  was	  also	  found	  to	  be	  distinctive:	  
	  
Figure	  III.9.	  Gaps-­‐of-­‐coverage	  plot	  of	  plasmid	  reads	  that	  are	  mapping	  to	  both	  plasmid	  and	  chromosome	  contigs	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Figure	  III.10.	  Gaps-­‐of-­‐coverage	  plot	  of	  plasmid	  reads	  that	  are	  mapped	  onto	  chromosome	  contigs	  but	  not	  mapped	  onto	  plasmid	  contigs	  	  These	  figures	  show	  that	  despite	  the	  fact	  that	  the	  numbers	  of	  reads	  from	  both	  parts	  that	  map	  to	  chromosome	  contigs	  are	  almost	  equal,	  they	  have	  very	  different	  mapping	  profiles.	  The	  unmapped	  parts	  cover	  approximately	  5747	  different	  regions	  of	  chromosome	  contigs,	  while	  the	  mapped	  parts	  cover	  circa	  70	  different	  regions	  of	  chromosome	  contigs.	  Our	  preliminary	  conclusion	  is	  that	  the	  unmapped	  parts	  contain	  low	  contamination,	  while	  mapped	  parts	  might	  likely	  be	  regions	  that	  are	  conserved	  in	  both	  chromosome	  and	  plasmids	  instead	  of	  contamination.	  Further	  research	  and	  validation	  can	  be	  performed	  to	  confirm	  this.	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 III.2. DATA	  ANALYSIS	  
III.2.1. SEQUENCE	  ALIGNMENT	  Sequence	  alignment	  is	  a	  technique	  of	  positioning	  the	  sequences	  of	  DNA,	  RNA,	  or	  protein	  to	  identify	  regions	  of	  similarity	  that	  may	  be	  a	  consequence	  of	  functional,	  structural,	  or	  evolutionary	  relationships	  between	  the	  sequences	  (Mount,	  2004).	  	  	  
III.2.1.1. ALIGNER	  COMPARISON	  To	  know	  which	  alignment	  tool	  is	  best	  suited	  for	  our	  requirements,	  we	  compared	  the	  performance	  between	  three	  popular	  alignment	  softwares.	  These	  experiments	  were	  performed	  to	  align	  ETEC	  2277	  plasmid	  reads	  to	  ETEC	  2277	  chromosome	  contigs.	  
	  
Table	  III.1.	  Comparison	  of	  BWA,	  SSAHA2	  and	  SMALT	  alignment	  programs	  	  We	  also	  analyzed	  their	  respective	  results	  and	  concluded	  that	  BWA	  generally	  produced	  most	  detailed	  information	  in	  its	  output.	  The	  drawback	  is	  that	  it	  is	  the	  
Tool Settings Time (until .SAM is produced) % of all alignments 
BWA Default real    9m20.827s 
user    9m12.480s 
sys    0m1.720s 
798680 mapped (65.43%) 
SSAHA2 Default real    1m53.325s 
user    1m48.470s 
sys    0m2.220s 
651446 mapped (53.37%) 
SMALT Default real    2m2.319s 
user    1m39.030s 
sys    0m1.720s 
850945 mapped (69.71%) 
!
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 slowest	  among	  all	  other	  aligners.	  For	  bigger	  genomes	  and	  longer	  sequences,	  SSAHA2	  and	  SMALT	  are	  often	  preferable	  due	  to	  their	  speed.	  	  
III.2.1.2. CASE	  EXAMPLE	  
III.2.1.2.1. DIFFERENCES	  IN	  ALIGNMENT	  PROFILES	  By	  analyzing	  different	  alignment	  profiles	  we	  can	  infer	  a	  certain	  aspect	  of	  the	  biological	  profiles	  of	  a	  sample.	  As	  an	  illustration,	  we	  conducted	  experiments	  on	  ETEC	  data	  sets.	  We	  aligned	  five	  ETEC	  chromosome	  samples	  to	  two	  reference	  chromosome	  genomes,	  aligned	  four	  plasmid	  samples	  to	  two	  plasmid	  reference	  genomes,	  and	  compared	  the	  alignment	  profiles.	  The	  two	  following	  graphs	  display	  alignment	  statistics	  of	  five	  ETEC	  chromosome	  genomes:	  
	  
Figure	  III.11.	  Percentage	  of	  ETEC	  chromosome	  reads	  aligned	  to	  ETEC	  H10407	  reference	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Figure	  III.12.	  Percentage	  of	  ETEC	  2277	  reads	  aligned	  to	  E.	  coli	  HS	  reference	  	  The	  above	  two	  graphs	  are	  very	  different	  compared	  to	  the	  two	  graphs	  below,	  which	  show	  alignment	  statistics	  of	  four	  ETEC	  plasmid	  genomes:	  
	  
Figure	  III.13.	  Percentage	  of	  ETEC	  2277	  plasmid	  reads	  aligned	  to	  ETEC	  H10407	  plasmid	  references	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Figure	  III.14.	  Percentage	  of	  ETEC	  2277	  plasmid	  reads	  aligned	  to	  pCoo	  plasmid	  reference	  	  By	  analyzing	  these	  profiles	  we	  can	  see	  how	  these	  samples	  are	  different.	  ETEC	  chromosomes	  have	  higher	  similarities	  between	  each	  other	  and	  are	  thus	  much	  more	  conserved,	  while	  ETEC	  plasmids	  are	  highly	  varied	  within	  the	  population.	  This	  confirms	  a	  finding	  by	  Crossman	  et	  al.	  (2010).	  To	  further	  support	  this	  observation,	  we	  visualized	  the	  locations	  of	  single	  nucleotide	  polymorphism	  (SNP)	  that	  occur	  across	  all	  samples	  in	  plasmids	  and	  chromosomes:	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Figure	  III.15.	  SNP	  distribution	  across	  chromosome	  samples	  (left)	  and	  plasmid	  samples	  (right)	  	  
III.2.1.2.2. GENE	  FINDING	  AND	  GENOME	  ANNOTATION	  Alignment	  of	  RNA	  sequence	  (RNA-­‐seq)	  data	  can	  assist	  in	  gene	  finding	  and	  genome	  annotation.	  As	  Görnitz	  et	  al.	  (2011)	  recently	  observed,	  computational	  approaches	  to	  reconstruct	  expressed	  transcripts	  could	  be	  broadly	  classified	  into	  three	  categories,	  and	  two	  of	  them	  rely	  on	  alignments	  of	  RNA-­‐seq	  reads	  to	  a	  reference	  genome.	  In	  this	  study	  we	  have	  implemented	  our	  pipeline	  to	  assist	  gene	  finding	  efforts	  and	  genome	  annotation.	  	  A	  case	  example	  of	  gene	  finding	  endeavor	  was	  the	  alignments	  we	  performed	  on	  
Chromera	  velia	  RNA-­‐seq	  data	  sets.	  Chromera	  velia	  is	  a	  photosynthetic	  alga	  that	  was	  recently	  identified	  (Moore	  et	  al.,	  2008),	  and	  is	  the	  closest	  known	  photosynthetic	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 relative	  to	  apicomplexan	  parasites	  such	  as	  Plasmodium	  falciparum	  (Gardner	  et	  al.,	  2002),	  the	  causative	  agent	  of	  malaria.	  Chromera	  velia	  has	  been	  an	  interesting	  organism	  to	  study,	  not	  only	  because	  of	  its	  unique	  properties	  but	  also	  its	  role	  as	  a	  missing	  link	  between	  parasitic	  and	  algal	  species.	  As	  this	  species	  has	  no	  complete	  reference	  genome	  published	  yet,	  we	  aligned	  our	  RNA-­‐seq	  reads	  to	  the	  draft	  DNA	  contigs	  that	  we	  previously	  obtained	  from	  our	  DNA	  sequence	  reads.	  	  A	  usage	  example	  of	  alignment	  for	  genome	  annotation	  is	  the	  alignments	  we	  are	  performing	  for	  an	  ongoing	  re-­‐annotation	  project	  in	  our	  group	  (Ramaprasad	  et	  al.,	  2011).	  This	  project	  aims	  to	  manually	  reannotate	  the	  nuclear	  genomes	  of	  Toxoplasma	  
gondii	  and	  Neospora	  caninum	  (two	  parasitic	  protozoa	  belonging	  to	  the	  family	  Sarcocystidae	  –	  Innes	  and	  Mattsson,	  2007)	  by	  combining	  RNA-­‐seq	  data	  and	  homology	  information.	  Manual	  reannotation	  will	  increase	  the	  quality	  and	  accuracy	  of	  the	  genomic	  features	  of	  these	  organisms,	  promoting	  better	  insights	  into	  their	  pathogenicity.	  	  III.2.2. HOMOLOGY	  DETECTION	  Homology	  is	  the	  degree	  of	  resemblance	  between	  two	  sequences	  that	  share	  a	  mutual	  ancestor.	  Two	  homologous	  sequences	  are	  more	  likely	  to	  have	  similar	  function	  than	  two	  dissimilar	  sequences.	  Using	  homology	  detection	  it	  is	  possible	  to	  infer	  the	  function	  of	  an	  unknown	  sequence	  or	  to	  build	  a	  three-­‐dimensional	  model	  of	  a	  related	  protein.	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 III.2.3. SEQUENCE	  VARIANT	  DETECTION	  Recent	  genome-­‐wide	  association	  (GWA)	  studies	  have	  revealed	  that	  DNA	  sequence	  variants	  contribute	  to	  the	  risk	  of	  common	  diseases.	  For	  instance,	  a	  sequence	  variant	  in	  HTR2A	  –	  a	  serotonin	  receptor	  gene	  –	  was	  discovered	  to	  be	  positively	  associated	  with	  schizophrenia	  (Inayama	  et	  al.,	  1996),	  while	  a	  common	  allele	  –	  one	  of	  multiple	  alternative	  forms	  of	  a	  gene	  that	  arise	  by	  mutation	  –	  on	  human	  chromosome	  9	  were	  found	  to	  be	  correlated	  with	  coronary	  heart	  disease	  (McPherson	  et	  al.,	  2007).	  	  We	  developed	  a	  program	  to	  automatically	  recognize	  regions	  of	  difference	  by	  analyzing	  alignment	  files	  between	  sequence	  reads	  and	  a	  reference	  genome	  	  (in	  .BAM	  format).	  This	  module	  gives	  a	  list	  of	  three	  types	  of	  regions	  of	  reference	  genome:	  
• Regions	  that	  are	  not	  covered	  by	  our	  reads.	  
• Regions	  that	  are	  covered,	  but	  have	  relatively	  low	  read	  coverage.	  
• Regions	  that	  are	  covered	  and	  have	  unusually	  high	  read	  coverage.	  User	  can	  specify	  thresholds	  for	  lower	  limit	  (low	  coverage)	  and	  upper	  limit	  (high	  coverage).	  	  For	  SNP	  detection,	  we	  employed	  few	  different	  tools,	  including	  SAMtools	  mpileup	  (http://	  samtools.sourceforge.net)	  and	  SNP-­‐o-­‐matic	  (http://snpomatic.sourceforge.net).	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 The	  above	  methods	  are	  universally	  applicable	  for	  any	  genome.	  An	  example	  of	  this	  application	  is	  a	  study	  of	  the	  resistance	  profiles	  of	  nine	  MTB	  clinical	  isolates	  from	  Portugal.	  This	  study	  is	  currently	  being	  conducted	  by	  our	  group,	  in	  collaboration	  with	  Ruth	  McNerney	  and	  Taane	  Clark	  from	  the	  London	  School	  of	  Hygiene	  &	  Tropical	  Medicine,	  London,	  United	  Kingdom.	  Here	  SNPs	  that	  are	  linked	  to	  the	  organism’s	  resistance	  /	  non-­‐resistance	  against	  certain	  types	  of	  drugs	  are	  identified	  and	  checked	  with	  their	  genotype	  profiles	  from	  laboratory	  genotyping	  experiments.	  	  
 
Figure	  III.16.	  Resistance	  profile	  diagram	  of	  nine	  clinical	  isolates	  of	  MTB	  (Grant	  Hill-­‐Cawthorne	  ,	  2011,	  via	  personal	  communication) 
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Figure	  III.17.	  A	  view	  of	  SNPs	  occurring	  across	  the	  nine	  samples	  (Grant	  Hill-­‐Cawthorne	  ,	  2011,	  via	  personal	  communication) 	  
III.3. VISUALIZATION	  
With	  massive	  amount	  of	  genomic	  data	  generated,	  visualization	  serves	  an	  important	  role	  in	  attempts	  to	  access	  and	  understand	  them.	  We	  developed	  a	  pipeline	  that	  utilizes	  and	  combines	  various	  different	  types	  of	  visualization	  tools,	  such	  as	  Artemis	  (Rutherford	  et	  al.,	  2000).	  The	  following	  figures	  showcase	  some	  of	  the	  examples.	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Figure	  III.18.	  Various	  types	  of	  visualization	  effort	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Figure	  III.19.	  Visualization	  of	  draft	  assemblies	  of	  five	  ETEC	  chromosome	  genomes	  	  The	  above	  figure	  employs	  Circos	  (Krzywinski	  et	  al.,	  2009)	  to	  display	  relations	  between	  the	  five	  assembled	  ETEC	  contigs	  to	  its	  reference	  genome,	  strain	  H10407	  (Crossman	  et	  al.,	  2010).	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IV CONCLUSION	  
IV.1. SUMMARY	  
We	  have	  developed	  computational	  analysis	  pipelines	  and	  a	  genome	  assembly	  optimization	  tool	  to	  accelerate	  research	  in	  pathogen	  genomics	  field.	  To	  the	  best	  of	  our	  knowledge,	  this	  is	  the	  first	  time	  a	  metaheuristic	  algorithm	  is	  applied	  to	  solve	  the	  problem	  of	  assembly	  optimization.	  We	  have	  shown	  that	  our	  assembly	  optimizer	  achieved	  better	  results	  compared	  to	  original	  non-­‐optimized	  assembly	  result	  and	  to	  other	  result	  obtained	  via	  conventional	  optimizer.	  Using	  our	  algorithm,	  we	  have	  improved	  the	  N50	  value	  of	  our	  assembly	  to	  up	  to	  up	  to	  9697%,	  while	  maintaining	  a	  consistently	  high	  accuracy	  of	  around	  98%.	  Most	  importantly,	  our	  methodology	  is	  applicable	  to	  practically	  every	  pathogenic	  or	  non-­‐pathogenic	  microorganism.	  	  
IV.2. FUTURE	  WORK	  
Further	  studies	  and	  improvements	  can	  be	  performed	  on	  our	  assembly	  optimization	  tool.	  These	  include,	  but	  are	  not	  limited	  to,	  addition	  of	  support	  for	  other	  assemblers,	  experiments	  using	  data	  sets	  from	  different	  sequencing	  platforms	  and	  different	  read	  depth,	  adaptive	  iteration,	  and	  inclusion	  of	  other	  additional	  parameters.	  There	  is	  also	  an	  opportunity	  to	  develop	  a	  comprehensive,	  integrated	  assembly	  optimization	  and	  evaluation	  tool	  that	  is	  universally	  applicable	  on	  every	  genome.	  There	  is	  currently	  no	  consensus	  ‘gold	  standard’	  metric	  of	  assembly	  assessments	  that	  comprises	  statistical	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 properties	  as	  well	  as	  actual	  qualities,	  making	  it	  difficult	  to	  objectively	  compare	  one	  study	  from	  another.	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