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Abstract
We study ground states of two-component Bose-Einstein condensates (BEC) with
trapping potentials in R2, where the intraspecies interaction (−a1,−a2) and the in-
terspecies interaction −β are both attractive, i.e, a1, a2 and β are all positive. The
existence and non-existence of ground states are classified completely by investi-
gating equivalently the associated L2-critical constraint variational problem. The
uniqueness and symmetry-breaking of ground states are also analyzed under dif-
ferent types of trapping potentials as β ր β∗ = a∗ +
√
(a∗ − a1)(a∗ − a2), where
0 < ai < a
∗ := ‖w‖2
2
(i = 1, 2) is fixed and w is the unique positive solution of
∆w − w + w3 = 0 in R2. The semi-trivial limit behavior of ground states is tackled
in the companion paper [12].
Keywords: ground states; constraint minimizers; mass concentration; symmetry breaking;
local uniqueness
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1 Introduction
In this paper, we consider the following coupled nonlinear Gross-Pitaevskii equations{
−∆u1 + V1(x)u1 = µu1 + a1u31 + βu22u1 in R2,
−∆u2 + V2(x)u2 = µu2 + a2u32 + βu21u2 in R2,
(1.1)
where (u1, u2) ∈ X = H1(R2)×H2(R2) and the space
Hi(R2) =
{
u ∈ H1(R2) :
∫
R2
Vi(x)|u(x)|2 dx <∞
}
,
is equipped with the norm ‖u‖
Hi
=
( ∫
R2
[|∇u|2 + Vi(x)|u(x)|2] dx) 12 for i = 1, 2. The
system (1.1) arises in describing two-component Bose-Einstein condensates (BEC) with
trapping potentials V1(x) and V2(x) (cf. [6, 17, 22, 23, 24, 28, 30]), and µ ∈ R is
a chemical potential. From the physical point of view, we assume that the trapping
potential 0 ≤ Vi(x) ∈ Cαloc(R2) (where 0 < α < 1) satisfies for i = 1, 2,
lim
|x|→∞
Vi(x) =∞, both inf
x∈R2
Vi(x) = 0 and inf
x∈R2
(
V1(x) + V2(x)
)
are attained. (1.2)
Here ai > 0 (resp. < 0) represents that the intraspecies interaction of the atoms inside
each component is attractive (resp. repulsive), and β > 0 (resp. < 0) denotes that the
interspecies interaction between two components is attractive (resp. repulsive).
The main aim of the present paper is to analyze ground states of the system (1.1)
for the case where the intraspecies interaction and the interspecies interaction are both
attractive, i.e, a1 > 0, a2 > 0 and β > 0. As illustrated by Proposition A.1 in the
Appendix A.1, ground states of the system (1.1) in this case can be described equivalently
by nonnegative minimizers of the following L2−critical constraint variational problem
e(a1, a2, β) := inf
(u1,u2)∈M
Ea1,a2,β(u1, u2), a1 > 0, a2 > 0, β > 0, (1.3)
where
M :=
{
(u1, u2) ∈ X :
∫
R2
(|u1|2 + |u2|2) dx = 1
}
,
and the Gross-Pitaevskii (GP) energy functional Ea1,a2,β(u1, u2) is given by
Ea1,a2,β(u1, u2) =
∫
R2
(|∇u1|2 + |∇u2|2) dx+
∫
R2
(
V1(x)|u1|2 + V2(x)|u2|2
)
dx
−
∫
R2
(a1
2
|u1|4 + a2
2
|u2|4 + β|u1|2|u2|2
)
dx , (u1, u2) ∈ X .
(1.4)
2
To discuss equivalently ground states of (1.1), throughout the whole paper we shall
therefore focus on investigating (1.3), instead of (1.1).
As another type of motivations, the studies of (1.3) are also stimulated by the recent
works [1, 13, 14, 15] and the references therein, where the authors investigated ground
states of a single component attractive BEC, i.e. the following single minimization prob-
lem
ei(a) := inf{u∈Hi,
∫
R2
|u|2dx=1}
Eia(u), a > 0, (1.5)
and the GP energy functional Eia(u) satisfies
Eia(u) :=
∫
R2
(|∇u(x)|2 + Vi(x)|u(x)|2)dx− a
2
∫
R2
|u(x)|4dx, i = 1 or 2.
Actually, it was proved in [1, 13] that (1.5) admits minimizers if and only if 0 < a <
a∗ := ‖w‖22, where w = w(|x|) > 0 denotes (cf. [8, 19, 20]) the unique positive solution
of the following nonlinear scalar field equation
∆w − w + w3 = 0, w ∈ H1(R2). (1.6)
The blow-up behavior of minimizers of ei(a) as aր a∗ was also analyzed in [13, 14, 15]
under different types of trapping potentials. The above mentioned results show that the
analysis of ei(a) makes full use of the following classical Gagliardo-Nirenberg inequality
‖w‖22
2
= inf
{u(x)∈H1(R2)\{0}}
∫
R2
|∇u(x)|2 dx ∫
R2
|u(x)|2 dx∫
R2
|u(x)|4 dx , (1.7)
where the equality is attained at w (cf. [32]). Applying (1.6) and (1.7), one can get the
following identifies
‖w‖22 = ‖∇w‖22 =
1
2
‖w‖44. (1.8)
Note also from [8, Proposition 4.1] that w(x) decays exponentially in the sense that
w(x) , |∇w(x)| = O(|x|− 12 e−|x|) as |x| → ∞. (1.9)
Since the interspecies interaction between the components leads to more elaborate phys-
ical phenomena, one may expect that multiple-component BECs present more compli-
cated characters than one-component BEC, and the corresponding analytic investiga-
tions are more challenging. Therefore, comparing with the analysis of (1.5), investigating
e(a1, a2, β) needs more involved analytic methods and variational arguments to overcome
above difficulties.
When the constraint condition of (1.3) is replaced by
{
(u1, u2) ∈ X :
∫
R2
|u1|2 dx =∫
R2
|u2|2 dx = 1
}
, the existence, nonexistence, mass concentration, and other analytic
properties of minimizers for (1.3) are analyzed recently in [16]. Different from [16], in
the present paper and [12] we shall analyze the minimizers of (1.3) under a different
constraint assumption that (u1, u2) ∈ M. In this paper, we shall not only address a
complete classification of the existence and nonexistence of minimizers for (1.3), but also
discuss more importantly the uniqueness, mass concentration, and symmetry-breaking
of minimizers for (1.3). In the companion paper [12], we shall analyze the semi-trivial
limit behavior of minimizers for (1.3).
3
1.1 Main results
The first main result of the present paper is concerned with the following existence and
nonexistence of minimizers:
Theorem 1.1. Suppose Vi(x) satisfies (1.2) for i = 1, 2, and set
β∗ = β∗(a1, a2) := a∗ +
√
(a∗ − a1)(a∗ − a2), where 0 < a1, a2 < a∗ := ‖w‖22. (1.10)
Then we have
1. If 0 < a1, a2 < a
∗ and 0 < β < β∗, then problem (1.3) has at least one minimizer.
2. If either a1 > a
∗ or a2 > a∗ or β > β∗, then problem (1.3) has no minimizer.
We remark that Theorem 1.1 was already proved in [1, Theorems 2.1 and 2.2]. In
this paper we shall address the proof of Theorem 1.1 in a simpler way, which depends
strongly on the following Gagliardo-Nirenberg type inequality∫
R2
(|u1|2 + |u2|2)2 dx ≤ 2‖w‖22
∫
R2
(|∇u1|2 + |∇u2|2) dx
∫
R2
(|u1|2 + |u2|2)dx, (1.11)
where (u1, u2) ∈ H1(R2)×H1(R2). The proof of Lemma A.2 in the appendix shows that
2
‖w‖2
2
is the best constant of (1.11), where the equality is attained at (w sin θ,w cos θ) for
any θ ∈ [0, 2π). The following theorem is concerned with the existence of minimizers for
(1.3) at the threshold where either a1 = a
∗ or a2 = a∗ or β = β∗:
Theorem 1.2. Suppose Vi(x) satisfies (1.2) for i = 1, 2, and assume β
∗ = β∗(a1, a2) ≥
a∗ is defined by (1.10). Then we have the following results:
1. Suppose either a1 = a
∗ and β ≤ β∗(= a∗), or a2 = a∗ and β ≤ β∗(= a∗). Then
there is no minimizer for problem (1.3). Furthermore, we have lim
a1րa∗
e(a1, a2, β) =
e(a∗, a2, β) = 0 and lim
a2րa∗
e(a1, a2, β) = e(a1, a
∗, β) = 0, where β ≤ a∗.
2. Suppose β = β∗, 0 < a1, a2 < a∗, and V1(x) and V2(x) have at least one common
minimum point. Then there is no minimizer for problem (1.3). Furthermore,
lim
βրβ∗
e(a1, a2, β) = e(a1, a2, β
∗) = 0. (1.12)
3. Suppose β = β∗, a1 < a∗ and a2 < a∗, and assume V1(x) and V2(x) have no
common minimum points. If
e(a1, a2, β) <
1√
a∗ − a1 +
√
a∗ − a2
inf
x∈R2
(√
a∗ − a2V1(x) +
√
a∗ − a1V2(x)
)
,
(1.13)
then there exists at least one minimizer for problem (1.3).
If V1(x) and V2(x) have at least one common minimum point, Theorems 1.1 and
1.2 give a complete classification of the existence and nonexistence of minimizers for
e(a1, a2, β). More precisely, (1.3) has minimizers in this case, if and only if the point
(a1, a2, β) lies within the cuboid as illustrated by Figure 1. On the other hand, when
V1(x) and V2(x) have no common minimum point, we expect that both the existence
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Figure 1: If V1(x) and V2(x) have at least one common minimum point, then e(a1, a2, β)
has minimizers if and only if the point (a1, a2, β) lies within the cuboid.
and nonexistence of minimizers may occur at the threshold where β = β∗, a1 < a∗ and
a2 < a
∗, which depends on the shapes of both V1(x) and V2(x). Under the additional
assumption (1.13), Theorem 1.2(3) is proved by applying Ekeland’s variational principle
(cf. [31, Theorem 5.1]).
Inspired by [13, 14, 15, 16], in the following we focus on analyzing the limit behavior
of minimizers as β ր β∗. Since |∇|u|| ≤ |∇u| holds a.e. in R2, any minimizer (u1, u2) of
(1.3) satisfies either ui ≥ 0 or ui ≤ 0 in R2 for i = 1 and 2. Without loss of generality,
we therefore remark that minimizers of (1.3) can be restricted to nonnegative vector
functions. For convenience, we next rewrite the functional Ea1,a2,β(·) as
Ea1,a2,β(u1, u2)
=
∫
R2
|∇u1(x)|2 + |∇u2(x)|2 dx− a
∗
2
∫
R2
(|u1(x)|2 + |u2(x)|2)2 dx
+
∫
R2
V1(x)|u1(x)|2 dx+
∫
R2
V2(x)|u2(x)|2 dx
+
1
2
∫
R2
(√
a∗ − a1|u1(x)|2 −
√
a∗ − a2|u2(x)|2
)2
dx
+ (β∗ − β)
∫
R2
|u1(x)|2|u2(x)|2 dx,
(1.14)
and define the positive constant γ as
γ := γ(a1, a2) =
√
a∗ − a2√
a∗ − a1 +
√
a∗ − a2
∈ (0, 1), where 0 < a1, a2 < a∗. (1.15)
Through analyzing (1.14), we shall establish the following limit behavior of nonnegative
minimizers of (1.3) as β ր β∗.
Theorem 1.3. Suppose that V1(x) and V2(x) satisfy (1.2) and have at least one common
minimum point. Let (u1k(x), u2k(x)) be a nonnegative minimizer of e(a1, a2, βk), where
0 < a1, a2 < a
∗ and βk ր β∗ as k → ∞. Then there exists a subsequence of {βk}, still
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denoted by {βk}, such that (u1k, u2k) satisfies

lim
k→∞
εku1k(εkx+ z¯1k) =
√
γ
‖w‖2w(x),
lim
k→∞
εku2k(εkx+ z¯2k) =
√
1−γ
‖w‖2 w(x),
strongly in H1(R2), (1.16)
where 0 < γ = γ(a1, a2) < 1 is given by (1.15), εk > 0 satisfies
ε−2k =
∫
R2
(|∇u1k(x)|2 + |∇u2k(x)|2) dx→ +∞ as k →∞, (1.17)
and z¯ik is the unique maximum point of uik satisfying
lim
k→∞
z¯1k = lim
k→∞
z¯2k = x¯0, where x¯0 ∈ R2 satisfies V1(x¯0) = V2(x¯0) = 0, (1.18)
and
lim
k→∞
|z¯1k − z¯2k|
εk
= 0. (1.19)
Theorem 1.3 shows that the minimizers of e(a1, a2, βk) blow up and concentrate at
a common minimum point of V1(x) and V2(x) as βk ր β∗. Unfortunately, one can note
from (1.17) that Theorem 1.3 cannot give the explicit blow-up information of (u1k, u2k)
as k → ∞, due to the fact that the specific local profiles near the common minimum
points of potentials V1(x) and V2(x) are unavailable in Theorem 1.3. For this reason, in
the following we consider some typical classes of special potentials V1(x) and V2(x) to
get the precise blow-up behavior of minimizers. We thus define
Definition 1.1. A function f(x) is homogeneous of degree p ∈ R+ (about the origin),
if there holds that
f(tx) = tpf(x) in R2 for any t > 0.
If f(x) ∈ C(R2) is homogeneous of degree p > 0, the above definition then implies that
0 ≤ f(x) ≤ C|x|p in R2,
where C > 0 denotes the maximum of f(x) on ∂B1(0). Moreover, if lim|x|→∞ f(x) =∞,
then 0 is the unique minimum point of f(x).
For generality, in what follows we assume that V1(x) and V2(x) have exactly l common
minimum points, namely,
Z :=
{
x ∈ R2 : V1(x) = V2(x) = 0
}
=
{
x1, x2, · · · , xl
}
, where l ≥ 1. (1.20)
We also assume that for i = 1, 2 and j = 1, 2, · · · , l, Vi(x) is almost homogeneous of
degree pij > 0 around each xj in the sense that
lim
x→0
Vi(x+ xj)
Vij(x)
= 1, (1.21)
where Vij(x) satisfies
Vij(x) ∈ Cαloc(R2) is homogeneous of degree pij > 0 and lim|x|→∞Vij(x) = +∞. (1.22)
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Additionally, we also define Hj(y) (1 ≤ j ≤ l) by
Hj(y) =


γ
∫
R2
V1j(x+ y)w
2(x)dx if p1j < p2j ,∫
R2
[
γV1j(x+ y) + (1− γ)V2j(x+ y)
]
w2(x)dx if p1j = p2j ,
(1− γ)
∫
R2
V2j(x+ y)w
2dx if p1j > p2j ,
(1.23)
where 0 < γ < 1 is given by (1.15). Define
p0 := max
1≤j≤l
pj with pj := min
{
p1j , p2j
}
, and Z¯ :=
{
xj ∈ Z : pj = p0
} ⊂ Z. (1.24)
Set
λ¯0 := min
j∈Γ
λ¯j , where λ¯j := min
y∈R2
Hj(y) and Γ :=
{
j : xj ∈ Z¯
}
. (1.25)
Denote
Z0 :=
{
xj ∈ Z¯ : λ¯j = λ¯0
}
(1.26)
the set of the flattest common minimum points of V1(x) and V2(x). Under above assump-
tions, we have the following blow-up behavior of nonnegative minimizers as β ր β∗.
Theorem 1.4. Suppose that V1(x) and V2(x) satisfy (1.20)–(1.22). Let (u1k(x), u2k(x))
be the convergent minimizer subsequence of e(a1, a2, βk) obtained in Theorem 1.3, where
0 < a1, a2 < a
∗ and βk ր β∗ as k →∞. Then we have

lim
k→∞
ε¯ku1k(ε¯kx+ z¯1k) =
√
γ
‖w‖2w(x),
lim
k→∞
ε¯ku2k(ε¯kx+ z¯2k) =
√
1−γ
‖w‖2 w(x)
strongly in H1(R2), (1.27)
where ε¯k > 0 is given by
ε¯k :=
[4γ(1 − γ)
p¯0λ¯0
(β∗ − βk)
] 1
p¯0+2 , (1.28)
and 0 < γ = γ(a1, a2) < 1 is given by (1.15). Moreover, up to a subsequence if necessary,
we have
lim
k→∞
z¯1k − xj0
ε¯k
= lim
k→∞
z¯2k − xj0
ε¯k
= y0, (1.29)
where xj0 ∈ Z0 and y0 ∈ R2 satisfies Hj0(y0) = miny∈R2 Hj0(y) = λ¯0.
Remark 1.1. Let V1(x) and V2(x) be given by
Vi(x) = gi(x)
ni∏
j=1
|x− xij |pij , pij ∈ R+ and ni ∈ N+, i = 1, 2,
where gi(x) ∈ Cαloc(R2) satisfies 1C < gi(x) < C in R2 for some positive constant C. We
also assume that there exists a constant l ∈ N+ satisfying 1 ≤ l ≤ min{n1, n2} such that{
x1j = x2j , where j = 1, · · · , l,
x1j 6= x2k, where j ∈ {l + 1, · · · , n1} and k ∈ {l + 1, · · · , n2}.
Then, V1(x) and V2(x) satisfy all assumptions of Theorem 1.4. In this setting, we have
Vij(x) = gi(xij)|x|pij , where i = 1, 2 and j = 1, 2, · · · , l.
Moreover, one can check that each Hj(y), where j = 1, · · · , l, attains its minimum at
the unique point y = 0. Thus, we have y0 = 0 in (1.29).
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Figure 2: Theorems 1.3-1.5 describe the spike profiles and uniqueness of nonnegative
minimizers for e(a1, a2, β) as the point (a1, a2, β) approaches uprightly to the top of the
cuboid.
Theorem 1.4 shows that minimizers of e(a1, a2, β) must concentrate at a flattest com-
mon minimum point of potentials V1(x) and V2(x). Moreover, if the trapping potentials
V1(x) = V2(x) have a symmetry, e.g., V1(x) = V2(x) =
∏n
i=1 |x − xi|p with p > 0 and
xi arranged on the vertices of a regular polygon, Theorem 1.4 then implies that the
following symmetry breaking and multiplicity occur for the minimizers of e(a1, a2, β) as
β ր β∗: for any fixed 0 < a1, a2 < a∗, there exists β∗ < β∗ such that for β∗ < β < β∗,
e(a1, a2, β) has at least n different nonnegative minimizers, each of which concentrates
at a specific common minimum point xi.
The uniqueness of ground states for single component BEC was addressed recently
in [11, Theorem 1.1] by deriving Pohozaev identities, see also [3, 5, 10] for related works.
Motivated by this fact, we finally investigate the uniqueness of nonnegative minimizers for
e(a1, a2, β) under some further assumptions on V1(x) and V2(x), where 0 < a1, a2 < a
∗
are fixed and β ր β∗. We shall assume that V1(x) and V2(x) have a unique flattest
common minimum point, i.e., Z0 defined in (1.26) contains only one element. Our
uniqueness can be then stated as follows.
Theorem 1.5. Suppose that Vi(x) ∈ C2(R2) satisfies (1.20)–(1.22) for i = 1, 2, Z0 =
{x1} holds in (1.26) and
y0 is the unique and non-degenerate critical point of H1(y), (1.30)
where H1(y) is given by (1.23). Assume also that there exist κ > 0 and r0 > 0 such that
Vi(x) ≤ Ceκ|x| if |x| is large, (1.31)
and
∂Vi(x+ x1)
∂xj
=
∂Vi1(x)
∂xj
+Rij(x) and |Rij(x)| ≤ C|x|qi in Br0(0), (1.32)
where qi > pi1− 1 and i, j = 1, 2. Then for any given a1 ∈ (0, a∗) and a2 ∈ (0, a∗), there
exists a unique nonnegative minimizer of e(a1, a2, β) as β ր β∗.
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Theorem 1.5 and Proposition A.1 imply that for any given 0 < ai < a
∗, where
i = 1, 2, there exists a unique µ ∈ R such that there exists a unique ground state of
(1.1) as β ր β∗. Theorem 1.5 therefore seems to be the first result on the uniqueness of
ground states for (1.1) with trapping potentials. On the other hand, we also note that
if Vi(x) ∈ C2(R2) is homogeneous of degree pi ≥ 2 for i = 1, 2, then Theorem 1.5 can be
simplified as Corollary 4.4 in Section 4, which shows that y0 6= 0 may occur in (1.30) in
view of Example 1.1 in [11].
To prove Theorem 1.5, by contradiction suppose (u1,k, v1,k) and (u2,k, v2,k) to be two
different nonnegative minimizers of e(a1, a2, βk) as βk ր β∗. Comparing with discussing
single equations, see [3, 5, 10, 11] and the references therein, we however need to overcome
some extra difficulties. Actually, one needs to seek for a suitable difference function
(ξˆ1,k, ξˆ2,k) between (u1,k, v1,k) and (u2,k, v2,k). By establishing Lemma 4.2, our analysis
turns out that (ξˆ1,k, ξˆ2,k) can be well defined as
ξˆ1,k(x) =
u2,k(x)− u1,k(x)
‖u2,k − u1,k‖
1
2
L∞(R2)
‖v2,k − v1,k‖
1
2
L∞(R2)
,
ξˆ2,k(x) =
v2,k(x)− v1,k(x)
‖u2,k − u1,k‖
1
2
L∞(R2)
‖v2,k − v1,k‖
1
2
L∞(R2)
.
It is then necessary to study carefully the limit structure of (ξˆ1k, ξˆ2k) as k →∞, for which
we need to make full use of the non-degeneracy results in [4]. In order to employ the non-
degeneracy assumption of (1.30) to derive Pohozaev identities, some delicate estimates
and new ideas are also needed to handle with the crossing terms in BEC systems, see
Step 2 in the proof for details. We also remark that Theorems 1.3-1.5 describe the spike
profiles and uniqueness of nonnegative minimizers for e(a1, a2, β) as the point (a1, a2, β)
approaches uprightly to the top of the cuboid as illustrated by Figure 2.
This paper is organized as follows. Section 2 is focussed on the proof of Theorem
1.1 and Theorem 1.2 on classifying completely the existence and nonexistence of the
minimizers for e(a1, a2, β). In Section 3 we first address the proof of Theorem 1.3 on the
mass concentration of nonnegative minimizers for e(a1, a2, β), based on which Theorem
1.4 is then proved in Subsection 3.1. In Section 4 we shall prove Theorem 1.5 on the
uniqueness of nonnegative minimizers for e(a1, a2, β) as (a1, a2, β) ր (a1, a2, β∗). As
stated in Proposition A.1, we shall derive in Appendix A.1 the equivalence between
ground states of (1.1) and constraint minimizers of e(a1, a2, β). In Appendix A.2 we
prove the Gagliardo-Nirenberg type inequality (1.11), and the proof of Lemma 4.3 is
given finally in Appendix A.3.
2 Existence and Nonexistence of Minimizers
By making full use of the inequality (1.11), this section is devoted to the proof of The-
orems 1.1 and 1.2 on the existence and non-existence of minimizers for problem (1.3).
We start with introducing the following compactness lemma, which can be derived in a
similar way of [29, Theorem XIII.67] or [2, Theorem 2.1].
Lemma 2.1. Suppose Vi ∈ L∞loc(R2) satisfies lim|x|→∞Vi(x) = ∞ for i = 1, 2. Then the
embedding X := H1 ×H2 →֒ Lq(R2)× Lq(R2) is compact for all 2 ≤ q <∞.
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Proof of Theorem 1.1. Since Theorem 1.1(2) is proved in [1, Theorem 2.2], here for
the reader’s convenience we only provide a simpler proof of Theorem 1.1(1) by applying
the inequality (1.11).
For any given 0 ≤ a1 < a∗, 0 ≤ a2 < a∗ and β < β∗, there exists an a ∈ R+ such that
max
{
a1, a2
} ≤ a < a∗, β < a+√(a− a1)(a− a2).
We thus rewrite (1.4) as
Ea1,a2,β(u1, u2) =
∫
R2
(|∇u1|2 + |∇u2|2)dx− a
2
∫
R2
(|u1|2 + |u2|2)2 dx
+
∫
R2
(
V1(x)|u1|2 + V2(x)|u2|2
)
dx
+
1
2
∫
R2
(√
a− a1|u1|2 −
√
a− a2|u2|2
)2
dx
+
(
a+
√
(a− a1)(a− a2)− β
) ∫
R2
|u1|2|u2|2 dx, (u1, u2) ∈ X .
(2.1)
Let {(u1n, u2n)} ∈ X be a minimizing sequence of e(a1, a2, β), we then get from (2.1)
and the Gagliardo-Nirenberg type inequality (1.11) that (u1n, u2n) is bounded uniformly
in X . Applying Lemma 2.1, this yields that there exists (u10, u20) ∈ X such that, up to
a subsequence if necessary,
(u1n, u2n)
n−→ (u10, u20) strongly in Lq(R2), where 2 ≤ q <∞. (2.2)
Then, similar to [13, Theorem 1], one can easily deduce that (u10, u20) ∈ M is a minimizer
of e(a1, a2, β).
Proof of (1) and (2) of Theorem 1.2. Choose a cutoff function 0 ≤ ϕ ∈ C∞0 (R2)
such that ϕ(x) = 1 for |x| ≤ 1, and ϕ(x) = 0 for |x| ≥ 2. For any τ > 0, set
u1τ (x) =
√
θAτ
τ
‖w‖2ϕ(x− x0)w(τ |x− x0|),
u2τ (x) =
√
1− θAτ τ‖w‖2ϕ(x− x0)w(τ |x − x0|),
(2.3)
where Aτ > 0 is chosen so that (u1τ , u2τ ) ∈ M, θ ∈ [0, 1] and x0 ∈ R2 are to be
determined later. Using (1.9), one can verify that
1 ≤ A2τ ≤ 1 +Ce−2τ as τ →∞.
Similar to [13, Theorem 1], one can employ (1.8) to derive that
e(a1, a2, β) ≤Ea1,a2,β(u1τ , u2τ )
≤A
2
τ τ
2
‖w‖22
[ ∫
R2
|∇w|2 dx− a1θ
2 + a2(1− θ)2 + 2βθ(1− θ)
2a∗
∫
R2
w4 dx
]
+
∫
R2
[
(1− θ)ϕ2
(x
τ
)
V2
(x
τ
+ x0
)
+ θϕ2
(x
τ
)
V1
(x
τ
+ x0
)]
w2 dx+ Ce−2τ
≤τ2
[
1− a1θ
2 + a2(1− θ)2 + 2βθ(1− θ)
a∗
]
+ θV1(x0) + (1− θ)V2(x0) + o(1) as τ →∞.
(2.4)
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We next follow (2.4) to continue the rest proof.
1. We first consider the case where a1 = a
∗, a2 ≤ a∗ and β ≤ a∗. Taking θ = 1 and
x0 ∈ R2 such that V1(x0) = 0, we then derive from (1.14) and (2.4) that
0 ≤ e(a∗, a2, β) ≤ V1(x0) = 0. (2.5)
Suppose now that e(a∗, a2, β) has a minimizer (u∗1, u
∗
2). It then follows from (1.14) and
(2.5) that ∫
R2
(|∇u∗1|2 + |∇u∗2|2) dx =
a∗
2
∫
R2
(|u∗1|2 + |u∗2|2)2 dx,∫
R2
V1(x)|u∗1|2 dx =
∫
R2
V2(x)|u∗2|2 dx = 0.
(2.6)
Applying (1.11), the first equality of (2.6) gives that (u∗1, u
∗
2) must be a suitable scaling
of (w sin θ∗, w cos θ∗) for some θ∗ ∈ [0, 2π). However, the second equality of (2.6) shows
that it has a compact support, which is impossible. Therefore, there is no minimizer
for (1.3) in this case. Furthermore, when a2 ≤ a∗, β ≤ a∗ and a1 ր a∗, take θ = 1,
τ = (a∗ − a1)− 14 and x0 ∈ R2 satisfying V (x0) = 0. Using (2.4), we then obtain from
(2.5) that
0 ≤ lim
a1րa∗
e(a1, a2, β) ≤ lim
a1րa∗
Ea1,a2,β(u1τ , u2τ ) = 0 = e(a
∗, a2, β), (2.7)
and we are done.
Similarly, one can also establish Theorem 1.2 (1) for the other case.
2. To establish Theorem 1.2 (2), we denote x1 a common minimum point of V1(x) and
V2(x). Taking θ =
√
a∗−a2√
a∗−a1+
√
a∗−a2 and x0 = x1 for (2.4), together with (1.14) we then
derive that
0 ≤ e(a1, a2, β∗) ≤
√
a∗ − a1V2(x0) +
√
a∗ − a2V1(x0)
(
√
a∗ − a1 +
√
a∗ − a2)2
= 0.
Arguing as above (2.6), we further conclude that e(a1, a2, β
∗) has no minimizer in this
case.
Furthermore, similar to (2.7), we then derive from (2.4), where we choose τ = (β∗ −
β)−
1
4 , that lim
βրβ∗
e(a1, a2, β) = e(a1, a2, β
∗) = 0. This completes the proof of Theorem
1.2 (2).
2.1 Proof of Theorem 1.2 (3)
In this subsection, we shall prove Theorem 1.2 (3) on the existence of minimizers under
the additional assumption (1.13).
Proof of Theorem 1.2 (3). For any (u1, u2), (v1, v2) ∈ M, we define
d
(
(u1, u2), (v1, v2)
)
: = ‖(u1, u2)− (v1, v2)‖X .
One can verify that the space (M, d) is a complete metric space. Hence, by Ekeland’s
variational principle [31, Theorem 5.1], there exists a minimizing sequence {(u1n, u2n)} ⊂
M of e(a1, a2, β∗) such that
e(a1, a2, β
∗) ≤ Ea1,a2,β∗(u1n, u2n) ≤ e(a1, a2, β∗) +
1
n
, (2.8)
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and for any (v1, v2) ∈ M,
Ea1,a2,β∗(u1n, u2n)− Ea1,a2,β∗(v1, v2) ≤
1
n
∥∥(u1n, u2n)− (v1, v2)∥∥X . (2.9)
By Lemma 2.1, in order to show the existence of the minimizers for e(a1, a2, β
∗), it
suffices to prove that {(u1n, u2n)} is bounded uniformly in X . Motivated by Theorem
1.3(ii) in [16], by contradiction we suppose that
‖(u1n, u2n)‖X →∞ as n→∞. (2.10)
Step 1. We have
lim inf
n→∞
∫
R2
(|∇u1n|2 + |∇u2n|2) dx = +∞, (2.11)
1
2
∫
R2
(√
a− a1|u1n|2 −
√
a− a2|u2n|2
)2
dx ≤ e(a1, a2, β∗) + 1
n
, (2.12)
and
lim inf
n→∞
∫
R2
(|∇u1n|2 + |∇u2n|2) dx∫
R2
(|u1n|2 + |u2n|2)2 dx =
a∗
2
. (2.13)
To derive above results, we write Ea1,a2,β∗(u1n, u2n) in the form of (1.14). By (1.11),
we then deduce from (2.8) that (2.12) holds and also∫
R2
(
V1(x)|u1|2 + V2(x)|u2|2
)
dx ≤ Ea1,a2,β∗(u1n, u2n) ≤ e(a1, a2, β∗) +
1
n
, (2.14)
which thus implies (2.11) in view of (2.10). Together with (2.11) and (2.12), we obtain
from (2.14) that (2.13) holds. This completes the proof of Step 1.
Step 2. Limit behavior of minimizers. Set
εn :=
(∫
R2
|∇u1n|2 + |∇u2n|2 dx
)− 1
2
> 0,
so that εn → 0 as n→∞. Similar to the proof of [16, Lemma 5.3], one can derive from
(2.11)–(2.13) that there exist a sequence {yεn} ⊂ R2 and positive constants R0 and η
such that
lim inf
n→∞
∫
BR0 (0)
|win|2 dx ≥ η > 0, (2.15)
where win is defined as
win(x) := εnuin(εnx+ εnyεn), i = 1, 2.
Also, we have∫
R2
(|∇w1n|2 + |∇w2n|2)dx = 1, lim
n→∞
∫
R2
(|w1n|2 + |w2n|2)2 dx = 2
a∗
, (2.16)
and
lim
n→∞
∫
R2
(√
a∗ − a1|w1n|2 −
√
a∗ − a2|w2n|2
)2
dx = 0. (2.17)
Moreover, we deduce from (2.14) that∫
R2
Vi(εnx+ εnyεn)win(x)
2 dx ≤ e(a1, a2, β∗) + 1
n
, i = 1, 2.
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Since lim
|x|→∞
Vi(x) = +∞, we conclude from (2.15) that the sequence {εnyεn} is bounded
uniformly in R2, and hence, up to a subsequence if necessary, we have
εnyεn → z0 for some z0 ∈ R2 as n→∞. (2.18)
Step 3. In this step, we shall complete the proof by deriving a contradiction. For any
ϕi(x) ∈ C∞0 (R2), set ϕ¯i(x) := ϕi
(
x−εnyn
εn
)
for i = 1, 2 and define
f(τ, σ) :=
1
2
∫
R2
[
(u1n + τu1n + σϕ¯1)
2 + (u2n + τu2n + σϕ¯2)
2
]
dx.
Direct calculations give that
f(0, 0) =
1
2
,
∂f(0, 0)
∂τ
= 1, and
∂f(0, 0)
∂σ
=
∫
R2
(
u1nϕ¯1 + u2nϕ¯2
)
dx.
Applying the implicit function theorem then gives that there exist a constant δn > 0 and
a function τ(σ) ∈ C1((−δn, δn),R) such that
τ(0) = 0, τ ′(0) = −
∫
R2
(
u1nϕ¯1 + u2nϕ¯2
)
dx, and f(τ(σ), σ) = f(0, 0) =
1
2
.
This implies that(
u1n + τ(σ)u1n + σϕ¯1, u2n + τ(σ)u2n + σϕ¯2
)
∈ M, where σ ∈ (−δn, δn).
Note from (2.9) that
Ea1,a2,β∗(u1n, u2n)− Ea1,a2,β∗
(
u1n + τ(σ)u1n + σϕ¯1, u2n + τ(σ)u2n + σϕ¯2
)
≤ 1
n
‖(τ(σ)u1n + σϕ¯1, τ(σ)u2n + σϕ¯2)‖X .
Taking σ → 0+ and σ → 0− for the above estimate, respectively, it yields that∣∣∣〈E′a1,a2,β∗(u1n, u2n), (τ ′(0)u1n + ϕ¯1, τ ′(0)u2n + ϕ¯2)〉
∣∣∣
≤ 1
n
‖(τ ′(0)u1n + ϕ¯1, τ ′(0)u2n + ϕ¯2)‖X .
Since
τ ′(0) = −
∫
R2
(
u1nϕ¯1 + u2nϕ¯2
)
dx = −εn
∫
R2
(
w1nϕ1 + w2nϕ2
)
dx,
one can verify that
‖(τ ′(0)u1n + ϕ¯1, τ ′(0)u2n + ϕ¯2)‖X ≤ C.
Combining with the definitions of win and ϕ¯i, where i = 1, 2, we then have∣∣∣ ∫
R2
[∇w1n∇ϕ1 +∇w2n∇ϕ2 + ε2nV1(εnx+ εnyεn)w1nϕ1
+ ε2nV2(εnx+ εnyεn)w2nϕ2 − a∗(w21n +w22n)(w1nϕ1 + w2nϕ2)
+ w1nϕ1 + w2nϕ2 +
(√
a∗ − a1|w1n|2 −
√
a∗ − a2|w2n|2
)
(√
a∗ − a1w1nϕ1 −
√
a∗ − a2w2nϕ2
)]
dx
∣∣∣ ≤ Cεn
n
.
(2.19)
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From (2.15) and (2.16), we know that there exists (0, 0) 6≡ (w1, w2) ∈ H1(R2)×H1(R2)
such that (w1n, w2n)
n
⇀ (w1, w2) in X . Using (2.17), we then deduce from (2.19) by
letting n→∞ that (w1, w2) is a weak solution of the following system{
−∆w1 + w1 = a∗w31 + a∗w22w1 in R2,
−∆w2 + w2 = a∗w32 + a∗w21w2 in R2.
(2.20)
Note from (2.17) that
√
a∗ − a1|w1|2 =
√
a∗ − a2|w2|2 a.e. in R2. Set
w0(x)
2 := (a∗ − a2)−
1
2 |w1|2 = (a∗ − a1)−
1
2 |w2|2. (2.21)
It then follows from (2.20) that w0 satisfies the following equation
−∆w0(x) + w0(x) = a∗
(√
a∗ − a1 +
√
a∗ − a2
)
w30(x) in R
2.
Similar to (79) in [16], utilizing (1.7), one can prove that ‖w0‖22 = 1√a∗−a1+√a∗−a2 . Ap-
plying Fatou’s Lemma, we then derive from (2.14), (2.18) and (2.21) that
e(a1, a2, β
∗) ≥ lim
n→∞
∫
R2
[
V1(εnx+ εnyεn)|w1n|2 + V2(εnx+ εnyεn)|w2n|2
]
dx
≥ 1√
a∗ − a1 +
√
a∗ − a2
[√
a∗ − a2V1(z0) +
√
a∗ − a1V2(z0)
]
,
which however contradicts to the assumption (1.13). The proof of Theorem 1.2 (3) is
thus complete.
3 Mass Concentration and Symmetry Breaking
In this section, we focus on the proof of Theorems 1.3 and 1.4 on the mass concentration
behavior and symmetry-breaking of nonnegative minimizers for e(a1, a2, β) as β ր β∗,
where 0 < a1 < a
∗ and 0 < a2 < a∗ are fixed. We begin with the following lemma.
Lemma 3.1. Suppose that V1(x) and V2(x) satisfy (1.2) and have at least one common
minimum point. Let (u1β(x), u2β(x)) be a nonnegative minimizer of e(a1, a2, β) as β ր
β∗. Then we have
1. (u1β(x), u2β(x)) blows up in the sense that for i = 1, 2,
lim
βրβ∗
∫
R2
|∇uiβ(x)|2 dx = +∞ and lim
βրβ∗
∫
R2
|uiβ(x)|4 dx = +∞. (3.1)
2. (u1β(x), u2β(x)) also satisfies
lim
βրβ∗
∫
R2
V1(x)u1β(x)
2 dx = lim
βրβ∗
∫
R2
V2(x)u2β(x)
2 dx = 0, (3.2)
lim
βրβ∗
∫
R2
(√
a∗ − a1|u1β(x)|2 −
√
a∗ − a2|u2β(x)|2
)2
dx = 0, (3.3)
and further,
lim
βրβ∗
∫
R2
(|∇u1β(x)|2 + |∇u2β(x)|2) dx∫
R2
(|u1β(x)|2 + |u2β(x)|2)2 dx
=
a∗
2
, (3.4)
lim
βրβ∗
∫
R2
|u1β(x)|4 dx∫
R2
|u2β(x)|4 dx
=
a∗ − a2
a∗ − a1 . (3.5)
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Proof. By rewriting Ea1,a2,β(·) as the form of (1.14), (3.2) and (3.3) follow directly from
(1.12). Moreover, similar to [14, Lemma 3.1 (i)], applying (1.12) and Lemma 2.1, one
can prove by contradiction that
lim
βրβ∗
∫
R2
(|∇u1β(x)|2 + |∇u2β(x)|2) dx = +∞. (3.6)
It then implies from (3.6) that (3.4) holds by using (1.14), (3.2) and (3.3). Also, the
conclusion that
∫
R2
|uiβ|4dx → +∞ follows from (3.3), (3.4) and (3.6). Moreover, (3.1)
can be derived by applying (1.7). Finally, one can show that (3.5) holds in view of (3.1)
and (3.3).
Define
εβ :=
( ∫
R2
(|∇u1β(x)|2 + |∇u2β(x)|2) dx)− 12 > 0,
so that εβ → 0 as β ր β∗ by Lemma 3.1.
Lemma 3.2. Under the assumptions of Lemma 3.1, we have
1. There exist a sequence {yεβ} ⊆ R2 and positive constants R0 and η such that
lim inf
βրβ∗
∫
BR0 (0)
wiβ(x)
2 dx ≥ η > 0, i = 1, 2, (3.7)
where wiβ(x) is defined as
wiβ(x) := εβuiβ(εβx+ εβyεβ), i = 1, 2. (3.8)
Moreover,∫
R2
(|∇w1β|2 + |∇w2β |2) dx = 1, lim
βրβ∗
∫
R2
(|w1β |2 + |w2β |2)2 dx = 2
a∗
, (3.9)
and
lim
βրβ∗
∫
R2
(√
a∗ − a1|w1β(x)|2 −
√
a∗ − a2|w2β(x)|2
)2
dx = 0. (3.10)
2. For any sequence {βk} with βk ր β∗ as k → ∞, there exists a subsequence, still
denoted by {βk}, such that εβkyεβk → x¯0 as k → ∞, where x¯0 ∈ R2 satisfies
V1(x¯0) = V2(x¯0) = 0.
3. For any sequence {βk} satisfying βk ր β∗ as k → ∞, there exist a subsequence,
still denoted by {βk}, and x0 ∈ R2 such that

lim
k→∞
w1k(x) =
√
γ
‖w‖2w(x− x0),
lim
k→∞
w2k(x) =
√
1−γ
‖w‖2 w(x− x0)
strongly in H1(R2), (3.11)
where (w1k, w2k) = (w1βk , w2βk).
Proof. Since the proof of (1) and (2) in Lemma 3.2 is similar to that of [16, Lemma
5.3], here we only address the proof of (3) in Lemma 3.2. Note that the nonnegative
minimizer (u1β , u2β) solves the system{
−∆u1β + V1(x)u1β = µβu1β + a1u31β + βu22βu1β in R2,
−∆u2β + V2(x)u2β = µβu2β + a2u32β + βu21βu2β in R2,
(3.12)
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where µβ ∈ R is a suitable Lagrange multiplier. By (3.8), we derive from (3.12) that
(w1β , w2β) satisfies the following system{
−∆w1β + ε2βV1(εβx+ εβyεβ)w1β = ε2βµβw1β + a1w31β + βw22βw1β in R2,
−∆w2β + ε2βV2(εβx+ εβyεβ)w2β = ε2βµβw2β + a2w32β + βw21βw2β in R2.
(3.13)
We next follow the system (3.13) to proceed the further analysis of (w1β , w2β) as
β ր β∗. From (3.9) we see that there exist a sequence {βk}, where βk ր β∗ as k →∞,
and (w10, w20) ∈ H1(R2) such that (w1βk , w2βk)
k
⇀ (w10, w20) in H
1(R2), where w10 ≥ 0
and w20 ≥ 0 are due to the nonnegativity of w1βk and w2βk . Using (3.2), (3.9) and (3.12),
we have
ε2βµβ =2ε
2
βe(a1, a2, β) −
∫
R2
(|∇w1β(x)|2 + |∇w2β(x)|2) dx
−
2∑
i=1
∫
R2
Vi(εβx+ εβyεβ)|wiβ(x)|2 dx→ −1 as β ր β∗.
(3.14)
Set now w1k := w1βk , w2k := w2βk , εk := εβk > 0 and µk := µβk . Moreover, since it
yields from (3.10) that
√
a∗ − a1w10(x)2 =
√
a∗ − a2w20(x)2 a.e. in R2, we set
w0(x) := (a
∗ − a2)−
1
4w10(x) = (a
∗ − a1)−
1
4w20(x) > 0 a.e. in R
2. (3.15)
It then follows from (3.7), (3.13) and Lemma 3.2 (2) that w0 > 0 satisfies
−∆w0 + w0 = a∗
(√
a∗ − a1 +
√
a∗ − a2
)
w30 a.e. in R
2.
Furthermore, we obtain from the uniqueness (up to translations) of positive solutions of
(1.6) that
w0(x) =
1
(a∗)
1
2 (
√
a∗ − a1 +
√
a∗ − a2) 12
w(x− x0) for some x0 ∈ R2.
We thus deduce from (3.15) that
w10(x) =
√
γ
‖w‖2w(x− x0) and w20(x) =
√
1− γ
‖w‖2 w(x− x0). (3.16)
This indicates that ‖w10‖22 + ‖w20‖22 = 1. Therefore,
lim
k→∞
(w1k, w2k) = (w10, w20) strongly in L
2(R2)× L2(R2).
Using the interpolation inequalities and combining (3.13) with (3.15), one can further
derive that (3.11) holds true, and the proof of the lemma is therefore complete.
Proof of Theorem 1.3. From (3.13), one can derive that wik satisfies
−∆wik ≤ cik(x)wik in R2, i = 1, 2,
where
c1k(x) = a1w
2
1k + βkw
2
2k and c2k(x) = a2w
2
2k + βkw
2
1k.
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Applying the De Giorgi–Nash–Moser theory (cf. [18, Theorem 4.1] or [9, Theorem 8.15]),
it then yields that
wik(x)→ 0 as |x| → ∞ uniformly on k, i = 1, 2. (3.17)
Thus, wik(x) admits at least one global maximum point for i = 1, 2.
Let z¯ik be a global maximum point of uik(x) and set zk := εkyεβk , where i = 1, 2.
Since wik(x) attains its global maximum at the point x =
z¯ik−zk
εk
, one can deduce from
(3.7) and (3.17) that
z¯ik − zk
εk
is bounded uniformly as k →∞, where i = 1, 2. (3.18)
Define
w¯ik(x) := εkuik(εkx+ z¯ik) = wik
(
x+
z¯ik − zk
εk
)
, i = 1, 2. (3.19)
Using Lemma 3.2 (3) yields that
w¯ik(x)→ w¯i0(x) = wi0(x+ yi) strongly in H1(R2) as k →∞, (3.20)
where wi0 is defined by (3.16) and
yi = lim
k→∞
z¯ik − zk
εk
, i = 1, 2. (3.21)
Thus, we get from (3.16) and (3.20) that
w¯10(x) =
√
γ
‖w‖2w(x+ y1 − x0) and w¯20(x) =
√
1− γ
‖w‖2 w(x+ y2 − x0). (3.22)
Furthermore, since Vi(x) is locally Lipschitz continuous in R
2, using the standard elliptic
regularity theory, one can deduce from (3.13), (3.18) and (3.19) that
w¯ik(x)→ w¯i0(x) in C2loc(R2) as k →∞, where i = 1, 2. (3.23)
See [15, Lemma 3.1] for the details of a similar proof.
Finally, we prove the local uniqueness of maximum points for uik. Suppose xik is any
local maximum point of w¯ik(x). Replacing (w1k, w2k) by (w¯1k, w¯2k) for (3.13), one can
derive from (3.14) that for sufficiently large k > 0,
a1w¯
2
1k(x1k) + βkw¯
2
2k(x1k) ≥
1
2
and a2w¯
2
2k(x2k) + βkw¯
2
1k(x2k) ≥
1
2
.
It then follows from (3.17) and (3.18) that {xik} is bounded uniformly as k →∞. Similar
to [15, Theorem 1.2], one can employ (3.23) to further obtain the uniqueness of maximum
points of w¯ik, i.e., the uniqueness of maximum points of uik, where i = 1, 2. Moreover,
since the origin is the unique maximum point of both w¯1k and w¯2k, it is also the unique
maximum point of both w¯10 and w¯20, which thus implies that y1 = y2 = x0, and thus
(1.19) follows from (3.21). Moreover, (1.16) follows directly from (3.19), (3.20) and (3.22).
Also, we derive from (3.18) and Lemma 3.2 (2) that (1.18) holds. The proof of Theorem
1.3 is therefore finished.
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3.1 Proof of Theorem 1.4
In this subsection, we shall complete the proof of Theorem 1.4 under the assumptions of
(1.20)–(1.22). Following Theorem 1.3, the key part of proving Theorem 1.4 is to derive
the explicit blow-up rate (1.28). For this purpose, we first analyze the refined estimates
of the energy e(a1, a2, β) as β ր β∗.
Lemma 3.3. Suppose V1(x) and V2(x) satisfy (1.20)–(1.22). Then for any given 0 <
a1, a2 < a
∗, we have
e(a1, a2, β) ≤ p0 + 2
p0a∗
(p0
2
λ¯0
) 2
p0+2
[
2γ(1− γ) + o(1)
] p0
p0+2 (β∗ − β)
p0
p0+2 as β ր β∗, (3.24)
where γ ∈ (0, 1), p0 > 0 and λ¯0 > 0 are defined in (1.15), (1.24) and (1.25), respectively.
Proof. Let (u1τ , u2τ ) be the trial function defined by (2.3). Set θ = γ and take x0 =
xj0 + yj0/τ , where
xj0 ∈ Z0 with Z0 given by (1.26) and yj0 ∈ R2 such that Hj0(yj0) = λ¯0. (3.25)
Similar to (2.4), we have∫
R2
(|∇u1τ |2 + |∇u2τ |2) dx−
∫
R2
(a1
2
|u1τ |4 + a2
2
|u2τ |4 + β|u1τ |2|u1τ |2
)
dx
≤ 2γ(1− γ)
a∗
(β∗ − β)τ2 + Cτ2e−2τ as τ →∞.
On the other hand, in view of (1.21) and (3.25), we derive that
2∑
i=1
∫
R2
Vi(x)|uiτ |2 dx ≤ (1 + o(1))Hj0(yj0)
a∗τp0
=
(1 + o(1))λ¯0
a∗τp0
as τ →∞.
Therefore,
e(a1, a2, β) ≤ Ea1,a2,β(φ1, φ2) ≤
2γ(1− γ)
a∗
(β∗− β)τ2+ (1 + o(1))λ¯0
a∗τp0
as τ →∞. (3.26)
Setting τ =
[
p0λ¯0
4γ(1−γ)(β∗−β)
] 1
p0+2 into (3.26) then yields the estimate (3.24), and the proof
is complete.
We next follow Theorem 1.3 and Lemma 3.3 to prove Theorem 1.4.
Proof of Theorem 1.4. Let (u1βk , u2βk) be the convergent subsequence obtained in
Theorem 1.3. From (1.14) and (3.19), we have
e(a1, a2, βk) ≥(β∗ − βk)
∫
R2
|u1βk |2|u2βk |2 dx+
2∑
i=1
∫
R2
Vi(x)|uiβk(x)|2 dx
=
(β∗ − βk)
ε2k
∫
R2
|w¯1k|2|w¯2k|2 dx+
2∑
i=1
∫
R2
Vi(εkx+ z¯ik)|w¯ik(x)|2 dx.
(3.27)
Applying (1.8) and (1.16), there holds that
lim
k→∞
∫
R2
|w¯1k(x)|2|w¯2k(x)|2 dx = 2γ(1 − γ)
a∗
. (3.28)
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We get from (1.18) that x¯0 ∈ Z, where Z is defined in (1.20). Thus, x¯0 = xj0 for some
1 ≤ j0 ≤ l. Without loss of generality, suppose that pj0 = p1j0 ≤ p2j0 . We now claim
that
z¯1k − x1j0
εk
is bounded uniformly as k →∞, (3.29)
and
pj0 = p0. (3.30)
By contradiction, suppose that either pj0 < p0 or (3.29) does not hold. Then, for any
given M > 0, it follows from (1.21) and Fatou’s Lemma that
lim inf
k→∞
ε−p0k
∫
R2
V1(εkx+ z¯1k)|w¯1k(x)|2 dx
≥
∫
R2
lim inf
k→∞
( V1(εkx+ z¯1k)
V1j0(εkx+ z¯1k − x1j0)
V1j0
(
x+
z¯1k − x1j0
εk
)|w¯1k(x)|2)dx ≥ CM. (3.31)
We then derive from (3.27), (3.28) and (3.31) that
e(a1, a2, βk) ≥ C ′(β∗ − βk)ε−2k + CMεp0k ≥ C ′′M
2
p0+2 (β∗ − βk)
p0
p0+2 ,
which however contradicts to (3.24). Thus, the claims (3.29) and (3.30) are proved.
Following (1.19) and (3.29), up to a subsequence of {βk}, there exists z0 ∈ R2 such
that
lim
k→∞
z¯ik − x1j0
εk
= z0, where i = 1, 2. (3.32)
Similar to (3.31), we also get from (3.30) that
lim inf
k→∞
ε−p0k
( ∫
R2
V1(εkx+ z¯1k)|w¯1k(x)|2 dx+
∫
R2
V2(εkx+ z¯2k)|w¯2k(x)|2 dx
)
=
1
a∗
Hj0(z0) ≥
λ¯j0
a∗
≥ λ¯0
a∗
,
(3.33)
where λ¯j0 and λ¯0 are defined in (1.25). Here it needs to note that all equalities in (3.33)
hold if and only if Hj0(z0) = λ¯j0 and xj0 ∈ Z0. Together with (3.27), we deduce from
(3.28) and (3.33) that
e(a1, a2, βk) ≥
(2γ(1− γ)
a∗
+ o(1)
)
(β∗ − βk)ε−2k +
( λ¯0
a∗
+ o(1)
)
εp0k as τ →∞. (3.34)
Taking the infimum over εk > 0 for the right hand side of (3.34), it thus yields that
lim inf
k→∞
e(a1, a2, βk)
(β∗ − βk)
p0
p0+2
≥ p0 + 2
p0a∗
(p0
2
λ¯0
) 2
p0+2
[
2γ(1 − γ)
] p0
p0+2 , (3.35)
where the equality holds if and only if Hj0(z0) = λ¯j0 = λ¯0 and
lim
k→∞
εk/ε¯k = 1 with ε¯k > 0 given by (1.28). (3.36)
Combining with (3.24), we deduce that all equalities in (3.33)–(3.36) hold and Hj0(z0) =
λ¯j0 = λ¯0. Thus, (1.27) and (1.28) follow from (1.16), (1.17) and (3.36). Also, (1.29)
follows from (3.32).
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4 Uniqueness of Minimizers as β ր β∗
Under the non-degeneracy assumption (1.30), in this section we shall prove Theorem 1.5
on the uniqueness of nonnegative minimizers of e(a1, a2, β) as β ր β∗, where 0 < a1 < a∗
and 0 < a2 < a
∗ are fixed. Applying Theorem 1.4, we first derive the following blow-up
estimates of nonnegative minimizers.
Lemma 4.1. Suppose that Vi(x) ∈ C2(R2) satisfies (1.20)–(1.22) and (1.31) for i = 1, 2,
Z0 = {x1} holds in (1.26) and
y0 is the unique critical point of H1(y), (4.1)
where H1(y) is given by (1.23). Let (uk, vk) be a nonnegative minimizer of e(a1, a2, βk),
where 0 < a1, a2 < a
∗ are fixed and βk ր β∗ as k →∞. Then there exists a subsequence
of {βk}, still denoted by {βk}, such that
1. The minimizer (uk, vk) satisfies
u¯k := εkuk(εkx+ xk)→
√
γ
‖w‖2w(x) and v¯k := εkvk(εkx+ yk)→
√
1− γ
‖w‖2 w(x)
(4.2)
uniformly in R2 as k →∞, where 0 < γ = γ(a1, a2) < 1 is given by (1.15) and the
unique maximum point (xk, yk) of (uk, vk) satisfies
lim
k→∞
xk − x1
εk
= lim
k→∞
yk − x1
εk
= y0. (4.3)
Here εk > 0 satisfies
εk :=
1
λ
(β∗ − βk)
1
2+p0 > 0, p0 = min
{
p11, p21
}
> 0, (4.4)
and
λ :=
[ p
4γ(1− γ)H1(y0)
] 1
2+p
> 0. (4.5)
2. The minimizer (uk, vk) decays exponentially in the sense that
u¯k(x) ≤ Ce−
|x|
2 and v¯k(x) ≤ Ce−
|x|
2 as |x| → ∞, (4.6)
and
|∇u¯k| ≤ Ce−
|x|
4 and |∇v¯k| ≤ Ce−
|x|
4 as |x| → ∞, (4.7)
where the constant C > 0 is independent of k.
Proof. In view of Theorem 1.4, one can deduce that (4.2) holds in H1(R2), where εk > 0
satisfies (4.4) and (xk, yk) satisfies (4.3). We now address the exponential decay (4.6)
and (4.7) of nonnegative minimizers (uk, vk) as k →∞. Without loss of generality, here
we just prove the results of uk. It is easy to verify from the previous section that u¯k
satisfies the following equation
−∆u¯k + ε2kV1
(
εkx+ xk
)
u¯k = ε
2
kµku¯k + a1u¯
3
k + βkv¯
2
ku¯k in R
2, (4.8)
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where ε2kµk → −1 as k → ∞. Following these, one can derive from (3.14), (3.17) and
(3.18) that there exists a constant R > 0 large enough that
−∆u¯k + 1
2
u¯k ≤ 0 and u¯k(x) ≤ Ce−
1
2
R for |x| ≥ R,
where C > 0 is independent of k. By the comparison principle, comparing u¯k with
Ce−
1
2
|x| yields that
u¯k(x) ≤ Ce−
1
2
|x| for |x| ≥ R,
which then implies that (4.6) holds true. Furthermore, one can deduce from (1.31) that∣∣ε2kV1(εkx+ xk)u¯k∣∣ ≤ C ′e− 14 |x| for |x| > R,
where C ′ > 0 is independent of k. Therefore, by the exponential decay (4.6), applying
the local elliptic estimates (cf. (3.15) in [9]) to (4.8) yields that
|∇u¯k(x)| ≤ Ce−
1
4
|x| for |x| > R.
The above estimates thus imply that the exponential decay (4.6) and (4.7) hold true.
Since w and (u¯k, v¯k) decay exponentially as |x| → ∞, using the standard elliptic
regularity theory then yields that (4.2) holds uniformly in R2 (e.g. Lemma 4.9 in [26]
for similar arguments).
We now note from Lemma 4.1 that (u0, v0) =
(√
γw,
√
1− γw) is a positive solution
of the following system 

∆u− u+ a1
a∗
u3 +
β∗
a∗
v2u = 0 in R2,
∆v − v + a2
a∗
v3 +
β∗
a∗
u2v = 0 in R2,
(4.9)
It follows from [4, Lemma 2.2 and Theorem 3.1] that the positive solution (u0, v0) is
non-degenerate, in the sense that the solution set of the linearized system for (4.9) about
(u0, v0) satisfying
L1(φ1, φ2) := ∆φ1 − φ1 + 3a1
a∗
u20φ1 +
β∗
a∗
v20φ1 +
2β∗
a∗
u0v0φ2 = 0 in R
2, (4.10a)
L2(φ2, φ1) := ∆φ2 − φ2 + 3a2
a∗
v20φ2 +
β∗
a∗
u20φ2 +
2β∗
a∗
u0v0φ1 = 0 in R
2, (4.10b)
is exactly 2-dimensional, namely,(
φ1
φ2
)
=
2∑
j=1
bj
( ∂u0
∂xj
∂v0
∂xj
)
(4.11)
for some constants bj .
Under the assumptions of Lemma 4.1, the nonnegative minimizer (uk, vk) of e(a1, a2, βk)
satisfies {−∆uk + V1(x)uk = µkuk + a1u3k + βkv2kuk in R2,
−∆vk + V2(x)vk = µkvk + a2v3k + βku2kvk in R2,
(4.12)
where µk ∈ R is a suitable Lagrange multiplier and satisfies
µk = e(a1, a2, βk)− a1
2
∫
R2
u4k −
a2
2
∫
R2
v4k − βk
∫
R2
u2kv
2
k. (4.13)
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One can further check from (4.13) and Lemma 4.1 that µk satisfies
lim
k→∞
µkε
2
k = −1, (4.14)
where εk > 0 is defined by (4.4).
4.1 Proof of Theorem 1.5
This subsection is devoted to the proof of Theorem 1.5 on the uniqueness of nonnega-
tive minimizers. For any given a1 ∈ (0, a∗) and a2 ∈ (0, a∗), towards this purpose we
suppose that there exist two different nonnegative minimizers (u1,k, v1,k) and (u2,k, v2,k)
of e(a1, a2, βk), where βk ր β∗ as k →∞. Let (x1,k, y1,k) and (x2,k, y2,k) be the unique
maximum point of (u1,k, v1,k) and (u2,k, v2,k), respectively. Note from (4.12) that the
nonnegative minimizer (ui,k, vi,k) solves the system{
−∆ui,k + V1(x)ui,k = µi,kui,k + a1u3i,k + βkv2i,kui,k in R2,
−∆vi,k + V2(x)vi,k = µi,kvi,k + a2v3i,k + βku2i,kvi,k in R2,
where µi,k ∈ R is a suitable Lagrange multiplier and satisfies (4.13) and (4.14) with
µk = µi,k for i = 1, 2. Define(
u¯i,k(x), v¯i,k(x)
)
:=
√
a∗εk
(
ui,k(εkx+ x2,k), vi,k(εkx+ x2,k)
)
, where i = 1, 2. (4.15)
It then follows from Lemma 4.1 that(
u¯i,k(x), v¯i,k(x)
)→ (u0, v0) ≡ (√γw,√1− γw) (4.16)
uniformly in R2 as k →∞, and (u¯i,k(x), v¯i,k(x)) satisfies the system

−∆u¯i,k + ε2kV1(εkx+ x2,k)u¯i,k = µi,kε2ku¯i,k +
a1
a∗
u¯3i,k +
βk
a∗
v¯2i,ku¯i,k in R
2,
−∆v¯i,k + ε2kV2(εkx+ x2,k)v¯i,k = µi,kε2kv¯i,k +
a2
a∗
v¯3i,k +
βk
a∗
u¯2i,kv¯i,k in R
2.
(4.17)
Lemma 4.2. For any given a1 ∈ (0, a∗) and a2 ∈ (0, a∗), we have
C1‖v¯2,k− v¯1,k‖L∞(R2) ≤ ‖u¯2,k− u¯1,k‖L∞(R2) ≤ C2‖v¯2,k− v¯1,k‖L∞(R2) as k →∞, (4.18)
where the positive constants C1 > 0 and C2 > 0 are independent of k.
Proof. We first prove that the right inequality of (4.18) holds. On the contrary, suppose
that
lim inf
k→∞
‖u¯2,k − u¯1,k‖L∞(R2)
‖v¯2,k − v¯1,k‖L∞(R2)
= +∞ as k →∞. (4.19)
Following the first equation of (4.17), we have
−∆(u¯2,k − u¯1,k) + ε2kV1(εkx+ x2,k)(u¯2,k − u¯1,k)
= µ2,kε
2
k(u¯2,k − u¯1,k) + u¯1,kε2k(µ2,k − µ1,k) +
a1
a∗
(u¯32,k − u¯31,k)
+
βk
a∗
[
v¯21,k(u¯2,k − u¯1,k) + u¯2,k(v¯22,k − v¯21,k)
]
in R2,
(4.20)
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where the term ε2k(µ2,k − µ1,k) satisfies
ε2k(µ2,k − µ1,k) = −
a1
2
ε2k
∫
R2
(u42,k − u41,k)−
a2
2
ε2k
∫
R2
(v42,k − v41,k)
−βkε2k
∫
R2
[
v22,k(u
2
2,k − u21,k) + u21,k(v22,k − v21,k)
]
= − a1
2(a∗)2
∫
R2
(u¯42,k − u¯41,k)−
a2
2(a∗)2
∫
R2
(v¯42,k − v¯41,k)
− βk
(a∗)2
∫
R2
[
v¯22,k(u¯
2
2,k − u¯21,k) + u¯21,k(v¯22,k − v¯21,k)
]
,
(4.21)
by applying (4.13) and (4.15). Set
ξk(x) =
u¯2,k(x)− u¯1,k(x)
‖u¯2,k − u¯1,k‖L∞(R2)
. (4.22)
It then yields from (4.20) and (4.22) that ξk satisfies
−∆ξk + ε2kV1(εkx+ x2,k)ξk = µ2,kε2kξk +
a1
a∗
(
u¯22,k + u¯2,ku¯1,k + u¯
2
1,k
)
ξk
+u¯1,k
ε2k(µ2,k − µ1,k)
‖u¯2,k − u¯1,k‖L∞(R2)
+
βk
a∗
[
v¯21,kξk + u¯2,k
v¯22,k − v¯21,k
‖u¯2,k − u¯1,k‖L∞(R2)
]
in R2.
(4.23)
Since ‖ξk‖L∞(R2) ≤ 1, the standard elliptic regularity theory then implies from (4.23)
and (4.19) that ‖ξk‖C1,α
loc
(R2) ≤ C for some α ∈ (0, 1), where the constant C > 0 is
independent of k. Therefore, there exists a subsequence, still denoted by {βk}, of {βk}
and a function ξ = ξ(x) such that ξk → ξ in C1loc(R2) as k →∞.
Applying (4.19) again, we now derive from (4.14) and (4.23) that ξ satisfies
∆ξ − ξ +
(3a1
a∗
u20 +
β∗
a∗
v20
)
ξ −
[ 2a1
(a∗)2
∫
R2
u30ξ +
2β∗
(a∗)2
∫
R2
u0v
2
0ξ
]
u0 = 0 in R
2, (4.24)
where the last term follows from (4.21). Employing (4.16), we can simplify (4.24) as
∆ξ − ξ +
[3a1
a∗
γ +
β∗
a∗
(
1− γ)]w2ξ = 2
a∗
γ
[a1
a∗
γ +
β∗
a∗
(
1− γ)]w ∫
R2
w3ξ in R2,
which can be further simplified as
∆ξ − ξ +
[
1 +
2a1
a∗
γ
]
w2ξ =
2
a∗
γw
∫
R2
w3ξ in R2. (4.25)
Multiplying (1.6) by ξ yields that∫
R2
∇w∇ξ +
∫
R2
wξ =
∫
R2
w3ξ,
and while multiplying (4.25) by w gives that∫
R2
∇w∇ξ +
∫
R2
wξ =
[
1 + 2γ
(a1
a∗
− 1
)] ∫
R2
w3ξ.
Since a1 ∈ (0, a∗), the above two equations imply that
∫
R2
w3ξ = 0. The equation (4.25)
is then reduced into
∆ξ − ξ +
[
1 +
2a1
a∗
γ
]
w2ξ = 0 in R2, where
[
1 +
2a1
a∗
γ
]
∈ (1, 3). (4.26)
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We thus conclude from (4.26) and [4, Lemma 2.2] that ξ ≡ 0 in R2.
On the other hand, let yk be a point satisfying |ξk(yk)| = ‖ξk‖L∞(R2) = 1. Since both
u¯i,k and v¯i,k decay exponentially as |x| → ∞, where i = 1, 2, applying the maximum
principle to (4.23) yields that |yk| ≤ C uniformly in k. Therefore, we conclude that
ξk → ξ 6≡ 0 uniformly on R2, which however contradicts to the above conclusion that
ξ ≡ 0 on R2. This implies that (4.19) is false and hence the right inequality of (4.18)
holds true.
By considering the second equation of (4.17), the same argument as above yields that
the left inequality of (4.18) also holds. This completes the proof of Lemma 4.2.
If v2,k ≡ v1,k (or u2,k ≡ u1,k) in R2, it then follows from Lemma 4.2 that u2,k ≡ u1,k
(or v2,k ≡ v1,k, respectively) in R2, and the proof of Theorem 1.5 is thus done. Therefore,
the rest is to consider the case where v2,k 6≡ v1,k and u2,k 6≡ u1,k in R2.
We define (
uˆi,k(x), vˆi,k(x)
)
:=
√
a∗εk
(
ui,k(x), vi,k(x)
)
, where i = 1, 2.
It then follows from Lemma 4.1 that(
u¯i,k(x), v¯i,k(x)
)
=
(
uˆi,k(εkx+ x2,k), vˆi,k(εkx+ x2,k)
)→ (u0, v0) ≡ (√γw,√1− γw)
uniformly in R2 as k →∞. Note that (uˆi,k(x), vˆi,k(x)) satisfies the system

−ε2k∆uˆi,k + ε2kV1(x)uˆi,k = µi,kε2kuˆi,k +
a1
a∗
uˆ3i,k +
βk
a∗
vˆ2i,kuˆi,k in R
2,
−ε2k∆vˆi,k + ε2kV2(x)vˆi,k = µi,kε2kvˆi,k +
a2
a∗
vˆ3i,k +
βk
a∗
uˆ2i,kvˆi,k in R
2.
(4.27)
Since v2,k 6≡ v1,k and u2,k 6≡ u1,k in R2, we also define
ξˆ1,k(x) =
u2,k(x)− u1,k(x)
‖u2,k − u1,k‖
1
2
L∞(R2)
‖v2,k − v1,k‖
1
2
L∞(R2)
,
ξˆ2,k(x) =
v2,k(x)− v1,k(x)
‖u2,k − u1,k‖
1
2
L∞(R2)
‖v2,k − v1,k‖
1
2
L∞(R2)
.
From Lemma 4.2, we deduce that there exists C > 0 independent of k such that
0 ≤ |ξˆ1,k(x)|, |ξˆ2,k(x)| ≤ C <∞ and |ξˆ1,k(x)ξˆ2,k(x)| ≤ 1 in R2. (4.28)
Moreover, we have the following local estimates of (ξˆ1,k, ξˆ2,k).
Lemma 4.3. Assume that a1 ∈ (0, a∗) and a2 ∈ (0, a∗) are given. Then for any x0 ∈ R2,
there exists a small constant δ > 0 such that∫
∂Bδ(x0)
(
ε2k|∇ξˆi,k|2 +
1
2
|ξˆi,k|2 + ε2kVi(x)|ξˆi,k|2
)
dS = O(ε2k) as k →∞, i = 1, 2. (4.29)
The proof of Lemma 4.3 is given in Appendix A.3. Following above estimates, we
shall carry out the rest proof of Theorem 1.5 by the following three steps:
Step 1. Set
ξi,k(x) = ξˆi,k(εkx+ x2,k), where i = 1, 2. (4.30)
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If a1 ∈ (0, a∗) and a2 ∈ (0, a∗), then there exists a subsequence (still denoted by {βk})
of {βk} such that
(ξ1,k, ξ2,k)→ (ξ10, ξ20) in C1loc(R2) in k →∞,
where (ξ10, ξ20) satisfies(
ξ10
ξ20
)
= b0
(
u0 + x · ∇u0
v0 + x · ∇v0
)
+
2∑
j=1
bj
( ∂u0
∂xj
∂v0
∂xj
)
(4.31)
for some constants bj with j = 0, 1, 2.
Following (A.15), one can actually check that (ξ1,k, ξ2,k) satisfies

∆ξ1,k − ε2kV1(εkx+ x2,k)ξ1,k + µ2,kε2kξ1,k +
a1
a∗
(
u¯22,k + u¯2,ku¯1,k + u¯
2
1,k
)
ξ1,k
+
βk
a∗
[
v¯21,kξ1,k + u¯2,k(v¯2,k + v¯1,k)ξ2,k
]
+ cku¯1,k = 0 in R
2,
∆ξ2,k − ε2kV2(εkx+ x2,k)ξ2,k + µ2,kε2kξ2,k +
a2
a∗
(
v¯22,k + v¯2,kv¯1,k + v¯
2
1,k
)
ξ2,k
+
βk
a∗
[
u¯21,kξ2,k + v¯2,k(u¯2,k + u¯1,k)ξ1,k
]
+ ckv¯1,k = 0 in R
2,
(4.32)
where the coefficient ck satisfies
ck : =
ε2k(µ2,k − µ1,k)
‖u¯2,k − u¯1,k‖
1
2
L∞(R2)
‖v¯2,k − v¯1,k‖
1
2
L∞(R2)
=
ε2k(µ2,k − µ1,k)
‖uˆ2,k − uˆ1,k‖
1
2
L∞(R2)
‖vˆ2,k − vˆ1,k‖
1
2
L∞(R2)
= − a1
2(a∗)2
∫
R2
(u¯22,k + u¯
2
1,k)(u¯2,k + u¯1,k)ξ1,k
− a2
2(a∗)2
∫
R2
(v¯22,k + v¯
2
1,k)(v¯2,k + v¯1,k)ξ2,k
− βk
(a∗)2
∫
R2
[
v¯22,k(u¯2,k + u¯1,k)ξ1,k + u¯
2
1,k(v¯2,k + v¯1,k)ξ2,k
]
.
(4.33)
From (4.28) and (4.30) we see that
ξ1,k(x) and ξ2,k(x) are both bounded uniformly in R
2, (4.34)
and thus there exists C > 0 independent of k such that
|ck| ≤ C <∞. (4.35)
The standard elliptic regularity theory then implies from (4.33) that ‖ξ1,k‖C1,α
loc
(R2) ≤ C
for some α ∈ (0, 1), where the constant C > 0 is independent of k. Therefore, up to
a subsequence if necessary, there holds that (ξ1,k, ξ2,k)
k→ (ξ10, ξ20) in C1loc(R2), where
(ξ10, ξ20) satisfies

∆ξ10 − ξ10 + 3a1
a∗
u20ξ10 +
β∗
a∗
v20ξ10 +
2β∗
a∗
u0v0ξ20 = 2b0u0 in R
2,
∆ξ20 − ξ20 + 3a2
a∗
v20ξ20 +
β∗
a∗
u20ξ20 +
2β∗
a∗
u0v0ξ10 = 2b0v0 in R
2,
(4.36)
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by applying (4.32). Here the constant b0 ∈ R is given by the limit ck k→ −2b0. Following
(4.11), one can derive from (4.36) that (ξ10, ξ20) satisfies (4.31) for some constants bj
with j = 0, 1, 2, and Step 1 is thus established.
Step 2. The constants b0 = b1 = b2 = 0 in (4.31), i.e., ξ10 = ξ20 = 0.
We first claim the following Pohozaev-type identities: if p11 = p21, then
b0
∫
R2
[∂V1(x+ y0)
∂xj
(
x · ∇u20
)
+
∂V2(x+ y0)
∂xj
(
x · ∇v20
)]
−
2∑
i=1
bi
∫
R2
[∂2V1(x+ y0)
∂xj∂xi
u20 +
∂2V2(x+ y0)
∂xj∂xi
v20
]
= 0, j = 1, 2,
(4.37)
and if p11 < p21, then
b0
∫
R2
∂V1(x+ y0)
∂xj
(
x · ∇u20
)− 2∑
i=1
bi
∫
R2
∂2V1(x+ y0)
∂xj∂xi
u20 = 0, j = 1, 2, (4.38)
and if p11 > p21, then
b0
∫
R2
∂V2(x+ y0)
∂xj
(
x · ∇v20
)− 2∑
i=1
bi
∫
R2
∂2V2(x+ y0)
∂xj∂xi
v20 = 0, j = 1, 2. (4.39)
To derive (4.37)–(4.39), multiply the first equation of (4.27) by
∂uˆi,k
∂xj
and integrate
over Bδ(x2,k), where δ > 0 is small and given by (4.29). It then gives that
−ε2k
∫
Bδ(x2,k)
∂uˆi,k
∂xj
∆uˆi,k + ε
2
k
∫
Bδ(x2,k)
V1(x)
∂uˆi,k
∂xj
uˆi,k
= µi,kε
2
k
∫
Bδ(x2,k)
∂uˆi,k
∂xj
uˆi,k +
a1
a∗
∫
Bδ(x2,k)
∂uˆi,k
∂xj
uˆ3i,k +
βk
a∗
∫
Bδ(x2,k)
∂uˆi,k
∂xj
uˆi,kvˆ
2
i,k
=
µi,k
2
ε2k
∫
∂Bδ(x2,k)
uˆ2i,kνjdS +
a1
4a∗
∫
∂Bδ(x2,k)
uˆ4i,kνjdS +
βk
2a∗
∫
Bδ(x2,k)
∂uˆ2i,k
∂xj
vˆ2i,k,
(4.40)
where ν = (ν1, ν2) denotes the outward unit normal of ∂Bδ(x2,k). Note that
−ε2k
∫
Bδ(x2,k)
∂uˆi,k
∂xj
∆uˆi,k
= −ε2k
∫
∂Bδ(x2,k)
∂uˆi,k
∂xj
∂uˆi,k
∂ν
dS + ε2k
∫
Bδ(x2,k)
∇uˆi,k · ∇
∂uˆi,k
∂xj
= −ε2k
∫
∂Bδ(x2,k)
∂uˆi,k
∂xj
∂uˆi,k
∂ν
dS +
1
2
ε2k
∫
∂Bδ(x2,k)
|∇uˆi,k|2νjdS,
and
ε2k
∫
Bδ(x2,k)
V1(x)
∂uˆi,k
∂xj
uˆi,k =
ε2k
2
∫
∂Bδ(x2,k)
V1(x)uˆ
2
i,kνjdS −
ε2k
2
∫
Bδ(x2,k)
∂V1(x)
∂xj
uˆ2i,k.
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We then derive from (4.40) that
ε2k
∫
Bδ(x2,k)
∂V1(x)
∂xj
uˆ2i,k +
βk
a∗
∫
Bδ(x2,k)
∂uˆ2i,k
∂xj
vˆ2i,k
= −2ε2k
∫
∂Bδ(x2,k)
∂uˆi,k
∂xj
∂uˆi,k
∂ν
dS + ε2k
∫
∂Bδ(x2,k)
|∇uˆi,k|2νjdS
+ε2k
∫
∂Bδ(x2,k)
V1(x)uˆ
2
i,kνjdS − µi,kε2k
∫
∂Bδ(x2,k)
uˆ2i,kνjdS
− a1
2a∗
∫
∂Bδ(x2,k)
uˆ4i,kνjdS.
(4.41)
Similarly, we derive from the second equation of (4.27) that
ε2k
∫
Bδ(x2,k)
∂V2(x)
∂xj
vˆ2i,k +
βk
a∗
∫
Bδ(x2,k)
∂vˆ2i,k
∂xj
uˆ2i,k
= −2ε2k
∫
∂Bδ(x2,k)
∂vˆi,k
∂xj
∂vˆi,k
∂ν
dS + ε2k
∫
∂Bδ(x2,k)
|∇vˆi,k|2νjdS
+ε2k
∫
∂Bδ(x2,k)
V2(x)vˆ
2
i,kνjdS − µi,kε2k
∫
∂Bδ(x2,k)
vˆ2i,kνjdS
− a2
2a∗
∫
∂Bδ(x2,k)
vˆ4i,kνjdS.
(4.42)
Note that ∫
Bδ(x2,k)
∂vˆ2i,k
∂xj
uˆ2i,kdx = −
∫
Bδ(x2,k)
∂uˆ2i,k
∂xj
vˆ2i,kdx+
∫
∂Bδ(x2,k)
vˆ2i,kuˆ
2
i,kdS.
Following (4.41) and (4.42), we thus have
ε2k
∫
Bδ(x2,k)
[∂V1(x)
∂xj
(
uˆ2,k + uˆ1,k
)
ξˆ1,k +
∂V2(x)
∂xj
(
vˆ2,k + vˆ1,k
)
ξˆ2,k
]
dx := Iuk + Ivk , (4.43)
where we denote
Iuk = −2ε2k
∫
∂Bδ(x2,k)
[∂uˆ2,k
∂xj
∂ξˆ1,k
∂ν
+
∂ξˆ1,k
∂xj
∂uˆ1,k
∂ν
]
dS
+ε2k
∫
∂Bδ(x2,k)
∇ξˆ1,k · ∇
(
uˆ2,k + uˆ1,k
)
νjdS
+ε2k
∫
∂Bδ(x2,k)
V1(x)
(
uˆ2,k + uˆ1,k
)
ξˆ1,kνjdS
−ck
∫
∂Bδ(x2,k)
uˆ22,kνjdS − µ1,kε2k
∫
∂Bδ(x2,k)
(
uˆ2,k + uˆ1,k
)
ξˆ1,kνjdS
− a1
2a∗
∫
∂Bδ(x2,k)
(
uˆ22,k + uˆ
2
1,k
)(
uˆ2,k + uˆ1,k
)
ξˆ1,kνjdS,
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and
Ivk = −2ε2k
∫
∂Bδ(x2,k)
[∂vˆ2,k
∂xj
∂ξˆ2,k
∂ν
+
∂ξˆ2,k
∂xj
∂vˆ1,k
∂ν
]
dS
+ε2k
∫
∂Bδ(x2,k)
∇ξˆ2,k · ∇
(
vˆ2,k + vˆ1,k
)
νjdS
+ε2k
∫
∂Bδ(x2,k)
V2(x)
(
vˆ2,k + vˆ1,k
)
ξˆ2,kνjdS
−ck
∫
∂Bδ(x2,k)
vˆ22,kνjdS − µ1,kε2k
∫
∂Bδ(x2,k)
(
vˆ2,k + vˆ1,k
)
ξˆ2,kνjdS
− a2
2a∗
∫
∂Bδ(x2,k)
(
vˆ22,k + vˆ
2
1,k
)(
vˆ2,k + vˆ1,k
)
ξˆ2,kνjdS
−βk
a∗
∫
∂Bδ(x2,k)
[
uˆ22,k(vˆ2,k + vˆ1,k)ξˆ2,k + vˆ
2
1,k(uˆ2,k + uˆ1,k)ξˆ1,k
]
dS.
Here ck is given by (4.33), which is bounded uniformly in k.
For the right hand side of (4.43), applying Lemma 4.3, we deduce that if δ > 0 is
small,
ε2k
∫
∂Bδ(x2,k)
∣∣∣∂uˆ2,k
∂xj
∂ξˆ1,k
∂ν
∣∣∣dS
≤ εk
( ∫
∂Bδ(x2,k)
∣∣∣∂uˆ2,k
∂xj
∣∣∣2dS) 12(ε2k
∫
∂Bδ(x2,k)
∣∣∣∂ξˆ1,k
∂ν
∣∣∣2dS) 12 ≤ Cε2ke−Cδεk as k →∞,
due to the fact that ∇uˆ2,k(εkx+ x2,k) satisfies the exponential decay (4.7), where C > 0
is independent of k. Similarly, employing (4.6), (4.7), (4.35) and Lemma 4.3 again, we
can prove that other terms of Iuk and Ivk can also be controlled by the order o(e
−Cδ
εk ) as
k →∞ for some C > 0. We therefore conclude from above that
Iuk + Ivk = o(e−
Cδ
εk ) as k →∞. (4.44)
It now follows from (1.32), (4.30), (4.43) and (4.44) that for small δ > 0,
o(e
−Cδ
εk ) = ε2k
∫
Bδ(x2,k)
[∂V1(x)
∂xj
(
uˆ2,k + uˆ1,k
)
ξˆ1,k +
∂V2(x)
∂xj
(
vˆ2,k + vˆ1,k
)
ξˆ2,k
]
dx (4.45)
= ε4k
∫
B δ
εk
(0)
[∂V1(εk[x+ (x2,k − x1)/εk] + x1)
∂xj
(
u¯2,k + u¯1,k
)
ξ1,k
+
∂V2
(
εk[x+ (x2,k − x1)/εk] + x1
)
∂xj
(
v¯2,k + v¯1,k
)
ξ2,k
]
dx
= ε4k
∫
B δ
εk
(0)
{
εp11−1k
∂V11
(
x+ (x2,k − x1)/εk
)
∂xj
(
u¯2,k + u¯1,k
)
ξ1,k
+R1j
(
εkx+ (x2,k − x1)
)(
u¯2,k + u¯1,k
)
ξ1,k
+ εp21−1k
∂V21
(
x+ (x2,k − x1)/εk
)
∂xj
(
v¯2,k + v¯1,k
)
ξ2,k
+R2j
(
εkx+ (x2,k − x1)
)(
v¯2,k + v¯1,k
)
ξ2,k
}
dx. (4.46)
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From (1.32), (4.3), (4.6) and (4.34) we note that∣∣∣ ∫
B δ
εk
(0)
R1j
(
εkx+ (x2,k − x1)
)(
u¯2,k + u¯1,k
)
ξ1,kdx
∣∣∣
≤ Cεq1k
∫
B δ
εk
(0)
∣∣x+ x2,k − x1
εk
∣∣q1(u¯2,k + u¯1,k)|ξ1,k|dx ≤ Cεq1k ,
and ∣∣∣ ∫
B δ
εk
(0)
R2j
(
εkx+ (x2,k − x1)
)(
v¯2,k + v¯1,k
)
ξ2,kdx
∣∣∣
≤ Cεq2k
∫
B δ
εk
(0)
∣∣x+ x2,k − x1
εk
∣∣q2(v¯2,k + v¯1,k)|ξ1,k|dx ≤ Cεq2k ,
where qi > pi1 − 1 for i = 1, 2. When p1 = p2, it then follows from (4.46) that
o(1) =
∫
B δ
εk
(0)
[∂V11(x+ (x2,k − x1)/εk)
∂xj
(
u¯2,k + u¯1,k
)
ξ1,k
+
∂V21(x+ (x2,k − x1)/εk)
∂xj
(
v¯2,k + v¯1,k
)
ξ2,k
]
dx.
On the other hand, we deduce from (4.6) and (4.34) that
o(e
−Cδ
εk ) =
∫
Bc
δ
εk
(0)
[∂V11(x+ (x2,k − x1)/εk)
∂xj
(
u¯2,k + u¯1,k
)
ξ1,k
+
∂V21
(
x+ (x2,k − x1)/εk
)
∂xj
(
v¯2,k + v¯1,k
)
ξ2,k
]
dx.
Therefore, we have
o(1) =
∫
R2
[∂V11(x+ (x2,k − x1)/εk)
∂xj
(
u¯2,k + u¯1,k
)
ξ1,k
+
∂V21
(
x+ (x2,k − x1)/εk
)
∂xj
(
v¯2,k + v¯1,k
)
ξ2,k
]
dx.
(4.47)
Setting k →∞, we then derive from (4.3), (4.16) and (4.47) that
0 = 2
∫
R2
(∂V11(x+ y0)
∂xj
u0 ξ10 +
∂V21(x+ y0)
∂xj
v0 ξ20
)
= 2
∫
R2
∂V11(x+ y0)
∂xj
u0
[
b0
(
u0 + x · ∇u0
)
+
2∑
i=1
bi
∂u0
∂xi
]
+2
∫
R2
∂V21(x+ y0)
∂xj
v0
[
b0
(
v0 + x · ∇v0
)
+
2∑
i=1
bi
∂v0
∂xi
]
= b0
∫
R2
[∂V11(x+ y0)
∂xj
(
x · ∇u20
)
+
∂V21(x+ y0)
∂xj
(
x · ∇v20
)]
−
2∑
i=1
bi
∫
R2
[∂2V11(x+ y0)
∂xj∂xi
u20 +
∂2V21(x+ y0)
∂xj∂xi
v20
]
, j = 1, 2,
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which then implies that (4.37) follows. Similarly, if p11 6= p21, then it also follows from
(4.46) that either (4.38) or (4.39) holds.
We next prove that b0 = 0 in (4.37)–(4.39). Using the integration by parts, we note
that
−ε2k
∫
Bδ(x2,k)
[
(x− x2,k) · ∇uˆi,k
]
∆uˆi,k
= −ε2k
∫
∂Bδ(x2,k)
∂uˆi,k
∂ν
(x− x2,k) · ∇uˆi,k + ε2k
∫
Bδ(x2,k)
∇uˆi,k∇
[
(x− x2,k) · ∇uˆi,k
]
= −ε2k
∫
∂Bδ(x2,k)
∂uˆi,k
∂ν
(x− x2,k) · ∇uˆi,k +
ε2k
2
∫
∂Bδ(x2,k)
[
(x− x2,k) · ν
]|∇uˆi,k|2.
(4.48)
Multiplying the first equation of (4.27) by (x−x2,k)·∇uˆi,k, where i = 1, 2, and integrating
over Bδ(x2,k), where δ > 0 is small as before, we deduce that for i = 1, 2,
−ε2k
∫
Bδ(x2,k)
[
(x− x2,k) · ∇uˆi,k
]
∆uˆi,k
= ε2k
∫
Bδ(x2,k)
[
µi,k − V1(x)
]
uˆi,k
[
(x− x2,k) · ∇uˆi,k
]
+
a1
a∗
∫
Bδ(x2,k)
uˆ3i,k
[
(x− x2,k) · ∇uˆi,k
]
+
βk
2a∗
∫
Bδ(x2,k)
vˆ2i,k
[
(x− x2,k) · ∇uˆ2i,k
]
= −µi,kε2k
∫
R2
uˆ2i,k + ε
2
k
∫
Bδ(x2,k)
(
V1(x) +
x · ∇V1(x)
2
)
uˆ2i,k −
a1
2a∗
∫
R2
uˆ4i,k
−βk
a∗
∫
R2
uˆ2i,kvˆ
2
i,k −
βk
2a∗
∫
Bδ(x2,k)
uˆ2i,k
[
(x− x2,k) · ∇vˆ2i,k
]
+ Ii,
(4.49)
where the lower order term Ii satisfies
Ii = µi,kε
2
k
∫
R2\Bδ(x2,k)
uˆ2i,k +
a1
2a∗
∫
R2\Bδ(x2,k)
uˆ4i,k
−1
2
ε2k
∫
Bδ(x2,k)
uˆ2i,k
[
x2,k · ∇V1(x)
]
dx
+
ε2k
2
∫
∂Bδ(x2,k)
uˆ2i,k
[
µi,k − V1(x)
]
(x− x2,k)νdS
+
a1
4a∗
∫
∂Bδ(x2,k)
uˆ4i,k(x− x2,k)νdS +
βk
a∗
∫
R2\Bδ(x2,k)
uˆ2i,kvˆ
2
i,k
+
βk
2a∗
∫
∂Bδ(x2,k)
uˆ2i,kvˆ
2
i,k(x− x2,k)νdS, i = 1, 2.
(4.50)
Similarly, we have
−ε2k
∫
Bδ(x2,k)
[
(x− x2,k) · ∇vˆi,k
]
∆vˆi,k
= −ε2k
∫
∂Bδ(x2,k)
∂vˆi,k
∂ν
(x− x2,k) · ∇vˆi,k +
ε2k
2
∫
∂Bδ(x2,k)
[
(x− x2,k) · ν
]|∇vˆi,k|2, (4.51)
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and the second equation of (4.27) yields that
−ε2k
∫
Bδ(x2,k)
[
(x− x2,k) · ∇vˆi,k
]
∆vˆi,k
= −µi,kε2k
∫
R2
vˆ2i,k + ε
2
k
∫
Bδ(x2,k)
(
V2(x) +
x · ∇V2(x)
2
)
vˆ2i,k −
a2
2a∗
∫
R2
vˆ4i,k
+
βk
2a∗
∫
Bδ(x2,k)
uˆ2i,k
[
(x− x2,k) · ∇vˆ2i,k
]
+ IIi,
(4.52)
where the lower order term IIi satisfies
IIi = µi,kε
2
k
∫
R2\Bδ(x2,k)
vˆ2i,k +
a2
2a∗
∫
R2\Bδ(x2,k)
vˆ4i,k
−1
2
ε2k
∫
Bδ(x2,k)
vˆ2i,k
[
x2,k · ∇V2(x)
]
+
ε2k
2
∫
∂Bδ(x2,k)
vˆ2i,k
[
µi,k − V2(x)
]
(x− x2,k)νdS
+
a2
4a∗
∫
∂Bδ(x2,k)
vˆ4i,k(x− x2,k)νdS, i = 1, 2.
(4.53)
Since it follows from (4.13) that
µi,kε
2
k
[ ∫
R2
uˆ2i,k +
∫
R2
vˆ2i,k
]
+
a1
2a∗
∫
R2
uˆ4i,k +
a2
2a∗
∫
R2
vˆ4i,k +
βk
a∗
∫
R2
uˆ2i,kvˆ
2
i,k
= a∗ε4ke(a1, a2, βk),
we reduce from (4.48)–(4.53) that
−ε2k
∫
Bδ(x2,k)
[(
V1(x) +
x · ∇V1(x)
2
)
uˆ2i,k +
(
V2(x) +
x · ∇V2(x)
2
)
vˆ2i,k
]
dx
+a∗ε4ke(a1, a2, βk)
= Ii + IIi + ε
2
k
∫
∂Bδ(x2,k)
∂uˆi,k
∂ν
(x− x2,k) · ∇uˆi,k
−ε
2
k
2
∫
∂Bδ(x2,k)
[
(x− x2,k) · ν
]|∇uˆi,k|2 + ε2k
∫
∂Bδ(x2,k)
∂vˆi,k
∂ν
(x− x2,k) · ∇vˆi,k
−ε
2
k
2
∫
∂Bδ(x2,k)
[
(x− x2,k) · ν
]|∇vˆi,k|2, i = 1, 2,
which implies that
−ε2k
∫
Bδ(x2,k)
[(
V1(x) +
x · ∇V1(x)
2
)
(uˆ1,k + uˆ2,k)ξˆ1,k
+
(
V2(x) +
x · ∇V2(x)
2
)
(vˆ1,k + vˆ2,k)ξˆ2,k
]
dx = Tk.
(4.54)
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Here the term Tk satisfies that for small δ > 0,
Tk =
(I2 − I1) + (II2 − II1)
‖uˆ2,k − uˆ1,k‖
1
2
L∞(R2)
‖vˆ2,k − vˆ1,k‖
1
2
L∞(R2)
−ε
2
k
2
∫
∂Bδ(x2,k)
[
(x− x2,k) · ν
](∇uˆ2,k +∇uˆ1,k)∇ξˆ1,k
+ε2k
∫
∂Bδ(x2,k)
{[
(x− x2,k) · ∇uˆ2,k
](
ν · ∇ξˆ1,k
)
+
(
ν · ∇uˆ1,k
)[
(x− x2,k) · ∇ξˆ1,k
]}
−ε
2
k
2
∫
∂Bδ(x2,k)
[
(x− x2,k) · ν
](∇vˆ2,k +∇vˆ1,k)∇ξˆ2,k
+ε2k
∫
∂Bδ(x2,k)
{[
(x− x2,k) · ∇vˆ2,k
](
ν · ∇ξˆ2,k
)
+
(
ν · ∇vˆ1,k
)[
(x− x2,k) · ∇ξˆ2,k
]}
=
(I2 − I1) + (II2 − II1)
‖uˆ2,k − uˆ1,k‖
1
2
L∞(R2)
‖vˆ2,k − vˆ1,k‖
1
2
L∞(R2)
+ o(e
−Cδ
εk ) as k →∞,
(4.55)
due to (4.29), where the second equality follows by applying the argument of estimating
(4.44).
Using the arguments of estimating (4.44) again, along with the exponential decay
(4.6) and (4.7), we also derive from (4.50) that for small δ > 0,
I2 − I1
‖uˆ2,k − uˆ1,k‖
1
2
L∞(R2)
‖vˆ2,k − vˆ1,k‖
1
2
L∞(R2)
= µ2,kε
2
k
∫
R2\Bδ(x2,k)
(
uˆ2,k + uˆ1,k
)
ξˆ1,k +
a1
2a∗
∫
R2\Bδ(x2,k)
(
uˆ22,k + uˆ
2
1,k
)(
uˆ2,k + uˆ1,k
)
ξˆ1,k
+
βk
a∗
∫
R2\Bδ(x2,k)
[
vˆ22,k(uˆ2,k + uˆ1,k)ξˆ1,k + uˆ
2
1,k(vˆ2,k + vˆ1,k
)
ξˆ2,k
]
+ck
∫
R2\Bδ(x2,k)
uˆ21,k −
1
2
ε2k
∫
Bδ(x2,k)
[
x2,k · ∇V1(x)
](
uˆ2,k + uˆ1,k
)
ξˆ1,k
+
a1
4a∗
∫
∂Bδ(x2,k)
(
uˆ22,k + uˆ
2
1,k
)(
uˆ2,k + uˆ1,k
)
ξˆ1,k(x− x2,k)νdS
−ε
2
k
2
∫
∂Bδ(x2,k)
(
uˆ2,k + uˆ1,k
)
ξˆ1,kV1(x)(x− x2,k)νdS
+
µ2,kε
2
k
2
∫
∂Bδ(x2,k)
(
uˆ2,k + uˆ1,k
)
ξˆ1,k(x− x2,k)νdS + ck
∫
∂Bδ(x2,k)
uˆ21,k(x− x2,k)νdS
+
βk
2a∗
∫
R2\Bδ(x2,k)
[
vˆ22,k(uˆ2,k + uˆ1,k)ξˆ1,k + uˆ
2
1,k(vˆ2,k + vˆ1,k
)
ξˆ2,k
]
(x− x2,k)νdS
= −1
2
ε2k
∫
Bδ(x2,k)
[
x2,k · ∇V1(x)
](
uˆ2,k + uˆ1,k
)
ξˆ1,k + o(e
−Cδ
εk ) as k →∞,
(4.56)
where ck is defined by (4.33). Similarly, we can derive from (4.53) that
II2 − II1
‖uˆ2,k − uˆ1,k‖
1
2
L∞(R2)
‖vˆ2,k − vˆ1,k‖
1
2
L∞(R2)
= −1
2
ε2k
∫
Bδ(x2,k)
[
x2,k · ∇V2(x)
](
vˆ2,k + vˆ1,k
)
ξˆ2,k + o(e
−Cδ
εk ) as k →∞.
(4.57)
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It then follows from (4.45), (4.56) and (4.57) that
(I2 − I1) + (II2 − II1)
‖uˆ2,k − uˆ1,k‖
1
2
L∞(R2)
‖vˆ2,k − vˆ1,k‖
1
2
L∞(R2)
= o(e
−Cδ
εk ) as k →∞.
We thus obtain from (4.54) and (4.55) that for p0 = min{p11, p21},
o(e
−Cδ
εk )
=
∫
Bδ(x2,k)
[(
V1(x) +
x · ∇V1(x)
2
)
(uˆ1,k + uˆ2,k)ξˆ1,k
+
(
V2(x) +
x · ∇V2(x)
2
)
(vˆ1,k + vˆ2,k)ξˆ2,k
]
dx
= ε2k
∫
B δ
εk
(0)
{[
V1(εkx+ x2,k) +
(εkx+ x2,k) · ∇V1(εkx+ x2,k)
2
]
(u¯1,k + u¯2,k)ξ1,k
+
[
V2(εkx+ x2,k) +
(εkx+ x2,k) · ∇V2(εkx+ x2,k)
2
]
(v¯1,k + v¯2,k)ξ2,k
}
dx.
(4.58)
Applying the dominated convergence theorem, we can deduce from (1.21), (4.3), (4.6)
and (4.16) that
lim
k→∞
ε−p11k
∫
B δ
εk
(0)
V1(εkx+ x2,k)(u¯1,k + u¯2,k)ξ1,kdx
= lim
k→∞
∫
B δ
εk
(0)
V1
(
εk[x+ (x2,k − x1)/εk] + x1
)
V11
(
εk[x+ (x2,k − x1)/εk]
) V11(x+ x2,k − x1
εk
)
· (u¯1,k + u¯2,k)ξ1,kdx = 2
∫
R2
V11(x+ y0)u0ξ10dx.
(4.59)
Since x · ∇V11(x) = p11V11(x), we can deduce from (1.32), (4.3), (4.6) and (4.16) that
lim
k→∞
ε−p11k
2
∫
B δ
εk
(0)
(εkx+ x2,k) · ∇V1(εkx+ x2,k)(u¯1,k + u¯2,k)ξ1,k
= p11
∫
R2
V11(x+ y0)u0ξ10dx.
(4.60)
Similar to (4.59) and (4.60), we also have
lim
k→∞
ε−p21k
∫
B δ
εk
(0)
V2(εkx+ x2,k)(v¯1,k + v¯2,k)ξ2,kdx = 2
∫
R2
V21(x+ y0)v0ξ20dx,
and
lim
k→∞
ε−p21k
2
∫
B δ
εk
(0)
(εkx+ x2,k) · ∇V2(εkx+ x2,k)(v¯1,k + v¯2,k)ξ2,k
= p21
∫
R2
V21(x+ y0)v0ξ10dx.
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Together with (4.58), we then conclude that∫
R2
V11(x+ y0)u0ξ10 +
∫
R2
V21(x+ y0)v0ξ20 = 0, if p11 = p21;∫
R2
V11(x)u0ξ10 = 0, if p11 < p21;
∫
R2
V21(x)v0ξ20 = 0, if p11 > p21.
(4.61)
We thus derive from (1.30) and (4.61) that if p11 = p21, then
0 =2
∫
R2
V11(x+ y0)u0
[
b0(u0 + x · ∇u0) +
2∑
i=1
bi
∂u0
∂xi
]
+ 2
∫
R2
V21(x+ y0)v0
[
b0(v0 + x · ∇v0) +
2∑
i=1
bi
∂v0
∂xi
]
=− (b1, b2) · ∇H1(y0)
+ 2b0
{
H1(y0) +
1
2
∫
R2
[
V11(x+ y0)(x · ∇u20) + V21(x+ y0)(x · ∇v20)
]}
=− b0
∫
R2
{
u20
[
x · ∇V11(x+ y0)
]
+ v20
[
x · ∇V21(x+ y0)
]}
=− b0
{
p11H1(y0)−
∫
R2
[
u20 y0 · ∇V11(x+ y0) + v20 y0 · ∇V21(x+ y0)
]}
=− b0p11H1(y0) + b0y0 · ∇H1(y0) = −b0p11H1(y0),
(4.62)
due to the fact that (x+y0) ·∇Vi1(x+y0) = pi1Vi1(x+y0) for i = 1, 2. Since H1(y0) > 0,
we conclude from (4.62) that b0 = 0. Similarly, if p11 6= p21, we can also derive from
(4.61) that −b0p0H1(y0) = 0, where p0 = min{p11, p21}, which further implies that b0 = 0.
Therefore, we conclude that b0 = 0.
Due to the non-degeneracy assumption (1.30), setting b0 = 0 into (4.37)–(4.39) then
yields that b1 = b2 = 0, which thus implies that ξ10 = ξ20 = 0.
Step 3. ξ10 = ξ20 = 0 cannot occur.
Finally, let (xk, yk) satisfy |ξ1,k(xk)ξ2,k(yk)| = ‖ξ1,kξ2,k‖L∞(R2) = 1. By the expo-
nential decay (4.6), applying the maximum principle to (4.32) yields that |xk| ≤ C and
|yk| ≤ C uniformly in k. We thus conclude that ξi,k → ξi 6≡ 0 uniformly on R2 as k →∞,
where i = 1, 2, which however contradicts to the fact that ξ10 = ξ20 = 0 on R
2. This
completes the proof of Theorem 1.5.
We finally remark that if Vi(x) ∈ C2(R2) is homogeneous of degree pi ≥ 2 for i = 1, 2,
Theorem 1.5 is then reduced immediately into the following simplified version.
Corollary 4.4. Suppose lim|x|→∞ Vi(x) = ∞ and Vi(x) ∈ C2(R2) is homogeneous of
degree pi ≥ 2, where i = 1, 2. Assume that
y0 is the unique and non-degenerate critical point of H(y),
where H(y) is defined by
H(y) =


γ
∫
R2
V1(x+ y)w
2(x)dx if p1 < p2,∫
R2
[
γV1(x+ y) + (1− γ)V2(x+ y)
]
w2(x)dx if p1 = p2,
(1− γ)
∫
R2
V2(x+ y)w
2dx if p1 > p2,
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and 0 < γ < 1 is given by (1.15). Then for any given a1 ∈ (0, a∗) and a2 ∈ (0, a∗), there
exists a unique nonnegative minimizer of e(a1, a2, β) as β ր β∗.
A Appendix
A.1 Equivalence between ground states and constraint minimizers
In this appendix, we shall establish the following proposition on the equivalence between
ground states of (1.1) and constraint minimizers of (1.3):
Proposition A.1. Suppose (a1, a2, β) ∈ R+×R+×R+ is given, then any minimizer of
(1.3) is a ground state of (1.1) for some µ ∈ R; conversely, any ground state of (1.1) for
some µ ∈ R is a minimizer of (1.3).
Given any (a1, a2, β) ∈ R+ × R+ × R+, the energy functional of (1.1) is defined by
Iµ(u1, u2) =
2∑
i=1
∫
R2
{1
2
[
|∇ui|2 + (Vi(x)− µ)|ui|2
]
− ai
4
|ui|4
}
dx
− β
2
∫
R2
|u1|2|u2|2dx
=
1
2
Ea1,a2,β(u1, u2)−
µ
2
∫
R2
(|u1|2 + |u2|2)dx, (u1, u2) ∈ X ,
(A.1)
where µ ∈ R is a parameter and the energy functional Ea1,a2,β(u1, u2) is given by (1.4).
The set of all nontrivial weak solutions for (1.1) is then given by
Sµ :=
{
(u1, u2) ∈ X \ {(0, 0)} : 〈I ′µ(u1, u2), (ϕ1, ϕ2)〉 = 0, ∀ (ϕ1, ϕ2) ∈ X
}
,
and the set of all ground states for (1.1) is thus defined as
Gµ :=
{
(u1, u2) ∈ Sµ : Iµ(u1, u2) ≤ Iµ(u¯1, u¯2) for all (u¯1, u¯2) ∈ Sµ
}
. (A.2)
Proof of Proposition A.1. For any given (a1, a2, β) ∈ R+×R+×R+, assume (u1β, u2β)
is a minimizer of (1.3), and suppose (u1, u2) is a ground state of (1.1) for some µ ∈ R.
Set
u˜i =
ui√
ρ
, where ρ :=
∫
R2
(|u1|2 + |u2|2)dx > 0, i = 1, 2, (A.3)
so that
∫
R2
(|u˜1|2 + |u˜2|2)dx = 1. Thus,
Ea1,a2,β(u˜1, u˜2) ≥ Ea1,a2,β(u1β , u2β) and Iµ(u1β , u2β) ≥ Iµ(u1, u2).
It then follows from (A.1) that
Iµ(u˜1, u˜2) ≥ Iµ(u1β, u2β) ≥ Iµ(u1, u2). (A.4)
On the other hand, using (1.1) we derive from (A.1) that
Iµ(u1, u2) =
2∑
i=1
ai
4
∫
R2
|ui|4dx+ β
2
∫
R2
|u1|2|u2|2dx. (A.5)
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Using (1.1) and (A.3), we also have
Iµ(u˜1, u˜2) =
2∑
i=1
ai
4ρ
(
2− 1
ρ
)∫
R2
|ui|4dx+ β
2ρ
(
2− 1
ρ
) ∫
R2
|u1|2|u2|2dx. (A.6)
We thus conclude from (A.4)–(A.6) that
1
ρ
(
2− 1
ρ
)
≥ 1,
which holds if and only if ρ = 1. This further implies that (A.4) is indeed an equality,
i.e.,
Iµ(u1, u2) = Iµ(u1β , u2β), Ea1,a2,β(u1, u2) = Ea1,a2,β(u1β , u2β),
and hence (u1β , u2β) is a ground state of (1.1) for some µ ∈ R, and (u1, u2) is a minimizer
of (1.3). The proof is therefore complete.
A.2 Gagliardo-Nirenberg type inequality (1.11)
In this appendix, we improve the results obtained in [7, Section 3] to derive the following
lemma on the Gagliardo-Nirenberg type inequality (1.11):
Lemma A.2. The Gagliardo-Nirenberg type inequality (1.11) holds with the best constant
2
‖w‖2
2
and is attained at (w sin θ,w cos θ) for any θ ∈ [0, 2π).
Proof. Consider the minimization problem
j := inf
(0,0)6=(u1,u2)∈H1(R2)×H1(R2)
J(u1, u2), (A.7)
where J(u1, u2) satisfies
J(u1, u2) :=
∫
R2
(|∇u1|2 + |∇u2|2) dx ∫R2 (|u1|2 + |u2|2) dx∫
R2
(|u1|2 + |u2|2)2 dx . (A.8)
Taking the test function (u1, u2) = (
1√
2
w, 1√
2
w), we derive from (1.8) that
j ≤ J
( 1√
2
w,
1√
2
w
)
=
‖w‖22
2
. (A.9)
On the other hand, we have for any (u1, u2) ∈ H1(R2)×H1(R2),
J(u1, u2) =
∫
R2
(|∇u1|2 + |∇u2|2) dx ∫R2 (|u1|2 + |u2|2) dx∫
R2
(√|u1|2 + |u2|2)4 dx
≥
∫
R2
(∇√|u1|2 + |u2|2)2 dx ∫R2 (√|u1|2 + |u2|2)2 dx∫
R2
(√|u1|2 + |u2|2)4 dx ≥
‖w‖22
2
,
(A.10)
where the first inequality follows from [21, Theorem 7.8], and the second one is obtained
by applying (1.7). Combining (A.9) and (A.10) then yields that the best constant j
satisfies j =
‖w‖2
2
2 .
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Note from [7, Section 3] that j is attained at any (w1, w2) satisfying
j =
‖w1‖22 + ‖w2‖22
2
= J(w1, w2), (A.11)
where (w1, w2) is a ground state of the following system{
−∆u1 + u1 = u31 + u22u1 in R2,
−∆u2 + u2 = u32 + u21u2 in R2.
(A.12)
Recall that the existence of ground states for (A.12) is given in [27]. Following (A.11),
we now get that
‖w1‖22 + ‖w2‖22 = ‖w‖22. (A.13)
Since all equalities in (A.10) hold, we then follow from [21, Theorem 7.8] that there exists
a constant c, independent of x, such that w1(x) = cw2(x) holds a.e. in R
2. Applying
(A.13), we therefore conclude that, up to scalings, there exists θ ∈ [0, 2π) such that
w1(x) = w(x) sin θ and w2(x) = w(x) cos θ a.e. in R
2. (A.14)
Since (w1, w2) is arbitrary, this completes the proof of the lemma.
A.3 Proof of Lemma 4.3
This subsection is focussed on the proof of Lemma 4.3.
Proof of Lemma 4.3. We first note from (4.27) that (ξˆ1,k, ξˆ2,k) satisfies

ε2k∆ξˆ1,k − ε2kV1(x)ξˆ1,k + µ2,kε2k ξˆ1,k +
a1
a∗
(
uˆ22,k + uˆ2,kuˆ1,k + uˆ
2
1,k
)
ξˆ1,k
+
βk
a∗
[
vˆ21,k ξˆ1,k + uˆ2,k(vˆ2,k + vˆ1,k)ξˆ2,k
]
+ ckuˆ1,k = 0 in R
2,
ε2k∆ξˆ2,k − ε2kV2(x)ξˆ2,k + µ2,kε2k ξˆ2,k +
a2
a∗
(
vˆ22,k + vˆ2,kvˆ1,k + vˆ
2
1,k
)
ξˆ2,k
+
βk
a∗
[
uˆ21,k ξˆ2,k + vˆ2,k(uˆ2,k + uˆ1,k)ξˆ1,k
]
+ ckvˆ1,k = 0 in R
2,
(A.15)
where the coefficient ck is given by (4.33) and bounded uniformly in k in view of (4.35).
Multiplying the first equation of (A.15) by ξˆ1,k and integrating over R
2, we then obtain
that
ε2k
∫
R2
|∇ξˆ1,k|2 − µ2,kε2k
∫
R2
|ξˆ1,k|2 + ε2k
∫
R2
V1(x)|ξˆ1,k|2
=
a1
a∗
∫
R2
(
uˆ22,k + uˆ2,kuˆ1,k + uˆ
2
1,k
)|ξˆ1,k|2
+
βk
a∗
∫
R2
[
vˆ21,k|ξˆ1,k|2 + uˆ2,k(vˆ2,k + vˆ1,k)ξˆ1,k ξˆ2,k
]
+ ck
∫
R2
uˆ1,kξˆ1,k
≤ a1
a∗
∫
R2
(
uˆ22,k + uˆ2,kuˆ1,k + uˆ
2
1,k
)
+
β∗
a∗
∫
R2
[
vˆ21,k + uˆ2,k(vˆ2,k + vˆ1,k)
]
+ Cˆ
∫
R2
uˆ1,k
=
a1ε
2
k
a∗
∫
R2
(
u¯22,k + u¯2,ku¯1,k + u¯
2
1,k
)
+
β∗ε2k
a∗
∫
R2
[
v¯21,k + u¯2,k(v¯2,k + v¯1,k)
]
+ Cˆε2k
∫
R2
u¯1,k
≤ Cε2k as k →∞,
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since |ξˆi,k| is bounded uniformly in k, and u¯i,k and v¯i,k also decay exponentially as
|x| → ∞, i = 1, 2. This implies from (4.14) that there exists a constant C1 > 0 such
that
I := ε2k
∫
R2
|∇ξˆ1,k|2 + 1
2
∫
R2
|ξˆ1,k|2 + ε2k
∫
R2
V1(x)|ξˆ1,k|2 < C1ε2k as k →∞. (A.16)
Applying Lemma 4.5 in [3], we then conclude that for any x0 ∈ R2, there exist a small
constant δ > 0 and C2 > 0 such that∫
∂Bδ(x0)
(
ε2k|∇ξˆ1,k|2 +
1
2
|ξˆ1,k|2 + ε2kV1(x)|ξˆ1,k|2
)
dS ≤ C2I ≤ C1C2ε2k as k →∞,
which therefore implies that (4.29) holds for i = 1. Similarly, one can also obtain that
(4.29) holds for i = 2, and the proof is thus complete.
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