Abstract. The paper describes a number of methods for approximation of the S-shape functions, frequently used in computer graphics or image processing. The main focus is on efficient software and hardware implementations.
Introduction
S-shape functions find many applications, for example as an activation function in neural networks [1, 2] , a decision function in fuzzy systems [4] , edge blending in digital video [7] , or computer games, to name a few. However, some systems, such as hardware boards or small microcontroller systems, their computational capabilities limit use of the high-order polynomial approximations. Also very popular table methods frequently require excessive memory resources which not always are available on such devices as FPGA. In all these cases other solutions need to be developed. There are many functions that can approximate the S-shape [1, 2, 9, 10] . These can be arctan, sigmoid (logistic), or polynomial of order three or higher [5, 6] . However, they do not have the same efficient hardware or software implementation of their approximations. In this paper we discuss different polynomial approximations of the logistic function with special focus on their efficient hardware/software implementations.
From the potential S-shape functions the sigmoid function was chosen as the one for which an efficient hardware/software approximation can be provided. It is given by the following formula 20 B. Cyganek, K. Socha
where x is a free parameter. The sigmoid function generated by MatLab in the range of 4 to +4 is depicts Fig. 1 .
Fig. 1:
The sigmoid function generated by MatLab.
However, the sigmoid function is too complicated to be implemented in simple microprocessor systems or reprogrammable logic devices directly from the above formula. Therefore it can be approximated by the second order function [9, 10] . Actually, only half of the logistic function needs to be approximated, since the other half is obtained by reflection (i.e. subtracting a value from 1).
where z is an approximating polynomial.
Finally, in general the symmetric approximation y can be defined over an a priori chosen domain from x min up to x max . Thus the above equation can be written as
where x min and x max define the range of the argument x.
The paper is organized as follows. Next section briefly describes a second order polynomial approximation and provides derived parameters of the polynomial z. In section 3 the cubic polynomial approximation is presented.
The latter allows better control over the slope of the function. However, it also requires more computations. In these sections we provide implementations of the basic methods which are also available in the accompanying software package [3].
Efficient Approximation of the Sigmoid with the Quadratic Function
The second order polynomial z is given as follows (see 
for which the border conditions were set as follows:
• At x = 0 a value z = ½;
• At x min = −2 ρ z reaches its minimum which is z = 0. Parameter ρ can take on the following values: 0, 1, 2, . . . Such representation was chosen to allow simple implementation, as will be shown later in this section. An additional parameter is a slope of the curve in the point x = 0. This can be found after differentiation of (4) at a point x = 0, which is as follows (Fig. 2) :
However, a value of b is also determined by the x min . The second order polynomial (4) reaches its minimal value at 
a point with coordinates
Taking together all of the above we obtain the following
which, after simple computations yield
These, inserted back to (4), lead finally to the solution
The following table summarizes values of the parameters a, b, and x min in respect to the parameter ρ.
From the above we see also that the highest value of the slope at the point x = 0 is obtained for ρ = 0. Thus, to cover the range of -4 to +4 we need to set ρ = 2. This leads to the following equation:
which constitutes a base for simple hardware/software implementation. In this case also we have φ ≈ 14 o .
Software Implementation
There are two simple software implementation of the approximation of the sigmoid function in accordance with the formulas (2) and (10) . In all further implementations we assume that parameter ρ = 2 which means that . G e t I n t e r n a l V a l u e ( ) ) ; e l s e t e
s t _ o u t _ y . p u s h _ b a c k ( ( one − A p p r o x _ S i g m o i d _ V a l u e ( x ) )
. G e t I n t e r n a l V a l u e ( ) ) ;
} o f s t r e a m o u t F i l e ( " S i g m o i d _ y . t x t " )
; copy ( t e s t _ o u t _ y . b e g i n ( ) , t e s t _ o u t _ y . end ( ) , o s t r e a m _ i t e r a t o r < double > ( o u t F i l e , " , " ) ) ; } Alg. 2: Listing of the code for generation of all S values in the range of -4 to +4 in steps of 0.1.
Implementation for the 16 bit short data representation
This is a simpler implementation which does not use any external classes. Instead a short data format is used. It is assumed that it has 16 bits. Therefore the internal data format is 4.12, i.e. 4 bits for integer part and 12 for the fractional.
Once again the Approx_Sigmoid_Value is the main function to compute the approximated sigmoid. It should be remembered that its argument has to be positive.
The Sigmoid_test_2 implements the same the same functionality as the Sigmoid_test. This time, however, it does not use any class. (10) and with the 4.12 fixed-point arithmetic.
e c t o r < s h o r t > t e s t _ o u t _ y ; / / a d a t a s t r u c t u r e f o r / / o u t p u t v a l u e s ( a t a b l e )
s h o r t from = 0 xC000 ; / / −4 i n t h e 4 . 1 2 f o r m a t s h o r t t o = 0 x4000 ; / / +4 i n t h e 4 . 1 2 f o r m a t s h o r t s t e p = 0 x0028 ; / / +0.01 i n t h e 4 . 1 2 f o r m a t , / / any o t h e r / / r e a s o n a b l e v a l u e i s ok h e r e s h o r t one = 0 x1000 ; / / +1 i n t h e 4 . 
Experimental Results for the 2nd Order Function Approximation
The figures Fig.3 and The sigmoid generated with the proposed approximation and for 4.4 fixed data format (one byte) (from -4 to +4 with a step of 0.1) (a). Format 4.12 fixed data format for a range extended in both ends, i.e. from -8 to +7 (a sigmoid is an internal part from -4 to +4) (b).
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The qualitative analysis of the presented approximations can be evaluated from the following condition
where
is its approximation at x i . Obtained values of ε in (11) are discussed in conclusions of this paper.
Efficient Approximation of the Sigmoid with the Cubic Function
The third order polynomial z is given as follows:
Its properties, and thus also its plot, depend on the parameters a, b, c, and d. For our purposes we assume that ∆ = b 2 − 3ac = 0 and a > 0.
which makes z to have the shape shown in Fig. 5(a) .
Now the cubic equation (12) with conditions (13) has
one inflection point E of coordinates
We employ (12) with conditions (13) in which the inflection point E is moved to the position (x min , 0), as fol-
where ρ is a parameter. Fig. 5(b) shows our approximating function y which is a "glued" version of two cubic functions, obtained in accordance with (3). Each of its halves, i.e. the first one from x min to 0, and the second from 0 to x max = −x min , is a cubic function in the form of (12). There are two additional parameters to be set:
A value d which is equal to (12) at the point x = 0, i.e. z(0).
A value of a slope φ at a point x = 0;
The first parameter is kept as a control value. The slope can be computed from a derivative of (12) at a point x = 0, which is
Thus, setting parameter c we can control the slope of the function S at the point x = 0.
All of the mentioned conditions allow computation of the parameters a, b, c in respect to the parameters d and ρ.
After simple computations the following are obtained
Let us recall also that ρ determines position of the x E = x min = −2 ρ , as given in (15). With these and after simple rearrangements of terms we obtain finally an expression for the half of the function S, as follows
This can be simplified even further after noticing the repeating pattern
where The used data format is fixed point 16.16, i.e. 32 bits in one value of type "long". However, this can be made shorter if necessary.
Implementation for the 16 bit short data representation
In this implementation we stick to the 4.12 signed fixed point data format. Thus, a "short" C data type is used which is assumed to have 16 bits, although this can be different from system to system. The computed values are saved in a vector.
Experimental Results for the 3rd Order Function Approximation
The following figures depict results obtained with the presented software. Especially data formats with different numbers of assigned bits for the fractional part were tested.
Finally, we notice that thanks to the function of the third order, a control over the range and slope of the curve is much easier compared to the second order approximation.
That is we can choose the range and slope independently.
For instance in the second order approximation, once we choose the range by setting x min in (7), then the parameter b is uniquely determined and also a slope of a curve (5) at the point x=0, since it is equal to b, as given by (8). Contrary, setting the range (15) for the approximation with the cubic function we are still free to choose the parameter d which independently influences the slope.
Conclusions
In this paper we present an analysis of the polynomial approximation of the S-shaped function with special stress laid upon its efficient software/hardware implementations. S-shape functions find number of applications in the scientific and technical applications. However, in fast software or hardware implementations what counts is simplicity, so only special algorithms fulfill this requirement.
In this paper we present and discuss the 2 nd and 3 rd order polynomial approximations which fit well into this frame-
work. An error analysis shows than maximum errors ε, 
