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Abstract—Traditional heavyweight routing algorithms are not 
suitable for resource constrained IEEE 802.15.4 [15] complaint 
devices. Although, ZigBee [21] provided an addressing scheme 
and a table-free Tree routing algorithm for such devices, it has 
several limitations [6, 7, 8, 9]. 
In this paper, we have proposed a flexible, variable-length 
addressing scheme together with a new lightweight, table-free 
routing algorithm. The addressing scheme leverages the 
properties of prefix code and allows devices to have arbitrary 
number of children and does not also limit network depth. The 
routing algorithm uses simple mathematical and/or logical 
calculations to take routing decisions. Simulation and analytical 
results show that this flexible mechanism exhibits very low 
overhead and can be used for virtually all types of network 
topologies. 
Keywords—ZigBee, Tree Networks, Address, Routing, Prefix-
codes. 
I.  INTRODUCTION 
IEEE 802.15.4 [15] is a landmark in the attempt to bring 
ubiquitous networking into our lives. Since it promotes low 
cost devices; there by resource constrained, ZigBee [21] 
provides a simple, lightweight, table-free routing algorithm 
together with an addressing scheme. The beauty of this 
algorithm is that it uses only some mathematical equations to 
take routing decisions. 
So far, this technology has been applied in Personal 
Operating Space (POS) and its success is unquestionable. 
Since, it is a low cost technology; researchers are now trying to 
apply it beyond POS, where networks are large and often 
asymmetric. However, ZigBee address assignment scheme 
cannot support long and asymmetric networks. 
We have already addressed those issues in [6, 7, 8, 9] and 
provided several potential solutions. In this paper, we have 
proposed a prefix-code based variable-length addressing 
scheme as well as a routing algorithm. The proposed scheme 
eliminates some of the existing problems of ZigBee Tree 
routing. The routing algorithm leverages properties of prefix 
code and does not use any routing table. It takes routing 
decisions using only mathematical and/or logical calculations. 
We have shown analytically as well as by simulation that the 
proposed scheme exhibits little overhead and can be applied for 
virtually any type of network topologies.   
II. RELATED WORK 
Wireless networks have rapidly gained popularity since 
their introduction in 1970s. However, an investigation into 
low-cost, low-rate, low-power PAN is relatively new.  
Our investigation [20] revealed that the routing protocols in 
ZigBee networks is essentially a combination of tree routing 
and AODV with several optimizations done in consideration of 
stationary wireless topologies. In [20], we also developed an 
NS2 simulator for ZigBee PAN to analyze and optimize both 
tree and mesh routing in a ZigBee network. We performed 
several experiments to study its various features, including: (i) 
the amount of routing packets generated, (ii) the packet-
delivery ratio, (iii) the number of hops taken by application 
packets from source to destination. The packet-delivery ratio is 
found to be excellent, although the number of hops taken is not 
least always. We make several interesting optimizations in the 
implementation to control the huge burst of control packets 
produced for route discovery. 
In [6], we provided a unified address borrowing scheme 
which can be easily applied to grow the network beyond 16 
hops and overcome the address exhaustion problem by 
borrowing address. A routing algorithm based on mobile IP, 
was also proposed. 
In [7], we extended the Tree routing proposed by ZigBee 
for the networks to be harsh and asymmetric. 
In [8], we provided a unified multi-channel routing scheme 
which can be easily applied to tree network so that the network 
can be used in dynamic application space and overcome the 
link disruption problem by multi channeling but without adding 
any extra overhead of having a routing table. 
Performance evaluation of routing protocols is a 
challenging issue and requires a well-planned, reliable and if 
possible standardized test bed. The VINT project is a landmark 
in the arena of network simulation research.  The concept of 
split-level programming, its merits and applicability are 
discussed in [12]. 
In [5], authors explored the complex behavior of a large 
number of low-power sensor nodes. Energy aware operation of 
wireless devices is the dominant theme in [16], [5]. 
Routing in wireless networks has been a fascinating topic 
of research for long. These routing protocols deal with the 
challenges of wireless networks, namely low-bandwidth, high 
error-rates and often energy and memory constraints. They are 
either table-driven (e.g. DSDV [2], WRP [18]) or source-
initiated, that is demand-driven (e.g. DSR [4], AODV [1], [3]). 
A comprehensive survey of these protocols has been done in 
[11]. 
There is relatively scant literature on 802.15.4/ZigBee 
although its applications have been discussed in [17, [10]. 
Authors provide one of the first studies of the MAC sub layer 
while the recent paper [15] is a comprehensive performance 
evaluation of 802.15.4.  
III. LIMITATIONS OF ZIGBEE ADDRESS ASSIGNMENT  
ZigBee distributed address assignment scheme has several 
limitations. We already have addressed those issues in [6, 7, 8, 
9] and provided several potential solutions using different 
methodologies. Let us quickly review those problems so that 
we can appreciate the need of a new addressing scheme. 
ZigBee specified that the “coordinator determines” 
important network parameters Cm, Rm and Lm. However, it 
remains silent about how to determine them. Since, before 
forming the network, we have very little or no idea about 
when, where and how many devices will come, it is almost 
impossible to find favorably good values of these parameters 
Note that improper value of Cm and Rm may result wastage 
of network addresses. This happens since all routers use same 
Cm and Rm and once set they remain unchanged. Given those 
parameters, essentially a virtual tree network skeleton gets 
created. Devices may sit in an empty location and use its 
address.  So, it may happen that a device can not join at a 
desired position even if addresses are available.  
The size of unused address sub-block may be very large for 
larger value of Lm. Consider Cm=4, Rm=2 and Lm=14. The 
number of addresses, a router R at depth 1 can distribute to 
each of its 2 children routers is Cskip(1) [=16381]. Because R 
can have maximum 2 (two) end devices and 2 (two) routers 
children, total number of addresses it can distribute is 
2+2*16381(=32764). If R has no children (this may happen 
when no device is within the transmission range of R), large 
number (32764) of addresses that R could have distributed 
would remain unused. This implies straight wastage of 
approximately 50% of the total 2
16
 (=65536, for 16-bit address) 
possible addresses.   
This situation becomes even worse if we attempt to form 
networks in mines, road-side etc. For Cm=4 and Rm=3, it can be 
shown [see Eqn. 1] that, the maximum value of Lm is 9. This 
means no device can exist at depth beyond 9.  
Another major problem is that the addressing scheme 
essentially limits network depth. Cskip(0) is the address sub-
block being distributed by coordinator (at depth 0) to each of 
its Rm routers [Eqn 1]. So total number of addresses distributed 
to all of its routers is RmCskip(0). Then, total possible addresses 
is the sum of RmCskip(0) and number of end devices Em(=Cm-
Rm) of the coordinator and 1(one) for its own address. Because 
network address is a 16-bit address, assuming Rm>1, the 
following equality must be valid: 
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For example if Cm = 8 and Rm = 4, maximum possible 
depth Lm = 7 only. This proves the impossibility of creating a 
very long network.  
IV. PROPOSED ALGORITHM 
Note that, ZigBee devices are intended to be low-cost and 
low-power consuming. Consequently, they are supposed to 
have low memory. Accordingly, a new routing algorithm is 
proposed that eliminates routing tables altogether. It also 
eliminates the overhead of placing routing information in the 
packet which is done by the source-initiated routing such as 
DSR. The proposed routing algorithm uses prefix-code-based 
variable length addressing scheme which is described in the 
following sections. 
A. Distributed Address Assignment 
Network addresses are assigned to devices cleverly so that 
a route to a destination device can be determined from only the 
destination address. The Addresses are calculated as follows: 
Every router in the tree labels each of its outgoing links (if 
any) by a (locally) unique binary number. The order of labeling 
is not important. One such tree is shown in Fig 1. 
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Fig. 1. Network address assignment 
If a router R has CR number of children, minimum number 
of bits N(CR) required to label each outgoing link of R is: 
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The unique network address of each node in the tree is then 
calculated as follows: 
The address of root (coordinator) is always 1. The address 
AD of any other device D is obtained by concatenating its 
parent’s address and its id (label of the link). For example, the 
addresses of the routers R8 in Fig 1.  
idaddressparent
RA 0110118  .  
Here, 1011 is the address of R7 and 01 is the label of the 
link from R7 to R8. The addresses of all other devices are 
determined using the same procedure. This scheme has 
following important properties: 
 The addresses, obviously, are always unique. 
 Address of a leaf node can never be a prefix of another leaf node 
(prefix property for leaf nodes). 
 Siblings have common prefix (parent’s address). 
 The address of every node has ancestor’s address as its prefix. 
Last property is very interesting and can be used to route a 
packet to a destination by performing simple 
mathematical/logical calculations. This way our routing 
algorithm cleverly avoids the need of routing table. 
B. Restructuring 
One of the problems of this scheme is that number of bits 
required to label links may change from time to time as devices 
join to or leave from the network. Let us consider Fig 2(i).  
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Fig. 2. “Restructuring” Network addresses 
The number of bits N(CR) required to label each link of R is 
1 as number of children of router R (i.e. CR) is two. Now, if 
another device X joins to R, N(CR) will become 2. 
Consequently, each of the outgoing links (including the new 
link) of R must be re-labeled by 2 bits. This implies addresses 
of all existing descendants of R must be recalculated [Fig 2(ii)]. 
We call this procedure as restructuring, which incurs an 
overhead. However, we shall show (analytically as well as by 
simulation results) that restructuring, in practice, does not 
occur frequently; thus overhead due to it is considerably low. 
C. Routing Algorithm 
In the following section, we shall describe how this prefix-
based address can be used to find a route to a target device.  
The following notations are used: 
Ai : Network Address of device i,  
Bi : Number of bits in Ai,  
Ci : Number of children of router i,  
IDi : Local address of device i (Except root node)  
Note that the prefix-code has an interesting property—“The 
address of every node has ancestor’s address as its prefix”.  
Consider the sequence of nodes, VWXYZ. Then 
the address AZ of node Z will be of the following form: 
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This implies that, if the address AX of a node X is a prefix of 
address AY of another node Y, then Y must be a descendant of 
X. So if X gets a packet destined to Y, the routing decision [Fig 
4] can be made using this information.  
Suppose, a source node S having network address AS wants 
to send a packet to a destination node D having network 
address AD. Consider at any point of time an arbitrary node X 
has received the packet, which has to be delivered to D. 
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Fig. 3. Relation between X parent  and descendant D (i) D is immediate child 
of X (ii) D is not immediate child of X 
Algorithm: Upon receiving a packet destined to D by X, X 
checks, whether its own address (AX), is a prefix of destinations 
address (AD). If not so, destination D is not a descendant of X 
and in this case X has nothing to do except forwarding the 
packet to its parent, which will in turn take care of rest of the 
routing decisions. Otherwise (i.e. X’s address is a prefix of 
destination address), destination MUST be a descendant (direct 
or indirect) of X. Two cases exist: 
1) Number of bits in destination address (BD) is exactly equal 
(Fig 3(i)) to the sum of number of bits in its own address 
(BX) and number of bits required to represent its children 
[N(CX)]. This means, destination address is just the 
concatenation of X’s address and child ID [Fig 3(i)]. In this 
case, destination D is a direct child of X.  
2) Otherwise [Fig 3(ii)], the destination is a descendant but 
not direct child.   
Both the cases, next hop device ID can be obtained as 
follows: 
-- Start from MSB of destination address AD;  
-- Ignore first BX bits of AD. 
-- Next N(CX) bits from AD constitutes next hop device ID.  
Note that the algorithm described above uses only 
mathematical and logical calculations and thus eliminating the 
need of routing tables. 
Fig. 4. Proposed routing algorithm 
D. Example Scenario 
To understand how routing takes places, consider the 
network in Fig 1. Suppose end device E1 (AE1=110000) wants 
to send a packet to another end device E11 (AE11=10100). 
Since, 110000 is not a prefix of 10100 (neither can it be as 
the source is an end device and an end device cannot have 
children), it simply forwards the packet to its parent R5. R5 and 
R4 perform similar steps as E1 and the packet eventually 
reaches C having address 1. Now C’s address (1) is a prefix of 
10100. Since, CC=2, C extracts N(CC) (=1) bit after BC (=1) bit 
from AE11(=10100) and gets 0. C forwards the packet through 
the link labeled 0 and the packet reaches to R1 having address 
10. R1 and then R3 perform exactly the same way and the 
packet eventually reaches to its destination E11. 
V. CALCULATION OF OVERHEAD 
In this section, we shall calculate the amount the overhead 
due to “restructuring” processes.  
Note that ZigBee networks are primarily intended to be 
static. Devices gradually come and join to form a network. 
Once the devices are joined, they hardly move or leave.  For 
example devices a temperature sensor node on a light post, 
nodes attached to a ceiling fan, tube light etc. do not move. 
Such a case, even if “restructuring” occurs, it only occurs 
during the network formation. Once the network is formed, it 
does not happen any more. Furthermore, it apparently seems 
that “restructuring” incurs significant overhead. However, 
fortunately, it occurs infrequently; thus average number of 
nodes affected per restructuring is significantly small. Let us 
understand it in the following: 
Note that the restructuring is required only when the 
number of children changes from 2
n
 to 2
n
+1 or 2
n
+1 to 2
n
 (n = 
1, 2, 3,…) whenever a device joins to or leaves from network 
respectively. In the former case, future 2
(n+1)
-2
n
 times, and in 
the later case future 2
n
-2
(n-1)
 times no restructuring will occur. 
On an average, if a router has 2
n
 number of children, (n-1) 
number of cases restructuring will occur. For example, if a 
router has 8 (2
3
) children restructuring occurrs two times (one 
when number of children changed from 2 to 3 and other when 
number of children changes from 4 to 5). Table 1 shows the 
relation between number of children of router and number of 
restructuring on that router. 
So, a fraction of (n-1)/2
n
 cases restructuring will occur. For 
a moderate value of n, this factor is very small. So, overhead 
due to this is negligible.  
TABLE I.   EFFECT OF NO. OF CHILDREN OF A ROUTER ON NO. OF 
RESTRUCTURING 
No. of 
children 
No. of 
restructuring 
No. of 
children 
No. of 
restructuring 
0 to 2 1 33 to 64 6 
3 to 4 2 65 to 128 7 
5 to 8 3 129 to 256 8 
9 to 16 4 257 to 512 9 
17 to 32 5 513 to 1024 10 
Let us now analyze the total number of “restructuring” 
needed considering all routers. Consider the following 
parameters: 
D: Total number of devices at a particular time. 
R: Number of routers 
C (D-R): Number of end devices 
Each router has on an average D/R number of children. The 
number of restructuring needed for each router is log2(D/R)-1. 
The total number of restructuring is then N = (log2(D/R)-1)R. 
If we plot N with respect to R. it looks like as shown in the Fig 
5.  
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Fig. 5. Analytical result: Effect of number of routers on number of 
restructuring 
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This shows that for small number (<10) of routers, the 
overhead is around 3% to 10% (for 250 devices). For large 
number of devices, the overhead is also small. The graph also 
helps us to estimate the number of routers to have minimum 
overhead. In addition to this, remember only those nodes that 
are descendant of a router are affected by restructuring 
procedure. Moreover, for a static wireless network, joining to 
and leaving from network will occur during the network 
formation phase. So, once a network is set up, there is 
practically no overhead. So, average number of address update 
per restructuring procedure is small. As a consequence, overall 
overhead is expected to be low. 
VI. SIMULATION RESULTS 
In this section, we shall show how the proposed tree routing 
algorithm outperforms than the existing tree routing algorithm 
specified by ZigBee alliance. 
A. Experimental test-bed 
We developed a Java-based simulator to perform the 
experiment. The simulation area is taken as 1360x640 pixel 
area. According to the ZigBee specification, the coordinator 
forms a network consisting of itself and starts beaconing. A 
number of routers and end devices are then added every after 
one second in the simulation area. The devices get beacons 
from nearby routers and join the network by sending a 
JOIN_REQUEST packet. Routers also start beaconing after 
joining the network. The network was formed according to the 
ZigBee Specification. 
B. Observations 
The experiment was carried out for 150, 200 and 250 
number of devices. For each case, the number of router was 
varied from 1 to 70. The scenario is repeated over 200 times 
and average result was obtained.  
Fig 6. shows the effect of number of routers on the number 
restructuring needed. The simulation result, as expected, is very 
similar to the result as obtained from equation 9. It can be 
stated from the graph that fraction of numbers, the restructuring 
occurs (for 250 devices) is small with maximum about 23% 
cases.  
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Fig. 6. Simulation result : Effect of number of routers on number of 
restructuring 
From Fig 6., we can also find the relation between the 
numbers of routers with the average number of nodes affected 
per restructuring.  It shows that even if restructuring occurs, 
number of nodes affected per restructuring is significantly less. 
It is observed that only 6-10 numbers of nodes are affected per 
restructuring most of the cases which is a quite acceptable 
figure. 
The general observation is that for relative small number of 
routers (note that number of routers compared to number of 
end devices in a ZigBee network is really very small), 
overhead due to restructuring is almost negligible. Moreover, 
for static wireless networks (which was the primary motivation 
of ZigBee networks), once the network is established and 
stabilized, there is no further overhead. Furthermore, routing is 
very cost-effective in term of memory requirement as it is 
routing table free and does not incur any overhead on packet. 
VII. CONCLUSION 
In this paper, we proposed a new routing algorithm together 
with an addressing scheme for IEEE802.15.4 tree networks. 
Each device is assigned a unique binary address cleverly so 
that routing decision can be made only from destination 
address. The proposed algorithm does not need any routing 
table to be maintained by each router. Algorithm can still 
deliver the packet to the proper destination. We have also 
shown that the overhead for this routing algorithm is minimal. 
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