Abstract Linear rank-width is a linearized variation of rank-width, and it is deeply related to matroid path-width. In this paper, we show that the linear rank-width of every n-vertex distance-hereditary graph, equivalently a graph of rank-width at most 1, can be computed in time O(n 2 · log 2 n), and a linear layout witnessing the linear rank-width can be computed with the same time complexity. As a corollary, we show that the path-width of every n-element matroid of branch-width at most 2 can be computed in time O(n 2 · log 2 n), provided that the matroid is given by its binary representation. To establish this result, we present a characterization of the linear rank-width of distance-hereditary graphs in terms of their canonical split decompositions. This characterization is similar to the known characterization of the path-width of forests given by Ellis, Sudborough, and Turner [The vertex separation and search number of a graph. Inf. Comput., 113(1):50-79, 1994]. However, different from forests, it is non-trivial to relate substructures of the canonical split decomposition of a graph with some substructures of the given graph. We introduce a notion of 'limbs' of canonical split decompositions, which correspond to certain vertex-minors of the original graph, for the right characterization.
given by Ellis, Sudborough, and Turner [The vertex separation and search number
Introduction
Rank-width [28] is a graph parameter introduced by Oum and Seymour with the goal of efficient approximation of the clique-width [6] of a graph. Linear rank-width can be seen as the linearized variant of rank-width, and it is similar to path-width, which can be seen as the linearized variant of tree-width. While path-width is a well-studied notion, much less is known about linear rank-width. Vertex-minor is a graph containment relation where rank-width and linear rank-width do not increase when taking this operation.
Rank-width is related to matroid branch-width, which has an important role in structural theory on matroids. We refer to the series of papers by Geelen, Gerards, and Whittle on the Matroid Minors Project [14, 15] and Rota's Conjecture [16] for more information on matroid branch-width. It is known that the matroid branch-width (matroid path-width) of a binary matroid is equal to the rank-width (linear rank-width) of its fundamental graph plus one [27] . This equality can be further generalized to matroids over a fixed finite field with the finite field version of rank-width [24, 25] . Hence new results on (linear) rank-width will immediately yield new results on matroid branch-width or on matroid path-width. In this paper, we will derive a complexity result for computing matroid path-width from linear rank-width.
Kashyap [22] showed that it is NP-hard to compute matroid path-width on binary matroids. By reducing from matroid path-width, we can show that computing linear rank-width is NP-hard in general. But, fixed parameter tractable algorithms, parametrized by the linear rank-width, for testing whether the linear rank-width of a graph is at most k exist. First, as the class of graphs of linear rank-width at most k, for fixed k, is closed under taking vertex-minors, from the well-quasi-ordering theorem by Oum [27] , the class of graphs of linear rank-width at most k is characterized by a finite set of forbidden vertex-minors. Since one can check in time O( f ( , h) · n 3 ) whether a fixed graph H on h vertices is isomorphic to a vertex-minor of a given graph of rank-width at most [7] , we can deduce that, for any fixed k, one can check whether a given graph has linear rank-width at most k in time O(g(k) · n 3 ). But, as we need to construct the set of forbidden vertex-minors and we do not know a bound on their size, the above algorithm is non-constructive. Recently, Jeong et al. [19] showed that, for fixed k, there is a constructive algorithm to test whether a given graph has linear rank-width at most k in time O( f (k) · n 3 ).
It is natural to ask which graph classes allow for an efficient computation. Adler and Kanté [18] first showed that it is possible to compute the linear rank-width of forests in linear time. As Bodlaender and Kloks [4] showed that it is possible to compute the path-width of graphs of bounded tree-width in polynomial time, one can ask whether it is also possible to compute the linear rank-width of graphs of bounded rank-width in polynomial time. This question was very recently settled by Jeong et al. [19] , but the exponent on n in the running time is not realistic and depends on the rank-width. To the best of our knowledge, the existence of such an algorithm that runs in time O(n 3 ) or even better is an open question. 1 Our main result is an O(n 2 ·log 2 n)-time algorithm to compute the linear rank-width of a distance-hereditary graph, and a linear layout witnessing its linear rank-width. A graph G is distance-hereditary if for every pair of two vertices u and v of G, the distance between u and v in any connected induced subgraph of G containing both u and v, is the same as the distance between u and v in G. Distance-hereditary graphs are exactly graphs of rank-width at most 1 [27] , and include all forests and cographs.
Theorem 6.1 The linear rank-width of every n-vertex distance-hereditary graph can be computed in time O(n 2 · log 2 n). Moreover, a linear layout of the graph witnessing the linear rank-width can be computed with the same time complexity.
In contrast, computing the path-width of distance-hereditary graphs is known to be NP-hard [23] .
A direct consequence of Theorem 6.1 is the possibility to compute the path-width of matroids with branch-width at most 2 in polynomial time. It is known that every matroid of branch-width at most 2 is a binary matroid [10, 30, 31] .
Corollary 7.4 The path-width of every n-element matroid of branch-width at most 2 can be computed in time O(n 2 ·log 2 n), provided that the matroid is given by its binary representation. Moreover, a linear layout of the matroid witnessing the path-width can be computed with the same time complexity.
The main ingredient of our algorithm is a new characterization of the linear rankwidth of distance-hereditary graphs (Theorem 4.1). Our characterization makes use of the special structure of canonical split decompositions [8] of distance-hereditary graphs. Roughly, a canonical split decomposition decomposes a distance-hereditary graph in a tree-like fashion into complete graphs and stars, and our characterization is recursive along the sub-decompositions of the split decomposition.
While a similar idea has been exploited in [18, 21, 26] for other parameters, here we encounter a new problem. When we take a subgraph of a given split decomposition, the obtained split decomposition may have vertices that do not represent vertices of the original graph. It is not at all obvious how to deal with these vertices in the recursive step. We handle this by introducing limbs of canonical split decompositions, that correspond to certain vertex-minors of the original graphs, and have the desired properties to allow our characterization. We think that the notion of limbs may be useful in other contexts, too, and hopefully, it can be extended to other graph classes and allow for further new efficient algorithms.
The paper is structured as follows. Section 2 introduces the basic notions, in particular linear rank-width, vertex-minors, and split decompositions. In Sect. 3, we define limbs and its canonical decompositions, called canonical limbs, and show some basic properties. We use them in Sect. 4 for our characterization of the linear rank-width of distance-hereditary graphs. In Sect. 5, we establish essential properties of canonical limbs, which will be used to obtain the running time of our algorithm. Section 6 presents the O(n 2 · log 2 n)-time algorithm for computing the linear rank-width of distance-hereditary graphs, and in Sect. 7 , we obtain an algorithm for computing the path-width of matroids of branch-width at most 2 as a corollary. To obtain the running time, we need the fact that every n-vertex distance-hereditary graph G has linear rankwidth at most log 2 n. Generally, we prove in Sect. 8 that every graph of rank-width k has linear rank-width at most k log 2 n .
Preliminaries
In this paper, graphs are finite, simple and undirected, unless stated otherwise. Our graph terminology is standard, see for instance [11] . Let G be a graph. We denote the vertex set of G by V (G) and the edge set by E(G). An edge between x and y is written x y (equivalently yx). For X ⊆ V (G), we denote by G[X ] the subgraph of G induced by X , and let G\X := G[V (G)\X ]. For shortcut we write G\x for G\{x}. For a vertex x of G, let N G (x) be the set of neighbors of x in G and we call |N G (x)| the degree of x in G. An edge e of G is called a cut-edge if its removal increases the number of connected components of G.
A tree is a connected acyclic graph. A leaf of a tree is a vertex of degree one. A path is a tree where every vertex has degree at most two. The length of a path is the number of its edges. A star is a tree with a distinguished vertex, called its center, adjacent to all other vertices. A complete graph is a graph with all possible edges. A graph G is called distance-hereditary if for every pair of two vertices x and y of G the distance of x and y in G equals the distance of x and y in any connected induced subgraph containing both x and y [2] .
Linear Rank-Width and Vertex-Minors
For sets R and C, an (R, C)-matrix is a matrix whose rows and columns are indexed by R and C, respectively. For an (R, C)-matrix M, X ⊆ R, and Y ⊆ C, let M[X, Y ] be the submatrix of M whose rows and columns are indexed by X and Y, respectively.
Linear Rank-Width
Let G be a graph. We denote by A G the adjacency matrix of G over the binary field. The cut-rank function of G is a function cutrk G :
The linear rank-width of G, denoted by lrw(G), is defined as the minimum width over all linear layouts of G if |V (G)| ≥ 2, and otherwise, let lrw(G) := 0.
Caterpillars and complete graphs have linear rank-width at most 1. Ganian [12] characterized the graphs of linear rank-width at most 1, and called them thread graphs. Adler and Kanté [18] showed that linear rank-width and path-width coincide on forests, and therefore, there is a linear-time algorithm to compute the linear rank-width of forests. It is easy to see that the linear rank-width of a graph is the maximum over the linear rank-widths of its connected components.
To obtain the bound presented in Theorem 6.1, we will need the fact that the linear rank-width of an n-vertex distance-hereditary graph G is at most log 2 n. In fact, we generally show that the linear rank-width of a graph with rank-width k is at most k log 2 n . The proof scheme is similar to the one for path-width [3] .
A tree is subcubic if it has at least two vertices and every internal vertex has degree 3. A rank-decomposition of a graph G is a pair (T, L), where T is a subcubic tree and L is a bijection from the vertices of G to the leaves of T . For an edge e in T , T \e induces a partition (X e , Y e ) of the leaves of T . The width of an edge e is defined as cutrk G (L −1 (X e )). The width of a rank-decomposition (T, L) is the maximum width over all edges of T . The rank-width of G, denoted by rw(G), is the minimum width over all rank-decompositions of G if |V (G)| ≥ 2, and otherwise, let rw(G) := 0.
Theorem 2.1 (Oum [27]). A graph is distance-hereditary if and only if it has rankwidth at most 1.

Lemma 2.2 Let k be a positive integer and let G be a graph of rank-width k. Then
Lemma 2.2 will be proved in Sect. 8.
Vertex-Minors
For a graph G and a vertex x of G, the local complementation at x of G is an operation to replace the subgraph induced by the neighbors of x with its complement. The resulting graph is denoted by G * x. If H can be obtained from G by applying a sequence of local complementations, then G and H are called locally equivalent. A graph H is called a vertex-minor of a graph G if H can be obtained from G by applying a sequence of local complementations and deletions of vertices.
Lemma 2.3 (Oum [27]). Let G be a graph and let x be a vertex of G. Then for every subset X of V (G), we have cutrk
For an edge x y of G, let
The pivoting on x y of G, denoted by G ∧ x y, is the operation to complement the adjacencies between distinct sets W i and W j , and swap the vertices x and y. It is known that G ∧ x y = G * x * y * x = G * y * x * y [27] . See Fig. 1 for an example.
We introduce some basic lemmas on local complementations, which will be used in several places. 
Proof It is straightforward as applying a local complementation at x or y does not change the neighbor sets of x and y.
Lemma 2.5 Let G be a graph and x, y, z
Proof By the definition of pivoting,
Lemma 2.6 (Oum [27]). Let G be a graph and x, y, z
∈ V (G) such that x y, yz ∈ E(G). Then G ∧ x y ∧ xz = G ∧ yz.
Split Decompositions and Local Complementations
We will follow the definition of split decompositions in [5] . We notice that split decompositions are usually defined on connected graphs. For computing the linear rank-width of a distance-hereditary graph, it is enough to compute the linear rank-width of its connected components and take the maximum over all those values. Thus we will mostly assume that the given graph is connected in this paper, and use split decompositions in usual sense.
Let A split decomposition D of G is called a canonical split decomposition (or canonical decomposition for short) if each bag of D is either a prime graph, a star, or a complete graph, and D is not the refinement of a decomposition with the same property. The following is due to Cunningham and Edmonds [8] , and Dahlhaus [9] . [8] ; Dahlhaus [9] ). Every connected graph G has a unique canonical decomposition, up to isomorphism, and it can be computed in time O(|V (G)| + |E(G)|).
Theorem 2.7 (Cunningham and Edmonds
From Theorem 2.7, we can talk about only one canonical decomposition of a connected graph G because all canonical decompositions of G are isomorphic.
Let D be a split decomposition of a connected graph G with bags that are either prime graphs, complete graphs or stars (it is not necessarily a canonical decomposition). The type of a bag of D is either P, K , or S depending on whether it is a prime graph, a complete graph, or a star. The type of a marked edge uv is AB where A and B are the types of the bags containing u and v respectively. If A = S or B = S, then we can replace S by S p or S c depending on whether the end of the marked edge is a leaf or the center of the star. Theorem 2.8 (Bouchet [5] We will use the following characterization of distance-hereditary graphs. Theorem 2.9 (Bouchet [5] As a corollary of Lemmas 2.11 and 2.12, we get the following. The following are split decomposition versions of Lemmas 2.4, 2.5, 2.6, and they can be easily verified in a same way. 
Limbs in Canonical Decompositions
We define the notion of limb that is the key ingredient in our characterization. The linear-time algorithm for computing the path-width of trees (and hence their linear rank-width by [18] ) is based on the following characterization.
Proposition 3.1 (Ellis, Sudborough, and Turner [21]). A tree T has path-width at most k if and only if for every vertex v of T at most two components of T \v have path-width at most k, and all the other components have path-width at most k − 1.
We want to have a similar characterization for distance-hereditary graphs using their canonical split decompositions, and the notion of limbs is intended to satisfy the following property.
A distance-hereditary graph has linear rank-width at most k if and only if for every bag B of its canonical decomposition, among the limbs obtained by removing B, there are at most two limbs whose corresponding graphs have linear rank-width at most k, and for other limbs, the corresponding graphs have linear rank-width at most k − 1.
Limbs of a canonical decomposition are roughly some of its proper vertex-minors. Before defining it, let us first explain why taking sub-decompositions is not sufficient.
Let B be a bag of a canonical decomposition D. When defining sub-decompositions of components of D\V (B) as limbs we have to deal with the marked vertices having a neighbor in B. If limbs are decompositions obtained by removing these vertices from the components of D\V (B), then we may lose the adjacency information between sub-decompositions, and we cannot get such a characterization indeed; See Fig. 3 for an example. On the other hand, if we regard these marked vertices as new vertices in the sub-decompositions, then we still cannot obtain such a characterization. We give an example in Fig. 4 where three sub-decompositions induce graphs of linear rank-width 2, but the original graph also has linear rank-width 2.
It turns out that by applying local complementations on the marked vertices having a neighbor in B, in the right way depending on the type of B, we can avoid the difficulties showed in Figs. 3 and 4, and indeed obtain the wanted characterization. We now define the notion of limb and prove some technical lemmas that will be used in the subsequent sections. In this section let us fix D the canonical decomposition of Since v becomes an unmarked vertex in T , the limb is well-defined and it is a split decomposition. While T is a canonical decomposition, L may not be a canonical decomposition at all, because deleting v may create a bag of size 2. We analyze the cases when such a bag appears, and describe how to transform it into a canonical decomposition. If B is a complete bag or a star bag having w as a leaf, then by the definition of limbs,
. So, we may assume that B is a star bag and w is its center. Since v is linked to both x and y in T , by Lemma 2.14, Before proving it, let us recall the following by Geelen and Oum.
Proposition 3.4 Let B be a bag of D and let y be an unmarked vertex of D represented by a vertex w in B. Let x ∈ V (G[D]). If an unmarked vertex y is represented by
w in D * x, then LG D [B, y] is locally equivalent to LG D * x [(D * x)[V (B)], y ]. Therefore, f D (B, T ) = f D * x ((D * x)[V (B)], T
Lemma 3.5 (Geelen and Oum [17, Lemma3.1]). Let G be a graph and x, y be two distinct vertices in G. Let xw ∈ E(G * y) and x z ∈ E(G).
( 
Proof of Proposition 3.4 Let v := ζ c (D, B, T ) and B := (D * x)[V (B)]. Let T and T x be the components of D\V (B) and (D * x)\V (B ) containing y, respectively. Note that V (T ) = V (T x ). We claim that LG D [B, y] is locally equivalent to LG D * x [B , y ] for some unmarked vertex y represented by w in D * x. We divide into cases depending on the type of the bag B and whether x ∈ V (T ). Case 1. x ∈ V (T ) and x is not linked to v in T . Since x is not linked to v in T , applying a local complementation at x does not change the bag B. Thus, B = B and vx / ∈ E(G[T ]). In this case, let y := y. (1) (B is of type S and w is a leaf of B.) L
D [B, y] = T \v and L D * x [B , y ] = T * x\v. Since (T \v) * x = T * x\v, L D [B,LG D [B, y] = G[T ∧ vy\v] = G[T ] ∧ vy\v.
Since vx / ∈ E(G[T ]), by Lemma 3.5, LG D [B, y] is locally equivalent to
LG
and we have
Since vx / ∈ E(G[T ]), by Lemma 3.5, LG D [B, y] is locally equivalent to
Case 2. x ∈ V (T ) and x is linked to v in T . Since x is linked to v in T , vx ∈ E(G[T ]). Let y := x for this case. (1) (B is of type S and w is a leaf of B.) Applying a local complementation at x does not change the type of the
bag B. So, L D [B, y] = T \v and L D * x [B , y ] = T * x\v. Since (T \v) * x = T * x\v, LG D [B, y] and LG D * x [B , y ] are
locally equivalent. (2) (B is of type S and w is the center of B.) Applying a local complementation at x changes the bag B into a bag of type K, and the component T into T
Since vx ∈ E(G[T ]), by Lemma 3.5, LG D [B, y] is locally equivalent to
LG 
Case 3. x / ∈ V (T ). If x has no representative in the bag B, then applying a local complementation at x does not change the bag B and the component T . Therefore, we may assume that x is represented by some vertex in B, that is adjacent to w. In this case, v is still a representative of y in D * x. Let y := y. (1) (B is of type S and w is a leaf of B.) If the representative of x in B is a leaf of B, then it is not adjacent to w. Thus, the representative of x in B is a center of B, and applying a local complementation at x changes B into a bag of type K, and
T into T * v. We have L D * x [B , y ] = (T * v) * v\v = T \v = L D [B, y].
(2) (B is of type S and w is the center of B.) Since w is the center of B, x is represented by a leaf of the bag B. Applying a local complementation at x does not change the bag B, but it changes T into T
* v. So we have L D [B, y] = T ∧ vy\v and L D * x [B , y ] = (T * v) ∧ vy\v = T * y * v\v,
and we have
Since vy ∈ E(G[T ]), by Lemma 3.5, LG D [B, y] is locally equivalent to
LG Let We conclude the section with the following. (D , B i , T i ) .
(3) (B is of type K.) After applying a local complementation at x in D, B becomes a star with a leaf w, and T becomes T
Since v 2 is a leaf of
Characterizing the Linear Rank-Width of Distance-Hereditary Graphs
In this section, we prove the main structural result of this paper, which characterizes the linear rank-width of distance-hereditary graphs. We first claim that 
We divide into three cases. We first check two cases that are (1) 
Note that x 1 and x 3 have the same neighbors in
Therefore,
In the same way as Case 1, we can prove
We can assume without loss of generality that N 1 ∪ N 3 ⊆ S v because the case when (2) t has no neighbors in N 2 .
We have
Therefore, we conclude cutrk
Thus, G 2 has linear rank-width at most k − 1, which yields a contradiction.
The proof of the converse direction can be summarized as follows. 
Lemma 4.2 Let B be a bag of D of type S with two unmarked vertices x and y such that x is the center and y is a leaf of B. If for every component T of D\V (B), f (B, T ) ≤ k − 1, then the graph G[D] has a linear layout of width at most k whose first and last vertices are x and y, respectively.
Proof Let 
is a linear layout of G [D] of width at most k. It is sufficient to prove that for every 
of width k whose first and last vertices are x and y, respectively.
We can remove the assumption on the shape of B in Lemma 4.2.
Lemma 4.3 Let B be a bag of D with two unmarked vertices x and y. If for every component T of D\V (B), f (B, T ) ≤ k − 1, then the graph G[D] has a linear layout of width at most k whose first and last vertices are x and y, respectively. Proof Suppose that f (B, T ) ≤ k − 1 for every component T of D\V (B)
. We obtain a decomposition D from D as follows: 
It is clear that D [V (B)] is a star whose center is x. By Proposition 3.4, for each component T of D\V (B), f (B, T ) = f D (D [V (B)], D [V (T )]). Thus, by Lemma 4.2, G[D ] has a linear layout of width at most k whose first and last vertices are x and y, respectively. Since G[D ] is locally equivalent to G[D], we conclude that G[D]
also has such a linear layout.
Lemma 4.4 If (1) for each bag B of D, there are at most two components T of D\V (B) satisfying f (B, T ) = k, and (2) for every other component T of D\V (B), f (B, T ) ≤ k − 1, and (3) P is the set of nodes v in T D such that exactly two components T of D\V
Proof Suppose that P = ∅. If P has two distinct nodes v 1 and v 2 , then there exists a component 
which contradicts the assumption. Therefore, P induces a path in T D .
Lemma 4.5 If (1) for each bag B of D, there are at most two components T of D\V (B) satisfying f (B, T ) = k, and (2) f (B, T ) ≤ k − 1 for all the other components T of D\V (B), then T D has a path P such that for each node v in P and each component T of D\V (b D (v)) not containing a bag
b D (w) with w ∈ V (P), f (b D (v), T ) ≤ k − 1.
Proof Let P be the set of nodes v in T D such that exactly two components
We first assume that P = ∅. Let 
B i+1 is the bag of T i that is the neighbor bag of B i in D.
By the maximality of P, P is a path in T D such that for each node v of P and
We are now ready to prove the converse direction of the proof of Theorem 4.1. 
Proof of the Backward Direction of Theorem 4.1 Suppose that for each bag B of D, at most two components T of D\V (B) induce limbs L where G[L] has linear rank-width exactly k, and all other component T of D\V (B) induce limbs L where G[L ] has linear rank-width at most k
− 1. We claim that lrw(G) ≤ k. Let P := v 0 v 1 · · · v n v n+1
be the path in T D such that -for each node v in P and a component T of D\V
(b D (v)) not containing a bag b D (w) with w ∈ V (P), f (b D (v), T ) ≤ k − 1 (:= L 0 ⊕ L 1 ⊕ · · · ⊕ L n+1
is a linear layout of G[D] having width at most k. Therefore lrw(G[D]) ≤ k.
Canonical Limbs
The objective now is to design an algorithm to compute the linear rank-width of distance-hereditary graphs based on our characterization in Theorem 4.1. The scheme of this algorithm is actually the same as the algorithm for computing the linear rankwidth (or path-width) of trees. Since our algorithm for distance-hereditary graphs needs more notations, before describing it, we briefly describe, for easier understanding, the algorithm for trees [21] .
Let F be a rooted tree. The algorithm from [21] computes the linear rank-width of F bottom-up, i.e., it computes for each internal node u the linear rank-width of the subtree (F(v) ). We can recursively call the algorithm on F(u)\V (F(v) ), but this would not give a linear-time algorithm, and similar situations can happen in F(u)\V (F(v) ). The idea introduced in [21] to cope with this difficulty was to keep in u the linear rank-width of the subtrees that may cause a recursive call to the algorithm because of the presence of -critical nodes for ≤ k. LC[D , B , y ] , for some unmarked vertex y in V (T ), is not necessarily an induced subgraph of D. We overcome this difficulty by showing that the order in which we can recursively compute canonical limbs is not important, which enables us to store information similar to the cases of trees.
As we explained above, we investigate useful properties of canonical limbs which are related to the orders from which canonical limbs are taken. Note that for recursively taking limbs, we need to transform an obtained limb into a canonical limb because limbs are only defined on canonical decompositions. Let D be the canonical decomposition of a connected distance-hereditary graph. We define that 
and z i be an unmarked vertex of D represented by w i . We define that 
Since w 2 is a leaf of 
Computing the Linear Rank-Width of Distance-Hereditary Graphs
We describe an algorithm to compute the linear rank-width of distance-hereditary graphs. Since the linear rank-width of a graph is the maximum linear rank-width over all its connected components, we will focus on connected distance-hereditary graphs. D [B , y] . Basically, we need to take canonical limbs recursively from this reason. In contrast to the case of forests for computing linear rankwidth, the associated canonical limbs here are not necessarily sub-decompositions of the original decomposition, and thus, it is not at all trivial how to store values to use in the next steps. The crucial point of achieving our running time is to overcome this problem using the results in Sect. 5. Rooted Decomposition Trees. We define the notion of rooted decomposition trees. A decomposition tree is rooted if we distinguish either a node or an edge and call it the root of the tree. Let T be a rooted decomposition tree with the root r . A node v is a descendant of a node v if v is in the unique path from the root to v, and when r is an edge, this path contains both end nodes of r . Let D be the canonical decomposition of a connected distance-hereditary graph G and let T be its decomposition tree rooted at r . Let B := b D (v) for some non-root node v of T , and let y be an unmarked vertex of D that is represented by a vertex of B. We define the root of the decomposition tree T of LC D [B, y] as follows. We assume that T is obtained from T by removing v, and possibly adding an edge or identifying two nodes following the definition of canonical limbs. If two comparable nodes w and w with w the parent of w are identified, then let w be the identified node. Otherwise, we give a new label for the identified node.
(1) If r exists in T , then we assign r as the root of T . In the other cases, we can observe that either • r is the root node and b D (r ) is removed when taking the canonical limb or • r is the root edge, and a bag b D (r ) is removed where r is a node incident with the root edge, when taking the canonical limb. (2) If the removed node has one neighbor in T \r , then we assign this neighbor as the root of T . (3) If the removed node has two neighbors in T \r and they are linked by a new edge in T , then we assign the new edge as the root of T .
(4) If the removed node has two neighbors in T \r and they are identified in T , then we assign the new node as the root of T .
The following observation is easy to check from the definition of rooted decomposition trees of canonical limbs.
Fact 6.2 If w is a non-root node of the rooted decomposition tree T of a canonical limb LC D [B, y], then w is also a non-root node of T with the property that V
For a non-root node v, we will frequently take two types of canonical limbs; one is with respect to pb D (v) and the component of D\V (pb D (v)) containing b D (v) , and the other is with respect to b D (v) and the component of D\V (b D (v) ) containing pb D (v). For convenience, we define the following notations. For every non-root node v of T with the parent node v , we define that
From now on, we define some sequences of canonical limbs, which will be taken sequentially in our algorithm. We recall that lrw(G) ≤ log 2 |V (G)| by Theorem 2.1 and Lemma 2.2. For convenience, let
For each non-root node v of T , we define recursively the following. We first choose an unmarked vertex y of D represented by ζ 1 (D, v) , and
If α v j = j and one of the following is satisfied, then let
• T v j has a node with at least 3 children w such that f 1 (D v j , w) = j.
• T v j has two incomparable nodes v 1 and v 2 where v 1 is a j-critical node v 1 and 
for all non-root nodes v of T and all integers i such that α v i ≤ i. We recall that η = log 2 |V (G)| . We refer to the correctness proof for the exact description of the algorithm.
We present the subroutine Limb which computes a canonical limb associated with T i [D, w] for i ∈ {1, 2} in Algorithm 1. (v) , y] and obtain T from T and assign the root r of T ;
Correctness of the Algorithm. The following proposition has a key role in the algorithm. It mainly uses the results in Sect. 5. 
Proposition 6.5 Let v be a non-root node of T and let
Hence, we can conclude that D w j is locally equivalent to (w) has size 3, then T v j cannot contain w as a node, and this contradicts the assumption that w is a node of T v j . Therefore, we may assume that either is locally equivalent to D . Note that, by definition v c is also the unique critical node of T w j+1 , and 
Path-Width of Matroids with Branch-Width 2
As a corollary of Theorem 6.1, we can compute the path-width of matroids of branchwidth at most 2. We first recall the necessary materials about matroids. We refer to the book written by Oxley [29] for our matroid notations. It is known that the function λ M is symmetric and submodular.
Let A be a binary matrix and let E be the column labels of A. Let I be the collection of all those subsets I of E such that the columns of A with index in I are linearly independent. Then (E, I) is a matroid. We denote it by M(A). Every matroid isomorphic to M(A) for some matrix A is called a binary matroid and A is called a representation of M over the binary field.
We now define fundamental graphs of binary matroids. Let G be a bipartite graph with a bipartition (A, B) . We define M (G, A, B The path-width of M, denoted by pw(M), is defined as the minimum width over all linear layouts of M.
The following relation is established by Oum [27] . Here, we observe that every matroid of branch-width at most 2 is binary. This can be observed from the known minor characterizations for binary matroids and matroids of branch-width at most 2. For the definition of matroid minors, we refer to [29] . [30, 31] ) A matroid is binary if and only if it has no minor isomorphic to U 2,4 .
Proposition 7.1 (Oum [27]). Let G be a bipartite graph with a bipartition (A, B) and let M := M(G, A, B). For every X ⊆ V (G), cutrk
Theorem 7.2 (Tutte
Theorem 7.3 (Dharmatilake [10]). A matroid has branch-width at most 2 if and only if it has no minor isomorphic to U 2,4 and M(K 4 ).
Corollary 7.4
The path-width of every n-element matroid of branch-width at most 2 can be computed in time O(n 2 ·log 2 n), provided that the matroid is given by its binary representation. Moreover, a linear layout of the matroid witnessing the path-width can be computed with the same time complexity.
Proof Let M be a matroid of branch-width at most 2 and assume that a binary representation A of M is given. We first run a greedy algorithm to find a base B of M [29, Sect. 1.8] in time O(|E(M)| 2 ). After choosing one base B, for each e ∈ B and e ∈ E(M)\B, we test whether (B\{e}) ∪ {e } is again a base using the binary representation, which can be done in time O(|E(M)|) if we first pre-compute the sums of vectors in B\{e} for each e ∈ B. The fundamental graph G with respect to M is then the bipartite graph with bipartition (B, E(M)\B) and ee is an edge if (B\{e}) ∪ {e } is a base [29] . From what precedes G can be constructed in time
O(|E(M)| 2 ).
Since M has branch-width at most 2, by Proposition 7.1, the rank-width of G is at most 1. Using Theorem 6.1, we can compute the linear rank-width of G in time O(|E(M)| 2 · log 2 |E(M)|), which is the same as pw(M) − 1. Moreover, we can compute a linear layout witnessing lrw(G) in the same time, that corresponds to the linear layout of M witnessing pw(M).
An Upper Bound on Linear Rank-Width
As we promised, we prove the following lemma here. We remark that Bodlaender, Gilbert, Hafsteinsson, and Kloks [3] proved a similar relation between tree-width and path-width. We can construct such a linear layout inductively. We show that S has width at most k log 2 |V (G)| . Let w be a vertex of G that is not the first vertex of S and let S w := {v : v < S w}. Let P w be the path from L(w) to the root x in T . Note that for each t ∈ V (P w )\{L(w)} and the subtree T of T \t not containing x and L(w),
• if r (t) = T , then all leaves of T in T are not contained in S w , and • if (t) = T , then all leaves of T in T are contained in S w .
Let Q be the set of all vertices t in P w such that the subtree (t) does not contain L(w).
Let q 1 , q 2 , . . . , q m be the sequence of all vertices in Q such that for each 1 ≤ j ≤ m − 1, q j is a descendant of q j+1 in T . Since w was arbitrarily chosen, it implies that lrw(G) ≤ k log 2 |V (G)| .
Concluding Remarks
We have provided a characterization of the linear rank-width of distance-hereditary graphs in terms of their canonical decompositions, and use this characterization to derive a polynomial-time algorithm to compute their linear rank-width. An easy consequence of this is also a polynomial-time algorithm for computing the path-width of matroids of branch-width at most 2, which was not addressed in the past.
In the second part of this work [1] , we will discuss structural properties of distancehereditary graphs related to linear rank-width. Note that Jeong et al. [20] provided a lower bound on the size of the vertex-minor obstruction set for graphs with bounded linear rank-width, by providing a set of pairwise locally non-equivalent vertex-minor obstructions for graphs of linear rank-width at most k for each k. Their graphs are indeed distance-hereditary graphs, and we will give a more general way to generate all distance-hereditary vertex-minor obstructions using the characterization given in this paper. Also, we prove that for a fixed tree T , every distance-hereditary graph of sufficiently large linear rank-width contains T as a vertex-minor.
