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2-D Semiconductors are novel materials in the field of nano-electronics. Their unusual
transport properties have led to an extensive research attention towards similar ma-
terials. Graphene has carriers that exhibit an effective "speed of light" (106 m/s) in
the low energy range of <0.5 eV. These massless fermions exhibit various quantum
electrodynamics(QED) in the low energy range that can be explored. It is therefore
of interest to understand and simulate the nature of the bands and understand their
interactions along the edges and corners of the first brillouin zone. Various forms
of monolayer graphene exist - A Graphene nano-ribbon is a sheet of graphene of
narrow width and high aspect ratio existing in 2 different edge orientations. This
variation in the band gap of different morphologies is known to affect the On current
characteristics for corresponding GNRFETs and other applications.
The first brillouin zone of monolayer MoS2 is hexagonal in shape and similar to that
of graphene. However, in the case of transition metal dichalcogenides (TMDs), the
effect of different layers stacked is the important factor affecting the energy bands.
MoS2 in bulk form is an indirect band gap semiconductor and in monolayer form is a
direct band gap semiconductor. The main difference lies in the structure of the unit
cell in either cases. TMDs contain a metal atom d-orbital and a chalcogen p-orbital
interaction. In the case of graphene, the highest complexity orbital interaction is
between 2 pz orbitals.
This research proposes to achieve a common energy dispersion model for different
hybridized structures, using tight binding theory. The goal is to achieve a suitable
starting point to obtain practical electronic transport calculations for complex atomic
structures. We begin with analyzing the electronic properties by obtaining the an-
alytic solution of the wave function, from the Schrödinger equation. We obtain the
energy dispersion relation by solving the Hamiltonian. Construction of the Hamil-
tonian matrix is the most crucial step in this process and the matrix elements are
iii
derived using nearest neighbor (NN) interactions. From thereon, methods to solve
the Hamiltonian matrices mathematically and MATLAB codes to achieve them are
discussed.
In this research, we explore the electronic and quantum transport properties with the
help of a common model that works across sp2 and sp3d hybridized atomic orbitals.
We specifically deal with 2-D materials like Graphene Nano-Ribbons (GNR) and
Molybdenum Disulfide (MoS2). The width/layer-tunable band-gap of these materials
is favorable to a variety of modern day applications.
A variety of external factors are also known to vary the electronic properties of these
materials, like - electric and magnetic fields, external pressure, temperature, strain,
etc. Considering spin-orbit coupling, leads to valley physics and coupled spin in mono-
layers, makes it possible to control the spin and valley correspondingly. These factors
are not accounted for in the current model and can build build upon as extensions.
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Over the years, semiconductors have provided various stages to explore funda-
mental questions of physics. As technology increased, the semiconductors and the
heterostructure devices also evolved - as the traditional concepts reached their per-
formance limits. Since their discovery in the early 20th century, semiconductors such
as Si, Ge, GaAs and InP have come a long way and, other materials such as GaN,
InAs, InN etc., have been explored to make better devices. It is believed that control
over conductivity in any device is crucial to the evolution of new ideas and materials.
Modifications to the structures of current devices, application of strain to materials
used, alternative materials etc., were some of the several successful attempts made to
improve device operation [6] [7]. This research is aiming to aid in the same bid - to
explore new alternative materials that can possibly open further avenues for future
scientists.
1.1 0D, 1D, 2D, 3D Semiconductors
Crystals are solid substances that consist of highly ordered, periodic arrangement
of atoms known as lattices. Crystal structures produce different material properties,
depending on the periodic potential created across the solid. Traditionally, most
semiconductors used in electronic and optoelectronic devices were of 3-D crystal form.
The most common example is the silicon complementary metal-oxide-semiconductor.
1
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A 3-D crystal, when constrained from one of the directions, forms a 2-D quantum well.
When a long wire is drawn from the 3-D crystal, in such a way that, the length of
the wire is very large and the diameter of the wire is small enough to cause quantum
confinement, it is known as a 2-D quantum wire.
Two-dimensional crystal structures gained spotlight when it was possible to obtain
atomically thin sheets of graphene. Other two-dimensional crystal structures include
molybdenum disulfide (MoS2), tungsten disulfide (WS2), tungsten diselenide (WSe2),
etc [8]. These 2-D crystals are also known as transition metal dichalcogenides (TMDs).
They have the chemical formula of MX2, where ’M’ is the transition metal chemically
bonded to 2 chalcogenide atoms ’X’. A perfect 2-D crystal does not have any dangling
bonds. However, when it is formed from 3-D crystals, they have dangling bonds at
the surface, which are passivated by dielectrics like hydrogen or lattice matched or
strained heterostructures.A 2-D crytal when folded at its longitudinal ends, forms a
one-dimensional structure known as a nanotube. When folded from all directions, the
structure is known as a zero-dimensional buckyball.
The perfect example for a 1-D structure is an atomic chain. When the atoms in
the chain, connect to form an atomic ring, the structure is considered to be zero-
dimensional. A solitary atom is the perfect example for a zero-dimensional structure.
1.2 Factors affecting Energy Bands
To understand the current in a semiconductor, it is essential to know the fixed
and mobile charges present and the transport of mobile carriers through the material.
Energy bands in a crystal provides us with this framework. Energy bands are a
energy levels occupied by different electrons of a single isolated atom. As per Pauli’s
exclusion principle, each orbital forms discretized energy levels. As the atoms combine
to form molecules, the energy bands represent energies for the molecular orbitals. The
collection of multiple such molecules forms a solid, and the energy levels are close
2
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enough to become continuum. Band gaps are formed as they are ranges of energy
that are not occupied by any orbital.
There are many internal and external factors that cause the nature of a material and
band gaps to vary:
• Doping :
Introduction of a foreign material in a crystalline semiconductor like Silicon
or Germanium can dramatically change the conductivity of the semiconductor.
Generally, it has been observed that elements from Group III like Boron (B),
Aluminum (Al) or Gallium (Ga) are added to make the semiconductor p-type
conducting by producing a electron (or hole) deficiency. Each impurity atom
creates a hole. To make an n-type conductive semiconductor, Antimony (Sb),
Arsenic (As) or Phosphorous (P) are added as impurities (dopants). Each
impurity atom donates an electron.
• Strain
Strain can be introduced locally or globally for any device. Local strain is
observed due to stressed overlayers, embedded source/drain stressors or stressed
contacts. For example - a Silicon Nitride (Si3N4) or Silicon Carbide (SiC) film
is applied on source and drain regions to induce uniaxial stress. Global strain
is generally observed due to lattice mismatch in the materials used. Examples
include strained SiGe, strained Si on relaxed SiGe on insulator (SGOI), etc.
Particularly enhanced effects of strain are observed in 2-D semiconductors.
• Electric and Magnetic fields
When properly applied, both, electric and magnetic fields are known to modify
energy bands of the material/device under consideration. These fields give us




• Effect of width and layers in 2-D semiconductors
These effects are observed primarily in 2-D semiconductors. Depending on the
width of the nano-ribbon, for example - Graphene Nano-Ribbon (GNR), it is
known to exhibit both metallic and insulating properties. This is due to the
effect of the pz or π orbitals in the z-direction of the carbon atom. The effect
of ′p′, ′d′ and higher orbitals makes the band gap tunable when there is more
than a single layer of the 2-D semiconductor. This is observed in Graphene and
other materials like MoS2, WS2, etc,. This effect is explained in further details
in chapter 4.
1.3 Methods of calculating Band Structure
There are multiple methods/theories of calculating the band structure of a material.
This research simulates ab-initio calculations for band structures of 2-D semiconduc-
tors using a combination of a few of the theories described below.
• Density Functional Theory (DFT) :
This is one of the latest theories to understand the electronic structure of
molecules and atoms. This theory though founded in the 1970s, was never utlized
till date because of the number of flaws in it. Recently, a lot of modifications
have been made and this theory is one of the widely accepted theories for
nuclei, atoms, molecules, solids, quantum and classical fluids. The theory can
be generalized to incorporate situations like spin, free energy, time-dependent
states, bosons,etc. It operates on the principles of Local Density Approximation
(LDA) and Generalized Gradient Approximation (GGA).
• Pseudopotential Theory :
The pseudopotential theory, replaces the coulombic potential term for the core
electrons in the schrödinger equation, with an effective potential, known as
4
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the pseudopotential. This pseudopotential includes the core electrons and the
nucleus of the atom. A cut-off radius rc needs to be established to separate the
valence orbitals from the core orbitals. Generally, the "closed" shells or electron-
full orbitals are considered to be core orbitals and the remaining shells as the
valence orbitals. It follows the small-core approximation which assumes no signif-
icant overlap between core and valence electrons and nonlinear core corrections
can be performed for the cases when the interactions are non-negligible.
• Bloch Theorem :
This theorem works on the principle of periodic potentials of the lattice, which
can be replicated throughout the solid. The schrödinger equation has to be
solved to obtain a suitable periodic potential.
• Perturbation Theory :
This theory is a set of approximations performed to a complex system in terms
of a simpler one. We begin with a smaller simpler system, who’s mathematical
solution is known. Additional "perturbations" are added to this system and
since they are small, the energy levels and associated eigen values are expressed
as corrections and can be calculated using approximate methods. There are
many variations to this theory - Time dependent/independent, degenerate/non-
degenerate perturbation theory. Relevant theories are covered further on, in
this text.
• Tight Binding Theory :
In the tight-binding model, it is assumed that the crystal/ionic potential of the
atom is strong. For this reason, the electron in the atomic orbital is tightly
bound to its own atom and uninfluenced by external factors. Tight-binding
theory expresses the electron wave function in terms of atomic orbital and
utilizes the Bloch wave function heavily. This research uses tight binding theory
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primarily for its ab-initio band structure calculations.
Detailed explanations of the pseudopotential, bloch and tight-binding theories are
covered further ahead.
1.4 Organization of Document
This document begins with a basic information about semiconductors and their
evolution over the years. The foray into 2-D semiconductors and their applications
is briefly discussed. This research deals with 2-D semiconductors primarily. All the
subsequent explanations made, would be with 2-D semiconductors as the reference,
unless specified otherwise. The need to understand energy bands in the current day
semiconductor market is explained. We begin with a brief background about the most
effective theories to calculate the band structures and also, the theories on which this
research is based.
Chapter two covers the basic concepts that are needed to obtain the energy band
structure for any material. It begins with a brief overview of the different crystal
structures that exist in nature. The different atomic hybridizations is explained in
detail and the subsequent effect on their band structures. Atomic structures of 2-D
semiconductors in particular is explained - with special references to Graphene and
Molybdenum Disulfide. The theory of linear combination of atomic orbitals (LCAO) is
one of the most important principles in molecular theory. The expression of electronic
wave functions in terms of bloch wave function, and the application to molecular and
solid physics is explained. Reciprocal space of unit cells and Brillouin zones form an
integral part of the bloch theorem. Brillouin zones form the peridodic structure which
can be replicated throughout the solid - once the energy band of the 1st Brillouin zone
is obtained, the entire solid can be represented with the same energy band. Hamilto-
nian matrix is the heart and soul of the energy band calculations. The latter part of
6
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this chapter, starts to connect the dots to the Hamiltonian matrix - the construction,
factors affecting and the solution.
The tight binding theory is closely linked to the building of the Hamiltonian matrix.
The tight binding parameters for general solids (1-D and 2-D) and in specific to
Graphene and Molybdenum Disulfide is the highlight of Chapter 3.
Chapter 4 covers special scenarios to be considered due to the different morphologies
of Graphene Nano-ribbons and Molybdenum Disulfide available. The density of states
for Graphene is also calculated.
The primary goal of this research is to aid students understand band structure calcu-
lations in the easiest way possible. A model simulation GUI is created as an interface,
to facilitate better. MATLAB is used as the primary tool for all band structure and




Atomic Hybridization & Hamiltonian Matrix
Atomic hybridization is a crucial step towards achieving the band structure of
any material. Earlier theories like the Valence Band theory fell short in describing
the shapes of the bonds formed between atoms and electrons, which was explained
by hybridization. Most of the modern day chemistry uses the a combination of the
two theories, along with molecular orbital theory. We obtain the hybridization by
adding up the number of bonded atoms and lone pair electrons as sp, sp2 or sp3. This
chapter covers the theory by which these complex structures are formed and how the
orientation and symmetry affects the Hamiltonian Matrix.
In the latter part of this chapter, the concept of the Schrödinger equation is introduced.
This leads to the derivation of the Hamiltonian Matrix. A general Hamiltonian matrix
is derived and the exercise is repeated for GNRs and MoS2. Relevant Hamiltonian
matrix eigen values are related to the inter-atomic potentials and atomic symmetry.
2.1 Effect of Different Atomic Structures
As mentioned earlier, the type of hybridization is decided on the basis of the
number of bonded atoms and lone pair electrons. This also sets the dimensional
geometry of the material. Table 2.1 below, describes this relation effectively.
8
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Table 2.1: Types of hybridization [2]
Bonded atoms Lone pairs Hybridization Geometry
4 0 sp3 Tetrahedral (3-D)
3 0 sp2 Trigonal (2-D)
2 0 sp Linear (1-D)
3 1 sp3 Trigonal Pyramidal
2 1 sp2 Bent at an angle of 120°
2 2 sp3 Bent at an angle of 109°
Orbitals with zero, one, two and three units of angular momentum are called s, p,
d and f orbitals respectively [9]. 2-D semiconductors are sp2 hybridized and exhibit
planar geometry. However, there are higher hybridizations that exist like sp3d and
sp3d2, but are outside the scope of this research. Fig. 2.1 depicts typical s and p
orbitals.
9
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(a) s orbital
(b) p orbital
From Antonio H Castro Neto.,Les houches notes on graphene, arXiv:1004.3682, 2010. Reprinted
with permission of Cornell University Library.
Figure 2.1: Typical s and p orbital structures [4]
These orbitals interact with each other and create an interatomic potential. The
lower value of the energy expectation state which is created due to in-phase interactions
is known as the bonding state. The other state with out-of-phase interactions is known
as the anti-bonding state. This wave function is orthogonal to that of the bonding
state [9]. There are also non-bonding orbitals present that contain lone pair of electrons
and are neither bonding or antibonding.
When two hybrid orbitals from different atoms interact with each other, sigma bonds
(σ bonds) are created. The interacting orbitals can be 2 p orbitals or between an
s and p orbital, as seen in Fig. 2.1 a & b. These bonds are characterized by their
electron density being along the bond axis. The overlap between 2 p orbitals creates
pi bonds (π bonds). These bonds have their electron density above and below their
bond axis, as observed in Fig. 2.2 [10].
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From Eric V Anslyn and Dennis A Dougherty, Modern physical organic chemistry University
Science Books, 2006. Reprinted with permission of University Science Books.
Figure 2.2: Typical σ and π bonds [10]
2.1.1 Graphene
Graphene is an ideal two-dimensional allotropic form of carbon. The carbons
atoms interconnect with each other to form a periodic arrangement of hexagonal
network as illustrated in Fig. 2.3.
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Resimulated from L. Brey and H. A. Fertig,Phys. Rev. B 73, 235411. ©American Physical Society.
Resimulated and printed with permission of APS.
Figure 2.3: Monolayer of 2D Graphene showing Armchair and ZigZag edges [11]
Carbon has atomic number 6 and has an electronic configuration of 1s2 2s2 2p2.
Carbon has 4 valence electrons and they are distributed into s, px, py and pz bond
orbitals. Graphene is a planar sp2 hybridized structure and essentially contains 3 σ
and one π bond.
Due to its honeycomb lattice structure, graphene has 2 different edges. The top and
bottom edges are zigzag shaped and the left and right edges are armchair shaped.
The energy dispersion relation for Graphene changes along each edge.
Graphene has 2 atoms per unit cell as seen in Fig. 2.3. The blue colored dots represent
an atom A and red colored dots represent the 2nd atom B. The highlighted red and
blue rectangles represent Zigzag and Armchair GNRs of unit atom width respectively.
The graphene lattice structure can be defined by primitive lattice vectors a=a0(1,0)
and b=a0(1/2,
√
3/2), where, a0 is the graphene lattice constant (=0.246 nm).
Bilayer graphite is shown in Fig. 2.4. The distance between adjacent graphene layers
is c = 1.42Å.
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Figure 2.4: Layered Structure of 2D Graphene with interplanar distance c = 1.42Å
The interaction of the outermost orbitals containing valence electrons (2s2 2p2)
creates an inter-atomic potential and affects the E-k by forming π and σ bonds in
graphene. As the π bonds are perpendicular to the plane, unlike the σ bonds, they
affect the E-k relation when graphene layers are stacked (bilayer or multiple layered
graphene structure). Graphene’s interatomic interactions can be seen in Fig. 2.5
below. (a), (b) and (c) are the σ bonds and (d) is the π bond.
Figure 2.5: Interatomic orbital interaction of Graphene (a)Vssσ, (b)Vspσ, (c)Vppσ, (d)Vppσ [4]
From Antonio H Castro Neto.,Les houches notes on graphene, arXiv:1004.3682, 2010. Reprinted
with permission of Cornell University Library.
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2.1.2 Molybdenum Disulfide (MoS2)
The general structure for all transition metal dichalcogenides generally remains
same with different lattice constant values. Monolayer Molybdenum disulfide (ML-
MDS) is a transition metal dichalcogenide (TMD). TMDs generally have the chemical
formula of MX2, where M is the transition metal chemically bonded to 2 atoms
of chalcogenide atoms (X). Other examples of TMDs include Tungsten disulfide
(WS2), Tungsten diseluride (WSe2) etc. TMDs generally are not perfectly planar like
Graphene Nano-Ribbons. This is because the bonds involve s-, p- and d- orbitals. Due
to this reason, the two M-X bonds stick out of the plane. However, these structures
have no broken/dangling bonds at the surface like perfect 3-D crystals [8].
The bandgap is known to vary from monolayer to bulk structures. In MoS2, the band
gap transitions for bulk materials from a indirect band gap of 1.3 eV to a direct band
gap of 1.8 eV in monolayer structures [12]. Structure of a typical ML-MDS and a unit
atom structure is shown in Fig. 2.6.
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From Tight-binding model and direct-gap/indirect-gap tranisition in single-layer and multi-layer
MoS2, Physical Review B, E Cappelluti et al. Reprinted with permission of APS.
Figure 2.6: (left) Model atomic structure of MoS2. The small green rectangle represents
unit cell of monolayer MoS2, which is doubled in a bulk structure (red rectangle). (right)
Detailed trigonal prismatic structure for 2 layers of MoS2 with lattice constants. [13]
In Fig. 2.6, (left) we observe the structure of MoS2 atoms in a bulk structure. The
blue and yellow circles represent Mo and S atoms respectively. The arrangement of
atoms in monolayer or bulk structure is shown in further detail in the Fig. alongside
(right). The MoS2 structure forms an almost perfect trigonal prismatic structure with
Mo atoms sandwiched between 2 layers of S atoms. The lattice constants a, b are Mo-
Mo or S-S distances and nearest neighbour Mo-S distances respectively. The values
assigned are experimentally observed to be a = 3.16Å and b = 2
√
7/12a. c′ = 6.14Å
and d are the distances between Mo-Mo planes and 2 monolayers of MoS2 respectively.
u = 1.586Å and w are distances between Mo-S planes and S-S planes respectively.
Again, the band gap also changes with the number of layers of MoS2 involved. A
transition from direct gap in monolayer to a smaller indirect gap is observed when
15
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more than a single layer is involved.
2.2 Linear Combination of Atomic Orbitals (LCAO)
Molecular orbitals consist of atomic orbitals - described by wave mechanics as a
wave form - Ψ. The wave function of an electron/molecule gives all the information
about it [9]. However, to obtain the exact wave function of an electron is difficult, as it
is obtained by solving the Schrödinger equation which has no closed form solution [14].
Hence, the molecular orbital wave function is obtained by summing up the individual
wave functions of the atoms contained in the solid. This process is known as the
Linear Combination of Atomic Orbitals (LCAO). This is one of the standard methods
to solve the periodic potential problems in the theory of electron motions in solids [15].
An oversimplified implementation of LCAO is given below,
Ψ = Ψ1 ±Ψ2 ± · · · ±Ψn (2.1)
where, Ψ is the wave function of the solid and Ψ1, ..., Ψn are the wave functions of
the ’n’ atoms/molecules within the solid.
This theory was originally proposed by Bloch and is used as an intermediary method
for interpolation. This theory is used along with the tight binding theory and Bloch’s
theorem described in further detail ahead in this chapter. To understand the ap-
plication of the LCAO, it is essential to understand real space and reciprocal space
structures of different unit cells. This is covered in the following sections.
2.3 Real and Reciprocal Space
In solids, atomic valence levels broaden into bands that are mobile and each
electronic state characterized by a momentum p or wave number k = p/~, that is
restricted to a Brillouin zone [9]. The wave vector
#»
k , gives information about the
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electron motion and its direction. It tells us about the number of oscillations it can
cover in a unit distance. To understand Brillouin zones, it is essential to first know
the unit cell structures of different solids in real and reciprocal spaces.
2.3.1 Unit cells - Real space
Solids are made up of lattices which is a periodic arrangement of atoms. Real





R = X #»a + Y
#»
b + Z #»c (2.2)
where, a, b and c are vectors inclined at angles α, β and γ angles to the x, y and z
axes respectively.
Figure 2.7: Real Space Primitive unit cell
Fig. 2.7 is a primitive unit cell which repeats throughout the solid. If this were a
simple cubic unit cell, all the side would be equal and same length, say, a. The atoms
are present at each of the 8 vertices of the cube and all the internal angles would be
90°. Cesium Chloride (CsCl) exhibits a unit cell of the simple cubic kind.
In general, there exists two kinds of lattices - Bravais and non-Bravais lattice structures.
In a Bravais lattice, all the lattice points are equivalent as compared to a non-Bravais
17
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lattice. The simple cubic lattice described earlier is a Bravais lattice. Bravais lattices
also include the hexagonal, face centered cubic (FCC) and body centered cubic (BCC)
types. The cubic system, is one of the 14 crystal systems. The lattice structures for 5
Bravais cubic cyrstal structures is described in Fig. 2.8 below [3].
(a) Simple Cubic (b) Hexagonal Lattice
(c) BCC Lattice
(d) FCC Lattice
Figure 2.8: Bravais Lattice Structures
The hexagonal lattice has an atom at each of its 12 vertices and one on each of its
hexagonal faces. The Body Centered Cubic (BCC) Lattice, has an atom at each of
its 8 vertices and one in the center of its rectangular body. The Face Centered Cubic
Lattice (FCC) is similar in structure to the BCC structure. The atoms at the vertices
are similarly placed and instead of the atom at the center of the body, an atom is
placed centrally at each of the 6 rectangular faces.
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The non Bravais lattices have non-equivalent lattice points. Bravais or non-Bravais,
there are seven crystal systems present in general. These are enlisted in Table 2.2.
Table 2.2: Seven types of lattice crystal systems [3]
From RHEED Transmission Mode and Pole Figures Thin Film and Nanostructure Texture Analysis,
Gwo-Ching Wang, Toh-Ming Lu. Reprinted with permission.
System Conventional cell & axes Number of Lattices
Cubic a = b = c 3
α = β = γ = 90°
Hexagonal a = b 6= c 1
α = β = 90°, γ = 120°
Triclinic a 6= b 6= c 1
α 6= β 6= γ
Trigonal a = b = c 1
α = β = γ < 120°, 6= 90°
Monoclinic a 6= b 6= c 2
α = γ = 90°, 6= β
Tetragonal a = b 6= c 2
α = β = γ = 90°
Orthorhombic a 6= b 6= c 4
α = β = γ = 90°
2.3.2 Reciprocal Spaces
The reciprocal space is also known as the kx-ky plane and is the Fourier transform
of the spatial lattice in real space. This space gives us the limit for wave vector
#»
k in
the first Brillouin Zone of the lattice, to calculate the energy dispersion relation. Any
point in this space, can be described by,
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b × #»c )
#»a · ( #»b × #»c )
#  »
K2 =
2π( #»c × #»a )
#»
b · ( #»c × #»b )
#  »
K3 =
2π( #»a × #»b )
#»c · ( #»a × #»b )
and #»a ,
#»
b and #»c are unit vectors in real space.
For every lattice in the real space, there exists a lattice in the reciprocal space or
k-space or momentum space. The reciprocal lattices for Fig. 2.8, as in Fig. 2.9 below
respectively. BCC lattice structures are very common in metals like iron (Fe), lithium
(Li), chromium (Cr), sodium (Na) and tungsten (W). Examples of FCC lattices in-
clude Copper (Cu), Gold (Au), Silver (Ag) and Nickel (Ni).
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(a) Simple Cubic Reciprocal Space (b) Hexagonal Lattice Reciprocal Space
(c) BCC Lattice Reciprocal Space (d) FCC Lattice Reciprocal Space
Figure 2.9: Reciprocal Lattice Structures
It can be seen from Fig. 2.9, that the reciprocal space of a simple cubic lattice
of side ’a’, is the same lattice, with sides of length 2π/a. The hexagonal lattice also
has the same structure in reciprocal space, however, the structure is rotated by an
angle of 30°, along the z-axis. For both BCC and FCC lattices of side a, the sides
are of length 4π/a. The first Brillouin zones for each of the lattices are shown in the
highlighted blue polyhedral structure.
2.3.3 Graphene Reciprocal Space
For Fig.2.3 as the structure in real space, the reciprocal space of monolayer
graphene is as seen in Fig.2.10 below.
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Figure 2.10: Reciprocal Space of Graphene
Fig.2.11 below depicts the 1st Brillouin zone (BZ) of graphene. The BZ of graphene
is hexagonal in shape and the corners of the Brillouin Zone are known as Dirac points.
Dirac Points are the points in the BZ where the energy is zero. The center of the BZ
is known as the Γ (gamma) point. The Dirac points are named as K and K ‘ points










K ‘ = 2π
3a
(0, 1)
Figure 2.11: 1st BZ of Graphene with co-ordinates
The π and π∗ bands (bonding and anti-bonding respectively) lie at the corners of
the hexagonal Brillouin zone as seen in Fig. 2.12 below.
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Figure 2.12: σ and π bands of Graphene in 1st BZ [4]
From Antonio H Castro Neto.,Les houches notes on graphene, arXiv:1004.3682, 2010. Reprinted
with permission of Cornell University Library.
A 3D Brillouin zone for Graphene is seen in Fig. 2.13 below.
Figure 2.13: 3D 1st BZ of Graphene
2.3.4 Molybdenum Disulfide Reciprocal Space
The in-plane Brillouin zone for MoS2 is hexagonal in shape, similar to Fig. 2.11
for Graphene. The points of high symmetry vary in the case of MoS2 to Γ = (0, 0),
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2.4 Schrödinger Equation
The Schrödinger equation calculates on a quantitative basis the energy levels for a
confining potential. The most general form of the Schrödinger equation is as follows:
ĤΨ = EΨ (2.4)
where, Ψ is the wave function of an electron in unit cell, E is the energy and Ĥ is the
Hamiltonian operator.
The Schrödinger equation implies that when a Hamiltonian operates on a wave function
Ψ, the result would be proportional to the same wave function and the proportionality
constant E is the energy of the wave function. Hence, by solving the Schrödinger
equation, and diagonalizing the Hamiltonian, we can obtain the energy eigen values
with respect to the wave vector (k). The Schrödinger equation can be solved analyti-
cally but to obtain numerical solutions, there are numerical methods, most of which,
convert wavefunction Ψ into a column vector [Ψ(t)] and the differential operator Ĥ





[Ψ(t)] = [H][Ψ(t)] (2.5)
The solution to the above equation is to find the eigen values Eα and eigenvectors
α of the matrix [H] [16]:
[H][α] = Eαα (2.6)
2.5 Hamiltonian Matrices
From Eq. 2.6, it is observed that if the electron states are represented by linear
combination of atomic orbitals, the electron energy bands are found to depend on a set
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of orbital energies and inter atomic Hamiltonian matrix elements [9]. Atomic orbitals
are used as basis to obtain the matrix representation of the Hamiltonian operator.
The derivation of Hamiltonian matrix elements is elaborated in sections 2.5.2 - 2.5.5.
2.5.1 Basis of Orbitals
The concept of basis functions provides us a computational tool to analyze the
Schrödinger equation. The wave function of an atomic orbital, can be expressed in
terms of a set of basis functions [16],





where, um #»r is the basis function for the wave function Φ( #»r ). The wave function, can
again be expanded into a column vector as described earlier. The advantage of using
basis functions is that one can choose the values of the basis orbitals, so that the size
of the Hamiltonian matrix reduces to reduce complexity.
We begin with building the Hamiltonian matrix for a simple one-dimensional atomic
solid and the general Hamiltonian structure for any solid.
2.5.2 Hamiltonian for one-dimensional atomic structure
By method of finite differences, the Hamiltonian matrix is given by,
Hn,m = [Un + 2t0]δn,m − t0δn,m+1 − t0δn,m−1 (2.8)
where, δn,m is the Kronecker delta function. The value is one, if n is equal to
m, else, is zero. To simplify or expand the value of the Hamiltonian, we consider a
one-dimensional solid composed of N atoms, whose Hamiltonian matrix is described
by [16],
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|1 > |2 > · · · |N − 1 > |N >
|1 > Eo Ess · · · 0 Ess
· · · · · · · · ·
|N − 1 > 0 0 · · · Eo Ess
|N > Ess 0 · · · Ess Eo
(2.9)
The matrix elements signify the nearest neighbor interactions, where |1 >, |2 >, |3 >,...
|N > are atomic orbitals of each of the N-atoms respectively.
This implementation follows a condition known as the periodic boundary condition
(PBC). This condition implies that the solid does not end abruptly and instead, the
last atom wraps around and overlaps the first atom forming a ring in a one-dimensional
solid. In case of a non-periodic solid, where there is abrupt truncation of the solid, ele-
ments H1,N and HN,1 would be zero. Periodic boundary conditions reduces complexity
mathematically however doesnt take into consideration the effect of surfaces [9].
The matrix elements E0 and ESS are arbitrary energy eigen values. E0 is a symbol
for diagonal elements of the matrix and ESS symbolizes the off diagonal elements. In
simple terms, E0 and Ess signify intra- and inter-atomic potentials respectively. The
subscript ‘ss’ does not stand for or signify the s orbital for the solid and is meant to
be used as a generic symbol.
2.5.3 General Hamiltonian
In the earlier case, the unit cell of the one-dimensional solid consists of a single
atom. Hence, the size of the Hamiltonian matrix is N ×N . Similarly, in a solid con-
taining a unit cell with 2 atoms, the size of the matrix would be 2N × 2N . In general,
the size of the Hamiltonian depends on the arbitrary number of basis functions per
unit cell, ‘b’. The size of the Hamiltonian would then be (b× b). Consider a unit cell
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‘n’, connected to ‘m’ neighboring unit cells by Hamiltonian Hnm. The Schrödinger
equation from (1) changes to:
∑
m
[Hnm]{φm} = E{φn} (2.10)
Where, {φm} is a (b x 1) column vector denoting the wave function for unit cell ‘m’
and is given by,
{Φm} = {Φo} expi
#»
k · #»dm (2.11)
This is definition is similar to that of "Bloch Theorem". Bloch theorem is one of the
standard methods for solving problems related to periodic potential. It elaborates on
making a linear combination of atomic orbitals located on the various atoms of the
crystal. The wave functions for electrons in a crystal, have eigen states and can be






k · #  »dmΦn(r −Ri) (2.12)
where, Ψ is the complete wave function and Φn is the wave function of atomic orbital
of atom ‘n’ at a position Ri and
#  »
dm is the vector connecting nearest neighboring atoms.
The sum is extended over all the atoms at respective positions in the unit cell of the
crystal.
















k ·( #  »dm−
# »
dn) (2.13)
2.5.4 Hamiltonian for sp2 Hybridiation (Special Case : Graphene)
Applying, the above tight binding and Bloch theorem to Graphene, we begin with








where, Φ(r−RA) and Φ(r−RB) are the wave functions of the pz orbitals of graphene,
located at origins RA and RB respectively.













Figure 2.14: Nearest neighbor vectors of Graphene
If only the pz orbitals of graphene are considered, the Hamiltonian changes from
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k · τ1) + exp(i
#»





k · τ1) + exp(−i
#»
k · τ2) + exp(−i
#»
k · τ3)) επ

(2.15)
The following points need to be kept in mind before forming the Hamiltonian
matrix for all the π and σ bands of graphene [9]:
• The superscripts ‘a’ and ‘c’ stand for anion and cation respectively. Graphene
may not have anions and cations per se, but they symbolize the the atoms A
and B from Fig. 2.3.
• For the π bands, the pz orbitals in A interact only with the pz orbitals in atom
B and the interactions with other orbitals - s, px and py is zero.
• For the σ bands, s orbital of the anion will have zero interaction with other
orbitals -px and py of the same anion. Similar theory is applicable to the cation.
• Vintra is the intra-atomic hybridization potential between orbitals |2> and |3>
or rather inter-atomic interaction between s-orbital of anion and p-orbitals of
cation and vice-versa.
• Vσ is the tight binding parameter between two |2> states or in other words,
anion and cation of same orbital.
• εσ is the tight binding parameter between two |2> states or in other words,
between 2 anions/cations of same orbital.
Considering all the interacting atomic orbitals of Graphene, leads to the Hamiltonian
of Graphene as [?],
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H =












|0 > pcz επ VppπhAB(k) 0 0 0 0 0 0
|0 > paz Vppπh∗AB(k) επ 0 0 0 0 0 0
|1 > sa 0 0 εσ Vσeik·τ1 Vintra 0 Vintra 0
|1 > sc 0 0 Vσe−ik·τ1 εσ 0 Vintra 0 Vintra
|2 > pcx 0 0 Vintra 0 εσ Vσeik·τ2 Vintra 0
|2 > pax 0 0 0 Vintra Vσe−ik·τ2 εσ 0 Vintra
|3 > pcy 0 0 Vintra 0 Vintra 0 εσ Vσeik·τ3
|3 > pay 0 0 0 Vintra 0 Vintra Vσe−ik·τ3 εσ

(2.16)
The first two columns stand for the π bands and remaining 6 columns are for the 3 σ
bands.
The above 8× 8 matrix can be split into 2× 2 and 6× 6 matrices for ease of calcula-
tions. The above matrix can be individually or as a whole be diagonalized to get the
Energy-dispersion relation.
2.5.5 Hamiltonian for sp3d Hybridisation (Special Case : MoS2)
MoS2 has an eleven-band electronic band structure. The eleven bands are com-
posed of five 4d orbitals of Mo and six 3p orbitals of S. The six orbitals of S, includes
both the top and bottom layers which sandwiches the intermediate Mo layer. Out
of the eleven bands, there are four conduction bands and seven valence bands [13].
We follow notation from E. Cappelluti et. al. [13], for the five 4d orbitals of Mo
4d(x
2 − y2) and 4d(xy) as d2, 4d(xz) and 4d(yz) as d1, 4d(3z2 − r2) as d0; pxy is used
to denote the S 3px, 3py orbitals and pz for the 3pz orbital. The unit cell of MoS2 is
defined by a 11-fold Hilbert space vector, given by,
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Φ†i = (p(i, x, t)
†, p(i, y, t)
†, p(i, z, t)
†, d(i, 3z
2 − r2)†, d(i, x2 − y2)†, d(i, xy)†, d(i, xz)†, d(i, yz)†,
p(i, x, b)
†, p(i, y, b)
†, p(i, z, b)
†)
(2.17)
where, all the p and d orbitals in the above equation create electrons in the ′α′
orbital of the Mo atom in the i -unit cell. In p(i, x, t) and p(i, y, t), the ’t’ stands for the
top layer in the S atom and ’b’ in the other p-orbital notation stands for the bottom
layer. The Hilbert space is an abstract vector space whose exact nature depends on
the system. Each eigenstate of the observable in the Hilbert space, corresponds to
the eigenvector of the respective operator, which gives us the eigenvalues associated
to that state. Considering nearest neighbor interactions, there are 12- tight binding
parameters for MoS2 - they are described in detail in the following chapter. In terms






The above equation is a minimalistic tight binding Hamiltonian representation for
MoS2. This model considers only the diagonal matrix elements and the hopping terms
between atoms. This model takes into account the mirror symmetry in the crystal - xy
plane (µ1), mirror symmetry in yz plane (µ2) centered around each atomic position and
three-field rotation symmetry (R3) [17]. These relevant symmetry operations reduce
the number of independent tight binding parameters involved in the Hamiltonian.




i,i = εi + 2t
(1)
i,i cos(k · δ1) + 2t
(2)
i,i [cos(k · δ2) + cos(k · δ3)] (2.19)
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• Different hopping exists between Mo and S atoms. For positively symmetric





i,j [exp(ik · δ4)− exp(ik · δ6)] (2.22)
• While, for negatively symmetric (i,j) = (4,1), (3,2), (5,2), (9,6), (11,6), (10,7),





i,j [exp(ik · δ4) + exp(ik · δ6)] + t
(5)
i,j δ5 (2.23)




The resulting complete Hamiltonian matrix, with individual matrix elements is
described in detail in appendix . MoS2 has a 11× 11 matrix which solves to obtain
the 11 bands. MoS2 has 12 tight binding parameters - ∆0, ∆1, ∆2, ∆p, ∆z, Vddδ,
Vddπ, Vddσ, Vppδ, Vppπ, Vppσ, Vpdπ. These parameters describe the atomic levels - l = 0,
l = 1 and l = 2 for the Mo d orbitals and the in-plane and out-of-plane S orbitals.
These tight-binding or Slater-Koster parameters is described in detail in the upcoming
chapter.
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2.6 Conclusion
The energy dispersion models for Graphene, GNRs and MoS2 is described in this
chapter. There are other models that exist - three band and five band models which
consider fewer bands and hence, calculations are must simpler. There are models that
disregard the role of pz orbitals of S atoms. However, this is found to be unavoidable
to get a complete understanding of the evolution of band structures [13].
The crucial aspect is to understand the various factors that play into affecting the
band gap that the material exhibits. Most important are the Γ and K points which
are crucial to the band structures in monolayer and multi-layered compounds. The
changes in topology of the atomic structure in the Brillouin zone is responsible for
the variation in single layered to multi-layered compounds.
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Tight Binding Theory and Solving for Energy Dispersion
Relation
3.1 Introduction
Tight binding model is found most accurately the simulation of the band structure
and control the transition from direct band gap material in single-layered systems
to indirect band gap material in multi-layered systems. It assumes that there exists
strong crystal or ionic potentials. This implies that, when an electron is captured
while traveling through the lattice, it remains bound to the ion for a long period of
time before it moves ahead. Thus, during this period, the electron is tightly bound
to its own atom and is unaffected by other atoms [18].
3.2 Introduction
The Hamiltonian H is a quantum operator which relates the total energy of
a particle. Hence, it can be represented as the sum of the kinetic and potential
energies [18],





+ V (x) (3.1)
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= v(x) + V ′(x) (3.3)
where, v(x) and V ′(x) are the potentials due to the atom itself and other atoms






expik(Xj−Xj′ ) < φv(x−Xj′)|H|φv(x−Xj) > (3.4)
Energy is expressed as a double summation over j and j’ and is a function of the
difference Xj −Xj′ . Hence, the above expression can be, by keeping Xj′ arbitrarily
at zero, rewritten as,
E(k) =< φv(x)|H|φv(x) > +
′∑
j
expikXj < φv(x)|H|φv(x−Xj) > (3.5)
V ′(x) is the potential observed due to other atoms. This term is negligible when the
atom is considered to be at the origin. Hence, the first term in the above equation
3.5, can be rewritten as,





+ v(x)]|φv(x) > + < φv(x)|V ′(x)|φv(x) >
(3.6)
The second term in equation 3.5, involves nearest neighbor interactions. The second
term can be expanded as,





+v(x−a)|φv(x−a) > + < φv(x)|V ′(x−a)|φv(x−a) >
(3.7)
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Equation 3.7 has 2 terms - the first of which, can be ignored, as it there is negligible
overlap between 2 different atoms - φv(x) and φv(x− a). The second term, proves to
be a more influential parameter known as the overlap integral. It is also symbolized
as the parameter ′Γ′ and is dependent on the interaction between orbitals centered at
two different neighboring atoms.
As the number of atoms and orbitals interacting increases, the complexity of the
above equation increases. There are more interacting parameters or ’tight binding’
parameters involved increases and it is found to vary from material to material.
Another important tight binding parameter, usually observed in band structure cal-
culations, is the hopping/transfer integral −‘t′/‘V ′ppπ.If t → 0, the electrons do not
hop into neighboring sites and the system is considered to be isolated. However, if t
> 0, the electrons can stay in either/both electronic states at reduced kinetic energies.
The overlapping integral, on the other hand, takes into consideration, the atomic
interaction between the different layers. The overlapping integral, in this research, is
ignored for simplicity of calculations.
3.3 Tight Binding Parameters
In general, its been observed that, the tight binding parameters are functions of
interatomic distances. Hence, the knowledge of the kind of bond - σ or π between
two atoms is crucial to know, before we begin on band structure calculations. In this
section, the tight binding parameters used for energy band calculations for each of
the three cases - Monolayer Graphene, GNRs and monolayer MoS2 is discussed.
3.3.1 Graphene
Typical value of transfer integral for the π orbitals of graphene lies in the range
of 2.9-3.1 eV (used in Case 1 of this discussion). The tight binding parameters for
graphene used in case 2 of this discussion can be found in table 3.1 below.
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Table 3.1: Tight Binding Parameters for Graphene [4]







3.3.2 Tight Binding Parameters for MoS2
Since, we do not consider the full-range eleven-band tight binding Hamiltonian
(FTBH) model, the 12 original tight binding parameters reduce to the following six
parameters,
Table 3.2: Tight Binding Parameters for MoS2 [1] [5]
Tight Binding Parameter Expression Calculated Value (eV)
t(1) δ1 = a1 3.18
t(2) δ2 = a1 + a2 3.18
t(3) δ3 = a2 3.18
t(4) δ4 = −(2a1 + a2)/3 1.836
t(5) δ5 = (a1 + 2a2)/3
δ6 = (a1 − a2)/3 1.836
t(6) δ7 = −2(a1 + 2a2)/3
δ8 = 2(2a1 + a2)/3 3.6719
δ9 = 2(a2 − a1)/3
The detailed description of each of these Tight Binding and their independent
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parameters is enlisted in Appendix D. The next step that follows tight binding calcu-
lations is the simulation of the respective band structures.
3.4 Solving the Hamiltonian
The Hamiltonian matrices are solved by diagonalization. This section will elaborate
on the mathematical steps and the simulation flow followed on a mathematical software
like MATLAB. The increase in the level of complexity of solving the Hamiltonian
matrix to obtain band structure calculations is clearly observed as we move from
Monolayer Graphene to GNRs to monolayer MoS2.
3.4.1 Graphene
In the case of Graphene, both hand-calculations and MATLAB simulations are
consistent with each other. The hand-calculations are simpler when only the pz
orbitals are considered.
Case 1 : π bands, When επ = 0
By following simple dot and cross product rules, we obtain,














1 + 2 exp(−ikya
√
3/2) cos(kxa/2) + 2 exp(ikya
√
3/2)cos(kxa/2) + 4 cos2(kxa/2)
E(k) = ±Vppπ
√
1 + 4 cos(kxa/2) cos(kya
√
3/2) + 4 cos2(kxa/2) (3.9)
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Case 2 : When επ 6= 0, similar calculations lead to,
Eπ,±(k) = επ ± |Vppπ||hAB(k)|, (3.10)
Eσ,1,±(k) = εσ − Vintra ± Vsigma, (3.11)








+ V 2σ ± |VintraVsigma||γk|, (3.12)








+ V 2σ ± |VintraVsigma||γk|, (3.13)
3.4.2 MoS2
The Hamiltonian for MoS2 is a 11 × 11 matrix. The size of this matrix hugely
complicates the energy dispersion relation to follow simple dot and cross product or
mathematical rules. Such simulations should be performed, preferably on softwares





The first command, calculates for matrix (H), the Diagonal matrix (D) whose
diagonal elements are eigen values of H. The matrix V correspondingly consists of
the the eigen vectors from matrix H. The second command, calculates the sum of the
diagonal eigen values and the real values are subsequently sorted in order to get the
energy dispersion relation. This matrix is a (Nk×11) matrix, where Nk, decides the
density of matrix calculations. The arbitrary value for this parameter is kept at 101
simulation points [16].
39
CHAPTER 3. TIGHT BINDING THEORY AND SOLVING FOR ENERGY
DISPERSION RELATION
3.5 Energy Dispersion - Graphene and MoS2
3.5.1 Graphene
Limiting the values of k to that of the 1st BZ, we get the E-k relation for the π
bands of graphene for case 1, as observed in Fig. 3.1 and Fig. 3.2.
Figure 3.1: Vppπ = 1 eV, επ = 0
For case 2, when all the tight binding parameters are taken into consideration (as
mentioned in table 3.1), the E-k changes to the following:
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Figure 3.2: Vppπ = 2.7eV , επ = 0
Figure 3.3: Energy Band Dispersion with all TB Parameters (1 Hartree = 27.21 eV)
From both the above cases, it can be seen that Graphene exhibits degeneracy at
K point. The full model shows 4 bands in conduction and valence bands - 3 for the
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σ bonds and one for the π bond. The conduction band minimum and valence band
maximum is calculated from that of the π bond and hence, gives the characteristic to
the material.
Following is the 3D representation of the E-k for Graphene,
Figure 3.4: 3D Representation E-k for Graphene
The 6 Dirac points forming the hexagonal 1st BZ of graphene can be observed. It
is noticed that at these points, the energy becomes zero.
3.5.2 Comparison to existing work - Graphene
The π and σ bands calculated by the simple tight binding method, discussed in
this research, is consistent with the more sophisticated calculations and methodologies
in [19], [?]. [19] calculates band structures from the 3-D Brillouin zone and relates the
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results obtained from single layered structures. Hamiltonian elements are calculated
without tight binding approximations or theory. The linear nature of the dispersion
relation for Graphene near the Dirac points, is consistent throughout.
Modifying Graphene structures to quasi - 1D structures known as Graphene nano-
ribbons increases the band gap with width reduction due to confinement effects [20].
The edge effects play a crucial role in bandgap engineering of graphene. [20] uses Den-
sity Functional Theory (DFT) and Local Density Approximation (LDA) in addition
to the basic tight binding theory to calculate the nature of Graphene and Graphene
nano-ribbons. The findings of this research with respect to metallic/insulating nature
of the GNR’s reestablishes earlier findings.
3.5.3 MoS2
The figure below shows the simulations obtained from the minimalistic model
described earlier. It can be observed that along the boundaries of the first Brillouin
Zone, Γ-M-K-Γ, the model preserved the basic nature of the material and orbital
nature of the bands. Monolayer MoS2 exhibits a direct gap of energy.
In the case of monolayer MoS2, the conduction band minimum and valence band
maximum is observed at K point. However, this shifts, when the number of layers is
increased. This can be seen from the energy dispersion relation in Fig. 3.5.
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Figure 3.5: Energy Dispersion for Monolayer MoS2 [1]
The valence band maximum is found to shift from ’K’ to ′Γ′ point in bilayer MoS2.
This research shows simulations only for monolayer MoS2. The application of tight
binding calculations to multiple layers can be considered as future work. It is also
observed that if the bands belonging to the same positive or negative symmetry group,
the level anticrossing introduces orbital character mixing. Hence, to obtain accurate
band structure simulations, it is necessary to include higher order coupling terms.
This adds to the scope and extent of the research by which it can be taken forward.
This theory successfully simulates the basic nature of Monolayer MoS2. However,
in comparison to earlier work by Ridolfi and others [21], the highest point of the
conduction band does not match. This is because of the difference in the values of
the tight binding parameters used. However, the lowest point of the valence band lies
at ’K’ for both the models. In comparison with the DFT calculations used in [1], the
simulations match perfectly in terms of the nature of the electronic bands.
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3.6 Graphical User Interface
The graphical user interface has been setup for Graphene, GNRs and MoS2. Fig.
3.6 below, is a screenshot of the GUI for Graphene.
Figure 3.6: 2D and 3D representation of Graphene Energy Band Diagram
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Figure 3.7: Armchair GNR GUI
Figure 3.8: Zigzag GNR GUI
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Figure 3.9: Monolayer Molybdenum Disulfide GUI
The input parameters are the as per case 1 of this research - ’Graphene’ from the
pop-up menu, the tight binding parameter (Vppπ) and lattice constant value. The
last parameter ’width’ is a term that would only affect the band structure of A-GNR
and/or Z-GNR. The GUI for A-GNR and Z-GNR cases is shown in Fig. 3.7 and Fig.
3.8 respectively.
There is a dropdown on the top-left corner that changes the energy dispersion
according to material/ nano-structure chosen. The input parameters for the two
special cases of Graphene would now in addition include the width of the GNR.
The GUI for MoS2 has all the tight binding parameters as input. MoS2 has 88 tight
binding parameters and hence, are not available as modifiable inputs to this simulation.
A better understanding of the band structure in the case of MoS2 would be observed,
if there were an extension to change these values and also the number of layers. This
can be considered as an addition to the future work of this research.
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4.1 Graphene
As seen from the earlier chapters, monolayer graphene exhibits two kinds of struc-
tural formations - Armchair and Zigzag GNRs. The electronic properties depends
strongly on the size and geometry of the nanoscale carbon systems [11]. Boundary
conditions considered for each of these cases, leads to different varying results. The
Armchair Graphene Nano-Ribbon (A-GNR) can be metallic or semi-conducting de-
pending on the width of the GNR. This behavior is observed primarily due to the
topology of the π bands or the pz orbitals which is a significant contributing factor in
the first Brillouin zone of the zigzag edge but has no role in the armchair edge. The
zigzag GNR is always metallic.
Fig. 4.1 below depicts a typical Armchair and Zigzag edged Graphene Nano-Ribbon
with a width of 2 atoms.
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Figure 4.1: Armchair and Zigzag edged Graphene Nano-Ribbons with width = 2
The boundary condition for Z-GNRs is for the wave function to disappear on a
single sublattice at each edge. This leads to confined electronic states, with wave
functions extended throughout the entire system and involve both the sublattices -
unit atoms A and B (from figure 2.3). In the case of Z-GNRs there are surface states
that are strongly localized on the nonvanishing edges. However, in A-GNRs, the wave
function vanished on both sublattices and edges respectively. The general expression
for any GNR to be metallic is [11],
L = (3M + 1)a0 (4.1)
where, ’M’ can be any integer and a0 is the graphene lattice constant.
4.1.1 A-GNR
Using the tight binding approximation and hard wall boundary condition, wave
vector (
#»
k ) is discretized in the confined direction. A-GNR is found to be metallic
when n = 3m+ 2 (where, m is any integer)and is insulating otherwise [22].
From the tight binding approximation, we get,
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eikxxBiφB(i)|Bi > . (4.2)
φA and φB are the components of atoms A and B sublattices in the y direction,
which is perpendicular to the edge. |Ai> and |Bi> are the wave functions of the pz
orbitals of the carbon atoms A and B respectively. To solve for φA and φB using
hard-wall boundary conditions, we get,
φA(0) = φB(0) = 0,
φA(n+ 1) = φB(n+ 1) = 0. (4.3)










, p = 1, 2, · · · , n. (4.4)
where, qy is the discretized wave vector in the y direction and a = 1.42Å. A nor-




, where Nx is the total
number of atoms in x-direction which is not quantized. The wave function changes
from (2.14) and (4.2) to,
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εi|i >< i| −
∑
<i,j>
ti,j(|i >< j|), (4.7)
where, < i, j > denotes nearest neighbors.
Here, in a perfect A-GNR, ti,j = t= Vppπ and εi = ε = επ. Back substituting in the
original Schrödinger equation, we get,
E = ε± |µ|, (4.8)






Here, ± is for the conduction/valence bands respectively. The limits for kx is same






. So, kx varies from
−π/3a to π/3a.
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Figure 4.2: Energy Dispersion for A-GNR with width n=6
Figure 4.3: Energy Dispersion for A-GNR with width n=7
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Figure 4.4: Energy Dispersion for A-GNR with width n=8
Figure 4.5: Energy Dispersion for A-GNR with width n=22
Observing Fig. 4.2 - Fig. 4.5, it can be noted that A-GNR is metallic for a width
of n=8 atoms and insulating for all other lengths. These simulated results match with
53
CHAPTER 4. EDGE EFFECT OF GRAPHENE & LAYERS EFFECT ON MOS2
existing energy band relations of A-GNR - [23] [4] [?] [24] [22].
4.1.2 Z-GNR
For a Z-GNR of length ’N’ atoms, it is observed that ’N/2’ atoms of type A,
alternate in their placement with ’N/2’ atoms of type B. Periodic boundary condi-
tions are imposed in a direction which is parallel to the edge of the nanostructure.
Electronic confinements are created near the Dirac points. With similar tight binding
calculations as the A-GNR, the linear dispersion relation can be predicted to be linear
near |k| = 2π/3. This occurs due to the edge states which appear as special modes
with partially flat bands. Under special conditions, they lead to separate modes in
the two valleys.
Considering nearest neighbour interactions and LCAO theory,we can attempt to un-
derstand the parrtial flat bands/ degeneracy with charge density distribution. The
amplitude of the charge density is assumed to be proportional to radius. Wak-
abayashi et al. [24], solve analytically the edge states for Z-GNR by first setting up
the Bloch components of the linear combination of atomic orbitals at each edge state
as exp(ik(n−1)), exp(ikn) and exp(ik(n+1)). For the wave function at each site to be exact
at E = 0, the total sum of the components of each wave function should cancel each
other out. The condition for this to occur is,
eik(n+1) + eikn + x = 0, eikn + eik(n−1) + y = 0, x+ y + z = 0 (4.10)
This leads the wave components in the x, y and z directions as [−2 cos(k/2)]e(ik(n+1/2)),
[−2 cos(k/2)]e(ik(n−1/2)) and [−2 cos(k/2)]2e(ikn) respectively [25].
The imbalance at the zigzag edges leads to the following boundary conditions [25],
ΦK±A(r[0]) = 0,ΦK±B(r[N+1]) = 0 (4.11)
54
CHAPTER 4. EDGE EFFECT OF GRAPHENE & LAYERS EFFECT ON MOS2
where, ’r’, stands for the co-ordinate of the atom on the chain. The eigen values for
energy is obtained by solving the below equation,
ε = ±(η − k)eηW (4.12)
where, η = 2
√
k2 − ε [25].
In terms of constructing the Hamiltonian, the nearest neighbor matrix elements have
the eigen value, 2 cos(ka/2), the next nearest neighbor interaction is always one and
the remaining have eigen value zero. The size of the Hamiltonian matrix is always
double the width of the nanoribbon width - irrespective of the edge orientation (arm-
chair or zigzag).
Sample Hamiltonian matrix for a Z-GNR of width 2 atoms, is given by,
H =

0 2 cos(ak/2) 0 0
2 cos(ak/2) 0 2 cos(ak/2) 0
0 2 cos(ak/2) 0 2 cos(ak/2)
0 0 2 cos(ak/2) 0

Diagonalizing the above matrix, gives us the energy dispersion relation for Z-GNRs.
Fig. 4.6 - Fig. 4.8 below, shows the same for Z-GNRs of varying widths.
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Figure 4.6: Energy Dispersion for Z-GNR with width n=5
Figure 4.7: Energy Dispersion for Z-GNR with width n=16
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Figure 4.8: Energy Dispersion for Z-GNR with width n=30
It can be observed that the highest valence band and lowest conduction bands
are always degenerate at |k| = π, irrespective of the length. Also, the degeneracy, at
these two points, gets flatter as the width increases. A consistent pair of flat bands is
observed in the interval of 2π/3 ≤ |k| ≤ π [23].
The zigzag ribbon exhibits a special edge state. The energy states are flat at fermi
energy and give sharp peaks in density of states as the charge density is strongly
localized on the edge states. The same is not applicable for armchair GNRs. Varying
the width of the GNR is observed to have an important effect on the edge state.
4.2 Monolayer/Bilayer effect in MoS2
Similar to the edge effect observed in Graphene, MoS2 also exhibits band gap
variation depending on the number of layers. The highest point in conduction band
maximum shift from monolayer MoS2 ’K’ point to bilayer MoS2 ’Gamma’ point. When
bulk MoS2 is considered, the valence band minimum shifts from ’K’ point to a point
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between ’K’ and ’Gamma’ point.
[1] simulates and compares tight binding calculations to DFT calculations and finds
that the results are in good agreement. Fig, 4.9b, depicts the overlap matrix element
strength between the layers. The gradient from red to white depicts the transition
from the strongest to the weakest element.The overlapping matrix elements represent
the splitting of single-layer states. The overlap matrix was till now considered zero
for simplicity of calculations. However, as the size of the nano-structures increase in
dimension, so does their level of complexity in terms of band gap engineering.
A number of assumptions are made to cause least number of changes to the Hamilto-
nian of monolayer MoS2 and obtain bilayer and bulk MoS2 energy band relations. [1]
decides on a gauge that makes it easier to form the Hamiltonian matrix for each of
the monolayers and then combines for a resulting bulk MoS2 structure, shown in Fig.
4.9c.
Figure 4.9: Energy Dispersion for Bilayer ((a) & (b)) and Bulk MoS2 [1]
58
Chapter 5
Summary & Future Work
5.1 Summary
In this research, we explained and implemented an ab-initio tight binding theory
based process in an attempt to understand bandgap engineering in 2-D semiconduc-
tors. Ignoring the overlapping integrals in the case of Graphene and GNRs, simplified
the Hamiltonian matrix and the calculations involved. As we moved from sp2 to sp3d
hybridized structures, (or moved to MoS2), the Hamiltonian matrix increased complex-
ities in the calculations. Solving the Hamiltonian matrices to obtain energy dispersion
relation gave us an understanding of the factors involving band-gap tunability. An
Armchair Graphene Nano-Ribbon exhibits both metallic and insulating properties,
depending on its width. Whereas, Zigzag Graphene Nano-Ribbon is always metallic
irrespective of its width.
Monolayer MoS2 changes from a direct band gap material to an indirect band gap
material for Bilayer MoS2. As we transition towards bulk MoS2, the minimum and
maximum points of the valence and conduction bands respectively vary - changing
the electrical and quantum properties of the material. All results are found to be in
good agreement with previous research.
Different methods and approximations have been discussed throughout this work.
Another method of performing calculations is the Full Tight Binding Hamiltonian
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(FTBH) theory and expand on the k.p theory at the dirac points. Irrespective of the
method used, the results are found to be fairly consistent across the different theories.
MATLAB Code for all the simulations and the Graphical User Interface (GUI) is
provided in the appendices.
5.2 Future Work
The calculations shown in this research, can be expanded to accommodate new
theories where d-orbital is believed to play a crucial role in the splitting of bands at
the high-symmetry points [26]. Current first-principle calculations reveal a gap as
small as 1µeV . Whereas, when p-orbitals are considered, this gap is predicted to be
as high as 25µeV − 50µeV . This is observed because the pz orbitals do not hybridize
with the px and py orbitals but, in fact hybridize with the dxz and dyz orbitals to form
the π bands. These d-orbitals split due to spin-orbit coupling and the gap of the π
band is found to be linearly dependent on the splitting of the d-orbitals.
Other possible future extensions to the current work includes the effect of extrinsic
spin-orbit coupling. Graphene loses its property to be doubly degenerate when placed
on a substrate or under an electric field (for e.g., gate bias) and this increases the
splitting of bands. This condition is known as extrinsic spin orbit coupling. In the
case of extrinsic spin-orbit coupling, d-orbitals give negligible contribution to this
effect. Studies [26] show that for an electric field of 1V/nm, the extrinsic gap created
in 10µeV and the relation between the two is found to be linear. Splittings greater
than 1meV occur generally due to charge transfer between the substrate and graphene.
Energy dispersion relations including such effects can be solved using perturbation
theory. The d-orbitals are found to make a bigger impact in the density of states
calculations.
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V_ss_sigma=-5; V_sp_sigma=5.4; V_pp_sigma=8.4; V_pp_pi=-2.4;
Es=-19.38; Ep=-11.07;
E_pi = (otherA^2 * Es) + ((1-otherA^2)*Ep);
E_sigma=((1-otherA^2)*Es/3) + ((2+otherA^2)*Ep/3);
V_intra=(1-otherA^2)*(Es-Ep)/3;
V_sigma=(-2/3*V_pp_sigma) + ((1-otherA^2)*V_ss_sigma/3) - (2*sqrt...
(2*(1-otherA^2))*V_sp_sigma/3);
d1=[1 0]*a;d2 = [-1 sqrt(3)]*a/2; d3=[-1 -sqrt(3)]*a/2;




p1 = exp(1i*sum(k.*d1));p2 = exp(1i*sum(k.*d2));p3 = exp(1i*sum(k.*d3...
));
gamma_k = (p1+p2+p3);
h=[E_pi V_pp_pi*gamma_k 0 0 0 0 0 0;
V_pp_pi*conj(gamma_k) E_pi 0 0 0 0 0 0;
0 0 E_sigma V_sigma*p1 V_intra 0 V_intra 0;
0 0 V_sigma*conj(p1) E_sigma 0 V_intra 0 V_intra;
0 0 V_intra 0 E_sigma V_sigma*p2 V_intra 0;
0 0 0 V_intra V_sigma*conj(p2) E_sigma 0 V_intra;
0 0 V_intra 0 V_intra 0 E_sigma V_sigma*p3;
0 0 0 V_intra 0 V_intra V_sigma*conj(p3) E_sigma];
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p1 = exp(1i*sum(k.*d1));p2 = exp(1i*sum(k.*d2));p3 = exp(1i*sum(k.*d3...
));
gamma_k = (p1+p2+p3);
h=[E_pi V_pp_pi*gamma_k 0 0 0 0 0 0;
V_pp_pi*conj(gamma_k) E_pi 0 0 0 0 0 0;
0 0 E_sigma V_sigma*p1 V_intra 0 V_intra 0;
0 0 V_sigma*conj(p1) E_sigma 0 V_intra 0 V_intra;
0 0 V_intra 0 E_sigma V_sigma*p2 V_intra 0;
0 0 0 V_intra V_sigma*conj(p2) E_sigma 0 V_intra;
0 0 V_intra 0 V_intra 0 E_sigma V_sigma*p3;
















































ylabel('Energy in units of Hartree','Fontsize',14);
title('E-K','Fontsize',14);
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V_ss_sigma=-5; V_sp_sigma=5.4; V_pp_sigma=8.4; V_pp_pi=-2.4;
Es=-19.38; Ep=-11.07;
E_pi = (otherA^2 * Es) + ((1-otherA^2)*Ep);
E_sigma=((1-otherA^2)*Es/3) + ((2+otherA^2)*Ep/3);
V_intra=(1-otherA^2)*(Es-Ep)/3;
V_sigma=(-2/3*V_pp_sigma) + ((1-otherA^2)*V_ss_sigma/3) - (2*sqrt...
(2*(1-otherA^2))*V_sp_sigma/3);
d1=[1 0]*a;d2 = [-1 sqrt(3)]*a/2; d3=[-1 -sqrt(3)]*a/2;




p1 = exp(1i*sum(k.*d1));p2 = exp(1i*sum(k.*d2));p3 = exp(1i*sum(k.*d3...
));
gamma_k = (p1+p2+p3);
h=[E_pi V_pp_pi*gamma_k 0 0 0 0 0 0;
V_pp_pi*conj(gamma_k) E_pi 0 0 0 0 0 0;
0 0 E_sigma V_sigma*p1 V_intra 0 V_intra 0;
0 0 V_sigma*conj(p1) E_sigma 0 V_intra 0 V_intra;
0 0 V_intra 0 E_sigma V_sigma*p2 V_intra 0;
0 0 0 V_intra V_sigma*conj(p2) E_sigma 0 V_intra;
0 0 V_intra 0 V_intra 0 E_sigma V_sigma*p3;
0 0 0 V_intra 0 V_intra V_sigma*conj(p3) E_sigma];
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p1 = exp(1i*sum(k.*d1));p2 = exp(1i*sum(k.*d2));p3 = exp(1i*sum(k.*d3...
));
gamma_k = (p1+p2+p3);
h=[E_pi V_pp_pi*gamma_k 0 0 0 0 0 0;
V_pp_pi*conj(gamma_k) E_pi 0 0 0 0 0 0;
0 0 E_sigma V_sigma*p1 V_intra 0 V_intra 0;
0 0 V_sigma*conj(p1) E_sigma 0 V_intra 0 V_intra;
0 0 V_intra 0 E_sigma V_sigma*p2 V_intra 0;
0 0 0 V_intra V_sigma*conj(p2) E_sigma 0 V_intra;
0 0 V_intra 0 V_intra 0 E_sigma V_sigma*p3;

















































ylabel('Energy in units of Hartree','Fontsize',14);
title('E-K','Fontsize',14);
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str=sprintf('E-K Armchair NanoRibbons (n=%d)',n);
title(str);
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% Length of A-GNR ==> N
N=30;
k=linspace(-pi,pi,1000);



































































str=sprintf('E-K ZigZag NanoRibbons (n=%d)',N);
title(str);
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Appendix D: Tight Binding simplifications and
independent parameters for MoS2
By performing symmetry operations, the FTBH has 86 parameters that can be
simplified and reduced to 36 parameters. The resulting relations are described below
[1],
1. For indexes : (α = 1, β = 2); (α = 4, β = 5, γ = 3); (α = 7, β = 8, γ = 6); (α =
10, β = 11, γ = 9),




























































2. For indexes : (α = 1, β = 2, α′ = 4, β′ = 3, γ′ = 3); (α = 7, β = 88, α′ = 10, β′ =
11, γ′ = 9),
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The independent parameter values calculated on the basis of DFT is given in table
D.1 below [1].
Tight Binding Parameter Value (eV)
ε1 = ε2 1.0688
ε3 -0.7755
ε4 = ε5 -1.2902
ε6 -0.138
ε7 = ε8 0.0874
ε9 -2.8949










...Continued on next page
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Table D.1 – continued from previous page
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PARAMETERS FOR MOS2
Table D.1 – continued from previous page






















Table D.1: Independent Tight Binding Parameters for MoS2 [1]
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Appendix E: MATLAB Code for monolayer MoS2
clear all;figure;
% % % Values taken from Ab-initio Tight-Binding Hamiltonian for ...
Transition Metal Dichalcogenides
% Shiang Fang,1 Rodrick Kuate Defo,1 Sharmila N. Shirodkar,2
% Simon Lieu,1 Georgios A. Tritsaris,2 and Efthimios Kaxiras1, 2
% 1Department of Physics, Harvard University, Cambridge, ...
Massachusetts 02138, USA.
% 2School of Engineering and Applied Sciences, Harvard University, ...
Cambridge, Massachusetts 02138, USA.
% (Dated: September 10, 2015)
% % % % K, Gamma, M values taken from Three-band tight-binding model...
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% % values
a = 3.18;
a1 = a*[1 0]; a2 = a*[-1/2 sqrt(3)/2];
d1 = a1; d2 = a1+a2; d3 = a2;
d4 = -((2*a1)+a2)/3; d5 = (a1+(2*a2))/3; d6 = (a1-a2)/3;
d7 = -2*(a1+(2*a2))/3; d8 = 2*((2*a1)+a2)/3; d9 = 2*(a2-a1)/3;
t1 = zeros; t2 = zeros; t5 = zeros; t6 = zeros;
t1(1,1) = -0.2069;
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eps(4) = -1.2902; eps(5) = -1.2902;
eps(6) = -0.1380;
eps(7) = 0.0874; eps(8) = 0.0874;
eps(9) = -2.8949;
eps(10) = -1.9065; eps(11) = -1.9065;
% % for set alpha = 1, beta = 2
t2(1,1) = t1(1,1)/4 + 3*t1(2,2)/4;
t2(2,2) = 3*t1(1,1)/4 + t1(2,2)/4;
t2(1,2) = sqrt(3)*(t1(1,1) - t1(2,2))/4 - t1(1,2);
t3(1,2) = -sqrt(3)*(t1(1,1) - t1(2,2))/4 - t1(1,2);
% % for set alpha = 4, beta = 5, gamma = 3
t2(4,4) = t1(4,4)/4 + 3*t1(5,5)/4;
t2(5,5) = 3*t1(4,4)/4 + t1(5,5)/4;
t2(3,3) = t1(3,3);
t2(3,5) = sqrt(3)*t1(3,4)/2 - t1(3,5)/2;
t3(3,5) = -sqrt(3)*t1(3,4)/2 - t1(3,5)/2;
t2(4,5) = sqrt(3)*(t1(4,4) - t1(5,5))/4 - t1(4,5);
t3(4,5) = -sqrt(3)*(t1(4,4) - t1(5,5))/4 - t1(4,5);
t2(3,4) = t1(3,4)/2 + sqrt(3)*t1(3,5)/2;
t3(3,4) = t1(3,4)/2 - sqrt(3)*t1(3,5)/2;
% % for set alpha = 7, beta = 8, gamma = 6
t2(7,7) = t1(7,7)/4 + 3*t1(8,8)/4;
t2(8,8) = 3*t1(7,7)/4 + t1(8,8)/4;
t2(6,6) = t1(6,6);
t2(6,8) = sqrt(3)*t1(6,7)/2 - t1(6,8)/2;
t3(6,8) = -sqrt(3)*t1(6,7)/2 - t1(6,8)/2;
t2(7,8) = sqrt(3)*(t1(7,7) - t1(8,8))/4 - t1(7,8);
t3(7,8) = -sqrt(3)*(t1(7,7) - t1(8,8))/4 - t1(7,8);
t2(6,7) = t1(6,7)/2 + sqrt(3)*t1(6,8)/2;
t3(6,7) = t1(6,7)/2 - sqrt(3)*t1(6,8)/2;
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% % for set alpha = 10, beta = 11, gamma = 9
t2(10,10) = t1(10,10)/4 + 3*t1(11,11)/4;
t2(11,11) = 3*t1(10,10)/4 + t1(11,11)/4;
t2(9,9) = t1(9,9);
t2(9,11) = sqrt(3)*t1(9,10)/2 - t1(9,11)/2;
t3(9,11) = -sqrt(3)*t1(9,10)/2 - t1(9,11)/2;
t2(10,11) = sqrt(3)*(t1(10,10) - t1(11,11))/4 - t1(10,11);
t3(10,11) = -sqrt(3)*(t1(10,10) - t1(11,11))/4 - t1(10,11);
t2(9,10) = t1(9,10)/2 + sqrt(3)*t1(9,11)/2;
t3(9,10) = t1(9,10)/2 - sqrt(3)*t1(9,11)/2;
% % for set alpha = 1, beta = 2, alpha' = 4, beta' = 5, gamma' = 3
t4(4,1) = t5(4,1)/4 + 3*t5(5,2)/4;
t4(5,2) = 3*t5(4,1)/4 + t5(5,2)/4;




t4(9,6) = t5(9,6); t4(10,6) = -sqrt(3)*t5(11,6)/2;
t4(11,6) = -t5(11,6)/2;
% % for set alpha = 7, beta = 8, alpha' = 10, beta' = 11, gamma' = 9
t4(10,7) = t5(10,7)/4 + 3*t5(11,8)/4;
t4(11,8) = 3*t5(10,7)/4 + t5(11,8)/4;




% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % part ...
done
H1 = zeros(11,11);H2 = zeros(11,11);
% % % % % gamma-M Direction
% l=1;m=1/sqrt(3);kmax=pi/a;
Nt=101;
kx = linspace(0,pi/a,Nt); ky = linspace(0,pi/sqrt(3)/a,Nt);
81






% % % Forming the Hamiltonian
for i = 1:11
for j = 1:11
if(i == j)
H1(i,j) = eps(i) + (2*t1(i,i)*cos(sum(k.*d1))) + (2*t2(i,...
i)*(cos(sum(k.*d2)) + cos(sum(k.*d3))) );
end
% % + symmetry
if(((i==3) && (j==5)) || ((i==6) && (j==8)) || ((i==9) && (j...
==11)))
H1(i,j) = 2*t1(i,j)*cos(sum(k.*d1)) + t2(i,j)*(exp(sum(-1...




% % - symmetry
if(((i==1) && (j==2)) || ((i==3) && (j==4)) || ((i==4) && (j...
==5)) || ((i==6) && (j==7)) || ((i==7) && (j==8)) || ((i...
==9) && (j==10)) || ((i==10) && (j==11)))
H1(i,j) = -2i*t1(i,j)*sin(sum(k.*d1)) + t2(i,j)*(exp(sum...




% % dont know first neighbour X pairs + symm
if(((i==3) && (j==1)) || ((i==5) && (j==1)) || ((i==4) && (j...
==2)) || ((i==10) && (j==6)) || ((i==9) && (j==7)) || ((i...
==11) && (j==7)) || ((i==10) && (j==8)) )
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% % dont know first neighbour X pairs - symm
if(((i==4) && (j==1)) || ((i==3) && (j==2)) || ((i==5) && (j...
==2)) || ((i==9) && (j==6)) || ((i==11) && (j==6)) || ((i...
==10) && (j==7)) || ((i==9) && (j==8)) || ((i==11) && (j...
==8)))




H2(9,6) = t6(9,6)*(exp(sum(1i*k.*d7)) + exp(sum(1i*k.*d8)) + ...
exp(sum(1i*k.*d9)));
H2(11,6) = t6(11,6)*(exp(sum(1i*k.*d7)) - exp(sum(1i*k.*d8))...
/2 - exp(sum(1i*k.*d9))/2);
H2(10,6) = sqrt(3)*t6(11,6)*(-exp(sum(1i*k.*d8)) + exp(sum(1i...
*k.*d9)))/2;
H2(9,8) = t6(9,8)*(exp(sum(1i*k.*d7)) - exp(sum(1i*k.*d8))/2 ...
- exp(sum(1i*k.*d9))/2 );
H2(9,7) = sqrt(3)*t6(9,8)*(-exp(sum(1i*k.*d8)) + exp(sum(1i*...
k.*d9)))/2;
H2(10,7) = 3*t6(11,8)*(exp(sum(1i*k.*d8)) + exp(sum(1i*k.*d9)...
))/4;
H2(11,7) = sqrt(3)*t6(11,8)*(exp(sum(1i*k.*d8)) - exp(sum(1i*...
k.*d9)))/4;
H2(10,8) = H2(11,7);

















% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %...
% %
%
% % % % % % % M-K Direction
Nt=101;







% % % Forming the Hamiltonian
for i = 1:11
for j = 1:11
if(i == j)
H1(i,j) = eps(i) + (2*t1(i,i)*cos(sum(k.*d1))) + (2*t2(i,...
i)*(cos(sum(k.*d2)) + cos(sum(k.*d3))) );
end
% % + symmetry
if(((i==3) && (j==5)) || ((i==6) && (j==8)) || ((i==9) && (j...
==11)))
H1(i,j) = 2*t1(i,j)*cos(sum(k.*d1)) + t2(i,j)*(exp(sum(-1...
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% % - symmetry
if(((i==1) && (j==2)) || ((i==3) && (j==4)) || ((i==4) && (j...
==5)) || ((i==6) && (j==7)) || ((i==7) && (j==8)) || ((i...
==9) && (j==10)) || ((i==10) && (j==11)))
H1(i,j) = -2i*t1(i,j)*sin(sum(k.*d1)) + t2(i,j)*(exp(sum...




% % dont know first neighbour X pairs + symm
if(((i==3) && (j==1)) || ((i==5) && (j==1)) || ((i==4) && (j...
==2)) || ((i==10) && (j==6)) || ((i==9) && (j==7)) || ((i...
==11) && (j==7)) || ((i==10) && (j==8)) )




% % dont know first neighbour X pairs - symm
if(((i==4) && (j==1)) || ((i==3) && (j==2)) || ((i==5) && (j...
==2)) || ((i==9) && (j==6)) || ((i==11) && (j==6)) || ((i...
==10) && (j==7)) || ((i==9) && (j==8)) || ((i==11) && (j...
==8)))




H2(9,6) = t6(9,6)*(exp(sum(1i*k.*d7)) + exp(sum(1i*k.*d8)) + ...
exp(sum(1i*k.*d9)));
H2(11,6) = t6(11,6)*(exp(sum(1i*k.*d7)) - exp(sum(1i*k.*d8))...
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/2 - exp(sum(1i*k.*d9))/2);
H2(10,6) = sqrt(3)*t6(11,6)*(-exp(sum(1i*k.*d8)) + exp(sum(1i...
*k.*d9)))/2;
H2(9,8) = t6(9,8)*(exp(sum(1i*k.*d7)) - exp(sum(1i*k.*d8))/2 ...
- exp(sum(1i*k.*d9))/2 );
H2(9,7) = sqrt(3)*t6(9,8)*(-exp(sum(1i*k.*d8)) + exp(sum(1i*...
k.*d9)))/2;
H2(10,7) = 3*t6(11,8)*(exp(sum(1i*k.*d8)) + exp(sum(1i*k.*d9)...
))/4;
H2(11,7) = sqrt(3)*t6(11,8)*(exp(sum(1i*k.*d8)) - exp(sum(1i*...
k.*d9)))/4;
H2(10,8) = H2(11,7);
















% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % ...
part done
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% % % Forming the Hamiltonian
for i = 1:11
for j = 1:11
if(i == j)
H1(i,j) = eps(i) + (2*t1(i,i)*cos(sum(k.*d1))) + (2*t2(i,...
i)*(cos(sum(k.*d2)) + cos(sum(k.*d3))) );
end
% % + symmetry
if(((i==3) && (j==5)) || ((i==6) && (j==8)) || ((i==9) && (j...
==11)))
H1(i,j) = 2*t1(i,j)*cos(sum(k.*d1)) + t2(i,j)*(exp(sum(-1...




% % - symmetry
if(((i==1) && (j==2)) || ((i==3) && (j==4)) || ((i==4) && (j...
==5)) || ((i==6) && (j==7)) || ((i==7) && (j==8)) || ((i...
==9) && (j==10)) || ((i==10) && (j==11)))
H1(i,j) = -2i*t1(i,j)*sin(sum(k.*d1)) + t2(i,j)*(exp(sum...




% % dont know first neighbour X pairs + symm
if(((i==3) && (j==1)) || ((i==5) && (j==1)) || ((i==4) && (j...
==2)) || ((i==10) && (j==6)) || ((i==9) && (j==7)) || ((i...
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==11) && (j==7)) || ((i==10) && (j==8)) )




% % dont know first neighbour X pairs - symm
if(((i==4) && (j==1)) || ((i==3) && (j==2)) || ((i==5) && (j...
==2)) || ((i==9) && (j==6)) || ((i==11) && (j==6)) || ((i...
==10) && (j==7)) || ((i==9) && (j==8)) || ((i==11) && (j...
==8)))




H2(9,6) = t6(9,6)*(exp(sum(1i*k.*d7)) + exp(sum(1i*k.*d8)) + ...
exp(sum(1i*k.*d9)));
H2(11,6) = t6(11,6)*(exp(sum(2i*k.*d7)) - exp(sum(1i*k.*d8))...
/2 - exp(sum(1i*k.*d9))/2);
H2(10,6) = sqrt(3)*t6(11,6)*(-exp(sum(1i*k.*d8)) + exp(sum(1i...
*k.*d9)))/2;
H2(9,8) = t6(9,8)*(exp(sum(1i*k.*d7)) - exp(sum(1i*k.*d8))/2 ...
- exp(sum(1i*k.*d9))/2 );
H2(9,7) = sqrt(3)*t6(9,8)*(-exp(sum(1i*k.*d8)) + exp(sum(1i*...
k.*d9)))/2;
H2(10,7) = 3*t6(11,8)*(exp(sum(1i*k.*d8)) + exp(sum(1i*k.*d9)...
))/4;
H2(11,7) = sqrt(3)*t6(11,8)*(exp(sum(1i*k.*d8)) - exp(sum(1i*...
k.*d9)))/4;
H2(10,8) = H2(11,7);
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