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1. INTRODUCTION
Coimbra and Neves (1997) introduced a new a
core inflation indicator based on the principal
components approach. The Banco de Portugal has
used such indicator, which more specifically corre-
sponds to the first principal component, to analyse
price developments, together with other core infla-
tion measures, such as trimmed means. This new
indicator, based on the principal components ap-
proach, has proved to exhibit some nice properties
when evaluated against the conditions proposed
in Marques et al. (1999, 2000).
The aim of the study is twofold. First, it investi-
gates the consequences of non-stationarity for the
computation of principal components. In fact, this
technique was initially developed under the as-
sumption that the variables under investigation
were stationary. However this is not the case for
the large bulk of the year-on-year rate of change of
prices indices pertaining to the basic items of the
Consumer Price Index (CPI). Second, it tests in a
more thorough way, than in Marques et al. (1999,
2000) the first principal component against the
general conditions required for a core inflation in-
dicator. In fact, in those studies the indicator ana-
lysed had been computed using all the available
sample information and not, as it should, using
only the information available up to and including
the corresponding month. This is important, be-
cause, in practice, we have to use the indicator
computed in real time, and so it matters whether
those conditions are still met under these circum-
stances.
Additionally this study also presents a theoreti-
cal model that allows interpreting core inflation as
a common stochastic trend for the year-on-year
rates of change of the price indices of the basic
items included in the CPI.
The first principal component computed taking
into account the two above-mentioned aspects,
that is, both the consequences of non-stationarity
and of using information available only up to and
including the corresponding month meets all the
proposed conditions for a core inflation indicator.
Furthermore it is slightly less volatile than the cur-
rent version of the first principal component that
has been computed by the Banco de Portugal for
some years now. Thus this new indicator appears
as an additional useful tool to be used in the anal-
ysis of price developments in Portugal.
This paper is organised as follows. Section 2
discusses the principal components technique and
describes the main methodological changes intro-
duced in order to account for non-stationarity. Sec-
tion 3 presents and analyses a theoretical model
for core inflation in the principal components
framework. Section 4 analyses the properties of
the indicator against the criteria introduced in
Marques et al. (2000) and section 5 summarises the
main conclusions.
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The principal components analysis is a statisti-
cal technique that transforms the original set of,
say, N variables i, into a smaller set of linear com-
binations that account for most of the variance of
the original set. For example, in our case, i can be
thought of as the year-on-year rate of change of
the ith basic item included in the CPI.
It is well known that principal components
analysis is not scale invariant. This is why it is cus-
tomary to previously standardise the original se-
ries in order to get comparable data and then pro-
ceed with the principal components analysis on
the transformed data.
Let x it stand for the standardised i variable.









where i is the sample mean of i and si the cor-
responding standard-error. Now if X denotes the
(TxN) matrix where T is the number of observa-
tions (sample period) and N is the number of





















As we shall see below this standardisation is
generally a sensible transformation of the data, but
there are other possibilities. In practice the trans-
formation to be performed on the original data de-
pends on the very nature of the data (statistical
properties) as well as on the purposes of the analy-
sis.
Let us assume, for the time being that X is the
matrix with the standardised variables as defined
in (1). The principal components analysis aims at
finding a new set of variables obtained as linear
combinations of the columns of the X matrix,
which are orthogonal to each other, and are such
that the first accounts for the largest amount of the
total variation in the data, the second for the sec-
ond largest amount of the variation in the data not
already accounted for by the first principal compo-
nent, and so on and so forth. If we let z t 1 denote
the first of these new variables, we may write:
zxx x t T tt tN N t 11 1 121 2 1 12 

 
     ,, , (3)
or in matrix form ZX 11  . The sum of squares of
Z1 is given by ZZ XX 11 1 1
'' '   and the purpose of
the analysis is to find out the  1 vector that maxi-
mises ZZ 11
' , subject to the restriction  11 1
'  , that
is, to solve the problem:













whereRX X  ' . The condition  11 1
'  is an identi-
fying restriction that forces a finite solution for the
maximum of ZZ 11
' . Otherwise, just by re-scaling
the  1 vector it would be possible to arbitrarily in-
crease the variance of the first principal compo-
nent. The RX X  ' matrix is usually referred to as
the input matrix, and if it happens that the entries
in the X are the standardised variables as in (2)
then R is the sampling correlation coefficients ma-
trix for the it variables.
One can show that the solution for problem (4)
is obtained by taking  1 equal to the normalised
eigenvector corresponding to the largest eigen-
value of theRX X  ' matrix. Similarly, the solution
for the second principal component is obtained by
making  1 equal to the normalised eigenvector
corresponding to the second largest eigenvalue of
RX X  ' and so on and so forth.
If we let   1 denote the optimal solution for
problem (4) and Z1
* the first principal component
computed using   1 we have by definition:
ZX 11
*   (5)
The principal components analysis was first de-
veloped under the assumption of stationary vari-
ables. In case of stationarity standardisation has an
immediate statistical interpretation. However, in
the Portuguese case, it is possible to show that the
year-on-year rates of price changes of most basic
CPI items behave as non-stationary variables. Par-
ticularly, for most of these series the null of a unit
root is not rejected. In such a case, two different
questions arise quite naturally. On the one hand
the issue of whether the principal components
analysis still applies for variables integrated of or-
der one and, on the other, whether the classical
standardisation is still to be used given the pur-
pose of building a trend inflation indicator.
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principal components analysis is still applicable
with non-stationary variables. The so-called prin-
cipal components estimator with non-stationary
variables was first utilised by Stock and Watson
(1988). Recently, Harris (1997) showed that this es-
timator could be used to estimate cointegrating
vectors. In this context, the estimator for  1 that al-
lows minimising the variance of z t 1 and so obtain-
ing the cointegrating vector that stationarises z t 1 in
(3) is given by the eigenvector corresponding to
the smallest eigenvalue of XX ' Harris (1997) dem-
onstrated that the estimator for  1 is super-
consistent both as an estimator of a cointegrating
vector or as an estimator of a principal component.
Before answering the second question concern-
ing the standardisation it seems useful to stress the
idea that the standardisation implicit in the use of
RX X  ' as the input matrix introduced above for
presentation purposes is not unique and that the
choice of the input matrix depends on the specific
problem at hand.(1) The estimated coefficients of
the  1 vector in (3) can be seen as representing the
contribution (weight) of each basic item for the
definition of the first principal component. Since
we aim at maximising the variance of z t 1 in (3) the
corresponding estimator will attach a larger
weight to the components with a larger variance.
The common standardisation, which is obtained
by subtracting the mean and dividing by the stan-
dard error, is adequate when the original variables
are stationary. However, when variables are inte-
grated of order one the sampling variance is the
larger the larger the change in the average level of
the variable during the sample period. Thus, the
series exhibiting strong increasing or decreasing
trends in the sample will appear as very volatile
no matter how smooth they are. In other words, in
the case of integrated variables the empirical vari-
ance is not a good measure of volatility.
If the purpose is to obtain a core inflation indi-
cator then we should care about the degree of
smoothness of the first principal component and
thus to look for linear combinations of the
year-on-year- variation rates of the basic CPI items
with a large signal (variance) and not too much
volatility. If we further describe the degree of
smoothness of an integrated variable as the vari-
ance of the first differences of that variable, we
may be able to find a smoother indicator by run-
ning the principal components analysis directly on








where it denotes the year-on-year rate of change
of the ith basic CPI item, i the corresponding sam-
ple mean and  i the standard error of it.(2)
At last, it is also important to address two addi-
tional questions that have consequences on the
way the indicator is computed, i.e. the need to be
computable in real time and to be re-scaled.
It is usually required that a core inflation indi-
cator should be computable in real time.(3) The
way to solve this problem is to build a series of
first estimates of z t 1 . In other words the indicator
based on the principal components analysis was
constructed by picking up, for each period t, the
figure for the principal component we obtain from
(3) by including in the X matrix only the observa-
tions available up to period t. Of course, this pro-
cess can only be used after allowing for a long
enough period used to compute the first estimate.
In our case, given that the sample is very short we
decided, for the purpose of analysing the proper-
ties of the corresponding indicator, in the terms of
section 4, to retain the initial figures even tough, in
rigour, they are not first estimates. This way, for
the period 1993/7 –1997/12 the indicator is made
up of estimates obtained using the data up to
1997/12 and after that it is in fact made up of first
estimates computed as explained above. One must
notice that this new indicator allows a more rigor-
ous analysis of the first principal component indi-
cator than the one evaluated in Marques et al.
(1999, 2000).
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(1) Sometimes the X matrix is defined with entries x it it i   ,
i.e. with variables subtracted from their means. In this case, the
input matrix RX X  ' is the variance-covariance matrix of the
original data. The use of the variance-covariance matrix as the
input matrix could be acceptable if the original variables do ex-
hibit variances that do not differ much among them. Otherwise
the first principal components tend to be dominated by the
variables with the largest variances. As the variance is scale de-
pendent the solution to such a case is exactly to use standard-
ised variables. See, for instance, Dillon and Goldstein (1984).
(2) For further details on this alternative specification see Machado
et al. (2001).
(3) See, for instance, Marques et al. (2000).Let us now address the re-scaling issue. The av-
erage level of the principal component in (3), being
obtained after “standardising” the original data, is
not comparable to the inflation average level dur-
ing the sample period. To be used as a core infla-
tion indicator it has to be re-scaled so that the two
series may exhibit the same average level. Even
though there are several alternative procedures
the easiest one to implement is to run a regression
equation between the inflation rate and the first
principal component and to define the re-scaled
indicator as the one corresponding to the fitted
values of the regression.(4) In our case in order to
get an estimator computable in real time, we have
decided to estimate successive regressions each
time including an additional observation.
The analysis of this indicator made up of first
estimates, which we shall denote as PC1 is carried
out in section 4. For comparability reasons an indi-
cator, also computed in real time after 1998/1, was
constructed, in which the conventional standardi-
sation was performed.(5) This indicator shall be de-
noted below as PC2.
3. A THEORETICAL MODEL FOR THE TREND
OF INFLATION
In this section we show as the principal compo-
nents analysis may be used to derive a consistent
estimate for the trend of inflation. Let us assume
that the price change of the ith CPI item can be de-
composed as the sum of two distinct components.
The first that we shall call the permanent compo-
nent whose time profile is basically determined by
the trend of inflation and the second usually re-
ferred to as the temporary component, which basi-
cally is the result of the idiosyncratic shocks, spe-
cific to the market of the ith good. In generic form
we write
  it i i t it iN tT 
 
   ab
* ;, , ;, , ; 11  (7)
where it, once again, stands for year-on-year
price change of the ith item, t
* for the trend of in-
flation and it for the temporary component.
Assuming that the it variables are integrated
of order one, it follows that t
* is also integrated of
order one. In turn, each it is, by construction, a
zero-mean stationary variable. Thus, equation (7)
posits a cointegrating relationship between the
change of prices of the ith item and the trend of in-
flation.(6) We assume at this disaggregation level
that there are some CPI items whose price
changes, even though determined in the long run
by the trend of inflation, do not necessarily exhibit
a parallel evolution vis-à-vis the trend of inflation
(so that we can have both ai 0andbi 1).
One should notice that the general formulation
suggested in (7) where we may have ai 0 and
bi 1 is not incompatible with the usual hypothe-
sis made in the literature, at the aggregate level,
which decomposes the economy-wide inflation
rate as the sum of the trend of inflation and a tran-
sitory component,
 ttt u 

* . (8)
To see that let us start by noticing that the infla-
tion rate measured by the year-on-year CPI rate of
change may be written as 

















, where  i represents the (fixed)
weight of the ith item in the CPI, Pit the corre-
sponding price index and Pt the CPI itself. Notice
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time varying.
If you multiply the N equations (7) by the (wit)
weights we get
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(4) This was the methodology used, for instance, in Coimbra and
Neves (1997).
(5) That is, using the standard error of  it and not of  it.
(6) Notice however that the method is also applicable even if some
 it are stationary, i.e. if somebi are zero [see Hall et al. (1999)].the relation suggested in (8) will be satisfied.
It may be shown that the principal components
analysis may be used in the context of model (7) to
obtain a consistent estimate for t
*. Under these
circumstances the first principal component may
be seen at as representing a common stochastic
trend for the price changes of the basic CPI items.
For the details see Machado et al. (2001).
4. ANALYSING THE PROPERTIES OF THE
INDICATOR
In this section the properties of the two indica-
tors PC1 e PC2 described in section 2 are evalu-
ated. The evaluation of the trend inflation indica-
tors follows the criteria proposed in Marques et al.
(1999, 2000). Remember that these criteria are the
following:
i) the difference between observed inflation
and the trend indicator must be a zero-mean
stationary variable;
ii) the trend indicator must behave as an attrac-
tor for the rate of inflation, in the sense that
it provides a leading indicator of inflation;
iii)the observed inflation should not be an at-
tractor for the trend inflation indicator.
To test these conditions we may proceed in dif-
ferent ways. The verification of condition i) may
be carried out by testing for cointegration in the
regression equation   tt t u 
 

* , with 1
and 0where t, stands for the year-on-year in-
flation rate and t
* for the trend inflation indica-
tor. In turn, this test can be implemented in two
steps. First run the unit root test on the series
 dtt t  
* with a view to show that dt is a sta-
tionary variable. Second, test the null hypothesis
0, given that dt is stationary.
To test the second and third conditions we
need to specify dynamic models for both t and
t
*. For the technical details the reader is referred
to Marques et al. (2000).
Both the PC1 and PC2 indicators meet the three
suggested conditions. We note that, by construc-
tion, we should expect both indicators to be unbi-
ased estimators, that is, to meet the second part of
condition i).
Chart 1 shows that both indicators behave very
much like what we would expect from a core infla-
tion indicator. Namely, PC1 and PC2 are smother
than inflation, and tend to be higher than inflation
when this is low and to be below inflation when
this is particularly high. Furthermore, under these
circumstances, we see that it is the inflation that
converges to the indicator and not the other way
around. Chart 1 also sows that PC2 is slightly
more volatile than PC1(7), so that the theoretical
advantages put forward in the previous section,
become now apparent.
Let us now compare the weights in the CPI
with the corresponding weights in the first princi-
pal component, for the different items.
Chart 2 depicts the relation between the
weights of each CPI item in the PC1 indicator and
the corresponding volatility (evaluated by  i, the
standard error of the first differences), both com-
puted with the data available for the whole sample
period. It turns out that all the items with a signifi-
cant weight exhibit a relatively low volatility and
that the items with larger volatility have weights
close to zero. It thus exists a negative relationship
between the weights and the volatility for each
item. On the contrary, as we can see in Chart 3,
there is no significant relationship between the
weight of each item in the CPI index and the corre-
sponding weight in the first principal component.
Chart 4 depicts the CPI weights of 9 CPI aggre-
gates and the corresponding weights in the first
principal component.(8) The first two aggregates
are basically composed of the items excluded from
the traditional “excluding food and energy” indi-
cator. The remaining aggregates are the same as in
the CPI. It turns out that the weights of the aggre-
gates “unprocessed food”and “energy” in the first
principal component are smaller than their
weights in the CPI. This is also true, even though
to a lesser extent, for “processed food” and
“Transportation and Communications (excluding
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(7) The standard error of the PC1 first differences is 0.093 p.p. and
the one of PC2 is 0.120 p.p. Both these standard errors are sig-
nificantly lower than the one of the first differences of the ob-
served rate of inflation, which is 0.297 p.p.
(8) The estimated weights of some basic items in the first principal
component have a negative sign. However, most of them ap-
pear not to be significantly different from zero and their accu-
mulated weight is rather small (about -1.86 per cent). For this
reason we decided to keep them in the figure. We note that the
weight of the aggregate “unprocessed food”, the most affected
by this problem, will be 5.32 per cent instead of 3.78 per cent if
those negative weights have been removed.energy)”. All the remaining aggregates exhibit a
larger weight in the first principal component than
in the CPI.
Summing up we may conclude that the most
volatile series reduce their weights in the first
principal component vis-à-vis the CPI, and vice-
versa for the smoothest series. This fact explains
why the PC1 indicator is smoother than the ob-
served rate of inflation.
Finally it is important to note that the PC1 indi-
cator, even though it seems to behave rather satis-
factorily under normal circumstances, it may nev-
ertheless exhibit stability problems under special
circumstances, namely if a change in the number,
in the definition or in the data collecting process of
the basic CPI items occurs. In this case the use of
the first principal component should be comple-
mented with more robust indicators such as some
limited influence estimators currently used by the
Banco de Portugal.
5. CONCLUDING REMARKS
In this paper we re-estimate and re-evaluate the
first principal component as trend inflation indica-
tor. The re-estimation is done so that the indicator
is computed in real time and re-evaluation is car-
ried out after allowing for the presence of a unit
42 Banco de Portugal / Economic bulletin / March 2001
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foodroot in the generation processes of the price
changes series.
The new indicator meets all the properties re-
quired for a core inflation indicator. On the one
hand it turns out that only the relatively smooth
series exhibit significant weights in first principal
component, the weights of the volatile series being
almost null. In particular the weight of the volatile
aggregates “unprocessed food” and “energy” is
much smaller in the first principal component
than in the consumer price index. This is why the
core inflation indicator is much less volatile than
recorded inflation. On the other hand recorded in-
flation tends to converge for the first principal
component whenever there is a significant differ-
ence between them.
We thus think that this new core inflation indi-
cator may play a useful role in the analysis of price
developments in the Portuguese Economy.
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