We establish two commutator estimates for the Dirichlet-to-Neumann map associated with a second-order elliptic system in divergence form in Lipschitz domains. Our approach is based on Dahlberg's bilinear estimates.
Introduction
This paper concerns the L 2 boundedness of the commutator [2, 12, 17, 6, 16, 15] and their references). The following are our main results of the paper. 
7)
where u is the solution of (1.4) with boundary data f . The constant C in (1.7) depends only on A and Ω.
A few remarks are in order.
Remark 1.3. If ∂Ω and A are sufficiently smooth, the operator Λ is a pseudo-differential operator of order one. It follows that
for any 1 < p < ∞. This is a classical commutator estimate due to A.P. Calderón [1] . 
(it is the usual maximum principle for m = 1; see [7] for m > 1 and d = 2, 3). In this case the estimate (1.7) may be replaced by 9) which, by duality, is equivalent to
We mention that (1.8) also holds in C 1 domains for m > 1 and d ≥ 2. Whether the estimate (1.8) holds in Lipschitz domains for m > 1 and d ≥ 4 remains a challenging open problem, even for second-order elliptic systems with constant coefficients. Remark 1.5. Estimates in Theorems 1.1 and 1.2 were proved in [13] for the special case L = −∆. They were used to analyze the asymptotic behavior of the Dirichlet-to-Neumann maps associated with elliptic systems with rapidly oscillating coefficients, arising in the theory of homogenization. We also point out that Theorems 1.1 and 1.2 continue to hold if g(x) = g αβ (x) is an m × m matrix that commutes with A(x); i.e. g αβ a βγ ij = a αβ ij g βγ . The proof is the same.
Our approach to Theorems 1.1 and 1.2, which is similar to that used in [13] for L = −∆, is based on Dahlberg's bilinear estimate
. In (1.11) we have used (v) * to denote the nontangential maximal function of v. The bilinear estimate was proved in [5] for harmonic functions u in Lipschitz domains (see related work in [4, 9] , where similar bilinear forms were used to solve L p Dirichlet problems in Lipschitz domains). We also mention that the results in [5] were extended in [11] to a class of second-order elliptic operators in the upper half-space with time-independent complex coefficients. In Section 2 we provide a relative simple proof of (1.11), under the assumptions that A satisfies (1.3) and |∇A(x)| 2 δ(x) dx is a Carleson measure on Ω. The proof, which is probably known to experts in the area, follows closely the basic argument in [8] , where the equivalence in L p norms between the square function and the nontangential maximal function was established for solutions of higher-order elliptic systems with constant coefficients in Lipschitz domains. In Section 3 we use a perturbation argument to prove (1.11) for elliptic operators with Hölder continuous coefficients.
The proof of Theorem 1.1 is given in Section 4, while Section 5 is devoted to the proof of Theorem 1.
The connection between the bilinear estimate (1.11) and the commutator [Λ, g] is made through the following identity, 12) where v ∈ H 1 (Ω) is any extension of g to Ω. For the estimate (1.6) we construct v in such a way that ∇v L ∞ (Ω) ≤ C g C 0,1 (∂Ω) , and dν = |∇ 2 v(x)| 2 δ(x) dx is a Carleson measure on Ω with norm ν C less than C g 2 C 0,1 (∂Ω) . In the case of (1.7) we choose v to be the harmonic extension of g; i.e., ∆v = 0 in Ω and v = g on ∂Ω.
Finally, we remark that although we will not pursue the approach in this paper, it seems possible, at least in the case of (1.6), to establish the commutator estimates for the Dirichletto-Neumann map, using the method of layer potentials. Indeed, let
denote the single layer potential for L, where Γ(x, y) is the matrix of fundamental solutions for L in R d (one may suitably modify A outside Ω for the existence of Γ(x, y)). The conormal derivative of u = S(f ) is given by (1/2)I + K f , where K is a singular integral operator on ∂Ω. It follows that
where S = S| ∂Ω . This implies that
Under the assumption that A is elliptic and Hölder continuous, it is known that for 1 < p < ∞, the operator K is bounded on L p (∂Ω), and S is bounded from [17, 16, 15] ). As a result, we obtain 
Dahlberg's bilinear estimate, Part I
Let Ω be a bounded Lipschitz domain in
for Q ∈ ∂Ω, where α 0 = α 0 (Ω) > 1 is a fixed large constant. Let ν be a nonnegative measure on Ω. We call ν a Carleson measure if
is finite. The defining property of Carleson measures is that
where C depends only on the Lipschitz character of Ω (see e.g. [10, Section 7.3] for the case of R d + ). The goal of this section is to establish the following theorem.
satisfying the ellipticity condition (1.3) . Also assume that A ∈ C 1 (Ω) and that
4)
where C depends only on d, m, µ, C 0 , and Ω.
Proof. By a partition of unity it suffices to estimate the integral of ∇u · v over B(Q, r 0 ) ∩ Ω with v ∈ H 1 0 (B(Q, r 0 )), where Q ∈ ∂Ω and r 0 > 0 is small. Since the condition (2.3) is translation and rotation invariant, we may assume that Q = 0 and
where ψ is a Lipschitz function on R d−1 , ψ(0) = 0, and C 0 = 10( ∇ψ ∞ + 1). Thus it is enough to establish the estimate (2.4) with Ω replaced by
Using a special change of variables invented by C. Kenig and E. Stein, we may further reduce the problem to the case of the upper half-space
where 
and (3) all constants depend only on d and ∇ψ ∞ (see e.g. [5, 8] ). It follows that the ellipticity condition (1.3) and the Carleson condition (2.3) are preserved under the change of variables (x ′ , t) = Φ(y ′ , s). As a result, we only need to show that
+ with a norm depending only on µ,, C 0 , and ∇ψ ∞ . We now proceed to prove the estimate (2.5), using an approach found in [8] . We begin by writing
where we have used the integration by parts. By the Cauchy inequality, the second term in the right hand side of (2.6) is dominated in absolute value by the right hand side of (2.5).
As for the first term, it is easy to see that an integration by parts in x ′ and the Cauchy inequality may be used to handle the integral of
As a result, it remains to bound the integral
by the right hand side of (2.5). This will be done by using the assumption that u is a solution of a second-order elliptic system. Indeed, using L(u) = 0 in B(0, r 0 ) ∩ R d + , we may write
where
, . . . ,
is invertible by (1.3), and its inverse E = b αβ satisfies the same type of ellipticity and Carleson conditions as A. This allows us to use the integration by parts in x ′ to obtain
It follows by the Cauchy inequality that the left hand side of (2.9) is bounded by
. (2.10)
+ , we see that (2.10) is dominated by the right hand side of (2.5). This completes the proof.
Dahlberg's bilinear estimate, Part II
In this section we show that the bilinear estimate (2.4) holds if A is elliptic, symmetric, and Hölder continuous. We mention that under these assumptions on A, the Dirichlet problem (1.4) is uniquely solvable for f ∈ L 2 (∂Ω; R m ). Moreover, the solution u satisfies the nontangential maximal function and square function estimates:
where C depends only on A and Ω (see e.g. [16, 15] ). (1.3) . Also assume that A * = A and that A is Hölder continuous in
where the constant C depends at most on A and Ω. 
where φ(t) = | ln(t)| + 1 2 , and C depends only on A and Ω.
Proof. By dilation and translation we may assume that
Without loss of generality we may further assume that A(x) is periodic with respect to Z d . This would allow us to use results in [14] obtained for second-order elliptic systems in divergence form with periodic coefficients.
Let w = (w α ), where
and Γ αβ (x, y) denotes the matrix of fundamental solutions for L in R d , with pole at y. It follows from [14, section 8] that
and
Note that L(u − w) = 0 in Ω and u − w = −w on ∂Ω. Using (3.1), we obtain
This, together with (3.5), gives
The desired estimate now follows from (3.4) and (3.6).
Remark 3.3. Since φ(t) ≤ C ε t −ε for 0 < t < 1 and ε > 0, it follows from (3.3) that
This, together with the energy estimate ∇u
by complex interpolation, where 0 ≤ α 1 < α 2 ≤ 1. Although the weighted norm inequality (3.8) for 0 < α 1 < α 2 < 1 is sufficient for our purpose, it would be interesting to know if (3.8) holds for 0 < α 1 = α 2 < 1. It follows from the maximum principle that B(x) satisfies the elliptic condition (1.3) with the same µ. Also note that B ∈ C ∞ (Ω), B is Hölder continuous of order η in Ω,
for any x ∈ Ω, (3 (here we have assumed that 0 < η < η 0 (Ω) is sufficiently small). In particular, the estimate (3.9) implies that |∇B(x)| 2 δ(x) dx is a Carleson measure on Ω. Now, let u ∈ H 1 (Ω; R m ) be a weak solution of L(u) = 0 in Ω and v ∈ H 1 (Ω; R d×m ). Write
where w ∈ H 1 (Ω; R m ) is the solution of div B(x)∇w = 0 in Ω and w = u on ∂Ω. By Theorem 2.1 and (3.1), the first term in the right hand side of (3.11) is bounded by
The second term in the right hand side of (3.11) will be handled by the estimate (3.8). By the Cauchy inequality we see that It follows from the estimate (3.8) that
where we have used (3.10) for the second inequality and (3.1) for the third. This, together with (3.12), completes the proof.
Trilinear estimates and Proof of Theorem 1.1
We begin with a lemma on extensions of Lipschitz functions.
, where C depends only on Ω.
Proof. By a partition of unity we may assume that supp(g) ⊂ B(Q, r 0 )∩∂Ω for some Q ∈ ∂Ω and some small r 0 > 0. By translation and rotation we may assume that Q = 0 and
where ψ is a Lipschitz function on R d−1 , ψ(0) = 0, and
Recall that there exists a bi-Lipschitz map Φ :
) satisfies all requirements in the lemma, if ϕ ∈ C ∞ 0 (B(0, C 0 r 0 )) and ϕ = 1 on B(0, r 0 ). Finally we remark that the extension F may be given by F (x ′ , t) = η t * f (x ′ ), where We will use v to denote the extension of g to Ω given by Lemma 4.1. Let h ∈ H 1 (Ω; R m ) be a weak solution of L * (h) = div A * (x)∇h = 0 in Ω. The proof of Theorem 1.1 relies on the following observation:
where we have used L(u) = 0 and L * (h) = 0 in Ω.
Lemma 4.2.
Let Ω be a bounded Lipschitz domain. Assume that A satisfies (1.3) and that dν = |∇A(x)| 2 δ(x) dx is a Carleson measure on Ω with norm less than C 0 . Let f, g, h, and u, v be given above. Then
Proof. The lemma follows from (4.2) and Theorem 2.1. Indeed, since div(A * ∇h) = 0 in Ω, by Theorem 2.1, the first term in the right hand side of (4.2) is bounded by
It follows that
where we have used the estimate ∇v L ∞ (Ω) ≤ g C 0,1 (∂Ω) in Lemma 4.1. In view of (4.5) we obtain
where we have used the fact that |∇ 2 v(x)| 2 δ(x) dx is a Carleson measure on Ω with norm less than C g 2 C 0,1 (∂Ω) in Lemma 4.1, as well as the assumption that |∇A(x)| 2 δ(x) dx is a Carleson measure on Ω. This, together with (4.4) and (4.6), shows that the first term in the right hand side of (4.2) is dominated by the right hand side of (4.3).
The second term in the right hand side of (4.2) may be handled in the same fashion. Since div(A∇u) = 0 in Ω, by Theorem 2.1, this term is bounded by The rest of the argument is identical to that for the first term (with the roles of u and h switched). We omit the details.
Proof of Theorem 1.
where v is the extension of g given by Lemma 4.1. We will show that 10) which yields the desired estimate by duality.
To estimate I 1 , we construct an elliptic matrix B(x) = (b αβ ij ), as in the proof of Theorem 3.1. Note that
Since |∇ 2 B(x)| 2 δ(x) dx is a Carleson measure on Ω, we may use Theorem 3.1 to show that
(see the proof of Lemma 4.2). This, together with (3.1), gives
To estimate I 12 , we observe that
where we have used the Cauchy inequality for the second inequality and (3.1) for the third.
on Ω. It follows that
Finally, we point out that the term I 2 may be handled by the same manner as I 1 , with the roles of u and h switched. We omit the details.
Proof of Theorem 1.2
Throughout this section we will assume that A is elliptic, symmetric, and Hölder continuous. Let f ∈ C 0,1 (∂Ω; R m ) and u ∈ H 1 (Ω; R m ) be the weak solution of L(u) = 0 in Ω with boundary data u = f on ∂Ω. Let h ∈ H 1 (Ω; R m ) be a weak solution of L(h) = 0 in Ω. In this section we shall use v to denote the harmonic extension of g to Ω; i.e., ∆v = 0 in Ω and v = g on ∂Ω. It was proved in [3, 12] that
where C depends only on the Lipschitz character of Ω. Our goal is to show that
which yields the desired estimate in Theorem 1.2 by duality. We shall assume that u L ∞ (Ω) is finite. Using the localized square function estimate, one may show that |∇u(x)| 2 δ(x) dx is a Carleson measure on Ω with norm less than C u 2 L ∞ (Ω) , where C depends only on A and Ω.
To prove (5.2) we begin by recalling from (4.2) that
To estimate I, we write
where B = (b αβ ij ) is the elliptic matrix constructed in the proof of Theorem 3.1. It follows from Theorem 3.1 that
where we have used (5.1) for the second inequality. Since
we see that
where we have used the fact that |∇u(x)| 2 δ(x) dx is a Carleson measure on Ω with norm less than C u 2 L ∞ (Ω) , and that |∇B(x)| 2 δ(x) dx is also a Carleson measure on Ω. This, together with (5.5) and (5.6), gives
To bound I 2 , we use
It follows by the Cauchy inequality that
where we have used the fact that |A − B| 2 δ(x) −1 dx is a Carleson measure on Ω. The estimate of I = I 1 + I 2 is now complete. Note that J 12 = −I 1 and by the Cauchy inequality,
Also,
Since ∇v is harmonic in Ω, we may use Theorem 3.1 to bound the first term in the right hand side of (5.11) by 12) where G = b αβ ij u β h α . As in the case of I 1 , the term in (5.12) is dominated by the right hand side of (5.8), using the fact that |∇B(x)| 2 δ(x) dx and |∇u(x)| 2 δ(x) dx are Carleson measures on Ω. By the Cauchy inequality the second term in the right hand side of (5.11) is bounded by
where we have used the estimate |∇B(x)| ≤ C δ(x) η−1 as well as the fact that δ(x) η−1 is a Carleson measure on Ω. Finally, it remains to estimate
Recall that |A(x) − B(x)| ≤ C δ(x) η . By the Cauchy inequality we see that
where we have used the fact that |∇u(x)| 2 δ(x) dx is a Carleson measure with norm less than C u L ∞ (Ω) . This completes the proof of Theorem 1.2.
