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Paraná, como requisito parcial para a obtenção do grau
de Doutor em Ciências









Primeiramente eu gostaria de agradecer ao professor Marcus W. Beims pela
orientação, paciência e confiança durante esses últimos anos (desde o mestrado, foram
seis anos de dedicação!). Muito obrigada professor Marcus!
Meus sinceros agradecimentos aos professores Sérgio R. Lopes, Wilson M.
Junior e Marcos G. E. da Luz que participaram da banca de pré-defesa e contribúıram
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Neste trabalho apresentamos um estudo sobre a dinâmica da transferência
de energia em meios modulados e o transporte de part́ıculas através dos múltiplos
poços de um potencial assimétrico conhecido como catraca1. O modelo de estudo é
caracterizado por um sistema de interesse, representado por uma part́ıcula sujeita a
um potencial do tipo catraca, interagindo com um número N finito de osciladores
harmônicos que modelam um meio discreto, onde o espectro de freqüências é bastante
estruturado.
A dinâmica da transferência de energia foi estudada em detalhes como função
do número N de osciladores do meio. Observamos que para valores baixos de N o
meio pode induzir a transferência da part́ıcula de um poço do potencial para outro.
Neste regime de N verificamos que quando os efeitos da dissipação surgem, o sistema
apresenta uma dinâmica caótica. Mostramos também que a energia média do sistema
decai no tempo obedecendo uma lei de potência. No estudo referente ao transporte
de part́ıculas constatamos que a mobilidade máxima ocorre no limite onde os passeios
de Lévy, responsáveis pelo comportamento super-difusivo, deixam de existir.
1Essa é a tradução para a palavra do inglês ratchet.
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Abstract
This work presents a study about the energy transfer dynamics in modulated
environments, and the transport of particles in multiple asymmetric well potentials,
known as ratchets. The model is described by a main system, represented by a
particle under the influence of the ratchet potential, interacting with an environ-
ment composed of a finite number N of uncoupled harmonic oscillators where the
frequencies spectrum is highly structurated.
The energy transfer dynamics between system and environment was studied
in details as a function of the number of oscillators N of the environment. For low
values of N , it is observed that the environment induces a particle transfer between
different potential wells. In this N regime, a chaotic dynamics for the system particle
occur when dissipation effects emerge. We also show that the rate of decay of the
mean energy from the system obeys a power law. The particles transport along the
ratchet potential shows a maximal mobility at the border line when Levy walks,
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5.2.2 Trajetória Reconstrúıda e Dimensão de Imersão . . . . . . . . 58
5.2.3 Caso N = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.4 Caso 1 ≤ N ≤ 12 . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.5 Caso 13 ≤ N ≤ 20 . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.6 Caso N > 20 . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6 Transporte de Part́ıculas 69
6.1 O Mecanismo de Transporte . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Corrente de Part́ıculas . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3 Comportamento Difusivo . . . . . . . . . . . . . . . . . . . . . . . . . 74
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1.1 Dissipação em Sistemas Interagentes
Quando queremos tratar um sistema f́ısico no qual, por alguma razão, não
temos acesso a todas as informações necessárias a respeito dos estados que o caracte-
rizam, temos que recorrer a uma abordagem estat́ıstica. Um exemplo é a impossibi-
lidade prática de descrevermos a evolução das equações de movimento microscópicas
que regem um sistema macroscópico, isso porque um sistema macroscópico é cons-
titúıdo por muitas part́ıculas e não temos acesso ao estado inicial de cada uma delas.
O movimento irregular (Browniano) de uma part́ıcula imersa num ĺıquido é um exem-
plo de um sistema dessa natureza. Imagine que se queira descrever o movimento da
part́ıcula Browniana levando em conta as equações de movimento de cada uma das
moléculas que constituem o ĺıquido. Isto seria uma tarefa imposśıvel porque não te-
mos como saber a posição e velocidade inicial de cada uma das part́ıculas envolvidas
no processo. Diante dessa falta de conhecimento perante a natureza, o que nos cabe
é tratar tais sistemas de forma estat́ıstica e admitir a existência de flutuações nos
resultados observados.
Podemos aplicar um tratamento estat́ıstico tanto em sistemas que possuem
muitos graus de liberdade quanto em sistemas com poucos graus de liberdade, sem-
1
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pre que alguma incerteza está associada as grandezas de interesse. O tratamento es-
tat́ıstico aplicado a poucos graus de liberdade é uma ferramenta bastante útil tendo
em vista o crescente interesse cient́ıfico em tratar sistemas de escalas nanométricas
e microscópicas, os quais normalmente são governados pela Mecânica Estat́ıstica
de não-equiĺıbrio [1, 2]. Nesse contexto damos ênfase aos processos dissipativos que
surgem devido a interação de um sistema com o meio em que se encontra. Alguns
exemplos de sistemas dessa natureza são: efeitos de dissipação em processos de fo-
toisomerização [3], processos de descoerência e relaxação de spin [4–6], relaxação
e transferência de energia em sistemas moleculares [7–9], processo de tunelamento
quântico em sistemas dissipativos [10, 11], e o transporte direcional de part́ıculas
envolvendo os motores moleculares1 [12–15].
Apesar do grande esforço da comunidade cient́ıfica no estudo dos proces-
sos que envolvem dissipação, ainda hoje não se tem um entendimento claro de sua
origem. Podemos encontrar trabalhos recentes [16, 17] que propõe modelos teóricos
para dissipação, sendo portanto um assunto de atual interesse cient́ıfico. As des-
crições teóricos para modelar os efeitos da dissipação usualmente consideram um
sistema global conservativo, que é representado por um sistema de interesse aco-
plado com um meio (sistema de interesse + meio) [11,16,18–20]. Embora o sistema
global seja conservativo, os efeitos da interação possibilitam trocas de energia entre
o sistema de interesse e o meio, de modo que o sistema de interesse sozinho pode ser
interpretado como um sistema dissipativo.
Neste trabalho objetivamos o estudo da dissipação modelada a partir da
descrição de um sistema total conservativo (sistema de interesse + meio). Estamos
particularmente interessados nas trocas de energias entre as diferentes partes do
sistema global quando o sistema de interesse é acoplado com um meio representado
por um número finito de constituintes, embora não buscamos a verificação de um
limite estat́ıstico ou cálculos de grandezas estat́ısticas do problema.
1Protéınas celulares capazes de converter energia qúımica em força e movimento mecânico, os
quais são responsáveis por exemplo: pelo transporte de ı́ons e prótons em processos intracelulares.
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Um trabalho histórico que buscou por respostas sobre questões importantes
relacionadas com a Mecânica Estat́ıstica irreverśıvel é o trabalho de Fermi-Pasta-
Ulam [21], que em 1955 procurou verificar como um sistema de muitos graus de
liberdade é conduzido de uma situação inicial de não-equiĺıbrio, para uma situação
de equiĺıbrio. O modelo de Fermi-Pasta-Ulam é descrito por uma rede unidimensional
de N − 1 osciladores não-harmônicos acoplados. O principal objetivo era verificar a
equipartição de energia entre os modos de vibração quando o número N de osciladores
fosse relativamente grande. Porém, o que eles observaram foi a recorrência da energia
entre os modos de vibração. Esse fato só foi explicado bem mais tarde com a ajuda
da teoria do caos que mostrou que a equipartição de energia só é encontrada além
de um limite de forte estocasticidade2 [22].
Na literatura podemos encontrar muitos trabalhos que usam um número
finito de constituintes para estudar as transições de uma dinâmica microscópica
para um comportamento macroscópico. Entre outros trabalhos podemos citar: os
efeitos de descoerência em um sistema de dois ńıveis acoplado a um banho finito
de graus de liberdade [23], cálculo da flutuação de energia de um sistema acoplado
com um reservatório térmico finito [24] e a manifestação macroscópica de transição
entre regimes dinâmicos numa rede unidimensional do modelo de Fermi-Pasta-Ulam
acoplada a uma impureza [25].
O trabalho proposto por esta tese se encaixa no contexto da Mecânica Es-
tat́ıstica de não-equiĺıbrio aplicada a poucos graus de liberdade, ao qual procuramos
também dar um enfoque de dinâmica não-linear. Estudamos um sistema de inte-
resse acoplado a um meio constitúıdo por “poucos” graus de liberdade, na ordem de
dezenas ou centenas. Denominamos “poucos” graus de liberdade do ponto de vista
estat́ıstico, mas que na verdade representam muitos graus de liberdade quando anali-
samos o problema do ponto de vista dinâmico. A descrição do sistema de interesse é
motivada pelas chamadas catracas Brownianas, as quais iremos discutir na próxima
2A expressão em inglês é strong stochasticity threshold e significa o limite de transição suave,
entre um regime de fraco e forte caos, na dinâmica de um sistema.
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seção.
1.2 Catracas Brownianas
Uma part́ıcula Browniana sujeita a um potencial periódico assimétrico e
uma força externa dependente do tempo, com média nula, pode modelar um sistema
denominado de catraca Browniana. Esses sistemas (em situações reais) podem ser de
escalas microscópicas — na ordem de alguns micrômetros — e são capazes de trans-
portar part́ıculas com velocidade macroscópica diferente de zero, embora em média
as part́ıculas não sofram a ação de uma força macroscópica direcionada. O interesse
nestes sistemas é motivado principalmente por problemas da biof́ısica molecular, onde
mecanismos desse tipo são propostos para explicar os motores moleculares [12–15].
Atualmente as catracas Brownianas vêm sendo amplamente estudadas não apenas do
ponto de vista clássico [26–30] mas também quântico [31–34]. Esses estudos teóricos
e experimentais têm apontado para posśıveis aplicações desses sistemas em diferentes
áreas da ciência [35]. Essas pesquisas indicam a possibilidade de se construir novos
dispositivos que podem ser empregados na separação de pequenas part́ıculas [36–39]
utilizando as catracas Brownianas. Além disso, outras aplicações práticas na área da
f́ısica da matéria condensada mostram a possibilidade de melhorar o desempenho de
dispositivos supercondutores através da redução da densidade de vórtices3 e também
suavizando superf́ıcies no processamento de filmes finos de alta qualidade [40,41].
O primeiro protótipo, talvez o mais popular, de um dispositivo do tipo ca-
traca Browniana foi idealizado por Feynman em seu Lectures on Physics [42]. Feyn-
man imaginou um motor capaz de gerar movimento macroscópico a partir de forças
de origem puramente microscópicas. Para isso, imaginou um dispositivo constitúıdo
por uma catraca conectada a uma hélice por meio de um eixo, ambas separadas
3Vórtices (ou linhas de fluxo) podem ser induzidas nos materiais supercondutores por pequenos
campos magnéticos provocando dissipação de energia e gerando rúıdo interno, deste modo, limitando
o funcionamento dos dispositivos supercondutores.
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por duas caixas perfeitamente isoladas contendo gases com a mesma temperatura
(T1=T2), veja a Fig. 1.1. Considerando que o dispositivo é reduzido a escalas mi-
croscópicas, os impactos das moléculas do gás sobre a hélice do motor — decorrentes
do movimento aleatório das moléculas por causa da agitação térmica — podem for-
necer energia para o motor girar livremente.
A idéia é retificar este movimento aleatório com a ajuda de uma lingüeta, fa-
zendo com que a catraca gire mais facilmente em um sentido que no sentido oposto,
e com isso, realizando trabalho suficiente para levantar um pequeno objeto que é
preso no eixo do motor. Porém, contrariando as expectativas, nenhum movimento
preferencialmente direcionado pôde ser observado. No entanto, Feynman mostrou
Fig. 1.1: Motor microscópico idealizado por Feynman. Figura extráıda da referência [42].
que quando o dispositivo é tratado de forma mais consistente4, o movimento direcio-
nado da catraca é obtido apenas quando a temperatura do gás onde encontram-se a
catraca e a lingüeta é menor do que a temperatura do gás onde está imerso a hélice,
neste caso, supõe-se T1 > T2. E assim, surgiu a concepção de um motor Browni-
ano, fonte que serviu de inspiração nas pesquisa dos motores moleculares. Mas, uma
importante questão é: como tratar teoricamente esse tipo de sistema?
Os modelos contemporâneos de uma catraca Browniana não têm a mesma
aparência f́ısica do motor de Feynman, considerando que na prática manter gradi-
4Maiores detalhes são obtidos na Ref. [42].
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entes térmicos em pequenas distâncias é praticamente imposśıvel. Por outro lado,
as pesquisas cient́ıficas nessa área têm apontado o uso de outras fontes de energia,
em vez de gradientes térmicos, para o funcionamento de um motor microscópico. A
energia pode ser fornecida por flutuações externas [26, 43], ou por reações qúımicas
fora de equiĺıbrio [44]. Assim, o movimento Browniano pode ser induzido a fim de
se obter transporte direcionado de part́ıculas em sistemas que apresentam quebra de
simetria espacial, mesmo que o sistema seja isotérmico.
Neste contexto, Marcelo O. Magnasco [26] propôs um modelo teórico para
uma catraca Browniana. Ele representou a catraca por meio de um potencial periódico
V (x) que apresenta quebra de simetria espacial, como ilustrado na Fig. 1.2. Considerou
V(x)
x
Fig. 1.2: Potencial periódico assimétrico.
então, que uma part́ıcula é submetida a esse potencial e a forças de origem deter-
mińısticas e estocásticas. O modelamento desse sistema, incluindo todas as forças que
atuam sobre a part́ıcula, foi feito através da conhecida equação de Langevin5 [1,45],
expressa na forma
αẋ = f(x) + ζ(t) + F (t), (1.1)
onde α é uma constante de amortecimento (com unidades de massa/tempo), x é
a variável representando a posição da part́ıcula, e portanto, αẋ é uma força de
amortecimento. Os termos do lado direito são: o campo de força devido o potencial
5Leva esse nome devido as contribuições de Langevin em 1908. Neste caso espećıfico, a equação
é de primeira ordem, pois o termo de inércia mẍ foi desprezado.
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V (x) que é dado pela equação f(x) ≡ −∂V (x)/∂x, o rúıdo térmico Gaussiano ζ(t)
que obedece a propriedade 〈ζ(t)ζ(t′)〉 = 2αkBTδ(t− t′), e finalmente a força externa
dependente do tempo F (t), que pode ser de origem determińıstica ou estocástica, com
média temporal zero, e que é responsável pelo movimento direcionado da part́ıcula.
No seu trabalho Magnasco mostrou que o transporte direcionado no domı́nio
Browniano é obtido sob duas condições: com a quebra da simetria espacial e com
a quebra do equiĺıbrio térmico. No modelo proposto, veja a Eq. (1.1), a assimetria
espacial é dada pelo potencial V (x) e a força F (t) é responsável pelas flutuações fora
do equiĺıbrio.
Teoricamente as catracas Brownianas são descritas por um sistema de in-
teresse acoplado a um banho térmico ou meio, e possivelmente sob a ação de uma
ou mais forças externas. Um banho térmico (de um ponto de vista microscópico)
é representado por um número elevado de graus de liberdade que são modela-
dos normalmente por osciladores harmônicos. A forma usual de tratar este pro-
blema consiste em integrar separadamente as equações de movimento dos oscilado-
res harmônicos [18, 19]. Deste modo, a dinâmica do sistema pode ser determinada
através da solução de uma única equação, ou seja, da equação de Langevin. Nessa
abordagem, a influência do banho térmico — o qual é constitúıdo por um número
infinito de osciladores harmônicos — sobre a dinâmica do sistema é feita via duas
forças: uma força estocástica e uma força de amortecimento. No caso da catraca
Browniana descrita pela Eq. (1.1), o sistema é representado pela part́ıcula mais o
potencial V (x), enquanto as forças αẋ e ζ(t) descrevem a ação do meio (que neste
caso representa um banho térmico) sobre o sistema, e ainda temos F (t) representando
a força externa que atua sobre a part́ıcula.
O progresso nas pesquisas em relação as catracas Brownianas conta com
contribuições teóricas [27, 28, 46–48] e experimentais [49, 50], que embora usem os
mesmos prinćıpios básicos, podem apresentar variações nos seus modelos. Entre es-
ses, podemos citar como exemplo um modelo bastante popular na literatura que é
1.2. Catracas Brownianas 8
caracterizado por um potencial assimétrico do tipo catraca liga-desliga 6 [49–51], di-
ferindo da Eq. (1.1) nos seguintes aspectos: a amplitude do potencial V (x) é variável
no tempo, e a força externa F (t) não é considerada. Um outro modelo que em-
prega basicamente o mesmo mecanismo de operação de uma catraca liga-desliga, é
descrito por um potencial periódico assimétrico fixo no tempo, mas neste caso as
part́ıculas experimentam modulações temporais periódicas da temperatura [47]. Es-
sencialmente, em ambos os casos o rúıdo térmico é indispensável para obter uma
corrente de part́ıculas diferente de zero. Na literatura encontramos também um
modelo em que o rúıdo térmico (ζ(t) na Eq. (1.1)) é exclúıdo e, diferentemente da
equação proposta por Magnasco, o termo de inércia (mẍ) é inserido na Eq. (1.1) [28].
Esse modelo é conhecido na literatura como catraca determińıstica, e sua dinâmica
pode ser bastante complexa.
Trabalhos experimentais sobre o efeito catraca mostraram-se bastante pro-
missores mediante a possibilidade de construção de novos dispositivos capazes de
separar part́ıculas com diferentes tamanhos, cujas as dimensões são da ordem de
micrômetros. A Fig. 1.3 mostra um protótipo de um dispositivo [38] dessa natu-
reza. Na Fig. 1.3 (a) podemos ver a imagem de um pedaço de siĺıcio constitúıdo por
um grande número de poros dispostos paralelamente que são praticamente idênticos,
com diâmetro de ∼ 1 µm. Ao longo do eixo de cada poro o diâmetro apresenta uma
variação periódica e assimétrica, lembrando a forma da catraca, veja a imagem na
Fig. 1.3 (b). Uma ilustração do dispositivo completo é mostrada na Fig. 1.3 (c). A
extensão dos poros de siĺıcio, cuja as formas lembram catracas, vai de −zP até zP e
são ilustrados na cor cinza escuro. Os poros estão completamente preenchidos com
ĺıquido contendo duas espécies diferentes de part́ıculas. O ĺıquido é bombeado peri-
odicamente para frente e para trás através dos poros — o bombeamento é indicado
pelo pistão do lado esquerdo da Fig. 1.3 (c) — e a direção da corrente de part́ıculas
depende sensivelmente do tamanho das part́ıculas envolvidas, o que possibilita a se-
paração das part́ıculas de tamanhos diferentes em cada lado da base do dispositivo.
6No inglês usa-se o termo on-off ratchet.
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No aparato real o comprimento de 2zP é da ordem de 100−200 µm, e o comprimento
zB − zP de cada base é de 20 − 200 µm. As outras extensões do dispositivo são da
ordem de 1 − 2 cm.
Fig. 1.3: Protótipo de um dispositivo capaz de separar pequenas part́ıculas. Figura adaptada da
Ref. [38].
Recentemente outro trabalho experimental [52] mostrou que superf́ıcies com
forma de catraca apresentam alta eficiência no transporte direcionado de gotas de
ĺıquidos na presença de gradientes de temperatura. Observe a seqüência de imagens
na Fig. 1.4 mostrando o movimento de uma gota através da superf́ıcie tipo catraca.
Esse resultado abriu a possibilidade de aplicações tecnológicas, como por
exemplo, no resfriamento de microprocessadores de alto desempenho.
Os diversos estudos teóricos que encontramos na literatura sobre as catracas
Brownianas, ou simplesmente sobre o efeito catraca, examinam em detalhes esses
sistemas sob diferentes aspectos, por exemplo: a dependência da corrente, ou seja,
do fluxo de part́ıculas, como função da forma do potencial assimétrico e da forma
do espectro de potências do rúıdo térmico. Foi demonstrado que o surgimento de
correntes reversas está relacionado com a caracteŕıstica do espectro de freqüências
[53]. O estudo de correntes reversas também é explorado nas catracas determińısticas
em regimes de transporte caóticos e periódicos [29, 54, 55]. Também encontramos
trabalhos recentes sobre sincronização em catracas determińısticas acopladas [30,56,
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Fig. 1.4: Seqüência de imagens que mostram o movimento da gota através da superf́ıcie assimétrica
(d=0,3 mm e s=1,5 mm). Essa figura foi adapta da Ref. [52].
57]. Pesquisas sobre a eficiência dos motores Brownianos também foram verificados
em função da temperatura, massa, amplitude do coeficiente de amortecimento e da
força externa [58]; alguns trabalhos também propõe novas definições para o cálculo
da eficiência nessas máquinas microscópicas [59, 60]. As catracas quânticas também
têm sido analisadas, como exemplo: o estudo do efeito de campos de lasers sobre
o transporte de elétrons através de fios moleculares, onde é observado o surgimento
de correntes reversas com uma dependência não linear em relação a amplitude e a
freqüência do campo de laser [33]. Outro exemplo é o estudo de uma catraca quântica
cujo análogo clássico é caótico, onde o modelo proposto para o estudo do transporte
permite fazer a correspondência para o limite clássico [34].
1.3 Objetivos e Organização da Tese
A presente tese está inserida no contexto da Mecânica Estat́ıstica de não-
equiĺıbrio, envolvendo os processos de dissipação e transporte em sistemas que são
acoplados com um meio finito. Motivada também pelo assunto que envolve as catra-
cas Brownianas.
O objetivo geral dessa tese é realizar um estudo da dinâmica de transferência
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de energia, dissipação e transporte de part́ıculas em potenciais assimétricos, empre-
gando a descrição de um meio modulado. Para isso, tomamos como ponto de par-
tida a formulação clássica do modelo de Caldeira e Leggett [10,11], que descreve um
sistema de interesse acoplado linearmente com um reservatório constitúıdo por N
osciladores harmônicos. A partir da integração numérica das 2N + 2 equações de
movimento do sistema global, realizamos o estudo dos tópicos mencionados acima.
Diferente do conceito usual de reservatório térmico, representado por infi-
nitos osciladores, propomos aqui a descrição de um meio finito, ou seja, um meio
representado por um número N finito de osciladores harmônicos. Neste meio finito,
que chamamos de meio modulado, o espectro de freqüências é bastante estruturado
devido a ausência de muitas freqüências dentro do intervalo de interesse.
O sistema de interesse é representado por uma part́ıcula sujeita a um poten-
cial periódico e assimétrico, ou seja, um potencial catraca. Essa escolha do potencial
foi feita inspirada nas catracas Brownianas, visando o estudo do transporte direcio-
nado de part́ıculas através dos múltiplos poços do potencial.
Os objetivos mais espećıficos contemplam um estudo detalhado da dinâmica
de transferência de energia entre sistema e meio [61], a caracterização do processo
dinâmico da part́ıcula na transição de um sistema conservativo para dissipativo,
contando com o aux́ılio de algumas ferramentas da dinâmica não linear [62]. Toda
essa análise é realizada quando o número N de osciladores, que constituem o meio,
cresce. O estudo do transporte direcionado de part́ıculas tem como meta caracterizar
o processo difusivo envolvido e verificar sob quais condições, e de que maneira, é
posśıvel obter uma máxima corrente [63]. Os trabalhos mencionados neste parágrafo
[61–63] referem-se aos resultados que foram obtidos com este trabalho.
A tese está dividida em sete caṕıtulos. A introdução no primeiro caṕıtulo,
aqui apresentado, teve como objetivo contextualizar o tema de estudo proposto por
este trabalho. No segundo caṕıtulo são apresentados alguns aspectos teóricos que
julgamos relevantes para o entendimento da tese. O modelo de estudo é caracteri-
zado no terceiro caṕıtulo, onde comentamos sobre a motivação f́ısica e apresentamos
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as equações de movimento. O quarto caṕıtulo apresenta os resultados referentes
a dinâmica de transferência de energia e do processo de dissipação de energia. No
quinto caṕıtulo são apresentados os resultados da análise não linear das séries tempo-
rais do sistema de interesse. Os resultados sobre o transporte e corrente de part́ıculas




2.1 O Movimento Browniano
O interesse em estudar sistemas que exibem movimento aleatório tem sido
tema de pesquisa por décadas; desde 1905 quando Einstein explicou a origem do
movimento Browniano [64]. Em seu trabalho, Einstein mostrou que a difusão de
pequenas part́ıculas suspensas num ĺıquido ocorre devido ao movimento Browniano.
A part́ıcula Browniana sofre constantes colisões com as moléculas do fluido, essas
colisões são resultantes do movimento térmico aleatório das moléculas do fluido.
A Fig. 2.1 mostra um exemplo de uma trajetória de uma part́ıcula Browniana.
Independentemente de Einstein, Langevin propôs que a força sobre a part́ıcula de-
vido às moléculas do fluido possui duas componentes [45,65]: (i) uma força flutuante
que muda de direção e amplitude freqüentemente (quando comparada com qualquer
outra escala de tempo do sistema) e cuja média temporal é nula; (ii) uma força dis-
sipativa de amortecimento, que diminui o movimento induzido pela força flutuante
e que depende da velocidade da part́ıcula.
Considerando o caso unidimensional, a equação de Langevin para o movi-
mento Browniano é expressa por [1]
mẍ = −αẋ + f(t) , (2.1)
onde x e v = ẋ são, respectivamente, a posição e a velocidade da part́ıcula Browniana
13
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Fig. 2.1: Caminho irregular descrito por uma part́ıcula Browniana.
de massa m. O termo αẋ representa a força dissipativa e f(t) é a força flutuante.
A constante α e a força f(t) são grandezas associadas ao fluido. Ambas as forças,
modelam e descrevem o efeito que o fluido exerce sobre a dinâmica da part́ıcula.
Em geral, a força f(t) é descrita por um processo estocástico Gaussiano [66,67], que
possui as seguintes propriedades:
〈f(t)〉 = 0, (2.2)
〈f(t)f(t′)〉 = 2αkBTδ(t − t′). (2.3)
A primeira relação, Eq. (2.2), significa que a força média devido às moléculas do fluido
é nula, em média, enquanto a função correlação, Eq. (2.3), nos diz que os consecutivos
impactos da part́ıcula Browniana com as moléculas do fluido são independentes. A
constante kB é a constante de Boltzmann e T a temperatura.
A solução da Eq. (2.1) é dada por [1, 45]
















onde γ = α/m, x0 e v0 são, respectivamente, posição e velocidade da part́ıcula em
t = 0. Tomando a média e usando a propriedade Eq. (2.2), o deslocamento médio
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da part́ıcula é







A variância σ2 (desvio quadrático médio) é obtida usando as equações (2.4) e (2.5),
e expressa na forma
















Para tempos longos t → ∞, o termo dominante é proporcional a t, logo
σ2 = 〈x2〉 − 〈x〉2 = 2kBT
mγ
t = 2Dt, (2.7)
onde D = kBT/α é o coeficiente de difusão. A função distribuição de probabilidades
das posições, considerando x0 = 0 e v0 = 0, para tempos longos é dada por







Portanto, se imaginarmos um conjunto de part́ıculas Brownianas inicialmente lo-
calizadas em x0 = 0, com o passar do tempo essas part́ıculas difundem-se devido
as colisões com as moléculas do fluido, e depois de algum tempo, essas part́ıculas
encontram-se distribúıdas em torno de x0 = 0, obedecendo a distribuição Gaussiana
de acordo com a Eq. (2.8). Esse resultado é equivalente ao resultado para o pas-
seio aleatório [1,65]. No entanto, nem todo passeio aleatório apresenta exatamente o
mesmo comportamento, como veremos na seqüência, o passeio aleatório é classificado
de acordo com o comportamento difusivo.
2.1.1 Passeio Aleatório e Vôos de Lévy
De acordo com o que foi apresentado anteriormente, o caminho irregular que
a part́ıcula Browniana descreve pode ser modelado por um passeio aleatório [65],
pois a cada colisão a part́ıcula move-se para uma nova direção. No entanto, esse
movimento que ocorre em proporções microscópicas, com o passar do tempo, resulta
num espalhamento difusivo da part́ıcula, ou seja, um resultado macroscópico.
A conexão entre os conceitos f́ısicos da difusão e os resultados matemáticos
do passeio aleatório é feita através do Teorema do Limite Central [1, 45, 65]. Esse
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teorema diz que a soma de muitas variáveis aleatórias independentes e com mesma
distribuição de probabilidade tende a distribuição Gaussiana.
Os efeitos da difusão são medidos pelo aumento temporal da variância σ2 de
um conjunto de part́ıculas que se movimentam aleatoriamente,
σ2(t) = 〈x2(t)〉 − 〈x(t)〉2 = 2Dt, (2.9)
onde D é a constante de difusão. A raiz quadrada da variância, σ, é uma me-
dida do tamanho caracteŕıstico do conjunto de part́ıculas aleatórias, e a constante
D determina a razão de crescimento desse tamanho caracteŕıstico. Por exemplo, se
colocarmos uma gota de corante num copo de água, essa vai espalhar-se mais rapida-
mente (constante de difusão grande) do que se colocássemos num copo com xarope
(constante de difusão pequena).
Consideramos os passos individuais de um caminhante aleatório, com com-
primentos aleatórios l, que obedecem uma função distribuição de probabilidade P (l).
Logo, a probabilidade de um passo com comprimento l + dl é dada por P (l)dl. O





onde T é o tempo caracteŕıstico entre cada passo, e os momentos 〈l〉 e 〈l2〉, são




dl ln P (l) . (2.11)
Observe que a conexão da função distribuição de probabilidade com a cons-
tante de difusão é feita através dos momentos 〈l〉 e 〈l2〉. No caso do movimento
Browniano, essa função distribuição de probabilidade é uma Gaussiana, logo, todos os
momentos são bem definidos. No entanto, caminhantes aleatórios cuja função distri-
buição de probabilidade apresenta um segundo momento infinito, ou seja, 〈l2〉 = ∞,
tem atráıdo a atenção dos f́ısicos nas últimas três décadas [68–72]. Neste caso, o Te-
orema do Limite Central não é aplicado, e a constante de difusão D não é definida.
2.1. O Movimento Browniano 17
Os matemáticos foram os primeiros a estudar o passeio aleatório com se-
gundo momento infinito, em particular Paul Lévy [69, 70]. Por esse motivo, essa
classe especial de passeio aleatório é denominada de passeios de Lévy ou vôos de
Lévy [69].
Fisicamente o que significa um segundo momento infinito, 〈l2〉 = ∞? A pri-
meira vista pode parecer paradoxal um caminhante aleatório apresentar uma média
infinita para o comprimento quadrado do passo, afinal de contas, cada passo deve ter
um comprimento finito. Porém, uma média infinita do comprimento quadrado do
passo significa apenas que, apesar dos longos passos serem raros, eles não são tão raros
tal que o termo médio 〈l2〉 seja finito. Por exemplo, considere o caso onde o compri-
mento de cada passo possa assumir os valores discretos m variando de 1 até infinito,
com uma probabilidade P (m) ∝ 1/m3. A probabilidade de ocorrer qualquer dado
passo pode ser calculada, e a soma:
∑∞
m=1 1/m
3 é finita, essa é uma escolha razoável
para uma maneira de tomar passos de comprimentos aleatórios. No entanto, consi-
derando a média do comprimento quadrado do passo: 〈m2〉 = ∑∞m=1(1/m3) × (m2),
essa é infinita.
Lévy mostrou [69] que se a função distribuição de probabilidade P (l) decai
como uma lei de potência,
P (l) ∼ l−µ , (2.12)
logo, 〈l2〉 = ∞ para µ < 3, e a integral na Eq. (2.11) (com n = 2) diverge. Neste caso,
a variância aumenta temporalmente mais rápida do que o caso linear da Eq. (2.9).
Dizemos então que a difusão é anômala e escrevemos:
σ2(t) ∼ tν , (2.13)
com 1 < ν < 2, o que caracteriza um movimento super-difusivo, justamente o caso
dos vôos de Lévy. No entanto, para difusão normal devemos ter ν = 1 e µ > 3.
A Fig. 2.2 (a) mostra um exemplo de passeio aleatório com difusão normal,
e a Fig. 2.2 (b) mostra uma trajetória t́ıpica de passeio aleatório com vôos de Lévy.
Em ambos os casos temos P (l) ∼ l−µ, onde µ = 3, 8 > 3 para o passeio aleatório
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(a) (b)
Fig. 2.2: Passeios aleatórios, após 500 passos, gerados artificialmente com a distribuição de pro-
babilidade P (l) ∼ l−µ, onde a direção de cada passo foi escolhida aleatoriamente [73]. O valor do
expoente µ foi escolhido apropriadamente: (a) µ = 3, 8 para difusão normal e (b) µ = 2, 2 para o
caso super-difusivo (vôos de Lévy).
com difusão normal, e µ = 2, 2 < 3 para o passeio aleatório super-difusivo (vôos de
Lévy).
O movimento global de um passeio aleatório que apresenta difusão normal,
após muitos passos, é dado pelo comportamento médio sobre todos os passos. Por
outro lado, para o caso anômalo, ou seja, quando existem vôos de Lévy, o movimento
global é dominado por poucos e raros passos.
2.2 Descrição Microscópica da Dissipação
Em muitos sistemas de interesse a origem dos efeitos dissipativos pode não
ser muito clara. Esses sistemas normalmente interagem com vários graus de liberda-
des do meio em que se encontram. Portanto, o desenvolvimento de modelos capazes
de relacionar os vários graus de liberdade do meio com o sistema de interesse podem
ser bastante úteis do ponto de vista prático. Isso porque, em muitos casos é posśıvel
ter acesso aos valores das grandezas f́ısicas que caracterizam esse meio. Logo, um mo-
delo que seja capaz de descrever efeitos de dissipação e que leve em conta o sistema
de interesse juntamente com as caracteŕısticas do meio (ou reservatório térmico),
pode ser bastante interessante.
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Uma aproximação para descrever efeitos de dissipação consiste em conside-
rar o sistema de interesse e o meio como sendo constituintes de um sistema global.
Quando olhamos apenas para dinâmica do sistema de interesse podemos observar
dissipação, embora o sistema como um todo seja conservativo. Esse tipo de modelo
normalmente considera um sistema de poucos graus de liberdade acoplado com um
grande número de osciladores harmônicos, que representam o meio, ou reservatório
térmico. Esse modelo foi introduzido e discutido numa série de quatro artigos por
Ullersma [20], mostrando que num limite apropriado é posśıvel verificar que o sis-
tema de interesse comporta-se como uma part́ıcula Browniana e a dinâmica é gover-
nada por uma equação de Langevin. Nessa descrição, a dissipação ocorre devido a
transferência de energia do sistema de interesse para o meio. A energia, uma vez
transferida, é distribúıda entre os graus de liberdade do reservatório térmico e não
retorna mais para o sistema dentro de qualquer peŕıodo de tempo que seja fisica-
mente relevante. Para um meio constitúıdo por muitos graus de liberdade o tempo
de recorrência de Poincaré é muito grande e não pode ser observado dentro de um
intervalo de tempo aceitável [18].
O modelo do sistema mais o reservatório, constitúıdo por N osciladores
harmônicos, foi introduzido por Caldeira e Leggett [10,11] no estudo do tunelamento
quântico em sistemas dissipativos. Desde então, esse modelo tem sido amplamente
usado para tratar dissipação em sistemas quânticos [18, 74]. Na seqüência, apre-
sentamos a aplicação desse modelo na derivação da equação de Langevin para o
movimento Browniano clássico, dada pela Eq. (2.1).
A Hamiltoniana total que descreve um sistema interagente com um meio
composto por N osciladores harmônicos independentes, sendo suposto um regime de























e X, P , M são, respectivamente, a coordenada, o momento linear e a massa da
part́ıcula de interesse. V (X) é o potencial ao qual a part́ıcula está sujeita. As
variáveis xj e pj representam a coordenada e o momento linear do j-ésimo oscilador
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de freqüência ωj e massa mj. O acoplamento entre sistema e meio é considerado
bilinear (linear em ambas coordenadas X e xj). A intensidade do acoplamento é
dada pela constante Γj.
As equações de movimento para o sistema total são:











que representa a equação da part́ıcula de interesse, e
mjẍj = −mjω2j xj + XΓj , (2.16)
que representa a equação do j-ésimo oscilador do reservatório. A Eq. (2.16) pode
ser facilmente resolvida [75] e a solução xj(t) pode ser substitúıda na Eq. (2.15), a
fim de eliminar os graus de liberdades dos osciladores. Obtemos então, uma única
equação para X(t), que é expressa na forma
MẌ(t) + V ′(X) = −
∫ t
0
dt′ γ(t − t′) Ẋ(t′) + f(t), (2.17)
onde o termo γ(t − t′) representa a memória dissipativa, e é dado por






cos[ωj(t − t′)] , (2.18)

















A Eq. (2.17) é chamada de equação de Langevin generalizada [19], uma completa
derivação dessa equação é mostrada no apêndice A. O lado direito da Eq. (2.17)
mostra a força ĺıquida exercida sobre a part́ıcula devido a interação com os osciladores
do reservatório térmico. O primeiro termo representa a força dissipativa, que é
dependente do tempo, ou seja, existe dependência entre as sucessivas colisões da
part́ıcula com os osciladores do meio. O segundo termo representa a força flutuante,
dependente do estado inicial dos osciladores (xj(0), pj(0)) do meio e da coordenada
inicial do sistema X(0).
2.2. Descrição Microscópica da Dissipação 21
Para obter uma interpretação estocástica da força flutuante f(t), conside-
ramos que em t = 0 o reservatório está em equiĺıbrio na presença do sistema [76], e
assumimos que pj(0) e xj(0) são distribúıdos de acordo com a distribuição canônica






















sendo β = 1/kBT e Z é a função de partição canônica [77]. Tomando a média sobre
os valores iniciais pj(0) e xj(0), em relação a distribuição canônica (Eq. (2.20)), a
força flutuante f(t) apresenta as seguintes propriedades estat́ısticas:
〈f(t)〉 = 0, (2.21)
〈f(t)f(t′)〉 = kBTγ(t − t′) . (2.22)
Os detalhes dos cálculos para a obtenção da Eq.(2.21) e Eq.(2.22) são mostrados
no apêndice B. Portanto, a natureza estocástica da força f(t) fica caracterizada em
termos da média, Eq. (2.21), e da função de autocorrelação, Eq. (2.22), que está
conectada com o coeficiente de dissipação γ(t).
A dependência temporal do coeficiente de dissipação, γ(t), nos diz que o
efeito do reservatório térmico sobre a dinâmica da part́ıcula produz um rúıdo colorido,
ou seja, o espectro não é constante para todas as freqüências dos osciladores do
reservatório. Neste caso, o coeficiente de dissipação γ é dependente do espectro de




dt eiωt γ(t) , (2.23)
sendo conectado com a função de autocorrelação via o Teorema Flutuação-Dissipação,






dt eiωt 〈f(0)f(t)〉 . (2.24)
No entanto, para tratar um sistema f́ısico do ponto de vista prático, é preciso
estabelecer uma relação entre o coeficiente γ(ω), definido pela Eq. (2.23), com os
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parâmetros do reservatório térmico associados com a Eq. (2.18). Com esse propósito,








δ(ω − ωj) . (2.25)
Supondo a existência de um cont́ınuo de osciladores (N → ∞) compondo o reser-
vatório térmico, o coeficiente de dissipação γ(t), Eq. (2.18), pode ser escrito em
termos da densidade espectral J(ω) na forma







cos [ω(t − t′)] . (2.26)
Desse modo a dinâmica da part́ıcula de interesse é totalmente determinada
pela massa M , o potencial V (X), e a densidade espectral J(ω).
Para obter a Eq. (2.1), assumimos uma forma cont́ınua para a densidade
espectral J(ω), como sendo
J(ω) = αω , (2.27)
para todas as freqüências ω do espectro, onde α é o coeficiente de dissipação que,
neste caso, é independente da freqüência. Para essa situação particular, estruturas
mais detalhadas do espectro são desprezadas, ou seja, qualquer freqüência do espectro
contribui com peso igual. Essa aproximação só é válida quando assumimos que a
escala de tempo de interesse seja t >> ω−1c , onde ωc é a freqüência de corte dos modos
vibracionais do reservatório. Em outras palavras ωc é aproximadamente igual ao
comprimento da região do espectro, onde J(ω)/ω pode ser considerado constante [20].
Essa freqüência de corte ωc também é necessária para evitar divergências, porque na
prática quando tomamos o limite ω → ∞ a densidade espectral J(ω) deve ir a
zero [18]. Então, substituindo a Eq. (2.27) em (2.26), obtemos




dω cos [ω(t − t′)] ≈ 2αδ(t − t′) . (2.28)
Logo, a Eq. (2.17) fica sendo
MẌ = −αẊ + f(t), (2.29)
que é idêntica a Eq. (2.1) para o movimento Browniano, quando consideramos a
part́ıcula livre V (X) = 0.
3
O Modelo de Estudo
3.1 Motivação F́ısica - “Poucos” Graus de Liber-
dade
O estudo de sistemas interagentes envolvendo poucos graus de liberdade são
de interesse atual e envolvem questões que ainda não estão bem resolvidas como
irreversibilidade, equipartição de energia e descoerência quântica [79, 80]. Muitos
sistemas f́ısicos de meso e nanoescalas apresentam essas caracteŕısticas, como por
exemplo a descoerência e relaxação de spin [4,6] e relaxação vibracional em moléculas
poliatômicas [81].
Na natureza muitos processos dinâmicos, presentes em sistemas moleculares
complicados, normalmente são descritos por um “caroço reativo” (sistema principal)
[7], constitúıdo por relativamente poucos graus de liberdade, o qual é responsável
pela parte dominante do processo. Esse sistema, por sua vez, está acoplado a muitos
outros graus de liberdade que funcionam efetivamente como um banho térmico e
induzem efeitos dissipativos. Tal descrição se aplica a dinâmicas intramoleculares,
como também em processos que acontecem em banhos térmicos como os ĺıquidos.
Sendo assim, o modelamento dinâmico destes processos necessita levar em conta o
meio, ou pelo menos uma parte expĺıcita desse meio.
Estruturas moleculares complexas, que são responsáveis pela absorção de luz
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no processo de fotosśıntese, representam um exemplo desse tipo de sistema que acaba-
mos de mencionar acima. Em particular, vamos nos referir aos chamados complexos
de antenas coletoras de luz1, presentes num tipo de bactéria [82]. Esses coletores de
luz possuem forma de anel e são formados por um aglomerado de protéınas.
A Fig. 3.1 mostra a estrutura de uma unidade celular que compõe o sistema
coletor de luz de uma bactéria. Os pigmentos responsáveis pela absorção de luz são
mostrados nas cores verde e amarelo. A ilustração que está na base da Fig. 3.1 mos-
tra uma vista lateral desse complexo, sendo posśıvel reconhecer dois aglomerados de
moléculas, que têm forma de anel, e são representados na cor verde. Uma melhor
visualização desses aglomerados é mostrada na Fig. 3.2. O anel superior possui um
arranjo com 8 unidades (quadrados verdes) de B800 BChls — (bacteriochlorophylls)
— que absorvem em 800 nm, enquanto o anel inferior possui um arranjo com 16
unidades de B850 BChls que absorvem em 850 nm, e também é mostrado 8 caro-
tenóides, na cor amarelo, que absorvem em 500 nm. Apesar da grande complexidade
dessa unidade celular coletora de luz, Fig. 3.1, nesse momento nos interessa apenas
chamar atenção para a Fig. 3.2, mais especificamente, para o anel molecular que é
constitúıdo por 16 unidades moleculares de B850 BChls. Esse anel molecular é o que
de fato está representando o sistema principal. Enquanto, todo o restante do sistema,
ou seja, o anel B800 BChls, os carotenóides, o material protéico e as moléculas de
água, estão representando o banho térmico propriamente dito.
Partindo de uma descrição teórica2 — que modela uma interação linear do
sistema principal com os fônons de energia ~ω do reservatório (admitindo ~ = 1) e
cujo objetivo é descrever a influência das flutuações térmicas sobre a dinâmica do
sistema principal representado pelo anel molecular com 16 unidades moleculares de
B850 BChls — é posśıvel obter a função densidade espectral J(ω) dos fônons que
representam o meio ou banho térmico. A Fig. 3.3 mostra a forma bastante
1Essa é a expressão em português que usamos para traduzir a seguinte expressão do inglês:
light-harvesting antennae complexes.
2Maiores detalhes sobre a descrição teórica, bem como sobre as simulações numéricas, são obtidos
na Ref. [82].
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Fig. 3.1: Topo: Vista superior de uma unidade celular que compõe o complexo de coletores de luz
de uma bactéria [82]. As principais unidades protéicas são ilustradas nas cores azul e magenta.
Os pigmentos responsáveis pela absorção de luz são mostrados nas cores verde e amarelo. Base:
Vista lateral do complexo de coletores de luz envolvido num meio aquoso. As moléculas de água
são mostradas na cor azul claro. É posśıvel reconhecer dois aglomerados de moléculas, em forma
de anel, representados na cor verde. Essa figura foi gerada numericamente, e retirada da Ref. [82].
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Fig. 3.2: Vista lateral dos pigmentos responsáveis pela absorção de luz, ilustrados nas cores verde
e amarelo. O aglomerado de moléculas superior é arranjado num anel com 8 unidades (quadrados
verdes) de B800 BChls que absorvem em 800 nm, e um anel inferior com 16 unidades de B850
BChls que absorvem em 850 nm, e ainda, 8 carotenóides são ilustrados em amarelo e absorvem em
500 nm. Essa figura foi gerada numericamente, e retirada da Ref. [82].
Fig. 3.3: Densidade espectral dos fônons que representam o banho térmico que interage com o
sistema principal (que é constitúıdo por 16 unidades moleculares de B850 BChls). Figura retirada
da Ref. [82].
complicada do espectro de freqüências obtidos. Porém, é posśıvel identificar um pico
proeminente em torno de ω ∼ 0.2 eV, indicando um forte acoplamento do sistema
com o modo vibracional intramolecular C=O. No entanto, podemos perceber que
J(ω) possui também significantes contribuições sobre todo o intervalo 0 < ω . 0.22
eV. Desse modo, é esperado que todo esse cont́ınuo de freqüências contribua com o
alargamento do espectro de absorção do sistema principal.
Nosso objetivo acerca de toda essa discussão, sobre o sistema coletor de luz
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presente num tipo de bactéria [82], é chamar atenção para a forma da densidade
espectral dos fônons (Fig. 3.3). Apesar de existir um cont́ınuo de freqüências, note
que o espectro é modulado por algumas freqüências mais importantes no processo
de absorção, vistas como os picos na Fig. 3.3. Podemos dizer então que este tipo de
sistema é um exemplo de meio modulado, e que o espectro poderia ser representado,
ainda que de forma aproximada, por um número finito de freqüências.
Outros exemplos que também representariam um meio modulado são: re-
laxação de spin e fraca antilocalização em pontos quânticos [5], para o qual o número
de graus de liberdade do meio é baixo; cavidades quânticas com um número finito de
modos de freqüências [83,84], e ainda, outros sistemas moleculares complexos [7–9],
em que os graus de liberdade de interesse são acoplados com um reservatório repre-
sentado por finitos graus de liberdade.
3.2 Caracterizando o Meio Modulado
No caṕıtulo anterior mostramos que a partir da Hamiltoniana Eq. (2.14) —
que representa um sistema de interesse acoplado linearmente a um meio que é descrito
por N osciladores harmônicos independentes — pode-se obter uma única equação
de movimento em termos da variável X(t) do sistema de interesse. Essa equação é
conhecida como equação de Langevin generalizada [19] e expressa na forma
MẌ(t) + V ′(X) = −
∫ t
0
dt′ γ(t − t′) Ẋ(t′) + f(t), (3.1)
sendo γ(t− t′) o coeficiente de dissipação que é dado em termos dos parâmetros dos
osciladores do meio,






cos[ωj(t − t′)] , (3.2)
e f(t) é a força devido as consecutivas colisões da part́ıcula do sistema com os osci-
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Lembramos que V ′(X) na Eq. (3.1) representa o potencial ao qual a part́ıcula
de massa M é submetida. As grandezas ωj, mj e xj representam, respectivamente,
a freqüência, massa e coordenada do j-ésimo oscilador do meio. A intensidade do
acoplamento entre sistema e osciladores é dada por Γj.
O coeficiente de dissipação γ(t − t′) está relacionado com a força f(t) pela
função de autocorrelação,






cos[ωj(t − t′)] . (3.4)
O movimento Browniano descrito pela solução da Eq. (2.1) existe apenas
no caso limite: quando γ(t − t′) é proporcional a δ(t − t′), ou seja, o coeficiente de
dissipação não apresenta efeitos de memória e é representado por uma constante.
Essa aproximação só é posśıvel quando se tem um cont́ınuo de osciladores N → ∞.
Conseqüentemente a força f(t) não apresenta correlação temporal e isso significa que
as sucessivas colisões da part́ıcula com os osciladores do meio são independentes. No
entanto, essa é uma situação idealizada porque na natureza sempre existe um tempo
de memória microscópica que é associada aos efeitos de inércia do meio [18].
De um ponto de vista diferente da descrição aproximada que resultou na
equação de Langevin para o movimento Browniano, nosso propósito neste traba-
lho é modelar um sistema acoplado com um meio finito. Para melhor entender as
implicações de um meio discreto (finito) em relação a um meio cont́ınuo, vamos apre-
sentar na seqüência alguns exemplos aplicados a função de autocorrelação de f(t)
(Eq. (3.4)) que buscam ilustrar esses dois regimes.
3.2.1 Cont́ınuo
Vamos usar um exemplo f́ısico de um elétron sujeito a um potencial harmônico
e interagindo com um campo eletromagnético. Esse problema é tratado de um ponto
de vista clássico e foi apresentado em um dos artigos do Ullersma [20].
A dinâmica do elétron é modelada pela equação de Langevin generalizada
Eq. (3.1), onde V (X) é potencial do oscilador harmônico. A coordenada X(t) re-
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presenta a posição do elétron. As grandezas ωj, mj e xj são, respectivamente, a
freqüência, massa e coordenada do j-ésimo oscilador que representa um dos termos
da expansão do campo eletromagnético3.
A função de autocorrelação da força f(t), quando é considerado um espectro






exp{−(ωc − α)|t − t′|} , t >> ω−1c , (3.5)
sendo ωc a freqüência de corte que, aproximadamente, fornece o comprimento da
região do espectro. Essa freqüência estabelece a escala de tempo transiente τt = ω
−1
c
do problema. A freqüência ω0 é a freqüência de oscilação do elétron no potencial
harmônico. A constante κ0 depende da carga e da massa do elétron. Finalmente, a
constante de amortecimento α = ω20/2κ0 estabelece o tempo de relaxação τr = α
−1,
onde τr >> τt.
O tempo τt = ω
−1
c representa uma medida da duração de uma interação, e
pode ser interpretado como um tempo de colisão. E neste caso, as colisões poderão
ser consideradas independente quando tomamos o limite ωc → ∞ na Eq. (3.5), ou
seja, quando consideramos τt → 0, obtemos a expressão
〈f(t)f(t′)〉 = 2αkBTδ(t − t′) , (3.6)
que é a forma conhecida da função de autocorrelação para o movimento Browniano.
Somente nesse regime a dinâmica da part́ıcula pode ser descrita por um processo
estocástico estacionário.
Observe que a função de autocorrelação, Eq. (3.5), é válida somente quando
se considera um espectro cont́ınuo N → ∞, e para escalas de tempo de interesse da
ordem t >> τt.
3A expansão do campo eletromagnético é dada em termos dos modos normais de vibração dentro
de uma cavidade esférica de raio L, sendo cada modo de vibração expresso por ωj = jπ/L.
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3.2.2 Discreto
O exemplo apresentado acima deixou claro como são as relações entre as
diferentes escalas de tempo do problema. No entanto, quando consideramos a função
de autocorrelação para um número N finito de osciladores, Eq. (3.4), fica dif́ıcil definir
uma escala de tempo de relaxação ou transiente para o problema. Na seqüência
apresentamos três exemplos para ilustrar essa situação. Cada um dos exemplos se
refere a diferentes valores para a constante de acoplamento Γj da Eq. (3.4), onde
as freqüências dos osciladores ωj do meio, foram geradas aleatoriamente de acordo
com a distribuição de Debye [65] que para N → ∞ é dada por ρ(ωj) ∝ ω2j . Essas
freqüências são distribúıdas no intervalo 0 < ωj . 2, 5, os detalhes desta distribuição
serão dados na Sec. 3.2.3.
O análogo discreto da função de autocorrelação para o exemplo do elétron







j ) [20]. A Fig. 3.4 mostra a função de autocorrelação para N =
10, 100 e 10000. Observe que a medida que N aumenta, as oscilações aproximam-se
de zero (para tempos mais longos). Isto significa que sucessivas colisões perdem sua






















Fig. 3.4: Função de autocorrelação (Eq. (3.4)) para N = 10, 100 e 10000, com os seguintes valores
de parâmetros: kBT = 1, mj = 1 e α = 1.
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No entanto podemos observar que para poucos osciladores, como o exemplo
N = 10 mostrado na Fig. 3.4, a amplitude das freqüentes oscilações são bastante
significativas. Mesmo com a escolha apropriada de Γj, para um número finito de
osciladores, as recorrências na função de autocorrelação tendem a persistirem por
um tempo muito longo (t → ∞). Neste caso, existe uma forte dependência entre as
sucessivas colisões da part́ıcula com os osciladores do meio, e a dinâmica da part́ıcula
irá depender de forma significativa das freqüências que caracterizam o espectro dos
osciladores.
Considerando Γj = Γ = 0, 1 para todos os osciladores do meio, a função de
autocorrelação Eq. (3.4) é exibida na Fig. 3.5 para valores diferentes de N . Neste caso
também observamos as oscilações temporais para todos os valores de N . Observe
que à medida que o valor de N aumenta de 10 pra 10000, o peŕıodo das oscilações
também aumenta e a amplitude das oscilações são mais próxima de zero quando
N = 10000. A amplitude das oscilações para N = 10000 variam entre -0,005 e 0,005




















Fig. 3.5: Função de autocorrelação (Eq. (3.4)) para N = 10, 100 e 10000, com os seguintes valores
de parâmetros: kBT = 1, mj = 1, a constante de acoplamento Γj = 0, 1 é a mesma para todos N
osciladores.
Vamos considerar um outro exemplo em que Γj assume valores aleatórios
entre 0 e 0,1. A Fig. 3.6 mostra a função de autocorrelação para diferentes N .


















Fig. 3.6: Função de autocorrelação (Eq. (3.4)) para N = 10, 100 e 1000, com os seguintes valores
de parâmetros: kBT = 1, mj = 1, a constante de acoplamento Γj assume valores aleatórios entre 0
e 0, 1 para cada um dos osciladores do meio.
Podemos observar uma situação muito parecida com o exemplo anterior, as oscilações
temporais da função de autocorrelação aparecem para todos os valores de N , e como
no caso anterior, o peŕıodo das oscilações aumenta quando N aumenta. Neste caso a
amplitude das oscilações para N = 10000 variam entre -0,002 e 0,002 (não é viśıvel
na escala mostrada na figura). Novamente podemos constatar que quando o número
de osciladores é finito as colisões consecutivas da part́ıcula com os osciladores são
correlacionadas no tempo, o que implica que a dinâmica da part́ıcula dependerá dos
detalhes do espectro dos osciladores com os quais ela interage.
De acordo com as Figs. 3.4, 3.5 e 3.6 podemos concluir que quando o meio é
representado por poucos osciladores, independente da escolha do parâmetro de aco-
plamento Γj, a função de autocorrelação apresentará recorrência temporal. Existirá
dependência entre as sucessivas colisões da part́ıcula com os osciladores do meio.
Portanto, podemos dizer que a dinâmica do sistema de interesse (quando acoplado
com um meio discreto) é caracterizada por um processo não Markoviano.
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3.2.3 Meio Utilizado Neste Trabalho
A representação de um meio constitúıdo por um número finito de graus de li-
berdade, pode representar o que chamamos de um meio modulado, o que corresponde
a um espectro de freqüências discreto. Abruptas variações modulam o espectro, visto
que, muitas freqüências não estão presentes no intervalo de interesse. Portanto, a
part́ıcula do sistema é fortemente acoplada a alguns modos especiais de vibração
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(h) N=3000
Fig. 3.7: Diferentes realizações para a distribuição de freqüências dos osciladores. As distribuições
são geradas aleatoriamente [73] dentro do intervalo 0 < ωj . 2, 5, e possuem uma forma quadrática
(distribuição de Debye ρ(ωj) ∝ ω2j ) no limite N → ∞. Diferentes valores de N são atribúıdos para
cada umas das realizações de (a)-(h). Para os casos em que N < 200 esse espectro representa o que
chamamos de um meio modulado.
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osciladores N , da distribuição de freqüências utilizada em nosso modelo de estudo.
Essas distribuições são geradas aleatoriamente [73] e possuem uma forma quadrática,
distribuição de Debye ρ(ωj) ∝ ω2j (quando N → ∞) [65], com freqüência de corte
ωc ∼ 2, 5. Para poucos osciladores (N ≤ 60), podemos observar que existem várias
“janelas” no espectro, ou seja, existem muitas freqüências que não estão presentes
no intervalo de interesse. Quando comparamos as diferentes distribuições de N = 10
até N = 3000, Fig. 3.7 (a)-(h), constatamos que para poucos osciladores (N < 200)
o espectro possui uma forma bastante estruturada e, à medida que o número N de
freqüências aumenta, o espectro tende a ser mais suave, porém discreto. Apenas no
limite N → ∞, o espectro representaria de fato um banho térmico e poderia ser
descrito por uma função cont́ınua.
3.3 Equações de Movimento para as Catracas
Neste trabalho, diferentemente da abordagem teórica proposta pela equação
de Langevin, estudamos o conjunto das 2N + 2 equações diferenciais que descrevem
o sistema global que é descrito por um sistema de interesse acoplado a N osciladores
harmônicos. Portanto, o conceito usual de banho térmico não é mais empregado, e
os osciladores harmônicos do meio fazem parte integrante da dinâmica do sistema
de interesse.
Esta descrição, embora mais complexa, nos possibilita uma análise mais de-
talhada do efeito de um meio finito sobre a dinâmica do sistema de interesse. Outro
aspecto interessante dessa abordagem é a possibilidade de realizar um estudo so-
bre o processo dissipativo, a dinâmica de transferência de energia e o transporte de
part́ıculas, aumentando um a um o número de osciladores do meio. Desse modo,
acreditamos que o presente trabalho possa contribuir para o conhecimento e enten-
dimento dos efeitos da dissipação em sistemas interagentes com poucos graus de
liberdade.
Vamos considerar o problema unidimensional de uma part́ıcula sujeita a
um potencial periódico assimétrico, do tipo catraca, interagindo com N osciladores
3.3. Equações de Movimento para as Catracas 35
harmônicos independentes. O potencial efetivo, ao qual a part́ıcula é submetida, é
expresso pela seguinte equação:
















onde X é a coordenada da part́ıcula, ~x é o vetor representando as coordenadas dos
N osciladores (xj, onde j = 1, 2, 3..., N); mj e ωj são, respectivamente, a massa e
a freqüência de cada um dos osciladores. O parâmetro Γj fornece a amplitude da
interação entre o sistema e os osciladores. V (X) é o potencial periódico e assimétrico
[29] dado por









com peŕıodo L, amplitude V0 e constante arbitrária V1. O potencial é deslocado por
um valor X0 para que o mı́nimo fique localizado na origem. Veja a ilustração desse
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Fig. 3.8: Potencial assimétrico V (X) descrito pela Eq. (3.8), com os seguintes valores de parâmetros:
peŕıodo L = 1, amplitude V0 = 1, constantes V1 = 1 e X0 = −0, 19.
As equações de movimento, para o sistema e osciladores, são dadas por
MẌ = −∂Vef (X,~x)
∂X
, (3.9)





sendo Vef (X,~x) o potencial dado pela Eq. (3.7). Essas equações compõem um sistema
global conservativo, no qual não é posśıvel se obter o transporte de part́ıcula através
dos múltiplos poços do potencial assimétrico. Como já foi demonstrado por estudos
anteriores [26], para se obter o transporte é necessário considerar a part́ıcula sujeita
a uma força externa. Desse modo, como nosso objetivo inclui o estudo do transporte
de part́ıculas, vamos então considerar a part́ıcula submetida a uma força dependente
do tempo, cuja média temporal é nula. Essa força é dada por
Fext(t) = F0 cos ωEt , (3.11)
sendo F0 a amplitude e ωE a freqüência. Assim, as equações de movimento são
expressas por












+ F0 cos ωEt , (3.12)
mjẍj = −mjω2j xj + ΓjX . (3.13)
De modo geral, a integração numérica das N + 1 equações, ou seja, das
Eqs. (3.12) e (3.13) não é trivial. Essa complexidade ocorre devido a existência de
muitas escalas de tempo distintas entre sistema e osciladores, o que pode conduzir a
problemas técnicos no momento de fazer a integração numérica. Procurando contor-
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sendo δ definido por δ = sen 2π|X ′0| + sen 4π|X ′0|. Essa é a freqüência do movi-
mento da part́ıcula em torno do mı́nimo do potencial periódico assimétrico. Veja a
ampliação na Fig. 3.9.
Reescrevendo as equações de movimento (3.12) e (3.13) em termos das
variáveis adimensionais, já omitindo o sobreescrito linha, obtemos












+ F cos ωt , (3.15)




O potencial adimensional (Eq. (3.8) dividida por ML2ω20) é mostrado na
Fig. 3.9, e expresso por
V (X) = C − 1
4π2δ
[
sen 2π(X − X0) +
1
4












Fig. 3.9: Potencial adimensional V (X) descrito pela Eq. (3.17). A ampliação da região do mı́nimo,
em X = 0, ilustra a part́ıcula oscilando em torno desse ponto com freqüência ω0 dada pela Eq. (3.14).















−0, 19, onde admitimos L = 1. Com isso temos δ ≃ 1, 6, e C ≃ 0, 0173. Os
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mı́nimos desse potencial estão localizados em Xmin = n (n = 0,±1,±2,±3 . . . ), e
os máximos estão localizados em Xmax = −0, 38 + n (n = 0,±1,±2,±3 . . . ).
As expressões para as energias das diferentes partes que compõe o sistema
global (sistema + meio + interação) na ausência do campo externo, são dadas em
termos dos parâmetros adimensionais por:




+ V (X) , (3.18)
sendo V (X) o potencial assimétrico dado pela Eq. (3.17);






























































Neste trabalho vamos apresentar uma investigação numérica das equações
adimensionais de movimento (3.15) e (3.16) usando então um número finito N de
osciladores. Para a integração numérica dessas equações foi utilizado o algoŕıtimo de
Runge-Kutta de quarta ordem com passo fixo (∆t = 10−3) [73].
Para todos os casos apresentados, foi utilizado o valor mj = 0, 1 para a
massa adimensional. A amplitude do acoplamento entre o sistema e os osciladores é
dada por γj = 0, 1, no caso de usarmos um valor diferente, será feita a especificação
no texto, logo no ińıcio da seção.
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Para o estudo da dinâmica de transferência de energia e de dissipação —
onde consideramos F = 0 — no instante inicial t = 0 a energia de interação é
nula EI = 0, a energia do sistema é muito próxima da energia total ES ∼ ET e os
osciladores possuem uma energia EO próxima de zero EO ∼ 0.
Os valores para as freqüências dos osciladores foram gerados aleatoriamente
e no limite N → ∞ são atribúıdos de acordo com duas distribuições diferentes, uma
distribuição quadrática (distribuição de Debye) e a outra forma é uma distribuição
Gaussiana, veja a Fig. 3.10 (a) e (b).
A distribuição de Debye mostrada na Fig. 3.10 (a) apresenta uma freqüência
de corte em ωc ∼ 2, 5. As freqüências são distribúıdas no intervalo 0 < ωj . 2, 5. Esta
distribuição inclui a freqüência ω0 (Eq. (3.14)) de oscilação da part́ıcula em torno do
mı́nimo do poço do potencial assimétrico (Fig. 3.9). Essa freqüência está localizada










Fig. 3.10: Distribuições para as freqüências dos osciladores, onde N = 360. (a) Distribuição de
Debye com freqüência de corte em ωc ∼ 2, 5 (Debye baixa) e (b) Distribuição Gaussiana centrada
em torno da freqüência wc ∼ 3, 1 .
utilizamos essa mesma distribuição, porém, com intervalos diferentes: 1, 5 . ωj .
4, 0 e 1, 1 . ωj . 2, 1. Consideramos esses casos com o propósito de abranger
freqüências maiores que um (ωj > 1), ou seja, osciladores com freqüências maiores
que ω0. Portanto, vamos nos referir ao longo do texto com a seguinte denominação:
distribuição de Debye baixa (inclui ω0) ou Debye alta (não inclui ω0).
As posições e velocidades iniciais (em t = 0) dos osciladores do meio foram
geradas aleatoriamente e obedecem uma distribuição linear em torno de zero.
4
Transferência de Energia e
Dissipação
4.1 Dinâmica da Transferência de Energia
Nesta seção discutiremos os resultados referentes a duas situações f́ısicas
distintas: a redistribuição interna de energia e a transferência da part́ıcula entre
os poços de potencial. Para a questão da redistribuição de energia vamos analisar
como a energia do sistema total é redistribúıda — entre o sistema de interesse e
os osciladores do meio — com o passar do tempo, enquanto a part́ıcula permanece
confinada em apenas um poço de potencial, ou seja, a energia inicial da part́ıcula é
menor do que a energia referente a altura da barreira do poço de potencial. Para o
caso da transferência da part́ıcula vamos analisar a redistribuição da energia quando
a part́ıcula salta entre os poços do potencial assimétrico, neste caso a energia inicial
da part́ıcula é maior que a energia da barreira de potencial.
Essas duas situações podem ser encaradas como o análogo clássico de uma
dinâmica quântica bem mais complicada, como por exemplo, a redistribuição intra-
molecular de energia e a transferência intermolecular de cargas [85]. Nessa analogia
a part́ıcula confinada em um dos poços do potencial poderia corresponder a uma
carga ligada a uma molécula; enquanto a transferência da part́ıcula entre os poços
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de potencial corresponderia a transferência de carga de uma molécula para outra. De-
vemos salientar que esta é apenas uma analogia, não sendo a intenção deste trabalho
fazer qualquer correspondência direta entre os resultados clássicos com o problema
quântico. Lembramos também que todos os resultados apresentados neste caṕıtulo
foram obtidos via a integração numérica das equações de movimento: Eq. (3.15) e
Eq. (3.16), considerando a força externa nula F = 0, e normalizando os somatórios
que aparecem na Eq. (3.15) pelo fator 1/N . Fizemos essa normalização porque o
acoplamento efetivo entre sistema e meio aumenta com N , como já foi mostrado na
Ref. [86].
Trataremos nesta seção das duas situações mencionadas anteriormente, e
para esse propósito apenas uma trajetória foi considerada, em outras palavras, não
são apresentadas médias sobre um conjunto de trajetórias. A distribuição de Debye,
Fig. 3.10 (a), é utilizada em ambos os casos.
4.1.1 Redistribuição Interna de Energia
A Fig. 4.1 mostra, simultaneamente, a dependência temporal: da energia
total ET (Eq. (3.21)), da energia do sistema ES (Eq. (3.18)), da energia de interação
EI (Eq. (3.20)) e da energia dos osciladores EO (Eq. (3.19)). Neste caso, apenas
um oscilador foi considerado, ou seja, tomamos N = 1. O tempo de integração
apresentado na figura não é muito grande para que se possa ver os detalhes das
variações temporais nas diferentes energias. Essas variações na energia da part́ıcula
ocorrem próximas da energia total, enquanto a dependência temporal da energia do
oscilador e da energia de interação apresenta o mesmo comportamento qualitativo
mas com sinais opostos. As variações que ocorrem no valor das energias acontecem
com uma freqüência alta de troca (ωalta ∼ 1, 4), enquanto a freqüência do oscilador
é ω1 ∼ 2, 05 . A trajetória da part́ıcula no espaço de fases pode ser observada na
Fig. 4.2 (a). Nessa situação a part́ıcula está oscilando em torno do mı́nimo do poço de
potencial apresentando pequenas variações temporais em sua energia, que é bastante
próxima da energia total (ver detalhes desta variação na figura menor contida na




















Fig. 4.1: Evolução temporal das energias individuais: ET , ES , EO e EI . A figura interna mostra
















Fig. 4.2: Espaço de fases da part́ıcula acoplada com um meio composto por (a) 1 oscilador, (b) 2
osciladores, (c) 15 osciladores e (d) 20 osciladores.
Na Fig. 4.3 (a) podemos ver a dependência temporal das energias para o caso
onde temos dois osciladores (N = 2), com freqüências ω1 ∼ 2, 05 e ω2 ∼ 1, 77. Como
no caso anterior, as trocas de energia ocorrem com freqüência alta ωalta, que não pode
ser observada para a escala de tempo mostrada na Fig. 4.3 (a). Porém, podemos
observar uma nova oscilação de troca com uma freqüência menor ωmenor ∼ 0, 023,
e com amplitude de oscilação maior. Observamos que quando a energia do sistema
diminui, conseqüentemente a energia dos osciladores aumenta, e uma porcentagem
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maior dessa energia é transferida para o oscilador de freqüência mais baixa, no caso
ω2 ∼ 1, 77. Isso é observado na Fig. 4.3 (b) onde a energia dos osciladores é mostrada
individualmente em função do tempo. Claramente observamos que a maior fração
da energia, aproximadamente 80%, é transferida para o oscilador com a freqüência
menor. Observar que os máximos para EO da Fig. 4.3 (a) coincidem exatamente com
os máximos da Fig. 4.3 (b). Ainda neste caso, o sistema possui em média a maior
parte da energia total.
A dinâmica da part́ıcula pode ser observada no espaço de fases mostrado na
Fig. 4.2 (b). Quando comparado com a Fig. 4.3 (a), podemos perceber que neste caso
a trajetória da part́ıcula está confinada numa região do espaço de fases localizada
ainda distante da origem. As oscilações viśıveis no valor da energia ES, observadas
na Fig. 4.3 (a), estão relacionadas com o movimento da part́ıcula no espaço de
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Fig. 4.3: Evolução temporal das energias individuais para o caso N = 2. (a) Essa figura mostra a
variação temporal das energias: ET , ES , EO e EI . (b) Detalhes da energia dos Osciladores EO,
exibindo o fluxo de energia para cada uma das freqüências.
externa do espaço de fases, a energia ES encontra-se mais próxima da energia total.
Devido ao acoplamento com o meio, a part́ıcula perde temporariamente parte de sua
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Fig. 4.4: Evolução temporal das energias individuais para o caso N = 15. (a) Energia total ET ,
energia do sistema ES , energia dos osciladores EO e energia de interação EI . (b) Detalhes da
energia dos Osciladores EO, exibindo o fluxo de energia para cada uma das freqüências.
energia inicial e move-se para a curva localizada na região mais interna do espaço
de fases, voltando mais tarde para a curva mais externa. Essas freqüentes mudanças
no movimento da part́ıcula, entre a curva mais externa e interna, ocorrem com a
freqüência ωmenor ∼ 0, 023.
A Fig. 4.4, de forma semelhante às figuras anteriores, mostra a evolução
temporal das energias mas agora considerando N = 15 osciladores. A freqüência
menor com que ocorrem as trocas de energia é ωmenor ∼ 0, 035 (neste caso para
tempos t . 670). Para esses tempos, a part́ıcula move-se no espaço de fases sobre as
curvas de cor preta na região mais externa do espaço de fases, veja na Fig. 4.2 (c)
a indicação ESi. A diferença em relação aos casos anteriores, ou seja, para N = 1 e
N = 2 osciladores, Figs. 4.2 (a) e 4.2 (b), é que próximo de t ∼ 670 parte da energia
ES do sistema é transferida para o meio, reduzindo-se praticamente à metade.
Na Fig. 4.4 (b) podemos ver que os osciladores com menor freqüência re-
cebem a maior porcentagem da energia cedida pela part́ıcula. Nesse momento a
trajetória da part́ıcula no espaço de fases fica restringida a região mais próxima da
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origem, ou seja, sobre as curvas de cor cinza, como podemos ver na indicação ESf
da Fig. 4.2 (c), não retornando mais (para o tempo integrado) para a região ex-
terna ESi. A part́ıcula perde uma parte considerável de sua energia inicial que não é
mais recuperada, aparecendo pela primeira vez o efeito caracteŕıstico de dissipação.
Para os parâmetros aqui considerados, N ∼ 15 apresenta-se como o limiar para o
surgimento dos efeitos de dissipação de energia. É importante lembrar que usamos
somente uma trajetória, portanto o limiar N ∼ 15 pode mudar quando calculamos
valores médios, ou seja, quando calculamos médias sobre condições iniciais.
Como podemos observar, para todos os casos apresentados nesta seção, a
energia total ET é constante no tempo enquanto os valores para as energias do
sistema ES, dos osciladores EO e da interação EI então constantemente variando
com o tempo. Como já hav́ıamos comentado anteriormente, o sistema como um
todo é conservativo, porém quando analisamos o sistema isolado podemos perceber
os efeitos de dissipação e as trocas de energia entre a part́ıcula e o meio.
Na Fig. 4.5 (a) a dependência temporal das energias para o caso N = 20
osciladores é apresentada. Neste caso, a part́ıcula perde uma porcentagem ainda
maior de sua energia inicial. Para tempos entre 0 e 1, 3× 103, o sistema perde cerca
de 75% de sua energia inicial para os osciladores do meio, que têm um aumento de
energia na mesma proporção. Após esse “transiente”, a dinâmica parece atingir uma
situação de equiĺıbrio, onde a amplitude da energia de interação EI diminui, enquanto
o sistema e os osciladores ficam constantemente trocando energia. A freqüência com
que ocorre essas constantes trocas de energia é ∼ 0, 057.
Observamos que para os instantes de tempo em que a energia dos osciladores
aproxima-se da energia total EO ∼ ET , e simultaneamente a energia do sistema
aproxima-se de zero ES ∼ 0, a amplitude de oscilação da energia de interação vai
a zero EI → 0. Nesses instantes de tempo, a maior fração da energia total é usada
pelo meio, e a part́ıcula fica oscilando, com uma pequena amplitude, em torno do
mı́nimo do poço de potencial.
Essa situação é bastante diferente do caso anterior N = 15, na Fig. 4.4,


































(b) N = 360 osciladores.
Fig. 4.5: Evolução temporal das energias. Energia total ET , energia do sistema ES , energia dos
osciladores EO e energia de interação EI .
onde a energia dos osciladores não tinha um valor próximo da energia total. Logo,
podemos perceber que quando N aumenta, a energia dos osciladores também pode
aumentar, chegando mais próximo do valor da energia total. Essa é uma primeira
manifestação que, no limite de N → ∞, a energia do sistema pode ser totalmente
transferida para os osciladores do meio. A abordagem usada neste trabalho, que
considera um meio finito, nos permite observar detalhadamente como isso acontece.
A trajetória para N = 20 no espaço de fases é mostrada na Fig. 4.2 (d).
Neste caso, a part́ıcula move-se rapidamente da curva inicial mais externa (as curvas
mais externas estão diferenciadas pela cor preta) em direção a origem do espaço de
fases. Após o “transiente” t & 1, 30 × 103, nos tempos em que a energia do sistema
aproxima-se de zero, a part́ıcula movimenta-se em direção à origem do espaço de
fases (curvas de cor cinza). Por outro lado, para tempos em que ela recupera um
pouco da energia, ela retoma o movimento sobre as curvas (de cor preta) na parte
mais afastada da origem. A part́ıcula movimenta-se entre esses dois limites com a
mesma freqüência (∼ 0, 057) da troca de energia.
Pode ser observado que, após se estabelecer uma situação de “equiĺıbrio”,
em média cerca de 75% da energia total é usada pelo meio e 25% é usada pelo
sistema. O meio faz parte da dinâmica total e afeta a part́ıcula não apenas via
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dissipação e amortecimento, mas também cedendo energia para ela. No caso limite
de N → ∞, a maior parte da energia do sistema é transferida para o meio, e desse
modo apenas flutuações temporais são esperadas. Isto pode ser observado na Fig.
4.5 (b) com o aumento no número de osciladores para N = 360. Após se estabelecer
uma situação de equiĺıbrio em t ∼ 1100, as energias do sistema e meio apresentam
apenas flutuações, enquanto a energia de interação fica próxima de zero. Como
esperado, para um meio composto por muitos osciladores, a maior parte da energia
total é transferida do sistema para o meio. Em vez de uma freqüência de troca de
energia bem definida entre sistema e meio, observamos apenas flutuações no valor
da energia do sistema.
4.1.2 Transferência da Part́ıcula
Um outro aspecto do estudo da dinâmica de transferência de energia ocorre
quando a part́ıcula salta de um poço do potencial para outro. Neste caso, em t =
0, a part́ıcula recebe energia suficiente para saltar sobre a barreira de potencial.
Então, ela move-se sobre outros poços do potencial, e os efeitos de amortecimento e
dissipação de energia farão com que a part́ıcula “caia” em um dos poços do potencial
e permaneça lá. Para ilustrar esse comportamento, a intensidade do acoplamento
entre sistema e meio foi tomada como sendo γj = 0, 03.
Na Fig. 4.6 a evolução temporal para as energias é mostrada para vinte
osciladores (N = 20). A energia inicial do sistema é ES(t = 0) ∼ 0, 0346, esse valor
é maior comparado com o valor apresentado na última subseção, e a part́ıcula salta
(para a direita) sobre dois poços do potencial (veja o potencial na Fig. 3.9). A
energia referente a altura da barreira de potencial é Epot ∼ 0, 0323. Como o valor da
intensidade do acoplamento entre sistema e meio é menor, os efeitos de dissipação
são esperados ocorrer para tempos mais longos. Portanto, o tempo de integração
para a Fig. 4.6 é maior. Todos os demais parâmetros do problema são os mesmos da
Fig. 4.5 (a).
Com a finalidade de discutir melhor a dinâmica da transferência de energia,





















Fig. 4.6: Evolução temporal das energias individuais para o caso de transferência da part́ıcula com
N = 20 osciladores. A ampliação mostrada dentro da figura exibe os detalhes das energias dos















Fig. 4.7: Trajetória no espaço de fases para N = 20, mostrando em (a) a dependência temporal da
posição da part́ıcula e em (b) a sua correspondente trajetória no espaço de fases.
é importante observar também o que acontece com a posição da part́ıcula no espaço
de fases, mostrado na Fig. 4.7. Em t = 0 a part́ıcula encontra-se dentro do primeiro
poço do potencial em X = 0, com velocidade Ẋ = 0, 263. Durante o intervalo
de tempo 0 ≤ t . 22, a part́ıcula movimenta-se para a direita (Ẋ > 0) sobre
dois poços do potencial (lembrando que o peŕıodo do potencial é 1) e, devido aos
efeitos de dissipação, a part́ıcula “cai” no poço de potencial localizado em torno do
mı́nimo X = 2 e fica oscilando em torno desse ponto durante o intervalo de tempo
22 . t . 101.
Quando a part́ıcula salta sobre os poços do potencial, a energia fica “ar-
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mazenada” no meio que aparentemente alcança um tipo de “estado excitado” com
energia média em torno de 0, 0075. Isto pode ser observado na ampliação mostrada
na Fig. 4.6 para t . 101. O mesmo acontece com a energia de interação, porém
com valores negativos de energia. Quando o instante de tempo t ∼ 101 é atingido, a
energia armazenada no meio é transferida de volta para a part́ıcula, e ela salta para
a esquerda retornando um poço de potencial, e fica oscilando em torno do mı́nimo
X = 1 durante todo o tempo integrado.
Quando a part́ıcula pulou de volta para o último poço de potencial — em
torno de X = 1 — o meio decaiu para um “estado excitado” mais baixo, com
energia média em torno de 0, 0025. Podemos ver isso na ampliação exibida na Fig.
4.6 para t & 101. Essa energia restante no meio não é suficiente para fazer com que
a part́ıcula salte para outro poço de potencial. Portanto, a part́ıcula fica presa nesse
poço de potencial centrado em torno de X = 1 para todo o tempo de integração.
Para tempos 101 . t < 6, 0×103, a energia do sistema é lentamente transferida para
o meio e a part́ıcula presa no poço de potencial perde lentamente sua energia. Isso é
manifestado pelo alargamento da curva referente a trajetória da part́ıcula no espaço
de fases da Fig. 4.7 (b).
Para baixos valores de N — em torno de 15 — o meio apresenta dois efeitos
sobre a part́ıcula: a) de amortecimento, fazendo ela “cair” em um poço de potencial
e permanecer lá por um certo tempo, e b) pode injetar energia de volta para o
sistema, transferindo a part́ıcula para um outro poço de potencial. Com o acréscimo
do número de osciladores o segundo efeito tende a desaparecer para N & 27, e
somente efeitos de dissipação e amortecimento se fazem presentes. Para valores de
N ainda menores (como 1, 2, 3,..., 14), ambos efeitos estão presentes, embora os
efeitos de amortecimento sejam muito pequenos. Por esta razão, dependendo da
energia inicial da part́ıcula ela pode se deslocar continuamente para o infinito.
Concluindo essa análise, observamos que para um meio composto por N .
27, ele é capaz de induzir a transferência da part́ıcula de um poço do potencial
para outro. Embora esse limite de 27 osciladores certamente mude com o uso de
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outras condições iniciais e outros valores para a intensidade do acoplamento, um
meio capaz de induzir a transferência da part́ıcula foi observado para todos os casos
que estudamos.
4.2 A Dependência da Taxa de Dissipação com o
Meio
Embora os resultados apresentados na última seção sejam importantes para
esclarecer e descrever os processos da dinâmica de transferência de energia para uma
particular trajetória, eles não são suficientes para tirarmos conclusões sobre as leis
gerais que regem a dinâmica de transferência de energia. Nosso objetivo agora é
buscar por uma lei que seja geral. Com isso em mente, realizamos um estudo sobre a
transferência de energia do sistema para o meio utilizando um conjunto de trajetórias,
a fim de estudar a redistribuição interna de energia para o caso apresentado na
Sec. 4.1.1 1. Com esse propósito fizemos uma média sobre 800 trajetórias, ou seja,
uma média sobre 800 condições iniciais. Estudamos também a taxa com que a
energia do sistema é perdida para o meio quando o número de osciladores cresce.
A intensidade do acoplamento entre sistema e meio foi assumida como γj = 0, 1, a
mesma usada na Sec. 4.1.1. Discutimos os resultados somente para os instantes de
tempo maiores que 1000. Para os instantes iniciais existe um regime transiente e,
portanto, o sistema não encontra-se em uma situação de “equiĺıbrio”.
A Fig. 4.8 (a) mostra, em escala logaŕıtmica, a evolução temporal da energia
média do sistema 〈ES〉 para diferentes valores do número de osciladores que compõem
o meio. Para N = 2 não é observado um apreciável decaimento no valor da energia
média do sistema, e deste modo, a dissipação é considerada nula. No entanto, para
N ≥ 20 foi observado decaimento para todos os casos. Este fato concorda com os
1O caso da transferência de part́ıcula não é necessário estudar aqui porque, após alguns instantes
de tempo, ele se reduz ao caso da redistribuição interna de energia, ou seja, os efeitos de dissipação
fazem com que a part́ıcula permaneça num único poço de potencial.
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resultados apresentados na última seção onde os efeitos de dissipação começam a
aparecer por volta de N ∼ 15. O objetivo agora é encontrar uma lei geral que des-
creva o decaimento temporal do valor da energia média do sistema para os instantes
de tempos t > 1000.
Na Fig. 4.8 (a) podemos observar que a energia média decai de forma linear
com o tempo, na escala logaŕıtmica do gráfico. Portanto, a energia do sistema pode
ser bem ajustada por uma lei de potência, dada pela curva
〈ES〉 = A0t−ν , (4.1)
onde A0 é uma constante e ν é o expoente que determina a taxa de dissipação de
energia. Ambas as constantes mudam quando o valor de N é modificado.
Na Fig. 4.8 (a) as curvas ajustadas pela Eq. (4.1) são representadas pela
cor cinza para cada valor de N , demonstrando que a taxa de decaimento da energia
média do sistema obedece uma lei de potência. A dependência de ν com N para
a distribuição de Debye baixa é mostrada na Fig. 4.8 (b) com os pontos (■). Neste
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Fig. 4.8: (a) Evolução temporal da energia média do sistema < ES > (na cor preta) e as cur-
vas ajustadas para N=2(①), 20(②), 60(③), 140(④), 180(⑤)e 360(⑥) (na cor cinza), com escala
logaŕıtmica. (b) Valores para o expoente ν em função de N , para as seguintes distribuição de
freqüência dos osciladores do meio: Debye baixa (■), Gauss (●) e Debye alta (▲).
caso, pode ser observado que a taxa de dissipação de energia (ν) aumenta quando o
número de osciladores aumenta entre N = 2 e N = 140. Para esses valores de N ,
a energia do sistema é transferida mais rapidamente para o meio à medida que o
número de osciladores aumenta. Para N = 140 o expoente de dissipação de energia
(ν) atinge um máximo, porém diminui um pouco para valores de N maiores.
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O máximo observado na Fig. 4.8 (b) (com os pontos ■) para N = 140, signi-
fica que para esse número de osciladores a taxa de transferência de energia é maior,
isso acontece porque existem osciladores com determinadas freqüências que possivel-
mente favorecem a transferência de energia. Relembrando os resultados da Fig. 4.4
na Sec. 4.1.1, observamos que os osciladores do meio com freqüência menor, isto é,
aqueles com menor energia recebem uma maior porcentagem da energia fornecida
pelo sistema. Uma outra observação a ser feita é que, a energia média do sistema é
transferida mais rapidamente para o meio quando ωj ≤ ω0 do que quando ωj > ω0.
Isso fica claro se percebemos que a transferência de energia E0 → Ej ocorre de forma
mais provável se E0 > Ej.
No presente caso, a distribuição de Debye baixa está centrada em torno de
ω0, e o número de osciladores com freqüência “menor” ou “maior” que ω0 pode va-
riar quando comparamos diferentes realizações para valores finito de N (isto depende
do gerador de freqüências utilizado). Fazendo uma análise mais detalhada da dis-
tribuição de freqüências utilizada, verificamos que para uma realização espećıfica, o
número de osciladores com freqüências “menores” que ω0 é proporcionalmente maior
para N = 140 do que para N = 180 e N = 360. Portanto, é esperado que a taxa
de transferência de energia seja maior para o caso N = 140, como observado ante-
riormente na Fig. 4.8. Esse tipo de máximo pode ocorrer apenas para um número
finito de osciladores que compõe um meio modulado. Esse máximo também não será
encontrado quando a distribuição de freqüências dos osciladores não incluir o valor
ω0. A Fig. 4.8(b) exemplifica essa situação mostrando o valor de ν da Eq. (4.1) em
função de N para a distribuição Gaussiana (com os pontos ●) e para a distribuição de
Debye alta (com os pontos ▲) com freqüência de corte ωc ∼ 4, 0; em ambos os casos
todas as freqüências dos osciladores são maiores que a freqüência ω0, ou seja, ωj > 1.
Deste modo, como é esperado, o valor do expoente ν aumenta com o acréscimo de
N . Como as a distribuições de Debye (▲) e Gaussiana (●) estão centradas em torno
de freqüências mais altas (ωj > ω0), os valores de ν são menores quando comparados
com os valores referentes a distribuição de Debye baixa (■).
5
Surgimento da Dissipação sob a
Ótica de Dinâmica não Linear
5.1 Transição: Conservativo - Dissipativo
Nesta seção apresentamos a discussão sobre o processo de transferência de
energia do sistema para o meio. De acordo com os resultados apresentados no ińıcio
do caṕıtulo anterior, Cap.4 - Sec. 4.1, o sistema de interesse troca energia constan-
temente com os N osciladores do meio. Quando esse meio é constitúıdo por poucos
osciladores, a energia do sistema, que é transferida para o meio, pode retornar no-
vamente para o sistema. É conhecido [18] que devido aos tempos de recorrência de
Poincaré, a energia transferida para os osciladores do meio deve sempre retornar, em
algum momento, para o sistema.
Em geral, quando consideramos poucos osciladores N . 15, os tempos de
recorrência não são tão longos e podem ser observados em simulações numéricas [18].
Porém, para valores mais altos de N , os tempos de recorrência de Poincaré aumentam
muito, e não podem mais ser observados para os tempos finitos de simulação. Neste
caso, podemos dizer que a energia transferida para o meio não retorna mais, durante
o tempo de integração, para o sistema. Portanto, quando consideramos valores de N
mais altos é posśıvel perceber que o sistema começa apresentar efeitos dissipativos a
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tempos finitos.
Para todos os casos considerados neste caṕıtulo, a amplitude de interação
entre sistema e meio é γj = 0, 01. Utilizamos sempre a mesma condição inicial para
a part́ıcula do sistema, X(t) = 0, 0 e V (t) = 0, 2, sendo a energia adimensional1
total ET = 0, 02. Consideramos a distribuição de Debye alta para as freqüências dos
osciladores, a qual compreende o intervalo 1, 1 . ωj . 2, 1. A distribuição inicial
das posições e velocidades dos osciladores é uniforme e em torno de zero. Em t = 0
a energia inicial do sistema é dada por ES ∼ ET = 0, 02, a energia de interação é
nula, e a energia dos osciladores é próxima de zero EO ∼ 0, 0. Para todos os casos a
amplitude da força externa é nula F = 0, e o sistema como um todo é conservativo.
A part́ıcula não tem energia suficiente para saltar sobre a barreira do potencial e,
portanto, fica confinada num único poço do potencial assimétrico durante todo o
tempo. A energia média da part́ıcula 〈E〉, apresentada nesta seção, foi calculada
sobre 800 condições iniciais dos osciladores.
A Fig. 5.1 mostra a energia média da part́ıcula em função do tempo, para
N = 12, 13, 14, 60 e 400. Para N = 12 podemos observar que a energia oscila
em torno do valor médio ∼ 0, 019, porém, a média temporal se mantem constante
durante todo o tempo de integração. No entanto, para o caso N = 13, apesar
das oscilações iniciais, a energia média começa a decrescer aproximadamente em
t(13) ∼ 5 × 103, ou seja, com o passar do tempo a média temporal da energia da
part́ıcula diminui. Isto significa que, no instante t ∼ t(13), uma parcela da energia
da part́ıcula começa a ser transferida para o meio. Este resultado é mais ńıtido para
N = 14, onde a energia média começa a diminuir em torno de t(14) ∼ 3 × 103, e
diminui continuamente durante todo o tempo de integração. Aumentando o valor de
N para 60 e 400, observamos que o instante de tempo para o qual a energia começa
ser transferida para o meio tende a diminuir. Por exemplo, para N = 400 a energia
do sistema começa ser transferida para o meio em t ∼ 0, 0. É interessante observar
1A energia é dada em unidades de ML2ω2
0
de acordo com as definições das variáveis adimensi-
onais na Sec. 3.3 do terceiro caṕıtulo.


















Fig. 5.1: Energia média da part́ıcula em função do tempo, para N = 12, 13, 14, 60 e 400. A média
foi realizada sobre 800 condições iniciais dos osciladores do meio. Os śımbolos (▲), junto da curva
N = 400, representam o ajuste da curva que é dado pela expressão: A + B exp (−αtβ) (stretched
exponential) com os valores A ∼ 4 × 10−4, B ∼ 0, 027, α ∼ 0, 203 e β ∼ 0, 384.
que a energia da part́ıcula começa ser transferida para o meio exatamente quando a
amplitude das oscilações temporais mais proeminentes da energia média diminuem.
O decaimento temporal da energia média para N = 400 tem o comporta-
mento descrito por uma função exponencial alongada — stretched exponential —
expressa na forma A + B exp (−αtβ). Veja o ajuste da curva representado pelos
śımbolos (▲) na Fig. 5.1 para N = 400, com os seguintes valores de parâmetros:
A ∼ 4 × 10−4, B ∼ 0, 027, α ∼ 0, 203 e β ∼ 0, 384. Os resultados apresentados na
Sec. 4.2 do Cap. 4, mostraram que o decaimento da energia média do sistema é dado
por uma lei de potência. Diferentemente, no caso aqui apresentado o decaimento tem-
poral da energia média obedece uma função exponencial alongada (A+B exp (−αtβ))
para N & 150 (na Fig. 5.1 mostramos o ajuste para N = 400). A explicação para
essa diferença entre os resultados é atribúıda a dois fatores: (i) escolha do compri-
mento do intervalo em que são distribúıdas as freqüências dos osciladores do meio,
(ii) o aumento do acoplamento efetivo entre sistema e meio quando o valor de N
aumenta. Os resultados apresentados na Sec. 4.2 foram obtidos utilizando o compri-
5.2. Análise das Séries Temporais 56
mento da janela do espectro ∼ 2, 5 que para distribuições de Debye baixa e Debye
alta compreendem, respectivamente, os intervalos 0 < ωj . 2, 5 e 1, 5 . ωj . 4, 0.
No presente caṕıtulo o comprimento utilizado para a janela espectral é ∼ 1, 0 e com-
preende o intervalo 1, 1 . ωj . 2, 1. Para os resultados apresentados neste caṕıtulo
o acoplamento efetivo aumenta quando N aumenta, que é uma situação diferente do
caso apresentado no Cap. 4.
De acordo com as observações a respeito da Fig. 5.1, podemos concluir que:
a part́ıcula do sistema começa “sofrer” os efeitos da dissipação para os valores de
N entre 12 e 14. Para valores de N mais baixos, a part́ıcula troca continuamente
energia com o meio, porém, a média temporal da energia se mantém constante.
Quando consideramos valores de N mais altos, a energia da part́ıcula é transferida
para o meio em t ∼ 0, 0, ou seja, a energia do sistema é rapidamente transferida para
o meio. O decaimento temporal da energia média obedece uma função exponencial
alongada quando N & 150.
É importante novamente comentar que os resultados apresentados nesta
seção, e neste trabalho, são válidos para o gerador espećıfico de freqüências usado nas
simulações. Isto significa dizer que os valores de N no intervalo (12,14) — quando
os efeitos da dissipação começam aparecer — poderiam mudar se outro gerador de
freqüências é usado. No entanto, usando outras sementes pudemos observar que o
surgimento dos efeitos da dissipação ocorrem sempre para os valores de N no inter-
valo (10, 20).
5.2 Análise das Séries Temporais
Uma série temporal consiste de um conjunto {Xj} = X(t1), X(t2), . . . , X(tn)
de valores, referentes aos instantes de tempo tj (sendo j = 1, 2, 3, . . . , n), que repre-
sentam a evolução temporal de uma variável de estado de um sistema. Essa variável
de estado, para o nosso caso, é a posição X(t) da part́ıcula do sistema de interesse.
Nosso objetivo consiste em obter informações sobre o comportamento dinâmico do
sistema de interesse a partir da análise dessas séries temporais. Buscamos por in-
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formações que nos permitam aferir se o comportamento do sistema é regular ou
caótico quando variamos o número N de osciladores que compõe o meio. As fer-
ramentas usadas para fazer o estudo das séries temporais foram: o espectro dos
expoentes de Lyapunov [87,88] e o espectro de potências.
Para fazermos essa análise nós utilizamos o pacote numérico TISEAN [89,90].
A integração numérica para obtenção das séries foi feita até t = 2× 104, e o número
total de pontos utilizados para cada série foi de 2 × 105 pontos.
5.2.1 Expoentes de Lyapunov
Os expoentes de Lyapunov representam um dos critérios mais importantes
utilizados para diagnóstico de caos em sistemas dinâmicos. Eles quantificam a de-
pendência ou sensibilidade do sistema às condições iniciais, verificando a divergência
exponencial no tempo de trajetórias vizinhas no espaço de fases de um sistema
dinâmico. Para melhor entender essa situação, consideremos uma trajetória descrita
por ~x(t) e sua trajetória vizinha ~x′(t), definidas no espaço de fases m-dimensional.
As respectivas condições iniciais são dadas por ~x(t0) e ~x
′(t0) = ~x(t0)+∆~x(t0). Essas
trajetórias evoluem no tempo e a distância entre elas, no instante t, é dada pela
norma (no espaço Euclidiano) do vetor tangente ~w(t), ou seja, ||~w(t)||. Em t = 0 a
distância entre as trajetórias vale ||~w(t0)||. Veja a ilustração na Fig. 5.2.
A taxa exponencial média de divergência do vetor tangente ~w, em cada








, i = 1, 2, . . . ,m , (5.1)
os valores Λi são denominados de espectro dos expoentes de Lyapunov.
Para cada dimensão do espaço de fases existe um expoente de Lyapunov
Λi associado que determina o comportamento do volume ocupado pelas condições
iniciais ao longo do tempo. O comportamento caótico de um sistema é caracterizado
pela existência de, pelo menos, um dos expoentes de Lyapunov positivo. A soma
dos expoentes de Lyapunov (
∑
i Λi) fornece informação a respeito da conservação








Fig. 5.2: Ilustração da evolução temporal de duas trajetórias vizinhas ~x(t) e ~x′(t). Em t = 0 as
respectivas condições iniciais são ~x(t0) e ~x
′(t0) = ~x(t0)+∆~x(t0). A distância entre essas trajetórias
varia de ||~w(t0)|| para ||~w(t)||.
do volume inicial [87]. Se o sistema é dissipativo, o valor da soma dos expoentes de
Lyapunov é negativo (
∑
i Λi < 0) e se o sistema é conservativo, a soma dos expoentes
é nula
∑
i Λi = 0).
Em séries temporais, o ponto de partida para o cálculo dos expoentes de
Lyapunov é a trajetória reconstrúıda em uma dimensão de imersão adequada [92]
(ver discussão na Sec. 5.2.2). Uma vez conhecendo a trajetória reconstrúıda, define-se
uma trajetória fiducial a partir da seqüência de vetores reconstrúıdos. A seguir, deve-
se analisar o que ocorre com pontos vizinhos desta trajetória. Com as informações
sobre as taxas de divergência destes pontos, pode-se obter então os expoentes de
Lyapunov.
5.2.2 Trajetória Reconstrúıda e Dimensão de Imersão
Para obter os valores dos expoentes de Lyapunov a partir da série temporal,
primeiramente foi necessário determinar a dimensão de imersão m do espaço da
trajetória reconstrúıda (espaço de imersão) [92]. O espaço da trajetória reconstrúıda
consiste num espaço vetorial de dimensão m, que preserva as mesmas caracteŕısticas
do espaço vetorial “original” do qual a variável X(t) faz parte. Takens em 1981
provou que a partir de uma série temporal é posśıvel obter a trajetória no espaço
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vetorial reconstrúıdo, e que ela preserva as mesmas informações da trajetória no
espaço vetorial “original” [92].
De acordo com Takens o espaço de fases do sistema pode ser reconstrúıdo
a partir de uma série temporal escalar (X(t1), X(t2), . . . , X(tn)) usando o método
das coordenadas defasadas. Esse método consiste em, a cada instante de tempo tj,
assinalar o ponto de coordenadas X(tj), X(tj + τ), . . . , X(tj + (m − 1)τ) no espaço
de imersão m, sendo τ uma defasagem temporal. Desse modo, variando j de 1 até n,
obtém-se a trajetória reconstrúıda. Considerando que o vetor ~ξα representa a posição
do ponto no espaço de imersão, no instante tα. Logo, a trajetória reconstrúıda é dada
pela seqüência de vetores:
~ξ1 = (X(t1), X(t1 + τ), . . . , X(t1 + (m − 1)τ))
~ξ2 = (X(t2), X(t2 + τ), . . . , X(t2 + (m − 1)τ))
...
...
~ξα = (X(tα), X(tα + τ), . . . , X(tα + (m − 1)τ))
com α = 1, 2, . . . , p, sendo a relação entre as constantes m, τ, n e p dada por n =
p + (m − 1)τ . O problema se resume em determinar os valores apropriados da
dimensão de imersão m e do tempo de defasagem τ . No entanto, de acordo com
a Ref. [90], o cálculo do espectro do expoente de Lyapunov (utilizando o pacote
TISEAN [89, 90]) é independente do tempo de defasagem τ . Portanto, como nosso
objetivo é apenas obter o espectro dos expoentes de Lyapunov, logo, nosso problema
consiste em determinar apenas a dimensão de imersão m apropriada.
De acordo com o que acabamos de mostrar, a dimensão de imersão m é
o número de coordenadas necessárias para localizar cada ponto da série no espaço
reconstrúıdo. Em nosso caso, os valores apropriados de m foram determinados uti-
lizando o método dos falsos vizinhos [93]. A idéia do método consiste em assumir,
inicialmente, um espaço de dimensão m e para cada ponto da trajetória reconstrúıda
(representado pelo vetor ~ξα) é calculado a distância entre esse ponto e seus pontos
vizinhos mais próximos. Aumentando a dimensão de m para m + 1, novamente
verifica-se a distância entre os pontos vizinhos. Caso a distância entre os pontos
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vizinhos tenha aumentado, dizemos que os falsos vizinhos foram separados. O pro-
cesso se repete até encontrar o valor da dimensão cujo o número de falsos vizinhos se
reduza a zero, ou seja, até que seja encontrado o valor ótimo da dimensão de imersão.
Na Tab. 5.1 mostramos todos os valores apropriados da dimensão de imersão m para
os diferentes valores de N .
N dimensão de imersão m
1 - 5 2
6 - 12 3
13 e 14 4
N ≥ 15 5
Tabela 5.1: Valores da dimensão de imersão m para diferentes valores de N .
Conhecendo a dimensão de imersão m, o passo seguinte foi calcular os ex-
poentes de Lyapunov a partir da série temporal (utilizando o pacote numérico TI-
SEAN [89, 90]). O algoritmo implementado pelo TISEAN para calcular o espectro
de Lyapunov foi originalmente proposto por Sano e Sawada [88]. A idéia funda-
mental consiste numa aproximação das matrizes jacobianas a partir de um algoritmo
de mı́nimos quadrados. Para maiores detalhes ver as Refs. [88, 90]. O espectro de
potência foi calculado diretamente da série temporal utilizando o pacote TISEAN ou
o Software Livre XMGRACE [94], o resultado obtido foi o mesmo.
Iniciaremos a discussão a respeito do espectro de potência e dos expoentes de
Lyapunov, apresentando os resultados para valores de N mais baixos. Em seguida,
quando aumentamos o valor de N , a discussão engloba a transição entre o regime
conservativo e dissipativo. E finalmente, vamos encerrar essa análise discutindo os
resultados para valores de N mais altos.
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5.2.3 Caso N = 0
Neste caso não existe o meio. A part́ıcula oscila livremente dentro do po-
tencial assimétrico, Fig. 5.3, com uma freqüência angular, ω ∼ 0, 56, bem definida.
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Fig. 5.3: Oscilações da part́ıcula em torno do mı́nimo do potencial assimétrico em função do tempo
para N = 0. O peŕıodo das oscilações é T ∼ 11.
5.2.4 Caso 1 ≤ N ≤ 12
Para N > 0 a dinâmica da série temporal da part́ıcula começa apresentar
alguns efeitos devido a interação com os osciladores do meio. No intervalo 1 ≤ N ≤
12, todos os valores que foram obtidos para o expoente de Lyapunov (Λ) independem
do tempo, e foram estimados como sendo Λ . 10−3. Logo, podem ser considerados
zero.
A Fig. 5.4 (a) mostra o espectro de potências para o caso N = 1. Pode-
mos observar que os picos são bem localizados em certos valores de freqüências. A
freqüência principal, ω ∼ 0, 56, corresponde a freqüência angular da part́ıcula do
sistema de interesse. Essa é a freqüência do movimento da part́ıcula em torno do
mı́nimo do potencial assimétrico. Todos os outros picos são os altos harmônicos dessa
freqüência principal. Para valores de N entre 2 e 12 (o espectro não é mostrado),
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Fig. 5.4: Espectro de potências para (a) N = 1, (b) N = 13 e (c) N = 20.
começam aparecer novas freqüências em torno dos picos das freqüências mostrados
na Fig. 5.4 (a) para N = 1. De acordo com os resultados do espectro de potências,
juntamente com os expoentes de Lyapunov nulos, podemos concluir que a dinâmica
da part́ıcula do sistema é regular para N ≤ 12.
5.2.5 Caso 13 ≤ N ≤ 20
Mudanças significativas ocorrem neste regime, o qual é caracterizado pela
emergência da dissipação (veja a discussão na Sec.5.1). De acordo com o que foi
mencionado anteriormente, para N = 13 e 14 a dimensão de imersão apropriada é
m = 4 e para N ≥ 15 é m = 5, veja a Tab. 5.1. Primeiramente vamos mostrar os
resultados para N = 13.
A Fig. 5.5 mostra: (a) a energia da part́ıcula e (b) os quatro valores do
Lyapunov em função do tempo. Lembramos que neste caso foi considerado apenas
uma trajetória, e a média temporal da energia da part́ıcula é constante (ver Fig. 5.5
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(a)). Portanto, essa situação é diferente do resultado apresentado na Fig. 5.1 para
N = 13, onde foi tomada uma média sobre 800 condições iniciais. Na Fig. 5.5
(b) podemos observar que dois expoentes de Lyapunov são negativos e dois são
positivos, e são aproximadamente constantes durante todo tempo. A soma dos quatro
expoentes de Lyapunov é zero, isso significa que toda a dinâmica descrita pela série
temporal da part́ıcula é conservativa, como esperado. Os erros associados aos valores
























Fig. 5.5: (a) Energia da part́ıcula do sistema e (b) o espectro de Lyapunov para N = 13 em função
das iterações da série temporal.
A Fig. 5.4 (b) mostra o correspondente espectro de potências para N = 13.
Quando comparamos a Fig. 5.4 (a) e (b), podemos perceber que o efeito devido aos 13
osciladores do meio sobre a dinâmica da part́ıcula, acaba resultando no aparecimento
de novas freqüências de pequena amplitude em torno das freqüências principais.
Em outras palavras, o espectro de freqüências começa apresentar um alargamento
em torno das freqüências principais de oscilação da part́ıcula no poço de potencial
assimétrico.
O espectro de freqüências para N = 20 é apresentado na Fig. 5.4 (c). Neste
caso podemos ver que as freqüências principais praticamente desaparecem, e o que se
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observa é um espectro complicado que pode ser um indicativo de que o caso N = 20
apresenta uma dinâmica caótica. Esse resultado é confirmado, na seqüência do texto,
com a discussão sobre os expoentes de Lyapunov.
A Fig. 5.6 mostra: (a) a energia da part́ıcula do sistema e (b) os valores dos
Lyapunovs positivos em função do tempo para N = 20. Podemos observar que ambos
os Lyapunovs positivos decrescem exatamente para os instantes que a amplitude de
oscilação temporal da energia diminui. Na verdade, no momento que a amplitude de
oscilação temporal da energia começa a diminuir, simultaneamente, a energia começa























Fig. 5.6: (a) Energia da part́ıcula do sistema e (b) os valores positivos do espectro de Lyapunov
para N = 20 em função das iterações da série temporal.
relação entre o decréscimo da amplitude das oscilações temporais da energia, e o fato
dos expoentes de Lyapunov também decrescerem, é uma conseqüência da relação
entre a taxa de contração do espaço de fases e o a soma dos expoentes de Lyapunov
da part́ıcula [91].
Note que em regiões onde a dissipação aparece, a part́ıcula do sistema se
comporta dissipativamente, logo, podeŕıamos esperar que a soma dos expoentes de
Lyapunov fosse negativa. Entretanto, a soma dos expoentes de Lyapunov é sempre
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próxima de zero (dentro do erro estimado). Aparentemente não existe uma maneira
de separar os expoentes de Lyapunov relacionados com o sistema e os expoentes de
Lyapunov relacionados com o meio. Em outras palavras, apesar da dinâmica do
sistema ser dissipativa, a análise não linear aparentemente “reconhece” que a série
temporal pertence a uma dinâmica que, em sua totalidade, é conservativa.
5.2.6 Caso N > 20
Para valores de N maiores, o comportamento da dependência temporal dos
expoentes de Lyapunov não é significativamente diferente da discussão anterior. Ba-
sicamente, no instante de tempo para o qual a energia da part́ıcula começa ser
transferida para o meio, os expoentes de Lyapunov decrescem. Como mencionado
anteriormente, Sec. 5.1, quando N aumenta a energia é transferida rapidamente para
o meio e num curto intervalo de tempo perto de t ∼ 0, 0.
Na Fig. 5.7 é mostrado o espectro de potências para N = 60, 150 e 4000. Cla-
ramente é posśıvel observar a complexidade resultante devido a presença de todos os
osciladores do meio. As principais freqüências, que eram observadas para valores de
N mais baixos (ver Fig. 5.4), agora estão misturadas às outras freqüências originadas
pelas colisões da part́ıcula com os osciladores. Em especial, a freqüência fundamental
principal, ω ∼ 0, 56, desapareceu. Altas freqüências foram excitadas e o espectro de
freqüências, Fig. 5.7 (a)-(b), sugere uma dinâmica caótica para N = 60 e 150. Para
N = 4000 o espectro de freqüências, Fig. 5.7 (c), volta a exibir caracteŕısticas de um
movimento regular.
Na Fig. 5.7 (a) e (b) também é posśıvel observar o surgimento de uma nova
freqüência próximo de ω ∼ 0, 98. Para N = 4000 essa nova freqüência encontra-
se próximo de ω ∼ 0, 76. A origem f́ısica do surgimento dessa nova freqüência
é esclarecida na seqüência do texto. No caso N = 4000 (Fig. 5.7 (c)), além do
aparecimento da freqüência fundamental principal ω ∼ 0, 76 e seus altos harmônicos
localizados em 1,52, 2,28, 3,01, ..., todas as N = 4000 freqüências dos osciladores
do meio também aparecem no espectro de freqüências da part́ıcula, no intervalo
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Fig. 5.7: Espectro de freqüências para (a) N = 60 (b) N = 150 e (c) N = 4000. As linhas verticais
tracejadas na figura (c) indicam a região do espectro referente as freqüências dos osciladores do
meio.
1, 1 . ω . 2, 1 indicado pelas linhas verticais tracejadas. Observe que o pico da
freqüência do primeiro alto harmônico (ω ∼ 1, 52) desaparece entre as freqüências
dos osciladores.
Na seqüência apresentamos um panorama geral a respeito do comportamento
da energia e dos expoentes de Lyapunov em função de N . A Fig. 5.8 mostra: (a) a
energia temporal média da part́ıcula para os instantes finais do tempo de integração
e (b) os expoentes de Lyapunov positivos em função de N . Essa energia média da
part́ıcula, referente aos instantes finais de tempo, foi calculada levando em conta
os últimos 2 × 103 instantes da integração numérica. Observe que para os valores
de N . 12, a energia inicial (∼ 0, 02) é igual a energia final, ou seja, não houve
transferência de energia do sistema para o meio. Neste caso, os valores dos expoentes
de Lyapunov são próximos de zero e a dinâmica do sistema é regular.
Os erros associados aos valores dos expoentes de Lyapunov são identificados
























Fig. 5.8: (a) Energia média da part́ıcula para os instantes finais da integração numérica e (b)
os expoentes de Lyapunov positivos em função de N . As barras verticais em (b) indicam o erro
associado com os valores do expoente de Lyapunov.
pelas barras verticais na Fig. 5.8 (b). Para N ≤ 12 a dimensão de imersão é m = 3,
e obtemos apenas um expoente de Lyapunov positivo. Em torno de N ∼ 13 e 14 a
energia média final começa a decrescer, significando que uma parcela da energia do
sistema foi transferida para o meio, em acordo com o que foi observado na Sec.5.1.
Próximos desses valores de N (13 e 14), para os quais a dimensão de imersão é dada
por m = 4, os dois expoentes de Lyapunov positivos aumentam e a part́ıcula começa
apresentar um comportamento caótico.
Para valores de N mais altos, os expoentes de Lyapunov decrescem lenta-
mente (Fig. 5.8 (b)) seguindo o comportamento qualitativo da energia média final
(Fig. 5.8 (a)). Isso é uma conseqüência de um resultado geral bem conhecido: o
expoente de Lyapunov de uma part́ıcula cresce (decresce) quando a energia total da
mesma cresce (decresce). É interessante observar que muito próximo da região onde
a dissipação começa aparecer (13 . N . 15), os expoentes de Lyapunov crescem
e a dinâmica do sistema sofre uma transição do movimento regular para caótico.
No entanto, para valores de N ainda mais altos a energia média final da part́ıcula
decresce, os expoentes de Lyapunov também decrescem, e o movimento da part́ıcula
5.2. Análise das Séries Temporais 68
tende a ser regular novamente. Isso pode ser visto quando comparamos as Fig. 5.7
(c) e Fig. 5.8 para N = 4000. Neste caso a part́ıcula apresenta uma energia final
muito baixa e os expoentes de Lyapunov assumem valores próximos de zero. Como a
energia final da part́ıcula é muito baixa, é esperado que essa part́ıcula realize peque-
nas oscilações, com freqüência ω0, em torno do mı́nimo do potencial. Essa freqüência
ω0 é a freqüência do movimento linear próximo do mı́nimo do potencial.
Visto que todas as freqüências aqui apresentadas são dadas em unidades
de ω0 = 1, 0, então conclúımos que para valores altos de N , a part́ıcula do sistema
oscila muito perto do mı́nimo do potencial e com uma freqüência principal próximo
de ω ∼ ω0 = 1, 0. E essa é a origem f́ısica do surgimento das novas freqüências que
aparecem na Fig. 5.7, que são em torno de: ω ∼ 0, 98 para a figura (b) e ω ∼ 0, 76
para a figura (c), sobre as quais comentamos anteriormente.
6
Transporte de Part́ıculas
6.1 O Mecanismo de Transporte
O transporte de part́ıculas, através dos múltiplos poços do potencial, ocorre
devido a ação combinada da assimetria do potencial periódico com a força externa
dependente do tempo, de acordo com o modelo de estudo dado pelas Eqs. (3.15) e
(3.16). A força externa utilizada para representação do modelo é uma força periódica,
Fext = F cos(ωt) , (6.1)
e o potencial, devido a ação dessa força, somado ao potencial periódico e assimétrico
V (X), dado pela Eq. (3.17), resulta no potencial efetivo
V (X) − XF cos(ωt) . (6.2)
Esse potencial efetivo é responsável pelo transporte da part́ıcula através dos múltiplos
poços do potencial. Para melhor entender o mecanismo de transporte, observamos
a Fig. 6.1. Inicialmente, em t = 0, a part́ıcula encontra-se confinada no poço de
potencial com mı́nimo em X = 0, veja a curva cont́ınua na Fig. 6.1. Posteriormente,
para os instantes de tempo em que a força externa assume seu valor máximo (+F ),
o potencial efetivo assemelha-se a uma escada ascendente para direita, veja a curva
tracejada na Fig. 6.1. Para os instantes de tempo em que a força externa assume
seu valor mı́nimo (−F ), o potencial efetivo assemelha-se a uma escada descendente
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para direita, veja a curva pontilhada na Fig. 6.1. Portanto, podemos perceber que
com o passar do tempo a força externa muda a inclinação do potencial assimétrico, e
conseqüentemente, a part́ıcula escapa do mı́nimo do potencial e pode movimentar-se


















Fig. 6.1: Potencial efetivo, V (X) + XF cos(ωt), representando a força externa para diferentes
instantes de tempo: F cos(ωt) = 0 (linha cont́ınua), F cos(ωt) = F = 0, 075 (linha tracejada) e
F cos(ωt) = −F = −0, 075 (linha pontilhada).
Para melhor entender a dinâmica do transporte de part́ıculas, faremos algu-
mas observações sobre o efeito da força externa no potencial efetivo, Eq. (6.2). Pri-
meiramente, aumentando muito a amplitude F , o mı́nimo do potencial assimétrico
desaparece nos tempos “extremos”. E devido a assimetria do potencial V (X), esse
mı́nimo desaparece para diferentes valores de F . Na verdade, ele desaparece para
F > Fmin ∼ 0, 075 para os instantes nos quais a força externa assume o valor mı́nimo
−F , veja a curva pontilhada na Fig. 6.1, e para F > Fmax ∼ 0, 15 para os instantes
nos quais a força externa assume o valor máximo +F . Para valores intermediários de
tempo, ou seja, entre os instantes em que Fext assume os valores máximo e mı́nimo,
o potencial efetivo continuamente muda sua inclinação: de uma escada ascendente
1Isso é posśıvel, desde que a amplitude F seja grande o suficiente para que a part́ıcula escape
da primeira barreira de potencial em V (X = 0).
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para uma escada descendente em relação ao sentido positivo do eixo X. Nesses ins-
tantes, o mı́nimo do potencial assimétrico ainda está presente. Para os instantes de
tempo, nos quais a part́ıcula encontra-se presa em torno do mı́nimo do potencial
assimétrico, o movimento é classificado como um estado “oscilante”. Se a part́ıcula
salta por cima da barreira do potencial, então, o movimento é classificado como um
estado em “movimento”. Portanto, quanto maior o valor da amplitude F , menor o
número de estados “oscilantes”. Voltaremos a falar sobre os estados “oscilantes” e
em “movimento”, ainda nesse caṕıtulo, porém, um pouco mais adiante. Agora, na
seção que segue, apresentamos os primeiros resultados sobre a corrente de part́ıculas.
6.2 Corrente de Part́ıculas
A corrente de part́ıculas ao longo do potencial assimétrico pode ser definida
como a média temporal da velocidade média sobre um conjunto de condições iniciais








sendo a soma feita sobre M diferentes instantes de tempo ti, e vi é a velocidade
média da part́ıcula sobre 800 condições iniciais diferentes no instante ti. Nesta seção,
vamos analisar a corrente J e a mobilidade J/F [95] como função do número N de
osciladores e da amplitude F da força externa. Para todos os casos aqui apresentados
a freqüência da força externa é ω = 0, 035 e a intensidade do acoplamento é γj = 0, 1.
A fim de normalizar o efeito da soma sobre os osciladores, o fator 1/N foi inclúıdo na
frente dos somatórios que aparecem na Eq. (3.15), isso foi feito porque o acoplamento
efetivo entre sistema e meio tende a aumentar quando N aumenta [86]. Os demais
parâmetros são especificados ao longo do texto conforme a necessidade.
A corrente J desaparece no limite F → 0. Por outro lado, se a intensidade
da força externa é muito grande comparada com as forças devido a ação do meio e
do potencial assimétrico, a part́ıcula seguirá o forçamento externo, e neste caso, a
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mobilidade J/F tende a zero.
A Fig. 6.2 mostra a corrente J em função de N para diferentes valores da
amplitude da força externa: F = 0, 05 (■, ¤), F = 0, 1 (▲, △) e F = 0, 5 (●, ◦). Os
resultados ilustrados pelos śımbolos cheios referem-se à distribuição de freqüências de
Debye baixa e os śımbolos vazios representam os resultados referentes à distribuição









Fig. 6.2: Corrente J em função do número N de osciladores para diferentes valores da amplitude
F da força externa: F = 0, 05 (■, ¤), F = 0, 1 (▲, △) e F = 0, 5 (●, ◦). Os śımbolos cheios
representam os resultados referentes à distribuição de freqüências de Debye baixa e os śımbolos
vazios à distribuição de freqüências de Debye alta.
Para todos os valores da amplitude da força externa, apresentados na Fig. 6.2,
à medida que N → 360 a corrente J não apresenta grandes mudanças. Porém, para
F = 0, 1 (▲) uma interessante situação pode ser observada, que é o surgimento de
corrente reversa para valores baixos de N . Isso pode ser verificado na Fig. 6.3 que
mostra apenas a corrente J para o caso F = 0, 1 (▲). Observe que para os valores de
N < 20 a corrente é negativa2, mas para N > 20 a corrente torna-se positiva. Esse
fenômeno também foi observado em trabalhos [26, 96, 97] onde as correntes reversas
são obtidas das variações de parâmetros como: massa da part́ıcula, coeficiente de
viscosidade, temperatura e amplitude da força externa. Podemos também classificar
outras duas situações na Fig. 6.2: (i) corrente máxima para F = 0, 1 (▲, △); (ii)
2Corrente negativa significa que a part́ıcula movimenta-se em média para a esquerda em relação
a origem (X = 0) do potencial assimétrico, veja a Fig. 6.1.
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Fig. 6.3: Corrente J em função do número N de osciladores para o caso F = 0, 1 referente a
distribuição de freqüências de Debye baixa.
corrente baixa para F = 0, 05 (■, ¤) e F = 0, 5 (●, ◦). A situação que apresenta
corrente máxima em F = 0, 1 (▲, △), é observada para os casos referentes às distri-
buições de freqüências de Debye baixa (▲) e Debye alta (△). Porém, no segundo caso
a corrente assume valores negativos para todo N . Considerando os valores F = 0, 05
(■, ¤) e F = 0, 5 (●, ◦) observamos que a corrente é baixa para qualquer N , ou seja,
a corrente assume valores mais próximos de zero.
Resumindo nossa análise em relação à Fig. 6.2, podemos constatar que para
F = 0, 05 (■, ¤) a corrente assume valores próximos de zero, para qualquer N ,
aumentando até um valor máximo em F = 0, 1 e retornando para valores próximos
de zero para valores mais altos de F . Isto fica mais evidente na Fig. 6.4, que mostra a
mobilidade J/F em função da amplitude da força externa para valores intermediários
de F e para diferentes valores de N .
Na Fig. 6.4 podemos observar que a mobilidade J/F apresenta um valor
máximo em F = 0, 1, independente do valor de N . Por outro lado, quando F
aumenta, a mobilidade diminui. No ponto onde a corrente é máxima, F = 0, 1,
observamos corrente reversa quando mudamos as distribuições de freqüências dos
osciladores do meio de Debye baixa (▲) para Debye alta (△).
Na próxima seção, os resultados referente ao comportamento difusivo da
part́ıcula são apresentados, e também, propriedades desse comportamento são dis-
cutidas e relacionadas com a amplitude F do campo externo e a mobilidade J/F .
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Fig. 6.4: Mobilidade J/F em função da amplitude F da força externa e diferentes valores de N :
(a) N = 60 (b) N = 180 (c) N = 270 e (d) N = 360. Os resultados apresentados referem-se as
distribuições de freqüências de Debye baixa (●) e Debye alta (●).
6.3 Comportamento Difusivo
Nesta seção fazemos uma discussão sobre o comportamento difusivo da
part́ıcula. Estes resultados são relacionados com a mobilidade J/F em função da
amplitude F da força externa e para diferentes valores de N . Optamos por mostrar
aqui apenas os resultados referentes à distribuição de freqüências de Debye baixa.
Fizemos essa escolha porque os resultados obtidos para a distribuição de freqüências
de Debye alta apresentaram o mesmo comportamento qualitativo.
O comportamento difusivo da part́ıcula é medido pelo aumento temporal da
variância da posição, cuja dependência no tempo é expressa por
σ2(t) = 〈x2(t)〉 − 〈x(t)〉2 ∝ tα . (6.4)
As médias 〈.〉 foram feitas sobre um conjunto de 800 trajetórias referentes a diferentes
condições iniciais. O expoente α é a grandeza que caracteriza o tipo de difusão:
para o caso α = 1 a difusão é normal; α < 1 caracteriza sub-difusão; para o caso
1 < α < 2 o sistema exibe um comportamento super-difusivo, ou seja, apresenta
difusão anômala; e se α = 2 o movimento é baĺıstico. Para os resultados aqui
apresentados, o expoente α foi obtido via ajuste da curva numérica σ2 em função
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do tempo. Na Fig. 6.5, como exemplo, é mostrada a dependência temporal de σ2,





















Fig. 6.5: Dependência temporal da variância σ2 para N = 360, onde F = 0, 30 (¤), F = 0, 10 (◦)
e F = 0, 05 (△). A linha cont́ınua é o ajuste da curva numérica.
força externa e os respectivos expoentes α são: F = 0, 05 e α ∼ 1, 47; F = 0, 10 e
α ∼ 1, 56; F = 0, 30 e α ∼ 3, 12.
A Fig. 6.6 (a)-(b) mostra os valores de α em função de F para N = 60, 360.
A primeira e importante observação que fazemos é que para valores de F < 0, 15,
independente de N , o valor de α encontra-se entre 1 e 2, o que caracteriza um
movimento super-difusivo. Observe que o valor de α muda com a amplitude da força
externa F , e para F ≥ 0, 2 ele fica em torno de α ∼ 3. Esse valor elevado para
o expoente α pode ser atribúıdo a coexistência de dois estados: “oscilante” e em
“movimento” [98].
Os argumentos usados na Ref. [98] mostram que, no instante de tempo t
encontram-se: no(t) part́ıculas no estado “oscilante” e nr(t) part́ıculas no estado em
“movimento”. O número total de part́ıculas é n = no(t) + nr(t). As posições médias
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Fig. 6.6: (a)-(b) Expoente α da variância σ2, Eq. (6.4), e (c)-(d) mobilidade da corrente como
função da amplitude do campo externo F , respectivamente para os valores de N = 60, 360.








∝ t2β , (6.6)
sendo β > 1. Portanto, de acordo com a Eq. (6.4), é esperado que a dependência
temporal da variância apresente um expoente maior que 2, visto que na Eq. (6.6)
β > 1 .
Esse mesmo argumento pode ser usado para explicar o expoente α ∼ 3 que
encontramos em nossos resultados. Porém, em nosso caso, dois estados em “movi-
mento” coexistem; para direita e esquerda, com diferentes valores para a potência
β, ou seja, βd e βe. Veja, como exemplo, a Fig. 6.7 (a)-(c) que mostra a distribuição
estroboscópica3 de velocidades para as 800 trajetórias e para diferentes valores de F .
Muitos estados “oscilantes”, com velocidades próximas de zero: V ∼ 0, estão presen-
tes para o caso F = 0, 05, os quais são identificados pelos pontos pretos na Fig. 6.7
(a). Estados em “movimento”, para direita ou para esquerda, são obtidos para ve-
locidades positivas e negativas, respectivamente. Enquanto que, para F = 0, 05 e
F = 0, 10 as velocidades dos estados em “movimento” têm um limite superior (po-
sitivo) e inferior (negativo), V aumenta, em função do tempo, indefinidamente para
3A velocidade é computada a cada peŕıodo T do campo externo.



































Fig. 6.7: Distribuição estroboscópica das velocidades sobre um conjunto de 800 trajetórias para 122
peŕıodos de oscilação da força externa, com (a) F = 0, 05 (b), F = 0, 10 e (c) F = 0, 30.
F = 0, 30.
Em nosso caso, as médias dos estados em “movimento” (para direita e es-
querda) no instante t, são expressas respectivamente por
〈xd(t)〉 ∝ tβd ,
〈xe(t)〉 ∝ −tβe .
(6.7)
A posição média total, elevada ao quadrado, é dada por
〈x(t)〉2 ∝ t2β̄ , (6.8)
onde assumimos β̄ = (βd + βe)/2. Das simulações numéricas obtivemos os seguintes
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valores: βd ∼ 1, 54 e βe ∼ 1, 39 para F = 0, 30. Então, β̄ = 1, 47, e de acordo
com a equação acima, a potência total igual a 2, 94, está bem próxima do valor
α ∼ 3 referente ao cálculo da variância σ2 apresentado na Fig. 6.6 (a). Essa é
uma espécie de decomposição dos estados em “movimento” da direita e da esquerda.
Portanto, podemos admitir que a potência α, da variância σ2, é duas vezes a média
β̄. Entretanto, verificamos que estes resultados são válidos somente para os casos
em que F ≥ 0, 20, ou seja, quando α > 2.
Uma outra propriedade interessante que observamos, está relacionada com
o cálculo das variâncias separadas, dos estados em “movimento” para direita e es-
querda. O valor do expoente α, da variância total, pode ser obtido tomando sepa-
radamente a média dos expoentes das variâncias dos estados em “movimento”, da
direita e da esquerda,
σ2d(t) = 〈x2d(t)〉 − 〈x(t)〉2 ∝ tαd ,
σ2e(t) = 〈x2e(t)〉 − 〈x(t)〉2 ∝ tαe .
(6.9)
Por exemplo, para F = 0, 05 os expoentes da variância da direita e esquerda valem,
respectivamente: αd ∼ 1, 46 e αe ∼ 1, 99. O valor médio é (αd + αe)/2 ∼ 1, 72
que está de acordo com o valor α ∼ 1, 73 apresentado na Fig. 6.6 (a), referente a
variância total. Essa propriedade também foi observada para os demais valores de
F , incluindo F ≥ 0, 20.
A Fig. 6.8 mostra a dependência: (a) da potência α da variância total e (b)
a corrente J para a amplitude F = 0, 10, onde a mobilidade é máxima, como função
do número N de osciladores. Neste caso o movimento super-difusivo, 1 < α < 2 é
observado para qualquer valor N , e o expoente α converge para o valor ∼ 1, 55 quando
N → 360. Notamos que para N . 90 aparecem significativas variações no valor de
α, ou seja, significativas variações do expoente que caracteriza o movimento super-
difusivo. Essa é uma região onde as part́ıculas ainda vêem o meio como um número
finito de freqüências, em outras palavras, ainda existem “janelas” no espectro de
potências onde algumas freqüências não estão presentes. À medida que N aumenta,
além de N ∼ 90, o espectro de potências do meio aproxima-se cada vez mais de uma
















Fig. 6.8: (a) Expoente α e (b) corrente J como função de N para F = 0, 10.
função suave, e o expoente α tende a estabilizar em torno de ∼ 1, 55.
Na seqüência, apresentamos os resultados que mostram a existência dos
passeios de Lévy em nosso sistema. Esse fato é relacionado com a mobilidade máxima
da corrente.
6.4 Passeios de Lévy e Mobilidade Máxima
Agora vamos apresentar um resultado estat́ıstico referente aos deslocamen-
tos da part́ıcula ao longo da estrutura periódica. A Fig. 6.9 é um exemplo de
uma trajetória t́ıpica da part́ıcula através dos múltiplos poços do potencial. Pode
ser observado que apesar das oscilações4 induzidas pela força externa, a part́ıcula
movimenta-se aleatoriamente para direita ou para esquerda, ou seja, em direção ao
sentido positivo ou negativo do eixo X. Dizemos que a part́ıcula desloca-se, ao longo
de X, executando passos para direita ou esquerda.
Com a finalidade de caracterizar cada passo, foi calculado o deslocamento
da part́ıcula entre dois peŕıodos consecutivos (Ti−1 e Ti) e expresso na forma ∆Xi =
4O peŕıodo de oscilação da força externa é: T = 2π/ω e ω = 0, 035.
















Fig. 6.9: Trajetória t́ıpica da part́ıcula em função do peŕıodo T do campo externo, para F = 0, 05
e N = 60.
Xi − Xi−1. Para tornar a discussão mais simples, veja a Fig. 6.10, que exibe uma
ampliação da Fig. 6.9 entre os peŕıodos 65 e 85. Observe que cada peŕıodo Ti é












Fig. 6.10: Ampliação da Fig. (6.9), na região entre os peŕıodos 65 e 85, onde a posição da part́ıcula
em cada peŕıodo T é marcada com um ponto. A velocidade média da part́ıcula entre dois peŕıodos
consecutivos é tan θ. A linha vertical (tracejada) indica o tamanho de um vôo ou passo.
deslocamento ∆Xi entre os peŕıodos 76 e 77, onde a velocidade média da part́ıcula é
dada por tan θ. Definimos que os deslocamentos consecutivos (∆Xi−1, ∆Xi, ∆Xi+1)
podem ser somados, desde que, sigam uma mesma direção. Porém, respeitando uma
tolerância de |∆ tan θ| ≤ 0, 1. Isso significa que, quando a part́ıcula movimentou-
se para mesma direção, entre dois ou mais peŕıodos consecutivos, com velocidades
aproximadamente constantes, temos então um único passo (ou vôo) de comprimento
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l =
∑
i |∆Xi|. Portanto, o menor comprimento do passo é equivalente a um único
deslocamento. Os passos obtidos podem ser pequenos ou grandes. Veja um exemplo
na seta pontilhada, que indica os deslocamentos consecutivos que foram somados, e
a linha vertical tracejada indica o comprimento total l, ou seja, o tamanho do vôo.
Um exemplo de passo curto é dado pela seta cont́ınua entre os peŕıodos 74 e 75, onde
o deslocamento ∆X é próximo de zero (θ ∼ 0), e não é posśıvel ser visualizado no
gráfico.
A existência de longos passos é uma caracteŕıstica dos passeios aleatórios
anômalos ou passeios de Lévy [69, 70]. Outros exemplos de passos estão ilustrados
na Fig. 6.11 (a) (veja as setas), onde é mostrado um exemplo com três trajetórias
referentes a três condições iniciais diferentes.
Com o objetivo de quantificar os passeios de Lévy, foi calculado a distribuição
de probabilidade P (l) ∼ l−µ. Sistemas que apresentam passeios de Lévy são carac-
terizados pelo decaimento da probabilidade P (l) cujo expoente é µ < 3 [69, 70, 99].
Para os casos em que µ > 3, o sistema é caracterizado como passeio aleatório normal
(movimento Browniano). Uma outra caracteŕıstica dos passeios de Lévy é o fato de
apresentarem um segundo momento 〈l2〉 = ∞.
Chamamos atenção para o fato de utilizarmos o termo passeio de Lévy,
em vez de vôos de Lévy. Isto é conseqüência do fato que, em nosso caso os vôos
(ou passos) ocorrem a velocidades constantes e não instantaneamente [69]. Para os
resultados aqui apresentados, os passos l foram calculados sobre 122 peŕıodos, isso
para um conjunto de 800 trajetórias, num total de 97600 peŕıodos T . Esses cálculos
foram realizados para diferentes valores de N , como também, para diferentes valores
de F .
A Fig. 6.11(b) mostra o gráfico, em escala logaŕıtmica, da distribuição de
probabilidade P (l) para F = 0, 05 e N = 60. A curva ajustada é identificada pela
linha tracejada, com o valor µ ∼ 2, 60. Observe que esse expoente é caracteŕıstico
de sistemas que apresentam passeios de Lévy. As Figs. 6.11(c)-(d) referem-se aos
valores F = 0, 10 e F = 0, 30, respectivamente, com os expoentes µ ∼ 2, 82 (passeio
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de Lévy) e µ ∼ 3, 44 (difusão normal [69]). Embora não apresentamos aqui todos os
resultados obtidos para diferentes F e N , nosso estudo mostrou que para F ≥ 0, 20,
































Fig. 6.11: (a) Três trajetórias t́ıpicas em função do peŕıodo T do campo externo, para diferentes
condições iniciais. As setas indicam alguns exemplos de passos. (b)-(d) mostra a distribuição de
probabilidades P (l), em escala logaŕıtmica, para N = 60, e respectivamente, para F = 0, 05, 0, 10
e 0, 30. A linha tracejada é o ajuste de P (l) para longos l.
Quando comparamos estes resultados com os resultados referente a mobi-
lidade J/F (Fig. 6.6), podemos perceber que a mobilidade da corrente é máxima
(F = 0, 10) na região próxima dos valores de F para os quais os passeios de Lévy
deixam de existir. Em outras palavras, a mobilidade da corrente é máxima quando
os longos passeios de Lévy tornam-se menos freqüentes, ou seja, quando µ → 3.
Isso pode parecer um tanto contraditório se pensarmos que, quanto mais freqüentes
forem os longos passeios (µ → 2), maior a contribuição para transporte. No entanto,
vamos mostrar que a resposta para essa aparente contradição está relacionada com
o direcionamento temporal dos passeios de Lévy. Para isso vamos retomar a dis-
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cussão a respeito da Fig. 6.10, sobre a caracterização dos passos de comprimento l.
Lembramos que a cada passo l está associado um ângulo θ em relação ao eixo tem-
poral T (veja um exemplo na Fig. 6.10). Considerando a possibilidade da part́ıcula
movimentar-se em direções opostas (direita ou esquerda), esse ângulo θ pode assu-
mir um valor no intervalo −π/2 < θ < π/2. Definindo a diferença entre os ângulos
de dois passos subseqüentes: ∆θi = θi − θi−1, sendo i = 1, 2, ...np, e np o número
total de passos. Por conseguinte, essa diferença nos fornece uma idéia sobre a mu-
dança de direção entre passos subseqüentes. Considerando que a diferença ∆θi pode
variar entre −π e π, isso indica que a part́ıcula pode executar passos consecutivos
aproximadamente numa mesma direção ∆θi ∼ 0, ou em direções opostas ∆θi ∼ ±π.
A distribuição da diferença dos ângulos P (∆θi) é exibida na Fig. 6.12 para
o caso N = 60. Podemos observar que existe uma concentração maior dos ∆θi em
torno de zero e ±π. No entanto, para o caso F = 0, 05 (Fig. 6.12 (a)) a distribuição
é mais larga em torno de ∆θi ∼ 0 quando comparada com o caso F = 0, 10 (Fig. 6.12
(b)), o qual apresenta uma distribuição bem estreita em torno de zero. Isso mostra
que para F = 0, 10 os passos são mais direcionados, ou seja, a probabilidade da
part́ıcula movimentar-se numa mesma direção é maior. Adicionalmente, para F =
0, 05 a probabilidade de encontrar ∆θi ∼ ±π indica a existência de inversão da
direção entre passos consecutivos. Embora para F = 0, 05 os passos longos, ou
passeios de Lévy, sejam mais freqüentes (µ = 2, 60), por outro lado, a direção tomada
entre passos consecutivos assume valores mais variados. No entanto, para o caso
F = 0, 10 a situação é diferente, embora, os longos passos não sejam tão freqüentes
(µ = 2, 82), quando comparados com o caso F = 0, 05 (µ = 2, 60), eles são mais
direcionados em torno de ∆θ ∼ 0. Isso explica o fato da mobilidade da corrente
ser máxima exatamente na fronteira entre o comportamento super-difusivo para o
comportamento que apresenta difusão normal, ou seja, quando µ → 3.
O resultado que acabamos de apresentar é muito interessante pois mos-
tra uma relação direta entre a otimização dos passeios de Lévy com a mobilidade
máxima da corrente em estruturas periódicas. Chamamos a atenção, que em nosso
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Fig. 6.12: Distribuição P (∆θi) da diferença entre os ângulos dos subseqüentes passeios de Lévy
para N = 60, sendo (a) F = 0, 05 e (b) F = 0, 10.
sistema a corrente ĺıquida não é somente atribúıda aos passeios de Lévy, mas é uma
conseqüência do efeito combinado da amplitude da força externa, da assimetria do
potencial periódico, dos passeios de Lévy e do meio modulado.
Passeios de Lévy também desempenham um importante papel na otimização
de processos de busca aleatória [100,101], na maneira que certos animais usam para
locomover-se [102], e também no modo em que seres humanos usam para movimentar-
se em escalas geográficas [103].
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Conclusões
Apresentamos neste trabalho o estudo da dinâmica de transferência de ener-
gia, dissipação e transporte de part́ıculas em meios modulados. Diferente das aborda-
gens usuais que tratam de sistemas acoplados a um banho térmico que normalmente
é representado por infinitos graus de liberdade, propomos aqui a descrição de um
meio finito, onde o espectro de freqüências apresenta muitas estruturas devido a
ausência de freqüências dentro do intervalo de interesse. Este espectro estruturado
caracteriza o que chamamos de meio modulado.
Consideramos o sistema de interesse descrito por uma part́ıcula sujeita a
um potencial periódico e assimétrico (catraca), que é acoplado linearmente com um
número N finito de osciladores harmônicos que representam o meio modulado. Fa-
zendo a integração numérica das 2N + 2 equações de movimento do sistema global,
obtivemos os resultados necessários para analisar o processo de transferência de ener-
gia, dissipação e o transporte da part́ıcula, quando aumentamos um a um o número
de osciladores que compõe o meio. Com base nos resultados que foram discutidos





O estudo da dinâmica da transferência de energia entre o sistema de inte-
resse e os osciladores do meio, para uma única trajetória, mostrou que a primeira
manifestação de dissipação de energia da part́ıcula do sistema ocorre para um meio
com N ∼ 15 osciladores. Para valores menores de N , sistema e meio trocam ener-
gia continuamente com uma freqüência alta de troca ωalta que é modulada por uma
freqüência menor de troca ωmenor (quando N > 1). Essas modulações são relaciona-
das com o movimento da part́ıcula no espaço de fases. A part́ıcula usa energia do
meio para mover-se de uma região mais interna no espaço de fases, para uma região
mais externa (região mais afastada da origem). Quando a part́ıcula cede energia para
o meio ela retorna novamente para a região mais próxima da origem. Esse cont́ınuo
movimento no espaço de fases ocorre com uma freqüência ωmenor.
Quando poucos osciladores compõe o meio, a energia inicial sempre retorna
para o sistema. Porém, quando o número de osciladores aumenta (N & 20), os
efeitos de dissipação tornam-se aparentes e uma parcela da energia do sistema é
transferida para os osciladores. Uma situação interessante também foi observada
para poucos osciladores (1 ≤ N . 27) , quando a part́ıcula tem energia inicial
suficiente para saltar sobre a barreira de potencial do poço. Devido às trocas de
energia com o meio, a part́ıcula cede energia e conseqüentemente “cai” num outro
poço de potencial próximo, permanecendo lá por algum tempo. Nesse peŕıodo de
tempo o meio tem armazenado energia num tipo de “estado excitado”, que depois
é novamente transferida para a part́ıcula, fazendo com que ela seja transferida para
um outro poço do potencial. Esse efeito, do meio ser capaz de induzir a transferência
da part́ıcula, desaparece quando o número de osciladores aumenta (N & 27).
Para um conjunto de 800 trajetórias referentes a diferentes condições iniciais,
mostramos que a energia média do sistema decai no tempo obedecendo uma lei de
potência: 〈ES〉 ∝ t−ν . Este resultado foi verificado para as distribuições: Debye
alta, baixa e Gaussiana. Para o caso das distribuições de Debye alta e Gaussiana, o
expoente ν é pequeno e aumenta lentamente quando N aumenta. Para a distribuição
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de Debye baixa, a qual inclui freqüências ωj ≤ ω0, a taxa de dissipação (ν) aumenta
de forma mais significativa com N , atingindo um valor máximo em N = 140. Isso
foi observado somente para a distribuição de Debye baixa e possivelmente devido as
freqüências ωj ≤ ω0. Chamamos atenção que se outro gerador de freqüências for
usado, os valores de ν e os correspondentes valores de N , podem diferir dos valores
que apresentamos neste trabalho.
Caṕıtulo cinco:
Fazendo uma análise não linear das séries temporais da coordenada X(t) da
part́ıcula do sistema de interesse, para uma única trajetória, estudamos seu com-
portamento não linear dentro do poço de potencial assimétrico quando os efeitos da
dissipação começam a surgir. O sistema global (sistema de interesse + meio) é con-
servativo mas, devido as trocas de energia entre o sistema e os osciladores do meio,
o sistema sozinho apresenta um comportamento dissipativo.
A transição de uma dinâmica conservativa-dissipativa é obtida quando au-
mentamos um a um o número N de osciladores que compõe o meio. Para determinar
o valor de N onde os efeitos da dissipação começam aparecer, primeiro analisamos
a evolução temporal da energia média do sistema, que foi calculada sobre 800 rea-
lizações das condições iniciais do meio. Com isso, mostramos que o sistema começa
apresentar um comportamento dissipativo para N no intervalo entre 10 e 20. Para
valores menores de N , o sistema e meio trocam continuamente energia e a média
temporal da energia da part́ıcula permanece constante. A medida que N aumenta o
instante de tempo para o qual a energia começa ser transferida para o meio diminui.
A energia transferida para o meio não retorna mais para o sistema durante todo o
tempo de integração.
Os resultados da análise não linear das séries temporais mostraram que a
dinâmica da part́ıcula do sistema começa apresentar um comportamento caótico
para 13 . N . 20 que é exatamente o intervalo de N onde os efeitos de dissipação
surgem. O espectro de potências confirmou estes resultados. Para valores maiores de
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N , a energia média final da part́ıcula decresce, os expoentes de Lyapunov também
decrescem, e o movimento da part́ıcula tende ser regular novamente. Esse resultado
também foi confirmado com o espectro de potências para N = 4000. Neste limite os
expoentes de Lyapunov assumem valores próximos de zero, a energia da part́ıcula é
muito pequena e, portanto, fica oscilando dentro do poço de potencial com freqüência
ω ∼ ω0 = 1, 0, que é a freqüência do movimento linear da part́ıcula em torno do
mı́nimo do potencial.
As evidências numéricas mostram a conexão entre a variação temporal da
amplitude de oscilação da energia da part́ıcula, o decaimento da energia, e a dimi-
nuição dos expoentes de Lyapunov. Acreditamos que esta é uma conseqüência direta
da relação entre a taxa de contração no espaço de fases e a soma dos expoentes de
Lyapunov da part́ıcula [91]. Essa relação foi também observada recentemente na
equação complexa de Ginzburg-Landau [104]. É interessante mencionar que, apesar
da dinâmica do sistema de interesse começar apresentar dissipação para valores de N
no intervalo entre 10 e 20, a soma de todos os expoentes de Lyapunov é próxima de
zero. Em outras palavras, embora a part́ıcula do sistema apresente comportamento
dissipativo, a análise não linear aparentemente “reconhece” que as séries temporais
pertencem a uma dinâmica que em sua totalidade é conservativa (sistema de interesse
+ meio). Podemos então dizer que os expoentes de Lyapunov contêm informação da
dinâmica do sistema global, e não é posśıvel separar a contribuição dos expoentes de
Lyapunov relacionados ao sistema dos expoentes de Lyapunov relacionados ao meio,
fazendo uma análise apenas da série temporal da part́ıcula do sistema.
Lembramos que os valores de N para os quais a dissipação e o movimento
caótico surgem, são válidos para o gerador de freqüências espećıfico usado em nossas
simulações. Esses valores podem mudar um pouco se outro gerador for usado, entre-




Os resultados referente ao transporte de part́ıculas através dos múltiplos
poços do potencial assimétrico foram obtidos quando sujeitamos a part́ıcula do sis-
tema de interesse a um campo externo periódico com média temporal nula. A cor-
rente ao longo da estrutura periódica foi estudada como função do número N de
osciladores do meio e para diferentes valores da amplitude do campo externo F .
Mostramos que uma situação de máxima mobilidade é obtida para F = 0, 10,
para as duas distribuições de freqüências dos osciladores do meio: distribuição de
Debye alta e baixa, porém, com sinais contrários, ou seja, mobilidade negativa para
distribuição de Debye alta e mobilidade positiva para distribuição de Debye baixa.
Ainda para F = 0, 10 com distribuição de Debye baixa, observamos que quando
N < 20, a corrente é negativa (corrente reversa), e a medida que N aumenta, a
corrente muda de sinal e fica positiva. Esse efeito de corrente reversa foi também
observado em outros trabalhos com catracas [26,96,97]. Nestes trabalhos entretanto,
parâmetros como massa da part́ıcula, coeficiente de dissipação e amplitude da força
externa foram variados.
O processo difusivo foi caracterizado da seguinte maneira: para valores da
amplitude da força externa 0, 05 ≤ F < 0, 15, independente do valor de N , a part́ıcula
apresenta um comportamento anômalo exibindo super-difusão. Neste caso o expo-
ente α da variância (σ2 ∝ tα) assume valores caracteŕısticos de movimento super-
difusivo 1 < α < 2. Neste regime, e para os valores N . 90, o expoente α apresenta
significativas variações em função de N , e tende a estabilizar em torno de α ∼ 1, 55
para N & 90. Para os valores de F ≥ 0, 20, a part́ıcula apresenta um movimento ace-
lerado com α ∼ 3, independente do valor de N . Mostramos que esse valor alto para
o expoente α é atribúıdo a coexistência dos estados: “oscilantes” e em “movimento”,
como também já foi observado em outro trabalho [98].
Verificamos também a existência dos passeios de Lévy [68–70] ao longo da
estrutura periódica, os quais são caracterizados pelo expoente 2 < µ < 3 na distri-
buição de probabilidade para o tamanho l dos passos: P (l) ∼ l−µ. Foi mostrado
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que o regime de máxima mobilidade da corrente ocorre exatamente no limite onde
os passeios de Lévy deixam de existir, ou seja, quando os passeios de Lévy tornam-
se menos freqüentes µ → 3. Esse resultado é muito interessante porque mostra
a relação direta entre a otimização dos passeios de Lévy com a máxima mobili-
dade das part́ıculas em estruturas periódicas. É importante mencionar que no nosso
caso a corrente ĺıquida não é atribúıda somente aos passeios de Lévy, mas é uma
conseqüência do efeito combinado da amplitude da força externa, da assimetria do
potencial periódico, dos passeios de Lévy e do meio modulado. Na literatura en-
contramos vários trabalhos que mostram a importância dos passeios de Lévy em
diferentes processos dinâmicos [100–103].
Trabalhos Futuros
Em relação aos resultados apresentados no caṕıtulo seis que relacionam a
corrente máxima com a otimização dos passeios de Lévy, um trabalho que pode ser
feito é verificar se os passeios de Lévy estão presentes em outros modelos que tratam
do transporte de part́ıculas em estruturas periódicas, como por exemplo, a catraca
Browniana modelada pela equação de Langevin [26], levando em conta o termo de
inércia, a fim de verificar se os passeios de Lévy são responsáveis pela otimização
da corrente nesse sistema. Um trabalho bastante interessante, que já foi iniciado, é
tentar controlar a corrente de part́ıculas através de modulações do campo externo,
usando a técnica de controle inverso que foi recentemente proposta por J. Kuhn e
M. G. E. da Luz [105]. Outra possibilidade de trabalho seria fazer um estudo da
dinâmica da part́ıcula associando diferentes comportamentos periódicos quando o
número N de osciladores aumenta. Acreditamos que seja posśıvel identificar órbitas
com peŕıodos diferentes para valores baixos de N , e a partir de um certo valor de N
observaŕıamos o comportamento caótico.
Apêndice A
Derivação Expĺıcita da Equação de
Langevin Generalizada
Neste apêndice apresentamos uma completa derivação da equação de Lan-
gevin generalizada (Eq. (2.17)), tomamos como ponto de partida a Hamiltoniana
clássica de um sistema de interesse acoplado com um meio constitúıdo por N osci-
ladores harmônicos independentes. Considerando o caso unidimensional a Hamilto-
niana total é expressa por [19]





+ V (X), (A.2)
a Hamiltoniana do sistema de interesse, onde X e P representam respectivamente,














os xj e pj representam a coordenada e momento do j-ésimo oscilador de freqüência
ωj e massa mj que constitui o meio. A interação entre sistema e meio é expressa
através da Hamiltoniana
HI(X,~x) = −XΓ(~x), (A.4)
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onde ~x representa as coordenadas dos osciladores {xj}. O acoplamento entre o
sistema de interesse e o meio é linear na coordenada do sistema e de forma mais
geral nas coordenadas do meio via uma função anaĺıtica Γ(~x). A Hamiltoniana total
















x2j) − XΓ(~x). (A.5)




































Com o objetivo de eliminar as coordenadas dos osciladores na Eq. (A.7),
primeiramente resolveremos as Eqs. (A.8)-(A.9). Considerando pj = mjẋj, reescre-
vemos as Eqs. (A.8)-(A.9) como
mjẍj = −mjω2j xj + XΓj(~x). (A.11)
Para encontrar a solução da equação não-homogênea Eq. (A.11) utilizaremos
o método da variação de parâmetros [75]. A equação homogênea correspondente a
Eq. (A.11) é expressa por
ẍj + ω
2
j xj = 0, (A.12)
cuja solução geral é
xj(t) = c1 cos(ωjt) + c2 sen (ωjt). (A.13)
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Para obter a solução da Eq. (A.11) devemos substituir as constantes c1 e c2 da
Eq. (A.13) por funções u1(t) e u2(t), respectivamente, e depois determinar estas
funções de modo que a expressão resultante
xj = u1(t) cos(ωjt) + u2(t) sen (ωjt), (A.14)
seja uma solução da equação não-homogênea Eq. (A.11). Para determinar u1(t) e
u2(t), precisamos substituir o xj da Eq. (A.11) pelo xj da Eq. (A.14). Para isso
procedemos da seguinte forma:
Primeiro derivamos a Eq. (A.14) para obter
ẋj = u̇1(t) cos(ωjt) − u1(t)ωj sen (ωjt) + u̇2(t) sen (ωjt) + u2(t)ωj cos(ωjt). (A.15)
Impondo que a soma das parcelas que envolvem u̇1(t) e u̇2(t) na Eq. (A.15) seja
nula [75]
u̇1(t) cos(ωjt) + u̇2(t) sen (ωjt) = 0, (A.16)
ficamos com
ẋj = −u1(t)ωj sen (ωjt) + u2(t)ωj cos(ωjt). (A.17)
Derivando novamente, obtemos
ẍj = −u̇1(t)ωj sen (ωjt) − u1(t)ω2j cos(ωjt) + u̇2(t)ωj cos(ωjt) − u2(t)ω2j sen (ωt).
(A.18)
Agora substitúımos as Eqs. (A.14) e (A.18) na Eq. (A.11). Após agruparmos os
termos, obtemos
−u̇1(t)mjωj sen (ωjt) + u̇2(t)mjωj cos(ωjt) = XΓj(~x). (A.19)
Considerando as equações Eq. (A.16) e Eq. (A.19), temos assim um sistema de

















Fazendo a integração das equações Eq. (A.21) e Eq. (A.22) em dτ , com o intuito de


















onde xj(0) = u1(0) e pj(0)/mjωj = u2(0) foram encontrados aplicando as condições
de contorno xj(0) e ẋj(0) na Eq. (A.14) e Eq. (A.17).
Substituindo as Eqs. (A.23)-(A.24) na Eq. (A.14) e agrupando os termos,
encontramos a solução geral para a equação diferencial não-homogênea Eq. (A.11),







sen [ωj(t − τ)]
mjωj
X(τ)Γj[~q(τ)]. (A.25)
Uma interpretação subseqüente dos resultados requer que integremos a Eq. (A.25)
por partes para obter
xj(t) = xj(0) cos(ωjt) +
pj(0)
mjωj
sen (ωjt) + Dj(~x; t, t)X(t)






Dj(~x; t, τ) ≡
∫ τ
dτ ′




A dependência de Dj e Γj em ~x serve para lembrar que a Eq. (A.25) e
Eq. (A.26) são em geral equações integrais relacionando ~x(t) com sua história ante-
rior. Para utilizar esses resultados formalmente devemos transformar as expressões
impĺıcitas em expressões expĺıcitas. Com esse propósito, podemos considerar uma
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interação bilinear entre sistema e meio, de modo que Γj seja independente de ~x e a
Eq. (A.26) torna-se uma solução expĺıcita.











Deste modo a Eq. (A.27) fica (escolhendo o limite inferior apropriadamente)
Dj(t − τ) =
Γj
mjω2j
cos[ωj(t − τ)]. (A.29)



















dτ cos[ωj(t − τ)]Ẋ(τ).
(A.30)



































































Podemos perceber na Eq. (A.32) que o efeito do acoplamento do sistema HS com
os osciladores do meio HM causa três efeitos: (i) uma correção harmônica no po-
tencial V (X), (ii) um termo de convolução com a velocidade Ẋ(t), e (iii) uma força
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dependente do tempo, das condições iniciais dos osciladores (xj(0), pj(0)) e da co-
ordenada inicial do sistema X(0). Se reescrevermos a Hamiltoniana total Eq. (A.5),

























podemos cancelar o termo de correção harmônica no potencial V (X), mantendo os
demais termos inalterados. Desse modo, a solução para a equação de movimento do
sistema Eq. (A.32) é reescrita como
MẌ(t) + V ′(X) = −
∫ t
0
dτ γ(t − τ) Ẋ(τ) + f(t), (A.34)
onde a memória dissipativa é representada por






cos[ωj(t − τ)] , (A.35)

















A equação integro-diferencial (A.34) é chamada de equação de Langevin generali-
zada.
Apêndice B
Valor Médio e Função de
Autocorrelação da Força f (t)
Considerando a distribuição canônica Eq. (2.20),






















vamos calcular o valor médio e a função de autocorrelação da força f(t);
〈f(t)〉 =
∫
f(t)ρ[~x(0), ~p(0)] d~x(0)d~p(0), (B.2)
〈f(t)f(τ)〉 =
∫






















































































Cada uma das integrais do lado direito da equação acima pode ser dividida em duas
novas integrais, uma para a variável xj e outra para a variável pj. O resultado é





















Considerando o resultado acima, podemos escrever a distribuição para os
estados iniciais do meio dada pela Eq. (B.1) como sendo
ρ = C e−βĤ , (B.12)
onde C ≡ (β/2π)N
∏N
j=1 ωj e a Hamiltoniana Ĥ é dada pela Eq. (B.6). Para calcular







fi = Γixi(0) cos(ωit) +
Γi
miωi




















































































onde cada integral é separada em duas novas integrais, uma para variável x1 e outra




−βh1dx1(0)dp1(0) = 0. (B.18)




são todas nulas. Portanto o valor médio (Eq. (B.16)) da força flutuante f(t) é dado
por
〈f(t)〉 = 0. (B.19)
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Para calcular a função de autocorrelação Eq. (B.3) consideramos as equações







gk = Γkxk(0) cos(ωkτ) +
Γk
mkωk




























































A primeira integral da equação acima, assim como as demais, pode ser di-
vidida em uma soma de várias integrais. Expressamos abaixo a primeira e segunda














































E ainda, cada uma das integrais do lado direito da Eq. (B.24) e Eq (B.25) pode ser
escrita em termos de um produto de duas novas integrais para as variáveis xj e pj.






























e−βhj dxj(0)dpj(0) = 0. (B.27)



















cos [ω2(t − τ)]








lembrando que C ≡ (β/2π)N ∏Nj=1 ωj e β = 1/kBT e ainda expressando a soma em
termos de um somatório, obtemos a seguinte expressão para a função de autocor-






cos[ωj(t − τ)]. (B.29)
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[104] N. B. Garnier e D. K. Wójcik. Spatiotemporal Chaos: The Microscopic
Perspective. Physical Review Letters 96, 114101 (2006).
[105] J. Kuhn e M. G. E . da Luz. Piecewise time-independent procedure to
control two-level systems. Physical Review A 75, 053410 (2007).
[106] H. Goldstein, C. Poole, e J. Safko. Classical Mechanics. Third edition.
Addison-Wesley (2002).
[107] M. R. Spiegel. Mathematical Handbook of Formulas and Tables.
McGraw-Hill (1968).
