This paper provides some new results on robust approximate optimal solutions of a fractional semi-infinite optimization problem under uncertainty data in the constraint functions. By employing conjugate analysis and robust optimization approach (worst-case approach), we obtain some necessary and sufficient optimality conditions for robust approximate optimal solutions of such a fractional semi-infinite optimization problem. In addition, we state a mixed type approximate dual problem to the reference problem and obtain some robust duality properties between them. The results obtained in this paper improve the corresponding results in the literature.
Introduction
Let X be a locally convex vector space, and let T be a nonempty infinite index set. Let f : X → R be a continuous convex and nonnegative function, g : X → R be a continuous concave and positive function, and let h t : X → R, t ∈ T, be continuous convex functions. Consider the following fractional optimization problem, which has an infinite number of inequality constraints:
h t (x) ≤ 0, ∀t ∈ T .
Throughout this paper, we always assume that F := {x ∈ X : h t (x) ≤ 0, ∀t ∈ T} = ∅. This modeling of fractional optimization problem has been recognized as a valuable modeling tool for many optimization problems which arise from practical needs. Many papers have been devoted to fractional optimization problem in the absence of data uncertainty in the past years, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and the references therein. Recently, a fractional optimization problem under data uncertainty has attracted a great deal of attention. Jeyakumar and Li [11] established robust duality results for a convexconcave fractional optimization problem in the face of data uncertainty in the constraints. Following the framework of robust optimization, Jeyakumar et al. [12] developed a duality theory for a minimax fractional optimization problem in the face of data uncertainty both in the objective and constraints. Sun and Chai [13] presented duality theory for fractional programming problems with uncertain cone constraints in locally convex vector spaces. Sun et al. [14] obtained some complete characterizations of robust optimal solutions of a fractional optimization problem in the face of data uncertainty both in the objective and constraints in terms of some robust type subdifferential constraint qualifications. Li et al. [15] obtained some necessary and sufficient optimality conditions for an uncertain minimax convex-concave fractional optimization problem under the robust subdifferentiable constraint qualification. They also obtained strong duality results between the robust counterpart of this uncertain optimization problem and the optimistic counterpart of its conventional Wolfe type and Mond-Weir type dual problems.
The above papers are mainly devoted to robust optimal solutions for fractional optimization problems with data uncertainty. It is well known that approximate solutions in optimization problems occur naturally, see, for example, [16] [17] [18] [19] [20] . However, to the best of our knowledge, there is no work dealing with robust approximate optimal solutions for fractional semi-infinite optimization problems with data uncertainty in spite of the fact that some authors have investigated some robust approximate optimal solutions for other kinds of uncertain optimization problems, see, for example, [21] [22] [23] [24] . Thus, it is meaningful to consider robust approximate optimal solutions for fractional semi-infinite optimization problems with data uncertainty. To do this, let Z t , t ∈ T, be locally convex vector spaces, h t : X × Z t → R, t ∈ T, be continuous functions, and let v t ∈ V t be the uncertain parameters which belong to the uncertainty set V t ⊆ Z t , t ∈ T. The uncertainty case of (FP) is given as follows:
The aim of this paper is to provide some approximate optimality and duality for the robust (worst-case) counterpart of (UFP), namely
where the uncertainty set-valued mapping V :
Our results are divided into two parts. In the first one, we deal with robust approximate optimal solutions for (UFP). We establish necessary and sufficient optimality conditions for robust approximate optimal solutions of (UFP) by using a robust type constraint qualification introduced in the literature. In particular, we give the optimality conditions of robust approximate optimal solutions for convex semi-infinite optimization problems under uncertainty data. In the second part, we first propose a mixed type approximate dual problem of (UFP). And then, we discuss robust approximate duality relationships between the robust counterpart of (UFP) and the optimistic counterpart of its conventional mixed type approximate dual problem. We also show that our results encompass as special cases some optimization problems considered recently in the literature.
The paper is organized as follows. In Sect. 2, we recall some notions and give some preliminary results. In Sect. 3, we obtain necessary and sufficient optimality conditions for robust approximate optimal solutions of (UFP). In Sect. 4, we investigate mixed type robust approximate duality theory for (UFP). In Sect. 5, we apply the proposed approach to investigate optimality conditions of robust approximate optimal solution for a fractional optimization problem with uncertain cone constraints.
Preliminaries
In this section, we recall some notations and preliminary results which will be used in this paper, see [25] . Unless otherwise specified, all spaces under consideration are assumed to be locally convex vector spaces. The canonical pairing between space X and its topological dual X * is defined by ·, · . Let D ⊆ X * × R. The weak * closure (resp. convex hull, convex cone hull) of D is denoted by cl D (resp. co D, cone D) Furthermore, for the nonempty set C ⊆ X, the dual cone of C is denoted by
For the nonempty infinite index set T, consider the product space R T of multipliers λ = (λ t ) t∈T with λ t ∈ R, and denote by R (T) the following linear space [26] :
The nonnegative cone of R (T) is defined by
Given u ∈ R T and λ ∈ R (T) , and denoting T(λ) := {t ∈ T | λ t = 0}, we have
For an extended real-valued function f : X → R ∪ {+∞}, we use the classical notations for
We say that f is proper iff its effective domain is nonempty. We say that f is convex iff epi f is a convex set. The function f is said to be concave whenever -f is convex. Moreover, we say that f is lower semicontinuous iff epi f is closed. For any ε ≥ 0, the ε-subdifferential of f atx ∈ dom f is the convex set given by
while if f (x) = +∞, we take by convention ∂ ε f (x) = ∅. If ε = 0, the set ∂f (x) := ∂ 0 f (x) is the classical subdifferential of convex analysis, that is,
On the other hand, for spaces X and Y , given a vector-valued function h : X → Y . Let K ⊆ Y be a nonempty closed convex cone which defined the partial order of Y . One has h is K -convex iff, for any x, y ∈ X and α ∈ [0, 1],
It is easy to see that h is K -convex if and only if λh is a convex function for each
Now, let us recall the following results which will be used in the sequel.
Lemma 2.1 ([27])
Let f : X → R ∪ {+∞} be a proper lower semicontinuous convex function, and letx ∈ dom f . Then
Lemma 2.2 ([28])
Let f : X → R ∪ {+∞} be a proper convex function, and let α > 0. Then
(ii) If one of f 1 and f 2 is continuous at somex
Robust approximate optimality conditions
In this section, we investigate some optimality conditions for robust approximate optimal solutions of (UFP). First of all, let us recall some concepts which will be used in the sequel.
Definition 3.1
The robust feasible set of (UFP) is defined by
Definition 3.2 Let ε ≥ 0. We say thatx ∈ F is a robust ε-optimal solution of (UFP) if x ∈ F is an ε-optimal solution of (RUFP), i.e.,
Remark 3.1 It is apparent that, if ε = 0, then the concept of robust ε-optimal solution coincides with the usual robust optimal solution for (UFP).
The following constraint qualification will play an important role in the study of (UFP). where v ∈ V means that v is a selection of V, i.e., v : T → R q and v t ∈ V t for all t ∈ T.
The following result gives a robust version of Farkas lemma for uncertain infinite convex systems.
Lemma 3.1 ([23])
Let φ : X → R be a convex function, and let h t : X × Z t → R, t ∈ T, be continuous functions such that, for any v t ∈ Z t , h t (·, v t ) is a convex function. Let V t ⊆ Z t , t ∈ T, be compact and let F = ∅. Then the following statements are equivalent:
In order to give some optimality conditions for robust ε-optimal solutions of (UFP), by virtue of the parametric approach introduced in [1] , we associate (RUFP) with the following optimization problem, with a parametric μ ∈ R + :
By using the similar method of [21] , the following relation between the ε-optimal solutions of (RUFP) and (RUFP) μ is obtained.
Lemma 3.2 Letx
-ε ≥ 0. Thenx ∈ F is a robust ε-optimal solution of (UFP) if and only ifx ∈ F is anε-optimal solution of (RUFP)μ, whereε = εg(x). Now, we are in a position to give some optimality conditions for robust ε-optimal solutions of (UFP) using Lemmas 3.1 and 3.2. 
and
Proof (⇒): Letx be a robust ε-optimal solution of (UFP). Then
from which it follows that
For any x ∈ X, set
By Lemma 3.1, we have
Since (RCQ) holds, one has
By Lemmas 2.2 and 2.3, we obtain
Then, together with (3), (4), and (5), we obtain
v∈V,λ∈R
It follows that there exist (ξ 0 , r 0 ) ∈ epi f * , (ξ 0 , r 0 ) ∈ epi(-g) * , and (ξ t , r t ) ∈ epi(λ t h t (·,v t )) * such that
Moreover, by Lemma 2.1, there exist ε 0 ≥ 0, ε 0 ≥ 0, and ε t ≥ 0, t ∈ T, such that
ξ 0 ∈ ∂ ε 0 (-g)(x) and r 0 = ξ 0 ,x + ε 0 + g(x), and ξ t ∈ ∂ ε t λ t h t (·,v t ) (x), and r t = ξ t ,x + ε t -λ t h t (x,v t ).
It follows from (6) that
and 0 = r 0 +μr 0 + t∈T r t
Thus, (1) and (2) hold. (⇐): Suppose that there exist (λ t ) t∈T ∈ R (T) + ,v t ∈ V t , t ∈ T, and ε 0 ≥ 0, ε 0 ≥ 0, ε t ≥ 0, t ∈ T, such that (1) and (2) hold. By (1), there exist ξ 0 ∈ ∂ ε 0 f (x), ξ 0 ∈ ∂ ε 0 (-g)(x), and ξ t ∈ ∂ ε t (λ t h t (·,v t ))(x) such that
Since ξ 0 ∈ ∂ ε 0 f (x), ξ 0 ∈ ∂ ε 0 (-g)(x), and ξ t ∈ ∂ ε t (λ t h t (·,v t ))(x), we obtain that, for any x ∈ F ,
These imply that, for any x ∈ F ,
Together withλ t h t (x,v t ) ≤ 0 and (8), one has
From (2) and (9), one gets
And so,x is anε-optimal solution of (RUFP)μ whereε = εg(x). By Lemma 3.2,x is a robust ε-optimal solution of (UFP) and the proof is complete. In the special case when V t , t ∈ T, are singletons, we can easily obtain the following result. 
In the special case when ε = 0, we can get the following result which is a version of the robust optimality condition for nonsmooth fractional semi-infinite optimization problems.
Corollary 3.2 Letx
∈ F andμ = f (x) g(x) > 0. Let h t : X × Z t → R, t ∈ T,
be continuous functions such that, for any v t ∈ V t , h t (·, v t ) is a convex function. If (RCQ) holds, thenx is a robust optimal solution of (UFP) if and only if there exist
and h t (x,v t ) = 0, ∀t ∈ T(λ).
As a direct corollary of Theorem 3.1, we obtain a robust optimality condition of robust ε-optimal solutions for convex semi-infinite optimization problems under uncertainty data. Related results can be found in [23] .
Theorem 3.2 For the problem
(UCP) min x∈X f (x) : h t (x, v t ) ≤ 0, ∀t ∈ T . Let ε ≥ 0. Suppose that f : X → R is a convex function. Letx ∈ F and ε ≥ 0. Let h t : X × Z t → R, t ∈ T,
be continuous functions such that, for any v t ∈ V t , h t (·, v t ) is a convex function. If (RCQ) holds, thenx is a robust ε-optimal solution of (UCP) if and only if there exist
Proof Let g(x) ≡ 1 for each x ∈ X. Then the conclusion follows from Theorem 3.1.
Similarly, we obtain the following result for nonsmooth convex semi-infinite optimization problems.
Corollary 3.3 Letx ∈ F . Let h t : X × Z t → R, t ∈ T, be continuous functions such that, for any v t ∈ V t , h t (·, v t ) is a convex function. If (RCQ) holds, thenx is a robust optimal solution of (UCP) if and only if there exist
(λ t ) t∈T ∈ R (T) + andv t ∈ V t , t ∈ T, such that 0 ∈ ∂f (x) + t∈T ∂ λ t h t (·,v t ) (x) and h t (x,v t ) = 0, ∀t ∈ T(λ).
Mixed type approximate duality results
In this section, we first introduce a mixed type robust dual problem for (UFP), and then discuss the robust approximate weak and strong duality properties.
Let y ∈ X, λ := (λ t ) t ∈ R (T)
+ , μ ≥ 0, and ε ≥ 0. For fixed v t ∈ V t , t ∈ T, the conventional mixed type dual problem of (UFP) is given by
The optimistic counterpart of (MD), called optimistic dual optimization problem, is a deterministic maximization problem which is given by
Remark 4.1 (i) In the special case that ε = 0, and there is no uncertainty in the constraint functions, (UFP) becomes (FP), (OMD) collapses to
(ii) In the special case that ε = 0, and the objective functions and the constraint functions are continuously differentiable, (OMD) collapses to
(iii) Obviously, if ε = 0 and λ = 0, (OMD) collapses to the Mond-Weir type optimistic dual problem as follows:
And if ε = 0 and β = 0, (OMD) collapses to the Wolfe type optimistic dual problem as follows:
Let us denote by F (OMD) the feasible set of (OMD). Now, we give some robust ε-weak and ε-strong duality properties. 
Proof Since (y, λ, β, v, μ) is a feasible solution of (OMD), we have μ ≥ 0,
By (10), there exist ξ 0 ∈ ∂ ε 0 f (y), ξ 0 ∈ ∂ ε 0 (-g)(y), and
Note that for any x ∈ F , one has (λ t + β t )h t (x, v t ) ≤ 0 and g(x) > 0. These, together with (11), (12) , and (13), imply
Thus,
This completes the proof. 
is a robust 2ε-optimal solution of (MD).
Proof Suppose thatx ∈ F is a robust ε-optimal solution of (UFP). Letμ :=
Moreover, by Theorem 3.1, there exist (λ t ) t∈T ∈ R (T)
From (14), (15) , and (16), we can deduce that (x, 0,λ,v,μ) is a feasible solution of (OMD). Then, for any feasible solution (y, λ, β, v, μ) of (OMD),
where the inequality is from the mixed type robust ε-weak duality. Thus, (x, 0,λ,v,μ) is a robust 2ε-optimal solution of (MD). The proof is complete.
Remark 4.2 In the special case when ε = 0 and/or V t , t ∈ T, are singletons, some similar results concerning the classical Wolfe type duality for smooth optimization problems have been established in [13, 28] based on different kinds of constraint qualifications.
Finally, in this section, we consider a special case of (UFP) with g(x) ≡ 1. In this case, (UFP) becomes the uncertain convex semi-infinite optimization (UCP), and (OMD) reduces to the following optimization problem:
Remark 4.3 Note that if for any t ∈ T, β t = 0, then (OMD) 1 becomes the Wolfe type dual problem introduced in [23] . Thus, (OMD) 1 can be seen as a mixed type dual problem for uncertain convex semi-infinite optimization (UCP). -ε > 0, then there existλ ∈ K * ,v ∈ V, andμ ≥ 0 such that (x, 0,λ,v,μ) is a 2ε-optimal solution of (OMD) c .
Conclusions
In this paper, a nonsmooth fractional semi-infinite optimization problem under data uncertainty in the constraint function (UFP) is considered. Under a new robust type constraint qualification (RCQ), some approximate optimality conditions and approximate duality results are established by using the framework of robust optimization approach. The obtained results encompass as special cases some optimization problems considered in the recent literature. It would be interesting to consider other concepts of approximate solutions for fractional semi-infinite optimization problems with data uncertainty. These may be the topic of some of our forthcoming papers.
