Abstract -This paper analyses the convergence behavior of the least-squares state estimator. It is shown that the standard algorithm based on the Gauss-Newton method ignores secondorder information. Under some conditions this information is essential for a good convergence. Examples show that an algorithm based on Newton's method reveals a more robust character.
I. INTRODUCTION
Pow&-System state estimation covers the on-lin? determination of the state of the system from measurements taken from the real system. To obtain a reliable state, a redundant set of measurements is taken and processed. Since its introduction in the seventies',', enhancements have been made in the algorithms, in the bad-data analysis, in the observability analysis, and in the topological erroranalysis3.
As far as the algorithms are concerned, each of them can be classified as belonging to either the group of Least-Absolute Value (LAV) estimators or to the group of least-squares estimators. In this paper only the latter category is addressed. In earlier days, the estimator problem was solved by repeatedly solving the normal equations. Later on, a shift to the more robust orthonormal-transformation method took place. The version with the Givens rotation can be regarded as being the most popular one nowadays4. There are more variants of the least-squares algorithm, among them are the equality-constrained WLS estimato? and Hachtel's method6. The main topic of this paper is relevant to these variants as well.
What all the least-squares estimators have in common is that a cost function that is formed by a sum of (weighted) squared non-linear functions is minimized. The state-estimation problem is thus a 95 WM 215-4 PWRS A paper recommended and approved by the IEEE Power System Engineering Committee of the IEEE Power Engineering Society f o r presentation a t the 1995 IEEE/PES Winter Meeting, January 29, t o February 2 , 1995, New York, NY. Manuscript submitted December 16, 1993 ; made available f o r p r i n t i n g November 23, 1994. non-linear optimization problem. In the standard form there are no additional constraints. In general, a non-linear optimization problem without constraints (NLOP) can be solved by repeatedly solving a quadratic programming problem (QPP), with the Hesse matrix of the cost function of the NLOP acting as the quadratic term7. As there are no constraints, the solution of the QPP can be obtained by solving a set of linear equations with the Hesse matrix being the coefficient matrix. Clearly, the same strategy is f o u d when one considers the estimation problem as the solution of a set of nonlinear equations, the Kuhn-Tucker conditions. Whatever derivation is followed, a Hesse matrix appears which implies that second-order derivatives of the measurement functions must play a role. Sta6dard algorithms, however, do not use any second-order information. Consequently, there is a gap between the algorithms that are derived from optimization theory and the algorithms that are currently used. This paper's central theme is the exploration of this phenomenon and the consequences of this gap for the convergence speed of the solution process, The paper is organized as follows: in the next section the two versions of the state estimator algorithm are derived. In section I11 an aid to convergence analysis is provided. In section IV the results of some numerical experiments are presented and discussed. The conclusions close the paper. 
BASIC LEAST-SQUARES ESTIMATOR ALGORITHMS
The model of the power system that is used by the basic least-squares algorithm is given by: 
According to standard practice, in the remainder the formulas (5) and (6) are referred to as the Newton and the Gauss-Nmfon algorithms respectively. The difference between the two versions is the composition of the gain matrix. In the GaussNewton version the second-order information embedded in the Hi matrices is ignored. The circumstances under which this can be problematic can be easily seen:
-if the residue is large due to an error that dominantly propagates in its own residue if the measurement function has a relatively high degree of non-linearity such as ampere magnitude measurements with small values of the current. (Note that the voltage measurements have a Hessian equal to the 0-matrix.) (It is not correct to argue that a large weight as such is troublesome, a large weight causes the residue to become small thus letting the product wlri be a wellbehaved number8. A large weight is only troublesome through the ATWA term in the gain matrix.)
Although it seems reasonable to shift from the Gauss-Newton to the Newton method throughout, experiments have shown that an iteration process starting from flat voltage can best start with one or more Gauss-Newton iterations and terminate with strict Newton iterates, This is in accordance with the well-known fact that Newton's method works at its best in the neighborhood of the solution. In the section with numerical results, this issue is treated in more detail.
It is interesting to note that the difference between the two versions is caused by the way in which they are derived. The Gauss-Newton version is found by linearizing the optimization problem (3), whereas the Newton version is found by linearizing the Kuhn-Tucker condition (4). A striking similarity can be found in the OPF algorithms: linearizing the optimization problem leads to LP-based and gradient algorithms, linearizing the KT conditions leads to algorithms based on quadratic programmingg or the Newton approach'O. In the discussions to these papers Monticelli and Wu have already proposed the use of similar techniques in the problem of state estimation with equality constraints. As far as we know, their remarks seem never to have been -followed up.
I11 CONVERGENCE ANALYSIS
In this section a tool is presented with which the differences between Newton and Gauss-Newton methods can be qualified and the corresponding differences in the convergence speed can be quantified.
The problem is to solve the set (4). Its solution is found once a vector &* is obtained such that:
During an iterative process a sequence of vectors $ are generated such that ultimately (7) is satisfied.
Convergence is guaranteed if during the process for every iteration it holds that:
To say it in words: convergence is guaranteed if during every iteration the current 3 comes closer to g* than in the previous iteration. Now let us suppose that there are scalars pk such that:
Convergence is guaranteed if for every k pk < 1. An upper limit for p k is found by the spectral radius (the largest absolute eigenvalue) of the matrix expression:
where G(2) the Jacobian matrix of g or an approximation to it that is used at iteration k G&*) the Jacobian matrix of g that is evaluated at the final solution &*, this matrix is the exact Jacobian and thus must be the gain matrix of set (5) i n c l u d i n g t h e s e c o n d -o r d e r information (How this relation can be derived is indicated in appendix B.)
Clearly, the sequence pk describes the rate of convergence. If these values are small, the rate is high. If the values approach 1, the rate is very small. If the Newton process uses a constant Jacobian, the p has a constant value during the process. If during the process the Jacobian is reevaluated the p will change and there are several possibilities as far as the course of p is concerned. Suppose that the Newton process is used, the matrix G(2) will approach G&*) and thus p approaches to zero at the end of the iteration process.
If, on the other hand, the Gauss-Newton process is used the matrix G@) will remain different from G&*) and thus p will approach to a constant nonzero at the end of the iteration process. Note that this constant value, indicated by p*, is a degree for the convergence speed that is lost when using the Gauss-Newton method. Consequently, it is used throughout in the next section.
IV NUMERICAL RESULTS
To qualify and to quantify the difference between the Gauss-Newton and the Newton algorithms, a prototype program for the Newton method has been written by changing an existing Gauss-Newton program based on the normal equations. The additions were formed merely by adding secondorder derivatives to the gain matrix, and for these activities standard modules were taken from an existing Newton-based optimal power flow program.
A number of experiments were conducted. For all these tests a flat voltage was used as the start voltage. The iteration process was terminated as soon as the largest element of the solution was less
The results of the first tests are presented to than 1 .Od-07. show some very basic observations. An 8-node network was used with a measurement pattern based on both line and injection measurements. If there are no errors in the measurement set, the course of p is according figure 1. The remarkable point in this picture is that the convergence of Newton is relative bad in the first iterations and becomes much better after a few iterations. This phenomenon must be explained as follows: when starting the iterations with a flat voltage, the residuals of the power measurements approach the values of the measurements as the calculated values of power injections are zero. There is a large difference between the initial gain matrix and the final gain matrix. It seems thus reasonable to change the policy in that second-order information is added gradually after one or more iterations. The set ( 5 ) thus becomes:
The contribution of the second-order information is governed by a scalar O l d l l . A rule for the determination of its value must be supplied. As an experiment, the rule was used that in the first iteration no information is added (a'=O), in the second iteration only 50% (a2=0.5) and in the third and subsequent iteration the full 100% information (a=l.). With this policy, the behavior of the spectral radius is as given in figure 2 . The course of the spectral radius is now different. It starts lower and has, after a few iterations, the same slope as in test 1.
In the test so far there was no error in the measurement set. As an demonstration of the basic Table I effectq, figure 3 shows the course of the spectral radius if a large error is created. An arbitrary flow measurement was changed from -0.325 to -3.25 pu. The Gauss-Newton method now needs 22 iterations while Newton's method needs only 5 iterations. Note that the p' of Gauss-Newton is about 0.5. This indicates that the distance of the current solution to the final solution reduces by 50% during the last iteration. Note that figure 3 is representative of a large number of examples: a sharply decreasing spectral radius if Newton's method is used. The Gauss-Newton method, on the other hand, exhibits, after a few iterations, a constant spectral radius. This typically indicates linear convergence.
For several other values of the specific error we conducted such a test. The results are summarized in table I. For very extreme values of the error the Gauss-Newton requires a large number of iterations. In those cases p*, the spectral radius for the GaussNewton method evaluated at the final solution, approaches 1. The Newton method requires only a small number of iterations.
Although the differences presented in table I are remarkable, they may not be used to promote the Newton method as the corresponding physical situations are not really reasonable. In general, it was observed that estimation problems with realistic single or multiple errors in the measurement sets can be solved as effectively by using the GaussNewton method as by the Newton method.
Things went drastically different if topology errors are simulated. In test 4 the IEEE 30 node network was used. A measurement pattern was designed where all the nodal injection powers and all the lines powers were measured. Beside, the voltages of the PV nodes were added. For every branch (excluding those whose removal caused islanding) the estimation was performed with both Gauss-Newton and Newton. The measurements were simulated with the branch in service while the estimator algorithm assumes the particular branch to be out of service. The flow measurements in that branch were not taken into account. The scalars a! where set as follows: for the first three iteration a=O (thus Gauss-Newton is in effect), a4=0.25, 6 = 0 . 5 0 , a6=0.75 and the pure Newton is in effect from the 7" iteration. The results are given in table 11. Here, again, p* is the spectral radius for the Gauss-Newton method evaluated at the final solution.
For the cases where convergence is obtained, Newton was nearly always better. There are, however, a few cases where both Newton and Gauss-Newton diverged or failed to produce a realizable solution Similar experiments were conducted making use of the network of one of the Dutch utilities. These tests did not produce any additional insight with one exception: in one case Gauss-Newton diverged and In this paper it is shown that a correct derivation of the state-estimator iteration algorithm produces a gain matrix with second-order derivatives of the measurement functions. This version is called the Newton method. If these second-order derivatives are omitted from the gain matrix, the well-known iteration formula according to the Gauss-Newton method appears.
Simulation shows that if only one or more simple errors are in the measurement set, there is no need to replace the Gauss-Newton by the Newton method. Complicated errors such as topology errors, can devastate the convergence of the GaussNewton method and a shift to Newton must strongly be considered.
\
Simulation also shows that in the first few iterations the second-order information must be ignored. To say it in other words: start with GaussNewton and shift gradually to Newton. The exogenously determined fixed rule that is used, however, must definitely be replaced by an endogenously determined rule. To say it in other words: Q? must be made dependent on the course of the solution process. Future research is conducted along two lines: first, how can converging GaussNewton cases be accelerated by using Newton's method; second, how can diverging Gauss-Newton cases be detected and, if possible, made converging by Newton's method.
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Regarding the implementation of the Newton method, the following issues are relevant. If we compare the Newton method with the Gauss-Newton method, it needs no explanation that only the gain matrix undergoes any change in that the terms with the second-order derivatives are added. In general, every measurement adds to it with:
The specific contribution depends on the type of the measurement and in this regard the following applies:
-for a nodal voltage measurement the Hesse matrix is zero because the function is a linear one in x_;
-for each line flow measurement there are 16 non-zero elements in H,; these elements can be found by differentiating the relevant power flow equation of a single branch; as an injection flow can be regarded as the sum of the branch flows, the Hesse matrix of an injection flow measurement can be composed of the separate Hesse matrices from these branch flows.
-
APPENDIX B
In this appendix the derivation of some of the results used in section 111 are given. In the derivation the work of Ortega11J2 is closely followed. At the center of the problem is the solution of the set of non-linear equations (4) by an iterative process. An example is Newton's iteration process where repeatedly the set is solved. The iteration scheme thus is: This process is denoted by: for k =0,1,2,. . .
A solution x*=b&> of (B.4) is called a fixed point. I t bO-&&*)-B(z*)@-6*) I I <.E llz-6* I I whenever &E S. The following general inequality holds:
and incorporating (B.6) into (B. 10) gives:
I I bO -Hi!*) I I r. (P +w I t x-x* I I (B. 11)
Since p < 1, we may assume that E > 0 is chosen so that p' =p + 2~ < 1. Therefore, at iteration k, the basic result emerges:
Two observations hold: -if p < l then p ' < 1 and convergence is guaranteed -a measure for the convergence speed is given by
P'
In this paper we approximate the convergence speed by P .
