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SCHAUDER ESTIMATES FOR A CLASS OF NON-LOCAL
ELLIPTIC EQUATIONS
HONGJIE DONG AND DOYOON KIM
Abstract. We prove Schauder estimates for a class of non-local ellip-
tic operators with kernel K(y) = a(y)/|y|d+σ and either Dini or Ho¨lder
continuous data. Here 0 < σ < 2 is a constant and a is a bounded
measurable function, which is not necessarily to be homogeneous, regu-
lar, or symmetric. As an application, we prove that the operators give
isomorphisms between the Lipschitz–Zygmund spaces Λα+σ and Λα for
any α > 0. Several local estimates and an extension to operators with
kernels K(x, y) are also discussed.
1. Introduction and Main results
The objective of this paper is to prove Schauder estimates for a class of
non-local elliptic equations. There is a vast literature on Schauder estimates
for second-order elliptic and parabolic equations; see, for instance, [11, 16]
and references therein. If L = aijDij is a second-order uniformly elliptic
operator with constant coefficients, then the classical Schauder estimate for
L in the whole space Rd is of the form:
[D2u]Cα(Rd) ≤ N [Lu]Cα(Rd), (1.1)
where α ∈ (0, 1), [ · ]Cα(Rd) stands for the usual Ho¨lder semi-norm in the
whole space, and N is a constant depending only on d, α, and the ellipticity
constant of the coefficients aij . In general, the estimate (1.1) does not hold
when α = 0 or 1. However, if Lu is Dini continuous (see the definition
below), then D2u is uniformly continuous. See, for instance, [11].
We are interested in this type of estimates for a non-local elliptic equation
associated with pure jump Le´vy processes:
Lu− λu = f (1.2)
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in the whole space or on a bounded domain. Here
Lu(x) =
∫
Rd
(
u(x+ y)− u(x)− y · ∇u(x)χ(σ)(y)
)
K(x, y) dy, (1.3)
λ ≥ 0 is a constant, σ ∈ (0, 2), χ(σ) is a suitable indicator function, and
K is a nonnegative kernel. In the most part of the paper we focus our
efforts on the case when K(x, y) = K(y) and the equation is satisfied in
the whole space Rd. This type of non-local operators naturally arises from
models in physics, finance, and engineering that involve long-range interac-
tions, and has attracted the attention of many mathematicians. A model
case of such operators is the fractional Laplace operator (−∆)σ/2, which
has the symbol |ξ|σ. In this case and, in general, if the symbol of the op-
erator is sufficiently smooth and its derivatives satisfy appropriate decays
at infinity, Schauder estimates like (1.1) follow directly from the classical
theory for pseudo-differential operators, which can be found, for instance,
in [22, 23, 12]. In particular, the boundedness of related pseudo-differential
operators in Ho¨lder spaces is discussed in [22, 23]. We also mention that
various regularity issues of solutions to non-local elliptic equations, such
as the Harnack inequality, Ho¨lder estimates, and non-local versions of the
Aleksandrov–Bakelman–Pucci estimate, were studied first by using proba-
bilistic methods, and more recently, by analytic methods; see, for instance,
[5, 3, 4] and [8, 13, 20, 6, 9, 14].
In [10] by using a purely analytic method, we established Lp-estimates
for (1.2) under the following assumptions on L. The nonnegative kernel K
is translation invariant with respect to x and satisfies the lower and upper
bounds
(2− σ)
ν
|y|d+σ
≤ K(y) ≤ (2− σ)
Λ
|y|d+σ
(1.4)
for any y ∈ Rd, where 0 < ν ≤ Λ < ∞ are two constants. The bounds in
(1.4) can be viewed as an ellipticity condition on the operator L. We take
χ(σ) ≡ 0 for σ ∈ (0, 1), χ(1) = 1y∈B1 , χ
(σ) ≡ 1 for σ ∈ (1, 2).
If σ = 1, a cancellation condition is imposed on K:∫
∂Br
yK dSr(y) = 0, ∀r ∈ (0,∞), (1.5)
where dSr is the surface measure on ∂Br. Thus the indicator function χ
(1)
can be replaced by 1Br for any r > 0. We remark that (1.5) is a quite
standard condition which is also used, for example, in [17], and it is always
satisfied by any symmetric kernels K(−y) = K(y). In [1] the principal
part of the kernel is assumed to be symmetric when σ = 1, so that, loosely
speaking, (1.5) is satisfied. Note that we do not require K to be either
homogeneous, regular, or symmetric. The symbol of L is given by
m(ξ) =
∫
Rd
(
eiy·ξ − 1− iy · ξχ(σ)(y)
)
K(y) dy, (1.6)
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which generally lacks sufficient differentiability. Therefore, the classical the-
ory for pseudo-differential operators or the Caldero´n–Zygmund approach is
no longer applicable. In this paper, we prove Schauder estimates for (1.2)
under the very same conditions as in [10]. Furthermore, while in [10] we
dealt with K independent of x, we prove the same estimates for operators
with x-dependent kernels under reasonable assumptions on a(x, y). In fact,
the x-dependent kernel case follows from a priori Schauder estimates for
x-independent kernels and the boundedness of corresponding operators, the
latter of which is easier than that in Lp-theory.
Perhaps the closest papers to the subject of the present one are Mikule-
vicius and Pragarauskas [17] and Bass [2]. In [17] the well-posedness of
the Cauchy problem for the operator L in (1.3) was obtained in both Lp
spaces and Ho¨lder spaces. As the proofs in [17] are based on the Caldero´n–
Zygmund approach, the kernel K(x, y) is assumed to be homogeneous and
sufficiently smooth with respect to y, and its derivatives in y to be Ho¨lder
continuous with respect to x. We also refer the reader to [1], where a similar
well-posedness result was proved under the condition that the principal part
of the kernel is smooth in y and Ho¨lder in x. By using a combination of prob-
abilistic and analytic methods, in [2] Bass established Schauder estimates
for non-local operators similar to (1.2) under the conditions that σ + α is
a non-integer and K(x, y) is Ho¨lder continuous in x satisfying (1.4). Com-
pared to [2], our approach is purely analytic; see also Remark 1.4. Moreover,
our results do not require the non-integer condition on σ + α, and we also
deal with equations with Dini continuous data and solutions in more general
Lipschitz–Zygmund spaces.
Once this paper has been completed, we learned that in a very recent
preprint [19] Mikulevicius and Pragarauskas obtained similar solvability re-
sults in Ho¨lder spaces for non-local parabolic equations under a slightly
weaker ellipticity condition. The proofs in [19] are mainly based on a prob-
abilistic argument and their previous results in [17].
Before we state the main result, we fix a few notation. We use Hσ2 (R
d) to
denote the Bessel potential space: Hσ2 (R
d) = (1−∆)−σ/2L2(R
d). Through-
out the paper we omit Rd in Cα(Rd), C∞0 (R
d), or Hσ2 (R
d), etc. whenever
the omission is clear from the context. We write N(d, ν, ...) in the estimates
to express that the constant N depends only on the parameters d, ν, ....
A bounded continuous increasing function ω on R+ is called a Dini func-
tion if ω(0) = 0 and
∫ 1
0
ω(s)/s ds <∞.
For a function f in Rd, we define its modulus of continuity ωf by
ωf (r) = sup
x,y∈Rd,|x−y|≤r
|f(x)− f(y)|.
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We say that a bounded function f in Rd is Dini continuous if its modulus of
continuity ωf is a Dini function. In this case, we write u ∈ C
Dini. Clearly,
any function in Cα is Dini continuous.
Now we state the main results of the paper.
Theorem 1.1. Let 0 < σ < 2, λ ≥ 0, and u ∈ C2
loc
∩ L∞ be a solution to
(1.2) in Rd. Assume that K = K(y) satisfies (1.4) and, if σ = 1, K also
satisfies the condition (1.5).
i) Suppose f ∈ L∞. Then we have
λ‖u‖L∞ ≤ ‖f‖L∞ . (1.7)
ii) Suppose f ∈ CDini. Then (−∆)σ/2u is bounded and uniformly contin-
uous. Moreover, the modulus of continuity of (−∆)σ/2u is controlled by ωf ,
and independent of λ and σ as σ → 2.
We have more precise estimates when f is Ho¨lder continuous.
Theorem 1.2 (Schauder estimate). Let 0 < σ < 2, λ ≥ 0, and u ∈ C2
loc
∩L∞
be a solution to (1.2) in Rd. Assume that K = K(y) satisfies (1.4) and, if
σ = 1, K also satisfies the condition (1.5).
i) Suppose α ∈ (0, 1) and f ∈ Cα. Then we have u, (−∆)σ/2u ∈ Cα and
the following estimate holds:
[(−∆)σ/2u]Cα + λ[u]Cα ≤ N [f ]Cα , (1.8)
where N = N(d, ν,Λ, σ, α).
ii) Suppose f ∈ C0,1. Then for any x, y ∈ Rd satisfying |x− y| ≤ 1/2 we
have
|(−∆)σ/2u(x)− (−∆)σ/2u(y)|+ λ|u(x)− u(y)|
≤ N
∣∣(x− y) log |x− y|∣∣‖f‖C0,1 , (1.9)
where N = N(d, ν,Λ, σ) is uniformly bounded as σ → 2.
We note that under the conditions of Theorem 1.2 ii), (−∆)σ/2u is actually
in the Zygmund space Λ1. Moreover, in this case the condition f ∈ C0,1 can
be relaxed to f ∈ Λ1; see Section 4.
Our proof is purely analytic and based on Campanato’s approach in a
novel way. The main step of Campanato’s approach is to show that the
mean oscillations of the derivatives of u in balls vanish in certain order as
the radii of balls go to zero. Unlike the second-order case, when estimating
the mean oscillations for a solution to the non-local equation (1.2), we need
to take care of the contribution of the solution from the entire space Rd. For
this purpose, the key estimate in our argument is Proposition 3.3, in which
we bound the Ho¨lder semi-norm of the solution by its mean oscillations in
a sequence of expanding balls.
Remark 1.3. In Theorem 1.2, the ellipticity condition (1.4) can be relaxed.
For instance, we may allow K to vanish for any y ∈ Bc1, at the cost that λ
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should be assumed to be strictly positive and the constants N in (1.8) and
(1.9) depend also on λ. See the remark at the end of Section 3 for a proof.
Remark 1.4. Estimates similar to (1.8) were obtained in [2] with the re-
striction that σ + α is not an integer. In the case σ ∈ (1, 2), the operators
studied in [2] are slightly different from those considered in the current
paper. The proofs there use a combination of probabilistic and analytic ar-
guments and, in particular, use certain properties of semigroups generated
by stable-like processes. It is however not clear to us if the methods in [2]
can be exploited to treat the case when f is only Dini continuous. We also
remark that although the cancellation condition (1.5) is omitted in [2], it is
actually implicitly used in the proof of Corollary 5.2 there.
Remark 1.5. In the borderline case α = 1, it is well known that (1.8) does
not hold even for the second-order Poisson equation. An estimate similar
to (1.9) for the second-order elliptic equations can be found in [24]. Our
treatment of this case is rather elementary.
Next we state the following solvability result, which implies that L − λ
is an isomorphism from Λα+σ to Λα for any α > 0. See Section 4 for the
definition of the Lipschitz–Zygmund spaces Λα.
Theorem 1.6 (Solvability in Lipschitz–Zygmund spaces). Let 0 < σ < 2,
α > 0, and λ > 0. Assume that K satisfies (1.4) and, in the case σ = 1, it
also satisfies the cancellation condition (1.5).
i) Then L − λ is a continuous operator from Λα+σ to Λα, i.e., for any
u ∈ Λα+σ we have
‖(L− λ)u‖Λα ≤ N‖u‖Λα+σ , (1.10)
where N = N(d,Λ, σ, α, λ) > 0 is a constant. Moreover, for any u ∈ Λα+σ,
‖u‖Λα+σ ≤ N‖Lu− λu‖Λα , (1.11)
where N = N(d, ν,Λ, σ, α, λ) > 0.
ii) For any f ∈ Λα, there is a unique solution u ∈ Λα+σ of the equation
(1.2) in Rd satisfying (1.7). Furthermore, u satisfies (1.8) if α ∈ (0, 1), and
satisfies
|(−∆)σ/2u(x)− (−∆)σ/2u(y)|+λ|u(x)−u(y)| ≤ N
∣∣(x− y) log |x− y|∣∣‖f‖Λ1
(1.12)
for any |x− y| ≤ 1/2 if α = 1.
The constants N are uniformly bounded as σ → 2.
To deal with x-dependent kernels, we derive the following local estimates
from Theorem 1.2 by using a more or less standard localization argument.
Corollary 1.7. Let σ ∈ (0, 2) and α ∈ (0, 1) be constants. Suppose that K
satisfies the same assumptions as in Theorem 1.6 and u ∈ C2(Rd) satisfies
Lu−λu = f in B3 for f ∈ C
α(B3) and some constant λ ≥ 0. Then we have
[(−∆)σ/2u]Cα(B1) ≤ N‖f‖Cα(B3) +N‖u‖Cα(Rd) (1.13)
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for σ ∈ (0, 1),
[(−∆)σ/2u]Cα(B1) ≤ N‖f‖Cα(B3) +N‖u‖C1+α(Rd) (1.14)
for σ ∈ (1, 2), and
[(−∆)σ/2u]Cα(B1) ≤ N‖f‖Cα(B3) +N(ε)‖u‖L∞(Rd) + ε‖u‖C1+α(Rd) (1.15)
for σ = 1 and any ε ∈ (0, 1).
Our last result is about the solvability for non-local operators with x-
dependent kernels.
Theorem 1.8. Let σ ∈ (0, 2), α ∈ (0, 1), and λ > 0 be constants. Assume
that K(x, y) = a(x, y)|y|−d−σ, where a(·, y) is a Cα function for any y ∈ Rd
with a uniform Cα norm. In the case σ = 1, the condition (1.5) is also
satisfied for any x ∈ Rd. Then L defined in (1.3) is a continuous operator
from Λα+σ to Cα. Moreover, for any f ∈ Cα, there is a unique solution
u ∈ Λα+σ of the equation (1.2) in Rd satisfying
‖u‖Λσ+α ≤ N‖f‖Cα ,
where N = N(d,Λ, σ, α, λ, supy ‖a(·, y)‖Cα ) > 0 is independent of λ if λ ≥ 1
and uniformly bounded as σ → 2.
We prove Theorems 1.1 and 1.2, in Section 3 after discussing some auxil-
iary results in Section 2. As an application of Theorem 1.2, in Section 4 we
derive the unique solvability of (1.2) in the Lipschitz–Zygmund spaces Λα,
i.e., Theorem 1.6, which together with a continuity estimate implies that the
operator L− λ gives an isomorphism between Λα+σ and Λα for any α > 0.
Section 5 is devoted to the proofs of Corollary 1.7 and Theorem 1.8.
2. Auxiliary estimates
The objective of this section is to present several auxiliary estimates,
which will be used in the proofs of the main theorems. For the proof of
Theorem 1.1, we need the following properties of Dini functions.
Lemma 2.1. Suppose that ω is a Dini function, and
ω˜(t) :=
∞∑
k=0
akω(bkt) (2.1)
for some constants a ∈ (0, 1) and b > 1. Then ω˜ is also a Dini function.
Proof. First we note that a bounded continuous increasing function on R+
must be uniformly continuous on R+. Because a ∈ (0, 1) and b > 1, ω˜ is
a bounded continuous increasing function and ω˜(0) = 0. Let t ∈ (0, 1] and
k0 = [− log t/ log b]. It follows from (2.1) that
ω˜(t) =

 k0∑
k=0
+
∞∑
k0+1

 akω(bkt) ≤
k0∑
k=0
akω(bkt) +Ntγ
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for some constant N depending only on a, b, and supω, and γ > 0 depending
only on a and b. By Fubini’s theorem, we also get
∫ 1
0 ω˜(t)/t dt < ∞. The
lemma is proved. 
Throughout the paper we denote
(f)Ω =
1
|Ω|
∫
Ω
f(x) dx = –
∫
Ω
f(x) dx,
where |Ω| is the d-dimensional Lebesgue measure of Ω.
Lemma 2.2. Let ω be a Dini function and f be a bounded continuous func-
tion in Rd. Suppose that for any x0 ∈ R and l ∈ Z we have
–
∫
B
2l
(x0)
∣∣f − (f)B
2l
(x0)
∣∣ dx ≤ ω(2l).
Then for any x, y ∈ Rd,
|f(x)− f(y)| ≤ N
∫ |x−y|
0
ω(s)/s ds +Nω(2|x− y|), (2.2)
where N > 0 depends only on d. In particular, f is a uniformly continuous
function in Rd.
Proof. We follow an idea in [21, Sect. 6 (iii)], where the constant N also
depends on ‖f‖L∞ because a slightly different condition is imposed there.
We give a detailed proof for the sake of completeness.
For any given different x0, y0 ∈ R
d, denote z0 = (x0 + y0)/2 and r =
|x0 − y0|. Let k be the integer such that
2k+1 ≤ r < 2k+2. (2.3)
By the triangle inequality,
|f(x0)− f(y0)|
≤ |f(x0)− (f)B
2k
(x0)|+ |f(y0)− (f)B2k (y0)|+ |(f)B2k (x0) − (f)B2k (y0)|
:= I1 + I2 + I3. (2.4)
First we bound I3. Observe that from (2.3), B2k(x0)∪B2k(y0) ⊂ B2k+2(z0).
By the triangle inequality,
I3 ≤ –
∫
B
2k
(x0)
–
∫
B
2k
(y0)
|f(x)− f(y)| dx dy
≤ N –
∫
B
2k+2
(z0)
–
∫
B
2k+2
(z0)
|f(x)− f(y)| dx dy
≤ N –
∫
B
2k+2
(z0)
|f(x)− (f)B
2k+2
(z0)| dx
≤ Nω(2k+2) ≤ Nω(2r). (2.5)
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Next, because of the continuity of f , we have
f(x0) = lim
l→−∞
(f)B
2l
(x0),
which together with the triangle inequality yields
I1 ≤
k∑
l=−∞
∣∣(f)B
2l−1
(x0) − (f)B2l (x0)
∣∣
≤ N
k∑
l=−∞
ω(2l) ≤ N
∫ r
0
ω(s)/s ds.
Similarly, we have
I2 ≤ N
∫ r
0
ω(s)/s ds. (2.6)
Combining (2.4) with (2.5)-(2.6) gives (2.2). The lemma is proved. 
We will use the following elementary estimates involving Ho¨lder semi-
norms.
Lemma 2.3. Let α ∈ (0, 1], β ∈ (0, α), h > 0, and h ∈ Rd be a nonzero
vector. Suppose that f ∈ Cα is a function in Rd. Define
fβ,h(x) = |h|
−β(f(x+ h)− f(x)).
Then we have fβ,h ∈ C
α−β and
[fβ,h]Cα−β ≤ 2[f ]Cα . (2.7)
Proof. Note that
|fβ,h(x)− fβ,h(y)| ≤ |h|
−β |f(x+ h)− f(y + h)|+ |h|−β |f(x)− f(y)|
≤ 2|h|−β |x− y|β|x− y|α−β[f ]Cα .
Thus the inequality (2.7) holds true if |x − y| ≤ h. In case |x − y| > h, we
proceed
|fβ,h(x)− fβ,h(y)| ≤ |h|
−β |f(x+ h)− f(x)|+ |h|−β |f(y + h)− f(y)|
=
∣∣∣∣f(x+ h)− f(x)hα
∣∣∣∣ hα−β +
∣∣∣∣f(y + h)− f(y)hα
∣∣∣∣ hα−β
≤ 2|x− y|α−β [f ]Cα .
Thus we again arrive at the inequality (2.7). 
Lemma 2.4. Let α ∈ (0, 1), β ∈ (0, 1), K > 0 be constants, and f be a
bounded function on R. For h > 0, define
fβ,h(x) = h
−β(f(x+ h)− f(x)).
Suppose that for any h > 0, fβ,h ∈ C
α and [fβ,h]Cα ≤ K. Then
i) If α + β < 1, then we have f ∈ Cα+β and [f ]Cα+β ≤ NK, where N
depends only on α+ β.
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ii) If α+ β = 1, then for any x, y ∈ R we have
|f(x+ y)− f(x)| ≤ N
∣∣y log |y|∣∣K +N |y|min{‖f‖L∞ , [f ]Cγ}, (2.8)
where γ ∈ (0, 1) is arbitrary and N = N(γ) > 0.
Proof. We follow the steps in the proof of [7, Lemma 5.6]. See also [15,
Exercise 3.3.3]. First, we consider the case α+ β < 1. In this case we prove
that
|f(x+ y)− f(x)| ≤ N(α, β)Kyα+β (2.9)
for any y > 0. Let K0 = sup |f | and find a positive integer k such that
2−kK0 ≤ Ky
α+β. (2.10)
Set τ0 = 2
ky and define
w(τ) = f(x+ τ)− f(x).
Note that
|w(τ)− 2w(τ/2)| = |f(x+ τ)− 2f(x+ τ/2) + f(x)|
= | (f(x+ τ)− f(x+ τ/2)) − (f(x+ τ/2)− f(x)) |
= (τ/2)β
∣∣fβ,τ/2(x+ τ/2)− fβ,τ/2(x)∣∣ ≤ K (τ/2)α+β .
Thus we have∣∣2j−1w(τ0/2j−1)− 2jw(τ0/2j)∣∣ ≤ K2j−1 (τ0/2j)α+β = K2j(1−(α+β))−1τα+β0 ,
which implies
∣∣∣w(τ0)− 2kw(y)
∣∣∣ ≤
k∑
j=1
∣∣2j−1w(τ0/2j−1)− 2jw(τ0/2j)∣∣
≤ τα+β0 K
k∑
j=1
2j(1−(α+β))−1 ≤ NK2k(1−(α+β))τα+β0 ,
where N = N(α + β). Note that |w(τ0)| ≤ 2K0. Then using the above
inequalities and (2.10), we obtain
|w(y)| ≤ 2−k
∣∣∣2kw(y)− w(τ0)
∣∣∣+ 2−k|w(τ0)|
≤ NK2−k(α+β)τα+β0 + 2Ky
α+β = NKyα+β,
where N = N(α+ β). The inequality (2.9) is proved.
To prove the case α+ β = 1, we again consider |f(x+ y)− f(x)|, where
y > 0. If y > 1/2,
|f(x+ y)− f(x)| ≤ yγ [f ]Cγ ≤ 2
1−γy[f ]Cγ .
Thus the inequality (2.8) follows. For 0 < y < 1/2, we find a positive integer
k satisfying
2−k−1 ≤ y < 2−k. (2.11)
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By using the definitions of τ0 and w, and the same steps as above, we obtain
|w(y)| ≤ Kk2−k−1τ0 + 2
−k|w(τ0)|. (2.12)
Observe that from (2.11)
1/2 ≤ τ0 < 1, k2
−kτ0 = ky ≤
| log y|
log 2
y,
2−k|w(τ0)| = 2
−k|f(x+ τ0)− f(x)| ≤ 2
−kτγ0 [f ]Cγ ≤ 2
1−γy[f ]Cγ .
Upon combining these inequalities with (2.12), we finally obtain the inequal-
ity (2.8). 
3. Proofs of Theorems 1.1 and 1.2
This section is devoted to the proofs of Theorems 1.1 and 1.2. Throughout
the section, as in Theorems 1.1 and 1.2, the kernelK = K(y) in (1.3) satisfies
the ellipticity condition (1.4) and, if σ = 1, the cancellation condition (1.5),
except in the following maximum principle for the operator L, where K only
satisfies the upper bound in (1.4) and depends on x as well. Lemma 3.1 may
be found in the literature, but for completeness we give a short proof.
Lemma 3.1 (Maximum principle). Let 0 < σ < 2 and λ > 0. Assume that
0 ≤ K(x, y) ≤ (2− σ)Λ|y|−d−σ
and u ∈ C2
loc
∩ L∞ satisfies
Lu− λu ≥ 0 in Rd.
Then we have u ≤ 0 in Rd.
Proof. Assume that supRd u = a > 0. Then there is a point x0 ∈ R
d such
that u(x0) > a− ε. Let η be an infinitely differentiable function defined on
Rd with compact support and η(0) = 1. Then the function
w(x) := u(x) + 2εη(x − x0)− a
achieves a positive maximum at some point x1 ∈ R
d. Now we notice that
(L− λ)w(x1) ≥ 2εLη(x1 − x0) + λa > 0
if ε is sufficiently small. This, however, contradicts the obvious fact that
(L− λ)w(x1) ≤ 0. Therefore, supRd u ≤ 0.
1

Define ω(x) = 1/(1 + |x|d+σ). The following a priori Cα estimate is
obtained in [10, Corollary 4.3 and Remark 2.3]. A part of the proof adapts
an idea in [6].
1We thank an anonymous referee who pointed out to us this short proof.
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Lemma 3.2 (Ho¨lder estimate). Let σ ∈ (0, 2), λ ≥ 0, f ∈ L∞(B1), and
u ∈ C2
loc
(B1) ∩ L1(R
d, ω) such that
Lu− λu = f
in B1. Then for any α0 ∈ (0,min{1, σ}), we have
[u]Cα0 (B1/2) ≤ N‖u‖L1(Rd,ω) +N oscB1 f,
where N = N(d, ν,Λ, σ, α0) is uniformly bounded as σ → 2.
We derive the following proposition from Lemma 3.2.
Proposition 3.3. Let σ ∈ (0, 2), λ ≥ 0, f ∈ L∞(B1), and u ∈ C
2
loc
(B1) ∩
L1(R
d, ω) such that
Lu− λu = f
in B1. Then for any α0 ∈ (0,min{1, σ}), we have
[u]Cα0 (B1/2) ≤ N
∞∑
k=1
2−kσ –
∫
B
2k
∣∣u− (u)B
2k
∣∣ dx+N oscB1 f,
where N = N(d, ν,Λ, σ, α0) is uniformly bounded as σ → 2.
Observe that as u ∈ L1(R
d, ω), the summation above is convergent. In-
deed, for k ≥ 2,
–
∫
B
2k
∣∣u− (u)B
2k
∣∣ dx ≤ N2−kd
∫
B
2k
|u| dx
= N2−kd
k−1∑
j=1
∫
B
2j+1
\B
2j
|u| dx+N2−kd
∫
B2
|u| dx
≤ N
k−1∑
j=1
2−kd+j(d+σ)
∫
B
2j+1
\B
2j
|u|
1 + |x|d+σ
dx+N2−kd
∫
B2
|u|
1 + |x|d+σ
dx.
Then
∞∑
k=1
2−kσ –
∫
B
2k
∣∣u− (u)B
2k
∣∣ dx ≤ N
∞∑
j=1
∫
B
2j+1
\B
2j
|u|
1 + |x|d+σ
dx
+N
∫
B2
|u|
1 + |x|d+σ
dx ≤ N‖u‖L1(Rd,ω),
where N = N(d, σ).
Proof of Proposition 3.3. We define a function v in Rd as follows:
v = u− (u)B2 in B2,
v = u− (u)B
2k
in B2k \B2k−1 , k = 2, 3, . . . .
From u ∈ C2loc(B1)∩L1(R
d, ω), it is easily seen that v ∈ C2loc(B1)∩L1(R
d, ω).
Now a simple computation shows that v satisfies
Lv − λv = f˜ := f + λ(u)B2 − g in B1,
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where in B1
g =
∫
Rd
(
u(x+ y)− v(x+ y)− (u)B2
)
K(y) dy.
By the definition of v and (1.4), we have
sup
B1
|g| ≤ N
∞∑
k=2
2−kσ
∣∣(u)B
2k
− (u)B2
∣∣
= N
∞∑
k=2
2−kσ
∣∣∣
k−1∑
j=1
(
(u)B
2j+1
− (u)B
2j
) ∣∣∣
≤ N
∞∑
j=2
∞∑
k=j
2−kσ –
∫
B
2j
∣∣u− (u)B
2j
∣∣ dx
≤ N
∞∑
k=2
2−kσ –
∫
B
2k
∣∣u− (u)B
2k
∣∣ dx. (3.1)
Similarly, we estimate ‖v‖L1(Rd,ω) by
‖v‖L1(Rd,ω) =
∫
B2
|u− (u)B2 |ω dx+
∞∑
k=2
∫
B
2k
\B
2k−1
∣∣u− (u)B
2k
∣∣ω dx
≤ N
∞∑
k=1
2−kσ –
∫
B
2k
∣∣u− (u)B
2k
∣∣ dx. (3.2)
Therefore, by Lemma 3.2 applied to v and using (3.1), (3.2), we get
[u]Cα0 (B1/2) = [v]Cα0 (B1/2) ≤ N‖v‖L1(Rd,ω) +N oscB1 f˜
≤ N
∞∑
k=1
2−kσ –
∫
B
2k
∣∣u− (u)B
2k
∣∣ dx+N oscB1 f.
The proposition is proved. 
We are now ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. By mollifications, we may assume u, f ∈ C∞ with
bounded derivatives. Furthermore, the case λ = 0 follows from the case
λ > 0 by taking the limit as λ ց 0. So in the sequel we assume λ > 0.
Now applying the maximum principle Lemma 3.1 to u− λ−1‖f‖L∞ , we get
u ≤ λ−1‖f‖L∞ in R
d. Similarly, applying Lemma 3.1 to −u − λ−1‖f‖L∞
yields −u ≤ λ−1‖f‖L∞ in R
d. Thus we obtain the L∞ estimate (1.7).
We now prove the second assertion. Take α0 = min{1, σ}/2 > 0. Let w
be the unique Hσ2 strong solution to the equation
Lw − λw =
(
f − (f)B2
)
η in Rd,
where η is an infinitely differentiable function satisfying
0 ≤ η ≤ 1, η = 1 on B2, η = 0 outside B3.
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Since (f − (f)B2) η ∈ C
∞
0 , by the classical theory we have w ∈ H
σ
2 ∩ C
∞
loc.
By the L2 estimate (cf. [10, Proposition 3.5]), we have
‖(−∆)σ/2w‖L2 + λ‖w‖L2 ≤ N(d, ν)‖η
(
f − (f)B2
)
‖L2 ≤ N(d, ν)ωf (2),
which implies for any R > 0,
–
∫
BR
(∣∣(−∆)σ/2w∣∣2 + λ2|w|2) dx ≤ N(d, ν)R−d(ωf (2))2. (3.3)
Set v := u− w. Then v ∈ C∞loc satisfies
Lv − λv = f˜ := f(1− η) + (f)B2η. (3.4)
For convenience of notation, we define
u′ = (−∆)σ/2u, v′ = (−∆)σ/2v, w′ = (−∆)σ/2w.
Thanks to Ho¨lder’s inequality, we have w,w′ ∈ L1(R
d, ω). Then using the
fact that u and its derivatives are bounded, we see that v, v′ ∈ L1(R
d, ω).
We take the fractional derivative (−∆)σ/2 on both sides of (3.4) and
obtain
(L− λ)v′ = (−∆)σ/2f˜ .
Applying Proposition 3.3 to the equation above gives
[v′]Cα0 (B1/2) ≤ N
∞∑
k=1
2−kσ –
∫
B
2k
∣∣v′ − (v′)B
2k
∣∣ dx+N oscB1(−∆)σ/2f˜ . (3.5)
We estimate the second term on the right-hand side of (3.5) as follows:
oscB1(−∆)
σ/2f˜ ≤ 2 sup
B1
∣∣(−∆)σ/2f˜ ∣∣
≤ N sup
x∈B1
∫
Rd
|y|−d−σ
∣∣f˜(x+ y)− f˜(x)∣∣ dy.
Since for any x, y ∈ B1, f˜(x+ y) = f˜(x) = (f)B2 , we get
oscB1(−∆)
σ/2f˜ ≤ N sup
x∈B1
∫
Bc
1
|y|−d−σ
∣∣f˜(x+ y)− (f)B2∣∣ dy. (3.6)
To calculate the right-hand side of the above inequality, we observe that, for
any x ∈ B1,∫
Bc
1
|y|−d−σ
∣∣f˜(x+ y)− (f)B2∣∣ dy
=
∫
Bc
1
|y|−d−σ
∣∣1− η(x+ y)∣∣∣∣f(x+ y)− (f)B2∣∣ dy
≤
∫
Bc
1
|y|−d−σ
∣∣f(x+ y)− (f)B2∣∣ dy ≤ N
∞∑
k=1
2−kσωf (2
k). (3.7)
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Combining (3.5), (3.6), and (3.7) yields
[v′]Cα0 (B1/2) ≤ Nω˜f (2) +N
∞∑
k=1
2−kσ –
∫
B
2k
∣∣v′ − (v′)B
2k
∣∣ dx, (3.8)
where
ω˜f (·) :=
∞∑
k=0
2−kσωf (2
k·)
is also a Dini function thanks to Lemma 2.1. Let s ≥ 1 be an integer to be
specified later. By the triangle inequality, (3.3), and (3.8),
–
∫
B
2−s
∣∣u′ − (u′)B
2−s
∣∣ dx
≤ –
∫
B
2−s
∣∣v′ − (v′)B
2−s
∣∣ dx+N2sd/2ωf (2)
≤ N2−sα0 [v′]Cα0 (B1/2) +N2
sd/2ωf (2)
≤ N2−sα0
∞∑
k=1
2−kσ –
∫
B
2k
∣∣v′ − (v′)B
2k
∣∣ dx+N2sd/2ω˜f (2).
By using the triangle inequality and (3.3) again, we obtain
–
∫
B
2−s
∣∣u′ − (u′)B
2−s
∣∣ dx
≤ N2−sα0
∞∑
k=1
2−kσ –
∫
B
2k
∣∣u′ − (u′)B
2k
∣∣ dx+N2sd/2ω˜f (2). (3.9)
For any integer l, denote
Ml = sup
x0∈Rd
–
∫
B
2l
(x0)
∣∣u′ − (u′)B
2l
(x0)
∣∣ dx,
M˜l =
∞∑
j=0
2−jσ/2Ml+j , ˜˜ωf (·) =
∞∑
j=0
2−jσ/2ω˜f (2
j ·).
By Lemma 2.1, ˜˜ωf is a Dini function. From (3.9), a scaling with a shift of
the coordinates gives, for any integer l,
Ml ≤ N2
sd/2ω˜f (2
1+s+l) +N2−sα0
∞∑
k=1
2−kσMk+s+l.
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Consequently, by a change of indices j + k → j, k → k,
M˜l ≤ N2
sd/2 ˜˜ωf (2
1+s+l) +N2−sα0
∞∑
j=0
∞∑
k=1
2−jσ/2−kσMk+s+l+j
= N2sd/2 ˜˜ωf (2
1+s+l) +N2−sα0
∞∑
j=1
2−jσ/2Ms+l+j
j∑
k=1
2−kσ/2
≤ N2sd/2 ˜˜ωf (2
1+s+l) +N2−sα0M˜s+l, (3.10)
where N = N(d, ν,Λ, σ). We now fix s sufficiently large such that N2−sα0 ≤
1/2. Since M˜l, l ∈ Z is a bounded sequence, it then follows from (3.10) that
for any integer l,
M˜l ≤ N ˜˜ωf(2
1+s+l) +
1
2
M˜s+l ≤ . . . ≤ N
∞∑
j=1
2−j ˜˜ωf (2
1+js+l),
which together with the obvious inequality Ml ≤ M˜l implies
Ml ≤ N
∞∑
j=1
2−j ˜˜ωf (2
1+js+l).
Since
∑∞
j=1 2
−j ˜˜ωf (2
1+js·) is also a Dini function by Lemma 2.1, it follows
from Lemma 2.2 that u′ is uniformly continuous in Rd. Thus we have ob-
tained an a priori estimate of ωu′ .
It remains to get an a priori estimate of ‖u′‖L∞ . We take a nonnegative
cutoff function η1 ∈ C
∞
0 (B2) with a unit integral. By the triangle inequality,
for any x0 ∈ R
d,
|u′(x0)| ≤ |u
′(x0)− η1 ∗ u
′(x0)|+ |η1 ∗ u
′(x0)|
≤ ωu′(2) + |(−∆)
σ/2η1 ∗ u(x0)| ≤ ωu′(2) +N‖u‖L∞ .
By keeping track of the constants, one can see that the constants N above
are uniformly bounded as σ → 2. The theorem is proved. 
We finish this section by giving the proof of Theorem 1.2.
Proof of Theorem 1.2. As in the proof of Theorem 1.1, we may assume
u, f ∈ C∞ with bounded derivatives and λ > 0.
First we consider the case when α ∈ (0,min{1, σ}). Take α0 = (α +
min{1, σ})/2 > α. Our aim is to estimate
∫
Br
∣∣u− (u)Br ∣∣ dx,
∫
Br
∣∣(−∆)σ/2u− ((−∆)σ/2u)
Br
∣∣ dx
for r > 0.
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We define functions w and v in the same way as in the proof of Theorem
1.1. Instead of (3.3), since ‖η (f − (f)B2) ‖L2 ≤ N [f ]Cα , now we have
–
∫
BR
(∣∣(−∆)σ/2w∣∣2 + λ2|w|2) dx ≤ NR−d[f ]2Cα . (3.11)
Since oscB1 f˜ = 0, it follows from Proposition 3.3 that
[v]Cα0 (B1/2) ≤ N
∞∑
k=1
2−kσ –
∫
B
2k
∣∣v − (v)B
2k
∣∣ dx. (3.12)
Let r0 ∈ (0, 1/2) be a constant to be specified later. By the triangle inequal-
ity, (3.11), and (3.12), we obtain
–
∫
Br0
∣∣u− (u)Br0
∣∣ dx
≤ –
∫
Br0
∣∣v − (v)Br0
∣∣ dx+Nλ−1r−d/20 [f ]Cα
≤ Nrα00 [v]Cα0 (B1/2) +Nλ
−1r
−d/2
0 [f ]Cα
≤ Nrα00
∞∑
k=1
2−kσ –
∫
B
2k
∣∣v − (v)B
2k
∣∣ dx+Nλ−1r−d/20 [f ]Cα .
By using the triangle inequality and (3.11) again, we get
–
∫
Br0
∣∣u− (u)Br0
∣∣ dx
≤ Nrα00
∞∑
k=1
2−kσ –
∫
B
2k
∣∣u− (u)B
2k
∣∣ dx+Nλ−1(rα00 + r−d/20 )[f ]Cα
≤ Nrα00
∞∑
k=1
2−kσ+kα[u]Cα +Nλ
−1
(
rα00 + r
−d/2
0
)
[f ]Cα
≤ Nrα00 [u]Cα +Nλ
−1r
−d/2
0 [f ]Cα ,
where in the last inequality we have used α < σ. For any r > 0, by scaling
x→ xr/r0, we have
r−α –
∫
Br
∣∣u− (u)Br ∣∣ dx ≤ Nrα0−α0 [u]Cα +Nλ−1r−α−d/20 [f ]Cα .
Shifting the coordinates, we get for any x0 ∈ R
d and r > 0.
r−α –
∫
Br(x0)
∣∣u− (u)Br(x0)
∣∣ dx ≤ Nrα0−α0 [u]Cα +Nλ−1r−α−d/20 [f ]Cα .
We take the supremum of the left-hand side above with respect to x0 ∈ R
d
and r > 0 and then use Campanato’s equivalent definition of Ho¨lder norms
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to get
[u]Cα ≤ Nr
α0−α
0 [u]Cα +Nλ
−1r
−α−d/2
0 [f ]Cα .
Recall that α < α0. Upon taking r0 sufficiently small such that Nr
α0−α
0 ≤
1/2, we obtain
λ[u]Cα ≤ N [f ]Cα . (3.13)
Next we estimate the Ho¨lder norm of the fractional derivative (−∆)σ/2u.
Instead of (3.7), for any x ∈ B1 we have∫
Bc
1
|y|−d−σ
∣∣f˜(x+ y)− (f)B2∣∣ dy
=
∫
Bc
1
|y|−d−σ
∣∣1− η(x+ y)∣∣∣∣f(x+ y)− (f)B2∣∣ dy
≤ N [f ]Cα
∫
Bc
1
|y|−d−σ+α dy ≤ N [f ]Cα . (3.14)
In the last inequality above, we used the assumption that α < σ. Combining
(3.5), (3.6), and (3.14) yields
[v′]Cα0 (B1/2) ≤ N [f ]Cα +N
∞∑
k=1
2−kσ –
∫
B
2k
∣∣v′ − (v′)B
2k
∣∣ dx. (3.15)
Now we argue as in the estimate of [u]Cα . By the triangle inequality, (3.11),
and (3.15),
–
∫
Br0
∣∣u′ − (u′)Br0
∣∣ dx
≤ –
∫
Br0
∣∣v′ − (v′)Br0
∣∣ dx+Nr−d/20 [f ]Cα
≤ Nrα00 [v
′]Cα0 (B1/2) +Nr
−d/2
0 [f ]Cα
≤ Nrα00
∞∑
k=1
2−kσ –
∫
B
2k
∣∣v′ − (v′)B
2k
∣∣ dx+N(rα00 + r−d/20 )[f ]Cα .
By using the triangle inequality and (3.11) again, we get
–
∫
Br0
∣∣u′ − (u′)Br0
∣∣ dx
≤ Nrα00
∞∑
k=1
2−kσ –
∫
B
2k
∣∣u′ − (u′)B
2k
∣∣ dx+N(rα00 + r−d/20 )[f ]Cα
≤ Nrα00
∞∑
k=1
2−kσ+kα[u′]Cα +N
(
rα00 + r
−d/2
0
)
[f ]Cα
≤ Nrα00 [u
′]Cα +Nr
−d/2
0 [f ]Cα .
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For any r > 0, by scaling x→ xr/r0,
r−α –
∫
Br
∣∣u′ − (u′)Br ∣∣ dx ≤ Nrα0−α0 [u′]Cα +Nr−α−d/20 [f ]Cα .
Shifting the coordinates, we get for any x0 ∈ R
d and r > 0.
r−α –
∫
Br(x0)
∣∣u′ − (u′)Br(x0)
∣∣ dx ≤ Nrα0−α0 [u′]Cα +Nr−α−d/20 [f ]Cα .
We take the supremum of the left-hand side above with respect to x0 ∈ R
d
and r > 0 and then use Campanato’s equivalent definition of Ho¨lder norms
to get
[u′]Cα ≤ Nr
α0−α
0 [u
′]Cα +Nr
−α−d/2
0 [f ]Cα .
Upon taking r0 sufficiently small such that Nr
α0−α
0 ≤ 1/2, we obtain
[u′]Cα ≤ N [f ]Cα . (3.16)
Collecting (3.13) and (3.16), we reach (1.8) in the case α < min{1, σ}.
For general α ∈ (0, 1], we fix β ∈ (0, α) such that α− β < min{1, σ}. For
any h > 0 and unit vector ξ ∈ Rd, we have
Luβ,h − λuβ,h = fβ,h,
where
fβ,h(x) = h
−β (f(x+ hξ)− f(x)) ,
uβ,h(x) = h
−β (u(x+ hξ)− u(x)) .
By Lemma 2.3, fβ,h ∈ C
α−β and [fβ,h]Cα−β ≤ 2[f ]Cα . Then the Schauder
estimate (1.8) proved above for the case α− β < min{1, σ} gives
[(−∆)σ/2uβ,h]Cα−β + λ[uβ,h]Cα−β ≤ N [fβ,h]Cα−β ≤ N [f ]Cα . (3.17)
Since u belongs to C∞ with bounded derivatives, (−∆)σ/2u is a bounded
function in Rd. Now let y ∈ Rd be a vector in the ξ-direction. For α ∈ (0, 1),
thanks to Lemma 2.4 i) and (3.17), we have
|(−∆)σ/2u(x+ y)− (−∆)σ/2u(x)|+ λ|u(x+ y)− u(x)| ≤ N |y|α[f ]Cα .
Similarly, for α = 1, by Lemma 2.4 ii) and (3.17) we have
|(−∆)σ/2u(x+ y)− (−∆)σ/2u(y)|+ λ|u(x+ y)− u(x)|
≤ N
∣∣y log |y|∣∣[f ]C0,1 +N |y|([(−∆)σ/2u]C1/2 + λ[u]C1/2),
where, by (1.8) with α = 1/2
[(−∆)σ/2u]C1/2 + λ[u]C1/2 ≤ N [f ]C1/2 ≤ N‖f‖C0,1 .
Note that for |y| ≤ 1/2, |y| ≤ N
∣∣y log |y|∣∣. Therefore, for |y| ≤ 1/2,
|(−∆)σ/2u(x+ y)− (−∆)σ/2u(y)|+λ|u(x+ y)−u(x)| ≤ N
∣∣y log |y|∣∣‖f‖C0,1 .
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Because ξ is an arbitrary unit vector in Rd, we finally conclude (1.8) and
(1.9). As before, by keeping track of the constants, one can see that the
constants N above are uniformly bounded as σ → 2. The theorem is proved.

Remark 3.4. We give a proof of the claim in Remark 1.3. In fact, we
prove a more general result under a relaxed ellipticity condition. Instead of
assuming (1.4) for all y ∈ Rd, we only assume the lower bound
(2− σ)
ν
|y|d+σ
≤ K(y)
for any y ∈ B1 and the upper bound
K(y) ≤ (2− σ)
Λ
|y|d+σ
for all y ∈ Rd. In particular, we allow K to vanish outside B1. We fix a
constant λ > 0. The L∞ estimate (1.7) still holds in this case as the proof of
the maximum principle Lemma 3.1 does not use the lower bound of K. Now
let L1 be the elliptic operator with kernelK1(y) := K(y)+IBc
1
(2−σ)|y|−d−σ .
Then u satisfies
L1u− λu = f˜ in R
d,
where f˜ = f + L2u and L2 is the operator with kernel K2(y) = IBc
1
(2 −
σ)|y|−d−σ. Clearly, (1.4) holds with K1 in place of K for appropriate con-
stants ν and Λ. By Theorem 1.2 i), for any α ∈ (0, 1) we have
[(−∆)σ/2u]Cα + λ[u]Cα ≤ N [f˜ ]Cα ≤ N [f ]Cα +N [L2u]Cα . (3.18)
From the choice of K2, it is easily seen that when σ ∈ (0, 1],
[L2u]Cα ≤ N [u]Cα .
Therefore, the last term on the right-hand side of (3.18) can be absorbed
to the left-hand side if λ is sufficiently large. For general λ > 0, by the
interpolation inequality (see, for instance, Lemma 4 in [17]),
[u]Cα ≤ ε[(−∆)
σ/2u]Cα +N(ε)‖u‖L∞ (3.19)
for any ε ∈ (0, 1). Combining (3.18), (3.19) with a sufficiently small ε, and
(1.7) yield
[(−∆)σ/2u]Cα + λ[u]Cα ≤ N [f ]Cα +Nλ
−1‖f‖L∞ . (3.20)
In the case when σ ∈ (1, 2), we have
[L2u]Cα ≤ N([u]Cα + [Du]Cα),
and the estimate (3.20) follows in a similar way by using the interpolation
inequality
[u]Cα + [Du]Cα ≤ ε[(−∆)
σ/2u]Cα +N(ε)‖u‖L∞ .
Finally, as in the proof of Theorem 1.2, we also get (1.9) with a constant N
depending also on λ. The claim is proved.
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4. Solvability in Lipschitz–Zygmund spaces
As an application of the a priori estimates in Theorem 1.2, in this section
we prove a solvability result for the non-local equation (1.2) in Rd, i.e.,
Theorem 1.6. We introduce a few more notation. For any function u ∈
L∞(R
d), denote U(x, y) to be the harmonic extension of u to Rd+1+ :
U(·, y) = P (·, y) ∗ u(·), for y > 0,
where P (·, y) is the Poisson kernel on Rd+1+ . For α > 0, let k be the smallest
integer greater than α. We define the Lipschitz–Zygmund space by
Λα = {u ∈ L∞(R
d) : sup
y>0
yk−α‖DkyU(·, y)‖L∞ <∞},
which is equipped with the norm
‖u‖Λα := ‖u‖L∞ + sup
y>0
yk−α‖DkyU(·, y)‖L∞ .
We recall a few well known properties of the Lipschitz–Zygmund spaces; see,
for instance, [22, Chap. V] and [23, Chap. VI]:
(1) For any α1 > α2 > 0, we have Λ
α1 ( Λα2 .
(2) For any non-integer α > 0, Λα is equivalent to the Ho¨lder space Cα.
On the other hand, for any positive integer α, Cα−1,1 ( Λα.
(3) Let α > 1. Then u ∈ Λα if and only if u ∈ L∞ and Du ∈ Λ
α−1. The
norms ‖u‖Λα and ‖u‖L∞ + ‖Du‖Λα−1 are equivalent.
(4) The norms ‖u‖Λα and
‖u‖L∞ + sup
y>0
yl−α‖DlyU(·, y)‖L∞
are equivalent for any integer l greater than α.
(5) For any α ∈ (0, 2), ‖u‖Λα is equivalent to the norm
‖u‖L∞ + sup
|h|>0
|h|−α‖u(·+ h) + u(· − h)− 2u(·)‖L∞ .
(6) Let P be a pseudo-differential operator of order m. Then P is con-
tinuous from Λα to Λα−m provided that α > m. In particular, the
Bessel potential operator (1−∆)−s/2, s ≥ 0 is an isomorphism from
Λα to Λα+s for any α > 0.
As before, throughout this section we assume K(x, y) = K(y). For the
proof of Theorem 1.6, we need the inequality (4.2) below. For future refer-
ence, we present here a rather complete and generalized version of Lemmas
2.3 and 2.4.
Lemma 4.1. Let α > 0 and β ∈ (0, 1) be constants. Then f ∈ Λα+β if and
only if f ∈ L∞ and fβ,h ∈ Λ
α for any Rd ∋ h 6= 0, where fβ,h is defined in
Lemma 2.3. If ‖fβ,h‖Λα ≤ K for any nonzero h ∈ R
d, then we have
‖f‖Λα+β ≤ N(‖f‖L∞ +K). (4.1)
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Moreover, for any ‖f‖Λα+β and nonzero h ∈ R
d, we have
‖fβ,h‖Λα ≤ N‖f‖Λα+β . (4.2)
Proof. It suffices to show (4.1) and (4.2). Thanks to Property (3), we may
assume α ∈ (0, 1], so that α + β < 2. The estimate (4.1) for α ∈ (0, 1)
follows immediately from Property (5) and
|h|−(α+β)‖f(·+h)+f(·−h)−2f(·)‖L∞ = |h|
−α‖fβ,h(·+h)−fβ,h(·)‖L∞ . (4.3)
When α = 1, the right-hand side of the above inequality is bounded
by 4K if |h| ≥ 1/2. For |h| < 1/2, take a positive integer k such that
2−k−1 ≤ |h| < 2−k. For any nonzero y ∈ Rd, set Ty to be the shift operator
f(·)→ f(·+ y). We see that
(Th − 1)
2 =
1
4
(T2h − 1)
2 −
1
2
(T2h − 1)(Th − 1)
2 +
1
4
(Th − 1)
4, (4.4)
which follows by taking the square of the obvious identity
Th − 1 =
1
2
(
T2h − 1− (Th − 1)
2
)
. (4.5)
Upon setting Ij := |2
jh|−β−1|(T2jh − 1)
2f | and using (4.4), we obtain
Ij ≤ 2
β−1Ij+1 +NK, j = 1, 2, · · · .
This implies that I0 ≤ 2
(β−1)(k−1)Ik + N(β)K. Note that 2
(β−1)(k−1) ≤ 1
and
Ik ≤
2
2k|h|
‖fβ,2kh‖L∞ ≤ 4K,
where the second inequality is due to the choice of k. Also note that the
left-hand side of (4.3) with α = 1 is the sup of I0 with respect to x ∈ R
d.
Therefore, the inequality (4.1) also follows when α = 1.
It remains to prove (4.2). Due to Properties (2) and (1),
‖fβ,h‖L∞ ≤ [f ]Cβ ≤ N‖f‖Λβ ≤ N‖f‖Λα+β .
Thus by Property (5), to prove (4.2), it suffices to show that
|(Th − 1)(Ty − 1)
2f | ≤ N |h|β |y|α‖f‖Λα+β (4.6)
for any nonzero h, y ∈ Rd. In the case |h| ≥ |y|, by Property (5),
|(Th − 1)(Ty − 1)
2f | ≤ 2‖(Ty − 1)
2f‖L∞
≤ N |y|α+β‖f‖Λα+β ≤ N |h|
β |y|α‖f‖Λα+β .
In the case |h| < |y|, let k be a positive integer such that 2k−1|h| < |y| ≤
2k|h|. By repeatedly using the identity (4.5), we get
Th − 1 = −
k−1∑
j=0
2−j−1(T2jh − 1)
2 + 2−k(T2kh − 1).
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Therefore, by Property (5) again,
|(Th − 1)(Ty − 1)
2f |
≤
k−1∑
j=0
2−j−1|(Ty − 1)
2(T2jh − 1)
2f |+ 2−k|(T2kh − 1)(Ty − 1)
2f |
≤ N
( k−1∑
j=0
2−j−12j(α+β)|h|α+β + 2−k|y|α+β
)
‖f‖Λα+β ,
which is less than the right-hand side of (4.6) by the choice of k. The lemma
is proved. 
Denote F−1 to be the operator of the inverse Fourier transform.
Lemma 4.2. Let Gβ = F
−1
(
|ξ|β+λ
)−1
be the fundamental solution (Green’s
function) of the operator (−∆)β/2+λ. Then we have Gβ > 0 and ‖Gβ‖L1 =
1/λ.
Proof. From (
|ξ|β + λ
)−1
=
∫ ∞
0
e−λt−|ξ|
βt dt,
we get
Gβ =
∫ ∞
0
e−λtF−1
(
e−|ξ|
βt
)
dt.
It is well known that
F−1
(
e−|ξ|
βt
)
> 0,
∥∥F−1(e−|ξ|βt)∥∥
L1
= 1.
Therefore, the conclusion of the lemma follows from Fubini’s theorem. 
We will use the following continuity estimates of (−∆)β/2 and L.
Lemma 4.3. For any α, β > 0, the norms ‖u‖Λα+β and
‖u‖Λα + ‖(−∆)
β/2u‖Λα
are equivalent. In particular, (−∆)β/2 + λ is a continuous operator from
Λα+β to Λα.
Proof. We remark that the lemma follows from the results in [22, Chap.
V.3] as well as Lemma 4.2; see, for instance, the proof of [18, Lemma 12].
Here we choose to give a self-contained argument, which also will be useful
in the proof of Lemma 4.4.
Thanks to Property (6), we may assume α ∈ (0, 1). Take an integer k
greater than α+ β. Then by Property (4), we have
‖(−∆)β/2u‖Λα ≃ ‖(−∆)
β/2u‖L∞ + sup
y>0
yk−α‖Dky (−∆)
β/2U(·, y)‖L∞ . (4.7)
Due to the semi-group property of harmonic extensions,
U(·, y) = U(·, y/2) ∗ P (·, y/2).
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By using the inequality
‖(−∆)β/2P (·, y/2)‖L1 ≤ Ny
−β
and Young’s inequality,
yk−α‖Dky (−∆x)
β/2U(·, y)‖L∞
= yk−α‖DkyU(·, y/2) ∗ (−∆)
β/2P (·, y/2)‖L∞
≤ yk−α‖DkyU(·, y/2)‖L∞‖(−∆)
β/2P (·, y/2)‖L1
≤ Nyk−α−β‖DkyU(·, y/2)‖L∞ ≤ N‖u‖Λα+β . (4.8)
We estimate the first term on the right-hand side of (4.7) by
‖(−∆)β/2U(·, y)‖L∞ +Ny
α‖(−∆)β/2u‖Λα , (4.9)
which is from the inequalities
‖(−∆)β/2u‖L∞ ≤ ‖(−∆)
β/2U(·, y)‖L∞+‖(−∆)
β/2u(·)−(−∆)β/2U(·, y)‖L∞
≤ ‖(−∆)β/2U(·, y)‖L∞ +N‖(−∆)
β/2u‖Λα‖P (·, y)| · |
α‖L1 .
Clearly, the second term in (4.9) can be absorbed to the left-hand side of
(4.7) if we choose y sufficiently small, and the first term in (4.9) is bounded
by N‖u‖L∞ . This together with (4.8) and Property (1) gives
‖u‖Λα + ‖(−∆)
β/2u‖Λα ≤ N‖u‖Λα+β .
For the other direction, it suffices to show that for any y > 0,
yk+2l−α−β‖Dk+2ly U(·, y)‖L∞ ≤ N‖(−∆)
β/2u‖Λα , (4.10)
where k and l are integers greater than α and β/2, respectively. As before,
we write
yk+2l−α−β‖Dk+2ly U(·, y)‖L∞ = y
k+2l−α−β‖Dky (−∆)
lU(·, y)‖L∞
= yk+2l−α−β‖Dky (−∆)
β/2U(·, y/2) ∗ (−∆)l−β/2P (·, y/2)‖L∞
≤ yk+2l−α−β‖Dky (−∆)
β/2U(·, y/2)‖L∞‖(−∆)
l−β/2P (·, y/2)‖L1
≤ Nyk−α‖Dky (−∆)
β/2U(·, y/2)‖L∞ ,
which is less than the right-hand side of (4.10). This completes the proof of
the lemma. 
Lemma 4.4. Let α > 0 and σ ∈ (0, 2) be constants. Assume that
|K(y)| ≤ (2− σ)Λ|y|−d−σ .
Then L defined in (1.3) is a continuous operator from Λα+σ to Λα, and we
have
‖Lu‖Λα ≤ NΛ‖u‖Λσ+α ,
where N = N(d, σ, α) > 0 is uniformly bounded as σ → 2.
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Proof. Following the first part of the proof of the previous lemma, it suffices
to show
‖LP (·, y/2)‖L1 ≤ N(d, σ)Λy
−σ , ∀y > 0.
By a dilation, we only need to verify that
‖LP (·, 1)‖L1 ≤ N(d, σ)Λ. (4.11)
Recall that
P (x, 1) = Cd(1 + |x|
2)−(d+1)/2 := p(x).
Because the symbol of L is given by (1.6), m(ξ) ≤ N |ξ|σ and
LP (x, 1) = F−1(m(ξ)e−|ξ|),
it is easily seen that
‖LP (·, 1)‖L∞ ≤ N(d, σ)Λ. (4.12)
We will prove a pointwise decay estimate of LP (·, 1):
|LP (x, 1)| ≤ N(d, σ)Λ|x|−(d+σ) , ∀x ∈ Bc1, (4.13)
which together with (4.12) yields (4.11). We fix a x ∈ Bc1 and consider three
cases: σ < 1, σ > 1, and σ = 1.
Case 1: σ < 1. In this case,
|LP (x, 1)| ≤ N(2− σ)Λ
∫
Rd
M1(x, y)|y|
−d−σ dy, (4.14)
where
M1(x, y) =
∣∣p(x+ y)− p(x)∣∣.
We divide Rd into three regions. For any y ∈ B|x|/2, we have
M1(x, y) ≤ N(d)|y|(1 + |x|
2)−(d+2)/2. (4.15)
Thus∫
B|x|/2
M1(x, y)|y|
−d−σ dy ≤ N(d)(1 + |x|2)−(d+2)/2
∫
B|x|/2
|y|1−d−σ dy
≤ N(d)(1 − σ)−1|x|−(d+1+σ).
For any y ∈ B|x|/2(−x), we have |y| ∈ (|x|/2, 3|x|/2),
M1(x, y) ≤ N(d)(1 + |x+ y|
2)−(d+1)/2,
which implies∫
B|x|/2(−x)
M1(x, y)|y|
−d−σ dy ≤ N(d)|x|−d−σ
∫
B|x|/2(−x)
(1+|x+y|2)−(d+1)/2 dy
≤ N(d)|x|−d−σ
∫
B|x|/2
(1 + |y|2)−(d+1)/2 dy ≤ N(d)|x|−(d+σ).
For any y ∈ Bc|x|/2 ∩B
c
|x|/2(−x) := Ω, we have
M1(x, y) ≤ N(d)(1 + |x|
2)−(d+1)/2.
NON-LOCAL ELLIPTIC EQUATIONS 25
Therefore,∫
Ω
M1(x, y)|y|
−d−σ dy ≤ N(d)
∫
Bc
|x|/2
|y|−d−σ(1 + |x|2)−(d+1)/2 dy
≤ N(d)σ−1|x|−(d+1+σ).
Combining the estimates above with (4.14), we obtain (4.13).
Case 2: σ > 1. In this case, we have (4.14) with M1 replaced by
M2(x, y) =
∣∣p(x+ y)− p(x)− y · ∇p(x)∣∣.
For any y ∈ B|x|/2, we have
M2(x, y) ≤ N |y|
2(1 + |x|2)−(d+3)/2.
Hence∫
B|x|/2
M2(x, y)|y|
−d−σ dy ≤ N(1 + |x|2)−(d+3)/2
∫
B|x|/2
|y|2−d−σ dy
≤ N(d)(2 − σ)−1|x|−(d+1+σ).
In B|x|/2(−x) we estimates as in Case 1. In Ω, the estimate (4.15) holds
with M2 in place of M1. Therefore,∫
Ω
M2(x, y)|y|
−d−σ dy ≤ N
∫
Bc
|x|/2
|y|1−d−σ(1 + |x|2)−(d+2)/2 dy
≤ N |x|−(d+1+σ).
Thus we obtain (4.13) in this case.
Case 3: σ = 1. In this case, using the condition (1.5) we get
|LP (x, 1)| ≤ N(d)Λ
( ∫
B|x|/2
M2(x, y)|y|
−d−σ dy+Λ
∫
Bc
|x|/2
M1(x, y)|y|
−d−σ dy
)
.
We then derive (4.13) by estimating the first integral on the right-hand side
as in Case 2 and the second integral as in Case 1.
The lemma is proved. 
Now we give the proof of Theorem 1.6.
Proof of Theorem 1.6. Thanks to Lemma 4.4, we have the continuity of L−λ
and (1.10). By Property (6), the estimate (1.11) follows once we prove it
for an α ∈ (0, 1) and any u ∈ Λσ+α. In this case, (1.11) follows immediately
from Theorem 1.2 i), the standard mollifications, and Lemma 4.3. For the
proof of (1.12), we use the proof of Theorem 1.2 and Lemma 4.1. In partic-
ular, Lemma 4.1 allows us to replace the last term [f ]Cα in (3.17) by [f ]Λα .
Therefore, it remains to show the unique solvability of the equation (1.2).
With the a priori estimates in hand, the argument below is quite standard;
see, for instance, [15, Chap. 3 & 4].
Due to Property (6), without loss of generality we may assume α ∈ (0, 1).
We first consider the special case L = −(−∆)σ/2. In this case, for any ε > 0
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let f (ε) be the standard mollification of f . As f ∈ Λα, it is easily seen that
f (ε) → f in Λβ for any β ∈ (0, α). We fix a β ∈ (0, α). By Lemma 4.2, the
equation
− (−∆)σ/2uε − λuε = f (ε) (4.16)
has a solution uε = Gσ ∗ f
(ε) in C∞ with bounded derivatives. Due to the
estimate (1.11), we have
‖uε‖Λσ+α ≤ N‖f
(ε)‖Λα ≤ N‖f‖Λα , (4.17)
where N = N(d, ν,Λ, σ, α, λ), and
‖uε − uε˜‖Λσ+β ≤ N‖f
(ε) − f (ε˜)‖Λβ → 0 as ε, ε˜→ 0.
Therefore, there exists a function u ∈ Λσ+β such that uε → u in Λσ+β .
Passing to the limit in (4.16) and (4.17) and using Lemma 4.3, we infer that
u is a solution to
−(−∆)σ/2u− λu = f
and it satisfies (1.11). The general case is then derived from the special
case by using (1.11) and the standard method of continuity together with
the continuity estimate in Lemma 4.4. Finally, the uniqueness is a direct
consequence of the L∞ estimate (1.7). This completes the proof of the
theorem. 
5. Local estimates and x-dependent kernels
In this section we assume that 0 < σ < 2 and α ∈ (0, 1). We first derive
several local estimates, i.e., Corollary 1.7, and then give an outline of the
proof of Schauder estimates for operators with x-dependent kernels, i.e.,
Theorem 1.8.
Proof of Corollary 1.7. We take a cut-off function η ∈ C∞0 (R
d) with a com-
pact support in B2 satisfying η ≡ 1 on B1. Then it is easily seen that
L(ηu) − ληu = ηf + L(ηu)− ηLu in Rd.
Applying the global estimate in Theorem 1.2 to the equation above gives
[(−∆)σ/2(ηu)]Cα(B1) ≤ N [ηf + L(ηu)− ηLu]Cα(Rd)
≤ N [ηf ]Cα(Rd) +N [L(ηu)− ηLu]Cα(Rd).
Thus, by the triangle inequality,
[(−∆)σ/2u]Cα(B1) ≤ [η(−∆)
σ/2u− (−∆)σ/2(ηu)]Cα(B1)
+ [(−∆)σ/2(ηu)]Cα(B1) ≤ [η(−∆)
σ/2u− (−∆)σ/2(ηu)]Cα(B1)
+N [ηf ]Cα(Rd) +N [L(ηu)− ηLu]Cα(Rd). (5.18)
Note that
[ηf ]Cα(Rd) ≤ [f ]Cα(B3) +N‖f‖L∞(B3). (5.19)
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Now we estimate the third term on the right-hand side of (5.18). The
estimate of the term [η(−∆)σ/2u− (−∆)σ/2(ηu)]Cα(B1) is similarly obtained
by using (−∆)σ/2 in place of L. Let
h(x) : = L(ηu)− ηLu
=
∫
Rd
((
η(x+ y)− η(x)
)
u(x+ y)− y · ∇η(x)u(x)χ(σ)(y)
)
K(y) dy.
(5.20)
Throughout the proof, we set
δyg(x) = g(x + y)− g(x), δ
2
yg(x) = g(x+ y)− g(x) − y · ∇g(x). (5.21)
(i) For σ ∈ (0, 1), from (5.20) and (5.21) we have
h(x0)− h(x1)
|x0 − x1|α
=
∫
Rd
δyη(x0)
u(x0 + y)− u(x1 + y)
|x0 − x1|α
K(y) dy
+
∫
Rd
δyη(x0)− δyη(x1)
|x0 − x1|α
u(x1 + y)K(y) dy := I1 + I2,
where x0, x1 ∈ R
d. Observe that
|I1| ≤
∫
Rd
|δyη(x0)|
|u(x0 + y)− u(x1 + y)|
|x0 − x1|α
K(y) dy ≤ N [u]Cα(Rd),
and
|I2| ≤
∫
Rd
(
[η]Cα(Rd)1|y|≥1 + [∇η]Cα(Rd)|y|1|y|<1
)
|u(x1 + y)|K(y) dy
≤ N‖u‖L∞(Rd).
Thus
[L(ηu)− ηLu]Cα(Rd) ≤ N‖u‖Cα(Rd). (5.22)
(ii) For σ ∈ (1, 2), we write
h(x) =
∫
Rd
δyη(x)δyu(x)K(y) dy +
∫
Rd
δ2yη(x)u(x)K(y) dy.
Then, for x0, x1 ∈ R
d,
h(x0)− h(x1)
|x0 − x1|α
=
∫
Rd
δyη(x0)
δyu(x0)− δyu(x1)
|x0 − x1|α
K(y) dy
+
∫
Rd
δyη(x0)− δyη(x1)
|x0 − x1|α
δyu(x1)K(y) dy
+
∫
Rd
δ2yη(x0)
u(x0)− u(x1)
|x0 − x1|α
K(y) dy
+
∫
Rd
δ2yη(x0)− δ
2
yη(x1)
|x0 − x1|α
u(x1)K(y) dy := I3 + I4 + I5 + I6.
Observe that
|I3| ≤
∫
Rd
|η(x0 + y)− η(x0)|[∇u]Cα(Rd)|y|K(y) dy ≤ N [∇u]Cα(Rd),
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|I4| ≤
∫
Rd
[∇η]Cα(Rd)|y||δyu(x1)|K(y) dy ≤ N‖u‖L∞(Rd) +N‖∇u‖L∞(Rd),
|I5| ≤ N [u]Cα(Rd), |I6| ≤ N‖u‖L∞(Rd).
Hence
[L(ηu) − ηLu]Cα(Rd) ≤ N‖u‖C1+α(Rd). (5.23)
(iii) In the last case σ = 1, by using (1.5), for any δ ∈ (0, 1) we write
h(x) =
∫
Bδ
δyη(x)δyu(x)K(y) dy +
∫
Bδ
δ2yη(x)u(x)K(y) dy
+
∫
Bcδ
δyη(x)u(x+ y)K(y) dy.
Then, for x0, x1 ∈ R
d,
h(x0)− h(x1)
|x0 − x1|α
=
∫
Bδ
δyη(x0)
δyu(x0)− δyu(x1)
|x0 − x1|α
K(y) dy
+
∫
Bδ
δyη(x0)− δyη(x1)
|x0 − x1|α
δyu(x1)K(y) dy
+
∫
Bδ
δ2yη(x0)
u(x0)− u(x1)
|x0 − x1|α
K(y) dy
+
∫
Bδ
δ2yη(x0)− δ
2
yη(x1)
|x0 − x1|α
u(x1)K(y) dy
+
∫
Bcδ
δyη(x0)
u(x0 + y)− u(x1 + y)
|x0 − x1|α
K(y) dy
+
∫
Bcδ
δyη(x0)− δyη(x1)
|x0 − x1|α
u(x1 + y)K(y) dy :=
12∑
i=7
Ii.
We see that
|I7| ≤ Nδ[∇u]Cα(Rd), |I8| ≤ Nδ‖Du‖L∞(Rd),
|I9| ≤ Nδ[u]Cα(Rd), |I10| ≤ Nδ‖u‖L∞(Rd),
|I11| ≤ Nδ
−1[u]Cα(Rd), |I12| ≤ Nδ
−1‖u‖L∞(Rd).
Therefore, upon choosing an appropriate δ ∈ (0, 1) and using an interpola-
tion inequality, we have
[L(ηu) − ηLu]Cα(Rd) ≤ ε‖u‖C1+α(Rd) +N(ε)‖u‖L∞(Rd). (5.24)
The inequalities (5.22), (5.23), and (5.24), as well as the same inequalities
with (−∆)σ/2 in place of L along with (5.18) and (5.19) give the desired
inequalities (1.13), (1.14), and (1.15). 
We recall that the classical Schauder theory for second-order equations
with variable coefficients is built upon the estimates for equations with con-
stant coefficients by using a standard perturbation argument and a local-
ization technique; see, for instance, [15]. This method works equally well
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for the nonlocal operator (1.3) when a(x, y) is Cα Ho¨lder continuous with
respect to x. However, the corresponding argument is a bit more lengthy.
See, for instance, the perturbation and localization arguments in the proof
of Theorem 1.2 in [2]. Here we give a sketched proof.
We first derive the following corollary of Lemma 4.4.
Corollary 5.1. Let σ ∈ (0, 2) and α ∈ (0, 1) be constants. Assume that
K(x, y) = a(x, y)|y|−d−σ , where a(·, y) is a Cα function for any y ∈ Rd with
a uniform Cα norm. In the case σ = 1, the condition (1.5) is also satisfied
for any x ∈ Rd. Then L defined in (1.3) is a continuous operator from Λα+σ
to Λα, and for any β ∈ (0, α) we have
‖Lu‖Λα ≤ N1 sup
y
‖a(·, y)‖L∞‖u‖Λσ+α +N2 sup
y
[a(·, y)]Cα‖u‖Λσ+β ,
where N1 = N1(d, σ, α) > 0 and N2 = N1(d, σ, α, β) > 0 are constants.
Proof. Without loss of generality, we may assume that β is small such that
σ + β ∈ (0, 1) when σ ∈ (0, 1) and σ + β ∈ (1, 2) when σ ∈ [1, 2). By a
translation of the coordinates, it suffices to show that
|Lu(0)| ≤ N1 sup
y
‖a(·, y)‖L∞‖u‖Λσ+α , (5.25)
and for any x ∈ Rd,
|Lu(x)− Lu(0)|
≤
(
N1 sup
y
‖a(·, y)‖L∞‖u‖Λσ+α +N2 sup
y
[a(·, y)]Cα‖u‖Λσ+β
)
|x|α. (5.26)
Let L0 be the operator with the kernel K(x, y) in L replaced by K(0, y).
Then the inequality (5.25) follows from Lemma 4.4 and the obvious identity
Lu(0) = L0u(0). By the triangle inequality,
|Lu(x)− Lu(0)| ≤ |Lu(x)− L0u(x)|+ |L0u(x)− L0u(0)|. (5.27)
We estimate the second term on the right-hand side of (5.27) by Lemma
4.4,
|L0u(x)− L0u(0)| ≤ N1|x|
α sup
y∈Rd
|a(0, y)|‖u‖Λσ+α
≤ N1|x|
α sup
y
‖a(·, y)‖L∞‖u‖Λσ+α . (5.28)
To estimate the first term on the right-hand side of (5.27), we compute
|Lu(x)− L0u(x)|
≤
∫
Rd
∣∣u(x+ y)− u(x)− y · ∇u(x)χ(σ)(y)∣∣|a(x, y) − a(0, y)||y|−d−σ dy
≤ sup
y
[a(·, y)]Cα |x|
α
∫
Rd
∣∣u(x+ y)− u(x)− y · ∇u(x)χ(σ)(y)∣∣|y|−d−σ dy.
By Taylor’s formula, we have for any y ∈ B1,∣∣u(x+ y)− u(x)− y · ∇u(x)χ(σ)(y)∣∣ ≤ N |y|σ+β‖u‖Λσ+β ,
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and for any y ∈ Bc1,∣∣u(x+ y)− u(x)− y · ∇u(x)χ(σ)(y)∣∣ ≤ N |y|s‖Dsu‖L∞ ,
where s = 0 when σ ∈ (0, 1] and s = 1 when σ ∈ (1, 2). Therefore, we get
|Lu(x)− L0u(x)| ≤ sup
y
[a(·, y)]Cα |x|
α‖u‖Λσ+β . (5.29)
Collecting (5.27), (5.28), and (5.29), we reach (5.26). The corollary is
proved. 
Now we are ready to complete the proof of Theorem 1.8
Proof of Theorem 1.8. We first derive an a priori estimate for [(−∆)σ/2u]Cα .
Let
M := sup
x∈Bδ
|(−∆)σ/2u(x)− (−∆)σ/2u(0)|/|x|α
for some small constant δ > 0 to be chosen later. Rewrite (1.2) as
L0u− λu = f˜ := f + (L0 − L)u,
where L0 is defined as in (1.3) with K(0, y) in place of K(x, y). Now by the
local estimates in Corollary 1.7 together with a scaling, we have
M ≤ N‖f˜‖Cα(B3δ) +N(δ)‖u‖Cα(Rd)
for σ ∈ (0, 1),
M ≤ N‖f˜‖Cα(B3δ) +N(δ)‖u‖C1+α(Rd)
for σ ∈ (1, 2), and
M ≤ N‖f˜‖Cα(B3δ) +N(ε, δ)‖u‖L∞(Rd) + ε‖u‖C1+α(Rd) (5.30)
for σ = 1 and any ε ∈ (0, 1). It remains to bound the Cα norm of
η3δ(L0 − L)u(x)
=
∫
Rd
(
u(x+ y)− u(x)− y · ∇u(x)χ(σ)(y)
)
|y|−d−σa˜(x, y) dy,
where a˜(x, y) = η3δ(x)
(
a(0, y) − a(x, y)
)
, η3δ(·) = η(·/(3δ)), and η is the
cut-off function in the proof of Corollary 1.7. Using Corollary 5.1, one can
bound the Cα norm of the above integral by a lower-order norm and
N sup
y
‖a˜(·, y)‖L∞‖u‖Λσ+α ≤ Nδ
α‖u‖Λσ+α .
By a translation of coordinates and interpolation inequalities, we then reach
‖u‖λσ+α ≤ Nδ
α‖u‖λσ+α +N‖f‖Cα +N(δ)‖u‖L∞ . (5.31)
Here we have chosen ε sufficiently small in (5.30) when σ = 1. By the
maximum principle, it holds that
λ‖u‖L∞ ≤ ‖f‖L∞ . (5.32)
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Combining (5.31) and (5.32), and taking δ sufficiently small, we obtain an
apriori estimate
‖u‖λσ+α ≤ N‖f‖Cα .
The continuity of L has already been proved in Corollary 5.1. The unique
solvability then follows immediately by using the standard method of con-
tinuity argument. This completes the proof of the theorem. 
Acknowledgement
The authors are grateful to Richard Bass for kindly informing us the paper
[2] and to Nicolai V. Krylov for helpful comments. They would also like to
thank the referee for many useful suggestions.
References
[1] Abels H., Kassmann M.: The Cauchy problem and the martingale problem for
integro-differential operators with non-smooth kernels, Osaka J. Math. 46 (2009), no.
3, 661–683.
[2] Bass R. F: Regularity results for stable-like operators, J. Funct. Anal. 257 (2009),
no. 8, 2693–2722.
[3] Bass R. F., Kassmann M.: Harnack inequalities for non-local operators of variable
order, Trans. Amer. Math. Soc. 357 (2005), no. 2, 837–850.
[4] Bass R. F., Kassmann M.: Ho¨lder continuity of harmonic functions with respect to
operators of variable order, Comm. Partial Differential Equations 30 (2005), no. 7-9,
1249–1259.
[5] Bass R. F., Levin D. A.: Harnack inequalities for jump processes, Potential Anal.
17 (2002), no. 4, 375–388.
[6] Barles G., Chasseigne E., Imbert C.: Ho¨lder continuity of solutions of second-
order non-linear elliptic integro-differential equations, J. Eur. Math. Soc. 13 (2011),
no. 1, 1–26.
[7] Caffarelli L., Cabre´, X.: Fully nonlinear elliptic equations. American Mathemat-
ical Society, Providence, RI, 1995.
[8] Caffarelli L., Silvestre L.: Regularity theory for fully nonlinear integro-
differential equations, Comm. Pure Appl. Math. 62 (2009), no. 5, 597–638.
[9] Caffarelli L., Silvestre L.: Regularity results for nonlocal equations by approxi-
mation, Arch. Ration. Mech. Anal. 200 (2011), no. 1, 59–88.
[10] Dong H., Kim D.: On Lp-estimates for a class of non-local elliptic equations, J.
Funct. Anal., 262 (2012) no. 3, 1166–1199.
[11] Gilbarg D., Trudinger N. S.: Elliptic partial differential equations of second order.
Reprint of the 1998 ed. Springer-Verlag, Berlin, 2001.
[12] Jacob N.: Pseudo differential operators and Markov processes. Vol. I, II., Imperial
College Press, London, 2001.
[13] Kassmann M.: A priori estimates for integro-differential operators with measurable
kernels, Calc. Var. Partial Differential Equations, 34 (2009) 1–21.
[14] Kim Y., Lee K.: Regularity results for fully nonlinear integro-differential operators
with nonsymmetric positive kernels, preprint (2010), arXiv:1011.3565v2.
[15] Krylov N. V.: Lectures on elliptic and parabolic equations in Ho¨lder spaces, Amer-
ican Mathematical Society, Providence, RI, 1996.
Differential Integral Equations 5 (1992), no. 6, 1219–1236.
[16] Lieberman G. M.: Second order parabolic differential equations. World Scientific
Publishing Co., Inc., River Edge, NJ, 1996.
32 H. DONG AND D. KIM
[17] Mikulevicius R., Pragarauskas H.: On the Cauchy problem for certain integro-
differential operators in Sobolev and Ho¨lder spaces, Liet. Mat. Rink. 32 (1992), no. 2,
299–331; translation in Lithuanian Math. J. 32 (1992), no. 2, 238–264 (1993).
[18] Mikulevicius R., Pragarauskas H.: H. On Ho¨lder solutions of the integro-
differential Zakai equation, Stochastic Process. Appl. 119 (2009), no. 10, 3319–3355
[19] Mikulevicius R., Pragarauskas H.: On the Cauchy problem for integro-
differential operators in Ho¨lder classes and the uniqueness of the corresponding mar-
tingale problem, Preprint (March 2011), arXiv:1103.3492.
[20] Silvestre L.: Ho¨lder estimates for solutions of integro-differential equations like the
fractional laplace, Indiana Univ. Math. J., 55 (2006), no.3, 1155–1174.
[21] Sperner E.: Schauder’s existence theorem for α-Dini continuous data, Ark. Mat. 19
(1981), no. 2, 193–216.
[22] Stein E. M.: Singular integrals and differentiability properties of functions, Princeton
Mathematical Series, No. 30 Princeton University Press, Princeton, N.J. 1970 xiv+290
pp.
[23] Stein E. M.: Harmonic analysis: real-variable methods orthogonality, and oscillatory
integrals, With the assistance of Timothy S. Murphy. Princeton Mathematical Series,
43. Monographs in Harmonic Analysis, III. Princeton University Press, Princeton, NJ,
1993. xiv+695 pp.
[24] Wang X.-J.: Schauder estimates for elliptic and parabolic equations, Chinese Ann.
Math. Ser. B 27 (2006), no. 6, 637–642.
(H. Dong) Division of Applied Mathematics, Brown University, 182 George
Street, Providence, RI 02912, USA
E-mail address: Hongjie Dong@brown.edu
(D. Kim) Department of Applied Mathematics, Kyung Hee University, 1732
Deogyeong-daero, Giheung-gu, Yongin-si, Gyeonggi-do 446-701, Republic of
Korea
E-mail address: doyoonkim@khu.ac.kr
