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Abstract
In a paired threshold graph, each vertex has a weight, and two vertices are adjacent if their weight
sum is large enough and their weight difference is small enough. It generalizes threshold graphs and
unit interval graphs, both very well studied. We present a vertex ordering characterization of this
graph class, which enables us to prove that it is a subclass of interval graphs. Further study of clique
paths of paired threshold graphs leads to a simple linear-time recognition algorithm for the class.
1 Introduction
A graph is a threshold graph if one can assign positive weights to its vertices in a way that two
vertices are adjacent if and only if the sum of their weights is not less than a certain threshold.
Originally formulated from combinatorial optimization [1], threshold graphs found applications in
many diversified areas. As one of the simplest nontrivial classes, the mathematical properties of
threshold graphs have been thoroughly studied. They admit several nice characterizations, including
inductive construction, degree sequences, forbidden induced subgraphs (Figure 1), to name a few
[13]. Relaxing these characterizations in one way or another, we end with several graph classes, e.g.,
cographs, split graphs, trivially perfect graphs and double-threshold graphs [14, 4, 6, 11]. Yet another
closely related graph class is the difference graphs, defined solely by weight differences [8].
(a) 2K2 (b) P4 (c) C4
Figure 1: Minimal forbidden induced subgraphs for threshold graphs.
Motivated by applications in social and economic interaction modeling, Ravanmehr et al. [16]
introduced paired threshold graphs, another generalization of threshold graphs. A graph is a paired
threshold graph if there exist a positive vertex weight assignment w and two positive thresholds, T+
and T−, such that two vertices are adjacent if and only if the sum of their weights are not less than T+
and the difference of their weights are not greater than T−.
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An easy observation on a threshold graph is, vertices of small weights, less than half of the threshold
to be specific, form an independent set, while other vertices form a clique. (Hence, each threshold
graph is a split graph.) Clearly, the first part remains true for paired threshold graphs, but not the
second. Since the adjacency between a pair of high-weight vertices (> T+2 ) is only decided by their
weight difference, they induce an indifference graph [17], which is more widely known as a unit
interval graph. The crucial point is thus to understand the interaction between these two sets of
vertices. For this purpose we may focus on paired threshold graphs that are neither threshold graphs
nor unit interval graphs. Ravanmehr et al. [16] presented a distance decomposition for such a paired
threshold graph G: If G is connected, then they are able to decompose V(G) into a set X, which induces
a threshold graph, and a sequence of cliques, of each of which the vertices have the same distance to X.
It is straightforward to show that paired threshold graphs are chordal: The vertex with the smallest
weight is necessarily simplicial. Since interval graphs also contain all threshold graphs and all unit
interval graphs, a natural question is on the relationship between interval graphs and paired threshold
graphs.
Theorem 1.1. All paired threshold graphs are interval graphs.
Threshold graphs enjoy a very simple ordering characterization by the vertex degrees [1], while
the ordering of the intervals gives a vertex ordering characterization for unit interval graphs, called an
umbrella ordering [12]. On the other hand, interval graphs have a vertex ordering characterization
with the so-called 3-vertex conditions [15]. We show that a paired threshold graph admits an interval
ordering with the additional conditions: (1) it can be partitioned such that the first part induces an
independent set and the second is an umbrella ordering; and (2) the neighborhood of every vertex
from the first part is consecutive in this ordering. We call such a vertex ordering a broom ordering.
Theorem 1.2. A graph is a paired threshold graph if and only if it admits a broom ordering.
Unit interval graphs are interval graphs that can be represented using intervals of a single length. It
is known that any threshold graph can be represented by intervals of at most two different lengths [6].
(But not all interval graphs with two-length representation are threshold graphs.) This is nevertheless
not true for paired threshold graphs. For each k > 0, we are able to construct paired threshold graphs
that cannot be represented by intervals of k different lengths. In other words, the class of paired
threshold graphs is not a subclass of k-length interval graphs, defined by Klav´ık et al. [10]. Recall
that unit interval graphs are also proper interval graphs, interval graphs that can be represented using
intervals none of which properly contains the other. This has also been generalized by Klav´ık et al. [10],
who defined the classes of k-nested interval graphs, for k ∈ N, to be the interval graphs that can be
represented using intervals of which no k nested. Indeed, we show that there must be k nested intervals
in any interval model of this graph. Therefore, the class of paired threshold graphs and the class of
k-nested interval graphs are not comparable to each other. See Figure 2 for an overview of related
graph classes.
Similar as threshold graphs and split graphs, the class of paired threshold graphs is not closed under
taking disjoint union of subgraphs. If a paired threshold graph is not a unit interval graph, then in any
assignment, there must be some vertex receiving weight < T+/2 and some vertex receiving weight
> T+/2. (Note that an independent set is trivially a unit interval graph.) From the definition it is easy
to verify that at most one component can be a non-unit interval graphs, which is of course a connected
paired threshold graph. This turns out to be also sufficient.
For the recognition of paired threshold graphs, we may focus on connected non-unit interval graphs.
For such a graph, we show that it is a paired threshold graph if and only if an induced subgraph with
certain property is. From this subgraph, we can produce two partitions of its vertex set, and it is a
paired threshold graph if and only if one of them defines a broom ordering of this subgraph. Putting
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Figure 2: A summary of related graph classes, especially subclasses of interval graphs. For k ∈ N, the
classes of k-length interval graphs and k-nested interval graphs are defined in [10]. Note that the three
immediate subclasses of interval graphs, namely, trivially perfect graphs, paired threshold graphs, and
k-nested interval graphs are not comparable to each other.
this together, we develop a linear-time algorithm for recognizing paired threshold graphs, improving
the O(|V(G)|6)-time algorithm of Ravanmehr et al. [16].
Theorem 1.3. Given a graph G, we can decide in O(|V(G)|+ |E(G)|) time whether G is a paired threshold
graph.
2 Preliminaries
All graphs discussed in this paper are undirected and simple. The vertex set and edge set of a graph G
are denoted by, respectively, V(G) and E(G). For a subset X ⊆ V(G), denote by G[X] the subgraph of G
induced by X, and by G − X the subgraph G[V(G) \ X]; when X consists of a single vertex v, we use
G− v as a shorthand for G− {v}.
The (open) neighborhood of a vertex v ∈ V(G), denoted byN(v), comprises vertices adjacent to v, i.e.,
N(v) = {u | uv ∈ E(G)}, and the closed neighborhood of v is N[v] = N(v) ∪ {v}. The closed neighborhood
and the (open) neighborhood of a set X ⊆ V(G) of vertices are defined as N[X] = ⋃v∈XN[v] and
N(X) = N[X] \ X, respectively. We say that a vertex v is simplicial if N[v] is a clique.
A graph G is a threshold graph if there exist a weight assignment w : V(G)→ R+ and a threshold
T ∈ R+ such that uv ∈ E(G) if and only if w(u) +w(v) > T . Alternatively, a graph G is a threshold
graph if and only if its vertices can be partitioned into a clique and an independent set I such that
the neighborhoods of vertices in I form a total order under the containment relation. A graph G is
a paired threshold graph if there exist a weight assignment w : V(G)→ R+ and two fixed thresholds
T+, T− ∈ R+ such that uv ∈ E(G) if and only if
w(u) +w(v) > T+ and |w(u) −w(v)| 6 T−.
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Given an assignment w and thresholds T+, T− for a paired threshold graph, we may adjust all the vertex
weights by the same value  and T+ by 2, while keeping T− unchanged. It is easy to verify that it
represents the same graph. Thus, we can always make the two thresholds equal.
Proposition 2.1. A graph G is a paired threshold graph if and only if there exist a weight assignment
w : V(G) → R+ and a threshold T± ∈ R+ such that uv ∈ E(G) if and only if w(u) + w(v) > T± and
|w(u) −w(v)| 6 T±.
Proof. The if direction is trivial. For the only if direction, suppose that w ′ is the weight assignment, and
T ′+, T ′− are the thresholds in the definition. Note that if w ′(v) < (T ′+ − T ′−)/2, v is an isolated vertex
in G. For these vertices, we reset w ′(v) to be a big positive value such that w ′(v) −w ′(u) > T ′− for
each u ∈ V(G) \ {v}. If w ′(v) = (T ′+− T ′−)/2, we reset w ′(v) = w ′(v) + ε, where ε is a sufficiently small
positive value. After the adjustment, w ′ remains a valid weight assignment and w ′(v) > (T ′+ − T ′−)/2
for each vertex of G.
Then, for each v ∈ V(G), we set w(v) = w ′(v) − T ′+/2+ T ′−/2. Vertices u and v are adjacent in G if
and only if T ′+ 6 w ′(u)+w ′(v) = w(u)+T ′+/2−T ′−/2+w(v)+T ′+/2−T ′−/2 = w(u)+w(v)+T ′+−T ′−,
i.e., w(u) +w(v) > T ′− and T ′− > |w ′(u) −w ′(v)| = |(w(u) + T ′+/2− T ′−/2) − (w(v) + T ′+/2− T ′−/2)| =
|w(u) −w(v)|. Setting T± = T ′− will complete the proof.
In the rest of the paper we use the same value for both thresholds. We use G(w, T±) to denote a
paired threshold graph with weight assignment w and threshold T±.
In a threshold graph G with weight assignment w and threshold T , the weight T/2 defines a natural
partition of the vertices: {v | w(v) < T/2} forms an independent set, while {v | w(v) > T/2} a clique.
We can use T±/2 to get a similar partition of the vertex set of a paired threshold graph G(w, T±). In
particular, {v | w(v) < T±/2} remains an independent set. However, {v | w(v) > T±/2} is no longer a
clique in general. Since the weight sum of any two such vertices in this set is at least T±, it induces an
indifference graph, or more widely known, a unit interval graph [17]. A graph is a unit interval graph if
its vertices can be assigned to unit-length intervals on the real line such that two vertices are adjacent
if and only if their corresponding intervals intersect.
Proposition 2.2. In a paired threshold graph G(w, T±), the subgraph induced by {v | w(v) > T±/2} is a
unit interval graph.
As a matter of fact, all unit interval graphs are paired threshold graphs. This has been observed in
[16], and we include a proof because the construction used in it will be exemplary in this paper. An
interval model can be specified by the 2n endpoints for the n intervals: The interval for vertex v is
denoted by [lp(v), rp(v)], where lp(v) and rp(v) are the, respectively, left point and the right point of
the interval.
Proposition 2.3. A unit interval graph G is a paired threshold graph. Moreover, there is an assignment w
such that w(v) > T± for all vertices v ∈ V(G).
Proof. We may start with any unit interval model for G. We first scale the intervals such that all intervals
have length T±. Then we increase all the endpoints by the same value such that minv∈V(G) lp(v) > T±.
It is easy to verify that setting w(v) = lp(v) for all vertices v is a valid weight assignment for the
graph.
The discussion above can be summarized as that a paired threshold graph can be partitioned into
an independent set and a unit interval graph. Now that we have thus fully understood both parts, it
is time to put their connection under scrutiny. Although the following is straightforward, we want to
point out that the assignment w for vertices in N[I] is not necessarily a threshold assignment for them
with respect to threshold T±.
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Proposition 2.4. Let G(w, T±) be a paired threshold graph, and let I = {v | w(v) < T±/2}. Then N[I]
induces a threshold graph.
Proof. For any pair of vertices y, z ∈ N(I) with w(y) 6 w(z), there must be a vertex x ∈ I such that
w(x) < w(y) 6 w(z) and xz ∈ E(G). By definition, w(x) + w(z) > T± and w(z) − w(x) 6 T±. As a
result,
w(y) +w(z) > w(x) +w(z) > T± and
w(z) −w(y) < w(z) −w(x) 6 T±,
which imply yz ∈ E(G). Hence N(I) composes a clique.
It is known that I is an independent set of G. To prove that N[I] induces a threshold graph, it
suffices to prove that for any pair of vertices x,y ∈ I with w(x) 6 w(y), N(x) ⊆ N(y). If N(x) = ∅,
clearly, N(x) ⊆ N(y). Otherwise, let z be any vertex of N(x). Then, w(z) > T±/2 > w(y) > w(x). By
definition, w(x) +w(z) > T± and w(z) −w(x) 6 T±. As a result,
w(y) +w(z) > w(x) +w(z) > T± and
w(z) −w(y) 6 w(z) −w(x) 6 T±,
which imply yz ∈ E(G). Hence N(x) ⊆ N(y).
However, Propositions 2.2 and 2.4 are not sufficient for a graph to be a paired threshold graph;
e.g., for each of the two graphs in Figures 3, setting I to be a single simplicial vertex, we get a partition
satisfying both propositions. There is a more technical condition on the connection in between.
(a) (b)
Figure 3: Two minimal non-paired threshold graphs.
3 Characterization
An ordering σ of the vertex set of a graph G is a bijection from V(G)→ {1, . . . ,n}. We use u <σ v to
denote that σ(u) < σ(v). An ordering σ of the vertex set of a graph G is an umbrella ordering if for
every triple of vertices x,y, z,
x <σ y <σ z and xz ∈ E(G) imply xy,yz ∈ E(G).
Looges and Olariu [12] showed that a graph is a unit interval graph if and only if it admits an umbrella
ordering. Indeed, given a unit interval model of a unit interval graph G, ordering the vertices by their
left endpoints produces an umbrella ordering of G. Likewise interval graphs can be characterized by
the so called interval orderings σ [15]: for every triple of vertices x,y, z,
x <σ y <σ z and xz ∈ E(G) imply xy ∈ E(G).
We now formally define the broom ordering.
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Definition 3.1. An ordering σ of the vertex set of a graph G is a broom ordering if its reversal is an
interval ordering of G and there exists p with 0 6 p 6 n such that
(i) for each of the first p vertices of σ, its neighborhood is after p and appears consecutively in σ; and
(ii) the sub-ordering of the last n− p vertices is an umbrella ordering.
Two remarks on this definition are in order. For each of the last n−p vertices, its closed neighborhood
appears consecutively in σ. A graph having a broom ordering has also an interval ordering, hence an
interval graph. Therefore, the following lemma implies Theorem 1.1.
Lemma 3.2. Let G(T±,w) be a paired threshold graph. The ordering of V(G) decided by w, with ties
broken arbitrarily, is a broom ordering.
Proof. Let σ be the ordering. We first show that its reversal is an interval ordering. Let x,y, z be
three distinct vertices of G with x <σ y <σ z; note that w(x) 6 w(y) 6 w(z). If xz ∈ E(G), then by
definition, w(x) +w(z) > T± and w(z) −w(x) 6 T±. As a result,
w(y) +w(z) > w(x) +w(z) > T± and
w(z) −w(y) 6 w(z) −w(x) 6 T±,
which imply yz ∈ E(G). Therefore, the reversal of σ is an interval ordering.
Let I = {v | w(v) < T±/2}. If I is empty, then G is a unit interval graph and σ is an umbrella ordering
of G. It is clear that σ is a broom ordering with p = 0. Otherwise, let p = |I|. There is an edge between
a vertex v ∈ I and a vertex u ∈ V(G) \ I if and only if
T± −w(v) 6 w(u) 6 T± +w(v).
Then condition (i) and (ii) follow from the definition of σ and Proposition 2.2, respectively.
Before proving the main result of this section, we need to take care of disconnected graphs.
Lemma 3.3. A graph G is a paired threshold graph if and only if one component is a connected paired
threshold graph and all the others are unit interval graphs.
Proof. For the if direction, let G[C] be the connected paired threshold graph, and let w, T± be an
assignment for G[C]. Note that G− C is a unit interval graph, for which we find a weight assignment
w ′ using Proposition 2.3. We set w(v) = w ′(v) + maxc∈Cw(c) + 1 for each v ∈ V(G) \ C. It is easy to
verify that w is a valid paired threshold assignment for G, and thus G is a paired threshold graph.
We now prove the only if direction. Suppose for contradiction that there are two components, G[C1]
and G[C2], that are not unit interval graphs. We fix a weight assignment w and threshold T± of G.
By Proposition 2.2, there must be two vertices u1 ∈ C1 and u2 ∈ C2 such that w(u1),w(u2) < T±/2.
We can find a neighbor v1 of u1 and a neighbor v2 of u2; otherwise the component consists of a
single vertex and is a unit interval graph. By Lemma 3.2, the assignment w decides a broom ordering
σ of G, in which, we may assume without loss of generality that v1 <σ v2. Then, we have that
u1 <σ u2 <σ v1 <σ v2 or u2 <σ u1 <σ v1 <σ v2. Since the reversal of σ is an interval ordering, at
least one of u1v2 and u2v1 is an edge of G. This contradicts that they (two ends of the edge) are from
different components.
Another way to characterize paired threshold graphs is through partition, with the focus on the
connection between two parts.
Definition 3.4. A partition I unionmultiU of a graph G is a paired threshold partition of G if
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(i) I is an independent set, G[U] is a unit interval graph, and N[I] induces a threshold graph;
(ii) G[U] has an umbrella ordering σ in which N(v) appears consecutively for each v ∈ I; and
(iii) N(I) ⊆ N[u], where u is the first vertex of σ.
v1
v2
v3
I
v4
v7
v8
v16
v20
Figure 4: Illustration for the proof of Theorem 3.5 (3)⇒ (1), where p = 3, q = 8, t = 16, n = 20, and
T± = 2 ∗ 202 = 800. The weights for the vertices derived from the proof are 20, 40, 60, 724, 725, 726,
747, 808, 809, 810, 831, 832, 853, 854, 875, 876, 1525.85, 1544.9, 1604.95, and 1653, in order.
The following theorem implies Theorem 1.2.
Theorem 3.5. The following are equivalent on a graph G.
(1) G is a paired threshold graph.
(2) G admits a broom ordering.
(3) G has a paired threshold partition.
Proof. (1)⇒ (2) This has been proved in Lemma 3.2.
(2) ⇒ (3) Let σ be a broom ordering of G with integer p. We take the first p vertices in σ as I
and the rest as U. Note that I is an independent set, and G[U] is a unit interval graph. Condition
(ii) of Definition 3.4 follows directly from Definition 3.1: The sub-ordering of σ restricted to U is an
umbrella ordering of G[U], in which the neighborhood of each vertex of I appears consecutively. To
show that N(I) is a clique, consider two vertices x,y in N(I) with x <σ y. Let v ∈ N(y) ∩ I. Clearly,
v <σ x <σ y, which implies xy ∈ E(G) because σ is the reversal of an interval ordering. We argue
then that the neighborhoods of vertices in I form a total order under the containment relation. This
is vacuous when p 6 1. Now let u, v be any two vertices in I with u <σ v. For any x ∈ N(u), we
have u <σ v <σ x; since the reversal of σ is an interval ordering of G, this implies x is in N(v) as
well. Therefore, N[I] induces a threshold graph and we have verified condition (i) of Definition 3.4.
Condition (iii) of Definition 3.4 is vacuously true when U is empty. Otherwise, let x be the first vertex
of U in σ. Then for any v ∈ I and y ∈ N(v) \ {x}, we have v <σ x <σ y. Then y ∈ N[x] because σ is the
reversal of an interval ordering of G. We have thus concluded that I unionmultiU is a paired threshold partition
of G.
(3)⇒ (1) Let I unionmultiU be a paired threshold partition of G. We find a weight assignment w for G with
threshold T± = 2n2. We may assume without loss of generality that G is connected: Otherwise, by
Lemma 3.3, we focus on the only component of G that is not a unit interval graph. Note that u belongs
to this component because the component intersects both I and U and condition (iii) of Definition 3.4.
Therefore, the partition restricted to the component remains a valid paired threshold partition. On the
other hand, this direction holds vacuously when I is empty (when G is a unit interval graph) or when
U is empty (when |I| = 1). We may hence assume that neither of I and U is empty.
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Let p = |I|; note that 0 < p < n. We may number the vertices in G such that I = {v1, . . . , vp} and
N(v1) ⊆ · · · ⊆ N(vp), and σ = 〈vp+1, vp+2, ..., vn〉. Let q be the smallest index such that vq ∈ N(v1),
and let t be the largest index such that vt ∈ N[vp+1]; they (q and t) exist because G is connected. If
t = n, then U is a clique and G is a threshold graph; hence a paired threshold graph. In the rest we
assume p+ 1 6 q 6 t < n. For each i with p+ 1 6 i 6 n, let s(i) denote the smallest index such that
vs(i)vi ∈ E(G), which exists because G is connected. We remark that if vi ∈ N(I), then 1 6 s(i) 6 p;
and if t < i 6 n, then p+ 1 < s(i) < i. Moreover, if t < i < j 6 n, then s(i) 6 s(j).
For each i with 1 6 i 6 p, we set w(vi) = i · n. For each i with p+ 1 6 i 6 t, we set
w(vi) =

(2n− p)n− (n− i) if i < q, vi 6∈ N(I),
(2n− s(i))n+ i if i < q, vi ∈ N(I),
(2n+ s(i))n− (n− i) if i > q, vi ∈ N(I),
(2n+ p)n+ i if i > q, vi 6∈ N(I).
(1)
Finally, for each i with t < i 6 n, we set
w(vi) = 2n2 +w(vs(i)−1) +
i
n
(
w(vs(i)) −w(vs(i)−1)
)
, (2)
which is well defined because 1 6 p < s(i) < i. See Figure 4 for an example of the assignment.
We claim that the weights are increasing with the vertex numbers. First, w(v1) < · · · < w(vp) =
pn < n2. On the other hand, w(vp+1) > n2 can be read directly from the weight assignment in (1).
Now let i, j be two numbers with p+ 1 6 i < j < q; note that if vi ∈ N(I) then we must have vj ∈ N(I)
as well by the selection of q and the numbering of vertices.
• Case 1, vi, vj /∈ N(I). We have w(vi) < w(vj) because w(vj) −w(vi) =
(
(2n− p)n− (n− j)
)
−(
(2n− p)n− (n− i)
)
= j− i > 0.
• Case 2, vi /∈ N(I) and vj ∈ N(I). Noting that s(j) 6 p, we have w(vj) −w(vi) =
(
(2n− s(j))n+
j
)
−
(
(2n− p)n− (n− i)
)
> n+ j− i > 0, i.e., w(vi) < w(vj).
• Case 3, vi, vj ∈ N(I). Note that s(i), s(j) 6 p. Then vq ∈ N(v1) ⊆ N(vs(i)) because the selection
of q and the numbering of the vertices respectively. Now that vi, vq ∈ N(vs(i)), we have that
vj is in N(vs(i)) as well because i < j < q and N(vs(i)) appears consecutively in σ. As a result,
s(j) 6 s(i) and w(vj)−w(vi) =
(
(2n− s(j))n+ j
)
−
(
(2n− s(i))n+ i
)
= (s(i)− s(j))n+ j− i > 0.
For any p < i < q, it is directly from (1) that w(vi) < 2n2 < w(vq). Now suppose q 6 i < j 6 t;
note that if vi 6∈ N(I) then we must have vj 6∈ N(I) as well by the selection of q and the numbering of
vertices.
• Case 1, vi, vj ∈ N(I). Note that s(i), s(j) 6 p. Then vq ∈ N(v1) ⊆ N(vs(j)) because the selection
of q and the numbering of the vertices respectively. Now that vj, vq ∈ N(vs(j)), we have vi is in
N(vs(j)) as well because q 6 i < j andN(vs(j)) appears consecutively in σ. As a result, s(i) 6 s(j)
and w(vj)−w(vi) =
(
(2n+s(j))n−(n− j)
)
−
(
(2n+s(i))n−(n− i)
)
= (s(j)−s(i))n+ j− i > 0.
• Case 2, vi ∈ N(I) and vj /∈ N(I). Noting that s(i) 6 p, we have w(vj) −w(vi) =
(
(2n + p)n +
j
)
−
(
(2n+ s(i))n− (n− i)
)
> j+ n− i > 0.
• Case 3, vi, vj /∈ N(I). Then, w(vj) −w(vi) =
(
(2n+ p)n+ j
)
−
(
(2n+ p)n+ i
)
= j− i > 0.
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Since p + 1 6 t < n, it follows directly from (1) that w(vt) < 3n2, whether vt ∈ N(I) or not. On
the other hand, s(t + 1) > p + 1 by the selection of t, and hence w(vt+1) = 2n2 + w(vs(t+1)−1) +
t+1
n
(
w(vs(t+1)) −w(vs(t+1)−1)
)
> 2n2 +w(vp+1) > 3n2. For the last part, i.e., t+ 1, . . . ,n, we show
by induction that w(vi+1) > w(vi) for all i with t < i < n. By the selection of t, we have s(i), s(i+1) >
p+ 1. On the other hand, s(i) 6 s(i+ 1) 6 i because σ is an umbrella ordering of G[U] and it is con-
nected. Thus,w(vi+1)−w(vi) =
n−(i+1)
n w(vs(i+1)−1)+
i+1
n w(vs(i+1))−
n−i
n w(vs(i)−1)−
i
nw(vs(i)) >
n−(i+1)
n w(vs(i)−1) +
i+1
n w(vs(i)) −
n−i
n w(vs(i)−1) −
i
nw(vs(i)) =
1
nw(vs(i)) −
1
nw(vs(i)−1) > 0.
Putting them together, we have
w(v1) < · · · < w(vp) < n2 < w(vp+1) < · · ·w(vt) < 3n2 < w(vt+1) < · · · < w(vn). (?)
It remains to verify that w is a valid assignment for G—i.e., for each pair of i, j with 1 6 i < j 6 n,
vivj ∈ E(G) if and only if w(vj) −w(vi) 6 T± 6 w(vj) +w(vi).
Case 1, i < j 6 p (i.e., vi, vj ∈ I). In this case vivj /∈ E(G) and w(vi) +w(vj) < 2n2.
Case 2, i 6 p < j (i.e., vi ∈ I and vj ∈ U). We break into five sub-cases; the first four of them
correspond to the assignment in (1).
• Case 2.1, j < q and vj /∈ N(I). In this case, vivj /∈ E(G) and w(vi) +w(vj) = in+ (2n− p)n−
(n− j) = 2n2 − (p− i)n− (n− j) < 2n2.
• Case 2.2, j < q and vj ∈ N(I). From the definition of s(j) and the assumption N(v1) ⊆
· · · ⊆ N(vp), we can infer that vivj ∈ E(G) if and only if s(j) 6 i, which holds if and only if
w(vi) +w(vj) = i · n + (2n − s(j))n + j = 2n2 + (i − s(j))n + j > 2n2. On the other hand, we
always have w(vj) −w(vi) = (2n− s(j))n+ j− i · n < 2n2 in this case.
• Case 2.3, q 6 j 6 t and vj ∈ N(I). Similar as case 2.2, vivj ∈ E(G) if and only if s(j) 6 i, which
holds if and only ifw(vj)−w(vi) = (2n+s(j))n−(n− j)−i ·n = 2n2−(i−s(j))n−(n− j) < 2n2.
Note that we always have w(vi) +w(vj) = i · n+ (2n+ s(j))n− (n− j) > 2n2.
• Case 2.4, q < j 6 t and vj /∈ N(I). In this case, vivj /∈ E(G) and w(vj) −w(vi) = (2n + p)n +
j− i · n = 2n2 + (p− i)n+ j > 2n2.
• Case 2.5, t < j 6 n. By condition (3), vj /∈ N(I), which means vivj 6∈ E(G). Then s(j) > p + 1
and w(vj) −w(vi) > 2n2 +w(vp+1) −w(vi) > 2n2, by (?).
Case 3, p < i < j 6 n (i.e., vi, vj ∈ U). Note that in this case vivj ∈ E(G) if and only if s(j) 6 i.
Since it always holds that w(vi) + w(vj) > 2n2, here we focus on the difference w(vj) − w(vi).
Note that vivj ∈ E(G) when j 6 t, and then by (?), w(vj) − w(vi) < 2n2. In the rest, t < j. If
vivj 6∈ E(G), i.e., i < s(j), thenw(vj)−w(vi) = 2n2+w(vs(j)−1)+ jn
(
w(vs(j))−w(vs(j)−1)
)
−w(vi) >
2n2+w(vs(j)−1)+
j
n
(
w(vs(j))−w(vs(j)−1)
)
−w(vs(j)−1) > 2n2. Otherwise, vivj ∈ E(G), then s(j) 6 i,
and w(vj) − w(vi) = 2n2 + w(vs(j)−1) +
j
n
(
w(vs(j)) − w(vs(j)−1)
)
− w(vi) 6 2n2 −
(
w(vs(j)) −
w(vs(j)−1)
)
+ jn
(
w(vs(j)) −w(vs(j)−1)
)
= 2n2 − n−jn
(
w(vs(j)) −w(vs(j)−1)
)
6 2n2.
Thus, w is a valid assignment for G, and this completes the proof.
The paired threshold partition I unionmulti U of a paired threshold graph is not necessarily unique: For
example, if the first vertex in U is nonadjacent to any vertex in I, then we may move it from U to I
to make a new partition. We say that a paired threshold partition I unionmultiU is a canonical partition if I is
maximal in all partitions,—i.e., (I ∪ {v}) unionmulti (U \ {v}) is not a valid paired threshold partition for any
v ∈ U. The following characterizes canonical partitions.
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Proposition 3.6. Let IunionmultiU be a canonical partition of a paired threshold graph G. If a vertex v ∈ U \N(I)
is simplicial in G, then
(1) N(I) * N(v); and
(2) the subgraph induced by N[I ∪ {v}] is not a threshold graph.
Proof. Let σ be an umbrella ordering of G[U] specified in Definition 3.4, and let u be the first vertex of
σ. Note that u ∈ N(I); otherwise, we can produce another paired threshold partition (I∪ {u})unionmulti(U\{u}),
contradicting that I unionmultiU is a canonical partition. Hence u 6= v. We show that if either of (1) and (2) is
not true, then I ′ unionmulti U ′, where I ′ = I ∪ {v} and U ′ = U \ {v}, is also a valid paired threshold partition.
Note that I ′ is an independent set of G. Let σ ′ be the ordering obtained from σ by removing v. By the
definition of umbrella orderings, vertices in N(v) appear consecutively in σ ′.
(1) Suppose that N(I) ⊆ N(v). Note that u ∈ N(v) because u ∈ N(I). Since v is a simplicial vertex,
N[v] is a maximal clique of G; it contains u, hence N[v] ⊆ N[u]. Therefore, partition I ′ unionmultiU ′ satisfies
conditions of Definition 3.4.
(2) Suppose thatN[I ′] induces a threshold graph. We are already in the previous case ifN(I) ⊆ N(v);
hence we assume N(I) * N(v). Then by the definition of threshold graphs, we must have N(v) ⊂ N(I),
and thus N(I ′) = N(I) ⊆ N[u]. Therefore, partition I ′ unionmultiU ′ satisfies conditions of Definition 3.4.
If we drop the unit-length from the definition of unit interval graphs, then we end with interval
graphs,—i.e., it allows intervals of arbitrary lengths. A graph G is an interval graph if and only if its
maximal cliques can be arranged in a sequence such that for every vertex v ∈ V(G), the set of nodes
containing v occur consecutively in the sequence [5]. This sequence is called a clique path of G. It is
known that a connected unit interval graph has a unique clique path, up to full reversal [3, 2].
x1x2
x3
y1
y2 y4
y5y3
(a)
x3
x2
x1y2 y5
y1 y4
y3
(b)
Figure 5: Illustration for the proof of Theorem 3.7. (a) A connected paired threshold graph and (b)
its interval mode. A canonical partition of G is given by I = {x1, x2, x3} and U = {y1,y2,y3,y4,y5}.
The graph has five maximal cliques, {x2,y2,y3}, {x3,y1,y2,y3}, {y2,y3,y4}, {y3,y4,y5}, {x1,y3}, which
form a clique path of G in order.
By Theorem 1.1, we know that all paired threshold graphs are interval graphs. This leads us to
consider paired threshold graphs on the perspective of clique path. A paired threshold graph admits a
clique path with some important properties to be used in our recognition algorithm.
Theorem 3.7. Let G be a connected paired threshold graph, and let I unionmultiU be a canonical partition of G.
(1) There exists a clique path C1, . . . ,C` of G such that for 1 6 i 6 |I|, the only vertex in I ∩ Ci is a
simplicial vertex of G, and Ci \ I ⊆ C|I|;
(2) In any clique path of G, the maximal cliques disjoint from I appear consecutively, and they appear in
the same order, up to full reversal;
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(3) If G remains connected after all universal vertices removed, then for any clique path of G, vertices in I
appear in the first |I| or the last |I| cliques.
Proof. Let p = |I|. It is easy to see that a unit interval graph has a canonical partition with I 6= ∅.
Therefore, we always have p > 0. We find a threshold T± and a weight assignment w as specified in
Theorem 3.5; we may number the vertices of G such that
w(v1) < · · · < w(vp) < T±/2 < w(vp+1) < · · · < w(vn).
Let Kp+1, . . . ,Kq be the clique path of G[U] implied by the umbrella ordering vp+1, . . . , vn of U. By
Definition 3.4, N(I) ⊆ Kp+1. Let Ki = N[vi] for 1 6 i 6 p. We choose P = K1, . . . ,Kp,Kp+2, . . . ,Kq if
Kp+1 = N(vp), or K1, . . . ,Kp,Kp+1, . . . ,Kq otherwise.
We now verify that P is a clique path of G. For 1 6 i 6 p, since vi is a simplicial vertex in G, clique
Ki is a maximal clique of G, and the unique maximal clique containing vi. By Definition 3.4, each
clique Ki, i > p+ 2, contains a vertex nonadjacent to u, and thus nonadjacent to I, hence maximal as
well. Therefore, P contains all the maximal cliques of G and each appears once. For each v ∈ N(I), let
`(v) denote the smallest number such that v`(v) ∈ N(v), then v ∈ Kj for all `(v) 6 j 6 p. Therefore,
the maximal cliques containing v appear consecutively on P. This is trivial for other vertices: A vertex
in I is in a single maximal clique; and for each vertex in U \N(I), the condition is satisfied because
Kp+1, . . . ,Kq is a clique path of G[U]. Therefore, P is a clique path of G, and it satisfies (1).
(2) We may assume q > p + 1; otherwise this assertion holds vacuously. Let P ′ be an arbitrary
clique path of G. Note that G[U] is connected, and hence in any clique path containing the maximal
cliques Kp+1, . . . ,Kq, they are in the order of Kp+1, . . . ,Kq or its reversal. We may assume without
loss of generality, they appear in P ′ in the order of Kp+2, . . . ,Kq if Kp+1 = N(vp), or Kp+1, . . . ,Kq
otherwise. Suppose for contradiction that they are not consecutive in P ′; i.e., there are 1 6 i 6 p and
j > p such that Ki appears in between Kj and Kj+1. We show that G[U] has a claw (the four-vertex
tree with three leaves), which is impossible because G[U] is a unit interval graph [18]. Note that
Kj ∩ Kj+1 6= ∅ because G[U] is connected.
Case 1,N(vp) = Kp\{vp} ⊂ Kp+1. Since (I,U) is a canonical partition, by Proposition 3.6, no vertex
of Kp+1 \Kp is simplicial in G. Thus, Kp+1 \Kp ⊂ Kp+2, and Kp+1 ∩Kp+2 * Kp. Since Ki \ {vi} ⊆ Kp
for each 1 6 i 6 p, we can conclude that j > p+ 1. Note that Kj ∩Kj+1 ⊆ Ki \ {vi} ⊆ Kp \ {vp} ⊂ Kp+1,
which means Kj \(Kp+1∪Kj+1) = Kj \Kp+1 6= ∅. But then we can find a vertex x1 ∈ Kj \(Kp+1∪Kj+1),
a vertex x2 ∈ Kj+1 \ Kj, a vertex x3 ∈ Kp+1 \ Kj, and a vertex x0 ∈ Kp+1 ∩ Kj+1, which induce a claw
with center x0.
Case 2, N(vp) = Kp+1, then Kp \ {vp} = N[vp+1] ∩ U. Since Kj ∩ Kj+1 ⊆ Ki \ {vi} ⊆ Kp, none of
the sets Kj \ (Kp ∪ Kj+1) and Kj+1 \ (Kp ∪ Kj) and Kp ∩ Kj ∩ Kj+1 is empty. We can find one vertex
from each of them, which, together with vp+1, induce a claw in G[U].
(3) This assertion holds vacuously when p = 1 or p = q; hence we may assume 1 < p < q.
According to assertion (2), it suffices to show that one of C1 and Cq is disjoint from I. Suppose for
contradiction that there are two vertices u ∈ K ′1 ∩ I and v ∈ K ′q ∩ I, i.e., K ′1 = N[u] and K ′q = N[v].
We may assume without loss of generality N(u) ⊆ N(v). By the definition of clique paths, N(u) is a
subset of all maximal cliques. But then all vertices in N(u) are universal, and v1 is isolated in G−N(u),
contradicting the assumption.
We say that a set of k intervals [lp(v1), rp(v1)], . . . , [lp(vk), rp(vk)] is nested if
lp(vk) < · · · < lp(v1) 6 rp(v1) < · · · < rp(vk).
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v1
v2
v3
v4
u1u2u3u4 v5
v9
v10
v16
rp(v2) rp(v3)
Figure 6: Construction used in the proof of Lemma 3.8, with k = 4. In any interval model for this
graph, we have to use intervals of different lengths for v1, v2, v3, and v4.
Lemma 3.8. For any positive integer k, there exists a paired threshold graph G such that there are k
nested intervals in any interval model of G.
Proof. We construct a graphG as follows. The vertex set consists 5k vertices, denoted by {v1, . . . , vk,u1, . . . ,u4k}.
For each pair of i, j with 1 6 i 6 j 6 k, we add edge viuj. For each 1 6 i 6 2k, we add edges uiui+1,
. . ., uiui+2k, i.e., connecting ui and the next 2k vertices. Finally, add all possible edges to make u2k+1,
. . ., u4k into a clique. In summary, the edge set of G is
E(G) = {uiuj | |j− i| 6 2k} ∪ {viuj | 1 6 i 6 j 6 k}.
See Figure 6 for an example of the construction. It is easy to verify that v1, . . . , vk,u1, . . . ,u4k is a
broom ordering, and hence G is a paired threshold graph by Theorem 3.5.
We now argue that for any pair of i, j with 1 6 i < j 6 k, the interval for ui has to be properly
contained in the interval for uj in any interval model of G. Note that ui and uj+2k are nonadjacent.
We may assume without loss of generality rp(ui) < lp(uj+2k). Since both ui and uj+2k are adjacent
to uj but they are not adjacent to each other,
lp(uj) 6 rp(ui) < lp(uj+2k) 6 rp(uj).
Vertex uj+2k+1 is adjacent to uj+2k but not uj, hence
rp(uj) < lp(uj+2k+1) 6 rp(uj+2k).
Since ui+2k is adjacent to both ui and uj+2k+1, we have
lp(ui+2k) 6 rp(ui) < lp(uj+2k+1) 6 rp(ui+2k).
From them we can conclude
lp(ui+2k) 6 rp(ui), rp(uj) < rp(ui+2k),
Finally, since vj is adjacent to uj, but not to ui or ui+2k,
lp(uj) 6 rp(vj) < lp(ui).
Putting them together, we can conclude that lp(uj) < lp(ui) < rp(ui) < rp(uj), which completes the
proof.
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4 Recognition
It is well known that interval graphs, unit interval graphs, threshold graphs can be recognized in linear
time [9, 2]. For (unit) interval graphs, the recognition algorithms return an interval model, from which
we can retrieve a clique path or an umbrella ordering in the same time. We say that two vertices u, v
are true twins if N[u] = N[v]. A set of vertices is a true-twin class if it is a maximal set of vertices that are
pairwise true twins. A graph has a unique partition into true-twin classes. The following proposition is
from Deng et al. [3], and it is the core idea of Corneil [2].
Proposition 4.1. Let G be a unit interval graph and let σ be an umbrella ordering of G.
(1) For each set of true-twin class T of G, vertices in T appear consecutively in σ, and this subsequence can
be replaced by an arbitrary ordering of T .
(2) If G does not contain true twins, then it has a unique umbrella ordering, up to full reversal.
We may assume that the input graph G is a connected interval graph. If it is not an interval
graph, then we may return “no” by Theorem 1.1. If it is not connected, then we may remove all the
components that are unit interval graphs, and return “no” if more than one component is left by Lemma
3.3.
The way we handle a connected interval graph G is to use a clique path P of G. We try to find a
canonical partition from P. According to Theorem 3.7(2), if G is a paired threshold graph, then we
can find the partition I unionmulti U with I from the two ends of the clique path. This can be simplified by
Theorem 3.7(3): If G remains connected after all universal vertices removed, then it suffices to search
only one end of P. We hence proceed dependent upon whether G contains a universal vertex.
v
(a)
v
(b)
v
(c)
Figure 7: Minimal non-paired threshold graphs each having a universal vertex. Note that the removal
of the universal vertex leaves a unit interval graph.
Proposition 4.2 ([1]). A nonempty threshold graph contains either an isolated vertex or a universal
vertex.
In other words, a threshold graph can always be made empty by exhaustively removing isolated
vertices and universal vertices. It is easy to see that paired threshold graphs are closed under adding
isolated vertices, but not necessarily universal vertices. The following result is an extension of Propo-
sition 4.2 to paired threshold graphs. Recall that minimal forbidden induced subgraphs of threshold
graphs are 2K2, P4, and C4 (Figure 1).
Lemma 4.3. Let G be a connected graph, and let G ′ be obtained from G by exhaustively removing universal
vertices and isolated vertices. If G ′ 6= G, then G is a paired threshold graph if and only if one of the
following conditions holds:
(1) G ′ is an empty graph;
(2) G ′ has two components, one being a complete graph, and the other a threshold graph;
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(3) G ′ is connected, and it remains a paired threshold graph after adding a universal vertex.
Proof. Let S be the set of all universal vertices deleted in the process. Note that S 6= ∅ because G is
connected and G 6= G ′.
Suppose first that G is a paired threshold graph. Note that each component of G ′ contains at
least two vertices: All isolated vertices have been deleted. If G ′ has more than two components,
then G contains a subgraph isomorphic to Figure 7a, which is impossible. On the other hand, it is
straightforward when the number of components in G ′ is 0 or 1. Now that G ′ has two components,
denoted by H1 and H2. If neither of H1 and H2 is a clique, then we can find from each of them an
induced path on three vertices, and thus G contains a subgraph isomorphic to Figure 7b. We may
assume without loss of generality that H1 is a clique. If H2 contains a 2K2 or P4, then we can find in G a
subgraph isomorphic to Figure 7a or Figure 7c respectively. Since G is an interval graph (Theorem 1.1),
H2 is {P4,C4, 2K2}-free, hence a threshold graph.
We now prove the if direction.
(1) If G ′ is empty, then by Proposition 4.2, G is a threshold graph.
(2) Let H1,H2 be vertex sets of the two components of G ′, such that G[H1] is a complete graph and
G[H2] a threshold graph. By Proposition 4.2, G−H1, which contains H2 and all the deleted vertices,
is a threshold graph. Let I be a maximum independent set of G − H1. Then G − I is a unit interval
graph consisting of two maximal cliques, V(G) \ (H1 ∪ I) and H1 ∪ S. It is easy to verify that the
neighborhoods of vertices in I form a total order under the containment relation. We can construct an
umbrella ordering of G− I, where H2 \ I come first, followed by S, and H1 are in the end. Since H2 \ I
and S are both true-twin classes of G− I, by Proposition 4.1, we can adjust the umbrella ordering such
that N(v) appears consecutively for each v ∈ I. Therefore, I unionmulti (V(G) \ I) is a paired threshold partition
of G, and hence G is a paired threshold graph by Theorem 3.5.
(3) Let D denote the set of all isolated vertices deleted in the process. We argue that G −D is a
paired threshold graph. In a weight assignment to the graph obtained from G ′ by adding a universal
vertex, which is a paired threshold graph by assumption, the universal vertex has to receive a weight
> T±/2. Since S are true twins in G−D; we can use the same weight to all of them. Now that G−D is
a paired threshold graph, let I unionmultiU be a paired threshold partition of G−D, with an umbrella ordering
σ of G[U] specified in Definition 3.4. Note that S ⊆ U. As true twins in G −D, vertices in S appear
consecutively in σ by Proposition 4.1. Moreover, in the graph G, the neighborhoods of vertices in I ∪D
form a total order under the containment relation. Therefore, we can adjust the ordering of S in σ such
that N(v) appears consecutively for each v ∈ D. Since S = N(D) ⊆ N(x) for all x ∈ I, we can verify
that parition (I ∪D) unionmultiU of V(G) and the ordering σ after adjustment satisfy Definition 3.4. Thus, G is
a paired threshold graph by Theorem 3.5.
We then remove exhaustively universal vertices and isolated vertices from G and study the resulting
graph G ′. By Lemma 4.3, we return “yes” if G ′ is empty, and return “no” if G ′ contains more than two
components. If G ′ has precisely two components, then we return whether they satisfy Lemma 4.3(2),
i.e., one component being a complete graph and the other a threshold graph. In the rest G ′ is connected;
if G ′ 6= G, then we add a universal vertex to G ′. Note that it is an induced subgraph of G. We build a
clique path K1, . . . ,Kp for this subgraph. Let IL be greedily obtained as follows. From i = 1, . . . ,p, we
pick a simplicial vertex from each Ki, as long asN[IL] still induces a threshold graph. Let IR constructed
in a similar way, but from Kp to K1. By Proposition 3.6 and Theorem 3.7, G is a paired threshold graph
if and only if one of IL and IR satisfies Definition 3.4. It remains to verify whether one of the partitions
is correct. As usual, n and m denote the number of vertices and the number of edges, respectively.
Lemma 4.4. Let G be a connected interval graph. Given a partition I unionmulti U of V(G) that satisfies
Definition 3.4(1), we can check in O(m+ n) time whether it satisfies Definition 3.4(2–3) as well.
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INPUT: a connected interval graph G, and a partition I unionmultiU satisfying Definition 3.4(1).
OUTPUT: whether the partition satisfies Definition 3.4(2–3) or not.
1. compute an umbrella ordering σ of G− I;
2. let T = T1, . . . Tt be the true-twin classes of G− I in the order of σ;
3. If N(I) * N[T1] and N(I) * N[Tt] then return “no”;
4. If N(I) * N[T1] then reverse the sequence T;
5. for i← 1, . . . , |I| do
5.1. find the first set T` in T intersecting N(ui);
5.2. find the last set Tr in T intersecting N(ui);
5.3. if T 6⊆ N(ui) for any set T between T` and Tr in T then return “no”;
5.4. replace T` by T` \N(u) and T` ∩N(u) in order;
5.5. replace Tr by Tr ∩N(u) and Tr \N(u) in order;
6. return “yes.”
Figure 8: The procedure for verifying whether a partition satisfies the conditions in Definition 3.4.
Proof. We may number vertices in I in a way that I = {u1, . . . ,u|I|} and N(u1) ⊆ . . . ⊆ N(u|I|);
this is possible because I is an independent set and N[I] induces a threshold graph. Note that
d(u1) 6 . . . 6 d(u|I|). We call the procedure given in Figure 8.
In the first two steps, it starts with finding an umbrella ordering σ of G − I, and then lists the
true-twin classes of G − I in their order of occurrences in σ. By Proposition 4.1, the first vertex of
any umbrella ordering of G − I has to be from T1 or Tt. If N(I) * N[T1] and N(I) * N[Tt], then
Definition 3.4(3) cannot be satisfied by any umbrella ordering of G − I. This justifies step 3. Note
that it is possible N(I) ⊆ N[Tt] and N(I) ⊆ N[T1], then N(I) are universal vertices of G− I. This is the
trivial case. Otherwise we make sure that N(I) ⊆ N(v) for some vertex in the first set of T in step 4.
It now enters step 5. The sets T` and Tr exist because G is connected and I is an independent
set. The focus is on step 5.3. Suppose that T 6⊆ N(ui). Note that T was not split from the same twin
class as T` or Tr: Otherwise, T ⊆ N(uj) for some j < i, but then T ⊆ N(ui) as N(uj) ⊆ N(ui). By
Proposition 4.1, vertices in T have to be between vertices of T` and Tr in any umbrella ordering of
G− I. Therefore, Definition 3.4(2) cannot be satisfied by any umbrella ordering of G− I. This justifies
Step 5.3. We prove the correctness of step 6 by arguing that If the procedure passes step 5, then it
satisfies Definition 3.4(2-3). We use the umbrella ordering of G− I from T by replacing each set by an
arbitrary ordering. Condition (2) is satisfied for vertex ui after the ith iteration, and the sets containing
N(ui) would never be touched after that. On the other hand, step 5 never switches the order of two
sets, and hence N(I) ⊆ N[v] for any vertex in the first set, which is a subset of T1. Hence, condition (3)
is satisfied as well.
It remains to show that the algorithm can be implemented in O(n+m) time. It is straightforward
for steps 1–4, and hence we focus on step 5. For each set in T, we maintain a doubly linked list; further,
we connect these lists into another doubly linked list. This allows us, among others, to split in time
proportional to the number of elements to be split from a set. We also maintain an array of size n, of
which the ith element points to the position of the ith vertex in the doubly linked lists. With these
data structures it is straightforward to implement step 5 in O(n+m) time. In the first iteration, we
go through all the n vertices to find T` and Tr; after that we scan from the T` and Tr of the previous
iteration to the left and to the right respectively. Hence, in ith iteration with 1 < i 6 |I|, we scan only
O(d(ui)) vertices. This completes the proof.
We summarize our algorithm in Figure 9.
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1. for each component C of G do
if C is an unit interval graph then remove C from G;
2. if G is empty then return “yes”;
3. if G has more than one component then return “no”;
4. while G has a universal or isolated vertex v then G← G− v;
5. if G is empty then return “yes”;
6. if G is not connected then
if there are more than two components then return “no”;
if one component is a clique, and the other is a threshold graph
then return “yes”;
else return “no”;
7. if a vertex is deleted in step 4, then add a universal vertex to G;
8. build a clique path K1, . . . ,Kp of G;
9. build IL and IR by greedily taking simplicial vertices from the clique path;
10. if either of IL and IR defines a partition satisfying Definition 3.4
then return “yes”;
else return “no.”
Figure 9: The algorithm for recognizing paired threshold graphs.
Proof of Theorem 1.3. We use the algorithm described in Figure 9. We first prove its correctness.
Steps 1–3 follow from Proposition 2.3 and Lemma 3.3. Steps 4–7 follow from Lemma 4.3. Steps 8–10
follow from Proposition 3.6 and Theorem 3.7.
We now analyze its running time. Step 1 calls the O(m+ n)-time algorithm in [3]. Steps 2 and 3
are trivial. In step 4, note that isolated vertices and universal vertices can be decided simply by vertex
degrees. Step 5 is trivial. Step 6 can also be easily done in time O(m + n): It suffices to check the
vertex degrees. Step 7 is trivial. Step 8 calls an algorithm of [9] or [7], and step 9 is straightforward.
Step 10 calls the O(m+ n)-time procedure of Lemma 4.4. This concludes the proof.
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