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Abstract
En este artculo ecuaciones diferenciales autnomas de orden uno so-
bre dominios de integridad son estudiadas. Se construye el anillo aut-
nomo A(∆HR[[x]]) y su anillo de funciones generadoras exponenciales
ρtA(∆HR[[x]]) a partir del anillo expansin de Hurwitz ∆HR[[x]] del anillo
Hurwitz de series de potencias HR[[x]]. El anillo ρtA(∆HR[[x]]) induce el
anillo de semi sistemas dinmicos (R,HS [[t]], ρtA(∆HR[[x]])) en donde es
posible encontrar soluciones exactas cuando la funcin que rige el sistema
se expresa como suma o producto de otras funciones.
Keywords: power series ring, Hurwitz expansion ring, autonomous operator,
autonomous ring ,dynamical systems
Mathematics Subject Classification: 47H99, 16W99, 34A34, 11B83
1 Introduction
Un problema muy importante en la teora de ecuaciones diferenciales autnomas
es encontrar soluciones exactas de stas. En el caso uni-dimensional las soluciones
de φ′ = f(φ) se pueden encontrar por medio de usar el mtodo de separacin de
variables. Sin embargo, no siempre ser posible encontrar soluciones explcitas
de estas ecuaciones por este mtodo. En este artculo proponemos un mtodo
distinto que permite no slo encontrar soluciones a estas ecuaciones sino adems
poder otorgar con una estructura de anillo al conjunto de sistemas dinmicos de
dimensin uno. ste tipo de soluciones son encontradas si la funcin del sistema
f(x) es tomada del anillo Hurwitz de series de potencias HR[[x]], donde R es un
dominio de integridad.
En el artculo [5] realizamos una primera aproximacin a este tipo de solu-
ciones. En particular encontramos una solucin analtica a la ecuacin autnoma
φ(k) = f(φ) de orden k en trminos de polinomios autnomos. En este trabajo nos
limitaremos a ecuaciones de orden 1. Los polinomios autnomos son construidos
usando polinomios de Bell. Los polinomios de Bell son una herramienta muy til
en matemticas para representar la n-sima derivada de la composicin de funciones
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(vese [3]). En efecto, sean f y g dos funciones analticas con representacin en series
de potencias
∑
an
xn
n!
y
∑
bn
xn
n!
, respectivamente, con an, bn ∈ C. Entonces
f(g(x)) = f(b0) +
∞∑
n=1
Yn(b1, ..., bn; a1, ..., an)
xn
n!
, (1)
donde Yn es el n-nesimo polinomio de Bell. Por ejemplo, es bien conocido que
Y1(b1; a1) = a1b1,
Y2(b1, b2; a1, a2) = a1b2 + a2b
2
1,
Y3(b1, b2, b3; a1, a2, a3) = a1b3 + a2(3b1b2) + a3b
3
1.
Los polinomios de Bell pueden ser expresados explicitamente por medio de
usar la frmula de Faa´ di Bruno ([3])
Yn(b1, ..., bn; a1, ..., an) =
n∑
k=1
Bn,kak, (2)
donde
Bn,k =
∑
|p(n)|=k
n!
j1!j2! · · · jn!
[
b1
1!
]j1 [b2
2!
]j2
· · ·
[
bn
n!
]jn
, (3)
donde la suma corre sobre todas las particiones p(n) de n, es decir, n = j1+2j2+
· · ·+ njn, jh denota el nmero de partes de tamao h y |p(n)| = j1 + j2 + · · ·+ jn
es la longitud de la particin p(n).
Sea f con representacin en serie de potencias y sea{
u′ = f(u)
u(0) = x
(4)
la ecuacin diferencial autnoma con problema de valor inicial.
En [5] introdujimos los polinomios autnomos, los cuales son los coeficientes
de la solucin analtica de la ecuacin (4) expresados como una funcin del valor
inicial en la siguiente manera{
A1(f(x)) = f(x),
An+1(f(x), f
′(x), ..., f (n)(x)) = Yn(A1(f(x)), ..., An(f(x)); f
′(x), ..., f (n)(x))
(5)
De (5) podemos ver que cada polinomio autnomo An es definido sobre la
sucesin (f (n)(x))n≥0 de derivadas de f(x). Esto significa que los polinomios
autnomos estn definidos en el anillo expansin de Hurwitz del anillo de serie de
potencias HR[[x]] con coeficientes en el anillo R. En este artculo ecuaciones
diferenciales autnomas de orden uno con funciones en HR[[x]] son estudiadas.
El artculo est dividido de la siguiente manera. En la segunda seccin el anillo
(∆HR[[x]],+, ∗) y su estructura es estudiado. En la tercera seccin definimos
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el operador autnomo y construimos el anillo autnomo (A(∆HR[[x]]),⊞,⊛) que
servir de base para realizar operaciones con sistemas dinmicos. Sistemas dinmicos
sobre anillos son definidos en la seccin cuatro. En esta seccin es probado que el
flujo de un sistema dinmico es un R-mdulo actuando sobre el espacio de fases
del sistemas. Por ltimo, en la seccin cinco el anillo de funciones generadoras de
sucesiones del anillo autnomo es establecido. Con este anillo es posible construir
el anillo de semi sistemas dinmicos y con el cual ser posible realizar operaciones
con flujos. Esto es, podemos descomponer los flujos de un sistema dinmico en
trminos de flujos ms sencillos.
En todo este artculo R ser un anillo de caracterstica cero. Adems, N ser el
monoide de enteros no negativos y N1 ser el semigrupo de enteros positivos.
2 El anillo expansin (∆HR[[x]],+, ∗)
En todo este articulo denote (R,+, ·) un dominio de integridad. Definimos los
siguientes conjuntos:
HR = {(an)n∈N : an ∈ R} (6)
H
(n)
R = {a ∈ HR : a = (a0, a1, a2, ..., an, 0, 0, ...)} (7)
H
m
R = {a ∈ HR : a = (0, ..., 0, am, am+1, ...), am 6= 0} (8)
Sean a = (an)n∈N y b = (bn)n∈N en HR. Defina la suma en HR como a+b =
(an + bn)n∈N. Denote ⊙ el producto Hadamard de a y b dado por a ⊙ b =
(an · bn)n∈N, es decir, el producto en HR es definido componente a componente.
Luego (HR,+,⊙) es un anillo con elemento unidad 1 = (1, 1, 1, ...). Un elemento
a es invertible en HR con respecto al producto ⊙ si y solo si an ∈ R∗ para todo
n ≥ 0.
Ahora denote ∗ el producto Hurwitz en HR como
a ∗ b =
(
n∑
h=0
(
h
n
)
ahbn−h
)
n∈N
. (9)
Entonces (HR,+, ∗) es un anillo con elemento unidad e = (1, 0, 0, ...). Un
elemento a = (an)n∈N en HR es invertible con respecto a ∗ si y solo a0 ∈ R∗.
Denote
H
∗
R = {a−1 : a ∈ HR}
el conjunto de elementos invertibles en (HR,+, ∗), donde a−1 = b = (bn)n∈N con{
b0 = a
−1
0
bn = −a−10
∑n
h=1
(
n
h
)
ahbn−h, n ≥ 1.
(10)
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Ahora denote HR[[x]] el conjunto de series de potencias formales de la forma∑∞
n=0 an
xn
n!
con coeficientes en R. Es claro que (HR[[x]],+, ·) es un anillo con
adicion y producto de series ordinaria, es decir
f(x) + g(x) =
∞∑
n=0
(an + bn)
xn
n!
,
f(x) · g(x) =
∞∑
n=0
n∑
k=0
(
n
k
)
akbn−k
xn
n!
,
con f(x) =
∑∞
n=0 an
xn
n!
, g(x) =
∑∞
n=0 bn
xn
n!
∈ HR[[x]]. El anillo HR[[x]] es
conocido como anillo de Hurwitz de series de potencias (vese [4]).
Sea ρx : (HR,+, ∗)→ (HR[[x]],+, ·) un isomorfismo dado por
ρx(a) = ρx((an)n∈N) =
∞∑
n=0
an
xn
n!
= f(x).
Si ρx(a) = f(x) y ρx(b) = g(x), entonces
ρx(a ∗ b) = ρx(a) · ρx(b)
y
ρx(a
−1) =
1
ρx(a)
= (ρx(a))
−1
Sea δ una derivacion sobre HR definida por
δ((an)n∈N) = (an+1)n∈N
con δ(a ∗ b) = δ(a) ∗ b+ a ∗ δ(b) y sea δx ≡ ddx una derivacion sobre HR[[x]]
dada por
δx
(
∞∑
n=0
an
xn
n!
)
=
∞∑
n=0
an
δxx
n
n!
=
∞∑
n=0
an+1
xn
n!
.
Entonces
δxρx(a) = ρx(δa), (11)
es decir, el siguiente diagrama conmuta
HR
ρx

δ
// HR
ρx

HR[[x]]
δx
// HR[[x]]
(12)
Es facil notar que Ker δ ⊂ Ker δx = R, es decir, que el anillo de constante de
HR esta contenido en el anillo de constante de HR[[x]].
Por otro lado, defina ∆a = (a, δa, δ2a, ...). Entonces ∆(a + b) = ∆a + ∆b,
∆(a ∗ b) = ∆(a) ∗ ∆(b). Esto es, ∆ es un homomorfismo de (HR,+, ∗) en
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(HS,+, ∗), donde S = HR. Denote ∆HR su imagen. ∆ es conocido como
homomorfismo de Hurwitz y el anillo (∆HR,+, ∗) es conocido como anillo ex-
pansin de HR. El anillo ∆HR[[x]] es diferenciable con derivada definida por
δ = (δ0, δ, δ2, ...). Igualmente, definimos el homomorfismo ∆x : HR[[x]] →
HS[[x]] por ∆xf(x) = (f(x), δxf(x), δ
2
xf(x), ...). Entonces ∆x(f(x) + g(x)) =
∆x(f(x))+∆x(g(x)), ∆x(f(x)g(x)) = ∆x(f(x))∗∆x(g(x)) y (∆HR[[x]],+, ∗) es
un anillo. Luego por (11) tenemos que
ρx(∆a) = ∆xρx(a) (13)
y
HR
ρx

∆
// ∆HR
ρx

HR[[x]]
∆x
// ∆HR[[x]]
(14)
en donde ρx es un isomorfismo de ∆HR en ∆HR[[x]] definido por
ρx(∆a) = (ρx(a), ρx(δa), ρx(δ
2a), ...).
De ahora en adelante nuestro inters principal estar concentrado en el anillo difer-
encial (∆HR[[x]],+, ∗) y por eso cuando usemos el homomorfismo ∆ nos referire-
mos a ∆x y con la derivada δ entenderemos que es con respecto a la indeterminada
x.
Como ∆(cf(x)) = c∆(f(x)), con c ∈ R, entonces ∆HR[[x]] es un R-algebra
con identidad e∆ = ∆(1) = (1, 0, ...) y elemento cero 0 = (0, 0, ...). Entonces
∆ : HR[[x]]→ ∆HR[[x]] es un R-isomorfismo de algebras con Ker∆ = {0}. Un
elemento ∆ρx(a) en ∆HR[[x]] es invertible si y solo si ρx(a) es invertible si y solo
si a es invertible con respecto al producto de Hurwitz si y solo si a0 es invertible
en R y
(∆ρx(a))
−1 = ∆(ρx(a))
−1 = ∆ρx(a
−1).
Por otro lado, x ∗ xq−1
q!
=
(
q
0
)
xq
q!
= q x
q
q!
. Luego si R = Zq, entonces x ∗ xq−1q! = 0
y el anillo HR[[x]] no es un dominio. Luego en este articulo se exigira que la
caracteristica de R sea cero.
Theorem 1. Si R es un dominio integral, entonces HR[[x]] es un dominio integral
y ∆HR[[x]] es un dominio integral.
Proof. Es un hecho que R dominio implica que HR[[x]] es un dominio tambin.
Ahora tome ∆f , ∆g de ∆HR[[x]]. Si ∆f ∗∆g = ∆(fg) = 0, entonces fg = 0.
Luego o f = 0 o g = 0. De este modo o ∆f = 0 o ∆g = 0 y ∆HR[[x]] es un
dominio tambin.
Sea I un ideal en R. De [2] usamos la siguiente notacin para ideales en
HR[[x]]:
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I + 〈x〉 =
{
f(x) =
∞∑
n=0
an
xn
n!
: a0 ∈ I
}
(15)
HI [[x]] =
{
f(x) =
∞∑
n=0
an
xn
n!
: an ∈ I
}
(16)
Theorem 2. 1. Si I + 〈x〉 * HI [[x]], entonces I + 〈x〉 no es un ideal diferen-
cial. Luego el ideal ∆(I + 〈x〉) tampoco es diferencial.
2. HI [[x]] es un ideal diferencial. Luego el ideal ∆HI [[x]] es diferencial.
Proof. Tomemos f(x) =
∑∞
n=0 an
xn
n!
∈ I + 〈x〉. Entonces δf(x) est en I + 〈x〉
slo si a1 ∈ I. Como se debe tener δ(I + 〈x〉) ⊆ I + 〈x〉, entonces se debe tener
I + 〈x〉 ⊆ H I [[x]]. De este modo I + 〈x〉 no es diferencial. Como δ∆(I + 〈x〉) =
∆δ(I + 〈x〉), entonces ∆(I + 〈x〉) tampoco es un ideal diferencial. Claramente
δH I [[x]] = H I [[x]]. Luego H I [[x]] es un ideal diferencial. Como δ∆H I [[x]] =
∆δH I [[x]] = ∆H I [[x]], entonces ∆H I [[x]] es diferencial.
Denote φ el homomorfismo de ∆HR[[x]] en HR[[x]] mapeando la expansin
∆f(x) de f(x) en f(x), es decir φ(∆f(x)) = f(x).
Proposition 1. Sea I un ideal en R. Entonces
1. ∆HR[[x]]/φ
−1(I + 〈x〉) ≃ HR[[x]]/(I + 〈x〉) ≃ R/I.
2. ∆HR[[x]]/∆HI [[x]] ≃ ∆(HR[[x]]/HI [[x]]) ≃ ∆HR/I [[x]].
Proof. 1. Sea J = I+〈x〉. Defina el mapa ψ : ∆HR[[x]]→ HR[[x]]/J por ψ =
τ ◦φ, donde τ : HR[[x]]→ HR[[x]]/J es el mapa cannico. Entonces ψ es un
homomorfismo sobreyectivo conKer(ψ) = φ−1(J) y as ∆HR[[x]]/φ
−1(J) ≃
HR[[x]]/J . El resto es un resultado conocido.
2. Como HR[[x]]/H I [[x]] ≃ HR/I [[x]], entonces ∆(HR[[x]]/H I [[x]]) ≃ ∆HR/I [[x]].
Defina el mapa σ : ∆HR[[x]] → ∆HR/I [[x]] por σ(∆f) = ∆f , donde
f(x) =
∑∞
n=0 an
xn
n!
. Entonces σ es un homomorfismo sobreyectivo con
Ker(σ) = ∆H I [[x]]. Luego ∆HR[[x]]/∆H I [[x]] ≃ ∆HR/I [[x]].
Theorem 3. Si Mα es el conjunto de ideales maximales de HR[[x]], entonces
∆Mα es el conjunto de ideales maximales de ∆HR[[x]].
Proof. Si M es un ideal maximal de HR[[x]], entonces ∆M = φ
−1(M) es un
ideal maximal de ∆HR[[x]]. Ahora sea ∆M el ideal maximal de ∆HR[[x]],
entonces φ(∆M) es un ideal de HR[[x]]. Tome ∆h ∈ ∆HR[[x]] \∆M . Entonces
(∆M,∆h) = ∆HR[[x]] y as existe ∆f ∈ ∆M , ∆g ∈ ∆HR[[x]] tal que e∆ =
∆g ∗∆h+∆f = ∆(gh+ f) = ∆(1). As 1 = gh+ f ∈ (φ(∆M), h) y se sigue que
φ(∆M) es un ideal maximal de HR[[x]].
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Theorem 4. Si P +〈x〉 y HP [[x]] son ideales primos en HR[[x]], entonces ∆(P +
〈x〉) y ∆HP [[x]] son ideales primos en ∆HR[[x]].
Proof. Si ∆f ∗∆g = ∆(fg) ∈ ∆(P+〈x〉), entonces fg ∈ P+〈x〉 y as f ∈ P+〈x〉
o g ∈ P + 〈x〉. Luego ∆f ∈ ∆(P + 〈x〉) o ∆g ∈ ∆(P + 〈x〉). Igualmente es
probado la otra parte.
Ahora veremos el caso ms trivial de anillos de expansin de Hurwitz cuando
R es un campo. Denotaremos este campo con F
Theorem 5. El anillo ∆HF [[x]] es un dominio de ideales principales siendo
estos de la forma 〈∆(xn)〉 para todo n ≥ 1 y con nico ideal maximal 〈∆x〉.
Proof. Es un hecho conocido que si F es un campo, entonces (HF [[x]],+, ·) es un
dominio de ideales principales con ideales 〈xn〉, n ≥ 1. Como ∆ es un isomorfismo
de (HF [[x]],+, ·) en (∆HF [[x]],+, ∗), entonces se sigue que 〈∆(xn)〉 es el conjunto
de ideales en ∆HF [[x]] y de igual manera se prueba que 〈∆(x)〉 es su ideal
maximal.
Theorem 6. El conjunto ∆HF ((x)) = ∆HF [[x]]/ 〈∆x〉 es un campo en donde
cada f(x)−1 en ∆f(x)−1 es de la forma
f(x)−1 =
∞∑
n=0
bn
xn
n!
(17)
donde
bn =
n!
a0
Bn
(
− a1
a01!
,− a2
a02!
, ...,− an
a0n!
)
. (18)
Proof. Como ∆ 〈x〉 es maximal, se sigue por la Proposicin 3 que ∆HF ((x)) es
un campo. Por [1] todo elemento invertible en HR[[x]] es de la forma arriba.
3 El anillo autnomo (A(∆HR[[x]]),⊞,⊛)
En esta seccin el anillo autnomo es construido. Este es un anillo de sucesiones
de polinomios autnomos definidos en el anillo ∆HR[[x]]. Primero definimos
el operador autnomo y establecemos sus propiedades. Seguido usamos dicho
operador para construir las operaciones binarias del anillo autnomo
Definition 1. Sea HS el anillo de sucesiones definidas sobre el anillo S =
HR[[x]]. Definimos el operador autnomo A como el mapa no lineal A :
∆HR[[x]]→ HS definido por
A(∆f) = (An([δ
n−1f ]))n∈N1 (19)
con [δnf ] = (f, δf, ..., δnf), en donde los An son definidos recursivamente por
A1([δ
0f ]) = A1([f ]) = f, (20)
An+1([δ
nf ]) = Yn(A1([δ
0f ]), A2([δ
1f ])..., An([δ
n−1f ]); δ1f, ..., δnf), (21)
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n ≥ 1.
Los polinomios An en las indeterminadas δ
0f, δ1f, ..., δn−1f sern llamados poli-
nomios autnomos.
Algunos polinomios An son
A1([δ
0f ]) = f,
A2([δ
1f ]) = A1([δ
0f ])δ1f = fδf,
A3([δ
2f ]) = A2([δ
1f ])δf + A21([δ
0f ])δ2f,
= f(δf)2 + f 2δ2f,
A4([δ
3f ]) = A3([δ
2f ])δ1f + 3A1([δ
0f ])A2([δ
1f ])δ2f + A31([δ
0f ])δ3f,
= f(δf)3 + 4f 2δ1fδ2f + f 3δ3f.
En el siguiente Lema veremos como construir el polinomio autnomo An(δ
n−1f(x))
a partir del polinomio An−1(δ
n−2f(x))
Lemma 1. Tome f(x) ∈ HR[[x]]. Entonces
An+1([δ
nf(x)]) = f(x)δ(An([δ
n−1f(x)])), (22)
con n ≥ 1.
Proof. Por definicin A2([δf ]) = fδ(f). Ahora suponga por hiptesis de induccin
que An([δ
n−1f ]) = fδ(An−1([δ
n−2f ])). Ponga An ≡ An([δn−1f ]). Por un lado
tenemos
An+1 = δfAn + δ
2f{A1An−1 + A2An−2 + · · · }+ · · ·
= δ(f)fδ(An−1) + δ
2(f){ffδ(An−2) + fδ(A1)An−2 + · · · }+ · · ·
= f [δ(f)δ(An−1) + δ
2(f){fδ(An−2) + δ(A1)An−2 + · · · }+ · · · ]
Y por otro lado,
fδ(An) = fδ(δ(f)An−1 + δ(f){A1An−2 + A2An−3 + · · · }+ · · · )
= f [δ(f)δ(An−1) + δ
2(f)An−1 + δ
2(f)δ(A1)An−2 + δ
2(f)A1δ(An−2) + · · · ]
= f [δ(f)δ(An−1) + δ
2(f){fδ(An−2) + δ(A1)An−2 + · · · }+ · · · ]
Ahora por comparar los resultados obtenemos An+1 = fδ(An).
De lo anterior obtenemos el siguiente corolario
Corollary 1. Tome f(x) ∈ HR[[x]]. Entonces
An([δ
n−1f(x)]) =
n︷ ︸︸ ︷
f(x)δ(· · · f(x)δ(f(x))) . (23)
Ahora definiremos operaciones en A(∆HR[[x]]) que permitan darle estructura
de anillo.
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Definition 2. Definimos la suma ⊞ sobre A(∆HR[[x]]) de la siguiente manera
A(∆f)⊞ A(∆g) = A(∆f) + A(∆g) + (Hn(f, g))n∈N1 (24)
en donde H1(f, g) = 0 y Hn(f, g) es un polinomio en las variables f, f
′, ..., f (n−1)
y g, g′, ..., g(n−1), n ≥ 2.
Lemma 2. Asumiendo que
Hn+1(f, g) = fδAn([δ
(n−1)g]) + gδAn([δ
(n−1)f ]) + (f + g)δHn(f, g) (25)
entonces
A(∆f(x))⊞ A(∆g(x)) = A(∆f(x) + ∆g(x)) (26)
Proof. Calculando los polinomios autnomos para la suma f + g obtenemos
An([δ
(n−1)(f + g)]) = An([δ
(n−1)f ]) + An([δ
(n−1)g]) +Hn(f, g). (27)
en dondeHn(f, g) es un polinomio en las variables f, f
′, ..., f (n−1) y g, g′, ..., g(n−1).
Si Hn(f, g) satisface (25) y por el Lemma 1 tenemos
An+1([δ
(n)(f + g)]) = (f + g)δAn([δ
(n−1)(f + g)])
= (f + g)δ[An([δ
(n−1)f ]) + An([δ
(n−1)g]) +Hn(f, g)]
= fδAn([δ
(n−1)f ]) + gδAn([δ
(n−1)g]) + fδAn([δ
(n−1)g])
+gδAn([δ
(n−1)f ]) + (f + g)Hn(f, g)
= An+1([δ
(n)f ]) + An+1([δ
(n)g]) +Hn+1(f, g)
Luego es seguido el estamento.
Denote exp(a) la sucesin (an)n∈N1 en HR.
Proposition 2. Sea f ∈ HR[[x]] y a ∈ R. Entonces
A(a∆f(x)) = exp(a)A(∆f(x)), (28)
Proof. Probaremos que An([aδ
n−1f ]) = anAn([δ
n−1f ]). La prueba ser por in-
duccin. Es ciert para n = 1 puesto que A1([aδ
0f ]) = af = aA1([f ]). Ahora
suponga que nuestro estamento se cumple para todo nmero ms pequeo que n y
consideraremos el caso n + 1. Tenemos
An+1([aδ
nf ]) =
n∑
k=1
∑
|p(n)|=k
n!
j1! · · · jn!
[
aA1
1!
]j1
· · ·
[
anAn
n!
]jn
aδkf
=
n∑
k=1
∑
|p(n)|=k
n!aj1+2j2+···+njn+1
j1! · · · jn!
[
A1
1!
]j1
· · ·
[
An
n!
]jn
δkf
= an+1
n∑
k=1
∑
|p(n)|=k
n!
j1! · · · jn!
[
A1
1!
]j1
· · ·
[
An
n!
]jn
δkf
= an+1An+1([δ
nf ])
y nuestra afirmacin es cierta.
9
Theorem 7. (A(∆HR[[x]]),⊞) es un grupo conmutativo.
Proof. Por el Lema 2, A(∆f)⊞A(∆g) ∈ A(∆HR[[x]]). Ahora Tome 0 ∈ HR[[x]].
Por notar que ∆0 = (0, 0, ...) = 0, entonces A(∆0) = 0 y por el Lema anterior
A(∆f)⊞ 0 = A(∆f)⊞ A(∆0)
= A(∆f +∆0)
= A(∆f)
luego 0 es el elemento neutro en (A(∆HR[[x]]),⊞). Por la proposicin anterior
es fcil mostrar que exp(−1)A(∆f) es el inverso aditivo de A(∆f). Finalmente
la asociatividad y conmutatividad de (A(∆HR[[x]]),⊞) sigue de las propias de
(∆HR[[x]],+).
De lo anterior se sigue que λ : (A(∆HR[[x]]),⊞) → (∆HR[[x]],+) es un
isomorfismo de grupos.
Definition 3. Definimos el producto ⊛ sobre A(∆HR[[x]]) de la siguiente man-
era
A(∆f)⊛ A(∆g) =
(
n∑
l=1
Al(f)An−l+1(g)
)
n∈N1
(29)
en donde
Al(f) =
∑
|p(n)|=l
α|p(n)|Aj1([δ
j1−1f ])Aj2([δ
j2−1f ]) · · ·Ajr([δjr−1f ]) (30)
y α|p(n)| son nmeros apropiados.
Realizar multiplicaciones en A(∆HR[[x]]) parece muy duro con la definicin
de arriba. Sin embargo, el siguiente lema nos permitir una va ms fcil
Lemma 3. A(∆f(x))⊛ A(∆g(x)) = A(∆f(x) ∗∆g(x))
Proof. Pongamos An(f) ≡ An([δn−1f(x)]). Por definicin A(∆f(x) ∗ ∆g(x)) =
A
(
(
∑n
k=0
(
n
k
)
δ(k)f(x)δ(n−k)g(x))n∈N
)
. Luego
A1(fg) = fg = A1(f)A1(g),
A2(fg) = (ff
′)(g2) + (f 2)(gg′) = A2(f)A
2
1(g) + A
2
1(f)A2(g),
A3(fg) = f
3(g(g′)2 + g2g′′) + 4f 2f ′g2g′ + (f(f ′)2 + f 2f ′′)g3
= A31(f)A3(g) + 4A1(f)A2(f)A1(g)A2(g) + A
3
1(g)A3(f).
Suponga por induccin que
An(fg) =
n∑
l=1
Al(f)An−l+1(g). (31)
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Por el Lema 1, An+1(fg) = fgδAn(fg). Entonces usando la hiptesis de induccin
An+1(fg) = fgδAn(fg)
= fgδ
(
n∑
l=1
Al(f)An−l+1(g)
)
= fgδ
(
A1(f)An(g) +
n−1∑
l=2
Al(f)An−l+1(g) +An(f)An(1)
)
= fδA1(f)gAn(g) + fA1(f)gδAn(g)
+
n−1∑
l=2
[fδAl(f)gAn−l+1(g) + fAl(f)gδAn−l+1(g)]
+fδAn(f)gA1(g) + fAn(f)gδA1(g)
Nuevamente usaremos el Lema 1 y que A1(f) = f , A1(g) = g. Tenemos
fδA1(f) = fδAn(f) = An+1(f)
fδAn(f) = fδAn1 (f) = nAn−11 (f)fδA1(f) = nAn−11 (f)A2(f)
fAl(f) = A1(f)Al(f), 1 ≤ l ≤ n
y
fδAl(f) = f
∑
|p(n)|=l
α|p(n)|
l∑
k=1
Aj1(f) · · · δAjk(f) · · ·Ajl(f)
=
∑
|p(n)|=l
α|p(n)|
l∑
k=1
Aj1(f) · · ·fδAjk(f) · · ·Ajl(f)
=
∑
|p(n)|=l
α|p(n)|
l∑
k=1
Aj1(f) · · ·Ajk+1(f) · · ·Ajl(f).
Igualmente se obtiene gδAn−l+1(g) simplemente por reemplazar f por g y por
notar que n − l + 1 toma los mismos valores que l cuanto ste vara entre 1 y
n. Adems notamos que A1(f)Al(f) y fδAl(f) estn contenidos en Al+1(f) y
que A1(g)An−l+1(g) y gδAn−l+1(g) estn contenidos en An−l+2(g) para l entre 2
y n− 1. Finalmente juntamos todo lo anterior para obtener
An+1(fg) = An+1(f)A
n+1
1 (g) +
n∑
l=2
Al(f)An−l+2(g) + An+1(g)An+11 (f)
= A1(f)An+1(g) +
n∑
l=2
Al(f)An−l+2(g) +A1(g)An+1(l)
=
n+1∑
l=1
Al(f)An−l+2(g)
tal como queriamos demostrar.
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Tome f1f2 · · · fn en HR[[x]]. Entonces
A(∆(f1f2 · · · fn)) = A(∆f1 ∗∆f2 ∗ · · · ∗∆fn)
= A(∆f1)⊛ A(∆f2)⊛ · · ·⊛ A(∆fn).
Tome un polinomio f(x) =
∑n
k=0 akx
k de grado n en HR[[x]]. Entonces es fcil
mostrar que
A[∆f(x)] =
n
⊞
k=0
exp(ak)A[∆x]
k
⊛ (32)
en donde
A[∆x]k⊛ = A[∆x]⊛ A[∆x]⊛ · · ·⊛ A[∆x] (33)
Llamaremos a (32) un polinomio en A(∆HR[[x]]). Si f tiene factorizacin∏n
i=1(x− ai), entonces
A[∆f(x)] = A
(
∆
n∏
i=1
(x− ai)
)
=
n
⊛
i=1
A(∆(x− ai))
=
n
⊛
i=1
(x− ai, x− ai, ...)
=
n
⊛
i=1
(x− ai)1
en donde 1 = (1, 1, 1, ...). Entonces el polinomio A[∆f(x)] factoriza como
⊛
n
i=1(x−ai)1 en A(∆HR[[x]]) y de alguna manera ser posible trasladar las ideas
de la teora de Galois a polinomios en A(∆HR[[x]]), pero sto no ser abordado en
este artculo. Ahora mostraremos que A(∆HR[[x]]) es un anillo
Theorem 8. (A(∆HR[[x]]),⊞,⊛) es un anillo conmutativo con unidad. Este
anillo ser llamado anillo autnomo
Proof. Por el Lemma 3, A(∆f(x)) ⊛ A(∆g(x)) est contenido en A(∆HR[[x]]).
Adems e∆ es una unidad con respecto a ⊛ en A(∆HR[[x]]), pues A(e∆) = e∆ y
A(e∆)⊛ A(∆f(x)) = A(e∆ ∗∆f(x))
= A(∆f(x)).
La asociatividad sigue de la asociatividad de ∗ en ∆HR[[x]]. Finalmente
A(∆f)⊛ (A(∆g)⊞ A(∆h)) = A(∆f)⊛ (A(∆g +∆h))
= A(∆f ∗ (∆g +∆h))
= A(∆f ∗∆g +∆f ∗∆h))
= A(∆f ∗∆g)⊞ A(∆f ∗∆h))
= A(∆f)⊛ A(∆g)⊞ A(∆f)⊛ A(∆h)
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Luego (A(∆HR[[x]]),⊞,⊛) es un anillo con unidad e∆.
Theorem 9. (A(∆HR[[x]]
∗),⊛) es un grupo conmutativo.
Proof. Tenemos que
e∆ = A(e∆)
= A(∆f(x) ∗∆(f(x))−1)
= A(∆f(x))⊛ A(∆(f(x))−1).
Luego A(∆f(x)) tiene inverso con respecto a ⊛ y
A(∆f(x))−1 = A((∆f(x))−1) = A(∆(f(x)−1)).
De este modo (A(∆HR[[x]]),⊛) es un grupo claramente conmutativo.
Entonces el mapa λ es un isormorfismo del anillo (∆HR[[x]],+, ∗) en el anillo
(A(∆HR[[x]]),⊞,⊛). Luego podemos extender los teoremas del final de la seccin
anterior al anillo (A(∆HR[[x]]),⊞,⊛). Tenemos
Theorem 10. A(∆HR[[x]]) es un dominio integral.
Sea χ : A(∆HR[[x]])→ HR[[x]] un homomorfismo definido por χ(A[∆f(x)]) =
A1[f(x)] = f(x). Entonces
Proposition 3. Sea I un ideal en R. Entonces
1. A(∆HR[[x]])/χ
−1(I + 〈x〉) ≃ ∆HR[[x]]/φ−1(I + 〈x〉) ≃ HR[[x]]/(I + 〈x〉) ≃
R/I.
2. A(∆HR[[x]])/A(∆HI [[x]]) ≃ A(∆HR/I [[x]]).
Theorem 11. Si ∆Mα es el conjunto de ideales maximales de ∆HR[[x]], en-
tonces A(∆Mα) es el conjunto de ideales maximales de A(∆HR[[x]]).
Theorem 12. Si ∆(P + 〈x〉) y ∆HP [[x]] son ideales primos en ∆HR[[x]], en-
tonces A(∆(P + 〈x〉)) y A(∆HP [[x]]) son ideales primos en A(∆HR[[x]]).
Theorem 13. Sea F un campo. El anillo A(∆HF [[x]]) es un dominio de ideales
principales siendo estos de la forma
〈A(∆(xn))〉 = A[∆x]n⊛ ⊛ A(∆HR[[x]]) (34)
para todo n ≥ 1 y con nico ideal maximal
〈A(∆x)〉 = A[∆x]⊛ ⊛ A(∆HR[[x]]) (35)
Theorem 14. Sea F un campo. El conjunto A[∆HF ((x))] = A(∆HF [[x]])/ 〈A(∆x)〉
es un campo.
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Por ltimo, defina la evaluacin ǫ0 : HR[[x]] → R por ǫ0(f(x)) = ǫ0ρx(a) = a0.
Ahora extienda ǫ0 a A(∆HR[[x]]) por definir el homomorfismo ǫ0 : A(∆HR[[x]])→
HR por ǫ0(A[∆f(x)]) = ǫ0(A[∆ρx(a)]) = A(a). El ncleo de ǫ0 es Ker(ǫ0) =
〈A(∆x)〉. As A(∆HR[[x]])/ 〈A(∆x)〉 ≃ HR.
Por otro lado, podemos definir las operaciones ⊞ y ⊛ en HR por notar que
A(a)⊞ A(b) = A(a+ b)
A(a)⊛ A(b) = A(a ∗ b)
De este modo A(HR) es un anillo con estas operaciones. Ahora sea µ el homo-
morfismo µ : (HR,+, ∗)→ (HR,⊞,⊛). El ncleo de µ es
Ker(µ) = {a ∈ HR : a0 = 0} (36)
Luego HR /Ker(µ) ≃ A(HR).
4 Dynamical system associated with A(∆f(x))
Un sistema dinmico continuo uni-dimensional es una terna (S,X, φ) en donde
S ⊆ R es el conjunto de tiempos, X ⊆ R es el espacio de fases y φ : S ×X → X
es el flujo del sistema satisfaciendo
1. φ(0, x) = x
2. φ(t, φ(s, x)) = φ(t+ s, x)
Cuando S = R y poniendo φt(x) = φ(t, x) notamos que φt es un grupo accin
sobre el espacio de fases X . Cuando arriba ponemos S = Z, el sistema dinmico
viene a ser un sistema dinmico discreto. En esta seccin definimos un sistema
dinmico con S = R un anillo, X = HT [[t]] con T es algn anillo con coeficientes
en HR[[x]].
De [6] sabemos que la solucin φ of (4) es dada por
φ(t, x) = x+
∞∑
n=1
An([f
(n−1)(x)])
tn
n!
. (37)
Esta solucin es un flujo definido sobre ∆f(x). Luego podemos notar que el
operador A lleva ∆f(x) al grupo accin {φt : t ∈ R}. Con esto en mente tenemos
la siguiente definicin
Definition 4. Definimos un sistema dinmico sobre el anillo R como la terna
(R,HS[[t]],Φ) donde R es el conjunto de tiempos, HS[[t]] el espacio de fases
y Φ es el flujo
Φ(t, x,∆f(x)) = x+
∞∑
n=1
An([δ
(n−1)f(x)])
tn
n!
. (38)
esto es, Φ es el mapa definido por Φ : R × HS[[t]] × ∆HR[[x]] → HS[[t]] donde
S = HR[[x]].
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Theorem 15. Φ(t, x,∆f(x)) es un flujo.
Proof. Cuando t = 0 tenemos de (38) que Φ(0, x,∆f(x)) = x. Ahora probaremos
la propiedad 2). Por un lado, la expansin de Taylor de Φ(s + t, x,∆f(x)) es∑∞
n=0 δ
n
sΦ(s, x,∆f(x))
tn
n!
. Por otro lado, haciendo Φs = Φ(s, x,∆f(x)) tenemos
Φ(t,Φ(s, x,∆f(x)),∆f(x)) = Φs +
∞∑
n=1
An([δ
n−1f(Φs)])
tn
n!
= Φs +
∞∑
n=1
δnsΦ(s, x,∆f(x))
tn
n!
=
∞∑
n=0
δnsΦ(s, x,∆f(x))
tn
n!
= Φ(s+ t, x,∆f(x)).
como queramos probar.
Claramente {Φt : t ∈ R}, con Φt = Φ(t, x,∆f(x)), es un grupo actuando
sobre HS[[t]]. Ms adelante mostraremos que {Φt : t ∈ R} tiene estructura de
R-mdulo. Definamos dos derivadas sobre HS[[t]], δt actuando sobre la variable
t y δx = δ actuando sobre la variable x. Usaremos el Lema 1 para mostrar una
bella relacin entre δtΦ y δxΦ.
Theorem 16. Tome f(x) ∈ HR[[x]]. Entonces
f(x)δxΦ(t, x,∆f(x)) = δtΦ(t, x,∆f(x)) = f(Φ) (39)
Proof. De (38) y del Lema 1 tenemos
f(x)δxΦ(t, x,∆f(x)) = f(x)δx
(
x+
∞∑
n=1
An([δ
n−1
x f(x)])
tn
n!
)
= f(x) +
∞∑
n=1
f(x)δx
(
An([δ
n−1
x f(x)])
) tn
n!
= A1([f(x)]) +
∞∑
n=1
An+1([δ
n
xf(x)])
tn
n!
=
∞∑
n=0
An+1([δ
n
xf(x)])
tn
n!
= δtΦ(t, x,∆f(x)).
A continuacin probaremos que los flujos de δtΦ = f(Φ) y δtΦ = af(Φ), con
a ∈ R, tienen trayectorias que concuerdan. Es decir,
Theorem 17. Para todo a ∈ R se cumple que Φ(t, x, a∆f(x)) = Φ(at, x,∆f(x)).
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Proof. De la Proposicin 2 sabemos que A(a∆f(x)) = exp(a)A(∆f(x)). Entonces
Φ(t, x, a∆f(x)) = x+
∞∑
n=1
anAn([δ
(n−1)f(x)])
tn
n!
= x+
∞∑
n=1
An([δ
(n−1)f(x)])
(at)n
n!
= Φ(at, x,∆f(x)),
tal como queramos mostrar.
Ahora usaremos el resultado anterior para construir un R-mdulo para el flujo
Φ. Ponga Φt,r(x) ≡ Φ(t, x, r∆f(x)). Entonces
Φt,r(x) = Φrt,1(x) = Φr,t(x) = Φ1,rt(x) (40)
Luego podemos definir
ΦR,1(x) = {Φt,1(x) : t ∈ R}. (41)
Mostraremos que ΦR,1 es un R-mdulo actuando sobre HS[[x]]
Theorem 18. Defina el mapa ⋆ : R×ΦR,1 → ΦR,1 por s⋆Φt,1 = Φst,1. Entonces
ΦR,1 es un R-mdulo.
Proof. Ya fue establecido que (ΦR,1, ◦) es un grupo abeliano. Ahora mostraremos
que R acta sobre ΦR,1 va el mapa ⋆. Tenemos
1. v ⋆ (Φt,r ◦Φs,r) = v ⋆Φt+s,r = Φvt+vs,r = Φvt,r ◦Φvs,r = (v ⋆Φt,r) ◦ (v ⋆Φs,r),
2. (v + w) ⋆ Φt,r = Φ(v+w)t,r = Φvt+wt,r = Φvt,r ◦ Φwt,r = (v ⋆ Φt,r) ◦ (w ⋆ Φt,r),
3. (vw) ⋆ Φt,r = Φvwt,r = v ⋆ Φwt,r = v ⋆ (w ⋆ Φt,r),
4. 1 ⋆ Φt,r = Φt,r,
donde v, w ∈ R y ΦR,1 es un R-mdulo izquierdo. Luego por la conmutatividad
de R se sigue que ΦR,1 es un R-mdulo.
Fije un x en R y defina el mapa σ : R→ ΦR,1(x) por σ(t) = Φt,1(x). Entonces
σ(t + s) = Φt+s,1(x) = σ(t) ◦ σ(s), σ(st) = Φst,1(x) = t ⋆ σ(s) = s ⋆ σ(t). Como
el anillo R es un R-mdulo, entonces el mapa σ llega a ser un homomorfismo de
R-mdulos.
Ahora denote
Γx0 := {ǫx0Φt,1(x) : t ∈ R} (42)
la rbita o trayectoria de x0. Entonces Γ0 es la funcin generadora exponencial de
la sucesin ǫ0A(∆f(x)). Si Γx0 = {x0}, entonces x0 es un punto de equilibrio para
ΦR,1(x). Los puntos de equilibrio son obtenidos cuando An([δ
n−1f(x0)]) = 0 para
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todo n, es decir, cuando f(x0) = 0 para algn x0 ∈ R. Si x0 no es un punto de
equilibrio, entonces ser llamado un punto regular de ΦR,1(x).
Sea
Ker(σ) = {t ∈ R : σ(t) = x}
= {t ∈ R : Φt,1(x) = x}
el ncleo de σ. Si x es un punto de equilibrio, σ : R → {x} y Ker(σ) = R. Si
x es un punto regular, Ker(σ) = {0} y σ es inyectivo. Como σ es sobreyectivo,
entonces σ es un isomorfismo de R-mdulos. Diremos que el mdulo ΦR,1(x) es un
mdulo trivial si x es un punto de equilibrio. En otro caso ser llamado un mdulo
no trivial.
Theorem 19. Un R-mdulo no trivial ΦR,1(x) es un mdulo cclico libre de torsin.
Proof. Suponga que x es un punto regular. Para mostrar que ΦR,1(x) es un
mdulo cclico, es suficiente tomar una unidad u en R. Entonces R ⋆ Φu,r(x) =
ΦuR,r(x) = ΦR,1(x) y as ΦR,1(x) es cclico. Ahora mostraremos que ΦR,1(x) es
libre de torsin. Por un lado, existe un ideal I ⊂ R tal que ΦR,1(x) es isomorfo a
R/I. Como ya fue mostrado que R y ΦR,1(x) son isomorfos, entonces sigue que I
es el ideal cero. Por otro lado, ΦR,1(x) es un R-mdulo cclico es equivalente a decir
que el homomorfismo de multiplicacin τs : R→ ΦR,1(x), τs(a) = a⋆Φs,r(x), es un
homomorfismo de R-mdulos sobreyectivo. Escriba I = Ker(τs). Por el primer
teorema de isomorfismo de mdulos, τs es un isomorfismo de R/I a ΦR,1(x). Como
Ker(τs) es el aniquilador Ann(Φs,r(x)) de Φs,r(x), entonces Ann(Φs,r(x)) = I = 0
para cualquier Φs,r(x) ∈ ΦR,s(x) y 0 es el nico elemento de torsin en ΦR,1(x).
Sea I un ideal de R. Entonces σ(I) = ΦI,1(x) es un submdulo en ΦR,1(x) y
ΦR,1(x)/ΦI,1(x) ≃ ΦR/I,1(x) (43)
Luego ΦR/I,1 es un mapa de R/I × HS[[t]] × ∆HR/I [[x]] → HS[[t]], donde
S = HR/I [[x]], satisfaciendo
1. Φ(0, x,∆f(x)) = x
2. Φ(t + s, x,∆f(x)) = Φ(t,Φ(s, x∆f(x)),∆f(x))
3. Φ(t, x, a∆f(x)) = Φ(ta, x,∆f(x))
donde
f(x) =
∞∑
n=0
an
xn
n!
. (44)
y
Φ(t, x,∆f(x)) = 1x+
∞∑
n=1
An([δ
n−1f(x)])
t
n
n!
(45)
Por ejemplo, Si R = Z y I = pZ, p primo, entonces
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Φ(t, x,∆f(x)) = 1x+
∞∑
n=1
An([δ
n−1f(x)])
t
n
n!
= 1x+
p−1∑
k=0
(
∞∑
n=1
Anp+k([δ
np+k−1f(x)])
1
(np+ k)!
)
t
k
.
5 El anillo (ρtA(∆HR[[x]]),⊞,⊛)
En la definicin de sistemas dinmicos de la seccin anterior el espacio de fases es
el anillo HS[[t]] con S = Hx[[x]] y no es clara una estructura compatible con el
anillo A(∆HR[[x]]). En esta seccin definiremos el anillo de funciones generadoras
exponenciales del anillo A(∆HR[[x]]) y usaremos este nuevo anillo para encontrar
soluciones exactas a ecuaciones diferenciales autnomas de orden uno.
Definition 5. Definimos un semi sistema dinmico como la terna (R,HS[[t]],Ψ)
donde R es el conjunto de tiempos, HS[[t]] el espacio de fases, con S = A(∆HR[[x]])
y Ψ es el semi flujo
Ψ(t, x,∆f(x)) = Φ(t, x,∆f(x))− x (46)
esto es, Ψ es el mapa Ψ : R ×HS[[t]]×∆HR[[x]]→ HS[[t]] .
El semi flujo ΨR,1 ≡ Ψ(t, x,∆f(x)), para todo t ∈ R, no constituye un grupo
accin. Sin embargo, su importancia ser establecida por lo que sigue en adelante.
De la seccin 2 sabemos que
Ψ(t, x,∆f(x)) = ρtA(∆f(x))
= ρt((An[δ
n−1f(x)])n∈N1)
=
∞∑
n=1
An[δ
n−1f(x)]
tn
n!
luego es posible extender las operaciones del anillo A(∆HR[[x]]) al conjunto
ρtA(∆HR[[x]]). Tenemos
Definition 6. Tome ∆f(x) y ∆g(x) de ∆HR[[x]]. Definimos la suma ⊕ y el
producto ⊛ en ρtA(∆HR[[x]]) as
ρtA(∆f)⊞ ρtA(∆g) = ρt[A(∆f)⊞ A(∆g)] (47)
ρtA(∆f)⊛ ρtA(∆g) = ρt[A(∆f)⊛ A(∆g)] (48)
Luego tenemos el siguiente resultado
Theorem 20. El conjunto ρtA(∆HR[[x]]) con la suma ⊞ y el producto ⊛ es un
anillo conmutativo con unidades 0 y ρtA(e∆) = t.
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Proof. Por la definicin arriba el conjunto ρtA(∆HR[[x]]) hereda las propiedades
de anillo de A(∆HR[[x]]). Por otro lado, ρtA(e∆) = ρte∆ = t.
Claramente ρt es un isomorfismo de anillos y por lo tanto ρtA(∆HR[[x]])
hereda todas las propiedades algebraicas de A(∆HR[[x]]). El anillo ρtA(∆HR[[x]])
induce la siguiente definicin
Definition 7. Definimos el anillo de semi sistemas dinmicos como el conjunto
(R,HS[[x]], ρtA(∆HR[[x]])) = {(R,HS[[x]],Ψ) : Ψ = ρtA(∆f)} (49)
donde
(R,HS [[x]], ρtA(∆f))⊞ (R,HS [[x]], ρtA(∆g)) = (R,HS [[x]], ρtA(∆(f + g)))
y
(R,HS[[x]], ρtA(∆f))⊛ (R,HS[[x]], ρtA(∆g)) = (R,HS [[x]], ρtA(∆(f ∗ g)))
y en donde (R,HS[[x]], 0) y (R,HS[[x]], t) son las unidades con respecto a ⊞ y
⊛ respectivamente.
El anillo (R,HS[[x]], ρtA(∆HR[[x]])) contiene todas las soluciones a las ecua-
ciones diferenciales autnomas δtΦ = f(Φ) para cada funcin f(x) en HR[[x]].
Gracias a este anillo ser posible descomponer las soluciones de una ecuacin difer-
encial autnoma de orden uno en soluciones ms simples.
Primero suponga que f = f1 + f2 + · · · + fk y deseamos resolver la ecuacin
diferencial δtΦ = f(Φ). El flujo de esta ecuacin viene a ser
Φ(t, x,∆f(x)) = x+Ψ(t, x,∆f(x))
= x+ ρtA(∆f(x))
= x+ ρtA
(
∆
k∑
i=0
fi(x)
)
= x+ ρtA
(
k∑
i=0
∆fi(x)
)
= x+ ρt
(
k
⊞
i=0
A(∆fi(x))
)
= x+
k
⊞
i=0
ρtA(∆fi(x))
As el semi flujo de δtΦ = f(Φ) se descompone en sumandos en donde cada
sumando es el semi flujo de la ecuacin δtΦ = fi(Φ).
Example 1. Encontrar la solucin a la ecuacin diferencial δtΦ = e
Φ + sin(Φ),
donde eax y sin(x) estn en HC[[x]]. Calculamos primero el flujo de δtΦ = e
aΦ.
19
Tenemos
ρtA(∆e
ax) = ρtA(e
ax, aeax, a2eax, ...)
= ρt(e
ax, ae2ax, 2!a2e3ax, ...)
=
∞∑
n=1
(n− 1)!an−1eanx t
n
n!
=
1
a
ln
(
1
1− ateax
)
De este modo
Φ(t, x,∆eax) = x+
1
a
ln
(
1
1− ateax
)
(50)
es el flujo buscado. Ahora slo debemos usar el resultado anterior con a = 1, i,−i.
De este modo
Φ(t, x,∆(ex + sin(x))) = x+ ln
(
1
1− tex
)
⊞ (−i)ln
(
2
2− teix
)
⊞ (i)ln
(
2
2 + te−ix
)
(51)
es el flujo de δtΦ = e
Φ + sin(Φ).
Ahora suponga f = f1f2 · · · fk y busquemos la solucin a la ecuacin δtΦ =
f(Φ). Entonces su semi-flujo ser
ρtA(∆(f1 · · · fk)) =
k
⊛
i=1
ρtA(∆fi)
en donde cada ρtA(∆fi) es el semi-flujo de la ecuacin δtΦ = fi(Φ) asociado al
semi sistema dinmico (R,HS[[x]], ρtA(∆fi)). Luego el flujo de δtΦ = f(Φ) es
Φ(t, x,∆f(x)) = x+
k
⊛
i=1
ρtA(∆fi)
= x+
k
⊛
i=1
[Φ(t, x,∆fi(x))− x].
Ahora suponga que f(x) =
∑n
k=0 akx
k es un polinomio de grado n en HR[[x]].
Queremos calcular el polinomio ρtA(∆f(x)). Necesitaremos algo de notacin.
Tenemos
ρtA[∆x]
k
⊛ = ρtA[∆x] ⊛ · · ·⊛ ρtA[∆x] (52)
Primero calcularemos los monomios ρtA[∆x]
k
⊛
Lemma 4. Cuando k = 0 tenemos que [x(eat − 1)]0⊛ = at y cuando k = 1,
claramente [x(eat − 1)]1⊛ = x(eat − 1). Para k ≥ 2 se tiene
[x(eat − 1)]k⊛ =
x
k−1
√
1− a(k − 1)xk−1t − x (53)
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Proof. Por (52), [x(eat−1)]k⊛ = ρtA[a∆xk ]. Luego necesitamos encontrar el flujo
de la ecuacin δtΦ = aΦ
k. Usando separacin de variables llegamos a que
Φ(t, x, a∆xk) =
x
k−1
√
1− a(k − 1)xk−1t .
Lo restante de la prueba es tener presente que ρtA[a∆x
k] = Φ(t, x, a∆xk)−x.
Luego por aplicacin directa de este Lemma tenemos el siguiente resultado
Theorem 21. Un polinomio de grado n en ρtA(∆HR[[x]]) es de la forma
n
⊞
k=0
ρtA[ak∆x]
k
⊛ = a0t⊞x(e
a1t−1)⊞
n
⊞
k=2
(
x
k−1
√
1− ak(k − 1)xk−1t
− x
)
(54)
Otro resultado importante que se deduce del Lema arriba es el siguiente
Theorem 22. Sea F un campo. Entonces los ideales en ρtA(∆HF [[x]]) son de
la forma
〈ρt(A[∆x])〉 =
〈
x(et − 1)〉 (55)
y
〈ρt(A[∆x]m⊛ )〉 =
〈
x
m−1
√
1− (m− 1)xm−1t − x
〉
(56)
para m ≥ 2
Proof. Sigue por tener en cuenta que 〈A[∆x]m⊛ 〉 son ideales en A(HF [[x]]).
Theorem 23. Sea F un campo. En el campo ρtA[∆HF ((x))] tenemos las sigu-
ientes identidades
at ⊛
t
a
= t (57)
x(et − 1) ⊛
√
2t+ x2 = t (58)(
x
m−1
√
1− (m− 1)xm−1t − x
)
⊛
(
m+1
√
(m+ 1)t+ xm+1 − x
)
= t (59)
para m ≥ 2.
Proof. Debemos tener presente que los semi sistemas dinmicos
(F,HS((t)), ρtA(∆f))
y
(F,HS((t)), ρtA(∆g))
son inversos en el anillo (F,HS((t)), ρtA[∆HF ((x))]) slo si fg = 1. Luego las
identidades de arriba surgen de resolver las ecuaciones diferenciales δtΦ = Φ
m y
δtΦ = Φ
−m.
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Ahora sea F un campo y sea f(x) un polinomio de grado n en F [x] ⊂ HF [[x]].
Adems suponga que f(x) factoriza como
∏n
i=1(x− a1) en F [x]. Entonces
n
⊞
k=0
ρtA[∆x]
k
⊛ = ρtA
(
∆
n∏
i=1
(x− ai)
)
= ρtA
(
n∗
i=1
∆(x− ai)
)
= ρt
(
n
⊛
i=1
A[∆(x − ai)]
)
=
n
⊛
i=1
ρtA[∆(x− ai)]
=
n
⊛
i=1
(x− ai)(et − 1)
Theorem 24. Sea f(x) un polinomio de grado n en R[x]. Entonces el polinomio
ρtA[∆f(x)] factoriza con factores de la forma
(x− a)(et − 1) (60)
(x2 + b2) tan(bt)
b− x tan(bt) (61)
Proof. Sabemos que todo polinomio irreducible en R[x] es de la forma x − a y
x2 + b2. Luego todo polinomio en R[x] contiene estos factores. Por resolver las
ecuaciones δtΦ = Φ− a y δtΦ = Φ2 + b2 obtenemos las funciones arriba.
Example 2. Resolver la ecuacin δtΦ = 1 − Φ + Φ2 − Φ3. Directamente por el
Lema 4 la solucin es
Φ(t, x,∆f(x)) = x+ t⊞ x(e−t − 1)⊞
(
x2t
1− xt
)
⊞
(
x√
1 + 2x2t
− x
)
Por factorizar f(x) se obtiene f(x) = 1− x+ x2 − x3 = (1− x)(x2 + 1). Luego
Φ(t, x,∆f(x)) = x+ ρtA[∆(1− x)]⊛ ρtA[∆(x2 + 1)]
= x+ ρtA[−∆(x− 1)]⊛ ρtA[∆(x2 + 1)]
= x+ (x− 1)(e−t − 1)⊛
(
(x2 + 1) tan(t)
1− x tan(t)
)
sera la solucin factorizada.
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