We introduce a class of nonlinear transformations called \resizing rules" which associate to optimal shape design problems certain equivalent distributed control problems, while preserving the state of the system. This puts into evidence the duality principle that the class of system states that can be achieved, under a prescribed force, via modi cations of the structure (shape) of the system can be as well obtained via the modi cations of the force action, under a prescribed structure.
Introduction
It is our aim to study a class of control into the coe cients problems. The state equation has the form (b u 3 y) = f in ; (1.1) where is a smooth bounded domain in R n ; n 1 ; f 2 L 2 ( ) ; u 2 L 1 ( ) ; b > 0 is a constant. If n 2 , such models are used in the literature for the de ection y of plates or beams of thickness u > 0 a.e. in , and subject to the transverse load f . The coe cient b is a material constant, and we shall x b = 1 in the sequel. We quote Hlavacek, Bock, (clamped plates; @ @ n denotes the outward normal derivative to @ ). In space dimension one, cantilevered beams or unilaterally supported beams (variational inequalities) will be discussed as well. We associate to (1.1) various optimization problems: (identi cation-type problems: the function y d 2 L 2 ( ) is a \desired" or \observed"
de ection). Moreover, natural control and state constraints will be imposed on u ; y : 0 m u(x) M a.e. in ; (1.6) y(x) ? a.e. in ; (1.7) ( m ; M ; are positive constants), y 2 A : (1.8) A L 2 ( ) is a prescribed closed subset, not necessarily convex. Problems of this type are well-known in the literature and their di culty, both from a theoretical and a numerical point of view, was put into evidence in the works of Neto and Polak 17] (with an example of approximating local minimizers converging to a nonstationary point of the original problem), Murat 16] (indicating counter-examples to the existence of minimizers for control into coe cients problems governed by second order equations) and Cheng and Olho 3], Rozvany, Cheng, Olho and Taylor 18] where comprehensive numerical experiments are discussed. In general, in nonconvex minimization problems one may just expect approximation of stationary points. In the case of optimal design of beams this is discussed by Polak and Neto 17] via the use of consistent approximations.
In this work, we introduce a class of nonlinear transformations which may be applied to any of the problems (1.1){(1.8). We call them \resizing rules" with reference to a partial similarity that exists with the Fully Stressed Design method (FSD) appearing in the engineering literature, Haftka, G urdal and Kamat 7, Ch. 9]. Via the resizing rules the control into coe cients problem is transformed into an equivalent distributed control problem. In this way, we see that some of the problems (1.1){(1.8) are convex or even strictly convex (after transformation). This gives the uniqueness of the global minimum in the original problem. Moreover, this approach allows to relax the compactness assumptions on the set of admissible controls, needed to show the existence of the minimizers. The boundedness condition (1.6) is su cient for our method to work. In Sections 2 and 3 such results are proved for simply supported, respectively clamped, plates and beams. In Section 4, an algorithmic approach is used for the optimization of a unilaterally supported beam and a numerical example is discussed. This shows the multiple possibilities of the \resizing rule" method. Such algorithms were previously used by Tiba and Sprekels 20], for classical types of beams (simply supported, cantilevered, clamped).
Finally, we point out that our method is a duality-type method: to the original minimization problem another optimization problem is associated which is simpler and gives relevant information on the rst problem. Corollary 2.5. Under admissibility assumptions, the problem (P 1 ) has a unique global minimum u 2 L 1 ( ) .
Proof. The existence of u can be established from standard estimates in (2.1), (2.2) and the boundedness of minimizing sequences, given by (2.3). The passage to the limit is a simpli ed variant of the one performed in Theorem 3.2. By Theorem 2.4, l = (u ) ?3 is the (global) minimizer for (D 1 ). Since this latter problem is strictly convex, the uniqueness of l ; u follows.
Remark. Instead of solving the nonconvex problems (P i ), i = 1; 3 , we suggest to solve the equivalent convex problems (D i ), i = 1; 3 . In numerical experiments, this avoids the \trap" of local minimum points, and the uniqueness of the global optimum enhances the numerical stability. Remark. It is known that, in discussing weight minimization problems, any increasing function (u) may be relevant as an integrand in the cost functional. The problem (P 2 ) uses the increasing mapping y 00 (1) = (u 3 y 00 ) 0 (1) = 0 : One basic property which is important for the above analysis is that the state system can be decoupled into two independent second order di erential equations. In the next sections, this property is no longer true; however, the results can be extended.
Clamped plates and beams
We investigate rst the classical optimal shape design problem: for n ! 1 . We denote by l n = u ?3 n and by y n 2 H 2 0 ( ) the corresponding weak solution of (3.2), (3.3). Conditions (3.4), (3.10) show that fu n g ; fl n g are bounded in L 1 ( ) , and hence we may assume that u n *û ; l n *l weakly* in L 1 ( ) . In general,l 6 =û ?3 ! We also notice that fy n g is bounded in H 2
We We remark that the right-hand side in (3.8) is bounded in L 2 ( ) , and hence we may assume that, with some z 2 L 2 ( ) , g l n + h n l n * z weakly in L 2 ( ) : (3. 13)
The di culty is just to identify z , that is the limit of the product h n l n . By Lemma 3.3 and the Egorov theorem, for any " > 0 , there is " measurable, such that meas ( n " ) < " and h n !h uniformly in " . Then, we can pass to the limit in (3.13) on " , and we get z = gl +hl in " . Since " is arbitrarily small, we obtain that z(x) = g(x)l(x) +h(x)l(x) a.e. in . Hence we can pass to the limit in (3.8) to obtain ỹ = gl +hl in : (3.14)
Using Theorem 3.1 in (3.14), we see thatũ =l ?1=3 is the thickness in (3.2) which generates the de ectionỹ . Obviously, the pair ỹ ;ũ] is admissible for the problem (P 4 ), and (3.12) yields: Here, m is the dimension of , and w m denotes the area of the unit ball in R m . Remark. The passage to the limit in Theorem 3.2 is based on the following general property:
If fw n g is bounded in L p ( ) ; p > 1 and w n (x) ! w(x) a.e. in , then w n ! w strongly in L s ( ) , for any s such that 1 < s < p . Proof. Let " > 0 be xed and let " measurable, with meas ( n " ) < " be such that w n ! w uniformly in " (by Egorov's theorem If n N(") , we get R jw n ? wj s dx c(") , where c(") ! 0 for " ! 0 . This is a slight extension of Lemma 1.3, Lions 13] . Remark. By Theorem 3.2, we see that the \optimal" thicknessũ is obtained by twice inverting the minimizing sequence fu n g . If u n is pointwisely convergent, thenũ =û = lim u n . This is the case used in the existing literature, Haslinger with the same boundary conditions and with a l ; b l 2 R ; g satisfying (3.6), (3.7) and l = u ?3 . Remark. It is clear, by direct calculus, that the harmonic mapping h l = a l x + b l can be uniquely determined from the \supplementary" boundary conditions y 0 (0) = y 0 (1) = 0 . In general, by a nite element approximation, h will introduce a nite number of new entries into the state system (3.8) that can be determined from the discretization of @y @n = 0 , which will generate the same nite number of conditions. Remark. If f 0 in 0; 1] , Tiba and Sprekels 20] proved that y 00 has exactly two distinct roots in 0; 1] and that y 0 in 0; 1] (see also Theorem 4.5). For general f 2 L 2 (0; 1) , it is easy to see that y 00 has at least two distinct roots in 0; 1] . Otherwise u 3 y 00 (which is continuous) has at most one change of sign in 0; 1] , and the maximum principle together with the Hopf maximum principle will contradict the boundary conditions. Then, denoting by < two such roots, one can nd a l ; b l and h l from the simple relations g( ) + a l + b l = 0 ; g( ) + a l + b l = 0: In general, the determination of h is related to the zeros of y in . This is an extension to the case of the clamped plate of the relation (2.7) which ensures (in the case of simply supported plates) that the zeros and the sign of y remain unmodi ed via the resizing transformation. The roots distribution is connected to the famous conjecture of Hadamard 6] on the positivity of the Green function for the biharmonic operator. While Du n 4] provided a rst counter-example, he also noticed that the sign of y in a neighbourhood of @ is the same as that of y . Later, Garabedian 5] and Tegmark and Shapiro 19] obtained counterexamples in eccentric ellipses. By reworking this last one, which has an elementary character, we see that y may change sign on an interior subdomain, but also in the neighbourhood of @ (even with f of constant sign). Therefore, the properties of y in dimension two are essentially di erent from Theorem 3.1, in Tiba and Sprekels 20] in the one-dimensional case.
Variational inequalities
We consider the elastic beam with a unilateral obstacle at the right end: u 3 y 00 ; y 00 ? z 00 It is simple to check by direct integration that both y 1 ; y 2 are in H 2 (0; 0; 1) , then the solution y of the variational inequality (4.1) is either the solution of (4.6) or the solution of (4.7). It satis es u 3 y 00 2 H 2 (0; 1) . Proof. Assume rst that y 1 (1) (that is, y 1 2 K ). We multiply (4.6) by y 1 ?z , for any z 2 K , and we see (by partial integration) that y 1 is also a solution of (4.1), y = y 1 , and the claimed regularity is clear.
Assume now that y 6 2 K . By (4.7), it is obvious that y 2 2 K . We multiply (4.7) by y 2 ? z ; z 2 K , and integrate by parts: (4.15) Notice that this is again a linear optimization problem ( u is a prescribed thickness). Remark. The control constraint f 0 is a simpli ed stronger variant of (2.7), due to the maximum principle. Then, the equivalence results from Theorem 2.1 and Theorem 2.4 are not valid in this setting. However, we put into evidence that between the problems (P 5 ) and (D 5 ), there still exists a very useful relationship.
In the cases discussed in Section 2 and Section 3 (only for beams), this weaker (\resizing step") ) compute the unique root n in 0; 1 of y 00 n ) denote g n = u 3 n y 00 n and de neg n by i) (g 00 n = f in ] n ; 1 ; g n ( n ) = 0 ;g n (1) = 0 ; ii) (g 00 n = f in ]0; n ; g n ( n ) = 0 ;g 0 n ( n ?) =g 0 n ( n +) : ) resize u n by u 3 n + 1 = u 3 ng n g n , and set n := n + 1 , GO TO step 2.
Remark. The resizing rule ) is well de ned even in n and in 1 by the Hopf maximum principle and l'Hospital rule. The sequence fu n g remains continuous in all iterations and 1=u 3 n 2 L 2 (0; 1) if 1=u 3 0 2 L 2 (0; 1) . Theorem 4.7. The Algorithm 4.6 generates extremals u n for (P 5 ) in each step n 1 .
Proof. If f n is a minimum for (D n ), then it is extremal for (D n ). Otherwise, y n (x) ? + " in 0; 1] for some positive " . Consider f = f ? ; positive constant and y the corresponding solution of (4.11).
Clearly y ! y n uniformly in 0; 1] , for ! 0 . Then, for some small ; y ; f ] is an admissible pair for (D n ) with a lower cost. This is a contradiction to the optimality of f n . Extremality is obviously preserved by the resizing rule, since ) gives u 3 n + 1 y 00 n 00 = (g n ) 00 = f in ]0; 1 ;
i.e. y n is the state associated to u n + 1 in (4.7), or equivalently (4.1). Remark. The algorithm has a global character since it iterates between extremals of (P 5 ). If the cost functional (4.10) is replaced by (2.28), then Algorithm 4.6 has the descent property as well (again by the resizing rule). We close this section with a numerical example.
Example 4.8. We have made several experiments with the Algorithm 4.6 applied to the minimum weight problem (P 5 ). The state equation was discretized by usual nite di erence approximations for the derivatives, using the grid x i = i h ; i = 0; m ; h = 1=m . By the discretization process, the problem (D 5 ) is approximated by a linear programming problem, LPP (this is one of the advantages of an algorithm). The variables of the LPP are given by the discrete values of the pair y; f] . The cost functional is evaluated using Simpson's approximation rule. The numerical tests have been made with m = 50 which allows the LPP to be accurately solved via the simplex algorithm. The root n in Step 4 ) of the Algorithm 4.6 was found using a cubic spline approximation of y n . The di erential equations corresponding tog n were solved by integrating rst mathematically, using convolution formulae, and approximating next the de nite integrals by a sharp numerical integration routine.
Generally, the algorithm stopped by failing to solve the problem (D n ) when it cannot further decrease the thickness u . 
