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A unique property of a dynamically generated quantum spin Hall state are Goldstone modes that
correspond to the long-wavelength fluctuations of the spin-orbit coupling order parameter whose
topological Skyrmion excitations carry charge 2e. Within the model considered here, upon varying
the chemical potential, we observe two transitions: An s-wave superconducting order parameter
develops at a critical chemical potential µc1, corresponding to the excitation gap of pairs of fermions,
and at µc2 the SO(3) order parameter of the quantum spin Hall state vanishes. Using negative-sign-
free, large-scale quantum Monte Carlo simulations, we show that µc1 = µc2 within our accuracy—we
can resolve dopings away from half filling down to δ = 0.0017. The length scale associated with the
fluctuations of the quantum spin Hall order parameter grows down to our lowest doping, suggesting
either a continuous or a weakly first-order transition. Contrary to mean-field expectations, the
doping versus chemical potential curve is not linear, indicating a dynamical critical exponent z > 2
if the transition is continuous.
Introduction.—Doped two-dimensional quantum anti-
ferromagnets play a fundamental role in the context of
high-temperature superconductivity. As documented ex-
perimentally [1], the spin dynamics is well described by
spin-wave theory that captures the Goldstone modes of
the broken global SO(3) symmetry. Upon doping, these
modes can act as a glue providing the pairing for the su-
perconducting state [2]. Alternatively, due to the small
spin quantum number and low dimensionality, the quan-
tum antiferromagnet could be close to a resonating va-
lence bond state [3, 4]. This leads to the notion of pre-
formed pairs that are present in the insulating phase and
become charged upon doping.
The above problem has proven to be notoriously re-
sistant to both analytical and numerical approaches and
a detailed understanding of the physics of doped quan-
tum antiferromagnets remains an open challenge. The
question we will pose here is if we can design a model
that shares some of the above features and is amenable
to negative sign-free, large-scale quantum Monte Carlo
simulations. In Ref. 5, we introduced a model of Dirac
fermions supplemented with a next-nearest-neighbor in-
teraction term (∼ λ) and investigated its phase diagram
at half-filling (see Fig. 1). The interaction dynamically
generates a quantum spin Hall (QSH) insulating state
that breaks SU(2) spin rotational symmetry.
Upon further increasing λ at half-filling, the QSH state
gives way to an s-wave superconductor (SSC). The QSH-
SSC transition falls into the class of deconfined quantum
critical points (DQCPs)[6]. Our previous work [5] sug-
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FIG. 1. The proposed ground-state phase diagram as a
function of interaction strength λ and chemical potential µ.
gests that both phase transitions are described by con-
formal field theories. The semimetal to QSH transition is
in the Gross-Neveu-Yukawa universality class [7] whereas
the DQCP is associated with a non-compact CP1 [8] field
theory describing the fractionalized Cooper pair.
The insulating QSH state has both preformed pairs,
corresponding to Skyrmions of the QSH order parame-
ter, and Goldstone modes. Understanding the fate of
this state as a function of doping is the aim of this Letter.
Our results are consistent with a doping-induced weakly
first-order or continuous QSH-SSC transition with a dy-
namical exponent z > 2.
Model and Method.—We consider a model of Dirac
fermions in 2 + 1 dimensions on the honeycomb lattice
with Hamiltonian
Hˆ = −t
∑
〈i,j〉
(cˆ†i cˆj +H.c.)− λ
∑
9
 ∑
〈〈ij〉〉∈9 Jˆi,j
2 (1)
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FIG. 2. Mean-field ground-state phase diagram. The blue
and purple (green) lines correspond to continuous (first-order)
transitions.
with Jˆi,j = iνij cˆ
†
iσcˆj +H.c. The spinor cˆ
†
i =
(
cˆ†i,↑, cˆ
†
i,↓
)
where cˆ†i,σ creates an electron at lattice site i with z-
component of spin σ. The first term accounts for nearest-
neighbor hopping. The second term is a plaquette in-
teraction involving next-nearest-neighbor pairs of sites
and phase factors νij = ±1 identical to the Kane-Mele
model [9], see also Ref. [5]. Finally, σ = (σx, σy, σz)
correspond to the Pauli spin matrices. We used the ALF
(Algorithms for Lattice Fermions) implementation [10] of
the well-established auxiliary-field quantum Monte Carlo
(QMC) method [11–13]. Because λ > 0, we can use a
real Hubbard-Stratonovich decomposition for the perfect
square term. For each field configuration, time-reversal
symmetry is present, even at finite chemical potential,
so that eigenvalues of the fermion matrix occur in com-
plex conjugate pairs. Hence, we do not suffer from the
negative sign problem. In contrast to Ref. [5], we used
a projective version of the algorithm (PQMC) [13–15].
The PQMC is a canonical approach in which the ground
state is filtered out of a trial wave function that is chosen
to be a Slater determinant. To avoid the negative sign
problem, the trial wave function has to be time-reversal
symmetric, so that we can only dope away from half-
filling with Kramers pairs. For the considered trial wave
function (see Ref. [16] for further details), we observed
that a projection parameter set by the linear length of
the lattice is sufficient to reach the ground state.
Mean-field approaches.—Before discussing our QMC
results, it is instructive to carry out a mean-field ap-
proximation. When expanding the square in Eq. (1),
diagonal terms, Jˆ2i,j , contain, among other interactions,
s-wave pair hopping terms that allow us to introduce an
SSC order parameter. The off-diagonal terms allow for
QSH ordering (see Ref. [16] for a detailed calculation). As
seen in Fig. 2, doping the semimetal produces the SSC.
This reflects the pairing instability of Fermi surfaces to
attractive interactions within Bardeen-Cooper-Schrieffer
(BCS) theory. The protecting symmetries of the QSH
state are related to time reversal and global charge con-
servation. Hence, the coexistence region (QSH+SSC) is
topologically trivial. Furthermore, the transition at half-
filling from the QSH to QSH+SSC is continuous and
does not require the closing of the single-particle gap.
Upon doping, the mean-field approximation generically
supports two scenarios: (i) a continuous transition with
dynamical exponent z = 2 from the QSH to QSH+SSC,
(ii) a first-order transition from the QSH to SSC [17].
Our mean-field approximation provides examples of both
scenarios. As expected, it fails to capture the DQCP be-
tween the QSH and SSC phases at half-filling [5].
QMC results.—We now turn to unbiased QMC results
which, in contrast to the mean-field approach, capture
Goldstone modes as well as topological Skyrmion excita-
tions. We consider t = 1 and λ = 0.026, which places us
in the center of the QSH phase at half-filling.
At this filling, we show in Fig. 3 the momentum de-
pendence of the spin-orbit coupling gap ∆QSH(q) and
the SSC gap ∆η(q). To obtain these data, we measured
the imaginary-time displaced correlation functions of the
spin-orbit coupling operators OˆQSHr,n = Jˆr+δn,r+ηn . Here,
r denotes a unit cell and n runs over the six next-nearest
neighbor bonds of the corresponding hexagon with legs
r + δn and r + ηn. We also consider the s-wave pairing
operators ηˆ+
r,δ˜
= cˆ†
r+δ˜,↑cˆ
†
r+δ˜,↓, where δ˜ runs over the two
orbitals in unit cell r. The gaps were obtained from
SQSH(q, τ) =
∑
n
〈OˆQSHq,n (τ)OˆQSH−q,n(0)〉 ∝ e−∆QSH(q)τ
SSSC(q, τ) =
∑
δ˜
〈ηˆ+
q,δ˜
(τ)ηˆ−
q,δ˜
(0) + ηˆ−
q,δ˜
(τ)ηˆ+
q,δ˜
(0)〉
∝ e−∆η(q)τ , (2)
in the limit of large imaginary time τ [16]. As expected
for a Goldstone mode, ∆QSH(q) in Fig. 3(b) exhibits a
gapless, linear dispersion around the ordering wave vec-
tor q = Γ. On the other hand, ∆η(q) remains clearly
nonzero with quadratic dispersion (see Fig. 3(a)). It is
also important to note that an s-wave pair has a smaller
excitation energy than twice the single-particle gap, as
shown in the inset of Fig. 3(a). Thus, pairing is present
and we can foresee that these preformed pairs will con-
dense to form a superconducting state upon doping.
A key quantity to understand the nature of the metal
or superconductor to insulator transition is the behav-
ior of the chemical potential upon doping away from
half-filling [18–20]. For first-order transitions, µ shows
a jump. For continuous transitions, and with the as-
sumption of a single length scale, the singular part of
the free energy scales as f ∝ |µ − µc|ν(d+z) with d the
dimensionality and ν (z) the correlation length (dynam-
ical) exponent. Since the doping δ ∝ ∂f/∂µ and the
compressibility is associated with twisting boundaries in
the imaginary-time direction, one can show that for tran-
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FIG. 3. Momentum dependence of (a) the pairing gap and
(b) the QSH gap for the half-filled case, in the vicinity of Γ
point along the direction towards the M point in the Brillouin
zone of the honeycomb lattice. The inset of (a) shows the
1/L dependence of the single-particle gap ∆sp and half of the
s-wave pairing gap ∆η/2. The inset of (b) shows the 1/L
dependence of the QSH gap ∆QSH.
sitions driven via the chemical potential the hyper scaling
relation νz = 1 holds. Thereby,
δ ∝ |µ− µc|νd . (3)
Doping a band insulator satisfies the hyper-scaling as-
sumption. For a quadratic band, z = 2 so that δ ∝
|µ − µc|d/2. This scaling behavior is satisfied upon dop-
ing a bosonic Mott insulator [20].
With the PQMC, we can compute the ground-state en-
ergy for a given, even particle number Np and then de-
rive the chemical potential. However, we found it more
efficient to extract µ from an estimate of ∆η−(Np) by an-
alyzing the long imaginary time behavior of the pair cor-
relation function
∑
δ˜〈ηˆ+q,δ˜(τ)ηˆ
−
q,δ˜
(0)〉 ∼ e−∆η−τ , where
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FIG. 4. Doping factor δ as a function of chemical potential
µ ≡ ∆η−
2
for sizes L = 9, 12, 15, 18, and 21. The red dashed
line is the critical chemical potential from the extrapolated
pairing gap ∆η/2 shown in Fig. 3.
q = Γ. In particular,
µ ≡ E(Np)− E(Np − 2)
2
=
∆η−(Np)
2
. (4)
With the doping relative to half-filling defined as δ ≡
1 − Np−12L2 [21], we obtain the data shown in Fig. 4. For
alternative ways of computing µ see the SM [16].
Figure 4 plots δ as a function of µ. The vertical dash-
dotted line corresponds to the critical chemical potential.
The data support a linear behavior for µ > 0.16, but this
form would overshoot the critical chemical potential. In a
narrow window of dopings, δ < 0.01, we observe a down-
turn in the functional form. Within our precision, we
can offer two interpretations: a weakly first-order transi-
tion or a continuous transition with dynamical exponent
z > 2. We note that continuous metal-insulator transi-
tions with z > 2 have been put forward in the context of
doped quantum antiferromagnets [18, 22].
Another important question to answer is if the on-
set of superconductivity is tied to the vanishing of the
QSH order parameter. To this end, we consider the
renormalization-group invariant correlation ratios (α =
QSH,SSC)
Rα ≡ 1− S
α(q0 + δq)
Sα(q0)
(5)
based on the equal-time correlation functions of the spin
current and s-wave paring operators in momentum space,
Sα(q). Here, q0 = (0, 0) is the ordering wave vector and
q0+δq a neighboring wave vector. By definition, Rα → 1
(→ 0) in the ordered (disordered) state for L → ∞. At
a critical point, Rα is scale invariant and for sufficiently
large L, one should observe a crossing in Rα for differ-
ent system sizes. Figures 5(a) and (b) show results for
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FIG. 5. Correlation ratios for (a) SSC and (b) QSH orders
as a function of doping δ. The system sizes are L = 9, 12, 15,
18, 21, and 24. The inset of (b) shows the δ-dependence of the
finite-size correlation length for the QSH order parameter.
RSSC and RQSH as a function of δ. Due to the observed
binding of electrons in the insulating state, we expect
superconductivity for any δ > 0. This is confirmed by
Fig. 5(a). The drift in the crossings due to corrections
to scaling is consistent with δSSCc → 0 in the thermody-
namic limit. The same quantity is plotted for the QSH
correlation ratio in Fig. 5(b). The data show that the
QSH order parameter vanishes very rapidly as a function
of doping. Again, the drift of the crossing point as a func-
tion of system size scales to smaller values of δ. Given
the data, we can provide an upper bound δQSHc < 0.0017
which corresponds to our resolution [23]. In our inter-
pretation of Fig. 4, we could not exclude the possibility
of a weakly first-order transition. On our finite systems,
neither of the correlation ratios show a discontinuity, con-
sistent with a continuous transition.
As a crosscheck, we consider the second-moment,
finite-size correlation length [24]
ξ2α ≡
∑
r |r|2Sα(r)∑
r S
α(r)
(6)
obtained from the real-space, equal-time correlation func-
tions [25]. The inset of Fig. 5(b) reveals the absence of
saturation of the QSH correlation length at any finite
doping δ > 0.0017. Saturation would be expected for a
first-order transition.
Discussion and summary.—Our data suggest a doping-
induced, continuous and direct phase transition between
the QSH state and the SSC. Clearly, we cannot ex-
clude the possibility of a weakly first-order transition
in which the correlation length saturates beyond our
maximum system size (L = 24). Our dynamically
generated QSH state possesses Goldstone modes and
charge-2e Skyrmions of the QSH order parameter. The
Goldstone modes correspond to long-wavelength fluctu-
ations of the spin-orbit coupling and do not break time-
reversal symmetry. Hence, single-particle spin-flip scat-
tering off Goldstone modes—as present in doped quan-
tum antiferromagnets—is not allowed. Remarkably, one
can also show that
[
cˆk=0, Hˆλ
]
= 0 (see Ref. [16]), so
that at the Γ point the single-particle spectral function
[16] is unaffected by the interaction Hˆλ. This is in strong
contrast to quantum antiferromagnets, where Goldstone
modes couple to single-particle excitations to form a nar-
row band of spin polarons [26–28]. These arguments sug-
gest that Goldstone modes do not provide the glue that
leads to pairing.
We interpret our results in terms of preformed pairs,
Skyrmions carrying charge 2e, that condense upon dop-
ing. Within this picture, the correlation length that di-
verges at the transition corresponds to the average dis-
tance between Skyrmions. While the mean-field calcula-
tion produces a first-order transition or a doping range
where QSH and SSC coexist, the QMC results suggest a
continuous transition across which the single-particle gap
remains nonzero. This points to the very non-mean-field
character of the transition.
There are many possible ways to check the interpreta-
tion of our results in terms of a proliferation of charge-2e
Skyrmions. We can consider an SO(2) model, as op-
posed to the present SO(3) model, where only two of
the three QSH masses are dynamically generated. Such
a model would be free of Skyrmions and one would ex-
pect a different doping-induced insulator-superconductor
transition. Another possibility is to energetically disfavor
the Skyrmions. Our model is very close to the DQCP,
where Skyrmions play a central role and have a low en-
ergy. Enhancing the spin-current stiffness, e.g., by us-
ing a longer-ranged spin-current interaction, will render
Skyrmions smaller and increase their energy. In the limit
of infinite stiffness, the mean-field result should emerge.
The finite-temperature phase diagram remains to be
5analyzed. Such calculations could reveal pseudo-gap
physics related to preformed pairs at small doping.
Finally, the condensation of charged Skyrmions has
recently been proposed as a possible mechanism for
superconductivity in graphene Moire´ superlattice sys-
tems [29] such as twisted bilayer graphene [30]. Although
our model differs significantly from the actual graphene
Moire´ systems in terms of symmetries and interactions, it
does capture the essence of this proposal—a correlation-
induced topological insulator (broadly defined) contains
Skyrmions as low-lying charged excitations, and upon
doping becomes superconducting due to the condensa-
tion of charged Skyrmions. We therefore expect our
study, especially regarding the universal behavior near
the insulator-superconductor transition, to be relevant if
Skyrmion condensation is indeed the mechanism for su-
perconductivity in Moire´ systems.
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6SUPPLEMENTAL MATERIAL
Projective QMC approach
We used the projective QMC algorithm of the ALF-
library [10]. This canonical algorithm filters out the
ground state, |ψ0〉, from a trial wave function, |ψT 〉, that
is required to be non-orthogonal to the ground state:
〈ψ0|Oˆ|ψ0〉
〈ψ0|ψ0〉 = limΘ→∞
〈ψT |e−ΘHˆOˆe−ΘHˆ |ψT 〉
〈ψT |e−2ΘHˆ |ψT 〉
. (7)
The trial wave function |ψT 〉 is chosen to be a Slater
determinant with Np particles ( Nˆ |ψT 〉 = Np|ψT 〉 ). In
particular,
|ψT 〉 = |ψ↑T 〉 ⊗ |ψ↓T 〉 (8)
with
|ψσT 〉 ≡
Np/2∏
n=1
(∑
i
cˆ†i,σUi,n
)
|0〉. (9)
Ui,n is the n
th single-particle eigenstate, ordered in
ascending energy eigenvalues, of the spinless fermion
Hamiltonian
Hˆ = −t
∑
〈i,j〉
(cˆ†i cˆj +H.c.) +
∑
〈i,j〉
ξi,j(cˆ
†
i cˆj +H.c.). (10)
The first term corresponds to the tight-binding Hamilto-
nian on the honeycomb lattice. We require the perturb-
ing hopping matrix elements |ξi,j |  t and Im ξi,j = 0.
The sign and modulus of ξi,j are chosen randomly so
that all energy eigenvalues of the spinless Hamiltonian
are non-degenerate. Our trial wave function hence breaks
lattice and point group symmetries. Crucially, however,
time-reversal symmetry is present. Since λ > 0 (see
Eq. (1)), we can decouple the interaction with a real
Hubbard-Stratonovich transformation such that both the
imaginary time propagation and the trial wave function
are invariant under time reversal:
Tα
(
cˆi,↑
cˆi,↓
)
T−1 = α¯
(
cˆi,↓
−cˆi,↑
)
. (11)
Hence, the eigenvalues of the fermion matrix come in
complex conjugate pairs and no negative sign problem
occurs.
A projection length Θ = L was found to be sufficient
to converge to the finite-size ground state for all of our
system sizes. We have used an imaginary time step ∆τ =
0.2 and a symmetric Trotter decomposition to guarantee
the Hermiticity of the imaginary time propagator.
Equal-time structure factor
In Fig. 6, we show the momentum dependence of the
equal-time QSH and SSC structure factors at δ = 0 and
at δ = 1/36. Upon doping, the QSH structure factor
does not develop incommensurate features. At δ = 1/36,
the QSH data (Fig. 6(b)) are consistent with the absence
of long-range order, whereas the SSC structure factor
(Fig. 6(d)) shows a marked increase as a function of sys-
tem size.
The onset of long-range order as well as a measure
for the correlation length can be obtained by consider-
ing 1/S(Q = 0) as function of δ (see Fig. 7). The SSC
ordering appears immediately at δ > 0, characterized by
the quick decay of 1/SSSC as function of system size. In
particular, 1/SSSC shows no saturation as a function of
system size. On the other hand, 1/SQSH shows a clear
saturation at large doping. For a given doping, the lat-
tice size at which this quantity converges is a measure
of the correlation length. Upon inspection, one will see
that larger lattice sizes are required to achieve conver-
gence upon approaching half-filling. In particular, fol-
lowing the envelope of these curves again suggests that
the correlation length of the QSH fluctuations grows con-
tinuously and diverges as δ → 0. This is consistent with
the data shown in the main text.
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Consistency check of the pairing gap
We check the consistency of our evaluation of the
ground-state energy difference between different even
particle-number sectors:
E(Np)− E(Np − 2) = ∆η−(Np) = ∆η+(Np − 2) (12)
where E(Np) is the ground state energy measured within
the PQMC in the Np particle number sector; ∆η−(Np) is
the s-wave pairing (η−) gap extrapolated from the time-
displaced correlation function.
The imaginary-time domain β, in which we measure
the time-displaced correlation function, is set to β = L
for L = 9, 12, 15, and 18, and to β = 10 for L = 21. To
extrapolate the pairing gap, we use sequential fits
〈η+(mτ0 + τ)η−(mτ0)〉 ∝ e−∆mτ m = 0, 1, 2, 3... (13)
where τ0 = 1.0 and τ ∈ [0, τ0). The gap is extrapolated
as
∆m −∆(m→∞) ∝ e−am (14)
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where a is optimized for the best fit.
In Fig. 8, we show that the three different ways of
evaluating the gap give consistent results for L = 9, 12,
15, and 18 for several particle-number sectors near half-
filling. In particular, one can compute the ground-state
energy and take the difference or measure time-displaced
correlation functions of the pair adding or removal op-
erator. Using the energy difference generically produces
bigger error bars. Here, we carry out two independent
simulations and thereby have to add the errors on two
extensive quantities (total energies) to estimate the error
on an intensive one, the total energy difference. Hence
to keep the error bar on the total energy difference, we
have to scale the error on the energy per site as 1/L2.
Even taking into account self-averaging on large system
sizes, this proves to be numerically expensive.
Single-particle spectrum at finite doping
We consider the single-particle spectral function at fi-
nite doping. Away from half-filling, particle-hole sym-
metry is broken and we have to separately calculate the
spectra for electron addition and removal,
A(k, ω) =
1
Z
∑
n
(|〈n|ck|0〉|2δ(En − E0 − ω))
+
1
Z
∑
m
(|〈m|c†k|0〉|2δ(Em − E0 + ω))
(15)
via the independent analytical continuations
〈ck(τ)c†k,α(0)〉 =
∫
dωe−τωA+(ω)
〈c†k(τ)ck,α(0)〉 =
∫
dωe−τωA−(ω)
(16)
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FIG. 9. Single-particle spectrum at dopings (a) δ = 0, (b)
1
441
, (c) 3
441
, and (d) 4
441
. The green dotted line is the chemical
potential µ evaluated from Eq. (4) of the main text.
with A(ω) = A+(ω) + A−(−ω). Here, |0〉 in Eq. (15)
is the ground state at finite doping and 〈n| is an eigen-
state of the Hamiltonian with energy En and an addi-
tional particle (hole) relative to the ground state. In
Fig. 9, we plot the spectral functions for L = 21 and
δ = 0, 1441 ,
3
441 and
4
441 (2L
2 − Np = 0, 2, 6 and 8).
The dominant feature follows the mean-field BCS form
E(k) = ±√((k)− µ)2 + |∆|2, where ±(k) denotes the
Dirac dispersion of the honeycomb lattice. This result
shows that the Goldstone modes do not strongly couple
to single-particle excitations.
In fact, the Green’s function at the Γ point has a spe-
cial property, due to a commutation rule between the
fermion operator and the interaction term of Hamilto-
nian (we use the notation c†i = (cˆ
†
i,↑, cˆ
†
i,↓))∑
i
cˆi,α,
∑
9
 ∑
〈〈ij〉〉∈9 iνij cˆ
†
iσcˆj +H.c.
2
 = 0. (17)
The above relation follows directly from∑
i
cˆi,α,
∑
〈〈ij〉〉∈9 iνij cˆ
†
iσcˆj +H.c.
 = 0 (18)
which holds for the summation of spin-orbit operators
inside each hexagon and for any vector σ in the space of
Pauli matrices σx, σy, σz. Hence, the Green’s function
〈cˆ†k(τ)cˆk(0)〉 at the k = Γ point is identical to that of
the non-interacting Hamiltonian.
Finite-temperature calculation
In contrast to the projective approach, the finite-
temperature auxiliary field QMC (FTQMC) algorithm
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FIG. 10. Doping factor δ as a function of chemical potential
µ from FTQMC simulations, with sizes L = 9, 12 and 15, and
β = 1
3
L2.
is formulated in the grand-canonical ensemble. Hence,
for a given chemical potential µ in Eq. (1) of the main
text, we can compute the doping from
δ ≡ 〈
∑
i nˆi〉
2L2
− 1. (19)
Figure 10 shows the corresponding result for the case
where the inverse temperature β and the system size L
scale as β = L2/3. This implicitly makes the assumption
that z = 2. Overall, our limited data are consistent with
the more efficient PQMC calculation. At large values of
δ, results for L = 12 and L = 15 are consistent with a
linear dependence of δ on µ that overshoots the critical
chemical potential and suggest z > 2.
From the numerical point of view, the FTQMC is not
as efficient as the PQMC. The numerical cost to reach
the low-temperature limit scales as V 3βz. We have also
noticed long warm-up and autocorrelation times to equi-
librate the particle number in the vicinity of µ = µc.
Mean-field calculation
In this section, we summarize the details of our mean
field calculation. Expanding interacting part of Eq. (1)
of the main text as
HV =− λ
∑
9
∑
〈〈ij〉〉
iνij cˆ
†
iσcˆj +H.c.
2
=− λ
∑
9
∑
〈〈ij〉〉
∑
〈〈i′j′〉〉6=〈〈ij〉〉
Jˆ〈〈i,j〉〉 · Jˆ〈〈i′,j′〉〉
− λ
∑
9
∑
〈〈ij〉〉
[+6ηˆ†i ηˆj + h.c− 4Sˆi · Sˆj
− 5nˆinˆj + 5(nˆi + nˆj)]
(20)
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FIG. 11. Mean-field solution as a function of λ at half-
filling. (a) QSH and SSC order parameters. (b) Fermionic
single-particle gap.
where
Jˆ〈〈i,j〉〉 ≡ iνij cˆ†iσcˆj +H.c.,
ηˆi ≡ cˆi↓cˆi↑, ηˆ†i ≡ cˆ†i↑cˆ†i↓,
Sˆi ≡ 1
2
cˆ†iσcˆi.
(21)
The self-consistent calculation is based on selecting a po-
larization direction for the three (two) components of the
QSH (SSC) order parameter. The calculation is done by
numerically minimizing the free energy in the space of
the two order parameters
f(β)φ =
−1
βV
ln Tr e−β(HT+HV )−15βV λφQSH
2−36βV λφSSC2
(22)
where
HT =− t
∑
〈i,j〉
(cˆ†i cˆj +H.c.) + µ
∑
i
cˆ†i cˆi
HV =− 5λ
∑
9
∑
〈〈ij〉〉
φQSH · Jˆz〈〈i,j〉〉
− 36λ
∑
i
φSSCηˆ
x
i .
(23)
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FIG. 12. Mean-field solution as a function of chemical po-
tential µ at λ = 0.1. (a) QSH and SSC order parameters. (b)
Doping factor δ.
We consider a paramagnetic saddle point with 〈Sˆi〉 = 0
and 〈nˆi〉 = 1−δ. Thus, for any local minimum of Eq. (22)
with ∂f∂φQSH = 0 and
∂f
∂φSSC
= 0,
φQSH =
1
6
∑
〈〈ij〉〉
〈Jˆz〈〈i,j〉〉〉
φSSC =
1
2
〈ηˆxi,A + ηˆxi,B〉
(24)
which holds locally due to translational symmetry. We
numerically integrated over the Brillouin zone of an L =
120 lattice and took the zero-temperature limit β →∞.
The two order parameters as a function of λ in
the half-filled case are shown in Fig. 11(a). We ob-
serve a semimetal (φQSH = φSSC = 0 ), a pure QSH
state (φQSH 6= 0, φSSC = 0) as well as a coexistence
(QSH+SSC) state (φQSH 6= 0, φSSC 6= 0). Since charge
conservation is a protecting symmetry of the QSH in-
sulator, the transition between the QSH and QSH+SSC
states can be continuous without a closing of the single-
particle gap (see Fig. 11(b)).
On the other hand, upon doping the pure QSH state,
the phase diagram exhibits two distinct mean-field sce-
narios. Two representative examples at λ = 0.1 and
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λ = 0.2 are shown in Figs. 12 and 13, respectively. In
the case of λ = 0.1 (Fig. 12), which is close to the Gross-
Neveu transition, a clear first-order transition between
the QSH and SSC phases is observed. Doping at λ = 0.2
(Fig. 13) leads to two phase transitions: (i) a z = 2 tran-
sition from the pure QSH state to the coexistence state
at µ ≈ 0.4, characterized by a linear growth of δ and (ii)
a first-order phase transition to an SSC state at µ ≈ 0.8.
Such first-order transitions are characterized by a level
crossing corresponding to two local minima in the free-
energy density in Eq. (22).
