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SCALING LIMIT FOR THE ANT IN HIGH-DIMENSIONAL
LABYRINTHS
GE´RARD BEN AROUS, MANUEL CABEZAS, AND ALEXANDER FRIBERGH
Abstract. We study here a detailed conjecture regarding one of the most
important cases of anomalous diffusion, i.e the behavior of the ”ant in the
labyrinth”. It is natural to conjecture (see [16] and [8]) that the scaling
limit for random walks on large critical random graphs exists in high dimen-
sions, and is universal. This scaling limit is simply the natural Brownian
Motion on the Integrated Super-Brownian Excursion.
We give here a set of four natural sufficient conditions on the critical
graphs and prove that this set of assumptions ensures the validity of this
conjecture. The remaining future task is to prove that these sufficient
conditions hold for the various classical cases of critical random structures,
like the usual Bernoulli bond percolation, oriented percolation, spread-out
percolation in high enough dimension.
In the companion paper [10], we do precisely that in a first case, the
random walk on the trace of a large critical branching random walk. We
verify the validity of these sufficient conditions and thus obtain the scaling
limit mentioned above, in dimensions larger than 14.
1. Introduction
Arguably one of the most important models in the study of anomalous dif-
fusion is known as the ”ant in the labyrinth”, a term first coined by Gilles de
Gennes in [19]. This model refers to the study of the simple random walk on
large critical, or infinite, percolation clusters on Zd. The physics literature on
this topic is very rich and too broad to be covered in this introduction (see
nevertheless [28] and [13]). The mathematical understanding is much more
limited. A very important advance was achieved in 2009 by Gady Kozma and
Assaf Nachmias in [5] when they proved that the Alexander-Orbach conjec-
ture holds in high enough dimension, i.e. that the spectral dimension is 4/3,
for critical bond percolation. This result was previously known for critical
trees [9] and for critical oriented percolation [8]. A detailed discussion of the
Alexander-Orbach conjecture can be found in [34].
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Beyond the understanding of the critical exponent provided by the Alexander-
Obach conjecture, not much is known. We strive here to understand the
asymptotic behavior of random walks on large high-dimensional critical clus-
ters in much more depth, and obtain a full description of its scaling limit.
We put forward the conjecture that this scaling limit exists, and is universal
in high enough dimensions, i.e does not depend on the precise nature of the
percolation clusters. This scaling limit turns out to be the natural Brownian
motion on Integrated Super-Brownian Excursion (denoted BISE), an object
constructed by David Croydon in [16]. This universality conjecture is natural
and was already suggested by David Croydon in [16] and the limiting object
BISE was proposed also as universal in [8].
Our main result (Theorem 1.1) gives the scaling limit of the simple random
walk on general critical random graphs under a set of four natural conditions,
which we conjecture hold quite generally. Even though we cannot prove, at
this point, that they hold for bond percolation, we conjecture that they do.
We illustrate the abstract theorem proved here in the companion paper [10].
There we prove that our four sufficient conditions hold in an interesting but
simpler case, i.e for the random walk on the trace of a large critical branching
random walk, in dimensions larger than 14. We thus obtain that the scaling
limit is indeed the BISE in this case.
The study of critical percolation in high dimensions (currently meaning
d ≥ 11, see [24] and [23]) saw significant progress through the use of techniques
known as lace expansion (for a recent survey see [29]). Those techniques
allowed a deep understanding of critical clusters in high dimensions (see [25]
or [27]) and in particular opened the door to the proof of the Alexander-
Orbach conjecture mentioned above.
The technique of lace expansion was developed to study critical random
environments in high dimensions. It is expected that several models such as
critical branching random walks, oriented percolation, percolation and lattice
trees have, in some sense, similar universal large scale behavior as explained
in Section 6 of [40]. It is thus natural to expect that the simple random walk
on all of those random environments should have similar limiting behaviors.
The goal of our work is to put this on a firm basis, and provide a general tool
and a map for proofs of this universal scaling limit (the BISE) in the various
important models of critical random clusters.
Our aim in this paper is thus to understand the natural conditions under
which we can prove convergence of a simple random walk (XGnm )m∈N on large
critical graphs Gn towards the Brownian motion on the ISE. We isolate four
conditions which are sufficient to obtain the expected limiting behavior. We,
essentially, need to prove that for large n (where n quantifies size)
3(1) small parts of Gn, in the sense of the volume, are also small with
respect to the intrinsic and Zd distances,
(2) the graphs Gn equipped with their intrinsic distances converge, in the
finite dimensional sense, to the ISE,
(3) the volume of Gn is roughly uniformly distributed over the graph,
(4) the resistance distance in Gn is proportional to the intrinsic distance
at a macroscopic level.
Those conditions will be referred later as condition (S), condition (G), con-
dition (V ) and condition (R), standing respectively for ”Skeleton approxima-
tion”, ”Graph convergence”, ”Volume uniform distribution”, and ”Resistance
is linear”.
As we mentioned, our aim in this paper is to provide a flexible theorem
that will be applicable (or adaptable) in several models. To achieve this level
of generality required we will have to introduce a certain amount of notations.
The presentation of the model is done in Section 3 where the main theorem
(Theorem 1.1) is stated.
The companion paper [10] provides an example of application of this ab-
stract convergence theorem. There we show that the properly normalized
random walk on the range of critical branching random walks converges to
the Brownian motion on the ISE. This illustrates that the main result of
this paper is indeed useful and may serve as a foundational step towards the
analysis of the model of the ant in the labyrinth in other percolation models.
1.1. Presentation of the main theorem. The level of generality we aim
for requires an important amount of notations. The detailed presentation of
the model is done in Section 3.
Despite this we will present the main theorem (Theorem 1.1) using some
notations that will only be specified later. This is made in an effort to make
the result appear first before focusing on a delicate construction of an object
we call skeleton of the graph,
The main idea behind our theorem is that large critical graphs Gn are
known, by lace expansion, to be tree-like, in the sense that there are no
macroscopic loops for n large. Hence, if we choose a certain integer K and
span K points V ni in an i.i.d. fashion in the graphs Gn, it is highly likely that,
for n large and K large (but independent of n), the random graph Gn will
be close (in distribution) to a random graph T (n,K) which is a tree embedded
in Zd. We call this graph the K-skeleton of Gn. Typically, we want to use
points V ni which are close to uniformly distributed.
The construction of T (n,K) is depicted in Figure 1. The bold points are
the points V ni selected to make the construction and the small points are the
vertices of T (n,K), the majority of which are not different from the points
V ni we spanned in order to build the tree. As mentioned T (n,K) comes with
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0
Figure 1. Construction of the 4-skeleton of a graph where the
points V n1 , . . . , V
n
4 are shown as thick circles.
a graph structure, spatial locations but it also comes with a natural metric
(induced by Gn) and a measure given by projecting the volume of Gn onto
T (n,K).
1.1.1. Condition (S). Condition (S) (which is defined precisely in Section 3.2.1)
guarantees that the construction of the skeleton can be done and that it
asymptotically is a good approximation, provided K is large, of Gn.
1.1.2. Condition (G). In T (n,K), if we consider the points (V ni )i≤K and the
branching points of T (n,K), we have a tree with at most 2K + 1 points. This
tree is naturally equipped with a distance between those points, which means
that T (n,K) is a graph spatial tree (a term defined in Section 2.1.3). We rescale
the distances on T (n,K) by n1/2.
By taking K points uniformly at random on the ISE (see Section 2.2), we
can construct an object called the K-ISE in the same way that we constructed
T (n,K).
5Condition (G) states that T (n,K) converges weakly to the K-ISE as n goes
to infinity in a natural topology on graph spatial trees (see Definition 3.5).
1.1.3. Condition (V ). As mentioned previously T (n,K) is equipped with a
measure associated with the volume. This measure rescaled by n is called
µ(n,K) (see Section 3.1.4). Another natural measure on T (n,K) is the Lebesgue
measure rescaled to have mass 1 (recall that T (n,K) is a finite tree with a
distance). This measure is called λ(n,K) (see Section 3.2.2).
Denote
−−−→
T (n,K)x are the descendants of x (including x itself) in T (n,K). Con-
dition (V ) states that there exists ν > 0 such that for ε > 0
lim sup
K→∞
lim sup
n→∞
Pn
[
sup
x∈T (n,K)
∣∣∣∣νλ(n,K)(−−−→T (n,K)x )− µ(n,K)(−−−→T (n,K)x )
∣∣∣∣ > ε] = 0.
1.1.4. Condition (R). Condition (R) states that there exists ρ > 0 such that
for all ε > 0 and for all i ∈ N
lim
n→∞
Pn
[∣∣∣∣RGn(0, V n1 )dGn(0, V n1 ) − ρ
∣∣∣∣ > ε] = 0,
where RGn is the resistance distance in Gn and d
Gn is the intrinsic distance¿
1.2. Main result. Even though we still need more details to defined properly
our notation, we state our main theorem.
Theorem 1.1. Consider a sequence of random graphs (Gn, (V
n
i )i∈N)n∈N cho-
sen under Pn which verifies conditions (S), (G)σd,σφ, (V )ν and (R)ρ. Denoting
(XGnm )m∈N the simple random walk on Gn started at 0, we have that
(n−1/4XGn
tn3/2
)t≥0 → (σφ√σdBISE(ρνσd)−1t)t≥0,
the convergence is annealed and occurs in the topology of uniform convergence
over compact sets.
Remark 1.1. The reader will have noticed that constants appear in condi-
tions (G)σd,σφ, (V )ν and (R)ρ. The precise definition of those conditions is
postponed to Section 3.3.
1.3. Discussing the universality of the Brownian motion on the ISE.
1.3.1. Relation with the Alexander-Orbach conjecture. Our main result, The-
orem 1.1, can be seen as a scaling limit counterpart of the Alexander-Orbach
conjecture (which identifies the scaling exponent). In particular, from our
result, the exponent predicted by the Alexander-Orbach conjecture can be
deduced, which, to the best of our knowledge, is a new result in the context
of simple random walk on critical branching random walks (see the companion
article [10]).
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In this light, our abstract convergence theorem, Theorem 1.1, can be seen
as more delicate version of [35] which gave sufficient conditions to prove the
Alexander-Orbach conjecture which were subsequently applied to prove that
conjecture in the case of critical percolation (see [33] and [30] for a general-
ization)
1.3.2. A universal scaling limit up to some caveats. We conjecture that the
Brownian motion on the ISE is the scaling limit of the simple random walk
on large critical percolation (clusters conditioned on size) in Zd for large d.
We actually believe that this processes is, in some sense, universal up to two
points that we will describe next.
• One issue stems from the fact that the environment can be chosen to
be large in several manners. Conditioning the environment to have a
large cardinality or to reach a large distance from the origin will re-
sult in different scaling limits. This will necessarily result in different
scaling limits for the walk on those environments. Nevertheless, all
those scaling limits are super-Brownian motions under certain condi-
tionings, of which the ISE is a particular example (we refer the reader
to [18], [36] and [39] for surveys on the super-Brownian motion). For
any classical conditionings for large clusters, we do believe that meth-
ods developed in this paper would be sufficient to obtain a variant of
Theorem 1.1, with an alternate Condition (G) and a limiting process
which would be a Brownian motion on a certain conditioned super-
Brownian motion.
• Another potential problem comes from the fact that certain models,
namely oriented percolation in Z+ × Zd, have a directed nature to
them. In this setting, the Brownian motion on the ISE is not a natural
candidate for the scaling limit since this process is inherently isotropic.
However, in this case the canonical scaling limit in this context is still
intimately related to the Brownian motion on the ISE. Neglecting
the minor issues related to the precise signification of “large”, the
natural scaling limit is Brownian motion in the oriented ISE defined
by ((dφT(T)(B
CRT
t ), φT(B
CRT
t )))t≥0 (in the notations of Section 2). As
one may see from Proposition 2.2, this is strongly tied to the definition
of the Brownian motion on the ISE.
Those examples show that the scaling limit behaviors are more diverse than
the scaling exponents which are universal among a large class of models.
1.3.3. Random walks on infinite critical structures. In general, the critical
graphs that we are interested in are large but finite. It is possible to define
infinite critical structures, for example, as mentioned in the introduction, this
has been done for critical percolation in dimensions d = 2 and d ≥ 11 (the
7Incipient Infinite Cluster). It is natural to wonder what would happen when
considering diffusions on those infinite structures. Obviously the Brownian
motion on the ISE cannot be the scaling limit, since this process is restricted
to the ISE which is a finite object. However, we believe that the ideas we
developed in this paper will prove to be sufficient for the analysis of such
models. The natural counter-part of the Brownian motion on the ISE on
an infinite structure would be the Brownian motion on the infinite canonical
super-Brownian motion, indeed the infinite canonical super-Brownian motion
is the natural scaling limit for infinite critical structures (see [40]).
We also want to emphasize the links between the Brownian motion on the
infinite canonical super-Brownian motion and Spatially Subordinated Brow-
nian Motions (SSBM) introduced in [6]. Indeed, if the former object were
defined we could show that its projection onto the backbone (unique infinite
simple path) would be an SSBM. This ties in with recent work [7] showing
that the projection onto the backbone of a simple random walk on the infinite
critical Galton-Watson tree converges to an SSBM.
1.3.4. What are high dimensions? The notion of high dimension is highly
dependent on the model that is considered, this is already known from lace
expansion (see for example [40]).
In our analysis of diffusions on large critical structures, we are limited by
two factors
(1) our limiting process is only defined in Zd for d ≥ 8,
(2) our methods of proof requires the typically distance between two con-
secutive cut-points is microscopic for large n. We believe this to be
one of the main limiting factors.
1.4. Notations. Given a graph G, we will denote V (G) the set of its vertices
and E(G) the set of its edges. For x ∈ G and k ∈ R, we will write BG(x, k)
for the ball of k centered at x in the natural metric induced by G.
The constants in this paper will typically be denoted c (for lower bounds)
and C (for upper bounds) and implicitly assumed to be positive and finite.
Their value may change from line to line.
This paper contains a significant amount of notation, so we decided to
include a glossary of notation at the end of the paper to help the reader.
2. The Brownian motion on the ISE
2.1. Real trees and spatial trees. Before defining the Brownian motion
on the ISE it is necessary to actually define the ISE. For this, we choose to
introduce the formalism of real trees and spatial trees of which the ISE is
the canonical random example. For this we follow, almost to the word, notes
from Le Gall (see [37]).
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2.1.1. Real trees.
Definition 2.1. A metric space (T, dT ) is a real tree if the following two
properties hold for every σ1, σ2 ∈ T .
(1) There is a unique isometric map fσ1,σ2 from [0, dT (σ1, σ2)] into T such
that fσ1,σ2(0) = σ1 and fσ1,σ2(dT (σ1, σ2)) = σ2.
(2) If q is a continuous injective map from [0, 1] into T , such that q(0) = σ1
and q(1) = σ2, we have q([0, 1]) = fσ1,σ2([0, dT (σ1, σ2)]).
A rooted real tree is a real tree (T, dT ) with a distinguished vertex called the
root.
Let us consider a rooted real tree (T, d). The range of the mapping fσ1,σ2
in (1) is denoted by [σ1, σ2] (this is the line segment between σ1 and σ2 in the
tree). In particular, for every σ ∈ T , [root, σ] is the path going from the root
to σ, which we will interpret as the ancestral line of σ. More precisely we can
define a partial order on the tree by setting σ 4 σ′ (σ is an ancestor of σ′) if
and only if σ ∈ [root, σ′], and, σ ≺ σ′ if σ 4 σ′ and σ 6= σ′.
If σ, σ′ ∈ T , there is a unique η ∈ T such that [root, σ]∩[root, σ′] = [root, η].
We write η = σ ∧ σ′ and call η the most recent common ancestor to σ and σ′.
Finally, let us observe that for any three points σ1, σ2, σ3 of a real tree T
there exists a unique branch-point bT (σ1, σ2, σ3) ∈ T that satisfies bT (σ1, σ2, σ3) ∈
T = [σ1, σ2] ∩ [σ2, σ3] ∩ [σ3, σ1].
There are collections of real trees that cannot be distinguished as metric
spaces. For compact rooted real trees (which are the only type of real trees
we consider in this paper) two rooted real trees are equivalent if and only if
there exists a root preserving isometry between them. For our purposes, this
subtlety will not be relevant and we will not make any distinction between a
tree and its equivalence class. See [37] for more details.
A way to construct real trees
There is a simple way of constructing compact real trees. We consider
a (deterministic) continuous function g : [0,∞) −→ [0,∞) with compact
support and such that g(0) = 0 and g(x) = 0 for x large but g is not identically
zero.
For every s, t ≥ 0, we set
mg(s, t) = inf
r∈[s∧t,s∨t]
g(r),
and
dg(s, t) = g(s) + g(t)− 2mg(s, t).
9We then introduce the equivalence relation s ∼ t iff dg(s, t) = 0 (or equiv-
alently iff g(s) = g(t) = mg(s, t)). Let Tg be the quotient space
(2.1) Tg = [0,∞)/ ∼ .
Obviously the function dg induces a distance on Tg, and we keep the nota-
tion dg for this distance. Viewing the equivalence class of 0 as the root, this
means we have the following (see [22])
Theorem 2.1. The metric space (Tg, dg) is a rooted real tree.
We will call Tg the real tree coded by g.
2.1.2. Spatial trees.
Definition 2.2. A (d-dimensional) spatial tree is a pair (T, φT ) where T is a
real tree and φT is a continuous mapping from φT into Rd.
Remark 2.1. Two spatial trees (T, φT ) and (T
′, φT ′) are said to be equivalent
if and only if there exists a root preserving isometry pi from T to T ′ such that
φT = φT ′ ◦ pi. In Section 3.3.1, we will define a topology on spatial trees,
which will actually be a topology on the equivalence classes of spatial trees
with respect to the previous relation. Nevertheless, for our purposes it does
not pose a problem to identify a tree with its equivalence class.
Let T be a compact rooted real tree with a metric d. We may consider the
Rd-valued Gaussian process (φT (σ), σ ∈ T ) whose distribution is characterized
by
E[φT (σ)] = 0 ,
cov(φT (σ), φT (σ
′)) = d(root, σ ∧ σ′) Id ,
where Id denotes the d-dimensional identity matrix.
This corresponds to a Brownian embedding of T into Rd. The formula for
the covariance is easy to understand if we recall that σ∧σ′ is the most recent
common ancestor to σ and σ′, and so the ancestors of σ and σ′ are the same
up to level d(root, σ ∧ σ′).
Under certain assumptions, that will be verified in our context (see (8)
in [37] for details), the process (φT (σ), σ ∈ T ) has a continuous modification.
We keep the notation φT for this modification.
Given a real tree T , we denote byQT the law of the spatial tree (T, (φT (σ), σ ∈
T )) (provided it exists).
2.1.3. Graph spatial trees. Let us now present a notion introduced by Croydon
in [16].
Definition 2.3. If a spatial tree (T, (φT (σ), σ ∈ T )) is such that T is a finite
tree with finite edge length, we say that (T, (φT (σ), σ ∈ T )) is a graph spatial
tree.
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Given a graph spatial tree (T, (φT (σ), σ ∈ T )), we can assign a probability
measure λT defined as the renormalized Lebesgue measure (so that the λT -
measure of a line segment in T is proportional to its length).
A simple way to construct graph spatial trees
There is a simple way to construct a rooted graph spatial tree from a rooted
spatial tree (T, dT , φT ). For this we consider a sequence (σi)i∈N of elements of
a real tree T . Fix K ∈ N. We define the reduced subtree T (σ1, . . . , σK) to be
the graph tree with vertex set
V (T (σ1, . . . , σK)) := {bT (σ, σ′, σ′′) : σ, σ′, σ′′ ∈ {root, σ1, . . . , σK}},
and graph tree structure induced by the arcs of T , so that two elements σ and
σ′ of V (T (σ1, . . . , σK)) are connected by an edge if and only if σ 6= σ′ and also
[σ, σ′] ∩ V (T (σ1, . . . , σK)) = {σ, σ′}. We set the length of an edge {σ, σ′} to
be equal to dT (σ, σ
′) and we extend the distance linearly on that edge. This
allows us to view T (σ1, . . . , σK) as a graph spatial tree.
This spatial graph tree will be denoted (TK,(σi), dTK,(σi), φTK,(σi)). The as-
sociated normalized probability measure is denoted λφ
TK,(σi)
(TK,(σi)). The de-
pendence on σ will often be dropped in the notation when the context is
clear.
2.2. Definition of the CRT , the ISE and the BISE. In this section our
goal is to introduce the canonical random object associated to real trees,
spatial trees, graph spatial trees and motions of spatial trees.
2.2.1. The continuum random tree (CRT). Denote by (et)0≤t≤1 a normalized
Brownian excursion. Informally, (et)0≤t≤1 is just a Brownian path started at
the origin and conditioned to stay positive over the time interval (0, 1), and
to come back to 0 at time 1 (see e.g. Sections 2.9 and 2.12 of Itoˆ and McKean
[31] for a discussion of the normalized excursion). We extend the definition
of et by setting et = 0 if t > 1. Then the (random) function e satisfies the
assumptions of Section 2.1.1 and we can thus consider the random real tree
Te.
Definition 2.4. The random real tree Te is called the Continuum Random
Tree (CRT) and will be denoted (T, dT) . We write Ξ to denote its law.
The CRT was initially defined by Aldous [1] with a different formalism,
but the preceding definition corresponds to Corollary 22 in [3], up to an
unimportant scaling factor 2.
We can define a natural volume measure on T by projecting the Lebesgue
measure on [0, 1], i.e., for any open A ⊆ T, we set
λT(A) = Leb{t ∈ [0, 1], [t] ∈ A},
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where [t] denotes the equivalence class of t with respect to the relation defined
at (2.1).
One major motivation for studying the CRT is the fact that it occurs as the
scaling limit of large critical Galton-Watson trees. In particular, recalling the
notations of the introduction, we have the following (see Theorem 3.1 in [37]
which is a simple consequence of Theorem 23 in [3])
Theorem 2.2. Assume that we are given a critical offspring distribution Z
that has finite variance σ2 > 0 and which is aperiodic. Denoting GWn a
Galton-Watson tree conditioned to have cardinal n, we have that the rescaled
real tree (GWn,
σ
2
√
n
dGWn) converges to the CRT, where the convergence occurs
in distribution with the Gromov-Hausdorff topology.
2.2.2. The integrated super-Brownian excursion (ISE). We will combine the
CRT with d-dimensional Brownian motions started from x = 0, in the way
explained in Section 2.1.2. Precisely this means that we are considering the
probability measure on spatial trees defined by
M =
∫
Ξ(dT)QT.
Recall the notation λT for the uniform measure on T (this makes sense
Ξ(dT) a.s.).
Definition 2.5. The random probability measure λφT(T) on Rd defined under
M by λφT(T) := λT ◦ φ−1
T
is called d-dimensional ISE (for Integrated Super-
Brownian Excursion).
Note that the topological support of ISE is the range of the spatial tree, and
that ISE should be interpreted as the uniform measure on this set. We will
often abuse the terminology and write ISE to mean its topological support.
We will write φT(T) to designate this set.
The random measure ISE was first discussed by Aldous [4]. It occurs in
various asymptotics for models of statistical mechanics (see in particular [20]
and [26]).
2.2.3. The Brownian motion on the ISE: BISE. We are now going to define
a canonical dynamic on the ISE. For this we will start by discussing the
Brownian motion on the CRT.
Let (T, dT ) be any real tree. It was suggested by Aldous [2] that a Brown-
ian motion on (T, dT , ν) should be a strong Markov process with continuous
sample paths that is reversible with respect to its invariant measure ν and
satisfies the following properties,
(1) For σ1, σ2 ∈ T with σ1 6= σ2, we have
P T,νσ (Tσ1 < Tσ2) =
dT (b
T (σ, σ1, σ2), σ2)
dT (σ1, σ2)
, ∀σ ∈ T,
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where Tσ := inf{t > 0, XTt = σ} is the hitting time of σ ∈ T .
(2) For σ1, σ2 ∈ T , the mean occupation measure for the process started
at σ1 and killed on hitting σ2 has density
2dT (b
T (σ, σ1, σ2), σ2)ν(dσ) ∀σ ∈ T.
These properties guarantee the uniqueness of the Brownian motion on
(T, dT , ν).
The existence of such a process follows from techniques of resistance forms
(see [32] for an introduction on resistance forms). More specifically, it was
proved in Section 6 of [16] that
Proposition 2.1. Let (T, dT ) be a compact real tree, ν be a finite Borel mea-
sure on T that satisfies ν(A) > 0 for every non-empty open set A ⊆ T ,
and (ET ,FT ) be the resistance form associated with (T, dT ). Then (12ET ,FT )
is a local, regular Dirichlet form on L2(T, ν), and the corresponding Markov
process BT,ν is the Brownian motion on (T, dT , ν).
For d ≥ 8, it can be proved that φT is injective from T (the CRT) to
φT(T) (the range of the ISE), see Proposition 3.5. in [16]. This means φT is
actually an isometry between (T, dT) and (φT(T), dφT(T)) which sends λT to
λφT(T). Hence, (φT(T), dφT(T)) is a real tree and this allows us to define easily
a process, which in the sense defined by Aldous, is the Brownian motion on
the ISE in Zd for d ≥ 8.
Proposition 2.2. For Ξ-a.e. T, the Brownian motion BCRT on (T, dT, µ
T)
exists. Furthermore if d ≥ 8, for M-a.e. (T, φ), the Brownian motion BISE
on (φT(T), dφT(T), µ
φ(T)) exists and, moreover, BISE = φT(B
CRT ).
Since the map φT : T → Rd is continuous for M-a.e. spatial trees (T, φT)
the law of BISE is, M-a.s., a well-defined probability measure on C(R+,Rd).
2.2.4. Approximating the ISE and the BISE using graph spatial trees. It will
be useful for us to approximate the ISE (and the BISE) by a graph spatial tree
(and a process on this graph spatial tree). Indeed, the topological structure
of the graph spatial tree is much simpler which makes it easier to study. This
is an idea that was already used by Croydon in Section 8 of [16] (building on
ideas he developed in [15])
Consider T a realization of the CRT and (Ui)i∈N chosen according to (λT)⊗N.
Fix K ∈ N . We can use the construction described in Section 2.1.3 to define
a graph spatial tree, which we call K-ISE and denote it (T(K), dT(K) , φT(K)),
where T(K) is calledK-CRT . We recall that this object comes with a probabil-
ity measure λφ
T(K)
(T(K)). For the sake of simplicity we will denote λφ
T(K)
(T(K))
as λ
(K)
T
.
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It is also interesting to note that T(K) has no point of degree more than 3,
indeed, by Theorem 4.6 in [22], it is known that Ξ-a.s. for any x ∈ T the set
T \ {x} has at most three connected components.
Once again, Proposition 2.1 allows us to define a Brownian motion B(K)
in (T(K), dT, λ
(K)
T
), where λT(K) is the Lebesgue measure in T
(K) normalized
to be a probability measure. Also, we define the Brownian motion BK−ISE
on the K-ISE (φ(K)(T(K)), dφ(K)(T(K)), λφ(K)(T(K))). It can be shown (in essence
equation (8.3) of [16]) that
Proposition 2.3. We have that BK−ISE converges to BISE as K → ∞, in
distribution in the topology of uniform convergence in C(R+,Rd) for M ⊗
(λT)⊗N-a.e. realization of (T, dT, φT, (Ui)i∈N).
2.2.5. Local times of the BISE and the BK−ISE. We recall the definition of
local times for processes taking values on real trees.
Definition 2.6. Let T be an R-tree equipped with a Borel measure µ. Con-
sider a process (Xt)t≥0 taking values in T . We say that a random process
(Lt(x))x∈T,t≥0 is a local time for X if
Leb{s ≤ t : Xs ∈ A} =
∫
A
Lt(x)µ(dx),
for any A, Borelian of T .
Let (L
(K)
t (x))x∈T(K),t≥0 be the local time of B
(K) with respect to the measure
λ
(K)
T
and (Lt(x))x∈T,t≥0 be the local time of BCRT with respect to µT. It is a
known fact that L(n,K) and L(K) exists for almost every realization of T, T(K)
and moreover, they can be chosen to be jointly continuous in t and x (see
Lemma 3.3 in [15]).
Since ΦT is a isometry, it is elementary to see that the corresponding
local times of BK−ISE and BISE are just (L(K)t (Φ
−1
T
(x)))x∈ΦT(T(K)),t≥0 and
(Lt(Φ
−1
T
(x)))x∈ΦT(T),t≥0.
3. Abstract convergence theorem
3.1. Construction of the skeleton of a graph.
3.1.1. Decomposing the graph along cut-points. Let G be a rooted finite graph
that is connected.
Definition 3.1. We call cut-bond any edge e ∈ E(G) whose removal discon-
nects G. By definition only one of the endpoints of a cut-bond is connected to
the root and any such point is called a cut-point.
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root
cut-bonds
bubble
Figure 2. Construction of G(K), obtained using a sequence
(xi)i∈N the covers the whole graph
We denote Vcut(G) the set of cut-points of G, which we assume to be non-
empty.
Let us now consider a sequence (xi)i∈N of points Vcut(G). Fix K ∈ N, we
construct the graph G(K) in the following manner
(1) the vertices of G(K) are the set of all cut-points that lie on a path the
root to an xi for i ≤ K,
(2) two vertices of G(K) are adjacent if there exists a path connecting
them which does not use any cut-point.
The new graph G(K) will be rooted at root∗ which is the first cut-point on
the path from the root to x0.
It is elementary to notice that this graph is composed of complete graphs
glued together, indeed the removal of all cut-bonds in G results in a graph sev-
eral connected components. Those connected components with the cut-bonds
that link them to the root are called bubbles. All cut-points corresponding to
cut-bonds with at least one end-point in the same bubble are inter-connected.
Definition 3.2. We will say that a graph G(K) is asymptotically tree-like if
it does not contain any subgraph that is a complete graph apart from segments
and triangles.
We would typically expect G to be asymptotically tree-like if G has many
cut-bonds and the random variables Vi are uniformly distributed.
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3.1.2. Approximating a asymptotically tree-like graph by a graph spatial tree.
Let us assume that G(K) is asymptotically tree-like. We are now going to
perform a technical operation, that will be helpful to complete our proofs.
In essence we are trying to build a graph spatial tree that will approximate
G(K) well.
We want to turn the triangles present in G(K) into stars in order to turn
out asymptotically tree-like graph into a tree, this procedure will add one
point for every triangle present in the graph G(K).
Step 1: Turning G(K) into a tree T (G,K)
For every triangle (x, y), (y, z), (z, x) ∈ E(G(K)), we remove the edges
(x, y), (y, z), (z, x) and we introduce a new vertex vx,y,z and new edges (x, vx,y,z),
(y, vx,y,z), (z, vx,y,z). We denote T (G,K), the tree obtained by this construction.
We denote V (T (G,K)) the vertices of T (G,K) and V ∗(T (G,K)) the vertices
which are not of the form vx,y,z (which are actually the vertices of G(K)).
Similarly, we denote E(T (G,K)) the edges of T (G,K) and E∗(T (G,K)) the
edges which are not of the form (x, vx,y,z), (y, vx,y,z), (z, vx,y,z).
Finally, for x, y ∈ V (T (G,K)), we write x ∼∗ y if there exists no z ∈
V ∗(T (G,K)) which lies on the path from x to y. This means that x and y
were neighbours before the star-triangle transformation, or equivalently that
they are connected by a bubble (see for example x, y and z in Figure 3).
Since the tree T (G,K) is rooted (at root∗) it comes with a natural notion of
ancestry. For x ∈ T (G,K), we denote
−−−−→
T (G,K)x , the set of points of T (G,K) which
are descendants of x, including x.
Step 2: Turning T (G,K) into a real tree by adding a metric
The tree T (G) comes with a natural metric by setting
(1) for (x, y) ∈ E∗(T (G,K)), we set dT (G,K)(x, y) = dG(x, y),
(2) for any triple of edges (x, vx,y,z), (y, vx,y,z), (z, vx,y,z), where x is the
ancestor of y and z, we set
dT (G,K)(x, vx,y,z) =
dG(x, y) + dG(x, z)− dG(z, y)
2
,
dT (G,K)(y, vx,y,z) =
dG(x, y) + dG(y, z)− dG(x, z)
2
and
dT (G,K)(z, vx,y,z) =
dG(x, z) + dG(y, z)− dG(x, y)
2
.
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root
y
z
x
x
y
z
vx,y,z
root
TG(5)
Points added
Selected points
x0
*
Figure 3. Construction of T (G,5) from a graphG. Even though
the bubble of x, y and z has four neighbouring bubbles, the
graph is still asymptotically-tree like because the bubble on the
left does not lead to a selected point of the form xi
Note that this assignment of distances keeps consistency in the sense
that
dG(x, y) = dT (G,K)(x, vx,y,z) + dT (G,K)(y, vx,y,z),
dG(x, z) = dT (G,K)(x, vx,y,z) + dT (G,K)(z, vx,y,z)
and
dG(y, z) = dT (G,K)(y, vx,y,z) + dT (G,K)(z, vx,y,z).
(3) the distance grows linearly along an edge.
Our choice for the distances in the second part is arbitrary but it will not
have an significant impact on our proof. It can be noted that this distance
conserves the distance from root∗ to any point in V ∗(T (G,K)).
Step 3: Assigning a spatial location to the points in T (G,K)
17
Finally we want to view our tree as a spatial tree embedded in Rd, i.e. we
want to find an embedding of the edges into Rd.
Any vertex of V ∗(T (G,K)) is assigned its original location in G. Moreover
the vertices vx,y,z are mapped to the barycenter of x, y and z. We write φ
G(K)
this map.
If (x, y) ∈ E(T (G,K)), then the point z which is at a dT (G,K)-distance
αdT (G,K)(x, y) along the edge (x, y) is mapped to the point which is at dis-
tance αdZd(φ
G(K)(x), φG(K)(y)) along the Rd-geodesic between φG(K)(x) and
φG(K)(y). This extends φG(K) to a map from T (G,K) to Rd.
In particular the notation φG(K)(e), for e ∈ E(T (G,K)), corresponds to a
segment of Rd.
3.1.3. A natural resistance metric on the skeleton. Let us now endow T (G,K)
with a resistance metric. We refer the reader to [38] for a background on
resistances, time reversibility and electrical network theory which are central
notions for the remainder of the paper.
First, for all (x, y) ∈ E∗(T (G,K)), we set RT (G,K)eff (x, y) as the effective re-
sistance between x and y in the graph G (where edges in G have resistance
1).
Let us consider a triangle (x, y), (y, z), (z, x) ∈ E(G(K)). We denote PGx
the law of a simple random walk on the graph G started at x. For any set
A ∈ V (G), let
(3.1) TA = inf{l ≥ 0 : Xl ∈ A} and T+A = inf{l > 0 : Xl ∈ A}.
If A = {x} we write Tx, T+x instead of T{x}, T+{x}. We set
R
G(K)
eff (x, y)
−1 := pi(x)PGx [T (y) < T (z) ∧ T+(x)]
where pi is number of neighbors of x in G, which is the invariant measure
associated to unit resistances on G. Note that this procedure defines the
resistances of all three edges corresponding to a triangle.
R
G(K)
eff (x, z)
−1 := pi(x)Px[Tz < Ty ∧ T+x ]
and
R
G(K)
eff (y, z)
−1 := pi(y)Py[Tz < Tx ∧ T+y ].
We could have defined the corresponding quantities R
G(K)
eff (y, x), R
G(K)
eff (z, x)
and R
G(K)
eff (z, x) in an analogous way and, by time reversibility we would
have obtained that R
G(K)
eff (x, y) = R
G(K)
eff (y, x), R
ωn
eff (x, z) = R
G(K)
eff (z, x) and
R
G(K)
eff (y, z) = R
G(K)
eff (z, y
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Next, it only remains to define the values of Reff for the edges of T (G,K)
containing the artificial vertex vx,y,z using the star-triangle transformation.
That is
RT
(G,K)
eff (x, vx,y,z) =
R
G(K)
eff (x, y)R
G(K)
eff (x, z)
R
G(K)
eff (x, y) +R
G(K)
eff (y, z) +R
G(K)
eff (z, x)
,
RT
(G,K)
eff (y, vx,y,z) =
R
G(K)
eff (x, y)R
G(K)
eff (y, z)
R
G(K)
eff (x, y) +R
G(K)
eff (y, z) +R
G(K)
eff (z, x)
and
RT
(G,K)
eff (z, vx,y,z) =
R
G(K)
eff (x, z)R
G(K)
eff (y, z)
R
G(K)
eff (x, y) +R
G(K)
eff (y, z) +R
G(K)
eff (z, x)
.
Taking x, y ∈ V (T (G,K)), we know that there is a unique simple path
x0, . . . , xl in V (T (G,K)) from x to y and this allows us to set RT (G,K)eff (x, y) =∑l−1
i=0R
T (G,K)
eff (xi, xi+1). This is the natural definition in view of the law of
resistance in series and the fact that points in V ∗(T (G,K)) are cut-points.
The resistance defines a metric on V (T (G,K)) that we denote dresT (G,K) . Those
definitions were chosen so as to have the following property.
Lemma 3.1. For all x, y ∈ V ∗(T (G,K)), we have
RGeff(x, y) = R
T (G,K)
eff (x, y).
Proof. Since all vertices of V ∗(T (G,K)) are cut-points, our additive definition
of RT
(n,K)
eff (corresponding to the law of resistances in series) ensures that the
previous relation will be verified if we simply check the previous relation for
any x, y ∈ V ∗(T (G,K)) which are part of a triangle. We know that the star-
triangle transformation conserves resistances (see e.g. [38]) so all we need to
check is that the resistances we defined for triangles respect the transition
probabilities for the walk. This can be checked since for any (x, y, z) which is
a triangle in G(K) we have
PGx [Ty < Tz ∧ T+x ] = pi(x)RG(K)eff (x, y)−1,
by the very definition of R
G(K)
eff .

3.1.4. Adding a measure associated to the volume of the graph. We are going
to add a measure to our graph T (G,K).
For any x ∈ G, let pi(G,K)(x) be the unique v ∈ V ∗(T (G,K)) separating x
from the origin and such that for any v′ ∈ V ∗(T (G,K)) with v′ separating x
from the origin and v′ 6= v we have that v′ ≺ v. That is, when going from
root∗ to x, the point pi(G,K)(x) is the last cut-point crossed before reaching x.
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In the case where x is not separated from the origin by a cut-bond, i.e. x is
in the bubble of the origin, then we set pi(G,K)(x) = root∗ by convention.
Now for x ∈ V ∗(T (G,K)), let vT (G,K)(x) := #{(y, z) ∈ E(G) : pi(G,K)(y) =
x and y 6= x} and use this to define a measure on V ∗(T (G,K)).
µ(G,K) :=
∑
x∈V ∗(T (G,K))
vT (G,K)(x)δx.
3.1.5. Another way of viewing T (G,K) as graph spatial tree. For our future
purpose it will be convenient to be able to introduce a reduced version of
T (G,K) where we view it as a graph spatial tree with a number of vertices
between K + 1 and 2K + 1 (whereas T (G,K) typically has a high number of
points if G is large). This distinction will be important for the Definition 3.5.
It will be a graph spatial tree denoted (T(G,K), dT(G,K) , φT(G,K)) which is
obtained by a procedure similar to Section 2.1.3. In the notations of that
section this spatial graph is ((T (G,K))K,(xi), d(T (G,K))K,(xi), φ(T (G,K))K,(xi)).
In words this simply means we restrict the tree structure T (G,K) to the
subgraph obtained from the points root∗, x0, . . . , xK and the branching points
that these points created. Hence, the vertices of T(G,K) are
V (T(G,K)) := {root∗, x0, . . . , xK} ∪ (V (T (G,K)) \ V ∗(T (G,K))),
(the set on the right-hand side of the union being the branching points) and
the edges E(T(G,K)) are the ones naturally inherited from the tree structure
of T (G,K).
Remark 3.1. It is important to note that the distance, the resistance distance
and the embedding we assign to T(G,K) coincide with those assigned to T (G,K).
This will allow us to use, e.g., dT (G,K) to signify dT(G,K) .
3.2. Setting for the abstract theorem. In this section, we will consider
a sequence of random graphs (Gn)n∈N chosen under a measure Pn, which in
practice will be large critical structures. The n will quantify the order of the
volume of Gn, which in turn means (in the universality class we are interested
in) that the intrinsic distances between points in Gn is of the order of n
1/2
and the extrinsic distances are of the order n1/4. Our eventual goal is to study
(XGnm )m∈N which is the simple random walk on Gn.
Our construction will rely on a sequence of i.i.d. random variables (V ni )i∈N
supported on cut-points. In practice this sequence should be asymptotically
close to uniform random variables.
Definition 3.3. For n ∈ N, we say that (Gn, (V ni )i∈N)n∈N is a sequence of
random augmented graphs under the measure Pn.
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cut-bonds
cut-bonds
in T (n;K)
root
Sausage
Figure 4. The sausage corresponding to a specific cut-bond.
Fix K ∈ N. If the graph Gn(K) constructed from (Gn, (V ni )i∈N)n∈N is
asymptotically tree-like, then the construction of the skeleton of the previ-
ous section can be carried out. In order to lighten the notations, we will
write G(n,K), T (n,K), T(n,K), V ∗(T (n,K)), φ(n,K), v(n,K), R(n,K)eff and pi(n,K) for
Gn(K), T (Gn,K), T(Gn,K), V ∗(T (Gn,K)), φGn(K), vTGn(K) , RT
(Gn,K)
eff and pi
(Gn,K)
and we also introduce the rescaled quantities d(n,K)(·, ·), d(n,K)res (·, ·) and µ(n,K)
for n−1/2dT (Gn,K)(·, ·), n−1/2dresT (Gn,K)(·, ·) and n−1µ(Gn,K). All those quantities
were defined in Section 3.1.
We recall that d(n,K)(·, ·) (resp. φ(n,K)) is a distance on (resp. embedding
of) T(n,K) because of Remark 3.1.
3.2.1. Condition (S). For any x ∈ V ∗(Tn(K)), we call K-sausage of x the set
{y ∈ Gn, pi(n,K)(y) = x}.
Note that a sausage is typically much large than the corresponding bubble
because it also contains bubbles of Gn which are not in T (n,K) see Figure 4.
We introduce
(3.2) ∆
(n,K)
Zd := max
x∈V ∗(T (Gn,K))
DiamZd({y ∈ V (Gn), pi(n,K)(y) = x}),
where DiamZd(A) := max{dZd(x, y) : x, y ∈ A}, for any A ⊂ Zd. We also
introduce
(3.3) ∆
(n,K)
Gn
:= max
x∈V ∗(T (Gn,K))
DiamGn({y ∈ V (Gn), pi(n,K)(y) = x}),
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where DiamGn(A) := min{dGn(x, y) : x, y ∈ A} for any A ⊂ Zd, and dGn is
the graph distance in Gn. In our context, we want to extend the definition of
asymptotically tree-like graphs (see Definition 3.2).
Definition 3.4. We say that a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
verifies condition (S) if
(1) for all K ∈ N, we have
lim
n→∞
Pn[G
(n,K) is asymptotically tree-like] = 1.
(2) for all ε > 0, we have
lim
K→∞
sup
n∈N
Pn
[
n−1/4∆(n,K)Zd > ε
]
= 0
and
lim
K→∞
sup
n∈N
Pn
[
n−1/2∆(n,K)Gn > ε
]
= 0.
The first part of the definition states that it is unlikely for four larges
branches to emanate from the same bubble. It should be noted that in the ISE
this property is verified (see Section 2.2.4) The second part of the condition
is related to the fact that there are no parts of Gn that have macroscopic (Zd
and intrinsic) length but where there are no cut-points.
Remark 3.2. If a sequence (Gn, (V
n
i )i∈N)n∈N is asymptotically tree-like, then
the notation T (n,K) and T(n,K) make sense with probability going to 1 since
these objects can be constructed with the methods of Section 3.1. The condi-
tions which will involve T (n,K) and T(n,K) (condition (G) of definition 3.5 and
condition (V ) of definition 3.6) are all asymptotical in n. Hence, they are not
affected by the fact that T (n,K) is not defined on an event of small probability.
We will thus allow ourselves a slight abuse of notation in the statement of
these conditions.
3.2.2. Key properties for the skeleton. We will now explain why the skeleton
of a graph is useful.
It is elementary to see that for all K ∈ N,
(3.4) max
x,y∈V ∗(T (n,K)),
x≺y,x∼∗y
max
z∈V (Gn(K)), π(n,K)(z)=x
z′∈φ(n,K)([x,y])
dZd(z, z
′) ≤ 2∆(n,K)Zd ,
which, for asymptotically tree-like graphs, means that the left side is non-
macroscopic. Intuitively this means that every K-sausage is close to the
corresponding edge in the K-skeleton of Gn. This proves the first interesting
property of the skeleton: it is a good spatial approximation of asymptotically
tree-like graphs.
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Let us present a second interesting property of the skeleton. For this, we
introduce λ
(n,K)
res the Lebesgue measure on (T (n,K), d(n,K)res ), normalized to have
total mass 1. This measure is well defined because T (n,K) is a graph spatial
tree which can always be equipped with a Lebesgue probability measure asso-
ciated with the resistance distance (see Section 2.1.3). This naturally induces
a Lebesgue probability measure on T(n,K) (see Section 3.1.5 and Remark 3.1).
Now, we can define B(n,K) be the Brownian motion on (T(n,K), d
(n,K)
res , λ
(n,K)
res )
(which can be defined using Proposition 2.1).
Remark 3.3. Let us point out that the line segments of φ(n,K)(T (n,K)) may
intersect once embedded into Rd, however the Brownian motion B(n,K) is not
impacted by those cycles. Indeed, because of the way the resistance metric is
defined, this Brownian motion actually corresponds to a Brownian motion on
a tree which has then been embedded.
If G(n,K) is asymptotically tree-like, let h
(n,K)
0 := 0 and define the successive
times when B(n,K) moves to a different vertex of V ∗(T (n,K))
h(n,K)m := inf
{
t ≥ h(n,K)m−1 : B(n,K)t ∈ V ∗(T (n,K)) \
{
B
(n,K)
h
(n,K)
m−1
}}
,
for all m ∈ N. Furthermore set A(n,K)(0) = 0 and
A(n,K)(m) := min
{
l > A(n,K)(m− 1) : XGnl ∈ V ∗(T (n,K)) \
{
XGn
A(n,K)(m−1)
}}
,
for all m ∈ N, where we recall that (XGnm )m∈N is the simple random walk on
Gn.
The next lemma states that XGn is a time change of a version of a B(n,K).
Hence, it will be sufficient to understand the convergence of B(n,K) as n goes
to infinity and the time change linking XGn and B(n,K) to prove a scaling
limit result on Xn.
Lemma 3.2. If G(n,K) is asymptotically tree-like, the processes (B
(n,K)
h
(n,K)
m
)m≥0
and (XGn
A(n,K)(m)
)m≥0 on V ∗(T (n,K)) have the same transition probabilities.
Proof. Considering that the transition probabilities, on vertices of V ∗(T (n,K)),
of the random walk XGn and the Brownian motion B(n,K) are defined in the
same manner in terms of the resistances on Gn and T (n,K) respectively. The
result then follows from Lemma 3.1. 
3.3. Conditions for convergence towards BISE. We are now going to in-
troduce three other conditions that are the central hypotheses for our abstract
theorem (Theorem 1.1)
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3.3.1. Condition (G): asymptotic shape of the graph. Let us define a distance
D on graph spatial trees (defined in Section 2.1.3). Here, we follow Section 7
of [16].
For (T, d, φ) a graph spatial tree, write T ∗ for the rooted shape of the tree
(the ordered graph tree without edge lengths) and |e1| , . . . , |el| for the lengths
of the edges (according to the lexicographical order of T ∗).
Take two graph spatial trees (T, d, ψ) and (T ′, d′, ψ′). If T ∗ 6= T ′∗, then we
set d1(T, T
′) =∞ and otherwise we set
(3.5) d1(T, T
′) := sup
i
||ei| − |e′i|| .
Now if T ∗ = T ′∗, we have a homeomorphism ΥT,T ′ : ψ(T ) → ψ(T ′) such
that if x ∈ ψ(T ) is at a distance α |e| along the edge e is mapped to the point
x′ ∈ ψ′(T ′) which is at distance α |e′| along the corresponding edge d′. We
then set
d2(T, T
′) := sup
x∈ψ(T )
dRd(ψ(x), ψ
′(ΥT,T ′(x))).
This yields a metric
(3.6) D((T, d, ψ), (T ′, d′, ψ′)) := (d1(T, T ′) + d2(T, T ′)) ∧ 1
on graph spatial trees. The importance of this metric stems from the following
result, see Lemma 7.1. in [16] (recall that λT is the normalized Lebesgue
measure on the tree).
Proposition 3.1. Suppose ((T
′
n, d
′
n, ψ
′
n))n∈N is a sequence of graph spatial
trees that converge with respect to the metric D to a graph spatial tree (T
′
, d
′
, ψ
′
).
For each n, let Bn be the Brownian motion on the spatial tree (T
′
n, d
′
n, λT ′n)
and let B be the Brownian motion on the spatial tree (T
′
, d
′
, λT ′ ) (defined with
Proposition 2.1). Then (ψn(B
n))n∈N converges to (ψ(B)) in distribution for
the topology of uniform convergence on compact sets.
This distance allows us to define our first condition (relevant definitions can
be found at Definition 3.3, Definition 3.4, Remark 3.2 and Section 2.2.4).
Definition 3.5. Condition (G): We say that a sequence of asymptotically
tree-like random augmented graphs (Gn, (V
n
i )i∈N)n∈N satisfies condition (G)σd,σφ
if there exists σd, σφ > 0 such that for all K ∈ N, the sequence of graph spa-
tial trees ((T(n,K), d(n,K)(·, ·), n−1/4φ(n,K)))n∈N converges weakly to a K-ISE
(T(K), σddT(K) , σφ
√
σdφT(K)) in the topology induced by D.
This condition states that for all K ∈ N, the K-skeleton of our sequence of
random graphs resembles the K-skeleton of the ISE. The constant σd is the
ratio between the graph distance in Gn and the canonical distance in the CRT.
The constant σφ is the diffusivity of the embedding per unit of graph-distance.
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Remark 3.4. It is very important to stress that in condition (G), the topology
induced by D imposes a condition on the convergence of the distances of only
a finite number of points (between 1 + K and 1 + 2K). This is where the
distinction between T(n,K) and T (n,K) makes a big difference.
Remark 3.5. The requirement that T and T ′ have the same shape seems to
be very strong, but we believe that in practice this condition will always be
verified. We recall that we only require that the skeleton trees, as in Figure 3,
(which a finite number of points between 1 +K and 1 + 2K) have the same
shape when n is large.
3.3.2. Condition (V): Uniform distribution of the volume. Recalling that λ
(n,K)
res
is the natural Lebesgue probability measure on the graph spatial tree T (n,K)
(see beginning of Section 3.2.2), that
−−−→
T (n,K)x are the descendants of x (includ-
ing x itself) in T (n,K) and the definition of µ(n,K) in Section 3.1.4. Our second
condition states that
Definition 3.6. Condition (V): We say that a sequence of asymptotically
tree like random augmented graphs (Gn, (V
n
i )i∈N)n∈N satisfies condition (V )ν
if there exists ν > 0 such that for ε > 0
lim sup
K→∞
lim sup
n→∞
Pn
[
sup
x∈T (n,K)
∣∣∣∣νλ(n,K)(−−−→T (n,K)x )− µ(n,K)(−−−→T (n,K)x )
∣∣∣∣ > ε] = 0.
Intuitively this condition says that the volume of the graph is asymptot-
ically uniformly distributed over the graph and that the total volume is of
order νn.
3.3.3. Condition (R): the linearity of the resistance.
Definition 3.7. Condition (R): We say that a sequence of random augmented
graphs (Gn, (V
n
i )i∈N)n∈N verifying condition (S) satisfies condition (R)ρ if
there exists ρ > 0 such that for all ε > 0 and for all i ∈ N
lim
n→∞
Pn
[∣∣∣∣RGn(0, V ni )dGn(0, V ni ) − ρ
∣∣∣∣ > ε] = 0.
Intuitively this condition says that the resistance distance is asymptotically
almost proportional to the graph distance.
3.4. Sketch of proof. Let us discuss informally how the proof of the abstract
theorem works.
Firstly, we can notice that, since the graphs verify condition (S), the graph
Gn is uniformly close to its K-skeleton T (n,K) for K large by (3.4). Hence,
in order to understand the simple random walk on (XGnm )m≥0 it is enough to
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look at the random walk at times when it visits V ∗(T (n,K)), which we write
(XGn
A(n,K)(m)
)m≥0.
Then, we can use Lemma 3.2 to see that (XGn
A(n,K)(m)
)m≥0 has the same law
as (B
(n,K)
h
(n,K)
m
)m≥0. Using this, we can couple XGn and B(n,K) in such a way that
B
(n,K)
t is close to n
−1/2XGn
A(n,K)(m(t))
for a certain function m(t).
Now, B(n,K) is the Brownian motion on (T (n,K), d(n,K)res , λ(n,K)res ). By con-
dition (R), we have that d
(n,K)
res ≈ ρd(n,K). Hence, by Proposition 3.1 and
condition (G), it can be shown that φTn(B
(n,K)
t ) becomes close, for n large, to
σφ
√
σdB
K−ISE
(ρσd)−1t
. That, together with Proposition 2.3, we get that, for K and
n large, φTn(B
(n,K)
t ) is close to σφ
√
σdB
ISE
(ρσd)−1t
The only remaining task is to estimate the time-change A(n,K)(m(t)) be-
tween XGn and B(n,K). If we prove that n−3/2A(n,K)(m(t)) ≈ νt, then a simple
computation shows that the theorem follows. This time-change accounts for
the time spent by the random walk crossing edges of E∗(T (n,K)) until the
coupled Brownian motion B(n,K) has moved for a time t.
For each edge e ∈ E∗(T (n,K)), by time t the random walk XGn will cross
l
(n,K)
t (e) times the bubble corresponding to the edge e where l
(n,K)
t (e) is the
edge local time of B
(n,K)
t . Since l
(n,K)
t (e) is very large, we would like to say
that the time spent crossing e should be close to its expected value. Because
of the tree structure of T (n,K), a crossing in one direction is following by a
crossing in the other, and this allows us to apply the commute time formula
(see [14]) which gives us an exact value for the expected time of a back and
forth crossing. This means that
A(n,K)(m(t)) ≈
∑
e∈E(T (n,K))
l
(n,K)
t (e)R
n
eff(e)µ
(Gn,K)(e),
where one recognizes the quantities appearing in the commute time formule
(the factor 2 is cancelled by the fact that the number of back and forth
crossings of e is only, roughly, half of the local time at e).
After showing that for n large,
(1) n−1/2l(n,K)t (e)R
n
eff(e) is close to the local time L˜
(K)
t of σφ
√
σdB
ISE
(ρσd)−1t
,
(2) n−1µ(Gn,K) is close to νλ(K)
T
by (V )ν ,
we can show that
n−3/2A(n,K)(m(t)) ≈ ν
∫
T(K)
L˜
(K)
t (x)λ
(K)
T
(dx) = νt,
where the last equality is a simple consequence of the definition of local time,
see Definition 2.6.
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4. Proof of the abstract theorem
This first section is devoted to the proof of the main theorem. The proof will
rely on resistance and local time estimates that are deferred to later sections
in this paper (see Section 5 and Section 7 respectively).
4.1. Convergence of the image of B(n,K) towards BK−ISE. By Assump-
tion (G)σd,σφ and the Skorohod representation Theorem, we can assume that,
for all K ∈ N, the augmented random graphs (Gn, (V ni )i=1,··· ,K)n∈N and T(K)
are defined in a common probability space (Ω(K),F (K),P(K)) and that
(4.1)
(T(n,K), d(n,K), n−1/4φTn)
n→∞→ (T(K), σddT(K) , σφ
√
σdφT(K)) P
(K)-a.s.,
in the topology induced by D, where D is the natural topology on graph
spatial trees, (see (3.6)).
Recall that B(n,K) is the Brownian motion in (T(n,K), d
(n,K)
res , λ
(n,K)
res ) as in
Proposition 2.1. Our main objective in this subsection is to show that n−1/4φTn(B
(n,K))
scales to BK−ISE as n→∞. More precisely
Lemma 4.1. Under (4.1) and condition (R)ρ, for all K ∈ N
(4.2) (n−1/4φTn(B
(n,K)
t ))t≥0
n→∞→ (σφ√σdBK−ISE(ρσd)−1t)t≥0,
in distribution in the space C(R+,Rd) endowed with the topology of uniform
convergence over compact subsets, P(K)-almost surely.
The proof of the Lemma above relies on the following result.
Lemma 4.2. Under (4.1) and condition (R)ρ, for all K ∈ N
(T(n,K), d(n,K)res , n
−1/4φ(n,K))
D→ (T(K), σdρdT(K) , σφ
√
σdφ
T(K)),
as n→∞, P(K)-almost surely.
Remark 4.1. By Lemma 4.2, we know that for n large enough, we have that
T(K) and T(n,K) are composed of a finite number of edges (e(i))i=1,...,s and
(en(i))i,...,s respectively, where s is the number of edges of T
(K) and T(n,K).
Then by a simple union bound, we have that, for all K ∈ N and ε > 0,
(4.3) lim
n→∞
P(K)
[
max
i=1,...,s
∣∣∣∣∣d
(n,K)
res (en(i))
dT(e(i))
− σdρ
∣∣∣∣∣ ≥ ε
]
= 0.
In other words, the random variable maxi=1,...,s
∣∣∣d(n,K)res (en(i))dT(e(i)) − σdρ
∣∣∣ converges
to 0 in P(K)-probability. Therefore, by the Skorohod representation theorem
we can assume that
(4.4) max
i=1,...,s
∣∣∣∣∣d
(n,K)
res (en(i))
dT(e(i))
− σdρ
∣∣∣∣∣ n→∞→ 0, P(K)-almost surely.
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Proof of Lemma 4.2. First, note that by (4.1), T(n,K) is homeomorphic to
T(K) for n large enough. Moreover, the homeomorphism can be chosen to be
lexicographical-order preserving and it induces a correspondence between the
edges (en,Ki )i of T
(n,K) and the edges (ei)i of T
(K) as in Section 3.3.1. By (4.1)
and Lemma 5.6 we get
lim
n→∞
sup
i
∣∣∣∣∣∣∣en,Ki ∣∣∣
d
(n,K)
res
− ρσd |ei|d
T(K)
∣∣∣∣ = 0, P(K)-a.s,
where |·|
d
(n,K)
res
, |·|d
T(K)
denote the length with according to d
(n,K)
res , dT(K) re-
spectively. That is, (T(n,K), d
(n,K)
res ) converges under d1 to (T
(K), σdρdT(K)),
P(K)- almost surely, where d1 is as in (3.5). Let Υˆn,K be the lexicographical-
order preserving homeomorphism between (T(n,K), d
(n,K)
res ) and (T(K), ρσddT(K))
which is linear along the edges. It remains to show that
(4.5) lim
n→∞
sup
x∈T(n,K)
dRd(n
−1/4φTn(x), σφ
√
σdφ(Υˆn,K(x))) = 0, P
(K)-a.s.
Let Υn,K the lexicographical-order preserving homeomorphism between (T
(n,K), d(n,K))
and (T(K), σddT(K)) which is linear along the edges. By (4.1) we have
(4.6) lim
n→∞
sup
x∈T(n,K)
dRd(n
−1/4φTn(x), σφ
√
σdφ(Υn,K(x))) = 0, P
(K)-a.s.
It can be deduced from Lemma 5.6 and (4.1) that
(4.7) lim
n→∞
sup
x∈T(n,K)
dT(K)(Υn,K(x), Υˆn,K(x)) = 0.
That, plus (4.6) and the continuity of φT(n,K) yields (4.5).

Proof of Lemma 4.1. Recall from Section 2.2.4 that B(K) is the Brownian mo-
tion in (T(K), dT, λ
(K)
T
), where λ
(K)
T
is the Lebesgue measure according to dT
normalized to become a probability measure. Let B¯
(K)
t := B
(K)
(ρσd)−1t
. We will
start showing that
(4.8) B¯(K) is the Brownian motion in (T(K), ρσddT, λ
(K)
T
).
For this is enough to check the properties given above Proposition 2.1. Among
them the only one which is not trivial is property (2), which we will check
now.
Let Ex, E¯x denote expectation with respect to the law of B
(K), B¯(K) started
at x. Let Tx := inf{s : B(K)s = x} and T¯x := inf{s : B¯(K)s = x}. It follows
that, for any Borelian A of T(K)
E¯x[Leb{s ≤ T¯y : B¯(K)s ∈ A}] = Ex[ρσdLeb{s ≤ Ty : B(K)s ∈ A}]
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=ρσd
∫
A
2dT(b
T(x, y, z), y)λ
(K)
T
(dz) =
∫
A
2ρσddT(b
T(x, y, z), y)λ
(K)
T
(dz)
where the first equality follows from the definition of B¯(K) and the sec-
ond equality follows from the fact that B(K) is the Brownian motion in
(T(K), dT, λ
(K)
T
). This shows property (2) in the definition of Brownian motion.
Therefore (4.8) holds.
Therefore, by (4.8), we can deduce from Proposition 3.1 and Lemma 4.2
that
(4.9) (φTn(B
(n,K)
t ))t≥0 converges to (
√
σdσφφ(B¯
(K)
t ))t≥0.
Hence, the lemma follows from the definition of B¯(K) and the fact that
BISE−Kt = φ(B
(K)
t ) (which holds by definition). 
4.2. Coupling between XGn and B(n,K). In this section we will introduce a
coupling between XGn and B(n,K) (the latter being defined above Remark 3.3).
The construction is performed in two steps. The first one is to use Lemma
3.2 and B(n,K) to construct a process J (n,K) taking values in V ∗(T (n,K)), which
has the law of trace of XGn on V ∗(T (n,K)). Given B(n,K), let
(4.10) J (n,K)m := B
(n,K)
h
(n,K)
m
for all m ∈ N,
where h
(n,K)
0 := 0 and
(4.11) h
(n,K)
m+1 := min
{
t > h(n,K)m : B
(n,K)
t ∈ V (T (n,K))−
{
B
(n,K)
h
(n,K)
m
}}
.
By Lemma 3.2, (J
(n,K)
m )m∈N has the same transition probabilities as (B
(n,K)
h
(n,K)
m
)m∈N.
Before continuing with the construction of the coupling, let us state here the
following result which explains the relationship between J (n,K) and B(n,K).
Let
(4.12) m(t) := min{m ∈ N : h(n,K)m ≥ t}.
Lemma 4.3. If the random augmented graphs (Gn, (V
i
n)i∈N)n∈N verifies con-
dition (S), then
lim
K→∞
lim sup
n→∞
P(K)
[
sup
t∈R
dRd(n
−1/4φTn(J
(n,K)
m(t) ), n
−1/4φTn(B
(n,K)
t )) ≥ ε
]
= 0,
for all ε > 0,
Proof of Lemma 4.3. It follows from the coupling between J (n,K) and B(n,K)
that, for all t ≥ 0, φTn(J (n,K)m(t) ) and φTn(B(n,K)t ) are either in the same bubble
or in two different, but contiguous bubbles. Therefore
dRd(φTn(J
(n,K)
m(t) ), φTn(B
(n,K)
t )) ≤ 2∆(n,K)Zd .
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Hence, the result follows immediately from the assumption that the sequence
of graphs verifies condition (S). 
The second step of the coupling consists in completing the path of φTn(J
(n,K))
between successive visits of vertices of T (n,K) to obtain a version of XGn .
Starting fromXGn0 = 0, constructX
Gn up to the first hitting time of V ∗(T (n,K))
by sampling a simple random walk onGn conditioned onX
Gn
A(n,K)(0)
= φTn(J
n,K
0 ) =
φTn(root
∗), where A(n,K)(0) := min{XGnl ∈ φTn(V ∗(T (n,K)))} and otherwise
independent of B(n,K). It is clear that we can repeat this procedure in such a
way that
(4.13) XGn
A(n,K)(m)
= φTn(J
(n,K)
m ) for all m such that J
(n,K)
m ∈ V ∗(T (n,K)),
where
A(n,K)(m+ 1) := min
{
l > 0 : XGnl ∈ φTn(V ∗(T (n,K)))−
{
Y n,K
A(n,K)(m)
}}
.
It follows from the construction that XGn has the law of a simple random walk
on Gn. The reader should note that the actual definition of X
Gn depends on
K, but we are mainly interested in its law, which is independent of K, so we
will not emphasize the K dependence in the notation. Let
(4.14) S(n,K)(m) := min{k ≥ 0 : A(n,K)(k) ≥ m} m ∈ N,
be the (generalized) inverse of A(n,K). We extend the domain of S(n,K) to R+
by linear interpolation. Under the coupling constructed above, and using the
same reasoning as in the proof of Lemma 4.3 we obtain:
Lemma 4.4. If the random augmented graphs (Gn, (V
i
n)i∈N)n∈N verify condi-
tion (S), then for all ε > 0
lim
K→∞
lim sup
n→∞
P(K)
[
sup
m∈N
dRd(n
−1/4XGnm , n
−1/4φTn(J
(n,K)
S(n,K)(m)
)) ≥ ε
]
= 0.
4.3. Asymptotic linearity of the time change. The following important
lemma shows that t 7→ A(n,K)(m(t)) can be rescaled to converge to a linear
function.
Proposition 4.1. Consider a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
which verifies condition (S) and condition (G)σd,σφ, (V )ν and (R)ρ. Then for
each t ≥ 0, ε > 0,
lim
K→∞
lim sup
n→∞
P(K)
[|n−3/2A(n,K)(m(t))− νt| ≥ ε] = 0.
The proof of this lemma is one of the main tasks of this paper and is
postponed to Section 7. For the next pages we will assume Lemma 4.1 and
deduce the main theorem (Theorem 1.1). Recall the definition of T (n,K) from
(4.14).
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Corollary 4.1. Assume the hypotheses of Lemma 4.1. For all η, T > 0, let
B
c
n,K := {m(ν−1t− η) ≤ S(n,K)(tn3/2) ≤ m(ν−1t + η) for all t ≤ T}.
Then
lim
K→∞
lim sup
n→∞
P(K) [Bn,K] = 0.
Proof of Corollary 4.1. We have that Bn,K = B
1
n,K ∪B2n,K , where
B
1
n,K := {S(n,K)(tn3/2) > m(ν−1t + η) for some t ≤ T}
and
B
2
n,K := {S(n,K)(tn3/2) < m(ν−1t− η) for some t ≤ T}.
It follows directly from the definition of S(n,K) that on B1n,K
min{k : A(n,K)(k) ≥ tn3/2} > m(ν−1t+ η),
for some t ≤ T . Therefore
A(n,K)(m(ν−1t + η)) < n3/2t
for some t ≤ T . That is
(4.15) n−3/2A(n,K)(m(ν−1t + η)) < t.
for some t ≤ T . On the other hand, since, for all n,K ∈ N, t 7→ An,K(m(t))
is a monotone function and t 7→ νρt is continuous, it follows from Lemma 4.1
that
(4.16) lim
K→∞
lim sup
n→∞
P(K)
[
sup
t≤R
∣∣n−3/2A(n,K)(m(t))− νt∣∣ ≥ ε] = 0,
for all ε, R > 0. Choosing ε < νη in the display above, it follows that the
probability of the event in display (4.15) goes to 0 as n → ∞ and then
K →∞. Therefore
lim
K→∞
lim
n→∞
P(K)[B1n,K ] = 0.
Analogous arguments give that
lim
K→∞
lim
n→∞
P(K)[B2n,K ] = 0.
That finishes the proof 
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4.4. Proof of the Abstract Theorem.
Proof of Theorem 1.1. Let T ≥ 0 be fixed. By Proposition 2.3 we have that
(4.17) P(K)
[
sup
t≤T
dRd(B
ISE
t , B
K−ISE
t ) ≥ ε
]
→ 0 as K →∞,
for all ε > 0. Also, by Lemma 4.1
(4.18) P(K)
[
sup
t≤T
dRd(n
−1/4φTn(B
(n,K)
t ), σφ
√
σdB
K−ISE
(ρσd)−1t
)) ≥ ε
]
→ 0,
as n→∞, for all ε > 0. On the other hand, by Lemma 4.3
(4.19)
lim
K→∞
lim sup
n→∞
P(K)
[
sup
t≤T
dRd(n
−1/4φTn(B
(n,K)
t ), n
−1/4φTn(J
(n,K)
m(t) )) ≥ ε
]
= 0,
for all ε > 0. Now, since by construction φTn(J
(n,K)
m(t) ) = X
Gn
A(n,K)(m(t))
, by the
three displays above we get that
(4.20)
lim
K→∞
lim sup
n→∞
P(K)
[
sup
t≤T
dRd(n
−1/4XGn
A(n,K)(m(t))
, σφ
√
σdB
ISE
(ρσd)−1t
) ≥ ε
]
= 0,
for all ε > 0.
Corollary 4.1, together with the continuity of BISE and (4.20) imply that
(4.21)
lim
K→∞
lim sup
n→∞
P(K)
[
sup
t≤T
dZd(n
−1/4XGn
A(n,K)(S(n,K)(n3/2t))
, σφ
√
σdB
ISE
(ρνσd)−1t
) ≥ ε
]
= 0,
for all ε > 0.
On the other hand, by (4.13) and Lemma 4.4 we have that
(4.22)
lim
K→∞
lim sup
n→∞
P(K)
[
sup
t≥0
dZd(n
−1/4XGn
n3/2t
, n−1/4XGn
A(n,K)(S(n,K)(n3/2t))
) ≥ ε
]
= 0,
for all ε > 0. This, together with (4.21), proves the theorem.

5. Strengthened resistance estimates
Our goal in this section is to turn the point to point resistance estimate
from condition (R) into resistances estimates which are essentially uniform
over T (n,K).
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T G,K
T G,K
′
Figure 5. In a δ-dense setting, the maximal distance between
neighbouring points among the leaves of T (G,K) and the circled
ones of T (G,K ′) is less than δ.
5.1. Creating δ-dense sets by spanning uniform points. Fix δ > 0 and
K,K ′ ∈ N and an augmented graph (G, (Vi)i∈N) which is asymptotically tree-
like. Recalling the definition of pi(G,K) in Section 3.1.4, we say that V0, . . . VK ′
is δ-dense in T (G,K) if
(1) the set {pi(G,K)(Vl) with l ≤ K ′} has at least one point on every edge
of T(G,K).
(2) If x, y ∈ {pi(G,K)(Vl) with l ≤ K ′} are neighbours (in the sense that on
the unique path between them there is no other point in {pi(G,K)(Vl) with l ≤
K ′}) then there exists ix, iy ≤ K ′ such that pi(G,K)(Viy) = x, pi(G,K)(Viy) =
y and dT (G,K′)(Vix , Viy) ≤ δ.
First let us show that spanning uniform points on the K-CRT creates δ-
dense sets with high probability.
Lemma 5.1. Consider (T, (Ui)i∈N) a CRT with a sequence of uniformly cho-
sen points (i.e. chosen according to (λT)⊗N). Fix ε′ > 0 and δ > 0, there
exists K ′ such that we have
M ⊗ (λT)⊗N[U0 . . . UK ′ is not δ-dense in T(K)] ≤ ε′.
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Proof. For x ∈ T, r > 0 we let B(x, r) := {y ∈ T : dT(x, y) < δ}. We claim
that
(5.1) (B(Ui, δ))i∈N is almost surely a covering of T.
First notice that T is compact, because it is defined as a quotient of [0, 1],
which is itself compact. Therefore T is separable, i.e., there exists a dense
sequence (xi)i∈N. Hence, to show (5.1), it is enough to show that
(5.2) P [(xi)i∈N ⊂ ∪i∈NB(Ui, δ)] = 1.
But the display above holds because P [xi ∈ B(Uj, δ)] = λT(B(xi, δ)) > 0
(This follows from the fact that λT(A) > 0 for any open set A, which, in
turn, follows directly from the definition of λT). Since the (Uj)j∈N are inde-
pendent we get that P [xi ∈ ∪j∈NB(Uj, δ)] = 1. Moreover, since the (xi)i∈N
are countable, the claim at (5.2) holds true. This shows (5.1).
From display (5.1) and the fact that T is compact we get
P [∃K : T ⊂ ∪Ki=1B(Ui, δ)] = 1
and therefore
lim
K→∞
P [T ⊂ (B(Ui, δ))i≤K ] = 1.
Hence
lim
K→∞
P [(Ui)i≤K is not a δ covering of T] = 0
and this proves the lemma.

This result translates into the existence of dense sets for certain augmented
random graphs.
Lemma 5.2. Consider a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
which verifies condition (S) and condition (G)σd,σφ .
Fix ε′ > 0 and δ > 0, there exists K ′ such that we have
lim sup
n→∞
Pn[V
n
0 . . . V
n
K ′ is not δ-dense in T (n,K)] ≤ ε′.
Let us emphasize the fact that there is no factor n1/2 because the distance
on T (n,K) is already rescaled.
Proof. We can notice that the event {V n0 . . . V nK ′ is not δ-dense in T (n,K)} is
measurable with respect to a finite set of conditions on the shape of T(n,K
′)
and the distances within this graph, since for i ≤ K the points pi(G,K ′)(Vi) are
branch-points of T(n,K
′). Hence by condition (G), we know that
lim
n→∞
Pn[V
n
0 . . . V
n
K ′ is not δ-dense in T (n,K)]
=M ⊗ (λT)⊗N[U0 . . . UK ′ is not σdδ-dense in T(K)],
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and hence the result follows from Lemma 5.1. 
5.2. Strengthened resistance estimate. Let us start by a technical result
stating, in essence, that the bubble containing 0 is small.
Lemma 5.3. Consider a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
which verifies condition (S).
For any ε > 0, we have that
lim sup
n→∞
Pn
[dGn(0, root∗)
n1/2
> ε
]
= 0.
Proof. Fix δ > 0. One can see that, by definition, pi(n,K)(0) = root∗ for all
K ≥ 1. Thus we can see that dGn(0, root∗) ≤ ∆(n,K)Gn for all K ∈ N. Hence,
for all K ∈ N
lim sup
n→∞
Pn
[dGn(0, root∗)
n1/2
> ε
]
≤ lim sup
n→∞
Pn
[∆(n,K)Gn
n1/2
> ε
]
,
and the result follows by taking K to infinity and using the second property
of condition (S). 
We can also prove that
Lemma 5.4. Consider a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
which verifies condition (S) and condition (G)σd,σφ .
For any ε > 0 and K ∈ N, there exists Cε,K <∞ such that
lim sup
n→∞
Pn
[
max
i=1...K
n−1/2dGn(0, V
n
i ) > Cε,K
]
≤ ε.
Proof. We claim that, for any ε > 0 and K ∈ N, there exists Cε,K <∞ such
that
(5.3) M ⊗ (λT )⊗N
[
max
i=1...K
dT (K)(0, Ui) > Cε,K
]
≤ ε.
Indeed,
(5.4) M ⊗ (λT )⊗N
[
max
i=1...K
dT (K)(0, Ui) > C
]
≤M
[
max
x∈T (K)
dT (K)(0, x) > C
]
,
and, since maxx∈T (K) dT (K)(0, x) <∞, we have thatM
[
maxx∈T (K) dT (K)(0, x) >
C
]
→ 0 as C →∞, and this shows (5.3). Then we can see that
Pn
[
max
i=1...K
n−1/2dGn(0, V
n
i ) > 2Cε,Kσd
]
≤Pn
[
max
i=1...K
n−1/2dGn(0, root
∗) > Cε,Kσd
]
+Pn
[
max
i=1...K
d(n,K)(root∗, V ni ) > Cε,Kσd
]
,
35
where the first term goes to 0 by Lemma 5.3. The second term is an event
defined in terms of a finite set of condition on distances between vertices in
T
(n,K) so we can use condition (G) and (5.3) to see that
lim sup
n→∞
Pn
[
max
i=1...K
d(n,K)(root∗, V ni ) > Cε,Kσd
]
=M ⊗ (λT )⊗N
[
max
i=1...K
dT (K)(0, Ui) > Cε,K
]
≤ε,
for all ε > 0, which finishes the proof. 
We are now able to prove that the resistance-distance and the graph dis-
tance are equivalent when looking at the vertices (Vi)i≤K .
Lemma 5.5. Consider a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
which verifies condition (S) and condition (G)σd,σφ and (R)ρ.
Fix ε > 0 and K ∈ N. We have
lim sup
n→∞
Pn
[
max
i=1...K
∣∣d(n,K)res (root∗, V ni )− ρd(n,K)(root∗, V ni )∣∣ > ε] = 0.
Proof. Fix ε1 > 0 and K ∈ N, by Lemma 5.4 there exists Cε1,K < ∞ such
that
lim sup
n→∞
Pn
[
max
i=1...K
n−1/2dGn(0, V
n
i ) > Cε1,K
]
≤ ε1,
where we denote Acn(ε1) the event inside the probability. Then, see that for
all ε1 > 0 and ε > 0, we have
lim sup
n→∞
Pn
[
max
i=1...K
n−1/2
∣∣dresGn(0, V ni )− ρdGn(0, V ni )∣∣ > ε]
≤ lim sup
n→∞
(
Pn
[
max
i=1...K
∣∣∣∣dresGn(0, V ni )dGn(0, V ni ) − ρ
∣∣∣∣ > εn−1/2maxi=1...K dGn(0, V ni ) , An(ε1)
]
+Pn[A
c
n(ε1)]
)
≤ lim sup
n→∞
Pn
[
max
i=1...K
∣∣∣∣dresGn(0, V ni )dGn(0, V ni ) − ρ
∣∣∣∣ > εCε1,K
]
+ ε1,
by the previous equation. But from condition (R) and a simple union bound,
we see that for any ε2 > 0 we have
lim sup
n→∞
Pn
[
max
i=1...K
∣∣∣∣dresGn(0, V ni )dGn(0, V ni ) − ρ
∣∣∣∣ > ε2] = 0,
which combined with the previous equation, used with ε2 = ε/Cε1,K . yields
that for any ε > 0
lim sup
n→∞
Pn
[
max
i=1...K
n−1/2
∣∣dresGn(0, V ni )− ρdGn(0, V ni )∣∣ > ε] = 0.
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by letting ε1 go to 0 after taking n to infinity. Using this and Lemma 5.3 (and
the fact that d
(n,K)
res (·, ·) ≤ d(n,K)(·, ·) which follows from Rayleigh’s monotonic-
ity principle) we see that for any ε > 0 we have
lim sup
n→∞
Pn
[
max
i=1...K
n−1/2
∣∣dresGn(root∗, V ni )− ρdGn(root∗, V ni )∣∣ > ε] = 0.
The result then follows from the fact that, since root∗ and V ni are in
V ∗(T (n,K)) and thus correspond to cut-points inGn, we have n−1/2dresGn(root∗, V ni ) =
d
(n,K)
res (root∗, V ni ) and n
−1/2dGn(root
∗, V ni ) = d
(n,K)(root∗, V ni ) for all i ≤ K.

It allows us to prove our final result
Lemma 5.6. Consider a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
which verifies condition (S) and condition (G)σd,σφ and (R)ρ.
Fix ε > 0 and K ∈ N. We have
lim sup
n→∞
Pn
[
max
x∈T (n,K)
∣∣d(n,K)res (root∗, x)− ρd(n,K)(root∗, x)∣∣ > ε] = 0.
Proof. Fix ε > 0
By Lemma 5.2, there exists K ′ such that any vertex in V (T (n,K)) is within
a small d(n,K)-distance of at least one V ni with i ≤ K ′. More precisely, for any
v ∈ V (T (n,K)), there exists i(v) ≤ K ′ with
(5.5) P
[
max
v∈V (T (n,K))
d(n,K
′)(v, V ni(v)) ≥ ε
]
≤ ε.
On the other hand∣∣ρd(n,K)(root∗, v)− d(n,K)res (root∗, v)∣∣
≤
∣∣∣ρd(n,K ′)(root∗, v)− ρd(n,K ′)(root∗, V ni(v))∣∣∣
+
∣∣∣ρd(n,K ′)(root∗, V ni(v))− d(n,K ′)res (root∗, V ni(v))∣∣∣
+
∣∣∣d(n,K ′)res (root∗, V ni(v))− d(n,K ′)res (root∗, v)∣∣∣
≤ρd(n,K ′)(V ni(v), v) +
∣∣∣ρd(n,K ′)(root∗, V ni(v))− d(n,K ′)res (root∗, V ni(v))∣∣∣
+ d(n,K
′)
res (v, V
n
i(v)).
The second summand of the right hand side above can be controlled (uni-
formly on v) by Lemma 5.5, while the first and third summand can be con-
trolled (also uniformly on v) recalling (5.5) and the fact that d
(n,K)
res (·, ·) ≤
d(n,K)(·, ·).

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5.3. No edge has macroscopic resistance. The previous result and the
existence of δ-dense sets allow us to prove
Lemma 5.7. Consider a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
which verifies condition (S) and condition (G)σd,σφ and (R)ρ. For K ∈ N and
ε > 0 we have that,
lim sup
n→∞
Pn
[
max
e∈E(T (n,K))
RT
(n,K)
(e)n−1/2 > ε
]
= 0.
Proof. We can notice that
max
e∈E(T (n,K))
RT
(n,K)
(e)n−1/2 = max
x,y∈V (T (n,K))
x∼y
RT
(n,K)
(x, y)n−1/2
= max
x,y∈V (T (n,K))
x∼y
∣∣d(n,K)res (0, x)− d(n,K)res (0, y)∣∣ ,
by the law of resistances in series applied in the tree T (n,K), which is composed
of cut-points. Hence, using that ρ ≤ 1,
lim sup
n→∞
Pn
[
max
e∈E(T (n,K))
RT
(n,K)
(e)n−1/2 > ε
]
≤2 lim sup
n→∞
Pn
[
max
x∈T (n,K)
∣∣d(n,K)res (root∗, x)− ρdT (n,K)(root∗, x)∣∣ > ε/3]
+ lim sup
n→∞
Pn
[
max
x,y∈V (T (n,K))
x∼y
|dT (n,K)(root∗, x)− dT (n,K)(root∗, y)| > ε/3
]
= lim sup
n→∞
Pn
[
max
x,y∈V (T (n,K))
x∼y
|dT (n,K)(root∗, x)− dT (n,K)(root∗, y)| > ε/3
]
,
where we used Lemma 5.6.
Now, since any edge in T (n,K) is contained in an edge in T(n,K ′) (recall the
definitions in Section 3.1.5) we can notice that for all K ′ ≥ K we have
max
x,y∈V (T (n,K))
x∼y
|dT (n,K)(root∗, x)− dT (n,K)(root∗, y)|
≤ max
i,j≤K ′
V ni ∼V nj in T(n,K
′)
dT(n,K)(V
n
i , V
n
j ),
so
lim sup
n→∞
Pn
[
max
e∈E(T (n,K))
RT
(n,K)
(e)n−1/2 > ε
]
(5.6)
≤ lim inf
K ′→∞
Pn
[
max
i,j≤K ′
V ni ∼V nj in T(n,K
′)
n−1/2dT(n,K)(V
n
i , V
n
j ) ≤ ε/3
]
.
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However, if
{
max
i,j≤K ′
V ni ∼V nj in T(n,K
′)
n−1/2dT(n,K)(V
n
i , V
n
j ) > ε/3
}
then the set V n0 , . . . , V
n
K ′
is not ε/3-dense. Hence, using Lemma 5.2 we can see that right hand side
of (5.6) is 0 which proves the lemma

6. Convergence of local times
In this section we obtain estimates on local times that will be used to prove
Proposition 4.1.
6.1. Statement of results and organization of the section. Recall the
definition of J (n,K) from (4.10), B(n,K) above Remark 3.3 and that of B(K)
from Section 2.2.4. The aim of this subsection is to show that the discrete
local times of J (n,K) are close to those of B(n,K).
In all this section, we will assume that (Gn, (V
n
i )i∈N)n∈N verifies condition
(S) and condition (G)σd,σφ, (V )ν and (R)ρ.
Let (L
(n,K)
t (x))x∈T(n,K),t≥0 be the a jointly continuous local time of B
(n,K)
with respect to the measure λ
(n,K)
res according to Definition 2.6 (for the exis-
tence of this process we refer to Lemma 3.3 in [15]).
For all e ∈ E(T (n,K)), let l(n,K)t (e) be the number of times that J (n,K) has
crossed the vertex e up to time m(t) (defined in display (4.12)). Note that, by
the coupling between J (n,K) and B(n,K), l
(n,K)
t (e) coincides with the number
of crossings of e by B(n,K) up to time t.
Similarly, for x ∈ V ∗(T (n,K)), let
(6.1) l(n,K,vert)m (x) :=
m∑
i=0
1{J(n,K)i =x}
.
Recall from Section 3.3.1 that ΥT(K),T(n,K) is the homeomorphism between
(T(K), dT) and (T
(n,K), d
(n,K)
res ) which is linear along the edges (and whose ex-
istence, for n large enough, is guaranteed P(K)-a.s. by display (4.1) ). For the
sake of simplicity we will denote
(6.2) Υn,K := ΥT(K),T(n,K) .
Let V ◦(T (n,K)) be the set of vertices which are not leaves1 nor branching
points and whose two neighbors are in V ∗(T (n,K)).
For each v ∈ V ◦(T (n,K)) , let e−(v) ∈ E(T (n,K)) be the only edge of the form
(v−, v) for some v− ∈ V (T (n,K)) and satisfying that v− is closer to the root
than v. That is, e−(v) is the edge preceding v. Also, for any v ∈ V ◦(T (n,K)),
1a leaf is a vertex of degree 1
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let e+(v) ∈ E(T (n,K)) be the only edge of the form (v, v+), for some v+ ∈
V (T (n,K)) satisfying that v+ is farther from the root than v. We emphasize
that the uniqueness of this edge is guaranteed by the fact that v is not a
branching point. Let
(6.3) R
(n,K,vert)
eff (v) :=
d
(n,K)
res (e−(v))d
(n,K)
res (e+(v))
d
(n,K)
res (e+(v)) + d
(n,K)
res (e−(v))
.
Recall that (L
(K)
t (x))x∈T,t≥0 is the local time of B
(K) with respect to the
measure λ
(K)
T
. For each x ∈ T (n,K), let e(x) be the edge containing x. The
main result of this subsection is the following:
Proposition 6.1. Under condition (R)ρ, for all K ∈ N, t ≥ 0 and ε > 0.
(6.4)
lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
∣∣∣2R(n,K,vert)eff (v)l(n,K,vert)m(t) (v)− L(n,K)t (v)∣∣∣ ≥ ε
]
= 0
and
(6.5) lim
n→∞
P(K)
[
sup
x∈T (n,K)
∣∣∣d(n,K)res (e(x))l(n,K)t (e(x))− L(n,K)t (x)∣∣∣ ≥ ε
]
= 0.
If, in addition, we take into account (4.1), there exists a coupling between
l(n,K) and L(K) such that
(6.6)
lim
n→∞
P(K)
[
sup
x∈T (n,K)
∣∣∣d(n,K)res (e(x))l(n,K)t (e(x))− ρσdL(K)(ρσd)−1t(Υ−1n,K(x))
∣∣∣ ≥ ε] = 0.
In order to prove this proposition we will require three ingredients
(1) estimates on the time between excursions between two edges which
are at macroscopic (but small) distance,
(2) estimates on the number excursions between two edges which are at
macroscopic (but small) distance,
(3) a regularity estimate on local times in the space variable.
The former two points will be used to obtain a convergence in the finite-
dimensional distributional sense in the previous proposition and the later
ingredient will act as a tightness estimate.
The organization of this section is as follows, the three estimates will be
proved in Section 6.2, Section 6.3 and Section 6.4 respectively. Finally Propo-
sition 6.1 will be proved in Section 6.5.3 and Section 6.5.2.
6.2. Time of excursions between edges. Our goal in this section is to
control the time of excursions between edges, which will give us a tail estimate
on local times.
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6.2.1. Control on excursion time. For any oriented edge2 e = (e−, e+) ∈
E(T (n,K)), let l(n,K,→)t (e) be the number of rightward crossings of e (i.e., from
e−, e+) by B(n,K) before time t. More precisely, let θin0 (e) := 0,
(6.7)
θouti (e) := inf{s ≥ θini−1(e) : B(n,K)s = e+} i ∈ N,
θini (e) := inf{s ≥ θouti (e) : B(n,K)s = e−} i ∈ N
and
(6.8) l
(n,K,→)
t (e) := max{i ∈ N : θouti (e) ≤ t}.
Let
(6.9) σn,Ki (e) := θ
out
i+1(e)− θouti (e).
That is, σn,Ki (e) is the time between the i-th and the (i+ 1)-th rightcrossing
of e by B(n,K). Observe that (σn,Ki (e))i≥1 is an independent and identically
distributed sequence of random variables.
Analogously to l
(n,K,→)
t (e), we define the number of leftward crossings of an
edge, denoted by l
(n,K,←)
t (e). Let P
Gn denote the probability P(K) conditioned
on a fixed realization of the environment Gn. Let E
Gn denote the expectation
with respect to PGn.
Lemma 6.1. For each K ∈ N, there exists c > 0 such that P(K)-almost
surely, for all n ∈ N, e ∈ E(T (n,K))
PGn[σn,K1 (e) ≥ ε] ≥
cRGneff (e)
n1/2
.
Proof of Lemma 6.1. By Lemma 4.2 we know that (T (n,K), ρ−1d(n,K)res ) con-
verges to (T(K), σddT(K)) P
(K)-almost surely. Since T(K) is composed of a finite
number of linear segments, let us denote 2r the length of the shortest edge of
T(K). Therefore, for n large enough, each edge e = (e−, e+) ∈ E(T (n,K)) is con-
tained in a linear segment [root∗, l] ⊂ T (n,K) of d(n,K)res -length greater or equal
than 2r, where l is a leaf3 of V (T (n,K)). Therefore, either d(n,K)res (root∗, e+) ≥ r
or d
(n,K)
res (e−, l) ≥ r, for some leaf l of V (T (n,K)).
We will do the proof only for the first case, the second being analogous. By
the strong Markov property of B(n,K)
(6.10)
PGn[σn,K1 (e) ≥ 1]
≥PGne− [B(n,K) hits root∗ before e+]× PGnroot∗ [B(n,K) hits e+ after time 1].
2For oriented edge we mean a pair (e
−
, e+) ∈ V (T (n,K)) with e− closer to the root than
e+.
3A leaf is a vertex of V (T n,K) which has degree 1.
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Also
(6.11)
PGne− [B
(n,K) hits root∗ before e+] =
d
(n,K)
res (e−, e+)
d
(n,K)
res (e+, root
∗)
≥ RGneff (e)n−1/2(2ρσdΛ(K))−1,
where Λ(K) denotes the total dT-length of T
(K) and we have used that d
(n,K)
res (e+, root
∗) ≤
2ρσdΛ
(K) for n large enough, which follows from the convergence of (T (n,K), ρ−1d(n,K)res )
to (T(K), σddT) (see Lemma 4.2). Moreover, since we have d
(n,K)
res (root∗, e+) ≥
r, there exists c ≥ 0 independent of n such that
PGnroot∗
[
B(n,K) hits e+ after time 1
] ≥ c.
The lemma follows from the display above, (6.11) and (6.10). 
6.2.2. Tail estimate on local times. Our tail estimate on local time is the
following
Lemma 6.2. For any T > 0 and K ∈ N, P(K)-almost surely, there exists
constants c1, c2 > 0 such that
sup
e∈E∗(T (n,K)),n∈N
PGn
[
n−1/2RGneff (e)l
(n,K,→)
T (e) ≥ m
]
≤ c1 exp (−c2m)
and
sup
e∈E∗(T (n,K)),n∈N
PGn
[
n−1/2RGneff (e)l
(n,K,←)
T (e) ≥ m
]
≤ c1 exp (−c2m).
Proof. We will only do the proof of the first display, the second being anal-
ogous. The display (6.8) allows us to relate l
(n,K,→)
T (e) and θ
out
i through an
inversion argument. We can then use (6.9) to see that
PGn
[
n−1/2RGneff (e)l
(n,K,→)
T (e) ≥ m
]
≤ PGn

⌊mn1/2R
Gn
eff (e)
−1⌋∑
i=1
σn,Ki (e) ≤ T


≤PGn

⌊mn1/2RGneff (e)−1⌋∑
i=1
1{σn,Ki (e)≥1} ≤ T


≤PGn[Bin(⌊RGneff (e)−1mn1/2⌋, C−11 n−1/2RGneff (e)) ≤ Tε−1],
where Bin(n, p) denotes a binomial random variable of parameters n, p and
for the last inequality we have used Lemma 6.1. Finally, we can use the
convergence of binomial to Poisson to upper-bound the display above by
C2P
Gn[Poiss(C−11 m) ≤ T ] = C2 exp(−C−11 m)
⌊T ⌋∑
i=1
(C−11 m)
i
i!
,
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where Poiss(λ) denotes a Poisson random variable of parameter λ and C2 is
a large constant.
The right hand side in the display above, seen as a function of m, is the
product between exponential and a polynomial. Therefore, there exists c1, c2
such that the display above is bounded by c1 exp(−c2m). 
6.2.3. Tail estimate of local times for branching edges. The next result ex-
tends Lemma 6.2 to edges in E(G(n,K))\E∗(T (n,K)), i.e., edges of G(n,K) which
are removed when applying the star triangle transformation. This result will
be used in Section 7 to neglect the time that XGn spends on bubbles corre-
sponding to branchings of T (n,K).
Let e = (x, y) ∈ E(G(n,K))\E∗(T (n,K)). We want to define a local time for
e which will correspond to the number of times that B(n,K) (or equivalently
J (n,K)) moves from one end to the other of e. Since we want to define directed
local times (l
(n,K,→)
t (e) and l
(n,K,←)
t (e)), we will need to decide if l
n,K,→
t (e) will
count transitions from x to y or viceversa. If e is such that x, y are comparable
in the genealogical order, we can assume without loss of generality that x ≺ y,
in this case we relabel e− = x and e+ = y ans define l
(n,K,→)
t (e) as in (6.8).
Analogously, we define l
(n,K,←)
t (e). It might be that x, y are not comparable
in the genealogical partial order on V ∗(T (n,K)), in this case we might use the
lexicographical total order and assume without loss of generality that x < y
and relabel e− = x and e+ = y. Again, we define l
(n,K,→)
t (e) as in (6.8).
Analogously, we define l
(n,K←)
t (e).
For e = (e−, e+) ∈ E(G(n,K)) \ E(T (n,K)), define RGneff (e) as the effective
resistance between e− and e+ in Gn. We claim that:
Lemma 6.3. For any t > 0 and K ∈ N, P(K)-almost surely, there exists
constants c1, c2 > 0 such that
sup
e∈E(G(n,K))\E∗(T (n,K)),n∈N
PGn
[
n−1/2RGneff (e)l
(n,K,→)
t (e) ≥ m
]
≤ c1 exp (−c2m)
and
sup
e∈E(G(n,K))\E∗(T (n,K)),n∈N
PGn
[
n−1/2RGneff (e)l
(n,K,←)
t (e) ≥ m
]
≤ c1 exp (−c2m).
Proof of Lemma 6.3. It is clear that e = (e−, e+) ∈ E(G(n,K)) \ E∗(T (n,K))
corresponds to two adjacent edges e1, e2 ∈ E(T (n,K)) \ E∗(T (n,K)). By virtue
of the star-triangle transformation,
d(n,K)res (e1) + d
(n,K)
res (e2) = n
−1/2RGneff (e).
Recall that l
(n,K,→)
t (e) (resp. l
(n,K,←)
t (e)) is the number of oriented crossings
of the segment corresponding to e1, e2 by B
(n,K). Therefore, using the display
above we can repeat the arguments leading to display (6.11). Therefore, we
43
can mimic the proof of Lemmas 6.1 and 6.2 in a straightforward way. This
finishes the proof 
6.3. Number of excursion between edges. Fix two edges e = (e−, e+), e′ =
(e′−, e
′
+) ∈ E(T (n,K)). Let us define the resistance-distance between between
those edges by
d(n,K)res (e, e
′) = min{d(n,K)res (e−, e′−), d(n,K)res (e−, e′+), d(n,K)res (e+, e′−), d(n,K)res (e+, e′+)}.
We also introduce Ni(e, e
′) the number of rightward crossings of e′ (from
e′− to e
′
+) by B
(n,K) between the i-th and the (i+ 1)-th rightward crossing of
e (from e− to e+) by B(n,K). We set
(6.12) ηi(e, e
′) = Ni(e, e′)R
Gn
eff (e
′)− RGneff (e).
We will control the number of crossings between two edges using this ran-
dom variable. The main result of this section is
Lemma 6.4. Let t > 0. There exist constants C1, C2 independent of n such
that
(6.13) P(K)

n−1/2
∣∣∣∣∣∣
l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)
∣∣∣∣∣∣ ≥ ε

 ≤ C1ε−4(d(n,K)res (e, e′))2,
and
(6.14) P(K)
[
n−1/2
∣∣∣η
l
(n,K,→)
t (e)
(e, e′)
∣∣∣ ≥ ε] ≤ C2ε−4(d(n,K)res (e, e′))2.
In order to prove this lemma, we will need to obtain a moment estimate
on ηi and an estimate allowing us to treat the random variables ηi(e, e
′) and
l
(n,K,→)
t (e) as if they were independent. The latter point will be proved through
an optional stopping time argument.
6.3.1. Moment estimate. Fix i ∈ N and e = (e−, e+), e′ = (e′−, e′+) two edges
of T (n,K), where e lies in the path from the root to e′. The random variables
defined on (6.12) verify the following property.
Lemma 6.5. Fix i ∈ N. We have
EGn [ηi(e, e
′)] = 0,
and for any r ∈ N,
(6.15) EGn [|ηi(e, e′)|r] ≤ C(r)RGneff (e)RGneff (e−, e′+)r−1,
where C(r) is a constant depending only on r.
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Proof. Since any path from e′+ to e− has to go through e
′
−, we can see that
for k ≥ 1 we have
(6.16) PGn[Ni(e, e
′) ≥ k] = PGne+ [Te′+ < Te−]PGne′− [Te− > Te′+ ]
k−1,
where PGnx denotes the law associated to P
Gn conditioned of J
(n,K)
0 = x and
thus
(6.17) EGn[Ni(e, e
′)] =
PGne+ [Te′+ < Te− ]
PGne′
−
[Te− < Te′+ ]
.
Using the terminology of electrical networks (see [38]), we denote u(·) the
potential associated to the resistances of (T (n,K), d(n,K)res ) with boundary con-
ditions given by u(e−) = 1 and u(e′+) = 0. It is then a standard fact that
PGne+ [Te′+ < Te− ] = u(e−)− u(e+) and PGne′− [Te− < Te′+ ] = u(e
′
−)− u(e′+).
Since any path from e− to e′+ has to go through e+ and e
′
−, we know that
i(e) = i(e′) = Ceff(e−, e′+). This leads to
(6.18)
RGneff (e)
−1PGne+ [Te′+ < Te−] = i(e) = Ceff(e−, e
′
+) = i(e
′) = RGneff (e
′)−1PGne′
−
[Te− < Te′+ ],
and, using (6.17),
(6.19) EGn [Ni(e, e
′)] =
RGneff (e)
RGneff (e
′)
,
which proves the first part of the lemma.
Now we turn our attention to the proof of the bound on the r-th moment
of ηi(e, e
′). Let us start by noticing that
(6.20)
EGn [|ηi(e, e′)|r] = EGn [|ηi(e, e′)|r 1{ηi(e, e′) < 0}]
+ EGn [|ηi(e, e′)|r 1{ηi(e, e′) ≥ 0}]
≤ RGneff (e)r + EGn[ηi(e, e′)r1{ηi(e, e′) ≥ 0}]
≤ RGneff (e)RGneff (e−, e′+)r−1 + EGn [ηi(e, e′)r1{ηi(e, e′) ≥ 0}],
where we used that ηi(e, e
′) ≥ −RGneff (e) and RGneff (e) ≤ RGneff (e−, e′+). Let us
simply observe that ηi(e, e
′) ≤ RGneff (e′)Ni(e, e′). For an integer-valued random
variable, we denote E[(X)r] := E[X(X−1) · · · (X−(r−1))] the r-th factorial
moment of X . An elementary computation shows that
EGn [(Ni(e, e
′))r] = r!PGne+ [Te′+ < Te−]
(1− PGne′
−
[Te− < Te′+ ])
r−1
PGne′
−
[Te− < Te′+ ]
r
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from the first r-th factorial moments, it is clear that we can recover the r-th
moment. In particular, we can obtain that
EGn [Ni(e, e
′)r] ≤ C(r) P
Gn
e+
[Te′+ < Te−]
PGne′
−
[Te− < Te′+ ]
r
.
Now, we can use that ηi(e, e
′)RGneff (e
′)−11{ηi(e, e′) ≥ 0} ≤ Ni(e, e′) to see
that
EGn [(ηi(e, e
′)RGneff (e
′)−1)r1{ηi(e, e′) ≥ 0}] ≤ C(r)
PGne+ [Te′+ < Te−]
PGne′
−
[Te− < Te′+ ]
r
.
Recalling (6.18), we see that
EGn [(ηi(e, e
′)RGneff (e
′)−1)r1{ηi(e, e′) ≥ 0}] ≤ C(r) R
Gn
eff (e)
RGneff (e
′)r
RGneff (e−, e
′
+)
r−1,
which finally leads to
EGn [ηi(e, e
′)r1{ηi(e, e′) ≥ 0}] ≤ C(r)RGneff (e)RGneff (e−, e′+)r−1.
This concludes the proof of the lemma along with (6.20). 
6.3.2. Optional stopping time theorem. We want to apply Lemma B.1 in the
appendix to (ηi(e, e
′))i∈N and the stopping time l
(n,K,→)
t (e). Note that the
estimate in Lemma B.1 would be similar to that obtained if (ηi(e, e
′))i∈N and
l
(n,K,→)
t (e) were independent. The next result is to check the hypothesis of
Lemma B.1. Let Ψ(z) := E[exp(zη1(e, e
′))] and
Mm(z) := Ψ(z)
−m exp
(
z
m∑
i=1
ηi(e, e
′)
)
.
Lemma 6.6. For all e, e′ ∈ E(T (n,K)) and t ≥ 0 we have
EGn
[
M
l
(n,K,→)
t (e)
(z)
]
= 1,
for all z in a neighborhood of 0, P(K)-almost surely.
Proof of Lemma 6.6. Observe that (Mm(z))m∈N is a martingale adapted to
(Fm)m∈N, where Fm is the σ-algebra generated by B(n,K) up to time θoutm+1.
Indeed, since (ηi(e, e
′))i∈N is i.i.d. and adapted to (Fi)i∈N, we have that
EGn [Mm+1(z)|Fm] =Mm(z).
Therefore, to show that (Mm(z))m∈N is a martingale it suffices to show that
EGn [Mm(z)] <∞ for all m ∈ N. We have
(6.21) Ψ(z) = exp(−zRGneff (e))
∞∑
i=0
PGn[N1(e, e
′) = i] exp(ziRGneff (e
′)).
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Using (6.16) we get that the display above equals
exp(−zRGneff (e))×
[
PGne+ [Te− < Te′+ ]
+PGne+ [Te− > Te′+]
PGne′
−
[Te− < Te′+ ]
PGne′
−
[Te− > Te′+ ]
∞∑
k=1
(exp(zRGneff (e
′))PGne′
−
[Te− > Te′+])
k
]
For z small enough the geometric series converges and moreover
(6.22) Ψ(z)→ 1 as z → 0+.
Finally, since Ψ(z) <∞ for z small enough, we get that
EGn [Mk(z)] = Ψ(z)
−kEGn
[
exp
(
z
k∑
i=1
ηi(e, e
′)
)]
=
Ψ(z)k
Ψ(z)k
= 1
for z small enough, where the last equality follows from the independence of
the (ηi(e, e
′))i∈N. Therefore, we have showed that (Mm(z))m∈N is a martingale
for z small enough.
For any t ≥ 0, l(n,K,→)t (e) is a stopping time relative to (Fi)i∈N. We will
apply the optional stopping theorem to Mk(z) at l
(n,K,→)
t (z). It is not hard to
see that the optional stopping theorem (see e.g., [21, Theorem 2.2, §7]) holds
provided
(1) l
(n,K,→)
t (e) <∞, PGn-almost surely,
(2) EGn [M
l
(n,K,→)
t (e)
(z)] <∞,
(3) EGn [Mm(z)1{l(n,K,→)t (e)>m}
]→ 0 as m→∞.
Condition (1) is clear. We turn our attention to the proof of displays (2)
and (3). Using Cauchy-Schwarz inequality,
EGn
[
Mm(z)1{l(n,K,→)t (e)≥m}
]
≤ EGn [Mm(z)2]1/2PGn[l(n,K,→)t (e) ≥ m]1/2.
The right hand side of the display above equals[
Ψ(2z)1/2
Ψ(z)
]m
PGn[l
(n,K,→)
t (e) ≥ m]1/2.
Moreover, Lemma 6.2 implies that the display above is upper bounded by[
Ψ(2z)1/2
Ψ(z)
]m
C exp(−cm),
for some positive constants C, c. Moreover, display (6.22) implies that Ψ(2z)
1/2
Ψ(z)
→
1 as z → 0+, therefore, for z small enough, we have
(6.23) EGn
[
Mm(z)1{l(n,K,→)t (e)≥m}
]
≤ C exp(−c′m),
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for some positive constants C, c′. Condition (3) follows immediately from the
display above.
It just remains to check condition (2). Observe that
EGn
[
M
l
(n,K,→)
t (e)
(z)
]
=
∞∑
m=0
EGn [Mm(z)1{l(n,K,→)t (e)=m}
].
Using display (6.23) we get that the display above is bounded above by
∞∑
m=0
C exp(c′m) <∞.
This shows condition (2). Therefore, the optional stopping theorem holds for
the martingale (Mk(z))k∈N at the stopping time l
(n,K,→)
t (e) when z is suffi-
ciently small. Hence
EGn
[
M
l
(n,K,→)
t (e)
(z)
]
= EGn [M0(z)] = 1.
This yields the claim of the lemma. 
6.3.3. Proof of Lemma 6.4. We will do the proof of Lemma 6.4 using Lemma
6.5, Lemma 6.2 and Lemma 6.6.
Proof of Lemma 6.4. We first do the proof of (6.13) and then we will prove
(6.14).
First step: Proof of display (6.13).
We have
(6.24)
PGn

n−1/2
∣∣∣∣∣∣
l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)
∣∣∣∣∣∣ ≥ ε/3

 ≤ ε−434n−2E



l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)


4

 .
To control the expectation in the right hand side above, we follow an argument
from [12, Lemma 1.6] which consist in the use of Lemma B.1 in the appendix.
Lemma 6.6 and Lemma B.1 give that there exists C such that
(6.25)
EGn



l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)


4


≤C
(
EGn[η1(e, e
′)4]EGn[l(n,K,→)t (e)] + E
Gn [η1(e, e
′)2]2EGn[l(n,K,→)t (e)
2]
)
Note that Lemma 6.2 implies that there exists constants C1, C2 such that
(6.26) EGn [l
(n,K,→)
t (e)] ≤ C1
n1/2
RGneff (e)
and EGn [l
(n,K,→)
t (e)
2] ≤ C2 n
RGneff (e)
2
.
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Using the bounds above together with the bounds on EGn[ηi(e, e
′)k] of
Lemma 6.5 in display (6.25), all the instances of RGneff (e) cancel and, recalling
that d
(n,K)
res (x, y) := n−1/2RGneff (x, y) we find that there exists C such that
EGn



l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)


4

 ≤ Cn2(d(n,K)res (e−, e′+)2 + d(n,K)res (e−, e′+)3).
Therefore, under our assumption that d
(n,K)
res (e−, e′+) ≤ 1 (and therefore,
d
(n,K)
res (e−, e′+)
3 < d
(n,K)
res (e−, e′+)
2)
(6.27) EGn



l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)


4

 ≤ Cn2d(n,K)res (e−, e′+)2,
for some constant C, which, together with (6.24) yield (6.13).
Second step: Proof of display (6.14).
We have
(6.28)
PGn
[
n−1/2
∣∣∣η
l
(n,K,→)
t (e)
(e, e′)
∣∣∣ ≥ ε/3] ≤ EGn

l
(n,K,→)
t (e)∑
i=1
1{|ηi(e,e′)|≥n1/2ε/3}.


By Wald’s identity, the right hand side of (6.28) equals
EGn [l
(n,K,→)
t (e)]P
Gn[|η1(e, e′)| ≥ n1/2ε/3]
≤ε−434n−2EGn[l(n,K,→)t (e)]EGn[η1(e, e′)4].
Since by assumption we have d
(n,K)
res (e−, e′+) < 1, we get d
(n,K)
res (e−, e′+)
3 ≤
d
(n,K)
res (e−, e′+)
2. Therefore, from the display above 6.26 and (6.15), we get
that (6.14) holds. This finishes the proof of the lemma. 
6.4. Regularity of local times. Fix two edges e = (e−, e+), e′ = (e′−, e
′
+) ∈
E(T (n,K)) and recall that
d(n,K)res (e, e
′) = min{d(n,K)res (e−, e′−), d(n,K)res (e−, e′+), d(n,K)res (e+, e′−), d(n,K)res (e+, e′+)}.
The main result of this section is the following
Lemma 6.7. Let t > 0, K ∈ N and ε > 0. We have
lim
δ→0
lim sup
n∈N
P(K)

 sup
e,e′∈E(T (n,K))
d
(n,K)
res (e,e′)≤δ
n−1/2
∣∣∣RGneff (e)l(n,K)t (e)−RGneff (e′)l(n,K)t (e′)∣∣∣ ≥ ε

 = 0.
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Recalling the definition of l
(n,K,vert)
t (x) in (6.1) (and the definition of e
+(x), e+(x)
just above (6.3)), we have that
(6.29) l
(n,K,vert)
m(t) (x) = l
(n,K,→)
t (e
−(x)) + l(n,K,←)t (e
+(x))
The proof of Lemma 6.7 relies on the following result.
Lemma 6.8. Let t > 0, K ∈ N and ε > 0. We have
lim
δ→0
lim sup
n∈N
P(K)

 sup
e,e′∈E∗(T (n,K))
d
(n,K)
res (e,e′)≤δ
n−1/2
∣∣∣RGneff (e)l(n,K,→)t (e)− RGneff (e′)l(n,K,→)t (e′)∣∣∣ ≥ ε

 = 0.
Next, we assume Lemma 6.8 and deduce Lemma 6.7 from it.
Proof of Lemma 6.7. We need to get an estimate as that of Lemma 6.8 but
with l
(n,K)
t (e) instead of l
(n,K,→)
t (e). Since for any e ∈ E(T (n,K)) and t ≥ 0,
either l
(n,K)
t (e) = 2l
(n,K,→)
t (e) or l
(n,K)
t (e) = 2l
(n,K,→)
t (e)− 1, we have∣∣∣RGneff (e)l(n,K)t (e)− RGneff (e′)l(n,K)t (e′)∣∣∣
≤2
∣∣∣RGneff (e)l(n,K,→)t (e)−RGneff (e′)l(n,K,→)(e′)∣∣∣+max{RGneff (e), RGneff (e′)}.
Therefore, the lemma follows from Lemma 6.8 and Lemma 5.7. 
The rest of the section will be devoted to the proof of Lemma 6.8. This
proof consists of two steps
(1) we link the variations in local times to the random variables ηi intro-
duced at (6.12), (see Lemma 6.9)
(2) we apply a maximal inequality argument, which is inspired from [11].
6.4.1. Linking variations in local times to ηi. Let e = (e−, e+), e′ = (e′−, e
′
+) ∈
E(T (n,K)) be two edges such that e is in the path from the root to e′. We
start by relating RGneff (e)l
(n,K,→)
t (e)−RGneff (e′)l(n,K,→)t (e′) to the behavior of the
partial sums of ηi(e, e
′), where ηi(e, e′) is defined as in (6.12).
Lemma 6.9. Let e1 ≺ e2 ≺ · · · ek be an ordered sequence of edges in E(T (n,K)),
where ≺ denotes genealogical order. We have that
(6.30)∣∣∣RGneff (e1)l(n,K,→)t (e1)−RGneff (ek)l(n,K,→)t (ek)∣∣∣
≤ max
i=1,...,k
{RGneff (ei)}+
k−1∑
j=1
∣∣∣∣∣∣
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)
∣∣∣∣∣∣ +
k−1∑
j=1
∣∣∣η
l
(n,K,→)
t (e
j)
(ej , ej+1)
∣∣∣ .
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Proof of Lemma 6.9. We will split the proof in two parts. First we will get
a display similar to the one in the lemma in the case k = 2 (two-edge com-
parison). After that, we will use the two-edge comparison to get the multiple
edge comparison in the Lemma.
Two-edge comparison:
Let e, e′ ∈ E(T (n,K)) be a pair of edges satisfying e ≺ e′. First of all, observe
that, by definition
0 ≤ RGneff (e)l(n,K,→)t (e)−Reff(e′)l(n,K,→)t (e′) +
l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′).
Therefore
(6.31)
− η
l
(n,K,→)
t (e)
(e, e′)
≤RGneff (e)l(n,K,→)t (e)− Reff(e′)l(n,K,→)t (e′) +
l
(n,K,→)
t (e)−1∑
i=1
ηi(e, e
′).
Now we will distinguish between three cases:
(1) e−  B
(n,K)
t , i.e., B
(n,K) is to the left of e at time t.
(2) e′+  B(n,K)t , i.e., B(n,K) is to the right of e′ at time t.
(3) e−  B(n,K)t but e′+  B(n,K)t , i.e., B(n,K) is between e− and e′+ by time
t.
In case (1), B(n,K) cannot right-cross e′ without first right-crossing e (since
e ≺ e′ and the tree structure of T (n,K)). Therefore, all the right-crossings of
e′ corresponding to the last right-crossing of e (in the definition of Ni(e, e′))
have already been performed. Hence, we have that
(6.32) RGneff (e)l
(n,K,→)
t (e)− RGneff (e′)l(n,K,→)t (e′) = −
l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′).
In case (2), since e ≺ e′, there has been at least 1 right-crossing of e′ after the
last right-crossing of e. Therefore, we have that
(6.33)
RGneff (e)l
(n,K,→)
t (e)− Reff(e′)l(n,K,→)t (e′) +
l
(n,K,→)
t (e)−1∑
i=1
ηi(e, e
′)
≤RGneff (e)−RGneff (e′).
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The last two display together with (6.31) yield that in the cases (1) and (2)
(6.34)
0 ≤ RGneff (e)l(n,K,→)t (e)− Reff(e′)l(n,K,→)t (e′) +
l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)
≤ RGneff (e)−RGneff (e′) + ηl(n,K,→)t (e)(e, e
′).
In case (3) we only get that
− η
l
(n,K,→)
t (e)
(e, e′)
≤RGneff (e)l(n,K,→)t (e)− RGneff (e′)l(n,K,→)t (e′) +
l
(n,K,→)
t (e)−1∑
i=1
ηi(e, e
′)
≤RGneff (e),
or, equivalently,
(6.35)
0 ≤ RGneff (e)l(n,K,→)t (e)− RGneff (e′)l(n,K,→)t (e′) +
l
(n,K,→)
t (e)∑
i=1
ηi(e, e
′)
≤ RGneff (e) + ηl(n,K,→)t (e)(e, e
′).
Multiple-edge comparison:
Let e1 ≺ e2 ≺ · · · ek be an ordered sequence of edges. In this part we also
distinguish between three cases:
(1) e1−  B
(n,K)
t , i.e., B
(n,K) is to the left of e1− at time t.
(2) ek+  B(n,K)t , i.e., B(n,K) is to the right of ek+ at time t.
(3) There exists an index i∗ ∈ {1, · · · , k − 1} that satisfies ei∗−  B(n,K)t
and ei
∗+1
+  B
(n,K)
t , i.e., B
(n,K) is between e1− and e
k
+ at time t.
In all the previous cases,
(6.36)
RGneff (e
1)l
(n,K,→)
t (e
1)− RGneff (ek)l(n,K,→)t (ek) +
k−1∑
j=1
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)
=
k−1∑
j=1

RGneff (ej)l(n,K,→)t (ej)− RGneff (ej+1)l(n,K,→)t (ej+1) +
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)

 .
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In case (1), by display (6.32), all the terms of the sum in the right hand side
of (6.36) are equal to 0. Hence,
(6.37)∣∣∣RGneff (e1)l(n,K,→)t (e1)− RGneff (ek)l(n,K,→)t (ek)∣∣∣ ≤
k−1∑
j=1
∣∣∣∣∣∣
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)
∣∣∣∣∣∣ ,
and the claim of the lemma holds.
In case (2), by (6.34), each term of the sum in the right hand side of (6.36)
is between 0 and RGneff (e
j)−RGneff (ej+1) + ηl(n,K,→)t (ej)(e
j, ej+1). Hence,
(6.38)
0 ≤ RGneff (e1)l(n,K,→)t (e1)− RGneff (ek)l(n,K,→)t (ek) +
k−1∑
j=1
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)
≤
k−1∑
j=1
(
RGneff (e
j)−RGneff (ej+1)
)
+
k−1∑
j=1
η
l
(n,K,→)
t (e
j)
(ej , ej+1)
= RGneff (e
1)−RGneff (ek) +
k−1∑
j=1
η
l
(n,K,→)
t (e
j)
(ej , ej+1),
where, in the last equality we have used the telescopic property of the sum.
Hence
(6.39)∣∣∣RGneff (e1)l(n,K,→)t (e1)− RGneff (ek)l(n,K,→)t (ek)∣∣∣
≤ ∣∣RGneff (e1)−RGneff (ek)∣∣+
k−1∑
j=1
∣∣∣∣∣∣
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)
∣∣∣∣∣∣+
k−1∑
j=1
∣∣∣ηl(n,K,→)(ej)(ej , ej+1)∣∣∣ ,
and the claim of the lemma holds.
In case (3), we simply analyze separately the indices from 1 to i∗ − 1, the
53
index i∗ and the indices from i∗ + 1 to k − 1 in (6.36) to get
(6.40)
0 ≤ RGneff (e1)l(n,K,→)t (e1)− RGneff (ek)l(n,K,→)t (ek) +
k−1∑
j=1
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)
≤
i∗−1∑
j=1
(
RGneff (e
j)− RGneff (ej+1)
)
+
i∗−1∑
j=1
η
l
(n,K,→)
t (e
j)
(ej , ej+1)
+RGneff (e
i∗) + η
l
(n,K,→)
t (e
i∗)
(ei
∗
, ei
∗+1)
= RGneff (e
k) +
i∗∑
j=1
η
l
(n,K,→)
t (e
j)
(ej , ej+1),
Hence, we get that
(6.41)
∣∣∣RGneff (e1)l(n,K,→)t (e1)− Reff(ek)l(n,K,→)t (ek)∣∣∣
≤
k−1∑
j=1
∣∣∣∣∣∣
l
(n,K,→)
t (e
j)∑
i=1
ηi(e
j , ej+1)
∣∣∣∣∣∣+
k−1∑
j=1
∣∣∣ηl(n,K,→)t (e)(ej , ej+1)
∣∣∣+RGneff (ek),
which is the claim of the lemma. This finishes the proof.

6.4.2. Maximal inequality - proof of Lemma 6.8. Let us now prove Lemma
6.8.
Proof of Lemma 6.8. For the sake of simplicity, we will cover T (n,K) with a
finite number of linear segments and then work with each segment separately.
Consider hn,K(i), i = 1, . . . , K, the set of leaves of T (n,K) and the intervals Ii
whose endpoints are the root and hn,K(i).
Let I⋆ be a sub-interval of Ii and e
1 ≺ e2 ≺ · · · ≺ el be the edges of I⋆
labeled in increasing genealogical order. Let
(6.42) ν(ej) := RGneff (e
j−1) +RGneff (e
j) +RGneff (e
j+1)
for all 1 < j < l. It is not hard to see that
(6.43) ν(I⋆) :=
l−1∑
j=2
ν(ej) ≤ 3RGneff (I⋆),
where for an interval I of T (n,K) (whose endpoints I− and I+ are vertices of
T (n,K)) we define RGneff (I) as RGneff (I−, I+).
Our first goal is to construct, for each k ∈ N, a decomposition of the inter-
val I⋆ into 2k sub-intervals Ik,j, j = 1, . . . 2k, each one satisfying RGneff (I
k,j) ≤
ν(I⋆)2−k. This construction will have the following property: For every pair
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of edges e, e′ there exists a chain of edges between e and e′ where every two
consecutive edges in the chain are the left and right-most edges of some in-
terval Ik,j in the decomposition. Moreover, only a fixed number (indeed 2) of
intervals of each level k appear in the chain. Therefore, we will be able to con-
trol
∣∣∣RGneff (e)l(n,K,→)t (e)−RGneff (e′)l(n,K,→)t (e′)∣∣∣ by controlling the same quantity
for edges which are left and right-most edges of some Ik,j. The decomposi-
tion will be constructed by induction on k and using the following result: Let
1 ≤ j1 < j2 ≤ l be indices with j2−j1 ≥ 2 and I◦ := {ej ∈ E(Ii) : j1 ≤ j ≤ j2}
be a sub-interval of I⋆ such that
(6.44) ν(ej1+1) + ν(ej1+2) + · · ·+ ν(ej2−1) ≤ ν(I
⋆)
2k
for some k ≥ 0. Define
imid := min
{
i ≥ j1 + 1 :
i∑
j=j1+1
ν(ej) ≥ ν(I
⋆)
2k+1
}
.
We will distinguish between four cases
(1) j1 + 1 < i
mid < j2 − 1.
(2) imid ≥ j2.
(3) imid = j2 − 1.
(4) imid = j1 + 1.
In case (1), a simple analysis shows that
(6.45)
ν(ej1+1) + ν(ej1+2) + · · ·+ ν(eimid−1) ≤ ν(I
⋆)
2k+1
and
ν(ei
mid+1) + ν(ei
mid+2) + · · ·+ ν(ej2−1) ≤ ν(I
⋆)
2k+1
.
In this case we define
I◦,left := {ei : j1 ≤ i ≤ imid},
I◦,right := {ei : imid ≤ i ≤ j2}.
Note that I◦,left and I◦,right satisfy (6.45), which is analogous to the condition
(6.44) satisfied by I◦ but with k + 1 in place of k. In particular, a straight-
forward consequence of (6.45) is that
(6.46) RGneff (I
◦,left) ≤ ν(I
⋆)
2k+1
and RGneff (I
◦,right) ≤ ν(I
⋆)
2k+1
.
In case (2) we have
ν(ej1+1) + ν(ej1+2) + · · ·+ ν(ej2−1) ≤ ν(I
⋆)
2k+1
.
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In this case we define I◦,left = I◦,right = I◦. Observe that in this case I◦,left
and I◦,right also satisfy (6.45) and (6.46).
In case (3) we have that
ν(ej1+1) + ν(ej1+2) + · · ·+ ν(ej2−2) ≤ ν(I
⋆)
2k+1
and we can only get that
ν(ej2−1) ≤ ν(I
⋆)
2k
.
In this case we define I◦,left = {ei : j1 ≤ i ≤ j2− 1} and I◦,right := {ej2−1, ej2}.
We have
RGneff (I
◦,left) ≤ ν(I
⋆)
2k+1
and RGneff (I
◦,right) ≤ ν(I
⋆)
2k
.
In case (4), we get that
ν(ej1+2) + ν(ej1+3) + · · ·+ ν(ej2−2) ≤ ν(I
⋆)
2k+1
and
ν(ej1+1) ≤ ν(I
⋆)
2k
.
In this case we define I◦,right := {ej1 , ej1+1} and I◦,left = {ei : j1 +1 ≤ i ≤ j2}.
We have
RGneff (I
◦,left) ≤ ν(I
⋆)
2k
and RGneff (I
◦,right) ≤ ν(I
⋆)
2k+1
.
Note that, except when I◦,left (resp. I◦,right) is composed of only two edges,
we can use the result in (6.45) to decompose recursively I◦,left (resp. I◦,right)
into two intervals in the same way we have decomposed I◦. We do not
decompose intervals composed of only two edges. By successively apply-
ing this procedure, we get for each k ∈ N a family of at most 2k intervals
I i,k, i = 1 . . . j(k) ≤ 2k which are labeled in increasing genealogical order.
Note that if I i,k is composed of more than two intervals, it satisfies
(6.47) RGneff (I
i,k) ≤ ν(I
⋆)
2k
,
whereas, if I i,k is composed of two intervals, it satisfies
(6.48) RGneff (I
i,k) ≤ ν(I
⋆)
2k−1
.
Let ei,k,left and ei,k,right the leftmost and rightmost edges of I i,k. Note that
ei,k,right = ei+1,k,left (for any index i such that both I i,k and I i+1,k have more
than two edges). The key observation is the following: for any pair of edges
e ≺ e′ in I⋆, let kmid := min{k ∈ N : ∃imid with e  ekmid,imid,left, ekmid,imid,right 
e′}. That is, I imid,kmid is the interval of minimum level which lies between e
and e′. It is not hard to see that there exists a (finite) sequence of levels
56 B. BEN AROUS, M. CABEZAS, AND A. FRIBERGH
e e0
I imid;kmid
I i
+
1 ;k
+
1I i
 
1 ;k
 
1
I i
 
2 ;k
 
2
4 : eimid;kmid;right = ei
+
1 ;k
+
1 ;left
1 2 3 4 5
Figure 6. Chain of edges
k−1 > k
−
2 · · · > k−l− and indices i−1 , i−2 , . . . , i−l− which satisfy ei
−
1 ,k
−
1 ,left = e,
ei
−
l−
,k−
l−
,right = eimid,kmid,left and
(6.49) ei
−
j ,k
−
j ,right = ei
−
j+1,k
−
j+1,left ∀j = 1 . . . l− − 1.
Similarly, there exists a sequence of levels k+1 < k
+
2 · · · < k+l+ and indices
i+1 , i
+
2 , . . . , i
+
l+ which satisfy e
i+1 ,k
+
1 ,left = eimid,kmid,right, ei
+
l+
,k+
l+
,right = e′, and
(6.50) ei
+
j ,k
+
j ,right = ei
+
j+1,k
+
j+1,left ∀j = 1 . . . l+ − 1.
Therefore, we have constructed a chain of edges
e =ei
−
1 ,k
−
1 ,left  ei−1 ,k−1 ,right = ei−2 ,k−2 ,left  · · ·  ei−l− ,k−l− ,right = eimid,kmid,left
 eimid,kmid,right = ei+1 ,k+1 ,left  ei+1 ,k+1 ,right = ei+2 ,k+2 ,left  · · ·  ei+l+ ,k+l+ ,right = e′,
which connect e to e′ and all of them are endpoints of intervals of the decom-
position.
This construction is depicted in figure 7. The edges of the chain are num-
bered from 1 to 5 in this specific case. Note that the edges of the chain (except
for the first and the last, i.e., from 2 to 4) are those which lie in the overlap
of different intervals of the decomposition, i.e., they are the right-most edge
of one interval and the left-most edge of the next interval. That is explicit in
the figure for edge 4.
Moreover, since both ei
−
j ,k
−
j ,left and ei
+
j ,k
−
j ,right are contained in I i
−
j ,k
−
j , we get
from (6.47) and (6.48) that
(6.51) RGneff (e
i−j ,k
−
j ,left
− , e
i−j ,k
−
j ,right
+ ) ≤
ν(I⋆)
2k
−
j −1
.
Similarly
(6.52) RGneff (e
i+j ,k
+
j ,left
− , e
i+j ,k
+
j ,right
+ ) ≤
ν(I⋆)
2k
+
j −1
.
Setting
Mk(I⋆) := max
j=1,...,j(k)−1
{ ∣∣∣∣∣∣
l
(n,K,→)
t (e
j,k,left)∑
i=1
ηi(e
j,k,left, ej,k,right)
∣∣∣∣∣∣+
57∣∣∣ηl(n,K,→)t (ej,k,left)(ej,k,left, ej,k,right)
∣∣∣}
we get, by Lemma 6.9 that
(6.53)
sup
e,e′∈E(I⋆)
∣∣∣RGneff (e)l(n,K,→)t (e)−RGneff (e′)l(n,K,→)t (e′)∣∣∣ ≤
∞∑
k=1
2Mk(I⋆)+ max
e∈E(Ii)
RGneff (e),
where the 2 in front of Mk(I⋆) appears since there might be up to two intervals
of the same level in the chain of edges which join e to e′(one to the right of
I imid,kmid and the other to the left of I imid,kmid). Let θ be a constant in (0, 1)
and C such that C
∑∞
k=1 θ
k = 1/2. Then
(6.54) P(K)
[ ∞∑
k=1
2Mk(I⋆) ≥ ε
]
≤
∞∑
k=1
P(K)
[
Mk(I⋆) ≥ Cθkε] .
Using Lemma 6.4, (6.51) and (6.52) we get that
(6.55)
P(K)
[
Mk(I⋆) ≥ Cθkε]
≤
2k−1∑
j=1
P(K)
[ ∣∣∣∣∣∣
l
(n,K,→)
t (e
j,k,left)∑
i=1
ηi(e
j,k,left, ej,k,right)
∣∣∣∣∣∣
+
∣∣∣η
l
(n,K,→)
t (e
j,k,left)
(ej,k,left, ej,k,right)
∣∣∣ ≥ Cθkε
]
≤ 2kP(K)


∣∣∣∣∣∣
l
(n,K,→)
t (e
j,k,left)∑
i=1
ηi(e
j,k,left, ej,k,right)
∣∣∣∣∣∣ ≥
C
2
θkε


+2kP(K)
[∣∣∣ηl(n,K,→)t (ej,k,left)(ej,k,left, ej,k,right)
∣∣∣ ≥ C
2
θkε
]
≤ 2k(C1+C2)
(
C
2
θkε
)−4(
ν(I⋆)
2k−1
)2
Therefore, the right hand side of (6.54) is bounded above by
(6.56)
∞∑
k=1
4(C1 + C2)2
k
(
C
2
θkε
)−4(
ν(I⋆)
2k
)2
=4(C1 + C2)
(
C
2
)−4
ε−4ν(I⋆)2
∞∑
k=1
(
1
2θ4
)k
.
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It is possible to choose θ ∈ (0, 1) such that (2θ4)−1 < 1. Therefore, from the
display above we get that there exists a constant C3 such that
(6.57) P(K)
[ ∞∑
k=1
Mk(I⋆) ≥ ε
]
≤ C3ε−4(ν(I⋆))2.
Moreover, by (6.43) and setting C4 = 9C3 we get that
(6.58) P(K)
[ ∞∑
k=1
Mk(I⋆) ≥ ε
]
≤ C4ε−4(RGneff (I⋆))2.
Recall that Ii is one of elements in the decomposition of T (n,K) into linear
segments. Let (I
(δ,j)
i )
l(δ)
j=1 be a covering of Ii by sub-intervals of resistance-
length between δ/2 and δ, where l(δ) = l(δ, n,K) is the number of sub-
intervals in the covering. By Lemma 4.2 and Lemma 5.7 we have that we can
choose the covering in a way that
(6.59) sup
n∈N,δ>0
δl(δ, n,K) <∞
We have that, for any i ≤ K
(6.60)
P(K)

 sup
e,e′∈E(Ii)
d
(n,K)
res (e,e′)≤δ
n−1/2
∣∣∣RGneff (e)l(n,K,→)t (e)−RGneff (e′)l(n,K,→)t (e′)∣∣∣ ≥ ε


≤
l(δ)∑
j=1
P(K)
[
sup
e,e′∈E(I(δ,j)i )
n−1/2
∣∣∣RGneff (e)l(n,K,→)t (e)− RGneff (e′)l(n,K,→)t (e′)∣∣∣ ≥ ε2
]
≤
l(δ)∑
j=1
P(K)
[ ∞∑
k=1
2Mk(I
(δ,j)
i ) + max
e∈E(I(δ,j)i )
RGneff (e) ≥
ε
2
]
≤
l(δ)∑
j=1
[
P(K)
[ ∞∑
k=1
2Mk(I
(δ,j)
i ) ≥
ε
4
]
+P(K)
[
max
e∈E(I(δ,j)i )
RGneff (e) ≥
ε
4
]]
≤
l(δ)∑
j=1
C4
(ε
8
)−4
δ2 +
l(δ)∑
j=1
P(K)
[
max
e∈E(I(δ,j)i )
RGneff (e) ≥
ε
4
]
≤l(δ)δC4
(ε
8
)−4
δ + l(δ)P(K)
[
max
e∈E(T (n,K))
RGneff (e) ≥
ε
4
]
,
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where we have used (6.53) between line 2 and 3. By display (6.59) we have
that
(6.61) lim
δ→0
lim sup
n∈N
l(δ)δC4
(ε
8
)−4
δ = 0.
Moreover, by Lemma 5.7 we have that, for each δ fixed,
(6.62) lim
n→∞
l(δ)P(K)
[
max
e∈E(T (n,K))
RGneff (e) ≥
ε
4
]
= 0.
The two displays above together with (6.60) imply that
(6.63)
lim
δ→0
lim sup
n∈N
P(K)

 sup
e,e′∈E(Ii)
d
(n,K)
res (e,e′)≤δ
n−1/2
∣∣∣RGneff (e)l(n,K,→)t (e)−RGneff (e′)l(n,K,→)t (e′)∣∣∣ ≥ ε

 = 0.
Since the number of linear segments Ii in the decomposition of T (n,K) is at
most K, the claim of the Lemma follows from the display above. 
6.5. Proof of the convergence of local times.
6.5.1. Finite-dimensional convergence of local times. The strategy to prove
Proposition 6.1 is to get the convergence at a single site/edge and then to
apply Lemma 6.7 to get uniformity. The following lemma takes care of the
convergence at a single site/edge. For any edge e ∈ E(T (n,K)), let xe ∈ T (n,K)
be the midpoint of e.
Lemma 6.10. For all t, ε > 0 and K ∈ N
lim
n→∞
sup
e∈E∗(T (n,K))
P(K)
[∣∣∣n−1/2RGneff (e)l(n,K)t (e)− L(n,K)t (xe)∣∣∣ ≥ ε] = 0.
Proof of Lemma 6.10: Define θn,K,mid0 (e) := 0,
θn,K,side0 (e) := inf{s ≥ 0 : B(n,K)s ∈ {e−, e+}},
θn,K,midi (e) := inf{s ≥ θn,K,midi−1 (e) : B(n,K)s = xe},
and
θn,K,sidei (e) := inf{s ≥ θn,K,midi (e) : B(n,K)s ∈ {e−, e+}}.
That is, θn,K,sidei is the time of the i-th visit of {e−, e+} by B(n,K), if we regard
two consecutive visits as different if they are separated by a visit to xe. Let
ζn,Ki (e) := L
(n,K)
θn,K,sidei+1 (e)
(xe)− L(n,K)
θn,K,sidei (e)
(xe), i ∈ N,
i.e., ζn,Ki (e) is the increment of the local time at xe between θ
n,K,side
i (e) and
θn,K,sidei+1 (e). By the strong Markov property, we have that (ζ
n,k
i (e))i∈N is an
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i.i.d. sequence of random variables. Moreover, it is a known fact that the
(ζn,ki (e))i∈N are exponentially distributed with mean
(6.64) EGn[ζn,ki (e)] =
d
(n,K)
res (e−, e+)
2
=
RGneff (e)
2n1/2
.
Let a(0) := 0 and
a(i) := min
{
i > a(i− 1) : B(n,K)
θn,K,side
a(i)
(e)
6= B(n,K)
θn,K,side
a(i−1)
(e)
}
, i ∈ N.
Let
(6.65) χn,Ki (e) :=
a(i)∑
j=a(i−1)+1
ζn,Kj (e), i ∈ N.
That is, χn,Ki (e) is the increment of the local time at xe between the (i−1)-th
and i-th undirected crossing of e. By the strong Markov property we have
that a(i)− a(i− 1)− 1 is a geometric random variable. Moreover, since xe is
the midpoint of the edge e, a(i)− a(i− 1)− 1 is geometric of parameter 1/2.
Therefore
(6.66) EGn [χn,Ki (e)] =
∞∑
j=1
jEGn[ζn,Ki (e)](1/2)
j =
RGneff (e)
n1/2
,
where the last equality follows from (6.64).
We have
(6.67)
PGn
[∣∣∣n−1/2RGneff (e)l(n,K)t (e)− L(n,K)t (xe)∣∣∣ ≥ ε]
≤PGn


∣∣∣∣∣∣n−1/2RGneff (e)l(n,K)t (e)−
l
(n,K)
t (e)∑
i=1
χn,Ki (e)
∣∣∣∣∣∣ ≥ ε/2


+PGn


∣∣∣∣∣∣L(n,K)t (xe)−
l
(n,K)
t (e)∑
i=1
χn,Ki (e)
∣∣∣∣∣∣ ≥ ε/2


By (6.66) and Chebishev’s inequality
(6.68)
PGn


∣∣∣∣∣∣n−1/2RGneff (e)l(n,K)t (e)−
l
(n,K)
t (e)∑
i=1
χn,Ki (e)
∣∣∣∣∣∣ ≥ ε/2


≤4ε−2EGn



l
(n,K)
t (e)∑
i=1
(χn,Ki (e)−EGn [χn,Ki (e)])


2


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Using display (B.4) in the appendix, we find that the display above is upper
bounded by
4ε−2EGn[l(n,K)t (e)]E
Gn
[
(χn,Ki (e)−EGn [χn,Ki (e)])2
]
,
which, by (6.26), is bounded above by
(6.69)
4ε−2CRGneff (e)
−1n1/2EGn
[
(χn,Ki (e)− EGn[χn,Ki (e)])2
]
=4ε−2CRGneff (e)
−1n1/2EGn[χn,Ki (e)]
2EGn


(
χn,Ki (e)
EGn[χn,Ki (e)]
− 1
)2 ,
for a positive constant C. Moreover, by (6.65) and the fact that ζn,Ki are expo-
nentially distributed, EGn [χn,Ki (e)]
−1χn,Ki (e) is a geometric sum (of parameter
1/2) of independent exponential random variables of mean 1/2. Therefore the
distribution of EGn [χn,Ki (e)]
−1χn,Ki (e) is independent of n and, consequently,
there exists C, independent of n, such that
EGn


(
χn,Ki (e)
EGn [χn,Ki (e)]
− 1
)2 < C.
Using the display above and (6.66) in (6.69) we get that
(6.70)
PGn


∣∣∣∣∣∣n−1/2RGneff (e)l(n,K)t (e)−
l
(n,K)
t (e)∑
i=1
χn,Ki (e)
∣∣∣∣∣∣ ≥ ε/2

 ≤ Cn−1/2RGneff (e),
for some constant C (which depends on ε). By Lemma 5.7, the last term goes
to 0 in P(K)-probability, uniformly over e ∈ E∗(T (n,K)). Therefore
(6.71)
sup
e∈E∗(T (n,K))
PGn


∣∣∣∣∣∣n−1/2RGneff (e)l(n,K)t (e)−
l
(n,K)
t (e)∑
i=1
χn,Ki (e)
∣∣∣∣∣∣ ≥ ε/2

→ 0 P(K)−a.s.,
as n→∞.
On the other hand, recalling the coupling between J (n,K) and B(n,K) in
Section 4.2 and the definition of l
(n,K)
t (e), it follows that
(6.72)
l
(n,K)
t (e)∑
i=1
χn,Ki (e) ≤ L(n,K)t (xe) ≤
l
(n,K)
t (e)+1∑
i=1
χn,Ki (e).
62 B. BEN AROUS, M. CABEZAS, AND A. FRIBERGH
Therefore
(6.73)
PGn


∣∣∣∣∣∣L(n,K)t (xe)−
l
(n,K)
t (e)∑
i=1
χn,Ki (e)
∣∣∣∣∣∣ ≥ ε/2

 ≤PGn [χn,K
l
(n,K)
t (e)+1
(e) ≥ ε/2
]
≤PGn
[
sup
i≤l(n,K)t (e)+1
χn,Ki (e) ≥ ε/2
]
≤EGn

l
(n,K)
t (e)+1∑
i=1
1{χn,Ki (e)≥ε/2}

 ,
which, by Wald’s identity equals
EGn [l
(n,K)
t (e) + 1]P
Gn[χn,Ki (e) ≥ ε/2]
≤4ε−2EGn [l(n,K)t (e) + 1]EGn [(χn,Ki (e))2]
≤4ε−2(Cn1/2RGneff (e)−1 + 1)RGneff (e)2n−1EGn


(
χn,Ki (e)
E[χn,Ki (e)]
)2 ,
where we have used (6.26), (6.66) and Chebyshev’s inequality. Moreover,
recalling that the distribution of
χn,ki (e)
EGn [χn,ki (e)]
does not depend upon n nor e
and has finite second moment, we find that there exists a constant C such
that the display above is bounded by
4ε−2Cn−1/2RGneff (e) + 4ε
−2CRGneff (e)
2n−1.
which, by Lemma 5.7, goes to 0 in P(K) probability. Therefore
(6.74) lim
n→∞
sup
e∈T (n,K)
P(K)


∣∣∣∣∣∣L(n,K)t (xe)−
l
(n,K)
t (e)∑
i=1
χn,Ki (e)
∣∣∣∣∣∣ ≥ ε/2

→ 0.
Putting together (6.67), (6.71) and (6.74) we finish the proof. 
6.5.2. First part of the proof of Proposition 6.1. The main purpose of this
section is to prove the following:
Lemma 6.11. Under (4.1) and condition (R)ρ, we have that, for all R ≥ 0
and K ∈ N,
(L
(n,K)
t (Υn,K(x)))t∈[0,R],x∈T(K)
n→∞→ (σdρL(K)(ρσd)−1t(x)))t∈[0,R],x∈T(K)
in distribution in the space C([0, R] × T(K),R+) endowed with the uniform
topology, P(K)-a.s.
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Note that display (6.6) in Lemma 6.1 follows immediately from (6.5) and the
lemma above. The techniques of this (sub)section are somewhat different from
the rest of Section 6 due to the continuous nature of the processes involved
in the main result. On a first reading, the reader can skip the proof of the
lemma above and go directly to Section 6.5.3 for a more fluent reading. We
choose to put Lemma 6.11 here since we will use it in Section 6.5.3.
For the proof of the Lemma above we will need to introduce some notation.
Recalling the definition at 6.2, we define a distance d
(n,K)
T,res on T
(K) as
d
(n,K)
T,res (x, y) := d
(n,K)
res (Υn,K(x),Υn,K(y)).
Let
(6.75) L¯
(n,K)
t (x) := L
(n,K)
t (Υn,K(x))
and
(6.76) B¯
(n,K)
t := Υ
−1
n,K(B
(n,K)
t ).
Lemma 6.11 relies on the following result.
Lemma 6.12. The process B¯(n,K) is the Brownian motion in (T(K), d
(n,K)
T,res , λ
(n,K)
T,res )
according to Proposition 2.1, where λ
(n,K)
T,res is the Lebesgue measure associated
to d
(n,K)
T,res normalized to become a probability measure. Also (L¯
(n,K)
t (x))t≥0,x∈T(K)
is the local time of B¯(n,K) with respect to λ
(n,K)
T,res .
Proof. The first part of the claim follows from the fact that B¯(n,K) satisfies all
the properties in the definition of the Brownian motion in (T(K), d
(n,K)
T,res , λ
(n,K)
T,res )
given above Proposition 2.1. All properties are straightforward to verify.
The part of the local times is proved as follows. Let A be a Borelian of T(K)
Leb{s ≤ t : B¯(n,K)s ∈ A} = Leb{s ≤ t : B(n,K)s ∈ Υn,K(A)}
=
∫
Υn,K(A)
L
(n,K)
t (x)λ
(n,K)
res (dx) =
∫
A
L
(n,K)
t (Υn,K(y))λ
(n,K)
T,res (dy)
where the third equality follows from the change of variables x = Υ−1n,K(y),
and the fact that λ
(n,K)
T,res (Υ
−1
n,K(·)) = λ(n,K)res (·). 
Proof of Lemma 6.11. First, we will use a result of [17] which gives conditions
for the convergence of local times in graph-trees. After that we will show that
Lemma 6.12 allows us to prove the lemma from the results of the first step.
First step: Application of a general result concerning the convergence of
local times.
We start by stating the general convergence result of [17]. Let T be a
graph spatial tree and d, dn, n ∈ N be distances in T which are compatible
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with its topology. Let λ, λn, n ∈ N be the non-normalized Lebesgue mea-
sures in T associated to d, dn, n ∈ N respectively. Also, let B,Bn, n ∈ N be
the Brownian motions in (T, d, λ), (T, dn, λn), n ∈ N respectively. Finally, let
Lt(x), L
n
t (x), n ∈ N be the local times of B,Bn, n ∈ N with respect to the
measures λ, λn, n ∈ N respectively.
Proposition 3.1 of [17] states that if there exists a sequence δn ↓ 1 as n→∞
such that, for n large enough.
(6.77) δ−1n dn(x, y) ≤ d(x, y) ≤ δndn(x, y) ∀x, y ∈ T,
then we have that
(6.78) (Lnt (x))x∈T,t∈[0,R]
n→∞→ (Lt(x))x∈T,t∈[0,R].
To be able to apply the result above, we need that for processes to be defined
as Brownian motions with respect to the non-normalized Lebesgue measure.
Therefore, let B˜(K) be the Brownian motion on (T(K), σdρdT, σdρΛ
(K)λ
(K)
T
),
where Λ(K) is the total dT-length of T. Note that σdρΛ
(K)λ
(K)
T
is the non-
normalized Lebesgue measure associated to the distance σdρdT. Similarly, let
B˜(n,K) be the Brownian motion on (T(K), d
(n,K)
T,res ,Λ
(n,K)
res λ
(n,K)
T,res ), where Λ
(n,K)
res
is the total d
(n,K)
T,res -length of T
(K). Let L˜(K) be the local time of B˜(K) with
respect to σdρΛ
(K)λ
(K)
T
and L˜(n,K) be the local time of B˜(n,K) with respect to
the measure Λ
(n,K)
res λ
(n,K)
T,res . By Proposition 3.1 of [17] stated above if, P
(K)-
almost surely, there exists a sequence δn ↓ 1 as n→∞ such that, for n large
enough,
(6.79) δ−1n d
(n,K)
T,res (x, y) ≤ σdρdT(x, y) ≤ δnd(n,K)T,res (x, y) ∀x, y ∈ T(K),
then
(6.80) (L˜
(n,K)
t (x))x∈T(K),t∈[0,R]
n→∞→ (L˜(K)t (x))x∈T(K),t∈[0,R]
in distribution in C(T(K)× [0, R],R+), for all R > 0, P(K)-almost surely. Now
we focus on proving (6.79). Recall that T(K) and T(n,K) are composed of a
finite number of edges (e(i))i=1,...,s and (e
n(i))i,...,s respectively, where s is the
number of line segments in the decomposition of T(K) and T(n,K). First, we
will treat the case when x, y lie in the same line segment e(i) = [ai, bi] of T
(K).
Let αx and αy be the dT(K)-distances to ai of x and y respectively. It follows
from the definition of Υn,K in (6.2) that Υn,K(x),Υn,K(y) are the points which
lie in the edge en(i) = [a˜i, b˜i] at distances αx
d
(n,K)
res (a˜i,b˜i)
dT(ai,bi)
(reps. αy
d
(n,K)
res (a˜i,b˜i)
dT(ai,bi)
) of
a˜i. Therefore,
d
(n,K)
T,res (x, y) = |αx − αy|
d
(n,K)
res (a˜i, b˜i)
dT(ai, bi)
= dT(x, y)
d
(n,K)
res (a˜i, b˜i)
dT(ai, bi)
.
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By (4.3), ∣∣∣∣∣d
(n,K)
res (a˜i, b˜i)
dT(ai, bi)
− σdρ
∣∣∣∣∣ n→∞→ 0, P(K)-almost surely.
This proves our claim in this case. In general, take x, y lying in different line
segments, the same argument as above gives that
(6.81) min
i=1,...,s
d
(n,K)
res (a˜i, b˜i)
dT(ai, bi)
≤ d
(n,K)
T
(x, y)
dT(x, y)
≤ max
i=1,...,s
d
(n,K)
res (a˜i, b˜i)
dT(ai, bi)
.
Therefore again, the result follows from (4.3). We have established (6.79)
which, as we saw in (6.78), implies (6.80). This finishes the first part of the
proof.
Second step: From local times with respect to non-normalized measures to
local times with respect to normalized measures.
By virtue of Lemma 6.12, we know that B¯(n,K) is the Brownian motion in
(T(K), d
(n,K)
T,res , λ
(n,K)
T,res ) and L¯
(n,K) is its local time with respect to λ
(K)
T,res. We start
by relating L˜(n,K) to L¯(n,K). First, observe that it follows from the definition
of Brownian motion give above Proposition 2.1 that
(6.82) (B¯
(n,K)
t )t≥0
d
= (B˜
(n,K)
Λ
(n,K)
res t
)t≥0.
Moreover, we have that for any A Borelian of T(K),
(6.83) Leb{s ≤ t : B¯(n,K)s ∈ A} =
∫
A
L¯
(n,K)
t λ
(n,K)
res (dx).
On the other hand
(6.84)
Leb{s ≤ t : B¯(n,K)s ∈ A} d= Leb{s ≤ t : B˜(n,K)Λ(n,K)res s ∈ A}
= (Λ(n,K)res )
−1Leb{s ≤ Λ(n,K)res t : B˜(n,K)s ∈ A}
= (Λ(n,K)res )
−1
∫
A
L˜
(n,K)
Λ
(n,K)
res t
Λ(n,K)res λ
(n,K)
res (dx)
=
∫
A
L˜
(n,K)
Λ
(n,K)
res t
λ(n,K)res (dx),
where the first equality follows from (6.82), the second equality is trivial and
the third equality follows because L˜(n,K) is the local time of B˜(n,K) with respect
to Λ
(n,K)
res λ
(n,K)
res . It follows from (6.83) and (6.84) that
(6.85) (L¯
(n,K)
t (x))x∈T(K),t≥0
d
= (L˜
(n,K)
Λ
(n,K)
res t
(x))x∈T(K),t≥0.
Similarly, let Bˆ(K) is the Brownian motion in (T(K), σdρdT, λ
(K)
T
) and Lˆ(K) be
its local time with respect to λ
(K)
T
. By the same reasoning leading to (6.85)
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we get that
(6.86) (Lˆ
(K)
t (x))x∈T(K),t≥0
d
= (L˜
(K)
σdρΛ(K)t
)x∈T(K),t≥0.
On the other hand, by Lemma 4.2 we have that
(6.87) Λ(n,K)res
n→∞→ σdρΛ(K).
From (6.87), (6.80), (6.85) and (6.86), it can be deduced that
(6.88) (L¯
(n,K)
t (x))x∈T(K),t∈[0,R]
n→∞→ (Lˆ(K)t (x))x∈T(K),t∈[0,R]
in distribution in C(T(K) × [0, R],R+), for all R > 0.
It remains to relate Lˆ(K) to L(K). By the definition of Brownian motion
given above Proposition 2.1 we have that
(6.89) (B
(K)
t )t≥0
d
= (Bˆ
(n,K)
σdρt
)t≥0.
Moreover, we have that, for any Borelian A of T(K),
(6.90) Leb{s ≤ t : B(K)s ∈ A} =
∫
A
L
(K)
t (x)λ
(K)
T
,
while, on the other hand,
(6.91)
Leb{s ≤ t : B(K)s ∈ A} d= Leb{s ≤ t : Bˆ(n,K)σdρs ∈ A}
= (σdρ)
−1Leb{s ≤ σdρt : Bˆ(n,K)s ∈ A}
= (σdρ)
−1
∫
A
Lˆ
(n,K)
σdρt
(x)λ
(K)
T
(dx),
where the first equality follows from (6.90). From (6.91),
(6.92) (Lˆ
(K)
t (x))x∈T(K),t≥0
d
= (σdρL
(K)
(σdρ)−1t
)x∈T(K),t≥0.
The claim of the lemma follows by displays (6.88), (6.75) and (6.92).

6.5.3. Second part of the proof of Proposition 6.1. In this section we will prove
the first two statements in Proposition 6.1, i.e. displays (6.5) and (6.4). Recall
from Section 6.5.3 that display (6.6) in Lemma 6.1 follows from (6.5) and
Lemma (6.11). Therefore, Lemma 6.1 will be proved after we have showed
(6.5) and (6.4).
Proof. We will split the proof in two parts. First we will do the proof of
display (6.5) and then, as a consequence, we will obtain (6.4).
Proof of display (6.5):
Recall the definition of Υn,K from (6.2). It is easy to see that, as a consequence
of Lemma 4.2, the Lipschitz norm of Υ−1n,k converges to (σdρ)
−1 as n → ∞.
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Therefore d
(n,K)
res (x, y) ≤ δ implies dT(Υ−1n,K(x),Υ−1n,K(y)) ≤ Cδ for n large
enough for some C which is independent of n. Therefore
(6.93)
sup
x,y:
d
(n,K)
res (x,y)≤δ
∣∣∣L(n,K)t (x)− L(n,K)t (y)∣∣∣ ≤ sup
x,y:
dT(Υ
−1
n,K(x),Υ
−1
n,K(y))≤Cδ
∣∣∣L(n,K)t (x)− L(n,K)t (y)∣∣∣ .
Let us set
(6.94) L˜
(K)
t (x) := σdρL
(K)
(ρσd)−1t
(x), ∀x ∈ T(K), t ≥ 0.
By (6.93),
(6.95)
P(K)

 sup
x,y:
d
(n,K)
res (x,y)≤δ
∣∣∣L(n,K)t (x)− L(n,K)t (y)∣∣∣ ≥ ε


≤P(K)

 sup
x,y:
dT(Υ
−1
n,K(x),Υ
−1
n,K(y))≤Cδ
∣∣∣L(n,K)t (x)− L(n,K)t (y)∣∣∣ ≥ ε


≤P(K)

 sup
x,y:
dT(Υ
−1
n,K(x),Υ
−1
n,K(y))≤Cδ
∣∣∣L˜(K)t (Υ−1n,K(x))− L˜(K)t (Υ−1n,K(y))∣∣∣ ≥ ε/3


+ 2P(K)
[
sup
x∈T(n,K)
∣∣∣L(n,K)t (x)− L˜(K)t (Υ−1n,K(x))∣∣∣ ≥ ε/3
]
.
By Lemma 6.11,
P(K)
[
sup
x∈T(n,K)
∣∣∣L(n,K)t (x)− L˜(K)t (Υ−1n,K(x))∣∣∣ ≥ ε/3
]
n→∞→ 0.
Also, since L˜
(K)
t is continuous in the space variable, we have that
lim
δ→0
lim sup
n→∞
P(K)

 sup
x,y:
dT(Υ
−1
n,K (x),Υ
−1
n,K(y))≤Cδ
∣∣∣L˜(K)t (Υ−1n,K(x))− L˜(K)t (Υ−1n,K(y))∣∣∣ ≥ ε/3

 = 0.
The two displays above and (6.95) imply that
(6.96) lim
δ→0
lim sup
n→∞
P(K)

 sup
x,y:
d
(n,K)
res (x,y)≤δ
∣∣∣L(n,K)t (x)− L(n,K)t (y)∣∣∣ ≥ ε

 = 0.
Let K be fixed. By Lemma 4.2 we have that, for each n ∈ N and δ > 0, we
can choose a δ
2
-net Aδ,n = (xi)i, xi ∈ T(n,K) of (T(n,K), d(n,K)res ) (i.e., all points of
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T(n,K) are at d(n,K)-distance smaller than δ
2
of some xi.) such that, for each δ,
|Aδ,n| is bounded uniformly in n. Therefore, recalling that by virtue of Lemma
5.7, we have that for n large enough P(K)[maxe∈E∗(T (n,K)) n
−1/2RGneff (e) ≥
δ/4]→ 0 as n→∞. Therefore
(6.97)
P(K)
[
sup
x∈T(n,K)
∣∣n−1/2RGneff (e(x))l(n,K)s (e(x))− L(n,K)s (x)∣∣ ≥ ε
]
≤P(K)
[
sup
x,e′:d
(n,K)
res (e(x),e′)≤δ
∣∣n−1/2RGneff (e(x))l(n,K)s (e(x))− n−1/2RGneff (e′)l(n,K)s (e′)∣∣ ≥ ε/3
]
+
∑
xi∈Aδn
P(K)
[∣∣n−1/2RGneff (e(xi))l(n,K)s (e(xi))− L(n,K)s (xi)∣∣ ≥ ε/3]
+P(K)

 sup
x,y∈T (n,K)
d
(n,K)
res (x,y)≤δ
∣∣L(n,K)s (x)− L(n,K)s (y)∣∣ ≥ ε/3

+ o(1),
where o(1) := P(K)[maxe∈E∗(T (n,K)) n
−1/2RGneff (e) ≥ δ/4] → 0 as n → ∞. Let
η > 0 be arbitrary, the proof will follow after we have showed that
(6.98)
lim sup
n→∞
P(K)
[
sup
x∈T(n,K)
∣∣n−1/2RGneff (e(x))l(n,K)s (e(x))− L(n,K)s (x)∣∣ ≥ ε
]
≤ η.
By Lemma 6.7 we have that there exists δ1 > 0 such that for all δ < δ1 we
have that
lim sup
n→∞
P(K)
[
sup
x,e′:d
(n,K)
res (e(x),e′)≤δ
∣∣n−1/2RGneff (e(x))l(n,K)s (e(x))− n−1/2RGneff (e′)l(n,K)s (e′)∣∣ ≥ ε/3
]
≤ η
2
.
On the other hand, by (6.96), there exists δ2 > 0 such that for all δ < δ2 we
have that
lim sup
n→∞
P(K)

 sup
x,y∈T (n,K)
d
(n,K)
res (x,y)≤δ
∣∣L(n,K)s (x)− L(n,K)s (y)∣∣ ≥ ε/3

 ≤ η2 .
Finally, for any fixed δ, |Aδ,n| remains bounded in n and therefore, by virtue
of Lemma 6.10
lim sup
n→∞
∑
xi∈Aδn
P(K)
[∣∣n−1/2RGneff (e(xi))l(n,K)s (e(xi))− L(n,K)s (xi)∣∣ ≥ ε/3] = 0.
Taking δ = min{δ1, δ2} in (6.97) and using the last three displays we get
(6.98). This finishes the proof of (6.5).
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Proof of display (6.4):
Since l
(n,K,←)
t (e(x)) equals either l
(n,K)
t (e(x))/2 or (l
(n,K)
t (e(x))−1)/2, it follows
from display (6.5) and Lemma 5.7 that
(6.99)
lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
∣∣∣∣∣d
(n,K)
res (e+(v))
2
l
(n,K,←)
t (e
+(v))− L(n,K)t (v)
∣∣∣∣∣ ≥ ε
]
= 0.
Moreover, since d
(n,K)
res (e
−(v))
d
(n,K)
res (e−(v))+d
(n,K)
res (e+(v))
≤ 1, it follows from the display above
that
(6.100)
lim
n→∞
P(K)
[
sup
x∈V ◦(T (n,K))
∣∣∣∣ d
(n,K)
res (e−(v))d
(n,K)
res (e+(v))
2(d
(n,K)
res (e−(v)) + d
(n,K)
res (e+(v)))
l
(n,K,←)
t (e
+(v))
− d
(n,K)
res (e−(v))
d
(n,K)
res (e−(v)) + d
(n,K)
res (e+(v))
L
(n,K)
t (v)
∣∣∣∣ ≥ ε
]
= 0.
An analogous argument yield that
(6.101)
lim
n→∞
P(K)
[
sup
x∈V ◦(T (n,K))
∣∣∣∣ d
(n,K)
res (e−(v))d
(n,K)
res (e+(v))
2(d
(n,K)
res (e−(v)) + d
(n,K)
res (e+(v)))
l
(n,K,→)
t (e
−(v))
− d
(n,K)
res (e+(v))
d
(n,K)
res (e+(v)) + d
(n,K)
res (e+(v))
L
(n,K)
t (v)
∣∣∣∣ ≥ ε
]
= 0.
Summing the terms inside the absolute value in the two displays above, and
recalling (6.29), we get display (6.4). 
7. Asymptotic linearity of the time change
The goal of this section is to prove Proposition 4.1.
7.1. Averaged time change. We introduce an averaged version Aˆ(n,K) of
the time change A(n,K) (which was introduced below (4.13)) which is more
tractable. Let τ(x) be a random variable having the distribution of A
(n,K)
j+1 −
A
(n,K)
j conditioned on J
(n,K)
j = x. That is, τ(x) has the law of min{j ≥ 0 :
XGnj ∈ V ∗(T (n,K)) \ {x}} conditioned on XGn0 = x. Let Aˆ(n,K)(0) := 0 and
(7.1) Aˆ(n,K)(m) :=
∑
x∈V ∗(T (n,K))
EGn[τ(x)]l(n,K,vert)m (x).
where l
(n,K,vert)
m is as in (6.1). We will need to introduce another approximation
of A(n,K). We proceed to prepare its definition. For any edge e = (e−, e+) ∈
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E∗(T (n,K)) (where e− is an ancestor of e+ in T (n,K)), let Gn(e) be the subgraph
of Gn whose set of edges is
(7.2) E(Gn(e)) := {(x, y) ∈ E(Gn) : pi(n,K)(x) = e− and pi(n,K)(x) 6= x}
and its set of vertices is given by
(7.3)
V (Gn(e)) := {v ∈ V (Gn) : ∃e = (e−, e+) ∈ E(Gn(e)) with v ∈ {e−, e+}}.
That is, Gn(e) is the sausage corresponding to the edge e (see Figure 4)
and we also want to emphasize the link between E(Gn(e)) and the measure
µ introduced in Section 3.1.4.
We are ready to introduce the second approximation of A(n,K) as
A˜(n,K)(m) :=
∑
e∈E∗(T (n,K))
2RGneff (e) |E(Gn(e))| l(n,K,↔)m (e).
Proposition 4.1 is a direct consequence of the three following results:
Lemma 7.1. For each t ≥ 0 and ε > 0,
lim
K→∞
lim sup
n→∞
P(K)
[
n−3/2
∣∣∣A(n,K)(m(t))− Aˆn,K(m(t))∣∣∣ ≥ ε] = 0.
Lemma 7.2. For all t ≥ 0, ε > 0 and K > 0,
lim sup
n→∞
P(K)
[
n−3/2
∣∣∣A˜(n,K)(m(t))− Aˆ(n,K)(m(t))∣∣∣ ≥ ε] = 0.
Lemma 7.3. For each t ≥ 0 and ε > 0,
lim
K→∞
lim sup
n→∞
P(K)
[∣∣∣n−3/2A˜n,K(m(t))− νt∣∣∣ ≥ ε] = 0,
where ν is that of condition (V )ν.
7.1.1. Lemma 7.1. For any v ∈ V ∗(T (n,K)), consider Gn(v) the subgraph of
Gn consisting of all the vertices of Gn which can be attained from v through
edges of Gn without crossing V
∗(T (n,K))\{v}.
For the proof of Lemma 7.1 we will need the following auxiliary result which
states that the time spent in transitions involving vertices which are not in
V ◦(T (n,K)) is negligible.
Let e ∈ E∗(T (n,K)). Recall the definition of Gn(e) from (7.2) and (7.3). Let
τ→(e) (resp. τ←(e)) the time spent by a random walk on Gn(e) on reaching
v2 starting from v1 (resp. v1 starting from v2). Let τ(e) be a random variable
having the distribution of τ→(e)+τ←(e), assuming that τ→(e) is independent
from τ←(e).
Consider I˜ the subset of T(n,K) corresponding to the edges in E(T (n,K))\E∗(T (n,K)).
Lemma 7.4. For all ε > 0 t ≥ 0,
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(1)
lim
K→∞
lim sup
n→∞
P(K)

n−3/2 ∑
v∈V ∗(T (n,K))\V ◦(T (n,K))
l
(n,K,vert)
m(t) (v)E
Gn[τ(v)] ≥ ε

 = 0.
(2)
lim
K→∞
lim sup
n→∞
P(K)

n−3/2 ∑
e∈E∗(T (n,K))\E◦(T (n,K)))
l
(n,K,→)
t (e)E
Gn [τ(e)] ≥ ε

 = 0.
(3)
lim sup
n→∞
P(K)
[∫
I˜
L
(n,K)
t (x)λ
(n,K)
res (dx) ≥ ε
]
= 0.
Proof of Lemma 7.4. Proof of display (1):
Note that vertices in V ∗(T (n,K))\V ◦(T (n,K)) appear only at branching points
and leaves of T (n,K). For every branching point of T (n,K) there are 3 vertices
of V ∗(T (n,K))\V ◦(T (n,K)) (the vertices of the triangle involved in the cor-
responding star-triangle transformation) while for every leaf there is only 1
vertex of V ∗(T (n,K))\V ◦(T (n,K))). Therefore, since T(K) has a finite number
of branching points and leaves, it follows from (4.1) that, for K fixed, the set
V ∗(T (n,K))\V ◦(T (n,K)) is finite and its cardinality is uniformly bounded on n.
Hence, to prove part (1) it suffices to show that
(7.4) lim
K→∞
lim sup
n→∞
P(K)
[
n−3/2l(n,K,vert)m(t) (v)E
Gn[τ(v)] ≥ ε
]
= 0
for any v ∈ V ∗(T (n,K))\V ◦(T (n,K)) leaf or branching point.
First, we will do the case when v corresponds to a branching point. In
this case there will be three edges e1 = (v, v1), e2 = (v, v2), e3 = (v, v3) of
V (G(n,K)) that are adjacent to v with e2 and e3 in E(G
(n,K))\E∗(T (n,K)) and
e1 in E
∗(T (n,K)), see Figure 7.
Consider the graph obtained by identifying the points v1, v2, v3 in Gn(v).
Call v′ be the vertex obtained by the identification of v1, v2, v3 and τ(v ↔ v′)
be the commute time between v and v′ (i.e., the time that it takes to a random
walk on Gn(v) to go from v to v
′ and then to return to v). Clearly,
(7.5) EGn[τ(v)] ≤ EGn[τ(v ↔ v′)] = 2|E(Gn(v))|RGneff (v, v′),
where the last equality follows by the commute time formula. Therefore, (7.4)
will follow if we prove that
(7.6) lim
M→∞
lim sup
n→∞
P(K)
[
n−1/2RGneff (v, v
′)l(n,K,vert)m(t) (v) ≥M
]
= 0
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v
v1
v2 v3
e2
e3
e1
Figure 7. The neighbourhood of branching points
and
(7.7) lim
K→∞
lim sup
n→∞
P(K)
[
n−1|E(Gn(v)| ≥ ε
]
= 0.
We will first do the proof of (7.6). By Rayleigh’s monotonicity principle,
(7.8) RGneff (v, v
′) ≤ min
i=1,2,3
{RGneff (v, vi)}.
Let us assume without loss of generality that the orientation of ei, i = 1, 2, 3
that l
(n,K,→)
t (ei) counts is the one pointing away from v. Therefore
(7.9)
∣∣∣l(n,K,vert)m(t) (v)− l(n,K,→)t (e1)− l(n,K,→)t (e2)− l(n,K,→)t (e3)∣∣∣ ≤ 1,
It follows from Lemma 6.3 that, for all K ∈ N,
lim
M→∞
lim sup
n→∞
P(K)
[
n−1/2RGneff (ei)l
(n,K,→)
t (ei) ≥M
]
= 0,
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for all ε > 0, i = 1, 2, 3. It is not hard to see from the display above that
lim
M→∞
lim sup
n→∞
P(K)
[
3n1/2 min
i=1,2,3
{RGneff (v, vi)}×
(l
(n,K,→)
t (e1) + l
(n,K,→)
t (e2) + l
(n,K,→)
t (e3)) ≥M
]
= 0,
for all ε > 0. Therefore, using displays (7.8) and (7.9) we can deduce (7.6).
Now we focus on the proof of (7.7). Recall that e1, e2, e3 are the three edges
of V (G(n,K)) which are adjacent to v, with e2 and e3 in E(G
(n,K))\E∗(T (n,K))
and e1 in E
∗(T (n,K)), see Figure 7. By Lemma 5.7, we have that
lim
n→∞
P(K)
[
n−1/2max{RGneff (e1), RGneff (e2), RGneff (e3)} ≥ η
]
= 0,
for all η > 0. Let e4, e5, e6 be the edges of E(T (n,K))\E∗(T (n,K)) introduced by
the star-triangle transformation corresponding to v. Without loss of generality
we can assume that e4 is the one which is adjacent to v, e5 is adjacent to v2 and
e6 is adjacent to v3. Then, by the star-triangle transformation, we have that
d
(n,K)
res (e2) = n
−1/2RGneff (e2) = n
−1/2RGneff (e4) + n
−1/2RGneff (e5) and d
(n,K)
res (e3) =
n−1/2RGneff (e3) = n
−1/2RGneff (e4)+n
−1/2RGneff (e6). Therefore by the display above,
we have that
(7.10) lim
n→∞
P(K)
[
λ(n,K)res (e1 ∪ e4 ∪ e5 ∪ e6) ≥ η
]
= 0,
for all η > 0. Hence, it is not hard to see from condition (R) that
lim
n→∞
P(K)
[
λ(n,K)(e1 ∪ e4 ∪ e5 ∪ e6) ≥ η
]
= 0,
for all η > 0. The display above states that the Lebesgue measure of the
portion of T(n,K) which corresponds to Gn(v) (i.e., e1∪e4∪e5∪e6) is negligible.
Since our sequence of graphs satisfy condition (V), this implies that
lim
n→∞
P(K)[µ(n,K)(e1 ∪ e4 ∪ e5 ∪ e6) ≥ η] = 0,
for all η > 0. Recalling that µ(n,K)(e1 ∪ e4 ∪ e5 ∪ e6) corresponds to the edge
cardinality of Gn(v) scaled by n
−1, we get (7.7). This shows (7.4) for the case
when v is a branching point.
To finish the proof of claim (1) of the lemma, it remains to show (7.4) when
v is a leaf of T (n,K). Let e = (v′, v) be the unique edge of T (n,K) which is
adjacent to v. By the commute time formula we have that
EGn [τ(v)] ≤ EGn[τ(v ↔ v′)] ≤ 2RGneff (e) |E(Gn(v))| .
By arguments analogous to those leading to (7.6) we find that
lim
M→∞
lim sup
n→∞
PGn[n−1/2l(n,K,vert)m(t) (e)R
Gn
eff (e) ≥M ] = 0.
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On the other hand, imitating the deduction of (7.7) we get that
lim
K→∞
lim sup
n→∞
P(K)
[
n−1 |E(Gn(v))| ≥ ε
]
= 0,
for all ε > 0. We can use the three displays above to deduce (7.4) by the
same arguments as when v is a branching point. This finishes the proof of the
claim (1) of the lemma.
Proof of display (2):
The same arguments used for the proof of claim (1) of the lemma can be used
without major modifications. We omit the proof.
Proof of display (3): It follows from Lemma 6.11 that
(7.11) lim
M→∞
lim sup
n→∞
PGn
[
sup
x∈I˜
L
(n,K)
t (x) ≥M
]
= 0.
From (7.10) we get that
lim
n→∞
P(K)
[
λ(n,K)res (I˜) ≥ η
]
= 0,
for all η > 0. The result follows from the two displays above. 
Proof of Lemma 7.1. Let Fm be the σ-algebra generated by XGn up to time
A(n,K)(m) and by the Brownian motion B(n,K) up to time h
(n,K)
m (recall the
definition of h
(n,K)
m from (4.11)). Let S(n,K)(0) = 0 and T n,K(m) be the time
spent by XGn in the m-th transition of J (n,K), that is
(7.12) S(n,K)(m) = A(n,K)(m)− A(n,K)(m− 1), m ∈ N.
Let
(7.13) Mm :=
m∑
i=1
(
S(n,K)(i)− EGn[S(n,K)(i)|Fi−1]
)
.
Define
M (2)m :=M
2
m −
m∑
i=1
EGn[(S(n,K)(i)− EGn [S(n,K)(i)|Fi−1])2|Fi−1].
The first part of the proof consist in showing that the M (2) is a martin-
gale to which we can apply the optional stopping theorem at m(t) (defined
at (4.12))to obtain
(7.14) EGn [M
(2)
m(t)] = 0.
In the second part of the proof we will use the display above to control the
variance of A(n,K)(m(t))− Aˆ(n,K)(m(t)) and deduce the lemma.
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Proof of display (7.14):
Our first claim is that (M
(2)
m )m∈N is a martingale (with respect to the filtration
(Fm)m∈N). That is, we want to show that
EGn [M
(2)
m+1 −M (2)m |Fm] = 0.
Therefore, it suffices to establish that
EGn [M2m+1 −M2m − EGn[(Tm+1 − EGn [Tm+1|Fm])2|Fm]|Fm] = 0,
or, equivalently
(7.15) EGn
[
M2m+1 −M2m|Fm
]
= EGn
[
(Tm+1 − EGn [Tm+1|Fm])2|Fm
]
.
Let us observe that
(7.16)
EGn [Mm(Tm+1 −EGn [Tm+1|Fm])|Fm]
=MmE
Gn [Tm+1 −EGn [Tm+1|Fm]|Fm]
=0.
where the first equality follows from the fact that Mm is Fm-measurable. On
the other hand
EGn
[
M2m+1 −M2m|Fm
]
=EGn
[
(Mm + (Tm+1 − EGn[Tm+1|Fm]))2 −M2m|Fm
]
=EGn
[
2Mm(Tm+1 −EGn [Tm+1|Fm]) + (Tm+1 − EGn[Tm+1|Fm])2|Fm
]
=EGn
[
(Tm+1 − EGn[Tm+1|Fm])2|Fm
]
,
where the last equality follows from the identity (7.16). This establishes (7.15)
and therefore (M
(2)
m )m∈N is a martingale with respect to (Fm)m∈N. Moreover
m(t) is a stopping time relative to (Fi)i∈N. Next, we will show that the pair
(M (2), m(t)) satisfies the hypotheses of the optional stopping theorem.
From [21, Theorem 2.2, §7]) it can be seen that the optional stopping
theorem holds provided that the following three conditions hold
(1) m(t) <∞, PGn-almost surely,
(2) EGn [M
(2)
m(t)] <∞,
(3) EGn [M
(2)
m 1{m(t)>m}]→ 0 as m→∞.
To prove condition (3) we use the Cauchy-Schwarz inequality to write
(7.17) EGn
[
M (2)m 1{m(t)>m}
] ≤ EGn [(M (2)m )2]1/2 PGn[m(t) ≥ m]1/2.
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We have
(7.18)
EGn
[
(M (2)m )
2
]
= EGn


(
M2m −
m∑
i=1
EGn [(S(n,K)(i)− EGn [S(n,K)(i)|Fi−1])2|Fi−1]
)2
≤ 2EGn [M4m]+ 2EGn


(
m∑
i=1
EGn [(S(n,K)(i)− EGn [S(n,K)(i)|Fi−1])2|Fi−1]
)2 .
We will start controlling EGn [M4m].
(7.19) EGn
[
M4m
]
= EGn


(
m∑
i=1
(
S(n,K)(i)− EGn [S(n,K)(i)|Fi−1]
))4 .
The right hand side of the display above is composed by the sum of m4 terms
of the form
(7.20) EGn
[
4∏
j=1
(
S(n,K)(ij)− EGn[S(n,K)(ij)|Fij−1]
)]
.
By repeated use of the Cauchy-Schwarz inequality we get that
(7.21)
EGn
[
4∏
j=1
(
S(n,K)(ij)−EGn [S(n,K)(ij)|Fij−1]
)]
≤EGn
[
2∏
j=1
(
S(n,K)(ij)−EGn [S(n,K)(ij)|Fij−1]
)2]1/2
EGn
[
4∏
j=3
(
S(n,K)(ij)−EGn [S(n,K)(ij)|Fij−1]
)2]
≤
4∏
j=1
EGn
[(
S(n,K)(ij)− EGn [S(n,K)(ij)|Fij−1]
)4]1/4
.
By virtue of Proposition A.2, all the terms appearing above are finite and
moreover
max
i1,i2,i3,i4
EGn
[
4∏
j=1
(
S(n,K)(ij)− EGn[S(n,K)(ij)|Fij−1]
)]
<∞.
Hence, there exists C such that
(7.22) EGn [M4m] < m
4C.
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Similarly,
EGn


(
m∑
i=1
EGn[(S(n,K)(i)− EGn[S(n,K)(i)|Fi−1])2|Fi−1]
)2
is composed by the sum of m2 terms of the form
(7.23)
2∏
j=1
EGn[(S(n,K)(ij)−EGn [S(n,K)(ij)|Fij−1])2|Fij−1].
By virtue of Proposition A.2, all those terms are finite and moreover
max
i1,i2
2∏
j=1
EGn [(S(n,K)(ij)− EGn[S(n,K)(ij)|Fij−1])2|Fij−1] <∞.
Therefore, there exists C such that
(7.24) EGn


(
m∑
i=1
EGn [(S(n,K)(i)− EGn[S(n,K)(i)|Fi−1])2|Fi−1]
)2 ≤ Cm2.
Hence, from displays (7.18), (7.22), (7.24) we get that there exists C with
(7.25) EGn
[
(M (2)m )
2
] ≤ Cm4.
Now we have to get an upper bound for PGn[m(t) ≥ m]. It follows from (4.12)
that
(7.26) m(t) =
∑
e∈E∗(T (n,K))
l
(n,K)
t (e).
Hence
PGn[m(t) ≥ m] ≤ PGn

 ⋃
e∈E∗(T (n,K))
{
l
(n,K)
t (e) ≥
m
|E(T (n,K))|
}
≤
∑
e∈E∗(T (n,K))
PGn
[
l
(n,K)
t (e) ≥
m
|E(T (n,K))|
]
.
Therefore, since
∣∣E(T (n,K))∣∣ is finite for fixed K, n, it follows from Lemma 6.2
and Lemma 6.3 that there exists c, C > 0 independent of m such that
(7.27) PGn[m(t) ≥ m] ≤ C exp(−cm).
From displays (7.17), (7.25) and (7.27) we get that there exists c′, C ′ > 0 with
(7.28) EGn
[
M (2)m 1{m(t)≥m}
] ≤ C ′ exp(−c′m).
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The display above implies condition (3). On the other hand
(7.29) EGn [M
(2)
m(t)] =
∞∑
i=0
EGn [M (2)m 1{m(t)=m}].
Hence, by (7.28) we get condition (2). Finally, condition (1) follows from
(7.27). We have shown that the optional stopping theorem holds for the pair
(M (2), m(t)). Therefore, we have deduced display (7.14).
Control of the variance of A(n,K)(m(t))− Aˆ(n,K)(m(t)):
We start by noticing that (7.14) implies
(7.30)
EGn
[
M2m(t)
]
= EGn

m(t)∑
i=1
EGn [(S(n,K)(i)− EGn[S(n,K)(i)|Fi−1])2|Fi−1]

 .
Recall the definitions of Mm and S
(n,K) in (7.13) and (7.12) respectively.
Recall also the definition of τ(x) in the first paragraph of Section 7.1 and the
definition of l
(n,K,vert)
m from (6.1). We have
Mm = A
(n,K)(m)−
m∑
i=1
EGn [S(n,K)(i)|Fi−1]
= A(n,K)(m)−
∑
x∈V ∗(T (n,K))
l(n,K,vert)m (x)E
Gn [τ(x)]
= A(n,K)(m)− Aˆ(n,K)(m).
Hence,
PGn
[
n−3/2
∣∣∣A(n,K)(m(t))− Aˆ(n,K)(m(t))∣∣∣ ≥ ε](7.31)
=PGn
[
n−3/2
∣∣Mm(t)∣∣ ≥ ε](7.32)
≤n−3ε−2EGn [M2m(t)]
=n−3ε−2EGn

m(t)∑
i=1
EGn [(S(n,K)(i)−EGn [S(n,K)(i)|Fi−1])2|Fi−1]

 ,(7.33)
where in the first inequality we have used Chebyshev’s inequality and in the
last equality we have used (7.30). The display above equals
ε−2n−3EGn

 ∑
x∈V ∗(T (n,K))
l
(n,K,vert)
m(t) (x)E
Gn [(τ(x)− EGn[τ(x)])2]

 .
On the other hand,
(7.34) EGn[(τ(x)−EGn [τ(x)])2] ≤ 2EGn[τ(x)2]+2EGn [τ(x)]2 ≤ 4EGn[τ(x)2].
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If x ∈ V ◦(T (n,K)), using Corollary A.1 (and recalling the definition of
e+(v), e−(v) from the paragraph above (6.3)) we get that the right hand side
of (7.34) is bounded above by
C |E(Gn(x))|2 diamGn(Gn(x))min{RGneff (e−(x)), RGneff (e+(x))}
for some constant C. Hence
(7.35)
EGn

 ∑
x∈V ◦(T (n,K))
l
(n,K,vert)
m(t) (x)E
Gn [(τ(x)− EGn[τ(x)])2]


=
∑
x∈V ◦(T (n,K))
EGn[l
(n,K,vert)
m(t) (x)]E
Gn [(τ(x)−EGn [τ(x)])2]
=
∑
x∈V ◦(T (n,K))
EGn[l
(n,K,→)
t (e
−(x)) + l(n,K,←)t (e
+(x))]EGn [(τ(x)−EGn [τ(x)])2]
≤C
∑
x∈V ◦(T (n,K))
EGn[l
(n,K,→)
t (e
−(x)) + l(n,K,←)t (e
+(x))]
|E(Gn(x))|2 diamGn(Gn(x))min{RGneff (e−(x)), RGneff (e+(x))},
where the second equality follows from (6.29). By virtue of Lemma 6.2 we
have that, P(K) a.s.,
n−1/2 sup
x∈V ◦(T (n,K))
{min{RGneff (e−(x)), RGneff (e+(x))}EGn[l(n,K,→)t (e−(x))+l(n,K,←)t (e+(x))]}
is bounded uniformly in n and K. Therefore, P(K)-a.s., there exists a constant
C such that the right hand side of (7.35) is bounded by
Cn1/2
∑
x∈V ◦(T (n,K))
|E(Gn(x))|2 diam(Gn(x)).
A similar analysis, which we omit, can be carried for vertices v ∈ V ∗(T (n,K))\V ◦(T (n,K))
(using the same ideas in the proof of display (1) of Lemma 7.4). This, together
with the display above allows to get that
(7.36)
EGn

 ∑
x∈V ∗(T (n,K))
l
(n,K,vert)
m(t) (x)E
Gn [(τ(x)− EGn [τ(x)])2]


≤Cn1/2
∑
x∈V ∗(T (n,K))
|E(Gn(x))|2 diam(Gn(x))
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Moreover, since supx∈V ∗(T (n,K)) diam(Gn(x)) ≤ 2∆(n,K)Gn , (where ∆(n,K)Gn is as
in (3.3) ) the display above is bounded by
(7.37) Cn1/2∆
(n,K)
Gn
∑
x∈V ∗(T (n,K))
|E(Gn(x))|2 .
On the other hand, since
∑
x∈V ∗(T (n,K)) |E(Gn(x))| ≤ 2 |E(Gn)|, it follows that∑
x∈V ∗(T (n,K))
|E(Gn(x))|2 ≤ 4 |E(Gn)|2 .
Moreover, by condition (V )ν we have that,
(7.38) n−1 |E(Gn)| → ν.
Hence, there exists C ′ such that |E(Gn)|2 ≤ C ′n2. Therefore (7.37) is upper
bounded by
Cn5/2∆
(n,K)
Gn
for some constant C. Summarizing our argument since (7.31), we find that
(7.39) PGn
[
n−3/2
∣∣∣A(n,K)(m(t))− Aˆ(n,K)(m(t))∣∣∣ ≥ ε] ≤ Cn−1/2∆(n,K)Gn
for some constant C. But, since the Gn verifies condition (S) ,
lim
K→∞
lim sup
n→∞
P(K)
[
n−1/2∆(n,K)Gn ≥ ε
]
= 0
for all ε > 0. Therefore, by (7.39) we find that
(7.40) lim
K→∞
lim sup
n→∞
P(K)
[
n−3/2
∣∣∣A(n,K)(m(t))− Aˆ(n,K)(m(t))∣∣∣ ≥ ε] = 0,
and that finishes the proof of the lemma. 
7.1.2. Lemma 7.2. Recall the definition of e+(v), e−(v) from the paragraph
above (6.3). For any v ∈ V ◦(T (n,K)), let
p(v) :=
RGneff (e
−(v))
RGneff (e
−(v)) +RGneff (e
+(v))
and q(v) := 1− p(v).
For the proof of Lemma 7.2 we will make use of the following auxiliary result:
Lemma 7.5. For all t ≥ 0, ε > 0, and K > 0,
(7.41)
P(K)
[
sup
v∈V ◦(T (n,K))
d(n,K)res (e
+(v))
∣∣∣p(v)l(n,K,vert)m(t) (v)− l(n,K,↔)t (e+(v))∣∣∣ ≥ ε
]
n→∞→ 0,
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and
(7.42)
P(K)
[
sup
v∈V ◦(T (n,K))
d(n,K)res (e
−(v))
∣∣∣q(v)l(n,K,vert)m(t) (v)− l(n,K,↔)t (e−(v))∣∣∣ ≥ ε
]
n→∞→ 0.
Proof of Lemma 7.5. For all v ∈ V ◦(T (n,K)), let x+v be the midpoint of e+(v).
It follows from display (6.5) in Proposition 6.1 that, for any ε > 0
(7.43)
lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
∣∣∣d(n,K)res (e+(v))l(n,K)t (e+(v))− L(n,K)t (x+v )∣∣∣ ≥ ε
]
= 0.
Also, from (6.4),
(7.44)
lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
∣∣∣2R(n,K,vert)eff (v)l(n,K,vert)t (v)− L(n,K)t (v)∣∣∣ ≥ ε
]
= 0,
for all ε > 0. By Lemma 5.7 we get that
lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
d(n,K)res (x
+
v , v) ≥ ε
]
= 0.
Therefore, by the continuity of L(n,K),
(7.45) lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
∣∣∣L(n,K)t (x+v )− L(n,K)t (v)∣∣∣ ≥ ε
]
= 0.
By displays (7.43), (7.44) and (7.45), we get that
(7.46)
lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
∣∣∣2R(n,K,vert)eff (v)l(n,K,vert)t (v)− d(n,K)res (e+(v))l(n,K)t (e+(v))∣∣∣ ≥ ε
]
= 0,
which is equivalent to
(7.47)
lim
n→∞
P(K)
[
sup
v∈V ◦(T (n,K))
∣∣∣d(n,K)res (e+(v))(2p(v)l(n,K,vert)t (v)− l(n,K)t (e+(v)))∣∣∣ ≥ ε
]
= 0.
From the equation above and the fact that l
(n,K)
t (e) equals either 2l
(n,K,↔)
t (e)
or 2l
(n,K,↔)
t (e)−1, we get display (7.41). Display (7.42) is proved similarly. 
Proof of Lemma 7.2. For any v ∈ V ◦(T (n,K)), let XGn,v,+ be a random walk
on Gn(e
+(v)) started at v (where Gn(e
+(v)) is defined in (7.2) and (7.3)). Let
v+ ∈ V ∗(T (n,K)) be the unique vertex such that (v, v + 1) ∈ E∗(T (n,K)) and
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cut-bonds
cut-bonds
in T (n;K)
root
V +
V
V  
Figure 8. Excursions from v before exiting the sausages ad-
jacent to v
v ≺ v+. The uniqueness is guaranteed since v ∈ V ◦(T (n,K)). Also, set v− as
the unique vertex in V ∗(T (n,K)) with (v−, v) ∈ T (n,K) and v− ≺ v. Set
(7.48) τ+(v) := min{m > 0 : XGn,v,+m = v+}.
Also, let XGn,v,− be a random walk on Gn(e−(v)) started at v and
(7.49) τ−(v) := min{m > 0 : XGn,v,−m = v−}.
The first part of the proof consists in the proving that for v ∈ V ◦(T (n,K))
(7.50) EGn [τ(v)] = p(v)EGn[τ+(v)] + q(v)EGn[τ−(v)].
First part, proof of (7.50):
In order to prove the previous equation, we will describe mathematically a
decomposition of the excursions from v which are depicted in Figure 8.
Let G(v) be the number of times that XGn returns to v before hitting
{v−, v+}. By the strong Markov property for XGn, it follows that G(v) has
a geometric distribution. Moreover, the strong Markov property allows to
decompose τ(v) as
(7.51) τ(v) = τ out(v) +
G(v)∑
i=1
τ	i (v),
where (τ	i (v))i∈N is an i.i.d. sequence of random variables having the distri-
bution of T+(v) (defined in (3.1)) conditioned on
{XGn0 = v} ∩
{
T+(v) < T ({v+, v−})}
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and τ out(v) has the distribution of T ({v−, v+}) conditioned on
{XGn0 = v} ∩
{
T ({v−, v+}) < T+(v)} .
From (7.51) we get
(7.52) EGn[τ(v)] = EGn [G(v)]EGn[τ	1 (v)] + E
Gn [τ out(v)].
We can write
(7.53)
EGn [τ out(v)] =p(v)EGn[τ out(v)|T (v+) < T+(v)]
+q(v)EGn[τ out(v)|T (v−) < T+(v)],
Since G(v) has a geometric distribution of parameter
p = PGnv [T ({v−, v+}) < T+(v)]
we get that
(7.54) EGn [G(v)] =
1
p
− 1 = pi(v)
Ceff(v, {v−, v+}) − 1,
where pi(v) is the degree of v in Gn and Ceff(v, {v−, v+}) is the electrical con-
ductance between v and {v−, v+}. Furthermore, we can decompose EGn[τ	1 (v)]
as
(7.55)
EGn [τ	1 (v)] =P
Gn
v [X
Gn
1 ∈ Gn(e+(v))|T+(v) < T ({v−, v+})]EGn [τ e,+(v)]
+PGnv [X
Gn
1 ∈ Gn(e−(v))|T+(v) < T ({v−, v+})]EGn [τ e,−(v)],
where τ e,+(v) has the distribution of τ	1 (v) conditioned on {XGn1 ∈ Gn(e+(v))}
and τ e,−(v) has the distribution of τ	1 (v) conditioned on {XGn1 ∈ Gn(e−(v))}.
Moreover, since the degree of v in Gn(e
+(v)) is 1,
(7.56) PGnv [X
Gn
1 ∈ Gn(e+(v))] =
1
pi(v)
.
Moreover
(7.57)
PGnv [T
+(v) < T ({v−, v+})|XGn1 ∈ Gn(e+(v))]
=PGnv [X
Gn,v,+ returns to v before hitting v+ in Gn(e
+(v))]
=1− Ceff(v, v−),
where in the last equality we have used that the degree of v in Gn(e
+(v)) is
1.
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On the other hand,
(7.58)
PGnv [X
Gn
1 ∈ Gn(e+(v))|T+(v) < T ({v−, v+})]
=
PGnv [X
Gn
1 ∈ Gn(e+(v));T+(v) < T ({v−, v+})]
PGnv [T
+(v) < T ({v−, v+})]
=
PGnv [X
Gn
1 ∈ Gn(e+(v))]PGnv [T+(v) < T ({v−, v+})|XGn1 ∈ Gn(e+(v))]
PGnv [T
+(v) < T ({v−, v+})]
=
1
pi(v)
(1− Ceff(v, v−))
(
1− Ceff(v, {v
−, v+})
pi(v)
)−1
=
1− Ceff(v, v−)
pi(v)− Ceff(v, {v−, v+}) ,
where, in the third equality we have used (7.56) and (7.57). Similarly, using
that the degree of v in Gn(e
−(v)) is pi(v)− 1, we have
(7.59)
PGnv [X
Gn
1 ∈ Gn(e−(v))|T+(v) < T ({v−, v+})]
=
pi(v)− 1
pi(v)
(
1− Ceff(v, v
+)
pi(v)− 1
)(
1− Ceff(v, {v
−, v+})
pi(v)
)−1
=
pi(v)− 1− Ceff(v, v+)
pi(v)− Ceff(v, {v−, v+}) .
An elementary computation using (7.52), (7.53), (7.55) and (7.59) yields
(7.60)
EGn [τ(v)] = p(v)EGnv [τ
out(v)|T (v+) < T+(v)]
+ q(v)EGn[τ out(v)|T (v−) < T+(v)]
+
1− Ceff(v, v−)
Ceff(v, {v−, v+}))E
Gn[τ e,+(v)]
+
pi(v)− 1− Ceff(v, v+)
Ceff(v, {v−, v+}) E
Gn [τ e,−(v)]
We can perform a decomposition similar to (7.51) with τ+(v) in place of
τ(v): Let G+(v) be the number of returns of XGn,v,+ to v before hitting v+.
Then we have that
(7.61) τ+(v) = τ+,out(v) +
G+(v)∑
i=1
τ+,	i (v),
where (τ+,	i (v))i∈N is an i.i.d. sequence of random variables having the distri-
bution of min{j > 0 : XGn,v,+j = v} conditioned on{
min{j > 0 : XGn,v,+j = v} < min{j > 0 : XGn,v,+j = v+}
}
.
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and τ+,out(x) has the distribution of min{j > 0 : XGn,v,+j = v+} conditioned
on {
min{j > 0 : XGn,v,+j = v+} < min{j > 0 : XGn,v,+j = v}
}
.
Hence, we have
(7.62) EGn [τ+(v)] = EGn [τ+,out(v)] + EGn[G+(v)]EGn[τ+,	1 (v)].
Moreover τ+,out(v) is distributed as τ out(v) conditioned on T (v+) < T (v−)
and τ+,	1 is distributed as τ
e,+(v). Therefore
(7.63) EGn[τ+(v)] = EGn [τ out(v)|T (v+) < T (v−)]+EGn [G+(v)]EGn[τ e,+(v)].
An analogous decomposition for τ−(v) yields
(7.64) EGn[τ−(v)] = EGn [τ out(v)|T (v−) < T (v+)]+EGn [G−(v)]EGn[τ e,−(v)]
where G−(v) is a geometric random variable of parameter Ceff(v, v−)/(pi(v)−
1). Moreover
(7.65) EGn[G+(v)] =
1
Ceff(v, v−)
− 1 and EGn [G−(v)] = pi(v)− 1
Ceff(v, v−)
− 1.
Also
(7.66) p(v) =
Ceff(v, v
+)
Ceff(v, {v+, v−}) and q(v) =
Ceff(v, v
−)
Ceff(v, {v+, v−}) .
An elementary computation using (7.60), (7.63), (7.64), (7.65) and (7.66)
yields (7.50).
Second part, application of the commute time formula:
Let
A¯(n,K)(m) =
∑
v∈V ◦(T (n,K))
p(v)l(n,K,vert)m (v)E
Gn[τ+(v)]
+
∑
v∈V ◦(T (n,K))
q(v)l(n,K,vert)m (v)E
Gn[τ−(v)]
Recall the definition of Aˆ(n,K) from (7.1). Using (7.50) and displays (1) and
(2) of Lemma 7.4 we get
(7.67) lim
K→∞
lim sup
n→∞
P
[∣∣∣∣∣Aˆ(n,K)(m(t))− A¯(n,K)(m(t))
∣∣∣∣∣ ≥ ε
]
= 0,
for all ε > 0. On the other hand, by virtue of the commute time formula, for
any e = (e−, e+) ∈ E∗(T (n,K)) with e− ≺ e+, we have that
EGn [τ+(e−)] + EGn[τ−(e+)] = 2RGneff (e) |E(Gn(e))| ,
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which allow us to rewrite A˜(n,K)(m) (which was introduce above Lemma 7.1)
(7.68)
A˜(n,K)(m(t)) =
∑
e∈E∗(T (n,K))
l
(n,K,↔)
t (e)E
Gn [τ+(e−)]
+
∑
e∈E∗(T (n,K))
l
(n,K,↔)
t (e)E
Gn [τ−(e+)].
Let us denote
(7.69)
R(n,K)(m) =
∑
e∈E∗(T (n,K))
(
p(e−)l(n,K,vert)m (e
−)− l(n,K,↔)t (e)
)
EGn [τ+(e−)]
+
∑
e∈E∗(T (n,K))
(
q(e+)l(n,K,vert)m (e
+)− l(n,K,↔)t (e)
)
EGn [τ−(e+)].
Therefore, (using display (2) of Lemma 7.4 to neglect the error term) we have
that
(7.70) A˜(n,K)(m(t))− A¯(n,K)(m(t)) = R(n,K)(m(t)) + o(n,K),
where o(n,K) is a term that satisfy
lim
K→∞
lim sup
n→∞
P(K)[o(n,K)n−3/2 ≥ ε] = 0
for all ε > 0. Let us write EGn [τ↔(e)] := EGn [τ+(e−)]+EGn [τ−(e+)]. Lemma
7.5 and (7.67) imply that, for all ε > 0,
(7.71) P(K)

∣∣R(n,K)(m(t))∣∣ ≥ ε ∑
e∈E∗(T (n,K))
EGn [τ↔(e)]
d
(n,K)
res (e)

 n→∞→ 0,
which is equivalent to
(7.72) P(K)

∣∣R(n,K)(m(t))∣∣ ≥ εn1/2 ∑
e∈E∗(T (n,K))
EGn [τ↔(e)]
R
(n,K)
eff (e)

 n→∞→ 0,
for all ε > 0. By the commute time formula we have that
EGn[τ↔(e)]
R
(n,K)
eff (e)
= 2 |E(Gn(e))| ,
Therefore, from display (7.72) we get that
P(K)

∣∣R(n,K)(m(t))∣∣ ≥ ε2n1/2 ∑
e∈E∗(T (n,K))
|E(Gn(e))|

 n→∞→ 0,
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for all ε > 0. Moreover, by display (7.38) we get that there exists C > 0 such
that
(7.73) P(K)
[∣∣R(n,K)(m(t))∣∣ ≥ εC2n3/2] n→∞→ 0,
for all ε > 0. That, together with (7.67) and (7.70) finishes the proof of the
lemma. 
7.1.3. Lemma 7.3. Before presenting the proof of Lemma 7.3, we will need
two more preparatory lemmas. Let
(7.74) A(K)(t) :=
∫
T
Lt(x)λ
(K)
res (dx)
and
(7.75) τ (K)(t) := inf{s ≥ 0 : A(K)(s) ≥ t}.
It is not hard to verify that (B
(K)
t )t≥0 is distributed as (Bτ (K)(t))t≥0. This
observation implies the following result whose proof is left to the reader.
Lemma 7.6. For all K > 0,
L
(K)
t (x) = Lτ (K)(t)(x).
The proof of the first display of the following lemma is display (26) in [15].
The second display follows directly from the first one.
Lemma 7.7. For all ε > 0, we have that
lim
K→∞
P(K)
[∣∣A(K)(t)− t∣∣ ≥ ε] = 0
and
lim
K→∞
P(K)
[∣∣τ (K)(t)− t∣∣ ≥ ε] = 0.
Let
D(n,K, δ) := {(x, e) ∈ T(n,K) × E(T (n,K)) : d(n,K)res (x, e) ≤ δ},
where
d(n,K)res (x, e) := d
(n,K)
res (x, e+) ∨ d(n,K)res (x, e−)
and e+, e− are the endpoints of e (e = (e−, e+)).
Lemma 7.8.
lim
δ→0
lim sup
K→∞
lim sup
n→∞
P(K)
[
sup
(x,e)∈D(n,K,δ)
∣∣∣d(n,K)res (e)l(n,K,↔)t (e)− L(n,K)t (x)∣∣∣ ≥ ε
]
= 0
88 B. BEN AROUS, M. CABEZAS, AND A. FRIBERGH
Proof of Lemma 7.8. By Lemma 7.6 and Lemma 7.7, we get that
(7.76) lim
K→∞
P(K)
[
sup
x∈T
∣∣∣Lt(x)− L(K)t (x)∣∣∣ ≥ ε
]
= 0,
for all ε > 0.
Let
L˜t(x) := σdρL(σdρ)−1t(x).
Then we have
(7.77)
P(K)
[
sup
(x,e)∈D(n,K,δ)
∣∣∣d(n,K)res (e)l(n,K,↔)t (e)− L(n,K)t (x)∣∣∣ ≥ ε
]
≤P(K)
[
sup
e∈E(T (n,K))
∣∣∣d(n,K)res (e)l(n,K,↔)t (e)− L˜t(Υ−1n,K(xe))∣∣∣ ≥ ε/3
]
+P(K)
[
sup
x,y:d
(n,K)
res (x,y)≤δ
∣∣∣L˜t(Υ−1n,K(x))− L˜t(Υ−1n,K(y))∣∣∣ ≥ ε/3
]
+P(K)
[
sup
x∈T(n,K)
∣∣∣L˜t(Υ−1n,K(x))− L(n,K)t (x)∣∣∣ ≥ ε/3
]
,
where we have used that if (x, e) ∈ D(n,K, δ), then d(n,K)res (xe, x) ≤ δ. By the
third display in Proposition 6.1,
(7.78)
lim
n→∞
P(K)
[
sup
e∈E(T (n,K))
∣∣∣d(n,K)res (e)l(n,K,↔)t (e)− L˜t(Υ−1n,K(xe))∣∣∣ ≥ ε/3
]
= 0.
Moreover, since L˜ is continuous in the space variable and the Lipschitz norm
of Υ−1n,K converges to (σdρ)
−1 as n→∞ (see Lemma 4.2), we have that
(7.79) lim
δ→0
P(K)
[
sup
x,y:d
(n,K)
res (x,y)≤δ
∣∣∣L˜t(Υ−1n,K(x))− L˜t(Υ−1n,K(y))∣∣∣ ≥ ε/3
]
= 0.
Finally, by Lemma 6.11 and (7.76) we get that
(7.80) lim
K→∞
lim sup
n→∞
P(K)
[
sup
x∈T(n,K)
∣∣∣L˜t(Υ−1n,K(x))− L(n,K)t (x)∣∣∣ ≥ ε/3
]
= 0.
The proof follows from displays (7.76), (7.78), (7.79) and (7.80). 
Proof of Lemma 7.3. By the proof of Lemma 5.1, for each δ > 0 there exists
a finite covering of T by balls of radius δ. Moreover, by the tree-geometry of
T, it is easy to note that each closed connected set in T has a point which
is the closest to the root. Let Dδi , i = 1, . . . , n(δ) be a delta covering of T
and xδi be the point in the closure of D
δ
i which is the closest to the root.
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Obviously Dδi , i = 1, . . . , n(δ) will also be a δ-covering of T
(K), for all K ≥ 0
and, furthermore, if Dδi ∩ T(K) 6= ∅, then xδi ∈ T(K). Let Ii ⊂ T(n,K) be the
image of Dδi ∩T(K) under the homeomorphism Υn,K , where Υn,K is as in (6.2).
Since the Lipschitz norm of Υn,K converges to σdρ as n → ∞ (see Lemma
4.2), we have that there exists C such that
(7.81) sup
i=1,...n(δ)
sup
x,y∈Ii
d(n,K)res (x, y) ≤ Cδ.
Moreover, by Lemma 5.7 we can redefine the sets Ii such that each edge
e ∈ E∗(T (n,K)) is completely contained in one of the Ii (i.e., each Ii will be a
union of edges of T (n,K)), ∪n(δ)i=1 Ii = T(n,K)\I˜ (where I˜i is as in display (3) of
Lemma 7.4) and display (7.81) holds for n large enough. To start the proof
we recall that, since L(n,K) is the local time of B(n,K) with respect to λ
(n,K)
res ,
we have
(7.82)
∫
T (n,K)
L
(n,K)
t (x)λ
(n,K)
res (dx) = t.
Recalling display (3) of Lemma 7.4 we get that
(7.83) lim
n→∞
P(K)
[∣∣∣∣
∫
T (n,K)\I˜
L
(n,K)
t (x)λ
(n,K)
res (dx)− t
∣∣∣∣ ≥ ε
]
= 0.
We can regard the measure µ(Gn,K) as defined over the edges of T (n,K) instead
of the vertices. For any e = (v1, v2) ∈ E∗(T (n,K)) with v1 ≺ v2, we let
µ(n,K)(e) := µ(n,K)(v1). Therefore, to prove the lemma it is enough to show
that
(7.84)
lim
K→∞
lim sup
n→∞
P(K)
[∣∣∣∣n−3/2A˜n,K(t)− ν
∫
T (n,K)\I˜
L
(n,K)
t (x)λ
(n,K)
res (dx)
∣∣∣∣ ≥ ε
]
= 0,
for all ε > 0. Using (7.82) and recalling that µ(n,K) is the edge cardinality
scaled by a factor n−1, we can write∣∣∣∣n−3/2A˜n,K(t)− ν
∫
T (n,K)\I˜
L
(n,K)
t (x)λ
(n,K)
res (dx)
∣∣∣∣
≤
n(δ)∑
i=1
∣∣∣∣
∫
Ii
n−1/2RGneff (e)l
(n,K,↔)
t (e)µ
(n,K)(de)− ν
∫
Ii
L
(n,K)
t (x)λ
(n,K)
res (dx)
∣∣∣∣
=
n(δ)∑
i=1
∣∣∣∣
[∫
Ii
n−1/2RGneff (e)l
(n,K,↔)
t (e)µ
(n,K)(de)
]
− νL(n,K)t (xi)λ(n,K)res (Ii)
∣∣∣∣ ,
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where in the last equality we have used the mean value theorem for integrals
and xi is some point in Ii. The last display is bounded above by
(7.85)
n(δ)∑
i=1
∫
Ii
∣∣∣n−1/2RGneff (e)l(n,K,↔)t (e)− L(n,K)t (xi)∣∣∣µ(n,K)(de)
+
n(δ)∑
i=1
L
(n,K)
t (xi)
∣∣νλ(n,K)res (Ii)− µ(n,K)(Ii)∣∣ .
By Lemma 7.8, and (7.81) for all η > 0, we can choose δ such that
(7.86)
lim
K→∞
lim sup
n→∞
P(K)
[
sup
i=1,...,n(δ)
sup
e∈Ii
∣∣∣n−1/2RGneff (e)l(n,K,↔)t (e)− L(n,K)t (xi)∣∣∣ ≤ ε/2
]
≤ η.
Therefore, using that the total mass of µ(n,K) is smaller than one, we get
that
(7.87)
lim
K→∞
lim sup
n→∞
P(K)

n(δ)∑
i=1
∫
Ii
∣∣∣n−1/2RGneff (e)l(n,K,↔)t (e)− L(n,K)t (xi)∣∣∣µ(n,K)(de) ≤ ε/2

 ≤ η.
On the other hand, by condition (V )ν we have that, letting z
δ
i be the image
of xδi under Υn,K, we have that
lim
K→∞
lim sup
n→∞
P(K)
[∣∣∣∣µ(n,K)
(−−−→
T (n,K)
zδi
)
− νλ(n,K)
(−−−→
T (n,K)
zδi
)∣∣∣∣ ≥ ε/4
]
= 0
for all i = 1, . . . , n(δ), ε > 0. Moreover, it can be deduced from (4.1) and
Lemma 4.2 that
lim
K→∞
lim sup
n→∞
P(K)
[∣∣∣∣λ(n,K)
(−−−→
T (n,K)
zδi
)
− λ(n,K)res
(−−−→
T (n,K)
zδi
)∣∣∣∣ ≥ ε/4
]
= 0
for all i = 1, . . . , n(δ), ε > 0, where we used condition (R) to say that the
distance and the resistance distance are proportional which implies that the
normalized measures λ(n,K) and λ
(n,K)
res .
Therefore, from the two displays above,
(7.88) lim
K→∞
lim sup
n→∞
P(K)
[∣∣∣∣µ(n,K)
(−−−→
T (n,K)
zδi
)
− νλ(n,K)res
(−−−→
T (n,K)
zδi
)∣∣∣∣ ≥ ε/2
]
= 0
for all i = 1, . . . , n(δ), ε > 0. Note that each Ii can be expressed as
(7.89) Ii =
−−−→
T (n,K)x \
(
∩ki=1
−−−→
T (n,K)xi
)
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for some k and x, xi ∈ T(n,K). Since, from (7.88), we can control the difference
between µ(n,K) and λ
(n,K)
res -measures for the sets of the form
−−−→
T (n,K)x , x ∈ T(n,K)
and by display (7.89) the sets Ii can be expressed as (finite) differences and
intersections of sets of the said type, it follows that for each ε > 0,
lim
K→∞
lim sup
n→∞
P(K)
[∣∣µ(n,K)(Ii)− νλ(n,K)res (Ii))∣∣ ≥ ε/2] = 0
for all i = 1, . . . , n(δ). This, and the fact that L
(n,K)
t is uniformly bounded in
K and n gives that
lim
K→∞
lim sup
n→∞
P(K)

n(δ)∑
i=1
L
(n,K)
t (xi)
∣∣νλ(n,K)res (Ii)− µ(n,K)(Ii)∣∣ ≥ ε/2

 = 0.
The display above, together (7.85) and the fact that η is arbitrary in (7.87),
proves the lemma. 
Appendix A. Variance estimate on the commute time
In this section, we shall prove a formula which leads to an upper-bound the
second moment of the commute time in a general electrical network (see [38]
for an introduction to this field).
Recall that in a finite electrical network (G, c(·)) the invariant measure is
given by pi(x) =
∑
x∼y c(x, y).
In this section we denote Tx := min{n ≥ 0, Xn = x}, the hitting time of x ∈
G for the random walk (Xn)n≥0 naturally associated to the aforementioned
electrical network.
Proposition A.1. Let (G, c(·)) be a finite connected electrical network. Fix
two distinct vertices x, y ∈ G, then
Ex[T
2
y ] + Ey[T
2
x ]
(Ex[Ty] + Ey[Tx])2
≤ 2Eπ
[
Reff(x, ·) +Reff(·, y)
]
Reff(x, y)
,
where
Eπ
[
Reff(x, ·) +Reff(·, y)
]
:=
∑
z∈G
( pi(z)∑
z∈G pi(z)
)(
Reff(x, z) +Reff(z, y)
)
.
By using the commute time formula Ex[Ty]+Ey[Tx] =
(∑
z∈G pi(z)
)
Reff(x, y)
(see [14]) and noticing that, by Rayleigh’s monotonicity principle, for any
z, z′ ∈ G we have Reff(z, z′) ≤ diam(G) in any graph with unit conductances,
we obtain the following corollary.
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Corollary A.1. Let us consider a simple random walk on a finite connected
graph G. Fix two distinct vertices x, y ∈ G, then
Ex[T
2
y ] + Ey[T
2
x ] ≤ 16 |E(G)|2 diam(G)Reff(x, y).
Let us prove Proposition A.1
Proof. First, we will estimate Ex[T
2
y ]. In order to do this, we introduce for
z ∈ G the random variable N(z) = card{i ≤ Ty, Xi = z}. Obviously, we
have
(A.1) Ty =
∑
z∈G
N(z).
This means that
(A.2) Ex[T
2
y ] = Ex
[(∑
z∈G
N(z)
)2] ≤ (∑
z∈G
Ex
[
N(z)2
]1/2)2
,
by the L2-triangular inequality.
Now, let us notice that for any k ≥ 1
(A.3) Px[N(z) = k] = Px[Tz < Ty](1− Pz[Ty < T+z ])k−1Pz[Ty < T+z ].
Then, an elementary computation shows that
Ex[N(z)] =
Px[Tz < Ty]
Pz[Ty < T+z ]
,
and
Ex
[
N(z)2
]
= Px[Tz < Ty]
1 + Pz[Ty < T
+
z ]
(Pz[Ty < T+z ])
2
≤ 2 Px[Tz < Ty]
(Pz[Ty < T+z ])
2
(A.4)
= 2
Ex[N(z)]
Pz[Ty < Tz]
.
We rewrite (Pz[Ty < T
+
z ])
−1 = pi(z)Reff(z, y) and use (A.4) in (A.2) to see
that
Ex[T
2
y ] ≤ 2
(∑
z∈G
(
Ex[N(z)]pi(z)Reff(z, y)
)1/2)2
≤ 2
(∑
z∈G
Ex[N(z)]
)(∑
z∈G
pi(z)Reff(z, y)
)
≤ 2Ex[Ty]
(∑
z∈G
pi(z)Reff(z, y)
)
,
where we used the Cauchy-Schwarz inequality and also (A.1).
A similar formula can be obtained with Ey[T
2
x ]. Combining those two for-
mulas and using the commute time formula (see [14]), we obtain the result. 
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Proposition A.2. Let G be a finite, connected graph. For any x, y ∈ G we
have that
Ex[T
4
y ] <∞
Proof of Proposition A.2. Using the same reasoning and notation as in the
proof of Proposition A.1 we get that
Ex[T
4
y ] = Ex


(∑
z∈G
Nz
)4 .(A.5)
≤
(∑
z∈G
Ex
[
N4z
]1/4)4
,(A.6)
where we have used the L4 triangular inequality. Therefore, to prove the
lemma it us enough to show that
Ex
[
N4z
]
<∞
for all x, z ∈ G. But the display above follows easily, since by equation (A.3),
Nz is stochastically dominated by a geometric random variable. 
Appendix B. Fourth moment bound
Let (Xk)k∈N be a sequence of i.i.d. sequence of random variables adapted
to a filtration (Fk)k∈N and τ a stopping time with respect to (Fk)k∈N. Denote
mk := E[X
k
1 ] and Ψ(z) := E[exp(zX1)].
Lemma B.1. Assume that for all z in a neighborhood of 0 we have
(B.1) E
[
Ψ(z)−τ exp
(
z
τ∑
i=1
Xi
)]
= 1.
Then we have
(B.2) E
[
τ∑
i=1
Xi
]
= m1E[τ ],
If, in addition, m1 = 0, then there exists C not depending on the distribution
of (Xi)i∈N and τ such that
(B.3) E

( τ∑
i=1
Xi
)4 ≤ C (m22E[τ 2] +m4E[τ ]) .
Note that the inequality in display (B.3) is the same (modulo a constant) as
the one we would have gotten if τ were independent of (Xi)i∈N.
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Proof. Differentiating the moment generating function in (B.1) with respect
to z (and evaluating at z = 0) we get
E
[
τ∑
i=1
Xi
]
= m1E[τ ],
which proves the first claim of the Lemma. To prove the remaining claim we
computer higher order derivatives, and using the relation m1 = 0 we find
(B.4) E

( τ∑
i=1
Xi
)2 = m2E[τ ].
E


(
τ∑
i=1
Xi
)4 = 6m2E

τ
(
τ∑
i=1
Xi
)2+ 4m3E
[
τ
τ∑
i=1
Xi
]
+ (m4 − 3m22)E[τ ]− 3m22E[τ 2].
Applying Holder’s inequality to the right hand side of the last display above
(and dropping the negative terms) we get a quadratic inequality in terms of
Eω[(
∑τ
i=1Xi)
4]1/2, of the form x2 ≤ αx+ β with
α = 6m2E
ω[τ 2]1/2
and
β = 4m3E[τ
2]1/2E


(
τ∑
i=1
Xi
)2
1/2
+m4E[τ ].
We can see that x2 ≤ 4α2+2β (by looking at the cases x ≤ 2α and x ≥ 2α
which implies that x ≤ β/α). In our context, this inequality reads
(B.5)
E


(
τ∑
i=1
Xi
)4 ≤ 144m22E[τ 2] + 8m3E[τ 2]1/2E


(
τ∑
i=1
Xi
)2
1/2
+ 2m4E[τ ].
Using Holder’s inequality we see that m3 ≤ m1/22 m1/24 . That, plus formula
(B.4) yields that the second summand in the right hand side above is bounded
by
8m2m
1/2
4 E[τ
2]1/2E[τ ]1/2,
which is smaller than the geometric mean between the first and third sum-
mands of the right hand side of (B.5). Finally, since geometric means are
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smaller than arithmetic means we get from (B.5) that there exists C such
that
(B.6) E

( τ∑
i=1
Xi
)4 ≤ C (m22E[τ 2] +m4E[τ ]) ,
which proves the lemma.

Glossary of notations
T The Continuum random tree (CRT) 10
φT(T) integrated super-Brownian excursion (ISE) 11
BISE Brownian motion on the ISE 12
BCRT Brownian motion on the CRT 12
T(K) K-CRT 12
B(K) Brownian motion on K-CRT 13
BK−ISE Brownian motion on K-ISE 13
L(K) Local time of the BK−ISE 13
(Gn, (V
n
i )i∈N)n∈N sequence of random augmented graphs 19
T (n,K) K-skeleton of our graphs Gn 20
root∗ root of the skeleton of T (n,K) 14
T
(n,K) version of T (n,K) with fewer vertices 20
V ∗(T (n,K)) vertices of T (n,K) corresponding to cut-points 20
V ◦(T (n,K)) vertices of T (n,K) that are not leaves or branching points 38
E∗(T (n,K)) edges of T (n,K) between vertices of V ∗(T (n,K)) 20
φ(n,K) random embedding of T (n,K) 20
v(n,K)(x) volume of the sausage attached at x ∈ V ∗(T (n,K)) 20
R
(n,K)
eff (e) resistance of the edge e ∈ E(T (n,K)) 20
pi(n,K)(x) projection of x ∈ Gn onto T (n,K) 20
d(n,K)(·, ·) rescaled intrinsic distance on T (n,K) 20
d
(n,K)
res (·, ·) rescaled resistance distance on T (n,K) 20
µ(n,K) volume measure on T (n,K) 20
λ
(n,K)
res the unit Lebesgue measure on T (n,K) w.r.t. resistance 22
λT renormalized Lebesgue measure on T 10
∆
(n,K)
Zd maximal Z
d-diameter of sausages 20
∆
(n,K)
Zd maximal ωn-diameter of sausages 20
B(n,K) Brownian motion on T(n,K) with resistance metric 22
h
(n,K)
m successive visits of B(n,K) to V ∗(T (n,K)) 22
h
(n,K)
m successive visits of XGn to V ∗(T (n,K)) 22
96 B. BEN AROUS, M. CABEZAS, AND A. FRIBERGH
−−−→
T (n,K)x are the descendants of x in T (n,K) 24
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