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Abstract: In insurance literature on applied mathematics in actuarial sciences the theory of convex analysis is applied 
to so called stop-loss premiums in case only some moments of the claim distribution are known, possibly combined 
with other conical characteristics of the distribution. In the present contribution a much simpler method is proposed, 
based on results from the theory of the problem of moments. The resulting algorithm can handle an arbitrary number 
of moment constraints, thus considerably generalizing results obtained previously. 
Keywords: Distributions with fixed moments, stop-loss premiums. 
1. Introduction 
In this contribution we deal with problems of the following type: find the extremal values of 
subject to the condition that F is a distribution with finite range [0, 
order n: 
b], and fixed moments up to 
/ 
b 
x’dF(x)=/~~, j=l,2 ,..., n. 
0 
(2) 
This problem is known as the reduced problem of moments. It was the object of study for many 
nineteenth century mathematicians like Markov, Stieltjes and others, see [13]. More recent 
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references are [3,14,11,6,9,8]. The problem was solved when T(x) has n + 1 nonnegative 
derivatives on [0, d) for some d E [0, b], and T(x) = 0 for x > d. The idea behind the solution is 
as follows. Exploiting the fact that integrals over polynomials of degree n are given, consider 
polynomials U(x) of degree n with U(x) > T(x) on [0, b] when looking for a maximum value, 
with U(x) < T(x) on [0, b] when looking for a minimum. If one can find a feasible distribution, 
such that the set of x E [0, b] with U(x) = T(x) has probability 1, the extremal value is found. 
For a function T as described above the extremal distribution always has a spectrum of minimal 
size containing the point d. Taking T(x) the indicator function of the interval ( - co, d], we 
obtain extremal values of F(d), thus generalizing the inequalities of Chebyshev and Markov. 
Assume a loss to have distribution function P(x). When the excess over some retention d is 
reimbursed by a (re-)insurer, the loss is stopped at d. The net premium (stop-loss premium) to be 
paid is the expected value of 
T(x) = (x-d)+. (3) 
A constraint that can be imposed naturally in most insurance applications is that F must be 
unimodal with fixed mode M. We will show that the problem to find an extremal stop-loss 
premium under this extra constraint can be reduced to another instance of problem (1) and (2). 
First observe that a random variable X with distribution function F is unimodal with mode M if 
and only if I; can be written as a mixture of rectangular distributions with one of the endpoints 
in M: 
F(x) = i’R(x; z) dG(z), (4) 
where R( x; z) is the distribution function of the rectangular (uniform) distribution on (z, M) if 
z < M, on (M, z) if z > M, and of the degenerate distribution on M if z = M. Take dG( z) = 0 
for z @ [0, b], dG( M) = dF(M), and dG(z) = (M - z) dF’(z) for z # M, z E [0, b]. By the 
unimodality of F, dG(z) is nonnegative, and by partial integration one proves that G is a 
distribution. A more detailed proof can be found in [l]. 
Second, using the definition of dG(x) one can compute the moments aj, j = 0, 1,. . . , n, of the 
weighting distribution G as follows: 
‘.yo=j.&()= 1, 
a,= (j+ l)p,-jMpi_l, j= 1, 2 ,..., n. 
Without loss of generality we assume b > d > M; values below M can be 
X to b - X. Computing the stop-loss premium as a mixture of uniform 
obtain 
ib(x - d) dF(x) = lbp(x - d) dR(x; z) dG(z) 
d d d 
= 
// 
,” d= ‘:I;’ dx dG(z) = $Lb’: 1 $*dG(z). 
Finally, define T(x) in the following way: 
T(x) = (x - d):/2(x - M). 
(5) 
treated by transforming 
stop-loss premiums, we 
(6) 
(7) 
Then the admissible distributions are weighted rectangular distributions; the weighting distribu- 
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tion has range [0, b], and moments about the origin ‘Ye given by (5). Having found the weighting 
distribution with extreme value of (7) by (6) the solution of our original problem can be found 
using (4). 
In the book by Goovaerts, De Vylder and Haezendonck [5] and earlier papers by these same 
authors we find partial solutions to the problems described above. Using the theory of convex 
analysis they derived analytical bounds for unimodal and ordinary stop-loss premiums for the 
case n < 2. For a description of their approach and the main theorems obtained, also on the 
existence of solutions to our problem, see Section 2. 
Using analytical expressions for the spectra of discrete distributions with the required 
moments to create upper bounding polynomials (see also [9]), Mack [12] gave a partial analytical 
solution for ordinary stop-loss premiums when n = 3. A full solution for this problem for up to 4 
moments is derived with the same methods by Jansen et al. [7]. 
In [lo], a new method was used to obtain numerically extreme values of ordinary stop-loss 
premiums when the number of moment constraints is arbitrary. The minimal value is attained by 
a distribution with d in its spectrum. For the maximum value, one interpolates between different 
minimal size spectra of feasible distributions to determine the spectrum of the distribution that 
allows an upper bounding polynomial to be constructed, equal to T(x) with probability one. 
In Section 3 we show how the use of this algorithm can be extended to other functions T(x), 
in particular to the one defined in (7). Other suitable functions arise when we want to compute 
extremal stop-loss premiums of higher order, E[( X - d):], ordinary as well as unimodal. For 
k = 0, one obtains tail probabilities; for k > n + 1, the minimal and maximal distributions no 
longer depend on the retention, but are one of the size :( n + 1) spectra. 
In Section 4 we give an application of the algorithm on a sample distribution of 41013 claims 
incurred on a Swiss automobile insurance portfolio covering third party liability. It is shown that 
requiring that the underlying claims distribution is unimodal leads to much sharper bounds on 
the stop-loss premiums than those derived by Kaas and Goovaerts [lo]. The extremal distribu- 
tions, having a piecewise constant density, are closer to reality than the discrete distributions 
obtained without the requirement of unimodality. 
2. Results based on convex analysis 
Goovaerts et al. [5] consider problem (1) under (2) from the viewpoint of convex analysis. For 
a measure theoretic formulation of the problem, suppose a measure space (a, B) is given; all 
integrals in this section are over L?. M is a cone of measures F: B --, R U { - 00, cc } . The real 
numbers zi are fixed, as well as the B-measurable real functions f,, i = 0,. . . , n. The problem is 
to find the following supremum: 
Sup l.Lo dF> s.t. [L dF=z,, i=l,..., n. 
FeMJ J 
This primal maximization problem is practically equivalent to a dual minimization problem of 
linear programming type, but with an infinite number of linear inequality constraints. The 
solution of the dual problem amounts to determining the convex hull of a set of R” specified by 
the constraints of the primal problem. The general theory developed in [5] is based on specialized 
results in finite-dimensional convex analysis. In this section we briefly indicate the results thus 
obtained. 
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Assume /fi d F exists and is finite for all F E M and i = 0,. . . , n. Denote 
forsomevectorz=(z,,...,z,)‘by 
the primal problem 
The constraint FE M under the sup-symbol is the conical constraint, the other constraints are 
integral constraints. A measure F satisfying all constraints will be called feasible. A feasible F 
such that the supremum is attained is a solution of problem p(z). In fact one has a collection of 
problems p(z), one for each z E R n, and a value function p: II4 n + IL! U { - 00, 00). By problem 
p (or program p) one denotes the collection of problems. 
We recall some of the most important theorems on this subject from [5]. 
Theorem 1. The value function p is strictly homogeneous. If M is a convex cone, then p is a concave 
function. 
Theorem 2. The effective domain of the value function p is the set 
damp= (i/f1 dF, Jfi dF,...,Jf, dF] IFEM). 
We also need some further definition: 
Definition. Let V be the subspace of linear combinations of fO, . . . , f,. Then If d F is defined 
and finite for all f E V and FE M. The polar cone M * of M is the subset of V defined by 
M*= fEVI/fdF>OforallFEM. 
i I 
So, M* is a pointed convex cone. The following theorem holds. 
Theorem 3. Define the bipolar p * * of the value function p as 
p**(z) = Yi$n 
i I 
kYizi kYi.kfOEM* ) 
i 
ZER”. 
i=l i=l 
This problem is the dual or bipolar problem of problem p(z). A feasible vector of the problem 
p**(z) is a vector y E R” satisfying the constraints of that problem. The set of feasible vectors of 
problemp**(z) d oes not depend on z. A solution of the problem p * * (z) is a feasible vector x such 
that p**(x) = Cyrzr. The number p**(z) E IF4 U { - 00, oo} is the value of the problem p**(z). 
The function p * * is concave and strictly positively homogeneous. 
Also, we have the following theorem: 
Theorem 4. p qp**. If p is concaue proper (in particular if M is convex and p * *(z) < 00 for some 
z), then p =p** almost everywhere. 
Another theorem is the following general duality theorem for solutions: 
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Theorem 5. Let z be fixed in IR’ n. Let F be a feasible measure of problem p(z) and y be a feasible 
vector of problem p * * ( z). Then the following propositions are equivalent: 
(i) Fisasolutionofproblemp(z), yisasolutionofproblemp**(z) andp(z)=p**(z), 
(ii) 
J 
f0 d F = f yizi (duality equality), 
i=l 
(iii) Jr, dF= J i: yif, dF= 2 _Y,z~ 
i=l i=l 
Next consider the primal problem under more specific assumptions on 
M. Assume that B contains all singleton sets. The measure F is called 
sequences a,, . . . , ak E Q and pl,. . . , p, E Iw such that 
P(E)= c pj, EEB. 
O,EE 
the cone of measures 
k-atomic if there are 
We also say that the k-atomic measure F defined by the sequences (a,, . . . , a,,) and ( pl,. . . , p,) 
has mass pj on point aj, j = 1,. . . , k. Since some of the pi may be zero, a k-atomic measure is 
also a (k + 1) atomic measure. An atom of the (not necessarily atomic) measure F is a point 
a E fi such that F( { a }) # 0. Suppose that M is a convex cone of non-negative measures F 
containing all atomic measures. Denote by M, the subcone of M composed of n-atomic 
measures (n = number of integral constraints). In general the cone M, is not convex. The primal 
problem p corresponding to the cone M, is denoted by p,. Of course, if F is k-atomic defined 
by (a,,..., ak) and ( pl,. . . , pk), then 
J f dF= f pjf(a,)- 
j=l 
Under the assumptions of this special case one can show: 
Theorem 6. The functions p and p, are strictly positively homogeneous. The function p is concave. If 
p is concave proper, then p, is concave and finite. 
Another theorem is: 
Theorem 7. p**(z) =p,**(z) = inf,,nO(C~=,y,z, lCy=,y,f, ‘,fO). 
In this special case we have the duality theorem: 
Theorem 8. If the concave function p is proper (i.e., p* *(z) is finite for some z E R”), then 
p =p** =p,** = p, almost everywhere. 
For the atoms of the solutions one may show the following. 
Theorem 9. If in the special case considered above the concave function p is proper, z is a fixed point 
in the interior of the domain of p, F is a solution of problem p(z) and y a solution of the dual 
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problem p**(z), th en each atom a of F is a root of the atoms equation 
5 _Yif,(a) =f0(a). 
I=1 
Finally, about the existence of solutions we have: 
Theorem 10. The special problem p(z) has an n-atomic solution under the following assumptions: LJ 
is a compact subset of some R “, B is the family of Bore1 sets in Sz, the usual topology is used on 52, 
the functions f, are continuous, the concave function p is proper, z is element of the interior of 
dom p, and one of the constraints of problem p(z) is F(a) = 1. 
3. The new algorithm 
Some references on the theory of the problem of moments are given in the introduction. From 
[6] and [9], where some actuarial applications are presented, we cite the most important results 
on this topic. 
(a) Assume the sequence of moments allows solutions, but no solutions with spectrum size in 
or less. (The size of a set is to be taken as its cardinality counting the boundary points 0 and b 
half.) This means we require, e.g., p2 > &, rather than just pL2 > &. The existence of only such 
nondegenerate solutions is equivalent to positive definiteness of two specific matrices with 
moments as their elements. 
(b) There are two special spectra of feasible distributions with size :(n + 1). 
(c) For every x E [0, b], not in a special spectrum, there is exactly one spectrum of a feasible 
distribution having size i(n + 2) and containing the point x. 
(d) These spectra are easy to determine. They are the set of zeros of a quasi-orthogonal 
polynomial that is either of two combinations of orthogonal polynomials. 
(e) Two such spectra separate, i.e., between two successive points of one there is a point of 
another spectrum. They vary continuously. 
The following lemma is of crucial importance for the development of the algorithm. 
Lemma 1. No polynomial U(x) of degree n can have more than n + 2 points of intersection 
(multiplicities included) with either T(x) = (x - d), or T(x) as in (7), except in the trivial cases 
when U(x) = 0 or when T(x) =(x - d), and U(x) =x-d. 
Proof. Take the derivative of V(x) = U(x) - (x - d) +. It is the difference between a polynomial 
of degree n - 1 and a function, constant except for a jump at d. Inspecting the inflection points 
one sees that it can not have more than n zeros and a sign change at d. So V(x) can not have 
more than n + 2 zeros. 
For T(x) as in (7) we consider the second derivative of the function V(x) = U( x)(x - M) 
-+(x-d):. •I 
The minimum of an ordinary stop-loss premium is easy to find. Let x1, x2,. . . , x, be the 
spectrum containing the point d; suppose that case (c) above applies rather than case (b). We 
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want to find a polynomial ,C( x) of degree n with L(x) d T(x) on [0, b 1, such that the set of 
x E [O, b] with L(x) - T(x) = 0 is contained in the spectrum. At interior x, # d, there is a zero 
with no sign change, so L(xi) = T( xi) as well as L’(x;) = T’( xi). At x, E (0, d, b}, we only 
have a single zero, L( xi) = T( xi)_ The size of the spectrum being $( n + 2), we have established 
n + 1 linear restrictions on the n + 1 coefficients of L(x). Suppose that we have constructed a 
polynomial L(x) satisfying all these necessary constraints. First assume that L(x) - T(x) has a 
sign change at d. By Lemma 1 there can be at most one other zero apart from those identified, 
and a little reflection shows that more are needed for this situation to occur. If there is no sign 
change at d, we automatically have a lower bound in view of Lemma 1, since all zeros are 
accounted for. So, our construction yields a lower bound. For a more elaborate proof we refer to 
POI. 
In other cases, the extremal distribution cannot be determined as easily. The case of maximal 
ordinary stop-loss premium is described in [lo]. Since the cases of minimal and maximal 
unimodal stop-loss premiums are similar, we will concentrate on finding maximal unimodal 
stop-loss premiums. First, let xi, x2,. . . , x, be one of the special spectra as in (b) above. We 
investigate when it is optimal. Let U(x) be the polynomial of degree n constructed to have 
double zeros at interior xi, and single zeros at boundary x,. This construction involves solving 
n + 1 linear equations in just as many unknowns. In view of Lemma 1, U(x) can have only one 
other point of intersection with T(x). If this happens to be outside the interval (0, b), this 
spectrum is optimal, provided indeed U(x) > T(x) for x E [0, b]. A sufficient condition is that 
U(0 + ) > 0 as well as U( b - ) > T( b - ). Second, if neither special spectrum provides the 
solution, we look among the size i( n + 2) spectra. Suppose xi, x2,. . . , x, is such a spectrum, 
and let z be any non-boundary element of it. The spectrum we look for satisfies all following 
n + 2 equations: 
u(x;) = T(Xi), i=l )...) m, 
U’(x,) = T’(xi), i = l,..., m, x, 65 (0, b}. (8) 
The unknowns are the n + 1 coefficients of U(x) and the spectrum, represented by z (the value 
of z determines all other spectrum points, see (c) above). To solve, we treat the equation 
U(z) = T(z) of (8) separately, and write the other n + 1 equations, linear in the coefficients of 
U(x), in matrix form as XU = t. The elements of matrix X depend on z, as does the vector t of 
right hand sides of (8). The vector u consists of the coefficients of the polynomial U(x) = Cu,x’. 
So (8) may be rewritten as follows: 
5 UiZi = T(z), xu= t. (9) 
i=o 
We have to find zeros of the following function of z: 
f(z) = i (X-lt)iz’- T(z). 
i=O 
(10) 
A zero of this function may give a lower bound or an upper bound. Note that, if f(z) = 0, also 
f(x,) = 0 for other elements of the spectrum containing z. To find minimum and maximum, first 
the two special spectra are checked. If not both are found, zeros of f(z) are sought between mass 
points of the special spectra. A complication is that the function f sometimes exhibits singulari- 
ties near the mode 44. 
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For higher order stop-loss premiums, an algorithm as above can be constructed if an analogue 
of Lemma 1 holds, i.e., the number of points of intersection of T(x) = (x - d)k, and a candidate 
bounding polynomial cannot exceed n + 2. For k < n the proof of Lemma 1 holds. When 
k 2 n + 1, there can be no more than n + 1 zeros, and one of the special spectra can be seen to 
be optimal. For unimodal stop-loss premiums, one may show along lines similar to (6), that the 
function of interest is T(x) = (x - d)k,“/{( k + 1)(x - M)}. Define V(x) = (k + 1)(x - 
M)[U(x) - T(x)]. For k d n, proceed as in Lemma 1, considering VCk+i)( x). For k > n, look at 
V(“+i)(x). It has no more than one zero, so V(x) itself has no more than y1+ 2 zeros. 
4. Numerical example 
Kaas and Goovaerts [lo] and Mack [12] compute bounds on the stop-loss premium for a 
certain motor insurance third party liability portfolio, Mack using only mean, standard deviation 
and skewness, Kaas and Goovaerts up to 9 moments. The data [4] consists of the exact values of 
44 claims larger than 250000, and 40 969 claims grouped into 9 intervals ranging from 0 to 
250000, with average claim and number of claims given in each class. Only one claim exceeded 
the retention d = 1000000. The following moment estimates are obtained: 
j+ = 0.03102 * 105, /lL2 = 0.03709 * lOlO) p3 = 0.21454* 10i5, 
p4 = 1.66362 * 102’, p5 = 14.9005 * 1025, pC = 146.734* 103’, 
p, = 1546.67 * 1035, pLs = 17126.6 * 104’, p9 = 196424*1045. 
In spite of the large sample size, the estimates of the higher moments should be used with care. 
The standard deviation is 1900.6, the skewness 30.75. As an upper bound we took b = 2 000 000. 
The resulting bounds are given in Table 1. For n = 9 the sample moments did not admit a 
unimodal solution. The other entries were computed assuming a mode of 1000. The sample 
estimate of this stop-loss premium (the total excess over the retention of all individual claims, in 
this case only the excess 238000 of the largest claims, in this case only the excess 238000 of the 
largest claim, divided by the number of claims), equals 5.80. The maximal unimodal distribution 
for n = 4 has 99.7% of its mass spread uniformly between 1000 and 3575,0.3% between 3575 and 
570 584, and 0.01% between 570 584 and 1467 523. Without unimodality 99.83% is at the point 
2353, 0.17% at 420 155, 0.005% at 1248 896. 
Table 1 
Bounds for stop-loss premiums 
Number of 
moments used 
Lower bound 
M = 1000 No mode 
Upper bound 
M = 1000 No mode 
3 0 0 23.54 28.97 
4 0 0 8.99 11.75 
5 1.18 0 6.48 8.43 
6 1.59 0.20 6.19 7.82 
7 3.49 0.45 6.00 7.54 
8 5.02 2.85 5.99 7.52 
9 _ 4.59 _ 6.91 
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