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An algorithm for the computation of the
decomposition matrices for Ariki-Koike algebras
Nicolas JACON ∗
Abstract
We give a purely combinatorial algorithm for the computation of the decomposition
matrices for Ariki-Koike algebras when the parameters are powers of the same root of
unity.
1 Introduction
Ariki-Koike algebras have been independantly introduced by Ariki and Koike in
[3] and by Broue´ and Malle in [5]. According to a conjecture of Broue´ and Malle,
this kind of algebras should play a role in the decomposition of the induced
cuspidal representations of the finite groups of Lie type. Let R be a commutative
ring, let d ∈ N>0, n ∈ N and let v, u0, u1,..., ud−1 be d+1 parameters in R. We
consider the Ariki-Koike algebraHR,n := HR,n(v;u0, ..., ud−1) of type G(d, 1, n)
over R. This is the unital associative R-algebra defined by:
• generators: T0, T1,..., Tn−1,
• relations symbolized by the following diagram:
t
T0
t
T1
t
T2
❵ ❵ ❵ t
Tn−1
and the following ones:
(T0 − u0)(T0 − u1)...(T0 − ud−1) = 0,
(Ti − v)(Ti + 1) = 0 (i ≥ 1).
Assume that R is a field of characteristic 0. Let Πdn be the set of d-partitions
of rank n that is to say the set of d-tuples of partitions λ = (λ(0), ..., λ(d−1)) such
that |λ(0)|+ ...+ |λ(d−1)| = n. For each λ ∈ Πdn, Dipper, James and Mathas
([6]) have defined a right HR,n-module S
λ
R which is called a Specht module
1.
For each Specht module S
λ
R, they have attached a natural bilinear form and a
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1Here, we use the definition of the classical Specht modules. Note that the results in [6] are
in fact given in terms of dual Specht modules. The passage from classical Specht modules to
their duals is provided by the map (λ(0), λ(1), ..., λ(d−1)) 7→ (λ(d−1)
′
, λ(d−2)
′
, ..., λ(0)
′
) where,
for i = 0, ..., d− 1, λ(i)
′
is denoting the conjugate partition.
1
radical rad(S
λ
R) such that the non zero D
λ
R := S
λ
R/ rad(S
λ
R) form a complete set
of non isomorphic irreducible modules. Let Φdn := {µ ∈ Π
d
n | D
µ
R 6= 0}.
LetR0(HR,n) be the Grothendieck group of finitely generatedHR,n-modules.
This is generated by the set of simple HR,n-modules. Thus, for each λ ∈ Πdn and
µ ∈ Φdn, there exist numbers dλ,µ which are called the decomposition numbers
such that:
[S
λ
R] =
∑
µ∈Φdn
dλ,µ[D
µ
R].
The matrix (dλ,µ)λ∈Πdn,µ∈Φdn is called the decomposition matrix of HR,n.
One of the main problems in the representation theory of Ariki-Koike al-
gebras is the determination of the decomposition matrix. When HR,n is semi-
simple, the decomposition matrix is just the identity. When HR,n is not semi-
simple, by using results of Dipper and Mathas, the determination of the decom-
position matrix is deduced from the case where all the parameters are powers
of the same number η (see [7]). Here, we assume that η is a primitive eth-root
of unity.
When d = 1, Lascoux, Leclerc and Thibon [14] have presented a fast algo-
rithm for the computation of the canonical basis elements of a certain integrable
Uq(ŝle)-module M. Moreover, they conjectured that the problem of comput-
ing the decomposition matrix of HR,n can be translated to that of computing
the canonical basis of M. This conjecture has been proved and generalized for
all d ∈ N>0 by Ariki in [1]. Unfortunately, the generalization doesn’t give an
analogue of the LLT algorithm for d > 1. In this case, Uglov [16] has given an
algorithm but it computes the canonical basis for a larger space which contains
M as a submodule. It might be interesting to obtain a generalization of the
LLT algorithm for all d > 1.
In [11] and [12], extending the results developed in [10] for d = 1 and d = 2 by
using an ordering of Specht modules by Lusztig a-function, we showed that there
exists a “canonical basic set” B of Specht modules in bijection with Irr(HR,n)
and that this set is parametrized by some FLOTW d-partitions defined by Foda
et al. in [8]. As a consequence, this result gives a purely combinatorial triangu-
lar algorithm for the computation of the decomposition matrix for Ariki-Koike
algebras which generalizes the LLT algorithm.
The aim of this paper is to present this algorithm. In the first part, we give
the definitions and theorems used in the algorithm. Then, we give the different
steps of the algorithm.
2 Ariki’s theorem and canonical basic set
Let e and d be two positive integers and let ηe := exp(
2iπ
e
) and ηd := exp(
2iπ
d
).
We consider the Ariki-Koike algebraHR,n overR := Q[ηd](ηe) with the following
choice of parameters:
v = ηe, uj = η
vj
e , for j = 0, ..., d− 1,
where 0 ≤ v0 ≤ ... ≤ vd−1 < e. In this section, we briefly summarize the results
of Ariki which give an interpretation of the decomposition matrix in terms of
the canonical basis of a certain Uq(ŝle)-module. For more details, we refer to [2]
2
and to [15]. Next, we recall the results shown in [11, chapter 2] and in [12].
a) We first explain the Ariki’s theorem. To do this, we need some combinatorial
definitions. Let λ = (λ(0), ..., λ(d−1)) be a d-partition of rank n. The diagram
of λ is the following set:
[λ] =
{
(a, b, c) | 0 ≤ c ≤ d− 1, 1 ≤ b ≤ λ(c)a
}
.
The elements of this diagram are called the nodes of λ. Let γ = (a, b, c) be a
node of λ. The residue of γ associated to the set {e; v0, ..., vd−1} is the element
of Z/eZ defined by:
res(γ) = (b− a+ vc)(mod e).
If γ is a node with residue i, we say that γ is an i-node. Let λ and µ be two
d-partitions of rank n and n+1 such that [λ] ⊂ [µ]. There exists a node γ such
that [µ] = [λ] ∪ {γ}. Then, we denote [µ]/[λ] = γ and if res(γ) = i, we say that
γ is an addable i-node for λ and a removable i-node for µ. Now, we introduce
an order on the set of nodes of a d-partition. We say that γ = (a, b, c) is above
γ′ = (a′, b′, c′) if:
b− a+ vc < b
′ − a′ + vc′ or if b− a+ vc = b
′ − a′ + vc′ and c > c
′.
Let λ and µ be two d-partitions of rank n and n + 1 such that there exists an
i-node γ such that [µ] = [λ] ∪ {γ}. We define the following numbers:
N
a
i (λ, µ) =♯{addable i− nodes of λ above γ}
− ♯{removable i− nodes of µ above γ},
N
b
i(λ, µ) =♯{addable i− nodes of λ below γ}
− ♯{removable i− nodes of µ below γ},
N i(λ) =♯{addable i− nodes of λ}
− ♯{removable i− nodes of λ},
Nd(λ) =♯{0− nodes of λ}.
b) Now, let h be the free Z-module with basis {hi, d | 0 ≤ i < e} as in [12, section
2.B], let q be an indeterminate and let Uq := Uq(ŝle) be the quantum group of
type A
(1)
e−1. This is a unital associative algebra over C(q) which is generated by
elements {ei, fi | i ∈ {0, ..., e− 1}} and {kh | h ∈ h} (see [2, Definition 3.16] for
the relations). Let A = Z[q, q−1]. We consider the Kostant-Lusztig form of Uq
which is denoted by UA: this is a A-subalgebra of Uq generated by the divided
powers e
(r)
i , f
(r)
j for 0 ≤ i, j < e, r ∈ N and by khi , kd, k
−1
hi
, k−1
d
for 0 ≤ i < e.
Now, if S is a ring and u an invertible element in S, we can form the specialized
algebra US,u := S ⊗A UA by specializing the indeterminate q io u ∈ S.
For n ∈ N, let Fn := {λ | λ ∈ Πnd} and let F :=
⊕
n∈N Fn. F is called
the Fock space. Then, the following theorem shows that we have a Uq-module
structure on F .
Theorem 2.1 (Jimbo, Misra, Miwa, Okado [13]) F is a Uq-module with action:
eiλ =
∑
res([λ]/[µ])=i
q−N
a
i (µ,λ)µ, fiλ =
∑
res([µ]/[λ])=i
qN
b
i (λ,µ)µ,
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khiλ = q
Ni(λ)λ, kdλ = q
−Nd(λ)λ,
where 0 ≤ i ≤ n− 1.
Note that this action is distinct from the action used by Ariki and Mathas for
example in [4]. Let M be the Uq-submodule of F generated by the empty d-
partition. This is an integrable highest weight module. Thus, we can use the
canonical basis theory to obtain a basis for MA, the UA-module generated by
the empty d-partition. In particular, the canonical basis elements are known
to be indexed by the vertices of some “crystal graph”. In [8], Foda, Leclerc,
Okado, Thibon and Welsh have shown that the vertices of the crystal graph of
M are labeled by the following d-partitions:
Definition 2.2 (Foda, Leclerc, Okado, Thibon, Welsh [8]) We say that λ =
(λ(0), ..., λ(d−1)) is a FLOTW d-partition associated to the set {e; v0, ..., vd−1} if
and only if:
1. for all 0 ≤ j ≤ d− 2 and i = 1, 2, ..., we have:
λ
(j)
i ≥ λ
(j+1)
i+vj+1−vj
,
λ
(d−1)
i ≥ λ
(0)
i+e+v0−vd−1
;
2. for all k > 0, among the residues appearing at the right ends of the length
k rows of λ, at least one element of {0, 1, ..., e− 1} does not occur.
We denote by Λ1,n{e;v0,...,vd−1} the set of FLOTW d-partitions with rank n associ-
ated to {e; v0, ..., vd−1}. If there is no ambiguity concerning {e; v0, ..., vd−1}, we
denote it by Λ1,n.
Now the canonical basis of M is defined by using the following theorem:
Theorem 2.3 (Kashiwara-Lusztig, see [2, chapter 9]) Define the bar involution
to be the Z- linear ring automorphism of UA determined for i = 0, ..., e− 1 and
h ∈ h by:
q := q−1, kh = k−h, ei := ei, fi := fi.
We extend it to MA by setting u.∅ := u.∅ for all u ∈ UA. Then, for each
µ ∈ Λ1,n, there exists a unique element G(µ) in MA such that:
• G(µ) = G(µ),
• G(µ) = µ (mod q).
The set {G(µ) | µ ∈ Λ1,n} is a basis of MA which is uniquely determined by
the above conditions. It is called the canonical basis of M.
Now the following result of Ariki which were conjectured by Lascoux, Leclerc
and Thibon in [14] for l = 1 gives an interpretation of the decomposition matrix
of HR,n in terms of the canonical basis of M.
Theorem 2.4 (Ariki [1]) Let µ ∈ Λ1,n, there exist polynomials bλ,µ(q) ∈ qZ[q]
such that:
G(µ) =
∑
λ∈Πn
d
bλ,µ(q)λ.
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Then, there exists a unique bijection j : Λ1,n → Φdn such that bλ,µ(1) = dλ,j(µ)
for all λ ∈ Πdn where (dλ,ν)λ∈Πdn,ν∈Φdn is the decomposition matrix of HR,n.
Thus, the elements of the canonical basis evaluated at q = 1 correspond to the
columns of the decomposition matrix of HR,n that is to say the indecomposable
projective HR,n-modules.
c) The aim of the work presented in [12] was to study the indecomposable pro-
jective HR,n-modules. The main result gives an interpretation of the decompo-
sition matrix of HR,n in terms of Lusztig a-function. In particular, extending
results of Geck and Rouquier (see [10]), we proved that there exists a so called
“canonical basic set” of Specht modules which is in bijection with the set of
simple HR,n-modules.
The first step is to define an “a-value” on each d-partition. To do this,
we consider a semi-simple Ariki-Koike algebra of type G(d, 1, n) with a special
choice of parameters and we define an a-value on the simple modules (which
are parametrized by the d-partitions) using the characterization of the Schur
elements which have been obtained by Geck, Iancu and Malle in [9]. This leads
to the following definition:
Definition 2.5 Let λ := (λ(0), λ(1), ..., λ(d)) ∈ Λ1,n where for i = 0, ..., d − 1
we have λ(i) := (λ
(i)
1 , ..., λ
(i)
h(i)
). We assume that the rank of λ is n. For i =
0, ..., d− 1 and p = 1, ..., n, we define the following rational numbers:
m(i) := vi −
ie
d
+ e,
B′(i)p := λ
(i)
p − p+ n+m
(i),
where we use the convention that λ
(i)
p := 0 if p > h(i). For i = 0, ..., d − 1, let
B′(i) = (B
′(i)
1 , ..., B
′(i)
n ). Then, we define:
a1(λ) :=
∑
0≤i≤j<d
(a,b)∈B′(i)×B′(j)
a>b if i=j
min {a, b} −
∑
0≤i,j<d
a∈B′(i)
1≤k≤a
min {k,m(j)}.
Now, the a-value associated to S
λ
R is the rational number a(λ) := a1(λ) +
f(n) where f(n) is a rational number which only depends on the parameters
{e; v0, ..., vd−1} and on n (the expression of f is given in [12]).
Next, we associate to each λ ∈ Λ1,n a sequence of residues which will have
“nice” properties with respect to the a-value:
Proposition 2.6 ([12, Definition 4.4]) Let λ ∈ Λ1,n and let:
lmax := max{λ
(0)
1 , ..., λ
(l−1)
1 }.
Then, there exists a removable node ξ1 with residue k on a part λ
(i1)
j1
with length
lmax, such that there doesn’t exist a k − 1-node at the right end of a part with
length lmax (the existence of such a node is proved in [12, Lemma 4.2]).
Let γ1, γ2,..., γr be the k−1-nodes at the right ends of parts λ
(l1)
p1 ≥ λ
(l2)
p2 ≥ ...≥
λ
(lr)
pr . Let ξ1, ξ2,..., ξs be the removable k-nodes of λ on parts λ
(i1)
j1
≥ λ
(i2)
j2
≥ ... ≥ λ
(is)
js
such that:
λ
(is)
js
> λ(l1)p1 .
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We remove the nodes ξ1, ξ2,..., ξs from λ. Let λ
′ be the resulting d-partition.
Then, λ′ ∈ Λ1,n−s and we define recursively the a-sequence of residues of λ by:
a-sequence(λ) = a-sequence(λ′), k, ..., k︸ ︷︷ ︸
s
.
Example:
Let e = 4, d = 3, v0 = 0, v1 = 2 and v2 = 3. We consider the 3-partition
λ = (1, 3.1, 2.1.1) with the following diagram:

 0 , 2 3 0
1
,
3 0
2
1


λ is a FLOTW 3-partition.
We search the a-sequence of λ: we have to find k ∈ {0, 1, 2, 3}, s ∈ N and a
2-partition λ′ such that:
a-sequence(λ) = a-sequence(λ′), k, ..., k︸ ︷︷ ︸
s
.
The part with maximal length is the part with length 3 and the residue of the
associated removable node is 0. We remark that there are two others removable
0-nodes on parts with length 1 and 2. Since there is no node with residue
0 − 1 ≡ 3 (mod e) at the right ends of the parts of λ, we must remove these
three 0-nodes. Thus, we have to take k = 0, s = 3 and λ′ = (∅, 2.1, 1.1.1), hence:
a-sequence(λ) = a-sequence(∅, 2.1, 1.1.1), 0, 0, 0.
Observe that the 3-partition (∅, 2.1, 1.1.1) is a FLOTW 3-partition.
Now, the residue of the removable node on the part with maximal length is
3. Thus, we obtain:
a-sequence(λ) = a-sequence(∅, 1.1, 1.1.1), 3, 0, 0, 0.
Repeating the same procedure, we finally obtain:
a-sequence(λ) = 3, 2, 2, 1, 1, 3, 0, 0, 0.
Proposition 2.7 ([12, Proposition 4.14]) Let n ∈ N, let λ ∈ Λ1,n and let
a-sequence(λ) = i1, ..., i1︸ ︷︷ ︸
a1
, i2, ..., i2︸ ︷︷ ︸
a2
, ..., is, ..., is︸ ︷︷ ︸
as
be its a-sequence of residues where
we assume that for all j = 1, ..., s− 1, we have ij 6= ij+1. Then, we have:
A(λ) := f
(as)
is
f
(as−1)
is−1
...f
(a1)
i1
∅ = λ+
∑
a(µ)>a(λ)
cλ,µ(q)µ,
where cλ,µ(q) ∈ Z[q, q
−1].
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It is obvious that the set {A(λ | λ ∈ Λ1,n, n ∈ N} is a basis of MA. Using the
characterization of the canonical basis, we obtain the following theorem:
Theorem 2.8 ([12, Proposition 4.16]) Let n ∈ N and let λ ∈ Λ1,n, then we
have:
G(λ) := λ+
∑
a(µ)>a(λ)
bλ,µ(q)µ
In the following paragraph, we provide an algorithm which allows us to compute
these canonical basis elements.
3 The algorithm
We fix n ∈ N, d ∈ N>0, e ∈ N>0 and integers 0 ≤ v0 ≤ v1 ≤ ... ≤ vd−1 < e. The
aim of the algorithm is to compute the decomposition matrix of HR,n following
the proof of [12, Proposition 4.16].
Step 1: For each λ ∈ Λ1,n, we construct the a-sequence of residues follow-
ing Proposition 2.6:
a-sequence(λ) = i1, ..., i1︸ ︷︷ ︸
a1
, i2, ..., i2︸ ︷︷ ︸
a2
, ..., is, ..., is︸ ︷︷ ︸
as
.
Then, we compute the elements A(λ) of Proposition 2.7 using the action of
Theorem 2.1:
A(λ) := f
(as)
is
f
(as−1)
is−1
...f
(a1)
i1
∅.
We obtain a basis {A(λ) | λ ∈ Λ1} of MA which have a “triangular decompo-
sition”. Since fi = fi for all i = 0, ..., e− 1, we have A(λ) = A(λ).
Step 2: For each µ ∈ Πdn, we compute its a-value
2 a(λ) following the defi-
nition 2.5. Let ν be one of the maximal FLOTW d-partition with respect to
the a-function. Then, we have:
G(ν) = A(ν).
Step 3: Let λ ∈ Λ1,n. The elements G(µ) with a(µ) > a(λ) are known by
induction. By Theorem 2.8, there exist polynomials αµ,λ(q) such that:
G(λ) = A(λ)−
∑
a(µ)>a(λ)
αλ,µ(q)G(µ), (1)
We want to compute αλ,µ(q) for all µ ∈ Λ1,n. By Proposition 2.7, we have:
A(λ) = λ+
∑
a(µ)>a(λ)
cλ,µ(q)µ.
Now, since G(ν) = G(ν) and A(ν) = A(ν) for all ν ∈ Λ1,n, we must have
αλ,µ(q) = αλ,µ(q
−1) for all µ in Λ1,n.
2Note that it is in fact sufficient to compute the values a1(µ) since we have a(λ) < a(µ) ⇐⇒
a1(λ) < a1(µ)
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Let ν ∈ Λ1,n be one of the minimal d-partition with respect to the a-function
such that cλ,ν(q) /∈ qZ[q]. If ν doesn’t exist then, by unicity, we have G(λ) =
A(λ). If otherwise, by existence of the canonical basis, we have ν ∈ Λ1,n.
Assume now that we have:
cλ,ν(q) = aiq
i + ai−1q
i−1 + ...+ a0 + ...+ a−iq
−i
Where (ai)j∈[−i,i] is a sequence of elements in Z and i is a positive integer.
Then, we define:
αλ,ν(q) = a−iq
i + a−i+1q
i−1 + ...+ a0 + ...+ a−iq
−i
We have αλ,ν(q
−1) = αλ,ν(q). Then, in (1), we replace A(λ) by A(λ) −
αλ,ν(q)G(ν) which is bar invariant and we repeat this step until G(λ) = A(λ).
We finally obtain elements which verify Theorem 2.3 that is to say the canon-
ical basis elements.
Step 4: We specialize the indeterminate q into 1 in the canonical basis elements
to obtain the columns of the decomposition matrix of HR,n which correpond to
the indecomposable projective HR,n-modules.
We finally note that we have implemented this algorithm in GAP.
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