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Abstract Retrieving text from early printed books is par-
ticularly difficult because in these documents, the words are
very close one to the other and, similarly to medieval manu-
scripts, there is a large use of ligatures and abbreviations.
To address these problems, we propose a word indexing and
retrieval technique that does not require word segmentation
and is tolerant to errors in character segmentation. Two main
principles characterize the approach. First, characters are
identified in the pages and clustered with self-organizing map
(SOM). During the retrieval, the similarity of characters is
estimated considering the proximity of cluster centroids in
the SOM space, rather than directly comparing the character
images. Second, query words are matched with the indexed
sequence of characters by means of a dynamic time warping
(DTW)-based approach. The proposed technique integrates
the SOM similarity and the information about the width of
characters in the string matching process. The best path in the
DTW array is identified considering the widths of matching
words with respect to the query so as to deal with broken
or touching symbols. The proposed method is tested on four
copies of the Gutenberg Bibles.
Keywords Early printed books · Dynamic Time Warping ·
Self-Organizing Map
1 Introduction
In the infancy of the printing technology, books were
designed to emulate medieval manuscripts, and therefore,
it is not surprising that early printed books are among the
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most difficult printed documents to be recognized by machine
reading systems. For this reason, incunabula (books printed
before the year 1501) share with medieval manuscripts the
practice of using hand-painted initial capital letters, ligatures,
and abbreviations. The latter were employed in manuscripts
to justify the words in text-lines and have been slowly aban-
doned with the subsequent improvements in the printing tech-
nology. Ligatures appear in later works, such as the Trévoux
dictionary of the seventeenth century [1], were frequent in
nineteenth century books and are still occasionally used, for
instance in the ‘fi’ ligature that is a different symbol with
respect to two juxtaposed characters ‘f’ and ‘i’.
The Gutenberg Bible, printed in the 1450s, is the first com-
plete book extant in the West and the earliest printed from
movable type [2]. Gutenberg probably printed some other
books in the same years, even if there is no evidence of this.
The original print run of the Bible is unknown, but with about
40 copies still in existence, this work is regarded as the first
book in the West with a relatively large circulation.1 Unlike
modern printed books, the copies of the Gutenberg Bible are
not exact reproductions of each other. Illuminated initial cap-
ital letters were painted by hand after printing the main text,
and therefore, these are different in each copy. There are also
differences in the arrangement of the words in the lines as
we will discuss in Sect. 5.2. Even the number of lines in each
page can change: most pages are printed on two columns with
42 lines, but the first pages of some copies have 40 lines.
Since the Gutenberg Bible is a milestone in the print-
ing technology, some copies held by major Libraries around
the world have been digitized and made available on the
Internet [3]. In particular, in our experiments, we used four
copies that can be freely downloaded from three Digital
1 Movable type in China and Korea predates these books by several
centuries, but printing became mechanized in Europe in the mid-1400.
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Libraries (additional details are reported in Sect. 5). The
Gutenberg Bibles are among the most studied Renaissance
documents,and therefore, an automatic transcription of their
textual contents is probably of little interest for scholars in
the Humanities. On the other hand, we believe that these vol-
umes can be regarded as a benchmark to be used to compare
different algorithms dealing with historical documents. This
is one of the main motivations for using these data in our
experiments. The proposed techniques can be used also to
search for word similarities in incunabula so as to discover
spelling variations in these documents. Related applications
are addressed in [4] and in [5] where methods to discover
variations in typefaces in early printed books are described.
One way to perform word image retrieval (in Sect. 3 we
report an analysis of other techniques) is based on the recog-
nition of the whole textual content of the indexed documents
using supervised classifiers with techniques related to OCR
systems. The extensive use of ligatures and abbreviations
restricts the applicability of recognition-based approaches
because a large (and possibly partially unknown) set of sym-
bols should be considered by the classifier. Furthermore, a
suitable dictionary listing all the possible forms for a given
lemma cannot be easily built. In the proposed text retrieval
tool, we do not attempt to recognize the whole text, but we
look for occurrences of query words with a query by example
approach that is partially tolerant to ligatures and abbrevia-
tions. Spelling variations in the Gutenberg Bibles have been
already studied by scholar in the Humanities (Sect. 2). How-
ever, since we aim at processing other early printed books
(where different ligatures and abbreviations might be used),
we cannot adopt recognition-based techniques.
This paper is organized as follows. The main features
of the incunabula and of the Gutenberg Bibles are summa-
rized in Sect. 2. In Sect. 3, we discuss some recent work
related to the proposed technique that is described in details
in Sect. 4. The data set and the experiments that we performed
are described in Sect. 5. Some conclusions are presented in
Sect. 6.
2 Early printed books
The incunabula are some of the most rare printed works due to
their very limited print run. The Digital Library of the French
National Library [6] lists more than 1,800 books printed
between 1,450 and 1,500 that are a mere 0.8% of the whole
collection. These works are in several cases printed with fonts
difficult to recognize by OCR packages that are tuned on
modern typefaces. In addition to the use of old fonts, incunab-
ula show a significant variance of spelling for many words.
Words’ variants have been used for several centuries in many
countries [7] bringing to a progressive standardization of
Fig. 1 Fragment of one Genesis page [40] with the corresponding text
transcription at the bottom
spelling. Some examples are reported in [4] for the works
by Montaigne in the sixteenth century.
The text recognition in the Gutenberg Bible is difficult for
three main reasons. First, the images available on the Internet
are stored as JPG files with a size of 965×1390 pixels2 (the
average character size is 10×15 pixels). Second, there are
typical problems caused by the book aging such as support
deterioration, bleed through, and see through. Third, the cost
of the printing supports (in particular vellum) was very high,
and every possible strategy was adopted to compress the text.
To this purpose, many abbreviations and ligatures are used,
and there is a very limited space between words that is fre-
quently comparable to the space between characters in the
same word. The latter features influence the text reading by
humans as well, and therefore, it is really difficult to read the
text without the help of a side-by-side transcription.
Some copies of the Gutenberg Bibles have been digitized
in recent years and made available on the Internet for free
browsing and download. To illustrate the difficulties of the
automatic recognition of the Gutenberg Bible, we report in
Fig. 1 one text fragment with the corresponding transcrip-
tion. In the image, some ligatures and abbreviations can be
noticed. For instance, “Omnem terram quam” is printed as
“Omne terra qua” in the first line; “hominum” is printed as
“hoım” in the last line. The Gutenberg Bible contains more
than 75 types of ligatures, and 15 of them have two or more
meanings [9]. For instance, (Fig. 2) e can correspond either to
“em”, “en”, or “est”. The letters in the Gutenberg Bibles are
in black letter (or Gothic script) that is based on the manu-
script styles of the time. When digitized, many characters
look very similar one to each other (Fig. 3).
The layout, including the use of hand-painted illuminated
letters, is influenced by manuscripts as well. The text-lines
form a straight edge on both sides of the columns. Only some
signs such as periods and hyphens (probably hand drawn after
printing) extend beyond the right border, whereas only few
painted capitals go outside the left border. Nowadays, text-
lines are justified by carefully adding white spaces between
2 These values are related to the Göttingen copy [8], the other collec-
tions that we used in our experiments have very similar features.
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an ao da um/un uer/ver
de den dem omin em/en/est
Fig. 2 Examples of ligatures and abbreviations used in the Gutenberg
Bible. Below each image, we report the corresponding meaning (in
some cases more than one)
Fig. 3 Examples of similar characters corresponding to different
alphabet classes [8]
words in the line until the rightmost character is aligned with
the rest of the paragraph. In early printed works, the space
between words was not increased. On the opposite, the justi-
fication was achieved by reducing the width of some words in
text-lines. To this purpose, some isolated symbols had mul-
tiple designs (with different widths) and ligatures and abbre-
viations were widely used [10]. Taking into account both
ligatures and abbreviations, there are 290 different “charac-
ters” in the Gutenberg Bible. By using variable combina-
tions of these symbols, it was possible to perfectly justify the
text without considering variable size spacing. Another inter-
esting feature is that, similarly to manuscripts, the distance
between lines is low, and ascenders and descenders are very
close to neighboring lines. From the automatic recognition
point of view, the most critical characteristic is the very lim-
ited space between contiguous words in the same line (Fig. 4).
To deal with this problem, the method described in Sect. 4
performs the word indexing and retrieval without segmenting
the words.
Fig. 4 Two occurrences of the word “abram”. The space separating
neighboring words is very small
The Gutenberg Bible has been already used as a test bed
for preprocessing algorithms designed to work on historical
documents. For instance, [11] describes an approach for pixel
classification used for document image enhancement. The
binarization of historical documents is described also in [12].
Other papers dealing with early printed books addressed the
retrieval of ornamental initials [13,14].
3 Previous work
Text retrieval methods dealing with either printed or hand-
written documents have been widely studied in the last years.
The most intuitive way to approach the text retrieval is based
on the text search in a transcription of the indexed works that
can be obtained either with a manual annotation or with an
automatic recognition. When applied to printed documents,
this recognition-based approach can rely on a suitable use
of optical character recognition (OCR) tools. In most cases,
state-of-the-art techniques for the recognition of handwrit-
ten documents can reach significant results in applications
that either involve a small lexicon or deal with single writer
documents.
At the beginning of our research, we attempted to tackle
the text retrieval on the Gutenberg Bible by adapting open
source OCR packages to this task. We trained the Tesseract
[15] and the Gamera [16] classifiers with the characters in
these collections. When the characters that form the words
can be easily identified, the Tesseract classifier performs well.
However, it is nearly impossible to achieve a satisfactory
character segmentation of whole pages, because this soft-
ware is designed to work with contemporary documents. As
a consequence, the overall recognition rate is very low. The
segmentation is more accurate with Gamera that is designed
to work on historical documents. However, the unavailabil-
ity of a suitable historical dictionary listing all the spelling
variations did not allow us to take advantage of any linguis-
tic information to improve the recognition. Among commer-
cial tools, the Abbyy FineReader OCR XIX is the only one
addressing the recognition of Gothic typefaces. We attempted
to recognize our documents with this software, but since it
has been designed to work with texts from the period between
1800 and 1938, it was able to recognize only few characters
in the collection. A method for the automatic transcription of
Latin manuscripts is presented in [17]. The approach uses a
statistical model based on a generalized HMM that is trained
with one instance of each letter. Even if these documents are
not printed, their overall quality is better than the Gutenberg
Bible and the words can be easily segmented. Most impor-
tantly, ligatures and abbreviations are not extensively used,
and therefore, it is possible to take into account only 22 letter
classes.
The methods that do not attempt to recognize the whole
text in the indexed documents can be grouped in various
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ways. In the following, we organize the approaches on the
basis of the granularity adopted in the text representation.
We begin with holistic approaches, that represent individual
words with word level features, and then move on meth-
ods that represent the words with character codes. The last
category contains methods that take into account features
computed from a window moved across the text-line.
One common feature of most image-based word retrieval
methods (including those dealing with handwritten doc-
uments) is the assumption that individual words can be
reliably extracted from the text [18]. This assumption is
true in modern printed books, but is in general not realis-
tic in handwriting and in early printed documents. Holistic
approaches deal with whole word images as basic objects
to be identified. In this framework, some methods use word
shape coding (e.g. [19]) where the documents are indexed
by associating a code to each word image. To minimize
errors due to wrong character segmentations, the codes are
computed from a set of topological shape features such as
ascenders/descenders, character holes, and character water
reservoirs [19]. In [20], an approach inspired from cross-lin-
gual retrieval is proposed. In this case, relevance models are
used for searching handwritten word images. In particular,
a joint probability distribution between features computed
from word images and the corresponding transcriptions is
considered. Word images are described in this case with
holistic features based on shape features and on Fourier coef-
ficients computed from word profiles. Techniques for clus-
tering word images have been proposed to perform word
spotting from handwritten documents. For instance, in [21]
and [22], word clusters are computed by calculating pair-
wise word distance with dynamic time warping (DTW)-
based techniques. Dynamic time warping is an algorithm
for measuring the similarity between two sequences that has
been initially applied in speech recognition systems. In the
case of document images, the words are represented with
a sequence of features computed in a single-column win-
dow slided across the word image. Word clustering is con-
sidered to speed-up searching in large document collections
also in [23]. Similarly to the previous method, words are clus-
tered considering the DTW between pairs of words that are
represented with word profiles and structural features. The
peculiarity of this approach is the adaptation of the DTW dis-
tance to deal with most common morphological word vari-
ants. Clusters are then annotated by their root word and this
information is used to search the indexed documents. The
speedup of the search in large collections is approached by
Kumar et al. [24] where they discuss an indexing method that
uses locality sensitive hashing (LSH) working with holistic
word image features such as ascenders, descenders, and pro-
jection profiles.
One alternative word representation is based on character
objects (CO). One CO is a part of a word image that might
correspond to a character (in most cases, the CO is composed
by one connected component). In methods based on character
shape codes [25], each CO is replaced with codes that cap-
ture its main features. For instance, character shape codes
can describe whether or not a given symbol has ascenders
or descenders with respect to the text baseline. In this case,
g, p, q, and y are all represented with the same code because
they have descenders but not ascenders. With respect to OCR,
this representation is faster to obtain and more robust to noise
in the input images, but it is sensitive to touching characters.
Character coding has been used also in [26] where text sim-
ilarity between documents is computed. Each character is in
this case represented with two feature vectors that are based
on the horizontal and vertical traverse density. The charac-
ters extracted from a document image are clustered, and each
cluster is represented with its centroid. At the end of the
indexing, each character in the collection can be mapped to
a unified class that corresponds to the cluster. In so doing,
it is possible to compute document similarity without rec-
ognizing the text with OCR tools. The method described in
[26] does not perform very well in the presence of touching
characters that cannot be clustered in suitable classes. To par-
tially avoid this problem, in [27], a word is represented by
discrete entities that broadly correspond to strokes in charac-
ters. The features extracted from each word are discretized
and represented with definite attributes so as to be able to
employ an inexact feature matching based on DTW. With
a related approach in [28], we proposed a word indexing
and retrieval system that works with 18-19-th century books.
The indexing is based on character codes, and a suitable word
representation is proposed to deal with touching and broken
characters. Also in this case, however, the indexing requires
a word segmentation and cannot handle touching words.
The methods summarized so far rely on word segmenta-
tion as a first step in the indexing and retrieval of the textual
content. To bypass the word segmentation, Cao et al. [29] pro-
posed a method for handwritten keyword retrieval that mod-
els the word segmentation probabilities and integrates these
probabilities in the word spotting model. When dealing with
documents, such as those addressed in this paper, where the
word segmentation is difficult or even impossible, techniques
that search a query word in whole text-lines are required.
In [30], the text-lines of historical handwritten documents
are represented as ordered sequences of pixel columns. Each
column is described with three features based on upper and
lower profiles and on the number of black–white transitions.
In principle, each pixel column is examined as a potential
starting point of a candidate word. However, to speed up
the search, a set of heuristics are used to discard positions
that are unlikely to correspond to valid matches. To further
reduce the use of an expensive DTW-based algorithm applied
to image columns, a simple distance among upper and lower
profiles is computed. The main weakness of this approach is
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the high computational cost. Leydier et al. [31] further relax
the segmentation requirements and propose a method based
on the matching of strokes described with features computed
from the gradient of the gray level image. The computational
burden is in this case very high prohibiting any application
to large datasets. In [32], N-gram language models are used
in combination with HMMs for unconstrained handwritten
word recognition. A fixed width window is moved column
by column across each text-line, and a feature vector is com-
puted at each position. In analogy with audio processing,
this sequence of vectors is modeled with continuity density
Hidden Markov Models. There is no word segmentation, and
word boundaries are estimated during the decoding taking
into account N-gram language models. In addition to this
linguistic information, the system is trained by building 26
character models for the main classes. It is not possible to
apply this approach to our data for two main reasons: first, due
to ligatures and abbreviations, a significantly higher number
of character classes should be modeled; second, the existing
transcriptions of the Gutenberg Bible map different abbrevi-
ations in a unique word class. Therefore, it is not possible to
use the transcription information (that has low relationship
with the actual word appearance) for the HMM training.
Although in most cases required for handwritten text, the
use of DTW with a granularity corresponding to pixel col-
umns appears unfeasible for large data collections. If the
words cannot be easily segmented, representing the text by
character objects is probably the best compromise between
word and pixel indexing. The use of DTW-based techniques
at the character level has been described in some papers.
One modified DTW that takes into account under- and over-
segmentations of characters is described in [33] for Arabic
documents transcription. To deal with duplicate document
detection, Lopresti and Zhou modified the approximate string
matching algorithm considering split and merge edit opera-
tions in addition to the standard deletion, insertion, and sub-
stitution [34]. The edit distance is considered also in [35]
where confused characters in erroneous words are located
and edit operations are applied to create a collection of erro-
neous error-grams that are used to perform query expansion.
More recently, the edit distance has been used also for table
identification [36].
The approach proposed in this paper represents text-lines
on the basis of character objects that are matched with
query words with a DTW-based method. The details of this
approach are analyzed in the next Section.
4 The text retrieval method
One peculiarity of our approach is that character objects are
clustered by means of a self-organizing map (SOM) that is
trained with the COs extracted from a subset of the indexed
Fig. 5 Some instances of the word “vixit” that are segmented in dif-
ferent ways
pages. By using the SOM clustering, it is possible to label
each CO with the class corresponding to the nearest cluster. In
this way, we can speed-up the matching process with respect
to a pure template matching approach working at the image
level and we can use approximate string matching techniques.
To improve the retrieval in the presence of touching or bro-
ken characters (e.g. see Fig. 5), we modified the approximate
string matching algorithm to combine in a unique framework
the SOM clustering and the information about the position
and width of COs in the text-lines. The overall approach is
described in the rest of this Section and is graphically synthe-
sized in the system architecture diagram reported in Fig. 6.
4.1 Preprocessing and layout analysis
In the preprocessing and layout analysis step (Text-line
extraction, Fig. 6), we extract the columns and the text-lines
from each page. The techniques used to identify the text-
lines have been partially tuned on few pages of one copy of
the Gutenberg Bible. Concerning this task, it is important to
notice that our aim is not to propose a general segmentation
approach (alternatives techniques could be adopted to iden-
tify the text-lines) since the focus of this work is on retrieval
techniques.
Since the page structure in the Gutenberg Bibles is rather
regular, we implemented projection profile-based algorithms
to identify columns, rows, and characters from each page.
The text columns are extracted by computing the vertical
projection profile. We obtain a perfect segmentation with the
exception of few pages where pieces of illuminated letters
are included in the columns. This problem had a low effect
on the retrieval performance, because it did not affect the
text-line identification. Since our method does not require
word segmentation, the presence of additional symbols did
not affect too much the overall performance.
Text-lines are subsequently identified analyzing the “gra-
dient” of the horizontal projection profile (Hj ) with a mobile
window of 7 pixels:
G j =
∑3
k=1(Hj+k − Hj−k)
7
. (1)
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Fig. 6 System organization of the proposed approach
The text-lines are identified by thresholding the G profile
since highest values correspond to text-background tran-
sitions. We subsequently identify pixels of the connected
components that extend above or below the text-line bound-
ing box and include all these pixels in an expanded text-line.
The last segmentation step is the character extraction that
is based on the identification of connected components in
expanded text-lines (CO extraction, Fig. 6). Potential touch-
ing characters are searched among the widest connected com-
ponents. In this case, we look for minima in the vertical
projection profile of the component to be split.
Even if we carefully designed the segmentation algo-
rithms, it is not possible to obtain a perfect segmentation
and under- or over-segmentations can occur. Some examples
are in Fig. 5 where we show different segmentations that are
obtained from a few instances of the word ‘vixit’. As a con-
sequence of this problem, the matching algorithm should be
tolerant to differences in the number of objects composing
the words.
4.2 Character clustering
Each CO is represented by an 80-th dimensional feature vec-
tor that is obtained by linearly scaling the character to fit an
8 × 10 grid. The vectors corresponding to the COs extracted
from a subset of the indexed pages are clustered with a self-
organizing map, SOM (SOM training in Fig. 6).
The SOM [37] is an artificial neural network that performs
clustering by means of unsupervised competitive learning.
The SOM neurons, corresponding to clusters, are usually
arranged in a two-dimensional lattice (the feature map),
but higher-dimensional lattices are possible as well. Let
us consider training samples represented by real vectors
x(p) ∈ Rn , where p is the index of the sample (p ∈ [1, NP ]),
and NP is the number of training patterns. The SOM learning
computes a data clustering, and each SOM neuron contains
a model vector mi ∈ Rn that is the average of the patterns in
the cluster. The number of neurons and their spatial organi-
zation are set by the user defining the SOM width and height.
The initial values for cluster centroids can be selected with
a random sampling of the data or with more complex ini-
tialization functions. Similarly, with k-means, the training
is performed with several iterations where in turn cluster
centroids are moved and patterns are assigned to the clos-
est centroid. Unlike k-means, it is possible that some nodes
have no patterns (and therefore no cluster) associated. Dur-
ing the training, the centroids are moved taking into account
the values of neighboring nodes, and therefore, at the end
of the training, the SOM neurons are arranged in the lat-
tice in a way that preserves as much as possible the distance
and proximity relationships of the original data. Additional
details on the SOM training and its use for CO labeling in the
case of modern printed documents can be found in [28,38].
In our system, the vectors obtained by CO encoding are
used to train an SOM with a size of X ×Y neurons. The SOM
is trained with a subset of the characters to be indexed that
represent the distribution of COs in the whole collection.
In most cases, few random pages contain enough charac-
ters for this purpose. The trained SOM is then used to label
each CO with a pair of integers Sx (CO) ∈ [0, . . . , X − 1]
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Fig. 7 Example of a 12 × 8 SOM map. Each neuron is represented by
the closest pattern belonging to the corresponding cluster
and Sy(CO) ∈ [0, . . . , Y − 1] that identify the SOM neu-
ron closest to the CO. An example of a SOM trained with
the Gutenberg data is shown in Fig. 7. In the figure, each
neuron is represented by the closest pattern in the training
set belonging to the corresponding cluster.
Taking advantage of the spatial organization of the SOM,
we can use the distance between prototypes in the map as a
measure of similarity among patterns in the clusters. To this
purpose, after training an SOM with the pages in the training
set, we store all the pages by indexing each COi with the
following n-uple:
COi = 〈Pag(COi ), Col(COi ), Row(COi ),
B Bl(COi ), BBr (COi ), Sx (COi ), Sy(COi )〉 (2)
where Pag, Col, and Row are the Page, Column and Row
containing the CO, respectively. BBl and BBr are the left and
right positions of the CO bounding box in the text-line. Sx
and Sy are the coordinates of the SOM neuron that is the clos-
est to COi . For example, in the left part of Fig. 6, we show the
BBl and BBr positions of four COs in an indexed text-line.
By checking the first n-uple (〈. . . , 0, 7, 0, 2〉), we can notice
that the corresponding CO (‘d’) begins at the pixel 0 in the
text-line, has a width of 7 pixels, and belongs to the cluster
(0,2) in the SOM. This information is summarized for each
text-line by the Text-line description shown in the bottom-left
part of Fig. 6 and then stored in the database (DB).
In the retrieval, we use the distance among SOM proto-
types to compute the similarity between characters associated
with each cluster and we combine this information to identify
words similar to the query as described in the following.
4.3 Similarity computation
The proposed text retrieval method is based on a query by
example approach; the user selects from the document col-
lection one word image that is used as a query. The image
is subsequently split in its COs and represented similarly to
indexed text-lines. One example of the query description for
the word ‘Adam’ is shown in the right part of Fig. 6. The
search for indexed words matching the query is performed
with an adaptation of the dynamic programming solution
to the approximate string matching that is described in this
section (Similarity Computation, Fig. 6). In Sect. 4.3.1, we
briefly summarize the standard method for text searching
based on the edit distance, and in Sects. 4.3.2 and 4.3.3, we
describe the modifications to the method proposed in this
paper.
4.3.1 Text searching
The edit distance algorithm has been used in several con-
texts to compute a distance between two strings that takes
into account three types of errors: substitution, insertion,
and deletion. Let us first summarize the standard edit dis-
tance algorithm that is used to compare a query string Q
(with |Q| symbols) and a string T (having |T | symbols).
The basic data structure is a matrix M0...|Q|,0...|T | whose ele-
ments Mi, j represent the minimum number of edit oper-
ations needed to match Q1...i with T1... j . In other words,
Mi, j = Ed(Q1...i , T1... j ) is the edit distance of the two sub-
strings Q1...i and T1... j . The elements of the matrix are com-
puted according to the following equation:
M0,0 = 0Mi, j = min(Mi−1, j−1+σ(Qi , Tj ),
Mi−1, j +1, Mi, j−1+1) (3)
σ(Qi , Tj ) is the cost of the substitution of Qi with Tj , and
the insertion and deletion costs are fixed to 1. In the basic for-
mulation, σ(Qi , Tj ) = 0 if Qi = Tj and 1 otherwise. The
value Mi, j in Eq. (3) is computed using the values in the pre-
vious column or just above the current value. The matrix M is
therefore computed starting from (i, j) = (0, 0) evaluating
one column after the other. The values of M∗,0 and M0,∗ are
fixed to suitable values, usually ∞, or with increasing values
(Mi,0 = i, M0, j = j). When the whole matrix is computed,
the last position provides the edit distance between the two
strings: M|Q|,|T | = Ed(Q, T ).
Instead of using string matching, we use text searching if
words are not extracted from text-lines. In text searching, we
look for the pattern Q in the text T allowing an occurrence
of Q to begin at any position in T . This is reflected in the
matrix M by setting M0, j = 0 for each j . After comput-
ing the whole matrix, lowest values in the last row indicate
the final character of occurrences of Q in T . An example is
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a d e m a d
0 0 0 0 0 0 0
a 1 0 1 1 1 1 0
d 2 1 0 1 2 2 1
a 3 2 1 1 2 2 2
m 4 3 2 2 1 2 3
Fig. 8 Matrix M for searching the word “adam” in the text “ademad”
shown in Fig. 8 where the pattern “adam” has one occurrence
with one error (a substitution) in the text “ademad”.
The previous formulation is appropriate for a symbolic
domain, where objects are represented by tokens belonging
to a finite set of classes. Common examples are textual docu-
ments where the tokens correspond to the alphabet. In statis-
tical pattern recognition, we frequently deal with numerical
feature vectors rather than with strings. Image text retrieval
is an intermediate case since the indexed objects are inher-
ently symbolic, but are usually represented with numerical
features.
In the following, we describe the proposed modifications
to the text searching algorithm that includes in it the SOM-
based similarity and the consistency check of the matching
word width.
4.3.2 Weighting differences between COs
The simplest way to perform text searching on the basis of
clustered COs considers that two characters match (and there-
fore have a zero edit distance) if and only if they belong to
the same cluster. In our approach, we use the SOM to clus-
ter the character objects and we can therefore consider the
topological organization of the map when comparing charac-
ters. By inspecting the SOM in Fig. 7, we can observe that in
many cases, closer clusters in the map correspond to similar
characters. For instance, in the bottom-left part of the map,
we can notice some ‘a’s whereas in the top-left part an ‘o’
smoothly changes to ‘d’ in the horizontal direction. By ana-
lyzing the first SOM column, we can also observe that the
previous ‘o’ changes to ‘v’ and then to ‘n’. The contiguity of
SOM neurons therefore reflects the similarity of characters
analyzed in Fig. 3.
The edit distance computation needs to be modified in
order to take into account the SOM features. First, we con-
sider Q and T to be sequences of COs instead of sequences
of symbols. Second, we weight the similarity between sym-
bols according to the distance in the SOM map between the
corresponding clusters:
σS(Qi , Tj )=
√
(Sx (Qi )−Sx (Tj ))2+(Sy(Qi )−Sy(Tj ))2
Max Som Dist
(4)
where Max Som Dist is the maximum distance between
pairs of neurons in the SOM; Sx and Sy describe the neu-
ron position in the SOM as defined in Eq. (2).
Taking into account this value of σS(Qi , Tj ), it is now pos-
sible to recompute the matrix M with Eq. (3). The elements
of M are in this case real values, but the overall interpretation
is the same; lowest values in the last row of M correspond to
best matching occurrences.
4.3.3 Considering the sub-word width
One important limitation of the DTW framework is that it
implicitly considers that all the COs have the same size. This
is not a problem if all the characters are accurately segmented,
but poor results are possible when character segmentation
errors occur. For instance, if one character is split into two
sub-components, then the matching cost with a perfectly seg-
mented word will be at least 2 (or more generally the cost
of one deletion and one substitution). One solution to this
problem relies on the introduction of split and merge edit
operations (in addition to insertion, deletion, and substitu-
tion) in order to model typical OCR errors [34].
In our approach, we consider the width of the query char-
acters in addition to the identifiers of the clusters the COs
belong to. The width of the query image can be computed
by W (Q) = BBr (Q|Q|) − BBl(Q1) that is the difference
between the rightmost point of the last character and the left-
most point of the first character in Q. Similarly, the width of
a generic sub-query (composed by the first i characters in Q)
can be computed by:
W (Qi ) = BBr (Qi ) − BBl(Q1). (5)
The computation of the width of a sequence of characters
in the text to be searched T is more complex. When dealing
with the character Tj in matrix M , the rightmost point of the
sub-string in T is BBr (Tj ). However, the leftmost point of
the sub-word in T depends on the path followed in the com-
putation of M . To trace the beginning of potential matching
words, we associate with each element Mi, j a value that cor-
responds to the leftmost point of the sub-word T1... j . These
values are stored in a matrix L0...|Q|,0...|T | that is read and
updated in parallel with M .
The costs for substitution, deletion, and insertion are com-
puted taking into account three elements:
1. the accumulated cost in the M matrix up to the previous
symbol;
2. the SOM-based character similarity measured by
σS(Qi , Tj ) that is computed with Eq. (4);
3. the compatibility of the matching sub-word lengths com-
puted on the basis of the information stored in L .
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The latter element has a different value if we consider a
substitution (σW S(Qi , Tj )), a deletion (σW D(Qi , Tj )), or an
insertion (σW I (Qi , Tj )) since the resulting sub-word width
will change according to the edit operation. In particular:
σW S(Qi , Tj ) = |W (Qi ) − (BBr (Tj ) − Li−1, j−1)|AvgW
σW D(Qi , Tj ) = |W (Qi ) − (BBr (Tj ) − Li−1, j )|AvgW
σW I (Qi , Tj ) = |W (Qi ) − (BBr (Tj ) − Li, j−1)|AvgW (6)
where W (Qi ) is the width of the sub-query composed by
the first i characters in Q (Eq. (5)) and the remaining part
of the numerator is the estimated width of the matching text
in T . For instance, (BBr (Tj ) − Li−1, j−1) is the estimated
width of the matching sub-word in T in the case of a symbol
substitution. AvgW is the average width of characters in the
collection.
The two values σS(Qi , Tj ) and σW ·(Qi , Tj ) are com-
bined by means of two parameters (α and β) to compute the
costs for substitution (CostS), deletion (CostD), and inser-
tion (CostI ):
CostS = α · σS(Qi , Tj ) + β · σW S(Qi , Tj ) + Mi−1, j−1
CostD = α · σS(Qi , Tj ) + β · σW D(Qi , Tj ) + Mi−1, j (7)
CostI = α · σS(Qi , Tj ) + β · σW I (Qi , Tj ) + Mi, j−1 (8)
After computing the three costs, we update Mi, j and Li, j
according to the minimum cost operation as follows:
– If CostS = min(CostS, CostD, CostI ) we have a sub-
stitution and we set Mi, j = CostS and Li, j = Li−1, j−1.
– If CostD = min(CostS, CostD, CostI ) we have a dele-
tion and we set Mi, j = CostD and Li, j = Li−1, j .
– If CostI = min(CostS, CostD, CostI ) we have a dele-
tion and we set Mi, j = CostI and Li, j = Li, j−1.
To initialize the algorithm, we set suitable values for L∗,0
and L0,∗ : Li,0 = BBl(T1) for (i = 1 . . . |Q|), and L0, j =
BBl(Tj ) for ( j = 1 . . . |T |). The latter values define the left-
most point of a potential matching word in the input text T .
When the whole text T is processed, the values in the
last row of the matrix M correspond to errors of possible
occurrences of Q in T . The lowest values identify potential
matches whose starting coordinate is indicated by the corre-
sponding value in L .
To summarize, in the proposed method, two factors con-
tribute to the weight computation at each step: the distance
between cluster centers in the SOM map and a comparison
of the matching word lengths. By sorting the values com-
puted for all the text-lines, it is possible to rank potential
occurrences of the query word in the indexed documents
(Similarity computation, Fig. 6) To give some insights into
<...,150,7,2,5><...,131,9,2,0><...,92,9,9,5><...,81,3,0,9><...,63,9,3,0>
<...,74,5,13,9> <...,87,3,13,1>
<...,48,7,1,5>
<...,58,9,1,5><...,41,5,13,9>
<...,30,9,2,1>
<...,96,9,2,1> <...,114,3,0,9> <...,124,9,2,3>
<...,107,5,13,9> <...,119,3,0,9>
<...,240,9,2,1> <...,259,7,0,4>
<...,269,9,1,5><...,252,5,14,9>
<...,196,15,2,8>
<...,212,11,4,3><...,183,11,2,0>
<...,143,5,14,9> <...,159,9,3,4>
Fig. 9 Query word for “deus” (top-left) and five positive answers. Each
character is annotated on top with its position, size, and cluster neurons
the method and into the results that can be achieved, we show
one query, some positive answers, and the related features for
the word deus in Fig. 9. Each CO is annotated with indexing
information (we omit the page, column, and row informa-
tion). For instance, the first CO has the following values: 96
is the leftmost point of CO (BBl(CO)); 9 is the CO width; 2,1
denotes the SOM neuron (Sx (CO) = 2, Sy(CO) = 1). By
comparing the SOM neurons of corresponding characters in
different words, we can notice that similar characters are in
many cases clustered in neighboring neurons. It is important
to notice also that the query word is over-segmented since it
is composed by five COs instead of the expected four char-
acters. However, the proposed algorithm is able to identify
also words with four COs and also one word that is under-
segmented (the last one has 3 COs).
In the next section, we discuss the experiments that we
performed to evaluate the proposed method.
5 Experimental framework
The numerical validation of text retrieval in the Gutenberg
Bible is a difficult task since an accurate transcription of
the text is not freely available in electronic form. The con-
tent is well known because Gutenberg used the so-called
Biblia Vulgata as source. Unfortunately, the text in the Vulg-
ata versions that are available (e.g. [39]) is not a character
by character transcription of the Gutenberg’s work since it
does not take into consideration ligatures and abbreviations.
In the current system, the text is searched with a query by
example paradigm and it is not possible to find occurrences
of a query word that are printed with a very different ligature,
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“Chaldeorum. duxerunt autem Abram et Nahor“
Fig. 10 Two text-lines that are organized in a different way in the
Göttingen (top) and in the Munich (bottom) copies
“dixit autem Dominus ad Abram
egredere de terra tua et de cognatio=”
Fig. 11 Two fragments of text in the Göttingen (top) and in the Munich
(bottom) copies. The gray text and the capitals are painted in the origi-
nals. In the second line, different abbreviations are used
although minor differences can be compensated by the pro-
posed distance. To measure the performance of the system,
we manually annotated all the visual appearances of some
query words taking into account the actual ligatures used. In
so doing, it was possible to compute the Precision and Recall
of various configurations of the system and to compare it with
a baseline method on this subset of keywords.
5.1 The data set
We made our experiments on the “book” of the Genesis
that is printed on 49 pages at the beginning of the first
of the three volumes composing the Gutenberg Bible. We
used the images available from three Digital Libraries: The
Göttingen University Library [8], the Bayerische Staatsbib-
liothek in Munich [40], and the British Library [41] that holds
two digitized copies (one printed on paper and one printed on
vellum). In general, the pages can be downloaded by select-
ing by hand each page, with the exception of [40] where it
is possible to download each volume as a single large PDF
file. Other copies are available with lower resolution, such
as the one from Keio in Japan [42]. However, we used in our
experiments only the copies with a higher resolution.
The image sizes of the four copies are similar, ranging
from 800 × 1129 of the two British Library copies to 965 ×
1390 of the Göttingen copy. The texts in the above three cop-
ies appear aligned whereas the Munich copy has a different
organization of the text in the pages (examples are shown in
Figs. 10, 11). It is interesting to notice that in most cases,
the pages and the text columns begin and end with the same
sentence (frequently with the same word). Another important
Fig. 12 Different forms of the word “quibus” in the Göttingen copy
feature of the Munich copy is that the first two pages contain
40 lines rather than the usual 42. In order to keep aligned the
pages in the rest of the volume, the text in the first two pages
of the Munich copy is therefore significantly “compressed”.
5.2 Ground-truth
Although several copies of the Gutenberg Bible are avail-
able for download, ground-truth information cannot be eas-
ily accessed. Scholars in the Humanities agree that the
Gutenberg Bibles have been printed starting from the
so-called Biblia Vulgata which is a Latin version of the Bible
that was common in the 15-th century. The identification of
the closest text with respect to the printed books is out of
the scope of this paper; however, by comparing the Vulgata
text that is available on the Internet [39] with the digitized
pages, we can notice that there is a general correspondence
of most words. In Figs. 10 and 11, two examples of image
fragments with the corresponding Vulgata text are shown. We
can notice abbreviations (autem → aut; dominus → dns)
and differences between the two copies, but the text roughly
corresponds. Other differences are due to various spellings of
the words (e.g. “Sarra” is wrote as “sara”; “terrae” as “terre”)
or to variations of the same word. In most cases, the query
words used in our experiments have more than one form
in the Genesis pages for each term in the ground-truth. For
instance, the first occurrences of quibus in the Göttingen copy
are printed as follows (in parentheses we write the number
of occurrences of the corresponding form): quibus (1) quibs
(8) qbs (3) qbus (1) Quibs (5). Some examples are shown in
Fig. 12.
Even with the above-mentioned limits, the use of the
Vulgata text [39] is, in our view, a good approximation
of ground-truth. A perfect transcription of the text of each
copy would be excessively expensive requiring a signifi-
cant amount of skilled human effort. To take into account
the variable organizations of text in each line, we built our
ground-truth with a text-line resolution. We therefore edited
the Vulgata ASCII file by adding appropriate line, column,
and page breaks visually aligning the text with the Göttingen
copy at the line level. Subsequently, we accurately identified
the query words in the text-lines with the help of the ground-
truth. Eventually, we visually checked different forms and
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Table 1 Results obtained on the validation set with several values of
(α, β)
Top (α, β) (0.0,1.0) (0.25,0.75) (0.5,0.5) (0.75,0.25) (1.0,0.0)
10 Precision 0.11 0.11 0.12 0.13 0.12
Recall 0.10 0.11 0.12 0.14 0.12
F1 0.10 0.11 0.12 0.13 0.12
20 Precision 0.06 0.06 0.07 0.08 0.07
Recall 0.11 0.13 0.14 0.15 0.15
F1 0.08 0.08 0.09 0.10 0.10
50 Precision 0.03 0.03 0.04 0.04 0.04
Recall 0.14 0.16 0.18 0.18 0.19
F1 0.05 0.05 0.06 0.06 0.06
Bold values denote the best results
locations of the query words in the four copies and annotated
this information in the final ground-truth file that we used
to compare the various retrieval methods, as detailed in the
following.
5.3 Experimental results
We first separately indexed the Genesis pages of each copy
considered in our experiments. The SOM training has been
performed on a random subset of the indexed pages of each
collection, and the trained map has been subsequently used
for representing all the pages.
To identify the best combination of the two contributions
to the overall similarity score (Eq. (8)), we considered one
separated validation set composed by 92 words that we use
as queries on the Göttingen dataset. Taking into account the
query words in the validation set, we computed the Precision,
Recall, and F1 values for some combinations of α and β val-
ues in Eq. (8). The three values are computed for the top-10,
top-20, and top-50 most similar words. From the experiment
summarized in Table 1, we identified the optimal values (α =
0.75 and β = 0.25) that we used in the subsequent tests.
In the main experiment, we considered 22 words in the
Genesis and used 134 occurrences of these words as queries.
This set of queries does not include stop words and contains
most person names (such as Abel, Abram, Cain, and Sara)
that occur more than once with a given spelling. In correspon-
dence with these 22 word classes in the transcription, there
are 30 different spellings in the digitized books. To com-
pute the Recall level, we manually annotated all the spelling
variations of the queries that correspond to a total of 1363
words. From a morphological point of view, these 134 words
include several types of situations. For instance, dominus
and quod are words having a significant abbreviation and
the latter word is composed by a single CO.
To analyze the methods, we computed the Precision and
Recall in the top-10, top-20, and top-50 positions in the
answer set comparing various approaches. To better asses
the results obtained with the proposed method, we considered
also a baseline method that can be used as a reference. To this
purpose, we implemented a search based on the application
of DTW on feature vectors extracted from a single-column
slice that is moved across the indexed text and the query
images. The four features that we considered are inspired by
those used in [21]: the projection profile, the upper and lower
word profiles, and the number of background/ink transitions.
In the main experiment, we compared the proposed
method using α = 0.75 and β = 0.25 (denoted by M1
in Table 2) with alternative approaches. In M2, we set
σS(Qi , Tj ) = 1 if and only if Qi and Tj belong to the
same SOM cluster. In so doing, the SOM structure is not
considered. We computed also the standard string edit dis-
tance (Ed). The last comparison method is based on the col-
umn-wise DTW (the baseline method previously presented).
The experiments have been replicated for each of the four
data sets. From Table 2, we can notice that in all the cases,
the proposed M1 method has better values for Precision,
Recall, and F1 with respect to the other methods. The
approach based on the standard edit distance (Ed) is a ref-
erence that allows us to figure out the improvement that can
be obtained with the proposed method because Ed does not
consider both the SOM-based CO similarity and the integra-
tion of word widths in the DTW algorithm. Since M2 does
not take into account the SOM contribution, the difference
between M2 and Ed somehow measures the impact of the
integration of word widths in the DTW algorithm to the over-
all performance. Likewise, the difference between M2 and
M1 reflects the contribution of the SOM weighting to the
retrieval performance. By inspecting the table, we could also
conclude that the baseline method (based on a column-wise
application of DTW) performs significantly worst than the
proposed one. To have a fair comparison, we should consider
that the features adopted have been originally proposed for
cursive manuscripts, and therefore, it is possible that these
are not particularly appropriate for the documents used in
our experiments. A more accurate tuning of the features and
of the baseline algorithm could provide improved results.
However, from the analysis described in the next section, it
is clear that the computational cost of this category of meth-
ods is significantly higher than the proposed one.
5.4 Complexity issues
The comparison with the column-wise DTW-based approach
(the baseline) allows us to have a look at the computational
cost of the various methods.
Without considering implementation specific optimiza-
tions, the cost of the word search for text-lines represented
as columns of feature vectors is O(N · r · n) where N is
the number of indexed text-lines, n is the average number of
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Table 2 Comparison of the results obtained on the test sets by the four compared methods
Göttingen BLP BLV Munich
Top M1 M2 Ed DT W M1 M2 Ed DT W M1 M2 Ed DT W M1 M2 Ed DT W
10 Pr 0.27 0.22 0.17 0.13 0.23 0.19 0.15 0.15 0.22 0.18 0.14 0.13 0.25 0.20 0.19 0.11
Re 0.14 0.11 0.09 0.03 0.12 0.10 0.10 0.09 0.13 0.12 0.11 0.10 0.13 0.11 0.11 0.08
F1 0.18 0.15 0.12 0.05 0.15 0.13 0.11 0.12 0.16 0.14 0.12 0.12 0.17 0.14 0.14 0.09
20 Pr 0.17 0.14 0.11 0.09 0.16 0.13 0.09 0.10 0.15 0.11 0.08 0.09 0.17 0.13 0.12 0.07
Re 0.17 0.13 0.11 0.04 0.14 0.12 0.09 0.11 0.16 0.13 0.11 0.12 0.15 0.13 0.12 0.10
F1 0.17 0.14 0.11 0.06 0.15 0.12 0.09 0.11 0.15 0.12 0.10 0.10 0.16 0.13 0.12 0.08
50 Pr 0.10 0.08 0.07 0.06 0.09 0.08 0.05 0.06 0.09 0.06 0.05 0.05 0.10 0.07 0.06 0.04
Re 0.21 0.17 0.15 0.07 0.19 0.16 0.12 0.14 0.20 0.16 0.14 0.16 0.20 0.16 0.15 0.13
F1 0.14 0.11 0.09 0.08 0.13 0.10 0.07 0.08 0.12 0.09 0.07 0.08 0.13 0.10 0.09 0.07
Bold values denote the best results
Göttingen is the copy of the Göttingen University Library. BLP and BLV refer to the paper and vellum copies of the British Library, respectively.
Munich is the copy of the Bayerische Staatsbibliothek
columns in the query images, and r is the average text-line
width in pixels. On the other hand, the cost of approaches
based on character object representations (such as the pro-
posed method) is O(N · r ′ · n′) where N is again the number
of indexed text-lines, n′ is the average number of character
objects in the query images, and r ′ is the average number of
character objects in the indexed text-lines. In the documents
used in our experiments, N = 4030, n′ = 4.32 − 5.38, r ′ =
25.13−31.80, n = 69, and r = 427. For n′ and r ′, we report
the minimum and maximum values in the four collections
considered in the experiments.
The theoretical gain from the computation point of view
has been verified also during the experimental analysis
addressed in this section. For instance, when comparing the
performance of the various methods on the Göttingen data
set, the word retrieval required an average CPU time3 of 103
s in the case of the baseline approach that is significantly
higher than the 3.61 s required by the M1 method. The time
required to index the Genesis pages by the two approaches
is similar, requiring 521 s for the baseline and 468 s for the
proposed method. In the latter case, it is interesting to detail
the time required by the sub-steps; the preliminary image
analysis that performs the CO extraction required 182 s, the
SOM training 44 s, and the final indexing 242 s.
6 Conclusions
In this paper, we propose a text retrieval method designed to
deal with early printed books. These documents are repre-
sented by four copies of the Gutenberg Bible that we used
3 These times have been measured on a machine running the Ubuntu
operating system and equipped with 1 Gbyte of memory and a single
core CPU running at 1.86 Ghz.
as a test bed in our experiments. Two main ideas are con-
sidered in the proposed method: the SOM-based clustering
of indexed characters and the integration of the word width
information in a modified dynamic time warping matching
algorithm. These techniques allow us to retrieve words with-
out performing word segmentation and without assuming a
perfect character segmentation with a computational cost that
is reduced with respect to a column-wise application of the
DTW algorithm.
Future work is related to the use of the system on larger
collections, so as to address scalability issues, and to test its
performance on other volumes of the same period.
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