Multisensory signals originating from the same distal event are often similar in nature. Think of fireworks on New Year's Eve, an object falling and bouncing on the floor, or the footsteps of a person walking down the street. The temporal structure of the visual and auditory events are always almost overlapping, and we often effortlessly assume an underlying unity between our visual and auditory experiences. In fact, the similarity of temporal structure of unisensory signals provides a potentially powerful cue for the brain to solve the causal inference problem, i.e., to determine whether or not multiple sensory signals have a common origin.
One measure that is commonly used in signal processing to quantify the similarity between two signals as a function of their time lag is cross-correlation; the higher the cross-correlation between two signals at a given time lag, the higher their similarity. Cross-correlation (hereafter simply referred to as ''correlation'') is an important cue for humans when attempting to solve the correspondence problem in stereo vision [11] , and a role has also been suggested in multisensory research [12] .
Given that sensory integration should occur only if the underlying unisensory signals have a common cause, in the present study we generated trains of temporally correlated and uncorrelated audiovisual signals and assessed the strength of multisensory integration (MSI). If temporal correlation operates as a cue for causal inference, sensory fusion should occur only when the auditory and visual stimuli are temporally correlated.
Previous research has demonstrated that when multisensory stimuli are optimally integrated, the resulting percept ( b S) is a weighted average of the individual sensory estimates ( b S i ) with weights (w i ) proportional to their precision [13, 14] . If the noise of the individual sensory estimates (s 2 i ) is independent and Gaussian distributed, the maximum-likelihood estimate (MLE) of a physical property is:
where
and s 2 i is the variance of a sensory estimate b S i . Notably, if unimodal sensory cues are integrated according to MLE, the resulting sensory estimate should also be more precise than either of the individual sensory estimates, and its variance is given by
(Equation 3) MLE therefore allows one to make clear predictions concerning the combined estimates, thereby providing a powerful benchmark against which to test for the effects of signal correlation on the optimality of multisensory integration.
To this end, ten observers were presented with streams of visual, auditory, and combined audiovisual stimuli that were sometimes correlated ( Figure 1A , see Movie S1 available online). These stimuli, consisting of trains of white noise clicks (Aud.) and/or 30% contrast Gaussian blobs (Vis.), were presented from a variety of different spatial locations within a large 2D display. Observers were instructed to move a visual cursor controlled by a graphic tablet to the perceived location of the stimuli on the screen ( Figure 1B ). Note that in the bimodal trials, the position of the auditory and visual stimuli always physically coincided, even in the temporally uncorrelated trials, and participants were explicitly informed of this fact. If MSI is modulated by temporal correlation, one would expect observers to optimally integrate multisensory spatial cues only when the stimuli are correlated, not when they are uncorrelated. Given that participants were instructed to indicate the perceived location of the stimuli on a 2D display, this paradigm allowed us to test simultaneously for the effects of stimulus correlation on MSI in both the horizontal and vertical dimensions.
In accordance with previous studies, unimodal pointing responses revealed a uniform compression of space in vision and a vertical compression and horizontal expansion of space in audition [15, 16] (Figure 2A) . Such a result is not surprising, *Correspondence: cesare.parise@tuebingen.mpg.de given that it is well known that inaccuracies and distortions in perception can often be induced by prior knowledge [17] (and they are known to be especially pronounced under laboratory conditions such as when the head is fixed or when the localization cues are experimentally impoverished). As a consequence of these distortions, there was always a perceptual conflict between the visual and the auditory percept in the bimodal trials, even though no conflicts were physically present. For our purposes it does not matter how (in)accurate participants' unisensory percepts were; rather, the presence of ''natural'' conflicts allows us to investigate the weighting behavior as a result of integration.
To test for optimality, we first analyzed the precision of observers' localization responses to bimodal stimuli. In keeping with our hypothesis, they were more precise when the audiovisual stimuli were correlated than when they were not ( Figure 2B ). Crucially, the precision of participants' localization responses on those trials in which the visual and auditory stimuli were correlated were no different than predicted by MLE (Equation 3), whereas, on uncorrelated trials, precision was significantly lower than optimal in both the horizontal and vertical dimensions (see Supplemental Experimental Procedures). Yet, localization responses in the uncorrelated bimodal condition, though suboptimal, were still more precise than the best unimodal condition. This indicates some degree of residual multisensory integration. In this regard, it is important to note that here we manipulated the correlation between the fine temporal structures of auditory and visual signals. However, when looking at the temporal structures of these stimuli on a coarser timescale (seconds), visual and auditory signals would nevertheless temporally coincide even in the uncorrelated condition. Moreover, given that we designed the uncorrelated stimuli by independently generating random temporal structures in vision and audition, sometimes also uncorrelated signals had nonzero correlation. It therefore seems reasonable to still find some degree of integration even in the uncorrelated condition.
The perceived position of the correlated stimuli was well predicted by the MLE weighting scheme (Equations 1, 2, and 3) in both the horizontal and vertical dimensions, as indicated by the gray grid in Figure 2A (lower row) . This demonstrates the optimal integration of the correlated audiovisual stimuli. Interestingly though, the empirical visual weights in both the correlated w v (x, y) = (.62, .73) and uncorrelated w v (x, y) = (.66, .64) trials were very similar and in close agreement with optimal weights calculated from Equation 2, w v (x, y) = (.71, .74). Nevertheless, both the localization variance as well as the mean squared error (MSE) of the MLE model to the empirical data were higher for the uncorrelated than the correlated trials in both the vertical and horizontal directions (Figure 2 , inset; see Supplemental Experimental Procedures). This may reflect the adoption of a switching strategy by the participants when the integrated percept started to break down with uncorrelated stimuli [18] .
Given that the perceptual mechanisms for estimating the azimuth and the elevation of a sound source are distinct and based on different perceptual cues [19] , and given that the pointing errors in the horizontal and vertical direction were uncorrelated (see Supplemental Experimental Procedures), the present data set allowed us to simultaneously make two independent assessments of the effect of stimulus correlation on MSI. Notably, the patterns of results emerging from the vertical and horizontal pointing errors were very similar, hence providing independent converging evidence for the effect under study.
These results demonstrate that human observers use the correlation between signals presented in different sensory modalities to integrate audiovisual cues. That is, whenever faced with auditory and visual signals whose fine temporal structures are correlated, the sensory system is more likely to infer a common underlying cause and to integrate the two sources of information optimally into a coherent representation of a single event. In other words, when crossmodal signals are correlated, observers seem to expect such stimuli to refer to the same distal event; conversely, when crossmodal signals are uncorrelated, they are more likely to be considered as being independent (that is, as belonging to different physical events).
It should be noted that these results cannot be explained in terms of audiovisual synchrony, with the auditory and visual stimulus streams being more asynchronous in the uncorrelated condition than in the correlated condition. To this end, we made sure to equate the correlated and uncorrelated conditions in terms of the average audiovisual delays by introducing a 666 ms temporal offset (i.e., asynchrony) between the visual and auditory stimuli on each trial in the correlated condition (i.e., a cross-correlation with a maximum correlation = 1 at a lag of 66 ms). This offset value corresponds to the average temporal gap between the closest neighboring visual and auditory events in the uncorrelated bimodal signals. Therefore, the results of the present study demonstrate that it is the correlation between the temporal structures of the unisensory signals, rather than simply their (a)synchrony, that modulates audiovisual integration. It will be a challenge for future research to investigate the effect of different temporal offsets between correlated stimuli and the possible interactions between correlation and delay.
Our results demonstrate that MSI in the spatial dimension is influenced by the correlation between the signals along the (orthogonal) time dimension. In other words, the temporal correlation between multiple sensory signals promotes spatial MSI by informing the system that two signals have a common physical cause. Correlation provides a measure of statistical dependence between two variables: the higher the correlation, the more strongly two variables are related, but this by no means implies causation. Sensory systems, however, have no direct access to the causal structure of the real world, and therefore causality must be inferred from the available sensory cues. Therefore, knowing that two signals are correlated (i.e., not statistically independent), makes it more likely that the organism will assume a common underlying cause. In this sense, for the human sensory system, correlation really does imply causation.
Experimental Procedures
Nine naive observers and C.V.P. took part in the experiment. All of the participants had normal or corrected-to-normal vision and audition. The visual stimuli consisted of trains of flashes of large, low-contrast (30%) Gaussian blobs (sigma = 34 cm) back-projected against a black background on a matte plexiglass screen (size 217 3 196 cm). The auditory stimuli consisted of trains of white noise clicks delivered via earbuds. The participants were seated 140 cm from the screen, with their head constrained by a chinrest and a headrest and tightened by a temple-clamp.
Each train of visual and auditory stimuli consisted of ten flashes or ten clicks, respectively, randomly scattered over a 2 s temporal interval. Each click and blob had a duration of 16 ms. A new temporal structure (i.e., train of flashes and/or clicks) was generated for each trial. In the bimodal trials, where both visual and auditory stimuli were presented, the temporal structure was either identical in the two modalities (correlated trials) or random (uncorrelated trials, see Movie S1). Unimodal and bimodal trials were presented in separate blocks, preceded by an instruction screen informing the participants about the stimulus type. Auditory and visual trials alternated pseudorandomly in the unimodal blocks; correlated and uncorrelated audiovisual stimuli alternated pseudorandomly in the bimodal blocks of trials. Participants were not informed about the stimulus (un)correlation. To avoid the possibility of crossmodal temporal recalibration [20] , visualleading or auditory-leading trials pseudorandomly alternated in the bimodal block of trials. Each block consisted of 25 trials, and unimodal and bimodal blocks alternated during the experiment.
On each trial, the visual and auditory stimuli were presented pseudorandomly from 1 of 25 spatial positions arranged along a 5 3 5 two-dimensional grid (87.8 3 87.8 cm) aligned with observers' line of sight. The experimental trials consisted of the presentation of stimuli coming from one of the nine central positions in the grid. The external positions, closer to the edges of the screen, were included in order to broaden the stimulus space, thus increasing the positional uncertainty, and hence reduce any bias by participants to point straight ahead. Given that in the external position the visual stimuli were visibly clipped (i.e., the luminance profile of the outer stimuli was not Gaussian) and that the frame of the screen constrained participant responses, data from the outer position of the grid were not included in the analysis.
To create compelling spatialized sounds, in a preliminary session the raw auditory stimuli (clicks) were played from a loudspeaker from each of the 25 spatial positions and recorded with a pair of custom-built miniature microphones placed inside the left and the right ear canals of the blindfolded participants (see Figure 3) . Tailored auditory stimuli were provided by performing this procedure individually for each participant. This ensured that the clicks were filtered by the individual's head-related transfer function (HRTF), thereby providing rich and ecological cues for sound localization. In order to have a large stimulus set and minimize the effect of potential artifacts in the recording procedure, eight clicks were recorded from each spatial position for each participant. On each trial, a new train of clicks was generated by randomly sampling with replacement from the set of clicks recorded from the relevant spatial position. The study was conducted in accordance with the Declaration of Helsinki and had ethical approval from the University of Tü bingen.
Supplemental Information
Supplemental Information includes Supplemental Experimental Procedures and one movie and can be found with this article online at doi:10.1016/j.cub. 2011.11.039. During the recording of the stimuli, a pair of microphones was placed deep inside the ear canal of the observers in order to record the auditory stimuli physically played from each position of the stimulus grid. During the experiment, the earphones were placed inside the ear canal with the speaker positioned at the same depth as the microphones. Observers' head position was kept constant throughout the whole procedure.
