William Cleveland's presentation to the Hong Kong conference was "Computer Intensive Methods and Graphical Methods for Analyzing Multivariate Data;" his approach was that of data analysis -another subject I am not including here.
My paper is devoted to the exposition of elliptically contoured distributions and statistical inference appropriate to such distributions. This class of distributions, provides more flexibility, specifically, it permits nontrivial kurtosis; the marginal distributions can have long tails. At the same time much of the structure of the normal distribuLion is retained.
As we shall see, many of the statistical methods appropriate to normal parent distributions are also suitable for a more general class of elliptically contoured distributions, but since the kurtosis in an elliptically contoured distribution may be quite different from the null kurtosis of the normal other methods are often needed. Such methods may be more robust than normal methods, which are usually based on linear and quadratic functions of the observations. Not only does this larger class of distributions call for new methods, the class forms an excellent framework in which to study and evaluate robust procedures.
It can be expected that in the future much more attention will be paid to the elliptically contoured distribution. This paper will point to some important aspects.
Chmielewski (1981) has given a review of the papers on spherically contoured and elliptically contoured distributions that appeared before 1980. He mentions Maxwell (1860), Bartlett (1934) , and Hartman and Wintner(1940) as three of the earliest papers. Kelker (1970) developed some of the properties of spherically and elliptically contoured distributions. A recent summary is given in Fang and Zhang (1990) . See also .
2 2. The Normal Distribution.
General
The normal distribution of a (nondegenerate) p-component random vector X -(X 1 ,' ", X,)' has a density which can be written 1 e_(2L'),A 1 (z_) (2.1) (27r)p/ 2 1AI/ 2 where P is a p-component vector and A is a positive definite matrix. Integration shows that the mean vector and covariance matrix of X are 2) respectively, There is mnemonic advantage in re-naming this vector V, and this matrix The characteristic function of X is
The moments of X up to order 4 are
Every moment of odd order is 0. The contours of constant density are ellipses The vector U has the uniform distribution on the unit sphere uu' = 1; (2.20) that is, the distribution of PU is that of U for any (fixed) orthogonal matrix P. We write this as
The scalar R and the vector U are independent. We can represent Y as If Y has a density, (3.2) follows from the form g(y'y). where R > 0, U has the uniform distribution on u'u = 1, and R and U are independent. The density of R is found from g(y'y) by transforming to polar coordinates and integrating out the p -1 angles. [See Anderson, (1984) , Problems I to 4, Chapter 7,
for example]. The resulting density is 27 2 P-1 /(r) = r(P/2) r-'g (r'). (3.5)
We note that ER' < 0o if and only if jo 0 rh+p-lg(r 2 )dr <00.
(3.6)
We can write the characteristic function of Y as where A is a nonsingular matrix such that
4(t't) = eiRtW
(3.12)
The characteristic function of X is
Eei s 'X = e' 81 Pq(s'As). 4. X dp+RAU, (3.14)
where R and U were defined above.
Contours of constant density are
(3.15)
We shall denote the distribution of X with characteristic function (3.13) as ECp(p, A; 0).
3.3.
Moments.
The moments of X can be found from the moments of R and U, which are independent. The moments of U were given in Section 2. We find CX =/is, (3.16)
In fact, all moments of X -1A of odd order are 0. The fourth-order moments are obtained from (2.26) and (3.10) as
The first moments of R are related to the characteristic function 0(.) by
The fourth cumulant of the i-th component of X standardized by its standard deviation is (3.23)
Marginal and conditional distributions.
The characteristic function of a linear function of X, say Z = BX. is
by use of (3.13). This shows that Z has the distribution ECp(Bis, BAB'; 0). In particular, if
where X, has ph components, then X, has the distribution ECp( I ), rl; ,O). We can also characterize marginal distributions in terms of the representation (3.14). Consider
where y") and U(') have Pi components and y( 2 ) and U ( 2) have P2 components
(pi + p2 = p). Then R 2 = y(l)'y(') has the distribution of R2U(l)'Ul), and
In the case Y -N(O, Ip) (3.27) has the beta distribution, say B(pi,p 2 ), with density r(p/2) 1 -1
Hence, for arbitrary SP() Then the first pi rows of (3.14) yield
Suppose X has the density [See Anderson (1984) , Chapter 2, Problem 58, and Theorem A. 3.1.] The conditional density of X( 1 ) given X (2 ) = X(2) is (3.32) divided by 9 2 (Q 2 ), where 92(') is the marginal density of X ( 2) at X(2) . Note that g1.2(') is the density of an elliptically contoured distribution. From (3.32) it follows that
where h(z ( 2 )) is a nonnegative function of Z(2) . Note that the conditional expectation of XM ) given Z(2) is the same as for the normal distribution and the conditional covariance matrix is proportional to that to that for the normal. In this sense the structure of the normal distribution is maintained.
3.5.
Examples. , where c > 0 and 0 < e < 1. Usually e is rather small and c rather large.
Sampling.

The density and characteristic function
A random sample from EC,(p&, A; 0) consists of N vectors X 1 , X 2 ,..., XN. The density of the sample is
The characteristic function of the sample is i n, (4.4)
The density of X 1 ,'., XN is That A and t are sufficient statistics and are independent is due to the fact that g(w) is exponential. These properties do not hold for other elliptically contoured distributions.
The asymptotic distribution of the sample mean and covariance matrix
We define the sample covariance matrix as (4.10)
The covariances of t and S are 1
Cov(sij, Ski) See, for example Magnus and Neudecker (1979) . We can rewrite (4.13) as n Cov(vecS) = C(vecS-vec 7)(vecS-vecZ)' 
0-Of(ca) = of(cs) o(c)
Of(ca)
that is, (for c = 1) 
Tyler (1983) gave the above result in Theorem 1. Here vi are the characteristic roots of (1+ X) 2---0 ). 
Example. Correlation coefficients. Let
Estimation of the kurtosis parameter.
To apply the large-sample distribution theory derived for normal distributions to problems of inference for elliptically contoured distributions it is necessary to know or estimate the kurtosis parameter re. Note that 
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5. Estimation of Covariance Parameters.
Maximum likelihood estimation
We have considered using S as an estimator of X = (ER 2 /p)A. When the parent distribution is normal, S is the sufficient statistic invariant with respect to translations and hence is the efficient unbiased estimator. Now we study other estimators.
We consider first the maximum likelihood estimators of p and A when the form of the density g(-) is known. The logarithm of the likelihood function is
The derivatives of log L with respect to the components of I are
Setting this vector of derivatives to 0 leads to the equation 
)]
Setting to 0 the derivatives of log L with respect to the elements of A 1 gives
The estimator A is a kind of weighted average of the rank 1 matrices (, -js)(z, -4)'.
In the normal case [g(y) given by (4. 
Robust estimators.
Maronna (1976) has studied robust estimators or M-estimators. Set 1 , d2 >r A Huber-type estimator is denoted by HUB(q), where q = Pr{X2 > r} and /# is determined by .Xu2(2) = p. The distributions are the multivariate t-distributions with 1 and 5 degrees of freedom, the contaminated normal (CN) with e = .1 and c = 9, and the normal. The two values, a, and a2, for the maximum likelihood estimator ML:T (1) and CN. We see that S is not a very robust estimator.
Spherical Matrix Distributions
The observations 0 ,... XN constitute an N x p matrix X-(6.1)
Consider an N x p random matrix Y. We define the following classes of matrices:
3)
Vector-spherical 
(6.17)
Since X -CNAs' = (X -CNV) + CN(a' -S)', we can write the density of X as The maximum likelihood estimators of t& and A are [Anderson, Fang, and Hsu (1986) ]. Note that i is the same estimator as for the normal and A is a multiple of the estimator of A in the normal case. Hence, if its distribution is known for the normal case, the distribution is valid for all elliptically contoured distributions. Anderson and Fang (1990b) gave the examples of the correlation coefficients and the multiple correlation coefficient. They also showed that when i = 0 the distribution of Hotelling's T 2 = NSS-1 z does not depend on 9(.). Any likelihood ratio criterion under normality that is scale invariant and location-invariant in the sense of Suppose further that w = w, xwI, l = f,,Xfl, Al/ 1 ,A 2 E w., implies p 2 -p 1 E wm, IA 1 ,p 2 E fl, implies IA2 -tI E 0, As E w,,, implies cp& E w,, and IA E !n, implies cIA E fl, V c. Then if the distribution of the LRC does not depend on (pu, A) under normality, it does not depend on g(.) or on (IA, A). Anderson, Fang, and Hsu gave several examples including the test for lack of correho.ion between sets of variates.
They pointed out that the result also applies to tests of equality of several covariance matrices.
