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Abstract
This paper contains results on asymmetries of anti-automorphisms of central simple algebras,
following on from a recent paper of Cortella and Tignol, and also some properties of trace forms
of anti-automorphisms.
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1. Introduction
The asymmetry of a K-linear anti-automorphism of a central simple K-algebra was
de9ned in [2] and the notion of determinant of such an anti-automorphism was intro-
duced. The concept of asymmetry in the split case goes back to the work of Williamson
[11] and was subsequently examined by others including Riehm [8], Ballantine [1],
and Djokovi>c [3]. In this paper we examine the characterization of these asymme-
tries and give a simpler formulation of the characterization of Cortella and Tignol
[2]. We also investigate the trace form of an anti-automorphism, in particular obtain-
ing results on the determinant and the signature of the trace form. We then move
on to anti-automorphisms of the second kind, extending the classical idea of involu-
tions of the second kind, and in particular we examine the notion of asymmetry for
anti-automorphisms of the second kind. This is a notion which seems meaningful only
when the underlying algebra admits an involution of the second kind and even then
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only makes sense when regarded as being associated to a sesquilinear form rather than
to the adjoint anti-automorphism of the form.
2. Anti-automorphisms of the rst kind and asymmetries
Let K be a 9eld and let A be a central simple algebra over K .
Let  be an anti-automorphism of A, i.e.  is bijective, (x+ y)= (x)+ (y) and
(xy) = (y)(x) for all x; y∈A.
If also  is of period 2 (i.e. 2(x) = x for all x∈A but  is not the identity map),
then we call  an involution.
We say that an anti-automorphism  is of the rst kind provided that  is K-linear.
This means that the restriction of  to the centre K of A is the identity map. If the
restriction of  to the centre K of A is an automorphism of period two we say that  is
an anti-automorphism of the second kind. When the anti-automorphism is an involution
we talk of involutions of the 9rst and second kind.
It should be noted that an involution of A is necessarily of the 9rst kind or of the
second kind. However this is not so for anti-automorphisms in general because the
restriction of  to K is an automorphism of K but not necessarily of period 6 2. We
con9ne ourselves in this article to anti-automorphisms of either the 9rst or second kind.
Also one could study anti-automorphisms of more general algebras but we leave that
to a future article.
Cortella and Tignol [2] have recently de9ned the notion of asymmetry of an anti-
automorphism  of the 9rst kind of a central simple K-algebra A. They de9ne it via a
linear involution  :A→ A given by (x) =
∑
eixfi where {ei} is a basis of A and
{fi} is the dual basis with respect to the bilinear pairing Tr(x; y) = TrA((x)y) for
x; y∈A, where TrA is the reduced trace. This map  has the properties that ()2=IdA
and that (xyz) = (z)(y)−1(x) for all x; y; z ∈A.
The asymmetry of  is the element denoted a of A de9ned by a = (1).
The following properties are easily veri9ed:
2(x) = axa−1 ,
1 = (a) = (a)a,
and indeed a is uniquely determined up to sign by these properties.
In [2] Cortella and Tignol pose and answer the question as to when a given invertible
element a of A is the asymmetry of some anti-automorphism of the 9rst kind of A. In
the non-split case, i.e. when A is not isomorphic to the algebra of all n × n matrices
over K , they prove that a is such an asymmetry if and only if a is conjugate to a−1
in the multiplicative group of invertible elements of A. In the split case they show
that as well as the above condition about conjugacy with a−1 two more conditions are
needed. These conditions involve the dimensions of certain quotient spaces de9ned via
the action of a± 1 on A. We refer the reader to [2] for the precise de9nition of these
quotient spaces. We will not be using them in this paper.
Our 9rst observation is that the characterization of asymmetries in the split case can
be reformulated in an equivalent but neater manner as in Ballantine [1]. His theorem
is stated and proved in matrix form.
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Theorem 1 (Ballantine). In the split case a is an asymmetry if and only if each of
the following three conditions holds:
(1) a is conjugate to a−1,
(2) rank (a− 1)2j+1 has the same parity for all j¿ 0,
(3) rank (a+ 1)2j has the same parity for all j¿ 0.
Proof. See [1].
We should point out that in the split case we can write everything in matrix form
and any anti-automorphism  of the 9rst kind can be written as (x)= s−1xts for some
invertible s∈A. Here t denotes transpose. The asymmetry of a can then be written as
s−1st (and the linear involution  is given by (x)= s−1xtst). Thus, in the split case,
asymmetries are precisely the elements expressible in the form s−1st for some s∈A.
Each anti-automorphism is the adjoint of a bilinear form (determined uniquely up to a
scalar multiple) and the matrix s represents the bilinear form corresponding to . The
asymmetry a may be regarded as measuring by how much the bilinear form fails to be
symmetric. (When a=1 the form is symmetric and when a=−1 it is skew-symmetric.)
We also note that the matrix de9nition of an asymmetry gives a linear map which
does not depend on a choice of basis. If A = EndKV and the matrix s represents
a bilinear form b on V then a change of basis will yield a congruent matrix ptsp
representing b. (Here p is the matrix of change of basis). The matrix giving the
asymmetry is now (ptsp)−1(ptsp)t =p−1(s−1st)p so that it represents the same linear
map but with respect to the new basis. This also applies in the non-split case when A=
EndDV for a division algebra D equipped with an involution H, the matrix s representing
a sesquilinear form on V , and s−1 Hs t giving the asymmetry.
Our second observation also concerns the split case where we can give another
necessary and suIcient condition for an element to be an asymmetry.
Proposition 2. Let A be the algebra of all n × n matrices over K. Then an element
a∈A is the asymmetry of some anti-automorphism of A if and only if a is a com-
mutator of symmetric matrices, i.e. a = [u; v] = u−1v−1uv for some u; v in A with
ut = u; vt = v.
Proof. If a= u−1v−1uv for some u; v in A with ut = u; vt = v then a= (vu)−1(vu)t and
so a is an asymmetry.
For the converse we use a result of Taussky and Zassenhaus [10] which says that
any matrix over a 9eld is similar to its transpose and the similarity can be achieved
via a symmetric matrix, i.e. there exists a symmetric matrix p such that psp−1 = st .
It now follows easily that a= [ps; p−1] with ps and p being symmetric.
Remark 3. It is not clear whether there is an appropriate generalization of this result
to the non-split case.
In the same way as for an involution we may consider the trace form of an anti-
automorphism. This is the quadratic form T :A → K; T(x) = TrA=K ((x)x) for all
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x∈A, where TrA=K denotes the reduced trace map. The associated symmetric bilinear
form is B :A×A→ K; B(x; y)= (1=2)TrA=K ((x)y+ (y)x) for all x; y∈A, provided
that char(K) = 2.
When  is an involution the properties of T are well-known and appear in [4,
Chapter 2]. It is natural to investigate whether any of these properties carry over
to the case when  is an anti-automorphism but not necessarily an involution. The
9rst important diLerence is that T need not necessarily be a non-singular form. The
following proposition gives exactly the condition needed for non-singularity.
Proposition 4. Let  be an anti-automorphism of the rst kind on a central simple
K-algebra A; char(K) = 2. Let T be the trace form and let a be the asymmetry of
. Then the following statements are equivalent:
(i) T is a non-singular quadratic form.
(ii) The equation 2(x) + x = 0 has no non-zero solution for x∈A.
(iii) The equation xa + ax= 0 has no non-zero solution for x∈A, i.e. there are no
non-zero elements of A which anti-commute with a.
(iv) If  is an eigenvalue of a (in some splitting eld) then − cannot also be an
eigenvalue of a.
Proof. We 9rst show that (i) is equivalent to (ii).
If (i) is false then there exists a non-zero element z of A such that B(z; y) =
(1=2)TrA=K ((z)y+(y)z)=0 for all y∈A. Since  is bijective we may write z=(x)
for some non-zero x∈A so that TrA=K ((2(x)y + (y)(x)) = 0 for all y∈A. Now
TrA=K ((a)) = TrA=K (a) for all a∈A and hence, using the non-singularity of the usual
trace form of A, we see that 2(x) + x = 0, i.e. (ii) is false.
Conversely if (ii) is false then B((x); y) = (1=2)TrA=K (2(x)y+ (y)(x)) = (1=2)
TrA=K (−xy + (xy)) = 0 for all y∈A. This shows that (i) is false.
The equivalence of (ii) and (iii) follows from the fact that 2(x) = a−1 xa for all
x∈A. The equivalence of (iii) and (iv) is a well-known result in linear algebra. This
completes the proof.
It is a well-known property of trace forms of involutions of the 9rst kind that the de-
terminant is always a square in the base 9eld. This carries over to anti-automorphisms.
Proposition 5. Let  be an anti-automorphism of the rst kind on a central simple
K-algebra A; char(K) = 2. Let T be the trace form and let a be the asymmetry of
. Then the determinant of T is a square in K.
Proof. If T is singular then detT = 0 which is a square in K .
If T is non-singular it suIces to prove the result in the case when A is split. (By
a standard argument we pass to a generic splitting 9eld L of A, and use the injectivity
of the natural map K˙=K˙2 → L˙=L˙2. See [6] for example.)
In the split case we may assume A = MnL and that  is given by (x) = s−1xts
for some invertible s∈A. It follows easily that the form B is represented by the
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matrix m= (1=2)(s⊗ s+ st ⊗ st). (See [7, p. 227]). Now we can write m= (1=2)(s⊗
s)(a⊗ I)(a−1 ⊗ I + I ⊗ a) where a= s−1st is the asymmetry of , and I denotes the
identity matrix. We note that det(s⊗ s)= (det s)2n=1 in L˙=L˙2 and det(a⊗ I)=1 since
det a=1. The fact that det (1=2)(a−1⊗ I+ I⊗a)=1 in L˙=L˙2 follows from a theorem of
Stephanos [9], or see [5]. (We can use the same argument as [7, p. 225]. The matrix
(a−1⊗I+I⊗a) is a Kronecker sum, and a is similar to a−1 so that they must have the
same eigenvalues. If 1; 2; : : : ; n are the (not necessarily distinct) eigenvalues of a in
some splitting 9eld E of its characteristic polynomial then the Stephanos theorem says
that the eigenvalues of (1=2)(a−1 ⊗ I + I ⊗ a) are 1; 2; : : : ; n, each occurring once,
together with (1=2)(i + j); i = j, each occurring twice. Our result follows from the
facts that det a=1 and that
∏
i =j(i+j) is invariant under permutations of 1; 2; : : : ; n
and hence, by Galois theory, is an element of L rather than E). This completes the
proof.
Remark 6. The determinant of the bilinear pairing Tr is also a square. Indeed it is
the square of det  where det  is de9ned in [2, p. 191], since  ⊗  corresponds
to the adjoint anti-automorphism of Tr under the canonical isomorphism A ⊗F A →
EndFA; a⊗ b→ g, where g(x) = ax(b) for a; b; x∈A.
Another well-known property of trace forms of involutions of the 9rst kind concerns
the signature at any ordering of the base 9eld K . The signature is always a square.
(This leads to the de9nition of signature of an involution  as the square root of the
signature of T. See [4, II.11.10].)
This property does not carry over to anti-automorphisms. The reader may check that
for A =M3R, the full matrix algebra of 3 × 3 matrices over the real numbers R and









the trace form T is non-singular and has signature 5.
We should note that for algebras of degree two the signature of T will always be
a square. This is because det T = 1 which implies that the values of any signature of
T can only lie in {4; 0;−4}, and the value −4 cannot occur since T is certainly not
negative-de9nite.
We have found no examples where any signature of T is negative and we conjecture
that the signatures of T are always non-negative.
3. Asymmetries for anti-automorphisms of the second kind
We will 9rst examine the split case where the diIculties in giving a suitable de9ni-
tion of asymmetry already arise. Let A be isomorphic to the algebra MnK of all n× n
matrices with entries from the 9eld K . In matrix-theoretic terms any anti-automorphism
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 of the second kind can be written as (x) = s−1 Hx ts for some invertible s∈A. Here
t denotes transpose and Hz denoted the conjugation on the quadratic extension 9eld K .
We would hope to de9ne the “asymmetry” of  to be s−1 Hs t . However  depends
on s only up to a multiple by a scalar  from K and replacing s by s will change
the “asymmetry” by a factor H=, i.e. an element of F of norm one, F being the
9xed 9eld of the involution Hz on K and the norm being that from K to F . Thus the
“asymmetry” really depends on s rather than on . In a more conceptual way we can
regard our “asymmetry” as being associated to a sesquilinear form Kn ×Kn → K , this
form being given by the matrix s. One can indeed de9ne the notion of asymmetry
of a non-singular sesquilinear form in exactly the same manner as was done for the
asymmetry of a non-singular bilinear form in [2].
Proposition 7. Let h :V × V → K be a non-singular sesquilinear form dened on
a nite dimensional vector space V over K. There is a unique map h : EndKV →
EndKV and a unique invertible linear map ah :V → V satisfying the following two
conditions;
h(f(x); y) = h(x; h(f)(y) for all x; y∈V; all f∈EndKV;
h(x; y) = h(y; ah(x)) for all x; y∈V:
The map h is a K-semilinear anti-automorphism with the following properties:
h(ah) = a−1h ;
2h(f) = ah ◦ f ◦ a−1h for all f∈EndKV:
Proof. The proof of [2, Proposition 2] can easily be adapted to go through for sesquilin-
ear forms, using the space HV ∗, the conjugate dual space, in place of the dual space.
We can interpret h as the adjoint anti-automorphism of the sesquilinear form h, and
ah as the asymmetry of h. The asymmetry ah measures by how much the sesquilinear
form h fails to be hermitian-symmetric.
Remark 8. A K-semilinear involution h : EndKV → EndKV can also be de9ned via
the equation
h(x; f(y)) = h(y; h(f)(x)) for all x; y∈V; all f∈EndKV:
It has the properties 2h =1; h(1) = ah, and h(f ◦ g ◦ k) = h(k) ◦ h(g) ◦ h(f) for all
f; g; k ∈EndKV . This can be proved in the same manner as [2, Proposition 3].
The characterization problem for asymmetries of sesquilinear forms in the split case
has already been solved by Ballantine [1] and also by Djokovi>c [3].
Theorem 9 (Ballantine, Djokovi>c). Let A = EndKV where V is a nite-dimensional
K-vector space. Let a be an invertible element of A. Then a is the asymmetry of
some sesquilinear form on V if and only if a−1 is conjugate to Ha t in A×.
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Remark 10. The proofs of Ballantine and Djokovi>c are both matrix-theoretic and we
refer the reader to their papers for the details.
Now we look at the non-split case. The fact that there can exist algebras which admit
anti-automorphisms but not involutions of the second kind causes extra diIculties. We
cannot de9ne sesquilinear forms when there are no involutions. The correspondence
between anti-automorphisms and sesquilinear forms via the adjoint breaks down in the
case when the algebra A does not admit an involution of the second kind. In this
situation the notion of asymmetry does not seem to be meaningful.
Provided that A admits an involution of the second kind then A is isomorphic to
EndDV , where V is an n-dimensional D-vector space, and D is a K-division algebra
equipped with an involution H of the second kind. Any K-semilinear anti-automorphism
 of A will be the adjoint of some non-singular sesquilinear form h :V × V → D. We
can regard A as isomorphic to MnD for some division algebra D and (x) = s−1 Hx ts
where H is an involution of the second kind on D. Then we can de9ne the asymmetry ah
of h by ah= s−1 Hs t . Equivalently, but more conceptually, by identifying A with EndDV
we can de9ne ah ∈A via the equation
h(x; y) = h(y; ah(x)) for all x; y∈V:
We could of course de9ne the adjoint anti-automorphism h of the form h in the same
manner as in the split case. Again it is sensible to attach the asymmetry ah to the form
h and not to the anti-automorphism h. Replacing h by a scalar multiple h will not
change the adjoint anti-automorphism but will change the asymmetry.
Lemma 11. Let D be a K-division algebra equipped with an involution Hz of the second
kind. Let hi :Dn×Dn → D; i=1; 2, be the non-singular sesquilinear form represented
by the matrix si ∈MnD; i = 1; 2. Let ai be the asymmetry of hi; i = 1; 2. Let 1 be
the adjoint anti-automorphism of h1. Then there exists an invertible matrix u∈MnD
such that a2 = u−11(u)a1.





i = 1; 2, and 1(x) = s−11 Hx
ts1 for all x∈MnD.
We can prove the following characterization theorem.
Theorem 12. Let the central simple K-algebra A admit an involution J of the second
kind. An invertible element a of A will be the asymmetry of some sesquilinear form
if and only if a−1 is conjugate to J (a) in A×.
Proof. A is isomorphic to MnD where D is a division algebra which admits an in-
volution H of the second kind. It follows from the Skolem–Noether theorem that the
involution J and the involution Ht will diLer by an inner automorphism. Let a be the
asymmetry of a sesquilinear form h over (D; H) and suppose h is represented by a matrix
s∈MnD. Then the adjoint anti-automorphism  of the form h is given by (x)=s−1 Hx ts
for some s∈A, and the asymmetry a= s−1 Hs t . It is easy to check that if a= s−1 Hs t then
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a−1 = s−1 Ha ts which yields that a−1 is conjugate to J (a) because Ha t is conjugate to
J (a).
For the converse implication suppose that a is an invertible element of A and that
a−1 is conjugate to J (a). Let L be a splitting 9eld of A so that A⊗K L is isomorphic
to the matrix algebra MnL. Then (a⊗1)−1is conjugate to (J ⊗1)(a⊗1) so that, by the
Ballantine–Djokovi>c theorem, a⊗1 is the asymmetry of some sesquilinear form h :Ln×
Ln → L. Let ( be the adjoint anti-automorphism of h. This is de9ned on EndLLn which
is isomorphic to A⊗K L. Let h1 :Dn×Dn → D be a sesquilinear form with asymmetry
a1 ∈A and adjoint anti-automorphism 1 de9ned on A. The anti-automorphisms ( and
1 ⊗ 1 must diLer by an inner automorphism, i.e. there exists an invertible element u
of A⊗K L such that ((x) = u(1 ⊗ 1)(x)u−1 for all x∈A⊗K L. The sesquilinear form
h1 ⊗ 1 : (Dn ⊗ L)× (Dn ⊗ L)→ D ⊗ L; (x ⊗ ; y ⊗ )) → J ()h1(x; y))
has asymmetry a1⊗1 and the last lemma shows that the asymmetries a⊗1 and a1⊗1
are related by the equation a⊗1=u−1(1⊗1)(u)(a1⊗1). We now follow the argument
used in [2, Theorem 2]. We use the above notation and consider the K-vector subspace
W of A de9ned by
W = {x∈A | xa= 1(x)a1}:
From above we know that W ⊗K L contains an invertible element. We will show that
W contains an invertible element by showing that the reduced norm polynomial does
not vanish on W . It does not vanish on W ⊗K L for any splitting 9eld L of A since
we have shown that W ⊗K L contains an invertible element. Hence, if K is an in9nite
9eld, it cannot vanish on W . If K were a 9nite 9eld then A would be split and we
have already dealt with the split case. Let w be an invertible element of W so that
a = w−1(w)a1. Suppose now that the sesquilinear form h1 is given by the matrix
s∈MnD. Then the above lemma shows that a is the asymmetry of the sesquilinear
form h2 :Dn × Dn → D, whose matrix is given by sw. This completes the proof.
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