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Abstract 
This paper deals with methods for clustering of continuous signals such as time series data sets. Centers of classes are 
determined with the help of  the neural network with process input, which is an extension of the traditional artificial neural network 
into the time domain. Collaborative Artificial Bee Colony  algorithm is based on the search of food behaviour of honey bees for 
training in a non-trajectory way. An Enhancement has been done to the original Artificial Bee Colony (ABC) algorithm and was 
used to discover suitable domain specific architectures. The C-ABC has great explorative search features and better convergence 
compared to the original algorithm and it was proved empirically that it avoids local minima by promoting exploration of the search 
space. In SPNN(Self Organizing Process Neural Network), the inputs and weights are related to instantaneous conditions. The 
proposed algorithm results in clustering the data sets with reduced error rate and better convergence rate. The tests are conducted on 
empirical data in matlab. 
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1. Introduction 
In neural networks research at present, the most popular and effective model is a feedforward neural network. It is 
quite successful in many domains, such as pattern recognition, classification and clustering, adaptive control and 
learning, etc. Clustering is a common problem  in signal processing and combinatorial analysis. When the class 
number is unknown, the method of merging samples into classes is called “clustering”. For clustering, the 
classification structure of research objects does not need to be known beforehand, and it can be classified according to 
similarities among the research objects, which are not restricted by the current level of study of research objects and 
prior knowledge. The feedforward neural network (such as a self-organizing mapping neural network without 
teaching) adopting the self-organizing competitive learning algorithm with process input is a young approach to obtain 
the perfect cluster, which is broadly applied to many fields including data mining, association analysis, etc. 
2. SPNN Structure: 
Self-organizing process neural networks have a two-layer structure consisting of the input layer and the competitive 
layer composed of process neurons. All nodes in the input layer and the competitive layer connect fully with one 
another, and their input signals and the connection weights of the network may be time-dependent functions. The 
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network adaptively extracts connotative pattern characteristics in input functions, carries out self organization, and 
exhibits the action result in the competitive layer. 
Without loss of generality, suppose that the input space of the network is (C[0,T])n where [0,T] is the signal input 
process interval. Suppose that the input function of the system is X(t)=(xl(t),x2(t), … ,xn(t)), and the output is a static 
vector representing a pattern class. The topological structure of the network 
 
 
Competitive layer 
 
wij(t) 
 
 
Input layer 
 
Fig 1.  Self-organizing process neural network 
wij(t) (i=1,2,.. .,n; j=1,2,… ,m) is the connection weight function between the input node i and the competitive process 
neuron node j; yj (j=1,2,… ,m) is the output of the process neuron j. In practice , they represent a group of similarity 
degree. 
2.1. Learning Algorithm 
Suppose that the training sample set for the network is {X1(t),X2(t),… ,XK (t)} where Xk(t) (C[O,T])n. All these 
samples belong to one of m given pattern classes according to some criteria. The output of the competitive layer node 
represents a pattern class and the weight function connected with the node includes basic characteristic information  of 
the pattern class. 
2.1.1. Competitive learning algorithm 
2.1.1.1. Competitive learning rule 
When the network is trained, the training samples X1(t),X2(t) ,…,Xk(t) are imported at the input terminal 
according to determinate or random order . The total weighted input signal from various nodes in the input layer to the 
process neuron node j in the competitive layer is 
=       (1) 
If the similarity coefficient of the kth input sample vector Xk (t) and the connection weight function vector Wj(t) of the 
neuron node j is considered then the competitive layer is 
=          (2) 
 
=       (3) 
Where Wj(t) = (w1j(t), w2j(t),,…, wnj(t) for j=1 , 2, …m. 
Here, the node j* with the maximal similarity coefficient wins in the competition, i.e. j* satisfies 
         (4) 
For the input sample vector Xk(t), if the node j*  wins in the competition, then the weights are adjusted according to the 
following rule: when the network again encounters the input Xk(t) or an input sample vector similar to Xk(t) the 
winning probability of the node j* is increased, i.e. wij(t) (i=1,2,. . .,n;j=I,2,…,m) is adjusted so as to make the weight 
function Wj*(t) move toward the sample Xk(t) by algorithm  adjusting, and finally make the output of the wining 
neuron  j* represent the pattern class that Xk(t) represents. 
 y2   
x1(t)   xn(t) 
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2.1.1.2. Function orthogonal basis expansion 
The computation and the training of self organizing process neural networks includes the accumulative operation (for 
instance integral operation) of process neurons over time, so the learning algorithm based on orthogonal function basis 
expansion can be adopted. 
Suppose that b1(t),b2(t), … ,bk (t),.. are a group of standard orthogonal basis functions in C[0,T], X(t)=(xl(t),x2(t), ,xn(t)) is 
the function in an input space. Under the given fitting precision, xi(t) is expressed in the finite expansion form of basis 
functions, i.e. 
 
        
 (5)  
In addition, the weight function wi(t) is also expanded by b1(t),b2(t), … ,bL(t). 
      (6) 
where  is the connection weight between the input layer and the competitive layer of wij(t) corresponding to bl(t) .So 
according to the  orthogonality of basis functions after substituting,  
      (7) 
Where k=1,2,….K; j=1,2,….m. 
2.2. SPNN Algorithm 
Step1: Generate randomly an initial value of  (j=1,2,….m; i=1,2,….n; l=1,2,….L) in the interval [0,1]; 
Step 2: The input training sample  is expanded by the orthogonal basis functions 
 according to Eq.(5). 
         (8) 
Step 3: Calculate  according to Eq.(7). 
Step 4: Determine the winning process neuron j* according to Eq. (4). 
Step 5: The connection weights linked with the winning process neuron j* are  modified as follows while other weight 
functions remain unchanged 
      (9) 
Where η is the learning rate constant.  
When the maximum  is small enough(less than a preset small vaue), the training ends, or else let 
     (10) 
Step 6: Choose another training sample , return to Step 2 and continue with the modified connection weight. After the 
network training finishes, for any pattern sample X(t) waiting for identification, calculate 
  
 
 
 
For j=1,2,….m. If j* satisfies  
 
Then the pattern class which the process neuron j* stands for is just the pattern class of the sample X(t) . It is obvious 
that the above algorithm is used to cluster input samples. A group of samples are clustered into several sub-classes 
through the above algorithm. 
3. ABC Algorithm 
The ABC algorithm is initially proposed by Karaboga (D. Karaboga.. 2005) and further developed by 
Karaboga and Basturk(D. Karaboga and B. Basturk ..2007, 2008). In the ABC algorithm, the colony of artificial bees 
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is categorized into three groups namely employed bees, onlookers, and scouts. Employed bees are associated with a 
particular food source, where they are currently exploiting or employed at. They carry information about particular 
food source and pass the information to onlookers. Onlooker bees are those bees that are waiting on the dance area in 
the hive to gather information from the employed bees about the food sources, and then make a decision to choose 
food source. A Scout bee is a bee which makes random search to choose food source.  
 
The Hive memory (HM) is a matrix of the best solution vectors attained so far. The Hive Memory Size 
(HMS) is set prior to running the algorithm. The number of components in each hive vector N is analogous to the 
fluids‟ values collected from N flowers. It represents the total number of decision variables. Each fluid value is drawn 
from a pre-specified range of values. The ranges starting and end limits are specified by two vectors XS and XE both 
having the same length N. Each Hive vector is also associated with a nectar quality value based on an objective 
function f(x). 
 
In order to improve new hive vector, each decision variable i.e, flower quality value is considered separately 
and Hive search uses certain parameters to reflect probabilistic choices. Those parameters are Hive Memory 
Considering Value (HMCV) and the Fluid Adjustment Value (FAV). The former determines the probability of taking 
a flower liquid from memory or taking a new random one. The later determines the probability of whether the liquid 
that is taken from memory to be adjusted or not. Adjustment value for each decision variable is drawn from the 
respective component in the Savor Vector (SV) having the size N. The adjustment process should guarantee that the 
resultant fluid liquid value is within the permissible range specified by XS and XE.  
 
The C-ABC algorithm would require the initialization for number of parameters. These are HMS, HMCV, 
FAV, SV and maximum number of improvisations (MAXIMP) for which the algorithm terminates. The pseudo code 
for the ABC algorithm proposed by Karaboga has been stated in the following lines. 
1. Cycle=1 
2. Initialize the food source positions xi, i= 1,…SN 
3. Evaluate the nectar amount (fitness function fiti) of food sources 
4. Repeat 
5.   „Employed Bees‟ Phase  
          For each employed bee 
           Produce new food source positions vi 
           Calculate the value fiti 
          Apply greedy selection mechanism 
        End For 
6. Calcuate the probability values pi for the solution. 
7. Onlooker Bees Phase 
For each onlooker bee 
  Chooses a food source depending on pi 
  Produce new food source positions vi 
  Calculate the value fiti 
  Apply greedy selection mechanism 
EndFor 
8. Scout Bee Phase 
If there is an employed bee becomes scout then replace it with a new random source positions 
9. Memorize the best solution achieved so far 
10. Cycle=cycle+1 
11. Until cycle=Maximum Cycle Number 
 
The main steps of the algorithm are given below. 
      In the initialization phase, the ABC algorithm generates a randomly distributed initial food source positions of SN 
solutions, where SN denotes the size of employed bees or onlooker bees. Each solution xi = (i= 1, 2, . . . , SN) is a D-
dimensional vector. Here, D is the number of optimization parameters and then evaluate each nectar amount fiti. In the 
ABC algorithm, nectar amount is the value of benchmark function. 
     In the employed bees‟ phase, each employed bee finds a new food source vi in the neighborhood of its current 
source xi. The new food source is calculated using the following expression: 
 vij = xij + φij (xij − xkj),         (11) 
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where k ∈ (1, 2, . . . , SN)  and j ∈ (1, 2, . . . , D) are randomly chosen indexes, and k , φij is a random number 
between[−1, 1]. And then employed bee compares the new one against the current solution and memorizes the better 
one by means of a greedy selection mechanism. In the onlooker bees‟ phase, each onlooker chooses a food source with 
a probability which is related to the nectar amount (fitness) of a food source shared by employed bees. Probability is 
calculated using the following expression: 
 pi =           (12) 
   In the scout bee phase, if a food source cannot be improved through a predetermined cycles, called limit, it is 
removed from the population, and the employed bee of that food source becomes scout. The scout bee finds a new 
random food source position using the equation below: 
= +rand[0.1]( - )                       (13) 
where  and  are lower and upper bounds of parameter j, respectively. These steps are repeated through a 
predetermined number of cycles, called Maximum Cycle Number (MCN), or until a termination criterion is satisfied 
(D. Karaboga 2005, D. Karaboga and B. Basturk 2008., B. Akay and D. Karaboga 2009) 
4.  Collaborative ABC Algorithm 
Our proposed C-ABC based SPNN learning method is a hybrid meta-heuristic approach, which is a  
combination of ABC and Harmonic Search(HS) algorithms. Our proposed algorithm has been used to adapt the 
connection weights, network architecture, the features of time series input data and the learning algorithms according 
to the problem environment. In C-ABC, the parameter values of FAV and SV are not static before starting the 
algorithm and they change dynamically as the iteration increases and which is shown in Fig. 2. The proposed 
technique has been tested on three different bench mark time series data sets. Emprical results reveal that the proposed 
technique is efficient in spite of the computational complexity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2. The Collaborative ABC to set the FAV and SV values dynamically 
 
One of the common termination criteria in BP is the difference between the current Sum of Squared Errors (SSE) 
value and the value obtained in the previous iteration (J.H. Lee and Y.S. Yoon,2009). If this difference is smaller than 
some small value(ε) then learning come to an end. In the proposed method the Mean Absolute Percent Error (MPSE) 
and Root Of Mean Square Error (RMSE) are considered as termination criteria. 
The proposed algorithm C-ABC is summarized as follows. 
Algorithm C-ABC 
Step1: Setup the objective function of the training as the fittest function of C-ABC and the generalized Gaussian 
mixture functions as the weight functions of PNs. 
Step 2: Set parameters of C-ABC (f –food source, HMS – Hive Memory Size) and initialize food source positions  
according to equation 2.3 ,  
FAVmax
 
max 
FAVmin
 
max 
Iteration max 
SVmax
 
max 
SVmin
 
max 
Iteration max 
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Step 3: Calculate the fitness values of the food sources.  
Step 4: Set cycle to 1. 
Repeat 
    For each employed bee  
      For each decision variable(j)  
         If (rand()<HMCV) then new solution vij= old solution xaj where aε(1,2,….HMS) 
           If (rand() <FAV) then vij  = fij + ij (fij – fkj) where ij  is a random number between [-1,1]  
 Caculate the fitness of the new solution ; Apply the greedy selection process 
   For each onlooker bee  
Choose a solution Zi depending on Pi , where Pi = fiti /   
Produce new solution vij, where vij  = fij + ij (fij – fkj) ; Caculate the fitness of the new solution  
Apply the greedy selection process 
If there is an abandoned solution then  
Replace that solution with the new randomly produced solution with help of scout bee. 
Memorize the best solution achieved so far; Assign cycle to cycle +1. 
        Until cycle = maximum number of iteration. 
Step5: If the result is not satisfactory, goto step 2. 
The Proposed algorithm in training can be sum up as follows. 
1. Create an initial set of randomized solutions (random topologies). 
2. Train the Food source using C-ABC algorithm 
3. Select an existing solution Food source randomly according to HMCV. 
4. Do Fluid adjustment according to FAV. If it is better than worst replace it in the place of worst. 
5. Repeat the above steps for a given number of generations. 
4.1. Data Structure 
When SPNN Learning is initiated, the iterative process of providing the learning patterns of the dataset to the 
network‟s input continues till some termination condition is satisfied. 
The termination condition for SPNN guarantees that the best pattern would be evaluated depending on the 
following two targets: 
MPAE =   RMSE=  
Where -  observed value;    - predicted value 
4.2. Design Architecture 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.Design process of evolutionary process neural artchitectures 
5. Discussion 
Artificial Bee Colony Learning Method (ABC-LM) consumes less time compared with C-ABC, but achieved RMSE 
and MAPE are better in C-ABC. The C-ABC is not using gradient data. The simultaneous optimization of structure 
and the parameters of the SPNN‟s are obtained.  
C-ABC has the capability to handle high dimensional data learning problems with the help of GGMFs as the 
weight functions. It also has the ability to solve multi-objective optimization. The computational ability of C-ABC for 
PNNs can be referred as 
CA=T × F × L 
Randomization or fluid 
Adjustment 
Better among existing 
Fitness 
Evaluation 
ANN  Training 
Trained 
ANN  
New FoodSource 
Best 
FoodSource 
Find New 
FoodSource 
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T-amount of each feed-forward calculation of SPNN with fitness calculation for C-ABC; F-Number of food sources in Hive; L-Maximum 
number of Loops 
6. Test Results 
Experimental Setups: The objective is to predict the traffic ﬂow of loop 717898, which lies in the middle of the five 
loops, in the next five minutes. The previous five records from all the five loops to predict the next value of the third 
loop have been used. The data from the first two weeks which contains 120 samples have been used to train the three 
models mentioned above, and the data of the third week which has 55 samples have been used as the test data to test 
their generalization performances.  
The parameters of the three models are listed in Table 1. The number of food sources  chosen in ABC-LM is ten, 
which is decided by trial-and-error and is also the number of neurons in the first hidden layer of ABC-LM. k is the 
order of the GGMFs and m is the number of neurons in hidden layer of PSO-LM, which will be decided by PSO to 
optimize the objective function. Finally, the activation functions of neurons are all chosen to be purelin function 
according to experiments. Notice that k = 2 and m = 13 is decided by PSO.  
A 3-layer feed-forward SPNN with a 5-25-1(input-hidden-output) architecture was designed.  
 
Table1. Parameter setups for traffic flow experiment 
 Structures Activation Functions Parameters 
BPNN 5-25-1 purelin,purelin k=2 
ABC-LM 5-m-1 purelin,purelin k=2,m=13 
PSO-LM 5-m-1 purelin,purelin k=2,m=13 
CABC 5-m-1 purelin,purelin k=2,m=13 
 
Table2. Results for the tested clustering algorithms 
 BPNN ABC-LM PSO-LM C-ABC 
Parameter Input function(i), 
Weights(w), output 
function(y), Bios(b), 
Learning Rate(LR), 
Threshold Value(T) 
Food Sources(SN), 
Probability value(pi), 
minimum and maximum 
bounds(xmin, xmax) 
Swarm sixe (SS) , Velocity 
Vector (V) , Memory Vectors 
(pid, pgd), Inertia Weight(ω) 
HMS=15, HMCV=0.9, 
MAXIMP=3000, FAVmin= 0.1 , 
FAVmax=0.99, minimum and 
maximum bounds(xS, xE) 
Termination 
Criterion 
Error Rate(e) Error Rate(e) MAXIMP Error Rate 
Total 
Iterations 2453 1267 4239 1590 
Training Time 
(hh:mm:SS) 1:01:00 0:06:00 3:00:00 0:53:00 
Mean 107.721 97.101 96.764 95.543 
Min 97.205 97.101 96.101 95.728 
Max 124.011 97.101 96.100 95.212 
 
 
 
(a) MPAE      (b) RMSE       (c) Time Consuming 
Fig 4.Experimental Results For Traffic Flow Forecasting 
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7. CONCLUSION 
This work proposed a novel learning scheme for process neural networks based Gaussian mixture weight 
functions and Collaborative Artificial Bee Colony Algorithm (C-ABC). The weight function was expressed as the 
generalized Gaussian mixture functions. The structure and parameters were optimized by C-ABC. According to the 
results of experiments, C-ABC had best performance on time-series prediction and pattern recognition than BPNN, 
ABC-LM and PSO-LM. In spite of having complex calculations the best performance is attained. 
This paper has presented a new clustering method based on Collaborative Artificial Bee Colony Algorithm 
(C-ABC). The method employs the Algorithm to search for the set of cluster centers that minimizes a given 
clustering metric. One of the advantages of the proposed method is that it does not become trapped at 
locally optimal solutions. This is due to the ability of the C-ABC Algorithm to perform local and global search 
simultaneously experimental results for different data sets have demonstrated that the proposed method 
produces better performances than those clustering algorithm. 
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