The Granger-causal relationship between the size and dispersion of fluctuations in subcomponents of the U.S. Consumer Price Index (CPI) is examined using both in-sample and postsample tests and data from January 1968 to December 2008. Strong in-sample evidence is found for feedback between median inflation and price dispersion; the evidence for Granger-causation from median inflation to price dispersion remains strong in out-of-sample testing, but is less strong for Granger-causation in the opposite direction. The implications of these results for the variety of price-level determination models in the literature are discussed.
Introduction
The relationship between inflation and price dispersion has always been an important issue in macroeconomics. On the one hand, menu cost models, signal extraction models, and monetary search models have variously predicted a causal linkage from expected inflation, unexpected inflation, and inflation uncertainty to price dispersion. On the other hand, supply shock models argue that price dispersion can also have causal impacts on inflation. Surprisingly, while an overwhelming majority of the existing empirical work has examined the impacts of inflation on price dispersion only, limited research has been done on the potential reverse causality from price dispersion to inflation.
Our contribution in this paper is to provide a thorough investigation of Granger causality between inflation and price dispersion in both directions, employing both in-sample and out-ofsample Granger causality tests. Distinct from previous studies, which use the mean and standard deviation as measures of inflation and price dispersion, we measure inflation with the median change in the weighted log-price and price dispersion using the interquartile range of the weighted log-price; this choice is sensible because the cross-sectional distribution of prices is fattailed and skewed. Our in-sample Granger causality tests find strong evidence for feedback between median inflation and price dispersion. Using a variety of out-of-sample Granger causality tests, however, we find strong evidence that median inflation has significant predictive content for price dispersion and very little evidence for Granger causality running from price dispersion to median inflation.
The rest of the paper is organized as follows. Section 2 provides a brief review of the literature on the relationship between inflation and price dispersion. In Sections 3 and 4, we describe the data used here and review the in-sample and out-of-sample Granger causality tests.
Section 5 reports empirical results from our Granger causality tests; Section 6 offers concluding remarks.
Literature on Inflation and Price Dispersion
The theoretical literature on the impact of inflation on price dispersion is primarily built upon three types of models: menu cost models, signal extraction models and monetary search models.
In menu cost models Weiss, 1977, 1983; Rotemberg, 1983; Benabou, 1988; Diamond, 1992; Ball and Romer, 2003) , firms are assumed to follow an (S, s) price adjustment rule. That is, a firm holds its nominal price constant as rising inflation erodes the real price, until -when the real price hits the lower bound ("s") -the firm adjusts its nominal price upward to restore the real price to the upper bound ("S"). Under this staggered price setting rule, an increase in expected inflation causes firms to widen their (S,s) band so as to economize on menu costs; this eventually leads to an increase in price dispersion.
In contrast to the menu cost models − which focus on expected inflation − the signal extraction models (Lucas, 1973; Barro, 1976; Hercowitz, 1981) emphasize the impacts of inflation uncertainty and unexpected inflation on price dispersion. According to the signal extraction models, higher inflation uncertainty and unexpected inflation make aggregate demand shocks more unpredictable. Thus, firms respond less to all demand shocks (including idiosyncratic real demand shocks) with output adjustments, which, in turn, induce wider dispersion in relative prices.
In the monetary search models (Peterson and Shi, 2004; Head and Kumar, 2005) , the effect of inflation on price dispersion works through the channel of consumers' search costs. On the one hand, higher expected inflation reduces the real value of fiat money and raises consumers' reservation price levels; this increases firms' market power and, consequently, price dispersion. On the other hand, widened price dispersion raises the gain from searching and thereby induces more consumer search, leading to a decrease in the dispersion of prices. In an environment of low inflation, a rise in inflation raises consumers' search intensity, and the second effect dominates, resulting in a fall in price dispersion. Where inflation rates are high, an increase in inflation dampens consumer's search intensity, and the first effect dominates, leading to a rise in price dispersion.
Compared to the abundance of theoretical work addressing the influence of inflation on the dispersion of prices, theories of the effect of price dispersion on inflation are more limited, coming mainly from the supply shock literature. Early studies -e.g., Tobin (1972) and Gordon (1975) -assume downward price rigidity and argue that, since nominal prices are rigid downward, an increase in price dispersion is inflationary. Ball and Mankiw (1995) later model firm's price-setting behavior under the New-Keynesian framework; they show that the skewness of price changes is positively associated with inflation and that larger price dispersion amplifies the effect of skewness on the inflation. Building upon the Ball-Mankiw model, Lourenco and Gruen (1995) further point out that the effect of price dispersion on inflation is contingent on the level of expected inflation: price dispersion is inflationary when expected inflation is higher, but not so when expected inflation is lower.
There are also a substantial number of empirical studies on the relationship between inflation and price dispersion. Notably, the majority of the existing empirical literature focuses almost entirely on the causal links from expected inflation, unexpected inflation and inflation uncertainty to price dispersion. Using different estimation methodologies, datasets and sample periods, these studies have variously found a positive effect, no effect, and even a negative effect of inflation on price dispersion. 1 In contrast, few studies have explored the potential causality from price dispersion to inflation. Ashley (1980) tests for Granger causality between the CPI inflation and price dispersion by comparing the out-of-sample forecasting performances of univariate and bivariate time series models. He shows that inflation has predictive power for price dispersion but not vice-versa. In a related study, Fischer (1982) estimates vector autoregressive models for the United States and finds that relative price variability is an important determinant of inflation in the US.
In this study we provide a thorough investigation of the Granger causality between inflation and price dispersion (in both directions), employing both in-sample and out-of-sample tests.
Measures of Inflation and Price Dispersion
While the sample mean of cross-sectional price changes is a conventional measure of inflation, Bryan and Cecchetti (1994) and Bryan, Cecchetti and Wiggins II (1997) argue that the weighted median is a better measure of inflation than the sample mean when the cross-sectional distribution of price changes is skewed and fat-tailed. Thus, we first examine the skewness and kurtosis of the cross-sectional distribution of price changes.
1 See, for example, Vining and Elwertowski (1976) , Parks (1978) , Reinsdorf (1994) , Grier and Perry (1996) , Parsley (1996) , and Debelle and Lamont (1997) .
Using the 31 seasonally-unadjusted component price indices of the Consumer Price Index (CPI) that are available over the period from January 1968 to December 2008, we first compute the annualized monthly price growth rate as π it = 1200*ln(P it /P it-1 )
where P it is the price index of component i at time t. 2 Next, we compute the skewness and kurtosis of the cross-sectional distribution of π it as
where r it is the relative importance of component i at time t and ∑ . 3 The crosssectional skewness (S t ) and kurtosis (K t ) are plotted against time in Figure 1 . Several features are worth noting. First, the average skewness is close to zero (about 0.32) with a standard deviation of 1.89. While there is thus little skewness in the distribution of on average over the entire period, the sample distribution of across the 31 individual components in any given month is generally skewed. Second, the average sample kurtosis of (of 8.82 ) is large compared the value (of 3) expected for a Gaussian variate, implying that the cross-sectional distributions of monthly price growth rates generally have fat tails; in particular, the weighted kurtosis across the 31 components is in excess of 15 for about ten percent of the sample periods. Because the crosssectional distributions of monthly CPI price growth rates across the components are generally skewed and fat-tailed, we follow Bryan and Cecchetti (1994) and Bryan, Cecchetti and Wiggins II (1997) and use the weighted sample median and interquartile range as our underlying 2 These consumer price index components are obtained from the Bureau of Labor Statistics -see Appendix for details. The selection of the components used here is based on the availability of data over the entire sample period. measures of inflation and price dispersion, respectively. 4 Because a histogram of the weighted sample interquartile range time series is highly skewed, with a shape resembling that of a chisquared distribution, its logarithm is analyzed − and denoted "price dispersion" -below. 
Methodology

Sample Period Choices
In this section, we describe the in-sample and out-of-sample Granger-causality tests which are used here to investigate the causal relationship between median inflation and price , where is the weight of the i-th observation, ∑ , and ∑ . To find the value v corresponding to a given percentile l, we first find the observation number j where and then calculate the value as . 5 This may seem like quite a large out-of-sample period (with 180 observations total), but this choice reflects the importance we attach to out-of-sample versus in-sample testing. Calculations in Ashley (2003) support the proposition that out-of-sample prediction period lengths in excess of 100 observations are worthwhile. To test for Granger causality from price dispersion to median inflation, we compare an unrestricted model of median inflation − which includes lags in price dispersion as explanatory variables − to a restricted model, in which lagged price dispersion variables are excluded. The change in the civilian unemployment rate is also included in both of these model specifications, so as to control for potential Granger causality from changes in unemployment rate to both median inflation and price dispersion. 6 The unrestricted model for median inflation is specified as follows:
Unrestricted and Restricted Models for the Two Time Series
where y t and x t are median inflation and price dispersion at time period t, respectively, and Δur t is the change in unemployment rate. The restricted model for median inflation takes the form:
In a similar fashion we also estimate unrestricted and restricted models for price dispersion and test for Granger causality from median inflation to price dispersion:
6 Seasonally un-adjusted monthly unemployment rate data are obtained from the Bureau of Labor Statistics.
The lag lengths in these models are chosen so as to minimize the Bayesian information criterion (BIC) over the (in-sample) estimation period; the resulting estimated models are summarized in Table 2 .
In-Sample Granger Causality Tests
While in-sample tests are clearly susceptible to pre-test distortion due to data mining, they are a useful first step in the Granger causality analysis. This step amounts to the usual F-test of the null hypothesis that a group of variables enters the unrestricted model with coefficients of zero.
Thus, the in-sample test for Granger causality from price dispersion to median inflation is equivalent to testing the null hypothesis that the coefficients on the lagged values of the price dispersion variable entering the unrestricted model for the median inflation variable are all zero: a rejection of the null hypothesis indicates the existence of Granger causality running from price dispersion to median inflation.
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Similarly, the in-sample test for Granger causality from median inflation to price dispersion is equivalent to testing the null hypothesis that the coefficients on the lagged median inflation variables entering the unrestricted model for the price dispersion variable are all zero: a 7 This test is, of course, only justified if the usual regression assumptions of homoskedastic and serially uncorrelated model errors are valid. Here sufficient lags are added to the model so that the correlogram of the fitting errors is consistent with serially uncorrelated model errors and the fitting errors are tested for heteroskedastictiy using both the Breusch-Pagan-Godfrey test and the White test. Because the homoskedasticity assumption is problematic, White-Eicker (robust) standard error estimates are used throughout.
rejection of the null hypothesis indicates the existence of Granger causality running from median inflation to price dispersion.
The putatively 'causing' variables happen to enter the unrestricted models at only a single lag in the present instance. Consequently, the usual F statistic for the in-sample test has only one degree of freedom in the numerator and is just the square of the estimated t ratio with which the variable in question enters the unrestricted model.
Out-of-Sample Tests for Improved Forecast Accuracy
As Ashley et al. (1980) points out, an out-of-sample comparison of forecasting performance is more in the spirit of the definition of Granger causality. Out-of-sample tests of
Granger causality between price dispersion and median inflation are implemented in two steps.
As a first step, we estimate both the restricted and unrestricted models for median inflation and for price dispersion. In the second step, we conduct formal statistical tests to examine whether the out-of-sample mean square forecast errors (MSFE) from the unrestricted models are smaller than those obtained using the restricted models.
8 If the unrestricted model for median inflation turns out to be superior over the restricted model in terms of forecast accuracy, price dispersion is then said to have predictive power for median inflation; this is considered to be evidence for Ganger causality running from price dispersion to median inflation. Granger causality from median inflation to price dispersion is tested similarly.
Five out-of-sample tests are used here: the Granger-Newbold (GN) test, the Diebold-
, and also the As noted later in this section, we also test whether the out-of-sample forecasts obtained from the unrestricted model encompass those from the restricted one. Per comments in Rogoff and Stavrakeva (2008) , however, we do not give results based on this test a causal interpretation.
McCracken (ENC-NEW) test. The first four of these are designed to test for equal mean squared forecast errors, while the last is a test for forecast encompassing. Each of these tests is briefly described below. Granger and Newbold (1976) proposed a test based on the correlation between the sum of the restricted and unrestricted one-step-ahead forecast errors, x t = e r,t + e u,t , and their difference, z t = e r,t -e u,t , where e r,t and e u,t are the out-of-sample forecast errors from the restricted and unrestricted models, respectively. This test was first implemented in Ashley, et al (1980) and Ashley (1980) , and superseded by a direct bootstrap test described in Ashley (1998) ; these later versions relaxed the assumption that the errors were serially uncorrelated. In the direct bootstrap version of the test, a simple bivariate VAR (and the two corresponding univariate models) are estimated for e r,t and e u,t , and the null hypothesis that E(e r,t )/E(e u,t ) equals to one is directly tested by re-sampling from the fitting errors of these estimated models. Recent work has shown, however, that these older forecast accuracy tests can suffer from serious size distortion problems when the models being compared are nested. 10 In particular, West (2006, 2007) point out that, under the null hypothesis of equal MSFE − i.e., where the restricted model is the actual data generating process − the unrestricted model is necessarily misspecified due to the inclusion of extraneous explanatory variables. While the population coefficients on these variables are zero, their sample estimates will be non-zero, leading to an upward bias in the sample MSFE for the unrestricted model. To correct for this upward bias, West (2006, 2007) proposed the modified Diebold-Mariano test statistic,
where , and , are the out-of-sample forecasts from the restricted and unrestricted models, respectively. They show that this test statistic is asymptotically a standard normal under the null hypothesis of equal MSFE for the two models, yielding a test with actual sizes close to but a little less than nominal size in finite samples.
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Another reason for size distortions in the GN and DM tests when the competing models are nested is that the asymptotic distributions of these forecast accuracy test statistics are
is designed to correct for size distortions from this source. According to McCracken (2007) , the asymptotic distribution of MSE-F is non-standard and depends on the forecasting scheme (fixed, rolling or recursive), the number of excess parameters in the nesting model, and also on the ratio of the number of out-of-sample observations to the number of in-sample observations. On the other hand, Clark and McCracken (2001) and McCracken (2007) have shown that this test is more powerful than the Diebold and Mariano test when the models are nested.
We also apply the Clark and McCracken (2001) test of forecast encompassing in the case of nested models:
where, as noted above, P is the number of out-of-sample observations. As pointed out by Rogoff and Stavrakeva (2008) , forecast encompassing is arguably not quite the issue in testing for
Granger-causality, because it focuses on testing whether the unrestricted model encompasses the restricted model rather than on whether the restricted model has smaller MSFE than the restricted one. Consequently, results with respect to this test are reported here, but are not emphasized in the discussion.
Bootstrap Implementation
Concerns regarding potential finite-sample size distortions in all of these tests based on the claimed asymptotic distributions of their test statistics prompt us to in each case use bootstrap replications to compute p-values for rejecting the null hypothesis of equal out-of-sample forecasting effectiveness for the restricted and unrestricted models. Simulated data for each of the three underlying time series (median inflation, price dispersion, and the change in unemployment rate) are generated by bootstrap re-sampling 3-vectors from the fitting errors of univariate autoregressive models for each of these variables.
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Because -as reported in Section 5.1 below − heteroskedasticity is an issue in this data set, the re-sampling was done using the 'wild' bootstrap proposed by Goncalves and Kilian (2004) . Specifically, denoting the OLS fitting errors from the autoregressive models for median inflation, price dispersion, and the change in unemployment rate as τ t , υ t , and ω t , respectively, we draw a sequence of i.i.d. innovations ε t , t = 1, 2, … T, from the standard normal distribution and use ε t τ t , ε t υ t , and ε t ω t as the bootstrapped innovations to generate an artificial data set of 492 observations. 13 The restricted and unrestricted models are then re-estimated and the six test statistics (F, GN, DM, CW, MSE-F and ENC-NEW) are calculated for the new data set. That completes one bootstrap replication. A total of 5,000 such replications are done, and the p-value reported in Table 4 for each of the tests is computed as the proportion of the generated test statistic values exceeding the test statistic value reported in Table 4 as having been observed using the actual sample data.
Empirical Results
Model Estimation Results
We report the in-sample estimates of the restricted and unrestricted models for median inflation in Panel A of Table 2 and those for price dispersion in Panel B of Table 2 . Lag lengths are chosen so as to minimize the Bayesian Information Criterion (BIC), leading to fairly simple 12 The autoregression for the aggregate inflation equation includes a linear trend, its first, second, third and twelfth lags. The relative price dispersion equation is modeled as an AR(3) process and the seasonal difference of the change in the unemployment rate is modeled as an AR(4) process. These lag structures were chosen so as to minimize the BIC criterion. 13 For simplicity, we fix the values of initial observations at their actual sample values. models. Note that, because these are monthly time series which have not been subjected to seasonal adjustment, it is not odd to see terms included at lag twelve.
The Breusch-Pagan-Godfrey test and the White test both provide strong evidence that the errors in the model for median inflation are heteroskedastic, whereas the errors in the model for price dispersion appear to be homoskedastic. White-Eicker standard error estimates are therefore used throughout and the wild bootstrap is used in the re-sampling for the in-sample and out-ofsample forecasting test statistics, as described in Section 4.5.
In the unrestricted model for median inflation, the coefficient on the lagged price dispersion is highly significant, with a t-statistic of 2.9365, indicating strong in-sample predictive power of price dispersion for median inflation. In the unrestricted model for price dispersion, the coefficient on the lagged median inflation is also found to be statistically significant at the 1% level, with a t-statistic of 3.7763, suggesting strong in-sample predictive power of median inflation for price dispersion.
Forecasting Results
Using these model specifications, we then obtain recursive one-step-ahead out-of-sample forecast errors from the restricted and unrestricted models for median inflation and price dispersion, respectively. "Recursive," in this context, means that the model parameters are updated (re-estimated) using the additional data as the forecasting process moves through the outof-sample period. The mean squared errors − both in-sample and out-of-sample -are tabulated and compared in Table 3 for the restricted and unrestricted models of median inflation (Panel A) and price dispersion (Panel B).
We find that, over the in-sample period, including price dispersion in the median inflation equation reduces the MSE by about 3% while including median inflation in the price dispersion equation reduces the MSE by over 4%. These results are, of course, consistent with the t-test results reported in Section 5.1 above.
The out-of-sample mean squared forecast errors (MSFE) from the unrestricted model for price dispersion are similarly around 3% smaller than those from the restricted model for price dispersion. In contrast, the unrestricted model for median inflation in fact provides less accurate forecasts than does the restricted model: its MSFE is actually 2% larger. Thus, the strength of the out-of-sample evidence for Granger causality from median inflation to price dispersion hinges on whether this drop in MSFE is statistically significant. And the existence (much less the strength) of the out-of-sample evidence for Granger causality from price dispersion to median inflation rests on whether corrections for nesting are sufficient to credibly reverse the impact of this rise in the realized out-of-sample MSFE for the unrestricted model of median inflation. Table 3 also reports estimates of the ratio, for each pair of models, of the MSE (or MSFE, using the out-of-sample period) to the sample variance of the time series (median inflation or price dispersion) being modeled. It is shown in Ashley (1983) that a model for a variable z t that yields forecasts ̂ which are so poor that MSE( ̂ )/Var(z t ) exceeds one renders z t useless as an input variable in models for forecasting other variables -regardless of the size and significance with which z t enters those other models − if ̂ will, in the end, be used to replace z t . Reference to Table 3 shows that simple point estimates of these ratios are less than one except for the outof-sample forecasts of aggregate inflation based on the unrestricted model, in which case the estimated ratio of the mean squared forecast errors to the variance of the median inflation variable itself is 1.0047. This result is another reflection of the dismal out-of-sample forecasting performance of the unrestricted model for median inflation.
In summary, there is strong in-sample evidence for Granger causality between these two time series in both directions. The out-of-sample evidence for Granger causality running from price dispersion to median inflation is very weak, to say the least. There is, however, out-ofsample evidence for Granger causality running from median inflation to price dispersion. The question is whether the out-of-sample forecasting improvement from including the median inflation time series in the model for price dispersion is statistically significant: that is addressed in the next section, using the tests described in Section 4.4. Table 4 reports the results from both in-sample and out-of-sample tests of Granger causality between median inflation and price dispersion based on the relative forecasting effectiveness of the restricted versus unrestricted models for each time series. The reported pvalues are for rejecting the null hypothesis of equal forecasting effectiveness, which corresponds to an absence of Granger causality running from the additional variable (or variables) included in the unrestricted model to the dependent variable in common to both models. In all cases these pvalues are computed using the bootstrapped sampling distributions of the indicated test statistics, as described in Section 4.5.
Results from the Granger Causality Tests
In-sample F-test statistics and p-values are reported in the first row of Table 4 . Since the p-values obtained are in both cases less than 0.005, both the null hypothesis of no Granger causality running from median inflation to price dispersion and the null hypothesis of no Granger causality running from price dispersion to median inflation can be rejected at the 0.5% significance level. If one is inclined to accept in-sample evidence as credible − which the authors are not − this would be strong evidence for bi-directional Granger causality (feedback) between these two time series.
The next five rows of Table 4 report null hypothesis rejection p-values and test statistic values for each of the out-of-sample tests described in Section 4.4. The left-most column is in each case reporting results for testing the null hypothesis that the out-of-sample forecast errors generated by the unrestricted model for the inflation series are no smaller than those generated by the restricted model, which excludes the price dispersion time series as an explanatory variable. Thus, a small p-value -allowing rejection of this null hypothesis − is evidence in favor of Granger causality running from price dispersion to median inflation.
Similarly, the right-most column is in each case reporting results for testing the null hypothesis that the out-of-sample forecast errors generated by the unrestricted model for the price dispersion series are no smaller than those generated by the restricted model, which excludes the median inflation time series as an explanatory variable. Thus, a small p-valueallowing rejection of this null hypothesis − is evidence in favor of Granger causality running from median inflation to price dispersion.
With regard to the null hypothesis ruling out Granger causality from price dispersion to median inflation, the results in the left-most column of Table 4 show that none of the out-ofsample test statistics is statistically significant at even the 10% level, except the ClarkMcCracken (ENC-NEW) encompassing test statistic, which is significant at the 2% level. This latter test is actually addressing forecast encompassing rather than forecast accuracy;
consequently -per Rogoff and Stavrakeva (2008) − this result is of doubtful relevance to the Granger causality between these two time series. In brief, there is no substantive out-of-sample evidence for Granger causality from price dispersion to median inflation.
The results are quite different with respect to Granger causality running from median inflation to price dispersion, however. For this set of out-of-sample tests, the results given in the right-most column of Table 4 indicate that the null hypothesis (of no causality) can be rejected at the 0.5% level using the Clark-West (CW) and McCracken (MSE-F) test statistics, at the 5% level using the Diebold-Mariano (DM) test statistic, and at the 10% level using the GrangerNewbold (GN) test statistic. We consider this to be strong out-of-sample evidence for Granger causality running from median inflation to price dispersion.
Robustness Checks
In this subsection, we evaluate the robustness of our Granger causality findings in several ways. First, additional control variables are allowed to enter both the restricted and unrestricted models, so as to diminish the chance that a fourth variable is driving the results. (A third variable, the change in the unemployment rate is already included in both models.) Second, so as to eliminate the possibility that our results might be driven by energy shocks impacting both time series, the analysis is repeated excluding three energy-related components from the construction of the median inflation and price dispersion series. Third, we allow for a possible structural break in each model, so as to rule out the possibility that our results are an artifact of this kind of model instability. Finally, we examine the robustness of our results over time in two ways: by partitioning the out-of-sample period into six 30-month sub-samples and repeating the out-of-sample testing for each, and by repeating the out-of-sample testing over a rolling forecast period. The results from these robustness checks are described below.
First, to ensure that our results of feedback between median inflation and price dispersion are not driven by an omitted variable, we allow for the introduction of two additional explanatory variables into both the restricted and unrestricted forecasting models for median inflation and price dispersion. Panel A of Table 5 reports the test results allowing for the inclusion of the growth rate in the broad money supply (M2); Panel B reports the analogous results, allowing for the inclusion of the growth rate in the Index of Industrial Production (IP). 14 The inclusion of these additional control variables does not alter our main results. All in-sample test statistics are significant at the 0.3% level, indicating strong in-sample evidence for bi-directional Granger causality between median inflation and price dispersion. Regarding the out-of-sample test statistics associated with the null hypothesis of no Granger causality from price dispersion to median inflation, only the ENC-NEW test statistic is statistically significant when the M2 growth rate is included; when the growth rate in IP is included, only the CW and ENC-NEW test statistics are significant at the 5% and 1% levels, respectively. Therefore, there is still only very limited evidence for Granger causality from price dispersion to median inflation. Relative to the tests for Granger causality from median inflation to price dispersion, however, we note that all of the out-of-sample test statistics are still highly significant, except for the test based on the GN test statistic, which remains statistically significant at only the 5% level. In short, the Granger causality results reported in Section 5.3 are quite robust to the inclusion of either of these additional covariates.
14 The data on M2 t and on IP t are both seasonally unadjusted and obtained from Board of Governors of the Federal Reserve System H.6 and G.17, respectively. The appropriate lag lengths with which these variables enter the models is determined by minimizing the BIC. The first lag of M2 growth is included in the forecasting models for median inflation while its 4 th and 5 th lags are included in the forecasting models for price dispersion. The 1 st and 12 th lags of IP growth are included in the forecasting models for median inflation, and its 6 th lag is included in the forecasting models for price dispersion. These estimation results are available upon request.
Second, worried about the possibility that our Granger causality findings might be driven by energy shocks impinging on the two series at different relative lags, the analysis is repeated with the three (of thirty one, total) components which seem clearly energy-related omitted from the computation of the median and interquartile range of the of the monthly component-level growth rates. 15 The test results from this exercise are given in Panel A of Table 6 . Again, there is still strong in-sample evidence for the feedback between the two series with the energy-related CPI components omitted. With respect to the out-of-sample Granger causality tests, while the evidence for Granger causality running from median inflation to price dispersion is somewhat diminished, it remains quite strong; and there is now also some distinct evidence for price dispersion Granger-causing median inflation, based on the Clark-West (CW) and McCracken (MSE-F) test statistics.
Third, we check to see if allowing for structural change in the models alters our results.
Using Perron's (1998, 2003) and Andrews' (1993) procedures, we are able to identify a single structural break date in the coefficients of the unrestricted models for each variable.
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Allowing for these structural shifts by including dummy variables on the coefficients yields the test results reported in Panel B of Table 6 , which are not appreciably different from the corresponding test results in Table 4 .
Fourth, we examine the robustness of our out-of-sample test results to evaluating the forecasting effectiveness of the models over subsets of the full out-of-sample period. In particular, we divide the out-of-sample period into six 30-month sub-samples and conduct out-15 See, for example, Fischer (1981) and Taylor (1981) , for discussions of the likely effect of energy price shocks on the relationship between inflation and price dispersion. The three CPI components excluded from the calculation of median inflation and price dispersion are "fuel oil & other fuels", "gas & electricity", and "motor fuel". 16 The break dates identified by Andrews' supWald tests for the unrestricted aggregate inflation and relative price dispersion regressions are 1981M05 and 1973M01, respectively; more details on these results are available upon request.
of-sample Granger causality tests for each. Panel A of All in all, these checks indicate that our results are very robust in general, but that the Granger causation of median inflation on price dispersion probably dwindled after mid-2004.
Conclusions
In this study we apply both in-sample and out-of-sample Granger causality tests to examine the causal relationship between median inflation and price dispersion. Given the fact that the cross-sectional distribution of the weighted CPI component price growth rates is skewed and fat-tailed, we use the median and the logarithm of the inter-quartile range of these component growth rates as measures of inflation and price dispersion, respectively.
Using a monthly dataset over the period January 1968 to December 2008, we find strong in-sample evidence for bi-directional Granger causality between median inflation and price dispersion. We are very skeptical of the value of such in-sample evidence, however, because it could easily be an artifact of the specification searches used in obtaining the models. Results from a variety of out-of-sample Granger causality tests show that, while there is scant evidence for Granger causality from price dispersion to median inflation, the evidence for Granger causality running from median inflation to price dispersion is very strong, at least until mid-2004. These out-of-sample Granger causality results are qualitatively stable across a varied set of robustness checks.
Our results are thus not supportive of the theoretical models - Tobin (1972 ), Gordon (1975 , Ball and Mankiw (1995) , and Lourenco and Gruen (1995) -which predict Granger causation from price dispersion to inflation. In contrast, our results do support the array of menu cost, signal extraction, and monetary search models (surveyed in Section 2) which predict
Granger causation from inflation to price dispersion, although further work is needed in order to distinguish between them. Notes: The in-sample period is January 1968 to December 1993, which has a total of 300 observations; the out-of-sample period is January 1994 to December 2008, which has a total of 180 observations. MSE-R denotes the mean squared errors from the restricted model. MSE-U denotes the mean squared errors from the unrestricted model. Notes: Sample test statistics are reported and their p-values (obtained from the wild bootstrap procedure described in Section 4.5) are reported in parentheses. The superscripts ***, ** and * indicate that the null hypothesis can be rejected at the significance levels of 1%, 5% and 10%, respectively. 4.9383*** (0.0008) Notes: Sample test statistics are reported and their p-values (obtained from the wild bootstrap procedure described in Section 4.5) are reported in parentheses. The superscripts ***, ** and * indicate that the null hypothesis can be rejected at the significance levels of 1%, 5% and 10%, respectively. 
