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Abstract
We consider a system of N particles interacting via a short-range smooth potential, in a weak-
coupling regime. This means that the number of particles N goes to infinity and the range of the
potential  goes to zero in such a way that N2 = α, with α diverging in a suitable way. We provide
a rigorous derivation of the Linear Landau equation from this particle system. The strategy of the
proof consists in showing the asymptotic equivalence between the one-particle marginal and the
solution of the linear Boltzmann equation with vanishing mean free path. This point follows [3]
and makes use of technicalities developed in [16]. Then, following the ideas of Landau, we prove
the asympotic equivalence between the solutions of the Boltzmann and Landau linear equation in
the grazing collision limit.
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1 Introduction
1.1 The Boltzmann-Grad limit
In kinetic theory a gas is described by a system of small indistinguishable interacting particles. The
evolution of this system is quite complicated since the order of particles involved is quite large. For
this reason it is interesting to consider the system from a statistical point of view. The starting point
is a system of N particles having unitary mass and moving in a domain D ⊆ R3. These particles can
interact by means of a short-range radial potential Φ. The microscopic state of the system is given by
the position and velocity variables denoted by qN = (q1, q2, ..., qN ) and vN = (v1, v2, ..., vN ), where
qi, vi are respectively position and velocity of the i-th particle. The time is denoted by τ . Throughout
the paper we will use bold letters for vectors of variables.
Let  > 0 be a parameter denoting the ratio between typical macroscopic and microscopic scales, say
the inverse of the number of atomic diameters necessary to fill a centimeter. If we want a macroscopid
description of the system it is natural to introduce macroscopic variables defined by
xN = qN  t = τ (1.1)
where xN = (x1, x2, ..., xN ) are the macroscopic position and t is the macroscopic time variable. Notice
that the velocities are unscaled. From the Liouville equation for the particle dynamic it is possible to
derive a hierarchy of equations for the j-particles marginal probability density function, with j ≤ N .
In the case of hard spheres we found the following BBGKY hierarchy
(
∂t + vj · ∇xj
)
fNj = (N − j)2
j∑
k=1
ˆ
R3
dvj+1
ˆ
ν·(vk−vj+1)≥0
|ν · (vk − vj+1)|
[
fNj+1(x1, v1, ..., xk, v
′
k, ..., xj , vj , xk − η, v
′
j+1)− fNj+1(x1, v1, ..., xj , vj , xk + η, vj+1)
]
(1.2)
where ν =
xj+1−xk
|xj+1−xk| and v
′
k = vk − ν [ν · (vk − vj+1)], v
′
j+1 = vj+1 + ν [ν · (vk − vj+1)] . Equations 1.2
were first formally derived by [4], then a rigorous analysis has been done by [20, 19, 18, 17].
Scaling according to N →∞ and → 0, in such a way that N2 ∼= 1, we are in a low-density regime
suitable for the description of a rarified gas. This kind of scaling is usually called the Boltzmann-Grad
limit. The formal Boltzmann-Grad limit in the BBGKY gives a new hierarchy of equations called
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the Boltzmann hierarchy. The central idea in kinetic theory is the concept of propagation of chaos,
namely, if the initial datum factorizes, i.e. f0,j(xj ,vj) =
∏j
i=1 f0,1(xi, vi), then also the solution at
time t factorizes:
fj(xj ,vj) =
j∏
i=1
f1(xi, vi). (1.3)
Actually the Boltzmann hierarchy admits factorized solutions so that it is compatible with the propa-
gation of chaso and under this hypothesis, which however must be proved froma rigorous view point,
the first equation of this hierarchy is the Boltzmann equation
∂tf + v · ∇xf =
ˆ
dνdv1B(ν, v − v1)
[
f(x, v
′
)f(x, v
′
1)− f(x, v)f(x, v1)
]
. (1.4)
However, as soon as  > 0 propagation of chaos does not hold because the evolution creates correlation
between particles so that we cannot describe the system in terms of a single equation for the one-
particle marginal and this is the reason why the Boltzmann equation can describe in a more handable
way the statistical evolution of a gas.
The validity of the Boltzmann equation is a fundamental problem in kinetic theory. It consists in
proving that the solution of the BBGKY hierarchy for hard spheres converge in the Boltzmann-Grad
limit to the solution of the Boltzmann hierarchy. This means that the propagation of chaos is recovered
in the limit.
The rigorous derivation of the Boltzmann equation was first proved by Lanford in 1975 [14] in the
case of an hard spheres system for a small time. The main idea of the Lanford work is to write the
solution of the BBGKY hierarchy for hard spheres and of the Boltzmann hierarchy as a perturbative
series of the free evolution and then prove that the series solution of the BBGKY converge to the series
solution of the Boltzmann hierarchy.
More recently Gallagher, Saint-Raymond and Texier [8] and Pulvirenti, Saffirio and Simonella [16]
proved the rigorous derivation of the Boltzmann equation, for a small time, starting from a system of
particle interacting by means of a short-range potential providing an explicit rate of convergence. In
the case of a short-range potential the starting hierarchy is no more the BBGKY hierarchy but the
Grad hierarchy, that was developed by Grad in [10].
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1.2 The linear case
The linear Boltzmann equation describes the evolution of a tagged particle in a random stationary
background at equlibrium and reads as follows
∂tg
α + v · ∇xgα = α
ˆ
dv1Mβ(v1)
ˆ
dνB(ν, v − v1)
[
gα(x, v
′
)− gα(x, v)
]
(1.5)
where Mβ(v1) = 1Cβ e
−β|v1|2 and Cβ is chosen in such a way that
´
dv1Mβ(v1) = 1. The linear
Boltzmann equation can be obtained from the equation (1.4) setting f(x, v) = gα(x, v)Mβ(v) and
f(x, v1) = Mβ(v1), gα is the evolution of the perturbation in the stationary background given by
Mβ(v).
The derivation of the linear Boltzmann equation from an hard spheres system has been proved for
an arbitrary time by Spohn, Lebowitz [15] and more recently quantitative estimates on the rate of
convergence have been obtained by Bodineau, Gallagher and Saint-Raymond [3]. A different type of
linear Boltzmann equation has been derived in the case of a Lorentz gas in Ref.s [9, 1].
1.3 A different scaling
A different scaling can be used to study a different regime from the low density. In case of particles
interacting by means of a short-range radial potential Φ, we rescale position and time as in (1.1) but we
set N2 ∼= −1 and Φ(q) = − 12 Φ(x ) . This scaling is called the weak-coupling limit since the density
of the particle is diverging in the limit but this is balanced by the interaction that becomes weaker.
This weak interaction between particles is called also a “grazing collision” since it changes only slightly
the velocity of a particle. The kinetic equation derived from this scaling is the Landau equation
∂tf + v · ∇xf ==
ˆ
dv1∇v ·
[
A
|v − v1|P
⊥
(v−v1) (∇v −∇v1) f(v)f(v1)
]
(1.6)
where A is a suitable constant and P⊥(v−v1) is the projector on the orthogonal subspace to that generated
by v − v1.
The Landau equation was derived in a formal way by Landau in [13] starting from the Boltzmann
equation in the so-called grazing collision limit. It rules the dynamics of a dense gas with weak
interaction between particles. Recently Boblylev, Pulvirenti and Saffirio proved in [2] a result of
consistency, but the problem of the rigorous derivation of Landau equation is still open even for short
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times.
Also in the case of the Landau equation it is possible to consider the evolution of a perturbation
of the stationary solution. This evolution is given by the following linear Landau equation
∂tg + v · ∇xg =
A
ˆ
dv1Mβ(v1)
1
|V |3
[|V |24g(v)− (V,D2(g)V )− 4V · ∇vg(v)] (1.7)
where D2(g) is the hessian matrix of g with respect to the velocity variables and A is a suitable
constant.
Recently Desvillettes and Ricci [6] and Kirkpatrick [12]proved a rigorous derivation for a type of
linear Landau equation in two dimensions starting from a Lorentz gas. In this case the velocity of the
test particles does not change and the equation obtained is a diffusion of the velocity on the unitary
sphere.
1.4 Main theorem
In this paper we prove the rigorous derivation of the linear Landau equation starting from a system
of particles. These particles interact by means of a two body short-range smooth potential and we
consider an initial datum which is a perturbation of the equlibrium. We rescale the variables describing
the particles system according to (1.1). Simultanously we set N2 ∼= α and Φ(q) = 1√αΦ(x ). This
gives us an intermediate scaling between the low density and the weak-coupling and allows us to use
the properties of both. Thanks to the low density properties of the scaling as first step we prove that
the dynamics of the particles system is near to the solution of the linear Boltzmann equation. In a
second step using the weak-coupling properties of the scaling we show that the solution of the linear
Landau equation is near to the solution of the linear Boltzmann equation. More precisely let fN1 be
the one particle marginal distribution and let gα be the solution of the linear Boltzmann equation,
then we are able to prove that
‖fN1 (x, v)− gα(x, v)Mβ(v)‖∞ → 0. (1.8)
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Then, denoting with g the solution of the linear Landau equation, it results that
‖g(x, v)− gα(x, v)‖H → 0 (1.9)
where H = L2
(
Γ× R3, dxdµ), with dµ = Mβ(v)dv.
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2 Dynamics and statistical description of the motion
2.1 Hamiltonian system
We consider a system of N indistinguishable particles with unitary mass moving in a torus Γ =
[0, 1 )
3 ⊂ R3 with  > 0. The particles interact by means of a two body positive, radial and not
increasing potential Φ : R3 → R. We assume also that Φ is short-range, namely Φ(q) = 0 if |q| > 1,
moreover Φ ∈ C2(R3) . The Hamiltonian of the system is given by
H =
1
2
N∑
i=1
|vi|2 + 1
2
N∑
i,j=1, i 6=j
Φ(qi − qj) (2.1)
where qi, vi are respectively position and velocity of the i-th particle.
The Newton equations are the following
d2qi
dτ2
(τ) =
∑
i 6=j
F (qi(τ)− qj(τ)) (2.2)
for i = 1, ..., N , where F (qi − qj) = −∇Φ (qi − qj) and τ is the time variable. The hypothesis that
we made on the potential ensure the existence and uniqueness of the solution of the (2.2).
2.2 Scaling
We rescale the system from microscopic coordinates (q, τ) to macroscopic ones in the following way.
We set
x = q t = τ (2.3)
where x, t are respectively the macroscopic position variable and the macroscopic time variable. We
set N2 ∼= α, with α ∼= (log logN) 12 , and we also assume that |N2 − α| → 0. With this scaling the
density of the gas and the inverse of the mean free path are diverging in the limit. This means that a
given particle experiences an high number of interaction per unit time. To balance this divergence we
rescale also the potential in the following way
Φ→ α− 12 Φ (2.4)
8
Vρ
ω
ν
ν′
V ′
1
θ
β
Figure 2.1: Here ω = ω(ν, V ) is the unit vector bisecting the angle between −V and V ′, ν is the unit
vector pointing from the particle with velocity v1 to the particle with velocity v2 when they are about
to collide. We denote with β the angle between −V and ω, with ϕ the angle between −V and ν, with
ρ = sinϕ the impact parameter and with θ the deflection angle. It results that θ = pi − 2β
In the microscopic variables the equations of motion read as
d2xi
dt2
(τ) =
1

√
α
∑
i 6=j
−∇Φ
(
xi(t)− xj(t)

)
. (2.5)
From now we shall work in macroscopic variables unless explicitely indicated.
2.3 The scattering of two particles
In this section we want to give a picture of the scattering between two particles. We turn back to
microscopic variables where the potential is assumed to have range one. Let q1, v1, q2, v2 be positions
and velocities of two particles which are performing a collision. This two-body problem can be reduced
to a central-force problem if we set the origin of the coordinates c in the center of mass
c =
q1 + q2
2
(2.6)
Thanks to the conservation of the angular momentum we have that the scattering takes place on
a plane. We define V = v1 − v2 as the incoming relative velocity and V ′ = v′1 − v
′
2 as the outgoing
relative velocity with
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θv′
v
v′1
v1
σ
Figure 2.2: We denote with σ ∈ S2 ( v1+v22 ) the direction of V ′ and with θ the angle between V and
V
′
.

v
′
1 = v1 − ω [ω · V ]
v
′
2 = v2 + ω [ω · V ]
(2.7)
Another useful way to represent the collision between two particles is the so called σ-representation
(Figure 2.2). With this notation the post collisional velocities can be written as follow

v
′
= v+v12 +
|v−v1|
2 σ
v
′
1 =
v+v1
2 − |v−v1|2 σ
(2.8)
We can now define the scattering operator I, a map defined over
{
(ν, V ) ∈ S2 × R3\ {0} s.t. V · ν ≤ 0} (2.9)
by
I (ν, V ) =
(
ν
′
, V
′)
(2.10)
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
V
′
= V − 2ω (ω · V )
ν
′
= −ν + 2ω (ω · ν)
(2.11)
From the definition of ν
′
and V
′
we have that ν · V = −ν′ · V ′ . It follows that I sends incoming
configuration in outgoing configuration. The main property of I is given by the following lemma,
proved in [16].
Lemma 2.1. I is an invertible transformation that preserves the Lebesgue measure.
We conclude this section with an estimate for the angle θ, for which a complete proof can be found
in [6]
Lemma 2.2. Let Φ be a potential satisfying our assumption and let θ(ρ, α) be the scattering angle in
function of the impact parameter ρ. Then the following estimate holds true:
θ(ρ, α) ≤ −2|V |2√αγ(ρ) +
1
|V |4αM(ρ, α) (2.12)
where
γ(ρ) =
1ˆ
|ρ|
ρ
u
Φ
′
( |ρ|
u
)
du√
1− u2 (2.13)
and M(ρ, α) is positive bounded functions.
Remark 2.3. Formula (2.12) points out that when α→∞ the collision becomes grazing.
2.4 Statistical description
Now we want to describe our system from a statistical point of view. We will denote the phase space
as
ΛN =
{
zN ∈
(
Γ× R3)N} (2.14)
where zN = (z1, z2, .., zN ), zi = (xi, vi) and Γ is the torus of unitary side.
We consider a probability density function W0,N defined on ΛN . The time evolution of W0,N is
given by the solution WN of the following Liouville equation
∂tWN + LNWN = 0
WN (0) = W0,N
(2.15)
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where LN = L0N + LIN with
L0N =
N∑
i=1
vi · ∇xi (2.16)
LIN =
1

N∑
i,j=1
i 6=j
Fi,j · ∇vi (2.17)
and Fi,j = − 1√α∇Φ
(
xi(t)−xj(t)

)
. We suppose that W0,N is symmetric in the exchange of particles,
and hence WN (t) is still symmetric for any positive times.
The marginals distribution of the measure WN (t) are defined as
fNj (zj , t) =
ˆ
dzj+1...dzN WN (zN , t) (2.18)
Nevertheless, it is more convenient to work with the reduced marginals f˜Nj (zj , t) that read as follow
f˜Nj (zj , t) =
ˆ
S(xj)N−j
dzj+1...dzN WN (zN , t) (2.19)
where
S(xj)
N−j =
{
z = (x, v) ∈ Γ× R3 | |x− xk| >  ∀ 1 ≤ k ≤ j
}
(2.20)
As can be easily seen the reduced marginals are asymptotically equivalent (for → 0) to the standard
marginals.
For the reduced marginals it is possible to derive from the Liouville equation the following hierarchy
of equations, called the Grad hierarchy (GH),
(∂t + Lj) fNj =
N−j−1∑
m=0
Aj+1+mf
N
j+1+m 0 ≤ j ≤ N (2.21)
where
Aj+1+mf
N
j+1+m(zj , t) =
(
N − j − 1
m
)
(N − j)2
j∑
i=1
ˆ
S2
dνχ{minl=1,...,j;l 6=i|xi+ν−xl>|} (ν)
ˆ
R3
dvj+1 (vj+1 − vj) · ν
ˆ
∆m(xj+1)
dzj+1...dzj+1+mf
N
j+1+m(zj , xi + ν, vj+1, zj+1,m, t) (2.22)
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and zj+1,m = (zj+1, ..., zj+1+m). The set ∆m(xj+1) is defined as follows
∆m(xj+1) = {zj+1,m ⊂ S(xj)m such that ∀ l = j + 2, ..., j + 1 +m, there exists
a choice of index h1, ..., hr ∈ {j + 2, ..., j + 1 +m}
such that |xl − xh1 | ≤ , |xhk−1 − xhk | ≤  for k = 2, ..., r
and min
i∈{l,h1,...,hr}
|xi − xj+1| ≤ 
}
(2.23)
This hierarchy was first introduced by Grad [10]. Actually in views of the Boltzmann-Grad limit only
the first equation of this hierarchy was considered. The full hierarchy was introduced and derived by
King in [11]. A complete derivation of this hierarchy can also be found in [8] adn [16].
It is possible to represent the solution of the Grad hierarchy as a series obtained by iterating the
Duhamel formula. It results that
f˜Nj (t) =
∞∑
n=0
Gj,n(t)f
N
0,j (2.24)
where
fN0,j =
ˆ
S(xj)N−j
dzj+1...dzN W0,N (zN ) (2.25)
and Gj,n(t) is defined for n ≤ N − j as
Gj,n(t) =
∑
m1,...,mn≥0
j+n+
∑n
i=1mi≤N
tˆ
0
dt1...
tn−1ˆ
0
dtn
Sj(t− t1)Aj+1+m1Sj+1+m1(t1 − t2)...Aj+n+∑ni=1miSj+n+∑ni=1mi(tn)fN0,j+n+∑ni=1mi (2.26)
and it is identically equal to zero for n > N − j. The operator Sj(t) is the interacting flow operator:
Sj(t)g(zj) = g
(
T j (−t)zj
)
, (2.27)
where T j (t) is the solution of the Newton equation (2.5). We call this series the Grad series solution
(GSS).
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Next we introduce the following hierarchy of equations, called the intermediate hierarchy (IH)
(∂t + Lj) fNj = (N − j)2Cj+1(fNj+1) (2.28)
Cj+1(f
N
j+1) =
j∑
k=1
ˆ
R3
dvj+1
ˆ
ν·(vk−vj+1)≥0
dν|ν · (vk − vj+1)|
[
fNj+1(x1, v1, ..., xk, v
′
k, ..., xj , vj , xk − η, v
′
j+1)− fNj+1(x1, v1, ..., xj , vj , xk + η, vj+1)
]
(2.29)
This hierarchy is formally similar to the BBGKY hierarchy for hard spheres but the collision operator
appearing in IH is different. Indeed, in the IH we have that the trasfered momentum is
p = (V · ω)ω (2.30)
while in hard spheres it is
p = (V · ν) ν. (2.31)
Note that it may be convenient to express ν in terms of ω, which is the parameter appearing in the
expression of the outgoing velocities. However, as described in [16], this is a delicate point and we
prefer to avoid it, working as much as possible with formula (2.29). We want to notice also that
Aj+1f
N
j+1 = C

j+1(f
N
j+1), i.e. the first term in the sum on the right hand side of equation (2.24) is the
collision term that arise in the IH case. As we will see this will be the only O(1) term as → 0.
Also for IH we can write the following formal series for the solution, that we will call intermediate
series solution (ISS)
fNj (t) =
∞∑
n=0
Qj,n(t)f
N
0,j (2.32)
where the operator Qj,n(t) is defined for n ≤ N − j as
Qj,n(t) = (N − j) ... (N − j − n+ 1) 2n
tˆ
0
dt1...
tn−1ˆ
0
dtnS

j(t− t1)Cj+1Sj+1+m1(t1 − t2)...Cj+nSj+n(tn)fN0,j+n (2.33)
and it is identically equal to zero for n > N − j.
Finally we observe that by sending  → 0, N → ∞, N2 → α in the IH we obtain, formally, the
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following hierarchy, called the Boltzmann hierarchy (BH)
(∂t + v · ∇x) fj = αCj+1(fj) 0 ≤ j (2.34)
Cj+1(f
j) =
j∑
k=1
ˆ
R3
dvj+1
ˆ
ν·(vk−vj+1)≥0
dν|ν · (vk − vj+1)|
[
fj+1(x1, v1, ..., xk, v
′
k, ..., xj , vj , xk, vj+1)− fj+1(x1, v1, ..., xj , vj , xk, vj+1)
]
(2.35)
If we assume the propagation of chaos, i.e. that fj = f
⊗j
1 , the first equation of this infinite hierarchy
becomes the Boltzmann equation.
The series solution for the Boltzmann hierarchy (BSS) is the following
fαj (t) =
∞∑
n=0
Qαj,n(t)f0,j+n (2.36)
where f0,j+n is the j + n particles initial datum and Qαj,n(t) is defined as follows
Qαj,n(t) = α
n
tˆ
0
dt1...
tn−1ˆ
0
dtnSj(t− t1)Cj+1Sj+1+m1(t1 − t2)...Cj+nSj+n(tn)f0,j+n (2.37)
where Sj(t) is the free flow operator, i.e.
Sj(t)g
j(zj) = g(xj − vjt). (2.38)
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3 Linear regime
In this section we formally derive the linear Boltzmann and Landau equations. First we define the
Gibbs measure defined by
MN,β(zn) = CN,βe
−βHN (zn) (3.1)
where β > 0 and CN,β is chosen so that
ˆ
ΛN
MN,β(zn)dzn = 1 (3.2)
The Gibbs measure is an invariant measure for the gas dynamics and (3.1) is a stationary solution of
the Liouville equation.
In case of the Boltzmann and Landau equations, a stationary solution is given by the Maxwellian
distribution (free gas)
Mβ(v) = Cβe
− β2 |v|2 , (3.3)
where β > 0 and Cβ is such that ˆ
Γ×R3
Mβ(v)dxdv = 1. (3.4)
Moreover a stationary solution of the Boltzmann hierarchy is
M⊗jβ (vj) =
j∏
i=1
Mβ(vi). (3.5)
Now we consider the Liouville equation (2.15) with initial datum given by
W0,N (zN ) = MN,β(zN )g0(x1, v1) (3.6)
where g0 ∈ L∞
(
Γ× R3) is a perturbation on the first particle such that ´ dz1MN,β(z1)g0(x1, v1) = 1.
Theorem 3.1. Let WN be the solution of the Liouville equation (2.15) with initial datum (3.6) and
let fNj be the j-particles reduced marginal. Then for any 1 ≤ j ≤ N the following bound holds
sup
t
fNj (zj , t) ≤MN,β(zj)‖g0‖∞ ≤M⊗jβ (zj)‖g0‖∞ (3.7)
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Proof. From the choice of the initial datum we have that
fN0 (zN ) ≤MN,β(zN )‖g0‖∞ (3.8)
Since the maximum principle holds for the Liouville equation and MN,β(zN ) is a stationary solution
we have that
WN (zN , t) ≤MN,β(zN )‖g0‖∞ (3.9)
This implies the (3.7) since MN,β(zj) ≤M⊗jβ (zj) by the positivity of the interaction.
3.1 Linear Boltzmann equation and asymptotics
In this section we derive the linear Boltzmann equation from the non linear one and study its asymptotic
behavior for α→∞. Suppose that the initial datum of the Boltzmann hierarchy (2.35) is
f0,j(x1, v1, ..., xj , vj) = Mβ(v1)...Mβ(vj)g0(x1, v1) (3.10)
with g0(x1, v1) ∈ L∞ (Γ). Since the Maxwellian distribution is a stationary solution of the equations
we look for a solution at time t given by
fαj (zj , t) = Mβ(v1)...Mβ(vj)g
α(x1, v1, t). (3.11)
From (3.10) and (2.35) we have that (3.11) is a solution of the Boltzmann hierarchy if gα satisfies the
following equation
Mβ(v) (∂tg
α + v · ∇xgα) = α
ˆ
dv1
ˆ
ν·V>0
dν|ν · V |
[
Mβ(v
′
)Mβ(v
′
1)g
α(x, v
′
)−Mβ(v)Mβ(v1)gα(x, v)
]
(3.12)
Since Mβ(v
′
)Mβ(v
′
1) = Mβ(v)Mβ(v1) the equation (3.12) becomes the Linear Boltzmann equation
∂tg
α + v · ∇xgα = QB(gα), (3.13)
where
QB(g
α) = α
ˆ
dv1Mβ(v1)
ˆ
ν·V >0
dν|ν · V |
[
gα(x, v
′
)− gα(x, v)
]
. (3.14)
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We are interested to investigate the behavior of QB when α → ∞. We denote with (eˆ1, eˆ2, eˆ3) an
orthonormal base of R3 such that eˆ1 = V|V| . Now we consider the semispehere S
2
+ =
{
ν ∈ s2 | ν ·V > 0}.
For a fixed ν in this semispehere the scattering takes place in the plane generated by eˆ1 and ν. An
orthonormal base of the scattering plane is given by the vectors eˆ1 and eˆ (ψ) = eˆ2 cosψ + eˆ3 sinψ,
calling with ψ the angle between eˆ2 and eˆ . We also denote with ϕ the angle between eˆ1 and ν.
Figure 3.1: A representation of a three dimensional scattering.
From the σ − representation (2.8) we have that
v
′
= c+ rσ (3.15)
where r = |V|2 and c =
v+v1
2 . Notice that in our coordinates it results that
σ = cos θeˆ1 − sin θeˆ(ψ) (3.16)
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eˆeˆ1
ν
θ
σ
Figure 3.2:
We denote with v
′
(θ) the post collisional velocity in function of the scattering angle θ
v
′
(θ) = c+ r cos θeˆ1 − r sin θeˆ(ψ) (3.17)
This implies that
gα(v
′
(θ)) = gα(c+ r cos θeˆ1 − r sin θeˆ(ψ)) (3.18)
For sake of brevity we will not take care of the dependence of g from the spatial variable. Let us
consider the Taylor expansion of g with respect to θ up to the second order. We have
gα(v
′
)− gα(v) =gα(v′(θ))− gα(v′(0))
=θ∇vgα(v) · dv
′
dθ
(0) +
θ2
2
[
∇vgα · d
2v
′
dθ2
(0) +
(
dv
′
dθ
(0), D2v(g
α)
dv
′
dθ
(0)
)]
+ o(θ2)
(3.19)
where D2v(gα) is the hessian matrix of gα with respect to the velocity. A simple calculation gives us
that
dv
′
dθ
(0) = −reˆ(ψ) (3.20)
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d2v
′
dθ2
(0) = −reˆ1 (3.21)
It can be easily seen that the integration of the first term is zero by symmetry. Moreover from Lemma
2.2 we have that
θ2(ρ, α) ≤ 4|V|4αγ
2(ρ) + o(α−1) (3.22)
From this remark and by equations (3.19) and (3.14) we have that
QB =
ˆ
dv1Mβ(v1)
ˆ
ν·V >0
dν|ν · V | 2|V |4 γ(ρ)
2
[
−1
2
V · ∇vgα(v) + |V |
2
4
(
eˆ(ψ), D2eˆ(ψ)
)]
+ o(α−1) (3.23)
From the change of variables ν → ψ,ϕ , since dν = sinϕdϕdψ, we have that
QB =
ˆ
dv1Mβ(v1)
pi
2ˆ
−pi2
dϕ
pi
2ˆ
−pi2
dψ|ν · V | sinϕ 2|V|4 γ(ρ)
2
[
−1
2
V · ∇vgα(v) + |V |
2
4
(
eˆ(ψ), D2eˆ(ψ)
)]
+ o(α−1) (3.24)
Since |ν · V | = |V | cosϕ and ρ = sinϕ, it results that cosϕdϕ = dρ and so
QB =
ˆ
dv1Mβ(v1)
1ˆ
−1
dρ
1
|V |3 ργ(ρ)
2
pi
2ˆ
−pi2
dψ
[
−V · ∇vgα(v) + |V |
2
2
(
eˆ(ψ), D2eˆ(ψ)
)]
+ o(α−1) =
ˆ
dv1Mβ(v1)
1
|V |3
pi
2ˆ
−pi2
dψ
[ |V |2
2
(
eˆ(ψ), D2eˆ(ψ)
)− V · ∇vgα(v)] 1ˆ
−1
dρργ(ρ)2 + o(α−1) (3.25)
From the definition of eˆ(ψ), and since
´ pi
2
−pi2 sin
2 ψdψ =
´ pi
2
−pi2 cos
2 ψdψ = pi2 and
´ pi
2
−pi2 sinψ cosψdψ = 0,
we have that
QB =
ˆ
dv1Mβ(v1)
1
|V |3
[|V |2 (eˆ2, D2eˆ2)+ |V |2 (eˆ3, D2eˆ3)− 4V · ∇vgα(v)] pi
4
1ˆ
−1
dρργ(ρ)2 + o(α−1)
(3.26)
Now since the laplacian is the trace of the Hessian matrix and it is invariant under changes of coordi-
20
nates we have that
4g(v) = (eˆ1, D2eˆ1)+ (eˆ2, D2eˆ2)+ (eˆ3, D2eˆ3) (3.27)
and so
|V |2 (eˆ2, D2eˆ2)+ |V |2 (eˆ3, D2eˆ3) = |V |24gα(v)− (V,D2V ) (3.28)
Thanks to (3.28) we finally arrive to
QB(g) =B
ˆ
dv1Mβ(v1)
1
|V |3
[|V |24gα(v)− (V,D2V )− 4V · ∇vgα(v)]+ o(α)
=QL(g) + o(α) (3.29)
where
B =
pi
4
1ˆ
−1
dρργ(ρ)2 (3.30)
3.2 Linear Landau equation
In this subsection we will show that the linear operator QL(g) is indeed the linear Landau operator
obtained by the full nonlinear equatios.. Consider

∂tf + v · ∇xf = CL(f)
f(x, v, 0) = f0(x, v)
whit
CL(f) = A
ˆ
dv1∇v ·
[
1
|v − v1|P
⊥
(v−v1) (∇v −∇v1) f(v)f(v1)
]
(3.31)
where A > 0 is a suitable constant and P⊥(v−v1) is the projector on the orthogonal subspace to v − v1.
Also in this case we consider a perturbation of the stationary state. We set f(v) = Mβ(v)g(v)
and f(v1) = Mβ(v1) in (3.31). This represents a single particle perturbed in a stationary background.
With this choice equation (3.31) becomes
Mβ(v) (∂tg + v · ∇xg) = K(g)
K(g) = A
ˆ
dv1∇v ·
[
1
|v − v1|P
⊥
(v−v1) (∇v −∇v1)Mβ(v)Mβ(v1)g(v)
]
We suppose to have all the necessary regularity to give sense to the following calculations. We start
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from the gradient term which leads to
K(g) = A
ˆ
dv1∇v·
[
1
|V|P
⊥
V (Mβ(v)Mβ(v1)∇vg(v)− 2vβMβ(v)Mβ(v1)h(v) + 2v1βMβ(v)Mβ(v1)g(v))
]
= A
ˆ
dv1Mβ(v1)∇v ·
[
1
|V|P
⊥
V (Mβ(v)∇vg(v)− 2βMβ(v)g(v) (V ))
]
(3.32)
Notice that P⊥V (2βMβ(v)g(v) (V )) = 0, this yields
K(g) = A
ˆ
dv1Mβ(v1)∇v ·
[
1
|V |P
⊥
V (Mβ(v)∇vg(v))
]
(3.33)
We also notice that ∇v 1|V | is parallel to V , we calculate the divergence and obtain
∇v ·
[
1
|V |P
⊥
(V) (Mβ(v)∇vg(v))
]
= ∇v 1|V | · P
⊥
(V) (Mβ(v)∇vg(v)) +
1
|V |∇v · P
⊥
(V) (Mβ(v)∇vg(v)) =
1
|V |∇v · P
⊥
V (Mβ(v)∇vg(v))
Therefore by (3.33) we have
K(g) = A
ˆ
dv1Mβ(v1)
1
|V |∇v ·
[
Mβ(v)P
⊥
V (∇vg(v))
]
(3.34)
We calculate again the divergence
∇v ·
[
Mβ(v)P
⊥
V (∇vg(v))
]
= −2βvMβ(v) · P⊥V (∇vg(v)) +Mβ(v)∇v ·
[
P⊥V (∇vg(v))
]
=
−2β (v − v1)Mβ(v) · P⊥V (∇vg(v))− 2βv1Mβ(v) · P⊥V (∇vg(v)) +Mβ(v)∇v ·
[
P⊥V (∇vg(v))
]
=
− 2βv1Mβ(v) · P⊥V (∇vg(v)) +Mβ(v)∇v ·
[
P⊥V (∇vg(v))
]
(3.35)
From (3.35) and (3.34) we arrive to
K(g) = A
ˆ
dv1Mβ(v1)
1
|V |
{−2βv1Mβ(v) · P⊥V (∇vg(v)) +Mβ(v)∇v · [P⊥V (∇vg(v))]} =
A
ˆ
dv1Mβ(v1)
1
|V |
[−2βv1Mβ(v) · P⊥V (∇vg(v))]+
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Aˆ
dv1Mβ(v1)
1
|V |Mβ(v)∇v ·
[
P⊥V (∇vg(v))
]
(3.36)
Now we work on the first term of the right hand side of (3.36). Since −2βv1Mβ(v1) = ∇v1Mβ(v1), by
means of the divergence Theorem we have that
A
ˆ
dv1Mβ(v1)
1
|V |
[−2βv1Mβ(v) · P⊥V (∇vg(v))] = Mβ(v)Aˆ dv1 (−2βv1)Mβ(v1) · P⊥V (∇vg(v))|V | =
−Mβ(v)A
ˆ
dv1Mβ(v1)∇v1 ·
[
P⊥V (∇vh(v))
|V |
]
= −Mβ(v)A
ˆ
dv1Mβ(v1)
1
|V |∇v1 ·
[
P⊥V (∇vg(v))
]
(3.37)
From (3.37) and (3.36) we arrive to
K(g) = Mβ(v)A
ˆ
dv1Mβ(v1)
1
|V | (∇v −∇v1) ·
[
P⊥V (∇vg(v))
]
(3.38)
Now we want to calculate ∇v ·
[
P⊥V (∇vg(v))
]
and ∇v1 ·
[
P⊥V (∇vg(v))
]
. First we observe that
P⊥V (∇vg(v)) = ∇vg(v)−
(V,∇vg(v))V
|V |2 (3.39)
and so
∇v1 ·
[
P⊥V (∇vg(v))
]
= ∇v1 ·
[
∇vg(v)− (V,∇vg(v))V|V |2
]
= −∇v1 ·
[
(V,∇vg(v))V
|V |2
]
=
2
(V,∇vg(v))
|V |2 (3.40)
For the other term we have that
∇v ·
[
P⊥V (∇vg(v))
]
= ∇v ·
[
∇vg(v)− (V,∇vg(v))V|V |2
]
= 4g(v)−∇v ·
[
(V,∇vg(v))V
|V |2
]
=
4g(v)−
[
2
(V,∇vg(v))
|V |2 +
(
V,D2V
)
|V |2
]
(3.41)
We now use (3.40) and (3.41) together with (3.38) to get
K(g) = Mβ(v)A
ˆ
dv1Mβ(v1)
1
|V |3
[|V |24g(v)− (V,D2V )− 4V · ∇vg(v)] (3.42)
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Finally we can define the linear Landau equation
∂tg + v · ∇xg = Q˜L(g) (3.43)
where Q˜L is the linear Landau operator defined as
Q˜L(g) = A
ˆ
dv1Mβ(v1)
1
|V |3
[|V |24g(v)− (V,D2V )− 4V · ∇vg(v)] (3.44)
Notice that Q˜L and QL are the same operator if A = B. The constant A is precisally characterized by
the formal derivation of the Landau equation from a system of particles and it has the following value
A =
1
8pi
+∞ˆ
0
dr r3Φˆ(r)2 (3.45)
where Φˆ(|k|) = ´ dxΦ(|x|)e−ik·x. It can be easily proved that A = B by following the calculations
made in [12] and, therefore, that Q˜L = QL.
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4 Continuity estimates
In this section we will prove some useful estimates for the operators arising in the series solution of the
hierarchies. Observe that in the case of α = 1 these estimates are enough to prove the convergence of
the series solution for a small time. In our case since α→∞ the time of the convergence of the series
is going to zero. As we will see in the next section we can still use these estimates in the linear case
thanks to the a priori estimate .
We define the following norm
‖fj(zj)‖β = sup
zj∈Λj
(
eβH(zj)fj(zj)
)
(4.1)
where the hamiltonian H(zj) in macroscopic variables reads as
H(zj) =
1
2
j∑
i=1
|vi|2 + 1
2
√
α
j∑
i,k=1, i 6=k
Φ(
xi − xk

) (4.2)
For sake of simplicity we don’t indicate the dependence from j in the definition of ‖ · ‖β . Notice
also that the norm depends on α but not in a harmful way.
Since we are interested in the linear regime we will take as initial datum a perturbation of the
stationary state, as we have seen in section 3.1 and 3.2. We assume that the initial datum of GH and
IH has the form
fNj,0(zj) = MN,β(zj)g0(x1, v1) (4.3)
We assume also that the initial data for the Boltzmann hierarchy is
fα0 (zj) = M
⊗j
β (vj)g0(x1, v1) (4.4)
Notice that the estimates that we will prove work also in case of a general f0 with ‖f0‖β < ∞ for a
β > 0.
4.1 Estimates of the operators
We start by estimating the operator appearing in GSS
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Lemma 4.1. Let gNj be a sequence of continuous functions with gNj = 0 for j > N and suppose that
‖gNj ‖β ≤ Cj (4.5)
Then for β
′
< β there exist a constant C1 = C1(β, β
′
, gNj ) such that for  small enough and ∀j ≥ 0
‖Gj,n(t)gNj (zj)‖β′ ≤ (C1αt)n (4.6)
Proof. From the definition of the operator Aj+1+mgNj+1+m we have that
eβ
′
H(zj)|Aj+1+mgNj+1+m(zj)| ≤ Cj+1Cm3m2Nm+1
j∑
i=1
ˆ
dvj+1 (|vi|+ |vj+1|) e−
β−β′
2
∑j
i=1 v
2
i e−
β
2 v
2
j+1
(4.7)
since ˆ
∆m(xj+1)
dzj+1,mf
N
j+1+m(zj , xi + ν, vj+1, zj+1,m, t) ≤ Cm3m (4.8)
and
‖gNj+1+m‖β ≤ Cj+1Cm (4.9)
Now since 2N ∼= α we have that
3m2Nm+1 ≤ α(Cα)m (4.10)
and so
eβ
′
H(zj)|Aj+1+mgNj+1+m(zj)| ≤ nα(Cα)m (4.11)
We can choose  small enough, since α ∼= √log logN , to have that Cα < 1. We performe the sum
over m to obtain ∑
m≥0
(Cα)
m ≤ C (4.12)
that leads us to
‖Aj+1+mgNj+1+m(zj)‖β′ ≤ nαC (4.13)
Now since for any β > 0 it results that
‖Sj(t)gNj ‖β = ‖gNj ‖β (4.14)
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we can alternate estimate (4.13) and (4.14) and performe the time integrals in (2.26). This gives us
that
‖Gj,n(t)gNj (zj)‖β′ ≤ (C1αt)n (4.15)
In the same way we can estimate the operators Qj,n(t) and Qαj,n(t) and prove the following lemma
Lemma 4.2. Let Qj,n(t) and Qαj,n(t) be defined respectively as in (2.33) and in (2.37). Let also gNj , gj
be sequence of continuous functions with gNj = 0 for j > N suppose that
‖gNj ‖β ≤ Cj (4.16)
‖gj‖β ≤ Cj (4.17)
then there exist constants C2 and C3 such that for  small enough and β
′
< β
‖Qj,n(t)gNj ‖β′ ≤ (C2αt)n (4.18)
‖Qαj,n(t)gj‖β′ ≤ (C3αt)n (4.19)
4.2 Estimates for an arbitrary time
Now we want to use the a priori estimate to prove the convergence of the series solution for an arbitrary
time. The main idea is to separate the interval [0, t] in s ∈ N parts of length h such that
t = sh (4.20)
and write f˜N1 (t), f
α
1,s(t) and fN1,s(t) in terms of a finite sum plus a remainder. We use the technique used
by Bodineau, Gallagher and Saint-Raymond [3]. It consists in bounding the number of interactions in
an interval [ih, (i+ 1)h] 0 ≤ i < s by 2i − 1 and send the time h to zero in a suitable way.
In literature there is another method, which is employed by Colangeli, Pezzoti and Pulvirenti in
[5], that consists in taking h smaller than the Lanford time of the convergence of the series solutions
and then bounding in a suitable way the number of creations in each interval. We cannot use this
method since in our case the time of the convergence of the series is going to zero.
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We can write the solution at time t of the GH as the evolution of a time h of the solution at time
t− h
f˜N1 (t) =
∞∑
j1=0
G1,j1(h)f˜
N
j1+1
(t− h) (4.21)
We introduce the Grad truncated series solution (GTS) by truncating the series (4.21) at j1 = 21−1 =
1. We obtain
f˜N1 (t) =
1∑
j1=0
G1,j1(h)f˜
N
j1+1
(t− h) + R˜1,1(t− h, t) (4.22)
R˜1,1(t− h, t) =
∞∑
j1=2
G1,j1(h)f˜
N
j1+1
(t− h) (4.23)
Now we can iterate this procedure on f˜Nj1+1(t− h). We have that
f˜Nj1+1(t− h) =
∞∑
j2=0
Gj1+1,j2(h)f˜
N
j2+1
(t− h) (4.24)
We truncate again the series at j2 = 22 − 1 and we arrive to
f˜Nj1+1(t− h) =
22−1∑
j2=0
Gj1+1,j2(h)f˜
N
j2+1
(t− 2h) + R˜j1+1,2(t− 2h, t− h) (4.25)
where
R˜j1+1,2(t− 2h, t− h) =
N−j1−1∑
p=4
Gj1+1,2(h)f˜
N
j1+1+p
(t− 2h) (4.26)
From (4.25) and (4.22) we have
f˜N1 (t) =
1∑
j1=0
22−1∑
j2=0
G1,j1(h)G

j1+1,j2(h)f˜
N
j2+1
(t− 2h) + R˜2N (t) (4.27)
where R˜2N (t) takes into account the evolution of the remainders of each truncation and reads as follows
R˜2N (t) = R˜1,1(t− h, t) +
1∑
j1=0
G1,j1(h)R˜j1+1,2(t− 2h, t− h) (4.28)
We iterate this procedure with a sequence of cutoffs 2i − 1, this leads to
f˜N1 (t) = f˜
N
1,s(t) + R˜
s
N (t) (4.29)
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where, denoting with Pi = 1 +
∑i
k=1 jk the number of particles after i iterations,
f˜N1,s(t) =
1∑
j1=0
...
2s−1∑
js=0
G1,j1(h)G

P1,j2(h)...G

Ps−1,jS (h)f
N
0 (4.30)
R˜sN (t) =
s∑
i=1
1∑
j1=0
...
2i−1−1∑
ji−1=0
G1,j1(h)G

P1,j2(h)...G

Pi−2,ji−1(h)R˜Pi−1,i (t− ih, t− (i− 1)h) (4.31)
R˜Pi−1,i (t− ih, t− (i− 1)h) =
N−Pi−1∑
p=2i
GPi−1,p(h)f˜
N
Pi−1+p (4.32)
We use the same procedure for the series solution of the Boltzmann hierarchy and we obtain the
truncated Boltzmann solution (BTS)
fα1,s(t) =
1∑
j1=0
...
2s−1∑
js=0
Qα1,j1(h)Q
α
P1,j2(h)...Q
α
Ps−1,js(h)f
N
0 (4.33)
Rs(t) =
s∑
i=1
1∑
j1=0
...
2i−1−1∑
ji−1=0
Qα1,P1(h)Q
α
P1,j2(h)...Q
α
Pi−2,ji−1(h)RPi−1,i (t− ih, t− (i− 1)h) (4.34)
RPi−1,i (t− ih, t− (i− 1)h) =
N−Pi−1∑
p=2i
QαPi−1,p(h)f
N
Ji−1+p (4.35)
We also define the intermediate truncated solution (ITS)
fN1,s(t) =
1∑
j1=0
...
2s−1∑
js=0
Q1,j1(h)Q

P1,j2(h)...Q

Ps−1,js(h)f
N
0 (4.36)
Now we want to prove an estimate for the remainder term.
Theorem 4.3. Let R˜sN (t),R
s(t) be defined respectively as in (4.31) and (4.34). Then the following
estimate holds
‖R˜sN (t)‖∞ + ‖Rs(t)‖∞ ≤ ‖g0‖∞
(
C (αt)
2
s
)2
(4.37)
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Proof. Thanks to the semigroup property we have that
R˜Ns (t) =
s∑
i=1
1∑
j1=0
...
2i−1−1∑
ji−1=0
G1,Pi−1−1((i− 1)h)R˜Pi−1,i (t− ih, t− (i− 1)h) (4.38)
Now from the steps of Lemma 4.1 it follows that
‖G1,Pi−1−1((i− 1)h)R˜Pi−1,i (t− ih, t− (i− 1)h) ‖∞ ≤
(Cα(i− 1)h)Pi−1−1 ‖R˜Pi−1,i (t− ih, t− (i− 1)h) ‖ β
2
(4.39)
Furthermore we have that
‖R˜Pi−1,i (t− ih, t− (i− 1)h) ‖ β
2
≤
N−Pi−1∑
p=2i
(Cαh)
p ‖˜fNPi−1+p‖ β2 ≤ ‖g0‖∞
N−Pi−1∑
p=2i
(Cαh)
p (4.40)
We use together the last two estimates and that
Cαh <
1
2
and we arrive to
‖R˜Ns (t)‖∞ ≤ ‖g0‖∞
s∑
i=1
1∑
j1=0
...
2i−1−1∑
ji−1=0
(Cαt)
Pi−1−1 (Cαh)2
i ≤
‖g0‖∞
s∑
i=1
1∑
j1=0
...
2i−1−1∑
ji−1=0
(Cαt)
2i
(Cαh)
2i ≤ ‖g0‖∞
s∑
i=1
2i(i−1) (C (αt)αh)2
i
≤ ‖g0‖∞
s∑
i=1
(
C (αt)
2
s
)2i
(4.41)
In the last step we used that h = ts and that i(i− 1) ≤ 2i. Now we assume also that
C (αt)
2
s
<
1
2
(4.42)
and we finally arrive to
‖R˜sN (t)‖∞ ≤ ‖g0‖∞
(
C (αt)
2
s
)2
(4.43)
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The estimate for Rs(t) can be obtained in the same way.
Thanks to Theorem 4.3 we can work directly on the truncated series since we have an estimate on
the remainders. We want to prove that the GTS is close to the ITS as → 0. We have
Theorem 4.4. Let f˜N1,s(t), f
N
1,s(t) be respectively the solution of the first equation of GH and IH. Then
the following estimate holds for all t ≥ 0
‖f˜N1,s(t)− fN1,s(t)‖∞ ≤ ‖g0‖∞2s(s+1) (Cαt)2
s+1
 (4.44)
Proof. The definition of the truncated solution series leads to
f˜Nj,s(t)− fNj,s(t) =
2∑
j1=0
...
2s−1∑
js=0
[
G1,j1(h)G

P1,j2(h)...G

Ps−1,jS (h)−Q1,j1(h)QP1,j2(h)...QPs−1,js(h)
]
fN0
(4.45)
Now from the semigroup property and the identity
an − bn =
n∑
i=1
ai−1(a− b)bn−i (4.46)
we have
G1,j1(h)G

P1,j2(h)...G

Ps−1,jS (h)−Q1,j1(h)QP1,j2(h)...QPs−1,js(h) =
s∑
l=1
G1,Pl−1−1((l − 1)h)
[
GPl−1,jl(h)−QPl−1,jl(h)
]
QPl,Ps−Pl((s− l)h) (4.47)
Since the operator QPl−1,jl(h) is the first term not equal to zero in the asymptothic of the operator
GPl−1,jl(h) we obtain that
GPl−1,jl(h)−QPl−1,jl(h)fN (0) =
∑
m1,...,mjl≥0,
∑jl
i=1mi 6=0
Pl−1+jl+
∑jl
i=1mi≤N
hˆ
0
dt1...
tjl−1ˆ
0
dtjl
SPl−1(h−t1)APl−1+1+m1SPl−1+1+m1(t1−t2)...APl−1+jl+∑jli=1miSPl−1+jl+∑jli=1mi(tjl)fN0,Pl−1+jl+∑jli=1mi
(4.48)
The same steps of Lemma 4.1 lead to
‖GPl−1,jl(h)−QPl−1,jl(h)fN (0)‖β′ ≤ (Cαh)jl ‖g0‖∞ (4.49)
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From (4.49) and (4.47) we arrive to
s∑
l=1
‖G1,Pl−1−1((l − 1)h)
[
GPl−1,jl(h)−QPl−1,jl(h)
]
QPl,Ps−Pl((s− l)h)fN,0 ‖∞ ≤ ‖g0‖∞ (Cαt)Ps−1
(4.50)
We perform the sum over j1, ..., js and we finally have that
‖f˜N1,s(t)− fN1,s(t)‖∞ ≤ ‖g0‖∞2s(s+1) (Cαt)2
s+1
(4.51)
Thanks to this theorem we can reduce us to study only the convergence of the ITS to the BTS.
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5 Convergence to Linear Boltzmann equation
5.1 The Boltzmann backward flow and the Interacting backward flow
In this section we will represent in a convenient way the series (2.32) and (2.36) for the first-particle
marginal. These series solutions can be represented graphically as a trees expansion. We define a
n-collision tree graph as the following collection of integer
Γ(n) = {(i1, ..., in) ∈ Nn | ik ≤ k} (5.1)
Roughly speaking, this integer represent the label of the particle that creates a new particle in a
creation term. In Figure (5.1) we give a picture of the tree (1, 1, 2).
12 34
t1
t2
t3
Figure 5.1: A representation of the tree graph (1, 1, 2). At the time t1 we create the particle 2 on the
particle 1. Then at time t2 we create the particle3 on the particle 1. Finally at time t3 the particle 4
is created on the particle 2.
We define the following collections of variables for the ITS
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σn = (σ1, ..., σn) σi = ±1 σn =
n∏
i=1
σi (5.2)
tn = (t1, ..., tn) (5.3)
wn = (w1, ..., wn) (5.4)
νn = (ν1, ..., νn) (5.5)
Here t1, ..., tn are the time variables appearing in the time integrals, while wi and νi are the velocity
and the impact parameter that appears in the creation of the (i+1)-th particle. Fixed these variables
we can construct the interacting backwards flow (IBF). We define the IBF at time s ∈ (tk, tk+1) as
ζ(s) =
(
r1(s), ξ

1(s), ..., r

1+k(s), ξ

1+k(s)
)
(5.6)
where ri(s), ξi(s) are respectively position and velocity of the i-Th particle at time s. At time t we
have that ζ(t) = (x1, v1), then we go back in time with the interacting flow defined as the solution
of equation (2.5). Between time t and time t − t1 we set ζ(s) = T 1 (−s) (r1(t), ξ1(t)). Then at time
t − t1 we create a new particle in position r2(t − t1) = ri1(t − t1) + ν1 with velocity ξ2(t − t1) = w1
in a pre-collisional state if σ1 = +1 or in post collisional one if σ1 = −1. Between time t − t1 and
t− t1− t2 we set the IBF as ζ(s) = T 2 (−t+ t1 + s) (r1(t− t1), ξ1(t− t1), r2(t− t1), ξ2(t− t1)). In this
way we create a new particle at time t − t1 − t2 in position ri2(t − t1 − t2) + ν2 with velocity w2 in
pre-collisional or post-collisional configuration that depends on σ2. We iterate this procedure and we
define the IBF up to time 0 by alternating the creation of new particles with the interacting flow T j .
For sake of simplicity we define the following time variables
τk = t−
k∑
i=1
ti (5.7)
With this definition τk are the backward times of a creation.
We can write the one particle marginal in a more manageable way thanks to the IBF
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fN1,s(t) =
1∑
j1=0
...
2s−1∑
js=0
(N − 1) ... (N − Ps − 1)
(
2
)Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1I

σPs−1
(zj , t) (5.8)
with
IσPs−1(zj , t) =
ˆ
dtPs−1dwPs−1dνPs−1
Ps−1∏
k=1
B
(
νk, w1+k − ξik(τk)
)
fN0,Ps(ζ
(0)) (5.9)
and
B
(
νk, w1+k − ξik(τk)
)
= |νk ·
(
w1+k − ξik(τk)
) |χ {|rk+1(τk)− rik(τk)| > } ·
χ
{
σkνk ·
(
w1+k − ξik(τk)
) ≥ 0} (5.10)
With a similar procedure we can build the Boltzmann backward flow (BBF) but we have to take
into account the following difference:
• The flow between two creation is the free flow and not the interacting flow;
• The new particle in each creation is created in the position of his progenitor, i.e. rik(τk) =
rk+1(τk);
• There is no constraint on νk other than the one implied by the value of σk;
• if σk = +1 before going back in time we have to change the velocities from post collisional in
pre-collisional according to the scattering rules.
Taking into account these differences, we define the BBF at time s ∈ (tk, tk+1) as
ζ(s) = (r1(s), ξ1(s), ..., r1+k(s), ξ1+k(s)) (5.11)
We use the BBF to write the one particle marginal of the Boltzmann equation as
f1,s(t) =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1IσPs−1(zj , t) (5.12)
IσPs−1(zj , t) =
ˆ
dtPs−1dwPs−1dνPs−1
Ps−1∏
k=1
B f0,Ps(ζ(0)) (5.13)
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We also define the vectors of the only velocities at time s ∈ (tk, tk+1) as
ξ(s) =
(
ξ1(s), ..., , ξ

1+k(s)
)
(5.14)
ξ(s) = (ξ1(s), ..., , ξ1+k(s)) (5.15)
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Figure 5.2: We used a dashed line to evidence the virtual trajectory of the first particle.
Now we define the virtual trajectory of the particle i in the BBF in an inductive way. We set
ζ1(s) = (r1(s), ξ1(s)), then we define the inductive step
ζi(s) =
(
ri(s), ξi(s)
)
=

(ri(s), ξi(s)) s ∈ [0, ti−1](
rj(s), ξj(s)
)
s ∈ (ti−1, t]
(5.16)
where j ∈ {1, ..., i− 1} is the progenitor of the particle i, i.e. the particle where we create the particle
i. With this definition the virtual trajectory of a particle i is its backward trajectory until his creation,
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before of his creation it is the virtual trajectory of its progenitors.
5.2 Estimate of the recolission
We want to take advantage of the tree expansion to estimate the difference between the intermediate
truncated solution and the Boltzmann truncated solution by estimating the difference between the IBF
and the BBF. The main difference between the IBF and the BBF are the recolission, i.e. an interaction
between particles which is not a creation. This can happen only in the IBF and creates correlations.
First we consider some cutoffs on the integration variables and estimate the complementary term,
denoting the various cutoff with an apex Erri. We establish some obvious estimates useful in the
following.
1∑
j1=0
...
2s−1∑
js=0
1 ≤ 2s(s+1) (5.17)
Ps − 1 ≤
s∑
i=1
2i ≤ 2s+1 (5.18)
|fN0,Ps(ζ(0))| ≤ Ce−
β
2 |ξ(0)|2 (5.19)
||f0,Ps(ζ(0))| ≤ Ce−
β
2 |ξ(0)|2 (5.20)
We also denote with dΛPs−1 = dtPs−1dwPs−1dνPs−1 .
First we estimate the error coming from the difference |α−N2|.
Lemma 5.1. Suppose that |α−N2| ≤  and let
fN,Err11,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1
Ps−1∏
k=1
B fN0,Ps(ζ
(0)) (5.21)
Then
‖fN1,s − fN,Err11,s ‖∞ ≤ ‖g0‖∞ (Ct)2
s+1
2s(s+1) (5.22)
Proof. We recall that
fN1,s =
1∑
j1=0
...
2s−1∑
js=0
(N − 1) ... (N − Ps − 1)
(
2
)Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1
Ps−1∏
k=1
B fN0,Ps(ζ
(0))
and since
| (N − 1) ... (N − Ps − 1)
(
2
)Ps−1 − (α)Ps−1| ≤ 2s+1α2s+1 |α−N2|
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it results that
‖fN1,s − fN,Err11,s ‖∞ ≤ ‖g0‖∞2s(s+1)
2
(Cαt)
2s+1
 (5.23)
Next we control the terms
∏Ps−1
k=1 B
 and
∏Ps−1
k=1 B. For λ ∈ (0, 1) we define the indicator function
χλ = χ
{
Ps−1∏
k=1
B ≤ −λ
}
(5.24)
and
χλ = χ
{
Ps−1∏
k=1
B ≤ −λ
}
. (5.25)
The following lemma gives us an estimate for the complementary terms.
Lemma 5.2. Let
fN,Err21,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χ

λ
Ps−1∏
k=1
B fN0,Ps(ζ
(0)) (5.26)
and
fα,Err21,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χ

λ
Ps−1∏
k=1
B f0,Ps(ζ(0)) (5.27)
Then
‖fN,Err11,s − fN,Err21,s ‖∞ + ‖fα1,s − fα,Err21,s ‖∞ ≤ λ‖g0‖∞(Cαt)2
(s+1)
2s(s+1) (5.28)
Proof. We prove the estimate only for B, the one for B can be obtained along the same lines. We
have that
|fN1,s − fN,λ1,s | ≤
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
Γ(Ps−1)
ˆ
dΛPs−1χ
{
Ps−1∏
k=1
B > −λ
}
|
Ps−1∏
k=1
B fN0,Ps(ζ
(0))| ≤
λ‖g0‖∞
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
Γ(Ps−1)
ˆ
dΛPs−1 |
Ps−1∏
k=1
B|2 e− β2 |ξ(0)|2 (5.29)
where we used that 1 = −λλ ≤ λ∏Ps−1k=1 B. Now we observe that
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∑
Γ(Ps−1)
|
Ps−1∏
k=1
B|2 ≤ 2Ps−1
Ps−1∏
k=1
(Ps) v
2
k+1 +
Ps∑
i=1
v2i (5.30)
Therefore:
|fN1,s − fN,λ1,s | ≤λ‖g0‖∞(Cα)2
(s+1)
1∑
j1=0
...
2s−1∑
js=0
ˆ
dΛPs−1e
− β4 |ξ(0)|2
Ps−1∏
k=1
[
(Ps) v
2
k+1e
− β4 |vk+1|2 +
Ps∑
i=1
v2i e
− β4Ps |vi|
2
]
≤λ‖g0‖∞(Cαt)2(s+1)2s(s+1). (5.31)
The next step is to consider an energy cutoff. We define
χλ,E = χ
{
Ps−1∏
k=1
B ≤ −λ
}
χ {|ξ(0)| ≤ 2E} (5.32)
and
χλ,E = χ
{
Ps−1∏
k=1
B ≤ −λ
}
χ {|ξ(0)| ≤ 2E} (5.33)
The following estimate holds true
Lemma 5.3. Let
fN,Err31,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χ

λ,E
Ps−1∏
k=1
B fN0,Ps(ζ
(0)) (5.34)
and let
fα,Err31,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E
Ps−1∏
k=1
B f0,Ps(ζ(0)) (5.35)
Then it results:
‖fN,Err21,s − fN,Err31,s ‖∞ + ‖fα,Err21,s − fα,Err31,s ‖∞ ≤ ‖g0‖∞e−βE
2
(Cαt)
2s+1
2s(s+1) (5.36)
Proof. We give a proof only for ‖fN,Err21,s − fN,Err31,s ‖∞, the other one can be proved in the same way.
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We have that
|fN,Err21,s −fN,Err31,s | ≤ ‖g0‖∞
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
Γ(Ps−1)
ˆ
dΛPs−1
Ps−1∏
k=1
B χ {|ξ(0)| > 2E} e− β2 |ξ(0)|2
≤ ‖g0‖∞e−βE2 (Cαt)2
s+1
2s(s+1) (5.37)
where we used that e−
β
2 |ξ(0)|2 ≤ e− β4 |ξ(0)|2e−βE2 .
The next cutoff regards the time variables. We want to separate enough the time between two
creation, i.e. we want that ti − ti−1 > δ ∀ 0 < i ≤ Ps − 1. We define
χλ,E,δ = χ
{
Ps−1∏
k=1
B ≤ −λ
}
χ {|ξ(0)| ≤ 2E}χ {ti − ti−1 > δ, 0 < i ≤ Ps − 1} (5.38)
and
χλ,E,δ = χ
{
Ps−1∏
k=1
B ≤ −λ
}
χ {|ξ(0)| ≤ 2E}χ {ti − ti−1 > δ, 0 < i ≤ Ps − 1} (5.39)
For the complementary set we have the following lemma
Lemma 5.4. Let
fN,Err41,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χ

λ,E,δ
Ps−1∏
k=1
B fN0,Ps(ζ
(0)) (5.40)
and let
fα,Err41,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ
Ps−1∏
k=1
B f0,Ps(ζ(0)) (5.41)
Then the following estimate holds
‖fN,Err31,s − fN,Err41,s ‖∞ + ‖fα,Err31,s − fα,Err51,s ‖∞ ≤ −λ‖g0‖∞ (Cαt)2
s+1
2(s+2)(s+1)
δ
t
(5.42)
Proof. As the other lemma we give a proof only for the term ‖fN,Err31,s − fN,Err41,s ‖∞ since for the other
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one the proof is similar. We have that
|fN,Err31,s − fN,Err41,s | ≤ −λ‖g0‖∞
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
Γ(Ps−1)
ˆ
dΛPs−1
(
χλ,E − χλ,E,δ
)
e−
β
2 |ξ(0)|2
(5.43)
There are Ps − 1 choices of time variables such that ti − ti−1 ≤ δ, this gives us that
|fN,Err31,s − fN,Err41,s | ≤ −λ‖g0‖∞ (Cαt)2
s+1
2(s+2)(s+1)
δ
t
(5.44)
Finally we introduce the last cutoff in the integrals. We define the indicator function
χλ,E,δ,q = χ

λ,E,δχ
{|ωk · (wk+1 − ξik(τk))| ≥ q, |ρk| ≥ q, 1 ≤ k ≤ Ps − 1} (5.45)
and
χλ,E,δ,q = χλ,E,δχ {|ωk · (wk+1 − ξik(τk))| ≥ q, |ρk| ≥ q, 1 ≤ k ≤ Ps − 1} (5.46)
With this cutoff we are neglecting the grazing and the central velocities in the creation of new particles.
We have the following estimate:
Lemma 5.5. Let
fN,Err51,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χ

λ,E,δ,q
Ps−1∏
k=1
B fN0,Ps(ζ
(0)) (5.47)
and let
fα,Err51,s =
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,q
Ps−1∏
k=1
B f0,Ps(ζ(0)) (5.48)
Then:
‖fN,Err41,s − fN,Err51,s ‖∞ + ‖fα,Err41,s − fα,Err51,s ‖∞ ≤ ‖g0‖∞
q
2−λ (Cαt)2
s+1
2(s+2)(s+1) (5.49)
with 0 < q < 1.
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Proof. We have that
|fN,Err41,s − fN,Err51,s | ≤ −λ‖g0‖∞
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
Γ(Ps−1)
ˆ
dΛPs−1
(
χλ,E,δ − χλ,E,δ,q
)
e−
β
2 |ξ(0)|2
(5.50)
This means that there exist a k such that |ωk · (vk+1− ξik(τk)| ≤ q . If |(vk+1− ξik(τk)| ≤ 
q
2 then we
simply have that
|fN,Err41,s − fN,Err51,s | ≤ ‖g0‖∞
q
2−λ (Cαt)2
s+1
2(s+2)(s+1) (5.51)
Otherwise if |(vk+1 − ξik(τk)| > 
q
2 it results that | cos γ| ≤  q2 , where γ is the angle between vk+1 −
ξik(τk) and ωk. Therefore |pi2 − γ| ≤ C
q
2 and, fixed vk+1 − ξik(τk), ωk must be in a set of measure
bounded by Cq. The case ρk ≤ q can be easily estimated, since dνk = ρkdρkdψ. We have that
|fN,Err41,s − fN,Err51,s | ≤ ‖g0‖∞q−λ (Cαt)2
s+1
2(s+2)(s+1) (5.52)
From (5.51) and (5.52) we arrive to
‖fN,Err41,s − fN,Err51,s ‖∞ ≤ ‖g0‖∞
q
2−λ (Cαt)2
s+1
2(s+2)(s+1) (5.53)
We are now in position to estimate the difference between the BBF and the IBF.
We define the following set
NPs(0) =
{
(tPs−1,νPs−1,wPs−1) ∈ RPs−1 × S2(Ps−1) × R3(Ps−1) | min
i<k
min
τ∈[0,ti−1]
d(ri(τ), rk(τ)) < 0
}
(5.54)
where d(·, ·) denotes the distance over the torus Γ. This set is completely defined via the BBF and
it is the set of variables for which a recollision can appear. At this point we need to prove that the
measure of the set NPs(0) is small, taking into account also the constraints given by χλ,E,δ,q and
χλ,E,δ,q. This smallness is proved in [16] in the case of particles moving in the whole R3 instead that
in a torus. In the following lemma we adapt this result to the present context by using also some
geometrical estimate proved in [3].
Lemma 5.6. Let χλ,E,δ,q be defined as in (5.46) and let χ
{
NPs(0)
}
be the characteristic function of
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the set (5.54). Then it results that
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,qχ
{
NPs(0)
} Ps−1∏
k=1
B fN0,Ps(ζ(0)) ≤
‖g0‖∞ (Cαt)2
s+1
E82(s+4)(s+1)
(

2
5−λ
0 +

4
5−λ
0
δ2
+ 
4
5−λ
0
)
(5.55)
We leave the proof of this lemma in the appendix II.
Thanks to these estimates we can now give a proof of the convergence of the IBF to the BBF and
then of the one particle marginal of the GH to the solution of the Boltzmann equation. First we choose
the magnitude of the parameters in the following way
α ∼= C (log logN) 12 s ∼= log logN
2 log 2
(5.56)
Furthermore we have that
2s+1 ≤ 2 (logN) 12 (5.57)
2(s+2)(s+1) ≤ 2 (logN) log logN2 log 2 (5.58)
(Cαt)
2s+1 ≤ (C log logN)
√
logN (5.59)
N2 ≤ C (log logN) 12 (5.60)
 ≤ C (log logN)
1
4
N
1
2
(5.61)
We also set 0 = 
5
6 , δ = 
1
8 , E =
√
logN
β and we fix q =
1
8 and λ =
1
32 . We have the following theorem
Theorem 5.7. Let f˜N1 (t) be the one particle marginal of the Grad hierarchy with initial datum as (3.6)
and let fα1 (t) be the solution of the Boltzmann equation with initial datum as (3.10). Then ∀t ∈ [0, T ]
it results that
‖f˜N1 (t)− fα1 (t)‖∞ → 0 (5.62)
for N →∞, → 0, |N2 − α| ≤ .
Proof. We have
‖f˜N1 (t)− fα1 (t)‖∞ ≤ ‖f˜N1,s(t)− fN1,s(t)‖∞ + ‖fN1,s(t)− fα1,s(t)‖∞ + ‖R˜sN (t)‖∞ + ‖Rs(t)‖∞ (5.63)
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From Theorems 4.3 and 4.4 it results that
‖f˜N1,s(t)−fN1,s(t)‖∞ ≤ ‖g0‖∞2s(s+1) (Cαt)2
s+1 ≤ ‖g0‖∞ (C log logN)
√
logN
(logN)
log logN
4 log 2
(log logN)
1
4
N
1
2
(5.64)
‖R˜sN (t)‖∞ + ‖Rs(t)‖∞ ≤ ‖g0‖∞
(
C (αt)
2
s
)2
≤ C‖g0‖∞
log logN
(5.65)
We have to work on the term ‖fN1,s(t)− fα1,s(t)‖∞. First it results that
‖fN1,s(t)− fα1,s(t)‖∞ ≤
5∑
l=1
‖fN,Errl−11,s − fN,Errl1,s ‖∞ +
5∑
l=0
‖fα,Errl−11,s (t)− fα,Errl1,s ‖∞
+‖fN,Err51,s (t)− fα,Err51,s (t)‖∞ (5.66)
where fN,Err01,s (t) = f
N
1,s(t) and f
α,Err0
1,s (t) = f
α
1,s(t). We focus on the last term, it results that
|fN,Err51,s (t)− fα,Err51,s (t)| ≤
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
σPs−1
∑
Γ(Ps−1)∑
Γ(Ps−1)
ˆ
dΛPs−1 |χλ,E,δ,q fN0,Ps(ζ(0))− χλ,E,δ,q f0,Ps(ζ(0))| (5.67)
Now we split the integrals by using the indicator functions 1− χ{NPs(0)} and χ{NPs(0)}. In the
first case since we are outside the set NPs(0) the particles must be at a distance greater than 0, this
implies that MN,β(zN ) = CN,βe−
β
2 |vN |2 and that χλ,E,δ,q = χλ,E,δ,q. Then we have that
ˆ
dΛPs−1
(
1− χ{NPs(0)})χλ,E,δ,q |fN0,Ps(ζ(0))− f0,Ps(ζ(0))| ≤
ˆ
dΛPs−1
(
1− χ{NPs(0)})χλ,E,δ,q [|fN0,Ps(ζ(0))− f0,Ps(ζ(0))|+ |f0,Ps(ζ(0))− f0,Ps(ζ(0))|]
(5.68)
From the definition of the initial datum it turns out that
|fN0,Ps(ζ(0))− f0,Ps(ζ(0))| ≤ ‖g0‖∞|CPs,β − CPsβ | (5.69)
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A straightforward calculation from the definition (3.2) and (3.3) gives us that
|CPs,β − CPsβ | ≤ 22(s+1)3 (5.70)
Moreover outside the set NPs(0) the velocities of the BBF and of the IBF are the same and also
p1(s) = p1(s) 0 ≤ s ≤ t, it follows that
|f0,Ps(ζ(0))− f0,Ps(ζ(0))| = |CN,βe−
β
2 |ξ(0)|2g0(p1(0), ξ

1(0))− CN,βe−
β
2 |ξ(0)|2g0(r1(0), ξ

1(0))| = 0
(5.71)
Finally we have that
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
σPs−1
∑
Γ(Ps−1)
ˆ
dΛPs−1
(
1− χ{NPs(0)})χλ,E,δ,q | fN0,Ps(ζ(0))− f0,Ps(ζ(0))| ≤
(Cαt)
2s+1
22s(s+1)3−λ (5.72)
In the second case we use the estimates of Lemma 5.6 to obtain that
1∑
j1=0
...
2s−1∑
js=0
(Cα)
Ps−1 ∑
σPs−1
∑
Γ(Ps−1)
ˆ
dΛPs−1 χ
{
NPs(0)
} |χλ,E,δ,q fN0,Ps(ζ(0))− χλ,E,δ,q fα0,Ps(ζ(0))|
≤ −λ‖g0‖∞ (Cαt)2
s+1
E82(s+4)(s+1)
(

2
5
0 +

4
5
0
δ2
+ 
4
5
0
)
≤
‖g0‖∞ 120 (C log logN)
√
logN
(logN)
4 log logN (5.73)
We have proved that
‖fN,Err51,s (t)− fα,Err51,s (t)‖∞ ≤ ‖g0‖∞
1
20 (C log logN)
√
logN
(logN)
4 log logN (5.74)
The remainders can be easily handled with the estimates proved in Lemmas 5.1-5.5. It follows that
5∑
l=1
‖fN,Errl−11,s − fN,Errl1,s ‖∞ +
5∑
l=0
‖fα,Errl−11,s (t)− fα,Errl1,s ‖∞ ≤ ‖g0‖∞ (Cαt)2
s+1
2(s+2)(s+1)
(

q
2−λ + λ + −λδ + e−βE
2
)
≤ ‖g0‖∞ (C log logN)
√
logN
(logN)
log logN
log 2
(

1
32 +
1
N
)
(5.75)
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Summarizing, we have that
‖f˜N1 (t)− fα1 (t)‖∞ ≤ ‖f˜N1,s(t)− fN1,s(t)‖∞ + ‖fN1,s(t)− fα1,s(t)‖∞ + ‖R˜sN (t)‖∞ + ‖Rs(t)‖∞ ≤
C‖g0‖∞
log logN
+ ‖g0‖∞ (C log logN)
√
logN
(logN)(
log logN
log 2 )
3
[

1
20 +
1
N
]
If we send N →∞, → 0 with N2 ∼= C (log logN) 12 we obtain the proof of the theorem.
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6 From Linear Boltzmann to Linear Landau
6.1 Existence of semigroups
In this section we want to prove that the solution of the Linear Boltzmann equation converges as
α → ∞ to the solution of the Linear Landau equation. For this purpose we rewrite in the following
way the linear Boltzmann and Landau equations

∂tf = Gα(f)
f(x, v, 0) = f0(x, v)
(6.1)

∂tf = G(f)
f(x, v, 0) = f0(x, v)
(6.2)
where
Gα(f) = QB(f)− v · ∇xf (6.3)
and
G(f) = QL(f)− v · ∇xf. (6.4)
Now we want to set the problem in the Hilbert space H = L2
(
Γ× R3, dxdµ) where dµ = Mβ(v)dv.
This space arises naturally from the definition of the operators G and Gα. Indeed, we have that Gα
and G are unbounded linear operators densely defined respectively on D(Gα) = H1(Γ, dx)×L2(R3, dµ)
and D(G) = H1(Γ, dx)×H2(R3, dµ), where H1 and H2 denote the usual Sobolev spaces.
The main motivation to introduce H is the following lemma:
Lemma 6.1. The operators QB(f) and QL(f) are well defined as self-adjoint operators on L2(R3, dµ)
and H2(R3, dµ) respectively. Moreover for the operators G and Gα, defined in (6.3) and (6.4), we
have that ∀f ∈ H and ∀g ∈ D(G)
(G∗αf, f) = (f,Gαf) ≤ 0 (6.5)
and
(G∗g, g) = (g,Gg) ≤ 0 (6.6)
i.e. Gα and G are dissipative operators. Furthermore Gα and G are closed operators.
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We gives the proof of this lemma in the appendix I.
Thanks to these properties of the operators we can use the following theorem.
Theorem 6.2. ([7]) Let A be a linear operator densely defined on a linear subspace D(A) of the Hilbert
space H. If both A and A∗ are dissipative operators then A generate a contraction semigroup on H.
This theorem ensures the existence of Tα(t) and T (t), the semigroups with infinitesimal generator
given by Gα and G respectively. Indeed, from Lemma 6.1 we have that Gα and G are closed operators
and that G∗α and G∗ are dissipative operators, then we have the existence of Tα(t) and T (t).
6.2 Convergence of the semigroups
The last step of our proof is to show that the semigroup generated by Gα(f) strongly converges to the
semigroup generated by G(f) in the limit α→ 0. We use the following theorem, that gives necessary
and sufficient conditions for the convergence.
Theorem 6.3. (Trotter-Kato). Let A and An be the generators of the contraction semigroups T (t) and
Tn(t) respectively. Let D be a core for A. Suppose that D ⊆ D(An) ∀n and that ∀f ∈ D Anf → Af .
Then
‖Tnf − Tf‖H → 0 as n→ +∞ (6.7)
∀f ∈ H and uniformly for t ∈ [0, T ] for any T > 0.
A proof of this theorem can be found in [7].
We want to apply this theorem to prove that Tαf → Tf . We note that D = C∞p (Γ)× C∞0 (R3) is
a core for Gα and G as follows by a direct insepction. Then we use the steps of section 3.2 to prove
the strong convergence of the operators on this set.
Theorem 6.4. Let Gα and G be defined as in (6.3) and (6.4). Then ∀f ∈ D it results that
‖ (Gα −G) f‖H −→
α→∞ 0
Proof. First we define the following operator
QcB(f) = α
ˆ
dv1Mβ(v1)
ˆ
ν·V >0
dν|ν · V |χ
{
|V | ≥ α− 415
}[
f(v
′
)− f(v)
]
(6.8)
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This is the Linear Boltzmann operator with a α-depending cutoff on the small relative velocities.
Observe that QcB and QB are asymptotically equivalent as α→∞. Indeed, we have that ∀f ∈ D0
‖ (QcB −QB) f‖2H =
ˆ
dx
ˆ
dµ(v)
∣∣∣∣∣∣α
ˆ
dµ(v1)
ˆ
ν·V >0
χ
{
|V | < α− 415
}
|ν · V |
[
f(x, v
′
)− f(x, v)
]
dν
∣∣∣∣∣∣
2
≤C‖f‖2∞
ˆ
dxdµ(v)
∣∣∣∣ˆ dv1α 1115Mβ(v1)χ{|V | < α− 415}∣∣∣∣2
≤C‖f‖2∞
ˆ
dxdµ(v)
(
α
11
15
ˆ
χ
{
|V | < α− 415
}
dv1
)2
(6.9)
Since ˆ
χ
{
|V | < α− 415
}
dv1 ≤ Cα− 1215 , (6.10)
we arrive to
‖ (QcB −QB) f‖2 ≤ Cα−
1
15 . (6.11)
We put the same cutoff on the operator QL and we define
QcL = A
ˆ
dv1Mβ(v1)
1
|V |3
[|V |24f(v)− (V,D2V )− 4V · ∇vf(v)] {|V | ≥ α− 415} (6.12)
Then ∀f ∈ D we have
‖ (QcL −QL) f‖2H =
ˆ
dxdµ
∣∣∣∣ˆ dv1Mβ(v1)A|V |3 [|V |24f(v)− (V,D2V )− 4V · ∇vf(v)] {|V | ≤ α− 415}
∣∣∣∣2
≤C(A, f)α− 815 (6.13)
Now we want to prove that QcB converges strongly to Q
c
L when α→ +∞. We have that for all f ∈ D
‖ (QcB −QCL) f‖2H = ˆ dx ˆ dµ(v)
∣∣∣∣∣∣
ˆ
dµ(v1)

ˆ
ν·V>0
αχ
{
|V | ≥ α− 415
}
|v · V |
[
f(x, v
′
)− f(x, v)
]
dν−
A
|V |3
[|V |24vf(x, v)− (V,D2v(f(x, v))V )− 4V · ∇vf(x, v)]}χ{|V | ≥ α− 415}∣∣∣∣2 (6.14)
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We perform the same steps of section 3 to obtain:
‖ (QcB −QcL) f‖2H ≤
C
ˆ
dx
ˆ
dµ(v)
∣∣∣∣∣∣
ˆ
dµ(v1)
ˆ
ν·V >0
αχ
{
|V | ≥ α− 415
}
|ν · V |o(α−1)
∣∣∣∣∣∣
2
(6.15)
For the second term we have to go further in the Taylor expansion and use the Lagrange form for the
remainder term. From Lemma (2.2) it results that
o(α−1) =
M2(ρ, α)
|V |8α2 +
θ3
3!
f
′′′
(ξ) (6.16)
for a certain ξ ∈ [0, θ] . Therefore
ˆ
dx
ˆ
dµ(v)
∣∣∣∣∣∣
ˆ
dµ(v1)
ˆ
ν·V >0
αχ
{
|V | ≥ α− 13
}
|ν · V |o(α−1)
∣∣∣∣∣∣
2
≤
ˆ
dx
ˆ
dµ(v)
∣∣∣∣∣∣
ˆ
dµ(v1)
ˆ
ν·V>0
αχ
{
|V | ≥ α− 415
}
|ν · V |
[
M2(ρ, α)
|V |8α2 +
θ3
3!
f
′′′
(ξ)
]∣∣∣∣∣∣
2
(6.17)
Thanks to formula (2.12) we have that
|θ3(ρ, α)| ≤ C
(
α−
3
2
γ3(ρ)
|V |6 + α
−3M
3(ρ, α)
|V |12
)
(6.18)
Furthermore from (3.18) it follows that
|f ′′′(ξ)| ≤ C(f)|V | (6.19)
and then we can write
‖ (QcB −QL) f‖2H ≤C1(f, γ,M)
ˆ
dx
ˆ
dµ(v)[ˆ
dµ(v1)
(
α−1
|V |6 +
α−
1
2
|V |4 +
α−2
|V |10
)
χ
{
|V | ≥ α− 415
}]2
(6.20)
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A change of variables on the right hand side of (6.20) gives us
ˆ
dµ(v1)
(
α−1
|V |6 +
α−
1
2
|V |4 +
α−2
|V |10
)
χ
{
|V | ≥ α− 13
}
≤ C
∞ˆ
α−
4
15
dr
(
α−1
r4
+
α−
1
2
r2
+
α−2
r8
)
≤ Cα 13
(6.21)
From formula (6.20) and (6.21) we have
‖ (QcB −QL) f‖2H ≤ C2(γM)α−
2
15 (6.22)
Then we have
‖ (QB −QL) f‖2H ≤ Cα−
1
15 (6.23)
and this proves our theorem.
Finally we use Theorem 6.3 and Theorem 6.4 to prove that the solution of the linear Boltzmann
equation converge to the solution of the linear Landau equation.
Theorem 6.5. Let gα(x, v, t) be the solution of the linear Boltzmann equation and let g(x, v, t) be the
solution of the linear Landau equation. Suppose that the initial datum of both equations is given by
g0(x, v). Then it results that
‖gα(x, v)− g(x, v)‖H → 0 (6.24)
when α→ 0.
Proof. Since gα(t) = Tα(t)g0(x, v) and g(t) = T (t)g0(x, v) we have that
‖gα(x, v)− g(x, v)‖H = ‖Tα(t)g0(x, v)− T (t)g0(x, v)‖H (6.25)
From Theorem 6.3 and Theorem 6.4 we have that the right hand side of (6.25) goes to zero when
α→ 0 and the theorem is proved.
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7 Proof of the main theorem
In this section we summarize all the estimates obtained and we finally give a proof that the solution
of the first equation of the Grad hierarchy converge to the solution of the linear Landau equation in
the scaling N2 → α with α ∼= C (log logN) 12 .
Theorem 7.1. Let fN1 (t) be the first-particle marginal of the solution of the Liouville equation with
initial datum given by W0,N (zN ) = MN,β(zN )g0(x1, v1), and let g(t) be the solution of the linear
Landau equation with initial datum given by g(x, v, 0) = g0(x, v). Then ∀t > 0
‖fN1 (x, v, t)−Mβ(v)g(x, v, t)‖H → 0
when N →∞, with N2 ∼= (log logN) 12 .
Proof. First we want to estimate the following difference
‖f˜N1 (t)− fα1 (t)‖H (7.1)
Since
´
dx
´
dµ(v)|f˜N1 (t)− fα1 (t)|2 ≤ C‖f˜N1 (t)− fα1 (t)‖2∞ it results that
‖f˜N1 (t)− fα1 (t)‖H ≤ C‖f˜N1 (t)− fα1 (t)‖∞ (7.2)
From Theorem 5.7 we have that
‖f˜N1 (t)− fα1 (t)‖∞ → 0 (7.3)
and then
‖f˜N1 (t)− fα1 (t)‖H → 0 (7.4)
As we have seen the solution of the first equation of the BH with initial data given by (3.10) has the
form
fα1 (x, v, t) = Mβ(v)g
α(x, v, t) (7.5)
where gα(x, v) is the solution of the Linear Boltzmann equation. Then we have proved that
‖f˜N1 (t)−Mβ(v)gα(x, v, t)‖H → 0 (7.6)
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Since
‖Mβ(v)gα(x, v, t)−Mβ(v)g(x, v, t)‖H ≤ C‖gα(x, v)− g(x, v, t)‖H (7.7)
Thanks to Theorem (6.4) we have that
‖gα(x, v, t)− g(x, v, t)‖H → 0 (7.8)
From (7.7) and (7.4) we arrive to
‖f˜N1 (x, v, t)−Mβ(v)g(x, v, t)‖H ≤ ‖f˜N1 (t)− fα1 (t)‖H + C‖gα(x, v, t)− g(x, v, t)‖H (7.9)
Finally we estimate the difference between the reduced marginal and the standard marginal. We have
|f˜N1 (x, v, t)− fN1 (x, v, t)| =|
ˆ
dzj+1...dzN WN (zN , t)
(
1− χ{S(x1)N−1}) |
≤N |
ˆ
|x−x1|≤
dx1dv1fN2 (x, v, x1, v1, t)|
≤CN3 (7.10)
Then it results
‖f˜N1 (x, v, t)− fN1 (x, v, t)‖∞ (7.11)
We send α→∞, N →∞ with N2 ∼= α ∼= (log logN) 12 and we obtain the proof of the theorem.
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8 Appendix I, Proof of Lemma 6.1
Here we gives a proof of the Lemma 6.1.
Proof. First we want to prove that the operator QL is self-adjoint. It results that
(f,QL(g))L2(dµ) =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
1
|V |3
[|V |24g − (V,D2v(g)V )− 4V · ∇vg] f(v) (8.1)
We integrate by parts the first term. We have
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
1
|V |3 |V |
2f4g =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
−∇f · ∇g|V | + 2β
v · ∇g
|V | f +
V · ∇g
|V |3 f
]
(8.2)
For the second term it results that
−
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
1
|V |3 (V,Hv(g)V ) =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
V · ∇g
|V |3 f +
(V · ∇g) (V · ∇f)
|V |3 − 2β
(v · V ) (V · ∇g)
|V |3 f
]
(8.3)
We put together these two terms with the last one, this gives us
(f,QL(g))L2(dµ) =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
−∇f · ∇g|V | +
(V · ∇g) (V · ∇f)
|V |3 − 2
V · ∇g
|V |3 f
]
+
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
2β
v · ∇g
|V | f − 2β
(v · V ) (V · ∇g)
|V |3 f
]
(8.4)
Now we observe that v = w + V and that 2βwMβ(w) = −∇wMβ(w), we also integrate by parts with
respect to the variable w in the second terms of (7.4) and we arrive to
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
2β
v · ∇g
|V | f − 2β
(v · V ) (V · ∇g)
|V |3 f
]
=
ˆ
dv
ˆ
dwMβ(v)∇wMβ(w) ·
[
−∇g|V |f +
V (V · ∇g)
|V |3 f
]
=
ˆ
dv
ˆ
dwMβ(v)Mβ(w)2
V · ∇g
|V |3 f (8.5)
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This yields
(f,QL(g))L2(dµ) =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
−∇f · ∇g|V | +
(V · ∇g) (V · ∇f)
|V |3
]
(8.6)
Another integration by parts leads to
(f,QL(g))L2(dµ) =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)[
g4f
|V | − 2β
(v · ∇f) g
|V | −
(V · ∇f) g
|V |3 −
(V · ∇f) g
|V |3 −
(
V,D2(f)V
)
g
|V |3 + 2β
(v · V ) (V · ∇f) g
|V |3
]
=
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
g4f
|V | −
(
V,D2(f)V
)
g
|V |3 − 2
(V · ∇f) g
|V |3
]
+
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
−2β (v · ∇f) g|V | + 2β
(v · V ) (V · ∇f) g
|V |3
]
(8.7)
We integrate by parts the last term with respect to w, it gives us
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
−2β (v · ∇f) g|V | + 2β
(v · V ) (V · ∇f) g
|V |3
]
=
ˆ
dv
ˆ
dwMβ(v)Mβ(w)− 2V · ∇f|V |3 g (8.8)
We use toghether (8.8) and (8.7) and we finally arrive to
(f,QL(g))L2(dµ) =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)
[
g4f
|V | −
(
V,D2(f)V
)
g
|V |3 − 4
(V · ∇f) g
|V |3
]
= (QL(f), g)L2(dµ) (8.9)
Obviously D(QL) = D(Q∗L) and so QL is self-adjoint.
We now prove that the linear Boltzmann operator QB is self-adjoint. We have
(f,QB(g))L2(dµ) =
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν · V |f(v)
[
g(v
′
)− g(v)
]
=
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν · V |f(v)g(v′)−
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν · V |f(v)g(v) (8.10)
In the first term of the sum we change variables in the integration by using the map defined in formula
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(2.10). This gives us
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν · V |f(v)g(v′) =
ˆ
dv
′
ˆ
dw
′
ˆ
dν
′
Mβ(v)Mβ(w)|ν · V |f(v′)g(v)
(8.11)
Now we use Lemma 2.1 that gives us that dv
′
dw
′
dν
′
= dvdwdν, this with (8.10) leads to
(f,QB(g))L2(dµ) =
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν ·V |g(v)
[
f(v
′
)− f(v)
]
= (QB(f), g)L2(dµ) (8.12)
Formula (6.5) and (6.6) can be proved simply with some integration by parts in the definition of the
operators QB and QL. This leads to
(f,QBf) ≤ 0 (8.13)
(f,QLf) ≤ 0 (8.14)
(f,QB(f))L2(dµ) =
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν · V |
[
f(v)f(v
′
)− f2(v)
]
(8.15)
Another change of variables in the integration gives us
(f,QB(f))L2(dµ) =
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν · V |
[
f(v)f(v
′
)− f2(v′)
]
(8.16)
We sum together these two equality, this leads to
2 (f,QB(f))L2(dµ) ≤ −
ˆ
dv
ˆ
dw
ˆ
dνMβ(v)Mβ(w)|ν · V |
[
f(v
′
)− f(v)
]2
≤ 0 (8.17)
From formula (8.6) we have
(f,QL(f))L2(dµ) =
ˆ
dv
ˆ
dwMβ(v)Mβ(w)

(
Vˆ · ∇f
)2
− |∇f |2
|V |
 (8.18)
and, since
(
Vˆ · ∇f
)2
− |∇f |2 ≤ 0, it results that
(f,QL(f))L2(dµ) ≤ 0 (8.19)
Now we observe that
(f,−v · ∇xf) = (v · ∇xf, f) = (f, v · ∇xf) = 0 (8.20)
56
and we arrive to
(f,Gαf) = (G
∗
αf, f) = (Lf, f) + ((v · ∇xf, f)) = (Lf, f) ≤ 0 (8.21)
With similar steps it is possible to prove the (6.5).
Since D (G) and D(Gα) are dense in H by the Von Neumann Theorem we have that
G∗∗α = Gα (8.22)
but G∗∗α = Gα and so Gα is closed. This can be proved in the same way for G.
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9 Appendix II, estimate of the recolission set
Lemma 9.1. Let χλ,E,δ,q be defined as in (5.46) and let χ
{
NPs(0)
}
be the characteristic function of
the set (5.54). Then it results that
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,qχ
{
NPs(0)
} Ps−1∏
k=1
B fN0,Ps(ζ(0)) ≤
‖g0‖∞ (Cαt)2
s+1
E82(s+4)(s+1)
(

2
5−λ
0 +

4
5−λ
0
δ2
+ 
4
5−λ
0
)
(9.1)
Proof. First we observe that
NPs(0) =
k⋃
i=1
PS⋃
k=2
NPsi,k(0) (9.2)
where
NPsi,k(0) ={
(tPs−1,νPs−1,wPs−1) ∈ RPs−1 × S2(Ps−1) × R3(Ps−1) | min
i<k
min
τ∈[0,ti−1]
d(ri(τ), rk(τ)) < 0
}
(9.3)
We also define a subsequence tq of the times t1...tn associated to the virtual trajectory of particles i
and k. We put t0 as the time in which the two virtual trajectory merge, then we consider the ordered
union of the times of creations in the virtual trajectory of particles i and k (Figure 9.1).
For a point in NPsi,k(0) there exist
τ? = max
{
τ ∈ [0, ti−1] | d(pi(τ), pk(τ)) < 0
}
(9.4)
It must be τ? ∈ [tl, tl+1) for some l ≥ 0. With this definition l represents the total number of
creation after the time t0 in the virtual trajectory of the particles i and k. For q ∈ [0, l] we define
Y q = rk(tq)− ri(tq) (9.5)
ξqi = ξi(τ) ξ
q
k = ξk(τ) for τ ∈ (tq+1, tq) (9.6)
W q = ξqk − ξqi (9.7)
Observe that, since we are considering only one tree, it will be always Y 0 = 0.
First suppose that l = 0, this means that the particles i and k have a recolission after the creation
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kt1
t0
tl = t2
i
Y 0
Y 1
Y 2
Figure 9.1: The virtual trajectory of the praticles i and k and their backward history
of the particle k. This can happen in two cases. In the first case the particles i and h do not separate
enough after the creation. In the second case the particles, after being separated enough, perform a
recolission since the trajectory on the torus have no dispersive properties.
In the first case it must be
|W 0|(t1 − t0) ≤ 0 (9.8)
We recall that the cutoff (5.46) implies that (t1− t0) ≥ δ and that |W 0| ≥ q. Then the particles must
be separated at least by a distance of δq. We choose the parameters in such a way that
0 ≤ δq (9.9)
and this gives us that the (9.8) cannot happen.
In the second case we prove that W 0 must be in a set of small measure. There exist a τ > δ such
that
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d(ri(t0 − τ), rk(t0 − τ)) ≤ 0 (9.10)
We use the correspondence between the torus and the whole space with periodic structure. We have
that (
ri(t0)− τξi(t0))− (rk(t0)− τξk(t0)) ∈ ⋃
p∈Z3
B0(p) (9.11)
Thanks to the energy cutoff we have that |W 0| ≤ 4E and so
τW 0 ∈
 ⋃
p∈Z3
B0(r
i(t0)− rk(t0) + p)
⋂B4Et(0) (9.12)
Suppose that |ri(t0)−rk(t0)+p| < 14 . This can happen only for a value of p since the distance between
the centers of the spheres is 1. Taking vˆ a unit vector normal to ri(t0)− rk(t0) + p it results that
τ |W 0 · vˆ| ≤ 0 (9.13)
and then
|W 0 · vˆ| ≤ 0
δ
(9.14)
This implies that W 0 is in the intersection of B4E(0) and a cylinder of radius 0δ and so in a set of
measure bounded by CE 
2
0
δ2 . Suppose now |ri(t0) − rk(t0) + p| ≥ 14 and that  is small enough, then
W 0 is in the intersection of B4E(0) and some cone of vertex 0 and solid angle C20 and these cones are
at most (8Et)3. Finally putting together these two estimates gives us that W 0 must be in a suitable
set Bk,0 such that
|Bk,0| ≤ C
(
E
20
δ2
+ (Et)320
)
(9.15)
We can now suppose that l ≥ 1. The 0-overlap is verified only if
Y l − τW l ∈
⋃
p∈Z3
B0(p) (9.16)
for some τ ∈ [0, tl). Moreover it results that
Y l = pˆ−
l−1∑
q=0
W q
(
tq − tq+1) = pˆ−W 0t0 + l∑
q=1
(
W q−1 −W q) tq (9.17)
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where pˆ ∈ Z3 is chosen in such a way that the right hand side of equation (9.17) is a point in the torus.
Now we prove that it must be
l∑
q=1
|W q −W q−1| >  250 (9.18)
Otherwise it would be |W q −W 0| ≤  250 for all q, then using (9.17) and (9.16) it results that
W 0(τ + t0 − tl) ∈
⋃
p∈Z3
B
(0+
2
5
0 t)
(p) (9.19)
Since τ+t0−tl ≥ δ we can perform the same steps of estimate (9.15) to prove that in this caseW 0must
be in a set Bk,1 of measure bounded by
C
(
E

4
5
0
δ2
+ (Et)3
4
5
0
)
(9.20)
Condition (9.16) implies that
| (Y l + pˆ) ∧ Wˆ l| ≤ 0 (9.21)
with Wˆ l = W
l
|W l| . Then from (9.17) we have that
| (pˆ−W 0t0) ∧ Wˆ l − l∑
q=1
[(
W q −W q−1) ∧ Wˆ l] tq| ≤ 0 (9.22)
Now suppose that
l∑
q=1
| (W q −W q−1) ∧ Wˆ l| ≤  350 (9.23)
from (9.18) it must exist a q¯ ∈ {1, ..., ..., l} such that
U = U q¯ = W q¯ −W q¯−1 (9.24)
has modulus
|U | > 
2
5
0
l
(9.25)
Moreover from (9.21) it results that
|U ∧ Wˆ l| ≤  350 (9.26)
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We set Uˆ = U|U | , this gives us
|Uˆ ∧ Wˆ l| ≤ (Ps − 1)
1
5
0 (9.27)
Thanks to cutoff (5.46) it results that |W 0| > q, that with (9.23) gives us that
|Wˆ 0 ∧ Wˆ l| ≤  35−q0 (9.28)
This with (9.27), assuming q = 18 , finally gives
|Wˆ 0 ∧ Uˆ | ≤ C 150 (Ps − 1) (9.29)
We have two cases, if
∑l
q=1 |
(
W q −W q−1) ∧ Wˆ l| ≤  350 then it results that |Wˆ 0 ∧ Uˆ | ≤ C 150 (Ps − 1).
Otherwise we have that
∑l
q=1 |
(
W q −W q−1) ∧ Wˆ l| >  350 . This implies that for some q? we have
|
(
W q
? −W q?−1
)
∧ Wˆ l| > 
3
5
0
l
(9.30)
From (9.17) it follows that
| (pˆ−W 0t0) ∧ Wˆ l − l∑
q=1
[(
W q −W q−1) ∧ Wˆ l] tq| ≤ 0 (9.31)
and then
| (pˆ−W 0t0) ∧ Wˆ l − |(W q? −W q?−1) ∧ Wˆ l|tq? − l∑
q=1,q 6=q?
[(
W q −W q−1) ∧ Wˆ l] tq| ≤ 0 (9.32)
This last formula implies that, for a fixed pˆ, tq
?
must be in a interval of length smaller than
0|
(
W q
? −W q?−1
)
∧W l|−1 (9.33)
that from (9.29) is bounded by 
2
5
0 (Ps−1). Since the possible choices of pˆ are at most (CEt)3 it results
that tq
?
is in a set of measure bounded by

2
5
0 (Ps − 1) (CEt)3 (9.34)
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We summarize as follows. We denote with Vr1 and V
′
r1 respectively the outgoing and incoming relative
velocities of the collision at time τr1 in the BBF. Let tq¯ = tr2 and U q¯ = Ur2that is a function of Vr2 , νr2
only. We have that
χλ,E,δ,qχ
{
NPs(0)
} ≤ χλ,E,δ,q Ps−1∑
r=1
χ
{
Vr ∈ Br,0
⋃
Br,1
}
+
∑
i,k
nik∑
l=1
l∑
q?=1
χλ,E,δ,qχ
{
N l,q
?
ik (0)
}
+
Ps−1∑
r1=1
Ps−1∑
r2=r1+1
χλ,E,δ,qχ
{
|Vˆ ′r1 ∧ Uˆr2 | ≤ C
1
5
0 (Ps − 1)
}
(9.35)
where nik are the total number of creation in the virtual trajectory of the particles i and k between
the time t0 and the time t.
N l,q
?
ik (0) = {tPs−1,νPs−1,wPs−1| the virtual trajectories of i and k satisfies (9.16), (9.36)
with |W q? −W q?−1 ∧ Wˆ l| ≥ 
3
5
0
l
}
We now estimate the three terms in the right hand side of (9.35). For the first term by a simple change
of variables we have that
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,q
Ps−1∑
r=1
χ
{
Vr ∈ Br,0
⋃
Br,1
} Ps−1∏
k=1
B fN0,Ps(ζ(0)) ≤
−λ‖g0‖∞ (Cαt)2
s+1
C
(
E

4
5
0
δ2
+ (Et)3
4
5
0
)
(9.37)
For the second term from (9.34) it follows that
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,q
∑
i,k
nik∑
l=1
l∑
q?=1
χλ,E,δ,qχ
{
N l,q
?
ik (0)
} Ps−1∏
k=1
B fN0,Ps(ζ(0)) ≤
−λ‖g0‖∞ (Cαt)2
s+1
E32(s+4)(s+1)
2
5
0 (9.38)
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The last term to be estimated is
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,q
Ps−1∑
k1=1
Ps−1∑
k2=k1+1
χ
{
|Vˆ ′k1 ∧ Uˆk2 | ≤ C
1
5
0 (Ps − 1)
} Ps−1∏
k=1
B fN0,Ps(ζ(0)) (9.39)
We first consider the set
ˆ
dΛPs−1χλ,E,δ,qχ
{
|Vˆ ′k1 ∧ Uˆk2 | ≤ C
1
5
0 (Ps − 1)
}
e−
β
2 |ξ(0)|2 (9.40)
We change the integration variables in the following way
(νk1 , wk1 , νk2 , wk2)→
(
ν
′
k1 , V
′
k1 , νk2 , Vk2
)
(9.41)
where V
′
k1
= w
′
k1
− ξ′ik1 (τk1) and Vk2 = wk1 − ξik1 (τk1). From Lemma 2.1 it follows that (9.41) is a
change of variables that preserve the measure. Thanks to this change of variables a simple calculation
leads to ˆ
dΛPs−1χλ,E,δ,qχ
{
|Vˆ ′k1 ∧ Uˆk2 | ≤ C
1
5
0 (Ps − 1)
}
e−
β
2 |ξ(0)|2 ≤ E5 250 2s+1 (9.42)
This implies that
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,q
Ps−1∑
k1=1
Ps−1∑
r2=k1+1
χ
{
|Vˆ ′k1 ∧ Uˆk2 | ≤ C
1
5
0 (Ps − 1)
}
Ps−1∏
k=1
B fN0,Ps(ζ(0)) ≤ −λ‖g0‖∞ (Cαt)2
s+1
2(s+2)(s+1)E5
2
5
0 (9.43)
Finally from these estimates we arrive to
1∑
j1=0
...
2s−1∑
js=0
(α)
Ps−1 ∑
Γ(Ps−1)
∑
σPs−1
σPs−1
ˆ
dΛPs−1χλ,E,δ,qχ
{
NPs(0)
} Ps−1∏
k=1
B fN0,Ps(ζ(0)) ≤
−λ‖g0‖∞ (Cαt)2
s+1
E82(s+4)(s+1)
(

2
5
0 +

4
5
0
δ2
+ 
4
5
0
)
(9.44)
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