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Abstract 
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Very little is known about the Hofstadter sequence Q(n) defined by Q(1) = Q(2) = 1 and 
Q(n) = Q(n - Q(n - 1)) + Q(n - Q(n - 2)), n > 2. A seemingly close relative is the sequence 
T(n) given by T(n) = T(n - 1 - T(n - 1)) + T(n - 2 - T(n - 2)), n > 2 with T(0) = T(1) = 
T(2) = 1. In sharp contrast to the ‘chaotic’ behaviour of Q(n), T(n) behaves in a completely 
predictable fashion which is characterized precisely. In particular, T(n) is monotonic and hits 
every positive integer. 
1. Introduction 
In [3], Hofstadter defines the sequence Q(n) by 
Q(n) = Q<n - Q<n - 1)) + Q<n - Q<n - 2111 n >2 (1.1) 
with Q(1) = Q(2) = 1. H e remarks on the apparent parallel between (1.1) and 
the usual Fibonacci recursion ‘in that each new value is a sum of two previous 
values-but not of the immediately two values’ [3, p. 1381. Motivated by this 
observation, Guy [2] reports that Malm calls Q(n) a ‘meta-Fibonacci sequence’. 
In contrast to the Fibonacci sequence, very little is known about Q(n). Indeed, 
Hofstadter’s original query-is Q(n) well-defined for all positive integers?- 
remains unsolved. Additional conjectures have been posed (see [2,6]) including 
whether Q(n) misses infinitely many positive integers. 
The values of the sequence Q(n) exhibit highly erratic behaviour with no 
discernible regularities. Hofstadter describes the behaviour as ‘chaotic’, an 
analogy also drawn by Golomb [6] who suggests that (1 .l) and other ‘strange’ 
recursions like it “may be regarded as the discrete case of the theory of ‘strange 
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attractors’,” which has become very fashionable in the last few years and which is 
also referred to as the theory of ‘chaos’ [6, p. 21. 
A variety of such ‘strange’ meta-Fibonacci sequences has been investigated, all 
related to or inspired by the Hofstadter sequence. Perhaps the most famous is the 
Conway sequence a(n) defined by the recursion 
a(n) = a(a(n - 1)) + a(n - a(n - 1)) n, > 2 (1.2) 
with a(l) = a(2) = 1. The first few terms of {a(n)} are 1, 1, 2, 2, 3, 4, 4, 4, 5, 6, 7, 
7, 8, 8, 8, 8, 9.’ 
By observation a(n) is readily seen to be much better behaved than Q(n). In 
response to a challenge by Conway, who had proved that a(n) --, 1 but could not 
establish the rate of convergence, Mallows [4] won a $1000 prize for uncovering 
the underlying structural properties of this sequence and establishing its 
asymptotics. 
In this paper we introduce and solve another meta-Fibonacci sequence closely 
related to the Hofstadter sequence. In developing our results, we, like the others 
of whose work we were unaware at the time, were motivated by the hope that the 
solution of a well-behaved close relative of the Hofstadter recursion might yield 
insight for solving the Hofstadter recursion itself. While this has not yet been the 
case, the results are fascinating in their own right. 
The relative of the Hofstadter sequence that we consider is the sequence T(n) 
generated by the recursion 
T(n) = T(n - 1 - T(n - 1)) + T(n - 2 - T(n - 2)), II > 2 (I-3) 
with T(0) = T(1) = T(2) = 1. (1.3) seems, at least superficially, more ‘Fibonacci- 
like’ than the recursion generating Q(n) because of the correspondence of the 
indices within each term. In sharp contrast to the chaotic behaviour of Q(n), 
T(n) behaves in a completely orderly and predictable way. In particular, T(n) is 
monotonic, hits every positive integer, and T(n)/n -+ 4. We provide a general 
‘formula’ for T(n) and briefly examine the impact of different initial values on the 
behaviour of the sequence. 
2. Properties of T(n) and a related sequence 
As in the case for Q(n), it is not immediately evident that T(n) is well-defined 
for all n. That it is will be assumed at the outset and will follow in due course 
from our results (see Corollary 2.2). The first 200 terms of the T(n) sequence are 
illustrated in Table 1. 
There is no simple closed form expression for T(n). However, it is possible to 
come ‘reasonably close’ to one, in a sense we make precise below. To do so, it is 
’ In addition to Conway, there is evidence that Conolly (see [5, Chapter 121) and, according to an 
anonymous referee, Hofstadter, independently discovered the Conway sequence. 
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Table 1 
Directory of T(n) 
n 1 2 3 4 5 6 7 8 9 10 
T(n+O) 1 1 2 2 2 3 4 4 4 4 
T(n+lO) 5 6 6 7 8 8 8 8 8 9 
T(n + 20) 10 10 11 12 12 12 13 14 14 15 
z+l + 30) 20 16 16 16 16 16 17 18 18 19 
7yn + 40) 16 20 20 21 22 22 23 24 24 24 
T(n + 50) 24 25 26 26 27 28 28 28 29 30 
T(n + 60) 30 31 32 32 32 32 32 32 32 33 
T(n + 70) 34 34 35 36 36 36 37 38 38 39 
T(n + 80) 40 40 40 40 41 42 42 43 44 44 
T(n + 90) 44 45 46 46 47 48 48 48 48 48 
T(n+ 100) 49 50 50 51 52 52 52 53 54 54 
T(n + 110) 55 56 56 56 56 57 58 58 59 60 
T(n +120) 60 60 61 62 62 63 64 64 64 64 
T(n + 130) 64 64 64 64 65 66 66 67 68 68 
T(n + 140) 68 69 70 70 71 72 72 72 72 73 
T(n + 150) 74 74 75 76 76 76 76 77 78 78 
T(n+ 160) 80 80 80 80 80 81 82 82 83 84 
T(n + 170) 84 84 85 86 86 87 88 88 88 88 
T(n + 180) 89 90 90 91 92 92 92 93 94 94 
T(n + 190) 95 96 96 96 96 96 96 97 98 98 
first necessary to discover some properties of T(n), many of which are suggested 
by an examination of Table 1. 
Proposition 2.1. For T(n) defined as above, 
(a) T(n + 1) = T(n) or T(n + 1) = T(n) + 1. 
(b) For n 2 2, if T(n) is odd, T(n + 1) = T(n) + 1. 
Proof. (a) and (b) are true for small IZ. We proceed by induction. Assume both 
(a) and (b) are true for all j <n. Then for j <n, T(j + 1) - T(j) E (0, l}. Thus, 
forj=2,...,n, 
[j - T(j)] - [j - 1 - T(j - l)] = 1 - (T(j) - T(j - 1)) E (0, l}. 
Since (j - T(j)) and (j - 1 - T(j - 1)) differ by at most 1, the induction 
assumption (a) yields 
T(j - T(j)) - T(j - 1 - T(j - 1)) E (0, l}. (2.1) 
Suppose T(n) = T(n - 1) + 1. Then by the definition (1.3) of T(n), 
T(n + 1) - T(n) = T(n - T(n)) - T(n - 2 - T(n - 2)) 
= T(n - 1 - T(n - 1)) - T(n - 2 - T(n - 2)) E (0, l}. 
by (2.1). On the other hand, if T(n) = T(n - l), then by (1.3) 
T(n - 1 - T(n - 1)) = T(n - 3 - T(n - 3)). 
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By (2.1) we must have each of these equals T(n - 2 - T(n - 2)). Thus, once 
again, 
T(n + 1) - T(n) = T(n - T(n)) - T(n - 2 - T(n - 2)) 
= T(n - T(n)) - T(n - 1 - T(n - 1)) E (0, l}. 
This completes the induction for (a). 
For (b), suppose T(n) is odd. Then T(n - 1) is even (if not, by the induction 
assumption (b) T( n would be even). By (a) we have T(n) = T(n - 1) + 1. Thus ) 
T(n + 1) = 2T(n - 1 - T(n - 1)) so T(n + 1) is even, hence by (a) T(n + 1) = 
T(n) + 1. This completes the induction and the proof. Cl 
An immediate consequence of Proposition 2.1 is that T(n) is well-defined for 
all n, and for n > 1, T(n) < n. 
Let Y(N) = {n: T(n) = N}. A s we indicated above, no simple closed form 
expression for T(n) exists. However, given N it is possible to find the elements of 
Y(N), which from Proposition 2.1 consist of a string of consecutive integers. The 
largest element in Y(N) is just CiN_, #Y’(Z), where #9’(N) denotes the cardinality 
of Y(N) (that is, the length of the string of consecutive integers whose image 
under T is N.) The remaining elements in Y(N) consist of the preceding 
#Y(N) - 1 consecutive integers. We now examine #Y(N). 
The first 100 terms of the sequence {#Y(N)}, are shown in Table 2. The 
following result is immediate. 
Corollary 2.2. ZfN> 1 is odd, #Y(N) = 1. ZfN is even, #Y’(N) 3 2. 
Proof. It is easy to see that for any N, Y(N) is not empty. If not, let NO be the 
smallest integer with Y(N,) = 0. Since N,, 2 3, it follows from Proposition 2.1 that 
there is a unique ~~ such that T(n,) = No - 2 and T(n,, + 1) = N,, - 1. But then by 
the assumption that Y(N,) = 0 and Proposition 2.1(a), T(n) = N,, - 1 for every 
Table 2 
Directory of #Y(N) 
N 1 2 3 4 5 6 7 8 9 10 
#Y(N+O) 2 3 1 4 1 2 1 5 1 2 
#Y(N+lO) 1 3 1 2 1 6 1 2 1 3 
#Y(N+20) 1 2 1 4 1 2 I 3 1 2 
#Y(N+30) 1 7 1 2 1 3 1 2 1 4 
#Y(N+40) 1 2 1 3 1 2 1 5 1 2 
#Y(N+50) 1 3 1 2 1 4 1 2 1 3 
#Y(N+60) 1 2 1 8 1 2 1 3 1 2 
#Y(N+70) 1 4 1 2 1 3 1 2 1 5 
#Y(N + 80) 12 13 12 14 12 
#Y(N+90) 1 3 1 2 1 6 1 2 1 3 
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n > n,,. Choose rrl so that n1 - No - 2 > IZ(,. Then 
T(n,) = T(n1 - 1 - T(n, - 1)) + T(n, - 2 - T(n, - 2)) 
= T(n, -No) + T(n, -N,, - 1) 
= 2(N(J - l), 
contradiction. Thus, for every N, Y(N) is not empty; that is, T hits every positive 
integer. 
It now follows immediately from Proposition 2.1(b) that for N odd, #Y(N) = 
1. For N even, we proceed by contradiction. Let N,, > 2 be the smallest even 
number such that #Y(N,) = 1. Then by assumption there exists a unique n,, such 
that T(q,) = NO. By Proposition 2.1, T(n,, - 1) = N,, - 1 and T(no + 1) = N,, + 1. 
Further, since N,, - 1 is odd, T(no - 2) = N,, - 2. Now, 
T(no) = T(q) - 1 - T(n,, - 1)) + T(n,, - 2 - T(n(, - 2)) 
= 2T(n,, - N,,). 
But 
T(nO + 1) = T(no - T(no)) + T(n, - 1 - T(n,, - 1)) 
= 2T(n0 - No), 
so T(no+ 1) also equals N,, which is a contradiction. Thus #Y(N) 2 2 for N 
even. 0 
From Table 2 it is easy to guess a simple formula for #Y(N): if N = 2’ . N,, 
with I 20 and N1 odd, then #Y(N) = r + 1 + Z(N, = l), where I(N, = 1) for 
N1 = 1 and 0 otherwise. We prove the first half of this formula, namely, where N 
is a power of 2 as part of the next result. Before we do, we remark that for N 
odd, we get #9’(N) = 1, which is true by Corollary 2.2. 
Proposition 2.3. For every nonnegative integer x, Y’(r) = {2I+’ - 1, 2I+‘, 
2”+’ + 1, . . ) 2”+’ +x} and #Y(2”) =x +2. 
Proof. Note from Tables 1 and 2 that Proposition 2.3 holds for small values of X. 
We proceed by induction on x. Assume the result for all positive integers less 
than x. Let no be the least positive integer such that T(n,,) = 2”. Then 
T(n, - 1) = 2” - 1 by Proposition 2.1(a) and T(no - 2) = 2” - 2 by Corollary 2.2. 
Thus, 
2” = T(nJ = T( no - 1 - T(no - 1)) + T(nO - 2 - T(n,, - 2)) 
= 2T(n,, - 2”). 
Thus, T(n, - 2”) = 2”-’ so by the induction assumption no - 2” must be in the set 
(2” - 1, 2”, . . . ) 2” + (X - 1)). It is straightforward to show that for no to be the 
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least positive integer such that T(n”) = 2”, we must have no - 2” = 2” - 1. To see 
this we argue as follows: Suppose it” - 2” 3 2”. Then 
T(no - 1) = T(nlJ - 2 - z(n, - 2)) + T(n(j - 3 - T(no - 3)) 
= T(no - 2”) + T(no - 2” - l), 
since T(nO - 3) = 2” - 2 (because T(no - 1) = 2” - 1 which is odd and #Y(2” - 2) 
is at least 2). But nto - 2” ?z 2” means that both no - 2x and IZ~ - 2” - 1 are in 
Y(2”-‘) so 
I-(no - 1) = 2I-‘+ 2”-’ = 2”. 
However, this contradicts the assumption that IZ” is the least integer with 
T(Q) = 2”. Thus, fro - 2” = 2” - 1, or no = 2”+’ - 1 as required. 
From Corollary 2.2 we have immediately that T(no + 1) = 2”. Further, 
T(n,, + 2) = T(n, + 1 - T(no + 1)) + T(no - T(no)) 
= 7-(2X+’ - 2”) + T(2X+’ - 1 - 2”) 
= T(29 + T(2” - 1) 
= 2 . y- = 2”. 
In a similar manner we can show successively that if x > 2 then T(n, + k) = 2” for 
the remaining k = 3, . . . , x+1. Fork=x+2wehave 
T(n~~+x+2)=T(no+x+1-T(n”+x+1))+T(n,+x-T(n,,+x)) 
= 7(2x+’ +x-2”)+T(2”+‘-1+x-2”) 
=T(2”+x)+T(2”+x-l). 
By the induction assumption T(2” +x - 1) = 2”-’ while T(2” +x) = 2”-’ + 1. This 
concludes the proof. 0 
To prove the remainder of the formula for #.9’(N) we consider the case where 
N is even but not a power of 2. We first prove an intermediate result. 
Proposition 2.4. Let (Y be any even integer, 2 c a S 2” - 2, where x 2 2. Then 
#q2x + (u) = #Y(2”-’ + a/2) + 1. 
Proof. Let no be the least positive integer such that T(no) = 2” + (Y. Then 
T(no - 1) = 2” + a - 1. Since a is even, by Corollary 2.2 and Proposition 2.1 we 
have T(no - 2) = T(no - 3) = 2” + (Y - 2. Now, 
T(no) = T(no - 1 - z-(no - 1)) + T(n, - 2 - T(no - 2)) 
= T(n, - 1 - (2” + LY - 1)) + T(n, - 2 - (r + (Y - 2)) 
= 2T(no - (2” + CY)). 
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Thus, T(nO - T(nO)) = T(n, - (2” + n)) = 2”-’ + (u/2. Further, 
T(n,, - 1) = T&J - 2 - T(n,, - 2)) + T(no - 3 - T(n,, - 3)) 
2” + fx - 1 = T(& - (2” + a)) + T(n, - 1 - (2” + Lx)). 
Hence, 
T(n, - 1 - (2” + cx)) = 2*-l + ix/2 - 1, 
from which we conclude that no - (2” + (Y) is the smallest integer in Y(2”-’ + 
(u/2). That is, if n,, is the least integer such that T(n”) = 2” + LY then n, - (2” + (u) 
is the least integer whose image under T is 2”-’ + a/2. 
Suppose T(n,, + 1) = T(n,, + 2) = . * . = T(no + R) = 2” + CC, where R + 1 = 
#9’(2x + LX). Then 
T(no + R + 1) = 2” + LY + 1. 
If R = 1, then T(n,, + 2) = 2” + (Y + 1 and T(no + 2) = T(n,, + 1 - (2” + (u)) + 
2x-’ + (u/2. Thus, 
T(no + 1 - (2” + a)) = 2”-’ + a/2 + 1, 
so #Y(2”-’ + a/2) = 1, and Proposition 2.4 holds in this case. 
Assume R 3 2. Using the recursion for T(n, + 2) and the fact that T(n,, - 
T(rq,)) = 2*-l + a/2, we get 
T(no + 1 - (2” + LX)) = 2’-’ + a/2. 
Proceeding iteratively we readily show that 
T(no + k - (2k + a)) = 2”-’ + (~/2 
for k = 1, 2, . . . , R - 1, while 
T(no + R - (2” + (u)) = 2”-1 + CC/~ + 1. 
Thus, for R 2 2, #9(2% + (u) = #Y(2”-’ + (u/2) + 1, and the proof is 
complete. 0 
We now complete the proof of the formula for #Y(N). If N = 2’ . N1 is even 
but not a power of 2 (so N1 > l), then N can be written as 2” + a; with (Y = 2’ . p, 
n > r 2 1, p odd, and 2 c (Y s 2” - 2. Applying Proposition 2.4 r times readily 
yields the desired result, namely, #Y(N) = r + 1-t I (N, = 1). 
For N=2”1+2”*+..*+2ap ) O~cxl<(Y~<. * . < q,, we are now able to find 
the greatest element in Y’(N). 
Proposition 2.5. The greatest element in Y(N) is given by 
5#9’(j)=2N+c~,-p+l. 
j=l 
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Note that if p = 1 then this formula gives the greatest element of Y(N) as 
2 nl+l~,, which also follows directly from Proposition 2.3. 
Proof. The simplest proof, once the formula has been guessed, is by induction. 
The result is true for N = 1, 2. Assume the result for N. For N + 1, we consider 
three cases: 
(i) Suppose Ly, -- > 1. Then we can write 
N+ 1=2”‘+28’+. . . +24+1, 
whereO=B1<Pz=cu,<P3=(Y2<...<pp+,=(Yp. SinceN+lisodd, #Y(N+ 
l)=l so 
N+l 
c 
j=l 
#Y(j) = 1 + 2 
j=l 
#WI 
=1+(2N+cu,-p+l) 
=1+2N+&+,-p+l 
= 2(N + 1) + &+, - (p + 1) + 1, 
as required. 
(ii) Suppose (or = 0, and that k exists, with 1 <k <p, where k is the smallest 
such that Q 2 k. Then it is readily seen that 
N + 1 = 2k-’ + 2”” + 2Q+l + . . . + 2” > 
with k - 1-C a,‘ < (Yk+r < * * . < q,. This can be rewritten as 
N + 1 = 24 + 24 + . . . + 2’5~*+2, 
where k - 1 = 6, < & = p2 < &+r = p3 < * . . < a;, = fip-k+*. Thus, #Y’(N + 1) = 
k and 
N+l 
c #Y(j) = k + i #Y(j) 
j=l j=l 
=k+(2N+a;,-p+l) 
= k + 2N + &_,,, - p + 1 
= 2(N + 1) + &k+2 - (p - k + 2) + 1, 
which is of the required form. 
(iii) The only remaining case has ak = k - 1 for k = 0, 1, 2, . . . , p. Then 
N+1=201, fi1=pand#Y(N+l)=p+2. 
N+l 
C #W)=p+2+,$lft9(i) 
j=l 
=p+2+(2N+(p-l)-p+l) 
=2(N+l)+p, 
which completes this induction. Cl 
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It is worthwhile noting the structural properties of the sequence {#Y(N)}, 
which led to ‘guessing’ the preceding formula. These can be used to provide an 
alternate (albeit lengthier) proof of Proposition 2.5 by direct computation. We 
leave the details to the interested reader. 
(Pl) The 2” - 1 entries in the sequence {#Y(N)}, between (but not including) 
#Y(27 and #Y(2”+*) can be constructed as follows: first write down all the 
(2”-’ - 1) entries (in order) between #Y(2X-‘) and #.Y(2”), then insert x, and 
then repeat (again in order) the (2”-’ - 1) entries between #Yp(“-‘) and #9’(29. 
(P2) The (2” - 1) entries in the sequence {#Y(N)}, between #Y(2”) and 
#Y(2”+‘) satisfy: 
(a) The maximum value is X. 
(b) The sum of the (2” - 1) terms is 2”+’ - (x + 2). 
(P3) Let M and k be positive integers, with M = 2”’ + 2”’ + . . . + 2&, 0 =S LY, < 
cu,<. * . < cxr <k. Define a(M) to be the sum of the first M terms of the (2“ - 1) 
entries in the sequence {#Y(j)} with 2k <j < 2k+1. Then m(M) satisfies (Y(M) = 
2”7+’ - 1 + a(M - 2*r) and further, a(M) = 2M - r. 
We can now specify T-‘(N) = Y(N) = {N: T(n) = N} precisely as follows. 
Proposition 2.6. Let N = 2”’ + 2”’ + . . - + 24, 0 S a1 < (Y~ < * . * < cup. If p = 1, 
then T(n) = N for all (aI +2) consecutive integers n = 2a1+’ - 1, 
2 a,+1 2 m1+1 , f . . 9 + CY, . Zf p 2 2 then T(n) = N for all ( cyI + 1) consecutive integers 
fromn=2N+(a;,-a,)-p+l ton=2N+a;,-p+linclusive. 
Notice that it follows from the definition of N that ab - (Y, >p - 1 so the 
smallest n for which T(n) = N is at least 2N if p a 2. In fact, if p 3 2 then 
T(2N) = N if and only if (y, - LYE =p - 1, which means that ai = CX_~ + 1, 
j=2,3,... , p; that is, the powers of 2 in N step down by 1. If p = 1 the smallest 
n for which T(n) = N is always 2N - 1 and T(2N) = N. This characterizes 
precisely those n for which T(n)/n = 1. 
In contrast to the situation for Q(n), it is easy to show that T(n)/n is always 
close to 0.5 and tends to 0.5 as n -+ 03. 
Proposition 2.7. 1 - (l/n)log,((n + 1)/2) s T(n)/n s 4 + 1/2n, and T(n)ln+ 4 as 
n+m. 
Proof. Fix N as above. Using Proposition 2.6, it is easy to see that the values of n 
for which T(n) = N satisfy 
2N-lSnn2N+log,N. 
From the first inequality we get N s (n + 1)/2. Using this and the second half of 
the inequality gives N * n/2 - log,((n + 1)/2). Thus, for any n with T(n) = N we 
have n/2 - log,((n + 1)/2) s T(n) =S (n + 1)/2, from which the desired result 
f0110ws.* 0 
’ I am grateful to Piofessor A. Granville for pointing out this simple proof. 
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In [4] Mallows solved Conway’s challenge of finding the exact n at which 
]a(n)/n - 41 last exceeds & where a(n) is defined by (1.2). The above result shows 
that for T(n) this value of n must be less or equal 10 and a finite amount of 
computation will yield the precise n. 
Observe that T maps 2”+’ together with ‘some integers nearby’ onto 2”. 
Proposition 2.6 and the comments following it, suggest that this property of 
‘stepping down by a power of 2’ likely applies considerably more generally. This 
in fact turns out to be the case, and yields some striking symmetries. 
First, recall that from Proposition 2.3, 2”+‘- 1 is the smallest integer whose 
image under T is 2”, and T(2”+’ - 1) = T(2”+‘) = . . . = T(2”+’ + x + 1) = 2”. By 
property (P2) and Proposition 2.1, we conclude that for n satisfying 2X+’ - 1 G 
n S 2x+2 -2, we have 2X~T(n)~2”+1- 1 and further, that every value in the 
interval [2”, 2”+’ - l] is hit by T. Indeed, on closer examination the following 
beautiful symmetry in the values of T(n) emerges: for x 2 1 and i = 
0, 1, 2, . . . ) 2” - 1, 
T(2”+’ + i) = T(2” + (i - 1)) + 2”-‘, (2.2) 
T(2X+1 + 2” + i) = T(2” + i) + 2”. (2.3) 
To prove (2.2), recall from property (Pl) that the lengths of those strings of 
positive integers between 2X+1 and 2X+1 + 2” - 1 which T maps onto the same 
value in the interval (2”, 21f1) are precisely the lengths of the strings of integers in 
(2”, 2*+l) which T maps onto (2”-‘, 2”). Thus, for 1 G i G 2” - 1, 
T(2X+1 + i) - T(2”+‘) = T(2” + i - 1) - T(2”), 
where the shift down by 1 in the argument of T on the right is required because 
#9’(2”) =x + 2 while #.Y(2*-‘) =x + 1. But T(2X+‘) = 2” so (2.2) follows. For 
i = 0 (2.2) is an immediate consequence of Proposition 2.3. 
The proof of (2.3) is similar. Once again by property (Pl) T maps all the 
integers 2X+1 + 2” + i, i = 0, 1, . . . , x to the same value, following which it maps 
groups of successive integers to (respectively) equal values in exactly the same 
pattern as occurs when T is applied to the integers between 2* and 2*+‘. Thus, for 
i = 0, 1, . . . , 2” - 1, 
T(2”+’ + 2” + i) - T(2”+’ + 2”) = T(2” + i) - T(2”). 
But using the symmetry of the behaviour of T on the integers between 2”+’ and 
2 x+2 and the fact (Proposition 2.1) that T can increase by at most 1 on successive 
arguments we conclude that T(2”+’ + 2”) = 2” +2*-l, from which (2.3) now 
follows (alternately, we can use Proposition 2.6 with N = 2* + 2”-’ to evaluate 
T(2”+’ + 2”)). 
Equations (2.2) and (2.3) give an alternate algorithm to (1.3) for computing 
T(n). Motivated by Proposition 2.7 we define D(n) = n - 2T(n) (this is very 
similar to the approach adopted by Mallows [4]). Then it is straightforward to 
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show that (2.2) and (2.3) can be rewritten as 
D(2”+’ + i) = D(2” + i - 1) + 1, (2.4) 
D(2”” + 2” + i) = D(2” + i), (2.5) 
where i = 0, 1, 2, . . . , 2” - 1. 
(2.4) and (2.5) p rovide a simple, convenient way to evaluate D(n) (and thus 
T(n)) recursively, particularly if n is written in binary. For example, if 
II = 81= 10100012 then 
D(U) = D(1010001,) = 1+ D(1100002) = 1 + D(100002) 
= 2 + D(111,) = 2 + D(l1,) = 2 + D(1,) = 1. 
That is, D(81) = 1 so T(81) = 40. 
3. Some further variations 
The definition (1.3) of T(n) includes the initial conditions T(0) = T(1) = 
T(2) = 1. It may be of some interest to investigate the role of the initial 
conditions in determining the properties of T(n). To date we have developed 
only preliminary results in this direction, in the sense that we have not 
investigated the properties of most of the resulting nontrivial sequences. 
As we noted earlier, it was not immediately evident from (1.3) that r(n) is 
well-defined, that is. r(n) G n for n > 0 (although this turned out to be the case). 
The specification of alternate initial conditions immediately raises this question. 
In what follows we use t(n) to denote the values of the sequence defined by (1.3) 
with various alternate sets of initial conditions. 
It is evident from (1.3) that t(l) s 1 and t(2) G 2. If t(1) = 0 and t(2) = 0 or 1, 
then t(n) = 0 for all n > 2, regardless of the value for t(0). Thus, either t(l) = 1 or 
t(l) = 0 and t(2) = 2. In both cases the value for t(0) is relevant in the 
determination of t(3) (and thus subsequent values of t(n)). 
Suppose t(l) = 1. Then t(3) = t(2 - t(2)) + t(O), so t(0) s 3. If t(2) = 0 then one 
possibility is t(0) = 3. The first 30 values of this sequence are shown in Table 3(a). 
Note that the sequence is no longer monotonic, the differences between 
successive terms are no longer just 0 or 1 and not all positive integers are in the 
target (for example, t(n) is never 5). A second possibility, t(0) = 2, also generates 
an erratic sequence (Table 3(b), although in this case an examination of the first 
200 values of the sequence suggests that all positive integers are hit. Both the 
cases t(0) = 1 and t(0) = 0 yield the zero sequence. 
If t(1) = 1 and t(2) = 1 then t(0) can be 0, 1 or 2. If t(0) =0 then 
t(n) = T(n - l), n B 1 follows readily by induction. If t(0) = 1, then by definition 
t(n) = T(n) for all rr. If t(0) = 2 the behaviour of the resulting sequence is once 
again erratic with many positive integers never hit (for example, 11 is the first). 
See Table 3(c) for the first 30 values. 
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Table 3 
\ (a) Directory of r(n), t(O) = 3, l(l) = 1, f(2) = 0 
\n 12345 678910 
t(n + 0) 10 3 3 4 2 4 6 3 2 
t(n + 10) 8 9 6 7 8 8 10 10 10 9 
t(n+20) 11 10 11 18 11 9 17 12 10 18 
(b) Directory of t(n), f(O) = 2, r(1) = 1, t(2) = 0 
t(n + 0) 10 2 13 2 13 5 4 
t(n+lO) 3 5 4 6 8 4 6 8 7 9 
t(n +20) 8 7 12 11 7 12 14 10 12 14 
(c) Directory of t(n), t(O) = 2, t(1) = t(2) = 1 
t(n + 0) 113 3 3 2 4 6 4 4 
f(n+lO) 5 4 8 9 6 7 8 8 8 9 
r(n +20) 10 10 9 13 14 10 12 13 12 14 
(d) Directory of t(n), t(0) = 2, f(1) = 1, t(2) = 2 
t(n + 0) 12 4 2 2 6 6 3 3 8 
t(n + 10) 8 6 10 10 6 5 11 14 8 10 
t(n +20) 16 10 8 12 12 16 18 11 14 17 
(e) Directory of f(n), t(0) = 2, I( 1) = 0, f(2) = 2 
f(rl + 0) 0 2 2 2 2 4 4 4 4 4 
I(n+lO) 6 6 6 8 8 8 8 8 8 10 
t(n +20) 10 10 12 12 12 12 14 14 14 16 
(f) Directory of f(n), t(0) = 1, t(1) = 0, t(2) = 2 
t(n + 0) 0 2 13 2 13 5 4 3 
t(n+lO) 5 4 6 8 4 6 8 7 9 8 
t(n +20) 7 12 11 7 12 14 10 12 14 10 
If t(l) = 1 and t(2) = 2 then t(0) = 0 gives t(n) = 0 for II 2 3. However, both 
t(O) = 1 and t(0) = 2 yield nontrivial results. If t(O) = 1 then t(n) = T(n + 1) for all 
IZ. If t(0) = 2 the resulting sequence is erratic once again (see Table 3(d), missing 
some integers (for example, 7 and 9). 
The only remaining cases have t(l) = 0 and t(2) = 2. Since t(3) = t(0) it follows 
that t(0) G 3. But t(0) = 3 is not possible (since then t(4) = 2t(O) = 6 > 4). If 
t(O) = 2 then by inspection of the first 30 terms of t(n) the following pattern is 
readily apparent: for II > 1, 
t(n) = 7%) 
T(n + 1) 
when T(n) is even, 
when T(n) is odd. 
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All the terms of {t(n)} are even in this case and the sequence is monotonic 
increasing (see Table 3(e)). Indeed, {t(n)} is just {T(n)} with all the odd terms 
replaced by the succeeding (even) integer. 
The case t(0) = 1, t(1) = 0 and f(2) = 2 gives an erratic sequence (see Table 
3(f)) which appears (based on the first 200 terms) to hit every positive integer. 
Finally, the case t(0) = 0, t(l) = 0 and t(2) = 2 yields a trivial sequence of zeros. 
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