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Проаналізовано можливість використання алгоритмічних засобів контро-
лю технічного стану складних комплексів.  
 
Постановка проблеми. Впровадження більш досконалих технічних 
засобів ґрунтується на широкому використанні складних автоматизова-
них систем і комплексів. Але з ускладненням застосовуваних засобів 
підвищується й імовірність виходу з ладу як усього складного комплек-
су, так і його складових частин. У зв'язку з цим виникає необхідність не 
тільки в створенні нових технічних систем, але й в оперативному конт-
ролі та діагностиці функціонування таких комплексів [1]. Отже виникає 
актуальна наукова задача розробки теоретичних основ побудови і конт-
ролю складних технічних систем, з використанням цілого класу алгори-
тмів: контролю і діагностування. 
Аналіз літератури. Великим і важливим класом алгоритмів є алго-
ритми визначення технічного стану об'єктів – алгоритми контролю й 
алгоритми діагностування. Ці класи алгоритмів будуються на базі діаг-
ностичних моделей. Діагностичні моделі (ДМ) – це моделі об'єктів і 
процесів діагностування, тобто їхні формалізовані описи, що є початко-
вими для визначення і реалізації алгоритмів діагностування [2, 3]. Мето-
ди побудови моделей розділяють на функціонально-логічні, аналітичні, 
графоаналітичні, інформаційні та спеціальні.  
Найбільш розповсюдженою останнім часом є таблична форма д і-
агностичних моделей [4]. Таблична модель являє собою прямокутну 
таблицю, у рядках якої – відповідні припустимі елементарні перевір-
ки, тобто ознаки ix  в контрольних точках об'єкта, а в стовпцях – тех-
нічні стани ic  об'єкта в множині С (табл. 1). У клітинці таблиці, роз-
ташованої на перетині рядка ix  і стовпця ic , проставляються резуль-
тати елементарної перевірки об'єкта, що знаходиться в стані jc . Якщо 
при перевірці ознаки ix  він знаходиться в допуску для об'єкта, що зна-
ходиться в стані jc , то результату перевірки надається значення 
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0R ij  . Якщо ознака ix  знаходиться не в допуску, то 1Rij  . У стовпці 
0c  табл. 1 проставлені всі результати перевірок, рівні 0, тому що цей 
стовпець відповідає працездатному стану об'єкта. З вищесказаного в и-
пливає, що хоча найбільш розповсюдженою моделлю є таблична, однак 




Діагностична модель у вигляді матриці несправності 
 
Х/С С0 С1 С2  Cn 
x1 0 R11 R12  R1n 
x2 0 R21 R22  R2n 
… … … … … … 
xk 0 Rk1 Rk2  Rmn 
 
Метою даної статті є вироблення пропозицій щодо використання 
алгоритмічних методів для побудови систем контролю складних ком-
плексів.  
Основний матеріал. Проведемо аналіз діагностичної моделі, пред-
ставленої в табл. 1, за допомогою алгебраїчного підходу. Для цього 
представимо діагностичну модель  C,XA  у вигляді 






0 Cv...vCv...vCvCxA  ,                           (1) 
де iC  – оператор ідентифікації i-го стану, виконуваний при 1Ui  ; 
 nj1i X...X...XU ; 
jj XX 
  при 1Rij   і jj XX 
  при 0Rij  . 
Оскільки всі кон’юнкції iU  мають однаковий ранг, рівний n , то 
представлення (1) відповідає досконалій диз'юнктивній нормальній 
формі алгоритму (ДДНФА). Особливістю ДДНФА діагностичних моде-
лей є те, що вони є операторно-безповторними [5]. Дійсно, всі оператори 
відповідають ідентифікації визначеного стану об'єкта. Стани повинні 
бути помітними, а це можливо тільки в тому випадку, коли їм будуть 
відповідати різні кон’юнкції умов. 
Якщо n21k  , то на 1k2n   наборах, що не ввійшли до ДДНФА, 
алгоритм не визначений, тому що у випадку правильної роботи засобів 
діагностування ці набори неможливі або процес ідентифікації може бути 
здійснений за допомогою меншого числа перевірок, а результати інших 
перевірок є несуттєвими. 
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Побудуємо алгоритмічну позиційну діаграму (АПД) для матриці не-





Х/С С0 С1 С2 С3 С4 С5 С6 
х1 0 1 0 0 1 0 1 
х2 0 0 1 0 1 1 0 
х3 0 1 0 1 0 1 0 
х4 0 0 0 0 1 1 1 
 













При побудові мінімального контрольного або діагностичного тесту 
проводиться пошук підмножини умов (перевірок), що мають визначені 
властивості. Умови (перевірки), що не ввійшли до тесту, виключаються 
з розгляду, при цьому АПД для умов, що ввійшли до тесту, формуються 
в такий спосіб. 
Нехай: 
X  – множина умов, nX  ; 
1T  – множина умов, що ввійшли до тесту; 
2T  – множина умов, що не ввійшли до тесту, LT2  . 
Тоді 
       wwii11`1 HvA...vHvA...vHAXA  , 
де L2w  ; w1 H...H  – усі можливі варіанти настроювання несуттєвих 
умовних змінних. 
Аналіз побудови АПД для різних алгоритмів показав, що за допо-
могою АПД зручно оцінювати ефективність діагностичних алгоритмів і 
вибирати ті, що задовольняють заданим вимогам. Для цього необхідно 
С0  С3  
С2   С5 
 С6 С1  





Рис. 1.  АПД, що відповідає матриці несправностей 
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розглянути можливі варіанти настроювань і оцінити кількість ідентифі-
куємих станів об'єкта. 
Специфіка діагностичних алгоритмів полягає в тому, що після іден-
тифікації стану об'єкта діагностування виконання алгоритму закінчуєть-
ся. Діагностичні алгоритми мають вигляд дерева, складеного з умов, на 
кінцевих гілках яких розміщені оператори ідентифікації стану об'єкта. У 
загальному випадку структура діагностичних алгоритмів має вигляд, 















Другою особливістю діагностичних алгоритмів є відсутність між 
умовними операторами лінійних операторів і в схемі алгоритму тільки 
один вузол, що відповідає кінцевій вершині алгоритму.  
Розглянемо властивості поліномінальних форм діагностичних алго-
ритмів. Для ідентифікації технічного стану об'єкта діагностичні алго-
ритми повинні мати властивості виявлення і розрізнення [6]. Отже, 
структура діагностичного алгоритму повинна мати кількість вихідних 
гілок умовної частини алгоритму, рівну кількості станів об'єкта.  
Кожному лінійному оператору, що відповідає ідентифікації стану, 
відповідає визначений маршрут, і він розташовується на відповідній ви-
хідній гілці алгоритму. Отже, кількість маршрутів повинна відповідати 
кількості станів, що ідентифікуються. У поліномінальній формі алго-
ритму коефіцієнти при відповідних ступенях X  указують на число мар-
шрутів заданої довжини, тому кількість маршрутів повинна дорівнювати 
кількості станів об'єкта діагностування. 
Аналіз поліномінальних форм діагностичних алгоритмів показує, 
що в загальному випадку існує безліч варіантів структур, що мають од-
накову суму коефіцієнтів, наприклад:  
C0 C1 Cк 
Рис. 2. Структура діагностичного алгоритму 
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XXXX2M 2341   ; 
23
2 X3X2M  ; XX4M
3
3  . 
Ступінь полінома вказує на максимальну довжину маршруту, тому 
при розробці діагностичного алгоритму необхідно з множини варіантів 
вибирати структуру з найменшою глибиною. 
Висновки. 1. Аналіз діагностичних моделей показав, що найбільш 
розповсюджена таблична модель не завжди зручна для розробки діагно-
стичних алгоритмів. 
2. Застосування АПД дозволяє оцінювати ефективність діагностич-
них алгоритмів і вибирати алгоритми, що задовольняють зазначеним 
вимогам. 
3. Показано зв'язок між коефіцієнтами полінома в поліномінальних 
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