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We describe a spatial augmented reality system that enables superimposed projection of an internal
image on a real object with color correction. Our system is a projector-camera system, which consists of a
camera, a projector, and a PC. At first, we generate a first projection image from the internal image of CG
and a camera image of the real object captured by the camera. The first projection image is generated to
avoid the pattern of the real object by importance map which is generated camera image. Next, we project
the first projection image on the real object, and again capture an image of the real object with the internal
image. At last, we update the projection image with color correction on CIELUV color space and project
the image on the real object. This system will be able to visualize the internal structures on various objects
easily because this system is reproduced on real object enhances a sense of depth. By using this effect,
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象物である箱を撮影した画像 (図 1の Camera Image)と，プロジェクタ視点からレンダリングした箱
の内容物と箱の内壁が描かれた CGモデルの画像 (図 1の CG Image)を使い，画像補正のための目標
画像 (図 1の Goal Image)と初期投影画像 (図 1の First Projection Image)を生成する．続けて，箱に
合わせて投影画像のアフィン変換を行い，初期投影画像を投影する．そして初期投影画像の投影後の
箱の画像と目標画像の比較から，初期投影画像の調整を行い，調整した画像 (図 1の Final Projection
Image)を改めて箱に投影することで実物体上での内部透過の再現をおこなう．図 1の目標画像と初期






モデル (図 2の CG Image)，Kinectで取得した投影対象物を撮影した画像 (図 2の Camera Image)を
用いて目標画像の生成と初期投影画像の生成を行う．この処理は投影対象物に描かれている文字，模
様，輪郭部分に CGが重なることを避け，模様の奥側に CGモデルがあるようにプロジェクタで投影
する．撮影した画像から透過率を計算するための重要度マップ (図 2の Importance Map)を使うこと
で，実物体の模様部分を除いた部分の透過率を計算し，それを CGモデル画像に反映することで初期
投影画像 (図 2の First Projection Image)と，カメラ画像と CGモデルの合成によって求める内部透過





(図 3の Camera Image after Projection)と目標画像 (図 3の Goal Image)を CIELUV色空間 [5]の値で
比較 (図 3の Compare)することで，目標画像と実物体の LUV色空間の値が異なる点の x; y 座標に
対応した初期投影画像上の点の位置 (図 3の Diff Image)を求める．そして投影前の実物体の表面の
画像 (図 3の Camera Image)の CIELUV色空間での値を基に，初期投影画像 ((図 3の First Projection
Image)の CIELUV色空間の値を再計算する．再計算する点は上記で図 3の Diff Image上の，目標画







Zollmanらの手法 [2]と Kalkofenらの手法 [3]に基づいて，目標画像と初期投影画像を生成する．
2つの画像の生成には，カメラ画像の画素ごとの透過率計算が必要となる．画素ごとの透過率計算に
は，重要度マップを用いて計算する．本研究では，初めに，重要度マップを生成し，続いて，重要度
マップM(x; y)から物体の透過率 (x; y)を計算する．そして Kinectからリアルタイムで得たカメラ
画像 O(x; y)と CGモデルをレンダリングした CG画像 C(x; y)と物体透過率 (x; y)から内部透過
画像 G(x; y)を生成する．図 2の重要度マップの生成処理 (Generate Importance Map)と目標画像と





図 4: 重要度マップM(x; y)生成処理のブロック図
カメラ画像 O(x; y)から重要度マップM(x; y)を生成するため，カメラ画像に Canny Edge[6]フィ
ルタをかけた画像 E(x; y)，カメラ画像から Saliency Image[8]を求めて，求めた画像に対して領域分
割を行い，その領域ごとに二値化を行った画像 (Saliency Map) S(x; y)を中間画像として生成する．
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各中間画像を用いて，式 (1)の条件で重要度マップM(x; y)を求める．
M (x; y) =
8>><>>:
E(x; y); if E(x; y) > 0
S(x; y); elseif S(x; y) > 0
0; otherwise
(1)
重要度マップの白い部分M(x; y) = 1:0の部分が投影画像と箱が重ならない領域となり，重要度マッ
プの黒い部分M(x; y) = 0:0の部分が透過処理を用いた投影画像と箱が重なる領域となる．本論文で









本研究では目標画像上の物体の形状を保つためエッジ部分を E(x; y) = 1:0とし，エッジでない分部
分を E(x; y) = 0:0として Canny Imageを生成した．本研究では Open CVを用いて Kinectで撮影し
た画像からエッジを検出した．キャニー法を用いて投影対象物体の箱のエッジを検出した画像を図 5
に示す．












の手法 [7]をもとに S(x; y)の生成方法を図 6示す．
初めに，カメラ画像 O(x; y)の輝度値，色情報から Saliency Image[8](図 6の Saliency Image)を生
成する．続いて，カメラ画像 O(x; y)をMean-shift法 [12]を用いて領域分割する．Saliency Imageを
Felzenszwalbら [9]の手法を基に k個にクラスタリング，各領域の画素の平均値 Sk を求める．最後
に，Saliency Image全体の画素平均値 S を基準に Sk を二値化したものを S(x; y) (図 6の Binary of
Saliency Image)とする．




 Saliency Image : Kinectで取得した箱を撮影した画像から，Saliency Imageを求めて画像化した
ものである．抽出方法としては入力画像を色情報，輝度情報，エッジや動きなどの特徴を抽出
し，それらの階層的データの特徴を融合することで求められる，本稿では画像の輝度値と RGB
情報から注目度を算出し，それを Saliency Imageとして抽出した．Saliency Imageを生成した
画像を図 7に示す．図 7のようにグレースケール画像で表され，箱の後ろの壁，箱，箱の文字
を区分することができた．
図 7: Saliency Image
 Divided int k by Mean Shift : Saliency ImageをMean Shift法 [13]を用いて k個に領域分割する．
Mean Shift法は，d次元空間内の点群が分布しているとき，その密度の極大点 (node)を発見す
る手法であり，点群クラスタリング等に用いられる．
 Calculate the averagevalue S in entire image：物体領域内の文字や模様部分の領域を抽出 Saliency
Imageの二値化のために，Saliency Imageの全画素の平均値 Sを求める．この Sは画像の二
値化のための基準値となる．
 Calculate the average pixel value Sk of each area k：上記の処理によって生成した Saliency Image
の画像と，Mean Shift法によって分割した k個の領域の情報を用いて，Saliency Imageの画素
値を領域 k内の画素値の平均値 Sk の値にする．この処理を行うことでカメラ画像を用いても
安定した箱の領域，文字の領域を検出することができる．
 Binary of Saliency Image：Saliency Image全画素の平均値 S と領域 k内の画素値の平均値 Sk
を用いて，Saliency Imageの二値化を行う．二値化の計算手法は Sと Sk を用いて以下の条件
式 (2)で計算する．
S (x; y) =
8<: 1:0; if Sk > 2 S0:0; otherwise (2)
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Binary of Saliency Imageまでの処理結果 S(x; y)を図 8に示す．
図 8: 二値化 Saliency Imge(S(x; y))










図 10に内部透過画像G(x; y)(図 10のGoal Image)と初期投影画像 P0(x; y)(図 10の First Projection
Image)生成方法のブロック図を示す．
図 10: 目標画像 G(x; y)と初期投影画像 P0(x; y)の生成処理のブロック図
内部透過画像 G(x; y)生成のため，物体透過率 (x; y)を決める必要がある．物体透過率は重要度
マップM(x; y)と初期透過率 tから次式を用いて物体透過率 (x; y)を求める．
(x; y) = t (1:0 M(x; y)): (3)
初期透過率 t は物体をどのくらい透過させるかを決める値で，重要度マップ M(x; y) の白の部分
(M(x; y) = 1:0)を物体上で透過させない分部 (x; y) = 0:0とするため式 (3)の計算を行う．次に，
物体透過率 (x; y)，カメラ画像 O(x; y)と CGモデルの描かれた画像 C(x; y)を用いて式 (4)に示す
ように合成し，目標画像 G(x; y)を生成する．
G(x; y) = (1:0  (x; y))O0(x; y) + (x; y) C(x; y) (4)
目標画像 G(x; y)はカメラ画像 O(x; y)と CG画像 C(x; y)をアルファブレンディング [14]した画像
である．箱の画像と箱の内部構造が描かれた CGの画像にアルファ値を掛け合わせることで半透明な
画像を生成し，その 2枚の画像を合成する．合成した画像が実物体上で透過表現を行うための目標画
像となる．目標画像 G(x; y)を図 11に示す．
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図 11: 目標画像 G(x; y)
G(x; y)の画像の結果から，C(x; y)の領域を取り出した投影画像 P0(x; y)を生成する．P0(x; y)の
計算手法を式 (5)に，処理結果後の投影画像 P0(x; y)を図 12に示す．
P0(x; y) = (x; y) C(x; y) (5)
図 12: 初期投影画像 P0(x; y)
初期投影画像 P0(x; y)は CGモデルの描かれた画像 C(x; y)に物体透過率 (x; y)をかけた値で，
重要度マップM(x; y)によって文字領域のみ (x; y) = 0:0になるため，文字領域部が黒色，それ以



















CIELUV色空間 [5]，[15],，[16]とは，国際照明委員会 (CIE)が 1976年に定めた人間の感じる色
の差が空間の距離に比例する色空間のことである．色の明るさの情報を Lで表し，赤緑ないし黄青
の色相を表わす色成分 u; v 色度座標で表すことにより，3次元の座標 (L; u; v)を持つ均等色空間を
構成する，CIELAB色空間と同様に一定の色差感覚で定めることができるため主に工業界でよく使
われている．色の表現は R;G;Bの 3種類の色の組み合わせで実現できるが，3色の強さ (三値刺激)
を設定し，色の定量化を行う時，RGB色空間では負の強さを設定しない限り表せない色がある．そ
のため，XYZ色空間という負の値を持たない色空間を設定し，その色空間内での色差を均一にする



























CIELUV色空間への変換は，初めに，RGB画像を CIEXYZ色空間 [5]の画像に変換する式 6を用
いて RGBから CIEXYZ色空間に変換する．そしてその CIEXYZ色空間の画像から式 (7)を用いて















Lt = 1:16(Y=Yn) 1=3  0:16
u = 13L(u0   u0n); u0 = 4X=(X + 15Y + 3Z)
v = 13L(v0   v0n); v0 = 9Y=(X + 15Y + 3Z)
(7)
本研究では色空間は OpenCVを用いて RGB画像→ LUV画像に変換している．Open CVで RGB色
空間を CIELUV色空間に変換した値は 0  L  100,  134  u  220,  122  v  140の範囲となっ
ている．L; u; v の値の範囲はそれぞれ [0, 1.0]とするため，OpenCVによって求めた値 (Ln; un; vn)
から式 (8)を用いて，(L; u; v)を求めた．
L = Ln=100:0
u = (un + 134:0)=(220:0  ( 134:0))
v = (vn + 140:0)=(140:0  ( 122:0))
(8)
CIELUV色空間に変換後，目標画像G(x; y)，投影後の実物体が写ったカメラ画像 On(x; y)，投影前
の実物体が写ったカメラ画像 O0(x; y)，初期投影画像 P0(x; y)の 4枚の画像を CIELUV色空間に変
換する．次に，CIELUV色空間上での比較について説明する．
5.1.3 カメラ画像と目標画像の比較
初めに，初期投影画像を投影したカメラ画像 On(x; y)と目標画像 G(x; y)の比較をする．カメラ
画像と目標画像を RGB色空間から CIELUV色空間に変換する．変換した 2つの画像から，(L; u; v)
の値が異なる点を探し，値が異なる点の x; y座標に対応した初期投影画像 P0(x; y)上の位置 (x1; y1)
として，(L; u; v)の値が異なる点の個数を pixelsと点の位置 (x1; y1)を記録する．本研究では 4章で
求めた重要度マップによって生成した初期投影画像の黒い部分 P0(x; y) = 0を除いた部分から位置
と個数を計算する．これにより比較対象点を減らすことができるため，正確な補正値になりやすいと
考えている．今回，画像 O0(x; y)の場合は投影前のカメラ画像 O0(x; y)の箱の位置から緑色の文字
部分を除いた位置が比較対象となる．その位置 (x1; y1)に対応した，初期投影画像を投影したカメラ
画像 On(x; y)と目標画像 G(x; y)の部分の画像の (L; u; v)の比較を行う．初期投影画像 P0(x; y)上
の (x1; y1)の位置にあたる画素の値を P0(x1; y1)=(L0; u0; v0)とし，初期投影画像 P0(x1; y1)の点の
色彩の調整 (u1; v1)と輝度 (L1)の補正を行う．
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5.2 色彩の調整
投影画像の色彩の調整手法として，5.2で求めた初期投影画像 P0(x1; y1)上の CIELUV色空間上で










(u1; v1)を決める値 (s; a; b)を求めるために，CIELUV色空間の u; v がとれる範囲 0～1.0を 2次
元のグラフとして定め，そのグラフを使い投影対象物の色がその uv空間上でどの位置にあたるかに
よって (s; a; b)を求める．(s; a; b)を求めるために，上記の uv空間内上で RGB色空間表わせる色の
範囲と表せない色の範囲に分けその境界に境界線を引いた線と初期投影画像 P0(x1y1)上の CIELUV
色空間上での画素値 (u0; v0)の値の中から目標画像と値が異なる初期投影画像の点 P0(x1y1)の全点
を用いる．
2次元上の uv空間に境界線を引いた画像を図 15で示す．境界線は六角形を形成し，境界線の内
側が RGBで表せる色の範囲である．図 15の六角形の角は RGB空間上の赤 (R;G;B) = (255; 0; 0)，
マゼンダ (R;G;B) = (255; 0; 255)，青 (R;G;B) = (0; 0; 255)，シアン (R;G;B) = (0; 255; 255)，緑
(R;G;B) = (0; 255; 0)，黄色 (R;G;B) = (255; 255; 0)となっており，RGB空間で表現された 6色を
CIELUV空間に変換した値の (u; v)の値 (赤 (u; v) = (0:872; 0:678)，マゼンダ (u; v) = (0:616; 0:119)，
青 (u; v) = (0:351; 0:036)，シアン (u; v) = (0:179; 0:476)，緑 (u; v) = (0:143; 0:944)，黄色 (u; v) =
(0:400; 0:941))にあたる点となっている．
図 15: uv空間図 ([10]より引用)
初めに，上記の 6本の境界線と，初期投影画像P0(x1y1)上のLUV空間上での画素値 (u0; v0)の点と
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直線の距離から，lanu0+ lbnv0+ lcn = 0として決める．この式の (lan; lbn; lcn)の値から (l2a+ l2b = 1:0)




















(la; lb; lc)を求めたあと，その値を用いて，行列 (la; lb; lc)T とする．
式 (9)の計算式と，(la; lb; lc)を使い，(u1; v1)の点と境界線との距離の関係から，
la(u0 + a) + lb(v0 + b) + lc (11)
と表される．さらに上記の式をベクトルによる表現，
r m+ lc (12)
の形に変える．rは (lau0 + lbv0; la; lb)，mは (s; a; b)T となる．mの値を変化させていくことで，
(s; a; b)の値を変化させていく．時間 kの時のmを用いて， k + 1のときのmの値を式 (13)， (14)
で求める．
mk+1 =mk   [HE(mk)] 1rE(mk) (13)








である．E の結果が最小になるように式 (13)を計算する．HE(mk)はエラー関数 E のヘッセ行列












3775+ c3n X re(c3rm+lc) (16)
初期値として  = 1，lines = 6，n = pixels lines，c1 = 3，c2 = 20，c3 = 4，m0の時の (s; a; b)
の値を s = 1:0，a = 0:0，b = 0:0とし，式 (13)で求めたmk+1 を用いて式 (9)から (u1; v1)を求め
る．投影画像の色彩 (u1; v1)を求めた後，投影画像の輝度値 L1を求める．そのために，(u1; v1)上で
表現できる輝度の最大値 Gh と最小値 Gl を求める．
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5.3 輝度範囲の決定
5.2 で求めた値 (u1; v1) に応じた L1 の値を計算する．計算のために (u1; v1) の時の輝度値の最
大値 Gh，と最小値 Gl を求める．Gh，Gl は，5.2 の図 15 で用いた RGB 空間上で赤 (L; u; v) =
(0:532; 0:872; 0:678)，マゼンダ (u; v) = (0:603; 0:616; 0:119)，青 (u; v) = (0:322; 0:351; 0:036)，シア
ン (u; v) = (0:911; 0:179; 0:476)，緑 (u; v) = (0:877; 0:143; 0:944)，黄色 (u; v) = (0:971; 0:400; 0:941))
にあたる点を角とした六角形を形成する６点とRGB空間上の白点 (1.0, 0.378, 0.534)と黒点 (0.0, 0.378,
0.534)(図 16の六角形の中心の点)からなる，(u; v)を平面，Lを高さとした 12面体のような図形を使
い，Gh，Glの値を求める．計算方法としては図 16のように六角形内に三角形を作り，図上で (u1; v1)
の点が，どの三角形内にあるかで場合分けを行い，Gh，Gl を決定する．
図 16: 図 15を三角形を 6領域に区分したもの
図16の三角形の内側に (u1; v1)がある場合，その三角形を形成する3点を (Lc1; uc1; vc1)，(Lc2; uc2; vc2)，
(Lc3; uc3; vc3)とする．そして 3点の輝度値 Lc1; Lc2; Lc3の値の平均値からGh，Glを求める．ただ
し白点と黒点が三角形を形成する 3点に含まれる場合， Gh を求める場合は Lcn = 1:0， Gl を求め
る場合は Lcn = 0:0とする．図 15の図形の外側に (u1; v1)がある場合は，図 16を形成する 6点か




5.3で求めた Gh，Gl から， Px1;y1 上の画素の輝度値 L0 を (u1; v1)に応じた輝度値 L1 の値を式
(17)で計算する．
L1 = F
l + (Fh   F l)L0 (17)
F l， Fh は，初期投影画像の点 Px1;y1 上の 1画素の輝度値 L0 の表示限界で，初期値を F l = 0:0，
Fh = 1:0として，初期投影画像上の 1画素ごとに決められる． F l，Fh は 5.3の処理で求めた Gl，
Ghの値から Ashdownらの手法を基に Fl，Fhを変化させていき，式 (18)，(19)を用いて調整後の輝
度値 L1 を求める．


























Fl; Fhは，Px1;y1 を中心に図 17のようなフィルタを用いて，Px1;y1 点の周囲の Fl，Fhの値を用いて
計算する．
図 17: F l，Fh のフィルタ
式 (18)，(19)で用いた値 r，t，wは，F l; Fh; Gl; Gh を用いて式 (20)，(21)，(22)で求める．
r(L1) =
8>><>>:
(L1  Gl)2; if L1 < Gl
(L1  Gh)2; else if L1 > Gh
0; otherwise
(20)
t = (F l)2 + (Fh   1)2 (21)
w = e(F
l Fh) (22)
各定数として d1 = 0:01， d2 = 0:0001， d3 = 0:0001， d4 = 6:0とする．(L1; u1; v1)を求めた後，




5.2， 5.3， 5.4 で計算した投影画像 (L1; u1; v1)を CIELUV色空間から RGB 色空間に変換する．
変換式は 5.1で求めた式と逆の式を用いて CIELUV色空間から RGB色空間に変換する．本研究で
は Open CV を用いて変換するため， L; u; v の値のとる 0～1.0 の範囲を元の範囲 (0  L  100,
 134  u  220,  122  v  140)の範囲に戻す必要がある．そのために式 (8)の変換の逆の式 (23)
を用いる．
Ln = L 100:0
un = (u (220:0  ( 134:0)))  134:0
vn = (v  (140:0  ( 122:0)))  140:0
(23)
式 (23)を計算後，色空間を LUV→ XYZに変換，さらに XYZ→ RGB色空間に戻す． XYZから

















図 18: uv調整を行った投影画像 Pn
投影後も 4章の処理を繰り返し行い，(s; a; b)，(Fh; Fl)の値を計算して，より目標画像に近い色合






















メラ，プロジェクタを固定，提案手法に基づき実験を行った．投影対象物体は (図 19の Object)は図
21のような柄つきの段ボール箱を投影対象物とする．柄つきの段ボールには緑色の大きな文字が描
かれている．
図 21: 投影対象物体 (図 19の Object)
投影対象とカメラとの距離は 70cm，高さは投影対象物に合わせ画像の中心に投影対象物が収まる
ようにカメラを設置した．プロジェクタはカメラの後ろ側に設置し，投影画像が投影対象物にあたる
ように位置を合わせた.使用言語は C++，APIとして Open Frameworks[18]を用いた．


























過画像を実物体 (図 21)に投影した画像と図 18で示した補正後の画像物体に投影した画像の見かけ
の比較を行った．初めにプロジェクタと同じ視点から撮影した実物体の画像を図 25に示す．

















































































ていくいくと考えている．また，今回用いたカメラは旧型の Kinect(Kinect for Xbox 360)を用いたた
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