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ABSTRACT
Games such as go, chess and checkers have multiple equivalent
game states, i.e. multiple board positions where symmetrical and
opposite moves should be made. These equivalences are not ex-
ploited by current state of the art neural agents which instead
must relearn similar information, thereby wasting computing time.
Group equivariant CNNs in existing work create networks which
can exploit symmetries to improve learning, however, they lack the
expressiveness to correctly reect the move embeddings necessary
for games. We introduce Finite Group Neural Networks (FGNNs), a
method for creating agents with an innate understanding of these
board positions. FGNNs are shown to improve the performance of
networks playing checkers (draughts), and can be easily adapted to
other games and learning problems. Additionally, FGNNs can be
created from existing network architectures. These include, for the
rst time, those with skip connections and arbitrary layer types. We
demonstrate that an equivariant version of U-Net (FGNN-U-Net)
outperforms the unmodied network in image segmentation.
KEYWORDS
neural networks, neural architecture, deep learning, equivariance,
invariance, games, checkers
1 INTRODUCTION
The leading computer algorithms for playing many board games
are deep-learning based. Google’s DeepMind created the rst
Go program able to beat a world champion; AlphaGo [1] and
their subsequent papers discuss AlphaZero; a generic algorithm
that was trained to become a top go, shogi or chess engine [2].
LeelaChessZero — a community lead eort to replicate AlphaZero
for chess (based on LeelaZero, a go program) recently won the
computer chess world championship1. The primary innovations
in these papers are the methods used to train the networks stably
through self-play; loss functions, genomes and randomness, as well
as a much improved weighted Monte Carlo tree search.
The neural network architectures used at the core of these algo-
rithms are similar however; variations on standard Convolutional
Neural Networks (CNNs). They are not able to understand sym-
metries of the game rules or board and because of this, relearn
similar information multiple times. For example, solving for the
best move in any of the 4 boards shown in Figure 1 is an equivalent
problem; knowing the move in any one means you should play the
symmetrically-equivalent move in the rest. More formally, for some
network predicting a move from a board-state N : X → Y and an
operation д which reects the board and д′ which reects a move,
N (дx) = д′N (x) for all x ∈ X . This property is equivariance; some
1https://www.chess.com/news/view/lc0-wins-computer-chess-championship-makes-
history
Figure 1: Chess positions with white to play upwards
(left) and black to play downwards (right). These are all
equivalent through reecting left-to-right and/or swapping
colours, and the only drawing move is shown in blue on all
boards.
transformation of the input leads to an equivalent transformation
of the output. In other cases where д′ is the identity function it is
invariance; where the output is unaected by some transformation
of the input.
If a network was equivariant over these equivalent board posi-
tions, the training time theoretically could be reduced by 50-75%,
or the network could potentially achieve higher performance in the
same training time. If this equivariance was achieved through
weight-sharing, model sizes may also be reduced by a similar
amount, along with over-tting of those networks.
In non-gaming scenarios like image classication and segmen-
tation, research into neural networks which are invariant or equi-
variant (respectively) to some property of their input is a rapidly
expanding eld, with many inuential works being published in
recent years. These include invariances over sets [3–6]; where
the order of the input sequence is ignored, graphs [6–9]; where
perturbations of the input nodes and edges are ignored, and spatial
equivariance to a variety of group operations. These are generally
CNN-based and can be divided into networks which are equivariant
over nite groups such as rotations of 90° [10–14] and methods
which are approximately equivariant over continuous groups, such
as ane transformations [15–21].
Games however require a dierent kind of equivariance. Reect-
ing the input board state should result in the network predicting the
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symmetrically opposite move which, in many cases, is not the same
as reecting the output tensor. AlphaZero [2] for chess encodes
moves in the output where each layer corresponds to a specic
direction (North/North-East/East/. . . ) and distance to move the
piece. Reecting this move tensor won’t correctly reverse the move
direction. Existing research into group-equivariant CNNs cannot
easily be extended to handle this case.
Additionally, current research is not shown to work for networks
with skip connections, which are an indispensable component of
many popular neural network architectures [22–26], and CNN
based approaches in existing work also do not extend to networks
with fully connected layers, as are used in AlphaGo and AlphaZero.
We introduce Finite Group Neural Networks (FGNNs), which
are equivariant over arbitrary nite groups. FGNNs can be used to
derive equivariant versions of existing neural network architectures
including, for the rst time, those with skip connections and arbi-
trary layer types. Importantly, FGNNs can represent the reection
of move embeddings necessary for games. We demonstrate that
FGNNs reduce over-tting and improve performance when com-
pared to equivalent networks without this equivariance at playing
checkers (draughts). This performance increase is present across a
wide variety of model sizes, and the methods presented are general
enough to be used in a variety of board games including chess,
go and shogi. We conclude with FGNN-based implementations
of a popular architecture utilizing skip connections; U-Net [26],
which are equivariant over several nite groups. We show these
outperform the unmodied network, and demonstrate equivalent
performance with 4-8 times fewer weights in the task of image
segmentation.
2 RELATEDWORK
Many commonly used CNN architectures for image classication
and segmentation, such as ResNet [22] and DenseNet [25], are
approximately invariant or equivariant to small translations of the
input [27]. This is a form of symmetry, and it is natural then to
consider extensions of this symmetry to rotations and reections
of the input.
G-CNNs provide equivariance over arbitrary nite transforma-
tion groups by modifying the convolution operation [10], called a
G-Convolution, and provide the basis for many of the recent works
in this area. G-CNNs are used to solve 3D problems over voxel data
[12, 13], and are extended to support attention [14]. G-Convolutions
are utilized to create equivariance over the SE(2) group; consisting
of all rotations and translations [16, 17, 21], general Lie groups
using capsule networks [18]. Other works utilize G-Convolutions
to create translation invariance to input in dierent homogeneous
spaces, such as across the surface of a sphere [19, 20].
Dieleman et al. [11] create a CNN equivariant to cyclic sym-
metries — rotations of 90°, by applying each layer of a network
multiple times to dierent transformations of the input. Their ap-
proach doesn’t place restrictions on the layer types of the network,
however when applied to networks with only convolutional layers,
they create equivalent models to G-CNNs. They briey comment
on issues with extending the approach to arbitrary groups.
3 FINITE GROUP NEURAL NETWORKS
We introduce Finite Group Neural Networks or FGNNs. The core
idea of FGNNs is that instead of each layer in the resulting network
being equivariant to some target group G, it is instead equivariant
to some embedding of that group. We dene an operation Tд for
each д ∈ G and enforce each layer’s equivariance to this instead.
This equivariance can be created by applying each layer several
times to specic transformations of the input, and concatenating
the result. This method can be used to create equivariant FGNNs
from existing network architectures regardless of their component
layers.
Our method can be viewed as an extension of the work of Diele-
man et al. [11] to arbitrary groups. Our Li and Drop layers are
analogous to their Slice and Pool layers when our method is applied
to the same cyclic symmetry group. Our method and proofs ap-
ply to arbitrary nite groups however, and we add an additional
layer type for merging, allowing our networks to contain skip con-
nections. Additionally, the method we use for reasoning about
the network’s equivariance and invariance is easily extensible to,
among other uses, express the reection of move embeddings nec-
essary for games.
3.1 Equivariance to Horizontal Flips
In order to aid description, this section gives a practical example
of an FGNN derived from a simple network which is equivariance
over horizontal reections. The formalization of this which applies
to arbitrary layers, network architectures and groups follows.
A neural network without recurrent layers or memory is a pure
function N (X ) = Y . It can be written as the composition of k
separate layers fi , i ∈ [1..k], which are linearly composed for now.
X0 X1 Y
f0 f1
We add the restriction that the input tensorX must have an even
number of ’layers’, and write it as two stacked subtensors, or ’slices’
of equal size.
X =
[
X (1)
X (2)
]
In order to modify this network, we replace all functions fi with
their modied version f ′i . д is a matrix which horizontally reects
the input. Note the reordering of the subtensors in the second call
of fi .
f ′i
( [
X (1)
X (2)
] )
=

fi
( [
X (1)
X (2)
] )
д fi
(
д
[
X (2)
X (1)
] )
Then the resulting equivariant network N ′ can be written as:
X0
[
X0
X0
] [
X (0)1
X (1)1
] [
Y (0)
Y (1)
]
Y (0)
+Y (1)
Li f ′0 f
′
1 Drop
Along with switching out the layers, we add two more here. The
Li layer at the start simply duplicates the input. The Drop layer
at the end adds the two slices of X .
Li(X ) = [ XX ] (1)
Drop
( [
X (0)
X (1)
] )
= X (0) + X (1) (2)
2
Note that the dimensionality of the component layers may need
to be changed, i.e. for convolutional layers the number of features
should be halved in all layers except the last to retain the same
model size and maintain layer inter-connectivity.
In order to be reection equivariant, the following property
should hold for all inputs:
N ′(X ) = Y =⇒ N ′(дX ) = дY = дN ′(X )
This can be veried by dening an operationT : X → X which both
applies д and reverses the order of the component tensors. Since
д reects the tensors, it can be applied equally to each sub-tensor
X (i).
T
[
X (1)
X (2)
]
= д
[
X (2)
X (1)
]
=
[
дX (2)
дX (1)
]
We can then show that applying д the input leads to the following
network values after each layer is applied, with the result correctly
showing equivariance.
дX0 T
[
X0
X0
]
T
[
X (0)1
X (1)1
]
T
[
Y (0)
Y (1)
]
д
(
Y (0)
+Y (1)
)Li f ′0 f ′1 Drop
The necessary properties (below) of Li and Drop layers can
both be veried from the denitions. Reordering identical slices
and reordering tensors before adding them, respectively, have no
eect.
Li(дX ) = TLi(X ) (3)
Drop(TX ) = дDrop(X ) (4)
Demonstrating the commutativity of T over f ′i is slightly more
challenging.
f ′i
(
T
[
X (1)
X (2)
] )
=

fi
(
T
[
X (1)
X (2)
] )
д fi
(
дT
[
X (2)
X (1)
] ) =

fi
(
д
[
X (2)
X (1)
] )
д fi
(
д2
[
X (1)
X (2)
] ) (5)
Then using the fact thatд is its own inverse, i.e. reecting something
twice has no eect.
=

fi
(
д
[
X (2)
X (1)
] )
д fi
( [
X (1)
X (2)
] )  = Tд−1

д fi
( [
X (1)
X (2)
] )
fi
(
д
[
X (2)
X (1)
] )
= T

fi
( [
X (1)
X (2)
] )
д fi
(
д
[
X (2)
X (1)
] ) = T f ′i
( [
X (1)
X (2)
] )
(6)
Hence each fi commutes withT . In combination with the properties
of the lift and drop layers, the full network is equivariant to ips.
3.2 T-Equivariance
We formalize the method which created the equivariant network in
the previous section, and show how it can create networks which
are equivariant over arbitrary nite groups (with minor restrictions),
and from networks with skip connections. There are also more
ecient implementations for some layer types such as pooling.
For this the input tensor of each layer, denotedX , must be evenly
divisible into |G | slices (this is later enforced by the architecture).
Additionally the group elements must commute with slices of the
tensor. This is true for rotations and reections since, for example,
reecting a tensor simply reects each slice individually.
дX =

дX (1)
дX (2)
...
 (7)
Tд : X → X is dened for each element of the group д ∈ G,
and consists of splitting the input tensor into |G | slices, reordering
them before concatenating them, and applying д. We denote this
reordering as Rд . Since the reordering of slices must commute with
the group elements G:
Tд := Rд ◦ д = д ◦ Rд (8)
Denition 3.1. T-Equivariance A function is T-Equivariant if it
commutes with all of the resulting operations.
∀д ∈ G : Tд ◦ f = f ◦Tд
Figure 2: The cayley graph of the dihedral group of the
square; D8. This denes two generating functions; a (red)
and b (blue), for 90° rotation and horiztontal reection re-
spectively. The nodes then represent all elements of the
group/ all possible transformations of an image.
The exact reordering of pieces is dened similarly to a cayley
graph representation of the group, which has a node for each el-
ement. We assign each of the |G | slices of the tensor arbitrarily
to nodes in the graph then permute them according to way that
д maps elements onto each-other. For example, the generating
element a is shown in Figure 2, Ra permutes the slices according
to the red arrows. Alternatively, this can be viewed as representing
G as a subgroup of an equivalently sized permutation group (Sn ).
Formally:
Let m : G → N be a function which arbitrarily assigns each
д ∈ G a unique index ∈ [1..|G |]. Let [д1,д2, . . . ] be the resulting
mapping applied to the group. Note thatm(дi ) = i by denition.
Consider the input tensorX as divided into |G | sub-tensor ’slices’
denoted [X (1),X (2) . . .X ( |G |)]. Rs : X → X is an operation which
reorders the input such that in the output tensorX ′,X ′(i) = X (m(дi s)).
3
In full, this mapping can be written as:
Rs
©­­«

X (1)
X (2)
...
X (|G |)

ª®®¬ =

X (m(д1))
X (m(д2))
...
X (m(д|G | ))
 (9)
Lemma 3.2. ThTs = Ths for all h, s ∈ G
Proof. From the denition, Rh maps the slice at index i to index
m(дih). Applying this denition twice shows RhRs maps the slice
at index i to indexm(дm(дi s)h).
m(дi ) = i . Then for any h ∈ G, дm(h) = h. This means
m(дm(дi s)h) =m(дihs).
Hence, RhRs maps the slice at index i to indexm(дihs), which is
the same as Rhs . Since both reorder the slices equally. RhRs = Rhs
Finally, ThTs = RhhRss = RhRshs = Rhshs = Ths 
3.3 T-Equivariant Layers
It is possible to redene any layer so that it commutes with Ts , for
any s ∈ G.
Given some function f ; a layer in our network, we can dene
its T-equivariant version as f ′.
f ′(X ) :=

f (Tд1X )д−11
f (Tд2X )д−12
...
f (Tд|G |X )д−1|G |

(10)
Theorem 3.3 (T-Eqivariance of Simple Functions). f ′(X ) is
T-Equivariant if д ∈ G commutes with Rh .
Proof. In order to prove that f ′ is equivariant to T, we need to
show that ∀s ∈ G : Ts (f ′(X )) = f ′(Ts (X )).
Ts (f ′(X )) = Ts

f (Tд1X )д−11
f (Tд2X )д−12
...
f (Tд|G |X )д−1|G |

= s ◦ Rs

f (Tд1X )д−11
f (Tд2X )д−12
...
f (Tд|G |X )д−1|G |

Element i in the matrix is f (TдiX )д−1i , and Rs maps each element
in the output such that x ′i = xm(дi s). Then the resulting section
at index i is f (Tдm(дi s )X )д−1m(дi s). Since дm(f ) = f this simplies to
f (Tдi sX )(дis)−1. Hence:
f ′(X ) = д

f (Tд1sX )(д1s)−1
f (Tд2sX )(д2s)−1
...

From our restriction that the group G must commute with taking
slices of the input, s ∈ G must distribute across slices of the matrix.
Further, from Lemma 3.2 Tдi s = TдiTs .
Ts f
′(X ) =

f (Tд1TsX )д−11 s−1s
f (Tд2TsX )д−12 s−1s
...
 =

f (Tд1 (TsX ))д−11
f (Tд2 (TsX ))д−12
...
 = f
′(TsX )
Since f ′ commutes with any arbitraryTs , s ∈ G , it is T-Equivariant.

3.4 Lift & Drop
Now that we have the core of our network, we can consider how
to enter and remove data from either end. These are layers; Li to
enter data and Drop to remove, and are dened by the following
properties.
Li(дX ) = TдLi(X ) (11)
Drop(TдX ) = дDrop(X ) (12)
For simple transformation groups we use the denitions: Li(X )
simply stacks |G | copies of X , and Drop(x) divides X into |G | pieces
and sums them.
Li(X ) =
[ X
X
...
]
(13)
Drop ©­«

X (1)
X (2)
...
ª®¬ = X (1) + X (2) + . . . (14)
The dening properties for these can be veried from properties
of д (7) and Tд (8). Importantly this means that other denitions of
these layers are possible for dierent groups, as is important for
groups acting on the action spaces of board games.
3.5 Skip connections
Skip-connections make the training of very deep networks more
stable, and are an indispensable component of a variety of popular
neural network architectures [22–26].
Merge layers which maintain T-Equivariance can be dened
simply by splitting and zipping together the input tensors.
Merge
©­­«

A(1)
A(2)
...
A(|G |)
 ,

B(1)
B(2)
...
B(|G |)

ª®®¬ =

A(1)
B(1)
A(2)
B(2)
...
A(|G |)
B(|G |)

(15)
Lemma 3.4. Merge(TA,TB) = T ◦Merge(A,B)
Proof. The proof of the merge layer’s T-equivarience follows
from the denition; the shuing of the input results in the same
shuing of the output. For all Ts , s ∈ G:
Merge(TsA,TsB) =Merge
©­­«Ts

A(1)
A(2)
...
A(|G |)
 ,Ts

B(1)
B(2)
...
B(|G |)

ª®®¬
=Merge
©­­«

A(m(д1s ))s
A(m(д2s ))s
...
A(m(д|G |s ))s
 ,

B(m(д1s ))s
B(m(д2s ))s
...
B(m(д|G |s ))s

ª®®¬
=

A(m(д1s ))s
B(m(д1s ))s
A(m(д2s ))s
B(m(д2s ))s
...
A(m(д|G |s ))s
B(m(д|G |s ))s

= Ts

A1
B1
A2
B2
...
A|G |
B |G |

= TsMerge(A,B) (16)

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Lemma 3.5. Any skip connection over T-Equivariant functions
followed by a Merge layer is itself a T-Equivariant funciton.
Proof. Any skip connection in a network can be visualized as
the following graph. Both f ′0 and f
′
1 are T-Equivariant, and may
represent the composition of multiple layers and skip connections.
X0 X1
X2 Merge(X1,X2) = Y
f ′0
f ′1
T : T ∈ {Tд ,д ∈ G} can commute with this structure, using
the denitions of T-Equivariance and Lemma 3.4. Hence it is T-
Equivariant.
TX0 TX1
TX2 Merge(TX1,TX2) = TY
f ′0
f ′1

3.6 Pooling
The previous denition allows for arbitrary layers to be made T-
Equivariant, which includes up or down-scaling layers. However,
maximum, minimum, and average pooling layers are symmetric
by denition, and applied pointwise. Over the D8 group or any
sub-group this means they are T-Equivariant without modication.
3.7 Group Equivariance
Finally, let our network be N ; the T-equivariant function f ′ com-
posed at either end with a Li and a Drop layer.
N = Drop ◦ f ′ ◦ Li
Theorem 3.6 (Group Eqivariance). N = Drop ◦ f ′ ◦ Li is
equivariant over group G.
Proof. Due to the denitions of Li and Drop, ∀д ∈ G:
N ◦ д = Drop ◦ f ′ ◦ Li ◦ д
= Drop ◦ f ′ ◦Tд ◦ Li
= Drop ◦Tд ◦ f ′ ◦ Li (17)
= д ◦ Drop ◦ f ′ ◦ Li
= д ◦ N

Hence, N is equivariant over G, since д : д ∈ G commutes. All
together this allows us then to ’upgrade’ all layers in any network
to commute with T, and by adding a layer at the start and end the
whole network will be equivariant to any chosen nite group.
3.8 Move Embeddings
For board-games, the network must output a move, or a policy
pi over all possible moves. The reection of this policy tensor or
move embedding may not correspond to the symmetrically opposite
move.
For example, the AlphaZero [2] chess network outputs a policy
representing the probability of all possible moves. This is a tensor
of size 8 × 8 × 73. Each of the 8 × 8 positions identies where to
“pick up” a piece, while each of the corresponding 73 planes encode
how that piece should be moved. The rst 56 of which move a
piece 1–7 squares along one of the 8 compass directions. The next 8
planes correspond to possible knight moves. Finally, the remaining
9 planes encode possible pawn under-promotions or pawn captures.
Figure 3: A move (blue arrow) on a board state (left). The re-
sulting move and board state after naively reecting both
tensors (middle). The correctly reected board and move
(right).
Simply reecting this policy tensor gives the incorrect move,
as shown in Figure 3. Since we can rotate the board and recolour
pieces in the input such that white is to play in all cases, we only
need the network to be equivariant over horizontal reections.
We consider the groupG as acting upon this space in such a way
that it maps between symmetrically opposite moves. Hence a new
Drop layer must be dened for which its dening property holds.
Drop ◦Tд(X ) = д ◦ Drop(X )
This can be done by splitting the move space into subtensors
relating to symmetrical; S0 moves, non-symmetrical moves mov-
ing left; X0 and non-symmetrical moves moving right; X1. If д
horizontally reects the board
X =
[ S0
X0
S ′0
X1
]
Drop′
([ S0
X0
S ′0
X1
])
=
[
S0+S′0
2
X0
X1
]
Then equivariance over horizontal reections can be seen by:
Drop′
(
Tд
[ S0
X0
S ′0
X1
])
= Drop′ ©­«

дS ′0
дX1
дS0
дX0
ª®¬ = д
[
S0+S′0
2
X1
X0
]
Since this resulting network has X0 and X1 switched — each
symmetrically relating to opposite moves, the move embedding is
correctly ipped. This Drop′ layer then, when used in conjunction
with any FGNN, will correctly reect the move embeddings when
the input tensor is reected.
5
4 METHODOLOGY
We implement FGNNs in Tensorow 2.0, and our U-Net implemen-
tation is based on an open-sourced example2.
To avoid the complexity of specifying each Tд and Rд for ev-
ery element of the group, our implementation of FGNNs uses the
concept of a generating set. This is a subset of the group where
any element of the group can be created only from the elements
in the generating set. For example, the D8 group, consisting of
all symmetries of a square, can be generated using 2 elements; a
horizontal reection and a rotation of 90°.
Groups can be dened by specifying the generating elements as
tensorow functions, and how they each one permutes the tensor
slices; a list representing Rд . This group object can be passed to
Li, Drop, Merge and any other layer. The resulting network will be
equivariant over that group, provided the commutativity rules hold.
This source code is available at https://github.com/FGNN-Author/
FGNN.
4.1 Datasets
In order to enable quick iteration of ideas and smaller neural net-
works to be tested, we choose an equivalently smaller/ simpler
game. Checkers (or draughts) is a 2 player game played on an 8 × 8
board. It is a solved game [28], and has a relatively small number
of possible states (∼ 5 × 1021 [28]) compared to chess (∼ 1043 [29]),
or go (∼ 2 × 10170 [30]). Still it has many of the properties which
makes creating equivariant networks for board-games challenging;
pieces which ’move’ resulting in more complicated move or policy
embeddings, and multiple piece types (after promotion).
We use a dataset of 22 thousand tournament games compiled
by the Open Checker Archive3 for training and evaluating the
networks. When a move consists of multiple captures, called jumps,
these are added to the dataset as multiple board positions and moves,
each consisting of a single jump. The resulting training and test
sets together contain almost 1 million board states along with the
next move made from that state.
Figure 4: The current board state (left) is given as input to
the network and the next move to be played, in red (right),
is predicted by the network.
The board state is given to the network as a single 8 × 8 matrix,
with values for each square. If the square is empty this value is 0,
otherwise for regular pieces it is -1 or 1 for black or red respectively.
Squares containing kings similarly are -3 or 3 for black or red. The
2https://github.com/zhixuhao/unet
3Open Checker Archive: http://www.erz.ch/download.php
moves made are one-hot encoded into an vector of size 128, with a
space for each square on the board (32) times each of the directions
(4) that a piece may move from that square. These are shown in
blue/red in Figure 4.
Additionally, we test models’ performance on the EM segmen-
tation challenge4. The benchmark was started at ISBI 2012 and is
still open for new contributions. The training data is a set of 30
images (512x512 pixels), which are from serial section transmission
electron microscopy of the Drosophila rst instar larva ventral
nerve cord (VNC).
4.2 FGNNs For Checkers
There are eectively four ways the that the same board state can
occur in checkers. Two of these are for each player, times two
reections along the horizontal axis of the board. We rotate the
board so that the current player is always playing upwards, and
’recolour’ them so the current player is black. Because of this,
the architecture only needs to only be equivariant over horizontal
reections of the game board.
For checkers, we choose to output a tensor which is 8 × 8 × 4.
Similar to AlphaZero each of the 8 × 8 vectors correspond to a
starting square for a piece, and the 4 layers represent the 4 directions
to move a piece from that square. Both single-square moves and
captures; moving 2 squares, are represented by the same layer in
the output.
By choosing the order of these 4 layers to be the compass di-
rections: NE SE NW SW, there is a simple method of creating an
equivariant architecture. Reecting a move involves swapping any
NE move with NW, and SE with SW, which is the same as swapping
the corresponding layers in the output. Finally, the full tensor can
simply be horizontally reected. For example, a move to the NE
at (0,0) becomes a move to the NW at (7,0). This way to ’reect’
a move is the exact denition for Tд over the group of horizontal
reections, and so architecture can be used by simply dening the
Drop layer to be the identity function.
The state-of-the-art neural architectures for games such as chess
and go are highly optimized methods with lots of specic imple-
mentation details. Our goal however was to generally evaluate if
equivariant networks could be useful in this space. With this in
mind, we choose to use a simple CNN architecture with only con-
volutional layers for both our FGNN implementation and baseline.
CNNs can be easily scaled by small amounts adding or removing
lters, which allows us to evaluate how equivariance may eec-
tively scale with larger or smaller models; it may only improve
the expressive capacity of small networks, or reduce over-tting in
larger ones.
We use CNNs with 10 layers, where each layer has the same
number of lters, has a 3 × 3 convolution, with ReLU activation
[31], and is zero-padded. The number of lters is varied to give a
dierent number of trainable weights in a variety of models. In the
nal layer, models mask out the 32 squares which correspond to
the reachable squares in a checkers game, and atten the values
into a single vector of size 128. A nal softmax layer ensures this
vector is normalized.
4http://brainiac2.mit.edu/isbi_challenge/
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Our FGNN-CNN models are identical to the CNN baseline other
than having 2 lters rather than 4 in the last convolutional layer.
The size of the output from an FGNN layer with a certain number of
trainable weights isn’t the same as it’s equivalent non-equivariant
version, meaning the sizes of the FGNN networks don’t match
exactly with the baselines. All models are trained for 50 epochs
with a categorical cross-entropy loss.
4.3 FGNNs For Biomedical Segmentation
To see how this approach may extend to other domains an network
architectures, we test FGNN variants of U-Net [26] (FGNN-U-Net)
on the ISBI 2012 challenge dataset.
We create variants of FGNN-U-Net which are equivariant over
dierent groups. These include horizontal reections, vertical and
horizontal reections, and rotations of 90° and reections (the D8
group). By scaling up/down the number of lters in all the layers
in the network, we also create variants with diering numbers of
trainable weights. The number of lters in each layer of U-Net
can only easily be scaled by factors of two, doubling or halving
the number of weights in the network. Due to this and the FGNN
architecture it isn’t always possible to create equivalently sized
networks with equivariances to dierent groups.
5 RESULTS
5.1 FGNN-CNN (Checkers)
Figure 5: The accuracy (left) and top-3 accuracy (right) of
equivariant and baseline networks of dierent sizes on un-
seen board states.
Figure 5 compares the various models’ performance at predicting
the next move to be made on unseen board positions. FGNN-CNN
models predict the next move and have the next move among the
top-3 moves predicted by the network more often than equiva-
lent CNN architectures with similar numbers of trainable weights.
This performance increase is present across a wide variety of dif-
ferent model sizes, from models which undert to models which
signicantly overt the data.
Evaluating the ability of FGNNs method to combat over-tting is
more challenging. Figure 6 compares each model’s accuracy on the
training set (seen examples) against the unseen examples of the vali-
dation set. Models which over-t more will have a larger dierence
between training and validation set performance, which can be
seen as a larger distance to the dashed line. Here, we demonstrate
that FGNN-CNN models are able to marginally reduce over-tting.
Figure 6: Themodels’ performance on the training set vs the
test set. The dashed line is where both are equal, and hence
no over-tting occurred.
For every baseline model there is an equivariant model which out-
performs it or is nearer to the dashed line denoting an ideal learner.
5.2 FGNN-U-Net (Image Segmentation)
3 FGNN-U-Net variants which are equivariant to dierent groups
are compared to the unmodied U-Net in Figure 7. Our equivariant
versions of U-Net outperform the baseline, and this performance
improvement seems to scale with the larger groups. This shows that
FGNNs can eectively be used in networks with skip-connections,
a property that isn’t possible in existing methods for creating equi-
variant networks. The fact that equivariance over larger groups
further improves performance demonstrates that equivariant net-
works are likely to show increased performance gains when used
on problems which have more symmetries.
Figure 7: The performance of FGNN-U-Net variants of dier-
ent sizes and symmetry groups compared to the unmodied
U-Net network.
6 CONCLUSION
We have introduced Finite Group Neural Networks (FGNNs), neural
network architectures which create symmetry equivariant learning
algorithms for games. We demonstrate horizontally equivariant
FGNN networks reduce over-tting and outperform baselines at
playing checkers, regardless of the networks’ size. Additionally,
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FGNNs have a strong theoretical foundation and are arguably easier
to reason about and extend than existing equivariant architectures.
They are the rst equivariant architecture which supports skip
connections and arbitrary layer types. This is demonstrated by
FGNN-U-Net variations, which outperform the unmodied U-Net
network in the task of biomedical image segmentation.
The clear continuation of this work is FGNNs’ applications to
other games. While checkers is a reasonable choice to test a variety
of approaches, without any external baselines the performance of
models is hard to assess. In the future we would like to create
equivariant versions of existing network architectures used for
Chess and Go. Go in particular is a game equivariant over the full
D8 group so equivariant networks are likely to provide a signicant
improvement over current approaches.
One of the limitations of the work is that it inherently involves
more operations per layer than non-equivariant networks. This
slows down training and inference, especially for larger groups,
and also scales linearly with the number of elements in the group
(which is the same as existing work). However, there may be ways
to improve this by using other representations. Often a group
can be faithfully represented as, for example, the permutation of a
much smaller number of elements. This may provide signicant
improvements for the speed of FGNNs.
Overall, equivariance is shown to improve the performance of
neural networks for playing checkers, and may be prove to be a
promising avenue of research in a variety of games. The methods
presented may be adapted to create equivariances in existing neural
architectures for Chess, Go, and Shogi, as well as a variety of other
learning tasks.
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