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PREFACE 
In the nineteenth and twentieth centuries, many pioneering contributions were made to 
nonlinear dynamics. Lorenz (1963) studied a deterministic third-order system in the 
context of weather dynamics and showed through numerical simulations that this 
deterministic system displayed random like behavior which is now called chaos. 
Unaware of Lorenz's work, Smale (1967) introduced the horse shoe map as an abstract 
prototype to explain chaos-like behavior. No doubt, Poincare' knew about chaos too. 
but it is only through numerical simulations on modem computers and experiments 
with physical systems that the presence of chaos has been discovered to be pervasive in 
many dynamical systems of physical interest. The observation of Poincare' that small 
differences in the initial conditions may produce great changes in the final phenomenon 
is now known to be a characteristic of systems that exhibit chaotic behavior. The 
dissertation comprises of five chapters. Each chapter is subdivided into various 
sections. 
Chapter 1, is an introductory which runs through the background literature on the 
development of the subject. In this chapter, the preliminary notions and basic 
definitions have been introduced. 
In Chapter 2, we have discussed stability and bifiircation analysis of different host 
parasitoid models. Section 2.2 of this chapter include some basic models like 
Thompson (1922), Nicholson and Bailey (1935), model of Rogers (1972) and some 
recent models like Kaitala and Heino (1999) model of Tng S and Chen LS ( 2007 ) and 
model of Xu and Boyce ( 2005 ). Section 2.3 deals with dynamic complexities in a 
single species discrete population model with stage structure and birth pulses. 
In Chapter 3, we have discussed some recent models with and without Alice effect. In 
section 3.2 of this chapter stability analysis of a general discrete- time population model 
with predation and Allee effect is discussed. Section 3.3 of this chapter deals with Allee 
effects on populatiwi dynamics with delay and in section 3.4, a host parasitoid model 
with Allee effect for the host and parasitoid aggregation is discussed. 
In chapter 4, we have introduced epidemiology. In section 4.2 we have given some 
discrete time SI, SIR and SIS epidemic models and their stability analysis is discussed. 
Section 4.3 of this chapter deals with a discrete epidemic model with stage structure. 
In chapter 5, we have given Tang and chen model with a Holling type III functional 
response and then we introduced our model based on Crowley-Martin functional 
response and studied its stability analysis and finally we have compared the long term 
behavior of both models through computer simulations using MatLab. 
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Chapter 1 
Introduction 
1.1. Chaos in model-systems of biosciences: Discrete models 
In the nineteenth and twentieth centuries, many pioneering contributions were made to nonlinear 
dynamics. Lorenz (1963) studied a deterministic third-order system in the context of weather 
dynamics and showed through numerical simulations that this deterministic system displayed 
random like behavior which is now called chaos. Unaware of Lorenz's work, Smale (1967) 
introduced the horse shoe map as an abstract prototype to explain chaos-like behavior. No doubt, 
Poincare' knew about chaos too, but it is only through numerical simulations on modem 
computers and experiments with physical systems that the presence of chaos has been discovered 
to be pervasive in many dynamical systems of physical interest. The observation of Poincare' 
that small differences in the initial conditions may produce great changes in the final 
phenomenon is now known to be a characteristic of systems that exhibit chaotic behavior. The 
phenomenon of chaos, which has become very popular (see references at the end) reflects a 
strong interest in nonlinear dynamics at the present time. 
The aim of this work is to report some important results related to the chaotic behavior of these 
dynamical systems with main emphasis on applications of these results in biosciences. 
1.2. Bifurcation theory 
Bifurcation theory is the mathematical study of changes in the qualitative or topological 
structure of a given family. Examples of such families are the solutions of a family of differential 
equations. Most commonly applied to the mathematical study of dynamical systems, a 
bifurcation occurs when a small smooth change made to the parameter values (the bifurcation 
parameters) of a system causes a sudden 'qualitative' or topological change in its behavior. 
Bifurcations occur in both continuous systems (described by ordinary differential equations, 
Delay differential equations, and discrete systems (described by maps). 
Bifurcation means the splitting of a main body into two parts. Bifurcation, a French word 
introduced in nonlinear dynamics by Poincare, is used to indicate a qualitative change in the 
features of the system, such as the number and type of solutions, under the variation of one or 
more parameters on which the system depends. By the terminology local bifurcation, it is meant 
to have a qualitative change occurring in the neighborhood of an equilibrium solution or a 
periodic solution of the system. Any other qualitative change is considered to be a global 
bifurcation. 
Bifurcations can be classified as continuous or discontinuous or catastrophic depending on 
whether the states of the system vary continuously or discontinuously as the control parameters 
are varied gradually through a critical value (see [1-3]). 
The work of this dissertation will focus on the discrete maps (or difference equations) of the 
form arising in biosciences 
Xk+i = FiX^,Ml k = 1,2,3,... (1.1) 
In (1.1), XeR^.MeR^ and F is C" on some sufficiently large open set ini?" x i?"*. We will 
attempt to report some important results highlighting all different forms of bifurcations. The 
growing number of books and research papers published in the field reflect a strong interest in 
bifurcations in discrete nonlinear dynamics [4]. 
13. Types of bifurcations 
Bifurcations can be divided into two principal classes: 
Local bifurcations, which can be analyzed entirely through changes in the local stability 
properties of equilibria, periodic orbits or other invariant sets as parameters cross through critical 
thresholds. 
Global bifurcations, which often occur when larger invariant sets of the system 'collide' with 
each other, or with equilibria of the system. They cannot be detected purely by a stability 
analysis of the equilibria (fixed points). 
1.3.1. Local bifurcations 
A local bifurcation occurs when a parameter change causes the stability of an equilibrium (or 
fixed point) to change. In discrete systems, this corresponds to a fixed point having a Floquet 
multiplier with modulus equal to one. The equilibrium is non-hyperbolic at the bifurcation point. 
The topological changes in the phase portrait of the system can be confined to arbitrarily small 
neighborhoods of the bifurcating fixed points by moving the bifurcation parameter close to the 
bifurcation point (hence 'local'). 
For discrete dynamical systems, consider the system 
Then a local bifurcation occurs at(Xo, AQ) if the Jacobian matrix df^^xoM ^^^ ^" eigenvalue with 
modulus equal to one. If the eigenvalue is equal to one, the bifurcation is either a saddle-node 
(often called fold bifurcation in maps), transcritical or pitchfork bifurcation. If the eigenvalue is 
equal to -1, it is a period-doubling (or flip) bifurcation, or otherwise, it is a Hopf bifurcation. 
Different types of local bifurcations 
(i) Saddle-node (fold) bifurcation 
(ii) Transcritical bifurcation 
(iii) Pitchfork bifiircation 
(iv) Period-doubling (flip) bifurcation 
(v) Hopf bifurcation 
(i) Saddle-node bifurcation 
Saddle-node bifurcation or tangential bifurcation is a local bifurcation in which two fixed 
points (or equilibria)) of a dynamical system collide and annihilate each other. The term 'saddle-
node bifurcation' is most often used in reference to continuous dynamical systems. In discrete 
dynamical systems, the same bifurcation is often instead called a fold bifurcation. Another 
name is blue skies bifurcation [5] in reference to the sudden creation of two fixed points. 
If the phase space is one-dimensional, one of the equilibrium points is unstable (the saddle), 
while the other is stable (the node). 
A one parameter family of functions F^ such that F^(x) = Ax(l — x) undergoes saddle node 
bifurcation at parameter value AQ if there is an open interval / and an e > 0 such that 
(i) For AQ — 6 < A < AQ, F;i has no fixed point in the interval /. 
(ii) For A = AQ, F^ has one fixed point in the interval / and this fixed point is normal. 
(iii) For AQ < A < AQ + e, F^ has two fixed point in the interval /, one attracting and one 
repelling. 
( a ) A > - l ( b ) A < - l 
Figure 1: A saddle node bifurcation in the exponential family ^^(x) = e ' + A. 
(ii) Transcritical bifurcation 
A transcritical bifurcation is a particular kind of local bifurcation. It is characterized by an 
equilibrium having an eigenvalue whose real part passes through zero. Both before and after the 
bifurcation, there is one unstable and one stable fixed point. However, their stability is 
exchanged when they collide. So the unstable fixed point becomes stable and vice versa. 
The normal form of a transcritical bifurcation is 
dx 
-T — rx — x^ 
dt 
where x as the state variable and r the control variable. The two fixed points are at x = 0 (trivial 
fixed point) and x = r (nontrivial fixed point). When the parameter r < 0, the fixed point at 
X = 0 is stable and the fixed point x = r is unstable. But for r > 0, the point at x = 0 is unstable 
and the point at x = r is stable. So the bifiircation occurs at r = 0. 
r < 0 r = 0 
Figure 2: Bifitrcation diagram oftranscritical bifurcation 
(iii) Pitchfork bifurcation 
r > 0 
The Normal form of the pitchfork bifurcation is 
dx 
dt = fix + ax-' 
where a is a control parameter. 
Pitchfork bifurcation is divided into two categories namely supercritical and subcritical. 
(a) Supercritical case a = —1 
Then equation takes the form 
dx -
For fi<0 equilibrium x = 0 is stable. For n> 0, there is an unstable equilibrium x = 0 and 
two stable nontrivial equilibria x = ±y/Ji . 
5 . 
For fi <0 equilibrium x = 0 is stable. For ^  > 0, there is an unstable equilibrium x = 0 and 
two stable nontrivial equilibria x = ±yfii . 
(b) Subcritical case a = 1 
Then equation takes the form 
For /z > 0 the equilibrium x = 0 is unstable. ForjU < 0, there is stable equilibrium at x = 0 
and two unstable nontrivial equilibria at x = ±V—/I • 
11 
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Figure 3: Bifurcation diagram for supercritical pitchfork bifurcation{_a = —1) and subcritical pitchfork 
bifurcation{a = 1). 
(iv) Period-doubling (flip) bifurcation 
A period doubling bifurcation in a dynamical system is a bifiircation in which the system 
switches to a new behavior with twice the period of the original system. It occurs in both discrete 
and continuous dynamical systems. A series of period-doubling bifurcations may lead the system 
from order to chaos. The following figure shows the bifurcation diagram for the logistic map 
^n+i ='"^n(l ~^7i) with r as combined rate for reproduction and starvation (i.e. control 
parameter). 
1.0 
0,» -
0.6 -
X 
n.4 -
0.2 -
0.0 1 — I — I — I — 1 — I — I — I — I — I — r 
2.4 2.6 2,8 3.0 3.2 3.4 3.6 3.8 4,0 
r 
Figure 4: Bifurcation diagram for period doubling bifurcation of logistic map 
Period-halving bifurcation 
A period halving bifurcation in a dynamical system is a bifurcation in which the system 
switches to a new behavior with half the period of the original system. A series of period-halving 
bifijrcations may lead the system from chaos to order. 
Figure 5: Bifurcation diagram for period-halving bifurcations (L) leading to order, followed by period doubling 
bifurcations (R) leading to chaos. 
(v) Hopf bifurcation 
Hopf bifurcation is a local bifurcation in which a fixed point of a dynamical system loses 
stability as a pair of complex conjugate eigenvalues of the linearization around the fixed point 
cross the imaginary axis of the complex plane. It is the birth of a limit cycle from equilibrium in 
dynamical system generated by ordinary differential equations. It can be supercritical or 
subcritical. 
The normal form of a Hopf bifurcation is 
dz 
— =z(A + fc|z|2) 
where z andb both are complex and A is a parameter. If we write b = a + i^, then the number a 
is called the first Lyapunov coefficient. 
(i) If a is negative then there is a stable limit cycle for A > 0 
z(t) = r e ' ^ ' 
where r = y/—X/a and w= Pr^, The bifiircation is then called supercritical, 
(ii) If a is positive then there is an unstable limit cycle forA < 0. The bifurcation is called 
subcritical. 
1.3.2. Global bifurcations 
Global bifurcations occur when larger invariant sets of the system 'collide' with each other, or 
with equilibria of the system. They cannot be detected purely by a stability analysis of the 
equilibria (fixed points). Global bifurcations occur when 'larger' invariant sets, such as periodic 
orbits, collide with equilibria. This causes changes in the topology of the trajectories in the phase 
space which can not be confined to a small neighborhood, as is the case with local bifurcations. 
In fact, the changes in topology extend out to an arbitrarily large distance (hence 'global'). Global 
bifiircations can also involve more complicated sets such as chaotic attractors. Global 
bifurcations are divided into two categories namely: Homoclinic bifurcation and Heteroclinic 
bifurcation. 
(i) Homoclinic bifurcation 
A homoclinic bifurcation is a global bifurcation which often occurs when a periodic orbit 
collides with a saddle point. 
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The image below shows a phase portrait in two-dimensional plane before, at, and after a 
homoclinic bifiircation. The periodic orbit grows until it collides with the saddle point. At the 
bifurcation point the period of the periodic orbit has grown to infinity and it has become a 
homoclinic orbit. After the bifiircation there is no longer a periodic orbit. 
Figure 6: Phase portrait before, at, and crfter a homoclinic bifurcation in two-dimensional plane. 
The left-most figure shows a saddle point at the origin and a limit cycle in the first quadrant for 
small parameter values. As the bifiircation parameter increases, the limit cycle grows until it 
exactly intersects the saddle point, yielding an orbit of infinite duration (see the middle figure). 
The right-most figure shows that when the bifiircation parameter increases further, the limit cycle 
disappears completely. 
Homoclinic bifiircations can occur supercritically or subcritically. The variant above is the 
"small" or "type I" homoclinic bifiircation. In 2D there is also the "big" or "type 11" homoclinic 
bifurcation in which the homoclinic orbit "traps" the other ends of the unstable and stable 
manifolds of the saddle. In three or more dimensions, higher codimension bifurcations can occur, 
producing complicated, possibly chaotic dynamics. 
(ii) Heteroclinic bifurcation 
A heteroclinic bifurcation is a global bifurcation in which a limit cycle collides with two or more 
saddle points. It involves a heteroclinic cycle which is a topological circle of equilibrium points 
and connecting heteroclinic orbits (orbits which tend to different fixed points at + oo and — oo). 
1.4. Chaos theory 
Chaos theory describes the behavior of certain dynamical systems that may exhibit dynamics that 
are highly sensitive to initial conditions (popularly referred to as the butterfly effect). As a result 
of this sensitivity, which manifests itself as an exponential growth of perturbations in the initial 
conditions, the behavior of chaotic systems appears to be random. This happens even though 
these systems are deterministic, meaning that their future dynamics are fully defined by their 
initial conditions with no random elements involved. This behavior is known as deterministic 
chaos, or simply chaos. 
Chaotic behavior is also observed in natural systems, such as the weather. This may be explained 
by a chaos-theoretical analysis of a mathematical model of such a system that is relevant for the 
natural system. Observations of chaotic behavior in nature include the dynamics of population 
growth in ecology. Everyday examples of chaotic systems include weather and climate. 
Systems that exhibit mathematical chaos are deterministic and thus orderly in some sense; this 
technical use of the word chaos is at odds with common parlance, which suggests complete 
disorder. However, even though they are deterministic, chaotic systems show a strong kind of 
unpredictability not shown by other deterministic systems. 
1.4.1. Chaotic dynamics 
In common usage "chaos" means "a state of disorder", but the adjective "chaotic is defined more 
precisely in chaos theory. Although there is no universally accepted mathematical definition of 
chaos, a commonly used definition says that, for a dynamical system to be classified as chaotic, 
it must have the following properties; 
(i) it must be sensitive to initial conditions, 
(ii) it must be topologically mixing, and 
(iii) its periodic orbit must be dense. 
Sensitivity to initial conditions means that each point in such a system is arbitrarily closely 
approximated by other points with significantly different future trajectories. Thus, an arbitrarily 
small perturbation of the current trajectory may lead to significantly different future behavior. 
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However, it has been shown that the first two conditions in fact imply this one . Linear systems 
are never chaotic; for a dynamical system to display chaotic behavior it has to be nonlinear. 
However, a discrete dynamical system (such as the logistic maps) can exhibit chaotic behavior 
in a one-dimensional or two-dimensional phase space. 
Topologically mixing means that the system will evolve over time so that any given region or 
open sets of its phase space will eventually overlap any other given region. This mathematical 
concept of "mixing" corresponds to the standard intuition, and the mixing of colored dyes or 
fluids is an example of chaotic system. 
1.4.2. Attractor 
An attractor is a set to which a dynamical system evolves after a long enough time. That is, 
points that get close enough to the attractor remain close even if slightly disturbed. 
Geometrically, an attractor can be a point, a curve, a manifold, or even a complicated set with a 
fractal structure known as a strange attractor. The trajectory of attractor may be periodic or 
chaotic or of any other type. 
1.4.3. Types of attractors 
Two simple attractors are the fixed point and the limit cycle. There can be many other 
geometrical sets that are attractors. When these sets (or the motions on them), are hard to 
describe, then the attractor is a strange attractor, as is described in the section below. 
(i) Fixed point 
A fixed point is a point of a fiinction that does not change under some transformation. If we 
regard the evolution of a dynamical system as a series of transformations, then there may or may 
not be a point which remains fixed under the whole series of transformations. The final state that 
a dynamical system evolves towards, such as the final states of a falling pebble, a damped 
pendulum, or the water in a glass corresponds to a fixed point of the evolution function, and will 
occur at the attractor, but the two concepts are not equivalent. Once it has lost momentum and 
settled into the bottom of the bowl it then has a fixed point in physical space, phase space, and is 
located at the attractor for that system. 
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(ii) Limit cycle 
In dynamical systems, a limit-cycle on a plane or a two-dimensional manifold is a closed 
trajectory in phase space having the property that at least one other trajectory spirals into it either 
as time approaches infinity or as time approaches minus-infinity. Such behavior is exhibited in 
some nonlinear systems. In the case where all the neighboring trajectories approach the limit-
cycle as time t -^ +00 , it is called a stable or attractive limit-cycle. If instead all neighboring 
trajectories approach it as time t -^ —00 , it is an unstable or non-attractive limit-cycle. In all 
other cases it is neither "stable" nor "unstable". 
(iii) Chaotic attractors 
A chaotic attractor is a set of states in a complex dynamical system s state space. It has two 
properties: (i) the set should be an attracting set so that the system starting with its initial 
conditions in the appropriate basin eventually ends up in the set even if the system is perturbed 
off the attractor, it eventually returns (ii) once the system is on the attractor nearby states diverge 
from each other exponentially fast. 
1.5. Applications of chaos theory 
Chaos theory is applied in many scientific disciplines: mathematical programming, 
microbiology, biology, computer science, economics, engineering, finance, philosophy, physics, 
politics, population dynamics, psychology and robotics. 
Chaotic behavior has been observed in the laboratory in a variety of systems including electrical 
circuits, laser, oscillating, chemical reactions, fluid dynamics mechanical and magneto-
mechanical devices, as well as computer models of chaotic processes. Observations of chaotic 
behavior in nature include changes in weather, the dynamics of satellite in solar system, 
population growth in ecology. 
One of the most successfijl application of chaos theory has been in ecology, where dynamical 
system such as the Ricker model have been used to show how population growth under density 
dependence can lead to chaotic dynamics. 
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Chaos theory is also currently being applied to medical studies of epilepsy, specifically to the 
prediction of seemingly random seizures by observing initial conditions. 
A related field of physics called quantum chaos theory investigates the relationship between 
chaos and quantum mechanics. Recently, another field called relativistic chaos has emerged to 
describe systems that follow the laws of general relativity. 
1.6. Some basic definitions 
1.6.1. Intermittent chaos 
Intermittency is a basic characteristic of chaos, characterized by transition between apparently 
regular and chaotic behavior even though all control parameters are deterministic and no external 
noise is present [6, 7]. 
1.6.2. Supertransients 
The term "supertransient" is used to denote an unusually long convergence to an attractor. These 
transient dynamics are considerably longer than the time scale of significant environmental 
perturbations [8]. The time scale of ecological interest is tens or hundreds of generations, but 
supertransients can persist for thousands ofgenerations or even longer [9-12, 13]. 
1.6 J . Lai^est Lyapunov exponent 
In mathematics, the Lyapunov exponent of a dynamical system is a quantity that characterizes 
the rate of separation of infinitesimally close trajectories. 
Quantitatively, two trajectories in phase space with initial separation 8ZQ diverge if 
\8z(t)\ « e^ M<5zol 
where X, is the Lyapunov exponent. 
For a chaotic attractor the largest Lyapunov exponent LE^ax n^ust be positive. If lEjnax 's 
negative, this implies a stable state or a periodic attractor. 
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1.6.4. Epidemic modeling 
An epidemic model is a simplified representation to describe the transmission of communicable 
disease through individuals. The modeling of infectious diseases is a tool which has been used to 
study the mechanisms by which diseases spread, to predict the fiiture course of an outbreak and 
to evaluate strategies to control an epidemic (Daley & Gani, 2005). 
1.6.4.1. Types of epidemic models 
There are two types of epidemic models namely: Stochastic and Deterministic 
Stochastic 
"Stochastic" means being or having a random variable. A stochastic model is a tool for 
estimating probability distributions of potential outcomes by allowing for random variation in 
one or more inputs over time. Stochastic models depend on the chance variations in risk of 
exposure, disease and other illness dynamics. They are used when these fluctuations are 
important, as in small populations. 
Deterministic 
When dealing with large populations, as in the case of tuberculosis, deterministic or 
compartmental mathematical models are used. In a deterministic model, individuals in the 
population are assigned to different subgroups or compartments, each representing a specific 
stage of the epidemic. 
Generally these subgroups are defined as 
Susceptible(5): The class S of individuals who can become infected or who do not have any 
passive immunity e.g. Infants whose mothers were never infected. 
Infective (/): After the latent period ends, the individual enters the class / of infectives having 
individuals who are infectious in the sense that they are capable of transmitting the infection. 
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Removed (i?): When the infectious period ends, the individual enters the recovered class R 
consisting of those with permanent infection-acquired immunity. 
1.6.4.2. Endemic 
In epidemiology, an infection is said to be endemic in a population when that infection is 
maintained in the population without the need for external inputs. For example, chickenpox is 
endemic (steady state) in the UK, but malaria is not. 
For an infection to be endemic, each person who becomes infected with the disease must pass it 
on to exactly one other person (on average). 
1.6.43. Basic reproduction number 
In case of epidemic, there is a threshold quantity which determines whether an epidemic state 
occurs or the disease simply dies out. This quantity is called the basic reproduction number, 
denoted by Ro, which can be defined as the number of secondary infections caused by a single 
infective introduced into a population made up entirely of susceptible individuals (SQ = N) over 
the course of the infection of this single infective. This infective individual makes ^N contacts 
per unit time producing new infections with a mean infectious period of 1/y. Therefore, the 
basic reproduction number is 
Ro = mvY 
This value quantifies the transmission potential of a disease. 
If the basic reproduction number falls below one (RQ < 1) , i.e. the infective may not pass the 
infection on during the infectious period, the infection dies out. If i?o > 1, there is an epidemic 
in the population. In casei^o — !> the disease becomes endemic, meaning the disease remains in 
the population at a constant rate, as one infected individual transmits the disease to one 
susceptible. For the disease to be in an endemic steady state: 
RQXS = 1 
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1.6.5. HoUing type functional responses 
A functional response in ecology is the intake rate of a consumer as a function of food density. It 
is associated with the numerical response, which is the reproduction rate of a consumer as a 
function of food density. 
1.6.5.1. Type I functional response 
Type 1 functional response assumes a linear increase in intake rate with food density, either for 
all food densities, or only for food densities up to a maximum, beyond which the intake rate is 
constant. The linear increase assumes that the time needed by the consumer to process a food 
item is negligible, or that consuming food does not interfere with searching for food. A 
functional response of type I is used in the classical Lotka-Volterra type predator-prey models. 
5 
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Type I Functional Response f{H) = aH 
1.6.5.2. Type II functional response 
Type II functional response is characterized by a decelerating intake rate, which follows from the 
assumption that the consumer is limited by its capacity to process food. Type II functional 
response is often modeled by a rectangular hyperbola, for instance as by Holling's disc equation, 
which assumes that processing of food and searching for food are mutually exclusive behaviors. 
The functional response equation is 
/ (H) = aH TTahH 
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Where / denotes intake rate and H denotes food (or resource) density. The rate at which the 
consumer encounters food items per unit of food density is called the attack rate, a. The average 
time spent on processing a food item is called the handling time, h. 
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1.6.5.3. Type III functional response 
Type III functional response is similar to type II in that at high levels of prey density, saturation 
occurs. But at low prey density levels, the graphical relationship of number of prey consumed 
and the density of the prey population is a more than linearly increasing function of prey 
consumed by predators. This accelerating function is caused by learning time, prey switching, or 
a combination of both phenomena. The functional response equation is 
T 1 r 
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1.6.6. Alice effect 
The Allee effect is a phenomenon in biology characterized by a positive correlation between 
population density and the per capita population growth rate. An Allee or underpopulation effect 
arises when the per-capita birth rate {B) increases with population density to some maximum 
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value (the reproductive potential of the species) and the death rate (D) remains constant. The 
point f/where the two rates intersect is an unstable equilibrium because: 
Boinilation Density 
Figure 7: Underpopulation threshold (V) created by the Allee effect. Per-capita Births increase with population 
density due to higher mating frequency, deaths remain constant and, hence, R = ln(l+B-D) rises with density 
1. When N= U, then births equal deaths, R = 0, and the population remains unchanged. 
2. When N < U, then births are less than deaths, /? < 0, and the population declines to 
extinction. 
3. When N>U, then the births exceed deaths, /? > 0, and the population grows continuously. 
1.6.6.1. Strong vs. weak Allee effect 
A "strong Allee effect" is that where a population exhibits a critical size or density below which 
the population declines on average and above which it increases on average, and a "weak Allee 
effect" is that where a population lacks a "critical density", but where at lower densities, the 
population growth rate rises with increasing density. 
1.6.7. Crowley-Martin functional response 
Rolling type II functional response is a function of prey abundance only. Crowley-Martin 
functional response (1989) is a function of both prey and predator abundances. Predator 
interference can provide better descriptions of predator feeding over a range of predator prey 
abundances. The Crowley-Martin model is used when predator feeding rate is decreased by 
higher predator density even when prey density is high. 
Crowley and Martin removed that assumption in what they called their "preemption" 
model, allowing for interference among predators regardless of whether a particular individual is 
currently handling prey or searching for prey. The Crowley-Martin model thus adds an additional 
term in the denominator, 
^^^'^•^ ~ l + bN + ciP-l) + bcN(P - 1) ~ (1 -f- bN){l + c{P - 1)) 
where parameters a (units: 1/time) and b (units: 1/prey) are positive constants that describe the 
effects of capture rate and handling time, respectively, on the feeding rate (handling time= b/a). 
P is the predator abundance, N is the host population and c (units: 1/predator) is a positive 
constant describing the magnitude of interference among predators. 
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Chapter 2 
Complex Dynamics of Host-Parasitoid Models 
2.1. Introduction 
Parasitoids are insect species which larvae develop as parasites on other insect species 
(host).Parasitoid larvae usually kill its host whereas adult parasitoids are free living insects. Most 
of parasitoid species are wasp or flies. Parasitoid and their hosts often have synchronized life 
cycles. Thus host-parasitoid models usually use discrete time steps that correspond to generation 
(years). 
Parasitism is a type of symbiotic relationship between organism of different species in which 
one, the parasite benefits from a prolonged close association with the other, the host which is 
harmed. 
In biology the term parasite refers to an organism that grows, feeds and is sheltered on or in a 
different organism (called its host) while contributing nothing to the survival of its host. In 
medicine, only eukaryotic organisms are considered parasites to the exclusion of bacteria and 
viruses. 
In general, parasites are much smaller than their hosts, show a high degree of specialization for 
their mode of life and reproduce more quickly and in great numbers than their hosts. The harm 
and benefit in the parasite interaction concern the biological fitness of organism is controlled. 
Theoretical studies of host-parasitoid interactions go back to Thompson (1922) and Nicholson & 
Bailey (1935). The work of Nicholson & Bailey is particularly influential. They introduced 
discrete generation, host-parasitoid models. 
Classification of Parasites: Parasites are classified based on variety of aspects of their 
interactions with their hosts and on their life cycles. Some of the parasites are given below. 
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(a) Endoparasites: Those parasites which live inside the hosts are called endoparasites, 
e.g. Hookworms. 
(b) Ectoparasites: Those parasites which live on the surface of the hosts are called 
ectoparasites. 
e.g. Mites. 
(c) Epiparasites: Those parasites which feed on another parasites are called epiparasites and 
this relationship is called hyperparasitism. 
An Infrapopulation, is all the parasites of one species in a single individual host. 
A Metapopulation, is all the parasites of one species in a host population. 
An Infracommunity, is all the parasites of all the species in a single individual host. 
A Component Community is all the parasites of all species in a host population. 
A Compound Community is all the parasites of all the sf)ecies in all host species in ecosystems. 
2.2. Host-parasitoid models 
2.2.1. Model of Thompson (1922) 
Ht+i = Htexp\^-—jRo 
Pt^, = Ht[l-exp{-^)]q (2.1) 
In (2.1), different entities have the following interpretation: 
Ht: the host density at generationt. 
Pf : the female parasitoid density at generationt. 
F : theparasitoidfecundity, i.e. number of eggs laid by one female. 
exp (——]: the host survival. 
RQ : the reproduction. 
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q : the number of parasitoids multiplied by proportion of females. 
Thompson (1922) was interested in what happened to parasitoid/host populations in areas where 
parasites were released into an area with a large host density. He assumed the following things: 
1. The parasites would have no difficulty in finding their hosts; 
2. The parasite's rate of increase would be limited only by the female Parasite's egg supply. 
3. An additional assumption was that the pm-asitoid and host populations were synchronized in 
their generations and the generations did not overlap. 
4. In the model, initially he assumed that the parasitoid would only lay one egg in each host that 
was found. Thus, 
(No. eggs laid) = (Mean female egg compliment) (No. females searching) 
However, this model did not work too well because many parasites were unable to distinguish 
between parasitized and unparasitized hosts. Thus Thompson's model predicted a higher rate of 
parasitism than would actually occur. In reality, a host can end up with more than one parasitoid 
egg and is then "superparasitized". 
Unfortunately the model caused the host and parasitoid populations go to extinction (Fig.l). The 
populations did not oscillate or cycle. 
Population nio<l*l ixsed on Thompson's Tneory 
Host N 
' Maximum 
host population 
Log 
population 
density 
Figurel: Population model for a stabilized host population attacked by parasite using Thompson's theory. 
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Thompson's model was no good description of host-parasitoid interaction when the situation 
occurred in which hosts were comparatively rare and the parasite's searching ability became 
important. When "unparasitized" host became rare many of already parasitized hosts are attacked 
more than once. 
2.2.2. Model of Nicholson and Bailey (1935) 
//t+i = Htexp(-aPt)Ro 
Pt^i = Ht[l-expi-aPt)], (2.2) 
where the given entities have the following interpretation: 
Ht : the host density at generationt. 
Ft : the female parasitoid density at generationt. 
a : the area of discovery. 
^0 : the reproduction rate. 
This model (2.2) is more realistic than Thompson model (2.1) and widely used by ecologists. In 
this model, the potential fecundity of parasites is not limited. Parasites lay an egg at every 
encounter with the host even if the number of encounters is very large (or the host density is 
high). Thus this model may overestimate parasitism rates at high host density. 
The shortcomings of Nicholson-Bailey model may be stated as follows: 
1. The model is unstable. Both the parasitoid and host go to extinction. The parasitoid wipes out 
the host and then dies out due to lack of host material. 
2. The model does not work in a direct density dependent manner, but in a delayed density 
dependent manner. This has been referred to as the effect of a "Nicholsonian parasitoid"-
delayed density dependent mortality. 
Unlike Thompson, who looked at situations where a parasitoid species was released into an area 
of high host density, Nicholson and Bailey assumed that the parasitoid and its host were in a 
"steady state" (parasites and host coexist in a state of equilibrium) in their models. 
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Nicholson and Bailey indeed made the following assumptions: 
1. Parasites would search for their hosts at random; 
2. The ability of the parasitoid population to grow in size was not restricted to their egg supply, 
but to their ability to find hosts. 
3. The rate at which the parasites find their hosts was proportional to the host density (the 
parasites egg supply was never a limiting factor); and 
4. The average area which one parasitoid searches in its lifetime was constant and characteristic 
for that species. Referred to as the "area of discovery" or "a". 
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Figure!: A population model based on Nicholson's theory. 
This model is more realistic than the Thompson model (2.1) and is widely used by ecologists. It 
assumes that a parasitoid female is able to examine area a ("area of discovery) during its life 
time. When a host is found, parasitoid lays only one egg on it. However, the same host can be 
found again later and then the parasite will lay another egg on it because it is assumed that 
parasites do not distinguish between healthy and already parasitized hosts. Because each 
encounter with the host results in depositing one egg, the realized fecundity equals the product of 
the area of discovery and the host density i.e.Ft = a//t,with this expression for the realized 
fecundity F ,^ the Thomson model (2.1) changes to Nicholson and Bailey model. 
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2.2.3. Model of Rogers (1972) 
The model of Rogers applies Rollings type II functional response which was originally 
developed for predator-prey systems. The model of Rogers is 
P,,, = H,[l-e^[-^^)] (2.3) 
Rogers (1972) has hypothesized a simple mechanism of avoidance of superparasitism by 
solitary insect parasitoids. The two stages of parasitism, search and oviposition, are assumed 
independent. The postulates of the mechanism may be summarized as: (1) parasites are assumed 
to encounter hosts at random; (2) at the first enounter of any parasite with a healthy host a single 
egg is always laid; (3) at each subsequent encounter with a parasitized host the parasites may lay 
one egg or may avoid superparasitism; (4) parasites avoid superparasitism during a fixed 
proportion of muhiple encounters; the probability of avoidance is therefore assumed independent 
of the number and age of the immature parasites already present in the host and other 
physiological factors relating to the host or parasite. 
It assumes two kinds of limitations in host-parasitoid interactions 
(i) limited parasitoid fecundity (as in the Thompson model (2.1)) and 
(ii) limited search rate (as in the Nicholson and Bailey model (2.2)). 
2.2.4. Model of Kaitala, Ylikarjla and Heino [1] 
(2.4) 
Here various entities have the following interpretation: 
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Ht: the host density at generationt. 
Pt: the female parasitoid density at generation t. 
a : the instantaneous search rate. 
T : the total time for which hosts are exposed to parasitoids. 
Tfi: the time between host being encountered and search being resumed. 
r : the intrinsic growth rate of the host population. 
In model (2.4), host population growth is limited and described by the Moran-Ricker model 
[2, 3]. The main assumptions of this model (2.4) are that each parasitoid searches at random, the 
average number of parasitoid progeny produced per host attacked is assumed to be one, and the 
functional response is of Holling type II which is typical for the insects [4]. 
The equilibrium point for the model (2.4) is E* = (//*,?*) 
where 
_ Mn^. _ (A-l)fnA 
" ~a{TiA-l)-T^Mray'^ ~ aiT{X-l)-T^Xlra) ^ ° 
A = exp[r(l — //*)] is the net rate of the increase of the host per generation. 
Bifurcation analysis of model (2.4) shows very complex dynamics including non unique 
dynamics, basins of attractions, intermittency, supertransients, chaotic attractor and transient 
chaos. 
2.2.5. Model of Tang S and Chen LS [5] 
Tang and Chen considered two host-parasitoid models with Holling type II and III functional 
responses as given in (2.5) and (2.6) below: 
Hit) 
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P a + l ) = H ( 0 [ l - e x p ( - ^ ^ ^ ) ] (2.5) 
where 
H(t) : the host population at generation t. 
Pit) : the parasitoid population at generation t. 
k : the carrying capacity of the environment. 
a : the instantaneous search rate. 
T : the total time initially available for search. 
Tfi : the handling time. 
H(.t)\ bTH(t)Pit) 
Pit + 1) = H(t) l-exp[ - . .7"'''"/l\\^?,. . . I (2.6) 
where 
1'-—j-TT c//(t) + bT^H'^it)) 
\ l+cHitnbT^H^it}), 
bTHit) . ^ . 
a = ..- „ IS the mstantaneous search rate. 
In the models (2.5) and (2.6), host population growth is limited and described by the 
Moran-Ricker model [2, 3]. The main assumptions of these models (2.5) and (2.6) are 
that each parasitoid searches at random, the average number of parasitoid progeny 
produced per host attacked is assumed to be one, and the functional response is of 
Holling type, which is typical for insects [4]. 
2.2.5.1.Bifurcation analysis 
In figures we show a case of Rolling type II functional response host-parasitoid model 
(2.5).Figure 3(a) is a bifurcation diagram for model (2.5) withr = 2.9 and a as a 
bifurcation parameter. As the parameter a is increased fromO.006, a stable coexistence 
between host and parasitoid is observed. When the parameter a is further increased a 
Hopf bifurcation occurs at a w 0.0065. When the parameter a is slightly increased 
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beyond a = 0.00695, chaotic attractor abruptly disappears, thus constituting a type of 
attractor crisis [6, 7]. 
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Figure 3: Bifurcation diagram of the total population in the holling type II host-parasitoid model (2.5) for (a) 
r = 2.9,0.006 <a< 0.009 and the initial values W(0) = 5,P(0) = 2.5; (b)a = 0.008, 2 < r < 3.4 and the initial 
values //(O) = 5,P(0) = 2.5. 
As parameter a increases from 0.00815, the period-12 behavior bifurcates to period-24 
cycles, after which period-doubling bifurcation ensures that these culminate in a 
Fiegenbaum cascade of period-doubling bifurcations leading to a chaotic region 
beginning at a « 0.0085. 
Figure 3(b) is a bifurcation diagram for model (2.5) with a = 0.008 and r as a bifurcation 
parameter. It can be seen that the behavior of the model is very complicated, including 
many chaotic bands, pitchfork and tangent bifurcations, narrow periodic windows, 
wide periodic windows and crises [6, 7]. 
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Figure 4: Bifurcation diagram of the total population in the holling type III host-parasitoid model (2.6) for (a) 
r = 3,0.0016 <b< 0.018 and the initial values H(0) = 5,P(0) = 2.5; (b) b = 0.005, 0.65 < r < 3.2 and the 
initial values //(O) = 5,P(0) = 2.5. 
In figure 4, we show the bifurcation diagram for the Holling type III functional 
response model (2.6). Figure 4(a) is a bifurcation diagram for model (2.6) with r = 3 
and 6 as a bifurcation parameter; figure 4(b) is a bifurcation diagram for model (2.6) 
withib = 0.005 and r as a bifurcation parameter. Figures 4(a) and 4(b) reveal a 
complex dynamics such as period doubling cascades, tangent bifurcations, chaotic 
bands and attractor crises. In addition to period-doubling cascades known as 
Feigenbaum trees are also present. In the range 0.0076 <b < 0.0083 window is not a 
periodic window with its own cascade of period attractors, but in this range attractor 
is not unique. 
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Figure S: Bifurcation diagram of the total population in the holling type III host-parasitoid model (2.6) for r = 
1.1,0.002 < b < 0.004 and the initial values H(0) = 5, P(0) = 2. 
We see from figure.5 with r = 1.1 that parasitism may easily destabilize stable host dynamics 
into more complex dynamics with low intrinsic rate. For r = 2.9 coexistence between host and 
parasitoid becomes possible at ft = 0.008 (see fig 4(a)). 
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Figure 6: Intermittent chaos-host dynamics for r = 2.7, b = 0.037 and initial values H (0) = S.PCO) - 2.5. 
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/^fgure 7: Supertransient for r = 2.1, fc = 0.00697 and initial values H(0) = 5, P(0) = 2.5. 
For model (2.6) intermittency and supertransients are illustrated in figure 6 and 7 respectively. 
Intermittency is characterized by switches between apparently regular and chaotic behavior even 
though all control parameters are constant and no external noise is present[8].The behavior is 
completely aperiodic and chaotic although the system seems to be switching between periodic 
and chaotic behavior. Supertransients are used to denote an unusually long convergence to an 
attractor. These transient dynamics are considerably longer than the time scale of sigificant 
environmental perturbations [9]. The time scale of ecological interest is tens or hundreds of 
generations, while supertransient can persist thousands of generations or even longer. Figure 7 
shows supertransient, in this figure the host population size suddenly stabilizes into a period-7 
attractor after 2400 generations. 
2.2.6. Model of Xu and Boyce [10] 
It is a //oj/-parasitoid model with mutual interference effects given as follows 
- m + l 
(2.7) 
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Various entities in (2.7) are defined as follows: 
Ht: the host density at generationt. 
Pt: the female parasitoid density at generation t. 
K : the carrying capacity of the environment. 
a : the searching efficiency of the host. 
m : the interference coefficient. 
r : the intrinsic growth rate of the host population. 
This model is simply a modification of Nicholson-Bailey host-parasitoid equations [11] which 
describes the interaction between a population of herbivorous arthropods and their insect 
parasitoids. In the following, stabilizing and destabilizing effects of parasitoid interference are 
discussed in terms of intrinsic growth rate r, the searching efficiency a, and the interference 
coefficient m. 
2.2.6.1. Bifurcation analysis 
05 I 15 
Figure 8: Bifurcation diagram of parasitoid population with respect to searching efficiency a in the mutual 
interference host-parasitoid model (2.7) for (a) m = 0 (b) m = 0.5. The parameters values are r = 2.4, fc = 5, and 
the initial values HQ = 5, PQ = 2.5. 
Fig 8(a) shows the bifurcation diagram with no mutual interference (i.e. m = 0) and fig 8(b) 
with mutual interference, the parasitoid population size is plotted as a function of bifurcation 
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parameter a with r = 2.4. As the parameter a increases from 0.257, a stable coexistence 
between host and parasitoid is observed. When the parameter a further increases, the system 
goes through quasi-periodicity with frequency locking including period-5, period-10, 10-pieces 
quasi-periodicity, high period cycle, period-30 and to chaotic dynamics at a = l.The dynamics 
of the host parasitoid system with mutual interference become much more simple. The host 
parasitoid system begins with period-2 through a stable coexistence for a large range of a. Hopf 
bifurcation occurs at a « 1.8 indicating quasi-periodic behavior with an appearance of a closed 
curve in the phase plane. 
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figure 9: Bifurcation diagram of parasitoid population with respect to intrinsic growth rate rin the mutual 
interference host-parasitoid model (2.7) for (a) m = 0 (b) m = 0.5. The parameters values are a = 0.9, fc = 5, and 
the initial values H^ = 5, PQ = 2.5. 
Fig.9 shows the bifurcation diagram for the model (2.7) with no mutual interference i.e.m = 0, 
with mutual interference m = 0.5 and r as a bifiircation parameter. It illustrates the stabilizing 
effect of mutual interference. For m = 0, the model has complicated behavior including many 
chaotic bands, pitchfork and tangent bifurcations, periodic windows and attractor crises. 
For m = 0.5, however, there is a stable coexistence between host and parasitoid for a large range 
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of parameter r before going through a Feigenbaum cascade of period-doubling bifurcation 
leading to chaos at r « 4.306. 
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Figure 10: Bifurcation diagram ofparasitoid population with respect to interference coefficient m in the mutual 
interference host-parasitoid model (2.7) for (a) HQ = 1, PQ = 5 (b) HQ = 0.1, PQ = 0.5; (c) and (d) give details of 
(a). The parameters values are a = 0.42, r = 3.2, /c = 5. 
Fig. 10 shows the bifurcation diagram for the model (2.7) with parameter r = 3.2, a = 0.42 
and m as a bifurcation parameter. 
For HQ = 1 and PQ = 5, pitchfork bifurcation is seen with period-doubling cascade to 8-piece, 4-
piece and finally 2-piece chaos as the interference m increases. As m approaches 1.408, 2-piece 
chaotic attractor becomes (or changes to) a 4-cycle. As m increases from 1.51 to 1.568, again 
sudden changes of attractor are observed (see fig. (lOd)). Multiple attractors also coexist in this 
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range. When initial values are changed to HQ = O.land PQ = 0.5 (see fig. (10b)), the bifurcation 
looks very different. As the mutual interference m increases above the threshold level about 
0.022, an unstable coexistence between host and parasitoid with 3-piece chaotic attractor is seen. 
When m « 0.745, 2-piece chaos is observed. Then the system shows chaotic behavior with 
periodic windows and then period-doubling reversal to a 4-cycle for HQ = 1 and PQ = 5. For 
large value of m « 1.568 and for HQ = 1 and PQ = 5or m « 1.6 for Ho = 0.1 andPo = 0.5, 
there is so much parasitoid density dependence that the host population escapes from parasitism 
and thus parasitoid population becomes extinct. This investigation of bifurcation diagrams of 
many different initial values shows that the dynamic behavior remains the same when m is in [0, 
0.022] and [0.744, 1.51] and changes as a function of initial values in [0.022, 0.744] and [1.51, 
1.568]. 
In the range from 0.457 to 0.504 form, three attractors coexist namely period-8, period-12 and 
period-21 attractors form = 0.457; period-8, period-12 and 3-piece chaotic attractor for 
m = 0.47 and period-16, 3-piece chaotic attractor and 12-piece chaotic attractor form = 0.5. 
When m e [0.022,0.744], two attractors coexist i.e. period-4 and 3-piece chaotic attractor for 
m = 0.3 and period-6 and 4-piece chaotic attractor m = 0.6. Two or three attractors coexist in 
[1.51, 1.568] i.e. period-4 and period-12 attractor for m = 1.52 and period-1, period-2 and 
period-12 attractor for m = 1.55. 
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Figure 11: Three alternative attractors (8-cycle, 12-cycle and 3-piece chaos) for r = 3.2, a = 0.42, fc = 5 and 
m = 0.47. 
37 
^ iLZJl 
; ; g ^ ' : 
0 03 
*-r,i,l 
0 4 
^ 1 
m ^ 4 ^ f c ^ ^ ^ ^ ^ 
00 00 1 
. - ^ M , 
to | H g ^ H M M H M M M | 
99^  
to 
Figure 12: The basins of attraction for the three alternative attract ors -the blue, green and red areas are the basins 
of attraction for period-8, period-12, and 3-piece chaos, respectively, illustrated in fig 11. The pattern of self 
similarity and fractal basin boundaries indicates that the basin of attraction is fractals. 
The attractor depends, not only on the bifurcation parameter m, but also on initial values. For a 
fixed value of m, the alternative attractors define distinct sets of initial values or basins of 
attraction leading to either of the attractors. The above figure shows basins of attraction for three 
attractors when m = 0.47. As mentioned above, the alternative attractors are period-8, period-12 
and 3-piece chaos (see Fig. 11). The basins of attractions are fractal sets indicating sensitive 
dependence of the final state or the attractor on initial state. Fig 12 shows the properties of self 
similarity and fractal basin boundaries of basins of attraction. 
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2.3. Dynamic complexities in a single-species discrete population model with 
stage structure and birth pulses [12] 
2.3.1 Single-species discrete population model with stage structure 
The single-species population model with stage structure is given as 
x(t) = be-^^^^yit) - dxit) - 5x(t) 
m = Sxit) - dyiO (2.8) 
where x and y are the population densities of immature and mature individuals, respectively. 
N(t) = x(t) +y(t), fee"''^*^ is the birth rate of mature population, d > 0 is the death rate 
constant and b >d. The maturity rate is S (S > 0), which determines the mean length of the 
juvenile period. 
In this model (2.8), the authors suppose that the death rates of immature and mature population 
are equal, it is an assumption that is unreasonable to natural world. Thus in the following it is 
assumed that the death rates of immature and mature populations are different, denoted by d^ 
and ^2, respectively. According, the model changes to 
Xn+i = be-^'^Vn + (1 - di - 5)x„ 
yn+1 = Sxn + (1 - d2)yn, ueN (2.9) 
where N denotes the set of non-negative integers. Let a = \ — d-^^ — S,ii = \ — di. For the 
ecological reason, it is assumed that 0 < a < 1. Then we haveO < 5 < 1, 0 < / z < l and 
0 < a + (5 < 1. System (2.9) yields 
y„+i = Sxn + nyn, neN 
(2.10) 
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2.3.1.1. Equilibria and their stability 
Clearly Eo(0,0)is the trivial equilibrium of system (2.10). There exists a unique positive 
equilibrium 
For the local stability of the equilibria EQ and £"*, we have the following results. 
Theorem 2.1. EQ is locally asymptotically stable if RQ < 1, and unstable if i?o > 1^  ^ '^^ locally 
asymptotically stable ifRo > 1-
Theorem 2.2. EQ is globally asymptotically stable if RQ < 1, E*is globally asymptotically 
stable if i?o > 1-
Note that RQ = represents intrinsic net reproductive number (sometimes called the 
net reproductive value or rate). From Theorem 2.2, if/?o > h then the positive equilibrium £" is 
globally asymptotically stable, that is, if on average, individuals do replace themselves before 
they die, then the population is permanent. 
2.3.2. Single-species discrete population model with stage-structure and birth 
pulses 
Model (2.10) has invariably assumed that the mature population is bom in each interval time, 
whereas it is often the case that births are seasonal and occur in regular pulses. An assumption 
that led to system (2.10) is that births are evenly distributed in each interval time. To model a 
single annual birth pulse be''^ is set to zero, and the immature population density Xn is 
increased by an 6e~^"y„ whenever n = kco, where keN, constant w is a positive integer. The 
single-species discrete model with stage-structure and birth pulses is 
y„+i = Sxn + nyn, keN 
xL = Xka^ + feyfe^e-(*fc-+>''"-)' (2.12) 
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The model is natural and reasonable to the rare animal, which the environment they live in is 
badly destroyed by human. 
2.3.2.1. Stroboscopic map of system (2.12) 
Iterated Jt„ in system (2.12) between pulses, we have 
x„ = a""'''^ Xfc^, fco) < n < (fc + 1)6>. (2.13) 
with Xfc<j,the initial population of immature at time ko). From (2.12) eind (2.13), it yields 
x„ — a Xfc^_ 
yn = ^- ^I? x^^+n^-'^'^y,^ (2.14) 
Eq. (2.14) holds between pulses. 
When n = (k + l)a), model (2.14) yield 
where x^^ and yi^ ^ denote immature and mature population at time (k + l)co without birth 
pulse. At each successive pulse, more of the immature population is added, we can deduce the 
following Stroboscopic map of system (2.12) 
y(fc+i)w = yfcw (2-15) 
Let Uic = X]c^ and v^ = y^^, system (2.15) becomes 
(2.16) 
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Where 
Q=- ^ 
We will focus here on birth rateb, and consider the changes in the qualitative dynamics of the 
model (2.16) as h rises. First, the trivial equilibrium Eo(0,0) is always a solution to system 
(2.16). When 6small enough, this solution is is locally stable, and the species cannot increase 
when rare or invade a habitat from which it is absent. Our first concern will be with the 
conditions under which £o(0'0) becomes unstable, permitting colonization of the population. 
Second, the destabilization of EQ with increasing b is always accompanied by the appearance of 
a stable positive equilibrium^*. As b is increased further, the equilibrium in turn becomes 
unstable. A flip bifurcation occurs and the equilibrium loses it's stability to a stable two-period 
cycle. Finally, as Z> is increased still further, there is a characteristic sequence of bifurcations, 
leading to chaotic dynamics. 
13A. Bifurcation of foC^. 0) 
In the neighborhood of(u,v) = (0,0), the dynamics of system (2.16) is controlled by the 
linearization 
Where 
fi = f ^r. o> ) and Z ~ (u, v). Z = 0 is stable when the eigenvalues of B are less than 
1 in magnitude. 
This is true only when B satisfies the three conditions [15]: 
1 - trB + detB > 0 (2.17a) 
1 + trB + detB > 0 (2.17b) 
l-detB>0 (2.17c) 
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It can be shown that inequalities (2.17b) and (2.17c) are always satisfied, and that as b increases, 
inequalities (2.17a) is violated at a bit of rearranging, inequality (2.17a) reads 
t<"-7/-'-"' = t„ (2.18) 
Thus b must be large than bo in order for a small population to increase from Z = 0. We define 
the intrinsic net reproductive number R'Q (the average number of offspring that an individual 
produces over the course of its lifetime): 
bQS 
° (1 - a'")(l -/i*") 
Inequality (2.18) can be rewritten asR'Q <1. That is, if on average, individuals do not replace 
themselves before they die then the population goes to extinction. 
2.3.5. Bifurcation of the positive equilibrium E*(u*,v*) 
There is a second, non-zero equilibrium solution to system (2.16) which satisfies 
u' = a'^u* + biQSu' + ^'"v*)e-^«''«'+<2*"'+''''''*> 
V' = QSu* + n'^u*. 
If RQ > 1, then there exists a unique positive equilibrium E*(u*v*), where 
. _ (l-n<^)ln RQ _ QSlnRg 
We define 
2(1 + a'^//'^)[a<^(l - fi'^) + Q5] 
[a^( l + ix'^) + QS]{(1 - a '^))((l - //")) > 0 
(1 - a'^)(l - //^) ^ y 
^' QS ^ 
For the existence and stability of E*(u*v*), of system (2.16), we have the following results. 
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Theorem 2.3. b > b^, system (2.16) posses a unique interior fixed point E*(u*,v*). There exists 
a constant be so that if bo<b < be, then E*(u''v*) is locally stable, and if b > be, then 
E*(u*v') is unstable. The bifurcation at b = be is a flip bifurcation if b is used a bifurcation 
parameter. 
Note that when b = bo, RQ = 1, and then E*{u*v*) . Thus, 
As b increases further as b increases through bQ, E'passes through the equilibrium at (0,0) and 
exchanges stability with it in a transcritical bifurcation., fremains stable until b reaches another 
critical point at 6 = be- The stability of E* is lost in only one way as b is increased. A flip 
bifiircation results and the equilibrium loses it stability (see fig. 15). 
Beyond b > be 
Our focus so far has been on the equilibria of system (2.16), and in particular, on the existence 
and stability of those equilibria. But beyond be, system (2.16) exhibits a wide variety of 
dynamical behaviors. 
2.3.6. Bifurcation analysis 
Figure 13: Bifurcation diagrams of model (2.16). Showing the bifurcation o/£o(0.0) andE'(u',v'). Bifurcation 
diagrams ofEq. (2.16) for total population with a = 0.7, cu = 4,fi = 0.6, S = 0.2. 
44 
Figure 14: Bifurcation diagrams of model (2.16) for total population. Showing the period-adding phenomena with 
a = 0.8, w = A.fx = 0.6,6 = 0.2. 
As b increases beyond be, it passes through a series of bifurcations that eventually leads to 
chaotic dynamics. In fig. 14, we have displayed bifurcation diagrams for model (2.16). After the 
first flip bifurcation, the model undergo a series of period-doubling bifurcations wherein a 
2^ -^cycle loses stability and a stable 2''"'"^-cycle is bom as b increases. Successively higher 
periods are stable for smaller ranges of ft. Eventually, chaotic dynamics set in (see fig. 14). 
45 
(a) (b) 
14 
1 2 
I 
08 
06 
25 
9=20 
3 35 
b 100 
IB-
IB-
1 *^. 
i 5 5 55 6 65 / ; 5 B 
(c) 
14 
?V 
(c) 
10 12 
(d) 
35 
?•; 
(0 
10 12 U !6 19 
figure 15: Period-doubling cascade to chaos: (a) one-cycle, (b) two-cycle, (c) four-cycle, (d) eight-cycle, (e) chaos 
and (j) chaos. Other parameters are a = 0.8, co = 4, // = 0.6,8 = 0.2. 
This period-doubling route to chaos is the hallmark of logistic and Ricker maps [13, 14] and has 
been studied extensively by mathematicians [15, 16]. As b increases further, the population locks 
into cycles of various periods, which in turn proceeds through their own period-doubling 
sequences. 
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2.3.7. Quasiperiodic attractors 
A typical feature of bifurcation diagrams is the occurrence of sudden changes in the types of the 
attractors. In two dimensional mappings such windows may be related to frequency-locking 
within the quasiperiodic range. One, two, four and eight typical strange attractors are presented 
in fig. 15(a)-(f), respectively. We observe that sudden changes from an attractor to chaos do 
occur. For example, when b = 3800, a period-two attractor changes to chaos. It appears that the 
attractor is not non-unique: in this case the alternative attractors are, for example four-period 
attractors and chaotic attractors for model (2.16) with different initial conditions (see fig. 16(a) 
and (b)). 
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Figure 16: Non-unique dynamics, that is, several attractors and chaos coexist. Other parameters are a = 0.8, co = 
4,ii = 0.6,(5 = 0.2,6 = 3800 (a) Two-cycle of model (2.16) with Uo = 210, VQ = 210 (b) Chaos of system with 
Ug = IO.Vo= 10. 
2.4. Conclusion 
Dynamic complexities of host-parasitoid models and dynamic complexities in a single-species 
discrete population model with stage structure and birth pulses are presented. One host-one 
parasitoid model with mutual interference and one host-two parasitoids model with one 
parasitoid having superiority over the other are considered. Contrary to the accepted notions, it 
has been shown here by results reported in the literature that mutual interference and superiority 
among parasitoids may actually destabilize the systems and a very complex dynamical scenario 
may occur. Complex behaviors may include Hopf bifurcation, period-doubling bifurcation, 
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period-halving bifiircation, quasi periodicity including frequency lockings, Feigenbaum cascade 
of pitchfork bifurcation, periodic windows or attractor crises, intermittency with random 
switches between apparently regular and chaotic behavior and chaotic supertransient dynamics 
towards the attractors. These behaviors may be created in the models by variation in chosen 
system parameters. 
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Chapter 3 
Discrete-time Population models with AUee effect 
3.1. Introduction 
In this chapter, we discuss the Allee effect in some discrete-time models and show how the effect 
of Allee function stabilizes the dynamics of discrete-time population models. The contents of this 
chapter are based on the models of Merdan and Duman model [2007], Celik, Merdan, Duman 
Model [2008], and Liu and Li [2009]. 
This chapter contains three sections. In the first section, we discuss the discrete-time population 
model of Merdan and Duman [2007] and its stability with and without Allee effect. In the 
second section of this chapter, Allee effects on population dynamics with delay is discussed. In 
the last section, we have discussed the role of aggregation of parasitism in addition to Allee 
effect on host population. 
3.2. Merdan and Duman model: stability analysis of a general discrete-time 
population model involving predation and Allee effects [1] 
In this section, we consider the discrete-time Merdan and Duman model [2007] and discuss its 
stability with respect to predation and Allee effect. Allee effects have a stabilizing or 
destabilizing factor on population dynamics [2-6,7,8,9,10,11].Recently, Scheuring [10] has 
studied the stability of the following difference equation representing the dynamics of a 
population with and without an Allee effect 
^ t + i = A / V t / W (3.1) 
where Nf- is the density at time t, A is the per capita growth rate, and /(Nf) is the function 
describing interactions among the individuals. Scheuring showed that when the population 
modeled by equation (3.1) is subject to an Allee effect, stability of the equilibrium points 
increases. Here we study a more general population model involving a predation effect. 
51 
The discrete-time population model with predation effect may be written as 
Nt+t = Ne + ANJiNt) - NtgW (3.2) 
where N^ is the density at time t, X is the per capita growth rate, and fiN^) is the function 
describing interactions among the individuals and the term giN^) represents a general predation 
effect. Throughout this section, we consider the following biological assumptions on the 
functions / and g, respectively: 
(i) /(O) > 0, 
(ii) f XN) < 0, for every N 6 (0,QO), that is, interactions among the individuals decreases as 
density increases, 
(iii) / (N) has at least one positive root, and 
(iv) giO) = OandO<giN)<ao for every N £ (0, oo), 
(v) limjv-,00 g(.N) = 0, that is, the predation effect vanishes at high densities, 
(vi) g has only one critical point on(0, oo), that is, there is only one point N^. 6 (0, oo), such 
thatg'(Nc) = 0. 
3.2.1. Stability analysis of the model (3.2) 
Here we discuss a condition on the local stability of the positive equilibrium point N* of model 
(3.2). 
Theorem 3.1. Assume that a positive equilibrium point of model (3.2) exists. Then it is locally 
stable if 
2 ^fOn_gXN2^o 
holds. 
The following result is a straightforward consequence of Theorem 2.1. 
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Corollary 3.2. Assume that N* he a positive equilibrium point of model (3.2). Then, we have 
three possible cases: 
(i) If iV* < Nc, then it is unstable if and only if 
(ii) lfN* = Nc, then it is unstable if and only if 
fXN*) ^ 2 
/(AfO N*giN*) 
(iii) If N* > Nf., then it is unstable if and only if 
fXN*) g\N*) 2 ^ /'(A/*) g'jN*) 
fCN*) giN*) N*g{N*) °'' /(W*) g(N*) 
3.2.2. Allee effects on the model (3.2) 
If the population density governed by the model (3.2) is subject to an Allee effect, then one has 
the following non-linear difference equation 
Nt+i = Nt+ A'NMNt)nNt^ - NtgiNt) (3.3) 
where. A*represents the normalized growth rate defined by X/a(N*), N* is a positive equilibrium 
point of model (3.2) and a(Nt) represents the Allee effect on the population density N^. 
Biological facts lead us to the following assumptions on the fiinction a: 
(i) UN = 0, then a(N) = 0; that is, there is no reproduction without partners, 
(ii) a (N) > 0, for every N G (0, oo), that is, Allee effect decreases as density increases, 
(iii) Iimjv-»oo O-W = 1; that is, Allee effect vanishes at high densities. 
Theorem 3.3. Assume that a positive equilibrium point N* of model (3.3) exists. Then it is 
locally stable if 
^ ^ « ( ^ - ) + ^ _ £ ^ < 0 holds. 
Afa(iV) a(JV) / ( W ) p(N') 
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Corollary 3.4. The AUee effect in model (3.3) increases the local stability of the equilibrium 
point N* of model (3.2) provided that N* < Nc-
3.2.3. Numerical simulations 
Let's define the functions f,g and a, respectively, by , 
m ) = 1 - Nt, ^(A,,) = - ^ and a(N,) = ^ 
Here, k> 0 represents the carrying capacity and a > 0 denotes the Allee constant that 
determines the strength of the Allee effect which gets weaker as the Allee constant goes to zero. 
Then models (3.2) and (3.3) take the following form 
Ne.. = yV. + A N , ( l - ^ ) - ^ (3.4) 
And 
respectively. 
Here A > 0 and A* = X/a(N*). One may choose /c = 1 in model (3.4) and (3.5), the positive 
equilibrium point N* satisfies the following 
A(1-JV*)= ^ 2 (3-6) 
In this case the critical point Nc of the function g becomes 1 then from equation (3.6), we have 
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Figure I: Density-time graphs of the models (3.4) and (3.5) with fc = 1 and the initial condition Ng = 
O.G.Trajectories in (a) and (c) correspond to the model (3.4) while those in (b) and (d) to the model (3.5). (a) 
A = 2.33; (b) X' ^ 2.9190 (c) k = 2.43; (d) A' = 3.0380. Notice that the equilibrium point N' = 0.7912 in (a. b), 
however, N' = 0.7993 in (c, d). 
Figure 1 shows the density-time graphs of the solutions of the population models (3.4) and (3.5) 
with parameters used in figure 1(a) and (b) are fc = 1,A = 2.33, WQ = 0.6, a = 0.2 and the 
corresponding equilibrium point is iV* = 0.7912 and the normalized growth rate isA* = 
2.9190. 
Thus, it can be easily seen from fig. la and b that when the population is subject to the Allee 
effect, the trajectory of the solution approximates to this equilibrium point much faster. 
Furthermore, it follows from fig. Ic and d that, for some fixed values of the growth rate, the local 
stability of the corresponding equilibrium point is changed from unstable to stable under the 
Allee effect. 
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Figure 2: Increasing Allee effect increases the local stability of the equilibrium point of model (3.5) with the 
parameter values k — 1, X — 2.5 and the initial condition NQ — 0.6. In this case, the corresponding equilibrium 
point is N' s 0.8046. (a) a = 0.2; (b) a = 0.4; (c) a = 0.6;(d) a = 0.8. 
Figure 2 is the density-time graph showing the impact of Allee effect. Figure 2 show that 
increasing Allee effect increases the local stability of the equilibrium point of the model (3.5). 
Figure 3 shows the bifurcation diagrams of the model (3.4) and (3.5). 
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Figure 3: Bifurcation diagrams for the models (3.4) and (3.5). 
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Stability analysis and numerical simulations yield the result that AUee effects increase the 
stability of an equilibrium point of this broad model class. We also numerically showed that 
when the Allee effect is strong, then the stabilization is more powerful for this model. Thus, the 
trajectory of the solution approximates to the equilibrium point much faster. 
3.3. Celik, Merdan, Duman model: Allee effects on population dynamics with 
delay [3] 
In this section, we present the stability analysis of equilibrium points of population dynamics 
with delay when the Allee effect occurs at low population density. Mathematical results and 
numerical simulations of Celik and Duman model point to the stabilizing effect of the Allee 
effects on population dynamics with delay. 
Consider the following general non-linear delay difference equation with or without the Allee 
effect 
N,^, = Fa:Nt.Nt.T) (3.7) 
where, A(> 0) is per capita growth rate, N^ is the the population density at time t and T is the 
time for sexual maturity. Here, F has the following form: 
Fa;Nt.Nt-T) = ^tnNt-T) 
where, /(Nt-^) is the function describing interactions (competitions) among the mature 
individuals. It is generally assumed that / continuously decreases as density increases. 
Consider the following non-linear delay difference equation 
Nt+i = F(iVt,A^t-i) (3.8) 
Theorem 3.5. (Linearized Stability theorem [12,13,7]) 
Let iV*be an equilibrium point of model (3.8). Then N* is locally stable if and only if 
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\p\<l-q<2, 
where 
p = ^ ( i V * , / V ) , q = ^ ( A r * . N ' ) 
3.3.1. Stability analysis of model (3.7) for T = 1 
We now consider the following non-linear difference equation with delay: 
Nt+i = ^NJiNt-i) = FU; Nt. Nt-i), A > 0 (3.9) 
we assume that f satisfies the following conditions: 
(i) / (A/) < 0 for iV G [0, oo), that is, / continuously decreases as density increases, 
(ii) /(O) is a positive finite number. 
Theorem 3.6. Let A '^ be a (positive) equilibrium point of model (3.9) with respect to X. Then N* 
is locally stable if and only if 
Theorem 3.7. Let Aj and A2 be positive numbers such that Aj < A2, and let N^^^ and N^^^ be 
corresponding positive equilibrium points of model (3.9) with respect to AiandA2, respectively. 
Then the local stability ofN^^^ is weaker than N^^^ 
provided that 
C w [A^Oog/(Ar))TdiV < 0 (3.10) 
holds. 
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That is, increasing A decreases the local stability of the equilibrium point in model (3.9) if (3.10) 
holds. 
The following condition is weaker than (3.10), but it enables us to control easily for increasing A 
being a destabilizing parameter. 
Corollary 3.8. Let Aj, A2, N^^ ^ and N^^^ be the same as in Theorem 3.7. Then the local stability 
of N^^ i^s weaker than that of W^^^provided that 
[N(log fiN))]' < 0 for ail N E [N^^\N^^^ 
Consider the difference equation 
Nt+i=^Nt(l-^), X>0,k>0 (3.11) 
with initial values N_i and NQ. If we assume 0 < yv_i < k and 0 < NQ < k then by choosing 
appropriate A > 0, we can guarantee that N^  > 0 for any time t. According to model (3.11) 
f(N) = 1 - p In this case, we have [Ar(log/(N))T = - ( j ^ < 0 
So, by Corollary 3.8, we easily see that if the A increases, then the local stability in the 
corresponding equilibrium point of equation (3.11) decreases. 
33.2. Allee effects on the discrete delay model (3.9) 
Here we, incorporate different Allee effects and study the local stability analysis of the 
equilibrium points of model (3.9). 
Allee effect at time t—\. 
To incorporate an Allee effect into the discrete delay model (3.9) we first consider the following 
non-linear difference equation with delay 
yv,+i = A*A^ta(N,.i)/(N,_i), A* > 0 (3.12) 
Consider following assumptions ona: 
(iii) if A^  = 0, then a{U) = 0; that is, there is no reproduction without partners, 
(iv) a'(N) > 0 for/Ve(0,oo); that is, Allee effect decreases as density increases, 
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(v) lim^^oo aiN) = 1; that is, Allee effect vanishes at high densities. 
By conditions (i)-(v), equation (3.12) has at most two positive equilibrium points which satisfy 
the equation of 
1 = A*a(N)/(/V) = h(N) 
Assume now that two equilibrium points N^ and N^ i^i < ^2 ) ^xist so that we have h(N^) = 
^(^2) = 1- ^" ^his case, by the mean value theorem, there exists a critical point Nc such that 
h'iNc) = 0 and N^ < Nc < N^. 
Then we have the following theorem. 
Theorem 3.9. The equilibrium point N^ of model (3.12) is unstable. On the other hand, N2 is 
locally stable if and only if the inequality 
Ni{^^^m + h¥^]>-l holds. 
Now, choose A = A*a(/V2)and consider the following: 
Nt+i=^NJCNt-i) (3.13) 
Then observe that N | is also positive equilibrium point of model (3.13). Furthermore, since 
0(^2) < 1 and A = A'a(W2*), we get X<r. 
We have the following result. 
Theorem 3.10. The Allee effect increases the stability of the equilibrium point, that is, the local 
stability ofthe equilibrium point in model (3.12) is stronger than that of in model (3.13). 
Coroliary 3.11. There is a locally stable equilibrium point for model (3.12) such that it is 
unstable for model (3.9). 
Allee effect at time t 
Now we incorporate an Allee effect into the discrete delay model (3.9) as follows 
Nt^r = XNta(Nt)nN,_0 (3.14) 
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Assume now that N^ and N2 (N^ < A/2 ) are positive equilibrium points of model (3.14). 
Then we have the following theorem. 
Theorem3.12. N^ is an unstable equilibrium point of model (3.14). On the other hand,/V2 is 
locally stable if and only if the inequality 
^ . • ( £ ^ ) > - l ,3.15, 
holds. 
Let yv* be a positive equilibrium point of model (3.9). So, by the choice of A = A'aCA/^), N* is 
also an equilibrium point of model (3.14). 
In this case, combining Theorem 3.12 with Theorem 3.6, we get the following result at once. 
Corollary 3.13. Equilibrium point N* is locally stable for model (3.14).if and only if it is locally 
stable for model (3.9). 
AUee effects at time t and t — 1 
We now incorporate an Allee effect into the discrete delay model (3.9) as follows 
Nt+i = rNMNt,Nt.^)nNt.r), (3.16) 
Assume now that N^ and N2 W^ < N2 ) are positive equilibrium points of model (3.16). 
Then we can state the following theorem 
Theorem 3.14. N^ is an unstable equilibrium point of model (3.16).Furthermore, ^2 is locally 
stable ifand only if 
holds. 
Corollary 3.15. Equilibrium point N' is locally stable for model (3.16) ifand only if it is locally 
stable for model (3.12). 
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3.3.2. Numerical simulations 
0.4 
0.3 
0.21^-
0.35 \ ^ 
0.3 " 0.3 
0.25 0.25 
O.OS 
Figure 4: 3D-population density-time graphs of model (3.11) with parameter k - \, and the initial conditions 
N_i = 0.2, No = 0.3; (a) X = \A(b) A = 1.7 (c) X = 1.95 .The axis x, y and z represent the population densities 
Nt+i, N^andNt^i, respectively. 
Figure 4 is the 3D-population density graphs of model (3.11). Trajectory of models in 3D graph 
is illustrated in which the stability of equilibrium points is shown. We can easily see from the 
figure 4 that as the parameter A increases, the local stability of the equilibrium points decreases. 
62 
Figure 5: SD-population density graphs of the models with k = \,a = 0.03, A = 1.9 and the initial conditions 
N_i = 0.2, WQ — 0-3 with parameter A. 
Figure.5, shows the 3D trajectory of the population dynamics model (3.11), with and without 
Allee effect at time t — 1, which verifies our Theorem 3.10. In these figures we take the Allee 
N _ i 
effect function as a(W£_i) = 7^ where a is a positive constant. It can be seen from the 
figure 5 that Allee effect increases the stabilization effect of the equilibrium point and trajectory 
of the solution approximates to the corresponding equilibrium point much faster. 
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Figure 6: Bifurcation diagram of the model (3.11) with k = l,a — 0.06 and the initial conditions N_i = 0.2, N^ = 
0.3 with parameter A. 
Figure 6 shows the bifurcation diagram of model (3.11) as a function of intrinsic growth rate A 
without the AUee effect (on the left) and with the Allee effect (on the right). Here we again take 
the Allee function as a(Wt_i) = —^^^ ,^ where a is a positive constant. It is obvious from the 
graph that the comparison of biftircation diagrams still verifies the stabilizing effect of Allee 
effect. Besides this result, we also observed that the Allee effect diminishes the fluctuations in 
the chaotic dynamic. 
Stabilitty analysis and numerical simulation yields that Allee effect generally increases the 
stability of an equilibrium point of this broad model class. This is consistent with the former 
results [10, 4]. It is also shown that if the Allee effect involves the delay termT = 1, then the 
stabilization is more powerfiil for this model. 
3.4. Liu, Li, Gao and Dai model: A host-parasitoid model with AUee effect for 
the host and parasitoid aggregation [14] 
In this section, a discrete time host-parasitoid model with two biological phenomenons, the Allee 
effect in host population and the aggregation of the parasitism is discussed. It is interesting to 
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note that this mathematical model provides different types of dynamics with and without Allee 
effect and parasitoid aggregation. 
3.4.1. Host-parasitoid model with Allee effect 
Let us consider the dynamics of host population model without parasitoid to be represented by 
the Moran-Ricker Model [15, 16] 
Ht^, = Htexp\r{l-^ )] (3.17) 
Here H^ represent the host population size at time t,r is intrinsic growth rate and K is carrying 
capacity of environment. Because of the influence of the Allee effect which states that once the 
population size is below the lower bound, the species will die out [Allee, 1931 ], it is necessary to 
consider the intraspecific interaction with a lower bound. Assuming the lower bound as c and 
incorporating the Allee effect in model (3.17), it reduces to 
Ht+i = Htexp 
r(l-^)(//t-c) 
Ht+m 
(3.18) 
Ht-c 
where denotes Allee-effect, parameter c is lower bound for the host and m is the Allee 
Ht+m 
effect constant. 
When H is small and c equals zero, the bigger the m is the stronger will be the Allee effect. Then 
per capita growth rate of the host is slower. 
When c ^ 0 and Hf < c then Ht+i < Ht which means host population will go to extinct, when 
its population size falls below the lower bound c. 
Now the authors consider a situation where parasitoid's attacks become more aggregated to the 
host. Because encounters between host and parasitoids are assumed to be aggregated, the number 
of encounters n can be approximated by negative Binomial distribution, where the probability 
mass ftmction is given by 
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^ ( " ^ = ^ 7 7 ^ P V ^ " " ' n = 0X2,3 
where k is clumping parameter such that the smaller the k is the stronger the aggregation 
parasitism is, P is the number of parasitoid population, n is the number of encounters per unit 
aP 
time and aP is the mean of encounters per unit time. In this host-parasitoid model — is used as p 
and q = 1+p. 
Now the fraction of the host that remain uninfected can be given as 
P(o) = q-* = (1 + p)-*^ = (1 + 7-, 
Here n = 0 because only first encounter of the host is assumed to be significant and is enough 
for a successfril transfer of the parasite eggs. Thus function response takes the form of 
(1 + ^ j . Then host-parasitoid model with Allee effect for the host and aggregation effect for 
the parasitoid takes the following form 
Ht+i = Htexp 
r ( l -^ ) ( t f t -c ) 
Ht+m ( l - T ' ) 
-k 
Pt+i - Ht '-(i-tr (3.19) 
3.4.2. Stability analysis 
In this section, the existence and local stability analysis of the non negative equilibria of the 
system (3.19) are discussed. The trivial equilibrium is represented by £"0(0,0) which shows no 
species is able to survive and the coexistence of two species is represented by the positive 
equilibrium^'= (//*,?') 
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where 
"'^ aW-l) ' ^*" a 
with 
Q = exp ,(!_«.)(„._,) 
H' + m 
Writing the model system (3.19) as 
(3.20) 
The local stability of an equilibrium of (3.20) can be determined by the eigenvalues of the 
Jacobian matrix of (3.20) given as 
(3.21) 
The eigen values of the Jacobian matrix (3.21) at the equilibrium point EQ are X^ = e 
and ^2 = 0. 
The eigen values of the Jacobian matrix (3.21) at the equilibrium pointf* are the roots of 
the quadratic 
X^-BX + C = 0 
where 
B = (^ + ^) c-C dFx dF2 
dH dP 
dF^dF2\ 
dP dHJE* 
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with 
1 + 
^c 2qrk (Qk - l ) 
T akiQ -1) /nQ 
U P 4 . i-Q 
i'Ji] =1-1 
Now the local stability results of the model (3.20) can be summarized as 
Theorem 3.16. 
(a) £0 Js a stable node 
(h)E* is stable if 4C < B^ <4C+ 4OT B^ <4C <4. 
3.4.3. Bifurcation analysis 
la^ 
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Figure 7: Bifurcation diagram of parasitoidpopulation in model (3.19) without Allee effect (c = O.m. — Q) (a) with 
respect to the searching efficiency a, the parameters r = 3, /f = 5, fc = 1.5 and the initial values HQ = 5, PQ = 2.5 
(b) with respect to the clumping index k, the parameters r — "i.a = 2,K = S and the initial valuesHg — S.Pg = 2.5. 
The bifurcation analysis of the system (3.19) is discussed below. Firstly, the bifurcation diagram 
for the parameters a and k is plotted when Allee-effect is not included (m = 0, c = 0). Fig. 7(a) 
is plotted as a function of the bifurcation parameter a while fig. 7(b) is a bifurcation diagram of 
the parasitoid population with respect to the clumping index/c. 
These two bifurcation diagrams are similar to classical bifurcation diagrams and route to chaos 
through period doubling and crisis. For large values of parameter values host and parasitoid 
populations may coexist although the dynamics are chaotic and non periodic. 
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Figure 8: Bifurcation diagram of parasitoid population with respect to the lower bound c in model (3.19). (a) 
Parasitoid population size P and (b) gives details of (a). The parameters r = 3,a = 2,K = 5,k = 1.5, m = 0.0002 
and the initial values HQ = S.PQ = 2.5. 
Next dynamics of the system (3.19) is analyzed when Allee-effect is incorporated and the role of 
the lower bound c is investigated. From fig 8(a), we see the host parasitoid system begins with 
period-4 fluctuations. As c approaches to 0.02913, system (3.19) shows a period doubling, from 
period-4 to period-8, which is observed in a small region. As c increases to 0.05315 then system 
shows a period halving bifurcation, from period-8 to period-4 and it changes into quasi-
periodicity ate = 0.05688. Quasiperiodic attractors abruptly disappear and go period-5 at 
c = 0.12352 (see fig 8b) and parasitoid vanishes at c ^ 0.15964. As it can be seen when the 
parameter c is further increased, although the steady states were replaced by some unstable 
dynamics, there is no evidence of occurrence of chaos. 
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Figure 9: Bifurcation diagram of parasitoidpopulation and host population with respect to the searching efficiency 
a in model (3.19). (a) Parasitoid population size P and (b) host population size H. The parameters values are 
r = 3,K = 5,k = 1.5, c = 0.1, m = 0.0002 and the initial valuesHQ = S,PO- 2.5. 
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figure 70; Magnification of fig 9(a): (a) 0.32 < a < 0.44 (b) 2.2 <a< 2.202 a«c? (c) 2.375 < a < 2.42 
Now we observe the behavior of bifurcation diagram in fig. 9, when Allee effect is included. The 
bifurcation diagram for the model (3.19) is discussed for host and parasitoid population. At 
parameter value c = 0.1,m = 0.0002, the system(3.19) shows a period doubling reversal from 
chaotic dynamics ata = 0.3335 to period-32,period-16,period-8 and then period-4,period-2 (see 
fig 9a) and at a = 0.4134 stable coexistence take place (see fig. 10a). When parameter a is 
further increased, the system dynamics is quasi-periodic through a Hopf bifurcation. As the value 
of a is slightly increased beyond 2.2003, the quasi-periodic attractor abruptly disappear (a type 
of attractor crisis) (see fig. 10b) and period-5 attractor arises when a increased beyond 2.394 (see 
fig 10c). 
Next we have discussed stabilizing effect of the aggregation of the parasitoid for the system 
(3.19). 
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Figure 11: Bifurcation diagram of parasitoid population with respect to the clumping index k in the host-parasitoid 
model (3.11) for (a) parasitoid population size P and (b)give details of (a). The parameters r = 3,a — 2,K = 5,c = 
0.1, m = 0.0002 and theinitial values Hg = 5.Po = 2.5. 
The system (3.19) shows a period doubling reversal from chaotic dynamics with periodic 
windows to period-32, period-16, period-8, period-4, period-2 and then become stable at 
k = 0.2568. The host and parasitoid coexist in the range of (0.2568, 1.4349). As the parameter 
increases from 1.4349, the model goes through a quasi-periodicity with frequency locking that 
includes period-50, period-41, period-32, attractor crisis and parasitoid goes extinct at k = 
1.9147. From these numerical simulations, we find that clumping effect can be considered as a 
stabilizing factor. 
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Figure 12: Bifurcation diagram ofparasitoid population with respect to the intrinsic growth rate r in the host-
parasitoid model (S.llj.The parameters a = 2,/f = 5,fc = 1.5,c = 0.1,m = 0.0002, and initial values HQ = 
S.Po = 2.5. 
Next, we discussed the role of another parameter r in the dynamics of host-parasitoid model .The 
parasitoid population is plotted as a function of intrinsic growth rate r and the initial values are 
MQ = S,PQ = 2.5 (see fig.l2).The complex dynamical system shows a periodic window with a 
cascade of periodic attractors (see fig. 13.a), and window with a cascade of periodic attractors in 
the range of (3.1563, 3.1683) (see fig. 13b). As r increases from 3.231 to 3.2812 attractors 
abruptly disappear and parasitoid goes extinct. But at r = 3.27136, r = 3.27137 parasitoid 
persist in the form of chaos. 
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Hgure 13: Magnification of part offig.12: (a) 2.42 < r < 2.5 (b) 3.15 < r < 3.17 and (c) 3.2 < r < 3.3 
It is shown that if intrinsic growth rate of the population'V" is large, the population bifurcates 
into chaos and if the value of "r" is either very large or below a threshold level then population 
goes extinct. Furthermore the addition of Allee effect has a negative impact on co-existence of 
both populations. 
We have some interesting dynamics when Allee-effect is incorporated; firstly the range of 
parameters in which the population dynamics is chaotic is compressed when Allee effect is 
added. Secondly the sensitivity to initial conditions of the host-parasitoid system decreased after 
adding Allee effect and thirdly two complicated dynamics, intermittent chaos and super 
transients are replaced by period alternation when Allee-effect is included. 
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3.5. Conclusion 
In this chapter we have focused on some models which include Allee effect. These models shows 
the stability analysis of a general discrete-time population model involving predation and Allee 
effects of predator-prey system, Allee effects on population dynamics with delay, host-parasitoid 
model with Allee effect for the host and parasitoid aggregation. It is seen that these models show 
stabilizing effect and also have very rich dynamics including period-doubling bifurcation, 
period-halving bifurcation, Hopf bifurcation, quasi periodicity, attractor crisis, supertransients 
and intermittent chaos. 
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Chapter 4 
Dynamics of discrete-time epidemic models 
4.1. Introduction 
In this chapter, we discuss some single and multiple species discrete time epidemic models, 
epidemic model with stage structure and their results. Three types namely SI, SIR and SIS 
models are considered. It is shown that these models can exhibit periodicity (particularly the 
period doubling bifurcations) and chaotic behavior for certain parameter values. 
4.2. Some discrete-time SI, SIR and SIS epidemic models [1] 
4 .2 .1 .5 / model 
4.2.1.1. Single population model 
Discrete-time SI epidemic model with S„ denoting the number of susceptible at time nAt and /„ 
the number of infective has the following form 
/n+l = / „ ( l + ^ 5 „ ) (4.1) 
Here N is the total population size such that So + Io = N and also 5„ + /„ = W 
for all n; a > 0 is the contact rate. 
Model (4.1) has been formulated under the assumptions that the population mixes 
homogenously; total population size remains constant and solutions are positive. A necessary 
and sufficient condition for 5„ to be positive for all initial conditions is 
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A t < i , (4.2) 
It implies that time step At must be less than the average time required for a successftil contact. It 
can be seen from the model (4.1) that /„ increases whereas 5„decreases monotonically and 
ultimately 5„ ^ 0 and/„-* N. Thus the model (4.1) suggests that the entire population 
eventually becomes infected. 
o o Wo 
Approximating » -r, continuous analogue of model (4.1) takes the form 
dS a 
dl a 
— = - 5 / (4.3) 
dt N 
with positive initial conditions SQ + 1Q = N. System (4.3) can be solved to get 
/(t)= l^^ 
^^ /(O) + exp(-at) iN - 1(0)) 
which also yields that /( t) -» A? as t -^ QO. 
Global behavior of discrete-time model (4.1) 
It can be shown that a substitution 
Xji — — -—- and Sn = N — In into (4.1) yields a discrete logistic equation 
Xn+l = (1 + a A t ) x „ ( l - Xn) (4.4) 
• aAt 
It can be seen that the system (4.4) has ^ = -; —— as a positive equilibrium solution. 
The condition /„ < N requires that Xn < X* = —. It has been proved in [2, 3] that this 
inequality holds true for all initial conditions Xg if and only if x' < 0.5. This inequality further 
implies that (4.2) holds true and thus the solution converges monotonically to equilibrium x*. 
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Another form of discrete equation for the infective class can be obtained from logistic difference 
equation for invectives which do not require condition (4.2) because solutions are positive for 
positive initial conditions. 
The exact logistic difference equation is given by [4] 
where A = exp(a At) and Sn = N — I^ give the same solutions at n = 0,1,2,3 as continuous 
SI model. 
A.l.\.l. Multi-population model 
The discrete-time multi-population SI model has the same monotonic behavior as single 
population model. 
Consider the following SI model with k subpopulations: 
/AM = /A + 5A5:Li^/ii, (4.6) 
where i = 1,2.3 ... K with initial conditions SQ> 0, /Q > 0 satisfying SQ + /Q = N^^ size of 
i*'* subpopulation. The parameter Unc is the average number of contacts per unit time of an 
infective in group k with individuals in group i [5]. With the assumption 5J^  + /^ = N'for all n 
the solutions to the above system are non negative for all initial conditions if and only if 
'n^ciXi\l,k=i^^i—j ^ 1- Each S^ is strictly monotonically decreasing for each i and 5^ -+ 0; 
The condition that the solution to the discrete time SI model be positive guarantee that the 
discrete and continuous systems behave in similar manner even they approach the equilibrium at 
different rates as shown in following fig.l. 
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Figure 1: Number of infectives in the discrete f'*** ) and continuous ( '• ' )SI model (4.1), At = 0.25, N 
100, cmdl^ = l-(a) a = 2 (b) a = 3. 
4.2.2. SIR mode 
4.2.2.1. Single population model 
The SI Model (4.1) can be extended to include another subgroup of population which has been 
vaccinated or recovered from the infective class. Denoting /?„the number of recovered 
individuals at time nAt, the discrete SIR model becomes 
««+! = «n + Y^tlr^ (4.7) 
with 5o > 0, /Q > 0 and Ro>0 satisfying So + Io + RQ = N, where y(> 0) is relative removal 
rate. Unlike the SI model, individuals in the SIR model recover from the desease and become 
permanently immune and 5„ + /„ + /?„ = N. 
Solutions to the discrete system (4.7) are positive for n = 1,2,3, for all initial conditions if 
and only 
maxiyAt, aAt] < 1 (4.8) 
82 
Thus At < min {- ,-]; the time step must be less than the average time required for a successful 
contact and less than the average infectious period. 
Lemma 4.1. In the single-population discrete SIR model, 5„ > 0. 
Global behavior of model (4.7) 
The value of 32 = — (called the reproductive rate in [6] determines the global behavior of the 
discrete SIR model (4.7). Let So, = lini„_oo 5„ > 0, which depends on initial conditions. If 
So < — or 32 < 1 then /j < IQ and because S„ is decreasing, /„+i < !„; there is no epidemic. On 
Nv 
the other hand, if SQ > - ^ , then Ix > \Q i.e, infective class initially increases. It must be the case 
Nv 
that 5<„ < —, otherwise !„ increases to a positive equilibrium/oo which shows that K„ approaches 
infinity asn -> oo, which is never possible. Also the infective class eventually decreases and 
approaches zero. It has also been shown that 5ao > 0 (see Lemma 4.1) that is there always remain 
some susceptible after the epidemic has ended. Behavior of discrete time SIR epidemic model is 
shown in fig. 2. 
The continuous analogue of discrete SIR model (4.7) takes the following form 
ds a 
f = « + r'. 
where So + Io + Ro = N 
It has been shown in (4.7) that if the value of reproductive rate 32 < 1, there is no epidemic,but if 
32 > 1,there is an epidemic. 
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Figure 2: Number of infectives in the discrete ('•••y) and continuous C^"''^) SIR model (4.7) At = 0.25, W = 
100, So = 99, andlo = 1. (a) a = 2,Y = land R = 1.98 (b)a = 3.Y^ l.andR = 1.485. 
A.1.1.1. Multi-population model 
The discrete-time multi-population SIR model exhibits the same behavior as the singlepopulation 
model. The model with K subpopulation has the following form. 
ri _ ci (A _ y-K ^ik^ikA 
i v'f "ifc^ *^  ik 
where i = 1,2,3, K and initial conditions SQ> 0,Io>0 and Ro>0 satisfying 
(4.9) 
•^ 0 + 0^ + ^0 = ^ ' ' total population size remains constant for all n and solution are non negative 
for all initial conditions if and only if maxi [Lk=i^^^^^~T~ 'Yi^A - ^• 
Note that Sn is strictly monotonically decreasing, R^ is monotonically increasing and they both 
are bounded. If the value of Jli = j ^ - ~ > 1, then the number of infective in the i^ 
subpopulation will initially increase (see fig.3). 
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rigure 3: Number of infectives in a discrete (***) and continuous (^•">0) SIR model (4.8), with parameters 
At = 0.25, W^  - 100,/V^ - 200, a „ = 2,ai2 = 0.5,021 = 4,022 = 2,yi = 2 and YZ - 1- The initial conditions 
are l^ = 10,5o* = 90,/^ = SQ.andSl = 150. R^ = 0.9,/?2 = 1.5, and mink{j:f=i 5^ aik/yfc/V'} = 1.95. There is 
epidemic in both populations. 
However, 52^  < 1 is not enough to ensure that there is no epidemic in the ith subpopulation; the 
size of the other subpopulation is required also (see fig.4). To ensure the behavior, size of entire 
infective population is considered./^ = Hf 7 .^ If max ,c[Y,f=iSo ccik/Yk^^] ^ 1 then /„ decreases 
with n; there is no epidemic (see fig.5). 
If mmfc{2iiLi ^0 ^ ik/Yk^'^] "> 1 then /„ increase with n; there is an epidemic (see fig.3). 
Figure 4: Number of infectives in a two-population discrete SIR model with the same parameters as in fig. 3. The 
initial conditions are 1^ = 10,5j = 90. Ig = ISO and S^ = 50. Note that Jl^ = 0.9, 322 = 0-5 • There is an 
epidemic in the first population. 
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Figure 5: Number of infectives in a discrete ("•••> and continuous (0-r>-:) SIR model, discrete SIR model), with 
parameters M = 0.25, N^ = 100, N^ = 200, a ^ = 2,ai2 = 0.5, Cji = 4,022 = 2,yi = 2 and Y2 = 1- The initial 
conditions are /^ = 50,S^ = 50,/^ = 150,andS^ = 50.Rj = 0.5,R2 = 0-5, and min^{Z}^^S\,ai^lY^N'] = 
1.95. There is no epidemic in either populations. 
Lemma 4.2. Solutions to the single-population, discrete-time SIS model are positive for all 
2 
initial conditions if and only if yAt < 1 and aAt < ( l + y/v^t) . 
4.2.3. SIS model 
4.2.3.1. Single population model 
The SIS model has been used to describe sexually transmitted diseases [7, 8, 9]. Individuals that 
are cured do not develop permanent immunity as in SIR model, but immediately become 
susceptible to disease again. SIS Model does not have removed class. 
The difference equation has the following form 
5 n + i = 5 „ ( l - ^ / „ ) + yAt/„ 
(4.10) 
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with the positive initial conditions 5o > 0, /Q > 0 and satisfying SQ + IQ = N, the population size 
remains constant and solutions are positive for all initial conditions if and only if the following 
inequality holds [lemma 4.2]. 
/At < 1 and aAt < ( l + V / A F ) (4.11) 
The basic reproductive rate for this model is J2 = - . If J? < 1, then it follows that /„+! < n^ . 
because 0 <Sn < N (solutions are positive). In this case, monotonic limit is 
(S*, /*) = (N, 0). Suppose 5* < N, then there exist n^ and e such that for all n > nj. 
Sn<S* + e<N, and 
ln+1 < 'n ;;; = P'n ( 4 1 2 ) 
Because p < 1, it follows that / ' = 0, contradicting the fact that S* < N. In the case R > 1, 
substitutions 5„ = N —/„ and x„ = " ^ into (4.10) lead to normalized logistic 
difference equation 
x„+i = (1 + aAt - yAt)x„(l - x„) (4.13) 
For Ji. > 1, the restriction i.e. inequality (4.11) on parameters necessary for positive solutions, is 
not sufficient to guarantee convergence. In addition to inequality (4.11) if a is restricted so that 
aAt < 2 + yAt, then solution will converge to a stable endemic equilibrium, 5* = —, /* = /V — 
S* (see fig.6). If 0.25 < yAt < 1 and 2 + yAt < aAt < ( l + VyAt) then monotonic 
convergence to an endemic equilibrium is no longer possible. Recovery parameter y and a 
sufficiently large contact rate a allow period doubling and chaos (see fig.7). 
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X = yAt + PM 
Figure 6: Parameter space where solutions to the discrete SIS model (4.10) are positive: 0 < j'At < 1 and 
0 < aAt < (1 + -/yMy. If, in addition, aAt < 2 + yAt, solutions converge to an equilibrium value. Note that if 
the horizontal axis is relabeled as x = yAt + )SAt, then the parameter space again defines region where solutions 
are positive converge to an equilibrium value for the discrete SIS model with births and deaths. 
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Figure 7: Number of infectives in the discrete ^ • • * ) and continuous ('O-O-O )SlS model (4.10), y = 2,At = 
0.5, N = 100, and IQ = l.(a) a = 7,1' = 71.4 and R = 3.5, a 4-point cycle in the discrete model corresponding to 
r = 2.5 (b)a = 7.5.1' = 73.3 andR = 3.75. 
The discrete-time multi-population SIS model with K subpopulations has the following form: 
(4.14) 
where SQ + IQ = N\So > 0. and IQ > 0. The solutions of the system (4.14) are non negative and 
satisfy Sn + In = yv' if and only if maXi{ai,Yi^t} < 1 and UuAt < [y/l - a^  4- yJYi^t) , for 
i = 1,2.3,....K. where a / = 2fc*iaik^t^' '/^'[lemma 4.3]. Conditions for non negative 
solutions do not rule out periodicity and chaos. 
4.2.4. Model with births and deaths 
4.2.4.1. SIS model with births and death 
Discrete-time SIS model with births and deaths has the following form 
Sn+i = Sn{l + ^ / „ ) + yAt/„ + pAtdN - 5„) 
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W = / n ( l - y A t - ^ A t + ^ S „ ) (4.15) 
with the positive initial conditions SQ> 0,Io> 0 and satisfying So + Io = N. Assume 
that y > 0 and a, /S > 0. In this model it is assumed that birth rate (fi) is equal to death rate, so 
that the total population size remains the same. Solutions of the above model are positive and 
satisfy 5„ + /„ = W for all initial conditions if and only if (y + ^)At ^ 1 and aAt < 
{y/l + (y + P)^t) • The basic reproductive rate of the above system is/? = —-. If /? < 1, 
liTnn-*aafn = 0 and lirrin^aaSn = ^- If fi > 1, the following normalized logistic difference 
equation for infective is considered. 
Xn+i = Xnil + aAt - yAt - /?At)(l - x„) 
aAtIn 
where Xn = ~; :—TTT-
If 52 < Ithen solution converges to iN, 0) and if 31 > 1 then solution converges to endemic 
equilibrium, S* = and I* = N - 5*. This later behavior is similar to continuous-time SIS 
model with births and deaths. 
4.2.4.2.5/11 model with births and deaths 
Discrete-time SIR model with births and deaths has the following form 
Sn^l =Sn{l- ^ / „ ) + pAtiN - Sn) 
/„+i = / n ( l - y A t - ^ A t + ^ 5 „ ) 
Rn+l = /n(l - P^t) + -yAt/„ (4.16) 
with the positive initial conditions SQ>0,IQ>0 and RQ > Osatisfying 5o + /Q + /?o = ^ and 
a.p,Y> 0, solutions are non negative for all initial conditions if and only if (y + ^)At < 1 and 
aAt < {yfT+JItf [lemma 4.3 ]. 
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Figure 8: Number of infectives in the discrete T*** ) ^IR model (4.16) with births and deaths y = 0.1,^ = 
1.9, At = 0.5, W = 100, So = 99, /Q = 1 and Rg = 0 (a) a = 7,1' = 67.9 and R = 3.5, a 2-point cycle (b)a=^ 
7.7, /* = 70.3 andR = 3.85; the exact period is difficult to ascertain. 
If the basic reproductive rate J2 = a/(y + P) < 1 then fim„_«,/„ = 0, and if 32 > 1, SIR model 
shows periodic behavior (see fig 8). 
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4.3. Xiuying Li and Wendi Wang model: A discrete epidemic model with stage 
structure [10] 
Many classical epidemic models have been proposed and studied. To investigate the relationship 
between population dispersal and disease spread, space factor was considered in some epidemic 
models (see, [11, 12, 13, 14]). Time delays were also considered by Cooke and ven denDriessche 
[15], Hethcote and ven den Driessche [16], Wang and Ma [17]. Wang and Ruan [18] studied 
bifiircation in an epidemic model with constant removal rate of the infectives. 
In this section we will discuss a discrete epidemic model with the disease that spread only among 
mature individuals. The discrete single population model with stage structure is 
;(t + i) = s(t) + riy(t)-ric;(t) 
M(,t + 1) = TiCjCt) + rzM^t) 
N(0=J(t) + M(t) (4.17) 
where 
y(t) is the density of immature individuals. 
M(t) is the density of mature individuals. 
Tj is the survival rate of immature individuals. 
r2 is the survival rate of mature individuals. 
B(t) is the birth number of the individuals. 
c is the rate of immature individuals becoming mature. 
It is assumed that immature individuals have no ability of breeding. We have considered SIS 
type of disease transmission and the total population is divided into three classes: immature 
individuals, susceptible mature individuals and infectious mature individuals. It is assumed that 
the susceptible individuals become infectious after contact with infective individuals and 
recovery from disease does not give permanent immunity. Furthermore infective mature 
individuals have no ability of breeding. It is assumed that susceptible individuals become 
infective with probability G,J(t) is the density of immature individuals, S^it) is the density of 
susceptible mature individuals, /^( t ) is the density of infected mature individuals, rj is the 
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survival rate of immature individuals, rj is the survival rate of susceptible mature individuals, r^ 
is the survival rate of infected mature individuals and the susceptible individuals recover with 
probability a. 
These assumption leads to the following discrete SIS model with stage structure: 
Jit + 1) = Bit) + rjit) - r^cJit) 
Smit + 1) = ncJit) + rzCl - G)Smit) + r^alrait) 
Irnit + 1) = r^GSmit) + r s d - <7)/„(t) 
Nit)=Smit)+Imit)-\-Jit) (4.18) 
For Bit), we consider two typical forms: 
(1) Beverton-Holt type: Bit) = j^f^, ^.P are positive constants. 
(2) Ricker type:B(t) = 5^(t)e v Jf /, r, /f are positive constants. 
Basic reproduction number 
For an epidemic model, it is important to find a basic reproduction number. The definition of the 
basic reproduction number is the expected number of secondary cases produced, in a completely 
susceptible population, by a typical infective individual [19]. 
Consider a compartmental discrete epidemic model. Let x = {xiXz.x^ x„) with each 
Xi>0 and let Xj be the number of individuals in compartment i. we sort the compartments so 
that the first m compartments correspond to infected individuals. We define Xj to be a set of all 
disease fi'ee states. That is 
Xs = {x>0\xi = 0.i = 1,2,3, ....m} 
In order to compute RQ, it is important to distinguish new infections from all other changes in 
population. Let Tiixit)) be the number of appearance of new infections in compartment i in unit 
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time. Vi^ C^Ct)) be the number of transfer of individuals into compartment i by all other means in 
unit time, vf (3c(t)) be the number of transfer of individual out of compartment i in unit time. 
If fi(x(t)) = Ti(,x(t)) + Vi^(x(t)) - vf(x(t)), which is the net changing quantity in unit time 
for individuals in compartment i, a discrete epidemic model is given by the following system of 
equations: 
Xiit + 1) = JCf + /i(x(t)) = Xi+ Tiixit)) - Viixit)), i = 1,2 n (4.19) 
where 
Vi(x(t)) = vr(x(t))-v,-^(x(t)) 
These functions satisfy the following assumptions, described in [20]. 
(Al) If X > 0,then,5^i, v-'.vf >0 fori = 1,2,3 ....,n. 
(A2) If Xi = 0 then vf = 0. In particular, if x 6 Xg then vf = 0 for i = 1,2 , m. 
(A3) 7i = Qifi> m; 
(A4)IfxeXs thenTiix) = 0andv^(x) = 0 fori = 1,2,3....,m. 
For many continuous epidemic models, the global attractors in a disease free space consist of 
equilibria. But for a discrete epidemic model, the attractor of the model in disease free space may 
consist of equilibria, period cycles. For this reason, we consider a stable orbit y(t) in the disease 
free space, which may be an equilibrium or a period cycle. We suppose that y(t) is an attractor 
in the absence of new infection. That is 
(A5) If JCxCO) = 0, then y(t) is locally asymptotically stable in the disease free space. 
In order to find a basic reproduction number, we first linearize system (4.19) at the orbit y(t). 
Then we get 
Z(t + 1) = (/ + Z>/(y(t)))(Z(t)) (4.20) 
where Df(y(t)) is the Jacobian matrix at the orbit y(t). 
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Lemma 4.4. For a disease system x(n + 1) = gix(n)), X is a metric space, if g:X -* X is 
compact and point dissipative, then there is a connected global attractor A that attract each 
bounded set in X. 
Lemma 4.5. If y(t) is locally asymptotically stable orbit in a disease free attractor of (4.19) and 
fi{x) satisfies (A1)-(A5) then DJ"(y(t)) and Dv(y(t)) are partitioned as 
Of WO) = r^„('» I) 
Where Fiydt)) = [ |^(y(0)] , Viyit)) = [f^(y(t))], 1 < ij < m. F{yit)) is non negative, 
is non singular M -matrix for all t > 0. 
we suppose that Vi(x(t)yi = 1,2,3. rn are linear functions about infected population. Then 
the matrix V{y(t)) is a constant matrix and does not depend on the orbit y(t). 
43.1. Beverton-Holt type 
Suppose that the recruitment rate in system (4.18) is governed by Beverton-Holt typeB(t) = 
i+BN(ty ^'^ ^^® susceptible individuals are infected with probability G = almit), then the 
system (4.18) becomes 
Imit + 1) = r2a/„(t)5„(t) + rjCl - a)I^{t) 
N{t) = Smit)-\-Imit) +Jit) (4.21) 
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First, we find its disease free equilibrium. Let us consider 
Sm=ncJ + r2Sm (4.22) 
Set 
A' = X 
1 - 2^ + n c 1 - r2 
If A* < 1, system (4.22) has a unique solution Ei(O,0), and if A* > l,system (4.22) has two 
solutions (0,0) and (/*, 5^*) 
where 
Thus, if i4* < 1, system (4.21) has a unique equiiibriumEi(0,0,0), and if >!* > 1, system (4.21) 
has two disease free equilibria £"1(0,0,0) and E2Q*,Sm*, 0) 
Next, we find its endemic equilibrium. Let us consider 
^ = i+^(s^+/«+;) + ^ i ^ ~ ^ i ^ ^ 
5m = J-ic/+ r2(l - a /^ )5^ + raor/^ 
Im = rzalmSm + r3(1 - a)l^ (4.23) 
Then we get 
ML2 
where 
, _ l - r 3 ( l - f f ) _ f 
rza ^ l-ri+rjc 
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Thus 
f,^  + i l ^ [l _ J l l .1 + IzI iLi = iV (4.24) 
It can be verified by analysis that (4.24) has a unique positive solution N* for N. Thus, if 
1 —TjC—^ —rz > 0, the system (4.21) has a unique endemic equilibrium£'3(/, 5,/) 
Where 
Let us consider 
5„( t + 1) = ric;(t) + r2Smit) (4.25) 
If i4* < 1, system has a unique equilibrium(2i(0,0), and if i4* > 1, system has two solutions 
<?i(0,0) and(22(/',5„*) 
Lemma 4.6. If A* > 1, QzU'.Sm*) is a globally asymptotically stable equilibrium of system 
(4.25). 
Lemma 4.7. If(4* < 1, Qi(0,0) is a globally asymptotically stable equilibrium of system (4.25). 
Theorem 4.L If i4* >l,Ro<l,a = 0, then EzQ'.Sm^O) is a globally stable equilibrium of 
system (4.21). 
RQ > 1, the disease will invade the population (see fig.9 below). 
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figure 9: A mathematical plot showing that the solution Imif) of (4.21) converge to finite limits, when Rg > l,n 
1000, ft = 5,r, = 0.9.r2 = 0.85, rg = 0.7. c = 0.1, a = 0.01, <T = 0.1. 
4.3.2. Ricker type 
Suppose that the recruitment rate in system (4.18) is governed by Ricker type:B(t) = 
•^ TtiCOe ^ f ''j and the susceptible individuals are infected with probability G = alm(t), then 
system (4.18) becomes 
Kt + 1) = Sm(t)e'\^ i^ ) + rj(t) - r.cKt) 
Sm(t + 1) = ncKO +r2(l- aIm(.t))Srr,(t) + rsal^CO 
Imit + 1) = r2aIm(it)Sm(.t) + r^il - aVmit) (4.26) 
A^(t) = 5 ^ ( t ) + / ^ ( t ) + ; ( t ) 
First, we find its disease free equilibrium. Let us consider 
J = SeK^"^) + r j - r^cj 
S = ry^c] + r2S (4 27) 
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Set 
B* = ( l - r i + r , c ) ^ , D * = fe(l-^) 
If r < InB* system (4.26) has a unique disease free equilibrium Pi(0,0,0), and if r > InB* 
system (4.26) has a two disease free equilibriaPj (0,0,0) and PzC/*' ^ *' 0) 
Next, we find its endemic equilibrium. Let us consider 
; = Se''(^"^) +rj- r^cj 
S = r^cj + r2(l - aI)S + rgtr/ 
/ = rzUlS + r3(l - a ) / 
yv=y + 5 + / 
Then we get 
5 = Hi, ; = e'^ ^^ ^ KJHiHz, I = ^^-^ —^-^ 
^ 3 - 1 
where 
_ l-r3(l-g) 1 
Thus 
H, + CK'-SIH.H, + ( i ^ - Zl^H^H^eK'-S = ftf (4.28) 
It can be verified by analysis that (4.28) has a unique positive solution N' forN. Thus, If 
(1 - r2)//i - ricHj/ZzcH^ f>'<0,the system (4.26) has a unique endemic equilibrium 
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where 
43.3. Bifurcation analysis 
C 3 » 
0 9' 
a 4 « 
0 5> 
0 ^ 
OD3 
0 3 2 
/ 
/ 
\ . * 
V 
FigurelO: The bifurcation figure of the infected mature population, K = 100, r^  = 0.9, rz =0.85,r3 = 0.8, c 
0.1. a = 0.01, a = 0.18,14 < r < 21. 
Figure 10 is the bifurcation diagram of the infected mature population with the parameters 
K = lOO.ri = 0.9,r2 = O.SS.r^ = Q.8.C = 0.1,a = 0.01,<T = 0.18 and 14 < r < 21. when 
14 < r < 14.6, the disease free equilibrium is unstable and a stable endemic equilibrium exists, 
when 14.6 < r < 15.3, the disease free attractor is stable and the disease will die out. When 
r > 15.3, the disease will exist in the population. It is shown that existence and extinction can 
emerge alternately along with the change of r. 
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Figure 11: The bifurcation figure of the irrfected mature population, K = 100. r, = 0.9, rz = 0.85, rj = 0.8, c 
0.1, a = 0.01, a = 0.1,14 < r < 21. 
FigureII is the bifurcation diagram of the infected mature population with the parameters 
K = 100, ri = 0.9, r2 = 0.85, rg = 0.8, c = 0.1, a = 0.01, a = 0.1 and 14 < r < 21.The 
bifurcation diagram shows that the disease free attractor is not stable and the disease will not die 
out. The most important parameter of a disease is RQ, the basic reproductive number , defines to 
be expected number of infectious contacts made by a single infective introduced into a 
susceptible population of a given size [21]. 
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rigure 12: The bifurcation figure ofRg, K = 100, r^  = O.^.r^ = O.SS.rs = 0.8,c = O.l.a = O.Ol.ff = 0.18,14 < 
r < 2 1 . 
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Fig. 12 is the bifurcation diagram of the basic reproductive number RQ with same parameter 
values. When r < 14.5 the disease free equilibrium is unstable and the endemic equilibrium is 
asymptotically stable. The basic reproduction is bigger than 1 and the disease will exist. 
When 14.5 < r < 14.65, the disease free equilibrium is stable and the basic reproduction number 
is less than 1. When 14.65 < r < 15.3, the disease free equilibrium is unstable and there exists a 
stable 2-cycle in a disease free space. The basic reproduction number is less than 1. When 
r > 1.53, the basic reproduction number is bigger than 1 and the disease will invade the 
population (see fig. 10). 
4.4. Conclusion 
In this chapter, we have discussed that the discrete-time SI, SIS and SIR epidemic models. The 
discrete-time SI, SIS and SIR epidemic models without births or deaths mimic the behavior of 
the continuous-time models i.e. simple convergence to an equilibrium. However, the behavior in 
the discrete-time SI, SIS and SIR models with some type of positive feedback to the susceptible 
class (i.e. through recovery or births) differ from their continuous analogues and show 
periodicity and chaos. Discrete models always exhibit richer and more complicated dynamical 
behaviors than continuous models. The disease free attractor may be equilibrium or a period 
cycle. Contrasting with system (4.21), the dynamical behavior of system (4.26) is more 
complicated. Bifrircation and strange attractor can be found. It is shown that the existence and 
extinction of the disease can emerge alternately along with the change of intrinsic growth rate. 
When the disease free attractor is a chaotic state, how to find a basic reproduction number is still 
open. The study of this paper is a beginning of discrete epidemic model with the disease spread 
among mature individuals. The method for finding basic reproduction number can be applied to 
other discrete epidemic models. 
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Chapter 5 
Chaotic dynamics of a host-parasitoid model 
In this chapter, we discuss a two species host-parasitoid model. The global dynamic behavior of 
the model is investigated through (local) stability results for its equilibriums and large time 
computer simulations. Bifiircation diagrams are plotted for different parameter values. 
These diagrams indicate dynamic complexities such as chaotic bands with periodic windows, 
pitchfork and tangent bifurcations, attractor crises, intermittency and supertrasients are observed. 
5.1 Introduction 
May [1] in [1976] demonstrated that many discrete-time models describing the dynamics of 
isolated single species populations displayed chaos for large range of parameters. Since then, a 
large volume of research (see e.g. [2, 3] and references therein), has emerged focusing on the 
possible existence of bifurcations and chaos in ecological nonlinear systems. 
In Rolling's type II and III functional responses [1965], it is assumed that predators do not 
interfere with one another when prey is in abundance but in case of depletion of prey, 
competition among predators for food occurs. Recently, Tang and Chen [4] reported the dynamic 
complexities of host-parasitoid interactions with a Holling's type II and III functional responses, 
and showed that discrete-time host parasitoid models can produce much richer set of dynamic 
patterns than those of continuous models. 
Tang and Chen model [4] is 
»(t+1) = mt)e^ \r (» - H(om - .Xr»'<o) 
P(e + l) = « ( 0 [ l - . ^ ( - , , ^ 2 m _ ) ] (5.,) 
where 
H(ty. the host population size at generation /. 
P(t) : the parasitoid population size at generation^. 
105 
r : the intrinsic growth rate of the host population. 
k : the carrying capacity of the environment. 
a : the instantaneous search rate. 
T : the total time initially available for the search. 
Th : the handling time. 
A predator's per capita feeding rate on prey (or its functional response) provides a foundation for 
predator-prey theory. Since 1959, Holling's prey-dependent type II functional response has 
served as the basis for a large literature on predator-^rey theory. We use in this chapter, a 
predator-prey dependent Crowley-Martin functional response[5] and incorporate it in Tang and 
Chen model (5.1). Crowley-Martin functional response based on both prey and predator 
abundances can provide better descriptions of predator feeding over a range of predator-prey 
abundances. No single functional response best describes all of the data sets. Given these 
functional forms, we suggest use of the Beddington-De Angelis or Hassell-Varley model [6] 
when predator feeding rate becomes independent of predator density at high prey density and use 
of the Crowley-Martin model when predator feeding rate is decreased by higher predator density 
even when prey density is high. 
5.2. Our model 
Introducing Crowley-Martin functional response into Tang and Chen model (5.1), it takes the 
following form 
H(t + 1) = H(t)exp ra-HCtm- ""''''''' ( i + c//(t))(i + rhP(c))^ 
P(t.i)=,/(o[i-.^(-,JX;^,j] (5.) 
where all the parameters and the variables are same as defined in Tang and Chen model (5.1). 
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5.3. Equilibrium solutions of model (5.2) and its stability 
In this section, the existence and local stability of the non-negative equilibrium points of system 
(5.2) is investigated. System (5.2) has two non-negative equilibrium points namely the total 
extinction solution EQ = (0,0) and the coexistence solution for the two speciesEj = (H'.P*). 
The equilibrium point Fj = (//*, P') is given by 
1 
/ / ' = — 
c 
/>7'fc^  ( 1 + ^ / ( 1 - 9 ) 
lnq\l + Tnk(l+i^)Cl-q}\ 
where a = e (Please show me the calculations for this equilibrium??) 
Note that equilibrium point Ei = (H*, P*)can not be solved in a closed form. 
It is well known that equilibrium solution of a general discrete-time system such as 
//(t + l ) = F(//(t),P(t)) 
/>(t + l ) = G(//(t),P(t)) (5.3) 
is (locally) asymptotically stable if all the eigen values Ai of the Jacobian matrix/ of (5.3) at 
equilibrium lie within a unit circle (orAj are such that jAjl < 1 for all i). Otherwise the 
equilibrium is unstable. 
The Jacobian matrix/ of system (5.2) at equilibrium point EQ = (0,0) is 
^(''•« = (o o") 
Accordingly, the eigenvalues are Aj = e'' ylz = 0 and thus EQ = (0,0) is unstable. 
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5.4 Numerical simulations: Bifurcation diagrams 
It is very much clear from the previous section that system (5.2) cannot be solved explicitly. 
Thus we have to study the long term behavior of this system by numerical simulations. With a 
view to compare effects of two ftinctional responses (i.e. HoUing type 11 and Crowley-Martin 
responses) on the dynamics of the host and parasitoid populations of Tang and Chen model (5.1), 
we consider r and b as biftircation parameters and draw different bifurcation diagrams for total 
population size in two cases: (i) varying 6 between 0.0016 and 0.0018 and (ii) varying r 
betweenO.65 and 3.2. 
5.4.1 Rolling type II functional response 
Fig 1(a) and 1(b) are bifurcation diagrams for total population {H + P) of model (5.1) with 
Holling type III functional response for different sets of parameter values. 
Bifurcation diagreim 
Figure 1(a): Bifurcation diagram for total population of model (5.1) withr = 3,7 - 100,7/, = l,fc = 5 and the 
initial valuesH(0) = 5,P(0) = 2.5. 
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Bifurcation diagram 
0.5 1.5 2 2.5 
intrinsic growth rate r 
Figure 1(b): Bifurcation diagram for total population of model (5.1) with b= 0.005, T = 100, 
Tft = l,fc = 5 and the initial values W(0) = 5,P(0) = 2.5. 
Fig 1(a) and 1(b) show complex dynamical structure containing bifurcation phenomena such as 
period-doubling cascades tangent bifurcations, chaotic bands and attractor crisis. In addition, 
incomplete period-doubling cascade known as Feigenbaum trees are also present. At the range 
0.0076 < b < 0.0083 shows that window is not a period window with its own cascade of period 
attractors. Atb = 0.008, period-three attractor changes to a attractor of period-six. 
5.4.2 Crowley-Martin functional response 
Fig 2(a) and 2(b) are bifurcation diagrams for total population with Crowley-Martin functional 
response for different set of parameter values. 
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Bifurcation diagram 
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 
b 
Figure 2(a): Bifurcation diagram for total population of model (5.2) withr = 3,7 = 100, T^  = l,fc = 5 and the 
initial valuesHdO) = 5,P(0) = 2.5. 
Fig 2(a) is a bifurcation parameter diagram for model (5.2) with r = 3 and b as a bifurcation 
parameter. As parameter b increases beyond 0.0036 there is a chaotic region, further when b 
increases 0.0069 periodic windows take place. In the region 0.0081 < b < 0.095 chaotic 
attractor taices place. At 6 = 0.0098 period-16 window changes to period-8 windows, at 
b — 0.011 period-8 windows changes to period-4 windows, beyond b = 0.011 chaotic attractor 
abruptly disappear i.e. attractor crisis. At the parameter b = 0.0152 period-4 windows changes 
to period-2 window, as b increases beyond 0.0152 there is a stable coexistence. 
10 
Bifurcation diagram 
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 
Intrinsic growth rate r 
Figure 2(b): Bifarcation diagram for total population of model (5.2) with b= 0.005, T = 100, 
Tn = l,k = 5 and the initial values HiO) = 5, P(0) = 2.5; 
Fig 2(b) is a bifiircation parameter diagram for model (5.2) with r = 0.005 and r as a bifurcation 
parameter. As the parameter increases beyond 0.0018 chaotic regions takes place, fiirther 
parameter r increases 0.0036 periodic windows appear. Atr = 0.008 period-12 windows 
changes into period-6 windows and as parameter r further increases beyond 0.0079 chaotic 
regions take place. 
5.5 Conclusion 
In this chapter we have discussed Tang and Chen model (5.1) and then introduced Crowley -
Martin ftmctional response in this model. We have shown the dynamics of these two models. It 
can be seen from Fig.l that the behavior of the model is very complicated including Period-
doubling cascades, tangent bifurcations, chaotic bands and attractor crisis. In addition, 
incomplete period-doubling cascade known as Feigen-baum trees are also present. At the range 
III 
0.0076 < b < 0.0083 shows that window is not a period window with its own cascade of period 
attractors. Atb = 0.008, period-three attractor changes to a attractor of period-six. Figure 2 also 
shows complicated dynamics including periodic windows, period-halving bifurcations, chaotic 
attractors and attractor crisis. 
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