ABSTRACT
INTRODUCTION

61
Despite today's advances in instrumentation technology, it is still a challenge to find cost-effective ways 62 to create observability for highway networks. Much of the US highway network is still not instrumented.
63
For example, no one knows how many vehicles traverse most of the network segments each day let alone 
80
The focus of this paper is on locating sensors that are particularly effective in measuring axle load data
81
(mainly truck axle load data). Among available surveillance systems, weight-in-motion (WIM) sensors 82 are finding increasingly widespread use in highway network management due to their capability in 83 collecting comprehensive range of traffic data including volume and loads data (11-18).
84
If WIM sensors were cheap and exhaustive deployment was easy, optimal placement of the sensors 85 would be irrelevant. WIM sensors, however, require a controlled operating environment (such as a strong, 86 smooth, and level pavement), and costly setup and calibration equipment. Hence, full instrumentation of 87 the network is still cost prohibitive and technologically challenging. Under these conditions a reasonable 88 alternative would be to install WIM sensors at a limited number of locations on the network and to infer 89 from them the traffic load data (more specifically, the axle load data) for the entire network. Several 
130
To illustrate this notation we present a small numeric example using the data collected on the North 131 Carolina (NC) highway network. In Table 1 we present the vehicle classification counts collected by PTC 132 sensors at two arbitrary and distinct locations on the network. We also present the truck class distribution
133
(normalized vectors) corresponding to these locations in Table 1 .
134
We use these normalized vectors to compare the truck traffic patterns among various PTC locations on traffic networks in other states as well, but we cannot be certain unless a similar analysis is carried out to 156 ascertain its validity.
157
Throughout this paper we refer to !" as the truck pattern distance between locations and . As stated
158
above we assume that we have a given set of locations on the traffic network and that the truck class 159 distribution vector for each location ∈ is known and given. Thus, we can easily determine the value
160
of !" for every pair of locations and in the set .
162
Allocation of PTC Locations
163
Our primary strategy for obtaining axle load distribution for the network is to install a limited number of
164
WIM sensors on the network and to use the data obtained via these sensors to infer the axle load 165 distribution for the entire network. To this end we limit our attention only to the set N of PTC locations on 166 the network. Associated with each location (point) i in the set N we have a truck class distribution vector
167
. We assume that N also represents the collection of locations on the network for which we wish to 168 obtain axle load data. We further assume that a subset of these locations is to be selected for installation 177 178
We refer to this metric as the total similarity (or dissimilarity) associated with the subset P. Smaller 
190
We study the sensor location problem under two practical scenarios. We refer to the problems 191 corresponding to these scenarios as the p-sensor location problem and b-sensor location problem.
193
The p-sensor Location Problem
194
In the context of first scenario, the problem is to find a collection of p locations among the given 211 212
219
The objective is to minimize the total truck pattern distance between the PTC locations and their 220 corresponding (assigned) WIM sensors. Constraint (1) states that each PTC location must be assigned to 221 exactly one location with WIM sensor. Constraints (2) allow assignment only to locations where WIM 222 sensors are installed. Constraint (3) states that the total number of WIM sensors should be equal to p.
223
Constraint (4) sets the decision variables to be binary.
225
Solution Methodology
226
As stated earlier, this problem is known as the p-median problem in location theory. From the point of 227 view of computational complexity, p-median problem belongs to the class of NP-hard problems (23). In 228 practice, however, relatively small to medium size instances of the problem (e.g., with less than 500 PTC 229 locations and with = 50) can be solved by using existing commercial LIP solvers such as CPLEX 11.
230
For larger instances of the problem this approach becomes ineffective due to its excessive CPU time and 231 memory demands. For such larger instances several efficient algorithms have been developed. The reader 232 is referred to the annotated bibliography of Reese (2006) for an extensive review of these algorithms (24).
233
We have solved relatively small to medium size instances of the p-sensor location problem, i.e., model
234
IP1 (with less than 500 PTC locations) using CPLEX 11. For larger instances of the problem (with more 235 than 500 PTC locations), we use the algorithm developed by Mulvey and Crowder (1979) . Mulvey and
236
Crowder relax the assignment constraint (Constrain 1) and employ an iterative subgradient procedure 237 combined with a heuristic procedure to solve the problem (25). Mulvey's algorithm is used because it is
238
shown to perform efficiently for larger instances of the problem, and it is relatively easy to implement.
240
The b-sensor Location Problem
241
As described earlier the second scenario for the sensor location problem arises when a budget b ( > ! 242 for all j) is used to determine how many WIM sensors can be installed. We refer to the problem as the b-
243
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sensor location problem (or b-SLP).
In this problem our goal is to find a subset of the PTC locations 244 with total installation cost less than or equal to b so as to minimize ( ).
245
This problem is similar to the p-SLP, but the presence of the budget constraint creates a critical 246 difference for the corresponding solution algorithms, especially as it pertains to the design of effective 247 algorithms for solving larger instances of the problem.
249
Integer Programming Model
250
The decision variables x ij and y j for this model are defined the same way as they were for the p-SLP. The 251 b-SLP can be stated as the following LIP model that we refer to as model IP2.
252 253
259
The difference between this model and model IP1 is that constraint (3) of IP1 has been replaced with 260 constraint (7) where we limit the total installation cost to .
261
From the point of view of computational complexity, the b-SLP is NP-hard because the p-median
262
problem is a special case of this problem (where the installation costs are identical at all locations, i.e.,
263
! = for all ), and that the p-median problem is known to be NP-hard. We were able to use CLPEX
264
11 to solve relatively small instances of the problem (with less than 300 PTC locations) on a PC with a 3
265
GHz Intel Pentium R processor, 1 GB RAM, and a 420 GB hard drive within reasonable execution time;
266
but for larger instances of the problem we were not able to use this approach due to excessive memory 267 demands. We had to develop a heuristic algorithm.
269 b-SLP Solution Methodology
270
In this section we propose a Lagrangian heuristic algorithm for solving this problem. The algorithm starts 288 289
for all ,
294
For any given vector = ( ! , … , ! ) the following properties are true for all at every optimal 295 solution of model LR: if ! = 0 then !" = 0 for all and if ! = 1 then !" = 1 for all such that
296
!" − ! < 0, and !! = 0 for all other . These properties allow us to replace all !" variables in model
297
LR with ! variables to obtain the following equivalent model:
298 299
for all
303
where,
305
Note that for any given vector , the value of
is just a constant, so it can be dropped from the 306 objective function. Thereby the above model reduces to the following model, which is the well-known 307 knapsack problem (KP).
309
′ = Minimize ! ! ! !"# , subject to ! ! !"# ≤ , ! {0,1}(KP)
311
For a description of the knapsack problem and related algorithms see Martello and Toth (26). We 312 obtain the optimal value of this knapsack problem, the optimal value of model LR is obtained as
Numerous efficient algorithms are developed to solve the knapsack problem (27-314 28). We solve this problem using a dynamic programing algorithm (28).
316
Subgradient Search Procedure. To obtain the largest lower bound via the Lagrangian relaxation we 317 need to find a vector to
319
Maximize
321
This problem is known as the Lagrangian dual of the original model IP2. We solve this problem using 
327
Given an initial vector ! , the subgradient procedure generates a sequence of Lagrange multiplier 328 vectors { ! } by iteratively adjusting the Lagrange multipliers using the direction of subgradient vector:
329 330 4. Determine the subgradient vector 
352
7. Let ⟵ + 1 and repeat until the stopping criterion is satisfied.
353
Reeves (1993) suggests updating the value of parameter π to half of its current value after every 30
354
iterations, and we observed that this updating procedure works well for this problem. We terminate the 355 algorithm when the ratio of ( − ) becomes smaller than or when the number of iterations reaches a 356 pre-specified number I.
358
Primal Heuristic Algorithm. This is a heuristic algorithm to obtain a feasible solution for the problem 
374
instances for which the number of PTC locations is greater than 300).
375
The Hypothetical Instances
376
We constructed two collections of randomly generated hypothetical instances of the problem that we refer Table   387 2. These 10 integer values are then normalized to obtain the corresponding truck class distribution vector 388 at that location.
389
We also determined the cost of installing a WIM sensor at each location i (i.e., ! ) by using a 390 uniformly distributed random integer between 30 and 40 (presumed to be in units of $1000). The reason
391
for choosing this interval was that the average installation cost of a WIM sensor in a 4-lane roadway was 392 known to be $35,000 (30), and that according to our best estimates, the actual cost at each location did 393 not deviate from the average value by more than $5,000. Uniform(5,100) Uniform(5,100) Uniform(5,100) Uniform(5,100) VC5 Uniform(100,1000) Uniform(300,700) Uniform(100,500) Uniform(500,1000) VC9 Uniform(100,1000) Uniform(300,700) Uniform(500, 1000) Uniform(100, 500)
395 396
VC: Vehicle Class
398
Uniform(a,b); a and b are boundaries of the uniform distribution.
400 401
Structured Instances
402
The structured instances were based on Sayyady et al. (2011) . In North Carolina, the truck class 
410
Each structured instance was created by first dividing the locations into three groups each comprising 411 roughly /3 locations. Each group was meant to represent one of the three distinct traffic clusters in NC.
412
For each PTC location in groups 1, 2, and 3 we used the Uniform distributions of sets 1, 2, and 3
413
(presented in Table 2 ), respectively, to generate the corresponding truck class distribution at that location.
414
In addition, for each location, we determined the cost of installing a WIM sensors as described above. 
422 423
The Experiments
424
We construct a total of 30 randomly generated instances of the b-SLP of varying sizes. More specifically,
425
we construct two collections of truck class distribution vectors (one according to the unstructured pattern
426
and one according to the structured pattern) for each of five values of = 100, 300, 500, 700, and 427 1000. For each of the resulting ten collections of vectors we construct 3 instances of the problem with
428
= 70, 350, and 1750, respectively.
429
We solved the smaller instances (with ≤ 300) using CPLEX 11 as well as our new Lagrangian 430 heuristic algorithm. We evaluated the quality of the solution obtained via the Lagrangian heuristic by the 431 value of = ( − !"# )/ !"# , where, !"# is the optimal objective value of model IP2 obtained using
432
CPLEX 11. We refer to as the performance ratio. For the larger instances (i.e., > 300) we were not 
439
The Results
440
Results of the computational experiment are summarized in Table 3 . We make the following observations 
448
• The structure of the data set (i.e., structured or unstructured) does not seem to have an appreciable 449 impact on the performance of the algorithm.
450
• The execution time for the Lagrangian heuristic algorithm is relatively small; for most instances in 451 our experiment it is only a few seconds, and the largest execution time observed is less than six 452 minutes. Naturally, the execution time tends to increase as we increase the size of the instances ( ).
453
The execution time also seems to increase as we increase the value of (for a fixed ).
454
• 
465
or ′: The performance ratio; for the instances with ≤ 300 we report the value of parameter , and for the instances with
466
> 300 we report the value of parameter ′.
468 469
We also obtained the average execution time of the Lagrangian heuristic algorithm for all instances in 
492
We obtained the truck class distribution at every PTC location using the vehicle classification counts 493 collected at these locations. For each PTC location, we also determined the associated cost of installing a
494
WIM sensor at that location as a randomly generated integer between 30 and 40 as previously described.
495
We choose = 1000 (in units of $1000). The data associated with this instance is available from the 496 authors upon request.
497
We used the Lagrangian heuristic algorithm presented earlier to solve this problem. The algorithm For this specific instance, we also opted for a different stopping criteria (i.e. we set the algorithm to 507 terminate after one hour) and recorded the value of ′. We observed that the value of parameter ′ further 508 decreased from 0.007 to 0.006 after 1600 iterations and it remained the same thereafter. Since the 509 execution time is not a limiting factor in such real-world instances, if we let the algorithm run for some 510 allowable time frame it may find a more favorable solution.
512
PTC Locations WIM Locations
In this paper we described a strategy for solving the sensor location problem under two practical 514 scenarios. In the first scenario, there is a given number of sensors (p) that need to be located on the 515 highway network. In the second scenario, there is a cost (c i ) associated with installing a sensor at each 516 candidate location i, and a total budget b. We developed all corresponding mathematical models for 517 implementing this strategy in each scenario and suggested effective algorithms to solve these models. The
518
Lagrangian heuristic algorithm performs effectively for all instances in the second scenario. The
519
Lagrangian heuristic often identifies a solution that is very close to optimal for small instances of the 520 problem (the performance ratio is less than 0.010). Occasionally, it even provides evidence that the 521 solution it obtains is optimal. The Lagrangian heuristic algorithm also performs effectively for solving 522 instances of real-world size.
523
Our sense is that the new heuristic has significant merit, can be applied fairly easily, and requires only 524 modest information about the traffic on the highway network. We recommend traffic agencies try to 525 implement our proposed strategy in a phased way and gradually incorporate it into their current practices
526
(for selecting WIM locations). Perhaps, a phased implementation from a limited set of high priority 527 candidate locations to a larger set of locations could be considered as the agencies become more familiar
528
with the method and gain experience with the process. We further recommend that the highway agencies 
