Fully automatic visual servoing control for work-class marine intervention ROVs by Sivčev, Satja et al.
Control Engineering Practice 74 (2018) 153–167
Contents lists available at ScienceDirect
Control Engineering Practice
journal homepage: www.elsevier.com/locate/conengprac
Fully automatic visual servoing control for work-class marine interventionROVsSatja Sivčev *, Matija Rossi, Joseph Coleman, Gerard Dooly, Edin Omerdić, Daniel Toal
MaREI—Marine and Renewable Energy, IrelandUniversity of Limerick, Ireland
A R T I C L E I N F O
Keywords:Underwater manipulationManipulator controlVisual servoingRobot armUnderwater inspection and interventionMarine roboticsROV
A B S T R A C T
ROVs with hydraulic manipulators are extensively used for subsea intervention. With camera feedback fromthe scene, manipulators are teleoperated and slaved to pilot held master arms. While standard for offshore oiland gas, for challenging applications in waves or currents a new approach is required. We present developmentof robot arm visual servo control approaches used in manufacturing and the transfer and adaption of these tounderwater hydraulic manipulators. This is the first time a visual servoing algorithm for automated manipulationhas been developed and verified, through subsea trials, on a commercial work-class ROV with industry standardhydraulic manipulators.
1. Introduction
This paper presents the research and development of semi-autonomous Remotely Operated Vehicle (ROV) manipulator control sys-tems using vision based servo control which are suitable for deploymenton the global fleet of work class ROVs. These systems are designed to re-place the teleoperation role of pilots with auto-assist functions enablingROVs to address challenging conditions encountered in emerging sectorssuch as Marine Renewable Energy (MRE) (offshore wind, floating wind,wave energy conversion and tidal energy conversion).Work-class submarine ROVs equipped with robot manipulators havebeen the workhorse of subsea operations for many years in marinesectors such as marine civil engineering, marine science, military andchiefly in the offshore oil and gas industry. A wide range of subseatasks undertaken by ROVs is done using underwater manipulators,including pipe inspection (Christ & Wernli, 2014), salvage of sunkenobjects (Chang, Chang, & Cheng, 2004), mine disposal (Djapic etal., 2013; Fletcher, 2000), surface cleaning (Davey, Forli, Raine, &Whillock, 1999), valve operating, drilling, rope cutting (Christ & Wernli,2014), cable laying and repair, clearing debris and fishing nets, biolog-ical (Jones, 2009) and geological sampling (Noé, Beck, Foubert, & Gre-han, 2006), archaeological work (Coleman, Ballard, & Gregory, 2003),etc. Work-class ROVs are generally equipped with one advanced sevenfunction manipulator (six degrees-of-freedom plus the jaw/gripper) andone less advanced five function supporting grabber arm. The latteris used to anchor the ROV onto the hydro engineering structure on
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which the intervention is to take place while the former performs theactual intervention operation. Automatic capabilities of subsea robotmanipulator systems are generally significantly lower compared to theirindustrial robot counterparts. The majority of automated industrialrobotic arms used in factories are electrically driven and utilize servocontrol. Motion of these robots is usually pre-programmed at a highlevel using dedicated PC software suites. These control/programmingenvironments include full kinematic engines (implementing forwardand inverse kinematics) and enable programming servo controlledrobots to automatically follow detailed motion control programmesincluding interaction with target(s). Additionally, advanced robot sys-tems often integrate advanced sensors such as vision systems and visualservoing techniques in order to deal with non-static target objectsof various shape, colour, etc., while addressing these target objectsin automatic programme operation (Corke, 2011). Another importantfeature of industrial robotics is that the environment can be controlledand specifically designed and built to ease the robotic automation task,i.e. known fixtures, lighting, etc. Marine field robots by contrast work inreal world subsea environments which are significantly more variableand challenging. The majority of commercial underwater manipulatorsare not servo controlled and none are supported with kinematic enginecontrol approaches. They are predominantly hydraulically driven, andutilize traditional teleoperation approaches with an open loop controlsystem, completely reliant on human operator skill and experience. Thepilot who is located on the support vessel acquires visual feedback of the
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scene through camera and/or forward looking sonar systems and oftensimultaneously performs multiple tasks: manipulates the robot arm(s),flies the vehicle, or performs underwater inspection (Yuh, 2000). Thepilot must handle or interact with an enormous quantity of informationdispersed across different screens, constantly looking from camera togauge distances or check different angles, while also adjusting camerafields of view and lighting. As a result, the operator is often underhigh cognitive load which can prevent important information frombeing correctly perceived and result in failed or prolonged missionsdue to pilot fatigue. Sometimes ROV pilots face dangerous and stressfulsituations, e.g. British Petroleum ROV fleet working to shut off thewell and stop the oil spill in the Deepwater Horizon disaster (Cavnar,2010). ROV operations are generally not performed in the top 20 m–40 m splash zone but rather in the relatively quiescent conditions belowon or near the seabed. By contrast, MRE energy farm plant is locatedin the splash zone in challenging environments, so the device mayeven be in motion. As motion disturbances affecting the underwatervehicle and the manipulator become significant, the task execution witha human pilot in the loop becomes difficult and eventually impossi-ble. A human operator can react only after the change has alreadyhappened, and therefore even an experienced operator is likely to failat performing IRM operations in such challenging conditions. Withcurrent state-of-the-art commercial ROV control systems, simple tasksfrom an industrial robotics perspective can become difficult even fora very skilled pilot/operator due to difficulties such as poor visibility,poor 3D perception based on 2D image presented on screen, and pilotfatigue. This makes subsea operations time consuming and thereforevery expensive, i.e. the cost of mobilizing a support vessel with ROVsystems can cost e18,000 per day for research vessels and well in excessof e50,000 per day for oil and gas touch down operations support.Despite their significant utility to date in deep water operations, com-mercial intervention ROV technologies as used in other sectors are notsufficient for operating in shallow waters with high waves and currents.Development of new robotic capabilities is necessary to support largescale MRE operations for construction/roll out, Inspection Repair andMaintenance (IRM), monitoring and control of MRE installations. SuchMRE installations are by design located in dynamic, high energy siteswhere the wind, current and wave energies offshore are maximized.Service robots are essential to allow the nascent MRE sector to developand grow in an economically viable manner. The IRM operationalconditions for MRE will under many circumstances be above operatinglimits of current ROV platform technology (O’Connor, Lewis, & Dalton,2013; Omerdic, Toal, & Leahy, 2010). The motivation thus, is to researchand develop ROV systems and control techniques for IRM operationsin current and wave regimes of increasing strength and specificallydeal with challenges in the performance and control of ROVs at highenergy MRE sites (Omerdic, Toal, Dooly, Miller, & Coleman, 2012; Toal,Omerdic, & Dooly, 2011). Referring to Fig. 1 we wish to develop robotcontrol capability to move away from the origin in the 3D plot movingalong each of the axes.Since the beginning of the 90’s the topic of autonomous underwatermanipulation has been attracting the attention of various researchers.The OTTER (Wang, Rock, & Lees, 1995) and AMADEUS (Lane et al.,1997) projects were among the first to tackle this research area. An-tonelli (2014) provided a good theoretical background for underwatermanipulators from the modelling and control point of view. More recentprogress has been achieved within the TRIDENT FP7 project (Simetti,Casalino, Torelli, Sperindé, & Turetta, 2014) where an electric robotarm manufactured by Graal Tech mounted on an AUV has been used forautonomous detection and retrieval of an object from the sea floor (Ribaset al., 2015). However, for work-class ROV intervention work, suchelectric manipulators are not designed or available with sufficient poweras specified by ocean engineering contractor requirements, e.g. themanipulator-operated torque tool, which uses the wrist rotate functionof the manipulator to generate the required torque is used to operate ISO13628 Class 1 (67 N m) and 2 (271 N m) (ISO 13628-8:2002, 2002) in-terfaces without the need of a hydraulically operated torque tool (Christ
Fig. 1. Difficulty matrix classification with increasing current strength, sea stateand challenges of robotic target applications.
& Wernli, 2014). Actuation forces of subsea hydraulic and electricmanipulators are presented in Table 2, and the weight of typical ROVoperated tools used in the offshore oil and gas industry are summarizedin Table 1. Analysis of these two tables leads to the conclusion thatthe majority of electrical manipulators would struggle even to lift, letalone intervene with most of the tools. One of the few research groupsthat have been working with a commercial underwater manipulator(Schilling Orion 7P) is DFKI-Lab Bremen where automated plugging ofa deep-sea connector in a wet laboratory testbed has been conductedwithin the CManipulator project (Hildebrandt, Kerdels, Albiez, & Kirch-ner, 2009). As outlined, the majority of academic research experimentsin the field of autonomous underwater manipulation have been carriedout on electrical robotic arms which are either prototypes or recentlycommercialized. Additionally, all those advanced subsea autonomousmanipulation solutions found in literature (Cieslak, Ridao, & Giergiel,2015; Evans, Redmond, Plakas, Hamilton, & Lane, 2003; Marani &Yuh, 2014) are related to intervention AUVs, which are not industrystandard but rather a concept in development and are also considerablypower constrained. Not all subsea operations can be performed withelectric arms which is why these prototype manipulators are not readyfor adoption in offshore industry. There are sound reasons why allwork-class ROVs use hydraulic manipulators (depth rating, very highcarrying capacity and torque, straightforward field maintenance, etc.).Despite the significant advances achieved by the academic communityover the years, the autonomous approach has not been adopted by thecommercial ocean engineering sector which still employs traditionaltelemanipulation approaches with human pilot in the loop for work-class ROVs. Since commercial work-class ROVs are equipped as standardwith hydraulic manipulators, which are considerably underdevelopedin the sense of autonomy in comparison with stationary industrial robotarms used in factories, our challenge and goal is to develop advancedcontrol systems that can be employed on these robotic arms withlittle to no hardware modification. This paper presents investigations,development and adaptation of industrial robot arm (visual) servocontrol approaches used for typical industrial manufacturing applica-tions and the transfer of these techniques to challenging underwaterrobotics tasks. For the first time, a solution that works with standardcommercial systems already employed in the industry and the globalfleet of work-class ROVs is presented. The novelty and contribution ofthis paper is as a first in the development and implementation of theapproach of visual servo control in the subsea manipulator field for theexisting marine industry standard commercial work-class ROVs. Oursystem is able to replicate what an ROV pilot does by the traditional
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Table 1Actuation force comparison between hydraulic and electric ROV manipulators.
Manufacturer Model Actuation Lift capacity max nom. (full ext.) [kg] Wrist torque [N m] Grip force [kgf]
ISE Ltd. Magnum 7 Hydraulic 454 (295) 108 205Schilling Titan 4 Hydraulic 454 (122) 170 417KNR Systems Inc. HYDRA UW3 Hydraulic 300 (121) 350 300Profound Technology M1P Hydraulic 275 (250) 175 652Schilling Orion 7P/7R Hydraulic 250 (68) 205 454Kraft Predator Hydraulic 227 (91) 135 135Hydro-Lek 40400 Hydraulic 150 (210) 75 /Forum Perry TA40 Hydraulic 125 (250) 150 509Cybernetix Maestro Hydraulic 100 (96) 190 150Eca Hytec Arm 7E Electric 40 (40) 25 80Eca Hytec Arm 7E Mini Electric 25 (25) 25 50Eca Hytec Arm 5E Electric 25 (25) 25 60Eca Hytec Arm 5E Micro Electric 10 (10) 10 50Graal Tech UMA Electric 10 (/) / /Ocean Innovation System BE5-500 Electric / (16) 1.6 100Ansaldo MARIS 70800 Electric 8 (/) / 20.4
means of teleoperation and it does so faster than the pilot and totallyautonomously. Instead of replacing the commercial manipulator systemswhich are hydro-mechanically well designed, our approach makes themsemi-autonomous by applying modern control practices and testingthem in challenging subsea robotics tasks.The remainder of the paper is organized as follows: Section 2 coversthe analysis of underwater manipulation scenarios to be addressed and abrief description of recent developments in this sector. Section 3 presentsthe developed software and the latest algorithms integrated into it.Section 4 describes field experiments and illustrates the efficiency of theproposed approach. Finally, Section 5 concludes and describes futuredevelopment plans.
2. Sub-sea manipulation task analysis
This section presents analysis of scenarios for implementation ofservo control approaches including vision-based control strategies forunderwater robot manipulation on ROVs equipped with manipulators.An example of such ROV is Holland I—an Irish Marine Institute ownedwork-class ROV (see Fig. 2) which is equipped with two seven functionSchilling Orion 7P manipulators and primarily used for scientific mis-sions. One of the typical tasks in marine science sector is collecting asample from the seabed and putting it in a sample container which isfixed on the vehicle or held by the other manipulator. Fig. 3 illustratesthe worksite scene of such operation where another scientific ROV,an Ocean Exploration Trust owned ROV called Hercules, is performingsediment core sampling. The scenarios being investigated are outlinedbelow and start with relatively straight forward tasks advancing to morechallenging applications.Scenario 1: ROV is equipped with a five function manipulator and aseven function manipulator both of which are assumed to have angularposition sensors such as resolvers in each joint. The task that is addressedin this scenario is placing a grasped sample in a sample container usinga seven function manipulator. The sample container is either fixed onthe vehicle or held by the five function manipulator. The solution forthis scenario is covered in Sivčev, Coleman, Adley, Dooly, Omerdić, andToal (2015) where an algorithm was developed using standard forwardand inverse kinematics techniques common in industrial robotics. Basedon the information provided by joint position sensors, along with theknown relative pose between the sample container and the robot manip-ulator base as well as the relative pose between two manipulator basesboth of which can be measured or obtained from the ROV geometrymodel, this algorithm provides the end effector trajectory, in eitherCartesian or joint space, which enables the task execution.Scenario 2: This scenario is identical to the first scenario except thatthe five function manipulator is assumed not to be as advanced, i.e. itdoes not have angular position sensors integrated into each joint as isnot uncommon for subsea manipulators. One way to compensate for this
Fig. 2. ROV Holland I with two Schilling Orion 7P manipulator.
Fig. 3. Sediment core sampling performed by ROV Hercules.
shortfall is by adding a vision system in the control loop in the form ofa camera system mounted either on the robot manipulator or the ROV.Thus, by the aid of visual servoing techniques, it is possible to developalgorithms which generate the desired end effector motion.Scenario 3: Unlike the preceding scenarios which deal only withthe automation of the placing task stage, this scenario also takes thetarget object acquisition/grasping into consideration. Moreover, it dealswith the interaction of the seven function arm with a target objectindependent of the ROV base platform. Both static and non-static targetsare addressed. Further complication is introduced if the ROV cannot beparked on the seabed during the task execution but has to hover.
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Table 2Summary of typical ROV operated tools.
Tool type Manufacturer Weight inair [kg] Weight inwater [kg] Tool type Manufacturer Weight inair [kg] Weight inwater [kg] Tool type Manufacturer Weight inair [kg] Weight inwater [kg]
Torque Tool Class 1–2 FET 26 18 Hub Cleaning Tool J2 Subsea 21.8 / Soft Rope Cutter FET 9.7 /Torque Tool Class 1–2 J2 Subsea 30.8 25.9 Hub Cleaning Tool Fugro 46.9 27.5 Soft Rope Cutter Fugro 10 7Torque Tool Class 1–4 Jupiter Subsea 48.9 37.1 Hub Cleaning Tool IKM 58 35 Soft Rope Cutter J2 Subsea 10 7Torque Tool Class 1–4 Oceaneering 39 30 Hub Cleaning Tool Oceaneering 60 40 Soft Rope Cutter J2 Subsea 15 10Torque Tool Class 1–4 Oceaneering 43 32 Cleaning Brush Tool J2 Subsea 7 7 Soft Rope Cutter Fugro 15 10.5Torque Tool Class 1–4 Fugro 47 38 Cleaning Brush Tool FET 10 7 Soft Rope Cutter Fugro 34.5 23.5Torque Tool Class 1–4 FET 45 35 Cleaning Brush Tool ROVQUIP 11.3 7.9 Soft Rope Cutter Webtool 34.5 23.5Torque Tool Class 1–4 Oceaneering 64 43 Cleaning Brush Tool Fugro 18 18 Wire Rope Cutter Fugro 19 16Torque Tool Class 5 FET 54 41 Cleaning Brush Tool Oceaneering 25 21 Wire Rope Cutter ROVQUIP 21 /Torque Tool Class 5 Jupiter Subsea 85.5 68.4 Cleaning Brush Tool IKM 43 31 Wire Rope Cutter FET 22 /Torque Tool Class 5 Fugro 90 69 Gasket Removal Tool J2 Subsea 15 / Wire Rope Cutter J2 Subsea 22 19Torque Tool Class 6 Fugro 107 111 Gasket Removal Tool ROVQUIP 15.3 10.4 Wire Rope Cutter FET 43 /Torque Tool Class 7 Fugro 123.1 82.6 Gasket Removal Tool Fugro 20.8 15.6 Wire Rope Cutter J2 Subsea 45 /Gear Adapter Class 4 to 5 Oceaneering 36 28 Gasket Removal Tool Fugro 27.8 19.2 Wire Rope Cutter Fugro 45 32Gear Adapter Class 4 to 6 Oceaneering 63 46 Diamond Wire Saw IKM 42 26.9 Wire Rope Cutter Fugro 120 105Gear Adapter Class 4 to 7 Oceaneering 71 54 Diamond Wire Saw Oceaneering 71 50 Wire Rope Cutter FET 125 /NORM Inspection Tool Oceaneering 13.3 / Diamond Wire Saw IKM 155 99 Subsea Drill IKM 140 110Linear Override Tool Fugro 41 32 Diamond Wire Saw IKM 239 159 PH Probe Oceaneering 30 17Linear Override Tool Fugro 49 38 Diamond Wire Saw Mirage Subsea 413 235 PH Probe IKM 15 15Linear Override Tool i-Tech7 55.4 44.5 Diamond Wire Saw Mirage Subsea 566 269Linear Override Tool Oceaneering 81.6 77.1
156
S. Sivčev et al. Control Engineering Practice 74 (2018) 153–167
Fig. 4. Two Staubli TX60 industrial robot arms.
Fig. 5. Schilling Titan 2—hydraulic seven function subsea manipulator mountedon a lab test bench.
The robot arm hardware employed in the experimental work to dateincludes: two 6 axis servo controlled all electric Staubli TX60 industrialrobot arms (see Fig. 4), a Schilling Titan 2 hydraulic seven functionunderwater manipulator (see Fig. 5), a Point Grey Bumblebee 2 stereovision system (see Fig. 6), a Point Grey Blackfly camera (see Fig. 7) andthe robot control software and machine vision software developed bythe authors using Matlab Robotics Toolbox, LabVIEW and OpenCV. Thedeveloped software can be employed for real robot manipulator motioncontrol as well as in simulations using mathematical models with virtualreality animation designed with Virtual Reality Modelling Language(VRML). The developed algorithms have been tested in simulations andon experimental setup both in dry laboratory controlled conditions aswell as underwater in real world conditions.
3. Position Based Visual Servoing (PBVS) algorithm
This section describes the designed algorithms that can cover scenar-ios 2 and 3 described in the previous section. The algorithms designedare based on the robot arm kinematic model and are intended fortesting in experimental setup as well as in real world applicationimplementation. The developed software has been initially tested usingtwo Staubli TX60 industrial robot arms and a Point Grey Bumblebee2 camera mounted on the wrist of one of the robot arms. Havingproved to be satisfactory, the software was modified for use on aSchilling Titan 2 subsea manipulator with a Point Grey Blackfly camera
Fig. 6. Point Grey Bumblebee 2—stereo vision system.
Fig. 7. Point Grey BlackFly camera with Kowa lens and a suitable subseahousing manufactured by Sexton.
mounted on the wrist. In this configuration it was tested both in drylaboratory experiments as well as subsea with the manipulator installedon a commercial ROV Holland I. The results of both experimentalsetups are presented in this paper. The algorithms encapsulated in thesoftware are purely kinematical, in the sense that they provide kinematicparameters as output signals which is effectively the input referencefor the existing manipulator’s hydraulic servo control unit. This meansthat the manipulator is treated as an ideal positioning device as webelieve that the off the shelf manipulators have sufficient capabilitiesto utilize this approach. The forward and inverse kinematics modellingsolutions developed for Staubli TX60 robot arm and Schilling Titan2 manipulator can be found in Sivčev et al. (2015). The developedsoftware consists of a visual based motion control algorithm whichcan be classified as Position Based Visual Servoing (PBVS). Underwatercamera imaging often suffers from various problems such as limitedrange visibility, low contrast, blurring, etc. (Schettini & Corchs, 2010).Development of a vision system based on the fusion of camera andsonar imaging, that is intended to deal with these issues, is planned.We considered implementing other algorithms such as Image BasedVisual Servoing (IBVS) and hybrid methods (Deng, 2004). However,since forward looking sonars provide position information (distance andangle in a polar coordinate system), a PBVS algorithm is a more suitablechoice for a camera imaging part. The scheme of the developed PBVSalgorithm is shown in Fig. 8. This algorithm can be separated in twomain components which are pose estimation and motion control.
3.1. Pose estimation
In order to simplify the object (target) detection and pose estimation,it was decided to use fiducial markers (Fig. 9) which are a well-established pose estimation tool. Using a calibrated camera (Zhang,2000) and having the information of the exact geometry of the fiducialmarker, it is possible to estimate its pose relative to the camera bymeans of a planar homography based algorithm (Agarwal, Jawahar,& Narayanan, 2005). The accuracy of the pose estimation dependson how well the camera is calibrated and how reliable the fiducialmarker model is replicated. The machine vision part of the softwareperforming the fiducial marker pose estimation has been developed inC++ in the form of DLL libraries which can be used within othersoftware. This algorithm continuously takes images captured by thecamera, removes distortion using the intrinsic parameters acquired from
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Fig. 8. Position Based Visual Servoing algorithm scheme.
Fig. 9. Fiducial marker.
the camera calibration process, detects the fiducial marker (Garrido-Jurado, Muñoz-Salinas, Madrid-Cuevas, & Marín-Jiménez, 2014) on theundistorted images and based on the extrinsic parameters, also acquiredfrom the camera calibration, provides the estimated pose of the fiducialmarker in the camera reference frame (𝐻𝐶𝐴𝑀𝑀 ) as an output (Fig. 10).This approach assumes that the target is equipped with an object ofknown geometry such as a fiducial marker. A more advanced real-time 3D reconstruction method that performs pose estimation and densesurface reconstruction without relying on specific features is currentlyunder development (Rossi et al., 2015). A dense model obtained in thisway can be used to identify a target (either manually or automaticallyfrom e.g. a CAD model) and compute its position relative to the camerawithout the requirement for a fiducial marker.
3.2. Motion control
By fixing a fiducial marker rigidly in the vicinity of the target,so that the relative pose between target and marker (𝐻𝑀𝑇 ) is known,determining the pose of the target in the camera reference frame
(𝐻𝐶𝐴𝑀𝑇 ) becomes straightforward and is given by:
𝐻𝐶𝐴𝑀𝑇 = 𝐻
𝐶𝐴𝑀
𝑀 ⋅𝐻
𝑀
𝑇 (1)Additionally, assuming that the relative pose between the tool centralpoint (TCP) and the camera (𝐻𝐶𝐴𝑀𝑇𝐶𝑃 ) is known, it is straightforward tocalculate the relative pose between the target and the TCP (𝐻𝑇𝐶𝑃𝑇 ) fromthe expression:
𝐻𝐶𝐴𝑀𝑇𝐶𝑃 ⋅𝐻
𝑇𝐶𝑃
𝑇 = 𝐻
𝐶𝐴𝑀
𝑇 (2)as:
𝐻𝑇𝐶𝑃𝑇 = (𝐻
𝐶𝐴𝑀
𝑇𝐶𝑃 )
−1 ⋅𝐻𝐶𝐴𝑀𝑇 = (𝐻
𝐶𝐴𝑀
𝑇𝐶𝑃 )
−1 ⋅𝐻𝐶𝐴𝑀𝑀 ⋅𝐻
𝑀
𝑇 (3)Defining the 𝐻𝑇𝐶𝑃𝑇 as an operational (Cartesian) space control variableand using it to control the motion of the manipulator might seem as anintuitive approach as it is obvious that its convergence to the identitymatrix would lead to the TCP reaching the target.However, since the estimation of the 𝐻𝑇𝐶𝑃𝑇 is conducted indirectly,any errors introduced by the inexact information of the target to the
158
S. Sivčev et al. Control Engineering Practice 74 (2018) 153–167
Fig. 10. Relevant homogeneous transformations for pose estimation.
marker (𝐻𝑀𝑇 ), TCP to the camera (𝐻𝐶𝐴𝑀𝑇𝐶𝑃 ) and camera to the end-effector (𝐻𝐸𝐸2𝐶𝐴𝑀 ) homogeneous transformations, will introduce an errorin the 𝐻𝑇𝐶𝑃𝑇 which will reduce the effectiveness of the visual servoingalgorithm. Having reliable relevant CAD models (target object withthe fiducial marker, gripper, camera, mounts, etc.) might provide suffi-ciently accurate homogeneous transformations. If these are unavailable,referring to additional measurement techniques might be necessary. Theproblematic homogeneous transformations to determine accurately are
𝐻𝐸𝐸2𝐶𝐴𝑀 and 𝐻𝐶𝐴𝑀𝑇𝐶𝑃 as both of them are referenced to the coordinateframe of the camera sensor (which is inside the camera housing) andthis information is often (if not always) unavailable from the cameradata sheets. One of the solutions is to refer to so called ‘‘Eye-hand’’calibration methods such as Tsai’s method (Tsai & Lenz, 1989) in orderto estimate the 𝐻𝐸𝐸2𝐶𝐴𝑀 . Having the information of this homogeneoustransformation and reliable CAD models it is possible to estimate therelative pose between the TCP and camera as:
𝐻𝐶𝐴𝑀𝑇𝐶𝑃 = (𝐻
𝐸𝐸2
𝐶𝐴𝑀 )
−1 ⋅𝐻𝐸𝐸2𝑇𝐶𝑃 (4)
On the other hand, a simple but effective solution that can compensatefor the potential imperfections caused by inexact knowledge of therelevant homogeneous transformations (𝐻𝐸𝐸2𝐶𝐴𝑀 , 𝐻𝐶𝐴𝑀𝑇𝐶𝑃 and 𝐻𝑀𝑇 ) is toresort to a sort of teach by showing method, by manually movingthe robot arm towards the desired pose (TCP in grasp position), andrecording the value of the homogeneous transformation which is theoutput of the computer vision pose estimation algorithm. This value canthus be assigned to the value of homogeneous transformation referred toas the desired pose of the marker in camera reference frame (𝐻𝑑𝑒𝑠𝐶𝐴𝑀𝑀 ).Therefore, the operational space control variable can be defined as the‘‘difference’’ between the actual and the desired pose of marker relativeto the camera:
𝐻𝑒𝑟𝑟𝑜𝑟 = 𝐻𝐶𝐴𝑀𝑀 ⋅ (𝐻𝑑𝑒𝑠
𝐶𝐴𝑀
𝑀 )
−1 (5)
Controlling this error variable so that it converges to the identity matrixwould lead to the TCP reaching the target. Having chosen this approach,the next step for designing an appropriate controller is to determine thedesired end-effector pose in the base frame (𝐻𝑑𝑒𝑠𝐵2𝐸𝐸2 ) that correspondsto the 𝐻𝑑𝑒𝑠𝐶𝐴𝑀𝑀 . It might be compelling at this point to record this valueas well during the described ‘‘teach by showing’’ method. However,this would work only if the target (marker) is stationary and its poserelative to the robot base is unchanging (fixed on the ROV). In a moregeneral case, this is unknown and variable as the target (marker) canbe anywhere in the workspace of the manipulator. On the other hand,the value of the homogeneous matrix 𝐻𝑑𝑒𝑠𝐶𝐴𝑀𝑀 is constant independent
of where the target in the workspace of the robot is as we assume thatthere is only one way to grasp an object.In order to find the corresponding 𝐻𝑑𝑒𝑠𝐵2𝐸𝐸2 it is necessary to deter-mine what relative motion (𝐻𝛥) is the end-effector required to performso that the actual pose of the marker relative to the camera becomesidentical to the desired value. Another way of describing 𝐻𝛥 is therelative pose between the end-effector in the desired pose and the initialpose expressed in the reference frame of the end-effector in the initialpose. This relationship can be determined from the observed expression:
𝐻𝐸𝐸2𝐶𝐴𝑀 ⋅𝐻
𝐶𝐴𝑀
𝑀 = 𝐻𝛥 ⋅𝐻
𝐸𝐸2
𝐶𝐴𝑀 ⋅𝐻𝑑𝑒𝑠
𝐶𝐴𝑀
𝑀 (6)
where 𝐻𝐸𝐸2𝐶𝐴𝑀 is constant and known from the CAD model, 𝐻𝐶𝐴𝑀𝑀is acquired from the pose estimation algorithm, and 𝐻𝑑𝑒𝑠𝐶𝐴𝑀𝑀 is thedesired value described earlier. Using simple matrix operations on thisexpression leads to:
𝐻𝛥 = 𝐻𝐸𝐸2𝐶𝐴𝑀 ⋅𝐻
𝐶𝐴𝑀
𝑀 ⋅ (𝐻𝑑𝑒𝑠
𝐶𝐴𝑀
𝑀 )
−1 ⋅ (𝐻𝐸𝐸2𝐶𝐴𝑀 )
−1 (7)
where 𝐻𝛥 is in a homogeneous transformation matrix form. Finally, thedesired end-effector pose in the base frame can be calculated by:
𝐻𝑑𝑒𝑠
𝐵2
𝐸𝐸2
= 𝐻𝐵2𝐸𝐸2 ⋅𝐻𝛥 (8)where 𝐻𝐵2𝐸𝐸2 is the pose of the end-effector in the robot base frame cal-culated using forward kinematics with the values of the joint positionscorresponding to the moment of capturing a camera image for the poseestimation algorithm.This value represents the reference for the motion control in Carte-sian space as it would be traditionally defined. At this point the motioncontrol part of the visual servoing algorithm will be described.It is important to emphasize that the motion control component ofthe PBVS algorithm deals only with kinematics, i.e. generating referencemotion parameters which are to be forwarded to the existing low leveljoint space positioning motion controller. In order to find the jointvariables corresponding to the desired pose of end-effector in the robotbase frame (𝐻𝑑𝑒𝑠𝐵2𝐸𝐸2 ), it is necessary to solve the inverse kinematicsproblem. This is done by means of the closed loop second-order inversekinematics algorithm with pseudo inverse Jacobian proposed in Sivčevet al. (2015), where the value of the desired end-effector pose relativeto the robot base frame (𝐻𝑑𝑒𝑠𝐵2𝐸𝐸2 ) is assigned to 𝑋𝑑(𝑡). A numericalmethod for solving inverse kinematics is used as the Schilling Titan2 manipulator does not have a spherical wrist and therefore a closedform analytical solution does not exist. Another advantage of thenumerical approach is that with slight modifications it can be utilizedfor a manipulator with any physical configuration with any numberof joints whereas the analytical solution is limited to six joints with aconfiguration which possess a spherical wrist.Assuming that the camera is well calibrated and that the errorsintroduced with other modelling imperfections are negligible, an openloop control scheme often referred in literature as the ‘‘Look then move’’method where the pose is estimated just once (Corke, 1996) can beapplied. In that case, the inverse kinematics numerical algorithm wouldbe designed so that it would run in as many iterative loops as requireduntil the solution converges to the predefined error threshold. Apartfrom neglecting the possibility of errors introduced in the modellingwhich will lead to inaccuracy, the disadvantage of this method is that thetime required for the execution of the sole inverse kinematics algorithmis variable and unknown in advance and could take too long. Thismethod might prove to be sufficiently accurate for the stationary target,and only assuming that the modelling is very good, but it is likely tofail for the target in motion due to the variable relative pose betweenthe camera and the target. Therefore, closing the loop is necessary,both for the reason of modelling errors which are inevitable and forthe future purpose of addressing targets in motion. This realizationled us towards adopting the dynamic ‘‘look-and move’’ visual servoingscheme (Sanderson & Weiss, 1980). Closing the loop in this manner, the
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proposed PBVS algorithm consists of two loops, the outer loop whichis in charge of pose estimation and reference setting and the inner loopwhich is in charge of inverse kinematics.
3.3. Discussion of the PBVS algorithm
This subsection presents discussion on certain parameters that affectthe efficiency of the developed PBVS controller.As highlighted in the previous section, the inverse kinematics solu-tion is computed by means of a numerical integration method in discretetime (Sivčev et al., 2015). The value of the integration interval affectsthe efficiency of the algorithm. One way to improve the algorithmperformance is to have an integration interval that is variable andadaptively modified. An alternative method that provides the sameeffect, is to pre-set the integration interval to a certain constant valueand have a discrete inverse kinematics algorithm with a variable numberof iterations which is adaptively modified by the Cartesian controllerbased on some strategy. Greater values for this parameter results in theoutput of the inverse kinematics becoming more accurate, as it graduallyconverges to the given desired value. However, processing each inversekinematics loop takes certain amount of time so the number of loopsdetermines the frequency of the outer loop. In other words, it determineshow often the pose of the target is re-estimated. In the case wheretarget is stationary, this is not too relevant, and this parameter doesnot have an upper boundary. It can be set to any value that leads tothe minimal total time required for the task to be executed. However,as soon as the target in motion comes into play, this parameter getsan upper boundary. The reason for this is that increasing the number ofiterations over a certain value will inevitably lead to the execution of theinverse kinematics algorithm taking too much time and the object willleave the field of view of the camera before the next image is taken forthe pose estimation. This causes the opening of visual feedback becauseof the lack of visual measurements and eventually to servoing failure.Reducing the number of iterations proved to be a good way to keepthe object in the field of view of the camera during the task execution.However, having insufficient number of iterations will, due to the highermismatch of the inverse kinematics output and the given desired value,increase the total number of outer iterations which will increase the totaltime required for the task to be executed. Therefore, it is clear that inorder to minimize the total time required for the execution of the taskwhile keeping stability in mind, it is essential to find an appropriatevalue for this parameter or even an algorithm that adaptively changesthe value based on some law and relevant inputs (distance to the target,target velocity, etc.).We have explained one method to reduce the risk of the targetobject leaving the camera field of view. As the PBVS acts directly onoperational space variables, with appropriate path planning algorithm,the camera’s trajectory can be directly controlled in the Cartesian spaceand this problem can be prevented. This can be done by additionaloperations on the 𝛥H homogeneous transformation, which representsthe estimated relative motion that the end-effector needs to performin so that the gripper reaches the target. By adaptive modification ofthis value, it is possible to control how the gripper approaches thetarget, rather than just making it reach the target. Therefore, insteadof having 𝐻𝛥 as a fixed value homogeneous transformation matrixobtained based on the pose estimation result, it is possible to modifyit to the desired needs. A simple method that can reduce the risk of thetarget leaving the field of view of the camera, is to form a parameterthat represents the percentage of the ‘‘path’’ along the straight linein Cartesian space between the initial and the desired pose (Fig. 11).Using this parameter, the value of the desired relative pose 𝐻𝛥 andinterpolation techniques it is possible to find the corresponding relativepose. Position coordinates can be computed by means of standard linearinterpolation, and the orientation parameters by the spherical linearinterpolation method (Dam, Koch, & Lillholm, 1998) for Quaternions.By adopting this method, the inverse kinematics algorithm will now
have as a desired value an intermediate point in the Cartesian spacebetween the initial and the final pose which will eventually lead to themanipulator reaching the target. This will be done in steps coveringa certain amount of the path towards the target rather than at once.The value of this parameter determines how small steps are to be takenwhile approaching the target. This can be also used as a method tocontrol the approach velocity. This will inevitably increase the totaltime required for the task to be executed, but it is useful as it playsan important role in preventing the target object leaving the field ofview of the camera. Another benefit is that it introduces a safety factor.If the target is in motion, there is certainly a possibility of collision. Ifthe target motion is such that it is approaching the gripper, having bigintermediate steps in the visual servoing loop could lead to collision. Onthe other hand, if the steps are small enough, approaching of the targetobject can be ‘‘dealt’’ with and appropriate motion control utilized thatwill lead to the successful task execution, without collision. Althoughit cannot ensure that the target object stays in the field of view of thecamera, the experiments with the stationary target have shown that thismethod can reduce the risk of collision. However, an increase in targetobject motion might entail the need to implement robust path planningmethods for visual servoing, some of which can be found in Baumann,Léonard, Croft, and Little (2010), Chesi, Hashimoto, Prattichizzo, andVicino (2004), Kazemi, Gupta, and Mehrandezh (2009) and Thuilot,Martinet, Cordesses, and Gallice (2002).The two described parameters (number of iterations of the inversekinematics algorithm and the parameter that represents the percentageof the relative desired pose) affect the efficiency and the speed oftask execution. It is important to emphasize that these parameters aremutually dependent. Therefore, in order to maximize performance ofthe visual servoing algorithm, it is necessary to address their effectin combination rather than independently. Additionally, other relevantinformation can and should be taken into account when addressingthe described parameters. One of them is the velocity of the target inmotion which can be estimated, analysed and taken into consideration.Depending on the target velocity, the relevant parameters can beadaptively modified. If the target is slow, a bigger portion of 𝛥H incombination with a larger number of iterations should be suitable. Onthe other hand, if the target is fast, smaller steps should be taken incombination with less inverse kinematics iterations. Another importantfactor is the distance between the camera and the target. The closerthe object is to the camera, the larger it is on the image plane and cantherefore more easily leave the image plane, especially if it is movingrelatively fast. Therefore, the closer the gripper is to the target, thenumber of iterations should be reduced and the portion of the motionincreased, to reach the target promptly in this terminal phase.
4. Experiments
4.1. Description
The addressed scenario for the validation of the developed softwareincluding the proposed PBVS algorithm consists of Schilling Titan 2manipulator equipped with a Point Grey BlackFly camera mounted onthe wrist of the manipulator (primary manipulator for visual servoing),Schilling Orion 7P manipulator (supporting manipulator for cooperativemanipulation tests) and various test panels equipped with fiducial mark-ers and standard T-bar handles simulating target devices for differentintervention tasks typical for ROV manipulators. A T-bar handle isa standardized mechanical interface between manipulator jaws andsubsea tooling equipment and infrastructure (ISO 13628-8:2002, 2002).The Titan 2 miniature master arm—Master Controller Unit (MCU) wasreplaced with the developed software running on a dedicated topsidePC which is communicating over an available serial communicationchannel with the Schilling Titan 2 Slave Controller Unit (SCU), whichis located on the ROV near the manipulator base. This software isan application presented in Sivčev et al. (2015) which was further
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(a) ‘‘One shot’’. (b) Fixed. (c) Variable.
Fig. 11. Concept of target approaching with variable percentage of path.
Fig. 12. Developed LabVIEW application front panel of virtual instrument.
developed in order to support testing of the algorithms described in thispaper. Fig. 12 presents the user interface of the developed application.The development of the software is largely done in LabVIEW usingthe Robotics Toolbox (Corke, 2011) and partly in Visual Studio usingseveral open source libraries and SDKs (OpenCV, ArUco, Triclops andFlyCapture). The automated manipulator task experiments which werecarried out are:
1. Visual Servoing algorithm validation task—where the softwareestimates the pose of the fiducial marker and controls the ma-nipulator so that it moves to and stays in the vicinity of thetarget for a specified amount of time. This task can be carriedout with different speed settings and different initial positionsof the fiducial marker as long as it is in the workspace of themanipulator. In case the marker is not in the field of view ofthe camera the manipulator enters a ‘‘search’’ phase performingpan/tilt motion with the end-effector to locate the target.2. Grabbing the Tool—where the visual servoing algorithm is im-plemented to enable the manipulator to automatically locate theT-bar handle representing a subsea tool, approach it, grab it andpull it out of the tool holder.3. Turning the Valve—where the manipulator automatically lo-cates, grabs and rotates the T-bar handle representing a valvehandle.4. Plugging the Connector—where the manipulator automaticallyplugs the T-bar (which is already held in its jaws) in a hole,simulating the process of plugging a subsea connector.
Additionally, manual and semi-automatic functions integrated intothe developed pilot control software which were also tested include:
1. Joint space motion—where the user can manually control robot’sjoints separately by moving a slider or can set a final position injoint space (six angles plus jaw opening) and generate a smoothtrajectory from the initial to the desired joint position. This func-tion also facilitates the auto stow/unstow of the manipulator.2. Straight line Cartesian space motion—where the user can man-ually move the end-effector in three directions (𝑥, 𝑦, and 𝑧)in both end-effector and world coordinate frame or can setthe desired point in Cartesian space in world or end-effectorcoordinate frame and generate a trajectory from the initial tothe desired pose forcing the end-effector to move in a straightline. Implementing this function, the final orientation can be keptthe same as in the initial pose or it can be specified using eitherroll-pitch-yaw or angle-axis representation.3. Circular motion in Cartesian space—where the user can specifya circle radius and chose a relevant coordinate frame (world orend-effector) and generate a trajectory which forces the end-effector of the manipulator to move in a circle, suitable forcleaning operations.
Regardless of what manner the robot motion is generated, in theoutputs of the developed software are joint angles which are mappedto the inputs of the Schilling Titan 2 manipulator slave controller unit.The user interface of the developed software also provides real timeanimation of the manipulator motion.Another function integrated into the developed software is jointcalibration. The necessity to develop this was due to the insufficientabsolute accuracy of the integrated Schilling Titan 2 manipulator jointposition controller within the slave controller. For a given positioncommand the joints move to the desired position but with a certain errorwhich was determined by reading the joint position values from the
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Fig. 13. Images taken by the Point Grey Camera during the execution of the ‘‘Turning the Valve’’ intervention task.
Fig. 14. Images taken by the camera mounted on the ROV during the executionof the ‘‘Turning the Valve’’ intervention task.
resolvers after the motion. This error is significant and for specific jointsit reached up to 1.5◦. It was determined that the error is different for
Fig. 15. Position error during the execution of the valve turning interventiontask.
each joint and that it depends from which direction the joint is movingto the desired position, i.e. hysteresis. Also, the error value is differentfor the different desired position through the range of motion. However,in the vicinity of the specified desired position the error value turnedout to be more or less repeatable. Therefore, by performing certainmotions relative to the specified pose of the robot, the joint calibrationalgorithm estimates the errors between the commanded joint positionsand positions to which the manipulator actually moved and basedon that error calculates the command offsets equipped to reduce thiserror.
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Fig. 16. Orientation error during the execution of the valve turning interventiontask.
Fig. 17. Convergence of the TCP towards the estimated marker pose during theexecution of the valve turning intervention task.
The control software was initially developed to completely replacethe Titan 2 master controller. However, in order to provide the possi-bility for the pilot to choose either traditional teleoperation mode usingthe miniature master controller or the automatic and semi-automaticfunctions proposed in this paper, the overall system (hardware andsoftware) was modified to include a software switch enabling one ofthe two input devices, with dual operation modes available. The benefitof this is that it eases the installation on the existing manipulator systemand facilitates a smooth transition for pilots.
4.2. Field trials
The developed software was validated within two experiments, oneof which was conducted within the University of Limerick laboratoryin dry conditions and another which was performed in real world
Fig. 18. Joint position error during the execution of the valve turningintervention task.
Fig. 19. End-effector position error as a consequence of the joint position errorduring the execution of the valve turning intervention task.
underwater environment in a flooded quarry in Portroe (Ireland) wherethe manipulator was mounted on the Marine Institute’s work-class ROV,Holland 1.All tasks described in the previous sub-section with the stationarytarget were carried out in dry (laboratory) condition experiments. Thesame tasks except the ‘‘Plugging the Connector’’ were also performedin the underwater environment. Additionally, the visual servoing algo-rithm validation task was carried out underwater with the target in mo-tion. All visual servoing tasks were tested with different speed settingsas well as with different initial target locations. For all experiments theROV was ‘‘parked’’ in a fixed position. Marine work-class ROVs oftenuse a basic secondary grabber arm for fixing the ROV to the underwaterstructure to be worked on. This case is basically identical with the casewhere the ROV is parked, since the target is in both cases static relativeto the base of the manipulator.
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Fig. 20. Partitioned execution time of the PBVS algorithm during the visual servoing task.
This paper presents the detailed results of the ‘‘Turning the Valve’’intervention task which was carried out in the following phases:
1. Preparation phase—where the Titan 2 manipulator is manuallymoved so that the target is in its workspace.2. Coarse approach phase—where PBVS algorithm is utilized andthe end-effector moves to place the camera right in front of thefiducial marker with a certain distance offset. In this phase, thehomogeneous transformation which represents the reference forthe motion controller (𝐻𝑑𝑒𝑠𝐵2𝐸𝐸2 ) is additionally modified so toinclude a certain offset in the 𝑍 direction. This effectively forcesthe manipulator to move a pose such that the gripper is in frontof and pointing straight at the target. This phase is active untilthe position and orientation encapsulated in the error vector arebelow the specified threshold values. The error vector is formedas the difference between the desired and the actual values ofthe position and orientation vectors. The threshold values arerelaxed as the accuracy is not too relevant in this phase, i.e. thegoal of this phase is to acquire the satisfactory initial conditionsfor the next phase in a timely manner.3. Fine approach phase—where the manipulator is guided by thePBVS algorithm to approach the target in a pose convenientfor gripping. The reference homogeneous transformation matrix
(𝐻𝑑𝑒𝑠𝐵2𝐸𝐸2 ) is not modified at all in this phase and the thresholdsare set to much lower values in order to ensures that the gripperreaches the target with sufficient accuracy.4. End phase—where the manipulator grabs the T-bar handle byclosing the jaws, rotates the wrist through 90◦, opens the jawsand finally pulls back by moving in a straight line, respectively.This phase is performed ‘‘blindly’’, without visual feedback.
Fig. 13 shows images taken by the Point Grey camera during theexecution of this task. These are the same images which were used forthe fiducial marker pose estimation within the PBVS algorithm. Imagesfrom the camera mounted on the ROV taken in the same time as theimages from Fig. 13 are presented on Fig. 14. The total time requiredfor the task execution was 30 s, where the coarse approach phase wasaccomplished in 5 s in a single iteration, fine approach phase in 14 sin 4 iterations and the end phase in 11 s. The position and orientationerror vectors, during the visual servoing phases are presented in Figs. 15and 16 respectively. The position error is formed by extracting thetranslation vector from the𝐻𝑒𝑟𝑟𝑜𝑟, and the orientation error by extractingthe rotation matrix from the same homogeneous transformation, andconverting it into the axis-angle representation (Siciliano, Sciavicco,Villani, & Oriolo, 2009, p. 52). It can be noticed that the positionerror converges below the threshold value of 15 mm, halting the visual
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Fig. 21. Norm of position error during the visual servoing task with stationarytarget. Six experiments with different Initial Positions (IP1,..,IP6).
Fig. 22. Image taken by the ROV mounted camera during the visual servoingtask with the target in motion, mounted on the Schilling Orion 7P manipulator.
servoing approach phase and triggering the end phase. Fig. 17 representsthe estimated marker pose and how the TCP converges towards it. Eventhough the joint calibration procedure was conducted, certain error wasstill present between the joint position commands which are the outputof the developed algorithm and the joint position sensed by the resolvers(see Fig. 18). As a consequence of this, error in the end-effector positionwas constructed using forward kinematics (see Fig. 19). Despite thesignificant influence of the insufficient absolute joint controller accuracyon the Cartesian space error variable, the intervention task was success-fully completed. Additionally, it can be noticed that the state feedbackis sparse and hence the experiment consists of very few data points, withnoticeably low control update rate. This is due to the limitations of theoff-the-shelf SCU. Nonetheless, despite the sparse feedback satisfactoryperformance is achieved. Fig. 20 depicts the execution time of the PBVSalgorithm during the visual servoing validation task. Each control loopis split into four distinct segments. The pose estimation part, which takesapproximately 72 ms encapsulates image acquisition, image processing,and planar homography computation. The segment that includes thecalculation of the homogeneous transformation matrix equations, andthe numerical inverse kinematics solution is negligible compared to the
Fig. 23. Position error during the visual servoing task with the target in motion.
Fig. 24. Convergence of the TCP towards the estimated marker pose during thevisual servoing task with the target in motion.
other ones. The following segment shows the execution time requiredto acquire angular joint position readings. The Titan 2 low level motioncontroller does not support continuous stream of angular sensor positiondata. Therefore, getting this requires issuing a serial communicationrequest and await a reply, which takes more than 100 ms. The lastsegment of the control loop includes another pair of serial messages,a command to move and a confirmation that the message is received, aswell as the time it takes for the manipulator to perform a desired motion.The duration of this segment is variable and depends on the distance themanipulator’s end-effector needs to traverse. The facts that clearly pointout the limitations of the commercial underwater manipulator systemsare that each loop requires the exchange of four serial messages, and thatit is not possible to continuously read position sensor data and broadcastposition commands. However, despite these technical shortcomings, ourvisual control approach works well. The developed PBVS algorithm is
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evaluated for multiple initial positions, which can be seen from Fig. 21which represents the position error for six different experiments.Additionally, the results of visual servoing experiment with thetarget in motion are presented. In order to see how well the manipulatorcan track the target utilizing the developed PBVS algorithm, the panelwith the fiducial marker was mounted on the second underwatermanipulator (Schilling Orion 7P) which was operated manually by theROV pilot, moving it up to 100 mm up and down, forth and backwith relatively slow speed (see Fig. 22). Experiment was conductedfor 70 s and manipulator managed to track the target, although withnoticeable delays between the movements. From Fig. 23, it can be seenthat every time the target is moved the position error vector increasesbut eventually converges to zero after approximately 2 s. This can also benoticed from Fig. 24 which presents the estimated fiducial marker poseand how the TCP converges towards it as well as the aforementionedtracking delay.The intervention task ‘‘Turning the Valve’’ with the stationary targetwas also successfully conducted using two manipulators where SchillingOrion 7P was fixed holding the target while the Schilling Titan 2utilized the PBVS algorithm. With this experiment the possibility forimplementing simple visual guided cooperative tasks using two subseamanipulators was validated.
5. Conclusion and future work
By adapting algorithms common for industrial robotics, the de-veloped kinematics engine which enables generating reference kine-matics parameters for motion both in joint and Cartesian space hasbeen successfully demonstrated and tested. Additionally, we developedvisual servoing algorithms for existing commercial subsea hydraulicmanipulators and encapsulated them into our software. For the firsttime, a proven, field-tested solution is presented that works with theglobal fleet of industry standard commercial work-class ROV systems asa software upgrade rather than a hardware replacement. Encouragingresults have been presented based on unique real world underwaterexperiments, demonstrating the ability of the visual servo controlscheme. Viewed from an industrial robotics perspective, the proposedsolution may be rather simple as it only considers kinematics, however,it has been proven experimentally to be an entirely suitable approachand represents a very significant advancement in commercial subseamanipulator capabilities. The system presented is effective in repli-cating, entirely autonomously, what an ROV pilot does by traditionalmeans of teleoperation for the tasks addressing stationary targets, usingunmodified industry standard subsea manipulator systems. Using thedeveloped control system, we believe that ROV pilots would, in asupervisory role, be able to execute typical underwater manipulationtask with greater ease, faster, and with reduced cognitive load. Thiscould provide significant cost savings for subsea intervention operationsand significantly reduce pilot fatigue and associated errors. We believethat we have achieved excellent initial results with very promisingapplications and potential for uptake in the field of automated IRM ofoil and gas, and MRE installations.Ongoing work is continuing development of the visual servoingalgorithms, focused on improvement of the performance of target inmotion tracking and addressing intervention on a target/ROV in motion.The plan is to extend the control strategy from the sole manipulatorcontrol to the control of a unified ROV-manipulator system.
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