Fuzzy ordered classifiers were used to assign fuzzy labels to river sites expressing their suitability as a habitat for a certain macroinvertebrate taxon, given up to three abiotic properties of the considered river site. The models were built using expert knowledge and evaluated on data collected in the Province of Overijssel in the Netherlands. Apart from a performance measure for crisp classifiers common in the aquatic ecology domain, the percentage of correctly classified instances (% CCI), two performance measures for fuzzy (ordered) classifiers are introduced in this paper: the percentage of correctly fuzzy classified instances (% CFCI) and the average deviation (AD). Furthermore, results of an interpretability-preserving genetic optimization of the linguistic terms, applying once binary encoding and once real encoding, are presented.
Introduction
New requirements at the EU level, mainly covered by the Water Framework Directive [1] , urge the member states to extend their assessment methodologies to implement the desired river management. A methodology of interest in this context is the modelling of habitat suitability. Habitat suitability models describe which abiotic conditions are appropriate for a certain taxon or species to establish a population [2] . In this study benthic macroinvertebrates living in aquatic ecosystems are considered. Benthic macroinvertebrates are invertebrate organisms that inhabit mainly bottom substrates of freshwater habitats [3] . The term 'macro' assumes that they are large enough to be seen without magnification and that they are retained in a net with mesh size of 500 lm. Because of their central role in aquatic ecosystems, macroinvertebrates are widely used as indicators for assessing freshwater quality [4] .
The development of habitat suitability models is not an easy task. The available knowledge is usually only verbally described, with terminology and meaning differing from source to source. On the other hand, data available is not only scarce, but insufficiently representative for all river conditions, and can therefore play at most a role in model optimization, but not in model identification [5, 6] . Taking into account these limitations and the ultimate use of these models in decision support, requiring understandability to the end user, we opted for linguistic fuzzy models and a knowledge-based design approach followed by an interpretability-preserving data-driven optimization of the membership functions.
As will be explained further on, this modelling problem asks for a model that gives a shaded indication of a certain river site's suitability as habitat for a certain macroinvertebrate taxon. Therefore, fuzzy classifiers were applied in this study, instead of classical models with crisp outputs or crisp classifiers. A more detailed description of the habitat suitability models, built using expert knowledge described in literature, is given in Section 2. In Section 3, the data collected in the Province of Overijssel in the Netherlands [7] on which the models were evaluated, referred to in this work as the EKOO data set, is discussed. The three measures used to evaluate the models, percentage of correctly classified instances (% CCI), percentage of correctly fuzzy classified instances (% CFCI) and average deviation (AD) are presented in Section 4. The membership functions of the input variables of the models of 12 taxa were optimized using a classic genetic algorithm with binary chromosomes, as well as a real-coded genetic algorithm. During the model optimization the accuracy of the models was tried to be improved, while preserving their interpretability. Section 5 deals with the different aspects of the optimization of the linguistic terms: the selection of the models to be optimized, the properties of the genetic algorithms and the obtained results. Finally, conclusions are summarized in Section 6.
Habitat suitability models
The models considered in this study describe the suitability of river sites along source brooks up to small rivers in the Central and Western Plains of Europe, a region defined in [8] , as a habitat for the 86 macroinvertebrate taxa listed in Appendix A. The model development was based on eight knowledge sources (references are given in [9] ) summarizing ecological studies carried out in the Netherlands, France, Germany and Belgium, describing which river conditions are preferred and which situations are tolerated by different macroinvertebrate taxa. Hereafter, different aspects of the model identification process are discussed: the selection of variables, the assignment of linguistic values and corresponding membership functions to all variables and the construction of rule bases.
As described in detail in [9] , the selected input variables should be of high ecological importance to the macroinvertebrate taxa under study as well as to the whole macroinvertebrate community and should be of importance to river management. Furthermore, knowledge about their preferences for certain environmental conditions needs to be available and the variables need to be included in the EKOO data set. Physical variables do provide effective assessment criteria when rivers are not affected by physical-chemical degradation [10] . However, in the Central and Western Plains of Europe, the main threats for biological communities in rivers are the deteriorated physical-chemical water quality conditions. This is mainly due to increased nutrient and organic loading mainly caused by agricultural activities and pollution originating from households. Therefore, apart from stream width and stream velocity, two variables determining the river type and reflecting the water quantity conditions, an additional input variable is used, expressing the physical-chemical conditions at a river site. Physical-chemical conditions and their effect on the macroinvertebrate population at a certain river site can be expressed by the saprobic status (measured by the ammonium concentration), the trophic status (measured by the nitrate and phosphate concentration) or the ionic status (measured by the electrical conductivity). As, in the region considered in this habitat suitability modelling problem, high (resp. low) nitrate concentrations generally coincide with high (resp. low) phosphate, ammonium and overall nutrient concentrations, all four variables can be used individually as a measure of one of the factors influencing the abundance of macroinvertebrates, i.e., the nutrient and organic load in the river. For each macroinvertebrate taxon, four different models were constructed, an A-model, an N-model, a P-model and a C-model, containing stream width, stream velocity and either ammonium concentration (A), nitrate concentration (N), phosphate concentration (P) or electrical conductivity (C) as input variables. The occurrence of some of the 86 considered macroinvertebrate taxa is independent of the stream width. In these models stream width is not included and only two input variables are used.
Due to the different context of the studies described in the eight publications used as a source of expert knowledge, meanings given to the used linguistic terms are not identical in all eight publications. However, in all considered studies, a similar number of linguistic values is assigned to variables as stream width, stream velocity and nutrient and organic loading and in most cases similar expressions are applied to refer to the different situations distinguished. To all variables three to five linguistic values are assigned. An overview of the linguistic values is given in Table 1 . All values are defined by trapezial membership functions forming a Ruspini partition [11] , as illustrated in Fig. 1(a) for the five linguistic values for ammonium concentration (in order of increasing organic load): oligosaprobic, b,a-oligosaprobic, b-mesosaprobic, a-mesosaprobic and polysaprobic conditions. The values of the membership function parameters of all variables summarized in Table 2 , are based on crisp boundaries found in literature. The kernel of each of the membership functions is the intersection of the crisp intervals used in the different literature sources to define the corresponding linguistic term. As we have opted for fuzzy partitions, the supports of the membership functions are determined by the kernels of the membership functions of the adjacent linguistic values and the lower and upper bounds of the underlying domain.
A site's suitability as a habitat for macroinvertebrates cannot be measured directly. As output variable of the developed habitat suitability models, the abundance of a macroinvertebrate taxon at a river site is used. The abundance is a measure for habitat suitability: the higher the abundance of a taxon, the higher the site's suitability as a habitat. Furthermore the EKOO data set contains the number of sampled individuals of the 86 taxa considered at all investigated river sites. It cannot be the purpose of a habitat suitability model to predict a precise numerical value for the occurrence of a given taxon. No ecologist is interested in or would even trust a model stating an occurrence of, e.g., 37 individuals. It is rather the magnitude of the abundance which is of interest. In this paper four linguistic values were assigned to the variable: absent, low, moderate and high. They are defined by the membership functions shown in Fig. 1(b) with the help of the same experts assigning the membership functions of the input variables. In order to take into account the nonlinear response of macroinvertebrate taxa to environmental conditions [12] , the abundance values were log-transformed. When comparing abundance values relative differences rather than absolute differences should be considered, since the difference between 1 and 2 individuals found at a river site is more significant than the difference between 101 and 102 recorded individuals. We also want to stress that these abundance values are not equal to the exact number of individuals present at a site, but are proportional to the number of individuals present at a site (see the sampling procedures in Section 3).
The four linguistic values of stream width, the three linguistic values of stream velocity and the five linguistic values of the variables describing the nutrient and organic concentration, define 60 environmental situations. For the procedure followed during the rule base development, i.e., the assignment of a linguistic abundance value to this 60 environmental situations, we refer to [9] . In the A-, N-, P-and C-models of the 86 macroinvertebrate taxa, including respectively, ammonium concentration, nitrate concentration, phosphate concentration and electrical conductivity as input variables, the same membership functions were used. The rule bases of the models of the different taxa differed, but were identical for the four models of a certain taxon [13] . All constructed rule bases were complete and contained 60 rules of the following type:
IF
width IS upper course stream AND velocity IS low AND nitrate concentration IS eutrophic THEN abundance IS moderate
In Fig. 3 the rule base of Proasellus meridianus is shown. Proasellus meridianus is an example of a taxon whose occurrence is independent of the stream width, as one can see from the rule base. Furthermore, according to the rules derived from the eight consulted knowledge sources, its abundance is the same in oligosaprobic (resp. oligotrophic and oligoionic) conditions as in b,a-oligosaprobic (resp. b-mesotrophic and b-mesoionic) conditions. If two consecutive linguistic values of a variable yield the same model output for all combinations of linguistic values of the other input variables, then the corresponding rules are merged and a new linguistic value is introduced defined as the convex hull of the membership functions of the original linguistic values. Therefore, in the reduced model the variables ammonium, nitrate and phosphate concentration and conductivity, take four values instead of five, for ammonium concentration these linguistic values are 'oligosaprobic to b,a-oligosaprobic', 'b-mesosaprobic', 'a-mesosaprobic' and 'polysaprobic' conditions. The linguistic value 'oligosaprobic to 'b,a-oligosaprobic' conditions is defined as the convex hull of the membership function of 'oligosaprobic' conditions and the membership function of 'b,a-oligosaprobic' conditions. As a result of the reduction of input variables and linguistic values, the number of rules in the rule base decreases. The rule base of the resulting, fully reduced model for Proasellus meridianus is shown in Fig. 4 . This model reduction procedure is carried out for the models of all 86 taxa, resulting in models with different numbers of input variables, membership functions and number of rules.
Given the available qualitative expert knowledge and uncertainty in the definitions of the used linguistic expressions, linguistic fuzzy models are the most appropriate model types for the modelling problem. As no crisp abundance value, but a shaded indication of a site's habitat suitability is desired in river management, we opted for a fuzzy classification. The model output y model is a set of four values ranging between 0 and 1 and summing up to 1: {(absent, A 1 (y model )), (low, A 2 (y model )), (moderate, A 3 (y model )), (high, A 4 (y model ))}. Due to the inherent order on the terms 'absent', 'low', 'moderate' and 'high', this is a clear example of fuzzy ordered classification. When calculating the fulfilment degrees of the rules, the minimum t-norm was applied for the conjunction. For each linguistic abundance value, the maximum fulfilment degree of the rules containing this linguistic abundance value in their consequent is determined. Finally, the model output is obtained by normalizing these maximum fulfilment degrees. Note that the membership functions in the output domain are not used to determine the model output.
The EKOO data set
The data used in this study to evaluate and optimize the habitat suitability models were collected in running waters in the Province of Overijssel in the Netherlands. They are part of a larger data set described by Verdonschot [7] , which apart from the 445 data points collected along running waters and used in this study, also includes data collected in pools and lakes, canals and large standing waters.
At each site, 70 abiotic variables were measured, as stream width, depth, temperature, transparency of the water column, bank shape, substratum, dissolved oxygen concentration, pH, nitrate concentration and phosphate concentration, and samples were taken of the major habitats, the water body and the bottom habitat to collect macroinvertebrates. In shallow sites, habitats with vegetation were sampled by sweeping a hand net (20 · 30 cm, mesh size 500 lm) through each vegetation type, several times over a length of 0.5-1 m. Bottom habitats were sampled by vigorously pushing the hand net through the upper few centimeters of each type of substratum over a length of 0.5-1 m. Next, the habitat samples were combined for the site to give a single sample with a standard area of 1.5 m 2 (1.2 m 2 of vegetation and 0.3 m 2 of bottom). At sites lacking vegetation, the standard sampling was confined to the bottom habitats. In deeper sites, five samples from the bottom habitats were taken with an Ekman-Birge sampler. These five grab-samples were equivalent to one 0.5 hand net bottom sample. The macroinvertebrate samples were taken to the laboratory, sorted by eye, counted and identified to species level, except for some chironomid taxa.
In this work the term 'EKOO data set' does not refer to the complete data set described in [7] , but only to those data used in this study: the values of the six abiotic variables, stream width, stream velocity, ammonium concentration, nitrate concentration, phosphate concentration and electrical conductivity, and the number of sampled individuals of the 86 macroinvertebrate taxa listed in Appendix A at 445 sites along running waters.
Hours of field work and meticulous determination in the lab of the sampled animals were needed to obtain this data set, which makes it a large data set in its domain, but unfortunately still rather small for model evaluation and certainly for model identification purposes. Apart from being sparse, the data hold another awkward property typical to their origin: due to seasonal variations, weather differences at sampling moment and different sediments, data holding similar values for the considered environmental variables show highly variable registered abundances. This is illustrated in Fig. 5 for the A-model of Proasellus meridianus. Therefore, this data cannot be expected to reveal an unambiguous relationship between the selected abiotic variables and macroinvertebrate abundance. At a vast majority of the sites no individuals were recorded for all 86 taxa considered in this study as illustrated for Proasellus meridianus and Plectronemia conspersa in Fig. 6 and discussed in more detail in Section 5.2.
Evaluation of fuzzy ordered classifiers

Format of the reference output
In order to compare the output obtained with the fuzzy ordered classifiers to the information in the EKOO data set, model and reference output should have the same format. In this study the membership degrees of the crisp abundance values in the data set to the linguistic abundance values, defined by membership functions shown in Fig. 1(b) , are used as reference output.
Three performance measures
In this section three performance measures applied in this study are introduced. In the formulae below, N is the number of data points, n the number of fuzzy classes, A i (y data,j ) the membership degree of the jth output to the ith linguistic output value and A i (y model,j ) the membership degree to the ith linguistic output value obtained as model output for the jth input of the data set.
Percentage of correctly classified instances
In ecology the percentage of correctly classified instances (% CCI) is frequently used to compare the performance of crisp classifiers [14] . Correctly classified data points have a contribution of 1 to the global performance, while data points assigned to a wrong class have a contribution of 0. In order to be able to compare our fuzzy classifiers to crisp classifiers in literature, the outputs were defuzzified and the % CCI was calculated as follows: 
Percentage of correctly fuzzy classified instances
As we are dealing with fuzzy classifiers, we defined a new performance measure inspired by the % CCI and similar to the measure presented in [15] : the percentage of correctly fuzzy classified instances (% CFCI). If the model output is identical to the reference output, the data point has a contribution of 1 to the global performance. As long as there are classes to which both model output and reference output have a non-zero membership degree, the corresponding data point has a positive contribution. Only if no class exists to which both model output and reference output have a non-zero membership degree, the corresponding data point has a contribution of 0 to the global performance:
Average deviation
The % CFCI has the advantage that it can be understood intuitively. However, it is not an appropriate objective function for the optimization of a fuzzy ordered classifier, as % CFCI is not sensitive to the position of the classes where the wrong classification occurs. When visually comparing the reference output in Table 3 with the model outputs b and d and given the fact that the output classes are ordered from A 1 to A 4 , one would certainly say that model output b approximates the reference output better than model output d. However, that same % CFCI is assigned to examples b and d, as the sum of the absolute differences in membership degree in the reference and model output to the four individual classes is identical, as shown in Fig. 7 .
Therefore, another performance measure for fuzzy classifiers with an ordered set of classes is introduced, returning the average deviation (AD) between the position of the class obtained with the model and the position of the class stored in the reference data set. The AD varies from 0 to n À 1 and is calculated as follows:
The measure AD is illustrated in Table 3 on the same examples as the two other performance measures. At first sight it seems hard to get insight in AD. When considering the cumulative membership degrees, i.e., the sum of the membership degrees to a class and Table 3 .
In the figures in the top row, illustrating % CFCI, the thin and thick lines indicate the reference and model output, respectively. In the figures in the second row, illustrating AD, the thin and thick lines are the cumulative functions of the reference and model output, respectively.
its lower classes as in Fig. 7 , instead of the membership degrees, one sees that the AD is nothing else but the area between the cumulative functions of model and reference output. The AD is zero if the model output equals the reference output and increases with increasing distance between the reference output and the model output. The AD distinguishes between examples b and d, whereas the % CFCI does not. On the other hand, the same AD, but a different % CFCI
Note that the AD is insensitive to the direction of the wrong classification as the absolute values of the differences are taken. If classifying an instance in a too high class is worse (or better) than classifying it in a too low class, the AD should be computed using the same formula as Eq. (4) but without taking absolute values of the differences.
Model performance
In Fig. 8 the three performance values obtained for the four models of the 86 macroinvertebrate taxa are plotted. One sees that similar values are obtained for % CCI as for its fuzzy alternative, % CFCI, and that AD tends to decrease with increasing % CFCI. The % CFCI of the A-, N-, P-and C-models of all taxa are shown in Fig. 9 . For almost all taxa, higher % CFCI-values are obtained for models including nitrate or phosphate concentration as input variable than for those including ammonium concentration or conductivity. The obtained model performances are discussed in more detail in [16] . 
Optimization of the linguistic terms
Introduction
In this section we want to improve the accuracy of the habitat suitability models for the region where the EKOO data set was collected, while maintaining the interpretability, i.e., the descriptive power of the models [5, 6, 17] . In the framework of this study, interpretability means that the river manager consulting the models is familiar with all components of the designed models and is able to get insight in the models just by looking at the different components. Given the uniformity of the qualitative information in the eight consulted knowledge sources, the rules in the rule bases of the developed models can be considered generally applicable to the Central and Western Plains of Europe. The knowledge sources also clearly reveal that the definition of linguistic values of environmental variables slightly differ from one river basin to another. Therefore the rule bases were kept unchanged, yet only the membership functions of the input variables were optimized in such a way that after optimization all fuzzy sets still represent the meaning assigned by experts to the corresponding linguistic values. As no straightforward relation exists between the membership functions and the output of a linguistic fuzzy model, a genetic algorithm [18] [19] [20] was used as optimization method as it works on the complete solution of the optimization problem, in this case being the whole set of membership function parameters.
Model selection
As mentioned in Section 3, the EKOO data set is characterized by ambiguous data as well as by a highly non-uniform distribution of the data over the four abundance classes absent, low, moderate and high. The more different phenomena described by the model are included in a data set and the more uniform the distribution of the examples in the data set over the different phenomena is, the more appropriate the data set is for optimization. The input values of an ideal training data set are distributed uniformly over the different regions of the input space described by the antecedents of the rules. The different regions of the three-dimensional input space are hereby described by the 0.5-cuts of the membership functions of the linguistic values of the three input variables. Therefore, one could opt to select those taxa with the most uniformly distributed input values for model optimization. As the same input values and the same membership functions are used in respectively all A-, N-, Pand C-models, the distribution of the input values over the different regions of the input space is the same for all models of a given type. Therefore, in this case, the uniformity of the distribution of the data points over the input space is an inappropriate selection criterion.
Clearly, the distribution over the abundance classes needs to be taken into account to establish a decisive selection criterion. Therefore, the taxa whose data sets reveal the most uniform distribution over the crisp abundance classes, defined by the 0.5-cuts of the membership functions of the fuzzy abundance classes, were selected for optimization. As a measure for the uniformity of the distribution, entropy was used (convention 0 AE log 2 0 = 0):
A crisp;i ðy data;j Þ:
The entropy is 1 for a uniform distribution and 0 if all data points are assigned to the same abundance class as is the case for Odontomesa fulva. For Proasellus meridianus and Plectronemia conspersa, of which the data point distributions are shown in Fig. 6 , an entropy of respectively, 0.835 and 0.322 is obtained. In Table 4 entropy values for some other taxa are given. Note that entropy is a non-linear concept. When a distribution is highly nonuniform, as for Agabus affinis, the shift of 1 data point from the most frequent class to a less frequent class results in an entropy increase of at least 0.009. Given a more uniform initial distribution, a larger shift towards a more uniform distribution, gives a smaller entropy increase, for instance an entropy increase with 0.006 for Erpobdella octoculata compared to the entropy for Proasellus meridianus.
In Fig. 10 the entropy of the data distribution over the abundance classes for the 86 macroinvertebrate taxa is plotted as a function of the % CFCI of the A-model of the corresponding taxon. The figure gives an insight into the obtained values for the performance measures. One can see that a good performance according to the values of the performance measure often coincides with a low entropy. These good performing models are all models of macroinvertebrate taxa of which no individuals were collected at almost all 445 sampled sites and which are therefore not really evaluated by the data set. The 12 models selected for optimization have an entropy larger than 0.7 and are indicated with a box in Fig. 10 . The threshold 0.7 was chosen arbitrarily: it separates 12, more or less clustered taxa from taxa with lower entropies. The selected taxa are: Physa fontinalis, Anisus vortex, Asellus aquaticus, Erpobdella octoculata, Gammarus pulex, Glossiphonia heteroclita, Helobdella stagnalis, Planorbis planorbis, Proasellus meridianus, Radix peregra, Sigara striata and Valvate piscinalis.
Properties of the genetic algorithm
The n i membership functions of an input variable of the considered models are characterized by a vector of 2n i reals, a i ¼ ½a 1;i ; a 2;i ; . . . ; a 2ni;i , satisfying the following two constraints: 
In this study both a binary-coded as well as a real-coded genetic algorithm are applied. The representation of the membership function parameters by a binary vector (using Gray encoding), restricts the values the parameters can take to a limited set of values defined by the upper and lower bound of the optimization interval and the length of the binary string, but has the advantage that it allows the use of very straightforward crossover and mutation strategies. The real-coded genetic algorithm is directly applied to a vector containing the real values of the optimized parameters, which allows for a finer tuning of the parameters. Two optimizations were carried out: a bounded and a free optimization. During the bounded optimization the kernels of the optimized membership functions are always subsets of the 0.5-cuts of the corresponding original membership functions (as illustrated in Fig. 11 ), whereas during the free optimization only the number of membership functions of the fuzzy partition is fixed for each input variable. The free optimization was carried out to investigate how the optimization process evolves if no constraints are set. The membership function parameters were coded as binary strings of 7 and 10 bits per parameter, respectively for the bounded and free optimization, respectively. The structure of the genetic algorithm used to optimize the parameters of the trape-zial membership functions of the input variables of the A-, N-, P-and C-models of the 12 selected taxa is shown in Algorithm 1. A thorough investigation of the influence on the genetic algorithm performance of different mutation, crossover and selection procedures and the optimization of their parameters was outside the scope of this study. We carried out some fragmentary investigation of the parameter settings of the selected mutation an crossover procedures with some of the 48 models and applied the best setting obtained to optimize the membership functions of all 48 models. The same procedure was followed by the binary-coded and real-coded algorithm, except for the recombination and mutation. Each optimization starts with a population of 100 randomly generated strings, which, in case they do not represent a feasible solution, are tried to be restored by replacing them by (the binary representation of) a vector consisting of substrings of sorted real values of the unfeasible string for each variable. Note that this restoration procedure does not always result in a string satisfying Eq. (7) .
During the search, each model was evaluated on each of the 445 data points, using a weighted average deviation (wAD) in which the weights guarantee that each region of the input space defined by the 0.5-cuts of the membership functions of the non-optimized models has the same contribution to the fitness:
In the definition of the weights w j , N j is the number of data points in the same region of the input space as the jth input of the data set and n regions is the number of regions in which the input space is divided. At each generation step, 100 parents were selected by tournament selection. Two by two the parents were recombined and mutated, resulting in two children. In the binary-coded algorithm, uniform crossover is applied (crossover probability = 0.95). Each bit of the strings obtained after recombination, or, in case no crossover was carried out, the strings of the parents, were changed with a mutation probability being the reverse of the length of the binary string. In the real-coded algorithm, one child is created with heuristic crossover and one with arithmetical crossover (crossover probability = 0.95). The procedure of the heuristic crossover described in [20] was slightly adapted to guarantee that each real value a child 1 ;l in the string of the child derived from the corresponding values a parent b ;l and a parent w ;l of the best and, respectively, the worst performing parent of the two parents, is an element of the optimization interval [b l ,B l ]. In Eq. (10), r 1 is a random number between 0 and 1 and identical for all values of a string during a recombination:
The real strings of the children, or, in case no recombination was carried out, the strings of the parents, were mutated as described in Eq. (12) . Each value a l is replaced by a randomly selected (uniform probability distribution) value a 0 l from an interval around a l being at most as large as p mut % of the interval [b l ,B l ] (p mut = 3 and p mut = 0.4 for the bounded and, respectively, the free optimization). In Eq. (12), r 2 is a random number between 0 and 1 and r 3 a random binary digit, both being identical for all values of a string during a recombination:
Children not satisfying Eqs. (6), (7) are tried to be restored, following the same procedure as during the initialization of the population. Furthermore, elitism is applied in the algorithm. The genetic algorithm was stopped if only small improvements of the fitness of the best individual (n fitness <0.001) were obtained during the last 50 consecutive generations or if the 1000th generation was reached. Hundred repetitions were carried out for each optimization and the model with the highest % CFCI among the 100 candidate models was retained as result of the optimization.
Optimization results
The results obtained for the four models of the 12 selected taxa are summarized in Fig. 12 . One expects the models obtained with the real-coded genetic algorithm to perform at least as good as the corresponding models obtained with the binary-coded genetic algorithm as the search space of the binary-coded genetic algorithm is a subset of the search space of the real-coded genetic algorithm. Furthermore, the model obtained through free optimization is expected to outperform the corresponding model obtained through bounded optimization, which on its turn is expected to score better than the original model. Strictly speaking, the performance of the genetic algorithm can only be compared based on the performance of the original and optimized models according to the performance measure wAD, used as fitness function. In Fig. 12 , however, the % CFCI of the original and optimized models are given, as % CFCI can be understood intuitively and resembles the performance measure % CCI commonly used in ecology. When analyzing the results in Fig. 12 , one should always keep in mind the variability of the relationship, illustrated in Fig. 8(b) , between the two performance measures non-weighted AD and % CFCI.
The models obtained with the real-coded GAs do not perform worse than those obtained with the binary-coded GAs, except for the A-model for Erpobdella octoculata obtained through free optimization. For this model, the optimized model obtained with the realcoded genetic algorithm shows a negligible worse performance of 0.1% compared to the model obtained with the binary-coded genetic algorithm ( Fig. 12(a) ). When considering the wAD as performance measure, 8 of the 96 real-coded GAs do not return a better solution than their binary-coded counterpart, which indicates that the implemented control structures were maladjusted to these eight membership function optimization problems.
For the models obtained with the binary-coded genetic algorithm, the expected order of the % CFCI-values of, respectively, the original model and the models obtained through bounded and free optimization, is not respected by the results recorded for the A-model of Radix peregra, the N-models of Anisus vortex, Erpobdella octoculata, Gammarus pulex, Glossiphonia heteroclita, Helobdella stagnalis, Physa fontinalis, Planorbis planorbis and Radix peregra, nor for the P-models of Anisus vortex, Glossiphonia heteroclita and Physa fontinalis. When applying the real-coded genetic algorithm only the % CFCI-values of the original, bounded and freely optimized N-models of Gammarus pulex and Glossiphonia heteroclita do not respect the expected order. When considering the wAD, all optimized models perform better than the corresponding original models and the expected performance order was recorded for all optimizations, except for the N-models of Anisus vortex, Asellus aquaticus, Physa fontinalis and Radix peregra. For these four models, a smaller wAD is obtained for the models returned by bounded optimization with the binary-coded GA than for the models obtained by free optimization with the binary-coded GA. The reversed order of the performances might be caused by the binary coding, restricting the values taken by the membership function parameters in the optimized models to a limited set of values. Thus, when using binary encoding the search space of the binary-coded genetic algorithm applied during the free optimization might simply not contain a solution outperforming the solution returned by the bounded optimization. The fact that all wAD-values obtained by the real-coded GAs respect the expected order, supports the above argument. In Figs. 13 and 14 the results obtained for the A-model of Proasellus meridianus are shown. Note that the membership function describing the oligosaprobic to b,a-oligosaprobic conditions (hereafter called oligosaprobic) in the original model has such a small support that it can hardly be noticed in Fig. 13(a) . For the A-model of Proasellus meridianus, as for most models of the other selected taxa, the results obtained with the real-coded genetic algorithm are very similar to the results obtained with the binary-coded genetic algorithm. This is especially true in case of the bounded optimization where the membership function parameters of the optimized models obtained with both algorithms are often equal to the lower or upper bound, or the second or next-to-last value of the corresponding optimization interval. In Fig. 13 one sees that the membership functions of the velocity value low and the oligosaprobic conditions are extended towards higher velocities and ammonium concentrations, respectively. The membership functions in Figs. 13(c) and (e) no longer reflect the meaning given by the experts to the linguistic values. During the bounded optimization the extension is however limited by the constraints described in Section 5.3, which guarantees the interpretability of the fuzzy partitions of the optimized models. In Fig. 14 the number of data points belonging to the four defuzzified abundance classes A crisp,i (see Eq. (2) for the defuzzification procedure) in the different regions of the input space are given and visualized by means of histograms for the original models and the two models obtained with the binary-coded genetic algorithm. No histograms are shown for the models obtained with the real-coded genetic algorithm, as similar membership functions were obtained with the binary-coded and real-coded genetic algorithm. One sees that, by extension of the support of the velocity value low and the oligosaprobic conditions, more data points and in particular more data points belonging to the abundance class absent, fire the rule IF vel IS low AND ammon IS oligotrophic THEN abundance IS absent, instead of the rules IF vel IS low AND ammon IS b-mesotrophic THEN abundance IS low, IF vel IS moderate AND ammon IS oligotrophic THEN abundance IS low, IF vel IS moderate AND ammon IS b-mesotrophic THEN abundance IS moderate, which results in a better score for the used fitness wAD as well as for the other performance measures % CCI, % CFCI and AD.
The differences between the results obtained with the bounded and free optimizations illustrate that one should not only focus on the accuracy of a model when evaluating its performance, but that the global performance of a model implies a balance between its interpretability and its accuracy. In the framework of this study, interpretability means that the river manager consulting the models is familiar with all components of the designed models and is able to get insight in the models just by looking at the different components. In order to guarantee interpretability, the definition of the linguistic values, i.e., the membership functions, should correspond to those used in the domain of biological water quality assessment. Therefore, the models obtained with bounded optimization are considered to have a better performance than those obtained with free optimization, even if higher accuracies are obtained for the latter.
Conclusions
In this study fuzzy ordered classifiers were used to classify river sites according to their suitability as a habitat for macroinvertebrates. The classifiers were evaluated using data collected in the Province of Overijssel in the Netherlands. Two performance measures were introduced in this paper: the percentage of correctly fuzzy classified instances, % CFCI, for fuzzy (ordered) classification, and the average deviation, AD, for fuzzy ordered classification.
Furthermore, one type of interpretability-preserving data-driven optimization, as well as an accuracy-oriented optimization, were applied using both a binary-coded and a real-coded genetic algorithm. For four models the binary-coded genetic algorithms returned less accurate solutions for the accuracy-oriented optimization than for the constrained optimization, due to the fact that the optimized membership function parameters only take values from a limited set of values. A shortcoming which, as shown by the experiments, can be remedied by applying real encoding instead of binary encoding. The realcoded GAs applied in this study, however, showed maladjusted to eight of the 96 addressed membership function optimization problems, as an exhaustive investigation of the control structures of the genetic algorithms was outside the scope of this study.
A purely accuracy-oriented optimization is no option when one wants to preserve the interpretability of the habitat suitability models under study with the EKOO data set. In this case, expert knowledge was a prerequisite to build interpretable models in order to define the rule bases and determine the optimization intervals of the membership function parameters. The accuracy-oriented optimization, however, gives a better insight in the driving force during the bounded optimization, i.e., the tendency to classify as much data points as possible in the abundance class absent by increasing the regions were the input is mapped to absent, and stresses the importance of uniformly distributed and unambiguous training data for model optimization. 
