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The human brain is connected via a vastly complex network of white matter fiber 
pathways. However, this structural connectivity information cannot be obtained from 
conventional MRI, in which much of white matter appears homogeneous. Diffusion tensor 
imaging can estimate fiber orientation by measuring the anisotropy of water diffusion. Using 
tractography, the brain connectivity can be studied non-invasively.  
Past tractography studies have shown that the cores of prominent white matter tracts can 
be faithfully reconstructed. Superimposing the tract coordinates on various MR images, MR 
metrics can be quantified in a tract-specific manner. However, tractography results are often 
contaminated by partial volume effect and imaging noise. Particularly, tractography often fails 
under white matter pathological conditions, which render tract-specific analysis impractical.  
In order to address these issues, we introduced an atlas-based approach. Four novel atlas-
based approaches were included in this data analysis framework.  First, statistical templates of 
major white matter tracts were created using a DTI database of normal subjects. The statistical 
white matter tract templates can serve two purposes. First, the statistical template can be used as 
a reference to detect abnormal white matter anatomy in neurodegenerative diseases. Second, the 
statistical template can be applied to individual patient data for automated white matter 
parcellation and tract-specific quantification. 
In the second approach, the trajectory of white matter fiber bundles was used to estimate 
the cortical regions associated with specific tracts of interest. Using this approach, cortical 




Third, we improved the accuracy of the population-based tract analysis by incorporating 
a highly elastic image transformation technique, called Large Deformation Diffeomorphic Metric 
Mapping (LDDMM). As a testament to the power of this algorithm, we successfully applied 
tract-specific analysis on Alzheimer’s patients.  
The last approach was to analyze the brain cortical connection networks using automatic 
fiber tracking. A tracking pipeline was built by combining White Matter Parcellation Map 
(WMPM), brute-force tractography and topology-preserving image transformation LDDMM. 
This novel tracking pipeline was applied on patient group with Alzheimer’s disease. The 
connectivity networks of Alzheimer’s patients were compared with age-matched controls using 
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Chapter 1   
Introduction 
 
1.1 Diffusion MRI 
Beginning with the seminal work of Sir Peter Mansfield and Paul Lauterbur [1, 2], 
Magnetic Resonance Imaging (MRI) has brought many innovations into clinical medicine. The 
realization of Diffusion MR imaging in the late 1980s [3-5] is a cornerstone in MRI development. 
Non-invasive imaging of human brain structure networks is arguably the fairest fruit of this 
innovation [6]. 
The molecular diffusion, or Brownian motion of molecules, is a classic phenomenon [7]. 
The macroscopic diffusion that is originated from Brownian motion can be observed by simply 
pour small amount of dye into a beaker filled with water. The flux of diffusion between high 
concentration and low concentration regions is dictated by Fick’s first law [8]: 
        (1.1)  
where   is flux density,   is the diffusion coefficient and    is the concentration gradient. When 
the medium concentration is uniform, i.e. there is no macroscopic diffusion, the water molecule 
diffusion, originated from location   , follows the Gaussian diffusion model and the root mean 
square of diffusion distance   in time   can be described by Einstein’s equation: 
   |     |  √    (1.2)  
where   is the diffusion coefficient and    is the new location at time  . 
The effects of water diffusion on signals of magnetic resonance experiment were 




considered as confounding factors, were later used to measure water diffusion constant. NMR 
has since become the standard modality to measure diffusion non-invasively.  
 
1.2 Magnetic Resonance Image Formation 
If were subjected to an external static magnetic field   , the water protons, which possess 
an angular momentum of ½, will precess around the axis of    at Larmor frequency: 




   
  
 (1.3)  
where   is the Larmor frequency and   is the gyromagnetic ratio. 
In the presence of an external static magnetic field, water protons can have two quantum 
spin states, the “parallel” (low energy state) and the “anti-parallel” (high energy state) alignment 
to the applied magnetic field. Because the thermal energy associated with ambient temperature   
is millions of times larger than the quantum energy difference between the two energy states, the 
number of water protons    in low energy state is only fractionally larger than the number of 





     
  
  
  (1.4)  
where    is the energy difference between the two state,   is Boltzmann constant and   is the 
absolute temperature. 
Each proton can be regarded as a magnetic dipole. The excess in lower energy state 
dipoles leads to a net magnetization along the direction of the external static magnetic field. The 




field applied perpendicular to the static magnetic field. The transverse component of the 
precessing magnetization can induce a voltage in a receiver coil [13-15]. 
In the absence of magnetic field gradient, the transverse component of the magnetization 
will decay with the transverse relaxation time constant   . This phenomenon is called Free 
Induction Decay (FID) and the signal      equation is: 
      ∫∫        
 
 
       (1.5)  
where        denotes the water proton density. Sir Mansfield and Paul Lauterbur proposed [1, 2] 
that, by applying a magnetic field gradient to the static magnetic field, the magnetic dipoles will 
precess at different frequencies depending on their respective spatial locations. Thus, individual 
proton’s location can be spatially encoded and the signal equation is: 
      ∫∫            ∫        
 
      ∫        
 
   
 
 
       (1.6)  
where    and    are gradients applied along   and   direction, respectively.  
Define     ∫        
 
 
 and     ∫        
 
 
. The signal equation, ignoring the    
decay, is the Fourier transform of the proton density: 
      ∫∫          (       )   
 
 
       (1.7)  
Hence, by applying the inverse Fourier transform to the signal equation, an image of proton 
density can be reconstructed. The raw data space image is called k-space image [16, 17].   
The MR proton imaging is now an essential imaging modality in clinical medicine. The 
human body contains 60% to 80% of water. This abundance in water, especially in the soft tissue, 




imaging (MRI) has superior soft-tissue contrast. Especially, it is sensitive to pathological 
conditions, such as neoplasm [18], which may otherwise be permeable to X-Ray and CT. 
 
1.3 Diffusion MR Sequence Development  
When Hahn first invented the spin echo sequence [9], he found that random motion of 
spins in a inhomogeneous magnetic field will lead to dispersion of phase and loss of signals. Carr 
and Purcell [10] studied the diffusion effects  and started to use spin echo sequence to measure 
diffusion constant. However, their method requires a constant gradient to be presented at all 
times. This constant gradient interferes with the RF pulses and signal acquisition. The problem is 
exacerbated when the gradient must be increased to measure smaller and smaller diffusion 
constant. In 1965, Stejskal and Tanner [19, 20] introduced the Pulsed Gradient Spin Echo (PGSE) 
sequence. This sequence separates the diffusion time from the encoding time (the RF pulse 
duration) and the data acquisition time. The introduction of Stejskal-Tanner pulsed-gradient-
spin-echo (PGSE) imaging sequence makes measurement of diffusion constant of complex 
biological samples practical.  
In the 1980s, the diffusion encoding gradient was combined with MR imaging sequence 
[3-5] to acquire diffusion-weighted image (DWI), where diffusion constant, along any desired 
orientation, can be measured for every voxel. Although this endeavor sounds relatively simple, it 
was indeed a remarkable technological breakthrough in the MRI field.  
The early diffusion MR imaging suffers from long scanning time and associated artifacts. 
The introduction of single-short echo-planar-imaging (EPI) [21-23] to measure intravoxel 
incoherent motion (IVIM) made the diffusion measurement practical for clinical applications 




modalities, such as T2-weighted image and CT, in detecting early stage of regional cerebral 
ischemia. Since the first few hours of stroke onset presents the greatest therapeutic opportunities 
[26, 27], diffusion weighted imaging has become the standard modality to monitor the early 
phase of ischemia and for treatment planning. 
 
1.4 The Diffusion Measurement 
The Stejskal-Tanner pulsed gradient spin-echo sequence (PGSE) as shown in Figure 1.1A 
consists of a pair of diffusion pulse gradients, one before and another after a 180° RF pulse. In 
the presence of a pulsed gradient, the water molecules would acquire a phase shift      : 
         ∫      
 
 
       (1.8)  
where   is gradient magnitude,   is gradient duration,   is the gyromagnetic ratio and    is water 
molecule position along the gradient direction. The effect of 180° RF pulse is to invert the phase 
       to        .  
Suppose after the onset of the first PGSE gradient pulse, second gradient pulse is applied 
at time   with the same duration   and magnitude  . The water molecules would then acquire an 
additional phase shift      :  
         ∫      
 
 
       (1.9)  
Therefore, the net phase shift of water molecule   , after the two diffusion pulse gradient, is: 
    (       )                      (1.10)  
If there is no diffusion and the water molecule is static (i.e.      ), the net phase shift is 




With self-diffusion, however, the root-mean-square (rms) of net phase shift is not zero. 
This non-zero root-mean-square phase shift can be described with a random walk model of 
diffusion [10, 28]. Suppose a water molecule, after undergo series of abrupt random discrete 
movement, jumps, along the gradient direction, from position    to position   , the molecule 
movement can be expressed as following: 
                                  ∑  
 
   
 (1.11)  
 where   is the discrete distance that the water molecule abruptly jumped after stayed at previous 
position for time  , and    is a random variable with value either    or   . 
Figure 1.1: A) A modified Stejskal and Tanner pulsed-gradient spin-echo sequence for 
diffusion weighted imaging. B) A gradient echo sequence that is equivalent to the pulsed-







Assuming the initial phase for the water molecule is zero, after time     , i.e.   
discrete random jumps in a time varying gradient field     , the phase increment of the water 
molecule is: 
 
     ∑      
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(1.12)  
where    is the gradient at time     . Therefore, for an ensemble of water molecules, 
supposing the mean phase shift is zero, the variance of the phase shift is: 
   
         [  
 ]         {[∑  (∑  
 
   
)
 
   
]
 
} (1.13)  
Since    is the only random variable and can be either    or   , and    and    are 
independent of each other, i.e.           for     and     
     for all          , 
the variance of phase shift can be written as: 
   
              ∑ (∑  
 
   
)
  
   
 (1.14)  
 For sufficiently small time interval  , the equation can be written in the integral form: 
   





   
 
 
 (1.15)  




Suppose diffusion is not restricted. The water molecule movement distribution is 
Gaussian and the phase shift is also Gaussian. The signal intensity is the integration of product of 
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where      is the signal intensity without diffusion attenuation. Bringing the phase shift variance 
into above equation, we get the signal equation: 





   
 
 
] (1.17)  
As the effect of 180° pulse is to inverse the previous phase accumulation, which is 
equivalent to change the sign of the gradient following it, the pulsed gradient spin echo (PGSE) 
sequence is equivalent to a gradient-echo sequence with the 180° omitted and the sign of the 
gradient following it changed [29], as shown in Figure 1.1B. For this sequence, ∫         
  
 
  , 
where    is echo time. Hence, ∫    
       
  
  
 ∫           
 
  
 ∫           
  
 




Therefore, the relation between signal       at echo time and      can be written as [29]: 
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 (1.18)  
With some algebra, we can get the signal attenuation equation for the pulsed-gradient 
spin-echo (PGSE) sequence [19, 30]: 
   [
     
    
]         (  
 
 
)      (1.19)  
where   and   are the diffusion gradient strength and length, respectively, and   is the time 
interval between the two starting edges of the diffusion gradients. The new term  , where 
        (  
 
 




weighting. We can change   value by varying  ,   or  . High   value indicates more signal 
attenuation. 
  
1.5 Diffusion Anisotropy in White Matter 
Suppose water molecule is in a homogenous environment. The possibility that it will 
move in any direction is the same. Hence, water diffusion appears isotropic in unbounded 
homogenous spaces. Nevertheless, in biological systems, cellular and anatomical structures may 
be spatially ordered and can act as physical barriers to the random Brownian motion of water 
molecules. Since the physical barriers retard perpendicular movements of water molecules, the 
measured water diffusion coefficient may vary depending on the angle between measurement 
orientation and the surface norm of the physical barriers. Therefore, water diffusion in the 
restricted or hindered spaces is anisotropic and the measured diffusion coefficient in any 
predetermined direction is called apparent diffusion coefficient (ADC). 
Early observations of anisotropic diffusion were made in bounded media and colloidal 
systems by Woessner [32], Stejskal and Tanner [20, 33], and Cotts [34], respectively. Cleveland 
[35] was the first to show anisotropic diffusion in biological samples. So far, anisotropic 
diffusion had been observed in many critical biological systems, e.g. muscle [35, 36], 
myocardium [37, 38], kidney [39], and brain white matter [40-43]. Among these, anisotropy in 
brain white matter was found to be the most prominent. 
Until now, the origin of anisotropy in biological systems is still not fully understood. Two 
mechanisms could contribute to this phenomenon. First, water diffusion could be hindered by 




Second, water molecules may partially bind to macromolecules or subcellular membrane such 
that their movements are restricted.   
The effect of restricted diffusion can be observed by varying diffusion duration [32, 44-
47]. If the diffusion duration is increased, water molecules will experience more and more 
physical barriers and the diffusion weighting will increase until an asymptotic value is reached. 
If the diffusion duration is decreased, less water molecules will reach the physical barriers and 
the diffusion weighting will decrease, until it is close to that of free diffusion.  
Studies have suggested that, in the nervous systems, the axonal membrane and myelin 
sheath are the main structures responsible for water diffusion anisotropy [48, 49]. And the spatial 
ordering of these structures also plays an important role. Since the neuronal structures in human 
gray matter are randomly ordered, the water diffusion in this tissue appears isotropic as the 
restriction to water diffusion is approximately the same in every direction. On the other hand, the 
anisotropy observed in brain white matter can be ascribed to the ordered arrangement of 
myelinated fibers that act as physical barriers to water molecule movements. 
The study of human brain white matter anisotropy is an extremely attractive field for 
brain researchers. As it is correlated with the arrangement and integrity of axonal membrane and 
myelin sheaths, diffusion anisotropy is expected to be more sensitive to white matter 
pathological changes than other modalities. So far, diffusion MRI is the only modality that can 
measure water anisotropy noninvasively within a clinically feasible time frame.   
The relationships between water diffusion anisotropy and whiter matter structural 
alterations have been studied in several model systems, including ischemia, Wallerian 




Wallerian degeneration is the secondary white matter degeneration that occurs distal to 
the primary lesion. Water diffusion anisotropy was found significantly decreased on both 
primary lesion and distal sites [49, 50], which indicate a correlation between anisotropy variation 
and Wallerian degeneration.  
The diffusion anisotropy is unchanged before and after induced ischemia [51] and 
sometimes was treated as a confounding factor in stroke studies [52]. However, anisotropy has 
proved to be useful in monitoring the temporal evolution of structural alteration after stroke [50, 
53].  
Anisotropy is also of much interest to the study of development and aging. Since the 
hypothesis is that myelin sheaths play a crucial role in the retardation of the water diffusion, it 
has postulated that the variation of anisotropy may reflect the myelination process during brain 
development [54]. It is expected that the study of anisotropy variation during development may 
facilitate the detection of early onset of neurological disease in infant. Furthermore, anisotropy 
also changes during aging and neurodegenerative disease. Anisotropy variation in the 
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Chapter 2   
Diffusion Tensor Imaging and Tractography 
 
2.1  Diffusion Tensor Imaging and Reconstruction 
As shown in previous chapter, diffusion-weighted image measures diffusion 
coefficient on every voxel. This scalar diffusion coefficient is called apparent diffusion 
coefficient (ADC), as it reflects water diffusion along a predefined direction. 
For anisotropic diffusion, the diffusion coefficient varies with measurement 
direction. Hence, a single scalar diffusion constant is not sufficient to characterize 
anisotropy diffusion. Several scalar indices were introduced [2-5]. These indices are 
mostly derived from diffusion weighted images (DWI) acquired in two or three 
independent directions. The main problem with these indices is that they are not 
independent of diffusion gradient orientations, i.e. their values vary with the body 
orientation with regards to the imaging hardware. 
Basser et al. [6, 7] introduced effective diffusion tensor to depict anisotropic 
diffusion. The diffusion tensor is a     symmetric matrix that has nine elements [8]: 
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] (2.1)  
The diagonal terms,            , represent diffusion along the           directions, 
respectively, and the off-diagonal terms,                       , reflect correlations 
between water diffusion in orthogonal directions. 
Using diffusion tensor, the signal attenuation equation for the pulsed-gradient 
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If the diffusion gradient in PGSE sequence is rectangular and the interactions 
between imaging gradient and diffusion gradient are ignored, the above signal equation 
can be solved analytically: 
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where   is the diffusion gradient length,   is the diffusion time between the leading edge 
of two diffusion gradients, and      
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is called b matrix. For diffusion spectroscopy, where there is no imaging gradient, the 
elements of b matrix are determined by the scalar b value for PGSE sequence [9], i.e. 
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]. For diffusion tensor imaging [7], the interaction of the imaging 




must be calculated using more dedicated programs for either analytical or numerical 
solutions [11-13]. 
Once the b matrix is determined, the signal attenuation is simply a sum of 
elements of diffusion tensor weighted by the elements of b matrix: 
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(2.7)  
Since there are six unknown elements of diffusion tensor, at least seven images (one 
baseline image with minimum diffusion weighting and six diffusion weighted images 
acquired in six non-collinear directions ) are required to solve the set of linear equations 
[14]. Using seven images, the exact solutions of six elements of diffusion tensor can be 
found. However, tensor reconstruction using only seven images is sensitive to systematic 
artifacts, such as motion and eddy current. In clinical practice, thirty or more images are 
acquired [15, 16] and multivariate linear regression is used to estimate the diffusion 
tensor [6, 17-19].  
The diffusion tensor can be reconstructed using following simple linear model: 
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where   is noise and 
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where                 are normalized gradient components,            are b values 
used for each respective diffusion image. 
  
2.2 Anisotropic Indices and Diffusion Tensor Imaging Contrast 
Diffusion tensor is a     symmetric matrix. The eigenvectors of this symmetric 
matrix represent three orthogonal directions along which the water diffusion is 
uncorrelated. The eigenvalues         , where         , are the diffusion constant 
along these three orthogonal directions, respectively. Since water diffusion displacement 
is always positive, the eigenvalues of diffusion tensor are real and positive. Hence, 
diffusion tensor is a positive semi-definite matrix [20]. 
Diffusion tensor has three principal scalar invariants that are defined as the 
following [21, 22]: 
I. First Principal Invariant or Trace: 
                         (2.12)  
II. Second Principal Invariant: 
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There is also another often used invariant, which is called fourth invariant or 
square of tensor magnitude [23, 24]. 
IV.  Fourth Invariant or square of tensor magnitude : 
 
     
         
     
     
                 
           
    
    
  
(2.15)  
Basser et al. [23, 25] introduced several anisotropy indices that are derived 
directly from diffusion tensor. These anisotropy indices are defined using eigenvalues of 
diffusion tensor and are, therefore, rotationally invariant. Relative anisotropy (RA) and 
fractional anisotropy (FA) are two commonly used anisotropy indices. These two 
anisotropy indices can be defined using the four invariants of diffusion tensor [24, 26]. 
The relative anisotropy (RA) is defined as:  
 
   √ (  
   
  
 )  
√       
         
         
 
        
 
√      








           
 
 
        
 
 (2.17)  
As shown in the equation, relative anisotropy is the ratio of variance of eigenvalues and 
the average of trace, which represent the anisotropic and isotropic part of diffusion tensor, 
respectively.  
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 (2.18)  
The fractional anisotropy represents the fraction of “magnitude” of anisotropy part of 
diffusion tensor with respect to the “magnitude” of the whole tensor. 
Both FA and RA are rotationally invariant and dimensionless. For isotropic 
diffusions, FA equals to zero. For anisotropic diffusion, where         , FA value 
approaches one. Similarly, the RA value is often normalized to take values between zero 
and one. Comparison studies of these two indices have suggested that FA image has 
better signal to noise ratio (SNR) than RA images [27, 28]. Nowadays, FA images are 
used more frequently. 
Figure 2.1 shows three diffusion tensor image contrasts. First image from the left 
FA Trace Colormap 
A B C 
Figure 2.1: Diffusion Tensor Images. A) Fractional Anisotropy (FA) image. The 
areas with high intensity have high anisotropy. B) Trace image and the pixel 
value is      , where     is the mean diffusivity. C) Direction encoded 
colormap. The red, blue, and green colors are representations of 3-D components 




is the FA image, which represents the degree of anisotropy. White matter structures in the 
FA image have high intensity. The second image is the Trace image, where 
                            (2.19)  
Trace quantifies the isotropy part of diffusion tensor. Unlike FA, Trace value has a unit, 
e.g. mm
2
/s. Trace image is used clinically for early detection of ischemia. The third 
image is color-coded image of principle eigenvector [29, 30]. In this image, the red, green, 
and blue color correspond to components of principle eigenvector in readout, phase 
encoding, and slice selection direction, respectively.  
 
2.3 Tractography 
Assuming the water diffusion is Gaussian, diffusion tensor is the covariance 
matrix of the Gaussian probability density function [5, 7]: 
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] (2.20)  
where    |      is the conditional probability that water molecules at position    will 
move to   after time  . 
The isosurface of Gaussian diffusion is an ellipsoid (see Figure 2.2). In human 
brain, this elongated ellipsoidal shape reflects that water molecules move more freely 
along the parallel direction to the fiber pathways than the perpendicular direction, and the 
longitudinal axis of the diffusion ellipsoid is parallel to the fiber direction. As diffusion 
tensor is the covariance matrix of the Gaussian probability density function, the 
eigenvector with the largest eigenvalue should coincide with the direction of the fiber 





Hence, diffusion tensor imaging provides a unique contrast for fiber direction. 
One novel application of this direction information is to non-invasively trace fiber 
pathways in-vivo [33-38]. Prior to diffusion tensor imaging, the fiber pathways are traced 
using either chemical tracer on animal samples or myelin stain on postmortem human 
brain [39, 40]. Both of these approaches are time consuming and invasive. They can’t be 
applied on living human subjects.  
Tractography is a technique to delineate neural fiber pathways using fiber 
direction information from diffusion-weighted images. As this technique is the only 
approach currently available to non-invasively study human brain structure connectivity, 
many efforts have been devoted to develop tractography algorithms [41]. 
The goal of tractography algorithm is to reproducibly delineate fiber connections 
in three-dimensional space. The eigenvectors of diffusion tensors in the white matter 
Figure 2.2: The tensor for anisotropic diffusion (Left) can be represented as an 
ellipsoid (Right). The longest axis of the ellipsoid, i.e. the eigenvector associated 













constitute a 3-D vector field. Assuming these vectors’ directions are indications of the 
fiber orientations, tractography algorithms must connect vectors in the 3-D vector field to 
reflect, as faithful as possible, the underline anatomical connectivity. One simple, yet 
very effective, algorithm developed for this purpose is linear line propagation method 
proposed by Mori et al.[33, 38]. 
Generally, there are two technical challenges for delineating fibers in three 
dimensional space. The first challenge is to convert discrete direction information to 
continuous fiber tracts in 3-D space. To track fiber pathways in 3-D, the most 
straightforward approach is to sequentially connect image voxels according to the vector 
orientations. However, this approach leads to tracking results with a zigzag pattern and, 
sometimes, deviating severely from the underline anatomy. Mori et. al.[33] employed a 
linear line-propagation approach, dubbed FACT (fiber assignment by continuous 
tractography), which propagates a line in the direction of the vectors in a continuous 
fashion. In this way, continuous fiber tracts are delineated in the discrete vector space. 
The second technical challenge is the problem of crossing fibers. Intuitively, fiber 
tracking from one pixel of interest (POI) to another is to propagate a line, using FACT, 
from the first point to the second. However, because of the limited resolution of 
diffusion-weighted imaging, a single voxel could contain multiple populations of fiber 
pathways with each population heading towards different destination. Since the 
branching of fiber pathways is quite extensive in the human brain white matter, a simple 
propagation of a line from one pixel to another couldn’t exhaustively delineate all the 
potential connections between the two points. This problem, however, can be mitigated 




fiber tracking from all the voxels within the brain and only tracking results that pass 
through the two pixels of interest are kept. 
Multiple pixels of interest or a region of interest (ROI) can be used to track 
bundles of fiber pathways. A tract of interest can be delineated using multiple ROIs [34, 
42, 43] to include/exclude fibers. The sets of ROIs are usually defined based on prior 
anatomical knowledge. Using this multiple ROI approach, reproducible protocols have 
been established for several prominent white matter tracts [44-47].  
 
2.4 Fiber Tracking Protocols 
Many fiber tracking algorithms have been developed based on diffusion tensor 
imaging. These algorithms are currently divided into two groups. One group of 
approaches uses deterministic approach, such as FACT, to delineate fiber pathways. The 
other group of approaches employs statistical methods to estimate confidence levels of 
tracking results. Instead of showing streamlines in 3D, many approaches in this group 
assign probabilities or likelihood values to the voxels along possible connections. 
 
a) Deterministic Fiber Tracking 
In deterministic fiber tracking, tracking starts at the center of a seed voxel and the 
tracking line propagates along the maximum likelihood fiber directions. These directions 
are usually estimated using the principle eigenvector    of diffusion tensor. When the 
tracking line exits from one voxel and enters a neighboring voxel, the line continuous in 




called streamline tracking algorithm. An illustration of the deterministic tracking 
algorithm is shown in Fig. 2.3. 
The stopping criteria for fiber tracking normally consist of curvature constraints 
and limits on the anisotropy. For example, we can stop fiber tracking when either the 
fiber turning angle is greater than 40° or FA value is less than 0.2 [48]. The fiber tracking 
can be initiated from all the voxels inside of the brain and multiple ROIs can be used to 
select fiber bundles. 
Other streamline tracking methods include parametrized curve using Frenet 
equations [37] or linear state space models [49]. 
 
b) Probabilistic Fiber Tracking 
Figure 2.3 Illustration of deterministic fiber tracking algorithm (A) and example 




Deterministic fiber tracking uses eigenvector of the diffusion tensor to estimate 
the fiber direction. However, the tracking result lacks information about the confidence 
level of the estimation.  
Several studies have tried to put fiber tracking in a statistical framework. One 
statistical approach employed was the bootstrap method [50]. In this approach, subsets of 
diffusion measurements were randomly selected (with replacement) for multiple times. 
Fiber tracks were reconstructed on each dataset. Using statistics from these tracking 
results, probabilities were assigned to the voxels for possible connections. Regions with 
high probability were more consistent with known anatomy [50]. 
Similarly, Parker et. al. [51] employed Monte Carlo method to obtain the 
probability of anatomical connections, based on their model of fiber orientation 
distribution. Furthermore, Behrens et. al. [52, 53] used Bayesian theory to estimate 
multiple fiber populations. These probabilistic approaches can be used to study fiber 
connections in low anisotropy areas, such as thalamus [54]. 
 
2.5 Pitfalls and Limitations 
The MR measurement of random motion is inherently sensitive to motion artifacts. 
Even very small motion artifacts such as cardiac pulsation can induce significant amount 
of phase shift in the diffusion-weighted images. Other factors, such as field 
inhomogeneity and hardware imperfections, can also affect the image quality [55, 56].  
Innovative MR imaging techniques are developed/employed to ameliorate these 
artifacts [57, 58]. Nevertheless, more often than not, discernible imaging artifacts are 




multiple diffusion-weighted images, caution has to be taken in the diffusion tensor 
reconstruction pipeline [59]. Visual inspection [48] or automatic outlier rejection [60] 
could improve the quality of tensor reconstruction. 
Diffusion weighted imaging is an imaging modality that is often characterized 
with low SNR and low resolution. Severely low SNR could have detrimental effects on 
diffusion tensor reconstruction and anisotropic indices [61, 62]. The diffusion image 
resolution for clinical human brain scan is currently around 1-2mm, which is magnitude 
larger than the size of fiber fasciculus. Multiple fiber population could exist in the same 
voxel. Studies have shown that this fiber population inhomogeneity could result in 
reduction of the measured anisotropy [63, 64].  
Fiber tracking is affected by these limitations of diffusion MR Imaging [65, 66]. 
First, the tracking results are sensitive to SNR. Huang et al.[66] studied the noise effect 
on tractography. They found that the number of fibers between two ROIs dropped 
precipitously when image SNR was too low. Secondly, crossing fiber and partial volume 
effect decrease voxel anisotropy, which increases the uncertainty of fiber estimation. 
Besides many efforts to improve diffusion MR image quality, some other methods 
were introduced to improve the fiber resolution and tracking. Several groups have used 
probabilistic fiber tracking to estimate multiple fiber directions [50-52, 54]. Other groups 
have looked beyond the diffusion tensor model [67]. Among these efforts, the High 
Angular Resolution Diffusion Imaging (HARDI) method is briefly described below.  
 
2.6 High Angular Resolution Diffusion Imaging (HARDI): The Promise 




Water diffusion can be described by a conditional probability     |     , which 
is the probability that a water molecule, initially at position   , will move to position    
after a time interval   [68, 69]. 
Consider the pulse-gradient spin echo experiment. Suppose   is small such that 
the molecule displacement during this period can be ignored, the signal at echo time can 
be written as [70, 71]: 
      ∫∫         |        (       
     )  
     (2.21)  
where       is the prior probability of the molecule at position   . 
If we define    
 
  
    , we can see there is a Fourier relationship between 
signal intensity and the displacement profile, i.e. 
              ∫          | 
     (2.22)  
where         [71, 72]. Furthermore, if we also apply space encoding in k-space, the 
signal is modulated both in k-space and q-space [73, 74] 
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Therefore, by acquiring diffusion MR images in both q-space and k-space, the 
diffusion displacement profile can be reconstructed for each voxel, without making any 
prior model assumptions [75]. 
There are, however, several limitations for the Q-space imaging. First, traversing 
both q-space and k-space is often too time-consuming to be practical. Alternative 
methods, such as using Q-Ball imaging to acquire q-space image on a sphere instead of 




reduce the scanning time. Second, the assumption for the signal equation is that   is small. 
Yet, to achieve various degrees of diffusion attenuation,   value needs to be able to vary 
in a range of positions in q-space. Since   has to be as small as possible, large   value is 
often required. However, for large   values, the required   value could go beyond the 
capability of the scanners. Thirdly, high diffusion attenuation is needed to differentiate 
multiple components in fiber populations [64]. However, SNR will drop with increasing 
diffusion attenuation [61]. In the end, the high angular diffusion weighted images often 
has worse SNR than diffusion tensor images. 
These above mentioned caveats are among the reasons why it is currently difficult 
to introduce high angular imaging techniques to the clinical and research settings. Some 
advanced data processing strategies have been proposed [78]. It is currently a hot area in 
diffusion MR research. 
All in all, although high angular and q-space imaging are still under development, 
they are believed to have great promise. For example, more detailed brain connectivity 
map is expected to be delineated by HARDI than that would by diffusion tensor imaging. 
Moreover, since high angular and q-space images are model free and only depend on the 
underline water diffusion distributions, they should be able to reveal wealth of 
information about physiological and pathological processes in the human brain. 
 
2.7 Research and Clinical Applications of Diffusion Tensor Imaging and 
Tractography 
Diffusion tensor imaging generates several new image contrasts for researchers 




color map image encodes the orientation of white matter fiber tracks. Furthermore, it has 
been shown that the respective eigenvectors (the primary, secondary and tertiary 
eigenvectors) of diffusion tensor also reveal valuable information about the status of axon 
and myelin sheath [79, 80]. The respective applications for these new contrasts are briefly 
overviewed below. 
 
a) Fractional Anisotropy as a new MR contrast to monitor myelination and 
axonal integrity 
A number of anatomical and physiological events could lead to fractional 
anisotropy value change. For example, during early brain development, the white matter 
FA increases due to myelination and axon growth. Meanwhile, the gray matter FA 
contrast goes through a transition from high anisotropy to low anisotropy as the dendrite 
outgrowth destroys the coherence organization of axon in the cortex. 
Demyelination and axonal damages will both decrease the fractional anisotropy 
significantly. Interestingly, there are evidences for two different mechanisms. Animal 
studies have suggested that demyelination often leads to increase in transverse diffusivity, 
while axonal injury often results in a decrease of the axial diffusivity [1, 80]. One 
explanation is that demyelination leads to less restriction on transverse diffusion and 
axonal injury leads to a disarray of axons that reduces the axial diffusion. 
The variations in fractional anisotropy can be used as an indication of the status of 
neurological diseases. For example, Multiple Sclerosis (MS) is an inflammatory 
autoimmune disease that mainly affects the white matter. After an acute onset, the MS 




appreciated on T2-weighted image. Diffusion tensor imaging studies have shown that the 
fractional anisotropy is reduced on the lesion area. Particularly, when compared with the 
white matter in healthy controls, the normal appearing white matter (NAWI) between the 
lesion areas also showed lowered anisotropy [81, 82]. These findings suggests that 
diffusion tensor imaging not only can be used to monitor disease status, but also can 
reveal additional information about disease mechanisms. 
Additionally, fractional anisotropy variations were observed in cerebral palsy [83, 
84], HIV [85, 86], and Alzheimer’s disease [87-90]. Anisotropy contrast was also 
observed on diffusion tensor image of premyelinated brains. This observation confirms 
our previous statement that anisotropy depends not only on myelination, but also on 
many other factors, such as axonal integrity. The conventional T1- and T2-weighted 
contrast depends heavily on myelination and they have poor contrast on premyelinated 
brains [1, 91, 92]. Therefore, fractional anisotropy can be a better and more consistent 
contrast to study the anatomy and development of immature brains. 
 
b) Directional information as a powerful tool for white matter parcellation and 
tract-specific analysis 
The color-coded fiber orientation image (the color map image) is a powerful tool 
to delineate fibers and locate intensity abnormality on white matter. First, white matter 
tract bundles can be readily appreciated on color maps. Based on this information, white 
matter can be parcellated into smaller anatomical unit. Tract volume can be measured by 
delineating the fiber boundaries on the color map images. Deformation of the fiber tracts, 




Second, tractography groups 2D voxels of the same tract into 3D fiber bundles. 
Therefore, tractography can be used as an automatic 3-D parcellation tool. MR metrics, 
such as T1, T2, diffusion and MT transfer, can be quantified on the tract parcellation map 
created using tractography. Moreover, lesions with abnormal MR image intensity on 
white matter tracts can be identified using the parcellation map and the extent of the 
lesions can be quantified using tract-specific analysis. 
 
c) Brain connectivity analysis using Tractography 
An exciting application for diffusion tensor imaging is to investigate the brain 
connectivity using tractography. As we know, the brain is compartmented into modules. 
Each module is responsible for several different tasks. Nevertheless, these functional 
areas are interconnected by a network of white matter fiber pathways. Using tractography 
to reconstruct the structural connections in-vivo may shade light on how the information 
is relayed between different functional areas.  
Several studies have used deterministic and probabilistic tractography to 
investigate cortico-cortical [42, 93, 94] and cortico-thalamic connectivity [54]. Good 
agreement with known anatomy was found. Furthermore, although considerable studies 
have suggested temporal correlations in spontaneous blood oxygen level-dependent 
(BOLD) signal, whether or not these correlations are indications of neural connectivity is 
still under debate. Combing the structural connectivity analysis with functional MRI can 
provide evidence for underline connectivity. One technical challenge of this approach is 
that the limited resolution of diffusion tensor imaging dictates that only large bundle of 




functional connections are still elusive and we may rely on novel statistical analysis 
methods to elucidate the relationships [95-97]. 
Graph theory was recently introduced to characterize the brain structural networks 
[98-100]. These studies have found that the human brain cortical connectivity forms a 
small world network [101] and this network contains hub regions that connect all major 
structural modules. Significant correlation between structural and default network 
functional connectivity was also shown in several studies [96, 100, 102].  
Recently, there are strong evidences suggesting that neurodegenerative diseases 
such as Alzheimer’s affect brain functional hub regions and networks [103, 104]. An 
important question to ask is to what extent the neurodegenerative disease affects 
structural networks. Moreover, the studies of these disease models can give us more 
information about the relationship between functional networks and white matter 
connectivity networks. In this thesis work, we are going to explore these possibilities by 
reconstructing the white matter network using an atlas-based approach and comparing the 
brain networks of normal control and Alzheimer’s patient using statistical learning 
algorithms. These studies not only could have significant scientific value, but may also 
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Chapter 3  
Atlas-Based Approaches in Neuroinformatics  
3.1 Atlases in Neuroinformatics 
Atlas-based method has long history and widespread applications in neuroscience 
research. In histology studies, histology sections are often superimposed on annotated 
anatomical atlas to obtain important biological knowledge, e.g. patterns of gene 
expression. Dr. Paxinos’ rat brain atlas is a popular reference for this purpose [1]. This 
book remains one of the most cited books in scientific research. 
The first whole human brain atlas was introduced by Talairach, in order to guide 
deep-brain stereotactic procedures [2]. This atlas can also facilitate the estimation of 
functional activation foci [3]. However, for modern atlas-based analysis, the Talairach 
atlas has few drawbacks. First, it is a printed atlas that is based on sections from a single 
60 years female. Second, the left and right asymmetry of the human brain is ignored in 
this atlas. 
In last two decades, neuroimaging technology and computational methods had 
evolved tremendously. Several new whole brain atlases, such as MNI305 [4] and 
MNI152 [5], are now available [6]. These atlases are different from the Talairach atlas in 
several aspects. First, they are digitized atlases constructed using advanced neuroimaging 
modalities. Second, most of the atlases are population averaged such that each atlas can 
represent a particular population, e.g. normal young adults.  
The MNI305 atlas was created at the Montreal Neurological Institute. They 
constructed this atlas in two steps [4, 7]. In the first step, various landmarks were defined 




fitted together such that the resultant Anterior Commissure (AC)-Posterior Commissure 
(PC) line approximates that in the original Talairach atlas. This landmark transformation 
was applied on subject images and the transformed images were intensity normalized and 
averaged to generate the initial template. In the second step, the native subject image was 
mapped to the initial template using the transformation matrix obtained by maximizing 
the feature cross-correlation function. 305 MRI volumes were transformed and averaged 
to create the MNI305 atlas, which is the first atlas in MNI space.  
Additionally, Colin Holmes at Montreal Neurological Institute scanned himself 
multiple times. Using 27 high resolution T1 images, a single subject atlas, Colin27 atlas, 
was created in the MNI space [8]. Compared with the MNI305 atlas, this single subject 
atlas has higher SNR and higher structure definition. However, like that of the Tailariach 
atlas, the limitation of the Colin27 atlas is that it doesn’t take into account the anatomical 
variability of individuals.  
Around year 2000, the International Consortium for Brain Mapping (ICBM) 
initiated a collaborative effort to create an atlas in the MNI space with advanced imaging 
technologies [5, 9]. Three renowned institutes, UCLA, MNI and UTHSCSA participated 
in this effort. Each of these three sites acquired about 150 subjects’ images in high 
imaging resolution. After linear transformation to the MNI space, MR images from MNI 
were averaged to create the MNI152 (i.e. ICBM152) atlas, which has better contrast and 
coverage of the human brain than the MNI305 atlas. Many brain image analysis software, 






3.2 Image Registration Methods 
Image Registration not only plays a crucial role in atlas construction, but also is 
an important tool in the MR image data analysis. As briefly introduced in the 
construction of MNI305 and MNI152 atlas, non-rigid linear image registration methods 
aligned MR images to a common coordinate and removed global shape differences 
among inter-subject scans. In doing so, the automated linear image registration procedure 
ensures the constructed atlas is not affected by brain size and orientation differences and, 
at the same time, can capture the anatomical variability among subjects. For the image 
data analysis tasks, various image registration algorithms are used to map patient and 
normal control datasets to a standard coordinate space e.g. MNI space. This allows voxel-
based statistical analysis on the standard coordinate for cross-subject studies [14-18]. 
Moreover, state-of-the-art image registration algorithms can enable us to analyze 4D 
longitudinal datasets. 
It is, however, beyond the scope of this short section to review medical image 
registration algorithms, which would be voluminous. Instead, we only briefly describe 
some important image registration algorithms employed in our study, which includes 
linear affine registration and Large Deformation Diffeomorphic Metric Mapping 
(LDDMM). People who are interested should refer to several review papers [19-22] for 
an update of this field. 
Linear affine image transformation was employed in the construction of MNI305 
and MNI152 atlas. The affine image transformation, in essence, is a composition of 
sequence of linear operations on the images. These linear operations may include 




images remain parallel. The optimal affine transformation for image registration is 
determined by maximizing the voxel similarity measure between two images. Voxel 
similarity measures are the main difference between various linear image registration 
algorithms. Studies have shown that the UCLA automated image registration (AIR) [23, 
24] algorithm, which use the ratio of image uniformity (RIU) measure, and the linear 
registration algorithms based on mutual information (MI) [25, 26] have superior 
performance and consistency [27-29]. 
Both AIR and normalized Mutual Information image registration were employed 
in our study. To summarize, we consider MR images as scalar functions i.e.        
[   ]       . For two images      , the AIR algorithm seeks the minimum of 
          , which is defined by [29, 30]: 
 



















     
     
   












     
     
)
 
   
 (3.3)  
The Normalized Mutual Information is defined as the ratio of joint entropy and 
marginal entropy, i.e. [26, 29]: 
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And 
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 (3.7)  
For image data analysis tasks, such as intra-subject image comparison, affine 
image registration is often employed because the neuroanatomy of the subject is not 
significantly altered [31, 32]. AIR and Mutual Information based linear registration 
algorithms can also successfully match intra-subject scans from different modalities. 
However, to study inter-subject variability and 4D longitudinal dataset, high-dimensional 
image transformations are often needed to accommodate individual variability. 
Many high-dimensional image registration algorithms are developed based on 
physical models. Two examples of the physical models are linear elastic-solid model and 
viscous-fluid model. In our study, we employed the Large Deformation Diffeomorphic 
Metric Mapping (LDDMM) [33, 34], which is based on the viscous-fluid model. An 
important property of the viscous-fluid model is that it allows for large deformations [35, 
36], which is necessary for our analysis of Alzheimer’s and other neurodegenerative 
disease image data, where the anatomical structures are often characterized with large 
variability.  
Different from elastic-solid model, which assumes infinitesimally small 
deformations and penalizes large deformation by regularization, viscous-fluid model 
allows for large deformation by generating transformations in a velocity vector field 
       [   ], where   is the space of smooth velocity vector field. This velocity 
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Where   is the transformation between the two images    and   . Upon integration, we 
can have the image transformation:  
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 (3.9)  
Solution to the differential equation E.q. 3.8 exists in the space of diffeomorphism 
(see [38] for details). The diffeomorphic transformations are bijective, and continuously 
differentiable with differentiable inverse. After the diffeomorphic transformations, the 
topology of the image is still preserved, i.e. connected components remain connected and 
disjoint components remain disjoint. The optimal diffeomorphic transformation is 
estimated via the variational problem, which takes following form:  
  ̂        
   ̇        
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Where ‖  ‖  is the function norm on the velocity field   , and the second term measures 
the residue of the image matching with ‖  ‖   representing the  
  squared-error norm. 
 
3.3 Applications of Atlas-Based Approach in MRI 
The main application of atlases in neuroimaging research has been analysis and 
reporting of neuroimaging findings. Nowadays, this kind of atlas-based analyses has 
become quite routine and efficient, as many powerful software packages, e.g. SPM, have 
integrated the neuroimaging atlases into their data analysis tools. Using these software 
packages, images from different subjects can be easily compared and studied in the 




In fact, by utilizing an atlas-based image analysis pipeline, both shape and 
neuroanatomical configuration of the brain can be studied in the same framework. 
Normally, at the beginning of the pipeline, images are transformed to the atlas space 
using image transformation algorithms. The image voxels can be compared using voxel-
based morphormetry [18] and the deformation fields obtained from the nonlinear image 
registration can be used to estimate brain shape differences. 
Volumetric parcellations of the human brain atlases are also important tools for 
analyzing brain image data. One well-known example of human brain parcellation is the 
Automatic Anatomical Labeling (AAL) atlas [39], which consists 90 anatomical ROIs 
(45 ROIs per hemisphere) in the MNI space. This AAL atlas has versatile applications in 
neuroimaging research. For instance, many fMRI studies are relying on the AAL atlas to 
label clusters of activation. Also, the atlas is frequently used to analyze brain functional 
and structural networks [40, 41]. 
 
3.4 Overview of Atlas-Based Approach using Diffusion Tensor Imaging 
and White Matter Tractography 
Previously, MR image atlases, such as MNI152, contain limited information 
about white matter because this tissue appears almost homogeneous in conventional MRI. 
With the advent of diffusion tensor imaging, we not only obtain additional image 
contrasts for brain white matter, but also gain important orientation information about 
axonal fiber bundles. These new information give us opportunities to create atlas-based 





a) Stereotaxic White Matter Atlas in MNI space 
Creating a white matter atlas in the standard coordinate is the first step toward 
atlas-based analysis of white matter. Additionally, by using MNI152 as the reference 
template for white matter atlas, we can combine results of multi-modality studies in one 
coordinate system. 
The procedures to build a population-averaged human brain white matter atlas in 
MNI space is similar to that for MNI152 i.e. linear affine image registration algorithms 
such as AIR and MI based linear affine image registration are used to generate the 
transformation matrix to bring diffusion tensor images to MNI space. However, one thing 
to note is that transforming diffusion tensor field is not the same as transforming scalar 
images, which is done via image interpolation. To apply linear affine transformations that 
include rotation, scaling and shearing, the diffusion tensor needs to be properly re-
oriented, yet, the shape and size of the diffusion tensor should not change, i.e. the 
eigenvalues should remain the same [42, 43].  
Suppose   is a     affine transformation matrix and         and          are 
eigenvectors and eigenvalues of diffusion tensor   where 
          
         
         
  (3.11)  
To apply the transformation, we reorient each eigenvector using the affine transformation 
matrix, i.e.  
                        (3.12)  
After these reorientations, we normalize the respective eigenvectors using the Gram-
Schmidt process 
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(3.15)  
Finally, we reconstruct the diffusion tensor using 
          
         
         
  (3.16)  
A population-averaged stereotaxic atlas (ICBM-DTI-81) of human brain white 
matter was introduced by our group using diffusion tensor images from 81 subjects [44]. 
Particularly, based on the fiber orientation information in the atlas space, human brain 
white matter were divided into regions of  deep white matter (DWM) and superficial 
white matter (SWM) [44-46]. These regions together constitute the white matter 
parcellation map (WMPM), which is a very useful tool for atlas-based analysis [46, 47]. 
Both the atlas and white matter parcellation map are shown in Figure 3.1 and are 
available for download from our website http://www.mristudio.org.  
 
b) Probabilistic White Matter Tract Maps 
Using white matter tractography, we can identify the coordinate of white matter 
fiber tracts and directly compare MR metrics on individual white matter tracking results. 
However, due to the limitations of diffusion tensor imaging, 3D tract reconstruction is 
marred by noise, partial volume effects, and complicated axonal structures. Furthermore, 
changes in diffusion anisotropy under pathological conditions could alter the results of 





Figure 3.1: The first row shows images of MNI152 (A), averaged color map (B) 
and FA image (C) of ICBM-DTI-81 atlas. In the second row, image (F) shows the 
deep white matter regions. The image (D) is the Type II White Matter Parcellation 
Map, which contains deep white matter regions (DWM), peripheral white matter 
regions (superficial white matter region + cortex) and subcortical gray matters, 
hippocampi, and others. In (E), the superficial white matter and cortex are 
separated. The white matter parcellation maps show in (E) and (F) are called Type 




In this study, we developed a white matter parcelation atlas based on probabilistic 
maps of 11 major white matter tracts derived from the DTI data. Using these probabilistic 
maps, automated tract-specific quantification of MR metrics can be performed. This is an 
efficient tool for initial screening of the status of multiple white matter tracts. 
 
c) Functional Area Mapping in the Human Cortex Based on Connectivity through 
Association Fibers 
In the human brain, different regions of the cortex communicate via white matter 
tracts. Investigation of this connectivity is essential for understanding brain function. By 
extrapolating the fiber orientation information obtained from diffusion tensor imaging, 
cortical regions associated with a specific white matter tract can be estimated. 
In this study, we created population-averaged cortical maps of brain connectivity 
for 4 major association fiber tracts, the corticospinal tract (CST), and commissural fibers. 
It is shown that these 4 association fibers interconnect all 4 lobes of the hemispheres. 
Cortical regions that were assigned based on association with the CST and the superior 
longitudinal fasciculus (SLF) agreed with locations of their known (CST: motor) or 
putative (SLF: language) functions. This approach can potentially be used for quantitative 
assessment of the effect of white matter abnormalities on associated cortical regions. 
 
d) Automated Tract-Specific Quantification Using Probabilistic Atlas Based on 
Large Deformation Diffeomorphic Metric Mapping 
The atlas-based tract-specific quantification relies on the brain registration quality. 




Diffeomorphic Metric Mapping (LDDMM) [34]. Using this algorithm, tract-specific 
analysis of patient with severe brain atrophy becomes possible. 
Briefly, the Multichannel LDDMM takes advantage of various contrasts available 
from diffusion tensor imaging. The B0 image (the minimum diffusion weighted image), 
has clear definition of brain boundary and ventricle surface, but this image lacks contrast 
in the white matter. On the other hand, the converse is true for FA image. Using these 
two imaging contrast as inputs to the registration algorithm, the registration accuracy is 
significantly improved [34].  
In our implementation, FA and B0 images were used as components of vector 
valued images    and   . The Multichannel LDDMM seeks optimal transformation by 
minimizing following problem:  
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where   is the number of image components in the vector valued image.  
 
e) Human Brain Network Analysis Using Automated Fiber Tracking 
So far, most of human brain white matter fiber bundles have been delineated 
manually by labeling multiple regions of interest (ROI). This process is labor intensive 
and subject to operator bias. It also limits our ability to systemically analysis human brain 
networks. 
In this study, we utilized White Matter Parcellation Map (WMPM) and multi-
channel LDDMM to automatically delineate cortico-cortical connections. This method 




We employed statistical learning algorithms e.g. Support Vector Machine (SVM), 
to compare the brain networks of Alzheimer’s patient and normal elderly group. Analyses 
result showed there are significant differences in the structural network of the two groups.  
Recently, people have classified MR scans of Alzheimer’s patient and normal 
aging using voxels in T1 images [48]. Our method classified these images using 
connection information obtained from diffusion tensor imaging. Compared to the voxel-
based approach, our method has significantly reduced dimension. Since neuronal 
degeneration likely starts in the neuronal periphery and affects fiber tracts, this could 






3.5 References  
1. Paxinos, G. and C. Watson, The rat brain in stereotaxic coordinates. 6th ed. 2007, 
Amsterdam ; Boston ;: Academic Press/Elsevier. 
2. Talairach, J. and P. Tournoux, Co-planar stereotaxic atlas of the human brain. 
3-Dimensional proportional system: An approach to cerebral imaging. 1988, New York, 
NY: Thieme Medical. 
3. Fox, P.T., J.S. Perlmutter, and M.E. Raichle, A STEREOTACTIC METHOD OF 
ANATOMICAL LOCALIZATION FOR POSITRON EMISSION TOMOGRAPHY. Journal 
of Computer Assisted Tomography, 1985. 9(1): p. 141-153. 
4. Evans, A.C., et al., 3D STATISTICAL NEUROANATOMICAL MODELS FROM 
305 MRI VOLUMES. Nuclear Science Symposium & Medical Imaging Conference, Vols 
1-3: 1993 Ieee Conference Record, ed. L.A. Klaisner. 1993, New York: I E E E. 1813-
1817. 
5. Mazziotta, J., et al., A probabilistic atlas and reference system for the human 
brain: International Consortium for Brain Mapping (ICBM). Philos Trans R Soc Lond B 
Biol Sci, 2001. 356(1412): p. 1293-322. 
6. Evans, A.C., et al., Brain templates and atlases. Neuroimage, 2012. 62(2): p. 911-
922. 
7. Collins, D.L., et al., AUTOMATIC 3D INTERSUBJECT REGISTRATION OF MR 
VOLUMETRIC DATA IN STANDARDIZED TALAIRACH SPACE. Journal of Computer 
Assisted Tomography, 1994. 18(2): p. 192-205. 
8. Holmes, C.J., et al., Enhancement of MR images using registration for signal 




9. Mazziotta, J.C., et al., A PROBABILISTIC ATLAS OF THE HUMAN BRAIN - 
THEORY AND RATIONALE FOR ITS DEVELOPMENT. Neuroimage, 1995. 2(2): p. 89-
101. 
10. Friston, K.J., Statistical parametric mapping : the analysis of funtional brain 
images. 1st ed. 2007, Amsterdam ; Boston: Elsevier/Academic Press. vii, 647 p. 
11. Jenkinson, M., et al., FSL. Neuroimage, 2012. 62(2): p. 782-790. 
12. Woolrich, M.W., et al., Bayesian analysis of neuroimaging data in FSL. 
Neuroimage, 2009. 45(1): p. S173-S186. 
13. Smith, S.M., et al., Advances in functional and structural MR image analysis and 
implementation as FSL. Neuroimage, 2004. 23: p. S208-S219. 
14. Fox, P.T., et al., ENHANCED DETECTION OF FOCAL BRAIN RESPONSES 
USING INTERSUBJECT AVERAGING AND CHANGE-DISTRIBUTION ANALYSIS OF 
SUBTRACTED PET IMAGES. Journal of Cerebral Blood Flow and Metabolism, 1988. 
8(5): p. 642-653. 
15. Fox, P.T. and M.A. Mintun, NONINVASIVE FUNCTIONAL BRAIN MAPPING 
BY CHANGE-DISTRIBUTION ANALYSIS OF AVERAGED PET IMAGES OF (H2O)-O-
15 TISSUE ACTIVITY. Journal of Nuclear Medicine, 1989. 30(2): p. 141-149. 
16. Worsley, K.J., et al., A 3-DIMENSIONAL STATISTICAL-ANALYSIS FOR CBF 
ACTIVATION STUDIES IN HUMAN BRAIN. Journal of Cerebral Blood Flow and 
Metabolism, 1992. 12(6): p. 900-918. 
17. Worsley, K.J., et al., A unified statistical approach for determining significant 




18. Ashburner, J. and K.J. Friston, Voxel-based morphometry - The methods. 
Neuroimage, 2000. 11(6): p. 805-821. 
19. Maintz, J.B. and M.A. Viergever, A survey of medical image registration. 
Medical image analysis, 1998. 2(1): p. 1-36. 
20. Zitova, B. and J. Flusser, Image registration methods: a survey. Image and Vision 
Computing, 2003. 21(11): p. 977-1000. 
21. Szeliski, R., Image alignment and stitching: a tutorial. Foundations and Trends in 
Computer Graphics and Vision, 2006. 2(1): p. 1-105. 
22. Sotiras, A., C. Davatzikos, and N. Paragios, Deformable Medical Image 
Registration: A Survey. Ieee Transactions on Medical Imaging, 2013. 32(7): p. 1153-
1190. 
23. Woods, R.P., et al., Automated image registration: I. General methods and 
intrasubject, intramodality validation. J Comput Assist Tomogr, 1998. 22(1): p. 139-52. 
24. Woods, R.P., et al., Automated image registration: II. Intersubject validation of 
linear and nonlinear models. Journal of Computer Assisted Tomography, 1998. 22(1): p. 
153-165. 
25. Maes, F., et al., Multimodality image registration by maximization of mutual 
information. Ieee Transactions on Medical Imaging, 1997. 16(2): p. 187-198. 
26. Studholme, C., D.L.G. Hill, and D.J. Hawkes, An overlap invariant entropy 
measure of 3D medical image alignment. Pattern Recognition, 1999. 32(1): p. 71-86. 
27. Strother, S.C., et al., QUANTITATIVE COMPARISONS OF IMAGE 
REGISTRATION TECHNIQUES BASED ON HIGH-RESOLUTION MRI OF THE 




28. West, J., et al., Comparison and evaluation of retrospective intermodality brain 
image registration techniques. Journal of Computer Assisted Tomography, 1997. 21(4): p. 
554-566. 
29. Holden, M., et al., Voxel similarity measures for 3-D serial MR brain image 
registration. Ieee Transactions on Medical Imaging, 2000. 19(2): p. 94-102. 
30. Woods, R.P., S.R. Cherry, and J.C. Mazziotta, RAPID AUTOMATED 
ALGORITHM FOR ALIGNING AND RESLICING PET IMAGES. Journal of Computer 
Assisted Tomography, 1992. 16(4): p. 620-633. 
31. Hajnal, J.V., et al., DETECTION OF SUBTLE BRAIN CHANGES USING 
SUBVOXEL REGISTRATION AND SUBTRACTION OF SERIAL MR-IMAGES. Journal 
of Computer Assisted Tomography, 1995. 19(5): p. 677-691. 
32. Hajnal, J.V., et al., A REGISTRATION AND INTERPOLATION PROCEDURE 
FOR SUBVOXEL MATCHING OF SERIALLY ACQUIRED MR-IMAGES. Journal of 
Computer Assisted Tomography, 1995. 19(2): p. 289-296. 
33. Beg, M.F., et al., Computing large deformation metric mappings via geodesic 
flows of diffeomorphisms. International Journal of Computer Vision, 2005. 61(2): p. 139-
157. 
34. Ceritoglu, C., et al., Multi-contrast large deformation diffeomorphic metric 
mapping for diffusion tensor imaging. Neuroimage, 2009. 47(2): p. 618-627. 
35. Christensen, G.E., R.D. Rabbitt, and M.I. Miller, 3D BRAIN MAPPING USING A 





36. Christensen, G.E., R.D. Rabbitt, and M.I. Miller, Deformable templates using 
large deformation kinematics. Ieee Transactions on Image Processing, 1996. 5(10): p. 
1435-1447. 
37. Arnolʹd, V.I., Ordinary differential equations. 1973, Cambridge,: MIT Press. viii, 
280 p. 
38. Dupuis, P., U. Grenander, and M.I. Miller, Variational problems on flows of 
diffeomorphisms for image matching. Quarterly of Applied Mathematics, 1998. 56(3): p. 
587-600. 
39. Tzourio-Mazoyer, N., et al., Automated anatomical labeling of activations in SPM 
using a macroscopic anatomical parcellation of the MNI MRI single-subject brain. 
Neuroimage, 2002. 15(1): p. 273-89. 
40. Achard, S., et al., A resilient, low-frequency, small-world human brain functional 
network with highly connected association cortical hubs. Journal of Neuroscience, 2006. 
26(1): p. 63-72. 
41. Bullmore, E. and O. Sporns, Complex brain networks: graph theoretical analysis 
of structural and functional systems. Nat Rev Neurosci, 2009. 10(3): p. 186-98. 
42. Alexander, D.C., et al., Spatial transformations of diffusion tensor magnetic 
resonance images. Ieee Transactions on Medical Imaging, 2001. 20(11): p. 1131-1139. 
43. Xu, D.R., et al., Spatial normalization of diffusion tensor fields. Magnetic 
Resonance in Medicine, 2003. 50(1): p. 175-182. 
44. Mori, S., et al., Stereotaxic white matter atlas based on diffusion tensor imaging 




45. Oishi, K., et al., Human brain white matter atlas: Identification and assignment of 
common anatomical structures in superficial white matter. Neuroimage, 2008. 43(3): p. 
447-457. 
46. Oishi, K., et al., Atlas-based whole brain white matter analysis using large 
deformation diffeomorphic metric mapping: Application to normal elderly and 
Alzheimer's disease participants. Neuroimage, 2009. 46(2): p. 486-499. 
47. Mori, S., K. Oishi, and A.V. Faria, White matter atlases based on diffusion tensor 
imaging. Current Opinion in Neurology, 2009. 22(4): p. 362-369. 
48. Kloppel, S., et al., Automatic classification of MR scans in Alzheimer's disease. 





Chapter 4  
Tract Probability Maps in Stereotaxic Space: Analyses of White Matter 
Anatomy and Tract-Specific Quantification 
 
4.1 Introduction 
White matter diseases are often characterized by various types of MR 
abnormalities, including T2-weighted hyperintensity, T1-weighted hypointensity, 
reduced magnetization transfer ratio (MTR), and, more recently, by decreased diffusion 
anisotropy or increased diffusivity. For accurate correlation of anatomic abnormalities 
with neurologic dysfunction, precise characterization of lesion location is of great 
importance. However, localization of the lesion and quantification of its severity are 
challenging tasks. This is especially the case for the white matter, which often appears 
homogeneous in conventional MRI. 
Diffusion tensor imaging (DTI) has the potential to improve the localization 
information of white matter lesions because it can reveal detailed anatomy of the white 
matter [1-12]. Based on fiber orientation information obtained from DTI, we can identify 
the locations of various axonal bundles. By comparing this information with conventional 
MR parameter maps, we can identify specific white matter tracts that are affected by the 
lesions. We can extend this approach in a more systematic way by identifying the 3D 
trajectories of individual white matter tracts using 3D tract reconstruction or tractography 
[14-18]. Once a tract of interest is defined in three dimensions, we can superimpose its 
coordinates on MR parameter maps to perform quantitative tract-specific monitoring of 





It has been shown that tractography can faithfully reconstruct the cores of 
prominent white matter tracts by using existing anatomical knowledge as an anatomical 
constraint [7-9, 12, 25]. However, the results are sensitive to noise, partial volume effects, 
and convolution of axonal structures with different orientations within a voxel. 
Furthermore, diseased brains often have altered DTI parameters that could affect the 
tractography results. For instance, even if a tract of interest has a normal size and 3D 
trajectory, tractography may fail to reveal its entire course in the presence of decreased 
diffusion anisotropy (Fig. 4.1). 
Fig. 4.1: Reconstruction of cortical spinal tract in a multiple sclerosis patient. 
Lesions with low diffusion anisotropy are indicated by yellow (left hemisphere) 
and pink (right hemisphere) colors. The corticospinal tract is successfully 
reconstructed in the right hemisphere but not in the left, making it difficult to 
measure MR 




In this work, we describe probabilistic maps of white matter tracts using a DTI 
database of normal adult subjects. Tractography results were transformed from 
individuals into a template and group-averaged trajectories were calculated. The purpose 
is twofold. First, the population-averaged statistical maps can define the standard 
coordinates of the reproducible regions (cores) of the tracts. The resultant statistical maps 
of the normal population can then be used as a reference for abnormal white matter 
anatomy in neurodegenerative diseases. Second, the statistical template can be applied to 
individual patient data for automated white matter parcellation and for tract-specific 
quantification of MR parameters. This would mean that tractography for each individual 
is no longer necessary and the examination of multiple tracts can be performed 
automatically. This approach effectively eliminates the necessity to establish tractography 
protocols (e.g., descriptions to reproducibly define locations and sizes of seeding pixels 
across subjects) and to measure the reproducibility of the protocol. Although the quality 
of this template-based brain parcellation is heavily influenced by registration quality, this 
type of template-based quantification should provide an efficient means of initial 
assessment of the white matter status. 
We performed reconstruction of 11 major white matter tracts using DTI data from 
28 normal subjects, based on strict tracking protocols [13], and registered the coordinates 
into a common template in the DTI-JHU space (lbam.med.jhmi.edu or ww.DtiStudio.org) 
[10] and the MNI-ICBM152 space (www.loni.ucla.edu/ICBM) [26]. This work explains 
the tracking and normalization procedures for our atlas and demonstrates how it can be 




Fig. 4.2: ROI locations used for reconstructions of 11 white matter tracts in this 
paper. All tracts are reconstructed using a two-ROI approach, as previously 
published [13]. Abbreviations are: ATR: anterior thalamic radiation; CgC: 
cingulum in the cingulate cortex area; Cgh: cingulum in the hippocampal area; 
CST: cortitospinal tract; FMa: forceps major; FMi: forceps minor; IFO: inferior 
fronto-occipital fasciculus; SLF: superior longitudinal fasciculus; tSLF: the 
temporal projection of the SLF; UNC: uncinate fasciculus; DSCP: decussation of 
the superior cerebellar peduncle; POS: parieto-occipito sulcus. The tSLF shares 




are then compared with a non-automated method, in which tractography is performed for 
individual subjects for validation. 
 
4.2 Method 
4.2.1  Subjects 
Institutional Review Board approval was obtained for the study and written, 
informed consent, including HIPAA compliance, was obtained from all subjects. Twenty-
eight healthy adults (mean 29±7.9 years old; male 17, female 11, all right-handed) 
participated in our study. No subject had a history of neurologic disease. For 
demonstration of the proposed method, a DTI dataset of a multiple sclerosis (MS) patient 
(32-year-old man) was used. The patient had a T2-hyperintense lesion in the left corona 
radiata and suffered weakness of the right arm and leg.  
 
4.2.2  Imaging 
A 1.5 T MR unit (Gyroscan NT, Philips Medical Systems) was used. DTI data 
were acquired with a single-shot, echo-planar imaging (EPI) sequence with sensitivity 
encoding (SENSE), using a parallel-imaging factor of 2.5 [27]. The imaging matrix was 
96×96 with a field-of-view of 240×240 mm (nominal resolution, 2.5 mm), zero-filled to 
256×256 pixels. Transverse sections of 2.5 mm thickness were acquired parallel to the 
anterior commissure–posterior commissure line. A total of 50-55 sections covered the 
entire hemisphere and brainstem without gaps. Diffusion weighting was encoded along 
30 independent orientations [28], and the b-value was 700 mm
2
/s. Five additional images 




per dataset was approximately 6 min. To enhance the signal-to-noise ratio, imaging was 
repeated 3 times (total 18 min). 
Data from the MS patient were acquired using a 3.0 T MR unit (Philips Medical 
Systems). The imaging matrix was 112×112 with a field of view of 246×246 mm 
(nominal resolution, 2.2 mm), zero-filled to 256×256 pixels. Transverse sections of 2.2 
mm thickness were acquired parallel to the anterior commissure-posterior commissure 
line. Other imaging parameters were the same as those for our normal DTI database. 
 
Fig. 4.3: Probabilistic maps of 11 white matter tracts. Results are superimposed 
on a single-subject JHU template. The 3D volume rendering of the averaged tract 
(A) and color-scaled probabilistic maps (B) are superimposed on 2D slices. 
Maximum intensity projection is used for the color intensity in (A). The color in 




4.2.3  Data processing 
The DTI datasets were transferred to a personal computer running a Windows 
platform and were processed using DtiStudio (http://lbam.med.jhmi.edu or 
www.DtiStudio.org) [29]. Images were first realigned using Automatic Image 
Registration [30] using the first minimally diffusion-weighted image as a template in 
order to remove any potential small bulk motion that may have occurred during the scans. 
The six elements of the diffusion tensor were calculated for each pixel using multivariant 
linear fitting. After diagonalization, three eigenvalues and eigenvectors were obtained. 
For the anisotropy map, fractional anisotropy (FA) was used [4]. The eigenvector 
associated with the largest eigenvalue was used as an indicator of the fiber orientation. 
We also created an averaged diffusion-weighted image (aDWI) by adding all of the 
diffusion-weighted images. This image was used to drive cross-subject image registration. 
 
4.2.4  Fiber Tracking and ROI drawing strategy 
For the 3D tract reconstruction, the Fiber Assignment by Continuous 
Tractography (FACT) method [15, 20] was used with a fractional anisotropy threshold of 
0.2 and a principal eigenvector turning angle threshold of 40° between two connected 
pixels. The fiber tracking based on FACT was performed by DtiStudio [29]. A multi-ROI 
approach was used to reconstruct tracts of interest [14, 25], exploiting existing anatomical 
knowledge of tract trajectories. Tracking was performed from all pixels inside the brain 
(the so-called brute-force approach), and fibers penetrating manually defined ROIs were 
assigned to the specific tracts associated with those ROIs. A description of the tracking 




this study, we reconstructed the following 11 white matter tracts: forceps major (FMa); 
forceps minor (FMi); anterior thalamic radiation (ATR); cingulum of the cingulate cortex 
(CgC) and hippocampus (CgH); corticospinal tract (CST); inferior fronto-occipital 
fasciculus (IFO); inferior longitudinal fasciculus (ILF); superior longitudinal fasciculus 
(SLF); and uncinate fasciculus (Unc). There were two protocols for the SLF 
Fig. 4.4: Comparison of individual and probabilistic methods for 11 tracts. Data 
from the both hemisphere are plotted together. Horizontal axis is FA value 
measured by probabilistic method and vertical axis is FA value measured by 
individual method. Dashed line is the identity line. Standard deviations of both 




reconstruction--one to reveal trajectories to the frontal, parietal, and temporal lobes, and 
the other to select only the projections to the temporal lobe (tSLF). 
 
4.2.5  Tract probabilistic map 
Two different templates were used for the spatial normalization: JHU-DTI [10, 11] 
and MNIICBM152 (http://www.loni.ucla.edu/ICBM/). A twelve-mode affine 
transformation [30] was used to co-register the 28 subjects’ DTI images to these 
templates. For the transformation of each subject into one of the templates, the aDWI was 
used. The resultant affine transformation matrix was then applied to the subject’s fiber 
tracts to transform them to the template. The binarized masks reporting on tract locations 
in the standard coordinates were averaged over 28 subjects to generate probabilistic maps, 
in which each pixel contains information about the probability. The JHU-DTI template 
and averaged fiber probability maps are available at http://lbam.med.jhmi.edu. 
 
4.2.6  Atlas-based automated parcellation for tract-specific MR parameter 
quantification 
The tract probabilistic maps were used as templates for automated parcellation of 
the white matter and to quantify MR parameters. First, DTI data, including FA images, 
were transformed to the template. Then, the probabilistic maps of the white matter tracts 
were superimposed on the patient data to calculate the FA intensities and Trace/3 (mean 






Fig. 4.5: Comparison of FA measurements by individual and probabilistic 
methods for the corticospinal tract (CST) at each z-coordinate of the MNI 
template (A) and correlation plots of the left (B) and right (C) CST. Each point in 
(B) and (C) corresponds to data points at each z-coordinate. The origin of the z-
coordinate (z=0) is placed on the anterior commissure level. The averages and 
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where Pri is the probability of the ith voxel occupied by the reconstructed tract, 
empirically decided by the number of subjects with the tract occupying the ith voxel 
divided by the total number of subjects. FAi and Tracei/3 are the FA and Trace/3 values 
of the ith voxel, respectively. 
 
4.2.7  Comparison with results from individual fiber tracking 
The atlas-based automated parcellation method was compared with individual 
tracking results to evaluate the accuracy of the probabilistic approach. For this purpose, 
DTI data from 10 normal subjects, which were not included to generate the 28-subject 
probabilistic maps, were used. For the “individual tracking results,” the tractography 
protocols in Fig. 4.2 were applied to the 10 normal data and the FA of each tract was 
measured. For the FA measurements, the tractography results were first converted to 1/0 
binary maps (1: pixels that contained the fiber, 0: pixels that did not contain the fiber) and 
the maps were applied to FA maps as a masking. In this case, the tract coordinates and 
FA maps were both from the same subject. For “probabilistic results,” the tract 
probability maps obtained from the 28-subject data were applied to the 10 normal 
subjects. For FA measurements, Eq. (4.1) was used. In this case, the tract coordinates and 
FA maps were from different subjects. Results of these two approaches were then 





Fig. 4.6: Pearson correlation analysis of probabilistic method (X axis) and 
individual method (Y axis) for FA measurements of 10 fiber tracts. All the 




4.2.8  Software for automated tract-specific parcellation 
The atlas-based automated parcellation method introduced in this work was 
implemented in our DtiStudio:RoiEditor module (lbam.med.jhmi.edu, 
godzilla.kennedykrieger.org, or www.MriStudio.org), which provides a user interface for 
this automated tract-specific quantification. The software reports the quantification 
results for the entire pathways or for each image slice in the three orthogonal planes. 
 
4.3  Result 
Fig. 4.3 shows the results of probabilistic maps of 11 white matter tracts 
reconstructed in the template coordinates. These tracts are well-defined at the core with 
higher probabilities, while they become more dispersed and have lower probabilities as 
they approach target cortical regions. In Fig. 4.4, individual and probabilistic methods 
were compared for the 11 tracts. For each tract, averages and the standard deviations 
among the subjects are plotted for both methods. The correlation constant for all the 
tracts is 0.88. The average coefficient of variation (=standard deviation/average) of the 
individual approach is 5.7% and the probabilistic approach is 8.0% for the 11 tracts, 
which may suggest a slightly higher precision for the individual approach. The slope is 
close to unity (0.82), but, for all tracts, the average values for the individual approach are 
higher, leading to the intercept of 0.14. To evaluate test-retest reproducibility, we scanned 
the same person three times (more than 24 hours apart for each session) and measured FA 
of the 11 tracts using both approaches. The coefficient of variation (standard 
deviation/average) indicated comparable reproducibility (probabilistic: 1.8±0.9% vs 





Fig. 4.7: Probabilistic FA quantification of the corticospinal tract (CST) of a 
MS patient in the MNI coordinates. As shown in Fig. 3.1, a low FA region in the 
central semiovale interferes with CST reconstruction of this patient. The 
probabilistic approach is not influenced by this type of lesions in individuals. 
The probabilistic CST coordinates are superimposed on the MS patient data 





For the corticospinal tract, the FA values of pixels within an axial slice are 
measured and plotted slice-by-slice to inspect individual probabilistic correlations along 
the tract pathway (Fig. 4.5A). The correlation is excellent in the core region (midbrain-
corona radiata), but deteriorates in peripheral regions (subcortical white matter). The 
correlation coefficients are 0.94 and 0.92 for the left and right hemisphere (Figs. 4.5B and 
C), respectively, for the entire length in the hemisphere (−8 to 78 mm) and 0.99 for the 
core region (−8 to 52 mm). Fig. 4.6 shows the slice-by-slice correlation of the other 10 
tracts (the entire length). The correlation coefficient was at least 0.82, except for UNC 
and SLF, which do not have enough dispersion in FA values, and all points are clustered 
in a confined region.  
Fig. 4.7A shows the result of the automated white matter parcellation applied to a 
patient with relapsing-remitting MS. The probabilistic map of the corticospinal tract is 
superimposed on the normalized patient brain. The relative positions of the corticospinal 
tract and the T2-hyperintense lesion are visible in the normalized slice coordinates, z=32 
mm–52 mm. The FA and Trace/3 value of the tract at each axial slice level are shown in 
Fig. 4.7B. The location and the spatial extent of the lesion along the tract are clearly 
identifiable. Although the lesion as seen on the trace map is not obvious at z<24 mm, the 
FA results suggest that the lesion extends beyond z=12 mm toward the midbrain. By 
visually inspecting these maps at z=20 mm, this observation can be readily confirmed 
(Figs. 4.7C and D). 
 




4.4.1  Probabilistic maps of tractography 
In this work, probability maps of tractography results were created from our DTI 
database of 28 normal subjects. The results are registered to two standard coordinates – 
JHU-DTI and MNI coordinates – and are available for download from our website. 
Previously, probabilistic maps of white matter tracts [12, 31, 32], or tractography using 
averaged tensor fields [33], have been reported. This work proposes to use this approach 
for white matter parcellation in stereotaxic coordinates and for automated tract-specific 
quantification. 
The validity of tractography has always been a subject of debate. All tracts 
described in this paper were reconstructed based on existing anatomical knowledge. 
Through the use of multiple ROIs, the reconstruction is designed to obtain tract 
trajectories that are faithful to existing anatomic knowledge to the extent possible [14, 25]. 
The trajectories between the multiple ROIs should reflect the macroscopic architecture of 
the white matter. One of the well known limitations of DTI-based tractography is that it 
cannot properly handle crossing fibers within a pixel [34, 35]. Tractography also contains 
errors due to noise and partial volume effects. Although these problems were ameliorated 
by adopting a multiple ROI approach, tractography results from a single subject could 
still contain false negatives and false positives, especially in the subcortical white matter 
regions. In our probabilistic approach, contributions of random errors should have been 
diminished through the group-averaging process. Nonetheless, it is reasonable to consider 
that the probabilistic maps contain erroneous white matter regions. Therefore, the 
obtained coordinates should be treated as an approximation of macroscopic organization 






4.4.2  Use of the probabilistic map as an anatomical template 
There are two major usages for the tract probability maps. First, the maps can be 
generated for control and patient groups using the same template space and then can be 
superimposed. This would highlight and quantify the extent of regions in which tract 
Fig. 4.8 Normalized images of subject #1, 3, 5, 7, and 9 used in Figs. 4, 5, and 6 
to demonstrate registration quality. Three axial slices at z=0, 12, and 32 are 
shown, which reveal the probabilistic locations of the IFO (green), the SLF 
(peach), the ATR (orange), and the CST (pink). The outer boundary defines 




shape is different. This type of approach could be used as a screening tool to discover 
sensitive brain regions in which the core of the white matter anatomy is altered. Second, 
the maps can be used as templates for the parcellation of the white matter and tract-
specific monitoring of MR parameters. In the past, tractography results have been used as 
ROI to perform tract-specific quantification of MR parameters [7, 19-24, 36-38]. The 
probabilistic approach described in this work can be considered as an extension of this 
idea. This probabilistic approach can be used for an MRI dataset without DTI (e.g., tract-
specific quantification of T2 and magnetization transfer ratio). If high-quality DTI is 
available, this probabilistic approach may not be the ideal replacement for individual 
tractography or manual ROI-based analyses, which should provide better accuracy in 
localizing tracts of interest in each subject (see Fig. 4.5 and a recent publication that 
evaluates the reproducibility of tractography-based measurements [39]). However, there 
are two reasons the proposed method is useful. First, it can quickly screen the status of 
multiple tracts. For example, reporting of the FA of the 11 tracts is automated in 
DtiStudio:RoiEditor and takes less than 5 min. If any changes in patient populations are 
suspected in one of these tracts, it could efficiently direct the more time-consuming 
analyses to such regions. Second, when patients exhibit significant changes in pixel 
intensities, such as decreased FA, the results from the probability-based and individual-
based methods may have significant differences, which would provide a new dimension 
in interpreting the status of the patient. This point is demonstrated in Figs. 4.1 and 4.7, in 
which the severe loss of FA prevented tract reconstruction.  
In the probabilistic approach, pixels that belong to core regions of tracts, which 




quantification based on Eq. (4.1). The less reproducible regions are mostly at peripheral 
regions close to the cortex (Fig. 4.3B) and the quantification results are less accurate as 
seen in Fig. 4.5. Although these regions have lower weighting in Eq. (4.1), their 
contributions to the tract-specific FA and trace quantification (e.g., Fig. 4.4) could be 
non-negligible. This issue can be ameliorated by measuring slice-by-slice values, 
spatially separating the core and peripheral regions as shown in Figs. 4.5 and 4.7. In this 
work, we used simple probability-weighted averages for FA and trace quantification (Eqs. 
(4.1) and (4.2)). Several causes of inaccuracies in the probabilistic approach, such as 
inclusion of the gray matter and CSF, could be reduced by employing more elaborated 
methods such as histogram and outlier rejection. 
One limitation of the atlas-based method is that the result depends on the quality 
of registration. The registration quality affects the analysis at two levels: (1) generation of 
the probabilistic map; and (2) application of the map to individual cases. In this study, we 
used a 12-mode affine transformation, which cannot remove non-linear differences. This 
leads to less-than-perfect anatomical registration in the resultant probabilistic maps. To 
demonstrate quality of the registration, the brain contour of the ICBM-152 and locations 
of several probabilistic tract maps are superimposed on the 5 normal subjects used in this 
study after affine transformation and shown in Fig. 4.8. To test the accuracy of the 
probabilistic approach, we compared individual and probabilistic results using the 10 
normal subjects. We found excellent correlation between the two methods, but the 
probabilistic approach tended to yield a lower FA, mostly attributable to the peripheral 




subcortical areas leads to inclusion of the cortex or even CSF. Interpretation of the 
absolute FA values from the probabilistic approach, thus, requires great care. 
In our demonstration (Fig. 4.7), abnormally low FA and high Trace/3 are found in 
the midbrain region (z<0 mm), which is beyond the normal range of variation. Close 
inspection of the tract coordinates reveals that the probabilistic tract coordinates are not 
well registered to the normalized patient brain in the midbrain area because the patient 
has a noticeably smaller midbrain, which leads to partial inclusion of CSF. In this case, it 
is anatomical change, but not the actual FA or trace changes, that caused the abnormal 
values in the midbrain regions of Fig. 4.7. This is a good example that both anatomical 
(z=-4-0 mm) and intensity abnormalities (z=10-50 mm) would be detected by similar 
intensity changes in this type of normalization-based approach; we cannot immediately 
conclude changes are due to intensity or anatomical abnormality based solely on intensity 
change. Similarly, care must be taken when the probabilistic maps from an adult 
population are applied to pediatric or aged populations. Because different age groups are 
likely to have consistent anatomical differences, results of the probabilistic approach 
would be affected not only by real intensity changes such as decreased FA but also 
anatomical differences. This is an important limitation of this approach and, thus, our 
probabilistic maps should be used as an initial screening tool rather than for definitive 
conclusions. In other words, the role of this automated method is to bring our attention to 
areas with probable abnormalities. When an abnormal region is found, careful inspections 
and further analyses, such as manual ROI drawing or anatomical examinations, should 




improve registration quality (thus minimizing the contributions of anatomical differences) 
will be an important research effort. 
Another important limitation of the proposed approach is that our current atlas 
contains only selected white matter tracts. The 11 tracts were selected based on 
reproducibility measurements we performed prior to this study [13]. There could be many 
other important tracts for which we could not establish reproducible tracking protocols. 
Once the imaging resolution and SNR of DTI data improve, we expect that statistical 
maps of more tracts will be added to the atlas. 
 
4.5  Conclusion 
In this paper, we introduced a human brain white matter parcellation atlas based 
on probabilistic tract maps. We generated probabilistic maps of 11 major white matter 
tracts in two different templates. The probabilistic coordinates were superimposed on FA 
and trace maps of normal subjects for automated quantification of these parameters on a 
tract-by-tract basis. There was an excellent correlation between the probabilistic and 
individual tractography approaches. The data from an MS patient were used as an 
example to demonstrate how the atlas could be used to detect tract-specific abnormalities. 
The proposed method is an effective approach to initial evaluation of the status of major 
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Chapter 5  
Mapping of Functional Areas in Human Cortex based on connectivity 
through Association Fibers 
 
5.1  Introduction 
It has been shown that diffusion tensor imaging (DTI) provides orientational 
information about white matter structures [1-7]. This has led to the technique of DTI 
tractography [8-13], which can faithfully reconstruct cores of prominent white matter 
tracts by using existing anatomical knowledge as anatomical constraints. The possibility 
of reconstructing these well-described white matter tracts leads to an interesting question: 
‘‘Can we identify cortical regions associated with a white matter bundle?’’ Animal 
studies using neuroanatomical tracers and targeted lesions provide a fair amount of 
knowledge about white matter tracts that connect functional brain regions [14-16]. These 
include various projection fibers (connecting the cortex and other regions of the brains), 
such as thalamocortical and corticothalamic fibers, corticospinal fibers, and 
corticopontine fibers, to name a few [17, 18]. The connectivity of fibers associated with 
the limbic system, such as the fornix, the cingulum, and the stria terminalis, has also been 
well documented (see e.g., [19-22]. The connectivity information obtained from these 
animal studies has been a valuable resource from which to infer human brain connectivity. 
One of the unique features of the human brain is the existence of prominent 
association fiber tracts that interconnect various regions of the cortex. These include the 
superior and inferior longitudinal fasciculus (SLF and ILF), the superior and inferior 




tracts cannot be identified as discrete fiber bundles in rodent brains and are not well 
developed in nonhuman primate brains or in human fetal brains [23-25]. Consequently, 
the connected cortical regions and functions of these tracts have not been well 
characterized. It is, thus, of great interest to use noninvasive DTI tractography to estimate 
cortical regions that are related to these association fibers. 
To use DTI tractography for this purpose, however, there are several difficulties. 
First, tracking data in individual brains are known to have errors due to noise and partial 
volume effects. Second, the tracking results are not accurate when image pixels contain 
complex axonal structures, such as crossing fibers [26]. This problem can be reduced by 
reconstructing only the core of white matter tracts with known trajectories. However, to 
identify associated cortical regions, the tracking results must be extended to subcortical 
white matter areas, which most likely consist of a mixture of axons with different 
destinations. 
The purpose of this paper is to map cortical regions related to specific association 
fibers. These maps are expected to provide a quantitative way to estimate the relationship 
between the functional regions in the cortex and white matter tracts. To tackle the 
limitations of tractography, we adopted 2 strategies. First, we normalized tractography 
results from 28 healthy volunteers and created probabilistic maps to reduce the 
contribution of random errors due to noise and partial volume effects. Second, a sphere of 
uncertainty was defined to describe the effect of extrapolating tractography results to 
cortical regions, based on an assumption that the associated cortex is close to the terminal 
point of tractography. We used Talairach coordinates as a template [27], which allowed 




Brodmann’s areas for the SLF, the ILF, the IFO, and the UNC are reported. In addition to 
these major association fibers, we also mapped the connectivity of the corticospinal tract 
(CST) and the corpus callosum. 
 
5.2  Method 
5.2.1  Subjects 
Institutional Review Board approval was obtained for the study, and written, 
informed consent, including Health Insurance Portability and Accountability Act (HIPAA) 
compliance, was obtained from all subjects. Twenty-eight healthy adults (mean 29 ± 7.9 
years old; male 17, female 11; all right handed) participated in our study. 
 
5.2.2  Imaging 
A 1.5T MR unit (Gyroscan NT, Philips Medical Systems) was used. DTI data 
were acquired using single-shot echo-planar imaging with sensitivity encoding (SENSE), 
parallel imaging factor, 2.5 [28]. The imaging matrix was 96×96 with a field of view of 
240×240 mm (nominal in-plane resolution = 2.5 mm), zero-filled to 256×256 pixels. 
Transverse sections of 2.5 mm thickness were acquired parallel to the anterior 
commissure (AC)--posterior commissure (PC) line. A total of 50--55 sections covered the 
entire hemisphere and brain stem without gaps. Diffusion weighting was encoded along 
30 independent orientations [29], and the b value was 700 mm
2
/s. Five additional images 
with minimal diffusion weighting (b = 33 mm
2
/s) were also acquired. The scanning time 
per dataset was approximately 6 min. To enhance the signal-to-noise ratio, imaging was 





5.2.3  Data processing 
The DTI datasets were transferred to a PC running a Windows platform and were 
processed using the custom-made software, DtiStudio (H. Jiang and S. Mori, Johns 
Hopkins University, http://lbam.med.jhmi.edu, and Kennedy Krieger Institute 
http://mri.kennedykrieger.org) [30]. All diffusion-weighted and non-diffusion-weighted 
images were first realigned by affine transformation using the automated image 
registration (AIR) program [31], in order to minimize Eddy current and potential small 
bulk motions that occurred during the scans. The 6 elements of the diffusion tensor were 
calculated for each pixel using multivariate linear fitting [2, 3]. After diagonalization, 3 
eigenvalues and 3 eigenvectors were obtained. For the anisotropy map, fractional 
anisotropy (FA) was used [32]. The eigenvector associated with the largest eigenvalue 
was used as an indicator of fiber orientation. We also created averaged diffusion-
weighted images (aDWI) by adding all diffusion-weighted images. This image was used 
to drive image registration. 
 
5.2.4  Fiber-Tracking and ROI drawing strategy 
For the 3D tract reconstruction, the fiber assignment by the Fiber Assignment by 
Continuous Tracking (FACT) method [9, 33] was used with an FA threshold of 0.2 and 
fiber angles of less than 40° between 2 connected pixels. The fiber tracking was also 
performed by DtiStudio. A multi-ROI approach was used to reconstruct tracts of interest 
[8, 34], which exploits existing anatomical knowledge of tract trajectories. Tracking was 




penetrated the manually defined ROIs were assigned to the specific tracts associated with 
the ROIs. The ROI placement followed the protocols described in our previous paper [35]. 
In this study, we reconstructed and studied 7 white matter tracts: the forceps major (FMa), 
the forceps minor (FMi), the medial corticospinal tract (mCST), the IFO, the ILF, the 
SLF, and the UNC. 
 
5.2.5  Normalization 
We used our stereotaxic white matter atlas in Talairach coordinates (JHU-
Talairach atlas) as a template (downloadable from http://lbam.med.jhmi.edu/ or 
http://mri.kennedykrieger.org/). This template was created by transforming the JHU 
white matter atlas [7, 13] into the Talairach coordinate. For the transformation, the brain 
dimensions (width, height, and length) and the following 5 landmarks were used: 2 
landmarks at the AC and PC at the midsagittal level and an additional 3 landmarks at the 
anterior, superior, and posterior edge of the genu, body, and splenium of the corpus 
callosum, respectively. These dimensions were transformed to those of the Talairach 
brain using trilinear interpolation. The atlas contains various DT images, including a non-
diffusion-weighted image (b0 image), aDWI (average of all diffusion-weighted images), 
an FA map, color maps, and a T1-weighted image. For the normalization of the data from 
28 volunteers, a 12-mode affine transformation was used between the 2 aDWIs; one from 
the JHU-Talairach atlas and the other from the subject. The tractography was performed 







Fig. 5.1: Probability mapping of cortical areas associated with the CST, IFO, 
ILF, FMa, FMi, SLF, and UNC. The color represents probability as indicated by 
the color bar, where ‘‘1’’indicates 100% reproducibility (all 28 subjects have a 
connection to the pixel). L and R attached to the abbreviated tract names 
indicate left and right hemisphere. Abbreviations are: CST: cortitospinal tract; 
FMa: forceps major; FMi: forceps minor; IFO: inferior fronto-occipital 




5.2.6  Cortical mapping 
The brain surface was generated from the aDWI of the JHU-Talairach brain using 
a marching cube algorithm [36]. To determine which cortical areas were associated with 
a specific fiber bundle, a 10-mm diameter sphere was added at the end of each individual 
tracking result (the end of the tracking served as the center of the sphere). The 
intersection of the sphere and the brain surface was determined, and the coordinates were 
recorded as a binary mask (1: within the sphere/0: outside the sphere) in the Talairach 
coordinates. The binary masks, which are 3D matrices with the same dimension as the 
JHU-Talairach atlas (246×246×121), were obtained from the 28 normal subjects, and 
probabilistic maps were calculated for each tract by simply superimposing the 28 binary 
masks. In this probabilistic map, a pixel with, for example, a value of 0.5 means: 1) this 
pixel locates at the surface of the brain defined in the JHU-Talairach atlas and 2) 50% of 
the normal population (i.e., in 14 subjects out of 28) this pixel would be associated with 
the tract of interest. 
 
5.3  Result 
Figure 5.1 shows the results of cortical connectivity maps of white matter tracts, 
including 4 major association tracts (IFO, ILF, SLF, and UNC), the mCST, and 
commissural fibers (the FMa and FMi). The data indicate that the 4 association tracts 
connect all 4 cortical lobes namely, frontal-parietal (SLF), frontal-occipital (IFO), 
frontal-temporal (UNC), parietal-occipital (SLF), parietal-temporal (SLF, ILF), and 
occipital-temporal (ILF). The mCST clearly labels the motor cortex, although 




regions of the brain are connected by the FMa and FMi that penetrate the splenium and 
genu of the corpus callosum, respectively. Figure 5.2 shows the Talairach coordinates of 
3 cortical regions connected with high probability by the SLF. These regions are 
identified as areas 22 (Wernicke’s area), 44 (Broca’s area), and 40 (supramarginal gyrus). 
Table 5.1 lists the cortical regions associated with the 4 association fibers with high 
probability, together with Brodmann’s areas as read from the Talairach atlas. For the SLF, 
UNC, and ILF, which are related to the temporal lobe, the left hemisphere consistently 
shows a higher probability than the right hemisphere, whereas the IFO is more symmetric. 
This result agrees with our previous report, in which the volumes of reconstructed fibers 
are significantly higher in the left hemisphere for these 3 association fibers [35]. For the 
SLF, the cortical areas with the highest probability are the areas 3 and 4, which are a part 
of the somatosensory cortex and motor cortex, respectively. Interestingly, probability in 
this area is highly symmetric. The rest of the areas are dominated by the language-related 
areas (areas 20, 21, 40, and 44) with significant dominance in the left hemisphere. 
 
5.4  Discussion 
Because of the imaging resolution of DTI (currently 2.5 mm), tract reconstruction 
does not reveal cellular-level connectivity information for the brain. However, it is of 
great interest to investigate cortical areas that are proximal to the terminal of well-known 
large axonal bundles assuming that these areas are associated with these bundles (tracts). 
To address the issue that tracking often terminates before reaching the cortex, we used a 
sphere of uncertainty and determined the intercept between the sphere and the cortex. 




especially partial volume effects, we created a population average. The resultant 
probability maps represent group-averaged coordinates of the cortices reached by fiber 
tracking, which are influenced by measurement reproducibility, anatomical variability, 
and registration quality. It is widely known that the cortical areas cannot be accurately 
registered by affine transformation used in this study. Therefore, the degree of probability 
strongly reflects variability of cortical anatomy among individuals, and it should not be 
confused as “connectivity strength.” Tractography results also contain false positives and 
negatives depending on the complexity of tract architecture. Nonetheless, it is 
encouraging that our tractography-based cortical mapping of the SLF could identify the 3 
major language areas: Wernicke’s area, Broca’s area, and the supramarginal gyrus. Our 
group-based quantitative results are in line with previous publications [6, 37-39], in 
Fig. 5.2: Probabilistic connectivity map of the SLF in Talairach coordinates. Two 
coronal slices (Talairach coordinate coronal slices D and G) and 1 axial slice 
(Talairach coordinate axial slice 8) are extracted at the locations indicated by 
white, pink, and blue arrows, respectively. The high probability regions 
correspond to Brodmann’s areas 44 (white arrow: Broca’s area), 40 (pink arrow: 




which the SLF was found to have several major branches associated with these cortical 
areas. 
The neuroanatomical tracer-based studies have provided a wealth of information 
on the connectivity between different regions in the monkey brain [40-43]. In the human 
brain, however, connectivity has been examined by gross dissection, lesion-degeneration, 
and myelin histology of the postmortem tissues [44]. With these methods, there is no 
certainty in identifying one-to-one neural connectivity, and comparisons with animal 
neuranatomy provide the best model to illustrate the observations made in the human 
brain. Whereas a large body of such evidence suggests that there are more similarities 
than dissimilarities in the brain connectivity between different species, other studies 
indicate that certain tracts may be somewhat different [44, 45]. 
One example is the IFO that connects the frontal lobe and occipital lobe. The 
precise trajectory or even the existence of IFO has been questioned in the human brain 
because of the erroneous characterization of this tract in earlier studies due to the 
inclusion of subcallosal fibers (for its history, see [44]). The majority of the DTI studies 
support the traditional view of the connectivity pattern between the frontal lobe and the 
occipital lobe in humans [13, 43, 46]. Using the probability mapping of cortical areas 
associated with the IFO, the current study also suggests the presumed extremities of the 
IFO in the occipital lobe and frontal lobe (Fig. 5.1). 
The SLF, historically regarded as a single bundle and synonymous to arcuate 
fasciculus (AF) in the human [47, 48], has been found to be a collection of 4 tracts 
comprising SLF-I, SLF-II, SLF-III, and AF [38]. The latter conceptualization of SLF and 




bidirectional, and the connectivity patterns are similar between the human [38] and the 
monkey [52]. SLF-I connects the superior parietal lobe (area PE) with the superior frontal 
lobe (areas 6, SMA, and 9) corresponding to the premotor/supplementary motor cortex 
and prefrontal cortex. SLF-II, considered the major part of SLF, connects the parietal 
cortex (areas PG and PO) with the frontal eye field (area 8), premotor cortex (area 6), and 
prefrontal cortex (area 46). SLF-III situates ventrally connecting the inferior parietal lobe 
(areas PF and PFG) with the premotor and dorsolateral prefrontal cortex (Brodmann’s 
areas 6, 44, and 46). AF connects the superior temporal gyrus with the frontal eye field 
(area 8) and dorsal prefrontal cortex (area 46). 
In the monkey study, area 9 (prefrontal cortex) has been included in addition to 
area 46 (prefrontal cortex) as the connection site for SLF, and this subtle difference with 
the human study appears to arise from the differences in spatial resolution in the 
methodologies employed in the 2 studies. Makris et al. [38] have further subgrouped the 
vertical portion of AF as AFV, interpreting AF more distinct from the rest of the SLF in 
the human. Future improvements in spatial resolution and cross-fiber separability in DTI 
images may increase the body of evidence for specific connecting patterns in the human 
brain.  
One unexpected finding is that the SLF has strong and symmetric association with 
area 4, the motor cortex. Several previous studies have demonstrated that there is a strong 
connection between the parietal lobe and the premotor cortex [15, 38, 48, 52]. This SLF-
II component may account for the result. It also could be an artifact due to the close 




considerably intertwined and a part of the mCST could be mislabeled as the SLF in 
tractography. 
For the rest of the cortical regions associated with the SLF, a strong asymmetry 
was observed. This could be related to the dominant hemisphere and agrees with previous 
studies that reported an asymmetry of the SLF [38, 53, 54]. This left dominance was also 
found in the tracts related to the temporal lobe; namely, the UNC and the ILF. These 
findings are also in line with previous publications [35, 55, 56]. This asymmetry, seen 
particularly in the area related to the temporal lobe, could be relevant to functional 
lateralization [57, 58]. The IFO, which is not related to the temporal lobe, as well as 
nonassociation fibers (mCST), shows a high degree of symmetry. 
Although the probabilistic approach is expected to reduce the contribution of 
errors by partial volume effects, it is reasonable to assume that the connectivity maps 
presented in this study still contain systematic errors. The most apparent example is the 
result for the mCST, in which only connectivity to the medial regions of the motor cortex 
is indicated (thus, why we named mCST in this paper). This is attributed to problematic 
reconstruction areas where the CST and major association bundles cross; in such regions, 
our tractography map terminates prematurely before the trajectories reach the target 
cortices. Even if the reconstructed fibers could reach cortical areas, their trajectories 
could still contain errors due to crossing fibers along the pathways. If there are 
reproducible contributions of the crossing fibers, systematic shifts of target cortical areas 
may occur. Therefore, it is difficult to establish ground truth from this type of 
tractography-based connectivity study. In this respect, the tract-cortical association 




tractography. If reproducible patterns of the cortical association are found, such results 
could be used to detect consistent differences between control and patient groups and 
bring our attention to relevant brain regions. The proposed approach could provide a 
quantitative means for such initial screening studies. In this respect, we would like to 
stress that this study is based on our previous multicenter efforts to setup robust protocols 
for tractography [35]. Given the nature of tracgraphy, which is based on pixel-by-pixel 
water diffusion properties, the results have dependency on adopted algorithms, threshold 
values, and seed pixel locations. Rigorous and robust tractography protocols are, thus, an 
essential first step for group-based quantitative studies. The technical framework and the 
stereotaxic coordinates reported in this work can be used as a guidance for such studies. 
In this study, B0-susceptibility distortion of the DTI images was not corrected, 
which often plagues the DTI studies based on echo-planar imaging (EPI). Although the 
distortion was drastically reduced by the employment of the parallel data acquisition, 
comparison between the anatomical T2-weighted images and b0 images revealed 5-8 mm 
of distortion along the phase-encoding (anterior-posterior) direction at the temporal pole 
and the inferior frontal lobe [59]. The Talairach coordinates of fibers that involve these 
regions (i.e., UNC and IFO), therefore, contain this level of inaccuracy in our study. 
In conclusion, we demonstrate DTI-based cortical connectivity studies for cortical 
regions associated with 4 major association fiber tracts, the medial part of the CST and 
the forcipes of the corpus callosum, which were mapped by 3D tract reconstructions. The 
coordinates of the associated cortical regions were obtained from 28 healthy volunteers 
and normalized into the Talairach coordinates to generate probabilistic maps. Results 




a means to quantitatively analyze abnormalities in specific white matter tracts and 










  Left Right   
  Mean2 Std2 Mean2 Std2 Brodmann's Area 
d(d')-E2-5
#
 0.94 0.07 0.96 0.07 area 3, 4 
d(d')-D-6
*
 0.90 0.11 0.69 0.20 area 44,6 
d(d')-D-5
*
 0.87 0.13 0.71 0.21 area 44 
d(d')-D-7
*
 0.81 0.09 0.51 0.17 area 44,6 
d(d')-G-4
*
 0.81 0.06 0.60 0.07 area 40 
c(c')-G-4
*
 0.81 0.13 0.61 0.00 area 40 
c(c')-G-3
*
 0.81 0.11 0.57 0.06 area 40,7 
d(d')-G-9
*
 0.77 0.09 0.55 0.10 area 21,37 
d(d')-F-9
*
 0.73 0.10 0.22 0.13 area 21 
d(d')-G-5
*
 0.69 0.11 0.62 0.08 area 40 
d(d')-E2-7
*
 0.68 0.13 0.43 0.13 area 42 
c(c')-D-8
*
 0.67 0.08 0.19 0.07 area 44 
d(d')-G-8
*
 0.64 0.12 0.50 0.08 area 21 
d(d')-F-8
*
 0.62 0.16 0.18 0.13 area 22 
d(d')-D-8
*
 0.60 0.13 0.26 0.11 area 44 
d(d')-G-6
*
 0.60 0.15 0.56 0.12 area 40,39 
d(d')-F-5
*
 0.59 0.20 0.51 0.15 area 40 
d(d')-G-10
*
 0.59 0.13 0.26 0.08 area 37 
d(d')-F-6
*
 0.58 0.15 0.44 0.16 area 40,2 
c(c')-D-5
*
 0.58 0.24 0.39 0.13 area 44 
d(d')-F-10
*
 0.58 0.12 0.20 0.06 area 20 
c(c')-E2-7
*
 0.58 0.11 0.21 0.04 area 41 
c(c')-F-3
*
 0.53 0.19 0.26 0.09 area 40 
d(d')-F-4
*
 0.52 0.20 0.44 0.09 area 40 
d(d')-E3-9
*
 0.51 0.07 0.09 0.04 area 21 
d(d')-E3-7
*
 0.50 0.13 0.25 0.06 area 42 
d(d')-G-7
*
 0.46 0.14 0.36 0.08 area 22, 39 
c(c')-H-3
*
 0.46 0.17 0.37 0.09 area 7 
d(d')-F-7
*
 0.45 0.09 0.24 0.14 area 22 
c(c')-H-4
*
 0.43 0.11 0.35 0.09 area 40, 19 
d(d')-F-3
*
 0.43 0.14 0.40 0.11 area 40 
d(d')-E3-10
*
 0.43 0.06 0.14 0.05 area 21 
c(c')-H-5
*
 0.41 0.07 0.35 0.13 area 19,39 
c(c')-D-4o 0.41 0.22 0.39 0.17 area 9 
d(d')-H-9
*
 0.36 0.20 0.32 0.15 area 37 
Note: *, #, o indicate left-side, right-side, and no dominance, respectively. 
1
Talairach coordinates that contain more than 200 pixels with probability higher 
than 35% on left hemisphere are listed. The Table entry is sorted base on mean 
probability value on left hemisphere. 
2
Numbers indicate mean, and standard deviation of probabilities which are 







  Left Right   
  Mean Std Mean Std Brodmann's area 
c(c')-D-10
*
 0.94  0.10  0.71  0.21  area 38 
c(c')-D-11
*
 0.91  0.06  0.77  0.11  area 38 
d(d')-D-9
*
 0.90  0.05  0.86  0.07  area 38 
c(c')-D-9
*
 0.78  0.22  0.64  0.22  area 38 
c(c')-D-12
*
 0.71  0.12  0.51  0.19  area 38 
b(b')-H-10 0.66  0.16  N/A N/A area 19 
c(c')-C-10
*
 0.66  0.31  0.33  0.21  area 47 
d(d')-D-8
*
 0.64  0.21  0.42  0.22  area 44 
b(b')-I-10
*
 0.62  0.17  0.48  0.06  area 18 
b(b')-I-6
*
 0.59  0.07  0.54  0.06  area 19 
c(c')-E1-9
*
 0.58  0.25  0.45  0.20  N/A 
c(c')-D-8
*
 0.58  0.28  0.27  0.15  area 44 
c(c')-I-10
*
 0.55  0.18  0.42  0.08  N/A 
c(c')-I-6
*
 0.53  0.12  0.28  0.07  area 19 
c(c')-I-7
*
 0.52  0.09  0.35  0.08  area 19 
d(d')-E1-9o 0.49  0.27  0.48  0.21  area 21 
b(b')-I-5o 0.45  0.11  0.43  0.08  area 19 
a(a')-I-9
#
 0.45  0.12  0.54  0.13  area 18, 17 
c(c')-H-10
*
 0.44  0.15  0.24  0.07  area 19 
b(b')-D-11
*
 0.44  0.18  0.18  0.10  area 38 
c(c')-I-9
*
 0.43  0.14  0.37  0.06  area 18 
c(c')-I-5
*
 0.40  0.13  0.20  0.06  area 19 
c(c')-I-8
*
 0.39  0.09  0.36  0.08  area 18 
c(c')-C-9
*
 0.39  0.26  0.18  0.12  area 47 
a(a')-I-10
#
 0.37  0.15  0.45  0.15  area 18 
b(b')-D-12
*









 Left Right  
 Mean Std Mean Std Brodmann's area 
c(c')-B-8
#
 0.84 0.05 0.93 0.05 area 46 
c(c')-C-8
#
 0.77 0.10 0.88 0.06 area 45 
a(a')-A-9
*
 0.75 0.13 0.35 0.21 area 10 
b(b')-A-9
*
 0.70 0.08 0.58 0.10 area 10 
c(c')-B-9
#
 0.69 0.13 0.81 0.08 area 10 
b(b')-A-8
*
 0.66 0.09 0.48 0.11 area 10 
b(b')-I-10
*
 0.65 0.15 0.46 0.17 area 18 
b(b')-I-6o 0.63 0.09 0.64 0.11 area 19 
c(c')-B-7
#
 0.61 0.18 0.69 0.21 area 46 
a(a')-I-9
#
 0.54 0.11 0.78 0.09 area 18 
c(c')-C-9
#
 0.52 0.18 0.66 0.12 N/A 
b(b')-B-9
#
 0.52 0.22 0.62 0.08 N/A 
a(a')-I-10
#
 0.52 0.19 0.64 0.16 area 18 
a(a')-A-8
*
 0.51 0.20 0.14 0.08 area 10 
c(c')-I-7
*
 0.50 0.16 0.27 0.12 area 18 
b(b')-I-5
#
 0.46 0.12 0.63 0.10 area 19 
c(c')-I-6
*
 0.45 0.16 0.28 0.12 area 19 
c(c')-I-10
*
 0.44 0.11 0.27 0.09 N/A 





  Left Right   
  Mean Std Mean Std Brodmann's area 
c(c')-D-10
#
 0.81  0.19  0.85  0.11  area 38 
c(c')-C-10
*
 0.79  0.18  0.64  0.21  area 38 
a(a')-A-9
*
 0.73  0.16  0.30  0.14  area 10 
c(c')-D-9
#
 0.54  0.19  0.63  0.26  area 38 
c(c')-C-9
*
 0.53  0.13  0.33  0.19  area 47 
b(b')-A-9
*
 0.53  0.16  0.27  0.13  area 10 
c(c')-B-8
*
 0.50  0.05  0.19  0.07  area 10 
b(b')-D-10
*
 0.48  0.32  0.42  0.27  area 38 
c(c')-B-9
*
 0.46  0.08  0.25  0.08  area 10 
b(b')-B-9o 0.44  0.17  0.43  0.15  N/A 
c(c')-C-8
*
 0.42  0.07  0.11  0.07  area 45 
c(c')-D-11
*
 0.42  0.34  0.34  0.26  area 38 
b(b')-A-8
*
 0.41  0.09  0.12  0.06  area 10 
a(a')-A-8
*
 0.41  0.15  0.11  0.04  area 10 
b(b')-C-10
*
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Chapter 6  
Automated Tract-Specific Quantification Using Probabilistic Atlas 
Based on Large Deformation Diffeomorphic Metric Mapping 
 
6.1  Introduction 
In Chapter 4, tract-specific quantification based on population-averaged tract 
coordinates was proposed. By performing tractography in a large number of normal 
subjects and normalizing the tract locations to a template space, a probabilistic map can 
be created and incorporated in the template brain. Patient images, such as fractional 
anisotropy (FA) maps can then be normalized to the template brain and the pre-defined 
probabilistic tract coordinates are superimposed on the FA map for automated 
measurements of the tract-specific FA values. The advantages of this approach are; 1) 
tractography is no longer necessary for each data, effectively eliminating reproducibility 
issues and 2) tract reconstruction is not affected by pathological conditions. The 
disadvantages are; 1) the pre-defined probabilistic tract coordinates do not reflect patient-
specific alteration of the morphology and they are merely tools to probe the status of 
pixels in specific locations and 2) the results are dependent on brain registration accuracy. 
The first disadvantage is an inherent limitation of this approach. In this Chapter, 
we attempted to enhance the usefulness of this approach by adopting a state-of-the-art 
non-linear registration called Large Deformation Differmorphic Metric Mapping 
(LDDMM). There are two stages in this approach where the accurate registration would 
improves the outcome. The first one is when we create the population-averaged 




first created probabilistic maps of 11 major white matter tracts. We then incorporated the 
probabilistic map to our white matter atlas (single-subject JHU DTI atlas, also known as 
Eve Atlas). The accuracy of the tools are demonstrated for normal and patient brains with 
severe atrophy. All tools described in this work are readily accessible by our program 
called DiffeoMap and RoiEditor (www.mristudo.org). 
 
6.2  Method 
6.2.1  Subjects and data acquisition 
DTI scan data of Twenty-nine healthy adults (mean 29 ± 7.9 years old; male 14, 
female 15, all right-handed) was retrieved from the International Consortium of Brain 
Mapping (ICBM) DTI database. The data acquisition protocol was described in a 
previous publication [1]. 
We arbitrary selected ten AD patient data and ten normal control participant data 
from the AD database and the normal database, respectively. Both databases were 
provided by the Johns Hopkins Alzheimer's Disease Center. The database contains brains 
from 55 to 85 years old and was de-identified. The DTI acquisition protocol can be found 
in Oishi et al. [1]. Co-registered T2 weighted images were acquired along with diffusion-
weighted images using a double spin echo sequence with a first echo time of 10.1ms and 
a second echo time of 96.0ms. The repetition time is 3,000ms. 
 
6.2.2  Data processing 
The raw diffusion-weighted images(DWIs) acquired by scanner were first 




12-mode affine transformation [2] to correct for bulk motion and eddy current distortion. 
The images were then re-sliced to 1mm isotropic resolution (181x217x181 matrix). 
To correct B0-susceptibility distortion, we used LDDMM [3] to nonlinearly 
transformed skull-stripped b0 image to the skull-stripped T2-weighted image and the 
transformation was then applied to all raw DWIs. The six elements of the diffusion tensor 
were calculated for each pixel with multivariate linear fitting using DtiStudio [4]. 
 
6.2.3  Nonlinear normalization of subject images using LDDMM 
We used the LDDMM (large-deformation diffeomorphic metric mapping) 
algorithm throughout this work to normalize subject images, as well as correct B0 
susceptibility induced distortion. LDDMM is a state of art nonlinear normalization 





algorithm that generates topology-preserving deformation, i.e. after deformation 
connected structures remains connected and disjoint structures remains disjoint.  
Namely, for any two images          
   , the LDDMM algorithm 
calculates the diffeomorphic transformation,      , registering the images such that 
       
  ,      is the 3D cube on which the data are defined. The computed 
transformation is the end point,      of a flow of velocity fields,        [   ], 
given by the ordinary differential equation: 
  ̇         (6.1)  
where    is the identity transformation such that             . As shown by [5], 
enforcing a sufficient amount of smoothness on the elements in the space of allowable 
vector fields,  , ensures that the solution to the differential equation  ̇           
[   ] is in the space of diffeomorphisms. The required smoothness is enforced by 
defining the norm on   as | |  |  |  .   is a differential operator defined as   
          , where      is the identity operator and  
  is the Laplacian operator. 
|  |   is the  
  norm for the square integrable functions defined on  .  
Before nonlinear normalization of individual images, we applied 12-mode affine 
[2] transformation to bring individual image to the ICBM coordinate-based JHU-DTI-
MNI atlas [1]. Each individual's Trace image was registered to JHU-T2w-MNI image 
using 12-mode affine and the transformation matrix was applied to individual's calculated 
diffusion tensor field using the method described by [6, 7]. Three eigenvalues and 
eigenvectors were obtained from the normalized tensor field to calculate the anisotropy, 
mean diffusivity (MD), etc. For the anisotropy map, fractional anisotropy (FA) was used 




the fiber orientation. Tractography was performed on this normalized tensor field in 
ICBM coordinate.  
Dual-channel LDDMM [9] was used to nonlinearly normalize each individual's 
data to the JHU-DTI-MNI template using linear normalized FA and B0 images 
simultaneously. For normal ICBM datasets,     ratio of 0.005 was used. For normal 
aging and AD datasets, cascading     ratio of 0.01, 0.002 and 0.005 was used 
sequentially [9]. Combined linear and nonlinear transformation was used to transform 
Fig 6.2: Probability maps of ATR (Blue), CST (Green), and Fmajor & 
Fminor(Red) transformed to a 71 years old AD patient FA image using Affine 
and LDDMM. The color intensity represents the probability. The abbreviations 
are; CST: corticospinal tract, ATR: anterior thalamic tract, Fmajor: forceps 




individual's tensor field in order to minimize interpolation steps. Fractional anisotrop (FA) 
and mean diffusivity (MD) images, etc was calculated from the normalized tensor field. 
 
6.1.1. Fiber tracking and ROI drawing strategy 
In this study, we reconstructed the following 11 white matter tracts: forceps major 
(FMa); forceps minor (FMi); anterior thalamic radiation (ATR); cingulum of the 
cingulate cortex (CgC) and hippocampus (CgH); corticospinal tract (CST); inferior 
fronto-occipital fasciculus (IFO); inferior longitudinal fasciculus (ILF); superior 
longitudinal fasciculus (SLF); and uncinate fasciculus (Unc). There were two protocols 
for the SLF reconstruction – one to reveal trajectories to the frontal, parietal, and 
temporal lobes, and the other to select only the projections to the temporal lobe (tSLF). 
The Fiber Assignment by Continuous Tractography (FACT) method [10, 11] was used 
with a fractional anisotropy threshold of 0.2 and a principal eigenvector turning angle 
threshold of 40° between two connected pixels. The fiber tracking based on FACT was 
performed by DtiStudio [4] on the affine transformed tensor field. A multi-ROI approach 
was used to reconstruct tracts of interest [12, 13], exploiting existing anatomical 
knowledge of tract trajectories. Tracking was performed from all pixels inside the brain 
and fibers penetrating manually defined ROIs were assigned to the specific tracts 
associated with those ROIs. A description of the tracking protocol is provided in our 
previous papers [14-17]. 
 
6.2.4  Tract probabilistic map 
Nonlinear transformation vector field obtained by LDDMM was applied to the 




masks reporting on tract locations in the standard coordinates were averaged to generate 
probabilistic maps. Each voxel in the probabilistic map therefore has an assigned 
probability for the specific fiber tract. The JHU-DTI-MNI template and averaged fiber 
probability maps are available at http://lbam.med.jhmi.edu. 
 
6.2.5  Atlas-based automated parcellation for tract-specific MR parameter 
quantification 
The probability maps were used as template for automated white matter 
parcellation and to quantify MR parameters. The method was described in our previous 
publication [18]. Specifically, after been transformed to the standard coordinate using 
LDDMM as described previously, the patient data were superimposed on the probability 
Fig 6.3: Results of tract-specific automated FA measurements along 4 major 




map and the mean value of MR quantity is calculated as following: 
   
∑      
∑   
 (6.2)  
where  stands for a specific MR quantity, such as FA and Trace/3, etc.     is the 
probability of the     voxel occupied by the reconstructed tract. It is empirically decided 
by the number of subjects with the tract occupying the     voxel divided by the total 
number of subjects.  
 
6.2.6  Automated tract-specific parcellation 
The atlas-based automated parcellation method introduced in this paper was 
implemented in our DtiStudio:RoiEditor module (lbam.med.jhmi.edu, 
Fig 6.4: Difference between averaged FA image of AD patients and normal aging 
controls (A) shows hypo-intensity along Fmajor. Analysis of Axial diffusivity 
(DA) and radial diffusivity (DR) shows FA change is caused by increase in radial 




godzilla.kennedykrieger.org or www.MriStudio.org), which provides a user interface for 
this automated tract-specific quantification. The software reports the quantification 
results for the entire pathways or for each image slice in the three orthogonal planes.  
 
6.3  Result 
Fig. 6.1 shows probabilistic maps of major fiber tracks, based on affine and 
LDDMM, respectively. The probabilistic maps are superimposed on JHU-DTI-MNI 
template T1 image. The probabilistic maps based on LDDMM have more hot areas 
(regions with high probability). Histogram (not shown) of the voxels’ probability values 
shows that the number increases for high probability voxels and decreases for low 
probability voxels.  
Fig 6.2 compares registration accuracy of affine and LDDMM transformation, in 
which several probabilistic tract maps are superimposed on a FA image of a subject with 
severe brain atrophy. For a subject with this amount of atrophy, normalization based on 
LDDMM is necessary to accurately map the pre-defined tract maps. Fig. 6.3 shows 
results of automated tract-specific FA quantification of CST, ATR, Fmajor, and Fminor 
after LDDMM transformation. The blue and red lines compare FA values of the control 
and AD patients along the tracts. The FA values of the two groups agree almost perfectly 
for each tract, except for Fmajor. Further analysis shows that the lower FA is caused by 
increase in radial diffusivity as shown in Fig. 6.4.  
 




As shown in Fig. 6.1 and Fig. 6.2, the introduction of LDDMM algorithm greatly 
improved our atlas-based tract-specific analysis. Firstly, it improved the quality of the 
probabilistic maps, especially for some association fibers, e.g. SLF and UNC. The 
increase in high probability areas in Fig. 6.1 indicates better correspondence between 
voxels after registration. Secondly, as shown in Fig. 6.2, LDDMM method showed 
superior power in processing brain images with severe anatomical alterations. This makes 
our tract-specific analysis of Alzheimer’s disease data possible. All in all, this new 
analyzing tool is expected to be a powerful automated method to quantify the status of 
the white matter. 
Alzheimer’s disease is one of the costliest maladies in the US. The current cost 
for this disease in the State is well above $100 billion. The cost is expected to be tripled 
in the next 20 years, which might put a drag on the economy. Hence, there are currently 
considerable efforts to improve Alzheimer’s treatment and diagnosis. Clinical studies 
have shown that MRI can facilitate the diagnosis of Alzheimer’s and evaluate treatment 
efficacy [19]. The most well-known features in MR image of dementia patient is the 
atrophy in the medial temporal lobe, especially the hippocampus and entorhinal cortex 
[20]. However, recent studies suggested that the development of this disease involves 
much complex structures than simply the gray matters in the temporal lobe. Both 
structural MRI (sMRI) and functional MRI (FMRI) studies have indicated that the 
Alzheimer’s disease affects the human brain networks [21, 22]. 
Our results showed that, for majorities of the fiber pathways (except Fmajor) 
reconstructed so far, Alzheimer’s patient group and normal aging group display similar 




limits our ability to go further to study the connectivity networks of Alzheimer’s patient 
and normal population. One limiting factor is that our tractography methods are based on 
manual delineation, which means that, to analyze thousands of connection of the human 
brain, the labor work of fiber tracking would be prohibitive. Furthermore, we need to 
define tracking protocols for each specific brain connection. These protocols are also not 
available and require extensive amount of work. In the next Chapter, we propose an 
automated fiber tracking protocol. Using this protocol, the brain network of Alzheimer’s 
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Chapter 7  
Automated cortical-cortical tractography using White Matter 
Parcellation Map (WMPM) and analysis of Alzheimer’s disease’s 
structural connectivity networks 
 
7.1  Introduction 
Advances in structure and functional magnetic resonance imaging have enabled 
us to analyze the underline brain network non-invasively [1, 2]. Technology 
developments was accelerated in last few years [3]. Currently, brain white matter 
connectivity was investigated using both deterministic [4, 5] and probabilistic [6] 
tractography; consistent functional connectivity patterns were observed in resting-state 
functional MRI [1, 7]. Importantly, there are recent evidences suggesting that the 
functional connectivity patterns may coincide with the spatial distribution of some 
pathological conditions [8-10]. These advancements warrant the development of 
network-based analysis of human brain connectivity, in which white matter connectivity 
study may play a crucial role. 
White matter connectivity network can be investigated using fiber assignment by 
continuous tracking (FACT) based multiple ROI approach [2, 11], which has produced 
consistent results on normal subjects [12]. However, ROI placement needs trained 
personnel with expert anatomical knowledge. Moreover, drawing multiple ROIs is labor 
intensive, thus rendering it difficult to systematically investigate the brain network. 




proposed [13, 14]. These methods avoid manually placing ROIs and are more suitable for 
automated computational analysis of connectivity. 
Currently, many white matter network analysis methods were proposed. Some 
group fibers by its proximity to the automatic segmented human brain parcellation map 
[5, 15]. In these approaches, the human brain parcellation map is created using a high-
resolution T1 image. The parcellation map is inversely transformed to the diffusion-
weighted image by using transformation matrix that co-registers T1 image with diffusion-
weighted image. Fiber pathways that end within a pre-defined distance from the 
parcellation map are identified as connective pathway. Similar approaches [16, 17] are 
applied on Diffusion Spectrum Imaging (DSI).  Multiple numbers of fibers are initiated 
from voxels in the human brain. A connection is determined if a fiber is ended in a pair of 
ROIs. Using these approaches people have shown that the complex human brain network 
has small-world topology, which consists of highly connected hubs [16, 18-20]. Notably, 
Alzheimer’s patients was found to have disrupted brain white matter network topology 
[21].  
In this study, we use white matter parcellation map [22] and Large Deformation 
Diffeomorphic Metric Mapping (LDDMM) [23, 24] to automatically build the cortico-
cortical connectivity map. The subject image was first co-registered to the JHU white 
matter atlas template space [22] using multi-contrast Large Deformation Diffeomorphic 
Metric Mapping (LDDMM) [23]. The white matter parcellation map is then transformed 
to the subjects’ space using inversed transformation matrix. Because the LDDMM 
transformation is diffeomorphic, the topological relationships between the parcels are 




white matter atlas [22] includes twenty-four cortical ROIs on each side of the brain. For 
the forty eight cortical ROIs, 1128 potential connections are investigated simultaneously. 
Brute-force tractography [25, 26], which is less sensitive to partial volume effect, is 
employed for whole brain fiber tractography. Connections between cortical areas are 
exhaustively searched. This tracking protocol is tested on a balanced data set of AD 
patients and age-matched controls. Statistical significant differences are found on several 
connective pathways.  
As in many neuroimage studies, the automated cortical-cortical tracking pipeline 
creates datasets in high dimensional space (thousands of potential connections for each 
subject). To reveal the information underline these multivariate datasets, dimension 
reduction and pattern classification methods could be employed. Lately, machine learning 
methods are increasingly adopted in neuroimaging research [27-31]. Support vector 
machine [32, 33] is one of the most employed multivariate pattern analysis methods for 
disease pattern classification [29, 30, 34-37]. Particularly, support vector machine has 
been used to classify dementia patient using gray matter features derived from high-
resolution T1 images [29, 34, 36]. This study implemented the support vector machine 
classifier (SVC), using integrated fractional anisotropy (FA) along the connective 
pathway as the classifier input. Gaussian radial basis function was chosen as the kernel 
function to map the data to higher dimensional feature space for classification. 
Furthermore, since feature selection step has proven can improve classification 
performance [38], a hybrid method of feature filtering and SVC was employed to select 




Compared to thousands of potential connective pathways, the number of subjects 
included in this study is limited. Leave-one-out cross-validation (LOOCV) was employed 
to estimate the classifier’s generalization ability. Furthermore, the classifier’s 
performance was assessed by permutation test. In permutation test, the class labels were 
randomly assigned to subjects, under the null hypothesis that the feature and class labels 
are independent. If the classifier can perform better-than-random classification on 
subjects with true labels, it is likely the classifier indeed captures the structure differences 
among the two populations.  
 
7.2  Method 
7.2.1  Participants 
The image datasets were drawn from our existing database of normal control and 
AD patients. The images were acquired for a study conducted by the Johns Hopkins 
Alzheimer’s Disease Research Center (ADRC). Every individual enrolled in this study 
has given written informed consent in accordance with the requirements of the Johns 
Hopkins Institutional Review Board and the guidelines endorsed by the Alzheimer’s 
Association (2004).  Seventeen patients (mean age: 73.24, Male: 14, Female: 3), who met 
NINCDS/ADRDA criteria for AD [39], and eighteen normal age-matched controls (mean 
age: 76.16, Male: 8, Female: 10) were included in this study. The detailed demographic, 





7.2.2  Clinical evaluations 
Several clinical evaluations were performed at the time of baseline MRI scan by 
trained ADRC staff, and include CDR, the Alzheimer’s Disease Assessment Scale 
(cognitive portion-ADAS-cog) [41], the Mini Mental State Examination (MMSE) [42], 
and the Wechsler Memory Scale, third edition (WMS-III) [43]. 
 
7.2.3  MRI Acquisition 
DTI were acquired using single-shot echo-planar imaging sequences with 
sensitivity encoding and a parallel imaging factor of 2.0 [44]. The imaging matrix is 
96x96x96, with a field of view of 212x212mm, zero-filled to 256x256mm. Transverse 
sections of 2.2mm thickness were acquired parallel to the anterior commissure-posterior 
commissure line. A total of 50-60 sections covered the entire hemisphere and brainstem 
without gaps. Diffusion weighting was encoded along 30 independent orientations [45], 
and the b-value is 700 s/mm
2
. Five additional images with minimal diffusion weighting 
(b=33mm
2
/sec) (b0 images) were also acquired. The scanning time per dataset is 
approximately four minutes. Co-registered double-echo fast spin echo (DE-FSE) images 
were acquired using a double spin echo sequence with a first echo time of 10.1ms, a 
second echo time of 96.0ms, and a repetition time of 3,000ms. The image matrix is 
256x247, with a field of view of 240x210mm, zero-filled to 256x256mm. Axial slices of 
3mm thickness were acquired parallel to the anterior-posterior commissure line. A total 
of 48 slices covered the entire brain and brainstem without gaps.  
All the above images were acquired on a 3.0 Tesla (3T) scanner (Philips Medical 




Imaging at the Kennedy Krieger Institute. A Magnetization Prepared Rapid Gradient 
Recalled Echo (MPRAGE) scan was also acquired according to the protocol of the 
Alzheimer’s Disease Neuroimaging Initiative (ADNI) [46]. However, the detailed 
description is not included here. 
 
7.2.4  DTI Image Processing 
The diffusion-weighted images (DWI) were first co-registered to one of the b0 
images to correct for subject motion and eddy-current distortion using a 12-mode affine 
transformation with the Automated Image Registration (AIR) [47]. The images were then 
re-sliced to 1mm isotropic resolution (181x217x181 matrix). The b0 image was co-
register to the T2-weighted image acquired by DE-FSE [48], using Large Deformation 
Diffeomorphic Metric Mapping (LDDMM). The transformation map was subsequently 
applied to all diffusion-weighted images. 
 
7.2.5  DTI Image Normalization and Automated Tractography using Large 
Deformation Diffeomorphic Metric Mapping (LDDMM) 
The T2-weighted image was first skull stripped and then co-registered with the 
JHU template T2-weighted image using 12-mode affine transformation with Automated 
Image Registration (AIR). The transformation matrix was applied on the DTI image such 
that the brain volumes are grossly adjusted. The fractional anisotropy (FA), mean 
diffusivity (MD) and the principal eigenvectors were obtained from the transformed DTI 
image using DTIStudio (www.Dtistudio.com) [49]. The fractional anisotropy (FA) image 




the JHU White Matter Atlas, using dual-channel LDDMM [23]. The deformation map 
was inversed and applied on the white matter parcellation map defined on the Atlas space. 
For each subject, brute-force white matter tractograpy [25, 26] was employed. After the 
white matter parcellation map was transformed to the subject space, the fiber pathways 
that connecting cortical parcels are exhaustively searched. For each pair of parcels, the 
connective fiber pathways are chosen according to the following criteria. 
1) The fiber either last exits from or ends in these two parcels. 
2) The FA value for fiber extremities is less than 0.3. 
 
7.2.6  Feature Ranking 
In this study, the integrated fractional anisotropy (FA) value along the connective 
pathways was used as input for the classifier. Since there are 1128 potential connections, 
subjects were represented as vectors contain 1128 entries. Each entry corresponds to the 
integrated FA value of one connection. In the feature ranking process, the input values 
were ranked according to its contribution to the subject classification. There are few 
measures that can rank and select features [50]. T-test and Fisher criterion are examples 
of the often used measures. 
Here, we choose F-score proposed by Chen et. al. [51], which is defined as 
following: 
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where       
  
   
  
 are the average of the     feature of the total subjects, AD subjects, 
normal subjects, respectively.     
   and     
   are     feature of the     AD and normal 
subject respectively.     and     are number of AD and normal subjects, respectively. 
The nominator and denominator of the F-score are the sum of inter-class variance and the 
sum of within-class variance for the     feature, respectively. The larger the F-score is, 
the better these two populations are discriminated by this feature. 
 
7.2.7  Support Vector Classification 
Suppose each subject is represented as a multi-dimensional vector    and    is the 
corresponding class label (1 for Normal Control and -1 for AD patient, for example). The 
support vector machine is to minimize the following problem [32, 52]: 
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Where  is the weight vector and   is the regularization paramter.   is a measure of 
misclassification error and   is a constant. 
For the simple problem of linear separable data sets, support vector machine finds 
the hyperplane that uniquely separate the data points with the maximum margin. A 
margin can be geometrically interpreted as the distance of the data point from the 




separable in the input space. A non-negative slack variable   is introduced so that we can 
separate the dataset with minimum error. Furthermore, the optimal hyperplane can be 
sought in higher dimensional space by mapping the linear non-separable dataset to a high 
dimensional space using a kernel function. In our study, Gaussian radial basis function 
was chosen as the kernel function, which is of the following form [53]: 
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where       represent data point    , respectively, and   controls the size of Gaussian 
kernel.  
The support vector classifier is implemented using the LIBSVM toolbox [54]. 
Parameter   and   were determined by leave-one-out cross validation (LOOCV) using 
training data. The leave-one-out cross validation was also employed for estimating 
generalization error. The detailed description of leave-one-out cross validation is 
described below.  
 
7.2.8  Leave-one-out Cross-Validation (LOOCV) 
In supervised learning, dataset is often divided into two subsets, namely training 
set and testing set. The training set is used to build the decision model. The testing set is 
used to estimate the generalization ability of the decision model. However, for clinical 
applications, the size of the datasets is typically small since it is often expensive or 
difficult to acquire clinical data. For such problems, the model generalizability is usually 
evaluated by K-fold cross validation. In K-fold cross validation, the data set is randomly 
split into K subsets. Each time one subset is held out as the testing set. The samples from 




to estimate the model generalization ability. The process repeats for K times, until all the 
K subsets have been the hold-out set once. The average of the performance of the K 
decision models gives an estimate of the overall generalization ability. One form of K-
fold cross-validation is leave-one-out cross-validation (LOOCV), where only one sample 
is held out as the testing set. 
Fig. 7.1 illustrates the leave-one-out cross-validation (LOOCV) implementation. 
Namely, each time one sample is selected from a total of N samples and it is used as the 
testing set. Features are ranked according to F-score based on the N-1 samples. The 
ranked features are sequentially added into an empty set. Using the sequentially added 
feature subset, the support vector classifier is trained on the N-1 samples. The hold-out 
sample is used to evaluate the generalization error. This procedure is repeated N times 
until all the samples have been chosen once. The generalization ability is evaluated by 
averaging the error rate for decision models using feature set of same size. The optimal 
number of features is the one that gives lowest error rate. 
 
7.2.9  Permutation Test 
It has been suggested that permutation test can be used to measure the 
significance of classifier result [55, 56]. In permutation test, the class labels are randomly 
assigned (10000 times in our study) to subjects. The classifier is trained on the subjects 
with permutated labels using the same number of features as for subjects with true labels. 
The test statistics is defined as the cross validation accuracy. A better than chance 
statistics implies the rejection of the null hypothesis that the class labels and the features 






7.3  Result 
7.3.1  Fiber Tracking  
For the 17 Alzheimer’s dementia (AD) and 18 Normal Control subjects, 1128 
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In total, we found about 510 pathways that exist in at least one of the subjects. Between 
AD group and NC group, no significant differences were found in total fiber count 
(p=0.57, student-t test, two tail and equal variance).  
Tracking results of AD group and NC group on the 510 connections were 
compared using Wilcoxon rank-sum test using fractional anisotropy (FA) value 
integrated along the pathways. A pixel map, where each pixel corresponds to the 
significance of the rank-sum test on corresponding connection, is shown in Figure 6.2. 
Because of the reciprocity of the connections, the pixel map is symmetric. Blue color in 
the pixel map represents little or no statistical significance. The color gradually changes 
to red as the statistical significance increases. If there is no fiber found in any of the 
subjects, the pixels are rendered gray. In this study, the connectivity within the parcel 
itself is ignored. Hence, the diagonal pixels are rendered blue.  
Further analyses of the results found significant differences exist among several 
fiber pathways, mainly related to the temporal lobe. It is also noted that a number of 
pixels in the first and third quadrant are rendered gray, indicating an “under-
representation” of inter-hemisphere connections. This may due to the limitations of 
deterministic tracking method, which is affected by the crossing fibers at places like 
corona radiate.  
 
7.3.2  Classification Result 
Feature selection and support vector classification method was applied to subjects 




machine with Gaussian kernel gives best leave-one-out cross-validation accuracy of 89%. 
The six features with highest F-score are shown in Figure 6.3. 
 
7.3.3  Permutation Test 
The class labels were randomly permutated for 10,000 times. The same leave-
one-out cross-validation and classification pipeline was applied on subjects with 
Fig. 7.2: Connectivity statistical difference map between AD and Normal. Blue 
represents little or no differences. The statistical difference increases with the 





permutated labels. The generalization ability was assessed each time using six most 
discriminative features. The result is shown in Figure 7.4. The figure reveals that the 
classifier learned the structural differences between the two groups with the probability of 
been wrong of p<0.0003. 
 
7.4  Discussion 
The automated cortical to cortical fiber tracking pipeline discussed in this study 
employs the JHU white matter parcellation map and Large Deformation Diffeomorphic 
Metric Mapping (LDDMM). The Johns Hopkins white matter parcellation map is based 
on well-defined anatomical structure and it covers the whole brain. Almost every fiber 
pathway is accounted for using this set of parcels. By applying diffeomorphic 
transformation LDDMM, the parcels can be accurately brought to the subject space and 
the topology of the parcellation map is preserved. It is noted that, after transformation of 
the whole parcellation map to the subject space, fibers connecting two cortical ROIs are 
either end in or last exit (in case of mis-registration) from these two cortical ROls. 
Therefore, the fiber tracking algorithm is designed to recursively check both ends of the 
fibers. This algorithm is easy to implement and fully automated. In order to include only 
fibers connecting cortical areas, a fractional anisotropy threshold was imposed such that 
only fibers whose ends are close to the cortex were selected. 
Although the proposed cortical tracking method is pretty straight forward and 
fully automated, it is still subject to registration error and tracking artifacts. The purpose 
of this automatic pipeline is to efficiently exam and compare large cohort of datasets. 




investigation. In the end, hand segmentation is needed to validate the result, as it is still 
the golden standard.  
The capabilities for the tracking protocol to reveal connectivity patterns are 
limited by image resolution, partial volume effect and the diffusion tensor model. For 
instance, as shown in Figure 7.2, the inter-hemisphere cortical connections are “under-
represented” in the tracking result. As we tracking fibers, we also integrate errors, which 
may due to image noise and partial volume effect, along the pathways. Thus, long-range 
connective pathway tracking is more likely to give false negative result than short-range 
tracking. This shows the limitation of our current technology. As an alternative, 
probabilistic tractography [6, 57] may be able to give more information about long-range 
connections.  
Same as other structure and resting-state FMRI connectivity studies [58-60], the 
parcellation strategy can play important role in the outcome of tractography and 
classification. The JHU white matter parcellation map contains forty-eight cortical ROIs, 
which are all defined based on anatomical structures. In the automated tractography, the 
connective fibers are grouped using the “a priori” defined groups of voxels. Thus, as in 
the FMRI study [60], the cortical ROIs reduce the dimensionality of the complex 
structure network. Instead of probably millions of voxel to voxel connections, we only 
study a network with little more than a thousand potential connections. Moreover, the 
SNR and reproducibility of the tractography results should increase as well. All in all, 
different parcellation strategies should lead to different degree of dimension reduction 









There are currently several cortical parcellation strategies available, for example 
the Automatic Anatomical Labeling (AAL) [15] and the Eickhoff-Zilles (EZ) atlas [61]. 
The Johns Hopkins white matter parcellation is unique in that it is a parcellation of the 
entire 3D brain and automated cortical-cortical tracking can all be realized using the same 
set of ROIs [13, 14]. Moreover, in this approach, we don’t need another T1 scan for 
automatic segmentation. It is challenging to co-register T1 and diffusion tensor images. 
Furthermore, functional connectivity [60] and structural connectivity study can be 
combined in one framework. This could potentially enable us to relate functional 
connectivity with the structure connectivity. Nevertheless, recent studies [62] have shown 
that the anatomical parcellation may not be able to well characterize the functional 
Fig 7.4: The permutation distribution of generalization rate when selecting the 
six most discriminating features for each repetition (repetition times: 10000). X 
axis represents generalization rate and Y axis represents occurrence.  p<0.0003 
with generalization rate as the statistic (Red dotted line is the generalization rate 




network. Particularly, two anti-correlated functional networks could exist in one 
anatomical parcel. Hence, further refinement of the current parcellation map for 
functional network study may be needed. 
The pattern classification analysis and permutation test indicate that the classifier 
indeed was able to identify structure differences between the AD group and the normal 
control group, with high cross-validation accuracy 88.9%. However, the classifier 
decision model is limited by the sample size. Compared with thousands of potential 
connections, our sample size is relatively small. More datasets are needed to build a more 
“faithful” model. In the future, it is necessary to create a database with more subjects and, 
if possible, conduct multi-center cross-scanner study. Including more subjects to the 
study will not only allow us to have enough datasets to build a more plausible decision 
model, but also would allow us to examine multi-modality parameters such as volume 
deformation, mean diffusivity, axial and radial diffusivity, etc [35]. 
 
7.5  Conclusion 
This study proposes a fully automated tracking method so that the white matter 
cortical connectivity network can be efficiently reconstructed. Like that exemplified in 
long range connections, as shown in Figure 7.2, anatomical connectivity is not always 
evident by tractography because of limitation of our current technology. Higher 
resolution imaging and probabilistic tracking method may be needed to improve 
connectivity inference. Moreover, single subject structure connectivity study is likely 
contaminated by false-positive and false-negative results. By comparing normal subject 




connectivity is affected by the disease progression. Combined it with functional 
connectivity studies, we could potentially obtain wealth of information about underline 
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