In this work we treat the problem of abstraction in fully probabilistic process algebra and its semantics based on branching bisimulation. One of the motives to introduce probabilities in formal methods is that they can be used to model fairness. Since the idea of fairness rules ( 2]) together with abstraction (introduced by the abstraction operator I and constant meaning an internal action) is central to the veri cation techniques in process algebra we introduce veri cation rules in fully probabilistic process algebra that arise rather in a natural way from the one de ned in standard process algebra. These rules express the idea that due to a non-zero probability for a system to execute an external action, abstraction from internal step will yield the external step(s) with probability 1 after nitely many repetitions. For example, if one process can execute external action a with probability , external action b with probability and with probability 1? ?
Motivation and main ideas
In this work we treat the problem of abstraction in fully probabilistic process algebra and its semantics based on branching bisimulation. One of the motives to introduce probabilities in formal methods is that they can be used to model fairness. Since the idea of fairness rules ( 2] ) together with abstraction (introduced by the abstraction operator I and constant meaning an internal action) is central to the veri cation techniques in process algebra we introduce veri cation rules in fully probabilistic process algebra that arise rather in a natural way from the one de ned in standard process algebra. These rules express the idea that due to a non-zero probability for a system to execute an external action, abstraction from internal step will yield the external step(s) with probability 1 after nitely many repetitions. For example, if one process can execute external action a with probability , external action b with probability and with probability 1? ?
after executing an internal action it behaves the same, then it is clear that the probability to perform the internal step in nitely many times is equal to 0, or in other words, the probability to perform either a or b eventually is 1. Next, the question raises: \With what probability a (resp. b) occurs?". 4] gives the answer of this question as: the probability of a is =( + ) and the probability of b is =( + ). This corresponds to the absorption probabilities for the Markov chain given in Figure 1a . In our theory the feature that relates these two processes can Proceeding with a similar reasoning for the more complex rule KFAR b 2 we achieve a situation for which the method (bisimulation) proposed in 4] cannot abstract from the internal actions. But working with recursive equations in our process algebra we can introduce a counterpart of this rule in the probabilistic setting in the following way:
where X 0 is the root variable and = (1 ? )=(1 ? ). The transition systems for these processes are given in Figure 2 (for the sake of simplicity the initial internal steps have not been drawn). The values of probabilities and = 1 ? = (1 ? )=(1 ? ) are obtained as the absorption probabilities when X 0 is the root variable, that is X 0 is \the initial state of the system" (in terms of the Markov chain theory) for the Markov chain given in Figure 1b . We point out that the absorption probabilities for this system di er for various initial probabilities. In 1] a probabilistic process algebra containing both probabilistic choice and non-deterministic choice is introduced. Our current work is based on a subalgebra of that one for which non-deterministic choice has been excluded. Having both choices and abstraction at the same time leads to a more complex axiomatization and this extension, we think, can be achieved on the basis of the de nitions we give here. The axiom system we work with contains axioms for probabilistic choice given in 1], axioms for silent step and abstraction given in 3] and in addition the law: I (x t y) = I (x) t I (y). In addition to the axioms there are veri cation rules as was mentioned earlier.
The operational semantics of this process algebra contains the deduction rules of prBPA (excluding non-deterministic choice) from 1] and the deduction rules for the abstraction operator given in 3]. We work in the alternating model with two types of states: probabilistic states with outgoing probabilistic transitions only, denoted by ;, and non-deterministic states with outgoing action transitions only, denoted by a !, for atomic action a. The new result in our approach is the de nition of the probabilistic branching bisimulation that is weaker than the one in 4] and that can, we think, be extended for probabilistic processes containing non-determinism. The bisimulation for the alternating model for probabilistic processes we propose is based on the notion of a set of roots (a subset of the set of probabilistic states) and a set of exits (a subset of the set of non-deterministic states) for a given equivalence relation de ned on the set of processes. Note: The probability measure Prob is de ned in a similar way as in 4] adapted to the alternating model.
The idea behind this relation is that rst the branching structure of both processes have to match (1. and 2.) and then the reachability probabilities are checked but for particular set of pairs in R only (3.). For example, the processes shown in Figure 2 are bisimilar. R = Eq(f(X 0 ; X 1 ); (X 0 ; Y 0 ); (X 1 ; Y 0 ); ( ; )g) is a probabilistic branching bisimulation that relates X 0 and Y 0 . Even though the reachability probabilities from X 1 di ers from the ones from Y 0 , R still satis es the requirements since X 1 is not in the set Root R .
We prove that the rooted branching variant of this branching bisimulation is a congruence with respect to sequential composition and probabilistic choice.
Also, we prove that operational semantics de ned in such a way is a model for the axiomatization (soundness).
Because the parallel composition de ned in 1] includes non-determinism, this algebra and semantics cannot deal with that parallel composition. Since we started from the alternating model, and we also put the non-deterministic nodes in our bisimulation, we expect that the extension with non-deterministic choice can be achieved on the basis of the results presented here.
