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Abstract
We prove global existence in time of solutions to relaxed conservative cross diffusion systems
governed by nonlinear operators of the form ui → ∂tui − ∆(ai(u˜)ui) where the ui, i = 1, ..., I
represent I density-functions, u˜ is a spatially regularized form of (u1, ..., uI) and the nonlinearities
ai are merely assumed to be continuous and bounded from below. Existence of global weak solutions
is obtained in any space dimension. Solutions are proved to be regular and unique when the ai are
locally Lipschitz continuous.
1 Introduction
Introduced by Shigesada et al. [28], cross diffusion models try to represent the effect of the interaction
between species through motion, and not only as usual through reaction. These models have been
studied by Levin [18], Levin and Segel [17], Okubo [26], Mimura and Murray [23], Mimura and
Kawasaki [22], Mimura and Yamaguti [24], Andreianov et al. [1], Bendahmane and Langlais [2] and
many other authors: a survey by A. Ju¨ngel may be found in [12] for applications to population
dynamics. In those references, a general system is the following:
∂tu1 −∆[u1(d1 + d11up1 + d12up2)] = r1(u1, u2),
∂tu2 −∆[u2(d2 + d21up1 + d22up2)] = r2(u1, u2),
∂n[u1(d1 + d11u
p
1 + d12u
p
2)] = ∂n[u2(d2 + d21u
p
1 + d22u
p
2)] = 0.
(1)
For the system (1) with p = 1 and Lotka-Volterra-type reaction, there exists a wide literature, studying
specific cases of the system where an additional structure keeps it parabolic or with cross diffusion
pressure only on one of the species (see e.g. Wang [29] and the many references therein, especially
in the introduction). To our knowledge, the most general result on global weak solutions might be
found in Chen and Ju¨ngel [7] where the entropy structure of the model is used. For existence of
classical solutions the reader might consult [29, 19] by Wang and Li-Zhao for instance. In population
dynamics, one of the most interesting features of cross diffusion is its effect on steady states: cross
diffusion pressure might help the appearance of nonconstant steady states when the reaction structure
does not drive to segregation (see Iida-Mimura-Ninomyia [11] for instance). However, in these cases,
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the pattern formation relies on the reaction term (for instance, the convergence to homogeneous steady
states in absence of reaction is proved in [7]).
In [3], [15], the first author and collaborators introduced a relaxation of conservative cross diffusion
systems, replacing
∂tui −∆[ai(u)ui] = 0, on (0,+∞) × Ω, Ω ⊂ RN , bounded,
u = (u1, . . . , uI),
∂n[ai(u)ui] = 0 on (0,+∞) × ∂Ω, u(0, ·) = u0 given,
where ai : [0,∞)I → [0,∞), by the following relaxed model:
∂tui −∆[ai(u˜)ui] = 0, on (0,+∞)× Ω,
u = (u1, . . . uI),
u˜i − δi∆u˜i = ui, on (0,+∞)× Ω, δi > 0,
∂nui = ∂nu˜i = 0 on (0,+∞)× Ω, u(0, ·) = u0 given.
(2)
This model was introduced in order to investigate the effect of non classical cross diffusion pressure
on the segregative behavior (and ai(·) is often truly nonlinear). One of the purposes was to drive
spatial segregation only through motion. Its effects on the stability of the homogeneous equilibria is
investigated in [15, 3, 16]. This relaxed version is also relevant in some applications: it takes into ac-
count that the intensity of the underlying Brownian motion depends on the density of the population
measured with a space scale δi and not exactly at the exact location x. It takes therefore into account
the fact that a species can react to the presence of another species in a neighborhood.
Models with nonlocal diffusion coefficients can be seen also in [4] (where the self-diffusion coefficients
depend on the total population). Nonlocal reaction terms can also be considered ([5, 8, 25] for in-
stance), but the goal of our model is more to create patterns only through motion.
A first well-posedness result for the relaxed model was derived in [15], [3] in dimension N = 1, 2
and with some restrictions on the structure of the nonlinearities ai (basically, the ai are C
2 and have
at most a polynomial growth in u). In this paper, we prove existence of solutions for this system
in any dimension and for general nonlinearities ai, which are only assumed to be continuous and
bounded from below. Weak solutions are obtained in general and they are proved to be strong and
unique as soon as the ai are locally Lipschitz continuous. Some L
2-estimates are exploited in the
spirit of [27] to prove existence of weak solutions. A main point is that u˜ is uniformly bounded in
any dimension for these weak solutions. Next, one has to deal with parabolic operators of the form
ui → ∂tui−∆(ai(u˜)ui): they are not of divergence form, but they are uniformly parabolic since ai(u˜)
is then bounded from above and from below. Using the Cα-theory for the duals of these operators,
namely Ui → ∂tUi−ai(u˜)∆Ui, in the spirit of Krylov-Safonov [13], [10] (see also the book by Lieberman
[20]), we prove that u˜ is even Ho¨lder-continuous. This provides continuous coefficients ai(u˜) for the
above operators, and then, Lp-estimates classically follow for the solution. When the ai are locally
Lipschitz continuous, even ∂tui,∆(ai(u˜)ui) are proved to be in L
p so that the solution is strong:
moreover, weak solutions are then proved to be unique.
Let us fix the notations and state the main result. We assume that Ω ⊂ RN is a bounded subset
with a C2-boundary. The exterior normal derivative operator on ∂Ω is denoted by ∂n. For all T > 0,
we denote QT = (0, T )× Ω,ΣT = (0, T ) × ∂Ω. For α ∈ (0, 1], we denote
Cα(QT ) = {v ∈ L∞(QT ); ‖v‖(α)T < +∞ },
2
‖v‖(α)T = ‖v‖L∞(QT ) + sup
{ |v(t, x)− v(s, y)|
[|t− s|+ |x− y|2]α2 , (t, x), (s, y) ∈ QT
}
.
We will at least assume that
∀i = 1, ..., I, ai : [0,∞)I → [0,∞) is continuous and : inf
r∈[0,∞)I
ai(r) ≥ d > 0. (3)
And we are given δi ∈ (0,∞),∀i = 1, ...I.
Theorem 1.1 Assume (3) and u0 = (u01, ..., u
0
I) ∈ L∞(Ω, [0,∞))I . Then, there exists a nonnegative
solution u = (u1, ..., uI) to the following problem:
∀T ∈ (0,∞),∀i = 1, ..., I, ∀p ∈ [1,∞),
ui ∈ Lp(QT ); u˜i ∈ Cα(QT ) ∩ Lp
(
0, T ;W 2,p(Ω)
)
for some α ∈ (0, 1],∫ t
0 ai(u˜)ui ∈ Lp
(
0, T ;W 2,p(Ω)
)
,
ui(t)−∆[
∫ t
0 ai(u˜)ui] = u
0
i in QT ,
u˜i − δi∆u˜i = ui in QT
∂n
(∫ t
0 ai(u˜)ui
)
= 0 = ∂nu˜i on ΣT .
(4)
If moreover
∀i = 1, ..., I, ai : [0,∞)I → [0,∞) is locally Lipschitz continuous (5)
then, ∀i = 1, ..., I, ∀T > 0,∀p ∈ [1,∞),
ui ∈ L∞(QT ),∀τ ∈ (0, T ), ∂tui,∆(ai(u˜)ui) ∈ Lp ((τ, T )× Ω)
and ∂tui − ∆(ai(u˜)ui) = 0, ∂n(ai(u˜)ui) = 0 in a pointwise sense. Finally, under assumption (5),
solutions of (4) are unique.
The paper is organized as follows.
Section 2 first assumes that the nonlinearities ai are also bounded from above. We prove existence of a
weak solution to the system (4) by a standard Leray-Schauder fixed-point argument. The underlying
space is an adequate subspace of L2(QT ) and the required compactness follows essentially from Lemma
2.3.
Section 3 is devoted to the proof of the L∞-estimate on u˜. Then, the assumption of the bound from
above on the ai may be dropped.
Section 4 exploits this L∞-estimate to prove that the weak solution is actually rather regular, and
existence as stated in Theorem 1.1 follows. The Cα-theory for nondivergential parabolic operators is
used there. An alternative more elementary proof of the regularity is also given when monotonicity
properties hold for the ai together with locally Lipschitz continuity.
The uniqueness stated in Theorem 1.1 is proved in Section 5. It is based on solving an original dual
problem, interesting for itself.
A short Section 6 indicates without proof a complementary approach which provides a constructive and
alternative way of proving existence of a solution and which may be used to compute it numerically.
3
2 Global existence when ai is bounded
In this section, we first prove existence of weak-solutions of (4) on a given interval [0, T ] when, besides
(3), the nonlinearities ai also satisfy
∃ d > 0, ∀i = 1, ..., I, sup
r∈[0,∞)I
ai(r) ≤ d. (6)
Proposition 2.1 Let T > 0. Assume (3), (6) and ∀i = 1, ..., I, u0i ∈ L2(Ω; [0,∞)). Then, there exists
a nonnegative solution u = (u1, ..., uI ) to the system
∀i = 1, ..., I,
ui ∈ L2(QT ),
∫ t
0 ai(u˜)ui ∈ L2
(
0, T ;H2(Ω)
)
,
u˜i ∈ L2
(
0, T ;H2(Ω)
)
, u˜i − δi∆u˜i = ui on QT , u˜i ≥ 0
ui −∆(
∫ t
0 ai(u˜)ui) = u
0
i on QT ,
∂nu˜i = 0 = ∂n(
∫ t
0 ai(u˜)ui) on ΣT .
(7)
To prove Proposition 2.1, we will use the classical Leray-Schauder’s approach, namely (see e.g. [9],
Theorem 11.3)
Lemma 2.2 (Leray-Schauder) Let (X, ‖ · ‖X) be a Banach space and T : X → X a continuous
compact mapping. Suppose that
∃M > 0, ∀σ ∈ [0, 1], [ u ∈ X, u = σT u ] ⇒ [ ‖u‖X ≤M ] .
Then, there exists u ∈ X such that u = T u.
To define the mapping T , we will use the following lemma.
Lemma 2.3 Let T > 0, w0 ∈ L2(Ω; [0,+∞)), A ∈ L∞(QT ), a, a ∈ (0,∞) such that 0 < a ≤ A ≤
a < +∞. Then there exists a unique nonnegative solution w = w(A,w0) to{
w ∈ L2(QT ),
∫ t
0 Aw ∈ L2(0, T ;H2(Ω)),
w −∆
(∫ t
0 Aw
)
= w0 on QT , ∂n
(∫ t
0 Aw
)
= 0 on ΣT .
(8)
Moreover, if
An ∈ L∞(QT ), 0 < a ≤ An ≤ a <∞, An → A a.e., wn0 → w0 in L2(Ω),
then w(An, wn0 ) converges strongly in L
2(QT ) to w(A,w0).
Proof of Lemma 2.3: Using convolution, we approximate A by a sequence of smooth functions
(An)n∈N ∈ C∞(QT ) such that a ≤ An ≤ a and An → A a.e.. Let also wn0 be a regular approximation
of w0. There exists a classical regular nonnegative solution w
n of (see e.g. [14], Theorem V.7.4, applied
to the unknown Anwn)
∂tw
n −∆(Anwn) = 0 on QT , ∂n(Anwn) = 0 on ΣT , wn(0, ·) = wn0 . (9)
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Integrating (9) in time gives
wn(t)−∆
(∫ t
0
Anwn
)
= wn0 on QT , ∂n
(∫ t
0
Anwn
)
= 0 on ΣT . (10)
We multiply by Anwn and use the following identity, valid for zn = Anwn:
−
∫
Ω
zn∆
∫ t
0
zn =
∫
Ω
∇zn∇
∫ t
0
zn =
∫
Ω
1
2
∂t|∇
∫ t
0
zn|2. (11)
We obtain the following estimate after integration in time∫
QT
An(wn)2 +
∫
Ω
1
2
|∇
∫ T
0
Anwn|2 =
∫
QT
wn0A
nwn. (12)
In particular
a
∫
QT
(wn)2 ≤ a
√
T
(∫
Ω
(wn0 )
2
)1/2(∫
QT
(wn)2
)1/2
⇒ a‖wn‖L2(QT ) ≤ a
√
T‖wn0 ‖L2(Ω). (13)
Now, up to a subsequence, wn converges weakly in L2(QT ) to some w. By the pointwise and
uniformly bounded convergence of An to A, for all ψ ∈ L2(QT ), ψAn converges strongly in L2(QT ) to
ψA (using the dominated convergence theorem). Thus,
∫
QT
ψAnwn converges to
∫
QT
ψAw. In other
words, zn = Anwn also converges weakly in L2(QT ) to z = Aw.
By (10), ∆
∫ t
0 z
n is bounded in L2(QT ); since
∫ t
0 z
n is bounded in L2(QT ) as well, this implies that∫ t
0 z
n is bounded in L2(0, T ;H2(Ω)). We now may pass to the weak limit in (10) to deduce that w is
solution of (8).
For the uniqueness, let w be the difference of two solutions of (8) (then w(0) = 0). We denote
S(t) =
∫ t
0 Aw. Formally, the idea is to multiply the equation w −∆S = 0 by S′ = Aw. Then, after
integration∫
QT
Aw2 =
∫
QT
S′∆S = −
∫
QT
∇S′∇S = −
∫
QT
1
2
∂t|∇S(t)|2 = −
∫
Ω
1
2
|∇S(T )|2 ≤ 0.
Whence w ≡ 0 since A > 0.
Since we do not know whether∇S′ ∈ L2(QT ), we have to justify this computation in an approximate
way. For h ∈ (0, T ), let us denote
∀h ∈ (0, T ), Sh(t) := S(t+h)−S(t)h = 1h
∫ t+h
t (Aw)(s)ds. (14)
Note that
Sh ∈ L2
(
0, T − h;H2(Ω)) , ‖Sh −Aw‖L2(QT−h) → 0 as h→ 0. (15)
We have
∀t ∈ [0, T − h), w(t+ h) + w(t)−∆ [S(t) + S(t+ h)] = 0.
We multiply by Sh(t) and integrate over Ω to obtain∫
Ω
[w(t+ h) + w(t)]Sh(t) = −
∫
Ω
∇Sh(t)[∇S(t+ h) +∇S(t)] = −
∫
Ω
1
h
{|∇S(t+ h)|2 − |∇S(t)|2} .
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After integration on [0, T − h] and an easy change of variable, we have:∫
QT−h
[w(· + h) + w]Sh = −1
h
∫
(T−h,T )×Ω
|∇S|2 + 1
h
∫
(0,h)×Ω
|∇S|2 ≤ 1
h
∫
Qh
|∇S|2. (16)
To pass to the limit as h→ 0, we use∫
Qh
|∇S|2 =
∫
Qh
−S w =
∫
Ω
−
∫ h
0
[
w(t)
∫ t
0
(Aw)(σ)dσ
]
dt ≤ ‖A‖L∞(QT )h
∫
Qh
w2dt.
Now, letting h decrease to 0 in (16) and using that Sh → Aw in L2 (see(15)), lead to
∫
QT
2wAw ≤ 0,
whence w ≡ 0.
Let us now prove the continuity result. Let us first notice that, for any solution of (8), we have the
identity ∫
QT
Aw2 +
∫
Ω
1
2
|∇
∫ T
0
Aw|2 =
∫
QT
w0Aw. (17)
This may be justified as we did above for the uniqueness (namely in the case w0 = 0) by passing to
the limit in the following identity where S(t) =
∫ t
0 Aw,Sh(t) = [S(t+ h)− S(t)]/h:∫
QT−h
[w(· + h) + w]Sh +∇Sh∇[S(·+ h) + S] = 2
∫
QT−h
w0Sh, (18)
∫
QT−h
[w(· + h) + w]Sh + 1
h
∫
(T−h,T )×Ω
|∇S|2 − 1
h
∫
(0,h)×Ω
|∇S|2 = 2
∫
QT−h
w0Sh. (19)
And we pass to the limit as above as h→ 0 to obtain (17) (at least a.e.T ).
Let wn = w(An, wn0 ). As in the beginning of this proof (see (17), (13)), the relation∫
QT
An (wn)2 +
∫
Ω
1
2
|∇
∫ T
0
Anwn|2 =
∫
QT
wn0A
nwn. (20)
proves that wn is bounded in L2(QT ). From (10), we deduce that
∫ t
0 A
nwn is bounded in L2(0, T ;H2(Ω)).
A subsequence of
(
wn,∆
∫ t
0 A
nwn
)
converges weakly in L2(QT )
2 to
(
w,∆
∫ t
0 Aw
)
and w is solution
of the limit problem (8). By uniqueness, the full sequence converges. Since An → A a.e., √Anwn
converges also weakly in L2(QT ) to
√
Aw and, by the estimate (20), ∇ ∫ T0 Anwn converges weakly in
L2(Ω), the limit being necessarily ∇ ∫ T0 Aw. In particular∫
QT
Aw2 ≤ lim inf
n→∞
∫
QT
An(wn)2,
∫
Ω
|∇
∫ T
0
Aw|2 ≤ lim inf
n→∞
∫
Ω
|∇
∫ T
0
Anwn|2. (21)
But, since limn→∞
∫
QT
wn0A
nwn =
∫
QT
w0Aw, and since the identity (17) is true for w, it follows from
(20), (17) that equality holds in the two inequalities (21). In particular, the norm of
√
Anwn in L2(QT )
converges to the norm of
√
Aw; this implies that the L2(QT )-weak convergence of
√
Anwn to
√
Aw is
actually strong. Using again the pointwise convergence of An, we deduce that wn converges strongly
in L2(QT ) as well.
2
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Remark 2.4 As a consequence of (17), there is a constant C = C(a, a, ‖w0‖L2(Ω)) such that for any
solution w of (8),
‖w‖L2(QT ) ≤
√
TC. (22)
The next step is the definition of a compact continuous mapping T whose fixed points are solutions
of (7). We introduce the Hilbert space
X = Π1≤i≤IXi, Xi = {v ∈ L2(QT ) : ∂t(Jδiv) ∈ L2(QT )}, (23)
where the Hilbert norm ‖ · ‖i is defined on Xi by
‖v‖2i := ‖v‖2L2(QT ) + ‖∂t(Jδiv)‖2L2(QT ),
and where Jδ = (I − δ∆)−1 is the resolvent of the Laplace operator on L2(Ω) with homogeneous
Neumann boundary conditions, that is
[f ∈ L2(Ω), Z = Jδf ]⇔ [Z ∈ H2(Ω), Z − δ∆Z = f, ∂nZ = 0 on ∂Ω].
Definition 2.5 We fix u0 ∈ L2(Ω, [0,∞))I . Let v = (v1, ..., vI ) ∈ X and let u˜ = (u˜1, ..., u˜I) be the
solution of (see [6], Proposition 9.24 and Theorem 9.26):
∀i = 1, ..., I, u˜i ∈ L2
(
0, T ;H2(Ω)
)
, u˜i − δi∆u˜i = vi on QT , ∂nu˜i = 0 on ΣT .
Next, we define
T : X → X by T (v) := u = (u1, ..., uI),
where ui is the solution w of (8) with A = ai([u˜]
+), w0 = u
0
i ; [u˜]
+ = ([u˜1]
+, ..., [u˜I ]
+) and [u˜i]
+ is the
positive part of u˜i.
Proposition 2.6 Assume (3), (6) and ∀i = 1, ..., I, u0i ∈ L2(Ω; [0,∞)). Then the mapping T is
continuous and compact from X into itself.
Proof of Proposition 2.6: First, remark that for v ∈ X, u = T (v) ∈ X. Indeed, since ui is
solution of (8) with A = ai([u˜]
+) and w0 = u
0
i , we may write
Jδiui = Jδi∆
∫ t
0
Aui + Jδiu
0
i =
∫ t
0
∆Jδi(Aui) + Jδiu
0
i ⇒ ∂t(Jδiui) = ∆Jδi(Aui) ∈ L2(QT ).
Let vn be a bounded sequence in X. Up to a subsequence, me may assume that vni converges weakly
to vi in L
2(QT ). Then
u˜ni − δi∆u˜ni = vni on QT , ∂nu˜ni = 0 on ΣT ⇒ ∂tu˜ni = ∂t(Jδivni ).
Thus u˜ni is bounded in L
2
(
0, T ;H2(Ω)
)
and ∂tu˜
n
i = ∂t
(
Jδiv
n
i
)
= Jδi(∂tv
n
i ) is bounded in L
2(QT ). As
a consequence, u˜ni is relatively compact in L
2(QT ), and so is [u˜
n
i ]
+. Up to a subsequence again, we
may assume that they converge strongly in L2(QT ) and a.e. in QT . By continuity of ai, ai([u˜
n]+)
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converges a.e. and 0 < d ≤ ai([u˜n]+) ≤ d < ∞. By Lemma 2.3, un := T (vn) converges (up to a
subsequence) strongly in L2(QT ). Moreover
uni = ∆
(∫ t
0
ai
(
[u˜n]+
)
uni
)
+ u0i ⇒ ∂t(Jδiuni ) = ∆Jδi
[(
ai[u˜
n]+
)
uni
]
.
But the Yosida approximation ∆Jδi is Lipschitz continuous on L
2(QT ), and ai([u˜
n]+)uni converges in
L2(QT ). Therefore, ∂t(Jδiu
n
i ) converges also in L
2(QT ). Finally, this proves that u
n converges in X
(at least up to a subsequence), whence the compactness of T .
For the continuity of T , let vn → v in X as n→∞. If u˜n = (u˜n1 , ..., u˜nI ) is the solution of
∀ i = 1, ..., I, u˜ni − δi∆u˜ni = vni on QT , ∂nu˜ni = 0 on ΣT ,
then u˜ni converges in L
2
(
0, T ;H2(Ω)
)
to the solution u˜i of
u˜i − δi∆u˜i = vi on QT , ∂nu˜i = 0 on ΣT .
By definition, un = T (vn) = (un1 , ..., unI ) is the solution of{
uni ∈ L2(QT ),
∫ t
0 ai([u˜
n]+)uni ∈ L2
(
0, T ;H2(Ω)
)
,
uni −∆
(∫ t
0 ai([u˜
n]+)uni
)
= u0i on QT , ∂n
(∫ t
0 ai([u˜
n]+)uni
)
= 0 on ΣT .
(24)
Using the compactness of T proven above, the sequence (un)n∈N is relatively compact in X. Let
u∞ = limp→∞ u
np be a limit point. Up to a subsequence, u˜
np
i converges a.e. to u˜i. By continuity of
ai, ai([u˜
np ]+)→ Ai := ai([u˜]+) almost everywhere, and it is uniformly bounded from above and from
below. According to Lemma 2.3, we can pass to the limit as np → +∞ in (24). By the uniqueness
result in Lemma 2.3 with A = Ai, we necessarily have u
∞ = T (v). The sequence (un)n∈N lies in a
compact set and has a unique possible limit point, so un = T (vn)→ T (v) and T is continuous on X.
2
Proof of Proposition 2.1: Let T ∈ (0,∞) and σ ∈ [0, 1]. Suppose that u ∈ X is a solution of
u = σT (u). By definition of T , we have
∀i = 1, ..., I, ui ∈ L2(QT ), ui ≥ 0,
u˜i,
∫ t
0 ai(u˜)ui ∈ L2(0, T ;H2(Ω)),
u˜i − δi∆u˜i = ui on QT , ∂nu˜i = 0 on ΣT ,
ui −∆
∫ t
0 ai(u˜)ui = σu
0
i on QT , ∂n(
∫ t
0 ai(u˜)ui) = 0 on ΣT .
(25)
The initial conditions σu0i are uniformly bounded in L
2(Ω) for σ ∈ [0, 1]. Therefore, by the estimate
(22), the function ui remains bounded in L
2(QT ), independently of σ. We also have ∂t(Jδiui) =
∆Jδi(ai(u˜)ui), so u is bounded in X independently of σ. Using Proposition 2.6 and Leray-Schauder’s
Lemma 2.2, we can conclude that T has a fixed point, which is a nonnegative solution of (7) (the
nonnegativity of u˜i is a consequence of ui ≥ 0 and of the maximum principle property of (I − δi∆)−1
with homogeneous Neumann boundary conditions, see e.g. [6], Proposition 9.30).
3 L∞-estimate of u˜ in Proposition 2.1
A main estimate in the proof of Theorem 1.1 is given in the next proposition.
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Proposition 3.1 Assume u0 ∈ L∞(Ω, [0,+∞))I and (3), (6) as in Proposition 2.1. Let us define
∀ k ≥ 0, G(k) = max
i
{ sup
r∈[0,k]I
ai(r)}. (26)
Then, for any solution u, u˜ of Proposition 2.1, we have
max
1≤i≤I
{
δi‖u˜i‖L∞(QT ) + ‖
∫ t
0
ai(u˜)ui‖L∞(QT )
}
≤M0 +M1 T G(k0), (27)
where M0,M1 and k0 depend only on u
0, δ := mini δi, δ := maxi δi.
The proof of Proposition 3.1 uses the following classical lemma.
Lemma 3.2 Let f ∈ L∞(Ω) and let w satisfy
w ∈ H2(Ω), w ≥ 0, −∆w ≤ f on Ω, ∂nw = 0 on ∂Ω.
Then there exists C = C(Ω) such that
‖w‖L∞(Ω) ≤ C
(
‖f‖L∞(Ω) +
∫
Ω
w
)
. (28)
Proof: First, we rewrite the equation as w−∆w ≤ f +w. Let us fix p ∈ (N/2,∞). Using w ≥ 0, the
comparison principle and elliptic regularity theory, we know (see e.g. [9], Theorem 8.15) the existence
of C = C(Ω, p) such that
‖w‖L∞ ≤ C (‖f + w‖Lp) ≤ C (‖f‖Lp + ‖w‖Lp) ,
≤ C
(
‖f‖Lp + ‖w‖(p−1)/pL∞ (
∫
Ω
w)1/p
)
,
≤ C
(
‖f‖Lp + ε‖w‖L∞ + c(ε)
∫
Ω
w
)
(Young’s inequality)
and we conclude choosing ε small enough.
2
Remark 3.3 Obviously, the conclusion of Lemma 3.2 would be the same when assuming only f ∈
Lp(Ω), p > N/2.
Proof of Proposition 3.1: We rewrite the equations in ui, u˜i of Proposition 2.1 as
u˜i −∆
(
δiu˜i +
∫ t
0
ai(u˜)ui
)
= u0i , u˜i −∆wi = u0i , wi = δiu˜i +
∫ t
0
ai(u˜)ui. (29)
We sum up the equations (29), denoting U˜ =
∑
i u˜i,W =
∑
iwi :
U˜ −∆W = U0 :=
∑
i
u0i . (30)
Next, we apply Lemma 3.2 with w =W (t), a.e.t, f = U0 (note that −∆W (t) ≤ U0). It gives
a.e.t, ‖W (t)‖L∞(Ω) ≤ C
(
‖U0‖L∞(Ω) +
∫
Ω
W (t)
)
. (31)
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By nonnegativity of u˜i, ai(u˜)ui, we also have (see the definitions of W,wi): ∀i = 1, ..., I, a.e.t ∈ [0, T ]:
δi‖u˜i(t)‖L∞(Ω), ‖
∫ t
0
ai(u˜)ui‖L∞(Ω) ≤ ‖W (t)‖L∞(Ω).
Then, to end the proof of Proposition 3.1, it is sufficient to prove the following lemma.
2
Lemma 3.4
a.e.t ∈ [0, T ],
∫
Ω
W (t) ≤ C0 + C1TG(k0),
where C0, C1, k0 depend only on u
0, δ, δ and G is defined in (26).
Proof of Lemma 3.4: By integrating the equations on ui and u˜i in Proposition 2.1, we get:
∀t ≥ 0,
∫
Ω
ui(t) =
∫
Ω
u˜i(t) =
∫
Ω
u0i . (32)
Recall that u˜i, wi ∈ L2(0, T ;H2(Ω)), ai(u˜)ui ∈ L2(QT ). We also have ∂tu˜i = ∆Jδi(ai(u˜)ui) ∈ L2(QT )
From (29), we may write with ∂twi = δi∂tu˜i + ai(u˜)ui ∈ L2(QT )
∂twi − δi∆(∂twi) = ai(u˜)ui. (33)
Differentiating ∂nwi = 0 with respect to t on ∂Ω leads formally to ∂n(∂twi) = 0. Let us check that
∂twi = θ(t) where θ(t) is the unique solution of
θ ∈ L2(0, T ;H2(Ω)), a.e.t ∈ [0, T ], θ(t)− δi∆θ(t) = (ai(u˜)ui)(t), ∂nθ(t) = 0 on ∂Ω. (34)
Using also ai(u˜)ui ≥ 0, it will then follow that
∂twi ≥ 0, ∂twi ∈ L2(0, T ;H2(Ω)), ‖∂twi‖L2(QT ) ≤ ‖ai(u˜)ui‖L2(QT ). (35)
By integration in time of (34), and with Θ(t) =
∫ t
0 θ(s)ds, we have
Θ(t)− δi∆Θ(t) =
∫ t
0
(
ai(u˜)ui
)
(t), ∂nΘ(t) = 0 on ∂Ω.
Comparing with wi − δi∆wi = δiu0i +
∫ t
0 ai(u˜)ui, ∂nwi = 0 implies by uniqueness that:
Θ(t) = wi + (I − δi∆)−1u0i , whence Θ′(t) = θ = wi after differentiating in t.
We denote
V˜ =
∑
i
δiu˜i, B =
∑
i
ai(u˜)ui.
Recall also that
U˜ =
∑
i
u˜i,W =
∑
i
wi, wi = δiu˜i +
∫ t
0
ai(u˜)ui.
Summing the I equations in ui, u˜i as in (30), we have
δ
−1
V˜ −∆W ≤ U˜ −∆W = U0. (36)
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We multiply this equation by ∂tW =
∑
i ∂twi = ∂tV˜ +B ≥ 0 (see (35)) and we get
δ
−1
∫
Ω
V˜ (∂tV˜ +B) +
1
2
∫
Ω
∂t |∇W |2 ≤
∫
Ω
U0(∂tV˜ +B).
We integrate in time to obtain (we denote V˜ 0 := V˜ (0) =W (0))∫
Ω
V˜ 2(T )+
∫
QT
2BV˜ + δ
∫
Ω
|∇W (T )|2 ≤
∫
Ω
(V˜ 0)2+ δ|∇V˜ 0|2+2δU0(V˜ (T )− V˜ 0)+
∫
QT
2δU0B. (37)
Since we have by definition
δ¯U0 = δ¯U˜0 − δ¯∆V˜ 0 ≥ V˜ 0 − δ¯∆V˜ 0,
we have ∫
Ω
(V˜ 0)2 + δ¯|∇V˜ 0|2 − 2δ¯U0V˜ 0 ≤ −
∫
Ω
(V˜ 0)2 + δ¯|∇V˜ 0|2 ≤ 0
So that (37) becomes,∫
Ω
V˜ 2(T ) +
∫
QT
2BV˜ + δ
∫
Ω
|∇W (T )|2 ≤ 2δ
∫
Ω
U0V˜ (T ) +
∫
QT
2δU0B. (38)
We have in particular, with ‖U0‖∞ = ‖U0‖L∞(Ω), and by using (32):∫
QT
BV˜ ≤ δ‖U0‖∞
(∫
Ω
V˜ 0 +
∫
QT
B
)
, (39)
Thus, we have for any k > 0
k
∫
QT∩{V˜≥k}
B ≤ δ‖U0‖∞
(∫
Ω
V˜ 0 +
∫
QT∩{V˜ <k}
B +
∫
QT∩{V˜≥k}
B
)
. (40)
Note that, {V˜ < k} ⊂ ∩i{u˜i ≤ kδ−1}. Thanks to the L1 estimate (32), we have∫
QT∩{V˜ <k}
B =
∫
QT∩{V˜ <k}
∑
i
ai(u˜)ui ≤ T
[∫
Ω
U0
]
G(kδ−1),
where G is defined in (26). Finally choosing k = 2δ‖U0‖∞ in (40), we obtain∫
QT∩{V˜≥k}
B ≤
(
2
∫
Ω
V˜ 0 + T
[∫
Ω
U0
]
G(k0)
)
, k0 = 2δ
−1(δ‖U0‖∞).
Adding the two last inequalities gives∫
QT
B ≤ C0 + C1T G(k0), (41)
where C1 depends only on u
0, δ, δ.
To end the proof of Lemma 3.4, we use that W (t) =
∑
i δiu˜i(t) +
∫ t
0 B(s)ds so that
∀t ∈ [0, T ],
∫
Ω
W (t) ≤
∫
Ω
U˜0 +
∫
QT
B.
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2From the L∞-estimate of Proposition 3.1, we may now deduce that the problem (4) in Theorem 1.1
has at least a weak solution under the only assumption of continuity of the ai’s.
Corollary 3.5 Assume (3) (only) and ∀i = 1, ..., I, u0i ∈ L∞(Ω; [0,∞)). Then, there exists a nonneg-
ative solution u = (u1, ..., uI) to the system
∀T > 0, ∀i = 1, ..., I,
ui, ai(u˜)ui ∈ L2(QT ),
∫ t
0 ai(u˜)ui ∈ L2
(
0, T ;H2(Ω)
)
,
u˜i ∈ L∞(QT ) ∩ L2
(
0, T ;H2(Ω)
)
, u˜i − δi∆u˜i = ui on QT ,
ui −∆(
∫ t
0 ai(u˜)ui) = u
0
i on QT ,
∂nu˜i = 0 = ∂n(
∫ t
0 ai(u˜)ui) on ΣT .
(42)
Proof: Here, ai is assumed to satisfy only (3) (and not (6)). Let T > 0. We introduce M2 :=
δ−1 [M0 +M1TG(k0)] where the function G is defined in (26) of Proposition 3.1 and M0,M1, k0 are
defined in (27) of the same proposition. We define
∀r ∈ [0,M2]I , ai(r) := ai(r),∀r ∈ [0,∞)I \ [0,M2]I , ai(r) = min{ai(r), G(M2)}.
Then, ai is continuous on [0,∞)I and
0 < d ≤ ai ≤ G(M2) <∞, ai ≤ ai.
Therefore, we may apply Proposition 2.1 with ai replaced by ai. By Proposition 3.1, the corresponding
u˜ satisfies
∀i = 1, .., I, ‖u˜i‖L∞(QT ) ≤ δ−1
[
M0 +M1TG(k0)
]
,
where G is defined as in (26) with ai replaced by ai. But G(k0) ≤ G(k0), so that
∀i = 1, ..., I, 0 ≤ u˜i ≤M2, ai(u˜) = ai(u˜).
Therefore, the solution obtained with the data ai is also solution with the data ai.
This provides a solution of (42) in Corollary 3.5 with the estimate (27), but only on [0, T ] and it
may depend on T . To construct a global solution on (0,∞), we may argue as follows: let Tp be an
increasing sequence of times with limp→+∞ Tp = +∞. Let up be a solution of our problem on the
interval [0, Tp] given by the above proof. For k ∈ N, we denote by Xk the space X as defined in (23)
with T replaced by Tk and we denote by T k : Xk → Xk the operator T with T = Tk. For p ≥ k, we
denote up,k := up[0,Tk] so that T
k(up,k) = up,k. We will prove that
∀k ∈ N, (up,k)p≥k is relatively compact in Xk. (43)
Thus, using a diagonal process, we obtain a sequence pm → ∞ as m → ∞ and some limit u defined
on (0,∞) so that, for all k ∈ N, upm,k converges to u[0,Tk] in Xk as m→∞. Then, Tk(u[0,Tk]) = u[0,Tk]
and u is a global solution of (42).
Let k be fixed in N and let us prove (43). By the L∞-estimate (27) in Proposition 3.1,
∀ p ≥ k, ‖u˜pi ‖L∞(QTk ) ≤
1
δi
[M0 +M1TkG(k0)]. (44)
Thus, ai(u˜
p) is uniformly bounded on QTk . This implies by (22) that u
p is bounded in L2(QTk)
I and
so is ∂tu˜
p since by (35)
δi‖∂tu˜pi ‖L2(QTk ) ≤ 2‖ai(u˜
p)upi ‖L2(QTk ) ≤ C(k).
Thus, up,k is bounded in Xk and, by compactness of T k, it is relatively compact in Xk, whence (43).
2
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4 Proof of existence in Theorem 1.1
Existence of a weak solution to (4) is already proved in Corollary 3.5. It only remains to prove that
this solution is actually as regular as stated in Theorem 1.1. This will mainly be a consequence of the
L∞-estimate on u˜ proved in the previous section, namely
∀i = 1, ..., I, ‖u˜i‖L∞(QT ) ≤ C0 + C1T, ‖ai(u˜)‖L∞(QT ) ≤ C(T ),
where C0, C1 depend only on the data and C(T ) = G(C0 + C1T ).
We begin by the following simple estimates.
Proposition 4.1 Let wi = δiu˜i +
∫ t
0 ai(u˜)ui where u, u˜ is solution of (42) in Corollary 3.5. Assume
u0 ∈ L∞(Ω, [0,∞))I . Then,
∀T > 0, ∇wi ∈ L∞(QT )N , wi, ∂twi ∈ L∞(QT ), ∂twi ≥ 0. (45)
Proof: The fact that wi ∈ L∞(QT ) is a consequence of (31) and Lemma 3.4. We recall the two
equations (see (29), (33)):
u˜i −∆wi = u0i , ∂twi − δi∆(∂twi) = ai(u˜)ui.
Since wi,∆wi ∈ L∞(QT ) and ∂nwi = 0 on ΣT , we deduce that ∇wi ∈ L∞(QT )N (at least). We have
already seen that ∂twi ≥ 0 comes directly from the second equation and the nonnegativity of ai(u˜)ui.
Now we rewrite this equation as
(∂twi − C(T )u˜i)− δi∆(∂twi − C(T )u˜i) = (ai(u˜)− C(T ))ui ≤ 0.
Together with ∂n(∂twi −C(T )u˜i) = 0 on ΣT , this implies
∂twi − C(T )u˜i ≤ 0, so that 0 ≤ ∂twi ≤ C(T )[C0 +C1T ].
2
We will now prove that Ui(t, x) :=
∫ t
0 [ai(u˜)ui](s, x)ds is in C
α(QT ) so that, since u˜i = wi − Ui, it
will follow that u˜i is not only bounded, but Ho¨lder-continuous (at least).
To prove it, we rely on the Cα-regularity theory of Krylov-Safonov for the solutions of nondivergence
parabolic equations with bounded coefficients. We actually use them in the rather particular case of
the operator −A∆ where A is bounded from above and from below. We may state the result we need
as follows:
Lemma 4.2 Let A ∈ C(QT ), g ∈ L∞(QT ), a, a ∈ (0,∞) with 0 < a ≤ A ≤ a < ∞. Let w ∈
C2,1(QT ) ∩C1,1(QT ) solution of {
∂tw −A∆w = g in QT
∂nw = 0 on ΣT , w(0) = 0.
(46)
Then, there exists α ∈ (0, 1), C > 0 such that
‖w‖(α)T ≤ C (47)
where α,C depend only on a, a, T, ‖g‖L∞(QT ),Ω.
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Remark 4.3 Note that the L∞ estimate of w is easy by a comparison argument (valid here thanks to
the a priori regularity of w and of A ): we remark that the functionW (t, x) := t sup g is a supersolution
of the problem (46), so that W ≥ w. Doing the same from below, we obtain
‖w‖L∞(QT ) ≤ T‖g‖L∞(QT ). (48)
Next, we may use the Krylov-Safonov result: the global estimate with homogeneous Neumann bound-
ary conditions as stated above may, for instance, be found in [10], Lemma 2.2 (in a quite more general
setting). We more generally refer to [13], [10], [20] for this kind of results.
We apply this result to prove the regularity of Ui =
∫ t
0 ai(u˜)ui.
Proposition 4.4 Let T > 0 and u0 ∈ L∞(Ω, [0,∞))I . There exists α ∈ (0, 1), C > 0 such that
‖Ui‖(α)T + ‖u˜i‖(α)T ≤ C.
Proof: Let u, u˜ be the solution of (42) in Corollary 3.5. Recall that 0 < d ≤ ai(u˜) ≤ C(T ). Since
Lemma 4.2 a priori applies to regular solutions only, we will use a convenient approximation of u. For
this, let An be a smooth approximation of ai(u˜) such that
0 < d ≤ An ≤ C(T ), An → ai(u˜) a.e.
Let also vn be a smooth approximation of u0i such that
0 ≤ vn ≤ ‖u0i ‖L∞(Ω), vn → u0i in L2(Ω).
Let uni be the solution of
∂tu
n
i −∆(Anuni ) = 0, ∂nuni = 0 on ΣT , uni (0) = vn.
Then, after integration in time, we see that Uni =
∫ t
0 A
nuni satisfies
∂tU
n
i −An∆Uni = Anvn, ∂nUni = 0 on ΣT , Uni (0) = 0. (49)
By Lemma 4.2, there exists α,C independent of n such that ‖Uni ‖(α)T ≤ C. By Lemma 2.3, uni
converges to ui in L
2(QT ) which implies that U
n
i also converges to Ui in L
2(QT ). Whence the estimate
of Proposition 4.4 on Ui. The estimate on u˜i = wi − Ui follows by combining with Proposition 4.1
which says that wi is even Lipschitz continuous.
2
Now that we know that the coefficient ai(u˜) is not only bounded but also continuous, we may
continue improving the regularity of u.
Proposition 4.5 Assume u0 ∈ L∞(Ω, [0,∞))I . Then,
∀p ∈ [1,∞), ∀T > 0, ∀i = 1, ..., I, ui, ∂tUi,∆Ui ∈ Lp(QT ).
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Proof: We may formally write
∂tUi − ai(u˜)∆Ui = ai(u˜)u0i , ∂nUi = 0, Ui(0) = 0. (50)
Here ai(u˜) is continuous on QT so that, ai(u˜) being given, this equation has a unique solution : let us
call it Vi. We set vi := ∂tVi/ai(u˜). Then
vi −∆Vi = u0i , Vi =
∫ t
0
ai(u˜)vi, ∂n(
∫ t
0
ai(u˜)vi) = 0.
Thus, vi coincides with our ui (and Vi coincides with our Ui) thanks to the uniqueness result of Lemma
2.3.
Moreover, Lp-maximal regularity holds for the equation (50) since ai(u˜) is continuous (see for in-
stance [14], Theorem 9.1 or [21], Theorem 2.5.2) so that, as ai(u˜)u
0
i ∈ L∞(QT ) ⊂ Lp(QT ), we have
∀p ∈ (1,∞), ‖∂tUi‖Lp(QT ), ‖∆Ui‖Lp(QT ) ≤ C,
where C depends on p, ‖ai(u˜)u0i ‖L∞(QT ) and on the modulus of continuity of the function ai(u˜).
Next, from 0 ≤ ui ≤ d−1ai(u˜)ui = d−1|∂tUi|, we deduce that ui ∈ Lp(QT ) as well. And p = 1 is also
included since QT is bounded.
2
With Proposition 4.5, the first part of the existence result in Theorem 1.1 is now complete. We will
now assume that ai is locally Lipschitz continuous.
Proposition 4.6 Besides (3), assume ai is locally Lipschitz continuous for all i = 1, ..., I. Assume
also u0 ∈ L∞(Ω, [0,∞))I . Then
∀i = 1, ..., I, ∀T > 0, ui ∈ L∞(QT ), ∀p <∞,∀τ ∈ (0, T ), ∂tui,∆(ai(u˜)ui) ∈ Lp((τ, T )× Ω),
and
∂tui −∆(ai(u˜)ui) = 0 on QT , ∂n(ai(u˜)ui) = 0 on ΣT ,
is satisfied pointwise.
Proof: The equation in ui may also be written (at least formally to start):
∂t(ai(u˜)ui)− ai(u˜)∆(ai(u˜)ui) = uiDai(u˜) · ∂tu˜. (51)
We know that δi∂tu˜i + ai(u˜)ui ∈ L∞(QT ) (see Proposition 4.1), and ai(u˜)ui ∈ Lp(QT ), for all p <∞,
so that ∂tu˜i ∈ Lp(QT ) for all p < ∞. The right hand side of this equation F := uiDai(u˜) · ∂tu˜ is
therefore in Lp(QT ) for all p < ∞ since also Dai(u˜) ∈ L∞(QT )N (as ai is locally Lipschitz and u˜ is
bounded).
Since ai(u˜) is continuous on QT , we know (see again e.g. [14], Theorem 9.1 or [21], Theorem 2.5.2),
there exists a (unique) solution θ to{ ∀p <∞, θ ∈ C(0, T ;Lp(Ω)),∀τ ∈ (0, T ), ∂tθ,∆θ ∈ Lp((τ, T )× Ω)
∂tθ − ai(u˜)∆θ = F, ∂nθ = 0 on ΣT , θ(0) = ai(u˜0)u0i ,
(52)
and we have
‖θ‖L∞(QT ) + ‖∂tθ‖Lp((τ,T )×Ω) + ‖∆θ‖Lp((τ,T )×Ω) ≤ C[‖F‖Lp(QT ) + ‖u0i ‖L∞(Ω)], (53)
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where C depends on τ, T, p,Ω and of the modulus of continuity of ai(u˜).
If we knew that θ = ai(u˜)ui, then the proof of Proposition 4.6 would be complete using moreover:
∂tui = ai(u˜)
−1[∂t(ai(u˜)ui)− uiDai(u˜) · ∂tu˜] ∈ Lp((τ, T ) × Ω).
To prove it, we recall (see the proof of Lemma 2.3) that ui is the limit of the approximate solutions
un of
∂tu
n −∆(Anun) = 0, ∂nun = 0 on ΣT , un(0) = u0i ,
where An is smooth and converges pointwise to ai(u˜) with 0 < min ai(u˜) ≤ An ≤ max ai(u˜) < +∞.
Moreover, un is bounded in Lp(QT )
I for all p <∞ by the analysis in Proposition 4.5. Here, we choose
such an approximation An which moreover satisfies
An → ai(u˜) in L∞(QT ), ∂tAn → ∂tai(u˜) = Dai(u˜) · ∂tu˜ in Lp(QT ) ∀p <∞.
Then, we apply the estimates (53) to Anun which satisfies
∂t(A
nun)−An∆(Anun) = un∂tAn, ∂nAn = 0 on ΣT , Anun(0) = ai(u˜0)u0i ,
and they are preserved at the limit. Whence θ = ai(u˜)ui by uniqueness in (52).
2
Proof of the Existence in Theorem 1.1: It is a consequence of Corollary 3.5 and of Propositions
4.4, 4.5, 4.6.
2
Remark 4.7 Note that, not only we proved existence of a solution with the announced regularity,
but we even proved that any weak solution as in Corollary 3.5 has actually the announced regularity.
This will be useful in the proof of uniqueness
Remark 4.8 The assumption that the ai are bounded from below is essential in our proof of existence,
first for the L2-estimate, next to apply the Krylov-Safonov regularity theory. In the case when the
ai degenerate (ai ≥ 0), the L2 a priori estimate is to be replaced by
√
ai(u˜)ui ∈ L2(QT ). However,
we loose the L2-compactness of the approximate solutions and also most regularity properties of the
solution as well. It could however be interesting to study the possibility of existence of weak solutions.
Remark 4.9 The above analysis relies on the use of the Cα-Krylov-Safonov estimates. However, it
is interesting to notice that one can prove directly, by an elementary estimate, that u ∈ L∞(QT ),
without using these estimates in the (rather general situation) where, besides (3), ai satisfies
∀i = 1, ..., I, ai is locally Lipschitz continuous, ∀j = 1, ..., I, ∂u˜jai ≥ 0. (54)
Once the L∞-estimate is proved on ui, the full regularity follows by the same arguments as in Propo-
sition 4.6.
We indicate below (at least formally) the computations which leads to u ∈ L∞(QT ).
Proof of u ∈ L∞(QT ) under assumption (54):
We write ai for ai(u˜) and aij = ∂u˜jai. We multiply the equation ∂tui −∆(aiui) = 0 by p(aiui)p−1
and we integrate over Ω:
d
dt
∫
Ω
ap−1i u
p
i +
∫
Ω
p(p− 1)(aiui)p−2|∇(aiui)|2 = (p− 1)
∑
j
∫
Ω
ap−2i u
p
i aij∂tu˜j . (55)
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We proved in Proposition 4.1 that ∂tu˜j + ajuj ≤ C(T ) <∞. This implies ∂tu˜j ≤ C(T ). Plugging this
into (55), using aij ≥ 0, aij bounded and ai ≥ d leads with some CT independent of p to:
d
dt
∫
Ω
ap−1i u
p
i +
∫
Ω
p(p− 1)(aiui)p−2|∇(aiui)|2 ≤ CT (p − 1)
∑
j
∫
Ω
ap−1i u
p
i .
Summing over i and using Gronwall’s lemma on the term
∑
i
∫
Ω a
p−1
i u
p
i , we then have∑
i
∫
Ω
ap−1i u
p
i (t) ≤ eITCT (p−1)
∑
i
∫
Ω
ap−1i u
p
i (0).
Using the lower and upper bounds on ai, we have with A,C
1
T both independent of p:∑
i
∫
Ω
api u
p
i (t) ≤ AeC
1
T p(1 +
∑
i
‖aiui(0)‖∞)p.
This implies
‖(aiui)(t)‖p ≤ A1/peC1T (1 +
∑
i
‖aiui(0)‖∞),
whence the L∞-estimate on aiui by letting p→∞, and then on ui itself by using the lower bound on
ai.
2
5 Proof of uniqueness in Theorem 1.1
Actually, we will prove the more general following result:
Proposition 5.1 Let u0 ∈ L∞(Ω, [0,∞))I . Assume that for all i = 1, ..., I, ai satisfies (3) and is
locally Lipschitz continuous. Then there exists a unique solution to the system (42) in Corollary 3.5.
Proof: By Remark 4.7, we already know that any solution of (42) satisfies the regularity stated in
Proposition 4.6 and Theorem 1.1. Let u, v be two such solutions. We denote ai = ai(u˜), bi = ai(v˜).
By difference,
∂t(ui − vi)−∆ [ai(ui − vi) + vi(ai − bi)] = 0.
We set
Ui = ui − vi, U˜i = u˜i − v˜i, U˜ = u˜− v˜, Ai =
∫ 1
0
Dai(tu˜+ (1− t)v˜)dt,
so that ai − bi = Ai · (u˜− v˜) =
∑
j AijU˜j . Note that ‖Ai‖L∞ <∞. Then
∂tUi −∆
[
aiUi + viAi · U˜
]
= 0, ∂ν(aiUi + viAi · U˜) = 0. (56)
Lemma 5.2 Let F ∈ C∞0 (QT )I . There exists a solution to the dual problem
∀i = 1, ..., I, ϕi, ∂tϕi,∆ϕi ∈ L2(QT ),
∂tϕi + ai∆ϕi + Jδi(Bi ·∆ϕ) = Fi on QT ,
ϕ = (ϕ1, ..., ϕI ), ∂νϕi = 0 on ΣT , ϕi(T ) = 0,
(57)
where Bi = (Bi1, ..., BiI), Bij = vjAji.
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Assuming this lemma, we multiply each equation (56) by ϕi and we obtain after integration on QT (the
integrations by parts are allowed, thanks to the regularity of u, v, u˜, v˜, ϕi and the boundary conditions;
we also use
∫
QT
UiJδi(Bi ·∆ϕ) =
∫
QT
U˜iBi ·∆ϕ):
0 =
∫
QT
Ui[∂tϕi + ai∆ϕi] + ∆ϕi viAi · U˜ =
∫
QT
UiFi − U˜iBi ·∆ϕ+∆ϕi viAi · U˜ .
Summing these I identities gives
∑
i
∫
QT
UiFi = 0 which implies U ≡ 0 by arbitrarity of the Fi, whence
uniqueness.
2
Proof of Lemma 5.2: To solve the dual problem (actually interesting for itself), we may start with
ai replaced by regular approximations A
n
i converging in the usual way to ai (which means a.e. and
uniformly bounded from above and from below), and we first solve
∂tθ
n
i +∆(A
n
i θ
n
i ) + ∆Jδi(Bi · θn) = ∆Fi, ∂n(Ani θni ) = 0, θi(T ) = 0.
This is possible since θ ∈ L2(QT )I → (∆Jδi(Bi · θ))1≤i≤I ∈ L2(QT )I is a Lipschitz perturbation (recall
that Bi ∈ L∞ and ∆Jδi is the Yosida approximation of the operator −∆ with homogeneous Neumann
boundary conditions). Note that
∫
Ω θ
n
i (t) = 0. Next, we solve
∆ϕni = θ
n
i in Ω, ∂n(ϕ
n
i ) = 0 on ∂Ω,
∫
Ω
φni = 0,
so that, ”by applying ∆−1” to the equation in θni , we obtain
∂tϕ
n
i +A
n
i ∆ϕ
n
i + Jδi(Bi ·∆ϕn) = Fi, ∂n(ϕni ) = 0 on ΣT , ϕni (T ) = 0. (58)
Next, multiplying by ∆ϕni gives∫
Ω
−1
2
∂t|∇ϕni |2 +Ani (∆ϕni )2 +∆ϕni Jδi(Bi ·∆ϕn) =
∫
Ω
Fi∆ϕ
n
i ≤
∫
Ω
(∆ϕni )
2 + CF
2
i .
We choose  := d/2 and we deduce∫
Ω
−1
2
∂t|∇ϕni |2 +
d
2
(∆ϕni )
2 ≤ C
∫
Ω
F 2i +
∫
Ω
∇Z∇ϕni ≤ C
∫
Ω
F 2i +
∫
Ω
|∇Z|2 + C|∇ϕni |2, (59)
where Z − δi∆Z = Bi ·∆ϕn, ∂nZ = 0. Multipling this by Z gives∫
Ω
Z2 + δi|∇Z|2 =
∫
Ω
ZBi ·∆ϕn ≤ ‖Bi‖L∞
∫
Ω
Z2 + C|∆ϕn|2 ⇒
∫
Ω
|∇Z|2 ≤ C
∫
Ω
|∆ϕn|2.
Summing the equations in (59) and choosing adequately  leads to (with a different C)
−∂t
∫
Ω
∑
i
|∇ϕni |2 +
d
2
∑
i
∫
Ω
(∆ϕni )
2 ≤ C
[∫
Ω
∑
i
[F 2i + |∇ϕni |2]
]
.
Integrating the Gronwall estimate in
∑
i |∇ϕni |2 and plugging back the terms in ∆ϕni yield
sup
0≤t≤T
∫
Ω
∑
i
|∇ϕni |2 +
d
2
∫
QT
|∆ϕn|2 ≤ C
∫
QT
|F |2.
By going back to (58), we also obtain that ∂tϕ
n
i is bounded in L
2(QT ). Now, we can pass to the limit
as n→∞, weakly in L2(QT ) in each term of (58), to prove the existence result of Lemma 5.2.
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2Remark 5.3 We do not know whether uniqueness holds or not without assuming Lipschitz continuity
of the ai. The above proof indicates that uniqueness is essentially equivalent to solving the ”dual”
problem (57). The fact that Bi ∈ L∞(QT ) (which equivalent to the Lipschitz continuity of ai) is
strongly used in the estimates to solve (57). It is not clear how to weaken it.
6 A constructive approximation procedure
In this Section, we just mention without proof a complementary approach for the proof of existence
and regularity of solutions to our system. A interesting point is that it provides a constructive approach
and may be used to provide a numerical approximation schemes of the solutions (and have actually
been used in [15]).
The approximation procedure follows the ideas of [15] to make a time semi-discretization with an
explicit treatment of u˜ and an implicit treatment of ui in ai(u˜)ui. We fix T > 0 in the following. Let
τ > 0 is given. We introduce the following approximate system
un+1i −u
n
i
τ −∆ai[(u˜n)un+1i ] = 0, in Ω,
−δi∆u˜ni + u˜ni = uni , in Ω,
∂nu˜
n
i = ∂nu
n+1
i = 0, on ∂Ω.
(60)
Then, using some adequate discretized version of the approaches in Section 3, it may be proved that:
- there exists a unique solution to the system (60),
- the discrete version of the L1-estimate (41) is valid for Bn =
∑
i ai(u˜
n)un+1i ,
- an L∞-estimate may be deduced for u˜n ,
- the direct L∞ estimate may be reproduced in this direct situation under the assumption (54). Once
all these estimates are obtained at the discrete level, one can get Corollary 3.5.
A common issue to both procedures is the need, first to truncate the coefficients (for steps 2 and 3),
and then notice a posteriori that this truncation was useless.
Remark 6.1 We have used here a situation where the i-th relaxation parameter depends on the
species (in words δi depends on i). It is quite natural on a modeling point of view to consider:
• situations where the relaxation parameter might depend on the species that are observed and
on the species that are observing (in words, ai = ai (Jδi1(u1), . . . , JδiI (uI))).
• several sensitivities for a single species might have to be considered, short and long distances
could matter in the diffusion coefficient (in words two or more different Jδ(uj) could be taken
into consideration in ai).
Our results could be easily extended to these more general situations through rather slight modifi-
cations.
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