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Abstract
We give a general categorical construction that yields several monads of measures
and distributions as special cases, alongside several monads of filters. The construction
takes place within a categorical setting for generalized functional analysis, called a
functional-analytic context, formulated in terms of a given monad or algebraic theory
T enriched in a closed category V . By employing the notion of commutant for enriched
algebraic theories and monads, we define the functional distribution monad associated
to a given functional-analytic context. We establish certain general classes of examples
of functional-analytic contexts in cartesian closed categories V , wherein T is the theory
of R-modules or R-affine spaces for a given ring or rig R in V , or the theory of R-
convex spaces for a given preordered ring R in V . We prove theorems characterizing
the functional distribution monads in these contexts, and on this basis we establish
several specific examples of functional distribution monads.
1 Introduction
Through work of Lawvere [32], S´wirszcz [53], Giry [17] and many others it has become
clear that various kinds of measures and distributions give rise to monads; see, for
example, [20, 8, 37, 31, 38, 1]. The earliest work in this regard considered monads M
for which each free M-algebra MV is a space of probability measures on a space V , be
it a measurable space [32, 17] or a compact Hausdorff space [53], for example. In the
literature, one does not find a monad capturing arbitrary measures on a given class
of spaces, whereas one can capture measures of compact support [38, 7.1.7] or bounded
support [37], as well as Schwartz distributions of compact support [38, 7.1.6][50][48,
II.3.6].
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In the present paper, we give a general categorical construction which yields sev-
eral (new and old) monads of measures and distributions as special cases. The general
construction takes place within an abstract axiomatic setting for generalized functional
analysis, called a functional-analytic context (4.1, 4.2), and in such a context we de-
fine an associated monad that we call the functional distribution monad (4.5). By
considering various particular contexts, we obtain several particular monads of mea-
sures or distributions, as well as certain monads of filters1, as instances of an abstract
construction with a functional-analytic flavour.
Our starting point is the Riesz-Schwartz dualization paradigm, which has perhaps
its purest expression in cartesian closed categories. Given a commutative ring object
R in a cartesian closed category V with finite limits, one can form for each object V
of V a canonical ‘function space’, namely the internal hom [V,R], and we define
DV = R-Mod([V,R], R) (1.0.i)
to be the subobject of [[V,R], R] described by the equations that characterize R-linear
morphisms µ : [V,R]→ R. This construction was employed in the context of synthetic
differential geometry [50, 28, 48], and it yields a monad D on V . When V and R
are suitably chosen, the space of all compactly supported Radon measures on a locally
compact Hausdorff space V is recovered as an example of one of the free D-algebras DV
[38, 7.1.6], and one can similarly capture compactly supported Schwartz distributions
on a smooth manifold V ; see [38, 7.1.6] and [48, II.3.6]. But in these examples, the
space DV is by no means locally compact (nor, respectively, a smooth manifold), and
so one must embed the categories of locally compact spaces and smooth manifolds into
larger categories (e.g. convergence spaces, Fro¨licher spaces, diffeological spaces, and
various toposes in synthetic differential geometry; see §2).
A generalization of the formula (1.0.i) was employed by Kock [31] and by the
author [38], wherein for a given commutative V -enriched monad T on any suitable
closed category V we set
DV = T-Alg([V, S], S) , (1.0.ii)
where S is some chosen T-algebra and [V, S] is the cotensor of S by V in the V -
enriched category T-Alg of T-algebras. The resulting natural distribution monad D (in
the terminology of [38]) was then considered alongside other given V -monads that may
capture other notions of distribution or measure, e.g. the abstract distribution monads
of [38]. The category of T-algebras supports a form of abstract functional analysis,
including not only function spaces and dualization (afforded by the commutativity of
T), but also completeness and density [38, 40], and for this reason T-algebras in this
context were called linear spaces in [38].
However, as we shall see, if the category of T-algebras is to be regarded as capturing
an abstract form of functional analysis, and if the monad D is to capture an associated
notion of distribution or measure, then the generalization of (1.0.i) captured by (1.0.ii)
is rather too direct for some purposes. Indeed, an important further class of examples of
commutative monads T whose algebras capture a form of generalized functional analysis
1Formal connections between the ultrafilter monad and notions of distribution or integral are noted in
[30, 35].
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are those whose algebras are convex spaces of one kind or another (see [47, 21, 13, 19, 44]
and 8.9), yet the associated natural distribution monad D in such cases does not capture
a recognizable notion of measure or distribution, regardless of the choice of S. On the
other hand, there is an important connection between convex spaces and probability
measures for which evidence can be found in [53, 47, 8, 21, 13]. In the present paper,
we will uncover a new and important facet of this connection, and this will allow us
to modify the formula (1.0.ii) and thus capture Radon probability measures as a basic
feature of the generalized functional analysis of convex spaces.
Indeed, we shall establish a different generalization of the Riesz-Schwartz paradigm
(1.0.i), one that is more subtle and robust than (1.0.ii) and allows us to capture im-
portant examples that are not available by way of (1.0.ii), including spaces of Radon
probability measures. Again we shall begin with a symmetric monoidal closed category
V and a given commutative V -enriched monad T on V , whose associated V -category
of T-algebras is construed as a setting for an abstract form of functional analysis.
Again we shall assume that we are given a T-algebra S to play the role of ‘dualizing
object’. But this time we shall assume further that T is aJ -ary monad for a given
eleutheric system of arities J ↪→ V in the sense of [42], generalizing the notion of
finitary V -monad defined by Kelly [23]. For each object V of V , we define the object
of functional distributions on V as
D(J ,T,S)(V ) = T⊥J-Alg([V, S], S) (1.0.iii)
wherein the role that was played by T in (1.0.ii) is now played instead by an associated
V -monad T⊥J called the J -ary commutant of T with respect to S, introduced in
[45, 10.8]. The quadruple (V ,J ,T, S) is called a functional-analytic context if it
satisfies a further axiom (4.2), in which case we call the resulting V -monad D(J ,T,S)
the functional distribution monad in the given context. We can describeJ -ary
monads T equivalently as enriched algebraic theories T with aritiesJ [42, 4.1, 11.8],
also calledJ -theories, and we shall often employ this viewpoint in studying functional
distribution monads (4.1, 4.5).
Notably, the basic Riesz-Schwartz formula for R-modules (1.0.i) can be recovered
as an instance of this formula (1.0.iii) because of the following key result (7.2, 7.3),
applicable in any suitable cartesian closed category V with a commutative (unital)
ring object R, or more generally a commutative rig2 object:
In the case where T is the V -monad whose algebras are R-modules in V , there
is a natural choice of a system of aritiesJ for which theJ -ary commutant
T⊥J of T with respect to R is just T itself; i.e. T⊥J ∼= T. Hence we say that the
J -ary monad T is balanced with respect to R.
Indeed, althoughR-modules in V are not the algebras of an ordinary Set-based Lawvere
theory [5, §1], they are the algebras of a V -enriched algebraic theory of the type studied
by Borceux and Day [5], where the arities are finite cardinals, or equivalently, ‘finite
discrete’ objects 1+1+ ...+1 in V . Consequently, the resulting V -monad T is aJ -ary
2By a rig or semiring we mean a set R equipped with two monoid structures (R,+, 0) and (R, •, 1) such
that + is commutative and • : R2 → R preserves + and 0 in each variable separately—i.e. a unital “ring
without negatives”. Rig objects and their modules are discussed in 2.7 and 6.4.
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monad for a suitable system of aritiesJ = DFinV ↪→ V consisting of the finite discrete
objects of V (3.2.1). We callJ -theories for this particular system of arities discretely
finitary theories, and their correspondingJ -ary monads we call discretely finitary V -
monads. Correspondingly, any functional-analytic context of the form (V ,DFinV ,T, S)
will be called a (discretely) finitary functional-analytic context.
In this paper, we develop certain general classes of examples of finitary functional-
analytic contexts (V ,DFinV ,T, S) in cartesian closed categories V , wherein T-algebras
are, respectively, R-modules or R-affine spaces in V for a given rig R in V , or R-convex
spaces for a given preordered ring R in V (4.3). We prove results that characterize the
functional distribution monads in these cases (7.5, 10.5, 10.6, 10.7).
On this basis, we establish the following specific examples of the functional distri-
bution monad D(J ,T,S) associated to a finitary functional-analytic context. We write
Conv for the category of convergence spaces [4], Fro¨ for the category of Fro¨licher’s
smooth spaces [14, 15, 16], Diff for the category of diffeological spaces (see, e.g., [2, 52]),
LCHaus for the category of locally compact Hausdorff topological spaces, and Cah for
the Cahiers topos [11, 29] (or indeed any topos of sheaves on a product-closed C∞-site,
2.5).
V T-Alg S T⊥J-Alg D(J ,T,S)(V )
Conv R-Mod(V )
(R-module objects
in V )
R R-Mod(V ) Radon measures of
compact support
(V ∈ LCHaus)
Conv R+-Mod(V ) R+ R+-Mod(V ) Non-negative Radon
measures of compact
support (V ∈ LCHaus)
Conv R-Cvx(V )
(R-convex spaces
in V )
R+ R+-Mod∗(V )
(pointed R+-modules
in V , 9.2)
Radon probability
measures of compact
support (V ∈ LCHaus)
Fro¨,
Diff,
or Cah
R-Mod(V ) R R-Mod(V ) Schwartz distributions of
compact support
(V smooth manifold)
Set SLat∧>
(meet semilattices,
2.2)
2 SLat∧> Filters on the set V
Set SLat∧
(binary-meet
semilattices, 2.2)
2 SLat∧>⊥
(meet semilattices
with bottom element)
Proper filters on the set
V
Set Set 2 Bool
(Boolean algebras)
Ultrafilters on the set V
In addition to this basic collection of examples of the functional distribution monad,
we will establish further examples within a forthcoming paper. Therein we will show
that by employing the theory of convex spaces and the unit interval [0, 1] as S, one
can capture arbitrary Radon probability measures, rather than just those of compact
support. Further, we will show that certain hyperspaces of closed and compact subsets
are captured by functional distribution monads.
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Up to equivalence, a system of arities in V is given by a full subcategory of V that
is closed under the monoidal product and contains the unit object [42, 3.8]. Hence V
itself is a system of arities, for which V -ary monads are simply arbitrary V -monads on
V [42, 11.3(2), 11.10]. For this system of arities V , we call V -ary commutants absolute
commutants and write them as T⊥ rather than T⊥V .
With this terminology, we show in 4.7 that the functional distribution monad
D(J ,T,S) associated to a functional-analytic context (V ,J ,T, S) may be defined suc-
cinctly as the absolute commutant of theJ -ary commutant of T (w.r.t. S), i.e.
D(J ,T,S) = (T⊥J )⊥ . (1.0.iv)
Related to this, one of our axioms for a functional-analytic context asserts precisely
that theJ -ary double commutant of T should be T itself, i.e. that
(T⊥J )⊥J ∼= T, (1.0.v)
so we say that theJ -ary monad T = (T, η, µ) is saturated with respect to S. As a
consequence of (1.0.v) and (1.0.iv), the V -endofunctor D(J ,T,S) agrees with T when
restricted to the full subcategoryJ ↪→ V (4.13), and we say that the monad T is the
J -ary restriction of D(J ,T,S) (4.10). This generalizes the classical fact that the free
vector space on a finite set J is equally the space of all Radon measures on the finite
discrete space J , and also the fact that the free convex space on a finite set J is the
space of all Radon probability measures on J .
Contrastingly, the natural distribution monad (1.0.ii) determined by T is simply
the absolute commutant T⊥ of T with respect to S (4.9), whoseJ -ary restriction does
not in general coincide with T; however, in the special case when theJ -ary monad T
is balanced (w.r.t. S) we have T⊥J ∼= T and so this issue is (or rather was) hidden.
In §2 we begin with a review of some general background material on enriched cat-
egory theory, order theory, convergence spaces, smooth spaces, and C∞-rings, as well
as internal rings, rigs, and modules; we also introduce some notation for working with
finite products (2.6). In §3 we survey certain basic elements of the study ofJ -theories
(3.1) and discretely finitary theories (3.2), including the notions of commutation, com-
mutativity, and commutant forJ -theories andJ -ary monads (3.3) as well as basics on
J -algebraic symmetric monoidal closed V -categories (3.4). In §4 we define the notion
of functional distribution monad, and in §5 we develop various specific examples on the
basis of the results proved later in the paper. In §6 we develop further fundamental as-
pects of enriched algebra required for the remainder of the paper, concerning modules
for monoids inJ -algebraic symmetric monoidal closed V -categories (6.1), coslices of
V -categories of T -algebras (6.2), the free discretely finitary theory generated by an
ordinary Lawvere theory (6.3), as well as enriched-categorical aspects of the study of
modules over rigs and rings in cartesian closed categories (6.4). In §7 we show that
for a given rig object R in V , the theories of left R-modules and right R-modules,
respectively, are commutants of one another with respect to R, thus generalizing to
the enriched context a result of the author in the set-based context [44, 5.14]. In §8
we define the affine core of a discretely finitary theory (generalizing from the V = Set
case Lawvere’s notion [34, §3]), and we employ this to define the notion of left R-affine
space (in V ) for a rig R in V and, in particular, the notion of left R-convex space
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for a preordered ring object R in V . In §9 we show that for any rig object R in V ,
the theory of left R-affine spaces in V is the commutant (w.r.t. R) of the theory of
pointed right R-modules in V , thus generalizing to the enriched context a result of
the author in the set-based context [44, 7.2]; in particular, this result applies to left
R-convex spaces for a preordered ring R in V , equivalently left R+-affine spaces. In
§10 we establish conditions on R and V under which the commutant of the theory of
left R-convex spaces in V is the theory of pointed right R+-modules; in particular,
we build on a recent result of the author in the set-based context [44, 10.20] in order
to prove that it is sufficient to require that V have a class of generators V for which
the preordered ring V (V,R) is a firmly archimedean algebra over the dyadic rationals,
assuming also that the inclusion R+ ↪→ R is a strong monomorphism. This result
applies not only to various concrete categories V over Set in which the real numbers
R underlie an ordered ring object, but also to the Cahiers topos V = Cah. Therein,
the line object R is a preordered ring for which the hom V (V,R) is firmly archimedean
whenever V = K ×W where K is a closed ball in some Euclidean n-space and W is
the spectrum of a Weil algebra (10.12).
Elements of the present work were announced in the author’s recent conference
talks [41, 46]. This paper is the first part of a forthcoming series of papers that will
study the abstract functional analysis intrinsic to a given functional-analytic context
(V ,J ,T, S) and its application to the study of the functional distribution monad, the
axiomatics of related monads, and the associated notion of vector-valued integration,
in analogy with the author’s work in connection with the natural distribution monad
in [38].
Acknowledgement. The author thanks the anonymous referee for helpful suggestions
and remarks. The diagram (3.3.ii) was suggested by the referee, as were the key
elements of the discussion of the codensity monad of a T -algebra in 3.3.3. Also, the
current title of this paper was suggested by the referee; an earlier preprint of the paper
had been distributed under the title Measure and distribution monads in categorical
functional analysis, I: The functional distribution monad.
2 General background and notation
2.1 (Enriched category theory). Unless otherwise specified, V will denote a given
symmetric monoidal closed category with equalizers. Throughout, V is tacitly assumed
locally small; further assumptions on V will be imposed later. We shall employ the
theory of categories enriched in V , as documented in [12, 24, 10]. Given a V -category
C we denote by C0 the ordinary category underlying C . A morphism f : C → D
in C (i.e., in C0) is equally a morphism I → C (C,D) in V , yet we shall denote
the latter morphism in V by [f ]. There is a V -category V whose hom-objects are
the internal homs V (V,W ) of the closed category V and whose underlying ordinary
category V 0 may be identified with V itself. We will distinguish terminologically
between V -categories (resp. V -functors) and (ordinary) categories (resp. functors),
but when we apply terms like limit, colimit, or fully faithful to given V -categories
and V -functors, we mean to apply the relevant V -enriched notion. In particular, by
a (co)limit in a given V -category, we mean a V -enriched weighted (co)limit (called
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an indexed (co)limit in [24]). We shall say that a weight W : B → V is objectwise-
countable if the class of objects ofB is a countable set; colimits for objectwise-countable
weights are called objectwise-countable colimits. Given a V -category C , a conical
limit of an ordinary functor D : K → C0 is given by an ordinary limit of D that is
preserved by each functor C (C,−) : C0 → V with C ∈ obC . We can form the free
V -category KV on K as in [24, 2.5] provided that the copower K (K,L) ·I in V exists
for all K,L ∈ obK ; in this case, a conical limit of D can be expressed as a certain
V -enriched weighted limit as in [24, 2.5]. A product (resp. equalizer, power, ...) in a
given V -category C is, by definition, a conical product in C .
2.2 (Semilattices and filters). By definition, a meet semilattice is a partially
ordered set with finite meets (equivalently, binary meets and a top element). In many
texts this term is used to refer to partially ordered sets that are merely assumed to
have binary meets, but these we shall instead call binary-meet semilattices herein.
A homomorphism of meet (resp. binary-meet) semilattices is a mapping be-
tween meet semilattices that preserves finite meets (resp. binary meets); we denote by
SLat∧> and SLat∧ the categories of meet semilattices (resp. binary-meet semilattices)
and their homomorphisms. These categories are isomorphic to the categories of join
semilattices and binary-join semilattices, respectively, where these notions are
defined dually and the isomorphism is given on objects by taking the opposite order.
A subset S of a meet semilattice L is said to be a filter in L if its characteristic
function χS : L→ 2 is a homomorphism of meet semilattices, where 2 = {0, 1} denotes
the two-element meet semilattice with top element 1, whose preimage under χS is S.
In the case where the meet semilattice L also has a bottom element ⊥, a filter S in L
is said to be proper if ⊥ /∈ S, equivalently, if χS preserves the bottom element.
If L is the meet semilattice underlying a Boolean algebra L, then a subset S of
L is said to be an ultrafilter in L if its characteristic function χS : L → 2 is a
homomorphism of Boolean algebras. Given a set X, a filter (resp. proper filter,
ultrafilter) on X is, by definition, a filter (resp. proper filter, ultrafilter) in the
powerset P(X) of X. The Boolean algebra P(X) may be identified with the X-fold
power 2X of the Boolean algebra 2, so for each element x of X, the projection map
pix : 2
X → 2 is a homomorphism of Boolean algebras and so corresponds to an ultrafilter
on X, called the principal ultrafilter for x. When X is finite, every ultrafilter on X
is principal, so any homomorphism of Boolean algebras 2X → 2 is of the form pix for a
unique x ∈ X.
2.3 (Convergence spaces and Radon measures). A convergence space (see [4])
is a set X equipped with an assignment to each point x ∈ X a setKx of proper filters on
X, which are said to converge to x, such that (1) the principal ultrafilter for x converges
to x, (2) if X ,Y ∈ Kx then X ∩Y ∈ Kx, and (3) if X and Y are proper filters such
that Y ⊇ X ∈ Kx, then Y ∈ Kx. Given convergence spaces X and Y , a mapping
f : X → Y is continuous if whenever a filter X on X converges to a point x of X,
the image filter f [X ] = {B ⊆ Y | f−1(B) ∈X } converges to f(x) in Y . Convergence
spaces and continuous maps form a complete and cocomplete category Conv into which
the familiar category Top of topological spaces embeds as a full, reflective subcategory
[4, 1.1.4(ii), 1.3.9, 1.8]; the objects of this reflective subcategory are called topological
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convergence spaces. Further, V = Conv is cartesian closed, where the internal hom
V (X,Y ) is the set of all continuous maps from X to Y , equipped with the relation of
continuous convergence; explicitly, a filter F on V (X,Y ) converges to g ∈ V (X,Y ) if
and only if for every x ∈ X and every filter X converging to x in X, the associated
filter F [X ] converges to g(x) in Y . Here F [X ] denotes the filter on Y with a basis
consisting of the sets F (A) = {f(a) | f ∈ F, a ∈ A} with F ∈ F and A ∈ X . Now
supposing that X is a locally compact Hausdorff topological space and Y is a regular
topological space, the convergence space V (X,Y ) is topological and carries the familiar
compact-open topology [4, 1.5.16], also called the topology of compact convergence [6,
§3, No. 4, De´f. 1]. Hence, in the special case where Y is the topological ring R = R
or C, continuous R-linear maps µ : V (X,R)→ R are in bijective correspondence with
R-valued Radon measures of compact support on X [7, Ch. IV §4, No. 8, Prop. 14].
2.4 (Fro¨licher spaces and diffeological spaces). We shall denote by Mf the cate-
gory of second-countable Hausdorff smooth manifolds, which are necessarily paracom-
pact and will be called simply smooth manifolds; the morphisms in Mf are arbitrary
smooth maps. We shall make use of certain cartesian closed categories V into which
Mf embeds as a full subcategory, as follows.
Firstly, a Fro¨licher smooth space (or Fro¨licher space) [14, 15, 16] is a set X
equipped with a specified set of mappings CX ⊆ Set(R, X) called smooth curves and
a set of mappings FX ⊆ Set(X,R) called smooth functions, such that CX = {c ∈
Set(R, X) | ∀f ∈ FX : f · c ∈ Mf(R,R)} and FX = {f ∈ Set(X,R) | ∀c ∈ CX :
f · c ∈ Mf(R,R)}. Fro¨licher spaces form a cartesian closed category Fro¨ in which the
morphisms are mappings that preserve smooth curves [14, §1, 2], and there is a full
embedding of Mf into Fro¨ [14, §3].
Let OCart denote the full subcategory of Mf consisting of all open subsets of the
spaces Rn (n > 0). A diffeological space (or Souriau space) is a set X equipped with
an assignment to each object U of OCart a setPX(U) of functions from U to X, called
smooth plots, subject to certain axioms; see [2]. Diffeological spaces are the objects of
a category Diff in which a morphism is simply a mapping that preserves smooth plots.
Diff is equivalent to the category of concrete sheaves on OCart with respect to the open
cover topology [2]. Consequently, Diff is a complete and cocomplete quasitopos [2] and,
in particular, is cartesian closed, and there is a full, dense embedding OCart ↪→ Diff.
Every Fro¨licher space X determines a diffeological space with the same underlying
set, and with smooth plots PX(U) = Fro¨(U,X) [52, §5]. This yields a full reflective
embedding Fro¨ ↪→ Diff [52]. Since the dense embedding OCart ↪→ Diff factors through
Fro¨ ↪→ Diff, it follows that the embedding Fro¨ ↪→ Diff is dense [24, Thm. 5.13]. Since
this embedding Fro¨ ↪→ Diff is dense and preserves finite products, it readily follows
that it preserves exponentials.
2.5 (C∞-rings and the Cahiers topos). The category of smooth manifolds Mf (2.4)
embeds as a full subcategory of the opposite of the category C∞-Ringfg of finitely
generated C∞-rings; see [29, 48]. By a product-closed C∞-site we shall mean
a full subcategory A of C∞-Ringopfg such that (i) A is equipped with a subcanonical
Grothendieck topology, (ii) A contains C∞(M) for each manifold M , and (iii) A is
closed under finite products in C∞-Ringopfg . It follows that Mf embeds as a full subcat-
egory of the topos Shv(A ) of sheaves on A . Certain toposes employed in synthetic
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differential geometry are of this form. In particular, the Cahiers topos of Dubuc is
obtained by taking A = C opC where CC ↪→ C∞-Ringfg consists of all the C∞-rings
isomorphic to C∞(M) ⊗∞ W for some smooth manifold M and some Weil algebra
W [29, I.16] (over R), where ⊗∞ denotes the coproduct in the category C∞-Ring of
C∞-rings; see [29, III.9, Example (1)]. Indeed, C opC satisfies (iii), since for any two
objects A = C∞(M)⊗∞W and A′ = C∞(M ′)⊗∞W ′ of CC, we deduce by [48, p. 22]
that their coproduct in C∞-Ringfg is A⊗∞ A′, but by [48, I.2.5] this is isomorphic to
C∞(M ×M ′)⊗∞W ⊗∞W ′ and hence lies in CC, by [48, I.3.21].
2.6 (Notation for categories with finite products). In working with rings, mod-
ules, and related structures in a category C with finite products, it can be convenient to
use ‘elementwise’ notation for some calculations involving the familiar algebraic opera-
tions. For our purposes, a few notational conventions for working with finite products
will suffice in this regard.
Firstly, given a finite product X1 ×X2 × ... ×Xn in C , we shall not always use a
standard notation such as pii : X1 × ...×Xn → Xi to denote each product projection,
but rather we shall allow ourselves to use any given (distinct) symbols x1, x2..., xn to
denote these projections pii, and we shall write
(x1, x2, ..., xn) : X1 ×X2 × ...×Xn to mean that xi denotes the projection pii
for each i ∈ {1, 2, ..., n}.
In the case where n = 1, we omit the parentheses, writing
x : X to mean that x denotes the identity morphism 1X on an object X,
so that then x plays the role of a generic element of X.
If we are given a morphism t : C → ∏i∈J Xi in C whose codomain is a finite
product, then for each element i of the indexing set J we shall write ti : C → Xi to
denote the i-th factor of t. When J = {1, 2, ..., n} we write (t1, ..., tn) : C → X1×...×Xn
to denote the induced morphism t. Given also a morphism f : X1 × ... × Xn → Y ,
we shall allow ourselves to write the composite f · (t1, ..., tn) : C → Y as f(t1, ..., tn).
We shall sometimes use this notation even when n = 1, so that if t : C → X and
f : X → Y then f(t) = f · t : C → Y . In the case with n = 0, where f : 1 → Y is a
constant, we shall write the constant morphism C → 1 f−→ Y as just f .
Let M be a commutative monoid in C , with monoid operations +, 0, and suppose
that C is locally small. For each object C of C , the functor C (C,−) : C → Set
preserves products and therefore sends M to a commutative monoid C (C,M) (in Set).
We shall write the induced addition operation on C (C,M) in infix notation as + and
write the zero element of C (C,M) as 0. Given a morphism m = (m1, ...,mn) : C →Mn
in C , we shall use the usual notation
∑n
i=1mi for the sum of the elements m1, ...,mn
of C (C,M).
If V is a cartesian closed category, then for all morphisms of the form f : V →
V (X,Y ) and x : V → X in V , we shall write f(x) to denote the composite
f(x) =
Å
V
(f,x)−−−→ V (X,Y )×X Ev−→ Y
ã
,
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where Ev denotes the evaluation morphism.
As an example, we now state definitions of some basic algebraic notions that we
shall need in the sequel.
Definition 2.7. Let C be a category with finite products. Given a commutative
monoid M in C , let us denote its underlying object in C by |M |, or even just M , and
write its binary and unary operations as + and 0, respectively. Given commutative
monoidsM,N,P in C , a morphism f : |M |×|N | → |P | in C is said to be a bimorphism
of commutative monoids from M,N to P if the following equations hold, in the
notation of 2.6:
f(0, n) = 0 : N → P and f(m, 0) = 0 : M → P, where n : N and m : M ,
f(m1 +m2, n) = f(m1, n) + f(m2, n) : M ×M ×N → P,
where (m1,m2, n) : M ×M ×N ,
f(m,n1 + n2) = f(m,n1) + f(m,n2) : M ×N ×N → P,
where (m,n1, n2) : M ×N ×N .
A rig or semiring in C is a commutative monoid R = (|R|,+, 0) in C equipped
with morphisms 1 : 1 → |R| and • : |R| × |R| → |R| in C such that • is a bimorphism
of commutative monoids from R,R to R and (|R|, •, 1) is a monoid in C . We typically
denote both the rig and its carrier by R. A rig R in C is said to be a ring in C
if the monoid (|R|,+, 0) is an abelian group in C . R is commutative if the monoid
(|R|, •, 1) is commutative. Given a rigR in C , a left R-module (in C ) is a commutative
monoid M in C equipped with an associative, unital action ∗ : |R| × |M | → |M | in C
of the monoid (|R|, •, 1), such that ∗ is a bimorphism of commutative monoids from
(|R|,+, 0),M to M .
2.8 (Rigs and modules of generalized elements). Let C be a locally small category
with finite products, and let C be an object of C . Given a rig R in C (2.7), the product-
preserving functor C (C,−) : C → Set sends R to a rig C (C,R) (in Set). Extending
the notation of 2.6, we shall use the usual notation for the rig operations on C (C,R),
writing the multiplication operation induced by • : R×R→ R as juxtaposition, so that
if r, s ∈ C (C,R) then rs denotes the product in C (C,R). Given a left R-module M
in C (2.7), the product-preserving functor C (C,−) sends M to a left C (C,R)-module
C (C,M) (in Set). Extending the notation of 2.6, we shall use the usual notation for the
left C (C,R)-module structure on C (C,M), so that if r ∈ C (C,R) and m ∈ C (C,M)
then the left action determines an associated element rm of C (C,M).
3 Background on enriched algebra
3.1 Enriched algebraic theories for a system of arities
3.1.1. By definition, a system of arities in V is a symmetric strong monoidal V -
functor j :J → V that is fully faithful [42, 3.1]. For example, the full subcategory
FinCard ↪→ Set consisting of the finite cardinals is a system of arities; see [42, §3]
for various further examples. A full sub-V -categoryJ ↪→ V is a system of arities
provided that it contains the unit object I and is closed under ⊗; every system of
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arities is equivalent (in a suitable sense) to one of the latter form [42, 3.8], and so for
many purposes we can assume that given systems of arities are of this form. Given a
system of arities j :J ↪→ V , aJ -theory [42, 4.1] is a V -category T equipped with an
identity-on-objects V -functor τ :J op → T that preservesJ -cotensors, i.e., cotensors
by objects J ofJ (or rather, their associated objects j(J) of V ). Equivalently, aJ -
theory is a V -category T whose objects are precisely those ofJ , such that for each
object J ofJ there is a specified morphism γJ : J → T (J, I) in V that exhibits J as a
cotensor [J, I] of I by J in T , with the further stipulation that γI = [1I ] : I → T (I, I)
[42, 5.8]. The associated identity-on-objects V -functor τ :J op → T is precisely the
V -functor [−, I] that supplies the designatedJ -cotensors of I [42, 5.8]. Collectively,
J -theories are the objects of a category ThJ in which the morphisms are V -functors
A : T → U that commute with the associated V -functorsJ op → T andJ op → U .
Note thatJ op is therefore an initial object of ThJ . A subtheory of aJ -theory U
is aJ -theory T equipped with a morphism of theories T ↪→ U that is faithful, as a
V -functor, meaning that its structure morphisms are monomorphisms in V .
3.1.2 (Correspondence betweenJ -theories andJ -ary monads). A system of
arities j :J ↪→ V is said to be eleutheric if every V -functor P :J → V has a
left Kan extension along j and this left Kan extension is preserved by each V -functor
V (J,−) : V → V with J ∈ obJ [42, 7.1, 7.3]. Various examples and equivalent
characterizations of eleutheric systems of arities are provided in [42, §7]. Throughout
the remainder of §3.1, we shall assume that j :J ↪→ V is a given eleutheric system of
arities.
By definition, aJ -ary monad is a V -monad T = (T, η, µ) on V such that T
preserves left Kan extensions along j :J ↪→ V [42, 11.7, 11.1]. Note that a V -functor
T : V → V preserves left Kan extensions along j if and only if T preserves weighted
colimits with weights of the form
V (j−, V ) :J op → V (V ∈ obV ). (3.1.i)
A weight W : Bop → V is said to beJ -flat if every W -weighted colimit in V is
preserved by each of the V -functors V (J,−) : V → V with J ∈ obJ [42, 6.2]. For
example, each of the weights (3.1.i) isJ -flat since j is eleutheric. A V -monad (T, η, µ)
on V is aJ -ary monad if and only if T conditionally preservesJ -flat colimits,
meaning that for any colimit W ? D in V with a J -flat weight W , if the colimit
W ? TD exists in V then the colimit W ?D is preserved by T [42, 12.3]. Collectively,
J -ary monads are the objects of a category MndJ (V ), with the usual morphisms of
V -monads.
There is an equivalence
ThJ ' MndJ (V )
between the category of J -theories and the category of J -ary monads [42, 11.8].
Given a J -theory τ : J op → T , the V -endofunctor T : V → V underlying the
correspondingJ -ary monad T is a left Kan extension of T (τ−, I) :J → T along
j. Conversely, given aJ -ary monad T with Kleisli V -category V T, the corresponding
J -theory is the full sub-V -category of V opT on the objects ofJ [42, 11.11].
There is an eleutheric system of arities withJ = V and j = 1V [42, 7.5(3)], for
which a V -ary monad is simply an arbitrary V -monad on V [42, 11.3(2), 11.10], so
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that we have an equivalence ThV ' MndV -CAT(V ) between the category of V -theories
(originally studied by Dubuc [9]) and the category of V -monads on V [42, 11.10].
3.1.3 (Algebras for a J -theory). Given aJ -theory T and a V -category C , a
T -algebra in C is a V -functor A : T → C that preservesJ -cotensors; we call the
object |A| = A(I) the carrier of A. Now assuming that C has designatedJ -cotensors,
a normal T -algebra in C is a V -functor A : T → C that strictly preserves the des-
ignatedJ -cotensors [J, I] = J of I in T (3.1.1), i.e. sends them to the designated
J -cotensors [J, |A|] of |A| = A(I) in C ; it then follows that A preserves allJ -cotensors
and hence is a T -algebra [42, 5.10]. A morphism ofJ -theories T → U is equiva-
lently defined as a normal T -algebra in U with carrier I [42, 5.16]. Note that a
normal T -algebra A : T → C is uniquely determined by its carrier |A| together with
its components AJI : T (J, I) → V ([J, |A|], |A|) with J ∈ obJ [45, 3.12], and it is
sometimes convenient to construe the transposes AJ : T (J, I)⊗ [J, |A|]→ |A| of these
morphisms as constituting the T -algebra structure on |A|. Related to this, note also
that a morphism of theories A is an isomorphism iff its components AJI (J ∈ obJ )
are isomorphisms.
3.1.4 (The V -category of T -algebras). Given T -algebras A,B : T → C , we call
V -natural transformations A → B T -homomorphisms. If the object of V -natural
transformations [T ,C ](A,B) exists for all T -algebras A and B in C , then we obtain
a V -category T -AlgC whose objects are T -algebras in C . Necessary and sufficient
conditions for the existence of the V -category T -AlgC are given in [45, 4.9, 4.13],
and in particular, T -AlgC exists for all T and C as soon as V has intersections of
(obJ )-indexed families of strong subobjects3. Further, for C = V the V -category
T -AlgV always exists [42, 8.9], without assuming the existence of any limits in V
beyond equalizers. We often call T -algebras in V simply T -algebras, and we write
simply T -Alg for T -AlgV .
The notion of normal T -algebra is ‘equivalent’ to that of T -algebra, to the extent
that T -AlgC (when it exists) is equivalent to its full sub-V -category
T -Alg!C
∼
↪−→ T -AlgC (3.1.ii)
consisting of the normal T -algebras [42, 5.14], provided that C has designatedJ -
cotensors; in particular, every T -algebra A in C is isomorphic to an associated normal
T -algebra, which has the same carrier and is called the normalization of A. As we
shall do throughout the sequel, we assume that the designated cotensor [I, C] of an
object C of C is simply C, with structural morphism [1C ] : I → C (C,C).
Writing |−| : T -AlgC → C for the V -functor given by evaluation at I, sending
a T -algebra to its carrier, it is important to note that |−| is faithful, meaning that
its structure morphisms T -AlgC (A,B) → C (|A|, |B|) are monomorphisms; indeed,
they are in fact strong monomorphisms [45, 4.8]. In particular, a T -homomorphism
from A to B is uniquely determined by its component at I, so we call a morphism
f : |A| → |B| in C a T -homomorphism if it lies in the image of the injective map
(T -AlgC )0(A,B) ↪→ C0(|A|, |B|).
3i.e., intersections of (obJ )-indexed families of strong monomorphisms with the same codomain
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3.1.5 (J -algebraic V -categories over V ). Given aJ -theory T , the V -category
T -Alg of T -algebras in V is equivalent to the V -category T-Alg of T-algebras for the
associatedJ -ary monad T [42, 11.14]. Moreover, the V -category T -Alg! of normal T -
algebras in V is isomorphic to T-Alg [42, 11.14], and in the sequel we shall identify these
V -categories. We say that a V -functor G : A → V isJ -algebraic (resp. strictly
J -algebraic) if there is aJ -theory T and an equivalence (resp. isomorphism) A '
T -Alg! that commutes, up to isomorphism, with the associated V -functors to V . By
[42, 12.2, 12.3], G is J -algebraic if and only if G is V -monadic and the induced
V -monad isJ -ary. Similarly, G is strictlyJ -algebraic if and only if G is strictly
V -monadic4 and the induced V -monad isJ -ary. Indeed, T -Alg! → V is strictly V -
monadic [42, 8.9] for aJ -ary monad, so the same is true for any strictlyJ -algebraic
V -functor G : A → V . Conversely, for aJ -ary monad T on V , the Eilenberg-Moore
forgetful V -functor T-Alg → V is strictlyJ -algebraic, by [42, 11.14], so the same is
true of any strictly V -monadic V -functor that induces T.
3.1.6 (Pointwise limits of algebras). Let T be aJ -theory, and let C be a V -
category for which T -AlgC exists. Given any V -functor W : B → V , if C has
W -weighted limits then W -limits in T -AlgC can be formed pointwise. Indeed, the
pointwise W -weighted limit of a V -functor D : B → T -AlgC is a T -algebra in C since
W -limits commute withJ -cotensors in C . Consequently, when C has designatedJ -
cotensors, W -limits in T -Alg!C are obtained as the normalizations of these pointwise
W -limits.
In particular, note that if A : T → V is a T -algebra and V is an object of V , then
V (V,A−) : T → V is a cotensor [V,A] of A by V in T -Alg and has carrier V (V, |A|).
3.1.7 (The full theory of an object). Given an object C of a V -category C with
designatedJ -cotensors [J,C] (J ∈ obJ ), we can form aJ -theory CC called the full
J -theory of C in C , with
CC(J,K) = C ([J,C], [K,C]) (J,K ∈ obJ = obCC)
and with composition and identities as in C [45, 3.16]. The following observations
concerning CC are drawn from [45, 3.16] and follow readily from the definitions. There
is a fully faithful V -functor i : CC → C given on objects by J 7→ [J,C], and i is
a CC-algebra in C with carrier C. Any T -algebra A : T → C equips its carrier
|A| with a designated choice ofJ -cotensors [J, |A|] = A(J), and A factors through
i : C|A| → C by way of a unique morphism ofJ -theories A : T → C|A|. In particular,
if C has designatedJ -cotensors of each of its objects C, then morphisms ofJ -theories
T → CC are in bijective correspondence with normal T -algebras in C with carrier C.
3.2 Discretely finitary enriched algebraic theories
For the present section, let V be a countably cocomplete cartesian closed category with
equalizers. It follows that V has objectwise-countable colimits (2.1).
4i.e., has a left adjoint and satisfies the second pair of equivalent conditions in [10, II.2.1]
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3.2.1 (The system of finite discrete arities). Choosing a designated n-th copower
n · 1 of the terminal object 1 in V for each natural number n ∈ N (including 0), let
us define a V -category DFinV whose objects are the natural numbers, where the hom-
object DFinV (n,m) from n to m is defined to be the internal hom V (n · 1,m · 1) in V .
Composition and identities are as in V , so that we have a fully faithful V -functor
j : DFinV  V (3.2.i)
given on objects by n 7→ n · 1. This V -functor j carries the structure of an eleutheric
system of arities [42, 3.7, 7.5(5)], where the monoidal product of objects in DFinV is
the usual multiplication of natural numbers.
Definition 3.2.2. AJ -theory for the system of aritiesJ = DFinV will be called
a discretely finitary theory (enriched in V ) or, for brevity, simply a theory. We
shall denote by Th the category of such theories, i.e., Th = ThDFinV (3.1.1).
Borceux and Day studied an equivalent notion of theory in [5], but with different
assumptions on V ; see [42, 4.2(6)] for a detailed comparison5. In the case where
V = Set, DFinSet is the full subcategory FinCard ↪→ Set consisting of the finite
cardinals, and so we recover Lawvere’s notion of algebraic theory [33]; these are often
called Lawvere theories.
For any object C of a V -category C and any n ∈ N, a cotensor [j(n), C] of C by the
object j(n) = n · 1 of V is the same as a conical n-th power Cn. Therefore, everything
stated in §3.1 applies to discretely finitary theories when one replaces J -cotensors
with conical finite powers. In particular, by 3.1.1 a discretely finitary theory T is
equivalently given by a V -category T whose objects are the natural numbers n ∈ N,
in which each object n is equipped with a family of morphisms pii : n→ 1 (i = 1, ..., n)
that exhibit n as a (conical) n-th power of 1 in the V -category T , with the further
requirement that for n = 1 the automorphism pi1 : 1→ 1 must be the identity. It can
sometimes be helpful to write, say, T for the object 1 of T , so that objects of T are
then (conical) n-th powers Tn of T , all distinct, with T = T 1.
3.2.3. Given a theory U , a subtheory T of U is equivalently given by a family of
subobjects ιn,m : T (n,m) ↪→ U (n,m) in V (n,m ∈ N) such that (i) the composition
morphisms U (n,m)×U (m, `)→ U (n, `) for U restrict to yield morphisms T (n,m)×
T (m, `) → T (n, `), (ii) each of the designated projections pii : n → 1 in U lies in
T (n, 1), in the sense that [pii] : 1→ U (n, 1) factors through ιn,1, and (iii) the canonical
isomorphisms U (n, 1)m → U (n,m) restrict to yield morphisms T (n, 1)m → T (n,m).
In the classical case of V = Set, every subtheory T ↪→ U of a Lawvere theory U
is isomorphic (in Th/U ) to one for which the associated mapping morT → morU is
simply the inclusion of a subset, in which case we also call this subset morT ⊆ morU
a subtheory of U . A subset S ⊆ morU is a subtheory in this sense iff the subset
inclusions S ∩ U (n,m) ↪→ U (n,m) satisfy conditions (i), (ii), (iii) of the preceding
paragraph. We shall say that a subset G ⊆ morU is a generating set of operations
for U if (a) every morphism µ : m → n in G has codomain n = 1, and (b) for any
subtheory S ⊆ morU , if S contains G then S = morU .
5Discretely finitary theories are also closely related to (but distinct from) Power’s discrete Lawvere theories
[49].
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3.2.4. Let T be a Lawvere theory (with V = Set), let A and B be T -algebras in a
category C . Each morphism f : |A| → |B| in C induces a morphism fn : A(n)→ B(n)
between the n-th powers A(n) = |A|n and B(n) = |B|n for each n ∈ N. Given a
morphism ω : n→ m in T , we shall say that f preserves ω if fm ·A(ω) = B(ω) · fn.
It is well-known that f is a T -homomorphism from A to B iff f preserves every
morphism ω in T . Moreover, if G is a generating set of operations for T (3.2.3), then
it is straightforward to show that f is a T -homomorphism iff f preserves each ω ∈ G ,
by using the fact that the set of all morphisms preserved by f is a subtheory of T .
3.2.5. Since the system of arities j : DFinV → V is eleutheric (3.2.1), we have an
equivalence between the category Th of discretely finitary theories enriched in V and
the category MndDFinV (V ) of DFinV -ary monads on V , which we shall call discretely
finitary V -monads. We shall make use of the following convenient characterization
of such V -monads in terms of the notion ofJ -flat colimit (3.1.2) withJ = DFinV :
Proposition 3.2.6. Let T = (T, η, µ) be a V -monad on V . Then T is a discretely
finitary V -monad if and only if T preserves objectwise-countable DFinV -flat colimits.
Proof. If T is a discretely finitary V -monad, then by 3.1.2 we know that T condi-
tionally preserves DFinV -flat colimits, but since V is countably cocomplete it follows
that V has objectwise-countable colimits, so this entails that T preserves objectwise-
countable DFinV -flat colimits. For the converse, note that for each object V of V , the
weight V (j−, V ) : DFinopV → V is DFinV -flat, by 3.1.2, so if T preserves objectwise-
countable DFinV -flat colimits then T preserves V (j−, V )-weighted colimits and hence
is a discretely finitary V -monad by 3.1.2.
By 3.1.4, the V -category T -Alg of T -algebras (in V ) for a theory T necessarily
exists. We shall need to make use of certain conical colimits of T -algebras, furnished
by the following:
Proposition 3.2.7. The V -category of T -algebras (resp. normal T -algebras) for a
discretely finitary theory T has all conical countable colimits; further, it has all conical
small colimits if V is cocomplete.
Proof. By (3.1.ii), it suffices to treat the category A = T -Alg! of normal T -algebras.
The forgetful V -functor G : A → V creates (conical) reflexive coequalizers, by [42,
6.3, 6.5/6.7], so A has reflexive coequalizers. By 3.1.5, we know that A is strictly V -
monadic over V . It follows that A0 is strictly monadic over V , so since A0 has reflexive
coequalizers and V has countable colimits, we can apply Linton’s Argument (i.e., the
argument in [36, Cor. 2]) to deduce that A0 has all countable colimits. But A is a
cotensored V -category, so conical colimits in A are the same as ordinary colimits in A0
(e.g., by [24, §3.8]). Similar reasoning yields the result concerning small colimits.
3.2.8. Given a V -category A over V , i.e. a V -category A equipped with a V -functor
G : A → V , we will say that an object B of A is free on n generators, for a given
natural number n, if B is equipped with an isomorphism A (B,−) ∼= (G−)n : A → V .
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3.2.9. Let T be a theory. For each n ∈ N, the V -functor Y (n) = T (n,−) : T → V is
a T -algebra, and by the Yoneda Lemma we have a fully faithful V -functor Y : T →
T -Algop and isomorphisms T -Alg(Y (n), A) ∼= A(n) that are V -natural in n ∈ T and
A ∈ T -Alg. Hence for each n ∈ N, the object Y (n) of T -Alg is free on n generators,
since A (Y (n), A) ∼= |A|n, V -naturally in A ∈ T -Alg.
Given a V -category A over V , with associated V -functor G : A → V , we say
that A is (strictly) discretely finitary algebraic over V if G is (strictly) DFinV -
algebraic in the sense of 3.1.5. For brevity in the present paper, we will omit the
qualification “strictly”, with the understanding that strictness is implied unless other-
wise indicated. The following provides a flexible and practically useful way of finding
a theory T for which T -Alg! ∼= A .
Proposition 3.2.10. Let A be a discretely finitary algebraic V -category over V , via
G : A → V . Let T be a V -category with obT = N, and let E : T → A op be a
fully faithful V -functor sending each n ∈ obT = N to an object E(n) of A that is
free on n generators. Then T is a theory, and there is an isomorphism A ∼= T -Alg!
that commutes with the associated V -functors to V . For each object A of A , the
corresponding normal T -algebra has carrier GA, and its structural morphisms are the
composites
T (n, 1)× (GA)n ∼= GE(n)×A (E(n), A) 1×GE(n),A−−−−−−−→ GE(n)× V (GE(n), GA) Ev−→ GA
where the first factor is the evident isomorphism.
Proof. We may identify G : A → V with |−| : U -Alg! → V for some theory U .
Writing I : A ↪→ U -Alg for the inclusion, we deduce that both IopE : T → U -Algop
and Y : U → U -Algop (3.2.9) are fully faithful V -functors sending each n ∈ obT =
obU = N to an object of U -Alg that is free on n generators, so there is an identity-
on-objects isomorphism H : T
∼−→ U and an isomorphism IopE ∼= Y H. Hence
w.l.o.g. we may assume that U = T and that IopE ∼= Y , so that A = T -Alg!.
By 3.2.9, the T -algebra A is isomorphic to T -Alg(Y−, A) = A (E−, A) : T → V , and
the components of the resulting isomorphism A (E−, A) ∼= A are the isomorphisms
A (E(n), A) ∼= (GA)n = A(n) associated to the free objects E(n) in A . The result
now follows by a straightforward verification, using the V -functoriality of G.
Remark 3.2.11 (Associated theories). There is more than one canonical choice
of theory T meeting the requirements of 3.2.10, but obviously all such choices are
isomorphic. For example, letting F a G : A → V , we can take T to be the V -
category with hom-objects T (n,m) = A (Fm,Fn) (n,m ∈ N), with composition and
identities as in A op, where we have written simply n to denote the n-th copower n ·1 of
the terminal object 1 of V . But since Fm is free on m generators we have isomorphisms
A (Fm,Fn) ∼= (GFn)m, so there is an isomorphic theory T with T (n,m) = (GFn)m,
and in particular T (n, 1) = GFn. Given an object A of A we deduce by 3.2.10 that
the corresponding normal T -algebra has carrier GA and structural morphisms
GFn× (GA)n ∼= GFn×A (Fn,A) 1×GFn,A−−−−−−→ GFn× V (GFn,GA) Ev−→ GA . (3.2.ii)
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Remark 3.2.12. In the situation of 3.2.10, the object E(n) is an n-th copower of E(1)
in A , for each n ∈ N. Writing (ιi : E(1) → E(n))ni=1 for the associated cocone, the
fact that E is fully faithful entails that for each i = 1, ..., n there is a unique morphism
pii : n → 1 in T with E(pii) = ιi, and in view of the proof of 3.2.10 it is easy to show
that the morphisms pii are the designated n-th power projections in T .
3.3 Commutants for theories and monads
Let j :J → V be an eleutheric system of arities (3.1.2).
3.3.1 (Commutants for theories). Given a morphism ofJ -theories A : T → U ,
we can construe A as a T -algebra in U with carrier I (3.1.3). Assuming that T -AlgU
exists, the commutant T ⊥A of A (or of T with respect to A) is defined in [45, 7.1]
as the fullJ -theory (T -AlgU )A of A in the V -category of T -algebras in U . Hence
T ⊥A is an instance of the fullJ -theory of an object in the sense of 3.1.7, and T
⊥
A has
hom-objects
T ⊥A (J,K) = T -AlgU ([J,A], [K,A]) (J,K ∈ obJ ), (3.3.i)
with composition and identities as in T -AlgU . Here [J,A] and [K,A] are the cotensors
of A by J and K in T -AlgU , and so T
⊥
A (J,K) is the object of T -homomorphisms
between these T -algebras.
We can choose each pointwise cotensor [J,A] with J ∈ obJ in such a way that
the ‘carrier’ V -functor G = EvI : T -AlgU → U sends [J,A] to the designated coten-
sor [J, I] = J in U (3.1.1). Then the periphery of the following diagram commutes
(strictly)
J op
[−,A] //
b
""
υ
!!
T -AlgU
G
{{
T ⊥A
k

i
::
U
(3.3.ii)
where υ = [−, I] : J op → U is the unique morphism of J -theories (3.1.1). By
definition, the commutant T ⊥A is obtained by factoring [−, A] as a bijective-on-objects
V -functor b followed by a fully faithful V -functor i as in this diagram. Letting k = G◦i
as in the diagram, we find that k is faithful since both i and G are so (3.1.4). It is now
immediate that k ◦ b = υ, so the diagram commutes. But b = [−, I] :J op → T ⊥A is
the unique morphism ofJ -theories, so k presents T ⊥A as a subtheory of U (3.1.1).
Even if T -AlgU does not exist, we can form the commutant T
⊥
A as soon as the
needed objects of V -natural transformations (3.3.i) exist, in which case we say that
T ⊥A exists [45, 7.1]. By 3.1.4, if V has intersections of (obJ )-indexed families of
strong subobjects, then every morphism ofJ -theories has a commutant.
Given instead an arbitrary T -algebra A : T → V in V , we can consider the induced
morphism ofJ -theories A : T → V |A| (3.1.7). The commutant T ⊥A ↪→ V |A| of the
latter morphism always exists [45, 10.15], and we call it the commutant of T with
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respect the T -algebra A. Here T ⊥A is precisely the fullJ -theory of A in T -Alg [45,
7.10]. By 3.1.7 and 3.1.6, we deduce that |A| is the carrier of a T ⊥A -algebra that we
sometimes denote by A : T ⊥A → V , by abuse of notation, and the latter T ⊥A -algebra
is normal if the T -algebra A is normal.
3.3.2 (Commutation). The notion of commutant is related to a notion of commu-
tation, as follows. Given morphisms ofJ -theories A : T → U and B : S → U ,
let us assume that the commutants T ⊥A and S
⊥
B of A and B both exist. Then B
factors through the commutant T ⊥A ↪→ U if and only if A factors through the com-
mutant S ⊥B ↪→ U [45, 7.8, 5.8]. If these equivalent conditions hold, then we say
that A commutes with B, written A ⊥ B. Hence this relation ⊥ is symmetric, i.e.
A ⊥ B ⇔ B ⊥ A. This notion of commutation can defined without reference to
the notion of commutant, as is done in [45, 5.12], where it is shown that the above
characterization in terms of commutants is equivalent [45, 7.8].
It is proved in [45, 10.5] that this notion of commutation is equivalent to Kock’s
notion of commutation of cospans of V -monads on V [26, 4.1], in the sense that if
α : T→ U and β : S→ U are the morphisms ofJ -ary monads corresponding to A and
B under the equivalence ThJ ' MndJ (V ) (3.1.2), then A commutes with B if and
only if α commutes with β in Kock’s sense. In this way, the notion of commutation is
independent of the choice of the system of aritiesJ .
3.3.3 (Commutants for monads). Unlike the notion of commutation (3.3.2), the
notion of commutant depends on the choice of aritiesJ [45, 10.12]. If α : T → U is
a morphism ofJ -ary monads for which the corresponding morphism ofJ -theories
A : T → U has a commutant T ⊥A , then theJ -ary commutant T⊥Jα of α is defined
as theJ -ary monad corresponding to T ⊥A [45, 10.8]. For the system of arities 1V :
V → V , recall that V -ary monads are simply arbitrary V -monads on V (3.1.2). Given
a morphism of V -monads α : T → U we call the V -ary commutant of α (if it exists)
the absolute commutant of α [45, 10.8].
In particular, if we are given a J -ary monad T and a T-algebra A, then upon
letting T be the correspondingJ -theory and A′ the corresponding normal T -algebra
in V (3.1.5), theJ -ary commutant T⊥JA of T with respect to A may be defined as
theJ -ary monad corresponding to the commutant T ⊥A′ , which always exists (3.3.1).
As a special case, we obtain the notion of absolute commutant T⊥A := T⊥VA of an
arbitrary V -monad T on V , with respect to a T-algebra A, which always exists.
Hence, given aJ -ary monad T and a T-algebra A, we can form both T⊥JA and
T⊥A. Again writing T for theJ -theory corresponding to T and A′ : T → V for the
normal T -algebra corresponding to A, we claim that the codensity V -monad S of A′
exists and is isomorphic to the absolute commutant T⊥A. One can consult [10, II] for a
definition of the codensity V -monad S, whose underlying V -functor S : V → V is the
right Kan extension of A′ along A′, given by
SV =
∫
J∈T
V (V (V,A′J), A′J) (3.3.iii)
V -naturally in V ∈ V . Note that this right Kan extension exists, since the needed ends
(3.3.iii) are precisely the hom-objects T -Alg([V,A′], A′) in T -Alg, which necessarily
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exists (3.1.4). The Kleisli V -category V S for S has hom-objects
V S(W,V ) = V (W,SV ) ∼=
∫
J∈T
V (V (V,A′J),V (W,A′J)) = T -Alg([V,A′], [W,A′])
for all V,W ∈ obV . Moreover, if we let S = V opS and let F denote the full V -theory
of A′ in T -Alg, then by means of [10, II.3] or a straightforward verification we find that
these isomorphisms constitute an isomorphism of V -theories S ∼= F , recalling that
S is the V -theory corresponding to S (3.1.2). The V -monad T has a corresponding
V -theoryP = V opT , with a normalP-algebra B corresponding to A, and we know that
T -Alg ' T-Alg 'P-Alg, so F is isomorphic to the full V -theory of B in P-Alg, i.e.
F is isomorphic to the commutant P⊥B . Hence we have an isomorphism of V -theories
S ∼= P⊥B , and by passing to the corresponding V -monads we deduce that S ∼= T⊥A.
A similar description of theJ -ary commutant T⊥JA as a codensity V -monad is not
available; rather, Proposition 4.12 below entails that T⊥JA is theJ -ary restriction of
the codensity V -monad S ∼= T⊥A, in the sense of 4.10.
3.3.4 (Commutativity). AJ -theory T is commutative if its correspondingJ -
ary monad T is commutative in the sense defined by Kock [25, 3.1], equivalently, if the
identity morphism 1T : T → T commutes with itself [45, 10.6] in the sense of [45,
5.12], cf. 3.3.2. The commutant of 1T is called the centre of T and is denoted by
Z(T ) [45, 7.14], provided that it exists. Assuming that it does, T is commutative if
and only if the subtheory inclusion Z(T ) ↪→ T is an isomorphism.
3.3.5 (Saturated and balanced theories over a base). Fixing aJ -theory U , a
J -theory over U is, by definition, an object of the slice category ThJ /U , i.e. aJ -
theory T equipped with a morphism T → U . The commutant T ⊥ of aJ -theory
T over U is, by definition, the commutant of the associated morphism T → U .
Let us assume that the commutant of everyJ -theory over U exists. Then there
is a functor (−)⊥ : (ThJ /U )op → ThJ /U given on objects by T 7→ T ⊥, and (−)⊥ is
right adjoint to its formal dual [45, 8.6]. Further, this adjunction restricts to a Galois
connection on the preordered class SubTh(U ) of subtheories of U , i.e. an adjunction
(−)⊥ a (−)⊥ : SubTh(U )op → SubTh(U ) [45, 8.7].
AJ -theory T over U is said to be saturated if T ⊥⊥ ∼= T (in ThJ /U ), and
T is said to be balanced if T ⊥ ∼= T . Clearly T is saturated if and only if T is
(isomorphic to) the commutant of someJ -theory over U , so every saturatedJ -theory
over U is necessarily a subtheory of U . In particular, any balancedJ -theory over
U is necessarily a saturated subtheory of U . By [45, 8.10], a subtheory T of U is
commutative if and only if T 6 T ⊥ as subtheories of U . Hence a balancedJ -theory
over U is necessarily a commutative, saturated subtheory of U .
Recall that the commutant of aJ -theory T with respect to a given T -algebra in
V necessarily exists (3.3.1). In view of 3.1.7, it follows that if we let U = V V be the full
J -theory of a given object V of V with designatedJ -cotensors, then the commutant
of everyJ -theory over U exists. Given a T -algebra A : T → V , we shall say that
T is saturated (resp. balanced) with respect to A if the induced morphism ofJ -
theories A : T → V |A| (3.1.7) exhibits T as a saturated (resp. balanced) subtheory of
V |A|.
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In view of the equivalence betweenJ -theories andJ -ary monads (3.1.2), the above
notions yield corresponding concepts forJ -ary monads. In particular, given aJ -ary
monad T and a T-algebra A, we can ask whether T is saturated (resp. balanced)
with respect to A.
3.4 Algebraic symmetric monoidal closed V -categories
Recall that a symmetric monoidal closed V -category is a V -category equipped with
symmetric monoidal closed structure that is entirely V -functorial and V -natural; see,
e.g., [43, 7.1] for a definition. Let j :J ↪→ V be an eleutheric system of arities (3.1.2).
The following is a corollary of a well-known result of Kock [27].
Proposition 3.4.1. Let T be a commutativeJ -theory such that the category of nor-
mal T -algebras T -Alg!0 has reflexive coequalizers. Then T -Alg
! carries the structure
of a symmetric monoidal closed V -category. Further, the associated V -adjunction
F a G : T -Alg! → V carries the structure of a symmetric monoidal V -adjunction.
Proof. Letting T denote the commutative V -monad on V associated to T (3.3.4), we
may identify T -Alg! with the V -category of T-algebras and identify the V -adjunction
F a G with the Eilenberg-Moore V -adjunction for T (3.1.5). The result now follows
from [38, 5.5.4, 5.5.6] and [43, 11.2].
Definition 3.4.2. Let A,B,C be T -algebras for a J -theory T . We say that a
morphism f : |A| × |B| → |C | is a T -bimorphism from A,B to C if both transposes
f1 : |A| → V (|B|, |C |) and f2 : |B| → V (|A|, |C |) of f are T -homomorphisms when
V (|B|, |C |) and V (|A|, |C |) are regarded as the carriers of the cotensors [|B|, C] and
[|A|, C] of C by |B|, |A| in T -Alg, respectively (3.1.6).
Proposition 3.4.3. Let T be a commutativeJ -theory such that the category of nor-
mal T -algebras T -Alg!0 has reflexive coequalizers. Then the unit object in T -Alg
! is
the free normal T -algebra on the unit object I of V . Given normal T -algebras A and
B, there is a bijection between morphisms A⊗B → C in T -Alg! and T -bimorphisms
|A| × |B| → |C |, natural in C ∈ T -Alg!0, where ⊗ denotes the monoidal product in
T -Alg!.
Proof. In the notation of 3.4.1, the left adjoint F is necessarily strong monoidal, by
[22, 1.4], so F (I) is the unit object of T -Alg!. Recall that in 3.4.1 we identified T -Alg!
with the V -category T-Alg of T-algebras for the associated commutative V -monad
T. By [18, 4.1] or [51, 2.3.4] we know that there is a natural bijection between T-
homomorphisms A ⊗ B → C and T-bimorphisms f : A × B → C ([18, §5] [51, 2.1]),
where we now freely omit notational distinctions between T-algebras and their carriers.
But remarks in [31, p. 101] entail that f is a T-bimorphism iff both transposes f1 :
A → V (B,C) and f2 : B → V (A,C) are T-homomorphisms, where V (A,C),V (B,C)
are here regarded as the cotensors of C by the carriers of A,B in T-Alg = T -Alg!,
respectively.
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4 Functional distribution monads and functional-analytic contexts
With reference to §1, the V -category of T -algebras for a commutativeJ -theory T
can be seen as supporting an abstract form of functional analysis with respect to any
suitable ‘dualizing object’ S, and this leads to the following definition:
Definition 4.1.
1. A functional-analytic context (V ,J ,T , S) consists of (1) a symmetric mon-
oidal closed category V with equalizers, (2) an eleutheric system of aritiesJ ↪→
V , (3) a commutativeJ -theory T , and (3) a T -algebra S in V such that T is
saturated with respect to S (3.3.5).
2. A (discretely) finitary functional-analytic context is a functional-analytic
context (V ,J ,T , S) in which V is a cartesian closed category with countable
colimits andJ is the system of arities DFinV (3.2.i). Equivalently, a finitary
functional-analytic context is given by a triple (V ,T , S) in which V is a carte-
sian closed category with equalizers and countable colimits, T is a commutative,
discretely finitary theory enriched in V , and S is a T -algebra in V such that T
is saturated with respect to S (3.3.5).
3. A functional-analytic context (V ,J ,T , S) is said to be balanced if T is bal-
anced with respect to S (3.3.5).
4.2 (Functional-analytic contexts via monads). In view of 3.1.2, 3.1.5, 3.3.4, and
3.3.5, a functional-analytic context is equivalently given by a quadruple (V ,J ,T, S)
where J ↪→ V is an eleutheric system of arities in a symmetric monoidal closed
category V with equalizers, T is a commutativeJ -ary monad (3.1.2), and S is a T-
algebra such that T is saturated with respect to S (3.3.5). In particular, a finitary
functional-analytic context is equivalently given by a suitable triple (V ,T, S) in which
T is a discretely finitary V -monad (3.2.5).
Example 4.3. The following general classes of examples of finitary functional-analytic
contexts will be developed in subsequent sections. Here V is an arbitrary cartesian
closed category with equalizers, countable colimits, and intersections of countable fam-
ilies of strong subobjects.
1. Given a commutative rig R in V (2.7), there is a theory T = MatR such that
normal T -algebras may be identified with R-modules in V (6.4.6). Taking S =
R, we obtain a balanced finitary functional-analytic context (V ,MatR, R) (7.4),
which we call the scalar R-linear context in V .
2. Given a commutative rig R in V , there is a theory T = MataffR such that normal
T -algebras are R-affine spaces in V (8.5). Taking S = R, we obtain a finitary
functional-analytic context (V ,MataffR , R) (9.4), which we call the scalar R-affine
context in V .
3. Given a commutative preordered ring R in V (8.8), the positive part R+ of R is a
rig in V (8.8). By definition, an R-convex space in V is an R+-affine space in
V (8.9). We define the positive R-convex context in V as the scalar R+-affine
context (V ,MataffR+ , R+).
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4.4 (Notation). Given a functional-analytic context (V ,J ,T , S), we shall write T ⊥
to denote the commutant of T with respect to S (3.3.1), recalling that commutants
with respect to T -algebras in V necessarily exist (3.3.1). By 3.3.1, the carrier |S| of S
is also the carrier of a T ⊥-algebra, which we denote also by S, by abuse of notation.
By 3.1.6, we know that T ⊥-Alg is a cotensored V -category, so there is a V -adjunction
[−, S] a T ⊥-Alg(−, S) : T ⊥-Algop → V (4.4.i)
in which the V -functor [−, S] sends each object V of V to the cotensor [V, S] of S by
V in T ⊥-Alg, whose carrier is the internal hom V (V, |S|) in V (3.1.6).
Definition 4.5. Given a functional-analytic context (V ,J ,T , S), we define the func-
tional distribution monad
D(T ,S) = (D(T ,S), δ, κ)
determined by (V ,J ,T , S) as the V -monad on V induced by the V -adjunction (4.4.i).
Hence the underlying V -endofunctor D(T ,S) : V → V is given by
D(T ,S)(V ) = T
⊥-Alg([V, S], S)
V -naturally in V ∈ V , so that D(T ,S)(V ) is the object of T ⊥-algebra homomorphisms
from [V, S] to S. Individual T ⊥-algebra homomorphisms µ : [V, S] → S will be
called (T , S)-distributions on V or functional distributions on V in the context
(V ,J ,T , S). Hence we call D(T ,S)(V ) the object of (T , S)-distributions on V ,
and so we also call D(T ,S) the (T , S)-distribution monad.
The next section (§5) describes several examples of functional distribution monads.
4.6 (Monad-theoretic notation for functional distributions). Given a functional-
analytic context (V ,J ,T, S), formulated in monad-theoretic terms as in 4.2, we denote
by D(J ,T,S) the functional distribution monad determined by (V ,J ,T, S), thus explic-
itly indicating the system of aritiesJ within the notation, since the datum T alone
does not serve to specifyJ . We denote by T⊥J theJ -ary commutant of T with respect
to S, which necessarily exists (3.3.3). As in 4.4, we know that the carrier of S also
carries the structure of a T⊥J -algebra, which we denote also by S, by abuse of notation.
By taking a purely monad-theoretic view, we obtain the following characterization
of the functional distribution monad as a kind of ‘double commutant’:
Theorem 4.7. Let (V ,J ,T, S) be a functional-analytic context. Then the functional
distribution monad D(J ,T,S) is (isomorphic to) the absolute commutant of T⊥J with re-
spect to S, i.e.
D(J ,T,S) ∼= (T⊥J )⊥ .
In order to prove this theorem, we will require some lemmas. Recall that there
is an equivalence between V -monads on V and V -theories, for the system of arities
1V : V → V (3.1.2). Given a V -monad U on V , let U denote the associated V -theory.
Then U is a cotensored V -category, so the object I of U determines an associated
V -adjunction
[−, I] a U (−, I) : U op → V (4.7.i)
whose left adjoint supplies the cotensors of I in U .
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Lemma 4.8. Given any V -monad U on V , with associated V -theory U , the V -monad
induced by the V -adjunction (4.7.i) is isomorphic to U.
Proof. Concretely, U is the opposite V opU of the Kleisli V -category V U (3.1.2). Letting
F a G : V U → V denote the Kleisli V -adjunction, the left adjoint F : V → U op
preserves tensors and sends I to I. Hence since tensors inU op are the same as cotensors
in U , we compute that FV ∼= F (V ⊗I) ∼= [V, I] in U , V -naturally in V ∈ V . Therefore
F is isomorphic to the V -functor [−, I] appearing in (4.7.i), so since U is induced by
the Kleisli V -adjunction, the result follows.
Lemma 4.9. Let P be a V -monad on V , let A be a P-algebra, and let P⊥ denote the
absolute commutant of P with respect to A (which necessarily exists, 3.3.3). Then P⊥
is isomorphic to the V -monad induced by the ‘cotensor-hom’ V -adjunction
[−, A] a P-Alg(−, A) : P-Algop → V (4.9.i)
for the object A of P-Alg.
Proof. LetP denote the V -theory determined by P. By definition, P⊥ is the V -monad
determined by the commutant U := P⊥ of P with respect to the normal P-algebra
corresponding to A. Letting A = P-Alg, we may identify A with the isomorphic
V -category P-Alg! (3.1.5). By 4.8, P⊥ is isomorphic to the V -monad induced by the
V -adjunction [−, I] a U (−, I) : U op → V . But by 3.3.1 and 3.1.7, the mapping
obV = obU → obA given by V 7→ [V,A] underlies a cotensor-preserving V -functor
ι : U → A that is fully faithful and maps U onto the full sub-V -category A ′ ↪→ A
consisting of the cotensors of A. Hence P⊥ is isomorphic to the V -monad induced by
the V -adjunction [−, A] a A ′(−, A) : (A ′)op → V , and the result follows.
Proof of Theorem 4.7. Given a functional-analytic context (V ,J ,T, S), we can take
P := T⊥J and invoke 4.9 to obtain a characterization of the absolute commutant P⊥
with respect to S, from which the result follows.
Let j :J ↪→ V be an eleutheric system of arities.
Definition 4.10. Given any V -theory U , we denote by U |J the full sub-V -category
of U on the objects ofJ . Note that U |J is clearly aJ -theory, which we call the
restriction of U to J . Similarly, given a V -monad U on V , with associated V -
theory U , we denote by U|J theJ -ary monad determined by U |J , and we call U|J
theJ -ary restriction of U.
Proposition 4.11. Let U = (U, η, µ) be a V -monad on V , with J -ary restriction
U|J = (U ′, η′, µ′). Then U ◦ j ∼= U ′ ◦ j :J → V , where j :J ↪→ V is the inclusion.
Proof. Let U be the V -theory determined by U, and let υ : V op → U be the unique
morphism of V -theories. Then the unique morphism ofJ -theories υ′ :J op → U |J is
simply a restriction of υ. By 3.1.2, U ′ is a left Kan extension of (U |J )(υ′−, I) :J → V
along j, and U ∼= U (υ−, I). Hence U ′ ◦ j ∼= (U |J )(υ′−, I) ∼= U ◦ j.
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Proposition 4.12. Given aJ -ary monad P and a P-algebra A, theJ -ary commutant
P⊥JA is isomorphic to theJ -ary restriction of the absolute commutant P⊥A (recalling
that both P⊥JA and P⊥A necessarily exist, 3.3.3).
Proof. Let P denote the V -theory determined by P, and let S denote theJ -theory
determined by P. We may identify the isomorphic V -categories P-Alg!, P-Alg, and
S -Alg!. If we write P⊥ and S ⊥ for the commutants of P and S (respectively) with
respect to A, then it suffices to show that P⊥|J ∼= S ⊥. But P⊥ is the full V -theory
of A in P-Alg! = S -Alg! (3.3.1), and it follows that P⊥|J is the fullJ -theory of A
in S -Alg!, i.e. P⊥|J = S ⊥ (3.3.1).
Theorem 4.13. Let (V ,J ,T, S) be a functional-analytic context. Then T is iso-
morphic to the J -ary restriction of the functional distribution monad D(J ,T,S). I.e.
(D(J ,T,S))|J ∼= T. In particular, for each object J ofJ , D(J ,T,S)(J) ∼= T (J) by 4.11.
Proof. With the notational conventions of 4.6, let P := T⊥J . By 4.7, D(J ,T,S) is the
absolute commutant P⊥ of P with respect to the P-algebra S. But by 4.12, theJ -ary
restriction P⊥|J of P⊥ is isomorphic to theJ -ary commutant P⊥J of P with respect to
S, so (D(J ,T,S))|J ∼= P⊥J = (T⊥J )⊥J ∼= T since T is saturated with respect to S.
5 Examples of functional distribution monads
We now describe several specific examples of functional distribution monads, using
results that are proved in subsequent sections.
Example 5.1 (Radon measures of compact support). Let V = Conv be the
category of convergence spaces (2.3). Let R denote either the real numbers R or the
complex numbers C, considered as a commutative ring in V . The scalar R-linear
context (V ,T , S) = (V ,MatR, R) in V is balanced (4.3, 7.3, 7.4), i.e. T ∼= T ⊥, and
the V -category of normal T -algebras may be identified with the V -category R-Mod
of R-modules in V (6.4.6), also known as convergence vector spaces [4]. Hence for each
convergence space V ,
D(MatR,R)(V ) = R-Mod([V,R], R)
is the space of all continuous R-linear maps µ : [V,R] → R, where [V,R] is the space
V (V,R) of all continuous maps f : V → R. When V is a locally compact Hausdorff
topological space (considered as an object of V ), we deduce by 2.3 that (MatR, R)-
distributions µ ∈ D(MatR,R)(V ) on V may be identified with compactly supported R-
valued Radon measures on V .
Example 5.2 (Schwartz distributions of compact support, I). Let V be either
the category Fro¨ of Fro¨licher’s smooth spaces, or the category Diff of diffeological
spaces (2.4). The real numbers R constitute a commutative ring object in V , so we
can consider the scalar R-linear context (V ,MatR,R) in V (4.3, 7.4), which is balanced
(7.3). For each object V of V , D(MatR,R)(V ) is the space of all smooth R-linear maps
µ : [V,R] → R, where [V,R] is the space V (V,R) of all smooth functions f : V → R.
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Now let V be a smooth manifold. In the case that V = Fro¨, it follows from [16, 5.1] and
[15, Thm. 6] that the (MatR,R)-distributions µ ∈ D(MatR,R)(V ) on V are precisely the
Schwartz distributions of compact support on V . But since the embedding Fro¨ ↪→ Diff
preserves exponentials (2.4), it follows that the same statement holds in the case where
V = Diff.
Example 5.3 (Schwartz distributions of compact support, II). Let V be the
Cahiers topos, or, more generally, the topos Shv(A ) of sheaves on any product-closed
C∞-site A (2.5). The C∞-ring C∞(R) represents a commutative ring object R in V ,
so we can consider the scalar R-linear context (V ,MatR, R) in V (4.3, 7.4), which is
balanced (7.3). As in 5.1 and 5.2, (MatR, R)-distributions on an object V of V are
precisely R-linear morphisms [V,R] → R, where [V,R] is V (V,R) with the obvious
R-module structure. Now supposing that V is a smooth manifold, considered as an
object of V , one can employ the argument given in [48, II.3.6] to show that (MatR, R)-
distributions on V are therefore in bijective correspondence with compactly supported
Schwartz distributions on M . Indeed, there it is proved that this holds in the case
where V is the presheaf category on C∞-Ringopfg , and a close scrutiny of the proof
therein shows that the same argument works when V = [A op,Set], but since finite
limits and exponentials in the sheaf category are formed as in the presheaf category,
the more general case follows.
Example 5.4 (Non-negative measures of compact support). As a variation on
5.1, we can take V = Conv and consider the scalar R+-linear context (V ,MatR+ ,R+)
in V (7.4), where R+ is the space of non-negative real numbers, considered as a rig
object in V . For each convergence space V ,
D(MatR+,R+)(V ) = R+-Mod([V,R+],R+)
is therefore the space of all continuous R+-linear maps µ : [V,R+] → R+, where
[V,R+] = V (V,R+) is the space of all continuous R+-valued maps on V . But it is
straightforward to show that such a map µ extends uniquely to a continuous R-linear
map µˆ : [V,R]→ R, given by µˆ(f) = µ(f+)−µ(f−) where f+ is defined as the pointwise
supremum of f and 0 and f− is defined as (−f)+, so that f = f+− f−. This describes
a bijection between (MatR+ ,R+)-distributions on V and continuous R-linear maps
µ : [V,R] → R with the property that µ(f) > 0 whenever f > 0. When V is a locally
compact Hausdorff topological space, we can therefore deduce by 5.1 that (MatR+ ,R+)-
distributions µ ∈ D(MatR+,R+)(V ) are equivalently described as non-negative compactly
supported Radon measures on V .
Example 5.5 (Radon probability measures of compact support). Taking V =
Conv as in 5.1 and 5.4, the space R of real numbers carries the structure of a preordered
ring in V , where R+ is the space of all non-negative reals. Hence we can consider the
positive R-convex context (V ,T , S) = (V ,MataffR+ ,R+) in V (4.3). Here T -algebras
are R-convex spaces in V , which we call convergence convex spaces (8.10). We prove
in 10.8 and 10.9 that the commutant T ⊥ of T with respect to R+ is the theory of
pointed R+-modules in V (9.2), i.e. T ⊥-Alg! is the V -category R+-Mod∗ whose objects
are R+-modules M in V equipped with a chosen element ∗ ∈ M . When R+ itself is
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considered as a pointed R+-module, its designated element ∗ is the identity element
1 ∈ R+. For each convergence space V , the cotensor [V,R+] in R+-Mod∗ is the space
V (V,R+) of all non-negative continuous real-valued functions on V , with the pointwise
R+-module structure and designated element ∗ = 1 : V → R+ the constant map with
value 1. Therefore,
D(MataffR+,R+)
(V ) = R+-Mod∗([V,R+],R+)
is the space of all continuous maps µ : [V,R+] → R+ that are R+-linear and send
1 to 1. When V is a locally compact Hausdorff topological space, we thus deduce
by the preceding example 5.4 that (MataffR+ ,R+)-distributions µ ∈ D(MataffR+,R+)(V ) are
equivalently described as compactly supported Radon probability measures µ on V
(since Radon probability measures are precisely those non-negative real-valued Radon
measures µ with the property that
∫
1 dµ = 1).
Example 5.6 (The filter monad). The two-element set 2 = {0, 1} is a distributive
lattice and hence carries two associated rig structures, depending on which of the
Boolean operations ∧,∨ we take as addition. Let us now view 2 as a commutative
rig by taking ∧ as the addition and ∨ as the multiplication. Hence we can consider
the scalar 2-linear context (V ,T , S) = (Set,Mat2, 2) in V = Set (4.3, 7.4), which is
balanced (7.3), so that T ⊥ ∼= T . Modules for the commutative rig 2 are the same as
meet semilattices (with top element) [44, 2.10], so the category of normal T -algebras
may be identified with the category SLat∧> of meet semilattices [44, 2.10]. Hence for
each set V
D(Mat2,2)(V ) = SLat∧>([V, 2], 2)
is the set of all homomorphisms of meet semilattices F : [V, 2] → 2, where [V, 2] is
Set(V, 2) with its pointwise meet semilattice structure. We may identify [V, 2] with the
powerset P(V ), under the inclusion order, and it follows that (Mat2, 2)-distributions
F ∈ D(Mat2,2)(V ) are equivalently described as filters on the set V (2.2).
Example 5.7 (The proper filter monad). Again viewing the two-element set 2 as a
rig, as in 5.6, let us now consider the scalar 2-affine context (Set,Mataff2 , 2) in V = Set
(4.3, 9.4). The category of normal T -algebras for the theory T = Mataff2 is the category
of 2-affine spaces, which may be identified with the category of binary-meet semilattices
SLat∧ (2.2), by [44, 3.3] (and remarks in 2.2). Taking the commutant T ⊥ of T with
respect to the binary-meet semilattice 2, the category of normal T ⊥-algebras may be
identified with the category SLat∧>⊥ of meet semilattices with a bottom element
6 [44,
8.2]. Hence, for each set V
D(Mataff2 , 2)(V ) = SLat∧>⊥([V, 2], 2)
is the set of all mappings F : [V, 2] → 2 that preserve binary meets and preserve
both the top element and the bottom element, where [V, 2] = Set(V, 2) ∼= P(V ) is the
powerset of V . Thus we deduce that (Mataff2 , 2)-distributions F ∈ D(Mataff2 , 2)(V ) are
equivalently described as proper filters on the set X (2.2).
6Here we also use the fact that SLat∧>⊥ is isomorphic to the category of join semilattices with top element.
26
Example 5.8 (The ultrafilter monad). Let V = Set, and take T to be the ini-
tial Lawvere theory FinCardop (3.1.1, 3.2.2). The category of normal T -algebras is
isomorphic to Set itself (e.g., by [45, 4.2]). The set S := 2 = {0, 1} corresponds to a T -
algebra T → Set and so determines a morphism of theories 2 : T → Set2 (3.1.7), and
since T = FinCardop is the initial Lawvere theory, this is the unique such morphism
of theories. Hence by [44, 5.4], the morphism 2 is central, equivalently, its commutant
is the full theory Set2. In other words, the commutant T ⊥ of T with respect to 2 is
Set2. Hence the category of normal T ⊥-algebras may be identified with the category
Bool of Boolean algebras [44, 2.12]. By 3.3.1, the set 2 carries the structure of a normal
T ⊥-algebra, and the corresponding Boolean algebra structure on 2 is the usual one (by
[44, 2.12]). The commutant of T ⊥ with respect to the T ⊥-algebra 2 is precisely the
subtheory T ⊥⊥ ↪→ Set2 in which T ⊥⊥(n,m) = Bool(2n, 2m) is the set of all Boolean
algebra homomorphisms h : 2n → 2m (n,m ∈ N). Such a homomorphism h is given by
a family of homomorphisms of Boolean algebras hj : 2
n → 2 indexed by the elements j
of the cardinal m, but by 2.2 we know that for each j there is a unique element k(j) ∈ n
such that hj is the k(j)-th projection pik(j) : 2
n → 2. It follows that there is a unique
mapping k : m → n such that h = 2k : 2n → 2m, showing that the unique morphism
of Lawvere theories FinCardop → T ⊥⊥ is fully faithful and hence is an isomorphism
of Lawvere theories T = FinCardop ∼= T ⊥⊥. Since this isomorphism commutes with
the associated morphisms to Set2, we deduce that FinCard
op is saturated with respect
to 2 (3.3.5). Also, FinCardop is commutative, by [44, 5.4], so (Set,FinCardop, 2) is a
finitary functional-analytic context. For each set V , we now deduce that
D(FinCardop, 2)(V ) = Bool([V, 2], 2)
is the set of all homomorphisms of Boolean algebras U : [V, 2] → 2 where [V, 2] =
Set(V, 2) with the pointwise boolean algebra structure. Identifying [V, 2] with the pow-
ersetP(V ) with the usual Boolean operations, we therefore deduce that (FinCardop, 2)-
distributions U ∈ D(FinCardop, 2)(V ) are equivalently described as ultrafilters on the set
V (2.2).
6 Further fundamentals of enriched algebra
In order to establish the general classes of examples of functional-analytic contexts
described in 4.3, as well as the specific examples of functional distribution monads in
§5, we will need to develop further fundamental aspects of enriched algebra.
6.1 Modules inJ -algebraic symmetric monoidal closed V -categories
Our study of enriched-categorical aspects of modules and affine spaces over rigs in
cartesian closed categories will be enabled by the following general result. Let j :
J ↪→ V be an eleutheric system of arities (3.1.2).
Proposition 6.1.1. Let T be a commutativeJ -theory, and suppose that the category
of normal T -algebras W = T -Alg!0 has reflexive coequalizers. Let R be a monoid in
the closed symmetric monoidal category W (3.4.1). Then the category of left R-modules
in W underlies a strictlyJ -algebraic V -category over V .
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Proof. Let W¯ := T -Alg!. Since W¯ is a symmetric monoidal closed V -category (3.4.1)
and R is a monoid in its underlying monoidal categoryW , the V -functor R⊗(−) : W¯ →
W¯ underlies a V -monad S. The category of Eilenberg-Moore algebras of the ordinary
monad underlying S is precisely the category of left R-modules, which is therefore the
ordinary category underlying the V -category W¯ S of S-algebras. Let R-Mod := W¯ S,
and let P a Q : R-Mod → W¯ denote the Eilenberg-Moore V -adjunction for S. Since
W¯ is a symmetric monoidal closed V -category, the V -endofunctor S = R⊗ (−) : W¯ →
W¯ has a right adjoint and hence preserves (conical) coequalizers, so the Eilenberg-
Moore forgetful V -functor Q : W¯ S → W¯ creates coequalizers. Also, the strictlyJ -
algebraic V -functor G : W¯ = T -Alg! → V is strictly V -monadic (3.1.5) and so creates
coequalizers of G-contractible pairs [10, II.2.1], so it follows that the composite V -
functor
U :=
Å
R-Mod
Q−→ W¯ G−→ V
ã
creates coequalizers of U -contractible pairs and hence is strictly V -monadic by [10,
II.2.1]. G has a left adjoint F , so a left adjoint to U is obtained as the composite
L := PF . The V -monad on V induced by the V -adjunction L a U is UL = GSF , and
since G isJ -algebraic, G conditionally preservesJ -flat colimits [42, 12.2], so since S
and F preserve all colimits it follows that the V -monad UL conditionally preservesJ -
flat colimits and hence is aJ -ary monad (3.1.2). Therefore U is strictlyJ -algebraic,
by 3.1.5.
6.2 Coslices of V -categories of algebras
Letting V be a cartesian closed category with equalizers and countable colimits, we
show in the present section that if E is an object of a discretely finitary algebraic
V -category A over V , then the coslice category E/A is a discretely finitary algebraic
V -category over V . Let us begin by recalling some well-known facts, all of which are
easily proved.
6.2.1. Given an arbitrary category A with finite coproducts, any object E of A carries
the structure of a monoid in the cocartesian monoidal category A . The category
E-Mod of left modules for the monoid E in A is isomorphic to the coslice category
E/A under the object E of A , whose objects are pairs (A, a) with A ∈ obA and
a : E → A, and we shall freely identify these categories. The monoid E determines a
monad TE on A whose underlying endofunctor is
TE = E + (−) : A → A ,
and it is immediate from the definitions that E-Mod is precisely the category of
Eilenberg-Moore algebras A TE of TE .
6.2.2. Now let us instead assume that A is a cotensored V -category with (conical)
finite coproducts and E is an object of A . By 6.2.1 we have an associated monad TE
on the underlying ordinary category A0, and TE clearly underlies a V -monad on A ,
which we again denote by TE . Hence by 6.2.1 the coslice category E/A0 underlies a
cotensored V -category A TE that we denote by E/A . Given objects (A, a) and (B, b)
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of E/A , the definition of the Eilenberg-Moore V -category V TE [10, §II.1] gives us
an expression for the hom-object (E/A )((A, a), (B, b)) as an equalizer of a pair of
morphisms expressed in terms of the TE-algebra structures (a, 1) : E + A → A and
(b, 1) : E + B → B carried by A and B, and it follows readily that the hom-object
(E/A )((A, a), (B, b)) is the equalizer of the following pair:
A (A,B)
A (a,B) //
!
// 1
[b]
// A (E,B). (6.2.i)
The forgetful V -functor U : E/A → A is not only V -monadic but has a special
further property, as follows:
Proposition 6.2.3. The V -monadic V -functor U : E/A → A creates conical
coequalizers.
Proof. It is well-known that the underlying ordinary functor U0 : E/A0 → A0 creates
coequalizers [54, 17.3]. But since A and E/A are cotensored V -categories, it follows
that conical coequalizers in these V -categories are the same as coequalizers in the
underlying ordinary categories (e.g. by [24, §3.8]).
Corollary 6.2.4. Let G : A → C be a strictly V -monadic V -functor, and let E be an
object of A . Assume that A is cotensored and has (conical) finite coproducts. Then
the composite V -functor GU : E/A → C is strictly V -monadic.
Proof. GU has a left adjoint. By Beck’s monadicity theorem, formulated in the en-
riched context by Dubuc [10, II.2.1], it therefore suffices to show thatGU creates conical
coequalizers of GU -contractible pairs. But by the same theorem we know that G cre-
ates conical coequalizers of G-contractible pairs, so since U creates arbitrary conical
coequalizers (6.2.3) the result follows.
Theorem 6.2.5. Let A be a discretely finitary algebraic V -category over V , and let
E be an object of A . Then the coslice V -category E/A is discretely finitary algebraic
over V .
Proof. By 3.1.5 we know that the associated V -adjunction F a G : A → V is
strictly V -monadic, so since A is cotensored and has finite coproducts (3.2.7) we
can invoke 6.2.4 to deduce that the composite V -functor GU : E/A → V is strictly
V -monadic. Letting L denote the left adjoint to the strictly V -monadic V -functor
U : E/A → A (6.2.2), recall that the V -monad induced by the V -adjunction L a U
is UL = E + (−) : A → A (6.2.2). We know that the composite V -adjunction
LF a GU : E/A → V is strictly V -monadic, and so by 3.1.5, it suffices to show that
the induced V -monad GULF : V → V is a discretely finitary V -monad, equivalently,
that GULF preserves objectwise-countable DFinV -flat colimits (3.2.6). But G con-
ditionally preserves DFinV -flat colimits, by [42, 6.7], and V has objectwise-countable
colimits (3.2), so G preserves objectwise-countable DFinV -flat colimits. Also, F pre-
serves all colimits, so it suffices to show that the V -functor UL = E + (−) : A → A
preserves objectwise-countable DFinV -flat colimits. But E + (−) can be written as a
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pointwise conical coproduct ∆E + 1A of the constant V -functor ∆E : A → A with
value E and the identity V -functor 1A : A → A , so since 1A preserves colimits it
suffices to show that ∆E preserves objectwise-countable DFinV -flat colimits.
Let V [ denote the full sub-V -category of V on the objects V ∈ obV for which a
tensor V ⊗E exists in A . Then we have a V -functor (−)⊗E : V [ → A . The terminal
object 1 of V is the unit object of V and hence lies in V [, so we also have a constant
V -functor ∆1 : A → V [ with value 1. The composite
A
∆1 // V [
(−)⊗E // A (6.2.ii)
is isomorphic to ∆E. The constant V -functor ∆1 : A → V preserves objectwise-
countable DFinV -flat colimits, since it can be expressed as a composite
A
G // V
(−)0 = ∆1 // V
of V -functors that both preserve objectwise-countable DFinV -flat colimits, as the latter
V -functor (−)0 ∼= V (0,−) preserves all DFinV -flat colimits (3.1.2). It follows that
∆1 : A → V [ preserves objectwise-countable DFinV -flat colimits, and, moreover,
sends them to colimits in V [ that are preserved by the inclusion V [ ↪→ V . Also,
(−) ⊗ E : V [ → A preserves any such colimit, so the composite (6.2.ii) preserves
objectwise-countable DFinV -flat colimits.
6.3 The free enriched theory on a Lawvere theory
Let V be a cartesian closed category with equalizers and countable colimits, and sup-
pose that V also has intersections of countable families of strong subobjects, so that
T -AlgC exists for every discretely finitary theory T and every V -category C (3.1.4).
Let κ be an infinite cardinal such that V has coproducts of families of objects in-
dexed by κ-small sets, i.e., sets of cardinality less than κ. For example, we can take
κ = ℵ1. The full subcategory Setκ ↪→ Set consisting of κ-small sets is closed under
finite products, and the functor
(−) · 1 : Setκ → V (6.3.i)
preserves finite products since V is cartesian closed7.
Letting T be a κ-small Lawvere theory (enriched in Set), we can form the free
V -category TV on T (2.1), which has the same objects as T , with each hom-set
TV (n,m) = T (n,m) · 1 obtained as the T (n,m)-fold copower of the terminal object
1 in V , where n,m ∈ N.
Proposition 6.3.1. TV is a theory. Further,
1. TV is the free V -enriched theory on T , i.e.
Th(TV ,U ) ∼= Th(Set)(T ,U0) (6.3.ii)
naturally in U ∈ Th, where Th(Set) denotes the category of Lawvere theories.
7Indeed, given objects X,Y of Setκ, the functor (−) × (Y · 1) : V → V preserves colimits, so we have
isomorphisms (X × Y ) · 1 ∼−→ X · (Y · 1) ∼−→ (X · 1) × (Y · 1) whose composite is the relevant comparison
morphism. Also 1 · 1 ∼= 1.
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2. Let C be a V -category with conical finite powers. Then the ordinary category
underlying TV -AlgC is isomorphic to the category of T -algebras in C0, i.e.
(TV -AlgC )0
∼= T -AlgC0.
3. When C has designated conical finite powers, (TV -Alg
!
C )0
∼= T -Alg!C0.
Proof. We have isomorphisms of categories
V -CAT(TV ,C ) ∼= CAT(T ,C0) (6.3.iii)
natural in C ∈ V -CAT [24, §2.5]. In particular, the unit of this representation is an
identity-on-objects functor E : T → (TV )0. Given an object n of T , the n-th power
projections pii : n → 1 in T are thus sent to morphisms Epii : n → 1 in TV . In
order to show that TV is a theory it suffices to show that for each object m of T , the
morphisms TV (m,Epii) : TV (m,n)→ TV (m, 1) present TV (m,n) as an n-th power in
V . But these are simply the morphisms
T (m,pii) · 1 : T (m,n) · 1→ T (m, 1) · 1 . (6.3.iv)
The functor (−) · 1 of (6.3.i) preserves finite powers, so the family (6.3.iv) is an n-th
power cone as needed.
Suppose C has conical finite powers. Given a functor A : T → C0 with correspond-
ing V -functor A] : TV → C , we claim that A is a T -algebra if and only if A] is a
TV -algebra. Indeed, in view of [42, 5.9], since TV and C have conical finite powers, A
]
is a TV -algebra as soon as its underlying ordinary functor preserves finite powers of 1,
but the designated n-th power projections pii : n→ 1 in T are sent by A = A]E to the
same morphisms that one obtains by applying A] to the designated n-th power pro-
jections Epii in TV . Hence the isomorphism (6.3.iii) restricts to yield the isomorphism
required for 2, and it is now easy to see that this isomorphism restricts further to yield
3. Since morphisms of theories are certain normal algebras (3.1.3), the isomorphism
in 3 restricts further to yield the isomorphism needed in 1 when we take C = U , and
the naturality in U follows from the naturality of (6.3.iii).
Specializing 6.3.1 to the case of C = V we obtain the following.
Theorem 6.3.2. Let T be a Lawvere theory (enriched in Set), and suppose that V has
coproducts of (morT )-indexed families. Then the category T -AlgV of all T -algebras
in V underlies a (non-strictly) discretely finitary algebraic V -category over V , and
T -Alg!V underlies a (strictly) discretely finitary algebraic V -category over V .
Proof. Since V has an initial object, it follows that V has coproducts of families
indexed by sets of cardinality less than or equal to that of morT . Hence we can invoke
6.3.1 to deduce that (TV -Alg)0 ∼= T -AlgV and (TV -Alg!)0 ∼= T -Alg!V .
Example 6.3.3. Given a rig R in Set, the category of left R-modules is isomorphic
to the category of normal T -algebras for a Lawvere theory T , namely the category
T = MatR of R-matrices; see [44, 2.8], for example. In particular, commutative
monoids can be described equivalently as left N-modules and hence as normal T -
algebras where T = MatN. Moreover, commutative monoids in V are equivalently
described as normal T -algebras in V , so we can invoke 6.3.2 to deduce the following:
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Corollary 6.3.4. The category of commutative monoids in V underlies a discretely
finitary algebraic V -category CMon(V ) over V .
Proposition 6.3.5. Suppose that the Lawvere theory T is commutative. Then the
free V -enriched theory TV on T is commutative. Hence, by 6.3.2, 3.4.1, and 3.2.7,
the category of normal T -algebras in V carries the structure of a symmetric monoidal
closed V -category TV -Alg
!.
Proof. Letting S := TV , it suffices to show that the identity morphism on S factors
through the centre ι : Z(S ) ↪→ S (3.3.4). In view of the adjunction (6.3.ii), it
suffices to show that the unit morphism E : T → (TV )0 = S0 factors through ι0 :
Z(S )0 → S0. The identity 1S : S → S is a normal S -algebra in S , and Z(S )
is by definition the full theory of 1S in S -AlgS (3.3.4, 3.3.1). It follows that the
underlying Lawvere theory Z(S )0 is the full theory of 1S in (S -AlgS )0. But by
6.3.1, we have an isomorphism (S -AlgS )0
∼= T -AlgS0 under which the S -algebra 1S
corresponds to the T -algebra E, and this isomorphism commutes with the associated
functors valued in S0. Hence Z(S )0 is isomorphic to the full theory of E in T -AlgS0 ,
i.e. Z(S )0 is isomorphic to the commutant T ⊥E of E (3.3.1). Moreover, considering
Z(S )0 as a theory over S0, via ι0, we find that Z(S )0 ∼= T ⊥E as theories over S0.
But T is commutative and hence E : T → S0 commutes with itself, by [45, 5.15],
so E factors through its own commutant T ⊥E ↪→ S0 and hence factors through ι0 :
Z(S )0 → S0.
Example 6.3.6. The Lawvere theory MatN of commutative monoids is commutative;
e.g., see [44, 4.6]. Hence the associated V -enriched theory (MatN)V is commutative,
by 6.3.5. Therefore, with reference to 6.3.4, we obtain the following:
Corollary 6.3.7. CMon(V ) is a symmetric monoidal closed V -category.
6.3.8 (Cotensors of TV -algebras). Let A : T → V be a T -algebra in V . Under
the bijection between T -algebras in V and TV -algebras in V (6.3.1), A corresponds
to a TV -algebra A
] : TV → V . Given an object V of V , we can form the (pointwise)
cotensor [V,A]] = V (V,A]−) in TV -Alg (3.1.6), whose corresponding T -algebra in V
is the functor V (V,A−) : T → V .
Proposition 6.3.9. Let G ⊆ morT be a generating set of operations for the Lawvere
theory T (3.2.3), and let A,B,C be T -algebras in V , which we can view equivalently
as TV -algebras in V (6.3.1, 6.3.2). Then a morphism f : |A|×|B| → |C | in V is a TV -
bimorphism (3.4.2) if and only if the following diagrams commute for every ω : n→ 1
in G
|A|n × |B|
Aω×1

χ1 // (|A| × |B|)n f
n
// |C |n
Cω

|A| × |B|n
1×Bω

χ2 // (|A| × |B|)n f
n
// |C |n
Cω

|A| × |B|
f
// |C | |A| × |B|
f
// |C |
(6.3.v)
where χ1 and χ2 are induced by the families (pii × 1)ni=1, (1× pii)ni=1, respectively, and
we have written |A|n for the n-th power A(n) of |A| determined by the T -algebra A.
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Proof. Identifying TV -Alg0 with T -AlgV , f is a TV -bimorphism iff each of its trans-
poses f1 : |A| → V (|B|, |C |) and f2 : |B| → V (|A|, |C |) is a T -homomorphism, where
V (|A|, |C |) and V (|B|, |C |) are regarded as the carriers of the cotensors
V (|A|, C−), V (|B|, C−) : T → V
described in 6.3.8. The characterization of T -homomorphisms given in 3.2.4 tells us
that f1 and f2 are T -homomorphisms iff certain equations hold for every morphism
ω : n→ 1 in the generating set G . By way of exponential transposition, these equations
are readily shown to be equivalent to the commutativity of the diagrams (6.3.v).
Corollary 6.3.10. Let T = MatN denote the Lawvere theory of commutative monoids,
so that CMon(V ) is the V -category of normal TV -algebras (6.3.4). Given commutative
monoids M,N,P in V , a morphism f : |M | × |N | → |P | in V is a TV -bimorphism
from M,N to P if and only if f is a bimorphism of commutative monoids (2.7).
Proof. Since {+ : 2→ 1, 0 : 0→ 1} ⊆ morT is a generating set of operations for T ,
this follows directly from 6.3.9.
6.4 Modules for rigs in cartesian closed categories
As in 6.3, let V be a cartesian closed category with equalizers, countable colimits, and
intersections of countable families of strong subobjects.
Proposition 6.4.1. Rigs in V (2.7) are equivalently defined as monoids in the monoidal
category CMon(V )0 (6.3.7). Given a rig R in V , left R-modules in V (2.7) are equiva-
lently defined as left R-modules for the monoid R in the monoidal category CMon(V )0.
Proof. This follows from 6.3.6, 3.4.3, 6.3.10, 2.7.
Corollary 6.4.2. Given a rig R in V , the category of left R-modules in V underlies
a V -category R-Mod that is discretely finitary algebraic over V .
Proof. This follows from 6.1.1 and 6.4.1.
Remark 6.4.3. In view of 6.4.1, since the monoidal category CMon(V )0 is symmetric,
we can take the opposite Rop of any rig R in V . Left Rop-modules can be described
equivalently as right R-modules.
6.4.4 (Matrix multiplication for an internal rig). Given a rig R in V and natural
numbers n,m, we call the power Rm×n the object of m×n-matrices over R. Letting
n,m, ` ∈ N, if we are given an object V of V and morphisms b : V → R`×m and
a : V → Rm×n in V , then we write ba : V → R`×n to denote the morphism defined by
the following equations
(ba)ki =
m∑
j=1
bkjaji : V → R
with k ∈ {1, ..., `} and i ∈ {1, ..., n}, where we have employed the notation of 2.6,
2.8. In the case where V = R`×m × Rm×n and b, a are the product projections, the
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associated morphism ba will be called the matrix multiplication morphism and
written as
•nm` : R`×m ×Rm×n → R`×n . (6.4.i)
6.4.5 (The theory of left R-modules). Given a rig R in V , we deduce by 6.4.2
that R-Mod is isomorphic to the V -category of normal T -algebras for a theory T . An
elementary computation shows that R itself is the free left R-module on the terminal
object 1 of V . Hence, letting F a G : R-Mod → V denote the associated discretely
finitary algebraic V -adjunction, we find that the left adjoint V -functor F sends the
conical n-th copower n · 1 of 1 in V to a conical n-th copower F (n · 1) of R in R-Mod
(n ∈ N). But R-Mod0 has finite biproducts, as one readily verifies, so F (n · 1) is an
n-th power Rn of R in R-Mod0, and R
n is moreover a conical n-th power in R-Mod
since R-Mod has conical finite powers (3.1.6).
Hence, by 3.2.10, the associated theory T may be defined by
T (n,m) = R-Mod(Rm, Rn) (n,m ∈ N = obT )
with composition and identities as in R-Modop. Since R is a free R-module on one
generator (3.2.8) and Rm (resp. Rn) is a conical m-th copower (resp. n-th power) in
R-Mod, we have a composite isomorphism
Λnm =
Ä
Rm×n ∼−→ R-Mod(R,R)m×n ∼−→ R-Mod(Rm, Rn) = T (n,m)
ä
in V . Explicitly, the composite Rm×n Λnm−−−→ R-Mod(Rm, Rn) ↪→ V (Rm, Rn) is the
transpose of the matrix multiplication morphism •nm1 : Rm × Rm×n → Rn (6.4.4),
where we have identified Rm with the object of row vectors R1×m.
Hence there is a unique V -category MatR with hom-objects MatR(n,m) = R
m×n
such that the isomorphisms Λnm constitute an identity-on-objects isomorphism of V -
categories Λ : MatR
∼−→ T . A routine computation shows that the resulting compo-
sition morphisms in MatR are the matrix multiplication morphisms (6.4.i), and the
identity morphism on n in MatR is the evident identity matrix In : 1→ Rn×n. We call
MatR the V -category of R-matrices.
Proposition 6.4.6. Given a rig R in V , the V -category of R-matrices MatR is a
theory, and the V -category of normal MatR-algebras is isomorphic to the V -category
of left R-modules R-Mod. Given a left R-module M , the corresponding normal MatR-
algebra M has the same carrier as M , and its structure morphisms
Mn : MatR(n, 1)×Mn →M
in V (n ∈ N) are given by
Mn(r,m) =
n∑
i=1
rimi : R
n ×Mn →M (where (r,m) : Rn ×Mn)
in the notation of 2.6, 2.8. For each n ∈ N, the designated n-th power cone (pii :
n → 1)ni=1 in the theory MatR consists of the standard basis row-vectors b1, ..., bn ∈
(MatR)0(n, 1) = V (1, R
1×n) ∼= V (1, R)n, with (bi)j = 1 if i = j and (bi)j = 0 other-
wise.
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Proof. The first two claims are immediate from 6.4.5 since MatR ∼= T . The third
claim follows from 3.2.10. In view of the definition of T given in 6.4.5, it follows from
3.2.12 that the designated n-th power projections pii : n → 1 in T are precisely the
morphisms ιi : R
1 = R → Rn (i = 1, ..., n) that present Rn as an n-th copower of
R in R-Mod. Under the isomorphism Λ : MatR
∼−→ T , the morphisms pii = ιi in T
correspond to the standard basis row-vectors bi.
7 The commutant of the theory of left R-modules in V
For the remainder of the paper, let V be a cartesian closed category with equalizers,
countable colimits, and intersections of countable families of strong subobjects.
7.1. Let R be a rig in V . In 6.4.5 and 6.4.6 we saw that left R-modules in V are
the same as normal MatR-algebras, where the theory MatR is the V -category of R-
matrices. Since R itself is a left R-module, we have an associated normal MatR-algebra
R : MatR → V , and the corresponding morphism of theories R : MatR → V R (3.1.7)
presents MatR as a theory over V R. Hence by 3.3.1 we can take the commutant Mat
⊥
R
of MatR over V R, which is a subtheory of V R whose hom-objects are the subobjects
Mat⊥R(m,n) = MatR-Alg(R
m, Rn) = R-Mod(Rm, Rn) ↪→ V (Rm, Rn) .
But we had observed in 6.4.5 that MatR is isomorphic to a theory T with T (n,m) =
R-Mod(Rm, Rn), and we now deduce that in fact T op = Mat⊥R, so that
Mat⊥R ∼= (MatR)op
as V -categories. But in fact there is an isomorphism (MatR)
op ∼= MatRop given by
transposition of matrices, where Rop is the opposite of R (6.4.3). Indeed, for all n,m ∈
N we have canonical isomorphisms
tnm : MatRop(n,m) = R
m×n → Rn×m = MatR(m,n),
and for each morphism of the form a : V → Rm×n in V we shall write aᵀ : V → Rn×m
to denote the composite tnm · a. An easy computation shows that these isomorphisms
tnm constitute an identity-on-objects V -functor t : MatRop → (MatR)op. Hence
Mat⊥R ∼= (MatR)op ∼= MatRop (7.1.i)
as V -categories. The composite isomorphism
Θ : MatRop
∼−→ Mat⊥R (7.1.ii)
in (7.1.i) is an identity-on-objects V -functor, and its structure morphisms are the
composite isomorphisms
Θnm =
(
MatRop(n,m) = R
m×n tnm−−→ Rn×m Λmn−−−→ R-Mod(Rn, Rm)
)
(7.1.iii)
(n,m ∈ N) where Λmn is the isomorphism described in 6.4.5. Explicitly, the composite
Rm×n Θnm−−−→ R-Mod(Rn, Rm) ↪→ V (Rn, Rm)
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is the exponential transpose of the morphism Rn ×Rm×n → Rm denoted by
xaᵀ : Rn ×Rm×n → Rm where (x, a) : Rn ×Rm×n
in the notation of 2.6 and 6.4.4, with the identifications Rn = R1×n and Rm = R1×m.
Further, Θ sends the designated n-th power projections bi : n→ 1 in MatRop (i.e.,
the standard basis row-vectors bi ∈ V (1, R1×n), 6.4.6) to the projections pii : Rn → R,
which are equally the designated projections pii : n→ 1 in Mat⊥R = (R-Mod)R (3.3.1).
Hence Θ is an isomorphism of theories.
MatRop is the theory of right R-modules (6.4.3), and the right R-module structure
carried by R induces a morphism of theories MatRop → V R by means of which MatRop
can be considered as a theory over V R. Further, using (7.1.iii) and 6.4.6, we readily
compute that Θ is an isomorphism of theories over V R. Therefore, MatRop is the
commutant of MatR over V R. But since this result holds for any rig R in V , we can
also invoke it with respect the rig Rop to deduce the following:
Theorem 7.2. Let R be a rig in V . Then the theory of left R-modules MatR and the
theory of right R-modules MatRop are commutants of one another over the full theory
V R of R in V .
Corollary 7.3. Let R be a rig in V . Then MatR is saturated with respect to R and
hence is a saturated subtheory of the full theory V R of R in V . Further, if R is
commutative, then the subtheory MatR ↪→ V R is balanced, and MatR is commutative.
Proof. The first claim follows from 7.2 and 3.3.5. Further, if R is commutative then
Rop = R and hence it follows from 7.2 that MatR ↪→ V R is balanced, so MatR is
commutative by 3.3.5.
7.4. Letting R be a commutative rig R in V , we deduce by 7.3 that (V ,MatR, R) is
a balanced finitary functional-analytic context (4.1). We call (V ,MatR, R) the scalar
R-linear context in V .
Corollary 7.5. Let R be a commutative rig in V , and let V be an object of V .
Then functional distributions on V in the scalar R-linear context (V ,MatR, R) are
the same as R-linear morphisms µ : [V,R] → R in V , and moreover D(MatR,R)(V ) =
R-Mod([V,R], R).
8 Affine and convex spaces in cartesian closed categories
8.1 (The affine core of a theory). Let T be a theory (enriched in V , 3.2.2).
Recalling that n ∈ obT = N is an n-th power of 1 in T , let us write δn : 1 → n
to denote the diagonal morphism in T . For all n,m ∈ N, let us denote by ιnm :
T aff(n,m) ↪→ T (n,m) the equalizer of the morphisms φnm = T (δn,m) : T (n,m) →
T (1,m) and ψnm =
Å
T (n,m)
!−→ 1 [δm]−−→ T (1,m)
ã
.
Proposition 8.2. The equalizers ιnm in 8.1 are the structure morphisms of a subtheory
inclusion T aff ↪→ T .
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Proof. It is straightforward to check that the ιnm satisfy conditions (i), (ii), (iii) in the
characterization of subtheories given in 3.2.3.
Definition 8.3. Given a theory T , we call the subtheory T aff ↪→ T of 8.2 the affine
core of T .
Example 8.4 (The theory of left R-affine spaces). Letting R be a rig in V , recall
that the V -category of R-matrices T = MatR is the theory of left R-modules (6.4.6).
In this example, the diagonal morphisms δn ∈ T0(1, n) = V (1, Rn×1) = V (1, Rn) are
the column vectors (1, ...., 1) : 1→ Rn induced by n copies of the unit 1 : 1→ R of R.
Consequently, the subobjects MataffR (n,m) ↪→ MatR(n,m) = Rm×n are the equalizers
of the morphisms φnm, ψnm : R
m×n → Rm characterized by the equations
(φnm(a))j =
n∑
i=1
aji : R
m×n → R
(ψnm(a))j = 1 : R
m×n → R where a : Rm×n
in the notation of 2.6 and 2.8, with j = 1, ...,m, so that MataffR (n,m) deserves to be
construed as the object of all R-matrices in which each row sums to 1. In particular,
let us denote by
Rn,aff ↪→ Rn
the subobject MataffR (n, 1) ↪→ R1×n = Rn of row vectors with sum 1.
Definition 8.5. Given a rig R in V , we call normal MataffR -algebras (left) R-affine
spaces (in V ), and we define R-Aff = MataffR -Alg
!. Morphisms in R-Aff will be called
(left) R-affine morphisms. Given a left R-affine space A, whose carrier we shall write
also as A, we denote the associated structure morphisms Rn,aff ×An → A (n ∈ N) by
n∑
i=1
cixi where (c, x) : R
n,aff ×An (8.5.i)
in the notation of 2.6. The indicated summation expression is called a (left) R-affine
combination.
Remark 8.6. Given a rig R in V , the subtheory inclusion MataffR ↪→ MatR induces
a V -functor R-Mod = MatR-Alg
! → MataffR -Alg! = R-Aff, so that every left R-module
M carries the structure of a left R-affine space.
Proposition 8.7. If R is a commutative rig in V , then the theory MataffR of R-affine
spaces is commutative.
Proof. By definition MataffR is a subtheory of the theory MatR, which is commutative
(7.3), so we can apply [45, 5.16].
8.8. A preordered ring is a ring R equipped with a preorder such that8 (i) if r 6 r′
and s 6 s′ in R then r + s 6 r′ + s′, (ii) if 0 6 r and 0 6 s in R then 0 6 rs, and (iii)
8Preordered rings can be described equivalently as monoids in a certain symmetric monoidal category of
preordered abelian groups [44, 3.4].
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0 6 1. On the other hand, a preordered ring R can be defined equivalently as a ring R
equipped with a given sub-rig R+ ↪→ R (see [44, 3.4]). The corresponding preorder on
R is then given by r 6 s ⇔ s− r ∈ R+, so that R+ ⊆ R then consists of all elements
s ∈ R such that 0 6 s. Either of these two equivalent definitions yields a description
of preordered rings as the models of a finite limit sketch (see, e.g., [3]), so we obtain
a notion of preordered ring in an arbitrary category with finite limits, such as V . For
simplicity we will employ the second definition: By definition, a preordered ring in
V is a ring R in V equipped with a sub-rig R+ ↪→ R, which we call the positive part
of R. We shall say that a preordered ring R in V is strong if the inclusion R+ ↪→ R
is a strong monomorphism in V .
Definition 8.9. Given a preordered ring R in V , a (left) R-convex space (in V ) is,
by definition, a left R+-affine space (in V ). We define R-Cvx := R+-Aff = Mat
aff
R+-Alg
!.
For example, when V = Set and R = R is the ordered ring of real numbers,
R-convex spaces are usually called convex spaces; see [44].
Example 8.10 (Convergence convex spaces). Letting V = Conv be the category
of convergence spaces, the real numbers constitute a preordered ring R in Conv, where
R+ ↪→ R is the subspace consisting of the non-negative reals. By way of definition, a
convergence convex space is an R-convex space in Conv. For example, if M is an
R-module in Conv, i.e. a convergence vector space [4], then M carries the structure of
an R+-module in Conv, so M carries the structure of a convergence convex space by
8.6. Hence any convex subset A of M carries the structure of a convergence convex
space.
9 Theories of affine and convex spaces in V as commutants
In the present section we show that the theory MataffR of left R-affine spaces for a rig
R in V can be described as a commutant, over V R, of the theory of pointed right
R-modules. We define the latter notion by way of the following more general scheme:
9.1 (Pointed T -algebras). Given a theory T (enriched in V , 3.2.2), a pointed
normal T -algebra is, by definition, a pair (A, ∗) consisting of a normal T -algebra A
and a morphism ∗ : 1 → |A| in V , or equivalently, a morphism ∗ : F1 → A where F1
denotes the free normal T -algebra on one generator. Letting A = T -Alg!, pointed
normal T -algebras are therefore the objects of the coslice V -category F1/A (6.2.2),
which we write also as A ∗ = (T -Alg!)∗. By 6.2.5, this V -category A ∗ is discretely
finitary algebraic over V , so we may identify A ∗ with the V -category of normal T ∗-
algebras for a theory T ∗, i.e.
(T -Alg!)∗ = T ∗-Alg! .
Let F a G : A → V and L a U : A ∗ → A be the associated V -adjunctions (6.2.2),
so that the composite V -adjunction LF a GU : A ∗ → V exhibits A ∗ as discretely
finitary algebraic over V (6.2.5). The left adjoint L sends each object A of A to the
object LA = (F1 + A, ι1) of A ∗, where ι1 : F1 → F1 + A is the coproduct injection.
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Therefore LF sends each object V of V to the object (F1 + FV, ι1) of A ∗, which we
may identify with the object (F (1 + V ), F ι1), where the latter instance of ι1 denotes
the coproduct injection ι1 : 1→ 1 + V .
Hence by 3.2.11, the associated theory T ∗ has hom-objects
T ∗(n,m) = (GULFn)m = (GF (1 + n))m = |F (1 + n)|m .
Given any pointed normal T -algebra (A, ∗), the corresponding normal T ∗-algebra has
carrier |A|, and by using 3.2.11 and (3.2.ii) we can show straightforwardly that its
associated structural morphisms
T ∗(n, 1) = |F (1 + n)| → V (|A|n, |A|) (n ∈ N) (9.1.i)
correspond by exponential transposition to the composites
|A|n (∗·!,1)−−−→ |A| × |A|n = |A|1+n ∼−→ A (F (1 + n), A) ↪→ V (|F (1 + n)|, |A|),
where ∗ : 1→ |A| is the ‘point’ carried by A.
Now let R be an arbitrary rig in V .
9.2 (The theory of pointed right R-modules). Recalling that right R-modules
are the same as left Rop-modules, we can identify the V -category of right R-modules
A = Rop-Mod with the V -category of normal MatRop-algebras, by 6.4.6. A pointed
right R-module is, by definition, a pointed normal MatRop-algebra (9.1), i.e. a right
R-module M equipped with a designated morphism ∗ : 1 → |M | in V , equivalently,
a morphism ∗ : R → M in Rop-Mod (since R is the free right R-module on one
generator, 6.4.5). By 9.1, the V -category of pointed right R-modules Rop-Mod∗ =
R/Rop-Mod may be identified with the V -category of normal Mat∗Rop-algebras for a
theory Mat∗Rop = (MatRop)∗, where
Mat∗Rop(n,m) = (R
1+n)m .
We can consider R itself as a pointed right R-module (R, 1), where 1 : 1 → R is the
identity element, so by 3.1.7 the corresponding normal Mat∗Rop-algebra R : Mat
∗
Rop → V
determines a corresponding morphism of theories
ΦR : Mat∗Rop → V R (9.2.i)
into the full theory V R of R in V . Let us denote the structural morphisms of Φ
R by
ΦRn := Φ
R
n1 : Mat
∗
Rop(n, 1) = R
1+n −→ V (Rn, R) (n ∈ N) (9.2.ii)
and denote the exponential transpose of ΦRn by
Φ¯Rn : R
n ×R1+n → R . (9.2.iii)
Using 9.1, we readily deduce that ΦRn and Φ¯
R
n are characterized by the equations
(ΦRn (u))(x) = Φ¯
R
n (x, u) = u0 +
n∑
i=1
xiui where (x, u) : R
n ×R1+n (9.2.iv)
in the notation of 2.6 and 2.8; here we consider Rn and R1+n as products
∏n
i=1R and∏n
i=0R, respectively, so that x = (x1, ..., xn) and u = (u0, u1, ..., un) are the first and
second projections of the binary product Rn ×R1+n.
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R itself is a left R-affine space and so determines a morphism of theories MataffR →
V R (3.1.7) by means of which we shall regard Mat
aff
R as a theory over V R.
Theorem 9.3. The theory of left R-affine spaces for a rig R in V is the commutant
of the theory of pointed right R-modules, where both are considered as theories over the
full theory V R of R in V (3.1.7). Symbolically, Mat
aff
R
∼= (Mat∗Rop)⊥ over V R.
Proof. The proof is analogous to the argument in [44, 7.2] in the Set-based case. By
7.2 we know that MatR ∼= Mat⊥Rop over V R, so it suffices to show that
(Mat⊥Rop)
aff = (Mat∗Rop)
⊥
as theories over V R, recalling that the left-hand side denotes the affine core of Mat
⊥
Rop
(8.3). Let us denote the category MatRop-Alg
! = Rop-Mod by A . Recalling that
Mat⊥Rop(n,m) = A (Rn, Rm) for all n,m ∈ N, note that (Mat⊥Rop)aff is by definition
the subtheory of Mat⊥Rop whose hom-objects (Mat
⊥
Rop)
aff(n,m) are the equalizers of the
pairs
A (Rn, Rm)
A (δn,Rm) //
!
// 1
[δm]
// A (R1, Rm) (9.3.i)
where δn = (1, ..., 1) : R
1 = R → Rn is the diagonal morphism. As in 9.2, we can
consider R itself as an object of A ∗ = R/A , namely the pair (R, 1R : R → R), and
the n-th power of this object in A ∗ is (Rn, δn). Recall that (Mat∗Rop)⊥ is by definition
the subtheory of V R whose hom-objects are
(Mat∗Rop)
⊥(n,m) = A ∗(Rn, Rm) = (R/A )((Rn, δn), (Rm, δm)),
but by 6.2.2 (6.2.i) these are precisely the equalizers of the pairs (9.3.i) and the result
follows.
9.4. Let R be a commutative rig R in V . Then the theory of R-affine spaces MataffR
is saturated with respect to R, by 9.3 and 3.3.5. MataffR is also commutative (8.7),
so (V ,MataffR , R) is a finitary functional-analytic context, which we call the scalar
R-affine context in V .
10 The commutant of the theory of convex spaces in V
In the previous section, we showed that for a rig S in V , the theory MataffS of left
S-affine spaces for a rig S in V is the commutant of the theory Mat∗Sop of pointed right
S-modules, over V S . However, in view of Example 5.7, it is not in general true that
the commutant of MataffS over V S is Mat
∗
Sop . In the present section, we will prove that
for a wide class of rigs S in categories V , these theories MataffS and Mat
∗
Sop are in fact
commutants of one another over V S . In particular, we shall show that this is the case
if the rig S is a ring. More generally, we focus on rigs S in V that arise as the positive
parts S = R+ of certain preordered rings R in V (8.8); the case where S is a ring is
included as a special case, since here we can take R = S and R+ = R.
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Hence in the present section our aim is to establish conditions on a preordered
ring R in V that entail that the theory MataffR+ of left R-convex spaces and the theory
Mat∗Rop+ of pointed right R+-modules are commutants of one another over V R+ . In the
case where V = Set, a result of this type was established in the author’s recent paper
[44], so we will begin by reviewing that result, and then we will see how this Set-based
result can be used to prove a more general result in the V -based setting.
Definition 10.1. Let R be a preordered ring in Set.
1. R is archimedean if R has the property that for any element r of R, if the set
{nr | n ∈ N} has an upper bound in R, then r 6 0.
2. ([44, 10.18]) R is firmly archimedean if R is archimedean and for every element
s of R+ there is some n ∈ N such that s 6 n in R, where we have written simply
n to denote the sum of n instances of the unit element 1 of R.
3. We denote by D the ring of dyadic rationals, i.e. the subring of Q consisting of
all elements of the form p2n with p ∈ Z and n ∈ N, equivalently, the localization
of Z with respect to the multiplicative subset {2n | n ∈ N} ⊆ Z. We regard D as
a preordered ring, under the usual total order that D inherits from Q.
4. ([44, 10.14]) R is said to be a preordered algebra over the dyadic rationals,
or a preordered D-algebra (in Set), if there exists a monotone homomorphism
of rings D→ R (which is necessarily unique if it exists, by the universal property
of the localization D of Z). Equivalently, R is a preordered D-algebra if the
element 2 = 1 + 1 of R is invertible and its inverse lies in R+ [44, 10.13].
Theorem 10.2 ([44, 10.20, 9.3]).
1. If R is a firmly archimedean preordered D-algebra (in Set), then the theory MataffR+
of left R-convex spaces and the theory Mat∗Rop+ of pointed right R+-modules are
commutants of one another over SetR+.
2. If R is a ring (in Set), then the theory MataffR of left R-affine spaces and the theory
Mat∗Rop of pointed right R-modules are commutants of one another over SetR.
10.3. In order to prove related results in the V -based setting, let us now consider a
given preordered ring R in V . Note that the hom-set V (V,R) carries the structure
of a preordered ring in Set. Indeed, since preordered rings in a category with finite
limits are the models of a finite limit sketch (8.8), this follows from the fact that
V (V,−) : V → Set preserves limits. Explicitly, V (V,−) sends R to a ring V (V,R) in
Set, and the positive part V (V,R)+ ⊆ V (V,R) consists of all f ∈ V (V,R) such that f
factors through R+ ↪→ R.
By 9.3 and 3.3.2, we know that MataffR+ and Mat
∗
Rop+
commute over V R+ , i.e. their
associated morphisms to V R+ commute, so by 3.3.2 we deduce that the morphism
ΦR+ : Mat∗Rop+ → V R+ of (9.2.i) factors through the commutant (Mat
aff
R+)
⊥ ↪→ V R+ of
MataffR+ over V R+ , via a unique morphism that we shall denote also by
ΦR+ : Mat∗Rop+ → (Mat
aff
R+)
⊥ . (10.3.i)
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Let us say that R has the commutant property if ΦR+ is an isomorphism Mat∗Rop+ →
(MataffR+)
⊥. Since ΦR+ is the unique morphism ΦR+ : Mat∗Rop+ → (Mat
aff
R+)
⊥ in Th/V R+ ,
we deduce by 9.3 that
R has the commutant property if and only if MataffR+
and Mat∗Rop+ are commutants of one another over V R+.
(10.3.ii)
Terminology concerning generators and generating families in categories is some-
what variable; herein, a generating class for a category C is, by definition, a class of
objects G ⊆ obC such that for all f, g : A→ B in C , if f · x = g · x for all G ∈ G and
all x : G→ A in C , then f = g.
Proposition 10.4. Let R be a strong preordered ring in V (8.8), and suppose that V
has a generating class G such that, for each object V ∈ G , the preordered ring V (V,R)
in Set has the commutant property. Then R has the commutant property.
Proof. With reference to 9.2, it suffices (by 3.1.3) to show that for each n ∈ N the
structural morphism
ΦR+n := Φ
R+
n1 : R
1+n
+ = Mat
∗
Rop+
(n, 1)→ (MataffR+)⊥(n, 1) = R+-Aff(Rn+, R+)
is an isomorphism in V . Considering R1+n as a product
∏n
i=0R, we shall define a
morphism ρ : R+-Aff(R
n
+, R+)→ R1+n by the equations
(ρ(ϕ))0 = ϕ(0) where ϕ : R+-Aff(R
n
+, R+)
(ρ(ϕ))i = ϕ(bi)− ϕ(0) (i = 1, ..., n)
in the notation of 2.6 and 2.8, where bi : 1 → Rn+ denotes the i-th standard ba-
sis vector; here we have omitted from our notation all instances of the inclusion
R+-Aff(R
n
+, R+) ↪→ V (Rn+, R+) and the inclusion ι : R+ ↪→ R. We know that ΦR+n is
given by the formula (9.2.iv), and an easy computation shows that the diagram
R1+n+  t
ι1+n ''
Φ
R+
n // R+-Aff(R
n
+, R+)
ρ

R1+n
commutes. Since ι is a strong monomorphism, it follows that ι1+n is a strong monomor-
phism (e.g., by [39, 6.2(2)]), so Φ
R+
n is a strong monomorphism (e.g., by [39, 6.2(1)]).
Therefore, it suffices to show that Φ
R+
n is an epimorphism. Let J : G ↪→ V denote
the inclusion of G as a full subcategory of V , and let Y : V → [G op, Set] denote the
functor given by Y V = V (J−, V ). Since G is a generating class, we know that Y
is faithful, so Y reflects epimorphisms and hence it suffices to show that Y (Φ
R+
n ) is
an epimorphism in [G op,Set]. To this end, it suffices to let V ∈ G and show that
V (V,Φ
R+
n ) : V (V,R
1+n
+ )→ V (V,R+-Aff(Rn+, R+)) is surjective.
42
It follows from [45, 4.11(2)] and 8.5 that the subobjectR+-Aff(R
n
+, R+) ↪→ V (Rn+, R+)
is a pairwise equalizer (in the sense of [45, 2.1]) of a family of parallel pairs
Pj , Qj : V (R
n
+, R+)→ V (Rj,aff+ × (Rn+)j , R+) (j ∈ N),
whose transposes P¯j , Q¯j : V (Rn+, R+)×Rj,aff+ × (Rn+)j → R+ are given by the equations
P¯j(ϕ, a, x) = ϕ(
j∑
i=1
aixi)
Q¯j(ϕ, a, x) =
j∑
i=1
aiϕ(xi) where (ϕ, a, x) : V (Rn+, R+)×Rj,aff+ × (Rn+)j
in the notation of 2.6 and 2.8, where we have omitted instances of the inclusion Rj,aff+ =
MataffR+(j, 1) ↪→ Rj+ (8.4) and considered Rn+ as a left R+-module.
This pairwise equalizer is sent by V (V,−) : V → Set to a pairwise equalizer in Set,
and by exponential transposition we obtain a characterization of V (V,R+-Aff(Rn+, R+))
as a pairwise equalizer
V (V,R+-Aff(R
n
+, R+))→ V (V,V (Rn+, R+)) ∼= V (Rn+ × V,R+)
of a family of parallel pairs of the form
pj , qj : V (R
n
+ × V,R+)→ V (Rj,aff+ × (Rn+)j × V,R+) (j ∈ N)
in Set. Explicitly, given a morphism ϕ : Rn+ × V → R+ in V , we compute that pj
and qj send ϕ to the morphisms pj(ϕ), qj(ϕ) : R
j,aff
+ × (Rn+)j × V → R+ given by the
equations
(pj(ϕ))(a, x, v) = ϕ
Ñ
j∑
i=1
aixi, v
é
(qj(ϕ))(a, x, v) =
j∑
i=1
aiϕ(xi, v) where (a, x, v) : R
j,aff
+ × (Rn+)j × V
(10.4.i)
in the notation of 2.6 and 2.8.
A morphism ϕ : Rn+ × V → R+ lies in the subobject V (V,R+-Aff(Rn+, R+)) ↪→
V (Rn+ × V,R+) if and only if pj(ϕ) = qj(ϕ) : Rj,aff+ × (Rn+)j × V → R+ for all j ∈ N.
Since G is a generating class, it is equivalent to require that for each object W ∈ G and
each morphism ζ : W → Rj,aff+ ×(Rn+)j×V , the equation pj(ϕ) ·ζ = qj(ϕ) ·ζ : W → R+
holds. But morphisms ζ : W → Rj,aff+ × (Rn+)j×V are in bijective correspondence with
triples ζ = (a, x, v) with a ∈ V (W,Rj,aff+ ), x ∈ V (W, (Rn+)j), and v ∈ V (W,V ). Recall
that V (W,R) is a preordered ring with positive part V (W,R)+ ∼= V (W,R+) (10.3),
so that since V (W,−) : V → Set preserves limits and Rj,aff+ is defined as a certain
equalizer (8.4), it follows that such triples ζ = (a, x, v) are equivalently described as
triples ζ = (a, x, v) with a ∈ V (W,R+)j,aff, x ∈ V (W,Rn+)j , v ∈ V (W,V ), and by
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using the equations in (10.4.i), we deduce that the equation pj(ϕ) · ζ = qj(ϕ) · ζ asserts
precisely that
ϕ ·
Ñ
j∑
i=1
aixi, v
é
=
j∑
i=1
ai(ϕ · (xi, v)),
where the left V (W,R+)-affine combination
∑j
i=1 aixi is taken within the left V (W,R+)-
affine space V (W,Rn+), and the left V (W,R+)-affine combination on the right-hand side
is taken within the rig V (W,R+) itself.
Hence the subobject V (V,R+-Aff(Rn+, R+)) ↪→ V (Rn+×V,R+) consists of precisely
those morphisms ϕ : Rn+ × V → R+ such that for every W ∈ G and every morphism
v : W → V in V , the associated mapping
ϕv := ϕ · (−, v) : V (W,R+)n ∼= V (W,Rn+)→ V (W,R+) (10.4.ii)
is a left V (W,R+)-affine map. But by assumption we know that the preordered ring
V (W,R) has the commutant property when W ∈ G , so the mapping
ΦV (W,R+)n : V (W,R+)
1+n → V (W,R+)-Aff
Ä
V (W,R+)
n,V (W,R+)
ä
(10.4.iii)
is a bijection. Therefore, if we now fix a morphism ϕ : Rn+ × V → R+ satisfying
the given condition, then for each v : W → V with W ∈ G we know that the left
V (W,R)+-affine map ϕv of (10.4.ii) is of the form ΦV (W,R+)(uϕv) for a unique element
uϕv ∈ V (W,R+)1+n; we will use the same notation uϕv for the corresponding morphism
uϕv : W → R1+n+ . In particular, the identity morphism 1 : V → V determines an
associated element uϕ1 ∈ V (V,R1+n+ ), and it now suffices to show that the composite
mapping
V (V,R1+n+ )
V (V,Φ
R+
n )−−−−−−→ V (V,R+-Aff(Rn+, R+)) ↪→ V (Rn+ × V,R+) (10.4.iv)
sends uϕ1 to ϕ, so that the needed surjectivity of V (V,Φ
R+
n ) is thus obtained.
For each morphism v : W → V with W ∈ G , we can consult [44, 10.1; 10.10(2′)]
in order to obtain a description of the element uϕv ∈ V (W,R1+n+ ) ∼= V (W,R+)1+n;
explicitly, uϕv is the (1 + n)-tuple (uϕv0 , ..., u
ϕv
n ) with u
ϕv
0 = ϕv(0) and with u
ϕv
i =
ϕv(bi) − ϕv(0) for all i = 1, ..., n, where bi ∈ V (W,R+)n is the i-th standard basis
vector. Since the elements 0, b1, ..., bn of V (W,Rn+)
∼= V (W,R+)n factor through the
similarly named elements 0, b1, ..., bn of V (1, Rn+), it is straightforward to compute that
uϕv can be expressed as the composite
uϕv = uϕ1 · v =
(
W
v−→ V uϕ1−−→ R1+n+
)
. (10.4.v)
In order to show that the composite (10.4.iv) sends uϕ1 to ϕ, we must show that ϕ
is the composite
ψ =
Ç
Rn+ × V 1×u
ϕ1−−−−→ Rn+ ×R1+n+ Φ¯
R+
n−−−→ R+
å
, (10.4.vi)
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where Φ¯
R+
n is defined in (9.2.iii). Using the formula for Φ¯
R+
n given in (9.2.iv), we find
that ψ is characterized by the equation
ψ(x, v) = (uϕ1(v))0 +
n∑
i=1
xi(u
ϕ1(v))i where (x, v) : R
n
+ × V (10.4.vii)
in the notation of 2.6 and 2.8.
Since G is a generating class, it suffices to let τ : W → Rn+ × V be an arbitrary
morphism with W ∈ G and show that ϕ · τ = ψ · τ : W → R+. But τ = (x, v) for
some x = (x1, ..., xn) : W → Rn+ and some v : W → V . Hence we can use (10.4.vii)
and (10.4.v) to deduce that
ψ · τ = uϕv0 +
n∑
i=1
xiu
ϕv
i : W → R+
where x1, ..., xn, u
ϕv
0 , ..., u
ϕv
n : W → R+ are considered as elements of the rig V (W,R+)
and the right-hand side is evaluated therein. Identifying uϕv ∈ V (W,R1+n+ ) and
x ∈ V (W,Rn+) with their corresponding elements of V (W,R+)1+n and V (W,R+)n,
respectively, we thus deduce by (9.2.iv) that the map ΦV (W,R+)(uϕv) : V (W,R+)n →
V (W,R+) sends x to ψ · τ , i.e.
ψ · τ = (ΦV (W,R+)(uϕv))(x) .
But we know that (ΦV (W,R+)(uϕv)) = ϕv = ϕ · (−, v), so ψ · τ = ϕ · (x, v) = ϕ · τ as
needed.
As a first corollary, we obtain the desired result for affine spaces over a ring in V :
Theorem 10.5. Let R be a ring in V . Then the theory MataffR of left R-affine spaces
and the theory Mat∗Rop of pointed right R-modules are commutants of one another over
V R.
Proof. Consider R as a strong preordered ring in V with R+ = R, and take G =
obV . Then for each V ∈ G , the associated preordered ring V (V,R) has V (V,R)+ =
V (V,R) and hence has the commutant property, by 10.2(2) and (10.3.ii). Hence we
can invoke 10.4 to deduce that R has the commutant property, and the result follows
by (10.3.ii).
As another corollary to 10.4 and 10.2, we obtain a general result for convex spaces
over a preordered ring in V :
Theorem 10.6. Let R be a strong preordered ring in V , and suppose that V has a
generating class G such that for each object V ∈ G , the preordered ring V (V,R) in Set
is a firmly archimedean preordered D-algebra. Then the theory MataffR+ of left R-convex
spaces and the theory Mat∗Rop+ of pointed right R+-modules are commutants of each
other over V R+.
Proof. This follows immediately from 10.4, 10.2(1), and (10.3.ii).
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Corollary 10.7. Let R be a commutative preordered ring in V , and suppose that the
hypotheses of 10.6 are satisfied. Then for each object V of V , functional distributions
on V in the positive R-convex context (V ,MataffR+ , R+) (4.3) are the same as homo-
morphisms of pointed R+-modules µ : [V,R+]→ R+. Moreover,
D(MataffR+, R+)
(V ) = R+-Mod
∗([V,R+], R+) .
As a corollary to 10.6, we obtain the following result in the case where V is a
concrete category over Set:
Corollary 10.8. Suppose that the ‘underlying set’ functor V (1,−) : V → Set is faith-
ful, and let R be a strong preordered ring in V whose underlying preordered ring V (1, R)
in Set is a firmly archimedean preordered D-algebra. Then the theory MataffR+ of left
R-convex spaces and the theory Mat∗Rop+ of pointed right R+-modules are commutants
of each other over V R+.
Example 10.9 (Convergence convex spaces). Take V = Conv to be the category
of convergence spaces (2.3), and take R = R. The inclusion R+ ↪→ R is an embedding,
equivalently, a strong monomorphism in V [54, 11.9]. The forgetful functor U ∼=
V (1,−) : V → Set is faithful and sends R to the firmly archimedean preordered D-
algebra R, so we can apply 10.8 to deduce that the theory of convergence convex spaces
(8.10) and the theory of pointed R+-modules in V are commutants of one another over
V R+ . Hence we can now employ the reasoning in 5.5 to deduce the following:
Theorem 10.10. Let V be the category Conv of convergence spaces. For a locally
compact Hausdorff topological space V , functional distributions on V in the positive R-
convex context (V ,MataffR+ ,R+) are in bijective correspondence with compactly supported
Radon probability measures on V .
Now let us consider an example of a category V that is not concrete over Set but
where Theorem 10.6 still applies.
Example 10.11 (The line object in the Cahiers topos). Let V = Shv(C opC )
be the Cahiers topos, recalling that CC is the full subcategory ι : CC ↪→ C∞-Ring
consisting of the C∞-rings of the form C∞(M)⊗∞W where M is a smooth manifold
and W is a Weil algebra (2.5). The embedding i : Mf→ V sends each manifold M to
the representable presheaf determined by C∞(M), so since binary products in C opC are
given by ⊗∞ (2.5) it follows that the image of the Yoneda embedding y : C opC → V
consists of the products i(M) × y(W ) in V , where M is a manifold and W is a Weil
algebra. There is a fully faithful functor i′ : Mf′ → V from the category Mf′ of smooth
manifolds-with-boundary to V , given by sending a manifold-with-boundary K to the
sheaf i′(K) = C∞-Ring(C∞(K), ι−) : CC → Set on C opC [29, III.9.6]. The line object
R = i(R) is a preordered ring in V when we take R+ = i′(R+) [29, III.11.3], and we
deduce the following:
Proposition 10.12. The preordered ring R = i(R) in the Cahiers topos V satisfies
the hypotheses of Theorem 10.6 when we take
G = {i′(Knr)× y(W ) | n ∈ N, r ∈ (0,∞), W any Weil algebra} ↪→ V
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where for every natural number n and every positive real number r we write Knr to
denote the closed ball of radius r about the origin in Rn, considered as a manifold-with-
boundary. In particular, G is a generating class for V .
Proof. First note that we have an isomorphism of preordered rings V (1, R) ∼= R. For
each C ∈ CC, it follows9 from [29, III.11.4] that the preorder carried by V (y(C), R) is
pointwise with respect to global points, in the sense that
f 6 g in V (y(C), R) ⇔ ∀x ∈ V (1, y(C)) : f · x 6 g · x in V (1, R) ∼= R.
From this it follows that for any object V of V , the preorder carried by V (V,R) is
also pointwise w.r.t. global points, since the following statements are equivalent10: (1)
0 6 f in V (V,R); (2) f : V → R factors through R+ ↪→ R; (3) for each morphism
v : y(C)→ V , with C ∈ CC, the composite f · v : y(C)→ R factors through R+ ↪→ R;
(4) for each morphism v : y(C)→ V with C ∈ CC, 0 6 f · v in V (y(C), R); (5) for all
C ∈ CC and all 1 x−→ y(C) v−→ V in V , 0 6 f · v · x in V (1, R); (6) for all x ∈ V (1, V ),
0 6 f · x in V (1, R) ∼= R.
Hence, letting K = i′(Knr) with n ∈ N and r ∈ (0,∞), the preordered ring V (K,R)
is isomorphic to the partially ordered ring C∞(Knr) of all smooth real-valued functions
on Knr, under the pointwise order. Hence since every such function is bounded, we
deduce by [44, 10.21(3)] that V (K,R) ∼= C∞(Knr) is a firmly archimedean preordered
D-algebra.
Now given also a Weil algebra W , we know that T = y(W ) has exactly one global
point t : 1 → T in V ; indeed since W is a local C∞-ring [48, I.3, I.3.13], there is a
unique homomorphism of C∞-rings W → R [48, I.3.8, I.3.18]. By pullback, the point
t induces a morphism t′ = (1, t·!) : K → K × T , and we find that every global point
1→ K × T is of the form (x, t) = t′ · x for a unique point x : 1→ K. Hence, since the
preorders on V (K,R) and V (K × T,R) are pointwise w.r.t. global points, we deduce
that for all f, g ∈ V (K × T,R),
f 6 g in V (K × T,R) ⇔ (∀x ∈ V (1,K) : f ·t′·x 6 g·t′·x) ⇔ f ·t′ 6 g·t′ in V (K,R) .
Hence since V (K,R) is a firmly archimedean preordered D-algebra, it follows that
V (K × T,R) is a firmly archimedean preordered D-algebra.
Let us say that an object W of the topos V is covered by a given class of objectsH
in V if there exists a jointly epimorphic family (fγ : Vγ → W )γ∈Γ whose domains Vγ
lie in H . By 10.11, V has a generating class consisting of the objects i(M)×T where
M is a manifold and T = y(W ) for a Weil algebra W . Hence, in order to show that
G is a generating class, it suffices to show that each such object i(M) × T is covered
by G . But since jointly epimorphic families are preserved by the left adjoint functor
(−)×T : V → V , it suffices to show that i(M) is covered byK = {i′(Knr) | n ∈ N, r ∈
9Here we use the fact that every C ∈ CC has a presentation C ∼= C∞(Rm)/J as required in [29, III.11.4],
and we note also that V (y(C), R) = V (y(C), y(C∞(R)) ∼= C∞-Ring(C∞(R), C) ∼= |C | (since C∞(R) is the
free C∞-ring on one generator) and that V (1, y(C)) = V (y(R), y(C)) ∼= C∞-Ring(C,R) ∼= Z(J), where
Z(J) ⊆ Rm is the set of all common zeroes of J .
10Indeed, we can show that successive pairs of statements are equivalent, using the Yoneda lemma and
the fact that 1 = y(R).
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(0,∞)}. But since i : Mf → V sends open covers to jointly epimorphic families [29,
III.9.4, III.4.C], it follows that i(M) is covered by the singleton class {i(Rn)} where
n is the dimension of M . Hence it suffices to show that i(Rn) is covered by K , so it
suffices to show that the inclusions Knr ↪→ Rn (r > 0) are sent by i′ : Mf′ → V to a
jointly epimorphic family in V . But the family consisting of the interiors K˚nr ↪→ Rn of
these subsets Knr is sent by i : Mf→ V to a jointly epimorphic family, and the result
follows.
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