We investigate weighted asynchronous cellular automata (wACAs) with weights in valuation monoids. These automata form a distributed extension of weighted finite automata (wFAs) and allow us to model concurrency. Valuation monoids are abstract weight structures that include semirings and (non-distributive) bounded lattices but also offer the possibility to model average behaviours. We prove that wACAs and wFAs which satisfy an I-diamond property are equally expressive. The main result of this paper gives a characterization of this expressiveness by weighted monadic second-order logic.
Introduction
During last decades, a fruitful connection between automata and logics was revealed. This process started with Büchi [3, 15] , who used finite automata (FAs) to obtain decidability results for logical problems. In particular, during his investigations, he characterized the expressive power of FAs, that is, the class of regular languages, by means of monadic second-order logic (MSO). However, FAs are suitable only for modelling qualitative systems.
The interest in modelling quantitative systems led to several specialized extensions of FAs such as probabilistic automata and lattice automata [23] . A more generic approach is provided by the theory of weighted automata [10] . A weighted automaton is essentially an FA with the additional feature that weights from an arbitrary semiring are assigned to each transition. Using the operations of the semiring such an automaton assigns weights to words. Although there is a well-developed theory of weighted automata and the first prominent result was established by Schützenberger [29] already in the 1960s, semiring weighted logic was not taken into account for a long time. Droste and Gastin [9] closed this gap by characterizing the expressiveness of weighted automata by weighted MSO (wMSO) logic. Nowadays, such logics are still an ongoing subject of research [1, 10] .
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Despite the very general nature of semirings, there are quantitative aspects which cannot be modelled in this framework of weighted automata. These are aspects such as the average consumption of some resource [5] or weights from -potentially non-distributive -bounded lattices [13] , which are used in multi-valued logics. Recently, Droste and Meinecke [11] introduced valuation monoids to capture this variety of possible weight structures within one uniform framework. They studied weighted automata over such structures and characterized their expressive powers by certain fragments of wMSO logic.
All the automaton models mentioned so far take words as input and can consequently model concurrency only as interleaving. A valuable concept for modelling distributed systems are traces [7] in combination with Zielonka's asynchronous cellular automata (ACAs) [32] . Generalizing Büchi's result, Thomas [30] characterized the expressiveness of these automata again by MSO logic. Later on, this connection was extended to infinite traces by Ebinger and Muscholl [14] .
Weighted ACAs (wACAs) with weights from a commutative semiring were introduced by Kuske [24] , who showed them to be equally expressive as weighted I-diamond automata as well as weighted automata with a trace-closed behaviour. Afterwards, Meinecke [26] characterized this expressive power by wMSO logic. The combination of these results [16] generalizes Büchi's theorem to a distributed and semiring weighted setting. This naturally raises the question whether a similar characterization also exists when the weights are taken from a valuation monoid instead of a semiring. Therefore, this paper is devoted to the investigation of that issue. More precisely, we figure out how many of the algebraic properties of semirings need to be retained.
The main results are as follows. First, we present wACAs over valuation monoids as a model for quantitative distributed systems. Moreover, we define weighted I-diamond automata for modelling the interleaving behaviour of such systems and show that both kinds of weighted automata are equally expressive. Second, we introduce wMSO logic over valuation monoids. The main theorem of this paper characterizes the expressiveness of wACAs by this logic. Altogether, we provide a joint extension of the results of Droste and Gastin [9] , Fichtner et al. [16] , and Droste and Meinecke [11] .
Background: traces and ACAs
This section is intended to give the necessary background in trace theory. For a more general overview, we refer the reader to [6, 7] .
Traces
Let be an alphabet, that is, a non-empty, finite set of actions. A -poset is a triplet s = (V , , λ) consisting of a non-empty set V , a partial order on V , and a labelling λ : V → . Throughout the whole article, we consider only finite -posets. The strict partial order corresponding to is denoted with . To every word w = a 1 . . . a n ∈ + , we assign a -poset lin(w) = (V , ≤, λ), where V = {1, . . . , n}, ≤ is the natural order on V , and λ(i) = a i .
The architecture of a distributed system is modelled by a graph (L, D) consisting of a nonempty, finite set L of locations and a symmetric and reflexive dependence relation D on L. For any ∈ L, the set of all m ∈ L with ( , m) ∈ D is denoted with D
( ). For the rest of this paper, we fix the graph (L, D).
A distributed alphabet ( , loc) is an alphabet together with a surjective location mapping loc : → L. For any location ∈ L, we denote the set loc −1 ( ) of all actions assigned to with . Note that ( ) ∈L is a family of mutually disjoint alphabets which completely determines the distributed alphabet ( , loc) and vice versa, c.f. [16, 24] . Usually, we will omit the location mapping loc if it is clear from the context and denote the distributed alphabet solely by .
A trace over ( , loc) is a -poset t = (V , , λ) satisfying two additional conditions for all x, y ∈ V , where loc t = loc •λ : V → L:
The set of all (isomorphism classes of) traces over ( , loc) is denoted with T( , loc), or just with T( ) if loc is clear from the context, and subsets L ⊆ T( , loc) are called trace languages.
To each word w = a 1 . . . a n ∈ + , we assign a trace trc(w) = (V , , λ) ∈ T( ), where V = {1, . . . , n}, λ(i) = a i , and is the transitive closure of
In this way, we obtain a surjective map trc : + → T( ). In case the system is not distributed because there is only one location, that is, |L| = 1, the order is the natural order on V , theposets lin(w) and trc(w) coincide, and the map trc :
+ → T( ) is a one-to-one correspondence between the sets of words and traces over . Thus, we can regard traces as a generalization of words.
Two words w, w ∈ + are trace equivalent if trc(w) = trc(w ). The independence relation I is given by
It is well known that two words are trace equivalent if, and only if, they are related by the least equivalence relation ∼ I on + satisfying uabv ∼ I ubav for all (a, b) ∈ I and u, v ∈ * . For the purpose of the running example in this article, we consider for each trace t = (V , , λ) ∈ T( ) the ratio between the times needed for the concurrent and the sequential execution of t, assuming that each action takes the same amount of time. Formally, this ratio is defined as
and can be regarded as a measure for the speedup gained by executing the actions of t in parallel, cf. [4] .
Example 2.1 Consider the architecture graph (L, D) of a distributed system and the distributed alphabet = {a, b, c} in Figure 1(a) , where the dashed arrows illustrate the location mapping. Let t ∈ T( ) be the trace whose Hasse diagram is depicted in Figure 1 (b). Since the longest chains in t contain six nodes, we have η(t) = 6 8 , that is, executing t in parallel takes only 75% of the time needed for sequential execution.
FAs and the I-diamond property
An FA over is a tuple M = (Q, I, T , F) consisting of a finite set Q of states, a transition relation T ⊆ Q × × Q, and two sets I, F ⊆ Q of initial and final states. A run of M on a word a 1 . . . a n ∈ + is a sequence σ = (q 0 , a 1 , q 1 )(q 1 , a 2 , q 2 ) . . . (q n−1 , a n , q n ) ∈ T n with q 0 ∈ I. The run σ is successful if q n ∈ F and the set of all successful runs of M on w is denoted with succ(M, w). The language recognized by M is the set L(M) of all words w ∈ + which admit a successful run.
A language L ⊆ + is trace closed if for all u, v ∈ + with u ∼ I v it holds that u ∈ L iff v ∈ L. A sufficient condition for an FA to recognize a trace-closed language is the I-diamond property. An FA M has this property if for all p, q, r ∈ Q and (a, b) ∈ I with (p, a, q), (q, b, r) ∈ T , there is some q ∈ Q such that (p, b, q ), (q , a, r) ∈ T . Consequently, FAs with the I-diamond property can be regarded as an automaton model for trace languages which treats concurrency as interleaving.
ACAs
ACAs [32] are a distributed extension of classical FAs. An ACA over is a tuple A = ((Q ) ∈L , I, (T ) ∈L , F) consisting of finite sets of local states Q and transition relations
× Q for each ∈ L as well as two sets I, F ⊆ ∈L Q of initial and final state configurations. The ACA A is deterministic if I is a singleton and each T is a partial map The run ρ is successful if there is some f = (f m ) m∈L ∈ F such that for every m ∈ L, we have either f m = write(r(x max )), where x max is the greatest (w.r.t. ) x ∈ V with loc t (x) = m or f m = ι m if no such x exists. The set of all successful runs of A on t is denoted with succ(A, t). The language recognized by A is the set L(A) of all traces t ∈ T( ) which admit a successful run. The connection between ACAs, deterministic ACAs, and FAs with the I-diamond property was established by Zielonka:
The following are equivalent:
L is recognizable by some deterministic ACA,
is recognizable by some deterministic FA which has the I-diamond property.
MSO logic on traces and words
For the rest of this section, we provide two disjoint infinite sets V 0 and V 1 of element and set variables, respectively. The syntax of MSO logic over the (distributed) alphabet is given by the grammar
where a ∈ , x, y ∈ V 0 , and
Then, for every MSO-formula ϕ, there is an obvious meaning of (s, α) |= ϕ under the assumption that variables from V 0 resp. V 1 range over elements resp. subsets of V and ≤ is interpreted by . In fact, this semantics only depends on α for those variables which are free in ϕ. In particular, if ϕ is a sentence, that is, a formula without free variables, then the validity of (s, α) |= ϕ does not depend on α at all. In this situation, we simply write s |= ϕ if (s, α) |= ϕ holds true for some arbitrary α. The trace language defined by an MSO-sentence ϕ is
Similarly, by identifying every word w ∈ + with the -poset lin(w), we obtain the notion of a w-assignment α, the meanings of (w, α) |= ϕ and w |= ϕ, and the word language
Finally, there is a close connection between these trace resp. word languages which are definable in MSO logic and those which are recognizable by automata. 
wACAs
In this section, we extend the model of ACAs by adding transition weights. As weight structures we consider valuation monoids, which were recently introduced by Droste and Meinecke [11] . The highlight of this section is a weighted version of Theorem 2.2.
Valuation monoids and wFAs
A valuation monoid is an algebraic structure (D, +, Val, 0) consisting of a commutative monoid (D, +, 0) and a valuation function Val : (1) (Q ∪ {−∞}, max, avg, −∞) and (Q ∪ {∞}, min, avg, ∞) where
(2) (Q ∪ {−∞}, max, disc λ , −∞) and (Q ∪ {∞}, min, disc λ , ∞) where λ ∈ Q + with 0 < λ < 1 and
The valuation monoids in (1) allow for modelling the average consumption of some resource, whereas those in (2) model discounting, that is, transition costs or rewards which decrease over time. Both aspects cannot naturally be captured by a semiring.
Before introducing wACAs, we recall the weighted automaton model of Droste and Meinecke [11] . and the behaviour of M is the mapping M : 
wACAs
In the definition of behaviour above, Val is used to combine the transition weights of a single run, whereas + is used to collect the weights of all different successful runs on one trace. Since there is no natural execution order of the transitions of an ACA, we require another property of valuation monoids.
Example 3.4 (Continues Example 3.1)
The valuation monoids in (1) and (4) are orderindependent, whereas those in (2) do not share this property. The structure in (3) is orderindependent precisely if K is commutative. Let X be a finite, non-empty set, (d x ) x∈X a family of values from D, and x 1 , . . . , x n an enumeration of X. Whenever D is order-independent, the value
does not depend on the order in which X is enumerated. Thus, we introduce the notation
for this value.
For the rest of this section, we fix a distributed alphabet and an order-independent valuation monoid (D, +, Val, 0).
and transition weight functions wt :
(Successful) runs of a wACA A and the sets succ(A, t) for t ∈ T( ) are defined as for the underlying ACA. The weight of a run
Definition 3.6 Let A be a wACA over and D. The behaviour of A is the function A : T( ) → D defined by
This definition suggests that maps T( ) → D are subject to our interest. Thus, they get the concise name trace series from now on. Those trace series which can occur as the behaviour of some wACA are of particular interest. Similarly, mappings + → D are called word series.
Example 3.7 (Continues Examples 2.1 and 3.2)
Let be the distributed alphabet from Example 2.1. Consider the wACA A η over and (Q ∪ {−∞}, max, avg, −∞) in Figure 3 which depicts the (local) FA in each location. A transition label of the form a, = s|d means that an a can only be executed if the automaton in location is in state s and the corresponding transition weight is d. Consequently, all transitions of the automaton in location C could also be labelled by c, A = p, B = q|1. Moreover, all state configurations are supposed to be initial as well as final. Once more, the wACA A η computes the function η, that is, for all t ∈ T( ) we have 
wFAs in the context of trace series
In order to use wFAs in the context of trace series, we are interested in those automata M with a trace-closed behaviour, that is, those M which satisfy
Example 3.8 (Continues Example 3.
2) The behaviour of M η is trace closed.
In general, it is undecidable whether the behaviour of a given wFA is trace closed [19] . This follows from the fact that the equivalence problem for wFAs over the tropical semiring (N ∪ {∞}, min, +, ∞, 0) is undecidable [22] . Therefore, let N be the valuation monoid corresponding to this semiring, cf. Example 3.1 (3). Since in case D = L × L every word series is trace closed, we explicitly assume the opposite. The main idea for showing this proposition is exactly the same as in the proof of Proposition 3.5 in [19] . Due to this undecidability result, syntactical properties of wFAs which are sufficient for a trace-closed behaviour are subject to our interest. The following definition is a straightforward adaption of the notion of I-consistency from [24] : 
The idea behind conditions (1) and (2) of Definition 3.10 is depicted in Figure 4 on the right. Consider states p, r ∈ Q and a pair (a, b) ∈ I of independent actions. Whenever there is a path from p to r labelled with ab, then this path is unique (via some unique q ∈ Q) and there is another unique path from p to r (via some unique q ∈ Q) labelled with ba. Moreover, both paths have the same weights, but in the opposite order. Intuitively, in this situation, the execution order of the independent actions a and b does not matter, as long as the valuation monoid is order-independent. Finally, condition (3) asserts that whenever the automaton could execute two independent actions The idea behind the I-diamond property is similar to the one behind the notion of I-consistency described above. However, paths from p to r labelled by ab or ba need not to be unique. Instead, we require that for each path (via some q ∈ Q) labelled by ab, there exists another path (via some q = f a,b p,r (q) ∈ Q) labelled by ba which has the same weights, but in the opposite order. Moreover, this correspondence between states q and q has to be one-to-one. This condition is similar to that in a semiring weighted setting [16] , where the transition matrices of independent letters are required to commute. But since valuation monoids provide less algebraic properties than semirings, we need the existence of the bijections f a,b p,r in order to prove the following lemma. p,r is a bijection, this construction yields a weight preserving one-to-one correspondence between succ(M, w) and succ(M, w ) which maps σ to σ . Finally,
shows the claim.
In order to formulate our first new result, we need to assign to each trace series S : The implication (2) ⇒ (3) was pointed out above and (3) ⇒ (4) is trivial. The implication (1) ⇒ (2) is shown below and (4) ⇒ (1) is proved in Section 3.5. In order to show M = trc −1 (S), consider a word w = a 1 . . . a n ∈ + and the trace t = trc(w) ∈ T( ). Let σ = (q 0 , a 1 , q 1 ) . . . (q n−1 , a n , q n ) ∈ T + be a successful run of M on w. For each i = 1, . . . , n, we put
where = loc(a). Then, ρ = (q 0 , r) is a successful run of A on t with wt(σ ) = wt(ρ). Moreover, this construction yields a weight preserving one-to-one correspondence between succ(M, w) and succ(A, t) mapping σ to ρ. Finally,
proves the claim.
The lexicographic normal form and loop-connected FAs
Before proving the remaining implication of Theorem 3.14, we need to introduce the lexicographic normal form and loop-connected FAs. The combination of both concepts was already used by Kuske [24] for a similar purpose. Moreover, loop-connected FAs are closely related to Ochmańsky's concurrent star operation and the coincidence of recognizability and c-rationality of trace languages [27] .
For the rest of this paper, we fix a linear order on L and denote the induced lexicographic order on L
+ by as well. To each w = a 1 . . . a n ∈ + , we assign the sequence loc(w) = loc(a 1 ) . . . loc(a n ) ∈ L + . A word w ∈ + is in lexicographic normal form if for all u ∈ + with w ∼ I u we have loc(w) loc(u). Thus, being in lexicographic normal form for a word w ∈ + only depends on loc(w). Let LNF = {w ∈ + |w is in lexicographic normal form} be the set of all words in lexicographic normal form. For every trace t ∈ T( ), there is exactly one word w ∈ LNF with t = trc(w). This word w is called the lexicographic normal form of t and denoted with lnf(t). Let M = (Q, I, T , F) be an FA over . A loop label of M is a word w = a 1 . . . a n ∈ + for which there are states q 0 , . . . , q n ∈ Q such that q 0 = q n and by {loc(a 1 ), . . . , loc(a n )} is connected. Note that the connectedness of w solely depends on loc(w). Finally, the FA M is loop-connected if all its loop labels are connected. The following lemma establishes a relationship between the lexicographic normal form and loop-connected FAs.
Lemma 3.15 [24] The set LNF ⊆ + is recognizable by some loop-connected FA.
Furthermore, there is a close connection between loop-connected FAs and ACAs which follows from a result of Kuske [24] Proof Let M be a loop-connected FA recognizing L and M an FA recognizing L . Using the standard direct product construction of M and M , we obtain an FA M ∩ recognizing L ∩ L . Since every loop label of M ∩ is also a loop label of M, the FA M ∩ is loop-connected as well.
Let ( , loc ) be another distributed alphabet over the same set L of locations. A map π : → is location preserving if loc(π(τ )) = loc (τ ) for all τ ∈ , or equivalently, if π( ) ⊆ for each ∈ L. We extend π to a map π :
For a language L ⊆ + , we take the preimage π −1 (L) ⊆ + into account, which is defined as usual by Proof Let M be a loop-connected FA over recognizing L. A standard construction from automata theory gives us an FA M over recognizing π −1 (L). For every loop label u ∈ + of M , the word π(u) is a loop label of M. Since connectedness of u only depends on loc (u) = loc(π(u)) and M is loop-connected, the FA M is loop-connected as well.
From wFAs to wACAs
This section is devoted to proving the missing implication (4) ⇒ (1) of Theorem 3.14 which is restated below. For this purpose, we fix an order-independent valuation monoid D for the rest of this section. Before giving a proof, we need to show that the class of behaviours of wACAs is closed under location preserving projections. Again, let be another distributed alphabet and π : → a location preserving map. For each trace u = (V , , μ) ∈ T( ) over the structure π(u) = (V , , π • μ) ∈ T( ) is a trace over . In this way, we extend π to a map π : T( ) → T( ). Moreover, for any trace series S : T( ) → D, we define another trace series π(S) :
S(u).
This sum is well defined since the preimage π −1 (t) of every trace t ∈ T( ) is finite. The operation mapping T( ) to T( ) defined this way (effectively) preserves the property of being the behaviour of some wACA. 
and put
Finally, we let
Our goal is to show, that the wACA
Therefore, consider a trace t = (V , , λ) ∈ T( ) and a successful run ρ = (ι , r ) of A on t. First, let ι = (q , υ 0 ) ∈L and put ι = (q ) ∈L . Moreover, for each x ∈ V let r (x) = ((p m , υ m ) m∈D( ) , a, (q , τ ) ) and put r(x) = ((p m ) m∈D( ) , τ , q ) and μ(x) = τ , where = loc(λ(x)). Then, ρ = (ι, r) is a successful run of A on the trace u = (V , , μ) ∈ π −1 (t) which satisfies wt(ρ) = wt (ρ ).
Using this construction, we obtain a weight preserving one-to-one correspondence between succ(A , t) and u∈π −1 (t) succ(A, u) which maps ρ to ρ. Thus,
S(u) = π(S)(t)
shows the claim. Now, we are prepared to prove Proposition 3.19. The main idea behind the desired construction is as follows: Given a trace t ∈ T( ) as input the wACA A simulates all successful runs of M on lnf(t) with their corresponding weights. Therefore, we first show that the set L of all successful runs of M on words in lexicographic normal form can be recognized by a loop-connected FA and afterwards construct A from a deterministic ACA recognizing trc(L).
Proof Let M = (Q, I , T , F , wt) be a wFA such that M = trc −1 (S). We consider the distributed alphabet ( , loc ) with = Q × × Q and loc (p, a, q) = loc(a) as well as the location preserving projection π : → , (p, a, q) → a. We denote both extensions of π to maps + → + and T( ) → T( ) with π as well, since the context of use will clarify possible ambiguities. Let we have π(σ ) ∈ LNF and loc (σ ) = loc(π(σ )), implying that σ is in lexicographic normal form. Thus, the sets L and trc(L) are in one-to-one correspondence by correlating σ with trc(σ ).
Next, we show that trc(L) is recognized by some deterministic ACA. Therefore, consider the set
of all successful runs of M. This set is recognized by the FA (Q, I, T , F) with
and we have
By Lemmas 3.15, 3.17, and 3.18, L is recognizable by some loop-connected FA and Lemma 3.16 implies that trc(L) is recognizable by some deterministic ACA.
Let A be such a deterministic ACA over . We extend A to a wACA A = (A , (wt ) ∈L ) by putting
Since A is deterministic each u ∈ trc(L) admits precisely one successful run of A and hence the behaviour of this wACA A is given by
Now, consider t ∈ T( ) and σ ∈ L. We have
where trc(π(σ )) = t implies π(σ ) = lnf(t) since π(σ ) is in lexicographic normal form and therefore unique. Since succ(M, lnf(t)) ⊆ L, we get a one-to-one correspondence between succ(M, lnf(t)) and π −1 (t) ∩ trc(L) correlating σ and trc(σ ). Using this correspondence, we obtain for every t ∈ T( )
lnf(t)) = S(trc(lnf(t))) = S(t).
Thus, S = π( A ) and, by Proposition 3.20, S is the behaviour of some wACA.
wMSO logic
The goal of this section is to characterize the class of trace series which can occur as the behaviour of some wACA by means of wMSO logic. Since valuation monoids neither provide an operation for interpreting conjunction nor a natural candidate for the truth value 'true', we need to extend them to product valuation monoids (pv-monoids) [11] . Again, the pv-monoids in (1a), (1b), and (4) are order-independent, those in (2) are not, and the one in (3) has this property only if case K is commutative. (D, +, Val, , 0, 1) . Again, we provide two disjoint infinite sets V 0 and V 1 of elementary and set variables, respectively. The syntax of wMSO logic over and D is given by the grammar
pv-monoids and wMSO logic for -posets
d 1 ⊕ d 2 = avg (d 1 , d 2 ), avg (d 1 , . . . , d n ) = avg(d i |1 ≤ i ≤ n, d i = ∞) in
For the rest of this section, we fix a (distributed) alphabet and an order-independent pvmonoid
where d ∈ D, a ∈ , x, y ∈ V 0 , and X ∈ V 1 . The logic consists of two kinds of formulae: boolean formulae β and wMSO-formulae ϕ. A wMSO-sentence is a wMSO-formula without free variables.
Let s = (V , , λ) be a -poset and α an s-assignment. For x ∈ V 0 and v ∈ V , we define another
Similarly, we define α[X/U] for X ∈ V 1 and U ⊆ V . The semantics JϕK of a wMSO-formula ϕ assigns an element of D to each pair (s, α) consisting of a -poset s and an s-assignment α and is defined inductively on the structure of ϕ as follows: JdK(s, α) = d and
Every boolean formula β is an MSO-formula in the sense of Section 2.4. By induction on the construction of β, we can show that
Note that the boolean formulae include neither disjunction nor existential quantification. Even worse, for two boolean formulae β and β , the values of Jβ ∨ β K(s, α), J∃x βK(s, α) , and J∃X βK(s, α) do not need to be 0 or 1. However, the following abbreviations provide the semantics we expect from such logical connectives:
Moreover, equality of two element variables x and y can be tested using the formula x ≤ y ∧ y ≤ x. Example 4.2 For every boolean formula β, wMSO-formula ϕ, -poset s, and s-assignment α, we obtain
Thus, the formula ¬β ∨ (β ∧ ϕ) models a weighted implication. In the following, we consequently abbreviate it by β → ϕ.
By the definition of the semantics, JϕK(s, α) only depends on α for those variables which are free in ϕ. In particular, if ϕ is a sentence, then JϕK(s, α) does not depend on α at all and we denote this value with JϕK(s).
wMSO logic for traces and the main result
In the rest of this paper, we use the wMSO logic from the previous section to define trace series and study their relationship to the behaviours of wACAs. 
For any trace t = (V , , λ) ∈ T( ) and t-assignment α, we obtain
is linearly ordered by , −∞ otherwise, and
Altogether, the semantics of conjunction and existential quantification yield
In fact, for every wACA A, there exists some wMSO-sentence ϕ such that A = JϕK t . However, in general, the converse of this statement fails as the full logic is more expressive than wACAs [9, 11, 16] . Thus, we consider several fragments of wMSO logic for which -under some assumptions on the pv-monoid -the converse holds true. A wMSO-formula ϕ is almost boolean if it belongs to the smallest class of wMSO-formulae containing all boolean formulae and all constants d ∈ D which is closed under conjunction and disjunction. Furthermore, ϕ is ∀-restricted if for all of its subformulae of the shape ∀x ψ the formula ψ is almost boolean. Finally, ϕ is strongly ∧-restricted if for every subformula ψ 1 ∧ ψ 2 of ϕ the formulae ψ 1 and ψ 2 both are almost boolean or at least one of them is boolean. Figure 5 . The left one shows the claim for (1a) and (1b), the right one for (2) and (3), and both of them are possible for (4).
So far, the definition of regularity of pv-monoids has a drawback: it seems to depend on the alphabet . In fact, this is not the case as the following lemma shows. Proof Let M = (Q, I, T , F, wt) be a wFA over such that M (w) = d for all w ∈ + and fix some a 0 ∈ . We consider the wFA M = (Q, I, T , F, wt ) over with
For any u ∈ + , we obtain
where a 0 a 0 . . . a 0 is meant to be the unique word consisting entirely of a 0 's which has the same length as u .
The first part of our main theorem is stated by the proposition below which is proved as part of Theorem 4.12 in Section 4.3.
Proposition 4.7 Let D be a regular order-independent pv-monoid and S : T( ) → D a trace series. Then, S is the behaviour of some wACA if, and only if, S is the trace semantics of some ∀-restricted and strongly ∧-restricted wMSO-sentence.
As a next step, we extend the fragment of the logic by loosening the restrictions imposed on conjunctions. On the other side, we require more properties of the pv-monoid in order to get another result similar to Proposition 4.7.
A wMSO-formula is ∧-restricted if for every subformula of the shape ψ 1 ∧ ψ 2 the formula ψ 1 is almost boolean or ψ 2 is boolean. Clearly, this condition is weaker than that for strongly ∧-restricted formulae.
A pv-monoid D is left-distributive if distributes over + from the left, that is,
and one of the two equations
and
Example 4.8 (Continues Example 4.1)
The pv-monoids in (1a), (2) , and (3) are all leftdistributive. Those in (1a) satisfy Equation (L2) and those in (2) and (3) satisfy Equation (L3). The structure in (1b) is not left-distributive, for it does not satisfy any of the three equations. Although the pv-monoid in (4) meets the conditions in Equations (L2) and (L3), it is only left-distributive in case L is a distributive lattice.
Note that every left-distributive pv-monoid is regular. More specifically, the wFA depicted in Figure 5 (a) shows that every pv-monoid satisfying Equation (L2) is regular, and Figure 5 (b) does so for Equation (L3).
The subsequent proposition states the second part of our main theorem. As a final step, we want to further extend the logic by once more loosening the restrictions imposed on conjunctions.A wMSO-formula is commutatively ∧-restricted if for every subformula ψ 1 ∧ ψ 2 the formula ψ 1 is almost boolean or all constants d 1 ∈ D appearing in ψ 1 commute w.r.t. with all constants d 2 ∈ D occurring in ψ 2 , that is, they satisfy
Since boolean formulae do not contain any constants, every ∧-restricted formula is also commutatively ∧-restricted.
Again, we need to assume more properties of the pv-monoid D. If is associative and distributes over + (from both sides), then (D, +, , 0, 1) is a semiring and we call (D, +, Val, , 0, 1) a valuation semiring. Moreover, D is conditionally commutative if The main result of our paper is the collection of Propositions 4.7, 4.9, and 4.11. To have it at a glance, we restate it in one single theorem as given below. We prove this theorem using a technique which was introduced by Ebinger and Muscholl [14] . The main idea is to reduce it to the analogue characterization for word series by a translation of formulae. The result on words was recently shown by Droste and Meinecke [11] and is presented in the next section.
wMSO logic for words and its connection to wMSO logic for traces
In the previous section, we assigned to each wMSO-sentence ϕ a trace series JϕK t and claimed a relationship between this formalism and wACAs. Recently, Droste and Meinecke [11] did the same for word series defined by wMSO logic and wFAs.
Note that the definition of the semantics of wMSO logic requires order independence of the pv-monoid only for universal quantification. Strictly speaking, it is only needed for defining J∀x ϕK(s, α), since Val is order-independent on {0, 1} for every pv-monoid. Thus, if the -poset s is actually a linearly ordered set, we can replace the definition by
where v 1 , . . . , v n is the ascending enumeration of the elements of s, and drop the assumption of order independence. In particular, for every wMSO-sentence ϕ and any word w ∈ + , the meaning of JϕK(lin(w)) is well-defined even if D is not order-independent. This semantics coincides with that of Droste and Meinecke [11] , who gave the following characterization. In order to deduce the main theorem from this result, we establish a connection between wMSO logic on traces and words. Together with Theorems 3.14 and 4.14, this implies Theorem 4.12. Moreover, if ϕ is ∀-restricted (resp. strongly ∧-restricted, resp. ∧-restricted, resp. commutatively ∧-restricted), then ψ can be chosen to have the same property and vice versa.
Both directions are shown individually, but the main ideas for the corresponding proofs are very similar. For the implication (1) ⇒ (2), we construct a boolean formula β 1 (x, y) such that for all words w ∈ + and w-assignments α we have
By simultaneously replacing all subformulae of the shape x ≤ y in some wMSO-formula ϕ by β 1 (x, y), we obtain another formula ψ which satisfies
Clearly, if ϕ is a sentence with JϕK t = S, then ψ is a sentence with JψK w = trc −1 (S). The key idea behind the construction of β 1 (x, y) is given by the equivalence of (1) and (4) in the following lemma which is commonly known in the trace community, cf. [6] . Therein, N = |L|. Lemma 4.16 Let w ∈ + , t = trc(w) = (V , , λ), and
For all i, j ∈ V the following are equivalent: and k 0 , . . . , k r−1 , k s , . . . , k n is a shorter path from i to j. This contradicts the minimality of the path P. Now, the desired boolean formula β 1 (x, y) is given by
Conversely, for the direction (2) ⇒ (1), we once more use the lexicographic normal form which was introduced in Section 3.4. For any wMSO-sentence ψ, we construct another sentence ϕ such that for each trace t ∈ T( ), we obtain
Therefore, we are interested in a boolean formula β 2 (x, y) satisfying
for every word w ∈ LNF in lexicographic normal form and w-assignment α. Then, we obtain ϕ by replacing x ≤ y in ψ by β 2 (x, y). The main idea for constructing β 2 (x, y) is given by the subsequent lemma, cf. [6] . 
Proof The implication (2) ⇒ (1) is trivial, since is the transitive closure of the relation E from the previous lemma and hence a suborder of ≤.
For the converse direction, consider the least k ∈ V w.r.t. ≤ such that i ≤ k and k j. If i k, then i j by transitivity of . Therefore, let us assume that i k and hence i < k. All k ∈ V with i ≤ k < k satisfy (k , k) ∈ E, as the opposite would imply k j, contradicting the minimality of k. Thus, for those k , we have (loc t (k ), loc t (k)) ∈ D and the word u = a 1 . . . a i−1 a k a i . . . a k−1 a k+1 . . . a n , where w = a 1 . . . a n , satisfies w ∼ I u. Since w is in lexicographic normal form, we obtain loc t (i) loc t (k). Finally, (loc t (i), loc t (k)) ∈ D implies loc t (i) = loc t (k).
As this relationship between ≤ and is recursive in ≤, we cannot directly use it to define β 2 (x, y), but need to unfold the recursion first. Therefore, consider w ∈ LNF and t = trc(w) = (V , , λ). We construct a sequence R (1) , . . . , R (N) of binary relations on V as follows:
and for n = 1, . . . , N − 1 we let R (n+1) be the set of all pairs (i, j) ∈ V × V satisfying one of the following two conditions:
(1) i j or (2) there is some k ∈ V such that loc t (i) ≺ loc t (k), (k, i) ∈ R (n) , and k j.
Moreover, let 1 · · · N be the descending enumeration of L. Using Lemma 4.17 and a straight forward induction on n = 1, . . . , N, we can show that for all i, j ∈ V with loc t (i) n , the following are equivalent:
(1) i ≤ j, (2) (i, j) ∈ R (n) .
In particular, for n = N, we obtain i ≤ j iff (i, j) ∈ R (N) for all i, j ∈ V . Now, we translate the relations R (n) into a sequence of formulae γ (n) (x, y) as follows: 
Discussion
In this paper, we introduced wACAs and wMSO logic for traces with weights from orderindependent valuation monoids and studied their relationship. Depending on the properties of the valuation monoid, in Theorem 4.12, we showed that these automata are equally expressive as several fragments of this logic. Moreover, since all our proofs are constructive, there are effective translations between automata and logical formulae, for traces as well as for words, in all directions. In particular, this enables us to transform sentences of wMSO for traces into wACAs and hence the latter can be regarded as an operational model for the semantics of the former. Moreover, we can reduce the decision problem whether some wACA satisfies a specification that is given by a sentence in wMSO to the equivalence problem for wFAs. Under the assumption that the latter problem is decidable for the valuation monoid under consideration, this allows for some kind of quantitative model checking of distributed systems. For instance, this is possible for computable fields and arbitrary bounded lattices, cf. [9, 13] . Unfortunately, for the tropical semiring, and hence the pv-monoids from Example 4.1 (1a) as well, this problem is undecidable.
Like many other results, which were lifted from words to traces in a similar way, this once more showed that the latter are a robust generalization of the former for modelling concurrency. Furthermore, in the unweighted situation, many results for infinite words were extended to infinite traces. However, it is not clear yet whether similar extensions are possible in a weighted setting, neither for (complete) semirings nor ω-valuation monoids. Since there is no suitable (lexicographic) normal form for infinite traces, new techniques will be necessary for proving analogues of Theorems 3.14 and 4.12, as this was already the case in the boolean setting, cf. [14] .
Furthermore, Droste and Meinecke [12] gave another characterization of the expressive powers of wFAs over valuation monoids by weighted rational expressions. This generalizes the KleeneSchützenberger theorem [29] , a semiring weighted version of Kleene's theorem [21] . Both of these two results were already lifted to the trace level, the former by Droste and Gastin [8] and the latter by Ochmańsky [28] , but the corresponding problem for weights from a valuation monoid is still open. Perhaps, it can be solved using a technique of Kuske [25] , who deduced Droste and Gastin's characterization from Ochmańsky's theorem.
Finally, message sequence charts (MSCs) provide a more generic framework for modelling distributed systems. FAs for MSCs and MSO logic over such structures were proven to be equally expressive, in an unweighted [17] as well as in a semiring weighted setting [2] . This naturally raises the question whether we can generalize these results to a situation with weights from a valuation monoid.
