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MOTIVIC LOCAL DENSITY
ARTHUR FOREY
Abstract. We develop a theory of local densities and tangent cones in a mo-
tivic framework, extending work by Cluckers-Comte-Loeser about p-adic local
density. We prove some results about geometry of definable sets in Henselian
valued fields of characteristic zero, both in semi-algebraic and subanalytic lan-
guages, and study Lipschitz continuous maps between such sets. We prove
existence of regular stratifications satisfying analogous of Verdier condition
(wf ). Using Cluckers-Loeser theory of motivic integration, we define a notion
of motivic local density with values in the Grothendieck ring of the theory
of the residue sorts. We then prove the existence of a distinguished tangent
cone and that one can compute the local density on this cone endowed with
appropriate motivic multiplicities. As an application, we prove a uniformity
theorem for p-adic local density.
1. Introduction
Notions of local densities have been developed in various contexts since their
introduction by Lelong in [24]. We recall what is known in the complex and real
cases. Denote by λd the Lebesgue measure on R
n of dimension d and Bn(a, r) the
ball around a ∈ Rn of radius r. If X ⊆ Rn of dimension d and a ∈ X , the local
density of X at a is the limit, if it makes sense,
Θd(X, a) = lim
r→0
λd(X ∩Bn(a, r))
λd(Bd(0, r))
.
In [24], Lelong first shows the existence of the limit if X is a complex analytic
manifold of real dimension d. In this complex case, Thie in [31] expresses the local
density as a sum of the local densities of components of the tangent cone of X at a
with multiplicities, which implies that Θd(X, a) is a positive integer. Then in [17],
Draper interprets the local density as the algebraic multiplicity of the local ring of
X at a.
In [23], Kurdyka and Raby study the real subanalytic case and show the existence
of the local density ifX is real subanalytic. They prove an analogous of Thie’s result
by expressing it as a finite sum of densities of components of the positive tangent
cone, with multiplicities, but the local density is no longer an integer. Lion gives
in [25] a geometric interpretation of the local density using the Cauchy-Crofton
formula and proves existence of the density of semi-pfaffian sets. Comte, Lion and
Rolin show in [11] that the local density viewed as a function of the base point
is a log-analytic function. In fact Kurdyka and Raby approach works in any real
o-minimal setting, see for example [12] for a proof of the existence of local density
in this setting.
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Cluckers, Comte and Loeser study in [2] the local density in a p-adic context.
They show the existence of a notion of local density for a semi-algebraic or suban-
alytic subset X ⊆ Kn, where K is a finite extension of the field of p-adic numbers
Qp. The definition is more subtle than just the analogous of the real one, with
Lebesgue measure replaced by Haar measure, because the limit does not exist in
general. However, one can consider the following sequence of normalized volumes
θn =
µd,K(X ∩B(a, n))
µd,K(B(0, n))
,
where µd,K is the Haar measure on K
d, extended to Kn and
B(a, n) = {x ∈ Kn | ord(x− a) ≥ n}
is the ball around a of valuative radius n. Then they show that there exists an
integer e > 0 such that for any i = 0, ..., e − 1, the sequence (θi+ke)k≥0 converges
to some di. Then they define the local density of X at a as the mean value
ΘKd (X, a) =
1
e
e−1∑
i=0
di.
In this p-adic setting, there is no natural notion of tangent cone, therefore they
are led to study for any Λ, a multiplicative subgroup of K× of finite index, a Λ-
tangent cone. They show that for a given X , for Λ small enough, all the Λ-tangent
cones coincide, hence there exists a distinguished tangent cone. Then they assign
multiplicities to the tangent cone and show as in the real case that the local density
can be computed on this tangent cone with multiplicities. One should point out that
in [2], two different notions of multiplicities are introduced and claimed to coincide
but it is not the case, see Section 6.1 ; only the most naive one using cardinality of
fibers over the tangent cone leads to the correct notion of multiplicities.
In this paper, we generalize this notion. Fix L = C((t)) the field of formal
Laurent series over the complex numbers. In this introduction, we limit ourself
to this field for simplicity, but in the next sections we work in greater generality,
considering some Henselian fields of characteristic zero and all residue characteristic.
We also do not work with a single fixed field but with a tame or mixed tame theory
of fields, see Section 2.1. Consider the three sorted language of Denef-Pas, with
one sort for the valued field L, with the language {0, 1,+,−, ·, t}, one sort for the
residue field kL = C with the language {0, 1,+,−, ·} and one sort for the value
group Z with the Presburger language
{
0,+,≤, {≡n}n≥1
}
, where ≡n is a binary
relation for congruence modulo n. We also add a function ord : L× → Z which is
interpreted as the valuation on K× and a function ac : L× → kL which we interpret
by the angular component
ac
∑
i≥i0
ait
i
 = ai0 if ai0 6= 0.
In this introduction, by definable we mean definable in this first order language.
Consider K0(VarC), the Grothendieck group of varieties over C. By variety, we
mean a separated scheme of finite type over C but a more naive definition would
lead to the same group. Recall that K0(VarC) is the abelian group generated by
symbols [X ] for X a variety with relations
[X ] = [Y ] + [X\Y ],
where Y is a closed subvariety of X . The cartesian product induces a product on
K0(VarC), making it a commutative ring (with unity the class of a point). Denote
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L = [A1
C
] the class of the affine line and consider the localization
MC = K0(VarC)
[
L−1,
{
1
1− L−i
}
i>0
]
.
In [8], Cluckers and Loeser assign to some definable subsets X of Ln an element of
MC, called the motivic volume of X . They define more generally a whole class of
so-called motivic constructible functions that are stable under integration and with
good properties like Fubini’s theorem, change of variable formula and integration
with respect to parameters. Denote µd the d-dimensional measure defined in [8], and
let Bn(a,m) = {x ∈ Ln | ord(x− a) ≥ m}, the n-dimensional ball around a ∈ Ln
of valuative radius m ∈ Z. Fix X ⊆ Ln definable of dimension d, a ∈ Ln and define
the sequence of normalized volumes by
θm =
µd(X ∩Bn(a,m))
µd(Bd(0,m))
∈ MC.
We prove that there exists an integer e > 0 such that for any i = 0, 1, ..., e− 1, the
subsequence (θi+ke)k≥0 converges to some di ∈ MC for the dimension topology.
We then define the motivic local density of X at a by
Θd(X, a) =
1
e
e−1∑
i=0
di ∈ Q⊗MC.
This periodic convergence can occur even if X is an algebraic set, for example the
set X =
{
x2 = y3
}
has a density of 1/2.
In order compute the local density of the tangent cone, we have to consider
Λ-tangent cones CΛa (X) for all Λ for the form
Λn =
{
λ ∈ L× | ac(λ) = 1, ord(λ) ≡ 0 mod n
}
.
We are able to show that there is a distinguished tangent cone, that is, there is
a Λ such that for any smaller Λ′, CΛ
′
a (X) = C
Λ
a (X). This distinguished tangent
cone captures the local properties of X at a, in the sense that one can compute the
local density of X at a on this cone. To do so, one needs to assign multiplicities
to this cone. Whereas in the p-adic case the multiplicities are integers, here the
multiplicities need to be some motives. In order to define the multiplicities, we
partition X into graphs of 1-Lipschitz functions parametrized by (a definable of)
the residue field. This allows us to define the tangent cone with multiplicities which
is a motivic constructible function of support CΛa (X). Our main Theorem 3.25 is
an analogue of respective theorems of Thie, Kurdyka-Raby and Cluckers-Comte-
Loeser, stating that the local density of X is the local density of its tangent cone
with multiplicities. By the specialization principle of Cluckers-Loeser, this implies
a uniformity result for p-adic local density.
In Section 2, we define the framework of (mixed-)tame theories, prove some
results about Lipschitz continuous function, a weak curve selection lemma and
recall the setting of Cluckers-Loeser theory of motivic integration. In Section 3, we
define the motivic local density and the tangent cone with multiplicities in order
to state our main theorem. Section 4 is devoted to establishing the existence of
regular stratification satisfying analogies of Verdier condition (wf ). Section 5 is
devoted to the proof of the main theorem. In Section 6, we first show how our
results specialize to the p-adic case and then prove a uniformity theorem for p-adic
local density.
I would like to thank my advisor Franc¸ois Loeser for suggesting me to work
on this subject and many useful pieces of advice. I would also like to thank Raf
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Cluckers and Georges Comte for useful discussions. I also thank the referee for the
numerous comments.
2. Preliminaries
2.1. Tame theories of valued fields. A discretely valued field K is a field with
a surjective group homomorphism
ord : K× → Z,
extended by ord(0) =∞ and satisfying for all x, y ∈ K×,
ord(x+ y) ≥ min {ord(x), ord(y)} .
A ball inK is a set of the form {x ∈ K | ord(x− a) ≥ α} for some a ∈ K and α ∈ Z.
The collection of all balls of K forms a basis of the so-called valuation topology on
K. The field K is called Henselian if the valuation ring OK is Henselian. Write
MK for the maximal ideal of OK .
Definition 2.1. Fix p to be either 0 or a prime number, and an integer e. A
(0, p, e)-field is a Henselian discretely valued field K of characteristic 0, of residue
characteristic p, together with a chosen uniformizer ̟K of the valuation ring OK
of K, such that either 0 = p = e or p > 0 and the ramification degree is e, that is,
ord(̟eK) = ord(p) = e.
We will always identify the value group of a (0, p, e)-field with Z. For example,
Qp with p as uniformizer is a (0, p, 1)-field. A (0, p, e)-field comes with higher order
angular components maps, defined for n ≥ 1,
acn : K
× → Rn,K := OK/M
n
K , x 7→ ̟
−ord(x)
K x mod M
n
K ,
extended by acn(0) = 0. Write ac = ac1, note that the maps acn are multiplicative
on K and coincide on OK with the natural projection OK → Rn,K . Note also that
R1,K = kK is the residue field of K. We call the Rn,K the residue rings of K.
Definition 2.2 (First order language). We define now the semi-algebraic language
that we will use to describe subsets of (0, p, e)-fields. Let Lhigh the first order
language consisting of one sort for the valued field, one sort for the value group,
and one sort for each residue ring. On these sorts, Lhigh consists of the language
of rings (0, 1,+,−, ·) and a symbol π for the uniformizer on the valued field, the
language of Presburger arithmetics (0, 1,+,−,≤, {· ≡ · mod n}n>1) on the value
group, the language of rings on each residue ring, a symbol ord for the valuation
map, symbols acn for the higher order angular components, and for n ≥ m, the
symbol pn,m for natural projection between residue rings Rn and Rm. We will also
use the Denef-Pas language LDP which is the restriction of Lhigh with only three
sorts : one for the valued field, one for the value group and one for the residue field
and only one angular component ac.
Any (0, p, e)-field has a natural interpretation as Lhigh-structure. Let T(0,p,e) the
Lhigh-theory of sentences true in every (0, p, e)-field. As concrete list of axioms
that implies this theory can be found in the work of Pas [29], in particular, T(0,p,e)
eliminates field quantifiers.
Let L a language with the same sorts as Lhigh, containing Lhigh, and T be an
L-theory containing T(0,p,e).
The following axioms will be about properties of every model K of T , even those
which are not (0, p, e)-fields (this happens if the value group is not isomorphic to Z).
By abuse of notation, we will often identify K, a model of T , with the associated
valued field K.
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We call the sort for the valued field the main sort, and the other ones the auxiliary
sorts. We call the collection of all the sorts for the residue rings the residue sorts.
We will need the following notion of k-partition, in order to work piecewise over
the residue rings.
Definition 2.3 (Definable k-partition). If X is a definable set of a model K of T ,
a definable k-partition of X is an injective definable function
g : X →
s∏
i=1
Rni,K ,
for some integers ni ≥ 1. A fiber of g is called a k-part of X .
Given two definable k-partitions g and g′ of X , g′ is said to be a refinement of
g if every k-part of X for g′ is included into a k-part of X for g. It is clear that
given two definable k-partitions, we can find a third one which is a refinement of
the two others.
If X ⊆ A×B, and b ∈ B, we denote the fiber of X over b by
Xb := {a ∈ A | (a, b) ∈ X} .
Definition 2.4 (Jacobian property for functions). Let K be a model of T(0,p,e).
Let F : X ⊆ K → K be a function. We say that F has the Jacobian property on
X if for every ball B ⊆ X , either F is constant on B, or the following properties
hold :
(1) F is injective on B and F (B) is a ball,
(2) F is C1 on B with derivative F ′,
(3) F ′ is nonzero on B and ord(F ′) is constant on B,
(4) for all x, y ∈ B with x 6= y, we have
ord(F ′) + ord(x− y) = ord(F (x) − F (y)).
Moreover, if n > 0 is an integer, we say that F has the n-Jacobian property if the
following additional conditions hold :
(6) acn(F
′) is constant on B,
(7) for all x, y ∈ B with x 6= y, we have
acn(F
′) · acn(x− y) = acn(F (x) − F (y)).
Definition 2.5 (Jacobian property for T ). Say that the Jacobian property holds
for the L-theory T if any model K satisfies the following. For any integer n ≥ 1,
any definable function F : X ⊂ K × Y → K, there is a definable k-partition of X
such that for any y ∈ Y and any k-part of Xy, the restriction of F to this set has
the Jacobian property. In more explicit terms, if g is the function witnessing the
k-partition, then for every ξ and every y ∈ Y , then
x ∈ g−1(ξ)y 7→ F (x, y)
has the Jacobian property.
The following definition translates the stable embedding of the value group and
orthogonality between value group and residue rings.
Definition 2.6 (Split). Say that the theory T splits if the following holds. For
any model K, with valued field K, value group Γ, and residue rings Rn,K , we have
:
(1) any K-definable subset of Γr is Γ-definable in the language (+,−, 0, <),
(2) any definable subset X ⊆ Γr×
∏s
i=1 Rni,K is equal to a finite disjoint union
of Yi ×Zi where the Yi are definable subsets of Γr and the Zi are definable
subsets of
∏s
i=1 Rni,K .
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The notion of b-minimality has been introduced in [7], it is closely related to the
concept of cell decomposition. It is shown in [10], Corollary 3.8 that the following
notion of finite b-minimality implies b-minimality.
Definition 2.7 (Finite b-minimality). Call T finitely b-minimal if the following
holds for any model K. Each locally constant definable function g : K → K has
finite image, and for any definable set X ⊆ K×Y → K, where Y ⊆ Kn is definable,
there exists an integer ℓ ≥ 1, a k-partition of X
g : X → A,
a definable function
c : Y ×A→ K,
and a definable B ⊆ Γ×Y such that for every ξ ∈ A and y ∈ Y such that if g−1(ξ)y
is nonempty, g−1(ξ)y is either
(1) equal to the singleton {c(y, ξ)},
(2) equal to the ball {x ∈ K | acℓ(x− c(y, ξ)) = ζ, ord(x − c(y, ξ)) ∈ By} where
ζ is one of the component of ξ.
In the first case, we say X is a 0-cell, in the second we say it is a 1-cell. We call c
the center of the cell, although it is not necessarily unique and does not need to lie
in the cell. We say that the set g−1(ξ)y is in c(y, ξ)-config.
The abstract notion of tame theories is introduced by Cluckers and Loeser in
[10], but examples of such theories were already previously considered, see Example
2.9 below.
Definition 2.8 (Tame theory). Let T a theory containing T(0,p,e) in a language L
with the same sorts as Lhigh, which splits, is finitely b-minimal, has the Jacobian
property and has at least one (0, p, e)-field as a model. Then we call T a tame
theory of fields if e = 0 and a mixed tame theory of fields if e > 0.
If T is an L-theory with he same sorts as LDP, contains T(0,0,0), splits, is finitely
b-minimal and has the Jacobian property, we also call T a tame theory of fields. A
T -field is a model of T that is a (0, p, e)-field.
Example 2.9. (1) The first examples of (mixed) tame theory are given by Pas
in [28] and [29] : the theory T(0,p,e) is a (mixed) tame theory of fields. This
is the semi-algebraic example.
(2) We now define an analytic language. LetK a (0, p, e)-field. LetK{x1, ..., xn}
the ring of formal power series
∑
i∈N aix
i over K such that ord(ai) goes to
+∞ when the i goes to +∞. If K is complete, this coincide with power
series converging on OnK . Then let LK,an the language Lhigh with a func-
tion symbol for each element of K{x1, ..., xn} (for all n > 0). Then each
(0, p, e)-complete extension L of K has a natural LK,an-structure, a func-
tion f ∈ K{x1, ..., xn} is interpreted as the corresponding function OnL → L
and extended by 0 outside OnL. Let TK,an the theory of all such fields L.
Then TK,an is a (mixed) tame theory by [6].
(3) More generally, for every analytic structure defined in [5], with associated
language L and theory T , if T has a (0, p, e) model, then T is a (mixed)
tame theory.
(4) Let T a (mixed) tame theory in a language L, and R be a subring of a
T -field. Let L(R) the language L with additional constant symbols for
elements of R. Any T -field that is an algebra over R and with ord and acn
extending the one on R, can be viewed as an L(R)-structure. Let T (R) the
L(R)-theory of such structures. Then T (R) is a (mixed) tame theory, by
[10], Proposition 3.11.
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2.2. Definable subassignments. Fix a (mixed-)tame theory of fields T . Fix
n, ℓ, s some nonnegative integers, and r = r1, . . . , rℓ a tuple of ℓ nonnegative inte-
gers. Define h[n, r, s] to be the functor form the category of T -fields to the category
of sets sending any T -field K to
h[n, r, s](K) = Kn ×Rr1,K × · · · × Rrℓ,K × Z
s.
A definable subassignment of h[n, r, s] is the data for every T -fieldK of a subsetXK
of h[n, r, s](K) such that for some L-formula ϕ (with free variables of corresponding
lengths), XK = ϕ(K). Most often, we will just say that X is definable and call XK
a definable subset. A definable function f : X → Y is a definable subassignment G
such that G(K) is the graph of a function fK : XK → YK .
As usual in model theory, we fix a T -field K with residue rings sufficiently
saturated, such that the study of definable subassignments X in T is reduced to
the study of definable subsets XK
2.3. Dimension theory. A (mixed-)tame theory is b-minimal in the sense of [7],
see [10, Corollary 3.8]. In particular, one can use dimension theory for definable in
b-minimal theories. Fix a (mixed-)tame theory T and a T -field K. The dimension
of a definable set X ⊆ Kn is the biggest d such that for some coordinate projection
p : Kn → Kd, p(X) contains an open ball of Kd (with convention dim(∅) = −∞).
If X ⊆ Kn×S, where S is a product of residue rings and Zs, then the dimension
of X is the dimension of p(X) with p the projection to Kn.
If f : X → Y is definable, then the dimension of X over Y (also called dimension
of X relatively to Y ) is the maximum of the dimensions of the fibers f−1(y) over
y ∈ Y . Denote dim(X) the dimension of X and dim(X/Y ) the dimension of X
over Y (which depends implicitly on f).
If X is a definable subassigment, it may happen that dim(XK) 6= dim(XL)
for K and L two T -fields. For example, for X =
{
x | x2 + 1 = 0
}
, K = R((t)),
L = C((t)), then dim(XK) = −∞ and dim(XL) = 0.
Hence we define dim(X) to be the maximum of the dim(XK) for K a T -field.
However, if K has its residue rings sufficiently saturated, then dim(X) = dim(XK),
hence we will ignore this subtlety in the rest of the paper.
Here are some properties of the dimension that we will use thorough the paper.
Proposition 2.10 ([7, Propositions 4.2 and 4.3]). LetW,Y, Z be definable, X,X ′, C
be definable over Y , with X,X ′ ⊆ C, and f : X → X ′ definable over Y (that is,
commuting to projections to Y ). Then
• dim(A ∪B/Y ) = max {dim(A/Y ), dim(B/Y )},
• dim(W × Z) = dim(W ) + dim(Z),
• dim(X) ≥ dim(f(X),
• For each integer d ≥ 0, the set Sf (d) =
{
x′ ∈ X ′ | dim(f−1(x′)/Y ) = d)
}
is definable and
dim(f−1(Sf (d))/Y ) = dim(Sf (d)/Y ) + d,
with convention −∞+ d = −∞,
• if Y is contained in some auxiliary sorts, then dim(X/Y ) = dim(X).
2.4. We fix a (mixed-)tame theory of fields T and K a T -field.
We will use either additive or multiplicative notation for the value group, de-
noting respectively ord(x) and |x| = e−ord(x) the valuation and the absolute value
of an element x ∈ K. It is a purely conventional matter; depending on the con-
text one might be more readable than the other. If x = (xi)i ∈ K
n, we set
ord(x) = mini ord(xi), this defines a topology on K
n. If X ⊆ Kn, X the closure
of X , X˚ the interior of X and ∂X the boundary of X are all definable. Define
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B(a,m) = {x ∈ Kn | ord(x− a) ≥ m} to be the ball around a of valuative radius
m.
Definition 2.11. Consider a function f : A → B. Then f is said globally C-
Lipschitz if for all x, y ∈ A,
|f(x)− f(y)| ≤ C |x− y| .
The function f is locally C-Lipschitz at u ∈ A if there is an n ∈ Z such that f
is globally C-Lipschitz on U ∩B(u, n).
The function f is locally C-Lipschitz if it is locally C-Lipschitz at all u ∈ A.
In particular, if f is differentiable, then f is locally 1-Lipschitz if ord(∂f/∂x) ≥ 0.
Proposition 2.12 (Injectivity versus constancy [3, 2.2.5]). Let F : X ⊆ K → K
be definable. Then there exists a k-partition of X such that the restriction of F on
each k-part is either injective or constant.
The following property is used in [10] to define motivic integral. In positive
residue characteristic, one can already see the need of using higher angular compo-
nents.
Lemma 2.13. Let X ⊆ Kn be finite and definable. Then X is in definable bijection
with a subset of some residue rings.
Proof. We work by induction on the number n of points. If X = {x1, ..., xn}, set
y = 1n
∑n
i=1 xi, then there are e > 0 and i 6= j such that ace(xi − y) 6= ace(xj − y),
then this reduces to the case of less than n points. 
The following proposition will be useful in the study of the tangent cone, allowing
us consider only tangent cones of graphs of 1-Lipschitz functions, which are easier
to study.
Proposition 2.14. Let X ⊆ Kn × S be definable of dimension d relatively to
S. Then there exists a definable Y ⊆ X of dimension < d relatively to S, and a
definable k-partition of X \ Y such that for any s ∈ S, on each k-part Xs,ξ, there
is an (s, ξ)-definable open Us,ξ ⊆ Kd and a (s, ξ)-definable function φs,ξ : Us,ξ →
Kn−d of graph Γs,ξ that is differentiable and locally 1-Lipschitz and such that for a
permutation of coordinates γs,ξ, Xs,ξ = γs,ξ(Γs,ξ).
Proof. Working piecewise in the fibers of the projection of X → S and using logical
compactness, one can suppose X ⊆ Kn. One proceeds by induction on n. If n = d
one proceeds Y = X\X˚, and we are done. If n > d, for i = 1, ..., n, one considers the
projection πi : K
n → Kn−1 that omits the i-th coordinate. Then X is partitioned
into two definable parts X i0 and X
i
1, such that πi|X has 0-dimensional fibers on X
i
0
and 1-dimensional fibers on X i1. The set πi(X
i
1) ⊆ K
n−1 is then of dimension d−1,
so one is done by the induction hypothesis. On X i0, the fibers are 0-dimensional, so
they are in definable bijection with a definable in the auxiliary sorts. Up to adding
some k-parameters, one can assume the fibers are one point, i.e. πi : X
i
0 → πi(X
i
0)
is a k-definable bijection. One is then reduced to considering the case X = ∩iX i0,
i.e. πi : X → πi(X) is a k-definable bijection for all i = 1, ..., n. Denote hi the
i-th coordinate function of π−1i . By the Jacobian property, up to adding some
additional k-parameters and neglecting a set of dimension < d, one can assume all
hi have partial derivatives on the whole of πi(X). Up to cutting X into finitely
many pieces, one can also assume that the order of the partial derivatives of the
functions hi is either nonnegative or negative on the whole πi(X). It suffices to find
an i0 such that all the partial derivatives of hi0 are nonnegative and then we are
done by induction. But using the chain rule for derivation, this is clear that such
an i0 exists. 
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2.5. Some results about Lipschitz continuity. We recall now some results of
[3] about reaching global Lipschitz continuity from local Lipschitz continuity.
Theorem 2.15 ( [3], Theorem 2.2.3). Let f : X → K a definable function which
is locally 1-Lipschitz. Then there is a k-definable partition of X and a real C ≥ 1
such that on each part, f is globally C-Lipschitz.
Theorem 2.16. Let f : A ⊆ Kn → K a definable function which is locally 1-
Lipschitz. Then there is a finite definable partition of A such that for each part X,
the following holds. There is a coordinate projection p : Kn → Kn−1 and some
definable functions g : X → kr, c : kr ×Kn−1 → K and d : kr ×Kn−1 → K such
that for each η ∈ kr, the restrictions of c(η, ·) and d(η, ·) to p(g−1(η)) are locally
1-Lipschitz, and for each w ∈ p(Kn), the set g−1(η)w is in c(η, w)-config and the
image of g−1(η)w under fw is in d(η, w)-config.
This theorem is not explicitly stated in [3], but it follows from the proof of
Theorem 2.1.8 of [3]. The idea is the same as Proposition 2.14 : use the Jacobian
property on the centers of a cell decomposition to show that they are differentiable,
then switch the order of the coordinates to bound the derivatives by 1, in the new
coordinates, the centers are now locally 1-Lipschitz.
In the residue characteristic zero case, Theorem 2.1.8 of [3] shows that one can
take C = 1 in Theorem 2.15. In [4], Cluckers and Halupczok show that the same
is true if K is a finite extension of Qp. We now generalize this result but only in
the one dimensional case.
Theorem 2.17. Let f : X ⊆ Kn×Y → K a definable function such that Xy is one
dimensional for every y ∈ Y and the restriction of f to Xy is locally 1-Lipschitz.
Then there is a k-definable partition of X such that for any y ∈ Y , on each k-part
Xy,ξ, f is globally 1-Lipschitz on Xy,ξ.
To prove the theorem, we need the following lemma.
Lemma 2.18. Let f : X ⊆ K → K a definable differentiable function with f ′ = 0.
Then the image of f is finite, there is a finite definable partition of X in parts Xi
such that f|Xi is constant.
Proof. By the Jacobian property, f is locally constant hence it follows from the
definition of finite b-minimality. 
If will also be convenient to use the following notion of thin cell.
Definition 2.19. Let Y be definable, and A ⊆ K × Y be a 1-cell over Y . Then,
for each (t, y) ∈ A, there is a unique maximal (for the inclusion) ball Bt,y contain-
ing t and satisfying Bt,y × {y} ⊆ A. For y0 ∈ Y , we call the collection of balls
{Bt,y0}(t,y0)∈A the balls of the cell A above y0.
We call a 1-cell A over Y thin if the collection of balls of A above any y ∈ Y
consists of at most one ball.
Proof of Theorem 2.17. Suppose first that n = 1. We have a definable function
f : X ⊆ K × Y → K such that f(·, y) is locally 1-Lipschitz on Xy for every
y ∈ Y . Apply Theorem 2.16 to f , working on a part, call c and d the functions
that parametrize the centers of the domain and range. After translating, assume
c = d = 0. Working on a k-part Xy,η, for some η ∈ k, assume Xy,η is a 1-cell
(otherwise the result is trivial) with center 0, f is injective on Xy,η, f has the
Jacobian property on Xy,η, and f(Xy,η) is a 1-cell with center 0. Fix x1, x2 ∈ Xy,η.
Note that if |x1| = |x2|, i.e. they both lie in the same ball above (y, η), then by the
Jacobian property∣∣∣∣∂f∂x (x1, y) · (x1 − x2)
∣∣∣∣ = |f(x1, y)− f(x2, y)| ,
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hence we are done because |∂f(x1, y)/∂x| ≤ 1.
Assume now |x1| 6= |x2|. Then by our assumption, there exist a1, a2, b1, b2 ∈ Z,
a1 6= a2, b1 6= b2, ℓ, ℓ′ ∈ N∗, ξ, ξ′ ∈ k such that for i = 1, 2 the balls
Bx1,y = {x ∈ K | ord(x) = ai, acℓ(x) = ξ}
are included in Xy,η, xi ∈ Bxi,y, and
f(Bxi,y) = {x ∈ K | ord(x) = bi, acℓ′(x) = ξ
′} .
We have the equalities
ord(f(x1, y)− f(x2, y)) = min
i=1,2
bi,
ord(x1 − x2) = min
i=1,2
ai,
and by the Jacobian property, comparing the sizes of the balls Bxi,y and f(Bxi,y),
ℓ+ ord(∂f(xi, y)/∂x) + ai = ℓ
′ + bi.
Hence we are done if ℓ′ ≤ ℓ, or if ord(∂f(xi, y)/∂x) ≥ ℓ′ − ℓ. Therefore by taking
a finite partition of X , we can assume ord(∂f(x, y)/∂x) is constant on Xy,η. If
Xy,η is a thin cell, then once again we are done by the Jacobian property. By
injectivity versus constancy (Proposition 2.12), up to taking another k-partition,
we can assume ∂f/∂x is either constant or injective on Xy,η.
Assume first that ∂f/∂x is constant on Xy,η. Then the function
(x, y) 7→ f(x, y)−
∂f(x, y)
∂x
· x
has derivative 0 on Xy,η, hence it has a finite image by Lemma 2.18, so by refining
the partition, we can assume it is constant on Xy,η. Hence on Xy,η,
f(x, y) = a(y)x+ b(y),
for a, b some definable functions. As |a(y)| ≤ 1, f is then 1-Lipschitz on Xy,η.
Consider now the last case, where ∂f/∂x is injective on Xy,η. By Theorem 2.16
applied to ∂f/∂x (for n = 1 the Lipschitz assumption is superfluous), we get a
refinement of the k-partition, and some definable functions d, e such that each k-
part Xy,η is a 1-cell in d(y)-config, its image by ∂f/∂x is in e(y)-config, and ∂f/∂x
has the Jacobian property on Xy,η. Once again, assume Xy,η is not a thin cell
otherwise we are done. By injectivity of ∂f/∂x , and the fact that ord(∂f/∂x) ≥ 0,
up to removing finitely many thin cells that we can treat separately, we can assume
ord(∂f(x, y)/∂x− e(y)) ≥ α, where α is an integer chosen as follows. Consider the
function
g(x, y) = f(x, y)− e(y) · x.
Apply the beginning of the proof to the function g. We get a refinement of the
decomposition, and call ℓ˜, ℓ˜′ the depth of embedding of the decomposition adapted
to g. It follows that g is globally 1-Lipschitz on the k-parts if ord(∂g/∂x) ≥ ℓ˜′ − ℓ˜.
Now set α = ℓ˜′ − ℓ˜, as
∂g
∂x
(x, y) =
∂f
∂x
(x, y)− e(y),
g(·, y) is globally 1-Lipschitz onXy,η. The function f is then a sum of two globally 1-
Lipschitz functions ofXy,η (because ord(e(y)) ≥ 0), hence by ultrametric inequality,
it is itself globally 1-Lipschitz.
The general case reduces to the previous one, using Proposition 2.14 on X and
the chain rule for derivation. 
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2.6. Curve selection. We prove a weak form of the curve selection lemma. A full
curve selection lemma is proved in the p-adic semi-algebraic case in [30] and sub-
analytic case in [16]. In our context, because the residue field can be infinite, there
are no Skolem functions, hence definable choice is not available. Hence we cannot
find a truly definable arc, however, we can find some uniformly definable family of
arcs. Our result is weak in the sense that the arcs we get are Lipschitz continuous,
but not analytic, this is the drawback of working with an abstract theory. In the
the semi-algebraic language for equicharacteristic zero fields, Nowak shows in [27]
existence of definable analytic arcs, using resolution of singularities.
Before stating the result, we prove some lemmas about limit values of Lipschitz
definable functions needed for the proof.
Lemma 2.20. Let f : U → K a bounded function, x ∈ U and Γ the graph of f .
Then Γ ∩ ({x0} ×Kn−d) is non-empty.
Proof. One can assume x = 0, and let β a bound from below for ord(f). Let
X = {(z, γ) ∈ K × Z | ∃u ∈ U, ord(u) ≥ γ, ord(f(u)− z) ≥ γ} .
Then X is non-empty and projects surjectively on its second coordinate. By tame-
ness, X can be assumed of the form
{(z, γ) ∈ K × Z | ac(z − c) ∈ D1, ord(z − c) ∈ D2(γ)} ,
where D1 is a definable of k, and D2(γ) is a γ-definable of Z. By definable choice
for Presburger sets, there is a definable Presburger function α : Z→ Z with α(γ) ∈
D2(γ) for every γ ∈ Z.
Let show by contradiction that α(γ) is bounded from below when γ goes to
+∞. If not, we can find a γ with α(γ′) < d < γ, for d = min {ord(c), β}. By
the description of X above, there is a z ∈ X with ord(z − c) = α(γ). Then by
definition of X , there is a u ∈ U such that ord(u) ≥ γ, ord(f(u) − z) ≥ γ. Using
the ultrametric inequality, we get
α(γ) = ord(z − c) = ord(z − f(u) + f(u)− c)
≥ min {ord(f(u)− z), ord(f(u)− c)} ≥ min {γ, β} ≥ d.
Contradiction, hence α(γ) is bounded from below when γ goes to +∞. Then one
can extract a sequence of γ such that either α(γ) = α0 is constant, either α(γ) goes
to +∞. In the first case, any z with ord(z−c) = α0 satisfy (0, z) ∈ Γ, in the second
one, (0, c) ∈ Γ. 
Lemma 2.21. Let f : U ⊆ Kd → Kn−d a globally C-Lipschitz function, of graph
Γ. Then for any x0 ∈ U , there are only finitely many points of Γ which projects to
x0 under the coordinate projection K
d ×Kn−d → Kd, i.e. X := Γ ∩ {x0} ×Kn−d
is finite.
For the proof we will use the tangent cone that will be studied in more details in
section 3.3. The K×-tangent cone of a definable subset Y of Kn is the set CK
×
x (X)
defined by{
u ∈ Kn | ∀i ∈ Z, ∃y ∈ X, ∃λ ∈ K×, ord(y − x) ≥ i, ord(λ(y − x)− u) ≥ i
}
.
Proof. Suppose by contradiction that dim(X) ≥ 1. Then X contains a one dimen-
sional ball. For a z in such a ball, dim(CK
×
z (X)) ≥ 1.
As f is globally C-Lipschitz, if z = (z0, z1), then for any x ∈ U , |f(x) − z1| ≤
C |x− z0|, therefore
CK
×
z (Γ) ⊆
{
(x, y) ∈ Kd ×Kn−d | |y| ≤ C |x|
}
.
As CK
×
z (X) ⊆ C
K×
z (Γ) ∩C
K×
z ({x0} ×K
n−d), we then have
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CK
×
z (X) ⊆
{
(x, y) ∈ Kd ×Kn−d | |y| ≤ C |x|
}
∩ ({0} ×Kn−d) = {0} ,
contradiction. 
Corollary 2.22. Let f : U ⊆ Kn → K a locally 1-Lipschitz function. Then f has
a nonzero finite number of limit values at any z ∈ U .
Proof. By Theorem 2.15, there is a C ≥ 1 and k-partition of U such that f is
globally C-Lipschitz on each of the k-parts of U . For any z ∈ U , by the following
Lemma 2.23 there is a k-part such that z is in the closure of this k-part. Moreover,
as any definable bijection between the residues sorts and the valued field sort is
finite, it suffices to show that the result holds on each of the k-parts. But then f is
globally C-Lipschitz, hence bounded on some neighborhood of z, then by Lemma
2.20 f has a limit value at z. By Lemma 2.21, f has only a finite number of limit
values. 
Lemma 2.23. Let X ⊆ Kn be definable and g : X → A a k-partition of X. Then
the closure of X is equal to the union of the closures of its k-parts.
Proof. Fix u ∈ X. Consider the u-definable set
D = {(n, ξ) ∈ Z×A | ∃z ∈ X, ord(z − u) ≥ n, g(z) = ξ} .
By definition of u, D projects surjectively on Z. Because the theory splits, D is
a finite union of cartesian products of definable sets of Z and A, hence there is a
ξ ∈ A such that for all n ∈ Z, (n, ξ) ∈ D, which means u ∈ g−1(ξ). 
Proposition 2.24 (Weak curve selection). Let X ⊆ Kn be some definable, and a ∈
X \X. Then for some integer e ≥ 1, there exists a definable function σ : Be×D →
X ∪ {a} for some nonempty definable D, where Be = {x ∈ K | |x| ≤ 1, ace(x) = 1}
and B∗e = Be \ {0}, and such that if we denote for any d ∈ D
σd : t ∈ Be 7→ σ(t, d),
the function σd is 1-Lipschitz, σd(0) = a and σd(B
∗
e ) ⊆ X. In the tame case, that
is, when the residue characteristic is zero, one can take e = 1.
To simplify the notations we will write down the proof in the equicharacteristic
zero case, with B = B1. For the mixed case, replace k = kK by some residue rings,
and at the very end, e is the greatest s that appears in the Rss,K .
Proof. Observe first that we only need to show the existence of a locally 1-Lipschitz
function σ satisfying the other requirements of the proposition, then use Theorem
2.17 to get a globally 1-Lipschitz function.
We proceed by induction over n. Up to translating, assume a = 0. By Theorem
2.16, there is a finite partition of X into definable parts, such that on each part A,
the following holds. There exists an s ≥ 0, a coordinate projection p : Kn → Kn−1,
and some L-definable functions
g : A→ ks and c : ks ×Kn−1 → K
such that for all η ∈ ks, the restriction of c(η, ·) to (g−1(η)) is locally 1-Lipschitz,
and for each w in p(Kn), the set g−1(η)w is in c(η, w)-config. There is a part A
such that a ∈ A, and one can assume X = A. If p(a) ∈ p(X) and p(a) is isolated
in p(X), one is done by using the induction hypothesis with n = 1 for p−1(a) ∩X .
Otherwise up to reducing X , one can assume that p(a) ∈ p(X) \ p(X).
Let’s fix an η such that g−1(η) is nonempty, a ∈ g−1(η) and p(a) ∈ p(g−1(η)) \
p(g−1(η)). Such an η exists because the theory splits. Up to reducing X again,
using Corollary 2.22 one can assume limw→0 c(η, w) = c0 exists. One can assume
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X = g−1(η). The definableX is now η-definable, and η will be one of the parameters
of the function we are defining.
By the induction hypothesis with n− 1, there is a definable with parameters 1-
Lipschitz function σ : B → p(X)∪{a} such that σ(0) = p(a) and σ(B\{0}) ⊆ p(X).
If c0 6= 0, as 0 ∈ X, for all w ∈ p(X) 0 ∈ Xw, hence the function σ′ = (σ, 0)
answer the problem.
Let’s consider the case c0 = 0. We know that X is in c(η, w)-config. If it is in
graph-config, then the function σ′ = (σ, c ◦ σ) works. Otherwise
Xw = {x ∈ K | ac(x− c(η, w)) = ηi0 , ord(x− c(η, w)) ∈ D2} ,
with D2 an (η, w)-definable of Γ and ηi0 is one of the coordinates of η. As the theory
splits, D2 is in fact w-definable, denote it by D2(w). By Presburger quantifier
elimination and compactness, up to reducing X again, one can assume D2(w) is
a finite union of cells of the form {α ∈ Γ | α1(w)1α2α2(w), α ≡e i}, for some
definable functions α1, α2, integers e, k and j either ≤ or and empty condition,
and αj(w) ∈ D2(w). As 0 ∈ g−1(η), there is a cell with α2 unbounded when w goes
to 0 or with the condition 2 empty.
Suppose we are in the first case. Let ∆ the projection on the last two variables
of {
(w,α, β) ∈ p(X)× Z2 | |w| = α, α2(w) = β
}
.
Because α2(w) is unbounded when w goes to 0, the point (∞,∞) is in the closure of
∆ for the order topology. By Presburger cell decomposition and existence of Skolem
functions in Presburger arithmetic, there exists integers α0, a0, b0, e0, i0 with a0 ≥ 1
and e0 ≥ 1 such that ∆ contains the definable{
(α, β) ∈ Z2 | α0 ≤ α, α ≡e0 i0, β = a0
α− i0
e0
+ b0
}
.
By the induction hypothesis there is a definable with parameters 1-Lipschitz func-
tion σ : B → p(X) ∪ {p(a)} such that σ(0) = p(a) and σ(B \ {0}) ⊆ p(X). By
tameness, the function t 7→ ord(σ(t)) is of the form f(ord(t)), with f a Presburger
function, hence there are some α1, a1, b1, e1, i1 with a1 ≥ 1 and e1 ≥ 1 such that
for α1 ≤ ord(t) and ord(t) ≡e1 i1, ord(σ(t)) = a1
ord(t)−i1
e1
+ b1, and by composition,
there are some integers i2, e2, a2, b2 with a2 ≥ 1, e2 ≥ 1 such that for all t ∈ B
and σ′(t) := σ(̟i2Kt
e2), α2(σ
′(t)) = a2ord(t) + b2. Choose a d ∈ Xσ′(1). Then the
function t 7→ (σ′(t), c(η, σ′(t)) + dta2) maps 0 to 0 and B \ {0} to X and is locally
1-Lipschitz. The latter case, where the cell of D2(w) is of the form α1(w) ≤ α is
similar. 
By working over parameters and using logical compactness, we get the following
parametrized curve selection lemma.
Proposition 2.25 (Parametrized curve selection). Let X ⊆ Kn × Y be definable
and for every y ∈ Y , a y-definable point ay ∈ Xy \ Xy. Then for some integer
e ≥ 1, there exists a definable function σ : Be ×D × Y → Kn for some nonempty
definable D, where Be = {x ∈ K | |x| ≤ 1, ace(x) = 1} and B
∗
e = Be \{0}, and such
that if we denote for any (d, y) ∈ D × Y
σd,y : t ∈ Be 7→ σ(t, d, y),
the function σd is 1-Lipschitz, σd(0) = ay and σd(B
∗
e ) ⊆ Xy. In the tame case, that
is, when the residue characteristic is zero, one can take e = 1.
The following immediate corollary will be useful in the study of regular strati-
fications. In addition to the use of the curve selection, one has to notice that any
definable function is differentiable almost everywhere, that is, everywhere but on a
definable set of lower dimension, which is guaranteed by the Jacobian property.
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Corollary 2.26. Let U ⊆ Km be a nonempty open definable and S ⊆ Kn, such
that for all u ∈ U , (u, 0) ∈ Su \ Su. Then there is a nonempty open V ⊆ U
k-definable and a definable with parameters
σ : V ×Be → Y ∪ (V × {0}
n−m)
(u, s) 7→ (u, σ(u, s))
such that σ(u, 0) = 0, σ(V × B∗e ) ⊆ V , for any fixed u ∈ V , σ(u, ·) is 1-Lipschitz,
and for any s ∈ Be, σ(·, s) is differentiable.
The following proposition will be of crucial use in the study of tangent cones. In
the p-adic case, the analogous result is proven using analytic curve selection and
Whitney’s lemma. As we do not have analytic curve selection lemma, we cannot
use Whitney’s lemma but we will instead use our Theorem 2.17 to get a globally
Lipschitz function.
Proposition 2.27. Let f : X ⊆ Kd → Kn−d a definable function, Γ be its graph
and suppose f is locally C-Lipschitz. Fix Λ ∈ D and z = (z1, z2) ∈ Γ. Then there
is an open neighborhood U of z1 in K
d such that the following inclusions hold :
{(x − z1, f(x)− z2) | x ∈ U} ⊆
{
(x, y) ∈ Kd ×Kn−d | |y| ≤ C |x|
}
and
CΛz (Γ) ⊆
{
(x, y) ∈ Kd ×Kn−d | |y| ≤ C |x|
}
.
For the definition of the tangent cone CΛz (Γ), see Definition 3.15.
Proof. After translating and rescaling, one can assume z = 0 and C = 1 and it
suffices to show the existence of a neighborhood U of z1 such that the first inclusion
holds. Assume by contradiction that there is a δ > 0 such that the set
Γ′ := {(x, f(x)) | x ∈ X, |f(x)| ≥ (1 + δ) |x|}
is nonempty and satisfies 0 ∈ Γ′\Γ′. By the curve selection lemma 2.24, there
is a definable function σ : Be × D → Kn with σd 1-Lipschitz, σd(0) = 0 and
σd(B
∗
e ) ⊆ Γ
′. Denote σ˜ : Be ×D → Kd the first d components of σ and set
X ′ :=
{
(x, d) ∈ Kd ×D | ∃t ∈ B∗e , x = σ˜(t, d)
}
.
For any d ∈ D, the set X ′d is one dimensional and (0, 0) lies in the closure of the
graph of f on X ′d. By Proposition 2.17, up to taking a k-partition, one can assume
f is globally 1-Lipschitz on X ′d. Fix a x ∈ X
′
d. There is a y ∈ X
′
d with |y| < |x|
and |f(y)| ≤ |f(x)|. Then by 1-Lipschitz continuity of f ,
|f(x)− f(y)| ≤ |x− y| ,
but |x| = |x− y| and |f(x)| = |f(x)− f(y)|, hence |f(x)| ≤ |x|. Contradiction with
x ∈ Γ′. 
The following proposition is a partial converse to Proposition 2.27.
Proposition 2.28. Let f : U → Kn−d a differentiable definable function on a
nonempty open U ⊆ Kd, and let Γ be its graph. Assume
CΛ(x0,f(x0))(Γ) ⊆
{
(x, y) ∈ Kd ×Kn−d | |y| ≤ C |x|
}
.
Then for all i = 1, ..., d, |∂f/∂xi(x0)| ≤ C, and in particular, f is locally C-
Lipschitz.
Proof. For i = 1, ..., d, the vector (0, ..., 0, 1, 0, ..., ∂f/∂xi(x0)) (with a 1 in i-th
position) is in CΛ(x0,f(x0))(Γ). 
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2.7. Recap on motivic integration. We use Cluckers-Loeser theory of motivic
integration defined in [10], see also [8] for the residue characteristic zero case. We
review here the main steps of the construction in order to fix the notation.
Fix either a tame theory or a mixed tame theory T in a language L and X a
definable subassignment.
Value group. Let A be the ring
A := Z
[
L,L−1,
(
1
1− L−n
)
n≥1
]
.
For every real q > 1, define θq : A → R to be the ring morphism generated by
L 7→ q, and A the sub-semiring A+ := {a ∈ A | ∀q > 1, θq(a) ≥ 0}. The ring A is
equipped with a partial order defined by a ≤ b if and only if a− b ∈ A+.
The application degree Z[L] → N extends uniquely as a map degL : A → Z
satisfying degL(ab) = degL(a) + degL(b). A sequence (an)n ≥ 0 of elements of A is
said to converge to 0 if degL(an) goes to −∞. This defines a topology on A.
Let P(X) the ring generated by functions
• α : X → Z definable,
• Lα, with α : X → Z definable,
• constants of A.
The sub-semiring P+(X) of P(X) is constituted of functions with value in A+.
In the definition above, we allow a slight abuse of notation by identifying Z with
the value group sort, but it is harmless since we only consider models of T that are
T -fields, hence with value group Z.
The partial order on A induces a partial order on P+(X) and P(X) : for ϕ, ψ ∈
P(X), define ϕ ≥ ψ if ϕ− ψ ∈ P+(X).
For any T -field K, ϕ ∈ P(X), define θq,K(ϕ) to be the function
θq,K(ϕ) : x ∈ X(K) 7→ θq(ϕ(x)).
A function ϕ ∈ P(X [0, 0, s]) is said to be X-integrable if for any T -field K and any
x ∈ X(K) the family (θq,K(ϕ)(x, i))i∈Zs is absolutely summable (as a family of real
numbers).
Denote by IXP(X [0, 0, s]) (resp. by IXP+(X [0, 0, s])) the P(X)-module (resp.
the P+(X)-semimodule) of X-integrable P(X) functions (resp. P+(X) functions).
Proposition 2.29 ([10], Theorem 5.1). Let ϕ ∈ P(X [0, 0, s]) an X-integrable func-
tion, then there is a unique µ/X(ϕ) ∈ P(X) such that for all q > 1, K a T -field
and x ∈ X(K),
θq,K(µ/X(ϕ))(x) =
∑
i∈Zs
θq,K(ϕ)(x, i).
Moreover, the map ϕ 7→ µ/X(ϕ) is a morphism of P(X)-modules
µ/X : IXP(X [0, 0, s])→ P(X)
and send IXP+(X [0, 0, s]) to P+(X).
Define also P0(X) (resp. P0+(X)) as the sub-ring of P(X) (resp. as the sub-
semiring of P+(X)) generated by characteristic functions 1Y of every definable
Y ⊆ X and the constant function L− 1.
For any f : X → Y definable, define the pullback by
f∗ : P+(Y ) → P+(X)
ϕ 7→ ϕ ◦ f.
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Residue ring. Let Q+(X) the quotient of the free abelian semigroup generated by
symbols [Y/X ], where Y ⊆ X [0, r, 0] is definable for some r = (r1, ..., rs) ∈ N
s, by
the relations :
• [Y/X ] = [Y
′
/X ] if Y and Y
′ are definably isomorphic over the projection to
X ,
• [Y/X ] + [Y
′
/X ] = [(Y ∪ Y
′)/X ] + [(Y ∩ Y
′)/X ],
• [∅/X ] = 0
• [Y/X ] = [Y
′
/X ] if for some definable Z of X [0, r, 0], one has
Y ′ = p−1(Z) and Y = Z[0, 1, 0],
where p : X [0, (r1 + 1, r2, ..., rs), 0] → X [0, r, 0] is the natural projection
between residue rings.
In particular, the classes of X [0, r, 0] and X [0, r′, 0] in Q+(X) are identified for any
tuples (ri)i and (r
′
j)j such that
∑
i ri =
∑
j r
′
j . Note also that the last relation is
vacuous if the residue field is perfect.
The semigroup Q+(X) carries a semiring structure with multiplication for sub-
sets Y ⊆ X [0,m, 0] and Y ′ ⊆ X [0,m′, 0] given by
[Y/X ] · [Y
′
/X ] := [Y ×X Y
′
/X ].
We denote Q(X) the groupification of Q+(X). Then the canonical morphism
Q+(X)→ Q(X) has no reason in general to be injective. If the theory of the residue
field is the theory of algebraically closed fields of characteristic zero, Karzhemanov
shows in [21] that it is not injective.
To keep information at the level of residue rings, we define formally integration of
residue variables. Let r be a tuple of integers, the integral of [Y/X ] ∈ Q+(X [0, r, 0])
with respect to X is
µ/X : [YX[0,r,0] ∈ Q+(X [0, r, 0]) 7→ [Y/X ] ∈ Q+(X).
Motivic constructible functions. We identify [X × Gm(k)/X ] with L − 1, and for
Y ⊆ X definable, [Y/X ] with 1Y , hence L is identified with [X×A
1
k] = [X [0, (1), 0]].
Therefore there are inclusions
P0+(X) →֒ Q+(X) and P
0(X) →֒ Q(X).
Define the semiring of positive motivic constructible functions as the tensor
product
C+(X) := P+(X)⊗P0+(X) Q+(X)
and the ring of motivic constructible functions
C(X) := P+(X)⊗P0+(X) Q+(X).
For any f : X → Y definable, the pullback morphisms on P+(Y ) and Q+(Y )
extend canonically to a pullback morphism f∗ : C+(Y )→ C+(X).
There is also a canonical morphism ι : C+(X) → C(X), but it has no reason to
be injective.
Using the fact that the theory splits, we get canonical isomorphisms
C+(X [0, r, s]) ≃ P+(X [0, 0, s])⊗P0+(X) Q+(X [0, r, 0])
and
C(X [0, r, s]) ≃ P(X [0, 0, s])⊗P0(X) Q(X [0, r, 0]).
These isomorphisms allow one to define canonically integrals over auxiliary vari-
ables. Define
IXC+(X [0, r, s]) := IXP+(X [0, 0, s])⊗P0+(X) Q+(X [0, r, 0])
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and
µ/X : IXC+(X [0, r, s]) → C+(X)
a⊗ b 7→ µ/X(a)⊗ µ/X(b).
To integrate over valued field variables, one needs to work component by com-
ponent, using cell decomposition. Fix K a T -field, for any ball B = a+ bOK ⊆ K
and real q > 1, define θq,K(B) to be the real q
−ord(b). A countable disjoint union of
balls of K, all of different radii, is called a step domain. A function ϕ : K → R≥0
is called a step function if there is a unique step domain S such that ϕ is constant
and non-zero on each ball of S and zero outside S ∪ {a} for some a ∈ K.
Let q > 1 be a real. A step-function ϕ : K → R≥0 on step-domain S is said to
be q-integrable if ∑
B⊆S
θq,Kϕ(B) ≤ +∞,
the summation being on the balls B of S. This value is the q-integral of ϕ.
Let ϕ ∈ P+(X [1, 0, 0]), we say ϕ is an X-integrable step function if for any
T -field K, any x ∈ X(K) and q > 1, the function
θq,K(ϕ)(x, ·) : K → R≥0t 7→ θq,K(ϕ)(x, t)
is a q-integrable step-function. For such a function, there is a unique function
ψ ∈ P+(X) such that for any x ∈ X(K), θq,K(ψ)(x) equals the q-integral of
θq,K(ϕ)(x, ·). We say that ϕ is X-integrable and set
µ/X(ϕ) := ψ,
the integral of ϕ over X .
We can now define the integral of a general motivic constructible function in
relative dimension 1.
Lemma 2.30 ([10], Lemma-Definition 8.2). Let ϕ ∈ P+(X [1, 0, 0]). Say that ϕ is
X-integrable if there is a ψ ∈ P+(X [1, r, 0]) with µ/X[1,0,0](ψ) = ϕ such that ψ is
X [0, r, 0]-integrable in the previous sense and set
µ/X(ϕ) = µ/X(µ/X[0,r,0](ψ)) ∈ C+(X)
This definition is independent of the choices, it is the integral of ϕ over X.
Using cell decomposition, for any ϕ ∈ C+(X [1, 0, 0]) one can find a step function
ψ ∈ P+(X [1, r, 0]) for some tuple r such that µ/X[1,0,0](ψ) = ϕ, but one needs to
show that this definition is independent of the choice of ψ.
One can now define general integration by induction on the relative dimension.
Lemma 2.31 ([10], Lemma-Definition 9.1). Let ϕ ∈ C+(Z), for some Z = X [n, r, s]
and X definable. Say ϕ is X-integrable if there is a definable Z ′ ⊆ Z of complement
in Z of relative dimension < n over X and a choice of the order of coordinates on Z
such that ϕ′ := 1Z′ ·ϕ is X [n−1, r, s]-integrable and µ/X[n−1,r,s](ϕ
′) is X-integrable.
In this case, set
µ/X(ϕ) := µ/X(µ/X[n−1,r,s](ϕ
′)) ∈ C+(X).
This definition is independent of the choice of the order of coordinates. When
X = h[0, 0, 0] is the final object, one denote µ := µ/X .
We can now integrate functions ϕ ∈ C+(h[n, r, s]), but the integral µ(ϕ) is zero
if (the support) of ϕ is of dimension < n. By analogy with classical measure
theory, one now define the integral of dimension n of functions embedded in higher
dimensional spaces, using a change of variable formula. Fix K a T -field. For any f :
A ⊂ Kn → Kn, let Jacf : A→ K the determinant of the Jacobian matrix when it
is defined, 0 otherwise. In the relative case, for a function f : A ⊂ C×Kn → C×Kn
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such that the diagram of projections to C commutes, one define Jac/C : A→ K to
be the function satisfying for every c ∈ C,
(Jac/Cf)(c, z) = (Jacfc)(z),
with fc the function sending z to t such that f(c, z) = (c, t).
If f is definable, the (relative) Jacobian is definable, by definability of partial
derivatives, and one sets Jac/C : A→ h[1, 0, 0] the unique definable function com-
patible for any T -field K with the definition above.
One can now state the change of variable formula. The proof relies on the
Jacobian property in dimension 1.
Proposition 2.32 ([10], Theorem 10.3). Let f : Z ⊆ X [n, 0, 0] → Z ′ ⊆ X [n, 0, 0]
a definable isomorphism over X, and ϕ ∈ C+(Z ′). Then there is a definable Y ⊆ Z
with complement in Z of dimension < n relatively to X and such that the relative
Jacobian Jac/Xf is nonzero on Y . Then L
−ord(Jac/Xf)f∗(ϕ) is X-integrable if and
only if ϕ is X ′-integrable, and then
µ/X(L
−ord(Jac/Xf)f∗(ϕ)) = µ/X(ϕ) ∈ C+(X),
with the convention L−ord(0) = 0.
We define now the graded ring of positive motivic constructible Functions. For
any integer d ≥ 0, define C≤d+ (X) to be the ideal of C+(X) generated by character-
istic functions 1Y for Y ⊆ X of dimension ≤ d. One also sets C
≤1
+ (X) = {0}. For
any d ≥ 0, set
Cd+(X) := C
≤d
+ (X)/C
≤d−1
+ (X),
C+(X) :=
⊕
d≥0
Cd+(X).
The nonzero elements of Cd+(X) are functions of support of dimension d, defined
up to sets of dimension < d.
One can define integrals of Functions in C+(X) that take into account dimen-
sion. Rather than a formal definition, we explain how to compute them. Suppose
X = h[n, 0, 0]. If [ϕ] ∈ Cd+(X). Using functoriality properties and working with pa-
rameters, one can suppose using Proposition 2.14 that X is a graph of a 1-Lipschitz
function f : U ⊆ h[d, 0, 0] → h[n − d, 0, 0], where U is open in Kd. By abuse of
notation, write f : u ∈ U 7→ (u, f(u)) ∈ X and define
µd(ϕ) := µ(f
∗(ϕ)).
This does not depend on the chosen representative of [ϕ], because if ψ ∈ C+(U) has
support of dimension < d, then µ(ψ) = 0.
3. Local density
By analogy with complex and real cases, it would be tempting to define the local
density of a definable X ⊆ Km at x ∈ Km by
lim
n→+∞
µd(X ∩ S(x, n))
µd(Sd(0, n))
,
where S(x, n) = {y ∈ Km | mini {ord(yi − xi)} = n} is the (non-archimedean) sphere
of valuative radius n. However this limit does not exist in general, for example, if
we take
X = {x ∈ K | ord(x) = 0 mod 2} ,
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then X ∩S(0, 2k+1) = ∅ and X ∩S(0, 2k) = S(0, 2k), hence the sequence oscillate
between 0 and 1. In this case, we will define the local density of X to be 1/2. More
generally, we will show that for every sequence of the form
θn =
µd(X ∩ S(x, n))
µd(Sd(0, n))
,
there is an integer e such that the subsequences (θke+i)k≥0 converge to some di and
one can define the density to be the arithmetic mean 1e
∑e
i=1 di. Note that this
phenomenon is not anecdotic, if we compute the density of the cusp x2 = y3 at 0,
the same oscillation appears, and we get a density of 1/2.
3.1. Mean value at infinity. Let X,Y be definable. If x ∈ X , we write ix the
inclusion {x} × Y → X × Y . Recall that there is a canonical pullback morphism
i∗x : P+(X × Y ) → P(Y ), we will use sometimes the convenient notation ϕ(x) =
i∗x(ϕ).
We define also P˜+(X) := P+(X)⊗Q and C˜+(X) := C+(X)⊗Q.
Definition 3.1. We say that a function ϕ ∈ P+(Z) admits a mean value at infinity,
denoted by MV∞(ϕ) if there is a positive integer e such that for all i = 0, ..., e− 1,
the subsequence ϕ(i + ne)n∈N converges to a di ∈ A+. One sets MV∞(ϕ) =
1
e
∑e−1
i=0 di ∈ Q⊗Z A+.
More generally, we say that a function ϕ ∈ P+(X × Z) has a mean value at
infinity MV∞(ϕ) ∈ P˜+(X) if and only if for every x ∈ X , i∗x(ϕ) has a mean value
at infinity and one set MV∞(ϕ) ∈ P+(X) such that for every x ∈ X , i∗x(MV∞(ϕ)) =
MV∞(i
∗
x(ϕ)).
Definition 3.2. Let X be definable. A function ϕ ∈ P+(Z) is said to be bounded
if there is an M ∈ A+ such that ϕ < M . A function ϕ ∈ P+(X × Z) is said to be
X-bounded if for all x ∈ X , i∗x(ϕ) is bounded.
Lemma 3.3. Let ϕ ∈ P(X × Z) an X-bounded function. Then ϕ admits a mean
value at infinity.
Proof. By Presburger cell decomposition, one can assume there are some e, k ∈ N∗,
a definable function b : X → N, hi,j ∈ P+(X), ai ∈ N, bi ∈ Z for i = 1, ..., k and
j = 0, ..., e−1 such that for all x ∈ X , j ∈ {0, ..., e− 1}, n ≡ j mod e and n ≥ b(x),
one has
i∗x,n(ϕ) =
k∑
i=1
hi,j(x)
(
n− j
e
)ai
Lbi(
n−j
e ).
One can moreover assume that the pairs (ai, bi) are pairwise distinct, and that
the functions hi,j are not identically zero (unless perhaps the one corresponding to
(0,0)). As i∗x(ϕ) is bounded, for all i, bi ≤ 0, and if bi = 0, then ai = 0. Let i0 such
that (ai0 , bi0) = (0, 0). One then has limn→+∞ i
∗
x,j+ne(ϕ) = hi0,j(x). This implies
that ϕ has a mean value at infinity which is
MV∞(ϕ) =
1
e
e−1∑
j=0
hi0,j ∈ P˜+(X).

Definition 3.4. Let ϕ ∈ C+(X ×Z). One says that ϕ has a mean value at infinity
if it can be written ϕ =
∑
i ai ⊗ bi with ai ∈ Q+(X), bi ∈ P+(X × Z), such that
the bi have mean values at infinity. One sets
MV∞(ϕ) =
∑
i
ai ⊗MV∞(bi) ∈ C˜+(X).
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By using some refined partition of X , one can check that this definition does not
depend on the chosen representation of ϕ.
One says that ϕ ∈ C+(X × Z) is X-bounded if it can be written ϕ =
∑
i ai ⊗ bi
with ai ∈ Q+(X), bi ∈ P+(X × Z), such that the bi are X-bounded.
Lemma 3.5. Let ϕ ∈ C+(X × Z) an X-bounded function. Then ϕ admits a mean
value at infinity.
Proof. It follows from Lemma 3.3 and the definitions, using the canonical isomor-
phism
C+(X × Z) ≃ Q+(X)⊗P0+(X) P+(X × Z).

Let A be definable, and ϕ ∈ C+(A[m, 0, 0]), locally bounded, of support of di-
mension ≤ d relatively to A. Let p : A[2m, 0, 1]→ A[m, 0, 0] the projection, and
S = A×
{
(x, y, z) ∈ h[m+m, 0, 1] | min
i
{ord(yi − xi)} = n
}
.
Then 1S · p∗(ϕ) ∈ C+(A[2m, 0, 1]), and define
γd(ϕ) := µd,A[m,0,1](1S · p
∗(ϕ)) ∈ C+(A[m, 0, 1]).
Then one normalizes by the volume (1−L−d)L−nd of the sphere Sd(0, n) of dimen-
sion d and radius n. One defines θd(ϕ) ∈ C+(A[m, 0, 1]) such that
θd(ϕ)(n) =
γd(ϕ)(n)
(1 − L−d)L−nd
.
Proposition-Definition 3.6. If ϕ ∈ C+(A[m, 0, 0]) is locally bounded, of support
of dimension ≤ d relatively to A, then θd(ϕ) is well defined and admits a mean
value at infinity. One sets
Θd(ϕ) := MV∞(θd(ϕ)) ∈ C˜+(A[m, 0, 0]),
the motivic local density of ϕ.
If ϕ = 1X , and x ∈ Km, one denote Θd(X, x) := i∗x(Θd(1X)) ∈ C˜+({x}).
Proof. As ϕ is locally bounded, at least for n big enough, 1Sp
∗(ϕ) is A[m, 0, 1]-
integrable, and θd(ϕ) is A[m, 0, 0] bounded, hence by Lemma 3.5 it has a mean
value at infinity. 
In more explicit terms, one has simply
Θd(X, x) = MV∞
(
n 7→
µd(X ∩ Sm(x, n))
µd(Sd(0, n))
)
.
The following lemma shows that in the definition of local density we can replace
the spheres by balls.
Lemma 3.7. We keep the notations of 3.6. Let
B := A×
{
(x, y, z) ∈ h[m+m, 0, 1] | min
i
{ord(yi − xi)} ≥ n
}
,
γ′d(ϕ) := µd,A[m,0,1](1B · p
∗(ϕ)), and θ′d(ϕ)(n) :=
γ′d(ϕ)(n)
L−nd
. Then θ′d(ϕ) has a mean
value at infinity and
MV∞(θ
′
d(ϕ)) = Θd(ϕ).
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Proof. The limit MV∞(θ
′
d(ϕ)) exists for the very same reasons that MV∞(θd(ϕ)).
One has for all n ∈ Z
γd(ϕ)(n) = γ
′
d(ϕ)(n) − γ
′
d(ϕ)(n+ 1),
and
θd(ϕ)(n) =
1
1− L−d
(θ′d(ϕ)(n)− L
−dθ′d(ϕ)(n+ 1)).
By linearity of MV∞, one has the result. 
Here are some basic properties of the local density.
Proposition 3.8. Let ϕ, ψ ∈ C+(A[m, 0, 0]) be locally bounded, of supports of di-
mension ≤ d relatively to A. Let X,Y ⊆ Km definable of dimension d, with X ∩Y
of dimension < d.
• Θd(ϕ+ ψ) = Θd(ϕ) + Θd(ψ),
• Θd(X ∪ Y ) = Θd(X) + Θd(Y ),
• Θd(X) = Θd(X).
The following lemma explains why we can use definable k-partitions to compute
the local density. It follows essentially from orthogonality between the value group
and the residue rings.
Lemma 3.9. Let S and A be definable, with A ⊆ S[0, r, 0]. Then the following
diagram commutes :
C+(A[m, 0, 1])
µd,/A[0,0,1]

µd,/S[0,0,1]
##
C+(A[0, 0, 1])
µ/S[0,0,1]

MV∞
// C˜+(A)
µ/S

C+(S[0, 0, 1])
MV∞
// C˜+(S)
Proof. The left hand side commutes by definition of motivic integration. For the
right hand side, one use the canonical isomorphism
C+(A[0, 0, 1]) ≃ Q+(A) ⊗P0+(S) P+(S[0, 0, 1])
and the definition of MV∞. 
3.2. Cones. Kurdyka and Raby show in [23] that the real local density of real
subanalytic sets can be computed on the positive tangent cone. In our case, there
is no canonical multiplicative subgroup of K× anymore. One needs to consider a
whole class of subgroups of K×, similarly to the p-adic case studied in [2].
Definition 3.10. Let Λ a definable multiplicative subgroup of K×. A Λ-cone with
origin x is a definable C ⊆ Km, with x ∈ Km, such that for all λ ∈ Λ, and y ∈ C,
λ(y − x) ∈ C.
We say that X ⊆ Km is a local Λ-cone with origin x if for some α ∈ Z, X =
C ∩B(x, α), with C a Λ-cone with origin x.
If X ⊆ Kn and x ∈ Kn, we call the definable set
{λ(y − x) | y ∈ X,λ ∈ Λ}
the Λ-cone with origin x generated by X . It is the smallest Λ-cone with origin x
that contains X .
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It will be sufficient to consider Λ-cones for Λ ∈ D, where
D = {Λn,m | n,m ∈ N
∗} ,
Λn,m =
{
λ ∈ K× | acm(λ) = 1, ord(λ) = 0 mod n
}
.
Remark 3.11. (1) If X and X ′ are respectively a Λn,m-cone and a Λn′,m′ -cone
with origin x, then X ∪ Y is a Λlcm(n,n′),max(m,m′)-cone with origin x.
(2) If C is a Λn,m-cone with origin x, then
Θd(C, x) =
1
n
n−1∑
i=0
µd(C ∩ S(x, i))
L−di(1 − L−d)
.
Definition 3.12. Let X ⊆ Kn be definable and x ∈ Kn. Let
πx : K
n \ {x} → Pn−1(K)
denote the function that send a point z 6= x to the line between z and x, and πXx
its restriction to X \ {0}.
We now show the local conic property of definable in ambient dimension 1. This
is false in higher dimension, as is shown by the parabola example.
Lemma 3.13. For every definable X ⊆ K, there is a Λ ∈ D and a definable
function γ : X → Z such that X ∩B(y, γ(y)) is a local Λ-cone with origin y for all
y ∈ Y .
Proof. By Remark 3.11, one can partition X into finitely many definable parts. By
cell decomposition, one can then assume that
X = {x ∈ K | ord(x − c) ∈ A, acm(x− c) ∈ B} ,
for a c ∈ K and A ⊆ Z, B ⊆ kK definable. For y 6= c, we set γ(y) := ord(y−c), and
X ∩B(y, γ(y)) is a local Λ1,1-cone. For y = c, by Presburger quantifier elimination,
up to cutting A into a finite number of parts, there is a b ∈ Z definable, e ∈ N∗,
i ∈ {0, ..., e− 1} such that either
A ∩ {α | α ≥ b} = {α | α ≥ b, α = i mod e} ,
either this set is empty. In both cases, we set γ(y) = b, and X ∩ B(y, γ(y)) is a
local Λe,m-cone. 
By working with parameters and using logical compactness, we get the following
corollary.
Corollary 3.14. Let X be a definable of Kn and x ∈ Kn. Then there is a Λ ∈ D
and a definable function αx : P
n−1(K) → Z ( i.e. definable in affine charts of
Pn−1(K)) such that
(πXx )
−1(ℓ) ∩B(x, αx(ℓ))
is a local Λ-cone with origin x for all ℓ ∈ Pn−1(K). Moreover, one can choose Λ
independent from x, such that (x, ℓ) 7→ αx(ℓ) is definable.
We call a Λ ∈ D satisfying the first condition adapted to (X, x). If Λ is adapted
to (X, x) for all x, then we say that Λ is adapted to X .
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3.3. Tangent cone.
Definition 3.15. Let Λ ∈ D, X ⊆ Kn be definable and x ∈ Kn. The tangent
Λ-cone of X at x is
CΛx (X) = {u ∈ K
n | ∀i ∈ Z, ∃y ∈ X, ∃λ ∈ Λ, ord(y − x) ≥ i, ord(λ(y − x) − u) ≥ i} .
By definition, CΛx (X) is definable.
For X,Y definable in Kn, and Λ′ ⊆ Λ ∈ D, we have the following properties.
CΛx (X ∪ Y ) = C
Λ
x (X) ∪C
Λ
x (Y ),
CΛx (X) = C
Λ
x (X),
CΛ
′
x (X) ⊆ C
Λ
x (X).
Remark 3.16. The inclusion above can be strict, but we have the following result.
If X is a local Λ-cone with origin x, then for all Λ′ ⊆ Λ, CΛ
′
x (X) = C
Λ
x (X). Indeed,
as X is a local Λ-cone, there is a Λ-cone C with origin x and an n ∈ Z such that
X = C ∩ B(x, n). We have CΛx (X) = C
Λ
x (C) and C
Λ′
x (X) = C
Λ′
x (C). Let show
the inclusion CΛx (C) ⊆ C
Λ′
x (C). Let u ∈ C
Λ
x (C), there are sequences (yi) and (λi)
of elements of respectively C and Λ such that yi → x and λi(yi − x) → u. As
Λ′,Λ ∈ D, for all i there are λ′i ∈ Λ
′, µi ∈ Λ such that |µi| = 1 and λi = λ′i · µi.
Set y′i = µi(yi − x) + x. Because C is a Λ-cone y
′
i ∈ C, and we have y
′
i → x,
λ′i(yi − x)→ u hence u ∈ C
Λ′
x (C).
The following lemma justifies the use of k-partitions to compute the tangent
cone, it follows from orthogonality between value group and residue rings.
Lemma 3.17. Let X be a definable of Km, and g : X → A a k-partition of X.
Then for any x ∈ Km and Λ ∈ D,
CΛx (X) =
⋃
ξ∈A
CΛx (Xξ),
where Xξ = g
−1(ξ).
Proof. Fix u ∈ CΛx (X). Let D be the u-definable
{(n, ξ) ∈ Z×A | ∃y ∈ X, ∃λ ∈ Λ, ord(y − x) ≥ n, ord(λ(y − x)− u) ≥ n, g(y) = ξ} .
By definition of CΛx (X), D projects surjectively on its first coordinate. Because the
theory splits, D is a union of products of definable sets of Z and A, hence there is
a ξ ∈ A such that for all n ∈ Z, (n, ξ) ∈ D. This means that u ∈ CΛx (Xξ). 
Proposition 3.18. Let X ⊆ Km be definable, x ∈ Km, and Λ′ ⊆ Λ ∈ D. Then
CΛx (X) is the Λ-cone with origin 0 generated by C
Λ′
x (X).
Proof. Suppose Λ′ = Λn,e. Consider the k-partition of X defined by
g : X → Rme,K , y 7→ ace(y − x).
Let u ∈ CΛx (X) be nonzero. By Lemma 3.17 above, we can assume u ∈ C
Λ
x (Xξ),
for some k-part Xξ. Then there are some sequences (yk)k≥0 ∈ Xξ and (λk)k≥0 ∈ Λ
such that (yk) converges to x and (λk(yk − x)) converges to u. By definition of
the k-partition, ace(yk − x) is constant. Because (λk(yk − x)) converges to u and
u 6= 0, ace(λk(yk − x)) is also constant for k big enough. Hence ace(λk) is constant
for k big enough, so we can write (for k big enough) λk = µλ
′
k where µ ∈ Λ does
not depend on k and ace(λ
′
k) = 1. Up to extracting a subsequence, we can also
assume that ord(λ′k) mod n is constant, hence up to multiplying µ and λ
′
k by some
constant, we have λk = µλ
′
k where µ ∈ Λ and λ
′
k ∈ Λ
′. Then λ′k(yk − x) converges
to some u′ ∈ CΛ
′
x (X), and u = µu
′. 
24 ARTHUR FOREY
Corollary 3.19. The dimension of CΛx (X) is independent of Λ ∈ D.
Proof. As every Λ ∈ D is included in Λ1,1, we can assume we are in the situation
of Proposition 3.18, with Λ′ ⊆ Λ ∈ D, and we have to prove that
dim(CΛx (X)) = dim(C
Λ′
x (X)).
By Proposition 3.18, CΛx (X) is the Λ-cone generated by C
Λ′
x (X). Suppose Λ = Λn,e
and Λ′ = Λn′,e′ . Then n divides n
′ and let
A = {ξ ∈ Re′,K | pe′,e(ξ) = 1} × {0, n, 2n, ..., n
′ − n} ⊆ Re′,K × Z
and
B = {(ξ, α, z) ∈ A×Km | ∃y ∈ CΛ
′
x (X), ∃µ ∈ Λ,
ace(µ) = ξ, ord(µ) = α, z = µy}.
Because CΛ
′
x (X) is a Λ
′-cone, the fiber B(ξ,α) of B above (ξ, α) ∈ A is in bijection
with CΛ
′
x (X). It follows that D is of dimension dim(C
Λ′
x (X)), because A lives in
the auxiliary sorts, hence is of dimension 0. Moreover, as CΛx (X) is the Λ-cone
generated by CΛ
′
x (X), the projection of D on K
m has image CΛx (X), hence
dim(CΛ
′
x (X)) ≥ dim(C
Λ
x (X)).
The other inequality being clear by the inclusion CΛ
′
x (X) ⊆ C
Λ
x (X), the corollary
is proven. 
Definition 3.20. Let X a definable of Kn, x ∈ Kn and Λ ∈ D. The deformation
of X is
D(X, x,Λ) := {(y, λ) ∈ Kn × Λ | x+ λy ∈ X}
LetD(X, x,Λ) be its closure inKn+1, we haveD(X, x,Λ)∩Kn×{0} = CΛx (X)×{0}.
We identify the latter with CΛx (X).
Proposition 3.21. For every definable set X of Kn, x ∈ Kn and Λ ∈ D, we have
dim(D(X, x,Λ)) = dim(X) + 1 and dim(CΛx (X)) ≤ dim(X).
Proof. The projection (y, λ) ∈ D(X, x,Λ) 7→ x+λy ∈ X has its fibers isomorphic to
Λ, hence of dimension 1. By dimension theory, dim(D(X, x,Λ)) = dim(X) + 1. As
CΛx (X) ⊆ D(X, x,Λ) \D(X, x,Λ), it is of dimension less than dim(D(X, x,Λ)). 
We need to define a notion of multiplicity on the tangent cone. As shown by the
following example, the multiplicity cannot be an integer.
Example 3.22. Consider K = C((t)), and the cusp X =
{
y2 = x3
}
. The density
of X at 0 is 1/2. The tangent Λ2-cone is
CΛ20 (X) =
{
(0, y) ∈ K2 | ord(y) = 0 mod 2, ∃η ∈ C×, ac(y)3 = η2
}
=
{
(0, y) ∈ K2 | ord(y) = 0 mod 2
}
,
because C is algebraically closed. It seems that there are two fibers over each
point (0, y) of the tangent cone, defined by the two roots of ac(y)3 = η2, hence it
seems we should attribute a multiplicity of 2 at every point of the tangent cone.
But this is too naive, as it leads to a multiplicity of 1. A way to proceed is to view
the multiplicity as a motive, the density my of the tangent cone at (0, y) is
[
{
η ∈ C | η2 = ac(y)3
}
] ∈ C+({y})
and the tangent cone with multiplicities is
CMΛ20 (X) = [
{
(0, y, η) ∈ K2 × C | ord(y) = 0 mod 2, η2 = ac(y)3
}
] ∈ C+(K
2),
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this leads to the correct value
Θ1(CM
Λ2
0 (X))(0) =
1
2
[{(ξ, η) ∈ k2 | ξ2 = η3}]− 1
L− 1
=
1
2
.
This motivates the following definition.
Definition 3.23. Let X ⊆ Kn be definable of dimension d. Let g : X → A a de-
finable k-partition of X as in Proposition 2.14. The definable X is then partitioned
into graphs Xξ of 1-Lipschitz functions defined on open sets of K
d, up to a set of
dimension < d. For any Λ ∈ D, we define the tangent Λ-cone with multiplicities as
CMΛx (X) := [
{
(y, ξ) ∈ Kn ×A | y ∈ CΛx (g
−1(ξ))
}
]d ∈ C
d
+(K
n).
Remark 3.24. This depends a priori of the chosen partition. However, if we have
two such k-partitions, by taking a refinement, we see that the class of
my =
{
ξ | y ∈ CΛx (g
−1(ξ))
}
does not depend on the chosen partition, up to a set of dimension < d. Hence
CMΛx (X) is well defined (recall that Functions in C
d
+(K
n) are defined up to a set
of dimension < d).
We can now state our main theorem, that will be proved in Section 5.
Theorem 3.25. Let X ⊆ h[n, 0, 0] a definable subassignment of dimension d. Then
there is a Λ ∈ D such that for all x ∈ Kd
ι(Θd(X, x)) = ι(Θd(CM
Λ
x (X), 0)) ∈ C˜({x}).
Because the map from the Grothendieck semi-group to the group is not expected
to be injective, the canonical induced map
ι : C+(X)→ C(X)
is not expected to be injective either. As we will prove Theorem 3.25 by a double
inequality, this gives the equality only at the level of the Grothendieck group.
This should not be seen as a problem, because every known realization of the
Grothendieck semi-group factorizes through the Grothendieck group.
4. Regular stratifications
Regular stratifications satisfying the Whitney condition (af ) have been intro-
duced by Thom [32] and studied by Hironaka [20] in the complex case, Kurdyka-
Raby [23] in the real case. Afterward, the stronger Verdier condition (wf ) has been
introduced by Henry-Merle-Sabbah [19], and studied by Bekka [1] and Kurdyka-
Parusinski [22] in the real case, Loi [26] in the o-minimal case and Cluckers-Comte-
Loeser [2] in the p-adic setting. This section is devoted to defining regular strat-
ification satisfying analogous of conditions (af ) and (wf ) in our context of tame
Henselian fields.
Note that Halupczok [18] has already defined a notion of regular stratification
in Henselian fields of equicharacteristic zero, the so-called t-stratifications. Instead
of starting from the classical definition of (af )-stratification as we do, he starts by
the property of local trivialization. This leads to two different notions of regular
stratification in this context, and it is unknown whether a common generalization
can be found, see [18], open question 9.1.
Because we work in an abstract (mixed) tame theory, we do not have a notion of
analytic manifold, hence we only require in the following definition the strata to be
differentiable. However, if one works in a concrete tame theory where a notion of
analytic manifold is defined and an analytic cell decomposition theorem is available,
then one can require the strata to be also analytic.
26 ARTHUR FOREY
Definition 4.1. A definable stratification of Y ⊆ Kn is a definable k-partition of
Y such that each k-part is in definably diffeomorphic to some open subset of Kd
for some d (depending on the chosen k-part). The k-parts are called strata and
required to satisfy the so-called frontier condition :
for each stratum X , X \X is a union of strata.
If f : Y → K is a definable function, an f -stratification of Y is a stratification of
Y such that for every stratum X , f|X is differentiable of constant rank.
Denote Tx,f(X) = Tx(f
−1
|X (f(x))) the tangent space in x of the fiber of f|X above
f(x).
If V, V ′ are two K-vector spaces of finite dimension with dim(V ) ≤ dim(V ′), set
δ(V, V ′) = sup
v∈V,|v|=1
{ inf
v′∈V ′,|v′|=1
|v − v′|}.
It is the Hausdorff distance between the units balls of V and V ′.
It satisfies δ(V, V ′) = 0 if and only if V ⊆ V ′, and for V ′′ ⊆ V ′ with dim(V ′′) ≥
dim(V ), δ(V, V ′′) ≥ δ(V, V ′).
A couple of strata (X,X ′) is said to satisfy the condition (af ) at x0 ∈ X ⊆ X ′
if for every sequence (xn) of points of X
′ converging to x0,
(af ) δ(Tx0,fX,Txn,fX
′)→ 0.
A couple of strata (X,X’) is said to satisfy the condition (wf ) at x0 ∈ X ⊆ X ′ if
there is a constant C such that for all neighborhoods W of x0, all x ∈ W ∩X and
x′ ∈W ∩X ′, one has
(wf ) δ(Tx,fX,Tx′,fX
′) ≤ C |x− y| .
A stratification Y is said to be (wf )-regular if for all strata (X,X
′) and x0 ∈ X ⊆
X ′, the condition (wf ) is satisfied at x0.
If V and V ′ are definable, then the condition δ(V, V ′) ≤ ε is definable by the
formula
∀v ∈ V, |v| = 1, ∃v′ ∈ V ′, |v′| = 1, |v − v′| ≤ ε.
It follows that if X,X ′ are definably diffeomorphic to some open subset of Kd (for
different d), then
Wf (X,X
′) = {x ∈ X | (X,X ′) satisfies (wf ) at x}
is definable.
Theorem 4.2. Let Y ⊆ Kn a definable, and f : Y → K a continuous definable
function. Then there exists a (wf )-regular definable stratification of Y .
The proof of this theorem will follow closely the approach of Loi [26] and uses
as a key ingredient the curve selection lemma. We start by some lemmas.
Lemma 4.3. Let M : Ω → K be a differentiable and definable function on Ω ⊆
Km × K. Suppose Ω ∩ Km × {0} has non-empty interior U ⊆ Km, and M is
bounded on Ω. Then there exist a non-empty open V ⊆ U , ε > 0, and d ∈ K× such
that for all (x, t) ∈ Ω, x ∈ V , and |t| ≤ ε, one has
|DxM(x, t)| ≤ |d| .
Here and later, we use the notationDxM(x, t) = (∂M(x, t)/∂x1, ..., ∂M(x, t)/∂xm).
Proof. By cell decomposition, we can partition Ω into k-definable parts such that
on each cell A such that A ∩Km × {0} 6= ∅, one has
|DxiM(x, t)| = |DxM(x, t)| = |h(x)| · |t|
a
,
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for some a ∈ Q, h a definable function, and i ∈ {1, ...,m}. If all the a are nonnega-
tive, then we are done because the |h(x)| and the function bounding |t| from below
are constant on small enough open subsets V ⊆ U .
Assume that one a is negative, say on a cell where |DxM(x, t)| = |∂M(x, t)/∂x1|.
By the Jacobian property applied to x1 7→ M(x1, y), there is a (k, y)-definable
of K such that the Jacobian property holds on each ball in it for the function
x1 7→ M(x1, y). Up to another cell decomposition, one can assume that there are
some k-definable balls B1 ⊆ K, B ⊆ Km−1 and C ⊆ K a k-definable with 0 ∈ C
such that for all y ∈ B×C, the Jacobian property holds on B1 for x1 7→M(x1, y).
We then have for all y = (x2, ..., xn, t) ∈ B × C and x1, x′1 ∈ B1,
|M(x′1, y)−M(x1, y)| = |x
′
1 − x1| · |∂M(x, t)/∂x1| = |x
′
1 − x1| · |h(x)| · |t|
a
As M is bounded, the left term is bounded but the right one goes to +∞ when t
goes to 0, this is a contradiction. 
Lemma 4.4. Let V ⊆ Km, S ⊆ Kn be definable with V nonempty open in Km,
and V × {0}m−n ⊆ S \ S. Let π : Kn → Km be the natural projection, and for
every u ∈ V , Su = {x ∈ S | π(x) = u}. Then there is a nonempty open U ⊆ V
such that for all u ∈ U , (u, 0) ∈ Su \ Su.
Proof. Let
A = {(x, y, δ) ∈ S × V × Γ | π(x) = y, |x− y| ≤ δ} .
Let π1 the projection defined by π1(x, y, δ) = y. The definable π1(A) is dense in V .
Indeed, let y0 ∈ V , and ε > 0. By openness of V , there is an ε′ with 0 < ε′ < ε and
B(y0, ε
′)∩Km×{0}n−m ⊆ V ×{0}n−m. Since y0 ∈ S\S, there is a x ∈ B(y0, ε′)∩S.
Then y := π(x) ∈ π1(A) and |y − y0| ≤ ε.
Let π2 be the projection defined by π2(x, y, δ) = (y, δ) and set
π2(A)y := {δ | (y, δ) ∈ π2(A)} , ε(y) = inf π2(A)y , y ∈ π1(A)
Then ε is definable, and it suffices to show that dim({y ∈ π1(A) | ε(y) > 0}) < m.
Suppose the contrary. Then by cellular decomposition there is a W ⊆ π1(A) open
on which ε is greater than a c > 0. But then for all y0 ∈ W , and δ with 0 < δ < c and
B(y0, δ)∩Km×{0}
n−m ⊆W×{0}n−m. Then |x− y| > c for all y ∈ B(y0, δ)∩Km,
x ∈ S with π(x) = y. Contradiction with the argument above. 
Lemma 4.5. Let f : Y ⊆ Kn → K a definable continuous function. Assume that
for all couples (X,X ′) of definable differentiable sets, with X ⊆ X ′ \X ′, we have
dim(X \Wf (X,X ′)) ≤ dim(X). Then Y admits a (wf )-regular f -stratification.
Proof. There exists S an f -stratification of Y by Proposition 2.14 applied induc-
tively. By decreasing induction on d ∈ {0, ..., n}, one builds some successive refine-
ments Sd of S satisfying :
for all X,X ′ ∈ Sd, X ⊂ X ′, dim(X) ≥ d, one hasWf (X,X
′) = X,
using the lemma hypothesis. Then S0 is (wf )-regular. 
Proof of Theorem 4.2. By Lemma 4.5, it suffices to show that for a pair (X,X ′) of
definable manifolds of Y , with X ⊆ X ′\X ′, one has dim(X\Wf (X,X ′)) < dim(X).
Suppose by contradiction that for such a pair, dim(X \Wf (X,X ′)) = dim(X). Up
to reducing X and X ′, assume Wf (X,X
′) is empty, that f is of constant rank
on respectively X and X ′. We can also replace X by f−1|X (a), for a a ∈ K such
that this set is nonempty, therefore assume f is constant on X . By invariance of
the condition (wf ) under diffeomorphisms, one can assume X = V × {0}
n−m, for
V ⊆ Km open definable, therefore for x ∈ X , TxX = Km × {0}
n−m
.
There are two cases to consider.
28 ARTHUR FOREY
• Case 1 : f is of rank 0 on X ′. In this case, one can assume f constant on X ′.
As Wf (X,X
′) = ∅, the definable
D =
{
(y, t) ∈ X ′ ×K× | δ(Km × {0}n−m, TyX
′) ≥ |y1| |t|
−1
}
satisfies V × {0}n−m+1 ⊆ D \ D (where y = (y0, y1), with y1 of length n − m).
By Lemma 4.4, there is a nonempty open U ⊆ V such that for all u ∈ U , (u, 0) ∈
Du \Du. By the curve selection lemma 2.24, there is a definable (with parameters)
function ρ : U × Be → D with ρ(u, s) ∈ Du, ρ(u, 0) = (u, 0), ρ(u, s) ∈ D if s 6= 0,
ρ(u, ·) C-Lipschitz. By the Jacobian property, up to restricting ourself to an open
subset of U one can moreover assume that ρ(·, s) is differentiable. Also denote
ρ(u, s) = (u, ρ(u, s), r(u, s)). We have for all u ∈ U and s ∈ B∗e ,
δ(Km × {0}n−m, Tu,ρ(u,s)X
′) ≥ |ρ(u, s)| |r(u, s)|−1 .
By definition of Hausdorff distance,
δ(Km × {0}n−m, Tu,ρ(u,s)X
′) ≤ |Duρ(u, s)| .
By cell decomposition, up to replacing (u, s) 7→ ρ(u, s) by (u, s) 7→ ρ(u, sk), and U
by a nonempty open subset, there are an a ∈ K× and an integer ℓ > 0 such that
for all (u, s) ∈ U ×B,
|ρ(u, s)| = |a| |s|ℓ .
Since the function (u, s) ∈ U × B∗ → ρ(u, s)/sℓ is bounded, by Lemma 4.3, there
is a d ∈ K× such that up to replacing U by a nonempty open subset, for all
(u, s) ∈ U × B∗,
|Duρ(u, s)| ≤ |d| , hence
|Duρ(u, s)|
|ρ(u, s)|
≤ |ad| .
On the other hand,
|Duρ(u, s)|
|ρ(u, s)|
≥ |r(u, s)|−1 ,
and r(u, s) goes to 0 when s goes to 0, contradiction.
• Case 2 : f is of rank 1 on X ′. We can assume f(X) = 0 and f(X ′) 6= 0. As
Wf (X,X
′) = ∅, the definable
D =
{
(y, t) ∈ X ′ ×K× | δ(Km × {0}n−m, Ty,fX
′) ≥ |y1| |t|
−1
}
satisfies V × {0}n−m+1 ⊆ Du\Du (where y = (y0, y1), with y1 of length n −m).
By Lemma 4.4, there is a nonempty open U ⊆ V such that for all u ∈ U ,
(u, 0) ∈ Du\Du. By Corollary 2.26, up to restricting U to a k-definable subpart,
there is a definable with parameters function ρ : U × Be → D with ρ(u, s) ∈ Du,
ρ(u, 0) = (u, 0), ρ(u, s) ∈ D if s 6= 0 and ρ(u, ·) C-Lipschitz for all u ∈ U . Denote
ρ(u, s) = (u, ρ(u, s), r(u, s)). By Proposition 2.12, we can moreover assume (up
to restricting again U and taking e bigger) that f(u, ρ(u, ·)) is injective (it cannot
be constant because f is of rank one on X ′). Consider f0(u, s) = f(u, ρ(u, s)).
By cell decomposition, there is an integer e′ and a definable with parameters con-
tinuous function h : Be′ → f0(U × Be) with h(0) = 0 and h(B∗e′) ⊆ K
×. For
(u, s′) ∈ U × Be′ , there is an unique s ∈ Be such that f0(u, s) = h(s′), denote
h0(u, s
′) = s. The function h0 is definable (with parameters) and h0(u, s
′) goes to
0 when s′ goes to 0 (for fixed u). Replace ρ by
ρ′ :
{
U ×Be′ → D
(u, s) 7→ ρ(u, h0(u, s))
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The function ρ′ satisfies ρ′(u, s) ∈ Du, ρ′(u, 0) = (u, 0), ρ′(u, s) ∈ D if s 6= 0 and
lims→0 ρ′(u, s) = 0 for all u ∈ U . Up to reducing U , assume ρ′(·, s) is differentiable
with respect to u at all u ∈ U . Denote ρ′(u, s) = (u, ρ′(u, s), r′(u, s)). For all
(u, s) ∈ U × Be′ ,
δ(Km × {0}n−m, T(u,ρ(u,s)),fX
′) ≥ |ρ′(u, s)| |r′(u, s)|
−1
and
f(u, ρ′(u, s)) = f0(u, s) = h0(s).
The vector space spanned by vectors (0, ..., 0, 1, 0, ..., 0, ∂ρ′(u, s)/∂ui) (with 1 in i-th
position) is a subspace of T(u,ρ′(u,s)),fX
′, hence
|Duρ
′(u, s)| ≥ δ(Km × {0}n−m,W ) ≥ δ(Km × {0}n−m, T(u,ρ(u,s)),fX
′).
We are now in a situation similar to case 1, up to replacing ρ′(u, s) by ρ′(u, sk) and
reducing U , we can assume
|ρ′(u, s)| = |a| |s|ℓ ,
and by Lemma 4.3,
|Duρ((u, s))| ≤ |d| .
Hence
|r′(u, s)|
−1
≤
|Duρ(u, s)|
|ρ(u, s)|
≤ |ad| ,
contradiction. 
5. Proof of Theorem 3.25
5.1. Codimension 0 case. The proof of Theorem 3.25 goes along the same lines
as the proof of the main theorem of [2]. We start by proving it in the case d = n,
using a monotone convergence lemma.
Lemma 5.1 (Monotone convergence). Let ϕ ∈ C+(A× N) integrable. Then
lim
n→+∞
n∑
k=0
µ(i∗n(ϕ)) = µ(ϕ).
In particular, if (Xn)n≥0 is a bounded uniformly definable sequence of sets of K
m,
increasing for the inclusion (resp. decreasing), then
lim
n→∞
µ(
⋃
0≤k≤n
Xk) = µ(
+∞⋃
k=0
Xk),
(resp.) lim
n→∞
µ(
⋂
0≤k≤n
Xk) = µ(
+∞⋂
k=0
Xk).
Proof. The sequence
∑n
k=0 µ(i
∗
n(ϕ)) is bounded, definable, and increasing. By Pres-
burger cell decomposition, as in Lemma 3.3, we have the existence of the limit. By
definition of the motivic integral with respect to a value group variable, we have
the result.
We consider now the definable X =
⋃
0≤kXk, where (Xk)k is an increasing
sequence. Let f : X → N the definable function that maps x to the least n such
that x ∈ Xn. Let X˜n = f−1(n) = Xn \Xn−1. We see X as a definable of X × N,
and by the first point,
lim
n→+∞
n∑
k=0
µ(X˜k) = µ(X) = µ(
+∞⋃
k=0
Xk).
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By linearity of the integral,
n∑
k=0
µ(X˜k) = µ(
⋃
0≤k≤n
X˜k) = µ(
⋃
0≤k≤n
Xk),
hence we have the required equality ; the other case is similar. 
Proposition 5.2. Let X be definable of Kd. Then for all Λ ∈ D small enough and
x ∈ Kd,
ι(Θd(X, x)) = ι(Θd(C
Λ
x (X), 0)).
Proof. We have to show the two inequalities
Θd(C
Λ
x (X), 0) ≥ Θd(X, x)
and
Θd(C
Λ
x (X), 0) ≤ Θd(X, x).
By Corollary 3.14, there is a Λ = Λn,m ∈ D, a definable function α : Pd−1(K)→
Z such that for all ℓ ∈ Pd−1(K), (πXx )
−1(ℓ)∩B(x, α(ℓ)) is a local Λ-cone with origin
x. This remains true for any Λ′ ∈ D, Λ′ ⊆ Λ, hence the following reasoning holds
also for any such Λ′.
For all n ≥ 0, let Cn the Λ-cone with origin x generated by X ∩ B(x, n) and
W =
⋂
n≥0 Cn, W is also a Λ-cone. By monotone convergence lemma 5.1, for any
i = 0, ..., n− 1
µd(W ∩ S(x, i)) = lim
n→+∞
µd(Cn ∩ S(x, i)),
hence by Remark 3.11 and linearity of the integral,
Θd(W,x) = lim
n→+∞
Θd(Cn, x).
Moreover, the tangent cone satisfies by definition x + CΛx (X) = ∩n≥0Cn. The Cn
being also Λ-cones, for the same reason we have
Θd(C
Λ
x (X), 0) = limn→+∞
Θd(Cn, x).
For all n we have Θd(Cn, x) = Θd(Cn, x), so
Θd(W,x) = Θd(C
Λ
x (X), 0).
Because Θd is increasing, for all n ≥ 0, we have
Θd(X, x) = Θd(X ∩B(x, n)) ≤ Θd(Cn, x),
hence Θd(X, x) ≤ Θd(CΛx (X), 0).
For the other inequality, for all n ≥ 0, set Wn defined as the w ∈ W such that
α(πXx (w)) ≤ n. By definition of α,
⋃
n≥0Wn = W \ {0}, and Wn ∩ B(x, n) is a
local Λ-cone. As before, by the monotone convergence lemma 5.1
Θd(W,x) = lim
n→+∞
Θd(Wn, x).
Moreover, for all w ∈ Wn ∩ B(x, n), there is a y ∈ X ∩ B(x, n) and a λ ∈ Λ
such that w = λ(y − x) + x and α(πXx (w)) ≤ n, so w ∈ X . We showed that
Wn ∩B(x, n) ⊆ X ∩B(x, n), hence
Θd(Wn, x) ≤ Θd(X, x),
and by taking the limit,
Θd(C
Λ
x (X), 0) = Θd(W,x) ≤ Θd(X, x).

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5.2. Deformation to the tangent cone. The above proof does not extend to the
case X ⊆ Kn of dimension d, for d < n. The reason is that the Λ-cone generated by
a definable of dimension d is in general of dimension n. However, using Proposition
2.14, we will restrict ourself to the case of a graph of a 1-Lipschitz function of
domain U included in Kd. By the case we just studied, it suffices to show that for
some Λ,
Θd(C
Λ
u (U), 0) = Θd(C
Λ
x (X), 0).
To do so, using deformation to the tangent cone we will build a 1-Lipschitz function
ψ of domain (included in) CΛu (U) such that the graph of ψ is a dense subset of
CΛx (X). The displayed equality follows from the existence of such a ψ. We need
first some preparatory lemmas.
Remark 5.3. In the following lemmas, at several occasions we will have to use a
k-partition of the studied definable. By applying Corollary 3.14 with parameters,
we can assume that the same Λ is adapted to all the k-parts.
Let U an open of Kd. By Corollary 3.14, there is a definable function
α : Pd−1(K)→ Z ∪ {∞}
such that for all ℓ ∈ Pd−1(K), (πUu )
−1(ℓ) ∩ B(u, α(ℓ)) is a local Λ-cone with origin
u, with the convention that α(ℓ) = ∞ if and only if (πUu )
−1(ℓ) = ∅. Because α
is definable, it is continuous on a definable dense open subset Ω0 of P
d−1(K). By
dense, we mean that the dimension of its complement into Pd−1(K) is strictly less
than d − 1. Let fix an u ∈ Kd and let Ω1 the definable constituted by the ℓ ∈ Ω0
such that for all neighborhood V of u in Kd, (πUu )
−1(ℓ) ∩ V is nonempty.
Lemma 5.4. Suppose CΛu (U) is of maximal dimension, i.e. d. Then Ω1 contains
a nonempty open definable of Pd−1(K).
Proof. Let Ωc1 the complement of Ω1 in P
d−1(K). We need to show that Ωc1 is
not dense. Assume it is, for the sake of contradiction. By definability and density,
Ωc1∩Ω0 is also dense in P
d−1(K). For every ℓ ∈ Ωc1∩Ω0, by definition of the tangent
cone, (πUu )
−1(ℓ) ∩ (u + CΛu (U)) = ∅. As (π
U
u )
−1(Ωc1 ∩ Ω0) is dense and definable in
Kd, this implies that CΛu (U) is contained into a definable of dimension less than d,
contradiction. 
For all definable O of Pd−1(K), we consider the definable
CΛ,Ou (U) := (πu)
−1(O) ∩ CΛu (U).
Lemma 5.5. We still suppose dim(CΛu (U)) = d. Let O a dense open definable of
Ω1. Then C
Λ,O
u (U) is dense open in C
Λ
u (U), hence of dimension d.
Proof. As πu is continuous, (πu)
−1(O) is open, so CΛ,Ou (U) is open in C
Λ
u (U). Let
show that it is dense. Its complement is the disjoint union
(CΛu (U) ∩ (πu)
−1(Ω1 \O)) ∪ (C
Λ
u (U) ∩ (πu)
−1(Ωc1)).
By density of O in Ω1, C
Λ
u (U)∩ (πu)
−1(Ω1 \O) is of dimension less than d. For all
z ∈ CΛu (U), πu(z) ∈ Ω1, hence
CΛu (U) ∩ (πu)
−1(Ωc1) ⊆ (πu)
−1(Ω1 \ Ω1),
this shows that it is of dimension less that d. 
Lemma 5.6. For almost all ℓ ∈ Ω1 ( i.e. in a dense subset of Ω1),
CΛu (U) ∩ ℓ ∩B(u, α(ℓ)) = (π
U
u )
−1(ℓ) ∩B(u, α(ℓ)).
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Proof. Suppose u = 0 to simplify the notations. For any ℓ ∈ Ω1, we have
(πUu )
−1(ℓ) ∩B(u, α(ℓ)) = CΛu ((π
U
u )
−1(ℓ)) ∩B(0, α(ℓ))
⊆ CΛu (U) ∩ ℓ ∩B(u, α(ℓ)),
hence one inclusion is proven. For the other one, let X be the definable set
X :=
{
(x, t) ∈ Kd \ {0} ×K | u+ tx ∈ U
}
,
parametrizing lines ℓ∩U . Let us apply a cell decomposition of X relatively to the t
variable. We recall the notation Xx for the fiber of X above x ∈ Kd\{0}. There are
three cases. Either 0 is in the interior of Xx, or is in its (definable) boundary ∂Xx,
or it is outside Xx. We do not need to consider the last case, because ℓ ∈ Ω1. For
the first one, (πUu )
−1(ℓ) ∩ B(u, α(ℓ)) = B(u, α(ℓ)), hence the inclusion is satisfied.
For the case 0 ∈ ∂Xx, up to a set of ℓ of dimension less than d − 1, we also have
the inclusion, because the function (of the variable x) describing the centers of the
cell is almost everywhere continuous. 
Lemma 5.7. We suppose dim(CΛu (U)) = d. Then there is a dense open definable
subset of Ω1 such that for all z ∈ CΛ,Ωu (U), with ℓ := πu(z), and all λ ∈ Λ small
enough (depending on z),
u+ λz ∈ (πUu )
−1(ℓ).
Proof. For all ℓ ∈ Ω1, z ∈ ℓ ∩ CΛu (U), and λ ∈ Λ, we have u + λz ∈ C
Λ
u (U). From
the inclusion ⊆ of Lemma 5.6, we have that for all λ ∈ Λ with ord(λz) ≥ α(ℓ),
u+ λz ∈ (πUu )
−1(ℓ).
As (πUu )
−1(ℓ) \ (πUu )
−1(ℓ) is finite, we have for every λ ∈ Λ small enough u + λz ∈
(πUu )
−1(ℓ). 
Corollary 5.8. Let d > 0, and U a definable nonempty open of Kd, and Λ ∈ D as
in Corollary 3.14. Then for all u ∈ U such that CΛu (U) is of maximal dimension
d, for every Λ′ ∈ D with Λ′ ⊆ Λ, we have
CΛ
′
u (U) = C
Λ
u (U).
Proof. Let us show the inclusion CΛ,Ωu (U) ⊆ C
Λ′,Ω
u (U), with Ω given by Lemma
5.7. Let z ∈ CΛ,Ωu (U), and ℓ = πu(z). We have z ∈ C
Λ
u (U ∩ ℓ) = C
Λ
u (U ∩ ℓ), hence
by Lemma 5.7, U ∩ ℓ∩B(u, α(ℓ)) is a local Λ-cone with origin u, hence by Remark
3.16,
z ∈ CΛu (U ∩ ℓ) = C
Λ′
u (U ∩ ℓ) ⊆ C
Λ′
u (U).
The other inclusion being clear, we showed that CΛ,Ωu (U) = C
Λ′,Ω
u (U), hence that
CΛ,Ωu (U) = C
Λ′,Ω
u (U). By Lemma 5.5, C
Λ,Ω
u (U) = CΛu (U). But Lemmas 5.4 and 5.5
are also true for Λ′, provided that dim(CΛ
′
u (U)) = dim(C
Λ
u (U)) = d by Corollary
3.19. Hence
CΛ
′
u (U) = C
Λ′,Ω
u (U) = C
Λ,Ω
u (U) = C
Λ
u (U).

Proposition 5.9. Let U an open definable of Kd, and ϕ : U → Km−d definable,
differentiable and locally 1-Lipschitz. Let u ∈ U be fixed, Λ ∈ D adapted to (U, u).
We suppose limx→u ϕ(x) = v, and set w = (u, v). We suppose dim(C
Λ
u (U)) = d,
and consider Ω and CΛ,Ωu (U) as given by Lemma 5.7.
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Then there exists a k-partition of U and Λ′ ∈ D, such that for each k-part Uξ
with dim(Uξ) = d, ϕ is globally C-Lipschitz on Uξ, Λ
′ is adapted to (Uξ, u), there
is a Ωξ given by Lemma 5.7. For all z ∈ C
Λ′,Ωξ
u (Uξ), the limit
lim
λ→0
λ∈Λ′
λ−1(ϕ(u + λz)− v)
exists, yielding a definable function ψ : C
Λ′,Ωξ
u (Uξ)→ Km−d.
Proof. By Lemma 5.7, for all z ∈ CΛ,Ωu (U), for all λ ∈ Λ small enough, u+λz ∈ U .
Define U ′ ⊆ U as the set of all such u + λz. By definition, CΛ,Ωu (U) ⊆ C
Λ
u (U
′),
hence dim(CΛu (U \ U
′)) < d, we can neglect it and suppose U ′ = U . By Theorem
2.15, assume that ϕ is globally C-lispchitz on k-parts of a k-partition of U . The
function
fz : λ 7→
ϕ(u+ λz)− v
λ
is bounded, indeed otherwise there would exist a y ∈ Km−d\ {0} such that (0, y) ∈
CΛu (Γ(ϕ)), in contradiction with Proposition 2.27 and the fact that ϕ is C-Lipschitz.
By Lemma 2.20, fz has at least one limit value when λ → 0. As dim(Γ(fz) \
Γ(fz)) = 0, this set is finite, so the z-definable Az ⊆ Km−d of adherence values
at 0 of fz is nonempty and finite. By Lemma 2.13, there is a z-definable function
gz : K
m−d → Rss,K sending bijectively Az to some Bz and we can assume gz is
constant on a neighborhood of each point of Az. We can moreover assume that if
z′ = λ′z for some λ′ ∈ Λ, then gz′(a) = gz(a/λ′). The definable function
u+ λz ∈ U 7→ gz
(
ϕ(u+ λz)− v
λ
)
is then well defined, and yields a k-partition of U . We can then apply Corollary
3.14, Remark 5.3, and Lemmas 5.4 to 5.7 to get Λ′ ⊆ Λ and Ωξ as required. For
any z ∈ C
Λ′,Ωξ
u (Uξ) and λ ∈ Λ
′ small enough such that u + λz ∈ Uξ, we have
gz(
ϕ(u+λz)−v
λ ) constant, so
ϕ(u+λz)−v
λ has a limit when λ ∈ Λ
′ goes to 0. 
Proposition 5.10. Let U be an open definable of Kd, and ϕ : U → Km−d defin-
able, differentiable and locally 1-Lipschitz and globally C-Lipschitz. Let u ∈ U be
fixed, Λ ∈ D adapted to (U, u). We suppose limx→u ϕ(x) = v, and note w := (u, v).
We suppose dim(CΛu (U)) = d, and consider Ω and C
Λ,Ω
u (U) as given by Lemma
5.7. We suppose that the conclusion of Proposition 5.9 holds, i.e.
lim
λ→0
λ∈Λ
λ−1(ϕ(u + λz)− v)
is a well defined definable function from CΛ,Ωu (U) to K
m−d.
Then ψ is a locally 1-Lipschitz function on a dense subset of CΛ,Ωu (U), and Γ(ψ)
the graph of ψ is dense in CΛw(Γ(ϕ)), where Γ(ϕ) is the graph of ϕ.
Proof. By the Jacobian property, ψ is differentiable on a dense subset of CΛ,Ωu (U).
To show that ψ is locally 1-Lipschitz, by Proposition 2.28, it suffices to show that
T(x0,ψ(x0))(Γ(ψ)) ⊆
{
(x, y) ∈ Kd ×Kn−d | |y| ≤ |x|
}
=: A
for x0 in a dense subset of C
Λ,Ω
u (U). By definition of ψ, Γ(ψ) ⊆ C
Λ
w(Γ(ϕ)). As
dim(Γ(ψ)) = dim(CΛw(Γ(ϕ))), it suffices to show that TyC
Λ
w(Γ(ϕ)) ⊆ A for every y in
a dense subset of CΛw(Γ(ϕ)). To do so, consider the deformation h : D(Γ(ϕ), w,Λ)→
K introduced in definition 3.20. We identify the fiber h−1(0) with CΛw(Γ(ϕ)) and
for λ ∈ Λ,
h−1(λ) = {(z, λ) | w + λz ∈ Γ(ϕ)}
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with the set
{z ∈ Km | w + λz ∈ Γ(ϕ)} .
As ϕ is locally 1-Lipschitz, for all λ ∈ Λ and y ∈ h−1(λ), Tyh−1(λ) ⊆ A by
Proposition 2.27. By Theorem 4.2, there is a (wh)-stratification, hence for all y in a
dense subset of CΛw(Γ(ϕ)), there is a sequence (yn, λn)→ (y, 0) such that Tyh
−1(0)
is the limit of the Tynh
−1(λ), hence
TyC
Λ
w(Γ(ϕ)) = Tyh
−1(0) ⊆ A.
We prove now the second point. Let z ∈ CΛw(Γ(ϕ)), and (wn)n ∈ Γ(ϕ), (λn)n ∈ Λ
be two sequences such that wn → w and λn(wn − w) → z. Denote by π the
projection of Γ(ϕ) to U , and un = π(wn). Then (un) converges to u and (λn(un−u))
to a = π(z) ∈ CΛu (U). We fix an ε > 0. By Lemma 5.7, there is an a
′ ∈ CΛ,Ωu (U)
with |a′ − a| ≤ ε and such that u+λa′ ∈ U for every λ ∈ Λ small enough. Because
ϕ is globally C-Lipschitz, we have∣∣λn[(ϕ(λ−1n a′ + u)− v)− (ϕ(un)− v)]∣∣ ≤ C |a′ − λn(un − u)| .
By taking the limit, we have
lim
n→+∞
∣∣λn(λ−1n a′, ϕ(λ−1n a′ + u)− v)− λn(wn − w)∣∣ ≤ C |a′ − a| ,
|(a′, ψ(a′))− z| ≤ Cε,
which shows that Γ(ψ) is dense in CΛw(Γ(ϕ)). 
We can now finish the proof of Theorem 3.25.
Proof of Theorem 3.25. We haveX ⊆ Km, definable of dimension less or equal to d.
By Proposition 2.14, there is a definable Y of dimension less than d and a k-definable
partition of X \ Y such that for each part Xξ, there is a ξ-definable open Uξ ⊆ K
d
and a ξ-definable differentiable locally 1-Lipschitz function φξ : Uξ → Km−d of
graph Γξ such that for some permutation of coordinates γξ, Xξ = γξ(Γξ). As the
γξ are isometries, we have the equalities
Θd(γξ(Γξ), x) = Θd(Γξ, γxi
−1(x)) and Θd(C
Λ
x (γξ(Γξ)), 0) = Θd(C
Λ
γ−1ξ (x)
(Γξ), 0)
By Lemma 3.9, it suffices to find a Λ ∈ D such that for all ξ,
ι(Θd(Γξ, γ
−1
ξ (x))) = ι(Θd(C
Λ
γ−1ξ (x)
(Γξ), 0)).
Suppose w := γ−1ξ (x) = (u, v). By Corollary 2.22, up to refining the partition we
can assume limy→u φξ(y) exists. If this limit is not v, both sides of the equality we
need to show are 0, so we can assume the limit is v. Using Remark 5.3, Lemmas
5.4 to 5.7, and Proposition 5.9, we refine the partition and assume the hypotheses
of Proposition 5.10 hold. To simplify, we keep the notations of Proposition 5.10,
we have a Λ ∈ D, U an open definable of Kd, ϕ : U → Km−d, limy→u ϕ(y) = v,
w = (u, v), dim(CΛu (U)) = d, Ω such that C
Λ,Ω
u (U) is dense in C
Λ
u (U), and ψ :
CΛ,Ωu (U)→ K
m−d the definable function
ψ(z) = lim
λ→0
λ∈Λ
λ−1(ϕ(u + λz)− v).
As ϕ is locally 1-Lipschitz, z ∈ U 7→ (z, ϕ(z)) preserves the motivic measure. By
Proposition 2.27, for z small enough, |ϕ(z)| ≤ |z|, hence
Θd(U, u) = Θd(Γ(ϕ), w).
By Proposition 5.10, ψ : CΛ,Ωu (U)→ K
m−d a definable locally 1-Lipschitz function
on a dense subset of CΛ,Ωu , and Γ(ψ) is dense in C
Λ
w(Γ(ϕ)). By the Jacobian
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property, z 7→ (z, ψ(z)) preserve the motivic d-dimensional measure and as before
by Proposition 2.27, for z small enough |ψ(z)| ≤ |z|, hence
Θd(C
Λ
u (U), 0) = Θd(C
Λ,Ω
u (U), 0) = Θd(Γ(ψ), 0) = Θd(C
Λ
w(Γ(ϕ), 0)),
the first and last equality begin obtained by density. Finally, by Proposition 5.2,
we have
ι(Θd(U, u)) = ι(Θd(C
Λ
u (U), 0)).
Putting the three equalities together, we get
ι(Θd(Γ(ϕ)), w) = ι(Θd(C
Λ
w(Γ(ϕ)), 0)).

Remark 5.11. In the above proof, we implicitly used that if dim(CΛu (U)) < d,
then dim(CΛw(Γ(ϕ)) < d. If not, then there would be some coordinate projection
π : Km → Kd such that for U ′ = π(Γ(ϕ)), dim(CΛπ(w)(U
′)) = d, but this would
imply that Θd(Γ(ϕ), w) 6= 0.
5.3. Stabilisation of the tangent cone. We prove in this section that the tan-
gent cone stabilizes, that is, the existence of a distinguished tangent cone.
Theorem 5.12. Let X a definable of Km of dimension d. Then there is a Λ ∈ D
such that for all Λ′ ∈ D, Λ′ ⊆ Λ and x ∈ Kn, we have
CΛx (X) = C
Λ′
x (X).
Proof. The proof goes by induction on the dimension d of X . If d = 0, then
CΛx (X) = {0} for any Λ. We suppose then that dim(X) = d ≥ 1 and that the
proposition is true for lower dimensions.
By Proposition 2.14, up to taking a k-partition and working on one of the k-
parts, we can suppose X is a graph of a locally 1-Lipschitz function ϕ defined on
an open U ⊆ Kd. Note also that only finitely many Λ ∈ D will occur, hence at
the end we can pick a Λ ∈ D adapted to all the parts. In what follows, we fix an
x ∈ Kn to simplify the notations, but we are in fact working uniformly in x. Let u
be the projection of x on Kd. Let Λ ∈ D be as given by Corollary 3.14. Suppose
first that CΛu (U) is of dimension d and fix a Λ
′ ∈ D, Λ′ ⊆ Λ. Then by Corollary
5.8,
CΛ
′
u (U) = C
Λ
u (U).
By Propositions 5.9 and 5.10 applied to ϕ and Λ, there is an Ω and a function
ψ : CΛ,Ωu (U)→ K
m−d
with graph dense in CΛx (X). These propositions also apply for Λ
′, yielding an Ω′
and a function
ψ′ : CΛ
′,Ω′
u (U)→ K
m−d
with graph dense in CΛ
′
x (X). By taking their intersections, we can suppose Ω = Ω
′.
Then CΛ,Ωu (U) = C
Λ′,Ω′
u (U) and ψ and ψ
′ agree. Hence
CΛx (X) = Γ(ψ) = Γ(ψ
′) = CΛ
′
x (X).
Suppose now that CΛx (X) is of dimension < d (or equivalently, C
Λ
u (U) of dimen-
sion< d by Remark 5.11). We will show the existence of a definable (with additional
parameters) Y ⊆ X such that dim(Y ) = dim(CΛx (X)) and C
Λ
x (X) = C
Λ
x (Y ). If we
do so, we are done by induction.
Apply the parametrized curve selection 2.25 to D(X, x,Λ) × CΛx (X), with for
every y ∈ CΛx (X),
ay = y ∈ D(X, x,Λ)\D(X, x,Λ).
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Hence there is a nonempty definable D, and a definable function
σ : Be ×D × C
Λ
x (X)
such that for any (d0, y) ∈ D×CΛx (X), σd0,y(B
∗
e ) ⊆ D(X, x,Λ) and limt→0 σd0,y(t) =
σd0,y(0) = y.
Then if we fix a d ∈ D, the d-definable set σ(B∗e , d, C
Λ
x (X)) ⊆ D(X, x,Λ) is of
dimension d+ 1, and we can map it to X using
(z, λ) ∈ D(X, x,Λ) 7→ x+ λ · z ∈ X.
The image Y (d0) is then a d0-definable of dimension d, such that C
Λ
x (Y (d0)) =
CΛx (X). 
6. Application to the p-adic case
6.1. In this section we show how our results extend the work of Cluckers, Comte
and Loeser [2] on p-adic local density.
For the remainder of the section, we fix K a finite extension of Qp. Let L′Mac =
{0, 1,+,−, ·, (Pn)n > 0} the language of Macintyre, where Pn is a predicate for n-th
powers in K×. Let L′an = L
′
Mac∪
{
−1, (K {x1, ..., xn})n ≥ 1
}
the analytic language,
where −1 is the field inverse and K {x1, ..., xn} the ring of restricted power series
(i.e.power series converging on OnK). The definable of K in the language L
′
Mac
(resp. L′an) are exactly the definable of K in the three sorted language Lhigh (resp.
in the language LK,an of Example 2.9.2). For the remainder of this section, let L′
be either L′Mac or L
′
an and (accordingly) L be either Lhigh or LK,an. We work in
the mixed tame theory T = Th(K) in the language L.
Note that the residue rings Rn = OK/MnK are finite, because the residue field
kK of K is finite, hence a k-partition of some definable of X ⊆ Kn is in fact a finite
partition of X . Counting points induces an isomorphism Q(h[0, 0, 0]) ≃ Z. More
generally, let µn,K be the Haar measure on K
n, normalized by µn,K(OnK) = 1.
This measure extends to a measure on definable sets of Km of dimension at most
n, still denoted µn,K . By [10, Proposition 9.2], if ϕ ∈ C+(h[m, 0, 0]) is of dimension
at most n and integrable, then
µn(ϕ) = µn,K(ϕK).
In particular, the definition of motivic local density specializes to the p-adic
case. That is, if X ⊆ Kn of dimension d and x ∈ Kn, the motivic local density
Θd(X, x) ∈ C˜+({x}) ≃ Q+ equals the local density of X at x of [2, Definition 2.3.2].
Our definition of tangent cone also coincides with the definitions of [2, Section
3.3]. Note also that the definition of cone with multiplicities CMΛx (X) given in [2,
Section 5.4] coincides with our Definiton 3.23, because a k-partition in this case is
a finite partition and of the isomorphism Q(h[0, 0, 0]) ≃ Z.
However, unlike what is claimed in [2], this does not coincide with the other
definition of multiplicities on the tangent cone, given by [2, Section 3.6] and denoted
SCΛx (X), as shown by the following example.
Example 6.1. Fix K = Qp for p 6= 2, consider the cusp X =
{
x2 = y3
}
and
Λ = {λ ∈ K× | P2(λ)} the subgroup of squares in K×. The group Λ is of finite
index in K× and [K×/Λ] = 4.
One has CΛ0 (X) = {(0, y) | P2(y)}. Fix (0, y0) ∈ C
Λ
0 (X), y0 6= 0. We need to
compute Θ2(D(X, 0,Λ), (0, y0, 0)). For n ≥ 3ord(y0), we have
D(X, 0,Λ) ∩B((0, y0, 0), n) ={
(x, y, λ) ∈ K2 × Λ | min {ord(x), ord(y − y0)} ≥ n, x
2 = λy3
}
.
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We have ord(λ) = ord(x2/y3) = 2ord(x) − 3ord(y0) and ac(λ) = ac(x2)/ac(y0)3.
As y0 is a square, ac(y0) is a square and ord(y0) is even, hence for any (x, y) ∈
(K×)2 with ord(x) ≥ n, ord(y − y0) ≥ n, x2/y3 is a square, i.e.in Λ. Hence
D(X, 0,Λ) ∩B((0, y0, 0), n) is a graph of a 1-Lipschitz function. Hence
µ2,K(D(X, 0,Λ) ∩B((0, y0, 0), n)) =
µ2,K(
{
(x, y) ∈ (K×)2 | ord(x) ≥ n, ord(y − y0) ≥ n
}
) = p−2n,
then Θ2(D(X, 0,Λ), (0, y0, 0)) = 1 when y0 is a square and
SCΛ0 (X)(0, y0) =
{
4 if P2(y0)
0 otherwise
.
This differs from the correct value of the multiplicity
CMΛ0 (X)(0, y0) =
{
2 if P2(y0)
0 otherwise
that one computes by partitioning X into graphs of 1-Lipschitz functions using
g : (x, y) ∈ X 7→ (ac(x), ac(y)).
Hence in the paper [2], each occurrence of SCΛx (X) must be replaced by CM
Λ
x (X).
With this modification, the first part of Theorem 3.6.1 of [2] remains true, as it is
exactly our Theorem 3.25 applied to the theory of K.
Note that it is unclear how to attach multiplicities in the case of non locally
constant constructible functions. We do not know how to suitably modify the
definition of νΛx in [2, Section 3.6] in order to make true the second part of Theorem
3.6.1 of [2].
Note also that one can easily correct the proof of this theorem. Instead of [2,
Corollary 5.3.8] and [2, Section 5.6], one can copy our proof of Theorem 3.25, but
quoting [2, Proposition 1.5.3] instead of Proposition 2.14, [2, Lemma 5.3.3] instead
of Lemma 5.7, [2, Proposition 5.3.7] instead of 5.10 and [2, Proposition 3.4.1] instead
of Proposition 2.27.
We mention also that Proposition 2.4.2 of [2] is false in general. For example,
take ϕn = 1An , where An = {x ∈ K | 0 ≤ ord(x) ≤ n}. We have Θ1(ϕn)(0) = 0
but sup(ϕn) = 1B∗ , with B
∗ the unit ball without 0 and Θ1(1B∗)(0) = 1.
It is used in [2, Section 5.1] to reduce the second part of [2, Theorem 3.6.1] to the
first part. As we have seen that the second part is meaningless without a way to
attach multiplicities to constructible functions, this is not a problem. It is also used
in the proof of [2, Section 5.2]. Instead of this Proposition 2.4.2, one can use in this
proof the monotone convergence theorem from classical measure theory, similarly
to what we have done in the proof of Proposition 5.2.
6.2. Uniformity in p. Since the pioneering work of Denef on the degree of Igusa’s
local zeta functions [13], many results on model theory of the p-adics fields and p-
adic integration have been improved into some versions uniform in p. This started
with the uniform p-adic cell decompositions theorems of (Denef-)Pas [28], [29] and
was one of the motivation for the development of motivic integration. Denef and
Loeser [14] show existence of motivic zeta functions specializing for almost every p
to Igusa’s zeta functions and later Cluckers and Loeser [9] prove a general special-
ization theorem for integrals of motivic constructible functions with parameters.
In this line of ideas, we prove in this section a uniform version of Theorem 3.6.1
of [2]. Let us recall the setting of [9, Section 9.1], in order to use the specialization
principle. Fix a number field k with ring of integers O. Let AO be the collection
of all p-adic completions of finite field extensions of k and for N > 0, let CO,N be
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the collection of all K in AO such that the residue field of K is greater than N and
set CO = CO,1. For K in CO, we set OK its valuation ring, MK its maximal ideal,
kK its residue field and qK = card (kK). If we fix a uniformizing parameter ̟K of
OK , there is a unique multiplicative map ac : K
× → k×K extending the projection
O×K → k
×
K and sending ϕK to 1. We use the three sorted language LO := LDP (R),
where R is any subring of O[[t]] containing O[t]. Any K ∈ CO can be seen as
a LO-structure by interpreting t by ̟K . We work in the tame theory T of all
(0, 0, 0)-fields in the language LO and definable subassignments are considered up
to equivalence in this theory. If X ⊆ h[n, r, s] is a definable subassignment, there is
a N > 0 such that for any K ∈ CO,N , any LO-formula defining X defines the same
set XK ⊆ Kn×kK
r×Zs which does not depends on the choice of ϕK . This follows
from logical compatness and Ax-Kochen-Ersˇov principle, see for example [15].
A motivic constructible function ϕ ∈ C(Z) gives rise for some N > 0 and any
K ∈ CO,N to some constructible function ϕK : ZK → Q defined in the following
way. Suppose first that ϕ = [Y/Z ] ∈ Q(Z). Then YK is a subset of Zk × k
ℓ
K for a
ℓ ≥ 0 and one set
ϕK :
{
ZK → Q
x 7→ card
(
π−1K (x)
)
,
where π : Y → Z is the canonical projection. This extends by linearity to general
functions in Q(Z).
If ϕ ∈ P(Z), then ϕ can be written in terms of L and definable morphisms
α : Z → Z. We replace formally each occurrence of L by qK and each function α
by αK : ZK → Z. This yields a function ϕK : ZK → Z.
By tensor product, this defines a function ϕK : ZK → Q for any ϕ ∈ C(Z), well
defined for K ∈ CO,N for some N > 0 (depending on ϕ).
With this definitions, we can now state the specialization principle [9, Theorem
9.1.4]. Fix a definable morphism f : Z → S. Recall that we have a relative version
of the measures, denoted µSn and µ
SK
n,K , that assign measure to constructible function
of dimension n relatively to S, in order to deal with integrals with parameters. For
any motivic constructible function ϕ ∈ C(Z), of dimension n relatively to S and
integrable relatively to S, there is a N > 0 such that for any K ∈ CO,N ,
µSn(ϕ)K = µ
SK
n,K(ϕK).
Using this result, we can prove the following uniformity theorem. For all K ∈ CZ,
we write MVK∞ and Θ
K
d for the mean value at infinity and the local density on K
defined in [2].
Theorem 6.2. Let X ⊆ h[n, 0, 0] a definable subassignment of dimension d. Then
there is a Λ ∈ D and a integer N > 0 such that for all K ∈ CZ,N ,
Θd(X)K = Θ
K
d (XK),
Θd(CM
Λ(X))K = Θ
K
d (CM
ΛK (XK)),
and for every x ∈ Kn,
ΘKd (XK , x) = Θ
K
d (CM
ΛK
x (XK), 0).
Proof. Given the definition of Θd, the first two equalities follow from the special-
ization principle and the fact that MV∞(ϕ)K = MV
K
∞(ϕK) which follow from the
definition. The last equality follows from Theorem 3.25 and the first two equali-
ties. 
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