Abstract. The Relativistic Configuration Interaction (RCI) method has been used to evaluate the bound and continuum portions of summation expressions for the dipole and quadrupole polarizabilities, yielding the Ni II results  D,0 = 7.686 au for 3d 9 2 D 3/2 and  Q,0 =61.940 au for 3d 9 2 D 5/2 . The experimental value for the latter is estimated to be 55 (8) [1, [5] [6] . But computational estimates of additional quantities are also needed to complete the experimental analysis. Preliminary estimates were provided to Lundeen group [7] for the non-adiabatic scalar dipole polarizability,  D,0 [8, 9] . These estimates excluded continuum contributions, as well as those from higher Rydberg series members, both of which are now included. For the higher Rydberg members this is done without increasing the size of the energy matrix. Being able to do this eliminates the need for a significant modification of the RCI code [13] .
Introduction
Experimental studies of high lying Rydberg states of atoms have been used to obtain core polarizabilities and moments. Those quantities appear in effective potentials [1] used to fit the measured energy of the atom's Rydberg levels. They are important in the area of precision optical frequency standards where the interaction with external fields is important [2] , in the long range (van der Waals) interactions between atoms, and as an accuracy test for wavefunctions whose generation may require improvements in the methodology and analysis.
Over the past few years we have calculated Ni II ground state scalar and diagonal tensor dipole polarizabilities [3] and the atomic quadrupole and hexadecapole moments [4] , roughly in parallel with the experimental studies of the Lundeen research group [1, [5] [6] . But computational estimates of additional quantities are also needed to complete the experimental analysis. Preliminary estimates were provided to Lundeen group [7] for the non-adiabatic scalar dipole polarizability,  D,0 [8, 9] . These estimates excluded continuum contributions, as well as those from higher Rydberg series members, both of which are now included. For the higher Rydberg members this is done without increasing the size of the energy matrix. Being able to do this eliminates the need for a significant modification of the RCI code [13] .
The scalar quadrupole polarizability,  Q,0 , which has been difficult to pin down in Ba + for example [10] , and the off diagonal tensor dipole polarizability  D,2 , which is newly introduced in the work on Woods and Lundeen [1] , are calculated here for the first time. There are significant cancellation effects for the quantities  Q,0 -6 D,0 which has been measured and for  D,2 for which an estimate is available [6] . Clearly future experiments directly measuring  Q,0 and  D,0 for the 2 D 3/2 metastable state which we report here would valuable.
Methodology
We use a Dirac-Coulomb Hamiltonian to generate the radial wave functions from the program of Desclaux [12] . Breit effects are added at the RCI stage. All the properties of interest here involve dipole or quadrupole matrix elements. If the ground state is represented by a single configuration 1s 2 ….. 3d 9 2 D J , this means in the absence of non-orthogonality (NON) and correlation that the most important excited states would correspond to single excitations 3d to p+ f for dipole properties and 3d to s + d + g for the quadrupole polarizability . The symbol "f ", for example, represents both the entire Rydberg series (principle quantum number n) and the continuum (labeled with its energy, E), etc. Core excitations from the n=1 and n=2 shells are excluded because they are likely to be small due to their large energy denominators. Since the core was not explicitly correlated, we have used the length forms of the dipole and quadrupole operators throughout. Due to the large cancelation effects present in several of the properties computed here, we have to include a significant number (100 -120) of Rydberg levels of each type, i.e. 3d 8 np J ( or 3d 8 nf J) with n varying from 4 -13. We then fit the uppermost levels with a power series and using the fit, extrapolate to the various thresholds. Because the bound state computer programs we use [13] are limited to 60 levels or less, we have split the calculations into two parts, n=4 -8 and n=9 -13. Keeping the full set of np (n=4-13) radials in the second section is sufficient to prevent collapse of n=9-13 wavefunctions into the absent ones (n=4-8). This was tested by including the 8p wavefunctions in each piece, and noting that the 8p contributions were independent of which piece they are in. This split was done for method B (see section 3.3). Method A included only the first piece, and consequently involved a longer, and potentially more risky, extrapolation. The position of the lower levels is adjusted as before [4] by shifting the diagonal matrix elements to agree with observation [14] . The shifts for the unobserved levels are obtained by comparing the computed Ni III 3d 8 core energies (using the Ni II radial functions) to Ni III observation [14] , and shifting the upper Ni II diagonal matrix elements with this difference. The largest shallow core excitations were 3p to 3d (dipole) and 3s to 3d (quadrupole). Only the former was of modest size (~ 0.022 au for the dipole polarizability), and the higher members of the series 3p to d were quite small.
The continuum radial was generated using the stand-alone program of Tews and Perger [15] which is based on earlier work of Perger et al [16] . The 1s … 3d core radials are obtained from the lowest energy 3d 8 (3F) nlj bound state result [12] ; i.e. using the frozen core approximation. The continuum radial function is obtained by solving a radial equation which properly accounts for exchange, core orthogonality, and structure. More detail is given in the work of Pan and Beck [17] . Calculations were started quite near the threshold [E min =0.0008 to 0.0027 eV] and the computed values nearest the threshold were fit to a power series, which was integrated down to the threshold.
The coupling is always of the form, e.g. 3d 8 ( 3 F 4 ) f 7/2 J=5/2, which is called a "channel", provides a nearly diagonal basis, consistent with what was used for the bound states, which is helpful for the extrapolations being done. Previous work [17] suggests that for these applications results should be nearly independent of the final state coupling. There were approximately 275 channels (each with about 90 energies) present in this work.
For scalar dipole polarizabilities we used the Dalgarno [1, 18] summation formulation, which in au is:
The first term is a sum over bound state oscillator strengths f ik and energy differences which are taken from experiment, when available [14] . While the division into a bound state and continuum part in equation (1) is not formally necessary, it is of computational value. Different computational methodologies are applied to each piece, and knowing which piece is the more important helps one focus on which piece needs the higher accuracy.
The f and df/dE are obtained by two computer codes RFV1S and RPI created by one of the authors [19] which makes maximal use of symmetry for purposes of efficiency, and includes the effects of non-orthonormality. The energy mesh used in the continuum calculations starts near the threshold, continues on well past the maximum df/dE (which for 3d to f, is ~ 0.5 au), until df/dE drops significantly. The tail is then fit with a power series, and extrapolated to infinity. If this portion is more than a few percent of the total integral, the mesh is extended. Energy spacing is non-uniform but sufficiently dense to produce a smooth variation in df/dE. On average, there are about 90 energy mesh points which range from threshold to 500 eV .More details for bound states [20] and the continuum [17] can be found elsewhere.
The expression for the non-adiabatic scalar dipole polarizability  D,0 is given in equation 36 of [1] . For the Ni II ground states, it is:
where M (1) is the dipole operator, and designates the ground state configuration (3d 9 )and the final state, respectively. The equation includes both the bound states (a sum) and the continuum (an integral). The reduced dipole matrix element is obtained from our computed f or df/dE using equation 6 .81 of Johnson [21] . As before, experimental energy differences are used, when available.
The expression for the off diagonal tensor dipole polarizability which arises from the mixing of the 3d 9 In this work the energy structure expression used by both the bound and continuum codes [19] is a common one produced by the RCI code [13] . The program [19] produces the entire dipole matrix element and using the Wigner-Eckart theorem of Johnson's equation 1.89 [21] , we obtain the signed reduced matrix element. The other complication is associated with the considerable cancelation that occurs within and between the bound and continuum contributions. This will be illustrated in the next section. Finally we note that the overall sign of  D,2 must be determined in conjunction with how the expression was derived. I.E equation (77) An expression for the scalar quadruple polarizability  Q,0 is given in equation 34 of reference [1] . However, this involves the reduced matrix element, and it is more convenient to work with the f-value or spontaneous transition probability. To convert from one to the other, we use table 10.6 of Martin and Wiese's article [22] , this yields For state i . Here A Ki is the spontaneous transition probability in Sec -1 ,  is the wavelength in g i (g k ) is statistical weight that's =2J i +1 (2J k +1), and E is in au. This form was used for the bound states. Since the RPI program [19] creates df/dE it is more convenient to use the expression derived from ref. [23] :
with the same units.
Finally, a number of small computer codes have been written for this work to evaluate the expressions in equations (2-5), and RFV1S [19] has been extended so that it computes the bound state portion of the quadrupole polarizability.
Results

Scalar Dipole Polarizability of Ni II 3d
This is a meta-stable state with a lifetime of 18.1sec [24] . As a consequence its polarizability may play a significant role in various physical phenomena. It is relatively easy to calculate as the J=3/2 and 5/2 3d 8 (p+f) wavefunction already exist [3] , only the J=1/2 wavefunctions needed to be created. For transitions involving a tensor of rank k, the initial (j or J) and final (j' or J') must satisfy the triangle inequality (j, k,j') or, for many electrons, (J, k, J'). 
Our value is 9.2345 au. Woods et al [6] estimated value is 8.9(1.2) based on a preliminary calculation of ours [7] . Contributions from the different symmetry final states are given in table 2. Here again the 3d to p excitations are largest for the bound states, and 3d to f are largest for the continuum states. Since we want to determine this quantity to good accuracy (see section 3.3), we examined some shallow core excitations, 3p to d. We found that 3p to 3d is significant (see table 2 
channels are zero because they involve a transition integral, which is zero.
Quadrupole Polarizability of Ni II 3d
9 2
Our value is 61.940 au which is at the upper range of the value given by Woods et al [6] of 55(8) au. What Woods et al [6] determine from measurement, by fitting, is  Q,0 -6 D,0 . Our value for this quantity is +6.48 whereas the fitted [6] value is +1.4(2.8). A shortfall of 9.1% in the computed value of  D,0 is one way these could brought into agreement. This is why we looked at the role of the core excitations in section 3.2 and used the methodology discussed in section 3.3.1 below (Method B).
Excitations of 3d to s + d + g all contribute to  Q,0 and they are shown in table 3 . We see that for the bound intermediate states 3d to s then 3d to d then 3d to g vary from large to small. We also get a significant contribution from 3d 9 2 D 5/2 to 3d 9 2 D 3/2 . The contribution of the core excitation 3s to 3d is quite small.
The very large (~45% of the total) contribution of 3d to s J'=7/2 can be understood as follows. Analysis shows that 95.8% of this arises from the 3d , we can see each contribution is proportional to the spontaneous emission probability divided by the 6 th power of the energy difference. Our A ki value for this transition is 0.14 sec -1 which compares favorably with the 0.211 and 0.188 sec -1 of Quinet and Le Dourneuf [25] . Any deficiency in our value for this transition likely lies mainly in our separation of the 3d to d and 3d to g excitations from 3d to s (we are using the length gauge),i.e. they are not mixed into the 3d to s wavefunctions. Observed energy differences are used where available [14] . If this A ki is indeed somewhat larger, this will increase the discrepancy between our calculated value and experiment [6] further.
For the quadrupole polarizability, the energy difference is the dominant factor. 
Method B
The entries in Table 3 were obtained by including Rydberg members (4s to 8s,4d to 7d,5g to 6g) and estimating the missing contributions (>8s, >7d, >6g) by extrapolating backwards from the continuum calculations. To ascertain the error made, we included Rydberg members up to 13s, 12d, and 10g, and used the uppermost two members (e.g. 11d and 12d) to extrapolate to the threshold. More continuum values were added, particularly near the threshold, and these were used to extrapolate only to the threshold, and not into the bound states. This was done for the largest contributor in Table 3 of each symmetry; i.e 3d to s J'=7/2, 3d to d J'=9/2, and 3d to g J'=9/2. As was to be hoped, the sum of the bound and continuum contributions was quite stable (what was "lost" in the continuum portion was effectively "regained" in the bound state portion). For 3d to d J'=9/2 the 1.9136 value in Table 3 For the continuum portions the ordering is reversed, i.e. 3d to g then 3d to d then 3d to s vary from large to small. As the symmetry changes, the contribution size decreases by an order of magnitude. This is directly related to how far out df/dE peaks Vs. E (~ 200 eV for 3d to g). The length form of the operator has been used throughout. Channels involving 3d 8 In Table 4 , we give the contributions of the final states according to their symmetry. We see there is a great deal of cancellation (loss of 2 significant figures), and that the bound states contribute -0.1645 and the continuum -0.0559 for a total of -0.220449 au. These results were obtained using method B . The estimated value, which was based on a bound state portion only [7] , is [6] -0.04 au. Assuming the value of  D,2 is ~ -.04, accuracies of ~ .03% would be needed (see table 4) in the total positive (negative) contribution to produce an acceptable result of this size.We believe the current result to be the first calculation for this property. 
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