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Выпускная квалификационная работа состоит из руководства по мони-
торингу компьютерной сети и пояснительной записки на 61 страницах, со-
держащей 23 рисунка, 2 таблицы, 44 источника литературы, а также 
2 приложения на 7 страницах. 
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/ Е. С. Комаров; Рос. гос. проф.-пед. ун-т, Ин-т инж.-пед. образования, Каф. 
информ. систем и технологий. — Екатеринбург, 2018. — 61 с. 
Объект исследования: организация процесса обучения сотрудников 
предприятия мониторингу сервисов, серверов и активного территориально 
распределенного сетевого оборудования с использованием Microsoft 
System Center 2012 R2. 
Предмет исследования: обучающие инструкции по мониторингу сер-
висов, серверов и активного территориально распределенного сетевого обо-
рудования отдела системной интеграции АО «Стройдормаш» с развитой ИТ-
инфраструктурой. 
Цель работы: разработать руководство по мониторингу компьютерной 
сети предприятия средствами Microsoft System Center 2012 R2 
Актуальность данной работы состоит в том, что обучение специалистов 
в области информационных технологий (ИТ-специалистов) для сопровожде-
ния Microsoft System Center 2012 R2 происходит только на дорогих узко ква-
лифицированных курсах. Поэтому в целях снижения затрат на дальнейшее 
сопровождение, на предприятиях ведется база знаний, содержащая в себе по-
полняемый комплект инструкций и пояснений.  
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В настоящее время для предприятий со сложной распределенной инфра-
структурой информационных технологий (ИТ-инфраструктурой) актуальной 
является проблема мониторинга различных сервисов, в том числе серверов и 
активного сетевого оборудования. Система мониторинга позволяет сотрудни-
кам информационных служб (ИТ-служб) предприятия оперативно получать 
информацию о состоянии сервисов, оборудования, эффективнее и быстрее реа-
гировать на возникшие инциденты. Такая система позволяет собирать, система-
тизировать, анализировать и хранить полученную информацию. Внедрение си-
стемы мониторинга приводит к сокращению времени на поиск причин пробле-
мы и ее устранения, а также экономит значительные средства на содержание 
штата ИТ-служб. 
Как правило, системы мониторинга представляют собой набор воз-
можностей, которые обеспечивают потребителя единым интерфейсом и воз-
можностью удаленного доступа к сервисам с различных коммуникационных 
устройств (компьютер, ноутбук и другие). 
На сегодняшний день на рынке информационных услуг (ИТ-услуг) 
представлен широкий выбор систем мониторинга, отвечающий нуждам лю-
бого предприятия, например: огромный холдинг, дата-центр или небольшая 
компания. Отличаться такие системы могут функциональностью, параметра-
ми, возможностью интеграции с наблюдаемым оборудованием. Также 
наблюдается большой ценовой диапазон — бесплатные системы мониторин-
га, такие как Zabbix и Nagios, серьезная система System Center 2012 
Operations  Manager от компании Microsoft. 
Проблема построения мониторинга сервисов, серверов и активного се-
тевого оборудования актуальна также для акционерного общества «Строй-
дормаш» (АО «Стройдормаш»). 
Акционерное общество «Стройдормаш» — это современная крупно-
масштабная компания, являющаяся производителем буровых установок, бу-
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рильных, бурильно-крановых, бурильно-сваебойных и шнековых машин, на 
основе использования и применения инновационных технологий. Бурильно-
крановые машины и оборудование, выпускаемые заводом, широко применя-
ются для строительства, ремонта и обслуживания линий электропередачи. 
Машины и оборудование эксплуатируются в различных энергосистемах Рос-
сии и сопредельных государств, на предприятиях строительной и нефтегазо-
вой отраслей, дорожного и коммунального хозяйства, а также на предприятиях 
оборонно-промышленного комплекса. В условиях современного бизнеса завод 
должен иметь современную развитую ИТ-инфраструктуру и обеспечивать 
бесперебойное функционирование сервисов для производства, а, следователь-
но, должна быть обеспечена работоспособность всего сетевого оборудования. 
На данный момент АО «Стройдормаш» имеет 80 серверов, 500 рабочих 
станций, 30 единиц сетевого оборудования, расположенных в нескольких 
офисах и на производственных площадках в нескольких городах Российской 
Федерации. На предприятии с таким количеством узлов, распределенных 
территориально, необходима гибкая и масштабируемая система мониторин-
га, с оперативным оповещением о возможных инцидентах, с возможностью 
визуализации и отчетности. 
Проблема заключается в том, что такой большой объём оборудования 
отслеживать вручную практически невозможно. Задача мониторинга решает-
ся отделом системной интеграции с помощью программного комплекса Mi-
crosoft System Center 2012 R2. 
Обучение ИТ-специалистов для сопровождения Microsoft System 
Center 2012 R2 происходит только на дорогих узко квалифицированных кур-
сах. В целях снижения затрат на дальнейшее сопровождение данного продук-
та, на предприятии ведется база знаний, содержащая в себе пополняемый 
комплект инструкций и пояснений. 
Объект исследования: организация процесса обучения сотрудников 
предприятия мониторингу сервисов, серверов и активного территориально 
распределенного сетевого оборудования с использованием Microsoft 
System Center 2012 R2. 
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Предмет исследования: обучающие инструкции по мониторингу сер-
висов, серверов и активного территориально распределенного сетевого обо-
рудования отдела системной интеграции АО «Стройдормаш» с развитой ИТ-
инфраструктурой. 
Цель работы: разработать руководство по мониторингу компьютерной 
сети предприятия средствами Microsoft System Center 2012 R2. 
Задачи: 
• проанализировать источники по диагностике компьютерной сети;  
• изучить возможности программного комплекса мониторинга 
Microsoft System Center 2012 R2;  
• настроить программный комплекс на предприятии для дальнейшего 
использования для мониторинга сети; 
• подготовить обучающие инструкции по получению и анализу от-
четности и настройки уведомлений при возникновении инцидентов; 
• реализовать интерфейс руководства в выбранных средствах реали-
зации. 
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1 ИСПОЛЬЗОВАНИЕ СИСТЕМ МОНИТОРИНГА ДЛЯ 
ДИАГНОСТИКИ КОМПЬЮТЕРНОЙ СЕТИ 
1.1 Разновидности систем мониторинга 
На сегодняшний день на рынке ИТ-услуг представлено большое коли-
чество различных продуктов для мониторинга ИТ-инфраструктуры. Необхо-
димый функционал продукта определяется размером организации. Большим 
организациям нужно поддерживать большую инфраструктуру с большим ко-
личеством сетевого оборудования и мониторингом сложных сервисов компа-
нии Microsoft. Маленьким организациям достаточно бесплатного мониторин-
га с сильно ограниченным функционалом для проверки состояний сети. Пе-
ред непосредственным внедрением системы мониторинга, необходимо про-
вести обследование локальной вычислительной сети (ЛВС), результатом ко-
торого должен стать перечень наблюдаемого оборудования, параметров и 
утвержденный алгоритм эскалации событий мониторинга. На основе анализа 
сетевой инфраструктуры заказчика формируются первые решения, опреде-
ляющие архитектуру будущей системы мониторинга. 
Термином «мониторинг сети» называют работу системы, которая вы-
полняет постоянное наблюдение за ИТ-инфраструктурой в поисках медлен-
ных или неисправных систем, и которая, при обнаружении сбоев, сразу от-
правляет оповещение ИТ-специалистам, для скорейшего устранения инци-
дента. Основной задачей любой системы мониторинга является предоставле-
ние актуальной информации для анализа состояния ИТ-инфраструктуры. Си-
стемы мониторинга производительности серверного оборудования позволя-
ют ИТ-специалистам вовремя заметить снижение производительности и 
определить проблемные в ИТ-инфраструктуре. Постоянный мониторинг поз-
воляет избежать простоев в ее работе, поддерживать все информационные 
сервисы (ИТ-сервисы) в рабочем состоянии и сохранять необходимый уро-
вень их качества, а также спланировать её модернизацию [36]. 
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Ранее мониторинг ИТ-инфраструктуры осуществляли системные адми-
нистраторы, а информация о состоянии систем в лучшем случае собиралась в 
каких-либо неспециализированных программах, в худшем, вообще никак не 
накапливалась и не обрабатывались. Все сведения о системе были привязаны 
к практическому опыту работы с инфраструктурой у конкретного специали-
ста и полностью терялись при его уходе [23]. 
Существуют довольно специфические виды мониторинга, например, от 
лица конечного пользователя, когда в заданные промежутки времени цикли-
чески эмулируются его действия. Обычно это планировщик заданий, запус-
кающий специальный, заранее определённый скрипт-сценарий, а затем ра-
портующий об успехе выполнения действий или о возникших в процессе ин-
цидентах [22]. 
Для хранения полученной информации обычно используется конфигу-
рационная база данных под различными системами управления базами дан-
ных (СУБД): информация об объектах мониторинга представлена, как набор 
конфигурационных единиц. Каждый сервер, каждый сетевой узел или 
устройство — это некая единица, информация о которой хранится в центра-
лизованной базе данных. Такое представление позволяет потом интегриро-
вать систему мониторинга с визуальными представлениями: отчетами, диа-
граммами, графиками и др. [25]. 
Сама структура мониторинга может со временем видоизменяться. 
Например, одна из тонкостей возникла при появлении и большом распро-
странении виртуализации: ранее была необходимость отслеживать состояние 
только физических серверов, то сейчас на каждом из них может быть ещё не-
сколько виртуальных. 
Также системы мониторинга можно настроить на выполнение каких-
либо стандартных сервисных действий. Например, активировать архивиро-
вание для каких-либо файлов, когда определённый процент дискового про-
странства становится занятым. 
Внедрение подобных решений особенно важно при использовании сер-
висного подхода к деятельности ИТ-подразделений, когда все процессы пе-
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ресматриваются с точки зрения предоставляемых подразделением ИТ-
сервисов. Каждый бизнес-сервис корпоративной системы по возможности 
интерпретируется как ИТ-сервис, задается определенный уровень качества 
его предоставления. Далее он описывается в системе мониторинга как набор 
взаимосвязанных компонентов ИТ-инфраструктуры [11]. 
Наиболее распространенными являются бесплатные программы, такие 
как Zabbix или Nagios. Однако, для крупных компаний, имеющих территори-
ально распределенное сетевое оборудование, функционала таких программ 
бывает недостаточно. Наиболее полно по функционалу для таких компаний и 
холдингов подходит система мониторинга комплекс Microsoft 
System Center 2012 R2. Преимущество данной системы заключается в том, то 
она разработана компанией Microsoft, а значит оптимизирована для работы 
со своими продуктами, такими как Windows и Windows Server, Exchange, 
Skype for Business, Hyper-V, MS SQL и т.д. А также изначально содержит 
набор шаблонов для мониторинга продуктов Microsoft. Однако стоимость и 
внедрение данного комплекса на предприятии зависит от количества сетево-
го оборудования и от использования определённых компонентов для нужд 
предприятия. Обучение специалистов по настройке и сопровождению прохо-
дит только на специализированных курсах. Поэтому, при рассмотрении ва-
риантов внедрения мониторинга ИТ-инфраструктуры на любом предприятии, 
всегда учитываются функционал программного обеспечения и затраты на его 
внедрение и сопровождение. 
1.2 Функции систем мониторинга 
Системы мониторинга могут быть ориентированы на потребителей 
разного уровня. Для больших распределенных систем обычно используется 
огромное количество разнообразных функций, для маленьких обычно доста-
точно общего анализа узлов и отправки оповещений.  
11 
Среди основных функций мониторингов можно выделить следующие: 
• слежение — основная функция, включающая в себя периодический 
сбор показателей с узлов оборудования, сервисов и т.п.; 
• хранение информации — осуществляется сбор информации по ос-
новным показателям каждого объекта мониторинга, для хранения обычно 
используются базы данных; 
• построение отчётов — осуществляется как на основе текущих дан-
ных мониторинга, так и по долговременно хранимой информации. Например, 
долговременный мониторинг нагрузки на сервер может предупредить, что 
потребляемые ресурсы всё время увеличиваются, значит необходимо увели-
чить доступные средства или перенести часть задач на другой сервер, выбор 
которого тоже можно осуществить на основе долговременного отчёта; 
• визуализация — возможность получения отчётов в виде диаграмм 
или графиков, что помогает лёгкому восприятию информации; 
• поиск «узких мест» — получение информации на основе аналити-
ческих данных мониторинга о местах ИТ-инфраструктуры, с наиболее низ-
кими показателями производительности; 
• автоматизация сценариев — функция освобождает администрато-
ров от рутинных задач [21]. 
Благодаря наличию системы мониторинга на предприятии ИТ-
специалистам больше нет необходимости проверять вручную состояние каж-
дой составляющей системы, инциденты устраняются более оперативно, диа-
гностика осуществляется многомерно и точно, а также появляется возмож-
ность планирования модернизации ИТ-инфраструктуры. 
Использование систем мониторинга позволяет: 
• оптимизировать использование информационных ресурсов; 
• повысить качество ИТ-сервисов и скорость устранения сбоев в ра-
боте оборудования и программного обеспечения, минимизировать время не-
работоспособности сервисов; 
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• обеспечить надежность, безопасность и согласованное функциони-
рование всех составляющих ИТ-инфраструктуры; 
• усовершенствовать ИТ-инфраструктуру; 
• повысить эффективность работы ИТ-подразделения [28]. 
1.3 Обзор систем мониторинга 
1.3.1 Система мониторинга Zabbix 
Zabbix — свободно распространяемая система для комплексного мони-
торинга сетевого оборудования, серверов и сервисов. Состоит из четырёх ча-
стей (рисунок 1): 
• сервер мониторинга (ядро) — выполняет периодический опрос и 
получение данных, обрабатывает их, анализирует, также осуществляет за-
пуск скриптов для рассылки оповещений; 
• прокси — собирает данные о производительности и доступности от 
имени Zabbix сервера. Все собранные данные заносятся в буфер на локаль-
ном уровне и передаются Zabbix серверу, к которому принадлежит прокси- 
сервер. Zabbix прокси является идеальным решением для централизованного 
удаленного мониторинга мест, филиалов, сетей, не имеющих локальных ад-
министраторов; 
• агент — специальное программное обеспечение, которое запускает-
ся на отслеживаемых объектах и предоставляет данные серверу, осуществляя 
контроль локальных ресурсов и приложений (таких как память, жесткие дис-
ки, загруженность процессора и т.д.) на сетевых системах, т.е. эти системы 
должны работать с запущенным Zabbix агентом; 
• веб-интерфейс — средство визуального представления Zabbix, реа-




Рисунок 1 — Система Zabbix 
С помощью Zabbix можно осуществлять распределенный мониторинг 
вплоть до 1000 узлов ИТ-инфраструктуры. Конфигурация младших узлов 
полностью контролируется старшими узлами, находящихся на более высо-
ком уровне иерархии. 
Однако стоит отметить громоздкость сервиса, отсутствие полной доку-
ментированности возможностей системы, а также необходимость установки 
агентского программного обеспечения на все машины. В качестве дополни-
тельного минуса стоит отметить сложность делегирования прав — машина с 
сервисом зачастую управляется операционной системой семейства *nix, что 
делает трудоёмким взаимодействие с доменными пользователями и правами 
из системы Windows [45]. 
1.3.2 Система мониторинга Nagios  
Nagios — свободно распространяемая система мониторинга компью-
терных систем и сетей с открытым кодом. Предоставляет набор инструмен-
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тов для наблюдения, контроля состояния вычислительных узлов и служб. 
Изначально разработана для операционных систем на базе Linux, сейчас оди-
наково хорошо работает также и под Sun Solaris, FreeBSD, AIX и HPUX. С 
помощью этой программы доступны комплексное слежение за всей ИТ-
инфраструктурой, выявление инцидентов сразу после их возникновения и, 
как следствие, сокращение времени простоя и коммерческих потерь. Есть 
возможность отправлять уведомления системным администраторам в случае 
возникновения критических ситуаций (рисунок 2) [40]. 
 
Рисунок 2 — Система Nagios 
Возможности: 
• мониторинг сетевых служб; 
• мониторинг состояния хостов (загрузка процессора, использование 
диска, системные логи) в большинстве сетевых операционных систем; 
• возможность построение карт сетей; 
• простая архитектура модулей расширений (плагинов) позволяет, 
используя любой язык программирования по выбору (Shell, C++, Perl, Python, 
PHP, C# и другие), легко разрабатывать свои собственные способы проверки 
служб; 
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• параллельная проверка служб; 
• возможность определять иерархии хостов сети с помощью «роди-
тельских» хостов, позволяет обнаруживать и различать хосты, которые вы-
шли из строя или недоступны; 
• отправка оповещений в случае возникновения проблем со службой 
или хостом (с помощью электронной почты, смс или любым другим спосо-
бом, определенным пользователем через модуль системы); 
• возможность определять обработчики событий, произошедших со 
службами или хостами для активного разрешения проблем; 
• автоматическая ротация лог-файлов; 
• возможность организации совместной работы нескольких систем 
мониторинга с целью повышения надёжности и создания распределенной си-
стемы мониторинга; 
• включает в себя утилиту, которая выводит общую сводку по всем 
хостам, по которым ведется мониторинг. 
Так же, как и в других системах мониторинга основной логической 
единицей являются узлы в сети, которые отображаются в веб-интерфейсе. 
Веб-сервис Nagios достаточно информативен, в нем имеется возможность 
посмотреть список сетевого оборудования, сервисов, журнал возникших ин-
цидентов и уведомлений о них. 
Отказом от использования системы могут послужить следующие при-
чины: 
• «общий» характер мониторинга показателей; 
• проблема взаимодействия с серверами под управлением Windows; 
• «сетевая» направленность мониторинга; 
• система не отказоустойчива и масштабируется переносом части 
проверок на отдельного сервера; 
• все изменения конфигурации выполняются правкой файлов конфи-
гурации с последующим перезапуском Nagios (~10–15 минут); 
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• слишком большой интервал между проверками и замерами  
параметров. 
Каждую из этих проблем в отдельности можно было бы решить. Одна-
ко решив все, получим почти полностью переписанный Nagios. 
1.3.3 Система мониторинга Microsoft System Center 2012 R2 
Operations Manager 
Microsoft System Center 2012 R2 Operations  Manager (MS SCOM) — си-
стема сквозного мониторинга от компании Microsoft. Имеет функционал ак-
тивного слежения за состоянием сетей (наблюдение за любыми сетевыми 
устройствами, вплоть до уровня портов, а также обнаружение виртуальных 
локальных сетей и коммутаторов в ИТ-инфраструктуре предприятия). В дан-
ной версии появилась возможность слежения не только за системами, под 
управлением операционных систем семейства Windows, но UNIX и Linux 
[14]. System Center 2012 Operations Manager главным образом предназначен 
для организаций с числом машин более 500 и числом серверов более 30. Для 
небольших организаций существует продукт System Center Essentials, вклю-
чающий в себя часть функционала продуктов System Center Operations 
Manager и System Center Configuration Manager (рисунок 3). 
Сам продукт, начиная с версии 2012 года, является сервисом высокой 
доступности, благодаря отсутствию серверов управления. В пуле с несколь-
кими серверами нагрузка балансируется и обеспечивается доступность. На 
каждом сервере работает служба конфигурации, причём хранение данных ре-
ализовано не в памяти или XML-файлах, а в базе данных [10]. Что касается 
тонкого слежения за виртуальными средами, есть средства для интеграции с 
пакетом System Center Virtual Machine Manager, который будет передавать 
System Center Operations Manager информацию о виртуальных машинах, 
службах, частных облаках и узлах [16]. 
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Рисунок 3 — Система Microsoft System Center 2012 R2 Operations  Manager 
Основные преимущества: 
• исключительная производительность и работоспособность прило-
жений для программных сред Microsoft; 
• обеспечивает сквозное управление службами для сервисов центра 
обработки данных; 
• способствует улучшению эффективности и управления средами 
центров обработки данных; 
• унифицированный контроль в рамках частных и общедоступных 
облачных сервисов [10]. 
Одно из главных достоинств System Center 2012 R2 Operations 
Manager — продвинутая визуализация всего огромного собранного набора 
данных, в виде графиков и диаграмм, причём визуализация доступна не 
только в консоли программы, но и через веб-интерфейс [28]. 
Однако у данной системы есть ряд недостатков: 
• невероятная громоздкость и трудоёмкость настройки продукта под 
требования к мониторингу сетевого оборудования конкретного предприятия; 
• высокая стоимость покупки и внедрения данного программного 
продукта, а также обучения сотрудников ИТ-подразделения. 
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1.4 Обзор источников по теме исследования 
1.4.1 Обзор печатных источников 
В книге «Компьютерные сети» [27] рассматриваются общие вопросы 
построения компьютерных сетей: сетевые архитектуры, аппаратные компо-
ненты, линии связи, сетевые модели, задачи и функции по уровням сетевой 
модели Open systems interconnection (OSI), различия и особенности распро-
страненных протоколов разных уровней, принципы адресации в сети, методы 
доступа к среде передачи данных. Приводятся особенности операционных 
систем, структура и информационные услуги территориальных сетей. 
В книге «Организация компьютерных сетей» [7] изложены теоретиче-
ские сведения и пошаговые практические рекомендации по организации ло-
кальных компьютерных сетей. Наряду с постановкой экспериментов в реаль-
ных сетях предлагается использование программного обеспечения, позволя-
ющего моделировать структуру и изучать процессы в компьютерной сети. 
Практические вопросы конфигурирования сетевых интерфейсов и работы с 
утилитами рассмотрены с использованием кроссплатформенного подхода. 
Книга «Краткий курс компьютерных сетей» [34] в издании описывают-
ся вопросы организации локальных вычислительных систем (ЛВС), а также 
задачи, решаемые аппаратными и программными средствами локальной сети. 
Показаны используемые в ЛВС протоколы передачи данных, сетевые органи-
зационные системы, распределенные базы данных и методы администриро-
вания ЛВС. Даны понятия сети Интернет и корпоративных информационных 
приложений. 
Книга «Zabbix. Практическое руководство» [45] содержит все необхо-
димые знания, которые могут понадобиться для принятия стратегических и 
практических решений, касающихся системы мониторинга Zabbix. В ней 
описан начальный этап выбора правильного размера и конфигурации для си-
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стемы, принципы мониторинга, и создание необходимых компонент, приемы 
экспортирования данных и интеграции с другими системами.  
В книге «Локальные сети. Модернизация и поиск неисправностей» [20] 
рассматриваются вопросы модернизации небольшой сети с изменением ее 
структуры, вопросы повышения качества и снижения трудоемкости при ад-
министрировании. Приведены примеры модернизации сети, связанной с ее 
расширением и подключением к Интернету. Примеры структурных схем 
охватывают диапазон от домашней (квартирной) сети до сети крупного офи-
са. Предложены пути перехода к более сложным структурам с наименьшими 
затратами времени и сил. Даны приемы установки и настройки Active 
Directory, администрирования растущей сети и обеспечения ее бесперебой-
ной работы. Освещены некоторые вопросы работы с операционной системой 
Linux и применения технологий виртуализации в небольшой сети на рабочих 
станциях и серверах. Рассмотрены возможные неисправности в сети и пути 
их устранения. Все примеры воспроизводились автором при подготовке кни-
ги или работают в реальных сетях. 
В книге «Модель мониторинга КИС средствами Microsoft SCOM 
2007» [24] представлено описание модели мониторинга, осуществляемого 
под управлением Microsoft System Center Operations Manager, которая пред-
назначена для возможности контроля над параметрами систем (объекты мо-
ниторинга) в ИТ-инфраструктуре корпоративной информационной системы 
(КИС) предприятия. В крупных современных компаниях, имеющих разветв-
ленную структуру и неоднородную инфраструктуру, возникают проблемы по 
использованию информационных ресурсов, которое не является прозрачным 
с точки зрения информационной безопасности. При расширении сети прихо-
дится управлять все большим количеством объектов, поэтому мониторинг 
ресурсов корпоративной информационной системы становится насущной 
необходимостью. MS SCOM предоставляет такие средства, а также обеспе-
чивает прозрачное использование информационных ресурсов за счет кон-
троля над состоянием объектов мониторинга. В целом, книга написана для 
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тех, кто имеет некоторый опыт в обеспечении функционирования, управле-
нии, планировании и конфигурировании ИТ-инфраструктуры. Излагается 
общий подход по моделированию мониторинга ИТ-инфраструктуры, начиная 
с теоретических основ и заканчивая обеспечением функционирования мони-
торинга КИС.  
В научно-практическом пособии «Компьютерные сети» [44] последо-
вательно изложены основные концепции, определяющие современное состо-
яние и тенденции развития компьютерных сетей. Авторы подробнейшим об-
разом объясняют устройство и принципы работы аппаратного и программно-
го обеспечения, рассматривают все аспекты и уровни организации сетей от 
физического до уровня прикладных программ. Изложение теоретических 
принципов дополняется яркими, показательными примерами функциониро-
вания Интернета и компьютерных сетей различного типа. 
1.4.2 Обзор интернет-источников 
Сетевой ресурс «Technet.microsoft.com» [4] — большой проект компа-
нии Microsoft, предназначенный для технических специалистов по админи-
стрированию программного обеспечения (ПО), архитекторов инфраструк-
турных решений как начального уровня, так и профессионалов (рисунок 4). 
На данный момент, это один из крупнейших ресурсов, можно найти любую 
необходимую информацию по тому или иному продукту. Контент на портале 
пополняется как сотрудниками компании Microsoft, так и участниками сооб-
щества. Содержит техническую информацию, новости и предстоящие собы-
тия для профессионалов в сфере информационных технологий. Кроме этого, 
ежемесячно выходит журнал «TechNet Magazine».  
Сайт состоит из следующих блоков на русском языке: 
• главная страница с новостями; 
• библиотека с технической документаций о продуктах; 
• центр пробного ПО с бета- и триал- версиями ПО Microsoft; 
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• блоги TechNet; 
• форумы TechNet. 
 
Рисунок 4 — Technet.microsoft.com 
«Oszone.net» [9, 11] — это российский веб-сайт, запущенный 3 нояб-
ря 2001 года, который предоставляет пользователям открытую конференцию, 
включающую в себя форумы по операционным системам, программному и 
аппаратному обеспечению, информационным технологиям и прочим (рису-
нок 5). Также сайт содержит огромное количество каталогов и архивов про-
граммного обеспечения, с масштабным ежедневным обновлением своих баз 
данных. это большой файловый архив программ, который ежедневно отсле-
живает выпуски популярных программ в Интернете, а также предоставляет 
обзоры к некоторым из них. 
Весь сайт разделён на несколько тематические категорий, в частности 
«Новости», «Microsoft», «Hardware», «Программы», «СУБД», «Форум» и 
«WIKI», с описанием, для удобства поиска и навигации. 
На сайте доступен информационный блог, на котором публикуются по-
следние новости в Microsoft и в мире информационных технологий (ИТ) с 
фото/видео отчётами, а также рубрики с документациями по аппаратной ча-
сти компьютера, операционной системе, системному реестру и прочим. 
 
Рисунок 5 — Oszone.net 
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Коллективный блог «Habrahabr.ru» [30] — крупнейший в Европе ре-
сурс для ИТ-специалистов с ежемесячной аудиторией более 10 млн. уни-
кальных пользователей. 
За время существования из небольшого отраслевого сайта он вырос в 
глобальную площадку и дал жизнь нескольким проектам, выделившимся из 
«Хабра» в разные периоды времени. «Хабрахабр» одинаково интересен про-
граммистам и разработчикам, администраторам и тестировщикам, дизайне-
рам и верстальщикам, аналитикам и копирайтерам, владельцам крупных 
компаний и небольших стартапов, менеджерам, а также всем тем, для кого 
ИТ — это не просто две буквы алфавита. 
В «Хабрахабр» заложена уникальная модель совместного творчества, 
позволяющая людям собирать и структурировать информацию, выделяя из 
неё наиболее полезную и ценную. 
Используя заложенные в проект механизмы, пользователи самостоя-
тельно наделяют правами друг друга, давая или ограничивая возможности. 
Электронный ресурс представлен на рисунке 6. 
 
Рисунок 6 — Коллективный блог «Habrahabr.ru» 
Сайт «wiki.it-kb.ru» [39] Данный Вики-сайт создан для накопления по-
лезных заметок о приёмах использования современных программных и аппа-
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ратных средств в области информационных технологий. Здесь вы сможете 
найти информацию об особенностях развёртывания, текущей эксплуатации и 
решения проблем с современными программными продуктами разных вен-
доров и технологических направлений. 
На обучающем портале «Интуит» [3] расположено множество курсов, в 
том числе бесплатных, направленных на получение знаний в сфере работы с 
управлением информационными системами, что позволяет закрепить прак-
тические систем мониторинга. 
1.5 Причины выбора системы мониторинга System Center 2012 R2 
на предприятии акционерное общество «Стройдормаш» 
Проанализировав источники литературы о различных системах мони-
торинга, компания АО «Стройдормаш» приняла решение по внедрению ком-
понентов Microsoft System Center 2012.  
После внедрения данной системы мониторинга компания получила 
следующие преимущества в управлении ИТ-структурой: 
• упрощение управления выполнения целого ряда задач из единой 
консоли. За счет этого освободилось значительное количество времени 
службы технической поддержки для решения более насущных задач; 
• ускорение и упрощение процесса по модернизации операционных 
систем для всего парка персональных компьютеров (ПК) компании, в том 
числе и удаленных компьютеров; 
• определение, исправление и предотвращение возможных простоев 
служб или проблем конфигурации, обеспечение эффективного управления 
серверами и определение неполадок на ранней стадии возникновения. Как 
следствие сокращение количества инцидентных случаев и заявок со стороны 
пользователей организации; 
• оптимизация политик лицензирования; 
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• предоставление базы знаний проблем и ошибок, их способов ис-
правления и лечения; 
• предоставление широкого функционала для реализации будущих 
задач по развитию ИТ-инфраструктуры предприятия; 
• сбор инвентаризационных данных о ПО и оборудовании с рабочих 
станций, а также контроль использования программного обеспечения; 
• предоставление ИТ-специалистам функционала удаленного управ-
ления рабочими станциями; 
• получение отчетности в рамках штатных возможностей MS SCOM, 
в частности, отчетов по аппаратному обеспечению и идентификации пользо-
вателей рабочих станций, а также получение информации о доступности сер-
веров во времени и нагрузки на системные комплектующие сервера; 
• получение электронных и смс-уведомлений о возникающих инци-
дентах, что позволило специалистам ИТ-служб не быть привязанными к ра-
бочему место и быть доступными 24 часа в день, 7 дней в неделю. 
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2 ОПИСАНИЕ РУКОВОДСТВА 
2.1 Описание заказчика и потенциальной аудитории обучения 
Акционерное общество «Стройдормаш» — это современная крупно-
масштабная компания, являющаяся производителем буровых установок, бу-
рильных, бурильно-крановых, бурильно-сваебойных и шнековых машин, на 
основе использования и применения инновационных технологий. В условиях 
современного бизнеса завод должен иметь современную развитую ИТ-
инфраструктуру и обеспечивать бесперебойное функционирование сервисов 
для производства, а, следовательно, должна быть обеспечена работоспособ-
ность всего сетевого оборудования. 
На данный момент АО «Стройдормаш» имеет 80 серверов, 500 рабочих 
станций, 30 единиц сетевого оборудования, расположенных в нескольких 
офисах и на производственных площадках в нескольких городах Российской 
Федерации. На предприятии с таким количеством узлов, распределенных 
территориально, необходима гибкая и масштабируемая система мониторин-
га, с оперативным оповещением о возможных инцидентах, с возможностью 
визуализации и отчетности. 
Проблема заключается в том, что такой большой объём оборудования 
отслеживать вручную практически невозможно. Задача мониторинга решает-
ся отделом системной интеграции с помощью программного комплекса Mi-
crosoft System Center 2012 R2. 
У АО «Стройдормаш» появилась необходимость управления ИТ-
инфраструктурой и внедрения инструментов для снижения рабочей нагрузки 
на ИТ-персонал. В качестве решения по построению системы управления и 
мониторинга ИТ-инфраструктуры сервисов было выбрано внедрение компо-
нентов System Center — Configuration Manager и Operations Manager входя-
щих в программный продукт System Center 2012 R2. Не смотря на высокую 
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стоимость данного продукта, результаты внедрения положительно отрази-
лись на бизнес-процессах организации в целом. 
Перед отделом системной интеграции, входящим в организационную 
структуру предприятия АО «Стройдормаш», стоят следующие задачи: 
• обеспечение бесперебойной работы оборудования, телефонии, ви-
деоконференцсвязи, системы объединенных коммуникаций и коммуникаци-
онных линий, поддержание локальной вычислительной сети Общества в ра-
ботоспособном состоянии; 
• развитие ИТ-инфраструктуры в рамках бизнеса Общества по раз-
личным направлениям, таким как серверное оборудование, рабочие станции 
и оргтехника, сети передачи данных, телефония и видеоконференцсвязь, си-
стемы хранения данных и резервного копирования, системное и офисное 
программное обеспечение, информационная безопасность и защита инфор-
мации (рисунок 7); 
• подготовка и контроль за исполнением нормативных документов по 
работе со средствами вычислительной техники, офисным оборудованием и 
правил поведения в сети предприятия; 
• проведение работ по оптимизации использования информационно 
технических ресурсов с целью максимальной эффективности их эксплуата-
ции. 
 
Рисунок 7 — Серверная комната акционерного общества «Стройдормаш» 
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Перед АО «Стройдормаш» стояла задача одновременно стандартизиро-
вать управление корпоративными ПК, провести централизованную установку 
и аудит программного оснащения на предмет соответствия корпоративным 
требованиям. На рисунке 8 изображена схема ИТ-инфраструктуры предприя-
тия. 
 
Рисунок 8 — Схема инфраструктуры 
Данное руководство по установке Microsoft System Center 2012 R2 Op-
eration  Manager и получению отчетности необходимо для новых сотрудни-
ков отдела системной интеграции АО « Стройдормаш».  
Также это руководство является первоначальным шагом, для изучения 
системы мониторинга «Microsoft System Center 2012 R2 Operation  Manager» 
студентами ИТ-специальностей.  
2.2 Требования к необходимым знаниям и умениям 
Для исполнения своих должностных обязанностей системные админи-
страторы должны знать: 
• системы каталогов Active Directory, серверных и десктопных опе-
рационных систем семейства Windows; 
• основы построения ЛВС, технологий DNS, DHCP; 
• принципы ремонта персональных компьютеров и оргтехники; 
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• системы организации комплексной защиты информации, способы 
предупреждения несанкционированного доступа к информации, поврежде-
ния или умышленного искажения информации, порядка оформления техни-
ческой документации; 
• аппаратное и программное обеспечение локальных вычислитель-
ных сетей. 
2.3 Подготовка рабочего места и особенности установки и 
настройки Microsoft System Center 2012 R2 Operation  Manager 
В System Center Operations Manager первым устанавливаемым компо-
нентом является сервер управления. В процессе установки создаются рабочая 
база данных и база данных хранилища данных. Необходимо убедиться в том, 
что сервер соответствует минимальным системным требованиям для System 
Center Operations Manager. 
После установки первого сервера управления и создания группы 
управления, можно выполнить инструкции по установке дополнительного 
сервера управления, если планируется включить дополнительные серверы 
управления с целью обеспечения высокой доступности и повышения емкости 
для рабочих нагрузок мониторинга. 
Сведения, приведенные в таблице 1 помогут оценить характеристики 
производительности и масштабируемости различных компонентов Operation 
Manager, поддерживающих группу управления. 
Таблица 1 — Системные требования перед установкой Operation Manager 
Отслеживаемый объект Рекомендуемое предель-
ное количество 
1 2 
Одновременно работающие консоли управления 50 
Компьютеры, за которыми ведется наблюдение с помо-
щью агента, и которые отправляют отчеты на сервер 
управления 
3000 
Компьютеры, за которыми ведется наблюдение с помо-




Окончание таблицы 1 
1 2 
Компьютеры с безагентным отслеживанием исключе-
ний на выделенный сервер управления 
25 000 
Компьютеры с безагентным отслеживанием исключе-
ний на одну группу управления 
100 000 
Компьютеры с коллективным наблюдением за клиента-
ми на один сервер управления 
2500 
Серверы управления на агент для множественной адре-
сации 
4 
Управляемые без агента компьютеры на один сервер 
управления 
10 
Управляемые без агента компьютеры на одну группу 
управления 
60 
При установке System Center 2012 R2 Operations Manager или System 
Center 2016 — Operations Manager, для интеграции с Operations Manager, 
компоненты необходимо обновлять в указанном ниже порядке: 
1. Orchestrator — если установлен пакет интеграции Operations 
Manager для поддержки модулей Runbook, обеспечивающих автоматизацию 
для группы управления Operations Manager. 
2. Service Manager — если вы настроили соединители для импорта 
данных предупреждений и элементов конфигурации для объектов, обнару-
женных и отслеживаемых с помощью Operations Manager. 
3. Data Protection Manager — если вы настроили центральную консоль 
для централизованного управления средой DPM. 
4. Operations Manager. 
5. Virtual Machine Manager — если вы настроили интеграцию с 
Operations Manager для наблюдения за работоспособностью компонентов 
VMM, виртуальных машин и их узлов. 
С помощью данных, приведенных в таблице 2 необходимо оценить го-
товность аппаратной среды к установке System Center 2016 — Operations 
Manager , либо обновлению до этой версии с учетом минимальных требова-
ний к процессору (ЦП), оперативной памяти (ОЗУ) и месту на дис-
ке. Приведенную информацию следует использовать при развертывании од-
ного или нескольких компонентов.  
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цессор (мин.) Память (мин.) 
Пространство на 
диске (мин.) 
Сервер управления 4-ядерный ЦП с так-
товой частотой 2,66 
ГГц 
8 Гб 10 Гб 
Сервер шлюза, под 
управлением кото-
рого находится до 
2000 агентов 
4-ядерный ЦП с так-
товой частотой 2,66 
ГГц 
8 Гб 10 Гб 
Сервер шлюза в пу-
ле ресурсов, под 
управлением кото-
рого находится до 
500 сетевых 
устройств 
8-ядерный ЦП с ча-
стотой 2,66 ГГц 
32 Гб 10 Гб 
Сервер шлюза в пу-
ле ресурсов, под 
управлением кото-
рого находится до 
100 компьютеров с 
операционной си-
стемой (ОС) UNIX 
или Linux 
4-ядерный ЦП с так-
товой частотой 2,66 
ГГц 
4 ГБ ОЗУ 10 Гб 
Сервер веб-консоли 4-ядерный ЦП с так-
товой частотой 2,66 
ГГц 
8 Гб 10 Гб 
Сервер служб SQL 
Server Reporting Ser-
vices 
4-ядерный ЦП с так-
товой частотой 2,66 
ГГц 
8 Гб 10 Гб 
Требования к программному обеспечению для компонентов Operations 
Manager: 
• файловая система: диск должен быть отформатирован в файловой 
системе NTFS; 
• версия Windows PowerShell: Windows PowerShell версии 2.0 или 
Windows PowerShell версии 3.0; 
• Microsoft .NET Framework 3.5 или более поздней версии. 
Ниже перечислены версии операционной системы Windows, поддержи-
ваемые агентом Microsoft Monitoring Agent, подключающимся к Operations 
Manager. 
Windows Server 2016, Windows Server 2016 Nano Server, Windows Server 
2012 R2, Windows Server 2012, Windows Server 2008 R2 с пакетом обновления 
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1 (SP1), Windows Server 2008 R2 с пакетом обновления 2 (SP2), Windows 10, 
Windows 8 Корпоративная, Windows 8 Профессиональная, Windows 
Embedded POSReady 2009, Windows 7, Windows Embedded Standard 7 с паке-
том обновления 1 (SP1). 
Корпорация Microsoft поддерживает выполнение всех серверных ком-
понентов System Center 2016 — Operations Manager и версии 1801 в любой 
физической или виртуальной среде, соответствующей минимальным требо-
ваниям, которые указаны в настоящем документе. Существует ряд ограниче-
ний в отношении использования возможностей виртуализации, которые ка-
саются Operations Manager. В частности, корпорация Microsoft не поддержи-
вает использование перечисленных ниже возможностей виртуализации вне 
зависимости от того, какая технология виртуализации применяется с 
Operations Manager: 
• виртуальные компьютеры, на которых выполняются компоненты 
Operations Manager, могут использовать такие возможности только в том 
случае, если все действия, совершаемые на виртуальном компьютере, немед-
ленно фиксируются на виртуальном жестком диске. Сюда входит использо-
вание моментальных снимков на определенный момент времени и запись из-
менений на временный виртуальный жесткий диск; 
• виртуальные компьютеры, на которых выполняются компоненты 
Operations Manager, нельзя приостанавливать или переводить в состояние 
«Сохранить состояние» и перезапускать. Вы можете только завершать их ра-
боту и перезапускать как физические компьютеры; 
• виртуальные компьютеры, на которых выполняются компоненты 
Operations Manager, можно реплицировать в другую виртуализированную 
среду с помощью Azure Site Recovery. Виртуализированная среда может быть 
локальной или размещаться в Azure. Отработка отказа в эту среду выполня-
ется при возникновении любой аварийной ситуации. 
Если базы данных Operations Manager будут размещаться на виртуали-
зированных серверах SQL Server, по причинам производительности реко-
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мендуется хранить рабочую базу данных и базу данных хранилища данных 
на непосредственно подключенном физическом жестком диске, а не на вир-
туальном диске. 
System Center 2016 — Operations Manager работает на виртуальных 
машинах в Microsoft Azure так же, как и на физических компьютерах. Реко-
мендуется запускать Operations Manager в виртуальных машинах Microsoft 
Azure для наблюдения за другими виртуальными машинами или ресурсами, 
размещенными в Azure, или для наблюдения за экземплярами и рабочими 
нагрузками, размещенными локально. Вы также можете запускать Operations 
Manager локально и наблюдать за виртуальными машинами Microsoft Azure 
или другими ресурсами в Azure. 
2.4 Выбор средства реализации руководства 
При помощи Dr.Explain можно легко создавать документацию как для 
обычных, так и онлайн-приложений, написанных на любом языке програм-
мирования, в любой среде разработки, с применением любого 
NET.Framework. 
Dr.Explain автоматически создает аннотированные скриншоты с нуме-
рованными выносками и метками. По сравнению с другими инструментами 
создания справок, эта уникальная технология позволяет гораздо быстрее со-
здавать документацию для приложений со сложными интерфейсами. Это са-
мый эффективный способ создания справок, руководств и печатной докумен-
тации. 
В данной программе с легкостью можно управлять текстами, техниче-
скими иллюстрациями и аннотированными скриншотами, задавать гибкую 
структуру документа, контента и разделов, встраивать поддержку индексов 
ключевых слов и возможность полнотекстового поиска без программирова-
ния или создания скриптов на стороне сервера, связывать разделы с модуля-
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ми приложений для создания контекстно-зависимых справок. Dr.Explain под-
держивает множество форматов вывода для единого источника информации. 
В данной программе можно использовать один источник и один ин-
струмент для создания файлов помощи, онлайн-руководств или готовой к пе-
чати документации для любого программного обеспечения. Можно генери-
ровать онлайн-руководства со встроенным поиском без использования про-
граммирования, баз данных или скриптов. Также можно компилировать фай-
лы помощи в формате Microsoft HTML в формат CHM для включения их в 
пакет поставки вашего ПО. Создавать готовую к печати кроссплатформен-
ную документацию в форматах RTF и PDF. 
2.5 Основные разделы руководства 
2.5.1 Информация о предприятии 
Данный раздел содержит информацию о предприятии АО «Стройдор-
маш», о структуре отдела системной интеграции, положения о функциях и 
задачах отдела (рисунок 9).  
 
Рисунок 9 — Интерфейс руководства 
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Также в данном разделе содержится информация об ИТ-
инфраструктуре предприятия (рисунок 10). 
 
Рисунок 10 — Схема инфраструктуры  
2.5.2 Раздел «Описание системы мониторинга Microsoft 
System Center 2012 R2 Operation Manager» 
В данном разделе руководства расположено описание системы 
Microsoft System Center 2012 R2 Operation Manager с обзором консоли управ-
ления, компонентами MS SCOM и их взаимодействие, описаны принципы 
обнаружения объектов мониторинга и методы наблюдения за ними (рису-
нок 11).  
 
Рисунок 11 — Раздел описание системы Microsoft System Center 2012 R2  
Operation Manager  
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Microsoft System Center 2012 R2 Operation Manager — это программный 
продукт от корпорации Microsoft, который позволяет наблюдать за любыми 
активными сетевыми устройствами, вплоть до уровня портов, коммутаторов 
и виртуальных локальных сетей в одной консоли. Администраторы могут 
быстро получить информацию о состоянии ИТ-среды и ИТ-служб в различ-
ных системах и с разными нагрузками, используя множество представлений, 
показывающих состояние, сведения о работоспособности и производитель-
ности, а также получать предупреждения о возникающих инцидентах [9]. 
Роль сервера управления состоит в администрировании конфигурации 
группы управления, в администрировании агентов и взаимодействии с ними, 
а также во взаимодействии с базами данных. Для обеспечения дополнитель-
ной мощности и постоянной доступности, группа управления может содер-
жать несколько серверов управления. При добавлении нового сервера управ-
ления, он автоматически принимает на себя часть работы от имеющихся сер-
веров управления. 
Агент Operations Manager — это служба, которая устанавливается на 
компьютер, подлежащий мониторингу. Агент собирает данные, сравнивает 
выборочные данные с предустановленными значениями, создает предупре-
ждения и реагирует на запросы. Все агенты определяют состояние работо-
способности отслеживаемого компьютера и его объектов отправляют отчеты 
на свой сервер управления. Этот сервер считается основным сервером управ-
ления агента. При изменении состояния работоспособности объекта или вы-
полнении других условий агент может создавать предупреждения, которые 
позволяют ИТ-специалистам быстро реагировать на возникающие ситуации. 
Пакеты управления задают, какие сведения агент должен собирать и 
отправлять на сервер управления для конкретного приложения или техноло-
гии. Например, пакет управления конкретного приложения содержит правила 
и мониторы, которые собирают и оценивают события и операции, важные 
для обеспечения работоспособности и эффективности данного приложения. 
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Агенты отправляют данные на сервер управления, который определяет эк-
земпляры объектов, обнаруженных на компьютере. Затем сервер управления 
отправляет агентам элементы пакетов управления, такие как правила и мони-
торы, которые применяются к обнаруженным объектам на каждом компью-
тере [17]. 
Пакет управления для приложения может содержать следующие пра-
вила: 
• если в журнале событий появится сообщение о закрытии приложе-
ния, создать предупреждение; 
• если отправка исходного файла заканчивается неудачей, собрать 
данные о событии, соответствующем этой ошибке. 
Также правила могут выполнять сценарии, например, для перезапуска 
отказавшего приложения [11]. 
Обнаруженные объекты, имеющие различные состояния работоспо-
собности, в консоли управления отобразятся зеленым (успешное или работо-
способное), желтым (предупреждение) или красным (критическое или нера-
ботоспособное) цветом (рисунок 12). Мониторы определяют состояния рабо-
тоспособности конкретных аспектов наблюдаемого объекта [24]. 
 
Рисунок 12 — Значки состояний объектов 
На рисунке 13 показана упрощенная иллюстрация, демонстрирующая 
обнаружение объектов и наблюдение за ними. 
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Рисунок 13 — Схема обнаружения и наблюдения за объектами инфраструктуры 
информационных технологий 
2.5.3 Раздел «Развертывание Microsoft System Center 2012 R2 
Operation Manager» 
Данный раздел руководства содержит подробные сведения о подготов-
ке оборудования к установке MS SCOM, настройке сервера базы данных, 
установке серверов управления и сервера отчетов (рисунок 14). 
Установка Operations Manager создает группу управления. Группа 
управления является базовой единицей функциональности. Как минимум, 
группа управления состоит из сервера управления, операционной базы дан-
ных и базы данных хранилища данных. 
 
Рисунок 14 — Раздел развертывание системы System Center 2012 R2 Operation Manager  
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Сервер управления является центром управления административной 
группой и общением с базой данных. Когда вы открываете консоль управле-
ния и подключаетесь к группе управления, вы подключаетесь к серверу 
управления для этой группы управления. В зависимости от размера вычисли-
тельной среды группа управления может содержать один сервер управления 
или несколько серверов управления [31]. 
Операционная база данных представляет собой базу данных SQL — 
сервера, который содержит все данные конфигурации для группы управления 
и сохраняет все мониторинга данных, которые собирают и обрабатывают для 
группы управления. Операционная база данных сохраняет кратковременные 
данные, по умолчанию 7 дней. 
База данных хранилища данных — это база данных SQL Server, кото-
рая хранит данные мониторинга и оповещения для исторических целей. Дан-
ные, которые записываются в базу данных Operations Manager, также запи-
сываются в базу данных хранилища данных, поэтому отчеты всегда содержат 
текущие данные. База данных хранилища данных хранит долгосрочные дан-
ные. 
Когда функциональность отчетов Operations Manager установлена, 
группа управления также содержит сервер отчетов, который строит и пред-
ставляет отчеты из данных в базе данных хранилища данных [24]. 
Эти основные компоненты группы управления могут существовать на 
одном сервере или могут быть распределены между несколькими серверами, 
как показано на рисунке 15. 
 
Рисунок 15 — Группы управления Microsoft System Center 2012 R2 Operation Manager  
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2.5.4 Раздел «Получение результатов мониторинга в виде отчетов и 
оповещений с помощью Microsoft System Center 2012 R2 Operation 
Manager» 
Данный раздел руководства содержит перечень стандартных библиотек 
MS SCOM, инструкции по получению результатов мониторинга и настройки 
оповещений на электронную почту системного администратора и смс-
рассылки при возникновении инцидента (рисунок 16). 
 
Рисунок 16 — Получение результатов мониторинга 
В System Center 2012 при формировании предупреждения Operations 
Manager может рассылать уведомления назначенным лицам по электронной 
почте, а также с помощью мгновенных сообщений или текстовых сообщений 
(SMS). При возникновении предупреждения в отслеживаемой системе функ-
ция уведомлений также может автоматически выполнять команды [14]. 
Для уведомления требуется наличие указанных элементов: 
• учетная запись запуска от имени, которая предоставляет учетные 
данные профилю запуска от имени учетной записи уведомлений; 
• канал уведомления, определяющий его формат и метод отправки; 
• подписчик на уведомления, который определяет получателей и рас-
писание рассылки уведомлений подписчику; 
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• подписка на уведомления, которая определяет критерии отправки 
уведомления, используемый канал и подписчиков, получающих уведомле-
ние [12]. 
Одна из главных рекомендаций Microsoft касательно Active Directory 
Domain Services (ADDS) говорит о необходимости развертывания в произ-
водственной среде минимум двух контроллеров домена. Однако в средних и 
крупных компаниях количество контроллеров может достигать нескольких 
десятков и даже сотен. Когда системный администратор начинает работать в 
крупной сети на базе ADDS одной из самых важных забот становится репли-
кация Active Directory. При внесении изменений в её конфигурацию критиче-
ски важно оповестить другие контроллеры об этих изменениях и новых дан-
ных и как можно скорее произвести синхронизацию. В Active Directory этот 
процесс синхронизации называется репликацией. 
Данный отчет (рисунок 17) показывает репликацию данных между 
объектами подключения Active Directory, которые представляет подключение 
с исходного контроллера домена на конечный. Отсутствие или снижение ре-
пликации между контроллерами домена может говорить об отсутствии элек-
тричества, медленных или нестабильных каналов связи, ошибках админи-
страторов и просто внештатной работе службы. 
 
Рисунок 17 — AD 2008 DC репликация пропускной способности 
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2.5.5 Раздел «Организация мониторинга сети» 
Раздел «Организация мониторинга сети» содержит инструкции по 
установке и импорту новых пакетов управления, настройки расписания по-
лучения отчетов, обзор оборудования для настройки смс-оповещений, созда-
ние подписчиков — получателей отчетов и уведомлений (рисунок 18). 
 
Рисунок 18 — Организация мониторинга сети 
Наиболее полную информацию о состоянии сетевого оборудования 
предоставляет отчет Performance By System (производительность системы).  
На рисунках 19 и 20 представлены настройки отчета Performance By 
System. Для получения подробной информации о состоянии сетевого обору-
дования требуется указать период, также оборудование, по которому необхо-
димо получить информацию. Далее указать параметры мониторинга — со-
стояние процессора, оперативной памяти, дискового пространства или состо-
яние сетевого адаптера. 
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Рисунок 19 — Отчет Performance By System 
 
Рисунок 20 — Настройка отчета Performance By System 
На рисунке 21 показан вывод отчета в виде диаграмм с указанием по-
роговых значений и результатов выборки. Также, для наглядности, различ-
ные состояния оборудования будут выделены цветом: зеленым — работоспо-




Рисунок 21 — Пример отчета Performance By System 
44 
2.5.6 Раздел «Анализ полученных отчетов» 
В данном разделе находятся примеры реальных отчетов, на которых 
наглядно видны критические ситуации. К каждому отчету добавлено описа-
ние возникшей ситуации и краткое руководство по ее устранению. 
Консоль MS SCOM содержит огромное количество предустановленных 
библиотек пакетов управления для мониторинга за различными параметрами 
сетевого оборудования, программного обеспечения и процессов ИТ-
инфраструктуры [1]: 
• библиотека ядра System Center; 
• наблюдение за ядром System Center; 
• управление агентом наблюдения за ядром System Center; 
• внутренняя библиотека System Center; 
• библиотека Microsoft System Center Operations Manager; 
• внутренняя библиотека Operations Manager; 
• библиотека производительности; 
• библиотека отслеживания процессов; 
• внутренняя библиотека работоспособности; 
• библиотека работоспособности; 
• пакет управления по умолчанию; 
• библиотека задач по работе с базовыми показателями; 
• мониторинг инфраструктуры Operations Manager System Center; 
• библиотека групп экземпляров; 
• библиотека отслеживания процессов; 
• библиотека оборудования System Center; 
• библиотека системы; 
• библиотека программного обеспечения системы; 
• библиотека кластера Windows; 
• библиотека ядра Windows; 
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• библиотека службы Windows; 
• мониторинг службы доступа к данным Operations Manager; 
• шаблоны правил System Center; 
• шаблоны задач System Center; 
• задачи пользовательского интерфейса System Center; 
• библиотека System Center Workflow Foundation; 
• библиотека виртуализации системы; 
• библиотека WS-Management. 
В отчёте о доступности (рисунок 22) показаны статусы состояний сер-
верного оборудования по времени. Отчет сформирован за год. Различными 
цветами выделены следующие состояния: 
• красный — сервер выключен или не работает; 
• зеленый — полная работоспособность; 
• желтый — простой оборудования; 
• серый — агент не подключен к данному оборудованию. 
 
Рисунок 22 — Отчет о доступности серверного оборудования 
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2.6 Организация процесса обучения новых сотрудников с 
использованием руководства 
Процесс обучения сотрудников отдела системной интеграции построен 
следующим образом [26]: 
• изучение руководства по мониторингу компьютерных сетей сред-
ствами Microsoft System Center 2012 R2 Operation Manager; 
• на тестовом сервере с установленной операционной системой Win-
dows Server и с включенной ролью Hyper-V развертывание 2–3 виртуальных 
машин для мониторинга, например, обычные пользовательские системы MS 
Windows 10; 
• на тестовом сервере установка MS SQL Server; 
• установка компоненты Operation Manager; 
• на виртуальных машинах установка агентов Operation Manager, с 
помощью них будут собираться данные о операционной системе; 
• на сервере MS SCOM подключение тестовых виртуальных машин; 
• импорт и установка пакета управления Microsoft System Center 
Management Pack for Windows 10; 
• получение результатов мониторинга и их анализ (рисунок 23). 
 
Рисунок 23 — Пример полученного отчета на тестовом сервере 
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2.7 Внедрение системы Microsoft System Center 2012R2 Operations 
Manager и руководства в деятельность предприятия и отдела системной 
интеграции 
Система мониторинга Microsoft System Center Operation Manager внед-
рена на заводе АО «Стройдормаш» в городе Алапаевск. Серверная располо-
жена в специальном подготовленном вентилируемым помещением. Перед 
внедрением был подготовлен сервер с необходимым количеством оператив-
ной памяти и жёсткими дисками. Проведена проверка на наличие ошибок 
аппаратной части программными средствами Victoria и MemTest86. После 
успешного результата проверки оборудования, на сервере развернута опера-
ционная система Microsoft Windows Server 2008. Не посредственно после 
развёртки системы, была поднята виртуальная машина средствами Hyper-V 
на установлена Windows Server 2008 и уже на данную систему был установ-
лен MSSQL Server и SCOM 2012. 
Далее производилась настройка самой системы мониторинга через 
консоль Operation Manager, подключены сервера к системе, настроены 
дашбоды и установлены пакеты управления с отчётами. Также настроены 
оповещения на электронную почту администратору и смс-рассылка на слу-
чай возникновения инцидентов. 
Для обучения сотрудников отдела системной интеграции написано по-
дробное руководство по мониторингу компьютерных сетей средствами Mi-
crosoft System Center 2012 R2 Operation Manager. Оно содержит описание 
предприятия и структуры отдела системной интеграции, основными задача-
ми и должностными инструкциями, разделы с описанием системы Microsoft 
System Center 2012 R2 Operation Manager, развертыванием, организацией мо-
ниторинга компьютерных сетей предприятия, инструкциями для системных 
администраторов по настройке и получению отчетности.  
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ЗАКЛЮЧЕНИЕ 
В результате проделанной выпускной квалификационной работы, в 
АО «Стройдормаш» был проведен анализ использования программного про-
дукта Microsoft System Center 2012 R2. В ходе анализа, были изучены основ-
ные принципы работы программного комплекса, создание правил систем ак-
тивного мониторинга серверов, различного сетевого оборудования, в том 
числе отслеживание установленного программного обеспечения. На основа-
нии проведенной аналитики установленного программного обеспечения, 
произведена настройка сбора необходимой отчетности о состоянии ИТ-
инфраструктуры предприятия. 
В ходе данной выпускной квалификационной работы, все задачи были 
выполнены: 
• проанализированы источники по диагностике компьютерной сети;  
• изучены возможности программного комплекса мониторинга 
Microsoft System Center 2012 R2;  
• настроен программный комплекс на предприятии для дальнейшего 
использования для мониторинга сети; 
• подготовлены обучающие инструкции по получению и анализу от-
четности и настройки уведомлений при возникновении инцидентов; 
• реализован интерфейс руководства в выбранных средствах реализа-
ции. 
Перед АО «Стройдормаш» стояла задача одновременно стандартизиро-
вать управление корпоративными ПК, провести централизованную установку 
и аудит программного оснащения на предмет соответствия корпоративным 
требованиям. 
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Анализ использования программного продукта Microsoft System 
Center 2012 R2 в АО «Стройдормаш» показал ряд положительных аспектов: 
• повышение отказоустойчивости сервисов, в том числе путём инте-
грации с ними; 
• максимально быстрое получение информации о возможной или 
возникшей проблеме; 
• снижение нагрузки на работу ИТ-специалистов; 
• сокращение времени на решение проблем, связанных с сетевым 
оборудованием, программным обеспечением. 
На предприятии АО «Стройдормаш» в дальнейшем планируется пере-
ход на новую версию System Center Operations Manager 2016. 
В новой версии SCOM 2016 в дистрибутив поставки входит дополни-
тельный инструментарий, который позволит ИТ-администратору самостоя-
тельно сгенерировать Management Pack для любого сетевого оборудования, 
поддерживающего почтовый протокол [15]. 
Естественно, что создание сложных пакетов, таких как, например, SQL 
Server Management Pack остается сферой деятельности компаний, специали-
зирующихся на этом. 
В официальном релизе, появилась графическая среда, делающая этот 
процесс простым и понятным. Таким образом, имея даже самое уникальное и 
редкое сетевое оборудование, пользователю достаточно будет получить MIB-
файл для него от производителя и на основании него определить, используя 
новый инструментарий SCOM, как конкретно он хочет контролировать эти 
устройства в SCOM 2016. 
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Отчёт о доступности серверного оборудования 
 
Рисунок 1 — Доступность серверного оборудования 
 
Рисунок 2 — Сервер после восстановления работоспособности 
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В данном отчёте представлена доступность серверов, территориально 
распределенных по городам Российской Федерации.  
В отчёте показаны статусы состояний серверного оборудования по 
времени. Отчет сформирован за год. Различными цветами выделены следу-
ющие состояния  
• красный — сервер выключен или не работает; 
• зеленый — полная работоспособность; 
• желтый — простой оборудования; 
• серый — агент не подключен к данному оборудованию. 
Отчет позволяет отследить за любой период времени работоспособ-
ность серверов и другого оборудования, что очень удобно для администрато-
ра, так как показывает, какие сервера простаивают без нагрузки, а как вы-
ключены или сломались.  
Также можно настроить данный отчет, чтоб он приходил на электрон-
ную почту, как администратору, так и руководству, для анализа критических 
ситуаций и быстрого принятия решений. Возможно требуется срочный ре-
монт оборудования или перераспределение нагрузки. 
Вывод: в данном отчёте наглядно показано что сервер dc01 был дли-
тельно выключен, также можно увидеть, что сервер wind-pub стоял в про-
стое. В результате с помощью отчёта я определил, что сервер был выключен 
и за неисправности блока питания, после замены сервер снова работает в 
штатном режиме. 
На рисунке 3 представлен отчет Performance By System, сформирован-
ный за месяц, сервера ERP-SQL.konstr, на котором показано: 
Процессор — % Processor Time — если счетчик процента загруженно-
сти процессора имеет высокое значение, то необходимо настроить монито-
ринг для каждого отдельного процесса. Это позволит определить, какие из 
процессов требуют больше всего процессорного времени. Возможно, некото-
рые процессы могут быть перенесены на другие серверы, а могут даже обна-
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ружиться лишние процессы, которые можно остановить без ущерба для ра-
боты сервера.  
 
Рисунок 3 — Отчет Performance By System ERP-SQL 
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С технической точки зрения это время, в течении которого не выпол-
няются другие процессы, использующие процессорное время. Данное прави-
ло счетчика рассчитывает процент загруженности процессора, когда процес-
сор не занят простаивающим потоком и подразумевается, что загружен 
настоящими задачами. По умолчанию, счетчик фиксирует данные каж-
дые 5 минут. Загрузка сервера может считаться высокой, если среднее значе-
ние счетчика процента загруженности процессора превышает 80–90%.  
Графики состояния процессора показывают, что нагрузка на него нахо-
дится в пределах нормы. Всплески обусловлены активностью работы пользо-
вателей и запуском различных расчетов в IT-Enterprise. 
Память — Pages/sec — это скорость, с которой страницы считываются 
или записываются на диск. Этот счетчик является основным индикатором 
видов сбоев, вызывающих общесистемные задержки. На графике наблюдает-
ся приближение скорости к пороговому значению в течении недели (Если 
число страниц / сек, умноженное на 4000 (размер страницы 4 тыс.байт), пре-
вышает 70% от общего количества байтов логических дисков / сек на диске 
(дисках), где файл виртуальной памяти находится на постоянной основе, то 
требуется исследование причины). Потребовалась очистка дискового про-
странства. 
Memory \ Available Bytes — данный счетчик показывает объем физиче-
ской памяти, в байтах, сразу доступный для выделения процессу или для ис-
пользования в системе. Он равен сумме памяти, присвоенной резервным 
(кэшированным), свободным и нулевым спискам страниц. Если это значение 
падает ниже 5% установленной ОЗУ на постоянной основе, то следует иссле-
довать причины. В отчете состояние памяти представлено для наглядности 
наоборот — т.е. если значение приближается к 100% на постоянной основе, 
есть определенная проблема. Данный график свидетельствует о постоянной 
нехватке оперативной памяти, требуется или дополнительное увеличение 
оперативной памяти, или ограничение ее использования SQL. 
Диски — Отчеты по состоянию дискового пространства. Счетчик Per-
cent Space Used — счетчик используемого дикого пространства, Percent Idle 
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Time — счетчик, который измеряет процентное время, в течение которого 
жесткий диск находится в режиме ожидания во время интервала измерения, и 
если этот счетчик падает ниже 20%, тогда запросы на чтение / запись, стоя-
щие в очереди на диске невозможно будет обслуживать своевременно. Счет-
чик Disk bytes/sec может показать, соответствует ли работа диска заявленным 
производителем характеристикам. Счетчик Average Disk Queue Length пока-
зывает, успевает ли накопитель отработать все запросы от выполняющихся 
процессов. Обычно в качестве порогового значения устанавливают длину 
очереди, состоящую из двух элементов. Если среднее число элементов в оче-
реди более двух, это может служить симптомом повышенной нагрузки на 
дисковую систему. 
Сетевой интерфейс — Счетчик Percent Bandwidth Used показывает 
процент от общей используемой полосы пропускания сетевого адаптера. Ес-
ли среднее значение счетчика более двух, это значит, что сетевой интерфейс 
(или пропускная способность сетевой инфраструктуры) не справляется с пе-
редачей данных, предоставляемых сервером, таким образом, можно сделать 
вывод, сервер выдает данные с большей скоростью, чем сетевой интерфейс в 
состоянии передать. 
Вывод: оперативной памяти на сервере не хватает загрузка происходит 
каждый день в течение месяца на 95 процентов. Проблема заключается в том, 
что у пользователей из-за нагрузки базы данных начинает очень сильно 
«тормозить» ERP системы и люди не могут работать в таком режиме, так как 
очень много времени уходить на ожидание работы программного обеспече-
ния. 
Рекомендации: Для решения проблемы требуется увеличение на серве-
ре баз данных оперативной памяти, после увеличения памяти на сервере сни-
зится значительная нагрузка на процессы работы сервера и система станет 
загружать и работать на много быстрее информацию с базы данных SQL. Что 
касаемо жесткого диска состояние предупреждение там находится файл вир-
туальной памяти. Так он забивается, то скорость передачи падает. 
