ABSTRACT. Two open questions m ternary Boolean algebras have been answered with the aid of an existmg automated theorem-proving program without recourse to any additional programming. The new automated theorem-provmg techraques developed in answering the open questions are presented here. Essentially, the ex~stmg theorem prover is used m a nonstandard way to seek and verify small fmite models and counterexamples for a first-order axiom system Exhibiting a model of an axiom system proves it consment; this facility complements traditional theorem-provmg methods, which can only prove mconslstency.
Introduction
Traditionally, automated theorem provers have focused only on the attempt to verify that well-formed formulas are theorems. We propose to extend the use of such programs to include the generation of small models and counterexamples for formulas and thereby to aid in the progress toward the longstanding goal that programs become useful aids to mathematicians doing research. We present a number of techniques for achieving the generation of models and counterexamples and illustrate these with an example that was actually run using these techniques. That these methods may actually be useful is seen by the fact that two open questions in mathematics were solved. The two questions involve the independence of axioms in an axiomatization of ternary Boolean algebras by Grau [2] . The actual solution of these problems is discussed in Winker and Wos [6] .
We propose to use a resolution theorem prover as a logic calculating machine to help develop models and counterexamples. The user of such a system would make major decisions such as what sort of model is to be developed and what interpretations of the symbols look either interesting or useful, but the program would do most of the searching for interpretations and verifying the satisfaction of the axioms by the interpretation. Aside from the point already noted, that two formerly open questions have been solved, we consider this work to be significant in several other ways. First, it represents a break from using the power of the theorem prover in only one (rather narrow) way, namely, to verify the validity of formulas. We believe that theorem provers can play other equally useful roles in aiding mathematicians and other scientists in their work, and that such techniques should actively be sought. Next, we have discovered that by using certain clauses in the theorem prover, the program can be made to do a number of interesting things that many would not have thought possible in a strictly declarative approach. As will be seen below, we were able to cause the program to fred interpretations for function symbols by having the program itself, as directed by the presence of special clauses, examine the function tables. We were also able to have the theorem prover generate lists of the function tables and domain elements and other useful information not normally associated with the output of theorem-proving programs. We believe that clauses may be used to represent information in much more subtle and useful ways than simply expressing the axioms of mathematical systems. The last point we wish to make is that the techniques given below can be applied to any theorem prover with any reasonable degree of flexibility (although we also believe that much of our particular success is due to the excellent resolution program, NIUTP [4, 5] , that we used for experimentation). The point we wish to make very strongly is that no reprogramming of the theorem prover was required. We achieved our results rather by structuring the clause sets in particular ways.
Before turning to the description of the paper itself, we briefly comment on two important and ever present considerations, namely, generality and automation. The claim is that the method is in fact quite general. First, no properties of the field of mathematics to which the method is applied are used in the method for solving the corresponding questions of axiom independence. Second, in a forthcoming paper essentially the approach discussed in this paper is applied to rather different questions in the field of finite semigroups. Those questions do not concern independence of various subsets but rather concentrate on the possible existence of finite semigroups simultaneously possessing given properties. Since their solution required consideration of certain semigroups of order 83, some evidence exists that reasonably large models can easily be considered by-the approach under discussion. As for the consideration of automation, we wish to emphasize that this approach is far from fully automated. However, such is often the case in the more standard use of theoremproving programs for obtaining proof. Essentially this approach transfers much of the burden, especially that of a combinatoric nature, from the user to the theoremproving program.
Throughout this paper we discuss the following general problem. Let E = S t3 C be a set of axioms where S and C are disjoint. Does there exist an interpretation which satisfies S but does not satisfy C? This does not correspond to the traditional type of theorem-proving problem, say, to prove that S implies ~C or that S implies C. In the mathematical application at hand, E corresponds to a set of axioms defining a system. C is a subset of those axioms which we would like to show are independent of the remaining subset S. That is, we seek an interpretation which satisfies S but is a counterexample of C. In this paper we assume that the axioms are in the form of positive equality units.
We assume that the reader is familiar with the general terminology of theorem proving. In particular, the reader is assumed to be knowledgeable about resolution and its various refmements like hyperresolution and with paramodulation [7] . We also assume familiarity with demodulation [8] (also called simplification). The next section shows how we write special clauses to achieve various results. Section 3
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275 discusses the general techniques employed to find models and counterexamples. In Section 4 we discuss the advantages of the present method over the use of complete sets of reductions. Section 5 presents some ideas on reducing the number of cases the theorem prover has to deal with.
Special Techniques with Clauses
To give an interpretation, one needs to specify a domain of elements and to give the values for all the constants, functions, and predicates. In this paper we deal exclusively with equality, so the only symbols which need definition are the constants and functions. For function symbols it is necessary to specify the value of the function (which will be one of the domain elements) for every tuple of elements from the domain. Having given an interpretation, to verify that it is a model for some set of clauses requires verifying that every instance of each axiom over the given set of domain elements is true. To show that an interpretation is a counterexample to a set of clauses requires showing that some instance of the clauses is false in the interpretation. In order to have the theorem prover perform these tests, we need to be able to specify what the domain elements are and to generate all instances over those domain elements of the clauses in question. In addition, we use below certain special clauses, like closure, which may not be a part of the axiom set being studied but which are required in order for the theorem prover to help generate the function tables that def'me the interpretation of the function symbols present. Again, we shall need to be able to generate all instances of such clauses over the domain elements. We emphasize that these techniques are compatible with resolution theorem provers, so that the methods described below and in the next section can be used without modifying current programs.
We use a special one-place predicate, Q, to specify the domain elements. We include in the clause set of the theorem prover a positive unit Q(e) for each domain element e. Each distinct domain element is to be given by exactly one such unit.
Thus, if Q(el) and Q(e2) are two distinct Q-units, we do not allow EQUAL (el, e2) to be deducible (for otherwise we could simply eliminate one of el and e2). In addition, it is frequently convenient to allow the theorem prover to generate many of these domain-defining Q-units. Such is often the case when the domain contains cycles generated by one or two constants. For example, in the problem described below we have a unary function symbol G. We found several models and counterexamples using a domain of three elements--A, G(A), and G(G(A)) for a constant symbol A. We can actually give the theorem prover only the unit Q(A) and the two
The second clause is used as a demodulator. The theorem prover then generates the two additional units Q(G(A)) and Q(G (G(A)) ). However, no further units of this form can be added to the clause space because they demodulate to one of the above three and are deleted by subsumption. (Note that in the model of the appendix, we actually used G(G (G(x) )) = G(x), giving the same domain elements but slightly different structure.) As another example, we used an interpretation whose domain contained two cycles, one of length 2 generated by the constant A and another of length 2 generated by the constant C. We have found such types of domains very useful. We now turn to the problem of generating all instances of various axioms. We consider closure first. We assume that the theorem prover has in its memory a unit Q(e) for each domain element e as above. Let F be an n-ary function symbol occurring in the axiom set under study. We put the following clause into the theorem prover and then generate all hyperresolvents using this clause and the positive Q-units. The clause is
. , xn)).
The set of hyperresolvents obtained consists of one positive unit Q(F(E1 .... , En)) for each n-tuple, E1 ... En, of domain elements. Thus we have, in effect, listed out all the instances of F for which values must be obtained. In Section 3 we show how we actually use these units to help define the interpretation for the function symbol F. Our purpose here is simply to show that the theorem prover can be rather easily used to generate all the instances of F that will have to be considered. Of course, we would have an axiom like the above for each separate function symbol that had to be defined.
Similar techniques are used to generate instances of axioms for model verification. We have dealt exclusively with axiom sets consisting of equality units; however, the technique can be applied generally. Let P(x 1 ..... xn) be one of the positive equality unit axioms. We give the following clause to the theorem prover in addition to the Q-units that list the domain elements:
xn).
For example, if P(xl, x2) was the axiom EQUAL(F(xl, x2, xl), xl), we would use the clause -Q(xl) V -Q(x2) V EQUAL(F(xl, x2, xl), xl). As above, the set of hyperresolvents formed from this clause and the domain-defining Q-units consists of exactly the set of instances of the axiom in question over the domain. We note that when P(x 1 ..... xn) is not a unit, one can still generate the instances by resolving away all the -Q(xO literals in the above clause, although these will no longer be hyperresolvents if P is a mixed clause.
We have found the above techniques convenient and useful for other purposes as well. For example, once a set of equality units that define the interpretation of the function symbols has been formed and added to the theorem prover to be used as demodulators, we can use a clause like the following for each function symbol to generate the tables of the functions:
. , xn)).
Here, PF is another new predicate symbol corresponding to the function symbol F. When a hyperresolvent is formed with this clause and the domain-defining clauses, the result is PF(el ..... en, F(el ..... en)). However, as discussed in Section 3, the function-defining equality units that define the symbol F will demodulate F(el ..... en) to the domain element which is its value in the interpretation. Thus, after demodulation the result is PF(el ..... en, e), where e ---F(el ..... en). In a similar way the closure clause listed above can be used to generate a list of domain elements. This is useful when the set of domain elements is not given explicitly.
We note that these techniques will be somewhat more convenient to use in a program that allows the organization of clauses into lists--for example, a list of instance generating clauses, a list of domain element clauses, a list of function defining clauses. In addition, it would also be useful for the theorem prover to be somewhat programmable, that is, to allow the user to specify first, say, the use of the domain defining and instance generating clauses to .generate instances of axioms and then to use those axiom instances with other clauses for various tests for validity, etc., as described below. 
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Model Verification and Counterexample Generation
Throughout this section we will be making references to the example discussed in the appendix. While a precise understanding of this example is not necessary for this section, the reader may wish to peruse the clauses there. Recall that, in general, we are dealing with a set E = S t.I C of unit equahties, and we wish to fmd an interpretation that satisfies S but does not satisfy C. In the example at hand, S consists of axioms 1, 3, 4, and 5, and C consists of axiom 2.
As noted in Section 2, we use special units to define the set of domain elements of an interpretation. In addition, we must defme the values of each function symbol over the domain. This is accomphshed, as described below, by developing a set of equahties--some ground, some not ground--which demodulate every ground term T to the unique domain element representing the value of T. We call this set the set of function-defining axioms and denote it by FD.
In order for the methods described here to work, we need to have unique termination when demodulating with FD. Also, we need to know that FD itself provides for well-defined functions. Because we are not concerned with complete sets of reductions (see Section 4), we guarantee these two requirements in the following way. First, to guarantee unique termination, we design the demodulation algorithm to satisfy two criteria:
(1) In demodulating a term T, fully demodulate each subterm of T before applying demodulators to Titself. (2) Always apply the demodulators in the same order.
The test that FD actually gives well-defined functions can be carded out by generating instances of equalities in FD itself as well as for S and verifying that each instance demodulates to T = T.
There are three phases to the general method for finding models and counterexamples, each phase characterized by the amount of information about the proposed interpretation already known. In the remainder of this paper a run of the theorem prover involves putting certain clauses into the program, letting the program generate what new clauses it can (usually with some constraints on parameters hke level and term depth and complexity), and then analyzing the output. The first phase consists of paramodulation runs whose purpose is to derive general equahties from the axioms of both E and S. The second phase consists of partial model runs which take as input partially specified interpretations and attempt to generate equalities for the as yet undefmed portions. The third phase consists of model verification runs in which a fully defmed interpretation is shown to satisfy S but not C. An important point to make here is that in all these runs of the theorem prover we do not expect to generate the empty clause. Rather, we expect in each case to get a relatively small set of clauses generated by the theorem prover, which we can then use to further de[me a partially defined interpretation. In the ternary Boolean algebra problems a typical paramodulation run generated about 100-400 new units; partial model runs generally had about 15 clauses as input and kept a similar number of generated clauses (many generated clauses are deleted by subsumption). These two kinds of runs are the ones the user must study. Model verification runs need only be checked for success. In our example such a run involved 243 axiom instances. We now discuss each of these phases in more detail.
3.1. In phase 1 we use paramodulation in the forward direction to generate additional equalities which will help define the interpretation so as to satisfy S but not C. First we note that mathematical axiom systems are near-minimal axiom sets that express only the bare necessities to define the mathematical structure under study. Such axiom systems certainly do not include large numbers of extra "interesting" identities; such identities may be generally known, but they are not included in the axiom set defining the area under study. Furthermore, some of those known identities may depend on C, the set which the interpretation is to falsify. On the other hand, in order to defme an interpretation in which each function symbol is well defined, it may indeed be very useful to have a good set of those interesting and useful identities present. Therefore, one of the parts of phase 1 is to use forward paramodulation with only the clauses of S to generate new equalities which we may (or may not) decide to include in later runs. For example, in the problem at hand the program generated among others the equality F(x, y, x) = x. This equality would be quite useful in giving an interpretation of the function symbol F, since it only involves F and no other function symbols. It gives implicitly one-third of the 3 × 3 table defining F in the interpretation in the appendix. In general, the above identity would give l/n of the table defining F in an interpretation whose domain consisted of n elements. Because the identity was derived by valid rules of inference from the axioms that we were trying to satisfy, it could be used to help define F no matter what other considerations were used in the model search.
One can also get clues for finding counterexamples from these runs by applying paramodulation to the entire set E. Runs of this sort can help identify equalities that depend on C. For example, a reasonably simple identity that one might 10ok for is G(G(x)) = x, which is derivable from the full axiom set. However, when given only S, in several paramodulation runs the program never generated this identity. We therefore used this identity to guide the search for an interpretation in which G(G(x)) = x failed for some domain element. If in fact G(G(x)) = x necessarily depends on S U C, then such an interpretation would then necessarily falsify C.
In the same spirit as above we can propose additional identities to use in specifying the sought-after interpretation which are not necessarily implied by the axioms being kept. We then try paramodulation runs with these new identities and see if any undesirable equalities are derivable. For example, because of our knowledge about the problem of the appendix we proposed using additional
identities G(G(G(x))) ---G(x), G(F(x, y, z)) = F(G(x), G(y), G(z)), and F(x, y, z) = F(x, z, y).
When all three of these were added to S, among the various equalities generated was G(G(x)) = x. As noted above for this problem, we had been looking for an interpretation in which G(G(x)) = x failed. We therefore rejected the use of all three identities together. When only the first one or two were added, no undesirable inferences were made. In the final result, only G(G (G(x) )) = G(x) was needed.
We point out here that many of the decisions made in this phase are subjective and are made by the human user. Also, the user may insert at this point in the modelgenerating process much knowledge of the general problem area, as was the case in proposing the three additional identities above. We believe this is not unjustified. The mathematician should interject his expertise into the process wherever possible, using the program to carry out those parts that do not require such expertise.
To review, the first phase consists of applying forward paramodulation to S and/or E and selecting additional proposed equalities in order to generate a useful set of identities. These new identities help to define the structure of the interpretation to be found and to cut down on the work in the next phase.
3.2. The output of the first phase includes a set of identities to use as the initial approximation to FD. This includes some equalities from S which appear to be simple and useful. For example, in Section A2 of the appendix, axioms 3-5 were included in FD because they were judged to be relatively simple. On the other hand, we judged axiom 1 not to be appropriate. For, used in one direction, axiom 1 increases the complexity of the result. Used in the other direction, this axiom would require a term with function symbols F nested two levels, a situation that would not occur in phase 2 or 3 for this problem because the domain elements are given in terms of G. The initial FD also includes some of the interesting equalities generated in phase 1 (identities (4), (6) , and (7) of Section A2 of the appendix). Also output from phase 1 is a set of equalities we would like to have falsified.
In the second phase we specify the details of the domain. The user decides this and writes clauses to give this information to the program as in Section 2 above. The second phase then consists of partial model runs whose purposes are (1) to fill out the tables defining the evaluation of the function symbols, and (2) to check for any axioms being violated by the partially developed interpretation. The general methodology is to generate all ground instances of the various axioms and special clauses as in Section 2 above and then demodulate the terms using all the identities and equalities that defme the interpretation. When an instance of the special clause -Q(xl) .... Q(xn) Q(F(xl ..... xn)) is used as in Section 2 with hyperresolution, the result is a unit Q (F(tl, ..., tn) ). If this demodulates to a Q-literal that is one of the domain-defining Q-literals Q(t), then t must be the value of F(tl, ..., tn) in the interpretation. If not, then the term F(tl ..... tn) needs to be defmed in the interpretation; that is, the function F is not yet closed in the partial interpretation defined as yet. If the instance is that of an axiom, then one of the following results must occur:
(1) The instance may demodulate to t = t, indicating that this instance is satisfied. 
. Q(xn) Q(F(xl ..... xn))
are not used. As in Section 2, the program generates all instances of clauses in S by using the Q-literals, the clauses of Section 2, and hyperresolution. As in the paragraph above, these hyperresolvents should all resolve to the form T = T in order for the axiom to be valid in the interpretation. Similarly, we test that some axiom of C is falsified by the interpretation.
3.4. Referring again to the example in the appendix, that is, to fmd an interpretation which satisfies axioms l, 3, 4, and 5 but falsifies axiom 2, we describe some of the steps that led to the interpretation desired. First, as noted above, axioms 1, 3, 4, and 5 were used in paramodulation runs along with the identity G(G (G(x) )) = G(x) to generate identities (4), (6), and (7) of Section A2 of the appendix. As noted in Section 3.1, we also made some paramodulation runs whose results were rejected 280 STEVE WINKER because they violated certain desired properties --in the above case, that G(G(x) ) # x for some x. We also made some paramodulation runs whose results we simply did not include in FD. For example, we added G (F(x, y, z) and  F(A, x, G(G(A) )) = A to S for a paramodulation run. We got no undesirable results but also no new identities we deemed worthy of inclusion in FD. The identities (1)- (7) became the initial list of function-defining equalities for the interpretation.
) = F(G(x), G(y), G(z))
Because we want G (G(A) ) ~ A in order to attempt to falsify C, we choose a domain which is a cycle on G(A) in which G(G(A) ) and A are distinct. Such a domain can be generated from A with the demodulator G (G(G(x))) ffi G(x), yielding distinct  elements A, G(A), and G(G(A) ). Then partial model runs were tried with these~ elements. The initial set FD provided for the definition of all but the following three terms:
F(A, G(A), G(A)), F(A, G(G(A)), G(G(A))),
and
F(G(G(A)), A, A)
from the hyperresolvents of -Q(xl) -Q(x2) -Q(x3) Q (F(xl, x2, x3) ). That is, each of those hyperesolvents demodulated to one of Q
(A), Q(G(A)), or Q(G(G(A))),
indicating that the corresponding term had been assigned a det'mite value in the domain. When instances of axiom 1 were generated, the following were among the equalities generated:
F(A, G(G(A)), G(G(A))) = A, F(G(G(A)), A, A) = G(G(A)), F(F(A, G(A), G(A)), G(G(A)), A) = A.
The first two of these define the second and third undefined terms above and were added to FD with no undesirable effects. The third equality generated from
axiom 1 precludes F(A, G(A), G(A)) = G(G(A)), since then that third equality would demodulate to G(G(A)) = A (using axiom 4 and the bad assignment for F(A, G(A), G(A)))
, violating the condition that the domain elements are distinct.
Finally, we made two sets of model verification runs, one for each of the remaining two possibilities for the value of F (A, G(A), G(A) ). Each one of these proved to be a model of S but not of C, as was desired. We do not imply by the above presentation that the model search is a straight-line process. In fact, one often moves back and forth between phases during the search. First, as noted above, even when S is augmented with additional special user input equalities, not all values of the functions may be defined. In addition, there may not even exist an acceptable interpretation based on the domain the user chooses in the beginning of phase 2. (We have not encountered this problem as yet.) In either of these cases the user may be forced to give up activity in phase 3 and return to an earlier phase for additional work. For example, if the initial set FD given to phase 2 from phase 1 is insufficient to determine most of the values of the functions, one approach is to return to phase 1 and perform additional paramodulation runs using the augmented set FD, which will now include additional equalities developed in phase 2 so far. The paramodulation runs with these new equalities might yield enough extra information to continue the partial model runs. Similarly, as was done above, we often begin model verification before all the terms have been defined. In such cases the model verification runs help to define the remaining undecided terms.
Complete Sets of Reductions
A set A of demodulators is a complete set of reductions if every term Tis demodulated by A to the same term T', independent of the order in which the demodulators are Finite Models and Counterexamples 281 used and in which the subterms of T are reduced. There exist methods for verifying that a set A is a complete set of reductions [3] . Complete sets of reductions have several properties that might be helpful in model and counterexample search. For example, one is able to prove the consistency of inequalities, such as A # B, with a complete set of equalities. If A is a complete set of reductions and does not demodulate T1 and T2 to the same term, then A t3 {T1 # T2) is consistent [8] . When A is the set of function-defining axioms above and the inequality is an instance of some clause in C, then this method can obviously help determine that an interpretation is a counterexample for C. Next, if it happens that FD is determined to be a complete set, then any clause of S that is also in FD need not be tested in the model verification phase for being satisfied by the interpretation. This is because the demodulator C in FD will change any instance of C (taken as a clause in S to verify) to T = T, and if FD is complete, this is guaranteed to be the result no matter how the demodulation might have to be carried out. (On the other hand, any clause in S -FD must still be tested in phase 3 because, as discussed below, even when FD is complete, FD t.J (C} may not be complete.)
Thus one might ask why we did not explore the use of complete sets of demodulators more fully. Unfortunately, the method of complete reductions has several drawbacks. Not every set of equalities yields a finite complete set of reductions (by the undecidability of the word problem). Even when the set is finite, it may be unmanageably large and require more computer time to fred than the techniques above. Indeed, application of the standard procedure for generating complete sets in [3] failed to yield complete sets for the ternary Boolean algebra problems used in this study because of time and memory limits. Even worse, little or no use can be made of a complete set of reductions from one problem to the next because any modification to the set--adding an equality or removing one--generally destroys the completeness. Unfortunately, the nature of the study of dependency relations among axioms in a system requires the constant changing of S and C from above. Even within a given problem where S and C are fixed, the set of function-defining axioms continually changes during phase 2. Thus, while it may occasionally happen that completeness is shown during, say, the partial model runs, this rarely happens in practice. Our experience indicates to us that it is not worth the effort to try to extend FD to make it complete.
Reducing Instance Checking
If a fairly large interpretation is being attempted, the number of instances of axioms to be verified may be reduced by symmetry and other considerations. These considerations can, in some cases, be incorporated by the user in partial model runs. For example, the user might attempt to develop an interpretation which displays some symmetry. Consider a domain consisting of two cycles--A and G(A), and C and G(C) with G(G(x)) --x holding--applied to the sample problem used in this paper. Suppose we could develop an interpretation that was symmetric in, say, A and G(A). By this we mean that every identity that holds in the interpretation continues to hold when A and G(A) are interchanged. On the other hand, if F(A, C, C) = A were added to FD, then F(G(A), C, C) = G(A) would also have to be immediately added. Of course, it may not be possible to develop a full interpretation which is symmetric. Adding all the symmetric versions of each function-defming axiom may falsify some axiom in S, or the resulting model of S may fail to falsify C. In this case an alternative interpretation should be tried or symmetry abandoned. A, G(A), C, G(C) with the additional identity G(G(x)) = x is given by the following set of unit clauses FD: The model has eight-fold symmetry given by the permutations (A G(A) 
An example of a symmetric interpretation on
F(X, Y, G(Y)) = X; F(X, X, Y) = X; F(G(Y), Y, X) = X; F(X, Y, X) = X; G(G(X)) = X; F(X, G(Z), Z) --X; F(Z, G(Z), X) --X; F(A,
), (C G(C)), and (A C)(G(A) G(C)). The variants of the last two equalities are obtained by applying these symmetries; thus F(G(A), C, C) = G(A). The equality F(A, C, C) --
A and its variants violate axiom 2.
Using this example, we see how the amount of work is greatly reduced. This interpretation has a set of symmetries that maps any element onto any other element. 
EQUAL(F(F(G(B O, W, X), Y, F(G(W), W, Z)), F(G(W), W, F(X, Y, Z)))
V EQUAL(F(V, IV, F(X, Y, Z)), F(F(V, W, X), Y, F(V, W, Z))). Finite Models and Counterexamples
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It is hoped that such tricks can be incorporated in a general-purpose, fully automated package, but at present the desired tricks are discovered and set up by the user. Tricks of various kinds will presumably become very important in verifying large models, as the numbers of instances of certain axioms become enormous.
Concluding Remarks
We have demonstrated that a resolution theorem prover can be used as an aid to solving real, open problems in mathematics. To be sure, most of the "intelligent" decisions were made by the human user. (This is not to say that the program itself did not also use heuristics and strategies to pare its own work.) We summarize here again what we think are the important considerations of this work. First, there was good cooperation between the user and the program. The user made major decisions, like what kind of model to look for (cyclic, symmetric, etc.) and what equalities looked interesting or useful. The program provided the calculating power to generate and explore consequences of the users decisions. Of course, the program also used various criteria (length, term structure, nesting, etc.) to reject many of those consequences, passing to the user only data that had a good chance of being relevant. An interesting topic for future study is how much of the decision process can be incorporated into the program.
Second, no reprogramming of the theorem prover was required. A general-purpose resolution program was sufficient to allow the author to explore and solve open problems in an area previously unfamiliar to him. Moreover, the results of [6] and our continuing experience convince us of the utility of general-purpose theorem provers. We feel our results, combined with the results of others over the past few years, provide ample evidence of the need to develop both special-purpose and general-purpose programs.
