Abstract-We define generalized quasi-cyclic (GQC) codes as linear codes with nontrivial automorphism groups. Therefore, GQC codes, unlike quasi-cyclic codes, can include many important codes such as Hermitian and projective geometry (PG) codes; this capability is important in practical applications. Further, we propose the echelon canonical form algorithm for computing Gröbner bases from their parity check matrices. Consequently, by applying Gröbner base theory, GQC codes can be systematically encoded and implemented with simple feedback shift registers. Our algorithm is based on Gaussian elimination and requires a sufficiently small number of finite-field operations, which is related to the third power of code-length. In order to demonstrate our encoder's efficiency, we prove that the number of circuit elements in the encoder architecture is proportional to the code-length for finite geometry (FG) LDPC codes (a class of GQC codes). We show that the hardware complexity of a serialin-serial-out encoder architecture for FG-LDPC codes is related to the linear order of the code-length; less than 2n adder and 2n memory elements are required to encode a binary codeword of length n.
I. INTRODUCTION
Low-density parity-check (LDPC) codes were first discovered by Gallager [4] in 1962 and were rediscovered and generalized by MacKay [13] in 1999. The methods for constructing LDPC codes can be divided into random and algebraic construction methods. The performance of irregular LDPC codes with long code lengths greater than 10 7 bits constructed by random construction [2] [13] has been observed to be close to the Shannon limit. However, the encoding of these LDPC codes is quite complex because of the lack of code structure such as cyclic or quasi-cyclic structure. Therefore, we concentrate on algebraic constructions of LDPC codes that belong to a class of quasi-cyclic (QC) codes. One remarkable algebraic method is based on finite geometry (FG) codes [7] ; these codes are divided into Euclidean (or affine) geometry (EG) codes, which are included in QC codes, and projective geometry (PG) codes, which are included not in QC codes but in broader GQC codes (cf. Fig. 1 ). In short, GQC codes increase the randomness for QC codes and vary the length of each cyclic part in QC codes.
For several classes of QC LDPC codes, some efficient encoding methods [3] [9] that use circulant matrices and division techniques have been proposed. For GQC codes, which include algebraic LDPC codes, Heegard et al. [5] showed that systematic encoding was equivalent to the division algorithm based on Gröbner bases, which generalize the generator polynomials in cyclic codes. On the basis of this work, Chen et al. [1] constructed an encoder architecture. Thus, the encoding problem for GQC codes was transformed into the computation of Gröbner basis. To compute Gröbner bases for encoding GQC codes, et al. [8] and Lally et al. [8] presented algorithms for Hermitian codes and QC codes, respectively. However, no algorithm applicable to all GQC codes has been developed.
We propose the echelon canonical form algorithm for computing Gröbner bases from their parity check matrices. A part of our algorithm for computing Gröbner bases was already known to some specialists in coding theory. Kamiya et al. [6] stated that an encoder was obtained with a fundamental row operation for a QC LDPC code from Euclidean geometry. Recently, Little [12] presented a similar result for a Hermitian code. Our aim is to present algorithms for computing the Gröbner bases for all GQC codes, even when column permutation is required.
Although the size of the encoder architecture for general GQC codes exceeds the linear order of code-length because of the number of orbits (cyclic parts), Chen et al. [1] proved that it had the linear order for Hermitian codes. We present the first proof that it also has the linear order for FG codes. While the method of Richardson et al.'s [15] for general LDPC codes is of the linear order of finite-field operations, our encoder architecture for FG codes can achieve both the linear order of operations and the linear order of circuit elements without latency. Additionally, our encoder architecture for the binary FG LDPC codes requires only adder elements without multiplication (i.e., no AND element).
This study deals with all GQC codes; Siap et al. [16] mainly focused on one-generator GQC codes. Another example of GQC codes is the class of algebraic geometry codes with automorphism groups [5] , including Hermitian codes [11] . It is worth noting that GQC codes include two remarkable classes of Hermitian codes and some PG codes outside QC codes. Thus, GQC codes form the largest algebraic class of linear codes that supports compact encoder architectures. Therefore, we can choose more appropriate high-performance codes from among GQC codes than QC codes. This paper is organized as follows. In section 2, a definition of GQC codes and the techniques for computing Gröbner bases are presented. In section 3, the details of the echelon canonical form algorithm are presented. In section 4, the linearity of the encoder architecture with respect to the circuit-scale is proved for FG LDPC codes. The paper is concluded in section 5.
II. GENERALIZED QUASI-CYCLIC CODES AND SYSTEMATIC ENCODING BASED ON GRÖBNER BASES
In this section, we first present the definition and module structure of GQC codes. Then, we review the Gröbner basis of the modules over polynomial rings. Finally, we present a systematic encoding scheme for GQC codes by using Gröbner bases, as developed in [5] .
A. Definitions
Consider a linear code C ⊂ F n q of length n, where q is a prime power and F q is a q-element finite field. Let S be the set of locations (i.e., coordinate positions) of codewords in C: C c = (c s ) s∈S . Without loss of generality, we set S = {1, 2, · · · , n}. Now, suppose there is a decomposition of S,
and accordingly, any codeword c ∈ C is split into m shortened codewords:
where c i is a shortened codeword obtained by removing components outside O i . Consider simultaneous local cyclic shifts σ of each c i satisfying
Definition 1: If m < n and σ(c) ∈ C for all c ∈ C, then we call a pair of C and σ a GQC code. 2 This, if C is GQC, we obtain a nontrivial σ of the automorphism group Aut(C) of C. Conversely, if Aut(C) includes σ = 1, then the cyclic group σ generated by σ defines the
, and that we have O(s) = {s} if σ(s) = s. Then, S is equal to the disjoint union of distinct orbits, as described in (1), where
We can condider σ as the simultaneous shift (3) of {c i }. Thus, we have shown that the class of GQC codes is equivalent to the class of linear codes with nontrivial Aut(C) ⊃ σ .
Remark 1: Siap et al. [16] define GQC codes as F q [t]-submodules of the module M in (4) in the next subsection, where we will show that their definition of GQC codes is equivalent to ours.
Note that if l 1 = l 2 = · · · = l m , then C is a quasi-cyclic code [8] [10] . Moreover, if m = 1, then we once again obtain a cyclic code. In order to increase the randomness of the codes, the ability to combine various circulant matrices to generate new GQC codes is desired.
B. Module structure of generalized quasi-cyclic codes
Let C be a GQC code with a permutation σ. Under the action of σ , we can decompose c ∈ C into m shortened codes as shown in (2) . Pick c i and represent it as c i = (c i,j ) where j = 0, · · · , l i − 1 with l i := |O i |. For convenience, the second index is assumed to be an integer modulo l i , and the permutation σ of (3) 
Thus, C is regarded as a linear subspace of M , where
and
. Moreover, the action of σ can be regarded as the multiplication of t as follows:
where "≡" denotes equality modulo t li − 1 . It is clear that multiplying c by t is equivalent to locally and cyclically permuting the codeword by σ. Thus, C is closed under multiplication by t and C is considered an F q [t]-submodule of M . For convenience in computing Gröbner basis, we consider the following natural map: π :
m , i.e.,
m and is generated by all codewords in C (regarded as vectors in F q [t] m ) and all X i 's:
where 
C. Gröbner basis of F q [t]-module
such that g 1 , · · · , g m ∈ C and g ii (t) has the minimum degree among the vectors of the form
The Gröbner basis of C has two important functions: it generates C and and is used in the division algorithm (presented in the next subsection). Any element c ∈ C is of the following form:
where
for all i, then we have c ∈ C strictly. For the purposes of encoding, we define a redundant monomial as t j e i with 0 ≤ j < deg g ii (t) (a standard monomial in [5] 
D. Systematic encoding algorithm
Once a Gröbner basis G = {g 1 , · · · , g m } of C is obtained, the division algorithm with respect to G can be applied to u ∈ F q [t] m to obtain the following representation:
In other words, u is a unique linear combination of redundant monomials. It follows from (8) and (9) that u ∈ C ⇔ u = (0, · · · , 0), ; this generalizes the condition on codewords in cyclic codes. Then, the encoding of C is described as follows: Systematic encoding algorithm : Input: Information symbols u ∈ F k q and Gröbner basis
m as a linear combination of information symbols and information monomials.
Step 2. Set u 1 = (u 11 (t), · · · , u 1m (t)) := u;
Step 3. By subtraction c := u − u, and we obtain the encoded codeword c ∈ C. 2 Step 2 is called the division algorithm, which is a generalization of the classical polynomial division in the encoding of cyclic codes. Thus, another merit of the reduced Gröbner basis is that it reduces the computational complexity of the division algorithm.
III. COMPUTING GRÖBNER BASIS FROM PARITY CHECK MATRIX WITH ECHELON CANONICAL FORM
In this section, we consider the computation of the Gröbner basis, which generates a GQC code from a given parity check matrix. Often, each GQC code C is specified by a parity check matrix, i.e., the generator matrix of its dual code C ⊥ . Since we have Aut(C) = Aut(C ⊥ ), both codes are considered submodules of the same M in (4).
Before describing our algorithm, we point out that elementary row operations can be used to simplify a matrix and obtain an echelon canonical form [14] . The matrix on the left is the echelon canonical form of one on the right. By using the echelon canonical form, we can compute the Gröbner basis of C from the parity check matrix. The flow of our algorithm is as follows:
Echelon canonical form algorithm : Input: Parity check matrix H of a GQC code C. Output: POT Gröbner basis G of C.
Step 1. Transform H to an echelon canonical form H by Gaussian elimination.
Step 2. Select a permutation τ satisfying H 1 := τ (H ) = [I|A], and then set G 1 := [−A
T |I].
Step 3. Compute a generator matrix G = τ −1 (G 1 ).
Step 4. Obtain G from G by Buchberger's algorithm. 2 In step 2 of the above algorithm, G 1 satisfies the equations
Therefore, we permute the column vectors of G 1 by τ −1 to obtain a generator matrix G of the GQC code C.
Example 1: Let C 2 be a GQC code defined by the following parity check matrix H 2 : 
If we choose the column permutation τ such that the set of column locations (1, 2, · · · , 14, 15) is mapped by τ to Note that in this case, τ is not related to the orbit decomposition. Then, we permute the corresponding matrix [−A T |I] by τ −1 to obtain the generator matrix G 2 of C 2 . 
By using Buchberger's algorithm, we can compute the reduced POT Gröbner basis {g 1 , g 2 , g 3 } of the generator matrix
2 Although this example is binary, our algorithm can be applied to all parity check matrices H of F q -entries.
IV. ESTIMATION OF THE CIRCUIT
In the previous sections, we proposed an algorithm to calculate a reduced Gröbner basis that generates an m-orbit GQC code C. In [1] , Chen et al. have developed a serialin-serial-out hardware architecture to systematically encode information symbols with the POT Gröbner basis presented in Heegard et al. [5] . The architecture generalizes the classical encoder of cyclic codes and consists of circuits for division by g ii (t) and multiplication with g ij (t) (i < j).
We quote the estimated hardware complexity for the above mentioned architecture from [1] . The total number of finitefield adder elements A m and memory elements (shift registers) D m are given as
We conclude that the hardware complexity for GQC codes is nearly proportional to the code-length since m is small compared to n.
For more practical estimation, we focus on FG LDPC codes [7] as an important class of GQC codes. These codes have good minimum distances and their Tanner graphs have a girth of 6. There are four classes of FG LDPC codes: 1) type-I EG-LDPC codes, 2) type-II EG-LDPC codes, 3) type-I PG-LDPC codes, and 4) type-II PG-LDPC codes.
Type-I EG-LDPC codes are defined as follows. Let EG(μ, 2 s ) be a μ-dimensional Euclidean geometry where μ and s are two positive integers (see, e.g., [7] following parameters [7] [10]:
is not cyclic but it can be put in quasi-cyclic form. The incidence vectors of all the lines that do not pass through the origin can be partitioned into K = (q µ−1 − 1)/(q − 1) cyclic classes or m = K orbits [7] . Some common EG-LDPC codes are given in Table I .
Similarly, type-I PG LDPC codes are defined as follows. Let PG(μ, 2 s ) be a μ-dimensional projective geometry where μ and s are two positive integers (see, e.g., [7] [10]). This geometry consists of (q µ + · · · + q + 1) points and (q µ + · · · + q + 1)(q µ−1 + · · · + q + 1)/(q + 1) lines, where q := 2 s . Every point lies on (q µ−1 + · · · + q + 1) lines and every line contains (q + 1) points.
Let H 1 P G(µ,q) be a parity check matrix whose rows are the incidence vectors of all the lines in the PG(μ, q) plane and whose columns correspond to all the points in PG(μ, q). Once again, we obtain a PG(μ, q)-based code C 1 P G(µ,q) with parity check matrix In general, for μ = 2, C 2 P G(µ,q) is not cyclic but it can be put in a GQC form in a similar manner as the type-II EG-LDPC code [7] . Again, we have m = (q µ−1 − 1)/(q − 1) orbits. Some common PG-LDPC codes are given in Table II .
We see that type-I FG LDPC codes actually comprise low-rate and cyclic LDPC codes (cf. Table I and Table II) . Therefore, we concentrate on type-II FG LDPC codes: highrate codes and GQC codes. We denote by n and k the corresponding values of type-I FG-LDPC codes. We have the following: 1) l 1 ≤ l 2 = · · · = l m (In fact, the inequality becomes an equality for EG codes.)
. . .
, where serial-in-serial-out architecture for FG-LDPC codes, shown in Fig. 2 . The total number A m of adder elements for FG codes satisfies the inequality
In the case of EG-LDPC codes, the size of all the orbits is equal; hence, ml m = n, and the number of adder elements A m is strictly bounded by n. Moreover, the total number D m of required memory elements satisfies
Thus, we have proved that the hardware complexity of FG LDPC codes is O(n). 2 In order to show our encoder's efficiency, we present a comparison with a serial-in-serial-out systematic encoder implemented by brute-force matrix multiplication. The number of adder elements A m and number of required memory elements D m for FG codes needed are
For several codes obtained from 3-D EG-LDPC and PG-LDPC, we present the results for the computational hardware complexity in Table III . see that the actual number of circuit elements is much less than the above estimate in the inequalities in (11) and (12) and that the complexity of our architecture is much less than that of the architecture involving brute-force systematic encoding by matrix multiplication.
V. CONCLUSIONS
In this study, we prove that the class of GQC codes is equivalent to the class of linear codes with cyclic automorphism groups. Further, we present an algorithm for computing a Gröbner basis for constructing an efficient systematic encoder of GQC codes. Our algorithm can be used not only for binary GQC LDPC codes but also for non-binary GQC LDPC codes and linear codes with nontrivial automorphism groups. We also demonstrate that the hardware complexity of the serialin-serial-out systematic encoder is of the linear order of codelength for FG codes and FG LDPC codes. Additionally, our algorithm can search effective codes rapidly in the polynomial (third power) order of code-length. We believe that many new, optimum codes can be constructed by exploiting the structure of GQC codes and that our results in systematic encoding might be a key step in the practical implementation of these codes.
