We introduce the concept of formal intercept of Sturmian words, defined as an infinite sequence of integers written in Ostrowski expansion. We first recall the combinatorial proofs of basics properties of sturmian words. Then, we study the Rauzy graphs and repetition functions of Sturmian words. In the last part, we define the formal intercept associated to a sturmian word.
Sturmian words are defined as the infinite words having lowest unbounded complexity. They enjoy rich combinatorial structures, that are sometimes difficult to quantify. However, unlike most of other dynamical systems, in the case of sturmian words one can hope to find some explicit combinatorial formulas.
In order to describe the combinatorial properties of Sturmian words, we give here a combinatorial description of the second parameter in the caracterisation of sturmian words. The first parameter, well-known, is the slope, which is an irrational number in ]0, 1[, whose continued fraction expansion describes the set of factors of a sturmian word. The second parameter, the intercept, has been defined dynamicaly in the litterature, but its combinatorial implications in the structure of sturmian words were not well understood in the author's view.
In this paper, which is the first of two about formal intercepts, we define the formal intercept of a given Sturmian word, and show that there is a natural bijection between Sturmian words of a given slope, and the formal intercepts associated to this slope. Since we insist on the combinatorial properties of such parameters, and for sake of completeness, we start from the bottom about Sturmian words, and give entierely combinatorial proofs of their basic properties.
The paper is organized as follows. In the first section, we recall the proofs of basic properties of sturmian words. In the second part of the paper, we give a description of the factor graph and some links with the repetition function of Sturmian words. In the last part, we define the formal intercept of Sturmian word.
Basic properties
In this section we give combinatorial proofs of the main properties about sturmian words. All these come from the classical book [1] , rewritten in a concise manner.
The Morse-Hedlund theorem
Let A be a finite set, the alphabet. A finite ord over A is an element of the union ∪ n A n , and if u ∈ A n , we set |u| = n and call it its length. For a letter a ∈ A we note |u| a the number of occurrences of the letter a in u.
An infinite word x = x 1 x 2 x 3 . . . is an element of A N . A factor of x is a finite word occurring in x. For such an infinite word, we note P n (x) = x 1 x 2 . . . x n its prefix of length n, and we note T (x) = x 2 x 3 x 4 . . . the shifted of x, which consists of the infinite word x deprived of its first letter. A suffix of x is an element of the form T k (x) for some k ≥ 1.
Definition 1. Let x = x 1 x 2 x 3 . . . be an infinite word. For n ≥ 1, set p(x, n) = Card{x i x i+1 . . . x i+n−1 | i ≥ 1}
and call p(x, ·) the complexity function of x.
Theorem 1 (Morse-Hendlund). Let x be an infinite word over A. Then x is ultimately periodic if and only if there exists n ≥ 1 such that p(x, n) ≤ n.
Proof. The condition is clearly necessary, since a ultimately periodic word has bounded complexity function. For the converse, from the increasing of the complexity function and the pigeonhole principle, there exists n ∈ N * such that p(x, n) = p(x, n + 1). That means that every factor u of x can be only uniquely extend on the right. Let u be a factor of x having two occurrences in x. The two corresponding suffixes of x are uniquely determined by u, and hence are equal, showing that x is ultimately periodic.
This theorem can be reformulated as follows : if x is a non-ultimately periodic word, then p(x, n) ≥ n + 1 for all n ≥ 1.
Definition 2. An infinite word is said to be Sturmian if
Notice that a Sturmian word x is a word over a 2-letter alphabet, since p(x, 1) = 2, so we assume from now on that A = {0, 1}. Also, notice that since T (x) is non-ultimately periodic, T (x) and x share the same set of factors.
For all n ≥ 1, there exists a unique factor L n of x of length n such that both 0L n and 1L n are factor of x, called the left special factor of x of length n. Similarly, define the right special factor R n of x as the unique factor of x of length n such that both R n 0 and R n 1 are factors of x.
Slopes and balanced words
Definition 3. A word over A = {0, 1} is said to be balanced if for all pair of factors u, v with |u| = |v| we have
Lemma 1.
A word x is balanced if and only if for all palindrome w, 0w0 and 1w1 are not both factors of x.
Proof. Note that the direct implication holds for any word w. For the converse, we take u and v of minimal length such that ||u| 1 − |v| 1 | > 1, and we show that {u, v} = {0w0, 1w1} for some palindrome w.
The minimality hypothesis implies that u and v start with different letters, and let w be the longest common prefix of u * and v * , where the star denotes a word deprived of its first letter. Write ′ and v ′ must be empty, 0w0 and 1w1 factors of x. In order to show that w is a palindrome, let t be the longest common prefix of w andw where the tilda denotes the reversal of a word and assume by contradiction that t = w. Let a be the letter following t in w andā the opposite letter. If a = 0 then 0t0 is a prefix of 0w0 and 1t1 is a suffix of 1w1, contradicting the minimality hypothesis. If a = 1 then writing 0w0 = 0t1u ′ and 1w1 = v ′ 0t1 offers a pair u ′ , v ′ contradicting the minimality hypothesis.
Theorem 2. 1) An infinite balanced word satisfies ∀n ∈ N * , p(x, n) ≤ n + 1.
2) An infinite word over A = {0, 1} is Sturmian if and only if he is balanced and non-ultimately periodic.
Proof. 1) Let x be a balanced word and suppose that there is n ∈ N * such that p(x, n + 1) ≥ p(x, n) + 2. Then x has two distincts left special factors y and z, and let w be their longest common prefix. Then both 0w0 and 1w1 are factors of x, in contradiction with the balanced hypothesis.
2) A non-ultimately periodic word satisfy ∀n ∈ N * , p(x, n) ≥ n + 1 by the Morse & Hedlund theorem. Combined with 1), we get the sufficient condition.
For the converse, we have to show that a Sturmian word x is necessarily balanced. Arguing by contradiction and using the Lemma, we assume that there is a palindrome w such that both 0w0 and 1w1 are factors of x. The word w is a right special factor of x, and one of the words 0w or 1w is a right special factor, and we assume without loss of generality that 0w is a right special factor. By the unicity of right special factors of a given length for Sturmian words, 1w is not a right special factor. So the three words 0w0, 1w1 and 0w1 are factors of x although 1w0 is not.
Let u = 1w1v be a factor of x with the prefix 1w1 and |v| = |w|. We show that the right special factor of x of length |w| + 1, namely 0w, is not a factor of u. Suppose this is the case and write the word u as :
and let t be the word such that u = λ0t1v. The word t is both a prefix and a suffix of w, and we also see that t1 is a prefix of w and that 0t is a suffix of w. But since w is a palindrome, the (|t| + 1) th letter of w is both a 0 and a 1, and that's a contradiction.
We've just shown that no factor of u = 1w1v of length n = |w| + 1 is a right special factor. Since there is at most n such factors, and |u| = 2n, there is a factor ν of length n in u that occurs twice. Let's show that this implies that x is ultimately periodic, hence proving the theorem. Let's note y the suffix of x beginning at the first occurrence of ν, and z the suffix of x beginning at its second occurrence. The two infinite words y and z share the same prefix of length n, but since this prefix is not a right special factor, its following letter in y and z is uniquely determined, so that y and z share the same prefix of length n + 1. And the letter following this prefix is also uniquely determined since the preceeding word of length n appears in u and so is not a right special factor. This argument goes on and on, so that we must have y = z. There are two suffixes of the infinite word x, taken at different starting point, that are equal. This shows that x is ultimately periodic.
The following proposition is an extension of the balanced property. 
Proof. The sufficient condition is clear by taking two words of the same length. Conversely, we show the result by induction on max |u|, |v|. If |u| = |v| then the result follows directly from the balanced property. If |u| > |v|, write u = st with |s| = |v|. From the balanced property on the one hand, and the induction hypothesis on the other, we have :
we also have by simple calculation :
wich ends the proof.
This proposition shows that the family of numbers (|u| 1 /|u|) behave like a Cauchy sequence when u runs through the factors of a balanced word x. Hence we can define : Definition 4. Let x be a balanced word. We define the slople α of x as the number lim |u|→+∞ |u| 1 |u| where the limit is taken over the factors of x.
By using this definition in the second caracterisation of balanced word, we get the speed relation :
for every factor u of a balanced word of slope α. If a word is ultimately periodic, then its slope is a rational number. The following theorem shows that the converse is true for balanced word. 2) Two balanced words of different slope only share a finite number of factors.
3) Two Sturmian words of same slope have same set of factors.
Proof. 1) Suppose that α = p/q is the slope of a Sturmian word x, with p, q integers. Assume first that for every factor u of x such that |u| = q we have |u| 1 = p. If w is any factor of x of length q + 1, then by assumption, the prefix and suffix of length q have the same number of 1's, so that w must begin and end with the same letter, showing that x is ultimately periodic. Suppose now that there is an infinity of factors u of x such that |u| = q and |u| = p. By the balanced property and without loss of generality we can assume |u| 1 = p + 1 for an infinity of such factors. Let u and v be two non-crossing such factors and w = uzv a factor of x. From the relations :
we get
contradicting the strict inequality in the second caracterisation of balanced words.
2) The speed relation implies that for two distincts slopes α and β, a finite word that is too long cannot be a common factor of two balanced words of slope α and β.
3) We first show that two Sturmian words have same set of left special factors. Let x and y be two Sturmian words of slope α. Write L n (x) and L n (y) for the left special factor of length n ≥ 1 of x and y respectively. From the strict inequality
satisfied by the 2-letters factors
we see that 2α must lie in the two open balls of radius 1 and center |L 1 (x)| 1 and |L 1 (x)| 1 + 1, determining uniquely the number |L 1 (x)| 1 which has to be equal to |L 1 (y)| 1 . Since they are both letters, we have
Recall that two left special factors of a Sturmian word are prefix of one another, so that we can prove the result by induction : suppose that L n−1 (x) = L n−1 (y), and by the same argument we have
, then c α is a balanced word that is not ultimately periodic since its slope is irrationnal, so c α is a Sturmian word, and by the cardinality of the sets of factors involved, we see that x, y and c α share the same set of factors.
Definition 5. For all Sturmian word of slope α, the sequence (L n ) of its left special factors defines a Sturmian word :
which depends only on the slope α, noted c α and called the caracteristic Sturmian word of slope α.
Proposition 2. Let (L n ) and (R n ) be the sequences of left special factors and right special factors respectively of a Sturmian word. Then :
1) The Sturmian word x is caracteristic if and only if both 0x and 1x are Sturmian.
The set of factors of a Sturmian word is stable under reversal, 5) For all Sturmian word x, at least one of the words 0x and 1x is Sturmian Proof. 1) If both 0x and 1x are Sturmian, then all the prefixes of x are left special, so x = lim L n = c α .
2) Since the right special factors are suffixes of one another, the word c = lim R n is well-defined, balanced and of irrational slope, so it is Sturmian. Besides, both 0c and 1c are Sturmian, so that c = c α by 1).
3) Obvious since c α = lim L n = lim R n . 4) Obvious from 3) and the fact that a Sturmian word and the caracteristic word of same slope share the same set of factors.
5) It is clear if x is caracteristic. Let u be a prefix of x that is not left special. Then by 4) there is a unique letter a ∈ {0, 1} such that au is a factor of x, and this letter does not depend on u. The word ax is then balanced and non-ultimately periodic, so it is Sturmian.
Caracteristic words and continued fractions
Recall that every irrational number α ∈]0, 1[ can be written uniquely in the form
with a i ∈ N * for i ≥ 1. The coefficient (a i ) are called the partial quotient of α. We define the positive integers p n and q n as the irreducible quotient p n q n = [0; a 1 , . . . , a n ]
and we set q −1 = 0 and q 0 = 1. We call the sequence (q n ) the sequence of continuant of α. We have the induction relation
for n ≥ 0. Notice that for all n ≥ 0, q n+1 and q n are relatively prime (the induction steps are the steps of Euclide's algorithm). 
for all n ≥ 1. Then :
Proof. Define the two morphisms
they are injective, in the sense that if x and y are two infinite words such that G(x) = G(y), then x = y, and the same for E. We obviously have that x is sturmian if and only if E(x) is sturmian. Let's show now that x is Sturmian if and only if G(x) is Sturmian. Suppose that G(x) is unbalanced : there exists a palindrome w such that both 0w0 and 1w1 are factors of G(x). In view of G there must exist a word z such that w = 0z0, moreover 01w1 = 010z01 is a factor of G(x). There must be a word y such that 0z = G(y) and 01w1 = G(1y1) so that 1y1 is a factor of x by injectivity of G. On the other hand 0w0 = 00z00 = G(0y0) is a factor of G(x) and so 1y1 is a factor of x. Both 0y0 and 1y1 are factors of x so x is unbalanced. This shows that if x is Sturmian then G(x) is balanced, and it is not hard to see that its slope is irrational, so G(x) is Sturmian.
Conversely, if G(x) is Sturmian, then x is Sturmian. Indeed, suppose that x is unbalanced, namely let w be a palindrome such that both 0w0 and 1w1 are factors of x. Then both 0G(w)0 and 01G(w)01 are factors of G(x). In view of G, 0G(w)00 is a prefix of G(0w0a) for any letter a, so that both 0G(w)00 and 1G(w)01 are factors of G(x), showing at once that G(x) is unbalanced. It is clear from the slopes that if G(x) is not ultimately periodic, then x is also not ultimately periodic.
Let m be the greatest m ≥ 1 such that 0 m 1 is a factor of c α . Suppose m ≥ 2, by the balanced property, the words 10 k 1 for k = 0 . . . m − 2 cannot be factors of c α , and we see that 10 m−1 1 must be a factor of c α for otherwise c α would be ultimately periodic. If m = 1, then we easily see that 11 must be a factor of c α . So the word 0 m−1 1 is left special and hence a prefix of c α . All this sums up to the fact that c α can be factorised in an infinite concatenation of the two words 0 m−1 1 and 0 m−1 10 for some m ≥ 1. We define the morphisms, for m, n ≥ 1 :
Since θ m (0) = 0 m−1 1 and θ m (1) = 0 m−1 10, we have seen that c α factorises as
is caracteristic and, according to the slopes, we have
so that for all n ≥ 1 we have :
Moreover, we have h n (0) = s n and h n (1) = s n s n−1 as it is easily checked by induction on n ≥ 1. This shows that s n is a prefix of c α for all n ≥ 1, proving the theorem.
Standard and central words
Definition 6. The subset of (A * ) 2 of standard pairs is recursively defined by the rules :
We recall the notation x − for a word x deprived of its last letter. If x is empty, then we set x − to be the empty word. The proofs of proposition 3 are straightforward inductions.
Definition 7.
A word is said to be standard if it is a coponent of a central pair.
2. A standard word is primitive (that is, not a non-trivial power of a word).
3. The words (s n ) in theorem 4 are standard. The suffix of length 2 of s n is t n , where t n = 10 if n is even, and t n = 01 if n is odd, for n ≥ 2.
Proof. 1) The fact that u −− is palindromic is trivial from proposition 3.
2)The word u is primitive since by proposition 3−4), |u| and |u| 1 are coprime. 3) We see by the definition of the sequence (s n ) that (s 2n , s 2n−1 ) and (s 2n , s 2n+1 ) are standard pairs for all n ≥ 0. The remaining part of the assertion is clear by proposition 3. (ii) the set of central words is inductively defined as follows :
• powers of a letter are central words
• if p and q are central, and p01q is a palindrome, then p01q is central (iii) a word w is central if and only if it is a power of a letter, or a palindrome of the form p01q with p, q palindromes, (iv) a word is central if and only if it is a prefix palindrome of a caracteristic word.
The decomposition w = p01q with p, q palindrome of a central word that is not a power of a letter is then unique.
(
The case of powers of letters being obvious, we show by induction on |w| that if w = p01q with p, q and w (ii)-central, then (q10, p01) is a standard pair. We can assume |p| ≤ |q| without loss of generality. If |p| = |q| − 1, then p0 = q = 0p = 0 |q| and (0 |q| 10, 0 |q| 1) is a standard pair. If |p| ≤ |q| − 2, then q = p01u for some palindrome u. Since q is (ii)-central, it is (iii)-central and from the preceeding proof we know that u is (iii)-central, and so u is (ii)-central. By the induction hypothesis, (u10, p01) is a standard pair, and so is (p01u10, p01) = (q10, p01). Since (q10, p01) is a standard pair, (p01q10, p01) is also and w = (p01q10)
−− with (u, v) a standard pair. Write u = w01 = yx for a standard pair (x, y), x = q10 and y = p01, with p and q palindromes. Then w = p01q and w is (iii)-central.
for any caracteristic word having slope whose partial quotients begins with a 1 , a 2 , . . . , a k , with the sequence (s n ) defined as in theorem 4, so that w is (iv)-central. The case where w = v −− with (u, v) standard is similar.
(iv)-central ⇒ (iii)-central : In view of the preceeding proof, any (iv)-central word is a prefix of a (i)-central word, and so a prefix of a (iii)-central word. Let w be a palindrome prefix of a palindrome p01q with p and q palindromes. We may assume |p| ≤ |q| and by induction on |p01q| we may assume |w| > |q| since otherwise w is a prefix of the (iii)-central word q. If |w| = |q| + 1 then w = q1 = 1q and w is a power of a letter. If |w| ≥ |q| + 2 then write w = q10t, and since w is a prefix of q10p, t is a prefix of p, and so is also a prefix of q. The word t is a suffix and a prefix of the palindromic word w, and so is palindromic, and w = q10t with q and t palindromes, as required.
Unicity of decomposition : Let w = p01q = s01t = u −− be a central word, with p, q, s and t palindrome and u10 standard, and assume that |s| > |p|. We cannot have |s| = |p| + 1, so write s = p01λ and see that q = λ01t so that u = w10 = q10p10 = λ01t10p10 = t10s10 = t10p01λ10, and the two words λ01 and t10p10 commute. The primitive word u is a product of two non-empty commuting words, hence a contradiction.
Repetition function and Rauzy graphs of Sturmian words
We recall the following notations. The dynamical map T is the shift, which removes the first letter of an infinite word. For any word x and integer n ≥ 1, we note P n (x) the prefix of length n of x.
Definitions
In [8] a new complexity function is introduced, also called the repetition function. We define here a similar function and still call it the repetition function, since the two are linked by a simple formula. Namely, if r 0 (x, n) is Bugeaud and Kim's repetition function, then we have r 0 (x, n) = n + r(x, n).
Definition 9 (Repetition function)
. Let x be an infinite word over a finite alphabet A. We define, for an integer m > 0 :
The function r(x, ·) is called the repetition function of x.
Proposition 5. Let x be an infinite word.
• ∀m > 0, r(x, m) ≤ p(x, m).
• if x is Sturmian we have ∀m > 0, r(x, m) ≤ m + 1
Definition 10 (Rauzy graph). Let x be an infinite word over an alphabet A. For every integer m > 0, we define the factor graph, or Rauzy graph, of x of degree m as the directed graph having :
• vertexes as the factors of x of length m
• an arrow s → t if and only if there exists a factor r of x of length m + 1 such that s is a prefix of r and t a suffix of r.
Given a path s 1 → s 2 → . . . → s k in this graph, we set k − 1 to be its length. The path defined by x in G m is the infinite path
For a Sturmian word x and m > 0, G m has m + 1 vertexes. The vertex L m has in-degree 2 and the vertex R m has out-degree 2 (notice that they may be equal). Every vertex that is neither L m nor R m has in-degree 1 and out-degree 1. Therefore, G m is the fusion of two cycles, sharing a common path. The following proposition explains how to read the repetition function on the factor graph of x. A Hamiltonian path in a directed graph is a path that does not visit a vertex more that twice. 
in the infinite path defined by x. Consider the path
Repetition function of caracteristic words
in G m−1 . There exists a unique integer 0 ≤ j < r(x, m−1) such that P m−1 (T r(x,m−1) (x)) = P m−1 (T j (x)). In G m , we cannot have P m (T r(x,m−1) (x)) = P m (T j (x)) because this would imply r(x, m) = r(x, m − 1), which by assumption is not the case. We then have P m (T r(x,m−1) (x)) = P m (T j (x)) and these two words differ only by their last letters. This shows that
so that the path
passes on the two vertexes A m and B m . This path is the longest Hamiltonian path that starts at P m (x) in the path defined by x, so we can see that it must pass by all the m + 1 vertexes of G m . This shows that r(x, m) = m + 1.
Lemma 2. Let c α be a caracteristic Sturmian word. Then we have
Proof. The second equality comes from the definition of c α . Let 0 ≤ j < r(c α , m) be the only integer such that P m (T r(cα,m) (c α )) = P m (T j (c α )) and assume j = 0. Then P m (T r(cα,m)−1 (x)) = P m (T j−1 (c α )) and these two words differ only by their first letters. This shows that P m (T j (c α )) is left special, so that j = 0 and this is a contradiction.
We define r(z, m) for a finite word z and m > 0, provided z admits a factor of length m that occurs at least twice, as r(x, m) for any infinite word x such that z is a prefix of x. Proof. Let c α be a caracteristic word having z as a prefix. Then by the preceeding lemma we have P |p|+1 (T r(z,|p|+1) (c α )) = p0 We prove the result by induction on |z|. Since |z| is palindromic we cannot have |p| = |q| and if |p| = |q| − 1 then q = p0 = 0p so z = 0 |p|+1 10 |p|+1 and the result is clear. Assume that |p| ≤ |q| − 2 and write q = p01u, u is palindromic since z = q10p = p01u10p is palindromic so that q = p01u is the decomposition of q as a central word.
If |p| ≤ |u| then we are done by induction. Assume that |u| ≤ |p| so that r(z, |u| + 1) = r(q, |u| + 1) = |u| + 2 by induction. Since r(z, |u| + 1) ≤ r(z, |p|) ≤ |u| + 2 we have r(z, |p|) = |u| + 2. But z = u10p10p so that u10p0 is not a prefix of z and we must have r(z, |p| + 1) > r(z, |u| + 1) = |u| + 2 = r(z, |p|), and hence (z, |p| + 1) = r(z, |p|). By theorem 5, we have r(z, |p| + 1) = |p| + 2. Corollary 1. Let c α be the caracteristic Sturmian word of slope α, and let (q n ) be the sequence of continuant of α. Then for all n ≥ 0 we have
Proof. Let (s n ) be the sequence associated to α defined as in theorem 4, so that c α = lim s n . It is easily checked that |s n | = q n for n ≥ 0. We have
where t n = 10 if n ≥ 2 is even and t n = 01 if n ≥ 2 is odd. The words s
are the central prefixes of c α and we have r(c α , |s
If a 1 ≥ 3, then it is easily checked that the formula still holds for 1 ≤ m ≤ q 2 − 2. If a 1 = 2, or a 1 = 1 and a 2 ≥ 2, then the formulas hold but the set of integer m such that 1 ≤ m ≤ q 1 − 2 is empty. If a 1 = 1 and a 2 = 2 then the formulas hold, but the sets of integers m such that 1 ≤ m ≤ q 1 − 2 or q 1 − 1 ≤ m ≤ q 2 − 2 are empty.
Rauzy graph of Sturmian words
Let x be a Sturmian word of slope α whose sequence of continuant is (q n ).
Notations :
• In the remaining part of the article, we make the abuse of notation of noting [a, b] the integer interval of integers m such that a ≤ m ≤ b.
• We define the integer intervals I n , for n ≥ 0,
and for 1 ≤ l ≤ a n+1 − 1,
If a 1 = 1 or a 1 = 2 then I 0 is empty. If a 1 = 1 and a 2 = 1, then both I 0 and I 1 are empty.
• An Eulerian path in a directed graph is a path that does not pass twice on the same arrow. A cycle in a directed graph is an Eulerian path s 1 → s 2 → . . . → s k such that s 1 = s k and we set k to be its length.
We recall the notation u * for a finite word u, denoting the suffix of length |u| − 1 of u, which is u deprived of its first letter.
Proposition 7. Let m ∈ I l n for n ≥ 0 and 1 ≤ l ≤ a n+1 − 1, then : 1. one of the two cycles of G m is of length q n . It is called the referent cycle.
2. the other cycle is of length lq n + q n−1 .
3. The arrow R m → R * m t − n−1 belongs to the referent cycle, and the arrow R m → R * m t − n belongs to the non-referent cycle. These two arrows do not belong to the same cycle.
Proof. 1) Since two infinite words sharing the same set of factors also share the same Rauzy graphs, we can reduce to the case x = c α . Since r(c α , m) = q n by Corollary 2, by definition of the repetition function the path
defines a cycle of length q n .
2) The common part of the two cycles is the shortest path that starts at the vertex L m and ends at the vertex R m . The finite word w defined by this path is left and right special, so it is the shortest central word of length |w| ≥ m, and this length is equal to (l + 1)q n + q n−1 − 2 and has (l + 1)q n + q n−1 − 1 vertexes. The path so defined is of length (l + 1)q n + q n−1 − 2 − m. Since the sum of the length of the two cycles equals the sum of the number of vertexes of G m and the number of vertexes in the common part, we get that the other cycle is of length µ where
Since q n and lq n + q n−1 are coprime, the referent cycle is well-determined by its length.
3) The common path L m → . . . → R m corresponds to the central word of length (l + 1)q n + q n−1 − 2, namely s l+1 n s −− n−1 . The referent cycle is the cycle
so we only have to see that s n−1 t n is not a prefix of c α . It is obvious that the two arrows leaving the right special factor R m cannot be on the same cycle.
Definition 11.
• We say x turns around a cycle of length k in G m when r(x, m) = k and the path P m (x) → P m (T (x)) → . . . → P m (T k (x)) shares the same arrow as this cycle.
• 
showing that c α turns at least a n+1 times around the referent cycle. Since s n+1 s n is a prefix of c α , s n+1 s n = zt n = s If there is a Sturmian word x that turns twice around the non-referent cycle, wee see from the preceeding argument that the central word w defined by the common part of G m is such that the four word 0w0, 1w0, 0w1 and 1w1 are factors of x. But this contradicts the balanced property of Sturmian words.
Formal Intercepts of Sturmian words
We still consider a slope α with continuants (q n ). 
We have :
The result is clear for l = 1 and we prove the result by induction on l. Assume 
satisfy the Ostrowski conditions. It is obvious that b n ≤ a n . If b n = a n , then we must have c < q n−2 and by induction on the unicity we must have b n−1 = 0 so that the sequence (b i ) indeed satisfy the Ostrowski conditions. Definition 12. We define the set :
of formal intercepts of the slope α. Remark 1. In view of proposition 8 and 9, if ρ = (ρ n ) n≥0 is a formal intercept, there is a unique sequence of integers (b i ) i≥1 , satisfying the Ostrowski conditions, such that
for all n ≥ 0. In this case, we directly write :
Remark 2. For n > 0, we define :
and for integers m ≥ n > 0 : Proposition 10. Let ρ = i≥0 b i+1 q i be a formal intercept of the slope α, and n ≥ 1. Let λ n = q n+1 + q n − ρ n+1 − 2, then 1. The words T ρn (c α ) and T ρn+1 (c α ) share the same prefix of length λ n .
2. If b n+1 = 0, then λ n is the length of the longest common prefix of T ρn (c α ) and T ρn+1 (c α ), 3. the increasing sequence (λ n ) n≥1 is unbounded.
Proof. 1) Let m = q n − 1 ∈ I 0 n . By theorem 6, the word T bn+1qn (c α ) turns a n+1 − b n+1 times around the referent cycle, and then turns around the nonreferent cycle. This shows that the words T bn+1qn (c α ) and c α share the same prefix of length
where r is the length of the common part of the two cycles of G m . Since m = q n − 1, every vertex of the non-referent cycle belongs to the referent cycle. This implies that r = q n−1 − 1, and the two words T bn+1qn (c α ) and c α share the same prefix of length m+(a n+1 −b n+1 )q n +r = q n −1+(a n+1 −b n+1 )q n +q n−1 −1. This shows that the two words T ρn (T bn+1qn (c α )) = T ρn+1 (c α ) and T ρn (c α )
share the same prefix of length q n + (a n+1 − b n+1 )q n + q n−1 − 2 − ρ n = q n+1 + q n − ρ n+1 − 2 = λ n .
2) If b n+1 = 0 then the longest common prefix of the words T bn+1qn (c α ) and c α has length q n − 1 + (a n+1 − b n+1 )q n + q n−1 − 1. So that the length of the longest common prefix of T ρn+1 (c α ) and T ρn (c α ) indeed equals λ n . 3) We have λ n+1 − λ n = q n+2 + q n+1 − q n+1 − q n − (ρ n+2 − ρ n+1 ) = (a n+2 − b n+2 )q n+1 ≥ 0 so that the sequence (λ n ) is increasing. Since ρ n+1 < q n+1 , we get :
λ n ≥ q n − 1 and this shows that λ n → +∞ when n → +∞.
Remark 3.
Notice that in the case where ρ n+1 = q n+1 − 1 then λ n = q n − 1 and the lower bound for (λ n ) found in the proof of 3) is optimal. However, the sequence (q n − 1) n≥1 does not defines a formal intercept.
Definition 13. Let ρ be a formal intercept of the slope α. We define the Sturmian word T ρ (c α ) of slope α and formal intercept ρ as the word
having the same prefix of length q n − 1 as T ρn (c α ) for all n ≥ 1.
Proposition 11. Let ρ be a formal intercept of the slope α ans n ≥ 1. Then the length of the longest common prefix of the words T ρ (c α ) and T ρn (c α ) equals λ N , where N is the smallest integer N ≥ n such that b N +1 = 0. If no such N exists, then they are equal.
Proof. This is clear, since ρ n = ρ k for all n ≤ k ≤ N if such a N exists, and ρ n = ρ k for all n ≤ k in the second case.
Proposition 12. Let x be a Sturmian word of slope α. Then there exist a unique formal intercept ρ of the slope α such that x = T ρ (c α ).
Proof. We consider the sequence, defined for n ≥ 0 as :
ρ n = min{k ≥ 0 | x and T k (c α ) share the same prefix of length q n − 1}
and show that ρ = (ρ n ) n≥1 is a formal intercept. Let n ≥ 1 and m = q n −1 ∈ I 0 n . Since the referent cycle is of length q n = m + 1, every vertex of G m is in the referent cycle. This shows that 0 ≤ ρ n < q n . Since T ρn+1 (c α ), T ρn (c α ) and x share the same prefix of length q n − 1, the paths they define start at the same vertex.
Write ρ n+1 = bq n + c with c < q n . Since ρ n+1 = bq n + c < q n+1 = a n+1 q n + q n−1 , we have b ≤ a n+1 and if b = a n+1 then c < q n−1 . Since the caracteristic word c α turns a n+1 times around the referent cycle, if b < a n+1 then T ρn+1 (c α ) and T c (c α ) start at the same vertex, and hence share the same prefix of length q n − 1. Since the referent cycle is of length q n , and that ρ n < q n we must have c = ρ n . In the case where b = a n+1 , then c < q n−1 so that T ρn+1 (c α ) starts in the common part of the two cycles of G m , T ρn+1 (c α ) and T c (c α ) start at the same vertex, which is on the referent cycle, and we again must have ρ n = c. Thus ρ n = ρ n+1 [mod q n ] and we are done.
For unicity, notice that since for m = q n − 1 the referent cycle is of length q n , there must be only one k < q n such that T k (c α ) and T ρ (c α ) share the same prefix of length q n − 1, and since ρ n is such a k, every formal intercept γ such that x = T γ (c α ) must satisfy γ n = ρ n .
Example : One can compute easily that the infinite words 0c α and 1c α have respective formal intercepts i≥0 a 2i+2 q 2i+1 and (a 1 − 1) + i≥1 a 2i+1 q 2i .
Remark : In a future paper we will investigate more properties of formal intercepts.
