This paper deals with the experimental application of modal filters for automated damage localization using dynamic strain measurements. Previously developed for damage detection, the extension of modal filtering to damage localization consists in splitting a very large network of dynamic strain sensors into several independent local sensor networks. An efficient signal processing coupled to control charts allows a fully automated data-based damage localization once the modal filters are initialized. The method is tested experimentally on a small clamped-free steel plate and a 3.78 m long steel I-beam, both instrumented with a network of cheap piezoelectric patches to measure the dynamic strains. A removable damage is introduced at different positions by means of a small removable damage device. For both applications, the method can successfully detect and locate all damage cases considered, showing the potentiality of the method for field applications.
For aesthetics reasons as well as a more rational use of building materials, the bridges are becoming lighter and more slender, increasing the levels of vibrations under ambient excitation despite the fact that passive, active and hybrid damping solutions are proposed [6, 7] . While these levels of vibrations can be detrimental to the lifetime of the structures due to fatigue, they can also be used for continuous monitoring. The basic idea is that damage affects the stiffness which in turn affects the vibration characteristics. Based on this concept, vibration-based structural health monitoring (SHM) has gained an increasing attention in the last few decades, using mainly eigenfrequencies, damping ratios and modes shapes for damage assessment [8] . The reason of this popularity is the ease of measuring modal parameters or frequency responses on real structures thanks to recent advances in sensing systems (increase of cost-effective computing memory and speed [9] [10] [11] ), and in operational modal analysis (OMA, [12, 13] ).
Rytter [14] has proposed a hierarchical decomposition of the SHM process in four levels, which has been widely accepted in the SHM literature: detection (level 1), location (level 2) and quantification (level 3) of the damage, as well as prediction of the remaining service life of the damaged structure (level 4). As the level increases, the knowledge about the damage increases and, usually, the complexity of the method increases as well. A distinction can be made between the data-based and the model-based method. The data-based methods present the important advantage of avoiding the need to construct a detailed physical numerical model of the structure. Supervised methods are data-based methods which require measurements in the damaged state, and can possibly quantify the damage, while unsupervised methods can at best locate the damage by comparing the current measurements with undamaged measurements. Model-based methods use physical numerical models which are updated based on the measured signals. Such techniques can possibly reach up to level 4 of SHM, but are much more computationally expensive than data-based methods [15] [16] [17] . For civil engineering structures, physical numerical models with a sufficient accuracy can be very difficult to achieve, and measurements in a damaged state are usually not available, so that unsupervised data-based methods are better suited for this type of application.
Despite the very large scientific literature on the subject [18, 8] , SHM technologies have not yet been applied successfully to real industrial applications in civil engineering structures due to major difficulties. The first one is that the damage is typically a local phenomenon, which means that only important damage levels will be detected if one looks at global dynamic properties such as the eigenfrequencies [19] . The second one is that the structures are subjected to ambient excitation such as traffic or wind. The vibration levels are rather low and instrumentation has to be very sensitive in order to measure them with a good accuracy. The third one is the problem of automation and robustness of the SHM system against sensor failure and variability (temperature effects, boundary condition effects, humidity, etc.) [20, 21] . In addition, nontechnical issues such as economic benefits that can be expected from SHM systems have to be further investigated in order to convince structure owners of the interest of such approaches.
In order to avoid the high computational costs associated to model-based methods and to take into account the usual lack of training data from damaged civil engineering structures, a new fully automated data-based unsupervised technique for damage localization was developed in [22] . The method is based on an automated feature extraction process using the so-called modal filters [23] which is computationally very cheap. Initially developed in the context of damage detection in [24, 25] with accelerometers, this technique exploits only sensor responses, and it has been shown to be relatively robust to environmental changes [26] which can cause significant changes in modal properties [27] . The experimental damage detection on a small aircraft wing using modal filters with accelerometers has been illustrated in [28] . On the contrary to the work of Mendrok and Uhl [29] , the extension of modal filters to damage localization proposed in [22] consists in using in service dynamic strain measurements to locate small damage instead of accelerations. This choice of sensing technology is justified by the fact that strains have been demonstrated to be locally sensitive to damage, as discussed both numerically and experimentally in [30] [31] [32] . Control charts [33, 34] are used to detect automatically a change from the normal healthy condition, based on the extracted damage sensitive features. The automation of the process is a key point for a successful implementation of continuous monitoring systems. The method has been applied successfully to automatically locate very small damage (only 2 percent of stiffness reduction over 1/100th of the length of the structure) on a simply supported beam as well as on a complex 3D model inspired from a real bridge. The present paper investigates the experimental validation of this new technique on two laboratory experiments. This paper is organized as follows: Section 2 shortly describes the method based on modal filters for automated damage localization using output-only measurements. A new damage sensitive feature is proposed and the novelty detection using univariate and multivariate control charts is also detailed. Section 3 presents two experimental applications of the method: the first example is a small clamped-free steel plate instrumented with 8 cheap piezoelectric patches and excited with a piezoceramic patch, while the second application deals with a 3.78 m long steel I-beam on which 20 cheap piezoelectric patches are installed and it is excited with an electro-dynamic shaker. In both examples, a removable damage is simulated by fixing a small removable damage device at different positions. The experimental results confirm the numerical predictions and show the very good potential performances of the proposed method for application on real cases.
Damage localization using modal filters
Initially developed for damage detection in [24, 25] , the modal filters' concept as well as feature extraction is recalled in the present section. The extension of modal filters to automated damage localization is then explained.
Data reduction using spatial filters and modal filters
Consider a structure equipped with a network of n sensors y k and excited with a force f as depicted in Fig. 1 . The modal expansion of the frequency response function (FRF) of the response on sensor k (considering N mode shapes) is given by
where c ki is the modal output gain of sensor k, b i is the modal input gain, ω i is the ith angular natural frequency and ξ i is the modal damping of mode i. When the number of sensors is very large, it is interesting to perform data reduction in order to decrease the power consumption and the bandwidth needed to transmit the data, as well as to facilitate the data storage and post-processing. For SHM applications, an optimal reduction is one that significantly reduces the amount of data while keeping most of the information about the damage. A simple data reduction technique is spatial filtering [25] . The basic principle is illustrated in Fig. 1 . It consists in condensing the data from a network of n sensors through a linear combination to form a single output response:
The corresponding FRF is
The idea behind modal filtering is to choose the coefficients of the linear combiner α k in such a way that they are orthogonal to all the modes of the structure in a frequency band of interest, except mode l [35, 23] :
or in a matrix form:
where fαg ¼ fα 1 …α n g T and fe l g ¼ f0 0…1…0 0g T (all components set to 0 except the lth component). The modal filter can be tuned to any of the N mode shapes of the structure. Once the modal filter coefficients α k are defined, the linear combination is performed in the time domain. In the frequency domain, the FRF of the modal filter tuned on mode l is given by (6) Note that because the modal filtering principle is based on Eq. (4), it is still applicable if the output sensors are velocities or accelerations.
Effect of damage and environment on modal filters
Suppose now that a structural change occurs. This will change the filtered frequency response GðωÞ as follows:
where n refers to the properties of the modified structure. The structural change will affect the following quantities: (iii) c n ki : change of the mode shapes. Depending on the nature of the mode shape change, the effect on the modal filter differs. If the mode shape change is local, Eq. (4) is not satisfied anymore: (8) In that case, the modal filter does not perfectly work and the filtered peaks will strongly reappear around eigenfrequencies ω i with ia l (see Fig. 2 (a) ). On the other hand, for global changes of the mode shapes, the appearance of peaks is much less pronounced. In particular, for a proportional change of the stiffness or mass matrix, only the eigenfrequencies are affected, without any change in the shape of the mode shapes, so that one gets:
As a result, only the eigenfrequency of the modal filter is affected (Fig. 2(b) ).
In practice, the linear combiner coefficients α k should be computed using experimentally identified mode shapes in order to avoid the need to build a numerical model. This can be achieved based on output-only measurements, using for instance stochastic subspace based methods [12, 36, 13] . Note that once the α k coefficients are known, the modal filters are implemented directly in the time domain using Eq. (2), so that the excitation does not need to be measured.
The reduction of data with modal filters has already been studied numerically in [25, 26] and experimentally in [28] for damage detection. Section 2.4 details the extension of that idea to damage localization.
Signal processing for modal filter outputs
If the input force f(t) is known, one can directly compute the FRF of the output of the modal filter g(t) using wellestablished methods for FRF estimation. For random signals, the FRF is typically estimated using the ratio of the power spectra and the cross power spectra. Using the H 1 FRF estimator, the estimation of GðωÞ is given by [37] 
where S gg ðωÞ is the auto-spectral density (or power spectral density -PSD) of the filtered frequency response g(t) and S gf ðωÞ is the cross-spectral density of g(t) and the input f(t). These power spectra can be estimated efficiently thanks to Welch's method [38] . If the input force is not known, one can simply compute the power spectral density of g(t). This quantity is directly related to the amplitude of GðωÞ as follows [37] :
This relationship shows that if peaks appear in jGðωÞj, they will also appear in S gg ðωÞ. On the other hand, if sharp peaks are present in the auto-spectral density of the input S ff ðωÞ, they might be interpreted as damage. In practice however, for ambient excitations in civil engineering applications, such peaks are rarely present in the excitation signal. In addition, if the frequencies corresponding to those peaks are not in the frequency bands around the natural frequencies of interest of the system, they can easily be differentiated from peaks appearing due to damage.
In summary, for output-only measurements, it is necessary to detect the appearance of peaks around the natural frequencies of the healthy system in the PSD of g(t). If the input force is known, the same should be applied to the amplitude of the FRF jGðωÞj, since these two quantities are closely related. 
Extension to damage localization
The previous idea can be extended to damage localization. Consider now that the n sensors installed on the structure are grouped in several smaller sensor networks, each consisting of m sensors. Modal filters can be built for each of these local sensor networks resulting in independent local modal filters (see Fig. 3 ).
If the local network I contains sensors y 1;I ; …; y m;I , the output of its modal filter tuned to mode l is given by
where the α k;I coefficients are computed in order to satisfy the following condition:
where c ðk;IÞi is the kth (k ¼ 1; …; m) component of the ith mode shape projected on the Ith local sensor network. If a damage occurs under spatial filter I and if the sensor responses are locally sensitive to damage, the mode shape will only be altered in that spatial filter. As a result, only the spatial filter I will have spurious peaks, indicating the location of the damage. The efficiency of the approach relies therefore on a very strong assumption: damage in a local filter will cause a local change of the mode shape which is limited to the very close vicinity of the damage location. Such a property depends on the type of measured quantity which is considered. Earlier studies [30] have shown that in beam-like structures, curvatures exhibit such a property for the first low order mode shapes. A more general discussion has been made in [31] , where it was demonstrated that the result can be generalized to any kind of structure using strains instead of curvatures. The importance of using mode shapes with a wavelength much larger than the size of damage was also emphasized. This has been the primary motivation for using strain measurements in several previous works [39, 40] . Note however that a similar approach has been proposed in [29] using accelerations. Practical issues dealing with the computation of the modal filter coefficients for an efficient filtering are detailed in [22] .
Feature extraction based on modal filter outputs
Because the spurious peaks are expected to appear around the initial eigenfrequencies of the structure, the strategy consists in extracting one feature in each frequency band around them. In previous studies, we used a feature called the peak indicator [22, 41] , but recent works have pointed out that it presents two major drawbacks which are (i) it does not grow monotonically with damage and (ii) it saturates quickly for low levels of damage. This is the motivation to introduce a new feature here. Consider the amplitudes of the undamaged and damaged filtered frequency responses (PSDs) sðωÞ and s n ðωÞ of Fig. 4 .
This figure shows that for a modal filter tuned on the eigenfrequency between ω c and ω d , the spurious peak grows around the eigenfrequency between ω a and ω b . While there is also a shift of the static component of the filtered frequency response and a slight change of the amplitude of the third peak, the peak on which the modal filter is tuned remains almost unchanged when the damage increases. For this reason, the quantitys j ½ωa ;ω b ðωÞ:
ωc sðωÞ dω (14) is interesting in the sense that it is not affected by a change of the level of excitation and that it is sensitive to a change of sðωÞ in the frequency band ½ω a ; ω b . In practice, since the signals are acquired at discrete time intervals, sðωÞ is obtained at discrete frequency points, so that Eq. (14) will be computed using a trapezoidal rule as follows (the dependency of s with ω Fig. 3 . Principle of damage localization using local filters.
is omitted in order to simplify the notations):s
where s i ¼ s ia ; …; s i b are the n 1 discrete amplitudes of the filtered frequency response between ω a and ω b , s j ¼ s j c ; …; s j d are the n 2 discrete amplitudes of the filtered frequency response between ω c and ω d , and Δω is the frequency resolution. Based on the normalized frequency response of the output of the modal filter, a novel feature is defined by considering that the n 1 values ofs between ω a and ω b are samples of a random variable and estimating the moment of order 4 of its distribution given bym
wheres is the mean value ofs i in the frequency band ½ω a ; ω b . This choice is not motivated by a statistical approach, but rather by the observation that this feature is very sensitive to the growth of a peak between ω a and ω b which results in a change of the sharpness of the distribution of the samples that is well reflected by the moment of order 4. Note that while the kurtosis κ ¼m 4 =σ 4 (where σ stands for the standard deviation ofm 4 ) is typically used with time domain signals for damage assessment in rotating machinery [42] [43] [44] ,m 4 is computed here with frequency domain responses. In order to increase the sensitivity ofm 4 to small damage, the feature used in the control charts will be given by ffiffiffiffiffiffif m 4 8 p instead ofm 4 . Working with ffiffiffiffiffiffif m 4 8 p is also more convenient because this feature is many orders of magnitudes larger thanm 4 . Besides its robustness with respect to a change of the level of excitation as already explained, another very interesting property of this damage sensitive feature is that it increases monotonically with the size of the spurious peak, and therefore with the level of the damage. This property has been demonstrated numerically in [45] .
Automation of the damage localization process
In order to have an efficient damage localization method applicable to civil engineering structures, there is a need for a very simple but robust way to automatically set off alarms when damage occurs. When the excitations are random, the damage sensitive featurem 4 behaves like a random variable. That feature will therefore follow a statistical distribution which can be inferred from several undamaged samples. Many tools have been developed to detect a change in that statistical distribution such as outliers analysis or hypothesis testing. In this work, we apply the control charts [33, 34] . This tool of statistical quality control plots the features or quantities representative of their statistical distribution as a function of the samples. Different univariate or multivariate control charts exist but all these control charts are based on the same principle which is summarized in Fig. 5 .
In phase I, a set of samples is collected and analyzed to infer statistical characteristics of the process when it is assumed to be in control (i.e. when the structure is undamaged). The aim of this step is to compute the control limits (upper control limit UCL and/or lower control limits LCL) between which the feature should be included if the process stays in control.
Those limits are governed by the statistical distribution f(x) of the quality characteristic and the probability 1 À γ that any in-control sample will fall inside the control limits. There are control limits that can be computed to detect a shift of the mean value of the process or a shift of the variance of the process.
Once a set of reliable control charts has been established (phase I), the process is under monitoring (phase II). The process state is unknown (it might be in or out of control), and if a sample falls outside the control limits previously computed, it is considered as an abnormal value, and a warning is triggered. An alarm will only be set off if the proportion of warnings for a given number of samples exceeds γ considered to compute the control limits. This will be typically the case if the features are described by a new probability density function f n ðxÞ due to a change of the process. To avoid too frequent false alarms, an arbitrary proportion γ n bigger than γ can be chosen to release alarms. The phase I fixes the probability of type I (false alarms) and type II (missing alarms) errors. Because the control limits values are based on the number of samples in the in-control set of data, the statistical distribution f(x) and the γ value, the statistical analysis must be done very carefully.
Typically, one can find two families of control charts in the literature: the univariate control charts and the multivariate control charts. The first family will be used if there is only one feature to be monitored while the second one is used when several features are monitored at the same time. In our application, this means that if we check the appearance of only one spurious peak around one given natural frequency in each local filter, we will apply the univariate control chart on that feature while we will use a multivariate control chart if we check the spurious peaks around several eigenfrequencies in each spatial filter. Finally, there are two categories of control charts in each family: the Shewart control chart and the time weighted control charts. The first category monitors each sample independently while the second category considers the previous samples to monitor the current sample, which allows us to detect smaller shifts. It has been found that the best results are obtained when the Shewart control charts are applied, because the time weighted control charts increased too much the number of type I errors. We will therefore only present the univariate and the Hotelling T 2 control charts. For other control charts, the interested reader should refer to the excellent books [33, 34] . Individual control chart: Consider that only one feature x following a normal distribution is monitored (onem 4 value in each spatial filter for example). The individual control chart will monitor that individual feature x. The control limits are
If the number of samples in phase I is n, then:
and d 2 ¼1.128. In fact, MR=d 2 is an estimate of the standard deviation σ of x (assumed to follow a normal distribution) in phase I. Eq. (17) is therefore based on a choice of γ ¼ 0:027. The individual control chart is designed to detect a shift of x.
Hotelling T 2 control chart: If two or more features are monitored at the same time, monitoring these two quantities independently by applying two or more univariate control charts can be very misleading, especially if those features are correlated. On the opposite, the Hotelling T 2 control chart is designed for the monitoring of several features simultaneously.
Consider p features following a p-normal distribution. The Hotelling T 2 control chart monitors the Mahalanobis distance T
:
T 2 ¼ ðx ÀxÞ
where Σ is the p Â p estimated covariance matrix of features, x is the current p Â 1 feature vector, and x is the p Â 1 vector of estimated mean values of x vectors (only the undamaged samples are considered to obtain Σ and x). Since the Mahalanobis distance is always positive, only the upper control limit UCL is based on a F distribution:
where p is the number of variables, m is the number of samples in the set of data in phase I, and γ is such that there is a probability of 1 À γ that any in control sample will fall between the control limits. Like the individual control chart, the Hotelling T 2 control chart detects a change of x. 2.7. Summary of the proposed method If the frequency of alarms exceeds the threshold γ n , the damage is detected and assumed to be located in the area covered by the local network. The main advantages of the proposed method are (i) Its low computational cost and applicability to any kind of structure.
(ii) The possibility to use in-service ambient vibrations.
(iii) The full automation of the process, once the initialization phase has been done.
(iv) The fact that it is a data-based (no physical model needed) and unsupervised (no need for training data from the damaged structure) method.
Experimental case studies
3.1. Clamped-free steel plate 3.1.1. Description of the case study Fig. 7 shows an overview of the first experimental setup [46] which is investigated. The structure consists of a 100 mm Â 670 mm Â 3 mm clamped-free steel plate. One PZT actuator is used to excite the structure, and eight 13 mm Â 60 mm Â 50 μm low-cost (around 4€/piece) PVDFs sensors from Measurement Specialties™ (DT Series Lead attachments [47] ) are used to measure dynamic strains. These sensors are numbered from the clamped edge of the plate and cover continuously the structure along its length. A National Instrument PXIe-1082 data acquisition system is used to measure the eight voltages from the PVDFs at the same time. The PZT actuator is driven with a band-limited white noise between 0 Hz and 50 Hz (not measured) generated by the PXI, and powered by a MIDE voltage amplifier. In all cases, the measurements last for 30 s and the sampling frequency is 1600 Hz. Several threaded holes are drilled all along the plate, so that a 100 mm Â 20 mm Â 3 mm small removable damage device can be fixed over any sensor in order to produce a local structural change that will be considered as a representative of damage.
Because of the limited number of sensors, it has been chosen to consider 3 local filters of 4 sensors, with an overlap of two sensors: sensors 1-4, 3-6 and 5-8. Note that the idea of overlapping the local filters has been previously applied by Mendrok and Uhl in [29] . The main differences with the application of local modal filters in the present paper are that we use strain measurements instead of accelerations, and that the filtered frequency responses are based on output-only measurements while Mendrok and Uhl apply modal filters on FRFs which require input-output measurements. We will investigate the damage scenarios given in Table 1 , which also gives the local filters covering the damage.
Undamaged structure
Using the stochastic subspace identification method [12] implemented in the Macec Toolbox in Matlab, we have been able to identify correctly the two first undamaged bending mode shapes Φ 1 (f 1 ¼ 5:27 Hz) and Φ 2 (f 2 ¼ 32:51 Hz). Since it has been demonstrated in several numerical and experimental studies that the effect of a damage is more local for low order mode shapes, it has been chosen to only consider modal filters tuned on Φ 2 and to check the appearance of spurious peaks around f 1 for each local filter.
Removable damage device
In order to simulate experimentally a damage, we have designed a small device which we call a "removable damage device" (see Fig. 7(b) ) shortened in RDD. The primary aim of this device is to produce a local change of the strains on the mode shapes in order to test our damage localization method. It consists of a small plate which can be fixed with two bolts at different locations along the length of the clamped-free plate. The structure with or without removable damage device could be considered as the undamaged (reference) structure, but it was found preferable to take into account the structure without removable damage device for the baseline. This is due to the fact that the torque applied to the screws to fix the panel is not easily repeatable, which could cause variations in the baseline condition [28] . The purpose of the removable damage device is therefore to check if the method succeeds to locate an arbitrary local change of strains. If it does, the next step is to compare the results with the damage localization of a real damage, which is one of the perspectives of the present work.
A numerical model of the clamped-free steel plate has also been built using the Structural Dynamic Toolbox in Matlab [48] , and is shown in Fig. 8 . In this model made of 670 Euler-Bernoulli beam elements, the same dimensions than the experimental setup are considered, and the RDD is modeled as a local change of stiffness ΔK ¼ 5 percent and a local change of mass ΔM ¼ 100 percent at the same positions than in the experimental tests. Note that while the change of mass due to the RDD is known precisely, it is difficult to assess correctly the change of stiffness. Indeed, it is not possible to have an infinitely rigid connection of the RDD to the host structure. Finally, the numerical strains are considered along 8 strain sensors with very similar sizes and positions than the PVDFs sensors. Fig. 9 displays the evolution of the first and second eigenfrequencies when the local change of stiffness and mass occurs at sensors 2-8 (the eigenfrequencies with a local structural change f i;RDD are normalized with respect to the undamaged eigenfrequency f i , with i¼1,2). The absolute difference jΔðReΦ i Þj between the undamaged and damaged mode shapes is also shown for some positions of the local structural change. Because the local structural change consists of an increase of stiffness and mass, it is likely that the local effect will not be seen on the strain mode shapes when the eigenfrequency has strongly decreased. Indeed, in such a situation, the dominant effect is the mass effect which affects globally the strain mode shape. For instance, it is impossible to locate the structural change based on the change of strain mode shape when it is located at sensor 8 for the first mode ( Fig. 9(a) ), and when it is located on sensor 3 for the second mode ( Fig. 9(b) ). On the other hand, if the decrease of eigenfrequency is small or if the eigenfrequency increases, there is a chance to observe a local effect on the change of strain mode shapes since the stiffening effect becomes strong. This is confirmed in Fig. 9 (a) for a local structural change at sensors 3 and 4, or in Fig. 9 (b) for a local structural change at sensor 8.
Based on these considerations, we can define the positions at which the local structural change can be considered as a representative of a damage for which a local change of strain mode shapes is observable. A local structural change seems to be representative of a damage when it is located at the first four sensors by considering the first mode and at sensor 8 with the second mode.
The same conclusions as in the numerical investigation can be drawn with the experimental setup. Fig. 10 shows the evolution of the two first eigenfrequencies when the RDD is located at sensors 2-8 (top surface).
It can be seen that the experimental changes of eigenfrequencies due to the RDD are very close to the numerical ones. Again, the change of strain mode shapes is highlighted for the same sensors than in Fig. 9 , and the positions for which the RDD represents correctly a damage are the same than previously. These results justify why we have investigated a damage only at sensors 3, 4 and 8 (see Table 1 ), since it was not possible to fix the RDD over sensor 1 because of the PZT used for actuation (see Fig. 7(b) ), and that the local effect of the RDD at sensors 2 and 3 is very similar.
It is worth mentioning that despite the fact that a local increase of 5 percent of the stiffness in the numerical model matches quite well the experimental results, it cannot be considered as the exact increase of stiffness of the RDD. An accurate estimate of the local stiffening requires more investigations, which is beyond the focus of this paper. However, considering the very small change of experimental eigenfrequencies (less than 0.5 percent), it makes sense to assume that the RDD represents a small damage. The same experimental damage cases have been tested when the RDD is fixed on the bottom surface of the steel plate, opposite to the PVDF sensor. However, it turned out that in this configuration, the local effect was much smaller than when the RDD is placed on the top surface. The change of neutral axis as depicted in Fig. 11 allows us to understand this property.
At the location of the RDD, the profile of the plate becomes asymmetrical, which leads to a shift of the neutral axis as shown in Fig. 11(a) . Because the strain is proportional to the distance at the neutral axis, the local change of strain is stronger when the PVDF and the RDD are placed on the same side. Indeed, in this configuration, the decrease of distance between the PVDF and the neutral axis tends to decrease the strain at the location of the PVDF. This effect accentuates the stiffening effect of the RDD, so that the strain measured by the PVDF decreases. On the other hand, the distance to the neutral axis increases if the PVDF is placed opposite to the RDD, which tends to increase the strain measured. This increase of strain is limited by the stiffening effect, leading to a smaller change of stiffness. It is interesting to mention that in the case of a real crack, there is also a change of the neutral axis as shown in Fig. 11(b) which will affect differently the change of strain measured by the PVDF sensor depending on its position on the plate, leading to a very similar conclusion as with the RDD. Indeed, if the PVDF is opposite to the crack, the softening at the location of the crack is countered by a decrease of the distance to the neutral axis, which limits the local change (increase) of strain. If the PVDF sensor is placed on the same side than the crack, the increase of distance to the neutral axis and the softening effect tends to increase the strain that will be measured, which enhanced the local effect that will be observed. respectively. This choice of frequency bands is justified by the fact that we are interested in early damage localization, for which the shifts of eigenfrequencies are much smaller than the ones due to environmental effects. Because it has been observed in [49, 50] that the eigenfrequencies of real bridges are typically varying within 710 percent around their mean value, we assume that such frequency bands are wide enough to include the spurious peaks.
Filtered frequency response
As it can be seen, the peak around the first eigenfrequency is efficiently filtered. Fig. 12(a) shows clearly the possibility of locating damage with local filters. Indeed, the local filter [1:4] presents a spurious peak for damage scenario 3 (RDD over sensor 4), but not for damage scenario 4 (RDD over sensor 8). For local filter [5:8] , the damage localization is more difficult. This is in particular due to the fact that the level of the sensor responses decreases at the free extremity of the plate, which tends to increase the sensitivity of the filtered frequency responses to noise.
Automated damage localization
In order to automate the damage localization, we apply the individual control charts on ffiffiffiffiffiffif m 4 8 p for each local filter separately, since we are interested in the appearance of spurious peak around the first eigenfrequency only. The control limits are based on the first 750 undamaged samples during which the structure is assumed to be undamaged. The control limits are computed by considering a confidence interval of 73σ around the mean (undamaged) value of ffiffiffiffiffiffif m 4 8 p . Hence, 99.73 percent of the values of the features will fall in this interval if there is no change of the state. On the other hand, if less than 99.73 percent features fall in the confidence interval, we will assume that a damage appeared in the local filter. In practice however, considering such a high threshold leads to too many false alarms. This can be explained by the fact that (i) Only 750 samples are used to estimate σ, so that there is an uncertainty on the estimated standard deviation, and therefore an uncertainty on the confidence levels as well.
(ii) The estimation of the percentage of in-control features is based on a finite number of samples. In this application, we group every 100 samples in one "samples set" for which we compute the percentage of in-control features. A confidence level of 99.73 percent can therefore not be used to trigger alarms as it corresponds to less than 1 sample. (iii) There is some potential presence of "outliers" due to bad quality measurements. (iv) The distribution of the feature to monitor is never perfectly Gaussian and usually most of the deviation is in the tails of the distribution. For high confidence levels, the tails of the distribution have a high impact.
Due to these issues, we consider in this study that the damage is located when less than 90 percent of the features in each set of 100 samples fall in the confidence interval. Figs. 13-15 summarize the application of the univariate control chart as well as the automated damaged localization. It is clear from these figures that all the damage cases have been correctly located. Indeed, all the percentages smaller than 90 percent (under the horizontal red line) correspond to the real damage location (see Table 1 ). The interest of overlapping the local filters is also clearly illustrated. Indeed, damage at sensor 3 is better detected in filter [3:6] than in filter [1:4] , while damage at sensor 4 is better detected in filter [1:4] than in filter [3:6] . This illustrates a general property of the modal filters: it has been shown in [51] that the modal filters coefficients are very often (but not always) maximum at the edges of the filters. As a consequence, small damage at the extremities of the filters is more strongly amplified, and can therefore be detected more easily than damage located close to the center of the filter, where the modal filters' coefficients tend to zero. This second experimental application consists of a 3.78 m long steel I-beam which is bolted on two big concrete cubes. The structure is excited with a Modal 110 electro-dynamic shaker from MB Dynamics, and a network of twenty 13 mm Â 170 mm Â 50 μm low-cost PVDFs sensors has been fixed with a double-coated tape, providing a continuous measurement of the strains along the beam between sensors 1 and 20. Since they have been installed close to the edge of the flange, these sensors are sensitive to bending, as well as to torsion of the beam. The same National Instrument PXIe-1082 data acquisition system as in the previous case study is used to measure the sensor responses with a sampling frequency of 6400 Hz, as well as to generate a band-limited white noise between 0 Hz and 500 Hz (not measured) which drives the shaker. Fig. 16 shows different views of the experimental setup as well as the definition of the PVDFs sensors. Note that the network of 36 accelerometers which was initially installed for preliminary tests can be seen, but will not be considered in the next sections.
As in the previous experimental application of modal filters to locate damage (Section 3.1), the damage is introduced by fixing a very small steel removable damage device (35 mm Â 65 mm Â 17 mm) with a small builder clamp directly against the PVDF sensors, as shown in Fig. 16(b) . It has been chosen to consider 5 local filters of 5 sensors, with a small overlap: (i) [1:5] , (ii) [4:8] , (iii) [8:12] , (iv) [12:16] and (v) [16:20] . The damage scenarios described in Table 2 will be investigated.
Undamaged structure
Preliminary forced vibration tests performed with 36 accelerometers measuring the vertical acceleration of the top flange allowed us to identify the nature of mode shapes by comparing the experimentally obtained modal parameters with the numerical modal parameters. The finite element model of the structure is made of 4-node quadrilateral plate elements using the Structural Dynamics Toolbox [48] under Matlab. Fig. 17 shows the first two bending mode shapes, while Table 3 compares the experimental and numerical eigenfrequencies and gives the MAC values.
The table shows that the mode shapes are in good agreement. The deviations on the eigenfrequencies are higher, as it is often the case due to uncertainties in the boundary conditions. Note however that the error on the first eigenfrequency is quite higher than could be expected. As this is not an important issue for the application of our method, the reason for this high error was not investigated. 
Damaged structure
For the different damage scenarios, the eigenfrequencies as well as the mode shapes have been identified in order to quantify the impact of the damage simulated by adding the small RDD. As it was previously observed in Section 3.1.3, the effect of the RDD on the low order strain mode shapes (real components) is local (Figs. 18 and 19 ) and the change of eigenfrequencies is small (Table 4) :
The modal filters tuned on the two first bending mode shapes at 64 Hz and 230 Hz (see Fig. 17 ) have been applied for each local filter separately. We can observe from Fig. 20 that the filtering of the peak is not perfect at local filter [1:5] since there are remaining sharp peaks for the undamaged case in the frequency bands in which the spurious peak is expected to appear. However, the damage detection in this local filter is feasible, since the filtered frequency responses are strongly affected in the frequency bands of interest when a damage is introduced at sensors 2 (case 3) and 5 (case 6) for both modal filters. The analysis of the filtered frequency responses at local filter [4:8] shows that the damage detection succeeds for this local filter too (Fig. 21) . Indeed, there is only a clear change of the spurious peaks for damage case 6. This illustrates the possibility of damage localization: when a damage is introduced at sensor 2 (case 3), the local filter [4:8] is not affected, since it does not cover the damaged area, while when the damage is located at sensor 5, both local filters [1:5] and [4:8] react, since they both cover the damaged area.
The local sensitivity of local filters to damage is confirmed in Fig. 22 : the filtered frequency responses are not affected by a damage at sensor 2 or 5. Fig. 23(a) ). However, the local filter [4:8] overlaps the first local filter at sensors 4 and 5 and reacts to a damage on these two sensors, allowing therefore to compensate the lack of sensitivity to a Fig. 23(c) for local filter [8:12] .
Automated damage localization
The Hotelling T 2 control chart has been applied to automate the damage localization in each local filter. The first 200 undamaged samples have been considered to assess the covariance matrix (see Section 2.6), as well as to compute the control limit (γ is fixed to 0.25 percent). It has been observed that the first 200 undamaged features are not following closely a binormal distribution (in each local filter), which explains why γ is so small. Indeed, the Hotelling T 2 control chart is devoted to the detection of outliers from a baseline of features normally distributed as explained in Section 2.6. As a consequence, as the distribution of the features of the baseline deviates from a normal distribution, the upper control limit computed with Eq. (21) becomes less adequate. For this reason, and also because we assess the percentage of in-control features every 50 samples, we consider that the damage is detected when less than 80 percent of the features fall in the confidence interval.
Figs. 24-28 summarize the application of the Hotelling T 2 control chart as well as the automated damage localization based on the criteria described previously (the position of the damage is reminded only for the local filters covering the damage). In particular, it can be seen in Figs. 24 and 25 that the increase of T 2 due to a damage is very strong (except for a damage at sensors 2 and 4 in the first local filter, see Fig. 24(a) ), allowing the choice of a very small value of γ.
There is only one missing alarm in local filter [1:5] for a damage at sensor 4. However, that missing alarm is compensated thanks to the overlapping of the local filters. Indeed, the damage at sensors 4 and 5 is correctly located in local filter [4:8] .
In conclusion, all the damage cases have been correctly located, and there are no false alarms: all the undamaged sample sets have more than 80 percent in-control features. 
Conclusion
This paper presents two experimental applications of a new technique for unsupervised data-based damage localization using ambient dynamic strain measurements. This output-only method relies on a large network of dynamic strain sensors and a very efficient signal processing technique based on grouping of sensors in several small and independent local filters. In each local filter, the data processing consists of (i) a linear combination of the sensors time histories, (ii) the computation of the power spectral density of the resulting signal, and (iii) the extraction of a damage sensitive feature in given frequency bands. The automation of damage localization is possible by applying univariate or multivariate control charts on the extracted damage sensitive features. In the present work, a novel damage sensitive feature has been proposed, of which the main advantage with respect to the one previously used is that it grows monotonically with the damage.
The performances of the proposed method have been illustrated on a small cantilever plate and a large steel I-beam both equipped with a network of cheap PVDF film sensors. In both cases, the technique has shown excellent performances since all the damage scenarios have been correctly located without false alarms. The results have also highlighted the need for a certain level of overlap between the local filters in order to avoid missing alarms.
The damage introduced in both tests is a "false" damage by fixing a small removable damage device at different positions, and while it has been shown to reproduce accurately a local change of strains in the mode shapes, further tests are needed with a real damage in order to fully validate the technique. Since it is particularly difficult to relate the removable damage device to a specific level of damage, only one prototype of the removable damage device has been tested for each case study, and the increase of the new damage sensitive feature with the level of damage has therefore not yet been illustrated experimentally. Another important issue for the practical implementation is the strain sensing technology which needs to be scaled to bigger structures with a special attention on the high sensitivity required in ambient vibration applications, as well as on the environmental effects. Finally, another perspective of the present work is the experimental validation of the adaptive local filters recently proposed in [51] , which consists in updating the configuration of the local filters in order to follow the evolution of damage.
