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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность темы. Понятие корректности задачи м:а.тема.тиче-­
ской физики было введено Ж.Ада.маром 1 в нача.ле прошлого столетия. 
Им было высказано мнение о том, что корректна.я постановка задачи яв­
ляется непременным условием, которому должна. удовлетворять всякая 
математическая модель, соответствующая физической реальности. Эта 
точка. зрения не подвергалась сомнению многие годы. Корректные зада­
чи хороши тем, что классическая вычислительная мв.тематика пс:хзволяет 
решать такие за,цачи традиционными метода.ми. При этом зачастую удв.­
ется ответить на вопрос о сходимости предложенного в.лгоритма. и оцен­
ке возникающей погрешности. Конечно, в каж,цой конкретной задаче 
имеются определенные трудности реализации алгоритма. на компьюге­
ре, учете погрешностей округления, представления данных и результатов 
вычислений и т.д. Но эти проблемы обычно успешно решаются, особен­
но если учесть, что технические возможности современных компьютеров 
расширяются очень быстро. Одна.ко часто имеющаяся информация поз­
воляет построить лишь такую математическую модель, для которой нет 
теорем существования и единственности решения в естественных функ­
ционмьных пространствах и, са.мое главное, нет устойчивости решения 
по входным: данным задачи . Для такой модели нельзя получить регуляр­
ные вьrчислительные 8JIГОритмы с помощью традиционных методов. 
В 1943 ГОдУ появилась paOOra. А.И.Тихонова 2 , в которой впервые бы­
ла. указа.на практическая важность неустойчивых по входным данным 
(некорректно поставленных) задач и принципиа.льная возможность их 
успешного решения в условиях принадлежности точного решения ком­
пактному множеству. В середине 50-х годов и, особенно интенсивно, в 
начме 60-х годов прошлого столетия началось систематическое изуче-­
ние некорректных задач. Образовалось новое направление в математи­
ке, лежащее на стыке функционмьного ана.лиза и вычислительной мв.­
тематики, которое затем оформилось в самостоятельную область нау­
ки - теорию некорректных задач . Основополога.ющие подходы для тео­
рии некорректных задач связа.ны с имена.ми А. И.Тихонова., В. К.Иванова., 
М .М.Ла.врентьева. 
В первой отечественной монографии по некорректным задачам 
М.М.Ла.врентьевым 3 было введено понятие корректности по Тихонову 
задачи математической физики, на основе которого М.М.Ла.врентьевым, 
его учениками и последователями, получены глубокие результаты по ре­
шению широкого спектра некорректных в классическом смысле за,ца.ч, 
таких, например, ка.к за.дачи а.на.литического продолжения, обратные за.­
дачи для дифференциальных уравнений, задачи интегрмьной геомет-
1 АОомар Ж. Задача Коши для линейных уравнений с часmыми прокзводнЬВ<И гиперболического 
типа. М.: Наука. 1978. Первое издание этой книги на англиАскоJ.1 языке вышло 11 1932 г. Многие ре,. 
боты Ж.Адвмара, в которых обсужда..~ось понятие корректности эмачи, отиосsтся непосре,цсrвеино 
к началу века. 
2 Тhжонов А.Н. Об устойчивости обратных задач // ДАН СССР. НИЗ. Т. 39. № 4. С. 195--198. 
3Лаврентыв м.м. о некоторых некорректных задачах МВn!Матическоll ф1СИки. Ноеосибирсх : 
СО АН СССР. 1962. 
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рии и ыногие другие. Многие результаты в этой области отражены в 
монографии М.М.Лаврентьева, В.Г.Романова, С.П.Шишатскоrо 4 • Там 
же приведена обширная библиография по данному вопросу. 
С понятием корректности по Тихонову тесно связано понятие квази­
решения, введенное в 1962-1963 годах В.К.Ивановым в работах 5 , 6 и 
обобщающее понятие обычноrо решения операторного уравнения 
Аи=f 
на случай, когда оно неразрешимо для заданной пары метрических про­
странств U Э u и F Э f. Это обобщение ОК838ЛОСЬ весьма плодотвор­
ным и индуцировало целое направление в теории некорректных задач . 
Для линейных задач оно представлено в монографиях А.И.Тихонова, 
В.Я .Арсенина 7 и В.К.Иванова, В.В.Васина, В.П.Тананы 8. 
В 1963 году А.И .Тихоновым в работах 9 , 10 было сформулировано по­
нятие регуляризирующего алгоритма (регуляризирущего оператора, ре­
гуляризатора) для некорректно поставленной задачи как однопарамет­
рическоrо семейства операторов, специальным образом аппроксимиру­
ющего обратный оператор и обеспечивающего при согласованик пара.­
метра с уровнем погрешности исходных данных устойчивое восстанов­
ление искомого решения. Понятие регуляризирующего алгоритма ока.за.­
лось весьма эффективным. 
В упомянутых работах А.И.Тихоновым предложен универсальный 
способ построения регуляризирующего алrоритма (метод регуляриза.­
ции), основанный на введении так называемого сглаживающеrо функ­
ционала. Универсальность метода А.И .Тихонова заключается в том, что 
он приыеним к существенно некорректным задачам, у которых класс 
вооможных решений не является компактом. К настоящему времени со­
зданы общие принципы конструирования регуляризирующих алгорит­
мов для широких классов некорректных задач . 
Понятие регуляризирующеrо алrоритма имело революционное зна­
чение в вычислительной мв.тематике и фактически послужило ос­
новой для развития новой математической дисциплины. Большой 
вклад в эту область внесли А.Л.Агеев, Я .И .Альбер, В.Я .Арсении, 
А.В.Бакушинский, Г.М .Вайникко, Ф.П . Васильев, В.В.Васин , А .Ю .Вере­
тенников, В . А.Винокуров , Ю.Л. Гапоненко, А.М.Денисов, С.И.Каба.­
нихин, А.С.Леонов, О.А.Лисковец, И .В.Мельникова, Л.Д.Менихес, 
• ЛО1Jрентыs М.М" Романоs В.Г., ШuШ4f111:1'U{l С.П. Некорректные задачи математической фи­
зип я 8.Jl&JDIЗ&. М.: Наука. 1980. 
5 И/Юное В.К. О .11ииеАных некорректных -чах // ДАН СССР. 1962. Т. 145. Nt 2. С. 27()-272. 
8 Иеаноо В.К. О некорректно п~ениых задачах // Матем. сборник. 1963. Т. 61 . N• 2. 
с. 211- 223. 
1 7U:roнos А .Н" Арсенuн В.Я. Ме-rо,цы решения некорректных задач . М.: Наука. 1979. 
8 Иеаноs В. К" Васuн В.В" 'Ihноно В.Л. Теории лииеllиых некорректных задач и ее приложении . 
М .: Науха. 1978. 
•7UжоN0в А.Н. О решении некорректно поставлекных задач и метсще регуляризации // ДАН 
СССР. 1963. Т. 151. Nt 3. С. 501- 504. 
10 Тhхонов А . Н. О регуляризации некорректно постамеикых задач // ДАН СССР. 1963. Т. 153. 
]fl 1. с. 49-52. 
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В.А.Морооов, В.Г.Романов, В.Н .Страх:ов, В.П.Танана, А.Г. Ягола и 
многие другие. 
Широкий круг некорректных задач составляюr обратные задачи, в 
частности, обратные задачи, модели которых описЫВ8ЮТСЯ дифферен­
циальными уравнениями, в том числе, динамическими системами. Под 
обратной задачей для динамической системы принято понимать задачу 
восстаномения характеристик динамической системы (коэффициентов, 
параметров, вх:одящих в дифференциальНЬ1е уравнения, начальные или 
граничные условия) по информации о простра.н:ствевных координатах, 
скорости или других количественных характеристиках траектории (ре­
шения, движения) этой системы, поступающей в процессе специально 
организованных наблюдений (измерений). Такие за,ца.чи являI<УГСЯ ти­
пичными для теории и практики обработки и интерпретации результа­
тов наблюдений и возникают при изучении тех хара.ктеристик ООьектов, 
которые недоступны или труднодоступны для прямого измерения и о ко­
торых приходится судить по измеренным в результате эксперимента их 
косвенным проявлениям. В качестве примеров можно привести медицин­
ские за.дачи по изучению внутренних органов человека, задачи по нераз­
рушающему контролю за .качеством изделий, за.дачи по определению фи­
зических характеристик тел по их взаимодействию с подходящими фи­
зическими полями и т.д. Хоrя отдельные классы обратных задач давно 
рассматриваются в науке и практике, широкое исследование обратных 
за.дач началось сравнительно недавно, что связано с прогрессом в СОСУr­
ветствующих областях знаний. К настоящему времени теория обратных 
задач стала самостоятельной областью матеыатики, в ней сформирова­
лись различные напр&Wiения, обусломенные как рВЗJШчными сферами 
ее приложений, так и мноrообраэием математических поств.новок обfа.'1'­
ных за,ца.ч.~ ей посвящена обширная литература (см., например, 11 , 1 , 13 , 
14 15 16 17 18 19 20 21 22 23 2~ ') 
J t ' t ' ' ' ' ' ' • Существенную роль в станомении теории обратных за.дач сыграло 
11 ААифонов 0.М. , Артюхtп< Е.А ., Рум.'!Н1jев С.В. Экстре"апьные методы решения некорректных 
задач . М .: Наука. 1988. 
12 АнuКОНО8 Ю.Е. Некоторые методы нсследовакня многомерных обратных задач дпя .з,ифферен­
циаJtьных уравнекиll . Новосибирск : Наука. 1978. 
13 8е>< Дж" ВмJ<УЗАА Б., Сенm-КАЗр Ч. (мл). НеКDТОрые обратные задачи теnлопровqцносrи. 
М. : Мир. 1989. 
14 Бу:r:аейм А .Л. Уравне1111я Вольпрра 11 обратные за,цачи . HOllOCllбwpcк : Наука. 1983. 
1 ~Гмu11..uuн А . С. Обратные-чи дIОt""'иJ<И. М. : Наука. 1986. 
18 Г114С7СО В. Б. Обратные за,цачи математической физики. М. : Изд-во МГУ. 1984. 
17 ГОJ11<1"1)8 А .А . , С°""""ец А .В. Обратные задачн рассеянН1111 ахуствхе. М.: Изд-во МГУ. 1989. 
18Денuсоs А .М. Введение 11 теорию обратных эа.цач. М. : Изд-во МГУ. 1994. 
18 И~ А.Д. Об одной обратное задаче для хвазипввейвых парабо."П1ЧескJ1Х ypaaнemdl // 
Дифференциальные уравнения. 1974. Т. 10. N> 5. С. 890-898. 
2° Kaбoнuxtnt С. И. Проехциовво-развОСТВЬlе wетоды onpeдe.nemlJI кmффtщаевтов мшербапиче­
ских ураииениА . Новосибtrрсх: Наука. 1988. 
21 KroiJolia Л.А . , KPJ!f<OSCJ<Uil Л.Г. Мещцы pemelDUI обратвыхзадач ""'плопереноса. Киев: Наухова 
думk&. 1982. 
22 Kwmыco Л.Д. Обратные задачи динамики управляемых снсrем . НелквеАные модели. М. : Нау­
ка. 1988. 
23 Логире.!l(НJ А .Г. Обратные задачи нестацнонврноА хнмнческоА книетихи . М.: Наука. 1988. 
24 Лрt1Ае111С0 А.И. Внутренние обратные задачи теории потенциала// ДАН СССР. 1968. Т. 182. Кt 3. 
с. 503-505. 
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интенсивное развитие теории некорректных задач. Дело в том, что из­
мерения результатов на6людений и экспериментов (входных данных) со­
провождаются неизбежными ошибками, поэтому искомые решения об­
ратВЪIХ задач также будут определяться с погрешностью. Оказывается, 
что в большинстве своем обратные за,цачи естествознания неустойчивы, 
т.е . сколь угодно малым погрешностям изменений входных данных могут 
сооrветствовать большие погрешности в определении искомого решения 
обратной за,цачи. Это обстоятельство затрудняет применение обычных 
методов для поиска решения обратной задачи и требует привлечения 
для этих целей специальных методов, методов регуляризации, рв.зраба.­
тываеыых в теории некорректных за,цач. 
В большинстве исследований в области обратных задач и пред.лв.гв..­
емых методах их решения процесс решения за,цачи носит статический 
характер, т.е . при таком решении восста.новление неизвестных характе­
ристик осуществляется по завершении на6людений по всей совокупности 
поступивших измерений. Иногда это обстоятельство приводит к некО'rо­
рым затруднениям из-за большого объема информации, из-за ограничен­
ного объема. памяти и конечного быстродействия имеющихся вычисли­
тельных средств. 
В 1983 году вышли основополагающие работы Ю.С.Осипова. и 
А.В.Кряжимского 25 , 26 , в которых для решения обратных задач ди­
намики предлагался новый метод, получивший за.тем название метода. 
динамической регуляризации. Эти работы инициировали многочислен­
ные исследования по динамическому методу решения обратных задач. 
Метод получил дальнейшее всестороннее развитие в школе Ю.С.Осипова 
и за. ее пределами 'Л, 28, 29 , 30, 31 • С идейной точки зрения метод динамиче­
ской регуляризации основывается на подходах теории пооиционных диt 
~~нциа.льных игр, развитой Н.Н.Кра.совским и его школой 32 , 33 , 34 , 5 , 
, 
7
, и подходах теории некорректных задач. Этот метод целесообразно 
2~0cunoв Ю. С" КРJ!'ЖUМС'СUй А.В. О динамическом решении операторных уравнений // ДАН 
СССР. 1983. Т. 269. NtЗ. С. 552-655. 
20 KpllЖUМCJnJй А.В. , Ocunoв Ю. С. О моделировании управления в динамической системе // 
Известия АН СССР. Техническая кибернеn~ка. 1983. №2. С. 51-60. 
27 01ipov Yu.S" K1'1fazhiпukii А. V. Invenie proЫems of OrWruuy Differential F.quations: Dyna.micaJ 
Solutionв. L. : Gordon and Breach, 1995. 
28 Маw:сuмов В.И. Задачи Д11И&МНческоrо восста.иовпенна входов бесконечномерных сисrе:и. Ека,.. 
теринбург: УрО РАН, 2000. 
2e0cunoв Ю. С" Kopom..,,a А . И. Динамическое моделирование параметров в гиперболических 
систеNа.х / / ИзDеСТ11J1 АН СССР. Техпическая кибернетика. 1991. Nt2. С. 154-164. 
30 Кuм А .В., Kopom1<t1fJ А. И" Ocunoв Ю. С. Обратные зад.ачи динамкки па.рабо.пических систем / / 
Пpмl<.Jl&.llJlaя математика и мexa!IJIX&. 1990. Т. 54. Nt5. С. 754-759. 
31 Ocunoв Ю. С. , Васильев Ф. П., Пиmаnов М.М. Основы Nетод,а динамическоll регрярюации. М .: 
Изд-llО МГУ. 1999. 
32 Красовскu11 Н. Н. Управление динамической системой : Задача о минимуNе гарантированного 
результаТL М .: Наука . 1985. 
ээкрасовскиа Н.Н., С'уббоmuк А.И. Позиционные дифференциальные игры. М .: Наука. 1974. 
34 Ocunoв Ю. С. К тюрки дафференциальных ИI1> в системах с распределенны"и nараметра>!и / / 
ДАН СССР. 1975. Т. 223. Ntб. С. 1314-1317. 
3fi KypжaкCJnJfJ А .Б. Управление и наб.nю,цение в условиях неоnреде.пенности . М.: Наука. 1977. 
зесуббоmuк А .И. , Чекчов А . Г. Оrrrимизация гарантии в за,цачах управления . М.: Наука. 1981 . 
37 YwalCOfJ В.Н. Экстремальные стратегии в дафференЦjl&Льных играх с интегральными ограни­
чениями / / Прикладная математика и механика. 1972. Т. 36. Nt 1. С. 1&-23. 
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применять в тех случа.ях, когда. требуеrся восста.новить неизвестные ха­
рактеристики объекта в динамике, синхронно с его развитием или, как 
принято говорить в инженерной практике, в режиме реального времени. 
При зтом предпола.га.ется, что информация об измерениях поступает в 
заданные дискретные моменты времени по ходу процесса и на каждом 
шв.ге метода для определения текущего приближения неизвестной харак­
теристики объекта разрешено использовать лишь те измерения, когорые 
уже имеются в распоряжении наблюдателя к данному моменту времени 
беэ приw~ечения тех измерений, которые поступят в последующие момен­
ты времени. С подобными обратными задачами приходится иметь дело, 
на.пример, в механике управляемого полета, при создании технологиче­
ских и производственных процессов, в проблемах оперативной обработки 
информации, в проблемах обработки больших объемов информации. 
Метод динамической регуляризации может быть применим и в тех 
ситуациях, когда уже закончены все измерения и известна вся информа­
ция о проведенвых наблюдениях, но обработка этой информации тради­
ционными (ста.тичесКЮfи) метода.ми регуляриза.ции затруднительна иэ­
зв. большого объема информации или недостаточности вычислительных 
средств. Тогда. имеет смысл накопленную информацию об измерениях 
обрабатывать отдельными порциями, опираясь на идеи метода динами­
ческой регуляризации. Таким образом, этот метод может быть исполь­
зован и как метод декомпозиции, зв.ключающийся в сведении исходной 
задачи ООльшой размерности к последовательности задач меньшей раэ­
мерности. 
В данной диссертационной работе изучаются некорректные задач.и 
(операторные уравнения первого рода, обратные задачи реконструкции 
упраw~ений в динамических системах) и способы их регуляризации ме­
тодом Тихонова. При зтом регуляризация проводится с использованием 
нетра,циционных стабилизаторов, включающих классическую или обоб­
щенную вариацию. Использование таких стабилизаторов имеет ряд пре­
имуществ по сравнению с тра,циционными стабилизатора.ми, поскольку 
позволяет более качественно восств.наw~ивать негладкие (разрывные) ре­
шения. К числу недостатков использования таких стабилизаторов можно 
отнести повышенную вычислительную трудоемкость. 
Из сказанного выше следует, что тема диссертации актумьнв.. 
Цель работы. Цель работы состоит в обосновании метода регуля­
ризации Тихонова Д.1U1 ра.ссматриваеыых КJ1ассов некорректных задач 
(операторных уравнений первого рода, обра'1'НЫХ зз,цач реконструкции 
управлений в динамических системах), доказательстве теорем о разре­
шимости регуляризированных задач, обосновании сходимости (в том чис­
ле кусочно-равномерной) регуляриэованных решений к искомому реше­
нию, а также в разработке сооrветствующих вычислительных алгорит­
мов и проведении вычислительных экспериментов. 
Метццы: исследовании. Методы исследования опираются па кон­
цепции и результаты теории некорректных задач, функционального ана­
лиза и вычислительной мв.тематики, теории программного и позиционно-
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го упра.вления . Систематически используются понятия и методы теории 
функций и функциона.льного анализа, теории дифференциальных урав­
нений, численных методов анализа, теории экстрем&лЪных задач и тео­
рии управления . Для проведения вычислительных экспериментов при­
менялись современные технологии программирования. 
Научна.к новизна. ОсновВЬ1е результаты работы являюrся новыми. 
Они обобщают и дополняют работы отечественных и зарубежных иссле­
дователей в данной проблематике. Достоверность полученных резуль­
татов подтверждается соответствующими математическими док.вэатель­
ствами , соответствием полученных теоретических результатов резуль­
татам компьютерного моделирования, испольэованием общепризнанных 
апробированных математических методов и согласованностью результа­
тов, полученных раз.личными способами. 
Теоретическаа и практическаи ценность. Диссертационная p0r 
бота имеет теоретическую и практическую значимость. В pa.OOre постро­
ены и обоснованы новые классы регулярных методов решения некор­
ректных (неустойчивых) задач . Практическая значимость работы обу­
словлена тем, что предложенные в ней методы и а.лгоритМЬI могут быть 
использованы при решении прикла,цных задач . 
Апробация работы. Основные результаты диссертационной рабо­
ты докл8,ЦЬ1ва.лись на 38-ой Региональной молодежной конференции 
"Проблемы теоретической и прикладной математики" (Е~<атеринбург, 29 
января- 2 февра.ля 2007 г.); 13-ой Всероссийской конференции "Матема­
тическое программирование и приложения" (Екатеринбург, 26 февраля -
2 марта 2007 г. ); 4-ой Международной конференции "Обратные эв,цачи: 
модели и имитация" (Турция, Fethiye, 26 - 30 мая 2008 г. ) ; Международ­
ной конференции "Алгоритмический а.налиэ неустойчивых задач" (Ека­
теринбург, 1 - 6 сентября 2008 г.); Международной молодежной научной 
школе-конференции "Теория и численные методы решения обратных и 
некорректных задач"(Новосибирск, 10 - 20 августа 2009 г.); Между­
народной конференции "Актуальные проблемы теории устойчивости и 
упра.вления"(АРSСТ'2009) (Россия, Екатеринбург, 21-26 сентября 2009); 
научных семинарах кафедРы вычислительной математики Урмьского 
госуниверситета; научных семинарах отдела некорректных задач ана­
лизв. и приложений Института математики и механики УрО РАН . 
Публикации. Основные результаты диссертации опубпикованы в 
ра.ботв.х (1-8] (см. список в конце а.wrорефера.та) . Рабоrы (1 ,2) опубликова­
ны в журн&nах, входящих в пере-rень ВАК. :0 совмес'11iЬtХ ра.ботв.х (4,5,бJ 
научному руководителю В.В.Васину принадлежат постановки задач, об­
щее руководство исследованиями по теме диссертации и идеи доказа­
тельств основных утверждений, а диссертанту - доказательства основ­
ных теорем , разработка численных алгоритмов и программных средств 
для проведения численного моделирования. 
Структура и объем диссертации. Диссертационная работа c<r 
держит список обозначений, введение, три главы и список литера.туры. 
Объем работы - 132 страницы. Библиография - 120 наименований. 
8 
СОДЕРЖАНИЕ ДИССЕРТАЦИИ 
Во введевви обосновывается а.кту&ЛЬность темы исследовавий, об­
суждается история вопроса и показывается место проводимых исследо­
ваний среди других подобных исследований, формулируется цель дис­
сертационной работы и пути её достижения, кратко описывается содер­
жание диссертации, отмечены новизна и практическое значение работы. 
В первой главе рассматривается опера.торное уравнение 
Au=f (1) 
с линейным: огра.ниченныы оператором А : L11 [а, ЬJ --. L11 [а, Ь], 1 ~ р < 
оо. Обратимость А или непрерывность обратного к А опера.тора не пред­
пола.гаются. Для простоты считается, что задача (1) разрешима. 
,Ц.Ля уравнения ( 1) исследуется метод регуляризации Тихонова 
min { 1\Аи - /11~ +а Щи): и Е И}, а= const >О, (2) 
со стабилизирующими функционалами двух видов 
Щи)= S11(и) = llиlli + G~(u) ( 1 < р < оо) , 
р 
Щи)= f22(u) = llиllL00 + G~(и) ( Р = 1 ) , 
где G~(u) - обобщенная вариация функции u, определяемая формулой 
G~(и) = sup { 1ь и(x)v'(x)dx : v Е CJ[a,b], lv(x)I ~ 1}; 
llиllL00 =vre.imax1и1 = inf { sup lu(x)I : mes(E) =о} ; Е с (а,Ь) !а,Ь] \ Е 
U = { и Е D{A) : G~(и) < оо } . 
К настоящему времени в вариационных методах регуляризации пред­
ложено несколько классов стабилизирующих функционалов, которые 
неплохо зарекомендовали себя для на.хождения как гла,цких, так и 
негладких решений некорректных задач. Так в случае функций одной 
переменной наибольшее распространение получили стабилизаторы, со­
держащие классическую вариацию в совокупности с К&Кой-нибудь строго 
выпуклой нормой, например, нормой пространства L" [а, Ь], 1 < р < оо 
(см., например, работы 38 , 39 и библиографию в них). На этом пути уда­
ется получить сходимость регуляриэованных решений к искомому в про­
странствах L11 [а, Ь), поrочечную сходимость, сходимость вариаций и рав­
номерную сходимость на. отрезках, не содержащих точек разрыва иско-
•• Агееs А.Л. Регут~ризацв11 нетше11ных операторных ypaвнemdl на классе разрЫ1111Ь1Х функ­
ЦJdt // Журнал вычвсл. "а...,". в "аrем. физвхи. 1980. Т. 20. № 4. С. 819-836. 
'"Леоноs А . С. Кусочн1>-равномерваи реrуJIЯРизацвll неmррехтвых ЗllД8Ч с Jl&ЗPЫllllЬUolll реmеии­
я""' // Журнал ВЬIЧИСJI. "аrем. и uareм. физики. 1982. Т. 22. 1(1 3. С. 516-531 . 
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моrо решения (куоочно-равномерную сходимость}. В работах 40 , 41 по­
строен класс стабилизаторов (с более сильным регуляризирующим эф­
фектом ), которые гарантируют сходимость в нерефлексивном простран­
стве W} 1 ЧТО влечет СХОДИМОСТЬ В пространстве вариаций функций И 
их ~изводных. В многомерном случае в серии работ 42 , 43 , 44 , 45, 46 , 
47
, стабилизиjующий функционал строился в виде суммы обобщен­
ной вариации 4 и нормы пространства. Lp , 1 ~ р < оо. На этом пути 
в многомерном случае уде.еrся получить сходимость в Lp регуляризо­
ванных по Тихонову решений и сходимость обобщенных вариаций. С 
помощью аналога. вариации Вита.ли для многомерного случаи в работах 
50
, 
51 установлена кусочно-равномерная сходимость метода квазиреше­
ний на замкнутых подмножествах непрерывности искомого решения, а 
в двумерном случае предложен численный алгоритм. 
В первой главе диссертации для одномерного случая эти результаты 
обобщаются и усиливаются. Для тех же стабилизаторов устанавливаются 
поточечная сходимость, сходимость в Lp , сходимость обобщенных вари&­
ций и кусочно-равномерная сходимость. В отличие от упомянутых работ 
исследУется также вариант стабилизатора с нормой пространства. L00 • 
Для полнСУГЬl обзора за.метим, что в работах 8 , 9 предложены два новых 
параметрических клв.сса стабилизаторов, основанных на использовании 
нормы Липmица и нормы соболевского пространства с дР<>бными про­
изводными. Для первого класса дается обоснование равномерной схо­
димости регуляри:юва.нных аппроксимаций для непрерывного решения 
исходной задачи, которое в общем случае может быть недифференцируе­
мым. Для второго класса стабилизаторов удается установить сходимость 
в сильной нормированной топологии соболевскоrо пространства, что м<>­
жет окв.заться целесообразным для приближения ка.к непрерывных, та.к 
и разрывных решений в зависимости от выбора показателя дифферен­
цируемости. 
•0 ЛtOНDfJ А . С. Об Н-своАстве фун1щ1Шн&.11ов в пространстве Соболем// Матем. заметки. 2005. 
Т. 77. Вып. 3. С. 378-394. 
•
1 ЛtOНDfJ А. С. О сходимостн оо полныw варнацн11м регуляризуюЩJtх &nrорит•юв решения некор­
ректно поставленных эадач //Журнал вычисл. ыатем . и матем. физики. 2007. Т. 47. Nt 5. С. 767-783. 
42 Acar R" Vogel C.R. Anвlysis of Ьounded vвriation penвlty method for ill-pOlled рrоЫешв // Inverse 
ProЫems. 1994. Vol. 10. Р. 1217-1229. 
43 CAavent G., Kunuh К. Regularization of linear leaвt squareв proЬlemi; Ьу t.otв! bounded vaciation 
control // Optimization and Calculus of vвriation. 1997. Vol. 2. Р. 359-376. 
"Vogd C.R. Computation methods for invenie proЬlems // Philadelphia: SIAM. 2002. 
05 Bcscuн В. В. Регуляризацня и днскре'Мfая аппрокскwаци.м некорректных эа,о,ач • пространстве 
функций ограниченной вариации// Доклады РАН. 2001. Т. 376. » 1. С. 11- 14. 
'° Vasin V. V. Regularization and iterativ approximatioп for linear ill-posed рrоЫеmв in the врасе of 
function of Ьounded variatioп // Proceediпgв of the Steldov Inвtitute of Mathematics. Supplement 1. 
2002. Р. 221>-239. 
47 Bcscuн В.В. УстоАчи11а11 аппроксиы&ЦЯ.А веrла,цких решений некорректно посrавлениых задач / / 
Доклады РАН. 2005. Т. 402. Nt 5. С. 586-589. 
'8 Восuн В.В. Аппрохсим&ЦН.А негладких решений линейных некорректных задач ! / Труды Ин­
ститута математики и механиКJ1 УрО РАН. 2006. Т. 12. JVI 1. С. 64-77. 
49 Giщti Е. Minirnal surf8CE6 and fuпctions of Ьounded vвriations. Ввsе\: Birkhauser. 1984. 
50 Leonov A .S. Functions of several variaЬles with Ьounded V&riations in ill-posed proЬlems // Comp. 
Matha. Math. Phys. 1996. Vol. 36. lf>. 9. Р. 1193-1203. 
51 Лtинов А . С. Кусочно-равномерная реrулярllЗ&ЦИ.А некорректных задач с разрывиыw:и решеиюt­
ыи: числениыА аиализ //Журнал вычисл . матем. и матем. физики . 1999. Т. 39. Nt 12. С. 1939-1944. 
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Обоснования метода регуляризации Тихонова. для стабилиза.торов 0 1 
и !22 существенно различны. Это связано с тем, что пространство L00(a, Ь] 
не является рефлексивным, а норма ll · llL00 в этом пространстве не яв-­
ляется равномерно выпуклой. В первом и втором парагрвфе первой гл&­
ВЬI доквзываются теоремы о разрешимости реrуляризирова.нных задач 
и сходимости реrуляризова.нных решений к искомому решению в Lp , 
а та.кже сходимость обобщенных вариаций. Установлена связь между 
обобщенной и классической вариациями для функций одной перемен­
ной. С помощью найденной связи дополнительно доl<838.НЫ поточечная 
сходимость реrуляризованных решений к искомому точному решению и 
кусочно-равномерная сходимость. 
Приведем формулировки основных результатов. 
Теорема 1.2.4. Пусть А - лu~ныd огртсuченныt) оператор 
Lp (а , Ь] -+ Lp (а , Ьj, 1 < р < оо. Пусть nрава.11 часть уровненw~ (1) 
задана своим nриМuженuем /6 : 11/- /6llLp ~ 6. Тогда дм любого о:> О 
Э1ССтремальная зада"Ча {2} 
Ф" = min{ llAu - f6/llp +о: f!1(u) : u Е И } 
uмеет единственное решение u0 е И, nрuчем npu 
о:= 0:(6) - о ' 62 /0:(6) - о 
имеют место следующие сходимости: 
1} ua(&)-+ u в Lp (а, Ь); 
2} u0 <6>(x)-+ U(x) Vx Е (а,Ь] ; 
9} l~G~(u0(6)) = G~(U); 
~) u0 ( 6) -+ u равномерно на любом отрези [а', Ь'j С [а, Ь], 
не содержащем fn01CeK разрыва функции u; 
где u е И есть f!1 -нормальное решение uсходнОО задачи (1). 
Теорема 1.3.1. Пуст'Ь А - линейнt~ей ограниченный оператор 
L1 [а, Ь] -+ L1 [а, Ь] . Пусть операторное уравнение {1} однозначно раз­
решимо на U = {и е L00 [а, Ь] : G~ (и) < оо} u u есть решение этого 
уравнения. Пусть nрава.11 "Часть уравненt.и1 задана своим nрu6Лuженuем 
/6 : 111 - /6llL1 ~ 6. Тогда дм любого о: > О зкстремаяьна.я зада<ю (~) 
Ф0 = min{ /IAu - f6//L 1 +а П2(u) : и Е U } 
uмеет решение и0 е U и npu выnмнении согласований 
о:= 0:(6)-+ о ' 6/0:(6)-+ о 
имеют место следующие сходимости: 
1) и0(6>(х) -+ U(x) V хе (а, Ь]; 
2} u 0 <6>-+ u в L1 [а, Ь]; 
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З} l~G~(u0<6J) = G~(U); 
4) u0 (6) -+ и равномерно на любом отрезке [а', Ь'] С [а, Ь], 
не содержаще.м точек разръ1ва функцuи u. 
В качестве иллюстрации метода приведены результаты: численных 
экспериментов с интегральным уравнением Фредгольма первого рода. 
Решение регуляризованной за,цачи минимизации с негла,цким стабили:э&­
тором потребовало использования оригинальной процедуры реализации 
субгра,циентного метода со сглаживанием аргумента, но без привлече­
ния какого-либо дополнительного сглаживания целевого функционала.. 
Рmульта.ты вычислительных экспериментов покв.зали, что при исполь­
зовании рассматриваемых стабилизаторов тонкая структура искомого 
решения (разрывы, пики, изломы) в значительной степени может быть 
восста.новлена. 
Численные эксперименты проводились для интегрВJiьного уравнения 
Аи= f 1 ( ~2 h2 u(s)ds = y(t) , (в расчетах h = 1) , 
-1 t- s + 
которое встречается в зада.чах спектроскопии, при решении обратных 
задач теории потенциала, в частности, описывает линеаризованный ва­
риант обратной задачи гравиметрии с поверхностью раздела и = и( s) 
на глубине z = -h и измеряемой аномалией силы тяжести у= y(t) на 
поверхности z =О (см . 7). 
В качестве модельного решения были выбраны три функции: 
иi(s) = (1- s2) 2 (дифференцируемая функция); 
u2(s) = 1 - lsl (непрерывная, но недифференцируемая функция); 
из(s) = 1/4, если s Е [-1, OJ, uз(s) = 3/4, если s Е [О, 1] (разрывная 
функция) . 
Во всех трех случаях в субградиентном методе минимизации целе­
вого функционВJiа стартовой точкой служила. функция u0(t) = О, ко­
торую следует отнести к достаточно далекому от модельных решений 
начальному приближению как по норме (llu1llL. R$ 1.09, l\и21\L2 ~ 0.82, 1\из\IL2 ~ 0.79 }, так и по качественному поведению. Отметим, что в вы­
полненных численных экспериментах дополнительно не моделировались 
ошибки в исходных данных (ядре и правой части), т. е. присутствоВ8Jiи 
только ошибки аппроксимации и ок_ругления . Численные аппроксимации 
модельных решений после 1 = la:' итераций были получены с относи­
тельными квадратичными погрешностями д1 = 0.00111, д2 = 0.00241, 
дз = 0.00061 соответственно. Столь большое число итераций I = 105 не 
диктовалось необходимостью, а было выбрано соона.тельно, чтобы убе­
диться в устойчивости счета. Ниже приводятся результаты расчетов со 
стабилизатора f21, результа.ты со стабилизатором f22 мало чем отлича.­
ются от первых и здесь не приводятся. 
На рисунках 1-3 представлеНЬ1 результаты восстановления модельных 
решений. Число точек разбиения при аппроксимации квадратуры N = 
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Втора.и глава диссертации посвящена. исследованию задачи о восста­
новлении (реконструкции, идентификации) а.приори неизвестных управ­
лений (параметров), действующих в управляемой динамической системе 
x(t) = f(t, x(t), u(t)) = fi(t, x(t))+ f 2(t, x(t))u(t), 
tET=[to,iJ], x(to)=xo. 
(3) 
Упра.вляющие воздействия и= и(·) Е И в динамической системе мо­
гут быть за.ранее неизвестны и должны быть определены по результатам 
наблюдений за. объектом, в частности, по результатам приближенных из­
мерений текущих фазовых положений системы x(t), t Е Т. 
Хорошо известно, что ра.ссма.трива.ема.я за,ца.ча некорректна и ее реше­
ние требует привлечения методов регуляриза.ции. Та.кие за.дачи восста­
новления для динамических систем изучались в разных постановках в 
теории упра.вления, теории диффереНЦИ8JIЬНЫХ игр, теории оценивания 
и идентификации. 
Для решения за,ца.чи предла.га.ется использовать вариационный метод 
Тихонова, суть которого состоит в минимизации некоторого подходяще­
го функционала. невязки на. множестве допустимых управлений . С точки 
зрения теории упра.вления и теории обратных задач этот метод мож­
но классифицировать ка.к статический метод реконструкции . При реше­
нии за,ца.чи восста.новления статическим методом исходной информацией 
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для ее решения служат ртульта.ты приближенных измерений текущих 
ф8ЗОвых положений системы, накопленные при наблюдении за движе­
нием динамической систеМЬI в течение заданного промежутка времени. 
Здесь восствновление осуществляется апостериорно по прошесrвии соот­
ветствующего промежутка времени наблюдения за движением системы 
по всей совокупности поступившей информации. Особенность статиче­
ского подхода к рассматриваемой задаче состоит в том, что данные для 
расчета упр8ВJIЯЮЩИХ воздействий известны априори, алгоритм восста­
новления не учитывает возможного изменения этих да.иных в процессе 
расчета, сам процесс расчета не является, вообще говоря, разовым, и 
его можно при необходимости повторить. Для решения задачи привле­
каются понятия и методы теории программного упрввления и теории 
некорректных за,цвч. 
Во второй главе показано, что при использовании стабилизаторов в 
виде суммы классической вариации и нормы пространства L2 можно по­
лучить не только тра,циционную для данного класса за,цвч сходимость в 
L 2 регуляризова.нвых приближений к искомому упрввлению, но и схо­
димость в Lp , 1 ~ р < оо, поточечную сходимость, сходимость вариаций 
и кусочно-равномерную сходимость. 
Приведем формулировку соответствующего результа.та.. 
Пусть допустимые текущие значения управляющего воздействия под­
чинены зад8ННЬ1м геометрическим ограничениям u{t) Е Р, t Е Т, где 
Р - выпуклое компактное множество из пm. Множество допустимых 
управлений И представляет собой множество вектор-функций 
U = {и е ~(Т; Rm): u(t) ЕР п.в. t е Т}. 
Пусть за управляемой динамической системой и ее движением х = 
x(t), t Е Т, осуществляется наблюдение в течение промежутка времени 
Т и в соответствующие текущие моменты: времени t Е Т приближенно 
измеряются состояния системы x(t), причем результаты этих измерений 
y(t) удовлетворяют следующему условию точности измерений 
i 1/ x(t) - y(t) 11~ dt ~ б2 , 
где 11. lln - евклидова. норма в пn, б - числовой параметр, характери­
зующий точность измерений, О~ fJ ~ 60. 
Задача ВОССТ8Новления состоит в том, чтобы по результатам у= y(t), 
t Е Т, приближенных измерений наблюдаемого движения системы 
х = x(t), t е Т, приближенно определить (восстановить) ту реализа.­
цию и= и(t), t е Т, упр8ВЛЯЮщего воздействия на динамическую систе­
му, которая отвечает (соответствует) результатам наблюдений. При этом 
результат щ = щ(t), t Е Т, восстановления искомого управляющего воз­
действия и= u(t), t Е Т, должен быть тем точнее, чем меньше ошибки 
измерений i llu.s (t) - u(t) 11~ dt --+ О , б --+О . 
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Пусть функции fi : Т х Rn ..,.. Rn и / 2 : Т х Rn -+ R n х m непрерыв­
ны на множестве Т х Rn и удовлетворяюr на этом множестве условию 
подлинейного роста и лоК8Jlьному условию Липmица по переменной х 
/1 fi (t, х) 11 ~ Ci ( 1+1/ х lln) , t Е Т, х Е Rn, i = 1, 2, 
llJ;(t,x1)-f;(t,x2)ll~L;(G)\lx1-x2lln , tET, xEG, i=l,2. 
Известно, что при указанных условиях для каждого элемент& и Е И 
существует единственное абсолютно непрерывное на промежутке Т ре­
шение х(·) = x(·;u) = х(t;и), t Е Т, задачи Коши (3). Это решение 
иногда будем называть движением динамической системы (3), порож­
денным управлением и Е И. 
Введем множество всех возможных движений системы (3), отвеча.кr 
щих всем возможным управлениям Х = {х(·) = x(·;u) : и Е И}. Для 
каждого движения х( ·) Е Х введем множество всех допустимых управ­
лений, отвечающих данному движению И ( х( ·)) = {и Е И : х( ·) = х( ·; и)} 
и множество всех возможных измерений этого движения У(х(·), б) = 
{у Е L2(T; Rn) : fт 11 x(t) - y(t) ll~dt ~ б2 }. 
Искомый алгоритм решения обратной задачи отождествим с семей­
ством отображений (методов) 
D = { D6: О~ б ~ бо}, D6: L2(T;Rn)-+ L2(T;·Rm). 
ИсходнУю за.дачу теперь можно сформулировать так: требуется по­
строить алгоритм D = { D6 : О~ б ~ б0 }, который на. любом наблюдае­
мом движении х( ·) Е Х об.'Iа.дает регуляризирующим свойством 
r.s(x(·))-+ О, б-+ О , 
ro(x(-)) = sup{p[Do(Y),U(x(-))]: у Е У(х(·),б)}, 
р [ Do(y), И(х(·)) J = min { 11 D,5(y) - v \\l.i(T;Rm) : v Е И(х(·))} . 
Обозначим через W = {и Е L2(T; Rm) : V [и) < оо} ба.на.хово про­
странство с нормой l/иllw = lml/E + V/и), где V[u] - полная вариация 
функции и : Т Э t -+ и( t) Е R , определенна.я равенством 
l 
V[uJ = sup { L llи(t;) - u(tн)llm : и Е Е } , 
i=l где Е - множество всех конечных разбиений и отрезка. Т точка.ми t; Е Т, 
i =О, ... , l, t0 < t1 < ... < t1 = fJ. 
Укажем искомый алгоритм . Для любых б Е [О, б0J, у Е L2(T; Rn) 
определим реализацию (значение) метода D0(y) по правилу 
D0(y) = v Е Иw: Fa•(y) ~ Fa(y;v) ~ F;(y) +Е, (4) 
F;(y) = min{Fa(y;v): v Е Иw} , Иw = UnW, (5) 
Fa=Fa(Y; v)= 1т 11 x(t;v)-y(t) ll~dt+o: П(и), Щи)= 11 и lli,(T;Rm)+V[u], 
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где е - неотрицательный параметр, хв.рв.ктеризующий точность решения 
экстрем8ЛЪной за,цв.чи (5), а - положительный параметр. 
Теорема 2.2.1. Пусть И(х(·)) n W =f 0, тогда во множестве 
И(х(-)) существует единственнtJ&d П-кормалькtJ&d элемент u. Пустъ 
параметр"' регумрwации а= а(б) и е = е(б) удовлетворяют ус.мви­
.llМ согласованuя: 
(е(б) + 82 )0:(8)-1 - О, е(б) - О, а(б) - О, б - О. 
Тогда, алгоритм D, состоящий w методов (4), решает задачу восста­
ковленW1, т.е. дм любого на6Людаемого двwtceкWI х(·) Е Х при б - О 
имеет место сходимостъ rб(х(·)) - О. Более того, како6"' 6"' кu слу­
чшuсъ при этом реалwации wмерений Уб Е У(х(·), б) дм реалuзациd 
алгоритма v.s = Dб(Уб) при б - О имеют место следующие сходимо­
сти: 
1} Vб - u сильно в L2(T; Rm); 
2) v .s - u в R:" поточечно ка Т; 
9) V[v 6] - V[u]; 
4) v.s - u в R:" кусочно-равномерно ка Т. 
Для построения минимизирующих последовв.тельностей целевого 
функционала. используется в.ппроксимв.ция допустимых упра.влений 
функциями из прострв.нства Соболева. Н = Wi(T)m и обосновв.ется ме­
тод проекции субгра,циентв.. 
Рассмслрим вспомогательную экстрем:в.лъную зада.чу 
F:(y)=inf{F0 (y;v): vЕИн}, Ин=ИПН. (6) 
Теорема 2.3.1. Пустъ система {9} .явл.яетс.я линейкой по уnJЮвле­
нию и фазовой переменной J(t,x, u) = fi(t)x + f2(t)u + fз(t) и в итера­
ционном процессе метода проекции субграi}uента 
Uk+1 = Рr(щ, - /Зk vk) , /Зk >О , Vk Е V F0 (y; uk) , k =О, 1, 2, ... , 
Uo - произвольное начальное npu6Лu:нceнue uз Ин, Pr(z) - npoeкцWI 
точки z Е Н ка множество Ин, vk - проwволънtJ&d субградuент uз 
субдифференциала V F0 (y; uk), nаJЮметР"' метода f3k >О удовлетворя­
ют условuю: 
/Зk = 1 , если vk = О ; /Зk = "fk/ 11 Vk llн , если Vk =f О ; 
00 
'Yk>O, 'Yk-o, L"fk=oo. 
k=O 
Тогда 1} множество решений И~(у) задачи (5) состоит w одного 
элемента u~ Е Иw; 2} F/j(y) = F,;(y); З} F0 (y; йk) - F/j(y), где 
Fa(Y; йk) = Uk, 
Uk = min { F"(y; и.;) : i Е о, k } ; 
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.4) мuнu.мuзuрующая последовательность {iik} С Ин задачu {6} схо­
дите.я СWIЬНО в L2(T; Rm) к элементу и~; 5) V[ йk]-+ V[ и~]. 
В последнем параграфе главы приведены резулътаты численного мо­
делирования . Численное моделирование потребова.ло ре&ЛИЗ8.ЦИИ метода 
проекции субгра,циента в дискретном: варианте без привлечения допол­
нительного сглаживания целевого функционала.. Проведенная серия вы­
числительных экспериментов поК838Jlа., что тонкая структура упр&ВЛе­
ний может быть в значительной степени восстановлена. 
Моделировалась за,цача восстановления управления в нелинейной ди­
намической системе 
x(t) = u(t)sinx(t), t Е Т = [to,t?J, x(to) =Хо, х Е R.. (7) 
Множество геометрических ограничений на управление Р представляло 
собой отрезок Р = [µ 1 , µ 2 j, а приближенное измерение состояний дина­
мической системы моделирова.лось соотношением y(t) = x(t) +с5 sin(wt), 
t Е Т, w = const. 
Движение динамической системы (7) аппроксимировалось методом 
Эйлера на равномерной сетке отрезка Т, Xk+l = Xk + uk h sin(xk), 
k = о, ... ,т-1. 
Численные эксперименты проводились при следующих пара.метрах 
задачи: to = О, (} = 1, Хо = 1, µ1 = О, µ2 = 2, w = 1. 
В качестве восстанавливаемых упра.влений были выбраны три функ­
ции: 
1) и= u(l)(t) = 1+sin27Гt (гладкое управление); 
2) и= u(2J(t) = 1 -12х - lj (непрерывное кусочно-гладкое управление); 
3) и_ и ( ) _ { 0.5, если t Е [О, 1/4] и t Е [3/4, 1], 
- (з) t - 1, если t Е [1/4, 3/4], (разрывное управление) . 
Во всех трех случаях начальной функцией в методе проекции субгра­
диента служила функция u<0J(t) =О. Она достаточно дмеко отстоит от 
модельных управлений ка.к по норме, так и по качественному поведению 
llu(l)llL,(T) = (3/2) 112 ' llщ2)llL2(T) = (1/3) 112 ' llu(зJllL2(T) = (0.625)112 . 
Зависимость параметра. е = е( с5) точности минимизации в дискрети­
зированном целевом функционме от погрешности с5 на.прямую не кон­
тролировалась, точность ее решения определялась выбором количества 
итераций N в методе проекции су6rра,циен'l'а м величиной шага h, харак­
теризующего степень дискретизации З&Д&Чн. HИ>lte приведены результа,.. 
ты расчетов при следующих значениях параметров: h = 0.025, N = la4, 
а= 10-6. Пара.метр с5 принимал два значения 0.2 и 0.05. Оrносительные 
погрешности ~(о) = llu{i) - и(i)б llL.(TJ/llu(iJlli2(T) соответственно равны 
:;1(0.2) = 0.1716, .=1(0.05) = 0.0469, 32(0.2) = 0.3008, 32(0.05) = 0.0865, 
.=.з(О.2) = 0.2194, .=.з(О.05) = 0.0552. 
Результаты расчетов приведены на рисунках 4-6. Сплошной линией 
показано модельное воссrа.навливаемое управление, линия с точками -
результат восстановления при с5 = 0.2, пунктирна.я линия - результат 
восстанов.>Jения при 8 = 0.05. 
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Рисунок 6. 
В третьей главе ра.ссматривается задача о восста.вовлении априори 
неизвестных управлений в системе {3) динамическим методом. При ре­
шении задачи восста.новления динамичесКWl методом исходной инфор­
мацией для решения служат результаты мгновенных приближенных и:т 
мерений текущих фазовых положений системы, которые поступают на­
блюдателю в динамике в течение заданного промежутка времени. Здесь 
измерения и воссrа.новления осуществляются в динамике по ходу процес­
са по мгновенно поступающей информации. Особенность динамического 
подхода. состоит в том, что данные для расчетов могут поступать толь­
ко по ходу процесса и за.висеть в настоящем от того, как проводилось 
ВОССТ8.Rовление в прошлом . Развитие тахого подхода связано с тем, что 
в некоторых инженерных и научНЬIХ разработках часто возникает необ­
ходимость осуществить восстановление синхронно с развитием процесса. 
С подобНЪlми задача.кн Ю1:еют дело в меха.вике упра.вляемого полета, в 
проблемах оперативной обработке информации при соодв.нии технологи­
ческих и производственных процессов. Для решения задачи восстанов­
ления динамическим методом привлекаются понятия и методы: теории 
позиционного управления и теории некорректных задач. 
Для решения задачи построены конструктивные устойчивые регуля­
ризирующие е.лгоритм:ы. Динамические е.лгоритмы способны также ра­
ООrа.ть в режиме реального времени, обрабатывая поступающую по ходу 
движения системы информацию и выдввая результат в динамике по ме­
ре развития движения. Показа.но, что при использовании стабилизаторов 
в виде суммы кла.ссической вариации и нормы пространства L<;. можно 
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получить поточечную сходимость, сходимость в Lp, 1 ~ р < оо, сходи­
мость классических вариаций и кусочн~ра.вномерную сходимость. Tp11r 
диционные результаты касались сходимости в L2 . В этом смысле можно 
говорить о возможности численного восста.на.вления тонкой структуры 
искомого управления. В конце главы приведены результаты численного 
моделирования . 
Задача восстановления здесь ставится и формализуется так же, как 
и во второй главе. Одна.ко теперь алгоритм должен быть динамиче-­
ским . Определим формально такой алгоритм D как семейство м~ 
дов Df, D = {Df : Л Е Е , О ~ 8 ~ бо}, где Е - множество 
всех конечных разбиений Л отрезка. Т . Каждый метод Df" представ-
ляет собой набор отображений vf1i, Df = {Df1i : i = 0"."т - 1 }, 
D~i : Rn х Rn х Rm -+ U[ti, ti + 1] n W[ti, ti + 1J 1 где U[ti , ti + 1] и 
Wlti, ti + 1] - сужение функций из И и W на отрезок [ti , ti + iJ · Функ­
цию vf : Т -+ Rm, определенную равенствами 
назовем реализацией метода Df на измерении у Е У(х(-), б) и обозначим 
символом Df(y). Положим также vf(iJ) = vm _ 1 (iJ). Значение z = z(ti) 
в момент времени ti внутренней переменной z метода Df однозначно 
формируется на основании сложившейся к этому моменту времени д~ 
ступной информации y(tj), j = О, ... , i - 1, о движении системы (3) и 
реализовавшихся управляющих воздействиях vj, j = О, .. " i - 1, этого 
метода. Правило формирования переменной z и управляющего воздей­
ствия v_1(to) метода Df сформулируем ниже. 
Исходную задачу восстановления теперь можно сформулировать сл&­
дующим образом : требуется построить алгоритм D = { Df : Л Е 
Е , О ~ о ~ бо}, который при определенных согласованиях парамет­
ров метода на любом наблюдаемом движении х(·) Е Х обладает регу­
ляризирующим свойством rf (х( · )) -+ О при d(Л) -+ О и 8 -+ О, где 
rf"(x(·)) = sup{ p {Df(y),U(x(·))] : у Е У(х(·),б) } . 
Пусть известно приближение ug значения ио = u(to), llug-иollm ~ h. 
Величина. параметра h будет подчинена. величине б. Это условие о воо­
можности на.хождения приближения ug будет использоваться в алгорит­
ме D для назначения вектора v_1(t0 ) = ug . Обозначим 
. 1ti + 1 t· 1 HJ(v) = 2 < z - у, f2(т, у)v(т) dт >n +а(б) О/+ (v) , 
~ i 
iii = min { Hj(v): v Е U[ti, ti + li w] n W[ti, ti + 1]} , 
U[t,т;w) = {u Е И[t,т] : u(t) = w}, П[(v) = iт llv{11)ll~d77+ V{[v], 
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где \tf7 [v) - пОJШая вариация функции v на отрезке [t, r]. 
Приступим к пос:роению конкретного мго,ритма. Для любых 
б Е [О,бо), Л Е Е, i Е {0, ... ,m - 1}, у Е R , z Е Rn, w Е Р 
определим: значение отображения D~i в точКе (у, z, w) по правилу 
Df1i(y, z, w,) = vj, где vj есть элемент множества U[ti, ti + 1; w] n 
W[ti, ti + 1], удовлетворяющий условию 
Щ ~ нj(vj) ~ iij + е(б) . (8) 
Значение z(t) внутренней переменной z мгоритма. определим следу­
ющим образом: если t = to, то z(to) = y(to); если t Е (ti, ti + 11 то 
1t . z(t) = z(ti) + f(r,y(ti),DHy(ti),z(ti),vi- l(ti)))(r)dr . (9) ti 
Опишем по шага.ы работу алгоритма. во времени. 
Ша.г i =О. В момент времени to наблюдателю поступает информация 
в виде измерения y(t0 ) состояния x(toJ набтода.емого движениях(·) Е Х 
системы и приближенное значение uh = ug(x(-)) реа.льного управления, 
порождающего это наблюда.емое движение. Положив у= y(t0 ), z = z(to), 
w = ug, наблюдатель в момент времени t0 по правилу (8) находит часть 
vg = Df-0(y, z, w) ремизации vf" = Df"(y) метода Df", которая прини­
ма.ется за приближение к искомому управлению на промежутке времени 
t0 ~ t ~ t1. Значение v2(t1), найденного управления, зв.nоминается для 
выполнения следующего шага. Затем по правилу (9) определяется и за­
поминается для выполнения следующего шага состояние z(t1) системы­
модели (внутренней переменной алгоритма). 
Шаг i = 1. В момент времени t 1 наблюдателю поступает информация 
в виде измерения y(t1) состояния x(t1) наблюдаемого движениях(·) си­
стемы. Положив у = y(t1), z = z(t1), w = v2(t1), наблюдатель в момент 
времени t 1 по правилу (8) находит часть vJ = Dt1(y, z, w) реализации 
vt метода Dt, КО'l'Орая принимается за приближение к искомому управ­
лению на промежутке времени t1 ~ t ~ t2. Значение vl(t2), найденного 
управления, запоминается для выполнения следующего шага.. Затем по 
правилу (9) определяется и запоминается для выполнения следующего 
шага состояние z(t2 ) системы-модели. 
Следующие шаги i = 2, .. " m - 1 аналогичны шагу i = 1. Таким 
образом, последовательно по ходу процесс& (в динамике) к конечному 
моменту времени tm = {} будет получена полна.я реа.лизация метода vj' = 
Dj'(y). 
Теорема 3.2.1. Пусть U(x(·)) n U[to, iJ; ио] n W f:. 0, тогда во мно­
жестве U(x(-)) n U[t0 , D; ио] существует единственн"Ый n - нормаль­
Н'Ыu элемент u. Еслu nараметрь~ регул.ярuзацuu удовлетворяют npu 
б-+ О условwш согласованш (d(Л(б)) + Е(б) + б)а(б)- 1 -+О, а(б) -+О, 
е(б) -+О, h(б)-+ О, то алгоритм D, состо.ящuu uз методов {8}-(9), ре­
шает задачу восстановленш, т. е. дм любого наблюдаемого двu.женш 
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х(·) Е Х npu 8--+ О имеет место сходшсость rt{x(·))--+ О. Более то­
го, для peaлwaцuu алгоритма vf" = IJf(y), каков111 6t>i нu случились npu 
этом wмеренuя у Е У(х(·),д), npu 8--+ О uмеют место сходшсостu: 
1} vf'--+ u сильно в L2 (T; Rm); ~) vf'--+ u в ят nоточечно на Т; 
З} V[vf']--+ V[uJ; 4) vt--+ u в Rm "1JWЧНО-равнамерно на Т. 
При численном моделиирова.нии рассматриВ8Ла.сь та же се.мв.я нели­
нейна.я задача, что и во второй главе, но решмась она динамическим 
методом . Результаты расчетов приведены на рисунке 7. Сплошной лини­
ей поквзано модельное восстанавливаемое управление. Для упра.вления 
1} а = 0.0001, d(д) = 0.004, / = 9000. Штриховой линией ПОК8З8.НО 
восстановление при б = 0.45 и линия из точек получена при д = 0.02. 
Для управления 2} а= 0.001, d(д) = 0.004, / = 7700. Штриховая линия 
получена при б = 0.08 и линия из точек при б = 0.005. Для управления 
3) а = 0.0007, d(д} = 0.004, / = 9000. Штриховая линия получени при 
8 == 0.46 и линия из точек при 8 = 0.01. Здесь 1 - число итераций в 
методе проекции субградиента.. 
о 
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Рисунок 7. 
Ра.ссмоrрим управляемую систему 
x1(t) = x2(t), ±2(t) = u(t) , t Е Т = (to, t9], x1(to) =О, x2(to) =О; 
µ1 ~ u(t) ~ µ2 , µ1 = const , µ2 = const ~ µ1 . 
Пусть параметры системы принима.ют следующие числовые значения 
t0 =О, {} = 2, µ 1 = -1, µ 2 = 1, а восстана.в.лива.емое упра.в.ление имеет 
вид 
- -( ) { -1 ' и=иt = l, t Е (0.5, 1) U (1.5, 2] , t Е [О, 0.5] U [1, 1.5J . 
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Результаты расчетов приведены на. рисунке 8. Сплошной линией по­
кв.зв.но модельное восств.нв.влива.емое упрв.вление. Восстановление управ­
ления проводилось при следующих значениях пара.метров: а = 0.001, 
d(д) = 0.0004, / = 3000. Линия с точками получена. при 8 = 0.1 и 
пунктирной линией показано восстановление при 8 = 0.01. 
: : : : 
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Рисунок 8. Восств.новление u динамическим методом. 
В диссертации ра.ссмотриваются и другие численные примеры. 
ОСНОВНЬIЕ РЕЗУЛЬТАТЫ РАБОТЫ 
• Для линейных опера.торных уравнений в пространствах Lp , 
1 ~ р < оо, обоснован метод регуляризв.ции Тихонова. при исполь­
зовании негладких ств.6ИЛИЗ8.торов, предств.вляющих собой сумму 
обобщенной вв.рив.ции и нормы пространства. Lp, 1 < р < оо, или 
сумму обобщенной вариации и нормы пространства L00 , пооволивших в 
одномерном: случае, кроме трв.диционной сходимости регуляризовв.нных 
решений в Lp , получить сходимость обобщенных вариаций, поточечную 
и кусочно-равномерную сходимости. 
• На основе тихоновской регуляризации со ств.билизатором в форме 
суммы нормы пространства L2 и клв.ссической вариации обоснованы 
методы статического и динамического восстановления управлений в 00. 
ратных задачах динамики. А именно, для регуляризованного семейства. 
приближенных решений установлены поточечная сходимость, сходи­
мость в Lp , 1 ~ р < оо, сходимость вариаций и кусочно-равномерная 
сходимость. 
• Реализована. оригинмьная вычислителъная технология, связанная 
с применением субгра,циентных методов м:ин:иыизв.ции целевых функци­
оналов, которая осуществлена. с помощью предварительной аппроксима­
ции аргументов функционала. более гладкими элемента.ми пространства. 
Соболева., но без кв.когсrлибо предварительного сглаживания целевого 
функционала. Рв.зра.б<Угв.ны соответствующие алгоритмы и выполнены 
числеШiые эксперименты по восста.новлению модельных решений инте­
грв.льных уравнений и управлений в обратных за,цв.чв.х динв.мики, кото­
рые ПОК&З8JIИ, что рв.зработв.нные в работе методы пооволяют восств.но­
вить с приемлемой точностью кв.к гладкие, так и негладкие, в частности, 
рв.зрывные решения. 
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