In this paper a multi-channel MAC protocol with dynamic channel allocation (MMAC-DCA) in CDMA Ad Hoc networks is proposed. Under MMAC-DCA, the service sub-channels are dynamically allocated by the RTS/CTS dialogue on the common sub-channel, only when a node has a packet to transmit. In addition, a Markov mode is presented to analyze the performance of MMAC-DCA.
Introduction
Because there is no central control equipment such as AP in Ad Hoc networks, it is a challenging task to design an efficient and effective medium access control (MAC) protocol. The existing MAC protocols can be classified into the single-channel MAC protocols and the multi-channel MAC protocols. The single-channel MAC protocols include multiple access with collision avoidance (MACA) [1] , MACAW [2] , IEEE 802.11 DCF [3] , etc. In MACA [1] , before the data transmission, the transmitting node and the destination node exchange RTS and CTS to resolve the hidden terminal problem and the exposed terminal problem. In MACAW [2] , a five-way handshake mechanism RTS-CTS-DS-DATA-ACK is presented to ensure that the data packet can be transferred successfully. IEEE 802.11 DCF [3] adopts carrier sense medium with collision avoidance (CSMA/CA) mechanism whose contention window is calculated by the binary exponential back-off algorithm.
To utilize the wireless resource more efficiently, some multi-channels protocols are presented in recent years. MMAC [4] directly applies the single-channel MAC protocol onto each of sub-channels. In HRMA [5] , all the nodes follow the same frequency-hopping graph with each hop duration equivalent to the time of transmitting RTS or CTS. Two spread-spectrum protocols called Common-Transmitter-Based (C-T) protocol and ReceiverTransmitter-Based (R-T) are proposed in [6] . In C-T, a single spreading code is used by all the nodes. In addition, each node is pre-assigned a unique transmitter-based code. The addressing information is transferred on the common spreading code and data packets are transferred using a transmitter-based spreading code. In R-T, each node is pre-assigned two unique spreading codes. When idle, each of the nodes monitors its receiver-based code. The addressing information is transmitted on the destination node's receiver-based spreading code and the data packet is sent on the transmitting node's transmitter-based spreading code. In MACA/C-T and MACA/R-T [7] , a RTS-CTS dialogue is used to resolve the hidden terminal problem and the exposed terminal problem. However, a common drawback of C-T, R-T, MACA/C-T and MACA/R-T is that each node must be assigned at least one spreading code whether the node has a data packet to send (or receive), which impose a severe penalty on the bandwidth utilization. To improve the bandwidth utilization, in [8] a cross layer design for medium access control with dynamic channel allocation is presented. However, in [8] a complex Neyman-Pearson detector is needed and the transmission of Query packets will cause the interference on service spreading sub-channels. Thus, we propose a new multi-channel MAC protocol with DCA mechanism, which is called as MMAC-DCA in this paper.
Multi-Channel MAC with Dynamic Channel Allocation
It is assumed that all the nodes are equipped with one halfduplex transceiver and the transceiver can switch among these sub-channels quickly. The system is assumed to be slotted and a RTS-CTS dialogue can complete in one time slot. It is assumed that there are N nodes and L + 1 spreading codes available for transmission where L < N/2. The spreading codes have good correlation properties and each spreading code identifies a unique sub-channel. The transmission of the packets transmitting on different spreading nodes doesn't interfere with each other. One of spreading codes is used to transmit RTS and CTS and the other L spreading codes are used to transmit data packets. Every node maintains a "code-occupation-status" table to conserve the information of the service spreading codes. When receiving RTS/CTS, nodes update the table's content.
The process of data transmission is as follows, illustrated in Fig. 1 .
When idle, each node stays on the common subchannel (the common spreading code) to monitor. If an idle node (e.g. A) attempting to transmit data packet to its immediate neighbors (e.g. B), it look-ups the code-occupationstatus table to calculate out the idle spreading codes which is not occupied by its neighbor nodes (Idle-Spreading-Code- Set A), and broadcasts a RTS on the common spreading code. The following information is encapsulated in the RTS: the transmitting node identifier (A), the destination node identifier (B), the status of the local spreading code.
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If the destination node, B, receives the RTS, it lookups the local code-occupation-status table to calculate out the idle spreading codes (Idle-Spreading-Code-Set B). Node B randomly selects an idle spreading code (e.g. Code-X) from the intersection of Idle-Spreading-Code-Set A and Idle-Spreading-Code-Set B. Node B transmits the CTS on the common spreading code carrying the ID of Code-X and turns the transceiver onto the Code-X. If node B cannot find an idle service spreading code, it doesn't transmit the CTS and turns the transceiver onto the common spreading code.
If node A receives the CTS, it turns the transceiver onto the Code-X and begins to transmit the data packet. If node B receives the data packet successfully, it immediately transmits ACK as a response and returns back onto the common spreading code. When node A receives the ACK, it returns back onto the common spreading code.
Performance Analysis of MMAC-DCA
Although the Ad Hoc networks posses the characteristic of multi-hop, the current researches mostly assume that the system is fully connected due to the trouble of mathematical analysis. This means is proved to be effective via simulation and practice, and then we adopt this means to evaluate the performance of MMAC-DCA.
Normalized Network Throughput
The network throughput (S total ) is defined as the average number of packets in one time slot within the whole network. Assuming that the spreading gain is G which is the ration of the chip rate to the symbol rate, the normalized throughput (S normalized ) can be defined as the ration of the network throughput to the spreading gain. If the spreading codes are such codes as Walsh codes, the spreading gain is equal to the number of the spreading codes L + 1. We have,
The length of data packets is assumed to be geometrical distribution with parameter q per time slot, and then the probability of a packet with length z is (1 − q)q z−1 . So the average length of data packets is 1/(1 − q). It is assumed that the service type of data packets is unicast, which means that the packets of transmitting nodes only address to one receiving nodes and vice versa. The total number of the networks nodes is sum of three parts: the number of idle nodes which don't transmit and receive packets; the number of nodes which are transmitting packets; the number of nodes which are receiving packets. In MMAC-DCA, the nodes suspend transmitting the data packet if the RTS-CTS dialogue fails, so that the number of transmitting nodes is equal to the number of receiving nodes. When the node is idle, it is assumed to transmit a new packet in one time slot with probability p.
The system state is presented as the number of communication pairs m. let p m denotes the probability of the steady state m, and the normalized network throughput in mini-packets per time slot can be calculated as,
Let p k,m denote the transition probability from state k to state m, i.e., the probability from k communicating pairs to m communicating pairs. Only when one RTS-CTS dialogue occurs on the common spreading code, the RTS-CTS dialogue can succeed. Otherwise, multiple RTS-CTS dialogue at the given time slot will collide with each other. If k < L + 1 at the slot t − 1, once the RTS-CTS dialogue succeeds, the transmitting node always discovers at least one idle spreading for the transmission at the time slot t.
It is conditioned that at the beginning of slot t, the number of communicating pair of nodes becoming idle is i. And then the number of nodes that are available to receive or transmit is N = N − 2k + 2i. It is assumed that at the beginning of slot t, there are x nodes which transmit RTS packets. Let n and m denote the number of nodes attempting to send RTS packets but failing to receive CTS packets and the number of nodes that successfully send RTS packets and receive CTS packets, respectively. m is equal to m − k + i, and n is equal to x − m .
Since at any time slot, at most, one RTS-CTS dialogue can succeed, a transition state k to state m is possible only if m = 1 or m = 0.
Let Φ denote the event that one transition from state k to state m occurs; let Ω I denote the event that exactly one transmission occurs and it is addressed to a idle node; let Ω B denote the event that exactly one transmission occurs and it is addressed to a busy node. The transition probability can be calculated as follows.
Where δ(k) = 1 when x = 0, δ(k) = 0 when x 0; where B(n, p, k) is binomial distribution, and then can be expressed
If k = L, the node attempting to send data packet discovers that there is no idle spreading code in the network, and then it suspends the RTS-CTS dialogue. In such a case, the probability that the idle node becomes into communication node is zero. The transition probability can be calculated as follows:
where
Because the above Markov chain is ergodic, the steady state distribution p m can be calculated from transition probability p k,m . Combining Eq. (2), Eq. (4), Eq. (5), the normalized throughput S normalized can be obtained.
The Average Transfer Delay of Data Packets
Let Z m denote the transfer delay of the data packet due to the back-off and collision when the system state is m. When 0 m < L, we have,
When m = L, because there is no idle spreading code, p Ω I = 0. We have,
Combining the Eq. (6) and Eq. (7), the numerical value of Z m can be obtained. And then the average transfer delay of data packet can be calculated as follows: Figure 2 shows the normalized throughput S normalized versus the probability of transmission p with a fixed q =0.98 when the number of service spreading codes L = 8. Under both MMAC-DCA and MACA/C-T, the normalized throughput increases firstly, and decreases when the probability of transmission p increases from 0 to 0.9. Because the DCA mechanism can reduce the number of spreading codes required, the normalized throughput under MMAC-DCA is larger than under MACA/C-T, especially when the number of nodes is greater than the number of service spreading codes. For example, when N = 40 and p = 0.06, the normalized throughput under MACA/C-T is 0.2268; however, it is 0.7585 under MMAC-DCA. Fig. 2 The normalized throughput versus the probability of transmission p. Fig. 3 The transfer delay of data packets versus the probability of transmission p. Figure 3 shows the average transfer delay of data packets Z average versus the probability of transmission p with a fixed q = 0.90 and N = 40, when the number of service spreading code L is equal to 2, 5, 10 and 15, respectively. Under MACA-DCA, the average transfer delay of data packets increases when p increases, because the higher probability of transmission causes the more frequent packet's collision on the common sub-channel. When the number of service spreading codes decreases, the transmitting nodes have a smaller probability of finding out an idle spreading code when implementing RTS-CTS dialogue, so that the average transfer delay of data packets increases. Thus, the transfer delay of data packets under MMAC-DCA is greater than that under MACA/C-T.
Result and Performance Evaluation

In Conclusion
A new multi-channel MAC protocol with DCA mechanism, MMAC-DCA, is proposed in this paper. Different from the traditional protocol such as MACA/C-T, MACA/R-T, R-T, C-T, under MMAC-DCA, only when a node has a data packet to transmit, the node is assigned a service spreading code by the RTS-CTS dialogue on the common spreading code. In addition, a Markov mode is proposed to analyze the performance of MMAC-DCA. The result shows that the average transfer delay of data packets under MMAC-DCA is greater than that under MACA/C-T, however, the throughput normalized by available bandwidth under MMAC-DCA is remarkably greater than that under MACA/C-T, especially when the number of nodes is greatly bigger than the number of spreading codes.
