By the technique of Longo's sector, the following two results are obtained. (1) A proof is given to Ocneanu's announcement about the non-existence of paragroups for Coxeter graphs E 7 and A>dd-(2) Subfactors of the type IIIj AFD factor with index 3 are classified. §1. Introduction and Main Results V. Jones theory of index [J] for subfactor of type l\ factors suddenly aroused people's interest on classification of subfactors. A. Ocneanu [Ol, O2] has announced complete classification of subfactors of type l\ hyperfinite factor with index less than 4 in terms of the concept of paragroups associated with Coxeter graphs. While his announcement has not been fully published, some further analysis and classification has been obtained by S. Popa [PI, P2].
§1. Introduction and Main Results
V. Jones theory of index [J] for subfactor of type l\ factors suddenly aroused people's interest on classification of subfactors. A. Ocneanu [Ol, O2] has announced complete classification of subfactors of type l\ hyperfinite factor with index less than 4 in terms of the concept of paragroups associated with Coxeter graphs. While his announcement has not been fully published, some further analysis and classification has been obtained by S. Popa [PI, P2] .
While these results are about subfactors of the type l\ factors, the notion of index by Jones has been extended to subfactors of infinite factors by H. Kosaki [Kl] and by a further work of F. Hiai [H] .
About 10 years before Jones' first definition of his index, S. Doplicher, R. Haag, and J.E. Roberts [DHR] developed the notion of statistical dimension of sectors in connection with quantum field theory or, more precisely theory of local observables. It turns out that this notion corresponds to the square root of the index of the subfactor, given by the localized morphism for the sector concerned. In recent works of R. Longo [L1 5 L2] this connection between the statistical dimension and the Jones index has been clarified and a new definition of the index of subfactors of infinite factors has been given. Moreover R. Longo introduced the notion of sectors of an infinite factor M, denoted Sect(M), and an involutive map called conjugation in Sect(M) 3 both in analogy with the case of quantum field theory. These and their properties ? as described in Section 2 3 will be our basic tools.
Among the announcements of A, Ocneanu 9 one curious feature is the nonexistence of paragroup for Coxeter graphs E 7 and D odd , one of the two main results of the present work is a proof of this non-existence result (Corollary 3.9), based on Longo's theory of Sect(M). While the non-existence of E 7 paragroup follows from a simple consideration on the statistical dimension of sectors 3 the non-existence of D odd paragroup follows from the fusion rules of sectors. In Section 3 we calculate fusion rules of sectors associated with Coxeter graphs A n and D n . If we assume the existence of D Qdd paragroups, the calculated fusion rules are found to be inconsistent with the Perron-Frobenius eigenvectors of incidence matrix of the Coxeter graphs, thus proving the result.
The other main result of present work is a complete classification of subfactors of type 11^ AFD factors with index 3 (Theorem 5.1). If M and N are type III]. AFD factors 3 N being a subfactor of M with index 3 3 then we show in Section 5 that there exists a pair of type IIj AFD factors R and P, P being a subfactor with index 3 and MuN is isomorphic to R®M 0 'DP®M Q for the type IIIj AFD factor M Q . This has been conjectured for a general case of finite index by H. Kosaki and R. Longo [K2 3 KL] . Our result implies that the classification of subfactors of the type 11^ AFD factor with index 3 is exactly the same as the classification for the type IIj AFD factor, namely, if the principal graph is D 4 then N is the fixed point algebra of M under the unique outer action of Z z and, if the principal graph is A 5 then there exist a subfactor L of N and an outer action of S 3 on L satisfying As a technical tool for the above-described classification, we give in Section 4 a characterization (Theorem 4.1) of fixed point subalgebras of infinite factors under outer actions of finite groups. As a kind of generalization of this result, we give a characterization (Proposition 4.2) of depth 2.
After this work was completed, we received the paper of Y. Kawahigashi [Ka] . He proves the non-existence of E 7 and D odd paragroups and the existence of D e ven paragroups by the argument of Ocneanu's connections of graphs.
This paper is a revised version of preprint Some results on classification of subfactors. §2. Technical Preliminaries Throughout this paper we assume that von Neumann algebras have separable pre-duals and Hilbert spaces are separable. Let M be a von Neumann algebra and N be its von Neumann subalgebra. We denote by End(M) the set of unital normal endomorphisms of M and by E(M, N) the set of faithful normal conditional expectations from M to N. If M and N are factors and E<=E(M, N) , Index E denotes the Kosaki index of E [Kl] . If Ml)Nl)L are inclusions of factors and E 1^E (M 9 
N), E 2^E (N, L), then
Index E 2 oE l = (Index Ei) (Index E 2 ) .
(2.1)
We denote by [M: N] Q the minimal index of F. Hiai [H] , namely the minimum of Index E for E eE(M, N) 9 
Let 0 be a norma! 9 unital, completely positive map on M, We can construct a natural M-M correspondence as follows. Let H be a standard Hilbert space of M and @ be a cyclic and separatig vector for M. Then @ Is a cyclic vector for the opposite algebra M°=JMJ, i.e.
= JMJQ = H ,
We define positive semi-definite sesquillnear form on M® als M by [GHJ, Corollary 4.6.6] . Moreover, A. Ocneanu states in [Ol, page 162] that D odd and E 7 do not appear, but no complete proof has been published until now. In this section, we compute the fusion rules of sectors, which is the rules of the irreducible decomposition of sectors, associated with the above graphs and prove the non-appearance of D odd and E 7 .
Let M be a properly infinite factor and p^End(M) with d Pl < <x>. Since 
Due to (3.0.3) and (3.0.5), the central decompositions of Mf}p(M) ' and MR poo(M) ' are as follows.
Note that {S(i) kl S(i)f 2 } kl , k2 and {S&^T&J^T&J)?^^ are the matrix units of A(i) and B(j). Thanks to (3,0.2), a minimal projection
is also written as follows.
This means that in the Bratteli diagram of© A(i)d © B(j) 9 there are n(i,j)
iei ysr edges between >4(i) and UQ"), where
We assume that the principal graph is one of A n9 D K9 E G9 E 7 , E B and explain the details of computations one by one.
The Case of A 2n
For A n , the corresponding subfactors are constructed in [J, Thoerem 4.3.2] . The Bratteli diagram is as in Fig 
we see from the diagram that one of [id] [PI] 
[PiPiPJ -: We can also compute the products of other pairs :
Lemma 3.1. 
The Perron-Frobenius eigenvector (vj)f = i of A 2n is given by v^-(sin -^ -)/ (sin * ) (see Fig. 3 ). In principle, we can compute every principal graph of MZ)p f (M) from fusion rules, because
is the associated tower. For example, due to (3.1.7) and (3.1.8) that of M ID P 2 (M) is as in Fig. 5 . 
The Case of A 2n+1
The diagram of fusion rules is as in Fig. 6 and the basic fusion rules and the statistical dimensions of descendant sectors are as follows.
[id] -[id\ [ If we take E 6 and E s , we can confirm that there is no problem. Suppose that the principal graph of AfDp^M) is E 6 . The descendant sectors are as in Fig. 9 .
[id]-[pj-Ip 2 J-L^JFpil-l«l Fig. 10 . Suppose that the principal graph of M'Dp^M) is £"3. The descendant sectors are as in Fig. 1 1 . [p 7 ] Fig. 11 . The descendant sectors in the case of E 8 .
The minimal statistical dimension of the descendant sectors is given by [iff] The statistical dimensions are given by
We note that [pJ 3 i=Q, 1, °°°3 2n+l, 2n+2 must be mutually different, for example due to the difference values of their statistical dimensions. [p 2 «+J [p 2n +2l also must be different because if not, the principal graph changes.
sin 2 4/2+4
Proof. Due to rf p = J p = -and the multiplicativity of the 2 2 2 _ 4«+4 statistical dimension, the equalities hold.
Q.E.D.
Lemma 3.6, (i) (ii) Q.E.D.
To obtain the result in general case, we need the following lemma. Proof. Since the principal graph dose not change after taking tensor product, we may assume that M and N are properly infinite and M is isomrophic to N due to Lemma 3.8. Then Theorem 3.7 applies.
The Case of D 2n+2 . Suppose that the principal graph of M"Dpi(M) is
An+2-The diagram of fusion rules is as in Fig. 14 and the basic fusion rules and the statistical dimensions of the descendant sectors are as follows.
[id]
[PJ [ By a similar argument as in the proof of Lemma 3.6, we get the following fusion rules Proof. Suppose that n is odd and [p 2n ] is self-conjugate. As in the proof of Theorem 3.7, the following fusion rules hold. . . .
j-l
It is also easy to show
4n+2
Then there is no contradiction. The principal graph of Mnp 2 (M) is as in Fig. 15 . 
Proof, (i) ^ (ii): We assume (i) and define E e E(M, N) by ----2 aJx) for
In Subsection 2.3, we saw that from E we can construct an M-M correspondence and, by using the bijection between Sect(M) and the set of unitary equivalence classes of M-M correspondences, we obtain p^^End (M) 
Proof. (i)<=>(iii) and (ii)<^(iv) are obvious from the definition of depth 2 and (iii)<^>(iv) follows from [ppp]=[ppp].
It is enough to show because (iv)<^(viii)«=> (vi) If rc<-, a x > and TC<-, a 2 )> are equivalent, we may assume that TC<-, (7 1 >=7c<-, a 2 > by a change of basis. We define i7=2 W^Oi)* FT(cJ 2 )*. Then Z7 is unitary and U P<r 2 (x)=Pa-fa) U, i.e. [^oJ^lAJ.
Note that dim7r<», ay=d a . is the multiplicity of [#J in [pp] and 2 ^J= I G|.
(7
This means that 0rfo.-^<-, ^> is equivalent to the regular representation of G.
In fact we see the coaction of G. [KST, Theorem 20] . We now assume that the principal graph is A 5 . Our aim is to look for a subfactor with index 6 and an S 3 action. The descendant sectors and fusion rules are as follows (see Fig.  16 ): In the second case, the relation between M and P Q (M) is given by the crossed product by a non-commutative group of order 6 due to Theorem 4.1 and Proposition 4.3, i.e.
To reject the first possibility, we need the following two lemmas. 
o a l or a 2 =Q, and rf=0. But this is impossible because n'.(a 29 /9 2 > must be unitary and ai+a 2 = -1. We are now left with the alternative fc=0. But this is also impossible because, b=Q implies |ai| =|i%| =1 due to the unitarity of «a 2 , fi 2 y> while a l and a 2 are real and a 1 +fl 2 = -1-Thus we reached a contradiction.
Q.E.D. 6.1. In the theory of Ocneanu's string algebra construction., there is no criterion for the distinguished point in the case of general graphs. (In the case of Coxeter graphs, the following (i) was announced by A. Ocneanu [Ol, .) By the arguments of Subsection 2.3 9 we have the following criterions for the distinguished point and the existence of a flat connection. These criterions essentially follow from the local index formula in [PP2, Corollary 3.2] . D 59 E 7 and the two graphs of U. Haagerup and J.K. Schou [HS] shown in Fig. 17 do not have a point satisfying these criterions and hence can not appear as a principal graph. 6.2. As we saw in Section 3 and just above 5 the properties of the statistical dimensions such as the restriction of the values, additivity, and multiplicativity 9 are very powerful for rejecting non-flat graphs. But we can prove Theorem 3.7 solely on the basis of algebraic calculation of fusion rules. We omit the detail.
Completion of proof of Theorem
6.3. In [Ka] Y. Kawahigashi proves the non-existence of D odd and E 7 para-groups and the existence of D even paragroups by the argument about flatness of graphs. He also shows the numerical evidence for flatness of E 6 and E 8 . His method is constructive and this is the strong point of his method. But it seems very hard to show flatness for general graphs. The existence of a flat connection of a graph implies indireclty the existence of consistent fusion rules associated with the graph, through the theory of operator algebras. But Lemma 5.3 shows that the converse is not true, i.e. the consistency of the formal calcuration of fusion rules does not necessarily imply the existence of a flat connection. The graph in Fig. 18 is also a counter example. Indeed, suppose the principal graph of Ml)p(M) is as in Fig. 18 [I] . But direct computation shows that this is impossible. Fig. 18 . An example of a non-flat graph which has consistent fusion rules.
We must clarify the relation between flat connections and fusion rules to simplify the axiom of flatness, 6.4. It is not hard to calculate fusion rules for Coxeter graphs with the PerronFrobenius eigenvalue two such as D£\ E£\ E^ and E^. (Aj^ is not interesting because the corresponding sector is reducible and is a sum of two automorphisms.) The method in Section 5 is also applicable to the case of D^ and E$\ But more complicated calculation is needed for the step corresponding to Lemma 5.3. 6.5. In the theory of the H AFD factor, the counterpart of the notion of the canonical endomorphism is the canonical shift, and that of self-conjugate endomorphism is Choda's roots of the canonical shift [C] . She shows in [C] In [I] , for every finite abelian group G of order n, we construct self-conjugate endomorphism on type IIIi/ n AFD factor, whose image is the fixed point algebra under an outer action of G, by using Cuntz algebra O n . Since an outer action of any finite abelian group on the type IIIx AFD factor is unique [KST, Theorem 20] , by taking tensor product with the type IIIj factor,, we have the following fact.
Fact 6o3 e Let M be the type 77/j AFD factor and N be the fixed point algebra of M under the outer action of a finite abelian group. Then there exists a self-conjugate pGEnd(M) such that p(M)=N.
In analogy with the case of the H AFD factor we make the folloiwng conjecture. Since E(p) is a positive scalar we obtain T 1 (p) = oo. Q.E.D.
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