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1. INTRODUCTION 
The purpose of this paper is to present an approximate method for the 
solution of the eigenvalue problem (i) Tu - hSu = 0, where T and S are 
some linear, K-positive (in general unbounded and nonhermitian) operators, 
densely defined in a Hilbert space H. The method employs an iteration 
scheme for approximating the eigenvalues of (i) which is based on a generali- 
zation of the Schwarz constants process [3]. Sufficient conditions for the 
convergence of the method to the eigenvalues of (i), and error estimates for 
approximating the eigenfunctions of (i) are obtained in Section 3, using 
certain results of Petryshyn [lo] on K-positive and K-p.d. operators, which 
are discussed briefly in Section 2. In Section 4 we derive a sequence of lower 
bounds for the eigenvalues of (i), and prove an inclusion theorem which 
extends the results of Temple [13] and Collatz [4], obtained for certain types 
of selfadjoint differential eigenvalue problems and homogeneous integral 
equations with symmetric and square integrable kernel. In Section 5 we 
illustrate the method by determining the smallest eigenvalue of a non- 
selfadjoint differential eigenvalue problem, which arises in a problem of 
elastic stability [8]. 
2. PRELIMINARIES 
Let H be a separable, real or complex Hilbert space with the inner product 
( , ) and norm Jj jj . Following Petryshyn [9] we shall say that a linear operator T 
defined on a dense domain D, C H is called K-positive definite (K-p.d.) if 
there exists a closeable operator K with DK > D, , mapping D, onto a dense 
subset KD, of H, and two constants a1 > 0, 01s > 0 such that 
6% Ku) >, 011 II u II2 and II Ku /I2 < 4% Ku) (u E h-1. (1) 
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A linear operator S with D, 2 DT will be called K-positive if (Su, Ku) > 0 
for all u # 0 in D,; and K-symmetric if 
(Su, Kv) = (Ku, Sv) (u, 0 E 4). (2) 
Note that if the space H is complex, then every K-positive operator is also 
K-symmetric. 
The class of K-p.d. operators is quite extensive and contains, among 
others, the following families of mappings: (a) Positive definite operators; 
in this case K is the identity map or, if T is also selfadjoint, K can be any root 
of T. (b) Closeable and densely invertible1 operators; in this case we let 
K = T. (c) The operator T of the form T = -S2j+l or T = S2j+2 where for 
some i, 0 < i <j, the operator S2(i+i+i) is positive definite; in this case we 
let K = S2i+l or K = S2i+2, provided that K so defined is closeable and 
KD, is dense in H. To this class belong, in particular, ordinary differential 
operators of odd and even order and weakly elliptic partial differential 
operators of odd and even order which in general are not self-adjoint [I, 7,9, 
Ill. (d) A subclass of bounded symmetrizable operators investigated by a 
number of authors (see [14]). 
Let T be a K-p.d. operator, which we assume to be also K-symmetric if 
H is real, and denote by D[T] the set D, in the metric 
[u, 4 = G% Ku), 1 u j2 = [u, u] (u, w E DT). (3) 
Note that D[TJ satisfies all the axioms of a Hilbert space, with the possible 
exception of completeness. 
Let H,, be the completion of D[T]. Then it is known [9, lo] that Ho can be 
regarded as a subset of H, K can be extended to a bounded operator K,, 
mapping all of Ho into H, and T has a unique closed Ks-p.d. and K,,-symmetric 
extension To such that To 2 T, with the inverse operator Trl bounded and 
defined on all of H. Furthermore, the inequalities (1) remain valid for all u in 
Ho in the form 
I u I2 z 011 II 24 Il2, II Kou II2 G 012 I u 12. (4) 
In the sequel we shall assume, when necessary, that the operators K and T 
have already been extended and, hence, the notation To and K,, will not be 
used. Note that in applications (see Section 5) it is often unnecessary to 
extend the operators T and K. 
1 An operator T will be called invertible if it has a bounded inverse, densely in- 
vertible if it is invertible and its range R, is dense in H, and continuously invertible 
if it is densely invertible and R, = H. 
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Let T be K-p.d., which we assume also to be K-symmetric when H is real, 
and consider in H the eigenvalue problem 
Tu - hSu = 0, (5) 
where S is K-positive and K-symmetric on D, . The eigenvalue problem (5) 
in which T and S satisfy the above condition will be called K-positive. A 
value of the complex parameter X for which equation (5) has a nontrivial 
solution u in D, will be called an eigenvalue of (5) and u its corresponding 
eigenfunction. The number of linearly independent eigenfunctions which 
correspond to a given eigenvalue X will be called its multiplicity. The set of 
all eigenvalues of (5) will be denoted by po (5) and called the point spectrum 
of (5). 
If h is an eigenvalue of (5) and y is its corresponding eigenfunction, then 
Ty - XSy = 0 and, it is clear that (Ty, Ky) = X(Sy, Ky). In view of the 
last equation and the K-positivity of S and T, it follows that the eigenvalues 
of (5) are positive. Furthermore, since the space H is separable, it can be 
shown [lo] that the set po (5) is at most denumerably infinite. 
Let N = T-AS be the operator which maps D[T] C Ho into itself and 
note, as in [lo], that by means of the operator N the eigenvalue problem (5) 
may be written in D[T] in the form u - hNu = 0 or 
Nu - vu = 0, v = l/X, h # 0, (54 
where N is symmetric on D[T], i.e., 
[Nu, w] = (Su, Kw) = (Ku, TNv) = [u, NV] for all u, z, E D[T]. 
Let E(u) = (Tu, Ku)/(Su, Ku) b e a functional which is positive Vu # 0 in 
D[T], and let us assume the validity of the following conditions: 
(B): The operator T - AS: D, C H -+ H is continuously invertible 
for all complex numbers h except for the eigenvalues of (5). 
(y): The spectrum a(N) of N, considered as an operator in D[T], 
contains only eigenvalues of finite multiplicity with zero as its sole possible 
limit point. 
If conditions (8) and (y) hold, then it was shown by Petryshyn [lo], using 
certain results of Heuser [5] and Kharazov [6], that the eigenvalues of (5) 
exist, are of finite multiplicity and satisfy the variational principle 
X, = inf{E(u): u # 0 in D[T], [u, ~$1 = 0, i = 1,2 ,..., n - l} = E(y,) (6) 
where 0 < X, < X, < *.. < h, < ... are the eigenvalues of (5) and 
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Yl ? Yz f-*.9 yn 2*** are the corresponding eigenfunctions, which are normalized 
in the sense of the metric (3). Furthermore, the eigenvalues found by this 
variational method exhaust entirely the set pa (5) whose only possible limit 
point is infinity, and for any u in D[T] we have the representation 
T-l& = f (Tufh) 
Yi = f (S% KY,)% , 
i=l z i=l 
(7) 
which converges in the H,,-metric to T-Y%. 
In closing, let us remark that condition (8) is satisfied, for example, if the 
spectrum a(5) of (5) (i.e., the set of all X for which the operator 
T - AS: DT C H -+ DT is not densely invertible) contains only eigenvalues 
and S in a bounded operator in H [IO]. M oreover, both of the conditions (8) 
and (7) are satisfied [I] if the operator N is compact (see Remark 2). 
3. THE APPROXIMATE METHOD 
In this section we formulate the algorithm for approximating the eigen- 
values and eigenfunctions of (5), and establish its convergence in the case 
when conditions (/I) and (7) hold. 
Letfs # 0 be an arbitrary intial element in D, and denote by fk the iterant 
at the kth step of our process; then, the succeeding iterant is determined from 
the equation 
Tfw = sfic (k = 0, 1, 2 ,... ). (8) 
Let uk , k = 0, 1,2 ,..., be the constants 
ak = (sfk-i , Kfd (0 < i d k), (9) 
and define the approximating sequence to the eigenvalues of problem (5) by 
(k = 1, 2, 3 ,... ). (10) 
As the nomenclature suggests, the definition (9) is independent of the index i; 
indeed, by (8) and the K-symmetry of T and S it follows that 
@fk 9 Kfo,) = cKfk 3 ‘?h) = (Kfk 9 Tfi) = @fk--l > Kfi) 
= "' = (sfk-2 , Kfs) = "' = (sf, , Kfk). 
Note that fk # 0 for k = 0, 1,2,... (since f. # 0 by hypothesis) and that, 
in view of the inequaties &k-r = (sfkel , Kfk) = (Tfk , Kfk) > 0 and 
a2k = (sfk , Kfk) > 0, the sequences {a,} and {pk} are strictly positive. 
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Moreover, it is not difficult to see that the sequence {pk} is monotonic. To 
that end, let w = azk+jrc - a,kfk+l and obtain the identities 
0 d (SW, Kw) = a2k(a2ka2k+2 - 4,)
0 d VW, W = a2k+l(a2k+la2k-l - aik) 
(k b 01, 
(k 3 1). 
(11) 
(12) 
Dividing (12) and (11) by the positive quantities a,,a&+, and a2ka2k+la2k+2 , 
respectively, we obtain the inequalities 
and 
t%k-t.l - p2k+2 2 o (k 3 0) (13) 
p2k - p2k+l 2 o (k 3 11, (14) 
which establish the monotonicity of the sequence {uk: k = 1,2,...}. 
In order to simplify the proof of the subsequent theorems, let us assume 
that the eigenvalues A, < A, < *a* < A, < ... of problem (5) are simple, and 
that the corresponding eigenfunctions y1 , y2 ,..., yn ,... are orthonormal in 
Ha . (The results presented in the sequel are valid, with minor modifications, 
also in the case when the eigenvalues of (5) are of arbitrary finite multiplicity; 
see [l].) Denote by ci = [fO , yi], i = 1,2,..., the Fourier coefficients of 
f0 E D[T] with respect to the orthonormal system {yi}. 
THEOREM 1. (a) If the eigenvalue problem (5) satis$es conditions (j?) and 
(y), then the elements of the approximating sequence (fk: k = 0, 1, 2,...}, CM~- 
strutted as in (8), have the expansion 
fk = f (T-h ~Kyi)Yi = gl&Yt (k = 0, 1, 2 ,... ). (15) 
i=l 2 
(b) The sequence {a,: k = 0, 1, 2,...} determined by (9) is of the form 
m lg<I”,[foJOl 
’ < ak = c hk+l ’ ,q+l (k = 0, 1, 2 ,... ). 
i=l i 
(16) 
Proof. (a) The operator T is K-p.d. and therefore continuously inver- 
tible. Hence, fk = T-Wf,-, for k = 0, 1, 2,... and, using the representation 
(7) forfk, , we obtain the series 
fk = f @fk-I 9 Kydyi = f (Tfk > Kyi)yi (i = 1, 2,...) (17) 
i=l i-1 
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which converges in the Ho- and H-metric to fk . To complete the proof of 
(15) it suffices to verify the identity 
(Tf,,Ky,)+ (k=O,1,2 ,..* ). 08) 2 
If K = 0, then clearly (18) holds by the definition of c( = (Tf, , ICyi). Let us 
assume that the identity (18) is valid for n < K. Then, by (8) and the K-sym- 
metry of S and T, we have 
= ; (Tf,-, , KY,) = + . t 
Hence, by induction, (18) is valid for all K > 0. 
(b) The operator K, understood in the extended sense, is continuous 
as a mapping from Ho into H. Thus, applying K to the expansion (15) we 
obtain the series 
Kfk=K~l$J’~=~l$Kri (K = 0, 1, 2 ,... ), (19) t * 
which converges in the H-metric. By (9) we know that 
ak = (sfk > Kf,) = (Tfk+l 9 Wo) = (Kfk+l 2 Tfo); 
hence, if in the last term we replace Kf k+l by its expansion (19), then, by the 
continuity of the inner product, we obtain the series 
where by definition cj = (Tf* , KyJ. 
Now, using Theorem 1, let us prove that the iterative processes (8) and (10) 
converge to the eigenfunctions and eigenvalues of (5), respectively. For that 
purpose let Y > 1 be a fixed but arbitrary positive integer, and let us choose 
the initial element f. in (8) so that 
T-l 
f. E D[T] n [ 1 n IH; and f. $ IH,,’ (21) i=l 
where HOi denotes the linear manifold spanned by the eigenfunction yi, 
i = 1, 2,..., and ‘HOi is the orthogonal complement of HOi in the space H,, . 
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THEOREM 2. Let {fk} and {pL} be the approximating sequences determined 
by (8) and (lo), with the initial eZementfo chosen according to (21). If the eigen- 
value problem (5) satisjes conditions (/I) and (y), then 
(a) {pk} converges monotonically to the rth eigenvalue h, of problem (5); 
(b) {X,.lcfk} converges in the Ho-metric to c,y, with the error estimate 
Ibkf*---c,y,I +-,“lfoI (k=l,Z...). (22) 
Proof. By hypothesis 
7-l 
f&I[T]n n ‘H; ; [ 1 id 
hence cr = ca = ..* = c,-r = 0 and, in view of Theorem 1, we may express 
{p.,: k = 1, 2,...} in the form 
where ct = (Tf, , KY,) are the Fourier coefficients off0 with respect to the 
set of eigenfunctions { yi} which are orthonormal in H, . For k = 1,2,... 
let us define the series 
and Bk = f I ci I2 ($-)kil. (24) 
i=r 
By hypothesis c, = [fO, yr] # 0; h ence, from Bessel’s inequality and the fact 
that 0 < A,/& < 1 for i > r + 1, it follows that the series in (24) are con- 
vergent for all values of the parameter k 3 1, and satisfy the inequality 
0 -=c I c, I2 < & < 4s < f I ci I2 < Ifo 12. (25) i=r 
Thus, we may express the difference A, - B, in the form 
0 G 4 - B, = ,g+l I ci I2 [(+,” - (+)“‘“1 
and in view of (25) obtain the result 
0 G 4s - Bat G iz+l I ci I2 (d,” < (+-)’ I fo I2 (27) 
which holds for all k > 1. Since X,/h,+, < 1 it is clear that A, - Bk + 0 
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as k -+ CO. Moreover, since the series A, and B, are uniformly bounded from 
below by 1 c, I2 > 0 we may deduce the stronger assertion 
Ak -+ 1 
B, 
as k-+co. (28) 
Now using (23) and the definition (24), let us express pLa - A, in the form 
/.kk - AT = A, ( * - Bk 1) (k = 1, 2,...). 
Taking the limit as k -+ cc in (29), and making use of (28) we obtain the con- 
vergence of pk: to A,, which proves part (a) of our theorem. To prove part (b), 
just observe that, by (15), the series 
f ci (+)kyi (k = 1,2,...) 
i=7 
converges in the &-metric to &“fk . Using (30) and the orthonormality of 
the set {yi: i = 1,2,...} in Ha, we deduce the identity 
1 htfk - cry, I2 = 1 f ci ($)kyi j2 = 2 1 ci I2 ($)‘“. 
i--r+1 P i=r+1 
(k = 1, 2,...). 
Thus, in view of Bessel’s inequality and the fact that A7 < h,.+r < hr+2 < a** 
we obtain the error estimate 
1 &‘cf - GY, 1 < (+-)’ Ifo 1 @ = 1, 2, 3~s.)~ 
from which follows the convergence of Arkfk to cry,. as k + 03. 
Often it is possible to obtain an estimate of the lower bound for the eigen- 
values X1 of (5), i = 1,2 ,..., by comparing them with the known eigenvalues of 
a simpler problem. The following comparison theorem, deduced in [9] from 
Courant’s maximum-minimum principle, is useful for that purpose and will 
be stated here for reference. 
THEOREM 3. (a) Consider a pair of K-positive eigenvalue problems 
Tu - Mu = 0, Tu - h*S*u = 0, (31) 
where T is K-p.d. and the operators S and S* satisfr the inequality 
(S*u, Ku) > (Su, Ku) > 0 (u E IIT). (32) 
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Then the esgenvalues Xi and Ai* of the respective problems (31) are such that 
Ai* < Xi for i = 1,2,.... (b) Suppose that T and T+ are K-p.d. with Dr = DT+ , 
S is K-positive on D, and 
(T+u, Ku) < (Tu, Ku) (u E G-k 
Then the eigenvalues hi and Ai+ of the corresponding problems 
Tu - XSu = 0, T+u - hSu = 0 
(33) 
are such that Ai+ < hi for i = 1,2, 3 ,.... 
4. INCLUSION THEOREM 
In this section we assume that the eigenvalues of the K-positive eigenvalue 
problem (5) exist, and satisfy the variational principle (6). The above is true, 
in particular, if conditions (8) and (y) hold; however, unless specifically 
stated, the validity of conditions (8) and (7) will not be assumed in this 
section. (Other sufficient conditions for the existence of eigenvalues of (5) 
may be found in [lo] p. 422, and for these the assertion of Theorem 4 is also 
valid). 
THEOREM 4. Let r > 1 be an arbitrary fixed integer, and suppose that l,.+1 
is a lower bound for the esgenvalue A,,, of (5) such that for some integer k, > 1 
I*.k < &-I G &+I (k > ho), (34) 
where {pk} is the sequence determined by (10) with the initial element fO # 0 
chosen according to (21). Then A, lies in the interval 
(35) 
Proof. As before, let us assume that the eigenvalues 
of (5) are simple and the corresponding eigenfunctions yr , yz ,..., yi ,... are 
orthonormal in H, , with ci = [fn , yJ for i = 1,2,.... Let g,, be an element 
in D[T] defined by 
go =fo - CTYT 9 (36) 
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and let (gk} be a sequence of elements in D[T] determined iteratively by the 
equation 
Tg, = S&c--l (k = 1, 2,...). (37) 
Without loss of generality we may assume that g,, # 0, since otherwise 
f. = cry,. is an eigenfunction corresponding to A,. . 
The proof of Theorem 4 will be based on the following two lemmas. 
LEMMA 1. The sequence (fk} and {gk} are related by the formula 
gk =fk - &yl 
7 
and possess the orthogonality properties 
(k = 0, 1, 2,...) (38) 
(k = 0, 1, 2 )... ), (39) 
(k = 0, 1, 2 ,... ). (9 
Proof. We need to prove that the sequence {g&z k = 1,2,...} given by the 
formula (38) satisfies the definition (37). Let 
Then, 
.fk =fk - +, 9 k = 0, 1, 2 ,.... 
7 
T&c = sfk-l - c, Ty, = sfk-1 - p& sy,. 
v r 
= s (fk-1 - $+YT), 
and in view of (38) the last equality implies Tgk = s&r . 
The proof of (39) is by induction on k. If k = 0, then by hypothesis 
Assume that 
r-1 
fk E D[T] n [ 1 n IHo” fork = 1,2,..., n - 1; i-l 
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then, 
Lfn > ril = Kfn 7 KY,) = (Kfn-I 9 SY,) = i (Kfn-1, 3,) = $ (Tfn-1, Kyj) 
= +, [fn-1 ? Yrl* 3 
In view of the inductive hypothesis, [fn-r , yi] = 0 for j = 1,2,..., Y - 1. 
Thus, 
T-l 
f,, E D[T] n n IH,i [ 1 i-l 
and the proof is complete. 
The proof of (40) is again by induction on k. Let k = 0, then by the 
formula (38) [gs , YJ = [f. , yj] - C,[y, , yj] for j = 1,2 ,..., Y. In view Of 
the orthogonality of the eigenfunctions, condition (21) and the definition of 
C, , we obtain [g, , yj] = 0, j = 1, 2 ,..., Y; i.e., 
g,ED[T]n h IH; . I 1 i=l 
Now, let us assume that 
g, E D[T] n [ 1 (j lH,i fork=1,2 ,..., n- 1. i=l 
Then 
kn 3 Y,I = (Tga 9 KYj) = (Sg,-ly KYj) = (Kg,-1 > SYY) 
= ; Kg,-1 9 KY,). 
3 
By inductive hypothesis the last term vanishes for j = 1,2,..., n - 1. Hence, 
g, E D[T] n 
and this completes the proof of Lemma 1. 
Let g, E D[T] be the elements determined by (36) and (37), and define 
the sequence b,: k = 0, 1,2,... by 
6, = (%-i 9 &s) (0 < i < k). (41) 
Observe, as in Section 3, that (a) definition (41) is independent of the index i. 
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(b) the elements g, are nonzero for k = 0, 1,2,... and (c) the sequence {&} 
is positive, in view of the following inequalities 
hk-1 = G%k 9 Kg,) > 0 
and (42) 
b,k = ($7, 2 &fk) > 0, (k = 1, 2,...). 
Now, let us define the sequence of quotients 
b,-1 Vk = - 
bk 
(k = 1, 2,...), 
and prove the following auxiliary lemma. 
LEMMA 2. (a) The sequences {pIc} and {ok} are monotonic and boundedfiom 
below by the eigenvalues Al. and h,+l of (9 respectivdy ; i.e., pk > pk+I > xr 
and vk > ok+1 3 h7+1 for k = 1,2,.... 
(b) The constants pk satisfy the inequality 
pk - pk+l > b+l 
pk+l - A7 
1 
pk+l 
(k = 1, 2,...). 
Proof. (a) The monotonicity of the sequence bk} has already been 
established in Section 3. To show that (&} is bounded by the eigenvalue A7 , 
observe that by definition 
(45) 
where, by Lemma 1, 
(k = 0, 1, 2 ,... ). 
Hence, in view of the variational principle (6) we have 
pak = E(f,) > inf E(u): u E D[T] A = h, (k > 1). w 
Since {pan} is a subsequence of a nonincreasing sequence {pk}, it follows that 
pk > A, for all integers k > 1. 
To prove that vk is a monotonic sequence, let w = b2k+lfk - bskfk+l and 
proceed as in the proof for the monotonicity of {pk}. Finally, the inequality 
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vk 3 &+I for k > 1 follows from the identity VZk = E(gk), the application 
of property (40), and the variational principle (6). 
(b) By equation (38), the elements of the sequence (9) may be expressed 
in the form uk = (S(g, + (c$,.~)JJ,.), K(g, + cTyT)), which upon expansion 
and simplification yields the identity 
ak 
ak-l -- 
ak 
h, (k = 1, 2,...). (47) 
Since ak-,/ak = pk and b,+,/b, ZE vk the above equation may be expressed 
in the form 
pk+l &----A;r) = %+I ( ;&<A;,) (k = l> 2~). (48) 
In view of Lemma 2(a) and (48) we obtain the inequality 
pk - Xv 
kc+1 
pk+l- A, 
3V A+1 3 &+I 3 k = 1, 2,..., 
from which follows the assertion (44). 
To complete the proof of Theorem 4, let ZV+1 be the lower bound for the 
eigenvalue A,,, which, by hypothesis, satisfies the condition (34). Then it is 
clear that the quantity (h,+l/~k+,) - 1 is positive for all K > K, > 1, and 
dividing by it in (44) we obtain the inclusion formula (35); i.e., 
COROLLARY 1. If in addition to the hypothesis assumed in Theorem 4 we 
also assume that the eigenvalue problem (5) satisJes conditions (p) and (y), then 
the sequence of lower and upper bounds in (35) converges to the eigenvalue A,. . 
Proof. By Theorem 2, the sequence {Pi} converges to A, , if conditions (fl) 
and (r) hold. Therefore, (pk - pk+i) + 0 as k --+ a3 and, since 
b+l > pk+l 2 A, for all k > k, , 
it follows that the sequence of lower bounds in (35) also converges to A, as 
k-+ 03. 
Remark 1. Theorem 4 and its Corollary extends to the K-positive 
eigenvalue problem (5) the results previously obtained in [4, 131, for certain 
types of selfadjoint differential eigenvalue problems and linear homogeneous 
integral equations with a symmetric and square integrable kernel. 
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Remark 2. In applications it is useful to have additional means of veri- 
fying the validity of conditions @) and (y). Let us note that the above condi- 
tions hold, in particular, when the operator T-?S: D[T] _C I#,, -+ D[T] is 
compact. In that case, condition (r) follows directly from the well known 
properties of compact operators [12, 141 and the validity of conditions (/I) 
can be deduced from the results in [5, 61 (see [l]). 
5. APPLICATION 
In this section we illustrate the applicability of the approximate method 
developed in Sections 3 and 4, by calculating the smallest eigenvalue of the 
non-selfadjoint eigenvalue problem 
-y”1 - A( 1 - X”) y’ = 0, y(0) = y’(0) = y”( 1) = 0, (49) 
which occurs in the stability problem of a compressed bridge support [S]. 
The numerical results which we obtain are then compared with those pre- 
viously obtained by Petryshyn in [IO] by the method of relative minimal 
norms. 
Let H =L,(O, 1) be the real Hilbert space of square-summable functions 
defined on the interval [0, 11, with the norm and inner products given by 
and let T, S, and K be the operators 
Ty = -y'", 
DT = {y E C”‘(0, 1): y(0) = y’(0) = y”(l) = 0}, 
(51) 
sy = (1 - x”) y’, D, = (y E C’(0, 1): y(0) = 0}, (52) 
KY = y’, DK=DDs. (53) 
It is clear that DT C DK and that DT is dense in L,(O, 1). Moreover, KD, 
is dense inL,(O, l), since the equation Ku = u’ = f is solvable, for all f in the 
dense set Q = {w E C2(0, 1): o(O) = w’( 1) = 0}, by the function u = c f (t) dt 
belonging to DT . 
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It is well known [9, lo], that K is closeable inL,(O, l), and that the operator 
T is K-p.d. in view of the relations 
(Tu, Kv) = - jol u”‘v’ dx = - IO1 U’TJ”’ dx = (Ku, Tw) 
(Tu, Ku) = s,’ (u”)~ dx > 2 11 u’ /I2 >, 4 /j u II2 
II Ku II2 = II u’ II2 < &% Ku) 
(54) 
(55) 
(56) 
which are valid for all u, e, in D, . The K-symmetry of S follows directly 
from the definition (52) and (53). T o see that S is also K-positive, assume 
that (Su, Ku) = si (1 - x2) (u’)~ dx = 0 for some u E DT . Then W’(X) = 0 
on [0, l] and, since u must satisfy the condition u(0) = 0, it follows that 
u(x) = 0 on [0, 11; i.e., S is K-positive on D, . 
Now, let us denote by D[T] the set D, with the new norm and inner 
product 
[u, w] = (Tu, Kw) = s,’ u”v” dx (u, TJ E DT), 
1 u I2 = [u, u] = jol (u”)~ dx 
(57) 
(“EDT), 
and denote by Ho the completion of D[T] in the metric (57). To show that 
the eigenvalue problem (49) satisfies conditions (p) and (y) it is sufficient, in 
view of Remark 2, to prove that the operator T-%3: D[T] L H,, -+ D[T] is 
compact. To that end, let Q be a bounded set in D[T]; i.e., 
Q = {u E D[T]: 1 u j < M}; 
then, for u in Q we have 
II su II2 = IIU - x2) u’ II2 = jol I(1 - x2) u’ l2 dx < l1 (u’)~ dx = I/ u’ II2 
0 
and, using inequality (55), it follows that the set (SU: u E Q> is bounded in H, 
i.e., 
1 1 
11 su /I = II u’ II < z I u I < z M (u E Q)- (58) 
Let G(x, I) be the Green’s function for the operator T defined in (51); then 
T-IS may be expressed in the form 
T-V3u = 
I ’ G(x, 5) su(t) 8. (59) 0 
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Let us introduce the notation V(X) = T-Wu. Differentiating the expression 
(59) twice with respect to x we obtain 
+4 = j-’ 6(x, t> Su(t) df, ‘5(x, 5) = G&, I). (60) 
0 
From the properties of the Green’s function [2] it follows that G&x, 6) is 
continuous on the triangles 0 < x < e 6 1 and 0 < f < x < 1, and that 
Hence, G,(x, f) belongs to &(E), where E is the square [0, l] x [0, 11, and 
the integral operator (60), acting in L,(O, l), is compact [12]. Thus, we may 
select from the set (5’~: u E Q> a sequence {ws} such that {wz} is convergent 
in H, i.e., 
Let W(X) = V,(X) - V,(X); then 1 w 1 = 11 20” 11 and, in view of (61), we obtain 
Since Ho is a Hilbert space, it follows that {wJ = (T-4Su,} converges in the 
Ho-metric to some element in Ho . Thus, the operator 
is compact, and by Remark 2 the eigenvalue problem (49) satisfies conditions 
(,?I) and (y). Therefore, since we have already established that the eigenvalue 
problem (49) is K-positive, it follows that we may now apply Theorem 4 to 
problem (49). 
To obtain an estimate for the lower bound of the eigenvalue A, of (49), we 
shall use the comparison problem 
-y"' - x*y' = 0, y(0) = y’(0) = y”(l) = 0 (63) 
whose eigenvalues can be easily determined to be 
xi* = [v]",?, i = 1,2,3,.... 
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Let S* be the operator S*y = y’, D,, = D,; then 
(S*y, Ky) = j1 (Y’)~ dx > j’ (1 - x”) (Y’)~ dx = (Sy, Ky) 
0 0 
and, by Theorem 3, we obtain the estimate 
A, 2 A,* = 7 g 22.20. 
In order to apply the approximate method (8)-(10) to the eigenvalue prob- 
lem (49) let y,, = 6x2 + 2.~3 be the initial element in D[T], and denote by 
yk the iterant at the kth step of our process; then the succeeding iterant yk+l 
is obtained by solving the differential equation 
-y&1 = (1 - X”) yk’ (k = 0, 1, 2 ,... ), 
Yr+dO) = Y;E+1(0) = Yi+dl> = 0. 
(65) 
Next, let us determine the constants 
ak = (Sy,-i , Kyi) = j’(1 - x2)y;e-iyi’ (0 e i e 4, w-3 
0 
and construct the approximating sequence {uk} using the formula 
pk =y (k = 1, 2,...). 
By Theorem 2 the sequence {& converges monotonically from above to 
A, > 0. Moreover, if pk < l2 = 22.20 for some integer K, > 1 then, by 
Theorem 4, the eigenvalue A, lies within the interval 
pk - pk+l 
pk+l - v2/Pk+J - 1 
< A1 < pk+l (k 3 ko). (68) 
Upon evaluating h it was found that pr s 5.12 < I,; hence, k, = 1 and 
the inclusion formula (68) holds for all k > 1. 
The calculation of the iterants defined in (65) to (67) was carried out on a 
computer using double precision arithmetic. The first ten approximations to 
A, , obtained by the formula (68) are shown in Table I. 
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TABLE I 
k Uk+l - 
0 . . . . . . . . . . . . . < A, < 5.12535353051 
1 5.12096345085 < < 5.12198553833 
2 5.12161739443 < Q 5.12170310005 
3 5.12166431179 < < 5.12167334182 
4 5.12166874177 Q < 5.12166981268 
5 5.12166923811 < < 5.12166937187 
6 5.12166929861 < < 5.12166931567 
7 5.12166930625 < < 5.12166930844 
8 5.12166930736 < < 5.12166930751 
9 5.12166930737 < < 5.12166930739 
The results shown above are in agreement with the approximations to A, 
obtained by Petryshyn in [IO] by the method of relative minimal norms; these 
approximations, obtained for various values of the acceleration parameter 01, 
are listed in Table II. 
TABLE II 
0.50 5.139284 5.126621 5.123073 5.122070 5.121784 5.121703 
0.75 5.127121 5.122167 5.121717 5.121674 5.121670 5.121669 
1.00 5.121985 5.121673 5.121669 5.121669 5.121669 5.121669 
1.25 5.123752 5.121756 5.121673 5.121670 5.121669 5.121669 
1.50 5.132295 5.123643 5.122055 5.121747 5.121685 5.121673 
1.75 5.147486 5.132911 5.126771 5.124049 5.122802 5.122216 
In closing let us note that the iterative scheme (8)-(10) can be modified so 
as to be applicable also in the case when the operator S in (5) is K-symmetric 
(but not K-positive), and the eigenvalues of (5) are mixed (not necessarily 
all of the same sign) [I]. In addition, it is possible to extend the results of 
Sections 3 and 4 to eigenvalue problems such as (ii) Au - ABu - X2& = 0, 
where h appears nonlinearly in the equation and the operators A, B and C are 
unbounded and K-symmetric [I]. 
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