Abstract. We prove that almost every pair of interval exchange transformations (IETs) is disjoint, answering a question of Bufetov. It follows that the product of almost every pair is uniquely ergodic. This paper also shows that for every IET, the set of measure conjugate IETs is a first category set of measure 0. In order to prove this, a Theorem of Veech is strengthened and isomorphism invariants of mixing sequences and rigidity sequences are introduced. Spectral consequences of these invariants are also developed.
The main result of this paper is that almost every pair of IETs is disjoint (Theorem 1), answering a question of Bufetov. 
Interval exchange transformations with a fixed permutation on d letters are parametrized by the standard simplex in R, {(l 1 , ..., l d ) : l i ≥ 0, l i = 1}. The term "almost all" refers to Lebesgue measure on the disjoint union of the simplices corresponding to the permutations that contain some IETs with dense orbits. That is, π({1, ..., k}) = {1, ..., k} for k < d (see [12] Section 3). These permutations are called irreducible. Disjointness is a way of saying that two dynamical systems are very different. It implies that they have no common factors ( [9] p. 127 or Theorem 8.4). Similar questions have been considered in [3] , which showed that certain pairs of 3 IETs are not isomorphic, and [8] , which showed that almost every pair of rank 1 transformations is disjoint. To establish the main result rigidity sequences and mixing sequences are introduced. A sequence n 1 , n 2 , ... is a rigidity sequence for T if 
|T
ni (x) − x|dλ → 0. Likewise n 1 , n 2 , ... is a mixing sequence for T if for any measurable sets A, B λ(T ni (A) ∩ B) → λ(A)λ(B). Rigidity sequences and mixing sequences are (spectral) isomorphism invariants (Theorems 6 and 8). Moreover, if one transformation T , has a rigidity sequence contained in a mixing sequence for another transformation S, then they are disjoint (Theorem 9) . This is the criterion for disjointness used to establish the main result. Almost every IET has a rigidity sequence (Theorems 1.3 and 1.4 [20] Part 1). This is strengthened to show that any sequence of density 1 has a rigidity sequence for almost every IET (Theorem 4). The disjointness of almost every pair of IETs follows because almost every IET that is not of rotation type is weak mixing (Theorem A [1] ) and weak mixing transformations have mixing sequences of density 1.
The plan for the paper is: The first section gives a brief introduction and states a few of the main theorems. The second section discusses sequences of rigidity and mixing as invariants of dynamical systems. The third section proves Theorem 9. Sections two and three apply to general measure preserving dynamical systems. The fourth section provides a (very) brief introduction to IETs and the terminology used in the fifth section. The fifth section proves Theorem 4 to apply the results of the second and third section to IETs by showing that any weak mixing transformation is disjoint from almost every IET. The sixth section provides an application of partial rigidity sequences to determine finer results for the isomorphism problem for 3 IETs. The tools used in this paper are found mainly in [18] , [20] (Parts I and II) and [13] . The ideas of [6] motivated the approach.
Isomorphisms of dynamical systems
Let S, T : [0, 1) → [0, 1) be two µ measure preserving dynamical systems (where µ is a Borel probability measure.) We say S is isomorphic (or measure conjugate) to T if there exists a µ measure preserving map π, whose inverse is also (measurable and) µ measure preserving, such that T • π = π • S. The equality is interpreted to mean almost everywhere. S is spectrally isomorphic to T if there exists V , a unitary operator on L 2 , such that U T = V U S V * , where U T and U S are the unitary operators on L 2 given by U T (f ) = f • T and U S (f ) = f • S. If S and T are isomorphic then they are spectrally isomorphic, but a spectral isomorphism does not imply an isomorphism.
In this paper, λ denotes Lebesgue measure on the unit interval, m d denotes Lebesgue measure on the simplex in R d (which has dimension d − 1 and is the parameterizing space of IETs with a fixed permutation on d letters) and Leb denotes Lebesgue measure on the disjoint union of all the simplices corresponding to irreducible permutations (which we view as the parameterizing space of all the IETs we are considering).
Theorem 1. Leb × Leb almost every pair of IETs is disjoint.
Remark 1. There are many systems that are not spectrally isomorphic and have non trivial joinings. For an introduction to joinings see [9] (Chapter 6) or [17] . (
2. Rigidity and mixing sequences are isomorphism invariants 
The fact that T N is measure preserving is used to obtain
Remark 5. It is easy to construct examples which show that the proposition is false if one removes the assumption that T 1 , T 2 , ... are measure preserving.
Remark 6. A rigidity sequence is a sequence along which the transformation converges to id in L 1 norm. Measure preserving transformations are bounded and therefore convergence in L 1 implies convergence in L p for all p < ∞. The same argument shows an analogous version of the proposition in L p for all p < ∞.
Remark 7. This paper will be concerned with the case T i = T ni , especially for T an IET. Proposition 2. If T is measure conjugate to S and n 1 , n 2 , ... is a rigidity sequence for T then it is a rigidity sequence for S.
The result follows because π is a measurable bijection on a set of full measure.
Remark 8. This is also a consequence of Theorem 6.
We now address spectral isomorphism.
Theorem 6. If T is spectrally isomorphic to S and n 1 , n 2 , ... is a rigidity sequence for T then it is a rigidity sequence for S.
The proof follows from two lemmas. Proof. If n 1 , n 2 , ... is not a rigidity sequence then
The other direction follows from a modification of Proposition 1. Proof. Assume V = AU A * for unitary A and
More is true in fact. Partial rigidity is also an isomorphism invariant. 
. is a sequence of c-partial rigidity for T.
Theorem 7.
If T is measure conjugate to S and n 1 , n 2 , ... is a c-partial rigidity sequence for T then it is a c-partial rigidity sequence for S.
Proof. Let π • T = S • π and the sets for S be π(A i ). Prove n 1 , n 2 , ... is a (c − ǫ)-partial rigidity sequence for S for all ǫ > 0. In particular, notice that |T ni x−x| → 0 for most x ∈ A i implying (by the measurability of π) that |S ni x − x| → 0 for a slightly smaller set of x ∈ π(A i ).
As was the case with rigidity sequences, mixing sequences are isomorphism and spectral isomorphism invariants. Mixing sequences are sequences such that U ni T converges to (the operator) 0 in the weak operator topology on the subspace of L 2 orthogonal to the constants (i.e. the space of functions with integral 0).
Theorem 8.
If T is spectrally isomorphic to S and n 1 , n 2 , ... is a mixing sequence for T then it is a mixing sequence for S.
The proof will follow two lemmas.
Lemma 3. If S and T are measure preserving and V U
, but it has the freedom to send any orthonormal basis of H T,1 to any orthonormal basis of H S,1 . Let V (1) = 1 (1 is in both H T,1 and H S,1 ).
Remark 9. If T and S are ergodic then H T,1 and H S,1 are the set of constant functions.
Proof. If n 1 , n 2 , ... is not a mixing sequence then this identity fails for characteristic functions. The other direction follows by establishing it for (finite) linear combinations of characteristic functions, the fact that these are dense in L 2 and continuity.
Proof of Theorem 8. Assume V U T V * = U S and n 1 , n 2 , ... is a mixing sequence for
Spectral isomorphism is a weaker notion than measure conjugacy. Therefore, mixing sequences are a measure conjugacy invariant as well. For the sake of explicitness we state the following: Corollary 3. If S has a rigidity sequence contained in a mixing sequence for T then S and T are not isomorphic.
3 ), it follows that for large n in the mixing sequence
. This implies that it can not be a rigidity sequence for T or anything isomorphic to T .
In fact more is true. Proof. It suffices, by Theorem 8, to show that a sequence of partial rigidity is not a sequence of mixing. Let n 1 , n 2 , ... be a sequence of partial rigidity for S and mixing for T . For any δ > 0 there exists some interval J such that λ(J) < c 2 , and
for small δ. Therefore n i1 , n i2 , ... is not (contained in) a sequence of mixing for S.
These corollaries are useful because of the following fact (see e.g. [2] equivalence (ii') for weak mixing). Remark 10. The results of this section hold in more general settings. We can allow more general group actions, or act on other probability measure spaces with a countable base and where compactly supported continuous functions are dense. In particular, analogous results hold for measures other than Lebesgue measure. The spectral formulations hold in infinite measure spaces.
A criterion for disjointedness
This section shows that if T has a rigid sequence in a mixing sequence for S then these systems are disjoint. We first establish a lemma.
Lemma 5. If T contains a rigidity sequence in a mixing sequence for S then U S and U T are spectrally singular modulo constants.
Proof. Fix f, g bounded of integral 0 in L 2 . Let µ T,f be the spectral measure of U T associated with the subspace generated by f (under U T ). Let µ S,g be the spectral measure of U S associated with the subspace generated by g (under U S ). Fix n 1 , n 2 , ... a rigidity sequence for T and a mixing sequence for S. By the rigidity of the sequence for T , T |z ni − 1| 2 dµ T,f → 0. It follows that there is a subsequence n i1 , n i2 , ... and a set D of full µ T,f measure such that z ni j → 1 on D. Now n i1 , n i2 , ... is a mixing sequence for S so
To obtain the last equality we used the assumption that g has integral 0.
Remark 11. This is basically the proof of Theorem 5.11 from [9] . It does not use that f has integral 0. 1 is a simple eigenvalue of U S corresponding to the constant functions.
Remark 12. Alternately, one could prove this by showing: If µ and ν are probability measures on S 1 such that z ni → f weakly in L 2 (µ) and z ni → g weakly in L 2 (ν) and f (z) = g(z) for all z then ν and µ are singular. 
Introduction
Let R(T ) be the Rauzy-Veech induction mapping of T (this is defined for a full measure set of IETs, those satisfying the Keane condition). Let M (T, 1) be the associated matrix. Let M (T, n) = M (T, n − 1)M (R n−1 (T ), 1) be the matrix associated with n operations of Rauzy-Veech induction. If M is any matrix, C i (M ) denotes the i th column and C max (M ) denotes the column with the largest sum of entries. |C i (M )| denotes the sum of the entries in the i th column. A matrix M is called ν balanced if for any i, j we have
. One key fact that will be useful in what follows: If M is a Rauzy-Veech induction matrix then the image of the simplex under M contains the IETs whose Rauzy-Veech induction begins with the matrix M . There are many good introductions to Rauzy-Veech induction including [6] , [18] and [21] .
Proof of Theorem 4
To prove Theorem 4 the following proposition is used: 
This proposition implies Theorem 4 because countable intersection of sets of full measure has full measure. We now prove Theorem 1 assuming Theorem 4 and defer the proofs of other claims from Section 1 until after the proof of Proposition 4.
Proof of Theorem 1. Theorem 4 and Proposition 3 imply that for any weak mixing IET T , Leb almost every IET S, has a rigidity sequence contained in a mixing sequence for T . By Theorem 9, T and S are disjoint. Rotations are disjoint from weak mixing transformations. Rotation by α is disjoint from rotation by α ′ if they are rationally independent. Therefore, Leb almost every IET is disjoint from Leb almost every IET.
Until the proofs of the statements from Section 1, I will assume that the IETs are in a fixed Rauzy class which contains (some irreducible permutations of) d IETs (see Remark 4) . Let r denote the number of permutations in this Rauzy class. The term "almost every" will refer to almost every IET with respect to Lebesgue measure on this Rauzy class (the disjoint union of r simplices in R d .) Proposition 4 will be proved by showing that there is a particular reason for ǫ rigidity that occurs often in many P i := [2 i , 2 i+1 ] (Proposition 7) but rarely occurs for any fixed n (Lemma 11). For every IET S, satisfying the Keane condition, and every i there exists some n such that |C max (M (S, n))| ∈ P i . In general there can be more than one such n.
For each permutation π 1 , ..., π r in the given Rauzy class fix a finite sequence of Rauzy-Veech induction steps ω i , which gives a positive matrix. We also stipulate that no prefix of ω i is a positive matrix. Let p i be the measure in the appropriate simplex of IETs that start with ω i . Any matrix ending in some ω i is at worst ν balanced for some ν (this is because each ω i defines a positive matrix of some fixed size. ν can be chosen to be the ratio of the largest entry of the matrix to the smallest.) We will refer to any pair (M, C max (M )) given in this way as acceptable.
Lemma 6. Any C max can appear in at most r acceptable pairs.
Proof. Assume C max belongs to an acceptable pair. Assign lengths according to C max . Rauzy-Veech induction is determined for as long as it is defined, which fixes the matrix at least up to the start of the appropriate ω i . This is because each ω i determines a positive matrix (see Remark 2.10 [20] Part II). By definition of acceptable pairs there are at most r ω i which can continue it to an acceptable pair. (The multiplicity can be bounded better in specific cases by the number of ω j which begin with a suffix of ω j0 ).
Proposition 5. For almost every IET S, the set of natural numbers
(1) {i : for some n, |C max (M (S, n))| ∈ P i and (M (S, n), C max (M (S, n))) is an acceptable pair } has positive lower density.
We prove the Proposition with the following two lemmas. Remark 15. In [13] the term "ν 0 distributed" has the same meaning in as "ν 0 balanced" has here. Lemma 7 follows from this proposition. Given G(S) ∩ [0, N ] the conditional probability that N + i ∈ G(S) for some 0 < i ≤ ⌈d log 2 (K)⌉ is at least p.
This is corollary 1.2 of [13] . See [18] Section 5 for details.
Proof of Proposition 5. By Lemma 8 the probability of a ν 0 balanced matrix leading immediately to an acceptable pair is greater than or equal to ν
Proposition 7. For every ǫ > 0, almost every IET S, the set of natural numbers (2) G ǫ (S) := {i : for some n, |C max (M (S, n))| ∈ P i is an ǫ rigidity time and (M (S, n), C max (M (S, n))) is acceptable } has positive lower density.
Proof. The proposition is proved by Lemma 8 (one uses ν in place of ν 0 ), with W equal to the portion of the simplex that has the length of the subinterval which corresponds to C max greater than 1 − 
This is equation 5.5 of [18] . An immediate consequence of it is that any ν balanced Rauzy-Veech matrix can be shared by a set of measure at most
max . As a result of the two previous lemmas we obtain:
Lemma 11. The measure of IETs that have acceptable pairs with the same
Proof of Proposition 4. By Lemma 11 and the fact that A has density 1, the measure of IETs with an ǫ rigidity time n ∈ P i0 \A where (M, n) is an acceptable pair goes to zero as i 0 goes to infinity. Therefore, by Proposition 7 almost every IET has an ǫ rigidity time in A. In fact, almost every IET has an ǫ rigidity time in P i ∩ A for a positive lower density set of i.
Proof of Corollary 1. This follows from the fact that almost every IET is uniquely ergodic ( [15] and [19] ) and the following Lemma.
Lemma 12. If T and S are uniquely ergodic with respect to µ and ν respectively then any preserved measure of T × S has projections µ and ν.
Proof. Consider a preserved measure of T × S, η.
Therefore, µ 1 (A) := η(A × Y ) is preserved by T and so it is µ. For the other projection the proof is similar.
Remark 17. The product of weak mixing transformations is weak mixing. From this it follows that for Leb ×...× Leb almost every n-tuple of IETs (S 1 , ..., S n ), S 1 × ... × S n is uniquely ergodic and S 1 is disjoint from S 2 × S 3 × ... × S n .
Proof of Theorem 2. Fix an IET T . By Remark 4 we may assume T is weak mixing and consider the measure of IETs in Ω T and in a fixed Rauzy class. By Proposition 3 there exists A, a mixing sequence of density 1 for T . By Theorem 4 almost every IET in a fixed Rauzy class has a rigidity sequence in A. By Corollary 3 these IETs are not isomorphic to T .
Remark 18. If one is averse to using major achievements where it can be avoided, one can prove Theorem 2 without appealing to weak mixing. First, one notices that if A ǫ (T ) = {n : n is not an ǫ rigidity time for T }, and T is aperiodic then the density of A ǫ (T ) goes to 1 as ǫ goes to 0. One uses the above argument to show that for almost every IET S, there exists ǫ S such that A ǫS (T ) contains a δ rigidity time of S for all δ > 0. The key step for doing this is showing that there are infinitely many |C max (M (S, n))| in A ǫS (T ) for (M (S, n), C max (M (S, n))) acceptable. I do not believe that this proof is clearer. However, this approach could be useful in using rigidity sequences as an isomorphism invariant for systems that are not weak mixing. This approach is carried out for a related result in the next section. This section showed a particular reason for rigidity occurred fairly often for almost every IET, but could occur at any time for only a small portion of IETs. Can rigidity happen at a certain time for a larger than expected portion of IETs? The following questions occurred during conversations with Boshernitzan and Veech. To prove the Lemma observe that Remark 21. A similar argument shows that if one fixes an irrational rotation then almost every pair of inducing intervals will give non-isomorphic 3 IETs.
Remark 22. Given a specific pair of 3 IETs I can not say whether they are not isomorphic (see [3] for examples). A specific example of a pair of weakly mixing IETs that are disjoint would be interesting. 
