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Abstract
We prove the endpoint Strichartz estimates for the Klein–Gordon equation in mixed norms on the polar coordinates in two space
dimensions. As an application, similar endpoint estimates for the Schrödinger equation in two space dimensions are shown by using
the non-relativistic limit. The existence of global solutions for the cubic nonlinear Klein–Gordon equation in two space dimensions
for small data is also shown.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
On démontre l’inégalité de Strichartz au point final pour l’équation de Klein–Gordon pour des normes en coordinuées polairs en
dimension deux. Comme application, l’inégalité de Strichartz au point final pour l’équation de Schrödinger est obtenue pour la li-
mite non relativistique. On montré également l’existence globale pour les équations de Klein–Gordon cubiques en dimension deux.
© 2010 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The Strichartz estimate for the Klein–Gordon equation,
∂2t u−u+ u = 0, (t, x) ∈ (0,∞)×Rn, (1.1)
is the estimate of the following form:
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L
p
t L
q
x
 ‖f ‖Hs , (1.2)
where U(t) = 〈∇〉−1 sin(t〈∇〉) with 〈∇〉 = √1 − is the fundamental solution of (1.1), p ∈ [2,∞],
q ∈ [2,2n/(n− 2)] (q ∈ [2,∞] if n = 1,2), and s satisfy:
1
p
= n
2
(
1
2
− 1
q
)
, s = n+ 2
2
(
1
2
− 1
q
)
− 1, (1.3)
with (p, q) 
= (2,∞). In particular the estimate,∥∥U(t)f ∥∥
L2t L
2n/(n−2)
x
 ‖f ‖H−(n−2)/2n,
is called the endpoint Strichartz estimate, which was essentially proved by Keel and Tao [5] for n 3. (For a concrete
proof for the Klein–Gordon equation, see [12,13].) On the contrary, the corresponding estimate for n = 2,∥∥U(t)f ∥∥
L2t L
∞
x
 ‖f ‖L2, (1.4)
seems to be false. For the related result, see Corollary 3.2 below.
Remark 1.1. More generally, the estimate (1.2) holds for the exponents satisfying the conditions,
1
p
= n− 1 + θ
2
(
1
2
− 1
q
)
, s = n+ 1 + θ
2
(
1
2
− 1
q
)
− 1,
where θ ∈ [0,1]. The parameter θ comes from the decay estimate:∥∥U(t)jf ∥∥Lqx  |t |(n−1+θ)(1/2−1/q)2{(n+1+θ)(1/2−1/q)−1}j‖jf ‖Lq′ ,
where {j }∞j=0 denotes the Littlewood–Paley decomposition (see e.g. [13]). In this paper we are concerned with the
case θ = 1, which means that the corresponding Strichartz estimate is based on the best decay estimate. For the case
θ = 0, see [11].
The Strichartz estimate is also known for the wave equation and the Schrödinger equation. As for the wave equation,
the estimate corresponding to (1.4) is, in three space dimensions,∥∥|∇|−1 sin(t |∇|)f ∥∥
L2t L
∞
x
 ‖f ‖L2, (1.5)
which is also known to be false [8]. However, Klainerman and Machedon [8, Proposition 4] showed that if f is radial,
then the estimate (1.5) holds. They observed that under the assumption of radial symmetry the estimate (1.5) is just
the Hardy–Littlewood maximal function estimate.
As for the Schrödinger equation, the estimate corresponding to (1.4) is, in two space dimensions,∥∥eitf ∥∥
L2t L
∞
x
 ‖f ‖L2, (1.6)
which is known to be false as we mentioned above [14]. (Montgomety and Smith [14] also showed that the estimates
(1.5), (1.6) are false even if we replace L∞ by BMO.) In this case, Tao [21] showed that by introducing the mixed
norms on the polar coordinates x = rω with r > 0, ω ∈ S1,∥∥eitf ∥∥
L2t L
∞
r L
2
ω
 ‖f ‖L2 (1.7)
holds without assuming radial symmetry on f , where
‖g‖L∞r Lqω = sup
r>0
(∫
S1
∣∣g(rω)∣∣q dσ (ω))1/q .
His method is based on the expansion by spherical harmonics.
Recently, Machihara, Nakamura, Nakanishi, and Ozawa [11] refined the estimate in the three-dimensional wave
case. Namely, they showed that
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L2t L
∞
r L
q
ω
√q‖f ‖L2 (1.8)
holds for 1  q < ∞. They observed that the estimate (1.8) can be reduced to the T ∗T -version of the Hardy–
Littlewood maximal function estimate. (See Lemma 2.5 below.) They also showed that a similar estimate for the
Klein–Gordon equation in three space dimensions holds, which is easier since t−3/2 decay of the fundamental solu-
tion can be used.
The purpose of this paper is to show the endpoint estimate of the form (1.8) for the Klein–Gordon equation in two
space dimensions. From the T ∗T argument, the estimate is equivalent to,∥∥∥∥∫
R
〈∇〉−2 cos((t − s)〈∇〉)F(s) ds∥∥∥∥
L2t L
∞
r L
q
ω
 q‖F‖
L2t L
1
r L
q′
ω
.
To show the estimate, we divide the integral kernel 〈∇〉−2 cos(t〈∇〉) into two parts, namely, the kernel having the
support in {(t, x) | |x| > t/2}, and the kernel having the support in {(t, x) | |x|  t/2}. Then, by using explicit rep-
resentations of the kernels, we observe that the former one is treated similarly to the three-dimensional wave case.
Meanwhile, the operator having the latter kernel, which is not appeared in the three-dimensional wave case due to
the strong Huygens principle, is estimated in L2t L∞x without averaging over the sphere. To derive such estimate we
employ the method of the stationary phase and the asymptotic expansion of the oscillatory integrals associated with
the latter kernel.
This paper is organized as follows. We describe our main result and the proof in Section 2. In Section 3, we show
that a similar estimate for the Schrödinger equation holds as an application of our main result. In Section 4, we briefly
describe applications to the existence of global solutions to the cubic nonlinear Klein–Gordon equations for small
data.
Notation. For A, B  0, we denote A  B if there exists a constant C > 0 such that A  CB . F and F−1 are the
Fourier transform and the inverse Fourier transform, respectively. For a function m, we define the operator m(∇) as
the Fourier multiplier m(∇) = F−1m(ξ)F . Finally, we define 〈ξ 〉 = (1 + |ξ |2)1/2, and 〈ξ 〉m = (m2 + |ξ |2)1/2 for
m> 0. Note that 〈ξ 〉1 = 〈ξ 〉.
2. Main result
In this section, we state our main result with the proof. We denote,
U˙ (t) = cos[t〈∇〉], U(t) = 〈∇〉−1 sin[t〈∇〉],
the fundamental solution of the Klein–Gordon equation (1.1) and its time derivative. Our main result is the following:
Theorem 2.1. Let n = 2 and let 1 q < ∞. Then, the following estimates hold:∥∥U˙ (t)f ∥∥
L2t L
∞
r L
q
ω
√q‖f ‖H 1, (2.1)
∥∥U(t)g∥∥
L2t L
∞
r L
q
ω
√q‖g‖L2 . (2.2)
Moreover, we have: ∥∥∥∥∥
t∫
0
U˙ (t − s)F (s) ds
∥∥∥∥∥
L2t L
∞
r L
q
ω
√q‖F‖L1t H 1x , (2.3)
∥∥∥∥∥
t∫
0
U(t − s)G(s) ds
∥∥∥∥∥
L2t L
∞
r L
q
ω
√q‖G‖L1t L2x . (2.4)
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(1) By the Sobolev embedding on S1, the estimates in Theorem 2.1 imply that the L2t L∞x estimate holds if we assume
a slight angular regularity on the data. For example, from the estimate (2.2) we have:∥∥U(t)g∥∥
L2t L
∞
x

∥∥〈∇S1〉δU(t)g∥∥L2t L∞r Lqω
√q∥∥〈∇S1〉δg∥∥L2,
where δ > 1/q , 〈∇S1〉s = (I −S1)s/2, S1 is the Laplace–Beltrami operator on S1.
(2) For the Klein–Gordon equation,
∂2t u−u+m2u = 0, (t, x) ∈ (0,∞)×R2, (2.5)
where m> 0, the fundamental solution becomes:
Um(t) = 〈∇〉−1m sin
[
t〈∇〉m
]
.
Since Um(t)g(x) = m−1(U(mt)g(·/m))(mx), applying (2.2) we obtain:∥∥Um(t)g∥∥L2t L∞r Lqω = m−1∥∥(U(mt)g(·/m))(mrω)∥∥L2t L∞r Lqω
= m−3/2∥∥U(s)g(·/m)∥∥
L2s L
∞
r L
q
ω
m−3/2√q∥∥g(·/m)∥∥
L2
=√q/m‖g‖L2 .
Similarly, we have: ∥∥U˙m(t)f ∥∥L2t L∞r Lqω √q/m∥∥〈∇〉mf ∥∥L2 .
Thus, if we use the conserved energy defined by:
E(u) =
∫
R2
∣∣∂2t u∣∣+ |∇u|2 +m2|u|dx
as in [11], the estimates (2.1) and (2.2) are written as the following estimate for the solution u of (2.5),
‖u‖L2t L∞r Lqω 
√
q/mE(u)1/2.
(3) By the Christ–Kiselev lemma ([1], [21, Lemma 3.1]), the estimates (2.3), (2.4) also hold if we replace ‖F‖L1t L2x
on the right-hand side by ‖F‖
L
p˜′
t B
s
q˜′,2
for exponents p˜, q˜ , s satisfying the conditions (1.3), where Bs
q˜ ′,2 denotes the
Besov space. However, we cannot replace it by ‖F‖
L2t L
1
r L
q′
ω
, which is excluded from the range of the application
of the Christ–Kiselev lemma.
For the proof of Theorem 2.1 the following explicit representations of the fundamental solution play an important
role.
Lemma 2.3. Let n = 2. We have U(t)f = E(t) ∗ f , with
E(t, x) = 1
2π
(
t2 − r2)−1/2+ cos√t2 − r2, (2.6)
where r = |x|.
Proof. Let v(t) = U(t)f be a solution to
2v + v = 0, v(0) = 0, ∂t v(0) = f,
52 J. Kato, T. Ozawa / J. Math. Pures Appl. 95 (2011) 48–71where n denotes the d’Alembertian in n space dimensions. Then w(t, x˜) = eix3v(t, x) solves,
3w = 0, w(0) = 0, ∂tw(0) = eix3f,
where x˜ = (x, x3) ∈ R3. By using the Kirchhoff formula for the wave equation in three space dimensions, we have:
eix3v(t, x) = t
4π
∫
S2
ei(x3−tω3)f (x − tω) dσ (ω˜),
where ω˜ = (ω,ω3) ∈ S2. Thus, we obtain:
v(t, x) = t
4π
∫
S2
e−itω3f (x − tω) dσ (ω˜)
= t
4π
1∫
−1
e−iλt
( ∫
|y|=
√
1−λ2
f (x − ty) dSy
)
dλ√
1 − λ2
= 1
2π
1∫
0
cos(λt)√
1 − λ2
( ∫
|y|=t
√
1−λ2
f (x − y)dSy
)
dλ
= 1
2π
1∫
0
cos(t
√
1 − ρ2)√
1 − ρ2
( ∫
|y|=tρ
f (x − y)dSy
)
dρ
= 1
2π
t∫
0
cos(t
√
1 − τ 2/t2)√
1 − τ 2/t2
( ∫
|y|=τ
f (x − y)dSy
)
dτ
t
= 1
2π
∫
|y|<t
cos
√
t2 − |y|2√
t2 − |y|2 f (x − y)dy,
which implies (2.6). 
For the proof of Theorem 2.1 we consider the operators:
T±F =
∞∫
0
〈∇〉−1(eis〈∇〉 ± e−is〈∇〉)F(s) ds.
Then, U(t) and U˙ (t) are represented by using the dual operators of T±. Indeed,
T ∗±f (t) = ±〈∇〉−1
(
eit〈∇〉 ± e−it〈∇〉)f,
and thus we have:
U(t)g = − 1
2i
T ∗−g, U˙(t)f =
1
2
T ∗+〈∇〉f.
So, the estimates, ∥∥T ∗±f ∥∥L2t L∞r Lqω √q‖f ‖L2, (2.7)
imply the estimates (2.1), (2.2). From the T ∗T argument, the estimates (2.7) are equivalent to the estimates∥∥T ∗±T±F∥∥L2L∞Lq  q‖F‖ 2 1 q′ . (2.8)t r ω Lt LrLω
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T ∗±T±F(t) =
∞∫
0
〈∇〉−2(cos[(t − s)〈∇〉]± cos[(t + s)〈∇〉])F(s) ds
=
∫
R
〈∇〉−2 cos[(t − s)〈∇〉]F˜ (s) ds
=
∫
R
K(t − s)F˜ (s) ds,
where F˜ denotes the even or odd extension of F to R×R2, and
K(t) = 〈∇〉−2 cos[t〈∇〉].
In the following, we devote to show the estimate (2.8). We first consider the explicit representation of K(t).
Lemma 2.4. We have K(t)f = K(t) ∗ f , with
K(t, x) = 1
2π
{ ∞∫
|t |∨r
1
s2
sin
√
s2 − r2 ds − χ{r<|t |} 1|t | sin
√
t2 − r2
}
= 1
2π
{
1
r
1∧(r/|t |)∫
0
sin
(
r
ρ
√
1 − ρ2
)
dρ − χ{r<|t |} 1|t | sin
√
t2 − r2
}
,
where r = |x|, a ∨ b = max{a, b}, a ∧ b = min{a, b}, and χA denotes the characteristic function of the set A.
Proof. It suffices to consider the case where t > 0. We first observe that K(t) is written as
K(t) = 〈∇〉−2 cos[t〈∇〉]= ∞∫
t
〈∇〉−1 sin[s〈∇〉]ds.
Then, by using Lemma 2.3 we obtain:
K(t, x) = 1
2π
∞∫
t
(
s2 − r2)−1/2+ cos√s2 − r2 ds
= 1
2π
∞∫
t∨r
(
s2 − r2)−1/2 cos√s2 − r2 ds.
Now we apply integration by parts to obtain:
K(t, x) = − 1
2π
∞∫
t∨r
1
s
∂s
(
sin
√
s2 − r2)ds
= 1
2π
{ ∞∫
t∨r
1
s2
sin
√
s2 − r2 ds − χ{r<t} 1
t
sin
√
t2 − r2
}
.
The second representation in the lemma is derived by a change of variable s = r/ρ. 
To show the estimate (2.8) we divide K(t, x) into two parts, supported inside and outside of the cone {|x| = |t |/2},
and then we apply the different representation in Lemma 2.4 as follows:
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= 1
2π
χ{r>|t |/2}
1
r
1∧(r/|t |)∫
0
sin
(
r
ρ
√
1 − ρ2
)
dρ
+ 1
2π
χ{r<|t |/2}
∞∫
|t |
1
s2
sin
√
s2 − r2 ds
− 1
2π
χ{r<|t |}
1
|t | sin
√
t2 − r2
≡ K1(t, x)+K2(t, x)−K3(t, x).
We first consider the estimate of the operator having the kernel K1. Since∣∣K1(t, x)∣∣ 1
r
χ{r>|t |/2},
we are able to treat this kernel similarly to the 3D wave case as in [11]. In fact, denoting x = rω with r > 0, ω ∈ S1
we have: ∣∣(K1(t) ∗ f )(rω)∣∣ ∫
R2
χ{|rω−y|>|t |/2}
|rω − y| f (y)dy
=
∞∫
0
∫
S1
χ{|rω−lθ |>|t |/2}
|rω − lθ | f (lθ)l dσ (θ) dl
≡
∞∫
0
(
Ω(t, r, l)f (l·))(ω)l dl,
where (
Ω(t, r, l)g
)
(ω) =
∫
S1
χ{|rω−lθ |>|t |/2}
|rω − lθ | g(θ) dσ (θ).
Then, we have the following estimate,∥∥Ω(t, r, l)g∥∥
L
q
ω
 1
r ∨ l h
( |t |
r ∨ l
)
‖g‖
L
q′
ω
, (2.9)
for 2 q ∞, where
h(λ) = λ−1+2(1−ε)/qχ{λ<4}
for small ε > 0. Here, we notice that ‖h‖L1 = Cq . The estimate (2.9) is obtained by interpolating the following two
estimates, ∥∥Ω(t, r, l)g∥∥
L∞ω
 1|t |χ{ |t |r∨l <4}‖g‖L1ω , (2.10)∥∥Ω(t, r, l)g∥∥
L2ω
 1|t |ε
1
(r ∨ l)1−ε χ{ |t |r∨l <4}‖g‖L2ω . (2.11)
To derive (2.10) we estimate,∣∣(Ω(t, r, l)g)(ω)∣∣ 2|t |
∫
1
χ{2(r∨l)>|t |/2}
∣∣g(θ)∣∣dσ(θ) = 2|t |χ{ |t |r∨l <4}‖g‖L1ω .S
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Then, (
Ω(t, r, l)g
)
(Ae) =
∫
SO(2)
χ{|re−lBe|>|t |/2}
|re − lBe| g(ABe) dμ(B),
where μ is the standard Haar measure on SO(2). Thus,∥∥Ω1(t, r, l)g∥∥L2A  1|t |ε ‖g‖L2A
∫
SO(2)
χ{2(r∨l)>|t |/2}
|re − lBe|1−ε dμ(B)
 1|t |ε
1
(r ∨ l)1−ε χ{ |t |r∨l <4}‖g‖L2ω ,
because ∫
S1
1
|re − lθ |1−ε dσ (θ)
1
(r ∨ l)1−ε .
Therefore, we derive the estimate (2.9), and then we obtain:∥∥∥∥∫
R
K1(t − s) ∗ F˜ (s) ds
∥∥∥∥
L2t L
∞
r L
q
ω

∥∥∥∥∥
∫
R
∞∫
0
∥∥Ω(t − s, r, l)F˜ (s, l·)∥∥
L
q
ω
l ds dl
∥∥∥∥∥
L2t L
∞
r

∥∥∥∥∥
∫
R
∞∫
0
1
r ∨ l h
( |t − s|
r ∨ l
)∥∥F˜ (s, l·)∥∥
L
q′
ω
l ds dl
∥∥∥∥∥
L2t L
∞
r
.
Now we apply the following lemma, the T ∗T version of the Hardy–Littlewood maximal function estimate, which is
due to Machihara, Nakamura, Nakanishi, and Ozawa [11]. In the lemma below, we forget about the polar coordinates
and Lpr just denotes Lp(0,∞;dr).
Lemma 2.5. (See [11, Lemma 3.1].) Let h(λ) be a nonnegative nonincreasing integrable function on (0,∞). Then the
following estimate holds: ∥∥∥∥∥
∫
R
∞∫
0
1
r ∨ l h
( |t − s|
r ∨ l
)
G(s, l) ds dl
∥∥∥∥∥
L2t L
∞
r
 ‖h‖L1‖G‖L2t L1r .
Applying this lemma we finally obtain:∥∥∥∥∫
R
K1(t − s) ∗ F˜ (s) ds
∥∥∥∥
L2t L
∞
r L
q
ω
 ‖h‖L1‖F˜‖L2t L1r Lq′ω  q‖F‖L2t L1r Lq′ω .
Here, we notice that the case 1 q < 2 is easily reduced to the case q = 2 by using the Hölder inequality.
We next consider the estimate of the operator having the kernel K2. To derive the estimate, we apply the integration
by parts again. For r < |t |/2,
K2(t, x) = − 12π
∞∫
|t |
√
s2 − r2
s3
∂s
(
cos
√
s2 − r2)ds
= 1
2π
{√
t2 − r2
|t |3 cos
√
t2 − r2 +
∞∫ −2s2 + 3r2
s4
√
s2 − r2 cos
√
s2 − r2 ds
}
.|t |
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√
s2 − r2  |t | for s > |t |, r < |t |/2, we have:
∣∣K2(t, x)∣∣ 1|t |2 + 1|t |
∞∫
|t |
ds
s2
 1|t |2 .
Meanwhile, for |t | < 1 we estimate K2 directly to obtain:
∣∣K2(t, x)∣∣( 1∫
|t |
1
s2
√
s2 − r2 ds +
∞∫
1
ds
s2
)
 log 1|t | + 1.
Thus we obtain: ∣∣K2(t, x)∣∣ χ{|t |<1}(log 1|t | + 1
)
+ χ{|t |1} 1|t |2 ≡ k(t).
Note that k ∈ L1(R). Since ∣∣(K2(t − s) ∗ F˜ (s))(x)∣∣ ∫
R2
∣∣K2(t − s, x − y)F˜ (s, y)∣∣dy

∫
R2
k(t − s)∣∣F˜ (s, y)∣∣dy
= k(t − s)∥∥F˜ (s, ·)∥∥
L1 ,
applying the Young inequality we obtain:∥∥∥∥∫
R
K2(t − s) ∗ F˜ (s) ds
∥∥∥∥
L2t L
∞
x

∥∥∥∥∫
R
k(t − s)∥∥F˜ (s)∥∥
L1x
ds
∥∥∥∥
L2t
 ‖k‖L1‖F˜‖L2t L1x
 ‖F‖L2t L1x .
We finally consider the estimate of the operator with the kernel K3. We first divide K3 into two parts,
K3(t, x) =
(
1 − ρ(x/t))K3(t, x)+ ρ(x/t)K3(t, x), (2.12)
where ρ ∈ C∞0 (Rn) is a radial function which satisfies ρ(x) = 1 for |x| 1/16, ρ(x) = 0 for |x| > 1/8, 0 ρ  1,
and ρ(x) = ρ0(|x|). Then, it is easy to see that the first term on the right-hand side of (2.12) is bounded by a constant
multiple of,
1
r
χ{r>|t |/16}.
Thus, similarly as K1, we are able to estimate the operator having this kernel. So, we set:
K˜3(t, x) = ρ(x/t)K3(t, x),
and devote to the estimate of the operator having the kernel K˜3. For that operator a better estimate holds.
Lemma 2.6. We have,
‖K˜3 ∗t,x F˜‖L2t L∞x  ‖F‖L2t L1x , (2.13)
where we denote by ∗t,x the convolution with respect to t and x.
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section we devote ourselves to the proof of Lemma 2.6.
Proof of Lemma 2.6. For the proof of Lemma 2.6 we divide K˜3 into three parts, which corresponds to the decompo-
sition of the frequency space in space and time:{|ξ | > 1/4}, {|ξ | 1/2, ∣∣|τ | − 1∣∣ 1/8}, {|ξ | 1/2, ∣∣|τ | − 1∣∣ 1/4}.
Precisely, we decompose K˜3 as follows:
K˜3(t, x) = F−1
(
1 − ρ(ξ/4))FK˜3 + F−1t (1 − ρ0((|τ | − 1)/2))Ft [ϕ ∗ K˜3]
+ F−1t,x ρ0
((|τ | − 1)/2)ρ(ξ/4)Ft,xK˜3
≡ K˜3,1(t, x)+ K˜3,2(t, x)+ K˜3,3(t, x),
where ρ is the same one appeared in (2.12), and ϕ is defined by ϕ̂(ξ) = ρ(ξ/4). Then, it suffices to show that the
estimate (2.13) holds for each K˜3,j instead of K˜3.
We first consider the estimate on K˜3,1.
Claim 1. We have: ∥∥K˜3,1(t, x)∥∥L∞x  〈t〉−2, t ∈ R. (2.14)
If Claim 1 were proved, then applying Claim 1 and the Young inequality we would immediately obtain:∥∥∥∥∫
R
K˜3,1(t − s) ∗ F˜ (s) ds
∥∥∥∥
L2t L
∞
x

∥∥∥∥∫
R
∥∥K˜3,1(t − s)∥∥L∞x ∥∥F˜ (s)∥∥L1x ds
∥∥∥∥
L2t

∥∥∥∥∫
R
1
〈t − s〉2
∥∥F(s)∥∥
L1x
ds
∥∥∥∥
L2t
 ‖F‖L2t L1x .
Proof of Claim 1. To show Claim 1 we prove the decay estimate of F [K˜3,1(t)] by using the stationary phase method:
F[K˜3,1(t)](ξ) = (1 − ρ(ξ/4)) 12π |t |
∫
R2
eix·ξ ρ
(
x
t
)
sin
√
t2 − r2 dx
= (1 − ρ(ξ/4)) |t |
4πi
∫
R2
(
ei|t |(y·ξ+
√
1−|y|2) − ei|t |(y·ξ−
√
1−|y|2))ρ(y)dy
≡ (1 − ρ(ξ/4)) |t |
4πi
(
I+(t, ξ)− I−(t, ξ)).
Then, the phase functions of the oscillatory integral I±(t, ξ) are,
φ±(y, ξ) = y · ξ ±
√
1 − |y|2,
respectively, and they satisfy: ∣∣∇yφ±(y, ξ)∣∣ |ξ | − |y|√
1 − |y|2 
(
1 − 4√
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)
|ξ |, (2.15)
for |ξ | 1/4 and |y| 1/8, which implies |y| |ξ |/2. Here, these conditions come from the support property of ρ.
Moreover, we have: ∣∣∇yφ±(y, ξ)∣∣ |ξ |, ∣∣∂αy φ±(y, ξ)∣∣ 1, |α| 2 (2.16)
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ei|t |φ±(y,ξ) = 1
i|t |
∇yφ±(y, ξ)
|∇yφ±(y, ξ)|2 · ∇ye
i|t |φ±(y,ξ),
we observe that
I±(t, ξ) = 1
i|t |
∫
R2
∇yei|t |φ±(y,ξ) · ∇yφ±(y, ξ)|∇yφ±(y, ξ)|2 ρ(y)dy
= −1
i|t |
2∑
j=1
∫
R2
ei|t |φ±(y,ξ)∂j
(
∂jφ±(y, ξ)
|∇yφ±(y, ξ)|2 ρ(y)
)
dy
= (−1)
3
(i|t |)3
∑
j,k,l
∫
R2
ei|t |φ±(y,ξ)∂l
{
∂lφ±
|∇yφ±|2 ∂k
{
∂kφ±
|∇yφ±|2 ∂j
(
∂jφ±
|∇yφ±|2 ρ(y)
)}}
dy.
According to (2.15), (2.16), the worst term with respect to the decay on |ξ | is, for example,∣∣∣∣ (−1)3(i|t |)3
∫
R2
ei|t |φ±(y,ξ) ∂lφ±|∇yφ±|2
∂kφ±
|∇yφ±|2
∂jφ±
|∇yφ±|2 ∂l∂k∂jρ(y) dy
∣∣∣∣ 1|t |3|ξ |3 .
Therefore, we have: ∣∣F[K˜3,1(t)](ξ)∣∣= C|t |∣∣(1 − ρ(ξ/4))(I+(t, ξ)− I−(t, ξ))∣∣ 1|t |2〈ξ 〉3 .
Thus, we obtain: ∥∥K˜3,1(t)∥∥L∞x  ∥∥F[K˜3,1(t)]∥∥L1ξ  1/|t |2.
Meanwhile, it is easy to see that ∥∥K˜3,1(t)∥∥L∞x  ∥∥K˜3(t)∥∥L∞x + ∥∥ϕ ∗ K˜3(t)∥∥L∞x  1.
Combining the above estimates we obtain (2.14). 
We next consider the estimate on the operator having the kernel K˜3,2. We begin with stating the following claim:
Claim 2. We have: ∥∥Ft [K˜3,2](τ, x)∥∥L∞τ  |x|−1〈x〉−2, x ∈ R2 \ {0}. (2.17)
Once Claim 2 were proved, then by applying the Sobolev embedding we would obtain:
‖K˜3,2 ∗t,x F˜‖L2t L∞x = ‖K˜3,2 ∗t,x ϕ˜ ∗ F˜‖L2t L∞x

∑
|α|2
∥∥K˜3,2 ∗t,x (∂αx ϕ˜ ∗ F˜ )∥∥L2t L2x
=
∑
|α|2
∥∥Ft [K˜3,2](τ ) ∗ Ft[∂αx ϕ˜ ∗ F˜ ](τ )∥∥L2xL2τ ,
where ϕ˜ is defined by F ϕ˜(ξ) = ρ(ξ/8) so that ϕ˜ϕ ≡ ϕ, and we have applied Plancherel’s theorem with respect to the
time variable. Now we apply Claim 2 to obtain:
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∥∥∥∥ 1|x|〈x〉2 ∗ ∥∥Ft[∂αx ϕ˜ ∗ F˜ ]∥∥L2τ
∥∥∥∥
L2x

∥∥∥∥ 1|x|〈x〉2
∥∥∥∥
L1
∥∥∂αx ϕ˜ ∗ F˜∥∥L2xL2t

∑
|β|2
∥∥∂α+βx ϕ˜ ∗ F˜∥∥L2t L1x
 ‖F‖L2t L1x . (2.18)
Therefore, we obtain:
‖K˜3,2 ∗t,x F˜‖L2t L∞x  ‖F‖L2t L1x .
Proof of Claim 2. We derive the decay estimate on Ft [K˜3,2](τ, x) by using the stationary phase method again:
Ft [K˜3,2](τ, x) = 12π
(
1 − ρ0
( |τ | − 1
2
)) ∫
|t |8r
e−itτ 1|t |ρ
(
x
t
)
sin
√
t2 − r2 dt
= 1
2π
(
1 − ρ0
( |τ | − 1
2
)){ ∞∫
8
e−irsτ s−1ρ0(1/s) sin
(
r
√
s2 − 1)ds
+
∞∫
8
eirsτ s−1ρ0(1/s) sin
(
r
√
s2 − 1)ds}.
So, the problem is reduced to the estimate of the oscillatory integral of the form,
I (r, τ ) =
∞∫
8
e±irφ±(s,τ )s−1ρ0(1/s) ds,
for ||τ | − 1| 1/8, where φ±(s, τ ) = sτ ±
√
s2 − 1. The phase functions φ± satisfy,∣∣∂sφ±(s, τ )∣∣ |τ | − s√
s2 − 1 = |τ | − 1 −
(
s√
s2 − 1 − 1
)
 9
8
− 8√
63
> 0,∣∣∂lsφ±(s, τ )∣∣ Cls−l+1, l  2,
for ||τ | − 1| 1/8, s  8. Thus, integrating by parts we obtain:
I (r, τ ) = −1±ir
∞∫
8
e±irφ±(s,τ )∂s
(
1
∂sφ±(s, τ )
s−1ρ0(1/s)
)
ds
= (−1)
3
(±ir)3
∞∫
8
e±irφ±(s,τ )∂s
{
1
∂sφ±
∂s
{
1
∂sφ±
∂s
(
1
∂sφ±
s−1ρ0(1/s)
)}}
ds. (2.19)
Combining with the estimate |I (r, τ )| 1/r which resulted from (2.19), we obtain (2.17). 
We finally consider the estimate on the operator having the kernel K˜3,3. We begin with stating the following claim.
Claim 3. We have: ∥∥Ft,x[K˜3,3]∥∥L∞τ,ξ  1. (2.20)
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‖K˜3,3 ∗t,x F˜‖L2t L∞x = ‖K˜3,2 ∗t,x ϕ˜ ∗ F˜‖L2t L∞x

∑
|α|2
∥∥K˜3,3 ∗t,x (∂αx ϕ˜ ∗ F˜ )∥∥L2t L2x
=
∑
|α|2
∥∥Ft,x[K˜3,3]Ft,x[∂αx ϕ˜ ∗ F˜ ]∥∥L2τ L2ξ

∑
|α|2
∥∥Ft,x[∂αx ϕ˜ ∗ F˜ ]∥∥L2τ L2ξ ,
=
∑
|α|2
∥∥∂αx ϕ˜ ∗ F˜∥∥L2t L2x  ‖F‖L2t L1x ,
where ϕ˜ is the same one appeared in (2.18).
Proof of Claim 3. Since
Ft,x[K˜3,3](τ, ξ) = ρ0
((|τ | − 1)/2)ρ(ξ/4)Ft,x[K˜3](τ, ξ),
it suffices to show that Ft,x[K˜3](τ, ξ) is bounded on
D = {(τ, ξ) ∣∣ ∣∣|τ | − 1∣∣ 1/4, |ξ | 1/2}. (2.21)
Introducing the convergence factor,
Ft,x[K˜3] = lim
ε↓0 Ft,x
[
e−ε
√
t2−|x|2K˜3
]
in S ′(R×R2),
we calculate Ft,x[e−ε
√
t2−|x|2K˜3] for ε > 0 as follows:
Ft,x
[
e−ε
√
t2−|x|2K˜3
]
(τ, ξ)
= 1
4π
∫
R×R2
e−itτ−ix·ξ−ε
√
t2−|x|2 |t |−1 sin
√
t2 − |x|2ρ(x/t) dt dx
= 1
4π
∞∫
0
∫
|x|1/8
e−itτ−ix·ξ−ε
√
t2−|x|2 t−1 sin
√
t2 − |x|2ρ(x/t) dt dx
+ 1
4π
∞∫
0
∫
|x|1/8
eitτ+ix·ξ−ε
√
t2−|x|2 t−1 sin
√
t2 − |x|2ρ(x/t) dt dx
= 1
4π
∞∫
0
∫
H2
e−ελ−iλ(τ,ξ)·Ω(λΩ0)−1 sinλρ
(
Ω ′/Ω0
)
λ2 dλdΩ
+ 1
4π
∞∫
0
∫
H2
e−ελ+iλ(τ,ξ)·Ω(λΩ0)−1 sinλρ
(
Ω ′/Ω0
)
λ2 dλdΩ
= 1
4π
( ∞∫
0
e−ελ−iλ sgn(τ )
√
τ 2−|ξ |2λ sinλH−(λ, τ, ξ) dλ
+
∞∫
e−ελ+iλ sgn(τ )
√
τ 2−|ξ |2λ sinλH+(λ, τ, ξ) dλ
)
,0
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(t, x) = λΩ, λ =
√
t2 − |x|2, Ω = (Ω0,Ω ′)= ( t
λ
,
x
λ
)
∈ H2,
and dt dx = λ2 dλdΩ . See e.g. [2]. Here, H2 = {(t, x) ∈ (0,∞)×R2|t2 − |x|2 = 1} and we set:
H±(λ, τ, ξ) =
∫
H2
e±iλ{(τ,ξ)·Ω−sgn(τ )
√
τ 2−|ξ |2}Ω−10 ρ
(
Ω ′/Ω0
)
dΩ
=
∫
R2
e±iλ{(τ,ξ)·(〈y〉,y)−sgn(τ )
√
τ 2−|ξ |2}〈y〉−2ρ(y/〈y〉)dy, (2.22)
for λ > 0, (τ, ξ) ∈ D. Therefore, we obtain:
Ft,x
[
e−ε
√
t2−|x|2K˜3
]
(τ, ξ) = 1
8πi
( ∞∫
0
e−ελ−iλ{sgn(τ )
√
τ 2−|ξ |2−1}λH−(λ, τ, ξ) dλ
−
∞∫
0
e−ελ−iλ{sgn(τ )
√
τ 2−|ξ |2+1}λH−(λ, τ, ξ) dλ
+
∞∫
0
e−ελ+iλ{sgn(τ )
√
τ 2−|ξ |2+1}λH+(λ, τ, ξ) dλ
−
∞∫
0
e−ελ+iλ{sgn(τ )
√
τ 2−|ξ |2−1}λH+(λ, τ, ξ) dλ
)
≡ 1
8πi
(
I ε1 (τ, ξ)− I ε2 (τ, ξ)+ I ε3 (τ, ξ)− I ε4 (τ, ξ)
)
. (2.23)
For the estimate of the right-hand side of (2.23) the estimates of the oscillatory integrals H±(λ, τ, ξ) defined in (2.22)
play an important role. The asymptotic behaviors of H±(λ, τ, ξ) as λ → ∞ are characterized by the behavior of the
phase function,
φ±(y, τ, ξ) = ±
{
(τ, ξ) · (〈y〉, y)− sgn(τ )√t2 − |ξ |2}. (2.24)
Since
∇yφ±(y, τ, ξ) = ±
{
τy
〈y〉 + ξ
}
,
and we are concerned with the region (2.21), we observe that φ± may have a stationary point y0 = y0(τ, ξ) on the
support of the amplitude function 〈y〉−2ρ(y/〈y〉). In that case φ± satisfy (∇yφ±)(y0, τ, ξ) = 0, i.e. y0 satisfies:
τy0
〈y0〉 + ξ = 0. (2.25)
We notice that φ± also satisfy:
φ±
(
y0, τ, ξ
)= 0.
In fact, from (2.25) we derive two equations,
τ
|y0|2
〈y0〉 + ξ · y
0 = 0, τ ξ · y
0
〈y0〉 + |ξ |
2 = 0.
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y0
〉= |τ |√
τ 2 − |ξ |2 , and y
0 = − sgn(τ )ξ√
τ 2 − |ξ |2 . (2.26)
Thus, we have:
φ±
(
y0, τ, ξ
)= ±{τ 〈y0〉+ ξ · y0 − sgn(τ )√τ 2 − |ξ |2}= 0.
From these observations the asymptotic behaviors of H±(λ, τ, ξ) are summarized in the next lemma.
Lemma 2.7. Let H±(λ, τ, ξ) be defined in (2.22) and let (τ, ξ) satisfy (2.21). Then, for N ∈ N∪ {0} we have:
H±(λ, τ, ξ) =
N∑
j=0
a
j
±(τ, ξ)λ−1−j +RN± (λ, τ, ξ), λ > 0, (2.27)
where the remainder terms RN± satisfy,
sup
(τ,ξ)∈D
∣∣∂kλRN± (λ, τ, ξ)∣∣ Cλ−2−N−k (2.28)
for any λ > 0. In particular, we have,
a0±(τ, ξ) = ±
2πi
|τ | ρ
(
ξ
|τ |
)
, (2.29)
a1±(τ, ξ) = a1(τ, ξ), (2.30)
for some a1 which is bounded on D.
Proof. We first summarize the properties of the phase function φ± defined in (2.24). As we state before, φ± satisfies:
∇φ±(y, τ, ξ) = 0 ⇐⇒ y = y0(τ, ξ),
and φ(y0, τ, ξ) = 0, where y0(τ, ξ) is the one in (2.26). Then, we have:
Hessφ±(y, τ, ξ) = τ
⎛⎝ 1〈y〉 − y21〈y〉3 − y1y2〈y〉3
− y1y2〈y〉3 1〈y〉 −
y22
〈y〉3
⎞⎠ , (2.31)
H± := Hessφ±
(
y0(τ, ξ)
)= ± sgn(τ )√τ 2 − |ξ |2
τ 2
(
τ 2 − ξ21 −ξ1ξ2
−ξ1ξ2 τ 2 − ξ22
)
,
and eigenvalues of H± are,
± sgn(τ )
√
τ 2 − |ξ |2, ± sgn(τ ) (τ
2 − |ξ |2)3/2
τ 2
,
and thus
inf
(τ,ξ)∈D |detH±| = inf(τ,ξ)∈D
(τ 2 − |ξ |2)2
τ 2
> 0. (2.32)
Moreover, we observe that
inf
(τ,ξ)∈D
∣∣∇φ±(y, τ, ξ)∣∣ C∣∣y − y0∣∣, sup
(τ,ξ)∈D
∣∣∂αφ±(y, τ, ξ)∣∣ Cα, |α| 1, (2.33)
hold for y ∈ suppρ(·/〈·〉) ⊂ {|y| 1/4}. These estimates are essential to derive the uniform bound on the remainder
term (2.28). We will give the proof of the first estimate in (2.33) here, since the second one is easy. Since
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(
y0, τ, ξ
)
=
2∑
k=1
1∫
0
(∂j ∂kφ±)
(
y0 + t(y − y0))dt(yk − y0k ),
we have:
∣∣∂1φ±(y, τ, ξ)∣∣
∣∣∣∣∣
1∫
0
(
∂21φ±
)(
y0 + t(y − y0))dt∣∣∣∣∣∣∣y1 − y01 ∣∣
−
∣∣∣∣∣
1∫
0
(∂1∂2φ±)
(
y0 + t(y − y0))dt∣∣∣∣∣∣∣y2 − y02 ∣∣
 |τ |
1∫
0
1 + y2(t)2
〈y(t)〉3 dt
∣∣y1 − y01 ∣∣− |τ |
1∫
0
|y1(t)y2(t)|
〈y(t)〉3 dt
∣∣y2 − y02 ∣∣
 |τ |
1∫
0
1
〈y(t)〉3 dt
∣∣y1 − y01 ∣∣− |τ |16
1∫
0
1
〈y(t)〉3 dt
∣∣y2 − y02 ∣∣,
where y(t) = y0 + t (y − y0), |y|, |y0|  1/4, and thus |y(t)|  1/4. Combining with the similar estimate on
|∂2φ±(y, τ, ξ)|, we obtain:∣∣∇φ±(y, τ, ξ)∣∣ 2−1/2(∣∣∂1φ±(y, τ, ξ)∣∣+ ∣∣∂2φ±(y, τ, ξ)∣∣)
 2−1/2|τ |
( 1∫
0
1
〈y(t)〉3 dt
∣∣y − y0∣∣− √2
16
1∫
0
1
〈y(t)〉3 dt
∣∣y − y0∣∣)
 |τ |
2
1∫
0
1
〈y(t)〉3 dt
∣∣y − y0∣∣
 C
∣∣y − y0∣∣
for (τ, ξ) ∈ D, |y|, |y0| 1/4.
Now we divide H±(λ, τ, ξ) into two parts,
H±(λ, τ, ξ) =
∫
R2
eiλφ±(y,τ,ξ)〈y〉−2ρ(y/〈y〉)ψδ(y)dy
+
∫
R2
eiλφ±(y,τ,ξ)〈y〉−2ρ(y/〈y〉)(1 −ψδ(y))dy
≡ H 1±(λ, τ, ξ)+H 2±(λ, τ, ξ),
where ψδ is a smooth cutoff function satisfying
ψδ(y) =
{
1, |y − y0| δ/2,
0, |y − y0| δ,
for some δ > 0 which is determined later. Then, by (2.33) and [20, VIII, Proposition 5] we obtain:
H 2±(λ, τ, ξ) C(δ)λ−l , λ > 0,
for any l ∈ N. Note that estimates (2.33) enable us to take C(δ) independently of (τ, ξ) ∈ D.
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refer to [20, VIII, Proposition 6]. Here, δ > 0 is determined to guarantee Morse’s lemma, which can be chosen
independently of (τ, ξ) ∈ D because it is determined depending only on (2.31) and (2.32). Note that the uniform
bound of the remainder term (2.28) is assured by (2.33).
Finally, we make some remarks on the coefficients of the expansion. The representation (2.29) is also due to [20,
VIII, Proposition 6]. For the representation (2.30) see [20, VIII, 5.1]. Precisely, applying Morse’s lemma we have:
H 1±(λ, τ, ξ) =
∫
ei
λ
2 (H±w,w)
〈
y(w)
〉−2
ρ
(
y(w)/
〈
y(w)
〉)
ψδ
(
y(w)
)∣∣∣∣ ∂(y)∂(w)
∣∣∣∣dw
≡
∫
ei
λ
2 (H±w,w)ρ˜(w)dw
∼
∞∑
j=0
a
j
±(τ, ξ)λ−1−j ,
where
a
j
±(τ, ξ) = 2π |detH±|−1/2e±πi/2
ij
2j j !
(

j
H± ρ˜
)(
y0(τ, ξ)
)
,
H± =
∑
j,k
h
jk
± ∂j ∂k, with H−1± =
(
h
jk
±
)
.
Here, we notice that aj± are bounded on D, because D  (τ, ξ) → y0(τ, ξ) and ρ, φδ are smooth and bounded.
Moreover, since e±πi/2 = ±i and H−1− = −H−1+ we have:
a1+(τ, ξ) = a1−(τ, ξ),
which is crucial for the argument below. 
In what follows we only consider the case τ > 0, since the case τ < 0 is similar. When τ > 0, we easily observe
that I ε2 (τ, ξ) and I
ε
3 (τ, ξ) on the right-hand side of (2.23) is bounded independently of ε. For example, applying the
integration by parts we have:
lim
ε→0 I
ε
2 (τ, ξ) =
1∫
0
e−iλ(
√
τ 2−|ξ |2+1)λH−(λ, τ, ξ) dλ+ e
−i(
√
τ 2−|ξ |2+1)
i(
√
τ 2 − |ξ |2 + 1)H−(1, τ, ξ)
+ 1
i(
√
τ 2 − |ξ |2 + 1)
∞∫
1
e−iλ{
√
τ 2−|ξ |2+1}∂λ
(
λH−(λ, τ, ξ)
)
dλ.
Then, we easily observe that the right-hand side of the above equality is bounded. In fact, for the first and the second
terms it is sufficient to apply the trivial estimate |H−(λ, τ, ξ)| C. For the third term we apply Lemma 2.7 to obtain:∣∣∂λ(λH−(λ, τ, ξ))∣∣= ∣∣R0−(λ, τ, ξ)+ λ∂λR0−(λ, τ, ξ)∣∣ Cλ−2.
For the estimate of I ε1 (τ, ξ) and I
ε
4 (τ, ξ) on the right-hand side of (2.23) we need to use cancellation of the two
terms. In the following, we set α =√τ 2 − |ξ |2 − 1 and assume α 
= 0. Then,
I ε1 (τ, ξ) =
( ∞∫
2π
|α|
+
2π
|α|∫
0
)
e−ελ−iαλλH−(λ, τ, ξ) dλ ≡ I ε1,1(τ, ξ)+ I ε1,2(τ, ξ),
I ε4 (τ, ξ) =
( ∞∫
2π
+
2π
|α|∫
0
)
e−ελ+iαλλH+(λ, τ, ξ) dλ ≡ I ε4,1(τ, ξ)+ I ε4,2(τ, ξ).|α|
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I ε1,1(τ, ξ) =
[
e−ελ−iαλ
−ε − iα λH−(λ, τ, ξ)
]∞
2π
|α|
+ 1
ε + iα
∞∫
2π
|α|
e−ελ−iαλ∂λ
(
λH−(λ, τ, ξ)
)
dλ
= 2π
(ε + iα)|α|e
−ε2π/|α|H−
(
2π/|α|, τ, ξ)
+ 1
ε + iα
∞∫
2π
|α|
e−ελ−iαλ
(
R0−(λ, τ, ξ)+ λ∂λR0−(λ, τ, ξ)
)
dλ
→ 2π
iα|α|H−
(
2π/|α|, τ, ξ)
+ 1
iα
∞∫
2π
|α|
e−iαλ
(
R0−(λ, τ, ξ)+ λ∂λR0−(λ, τ, ξ)
)
dλ (2.34)
as ε → 0. Here, we notice that by Lemma 2.7 the second term in (2.34) is bounded by,
C
|α|
∞∫
2π
|α|
λ−2 dλ = C
2π
.
Similarly, we have:
lim
ε→0 I
ε
4,1(τ, ξ) = −
2π
iα|α|H+
(
2π/|α|, τ, ξ)+O(1).
Thus,
lim
ε→0
(
I ε1,1(τ, ξ)− I ε4,1(τ, ξ)
)
= 2π
iα|α|
(
H−
(
2π/|α|, τ, ξ)+H+(2π/|α|, τ, ξ))+O(1)
= 2π
iα|α|
{
a0−(τ, ξ)
|α|
2π
+R0−
(
2π/|α|, τ, ξ)+ a0+(τ, ξ) |α|2π +R0+(2π/|α|, τ, ξ)
}
+O(1)
= 2π
iα|α|
{
R0−
(
2π/|α|, τ, ξ)+R0+(2π/|α|, τ, ξ)}+O(1).
In the above calculation first terms of the asymptotic expansions of H±(λ, τ, ξ) are cancelled out due to (2.29).
Therefore, applying (2.28) we obtain:∣∣∣ lim
ε→0
(
I ε1,1(τ, ξ)− I ε4,1(τ, ξ)
)∣∣∣ 2π|α|2 C
(
2π
|α|
)−2
+C  C.
For the estimate of I ε1,2(τ, ξ) and I
ε
4,2(τ, ξ) we only consider the case 2π/|α| > 1, since the case 2π/|α|  1 is
easy. In fact, for such case it is sufficient to apply the trivial estimates,∣∣H±(λ, τ, ξ)∣∣ C, λ 0.
In the case 2π/|α| > 1, applying Lemma 2.7 we have:
lim
ε→0 I
ε
1,2(τ, ξ) =
2π
|α|∫
e−iαλλH−(λ, τ, ξ) dλ0
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2π
|α|∫
1
e−iαλλ
(
a0−(τ, ξ)λ−1 + a1−(τ, ξ)λ−2 +R1−(λ, τ, ξ)
)
dλ
+
1∫
0
e−iαλλ
(
a0−(τ, ξ)λ−1 +R0−(λ, τ, ξ)
)
dλ
=
2π
|α|∫
0
e−iαλa0−(τ, ξ) dλ+
2π
|α|∫
1
e−iαλa1−(τ, ξ)λ−1 dλ
+
2π
|α|∫
1
e−iαλλR1−(λ, τ, ξ) dλ+
1∫
0
e−iαλλR0−(λ, τ, ξ) dλ
≡ I 11,2(τ, ξ)+ I 21,2(τ, ξ)+ I 31,2(τ, ξ)+ I 41,2(τ, ξ).
Then, it is easy to see that
I 11,2(τ, ξ) = a0−(τ, ξ)
[
1
−iα e
−iαλ
] 2π|α|
0
= 0
and
∣∣I 31,2(τ, ξ)∣∣
∞∫
1
Cλ−2 dλ = C.
Moreover, since ∣∣R0−(λ, τ, ξ)∣∣= ∣∣H−(λ, τ, ξ)− a0−(τ, ξ)λ−1∣∣ Cλ−1, 0 < λ 1,
we have:
∣∣I 41,2(τ, ξ)∣∣ 1∫
0
λ
∣∣R0−(λ, τ, ξ)∣∣dλ C.
Thus, we have:
lim
ε→0 I
ε
1,2(τ, ξ) = I 21,2(τ, ξ)+O(1).
Similarly, we have:
lim
ε→0 I4,2(τ, ξ) =
2π
|α|∫
1
eiαλa1+(τ, ξ)λ−1 dλ+O(1)
≡ I 24,2(τ, ξ)+O(1).
Finally, from (2.30) we observe that
I 21,2(τ, ξ)− I 24,2(τ, ξ) =
2π
|α|∫
e−iαλa1(τ, ξ)λ−1 dλ−
2π
|α|∫
eiαλa1(τ, ξ)λ
−1 dλ
1 1
J. Kato, T. Ozawa / J. Math. Pures Appl. 95 (2011) 48–71 67= −2ia1(τ, ξ)
2π
|α|∫
1
sin(αλ)
λ
dλ
= −2ia1(τ, ξ) sgn(α)
2π∫
|α|
sinλ′
λ′
dλ′.
Therefore, since we are concerned with the case |α| < 2π , we conclude that
∣∣I 21,2(τ, ξ)− I 24,2(τ, ξ)∣∣ C 2π∫
0
dλ′ = 2πC.
This completes the proof of Claim 3. 
Accordingly, this completes the proof of Lemma 2.6. 
In the rest of this section, we remark that the retarded estimates (2.3), (2.4) are immediately follow from (2.1),
(2.2), respectively. For example, we have:∥∥∥∥∥
t∫
0
U(t − s)F (s) ds
∥∥∥∥∥
L2t L
∞
r L
q
ω

∞∫
0
∥∥χ{s<t}U(t − s)F (s)∥∥L2t L∞r Lqω ds
=
∞∫
0
∥∥U(t ′)F(s)∥∥
L2
t ′ (0,∞;L∞r L
q
ω)
ds

∞∫
0
√
q
∥∥F(s)∥∥
L2x
ds = √q‖F‖L1t L2x .
3. Endpoint Strichartz estimates for the 2D Schrödinger equation
In this section, we prove the endpoint Strichartz estimates for the two-dimensional Schrödinger equation as an
application of Theorem 2.1. Concerning this problem, Tao [21] showed that the estimate,
‖eitf ‖L2t L∞r H sω  ‖f ‖L2, (3.1)
holds for small s > 0, where Hsω denotes the Sobolev space on S1. However, Machihara, Nakamura, Nakanishi, and
Ozawa [11, Theorem 5.1] pointed out the fact that s  1/3 is necessary for the estimate (3.1), which implies we cannot
take q > 6 in (3.2) below by using the Sobolev embedding and (3.1). The following theorem states that the estimate
holds for all q  1.
Theorem 3.1. Let n = 2 and let 1 q < ∞. Then, the following estimate holds:∥∥eit/2f ∥∥
L2t L
∞
r L
q
ω
√q‖f ‖L2 . (3.2)
The proof of Theorem 3.1 is based on the argument of non-relativistic limit to reduce the problem to the Klein–
Gordon case. See e.g. [22]. The Klein–Gordon equation is generally given by:
1
c2
∂2t u−u+
m2c2
h¯
u = 0, (3.3)
where c > 0 is the speed of light, m > 0 is the mass, and h¯ > 0 is the Planck constant. Considering the modulated
function v = eimc2t/h¯u, we observe that v solves the following modulated equation:
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c2
∂2t v −
2im
h¯
∂tv −v = 0.
Then, taking the non-relativistic limit c → ∞, we easily observe that the modulated equation converges to the
Schrödinger equation
i∂t v + h¯2mv = 0.
By using this relation between the Klein–Gordon equation and the Schrödinger equation, Theorem 3.1 is derived as a
simple application of Theorem 2.1.
Proof of Theorem 3.1. To begin with, by rescaling we normalize the constants as m = h¯ = 1. For the proof of the
estimate (3.2) it suffices to consider f ∈ S(R2). Now we consider the Cauchy problem of the modulated equation:{
c−2∂2t v − 2i∂t v −v = 0,
v(0) = f, ∂tv(0) = g,
for some g ∈ S(R2). The solution of this problem is given by:
vc(t) = eitc2
{
cos
(
tc〈∇〉c
)− ic〈∇〉c sin(tc〈∇〉c)
}
f + eitc2 1
c〈∇〉c sin
(
tc〈∇〉c
)
g.
In the following, we show the uniform boundedness of {vc} by using Theorem 2.1. Since cos(tc〈∇〉c)f (x) =
{cos(tc2〈∇〉)f (·/c)}(cx), we have:∥∥cos(tc〈∇〉c)f ∥∥L2t L∞r Lqω = ∥∥{cos(tc2〈∇〉)f (·/c)}(crω)∥∥L2t L∞r Lqω
= c−1∥∥{cos(s〈∇〉)f (·/c)}∥∥
L2s L
∞
r L
q
ω
 c−1√q∥∥f (·/c)∥∥
H 1
√q(‖f ‖L2 + c−1‖f ‖H˙ 1).
Similarly, we have: ∥∥∥∥ ic〈∇〉c sin(tc〈∇〉c)f
∥∥∥∥
L2t L
∞
r L
q
ω
√q‖f ‖L2 ,∥∥∥∥ 1c〈∇〉c sin(tc〈∇〉c)g
∥∥∥∥
L2t L
∞
r L
q
ω
 c−2√q‖g‖L2 .
Therefore, we obtain: ∥∥vc∥∥
L2t L
∞
r L
q
ω
√q(‖f ‖L2 + c−1‖f ‖H˙ 1 + c−2‖g‖L2)
√q(‖f ‖L2 + ‖f ‖H˙ 1 + ‖g‖L2), (3.4)
for c > 1. Thus, there exists a subsequence {vcj }∞j=1 ⊂ {vc} and v ∈ L2t L∞r Lqω such that
vcj → v ∗-weakly in L2t L∞r Lqω, as j → ∞.
Moreover, from (3.4),
‖v‖L2t L∞r Lqω  lim infj→∞
∥∥vcj ∥∥
L2t L
∞
r L
q
ω
√q‖f ‖L2 ,
holds. Finally, we notice that v satisfies the Schrödinger equation in the distribution sense. In fact, vcj satisfies,
∞∫
0
{
c−2j
〈
vcj , ∂2t ϕ
〉+ 2i〈vcj , ∂tϕ〉− 〈v,ϕ〉}dt
= c−2〈g,ϕ(0)〉− c−2〈f,ϕ(0)〉+ 2i〈f,ϕ(0)〉,j j
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′
ω , letting j → ∞ we easily observe that v satisfies
the Schrödinger equation with data f ∈ S(R2). Therefore, we have v(t) = eit/2f . This completes the proof of
Theorem 3.1. 
From the above argument, we immediately observe that the following result holds. For the notation see
Remark 2.2(2).
Corollary 3.2. Let u be a solution to the Klein–Gordon equation (2.5). Then, the estimate,
‖u‖L2t L∞x E(u)
1/2, (3.5)
does not hold in general.
In fact, (3.5) implies (2.1) and (2.2). Thus, if (3.5) were true, then the above argument indicates that the estimate,∥∥eit/2f ∥∥
L2t L
∞
x
 ‖f ‖L2,
must hold, since the scaling properties of spaces L∞r L
q
ω and L∞x are the same. However, this contradicts the result of
Montgomery-Smith [14].
4. Global solutions to the cubic NLKG for small data
In this section, we are concerned with the global solvability of the Cauchy problem on the nonlinear Klein–Gordon
equation for small initial data. There are many papers concerning such problem (see, e.g., [6,7,9,18,19]). In partic-
ular, we focus on the cubic nonlinearity in two space dimensions here, which can be treated as an application of
Theorem 2.1. Although existence of the global solution to such case has been already known even for the quadratic
nonlinearity [3,10,16,17], those results require much regularity and decay on the initial data. In the following results,
the condition on the initial data is relaxed, especially no decay assumption is required. (For the application to the
special quadratic nonlinearity, see [4].)
We consider the following Cauchy problem:{
∂2t u−u+ u = F(u, ∂u), (t, x) ∈ R×R2,
u(0, x) = εu0(x), ∂tu(0, x) = εu1(x), x ∈ R2,
where ∂ = (∂t ,∇) = (∂t , ∂1, ∂2),
F(u, ∂u) = uk(∂tu)l(∇u)α, k + l + |α| = 3. (4.1)
The above Cauchy problem is rewritten as the following integral equation:
u(t) = εU˙(t)u0 + εU(t)u1 +
t∫
0
U
(
t − t ′)F (u(t ′), ∂u(t ′))dt ′. (4.2)
Before stating our results, we summarize notation and facts. We define the norm,
‖f ‖Hm(Hsω) =
∥∥〈∇S1〉sf ∥∥Hmx ,
where 〈∇S1〉s = (I −S1)s/2, S1 is the Laplace–Beltrami operator on S1. We notice that we have the equivalence,
‖f ‖Hm(Hsω) ∼
∑
|α|m
∥∥∂αf ∥∥
L2rH
s
ω
.
Using equivalent norms defined through local coordinates, the following estimate holds
‖fg‖Hs,pω  ‖f ‖Hs,q1ω ‖g‖Lr1ω + ‖f ‖Lq2ω ‖g‖Hs,r2ω ,
where 1/p = 1/q1 + 1/r1 = 1/q2 + 1/r2 with q1, r2 
= ∞. The proofs can be found in [11, §2].
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from the fact that for the estimate of ‖F(u, ∂u)‖L1t L2x , ‖∂u‖L2t L∞x is required or not, which is determined by the number
of k in (4.1).
Theorem 4.1. Let u0 ∈ H 1(Hδω), u1 ∈ L2(Hδω) for small δ > 0. If ε > 0 is sufficiently small, then there exists a unique
global solution u ∈ CtH 1(Hδω)∩C1t L2(Hδω) to (4.2) with k = 2,3 satisfying:
‖∂u‖L∞t L2(Hδ) + ‖u‖L∞t L2(Hδ)∩L2t L∞x < ∞.
Theorem 4.2. Let u0 ∈ H 2(Hδω), u1 ∈ H 1(Hδω) for small δ > 0. If ε > 0 is sufficiently small, then there exists a unique
global solution u ∈ CtH 2(Hδω)∩C1t H 1(Hδω) to (4.2) with k = 0,1 satisfying:
‖∂u‖L∞t H 1(Hδ)∩L2t L∞x + ‖u‖L∞t L2(Hδ)∩L2t L∞x < ∞.
Since the proofs are standard and similar, we briefly sketch only the proof of Theorem 4.1 in the case where k = 2.
Proof of Theorem 4.1. We define the norm,
‖u‖X = ‖∂u‖L∞t L2(Hδω) + ‖u‖L∞t L2(Hδω) +
∥∥〈∇S1〉δu∥∥L2t L∞r Lqω ,
where δ > 1/q , and the space,
X = {u ∈ C([0,∞);H 1(Hδω))∩C1([0,∞);L2(Hδω)) ∣∣ ‖u‖X R},
then Theorem 4.1 is proved by using the contraction mapping principle in X. Indeed, denoting by Φu the right-hand
side of (4.2), ∥∥∇Φu(t)∥∥
L2(Hδω)
+ ∥∥Φu(t)∥∥
L2(Hδω)

∥∥〈∇S1〉δ〈∇〉Φu(t)∥∥L2x
 ε
∥∥〈∇S1〉δ〈∇〉u0∥∥L2x + ε∥∥〈∇S1〉δu1∥∥L2x +
t∫
0
∥∥〈∇S1〉δF (u(t ′), ∂u(t ′))∥∥L2x dt ′
 ε‖∇u0‖L2(Hδω) + ε‖u1‖L2(Hδω)
+ ‖u‖2
L2t L
∞
x
∥∥〈∇S1〉δ∂u∥∥L∞t L2x + ‖u‖L2t L∞x ∥∥〈∇S1〉δu∥∥L2t L∞r Lqω‖∂u‖L∞t L2r Lrω
 ε‖u0‖H 1(Hδω) + ε‖u1‖L2(Hδω) + ‖u‖3X,
where 1/r = 1/2 − 1/q . In the last inequality, we used the Sobolev embedding H 1/q(S1) ↪→ Lr(S1). Similarly, we
obtain the same bound for ‖∂tΦu‖L∞t L2(Hδω). As an application of Theorem 2.1 we also obtain the same bound for
‖〈∇S1〉δΦu‖L2t L∞r Lqω . Thus, we obtain,
‖Φu‖X  ε‖u0‖H 1(Hδω) + ε‖u1‖L2(Hδω) + ‖u‖3X.
Analogously, we obtain,
‖Φu−Φv‖X 
(‖u‖2X + ‖v‖2X)‖u− v‖X.
Therefore, choosing ε and R small, we are able to prove that Φ is a contraction map in X. 
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