Database consistency is one of the major issues in replicated database in distributed database systems. The logical design for the replicated nodes and the transaction management mechanism are two aspects that give a serious impact to the performance and the consistency of replicated databases. This paper proposes a new model that combines the Neighbor Replication on Grid (NRG), where the data is replicated to the neighbors of the grid with the Update Ordering approach. The performance comparison shows that the proposed mechanism greatly improves the performance of the replicated database up to two orders of magnitude while preserving the data consistency.
Replication supports a variety of applications that have very different requirements. Some applications are adequately supported with only limited synchronization between the copies of the database and the corporate database system, while other applications demand continuous synchronization between all copies of the database [5] . Most of all, replication jeopardizes data consistency. In turn, mechanisms have to be employed to enforce the data consistency. Maintaining the data consistency is very expensive [9] . A common practice is then to relax the data consistency as much as possible to give rise to better system performance.
The existing replication control mechanism can be categorized into two spectrums: the logical design for the replicated nodes and its transaction management mechanism. For the logical design point of view, the protocol focuses on the number of copies being updated upon write operation. The examples include read-one-write-all (ROWA) [11] , read-one-write-allavailable (ROWAA) [11] , and quorum technique. The quorum technique generalizes the ROWA technique by imposing the intersection requirement between read and writes operations. This technique reduces the waiting time by decreasing the number of copies being contacted upon executing the write operation. However, this approach do not addresses the issue of low cost read operations. Thus, the Neighbor Replication on Grid (NRG) has been proposed in [7] to provide a high availability for update-frequent operations by imposing a neighbor binary vote assignment to the logical grid structure on data copies.
For a transaction management mechanism point of view, the protocol determines how to manage the transaction (read and write) on the replicated data in order to preserve the data consistency. Various existing transaction management protocol is developed for a transactional model. The examples include the model proposed in [1] , [7] , [8] , [13] , [14] . Two-phase commit [5] protocol is the most common approach to providing a consistent view for a transactional model in a distributed database system. However, data replication developed for transactional models are very strict since one-copy-serializability is often required in order to maintain the ACID (atomicity, consistency, isolation and durability) property. Therefore, a long response time may occur and a low system throughput rate results.
Not all replication systems require such a strong transactional semantics. Thus, the update ordering protocol has been proposed in [6] . Update ordering is an alternative data consistency model with weaker semantics with those of onecopy-serializability since the model let replicas execute the same set of update requests in a sensible order. This approach can be applied in many distributed applications with less strict consistency requirements such as applications in retail and wholesale and applications in information storage and retrieval.
In this paper, without loss of generality, the terms node and site will be used interchangeably. The purpose of this paper is to combine and reconcile NRG logical design and update ordering approach to improve the performance of replicated systems in terms of response time while still preserve the data consistency.
This paper is organized as follows: In Section 2, we review the NRG logical design and update ordering approach which are then compared with the protocol proposed in [1] . In Section 3, the reconciliation model is presented. Section 4, the simulation and the example for the potential scenario of the model is given. The performance evaluation of the proposed model is in terms of systems response time is presented in Section 5 while the conclusion is presented in Section 6.
RELATED WORKS
In this section, we review the NRG logical design and Update Ordering approach which are then combined to propose the reconciliation model. We then review the model proposed in [1] for performance comparison purposes with the reconciled model. First, we review the update ordering approach which has been proposed in [6] . Update ordering is an alternative data consistency model with weaker semantics than those of one-copy serializability. The basic idea of the update ordering model is to let replicas execute the same set of update requests in a sensible order. The order meets the requirements of both the clients and the data semantics of a replicated service application. Compared to the data in the transactional context, the update ordering model generally gives a better a response time and a higher system throughput rate because it allows updates to be executed concurrently at different replicas in different orders. The used of a set of ordering constraints are proposed to express the corresponding set of operations provided by a replica group. The ordering implementation takes account of detailed inter-operation semantics denoted by commutative operations and causal operations to reduce unnecessary delay. Each replica will execute the same set of update operations in a sensible order which is confined to the set of ordering constraints but maybe different at replicas. In that case, the proposed model can achieve improve system efficiency and still preserve the safety and correctness property of the system. The implementation and the performance evaluation of update ordering is presented in [6] , but without any indication on how the systems performance as the number of replicas is increase in the replicated system.
For a logical design point of view, we then review the NRG model which has been presented in [7] . In NRG, all sites are logically organized in the form of a two-dimensional grid structure. For example, if an NRG consists of twenty-five sites, it will be logically organized in the form of 5 x 5 grid. Each site has master data file. A site is either operational or failed and the state (operational or failed) of each site is statistically independent to the others. When a site is operational, the copy at the site is available; otherwise it is unavailable. A data will replicate to the neighboring sites from its primary sites. The number of data replication is always less or equal to five for any number of nodes involved in replicated systems.
For a performance comparison purpose, we then review one of the existing researches which are using a spanning tree structure as its logical design and a pulse mechanism as a synchronizer in such a dynamic, asynchronous, peer to peer network. Baruch Awerbuch and Ciprian Tutu [1] proposed an algorithm based on the construction of a stable overlay spanning tree over the set of active, connected nodes which uses a quorum technique (based on majority of copies) that are obtained from a logical tree structure imposed on copies. Every node in the replicated system hold the same set of replicated data. For pulse mechanism, they run a virtual clock on a spanning tree by means of pulse messages and converging acknowledgment. Each node that originate the action (root) are required to send pulse message to its child and received a pulse_acknowledge from its child before execute each update request. In order to guarantee correctness, the algorithm establishes a global total order of actions that is consistent with FIFO specification. However, there are some drawbacks from this solution. This solution is resulted in lower response time in the situation where no failure occurred because of several factors. First, it required the root node to send the pulse message to each child nodes and received a pulse acknowledge from each of them before execute the update request for each pulse message. Second, each update request are required to access every node since each node in replicated system hold the same set of replicated data. J. Holliday et. Al., proposed the improved model which is based on epidemic approach to overcome the complexity of maintaining consistency for replicated data in [3] , [10] and [11] . The epidemic protocol relieves some of the limitations of the traditional approach by eliminating global deadlocks and reducing delays caused by blocking. However, their model is greatly restricted the storage issue since each database server sites holds a copy of all the items in the database. They refer to these sites as server copies and the copies are all equal copies.
MODEL 3.1 Replica Control Technique (Logical design)
A distributed system with replicated servers consists of many sites interconnected by a communication network. In NRG, all sites are logically organized in the form of a two-dimensional grid structure. For example, if an NRG consists of twenty-five sites, it will be logically organized in the form of 5 x 5 grid as shown in Figure 1 . We use R to denote the set of all sites in a replicated system: R = {R 1 , R 2 ,…, R n }, where n = total number of sites in replicated system. Each site has master data item. Let O be the set of all data item that can be reached by the update request for replicated system. Thus, O = {d 1 , d 2 ,…, d i ,….., d n }, where i = 1,2,3,..,n and d i is a master data item for site R i .
A site is either operational or failed and the state of (operational or failed) of each site is statistically independent to the others. When a site is operational, the copy at the site is available; otherwise it is unavailable.
Definition 1:
A site X is a neighbor to site Y, if X is logically-located adjacent to Y.
A data will replicate to the neighboring site from its primary site. The number of data replication, r, can be calculated using property 3.1, as described below.
Property 3.1:
The number of data replication from each site, r ≤ 5. Proof: Let n be a set of all sites that are logically organized in a twodimensional grid structure form. Then n sites are labeled m (i, j), 1 ≤ i < , 1 ≤ j < . Two way links will connect site m (i, j) with its four neighbors, site m (i±1, j) and m (i, j±1), as long as there are sites in the grid. Note that, four sites on the corners of the grid, have only two adjacent sites, and other sites on the boundaries have only three neighbors. Thus the number of neighbors of each site is less than or equal to 4. Since the data will be replicated to neighbors, then the number of data replication from each replica, r, is:
r ≤ the number of neighbors + a data from site itself = 4+1 = 5.
For example, from Figure1, data from site 1 will replicate to site 2 and site 6 which are its neighbors. Site 7 has four neighbors, which are sites 2, 6, 8, and 12. As such, site 7 has five replicas. For simplicity, the primary site of any data file and its neighbors are assigned with vote one and vote zero otherwise. This vote assignment is called binary vote assignment on grid. A neighbor binary vote grid assignment on grid, G, is a function such that
where G(R i ) is the vote assign to site R i . This assignment is treated as an allocation of replicated copies and a vote assigned to the site results in a copy allocated at the neighbor. That is,
where, L B is the total number of votes assigned to the primary site and its neighbors and it also equals to the number of copies of a file allocated in the system. Thus, L B = r. Let S(B) be the set of sites at which replicated copies of data items are stored corresponding to the assignment B. Then Database consistency using update-ordering in distributed databases
, R i is said as a replica for data item d x . Thus, S(B d x ) is also said as a set of replica group for data item d x . Therefore, for an r-replica group, we use C to denote a number of replicas for a particular data item d x .
and r ≤ 5.
Transaction management mechanism.
An update ordering approach is a model which using a set of ordering constraints to express the corresponding set of operations provided by a replica group. The ordering implementation takes account of detailed inter-operation semantics denoted by commutative operations and causal operations to reduce unnecessary delay. Each replica will execute the same set of update operations in a sensible order which is confined to the set of ordering constraints but maybe different at replicas. When an update requests are propagated to a group of replicas by different replicas concurrently, their arriving orders at replicas maybe different. This scenario is the result of different network latencies on communication links between members on which the group of replicas are running. To ensure the correct semantics of the replicated service system, a sensible arriving order of update operations has to be defined and enforced over the whole replica group. In general, ordering constraints are categorized into four types: FIFO, causal, total and total + causal to reflect different semantic requirements of the replicated system and its client. FIFO and causal orderings are the ones often required from the client's point of view, whereas total ordering is often required from the replicas group's point of view. Total + causal is the integrated constraint to give the satisfaction to both parties: clients and the replica group.
Let U be a set of update request in the system. Then,
received by a replica directly from its client is said to be originated from R i . Thus, is also said as a primary site for update request u(d x ). Any replica R j , where i ≠ j who received an update request, u(d x ) from other replica, R j is said as neighbor site for a particular data item d x . We also need to distinguish a received request from a deliverable request. When a request is received by a replica, it is stored in a buffer/log and awaits to be checked on its ordering constraint. Once its ordering constraint is satisfied, that request is executable or deliverable. In other words, that request is ready to be executed by the replica.
For any replica R i , where R i ∈ S(B d x ), R i will only allowed to receive only an update request for a particular data item. We define as a set of update request that will be allowed to receive by a set of replica group S(B d x ). Thus,
Assuming an n-replica corresponding to the assignment B, R = {R 1 , R 2 ,…, R i ,…, R n }, where i = 1,2,..,n and R i ∈ S(B d x ), we define update-ordering constraints as follows.
Definition 2 (FIFO ordering constraint "→"). If two updates u 1 and u 2 originated and sent to the replica group from the same replica R i , and if u 1 is delivered before u 2 at original site, then u 1 → u 2 , iff: u 1 is delivered before u 2 at the rest of the replica.
FIFO is the constraint defined between one sender and a set of receivers, it requires requests from the same sender to be delivered First-In-First-Out at all receivers. In reality, this ordering is understood as requests send by the same client are to be executed in the order they are sent group wide. For example, in Figure 2 , we have u 2 → u 4 , they arrive at R 1 and R 6 without violating the FIFO constraint.
Definition 3 (causal ordering constraint "՞"). If R i delivered an update u 1 originated from R j before sending out an update u 2 , then u 1 ՞ u 2 , iff: u 1 is delivered before u 2 at all replicas.
In Figure 2 , we assume u 1 ՞ u 3 , u 1 ՞ u 3 is satisfied at R 1 . However, u 1 arrives after u 3 at R 2 . This violates the causality constraint, thus, u 3 has to be deferred until u 1 is delivered.
Definition 4 (total ordering constraint "↔"). For two updates u 1 and u 2 sent from R i and R j respectively, then u 1 ↔ u 2 , iff when one replica delivers u 1 before u 2 , the rest of replica deliver u 1 before u 2 as well: or the other way around, when one replica delivers u 2 before u 1 , the rest of replicas deliver u 2 as well.
Total ordering requires u 1 and u 2 to be delivered either in the order (u 1 , u 2 ) or (u 2 , u 1 ), as long as the ordering is consistent at all replicas. Thus, in Figure  2 , if only total-ordering is required for the replica group, any ordering of {u 1 , u 2 , u 3 , u 4 } delivered at replicas is fine, such as (u 1 , u 4 , u 3 , u 2 ).
Definition 5 (total + causal ordering constraint "⇒"). If two updates u 1 and u 2 are originated from R i and R j respectively, then u 1 ⇒ u 2 , iff:
This ordering constraint is the integration of total and causal orderings. For example, in Figure 2 , if for updates {u 1 , u 2 , u 3 , u 4 }, a legal deliverable ordering has to satisfy u 1 ՞ u 3 and u 2 → u 4 . Thus, (u 1 , u 3 , u 2 , u 4 ) and (u 1 , u 2 , u 3 , u 4 ) are two legal orders.
Deciding ordering constraint
To decide the ordering constraint for each update operation, we need to analyse the interoperation semantics between update operations. The semantics is based on whether two update operations are commutative or not. Suppose that a server provides a set of update operations, OP srv = {u 1 , u 2 ,…….., u n }, and assume that and are any two update operations, u 1 and u 2 can be the same update operation, we define their inter-operation semantics to have the following two relations. Definition 6 (commutative relation "||"). u 1 || u 2 , iff the effect of executing (u 1 , u 2 ) equals the effect of executing (u 2 , u 1 ). Definition 7 (conflicting relation "᭟᭠"). u 1 ᭟᭠ u 2 , iff the effect of executing (u 1 , u 2 ) is different from that executing (u 2 , u 1 ).
This implies that the order of its execution does not affect the state of replicas.
Definition 9 (total operations). An update operation u is a total operation, iff:
Definition 9 implies that, if u is conflicting with one operation in OP srv , u is a total operation. When an update operation is a total operation, it implies that the total-ordering constraint has to be applied. This is because if such an operation is submitted to a replica, its conflicting operation may be issued at a different replica concurrently. If they are executed in different orders, the state of replicas will be different too, which means data consistency is violated. In other words, total operations have to be executed sequentially at all replicas to maintain the data consistency.
The causal ordering based on the happened-before semantics captures the potential cause-effect relation between two update events. But these two events can be totally unrelated from the data semantics point of view. Here we define the caused-by relation that captures the semantical cause-effect relation, apart from just having the happened-before in a distributed environment.
Definition 10 (caused-by relation " r ՞"). If u 1 r ՞ u 2 , iff: u 1 ՞ u 2 and u 2 is the real effect of executing u 1 .
Definition 11 (caused-by operation). An update operation u is a caused-by operation, iff:
Thus, we can derive the following three types of operation sets. Generally, we can use a two-dimensional matrix to represent the commutative relation between any two operations in order Total op and Comm op can easily be derived.
The total operation set and commutative operation set can be derived by
Definition 16 (causality matrix -CausalMatrix [u 1 ,…., u n ] [u 1 ,…., u n ]).
The causal operation set can be derived by
An example: Here we show an example of how to determine each operation's ordering constraint. We use an application in retail and wholesale as an example. Suppose we have a network-based sales system replicated in three different branches. For simplicity, but without loss the generality, we assume each branch holds a master copy for one item stock. The system provides the following set of update operations:
When a salesperson adds any stock item into inventory list, it also can be deleted as long as the item is in current inventory list. However, the salesperson can send and reply message for a particular stock item without adding it into the inventory list since the stock description for a particular stock still remains in inventory detail even after the deletion for item stock. By analyzing any pair of update operations, we can get the following commutative matrix and causality matrix: 
Implementing the FIFO ordering (commutative operation).
FIFO requires update requests originated from the same replica to be executed at peer replicas in the same order as they were processed at the original replica. We assume that replicas process requests one at a time, i.e. requests are executed at replicas in sequential order, no concurrent processing at each replica.
FIFO is often well supported by underlying communication primitives provided by the operating system. TCP/IP protocol guarantees that messages transmitted to the destination in the sending order. Otherwise, each replica keeps a messages counter dispatching a sequence number to each update request sent out. Subsequently, those update operations originated from the same replicas in the same order as of their original replica simply by respecting their sequence number. In our reconciliation model, however, we did not consider any network latencies.
Implementing the causal ordering constraints
General implementation for causal ordering is by using Vector Timestamp protocol. For an r-replica group for a particular data item d x , C = {R t 1 ,…, R s i ,…, R r n }, where t,s = 1,2,…r, s ≠ t, i = 1,2,…,n, R s i ∈ S(B d x ) and r ≤ 5. A vector timestamp VT R s is created and maintained by the replica R s at its local space, where VT R s = VT[1,….,r]. The basic idea of this protocol is to let each update request carry a vector timestamp (VT) representing its causality, this causality is checked for deliverability at remote site.
This means if receiving a remote operation that is in Causal op , its causality is checked, otherwise, its causality is not checked. An operation not in Causal op is a causally free operation which means it has no cause-effect with any other operation in the operation set. For example, in the scenario depicted by Figure  3 , R 2 2 's local VT is [0,1,0] and u 3 carries [1,0,1]. When R 2 2 receiving u 3 from R 6 3 , so u 3 has to be deferred until u 1 from R 1 1 arrives. Thus, u 3 causally depends on u 1 . If u 3 is a causally free operation, u 3 can be executed right away without waiting for u 1 to be delivered. 
Implementing the total-ordering constraints.
There are two algorithms used to implement total ordering. One is to generate a unique sequence number (USN) for each update operation. Thus, updates can be executed in a unique sequential order group wide. The other one is the token ring algorithm. The USN algorithm has two approaches as well: centralized approach and distributed approach. However, this paper adopted the centralized approach. This is a straightforward technique by allowing one member to be the USN generator (named sequencer). When an update request is originated from a replica, the replica sends a sequencer request to the sequencer. The sequencer simply keeps a USN counter that increases by 1 each time a USN request is received. The value of the USN counter is then returned to the replica. Then the replica attaches the USN to the update operation which is propagated to other replicas later on.
To be able to decide a total-ordering operation is deliverable, each member [ 
keeps a variable of USN_major (as in algorithm 3.3) in its local space to record the maximum USN executed so far. If a total-ordering operation arrived holds the next USN, then this operation is ready to be executed. Otherwise, the operation is deferred until lower USN operations are performed.
Considering commutative operations pairs.
Commutative operations can be executed right away at local replicas, since their ordering does not affect the final state of replicas as long as they are propagated to other replicas eventually.
Here we give an improved version for implementing the unique sequence number generator by using the knowledge represented by the commutative matrix CommMatrix. According to Definition 9, a total operation u may not conflict with every operation in OP srv . So, if two operations and u 1 ||u 2 received at the sequencer consecutively for USN, the same USN will be given to both of them, so that u 1 and u 2 can be executed concurrently at their original replicas without u 2 being deferred for the arrival of u 1 .
The following USN protocols in algorithm 3.3 consider both total ordering operation and commutative operations. The protocol contains two fields, the USN_major and USN_minor. If the sequencer receives a sequence of commutative total operations, i.e. any two of them are commutative in the sequence, the USN_major and USN_minor are assigned the same value for all of them in the sequence. Thus, when a replica receives any update operation from this sequence, they can be executed straight away without being deferred. S(B d y ) , thus, u i ||u j . Based on the USN protocol in Algorithm 3.3, u i and u j will be assigned with different set of USN counter (USN_major and USN_minor) even they are received in a same sequence since they are belongs to different set of replica groups. We assume u i ᭟᭠ u t , where ∀ u t ∈ T S(B d x ) and u 2 ᭟᭠ u 5 but u 5 ||u 6 . The actual USN being assigned to u 1 , u 2 , u 3 , u 4 , u 5 and u 6 are displayed by Table 1 .
Algorithm 3.3: The USN Protocol by Considering Commutative Pairs

Implementation for total + causal ordering.
An operation is a total operation (in Total op ) and also a causal operation (in Causal op ) has the total + causal ordering constraint. The implementation for total + causal operations can be done by combining the vector timestamp protocol and the USN protocol (Algorithm 3.2 and 3.3). Each total + causal update propagated to the group carries a time stamp (TS) which consists of two fields: TS := (VT, USN) . The update is deliverable if VT and USN are both satisfied. We derive the second assertion here. Proof: The assertion state that, for two updates u 1 and u 2 causally depends on at one replica, the USN protocol guarantees that u 1 will be delivered before u 2 at all other replicas.
Since Total op = OP srv , all operations are total-order operations. If u 2 causally depends on u 1 , then u 1 is delivered at one replica before u 2 , thus u 1 holds an earlier USN than u 2 .Since u 1 and u 2 are both total order operations, therefore, under the USN protocol, u 1 will be delivered before u 2 at all replicas.
Assigning ordering constraints to update operations
To find the least strict ordering constraint for each update operation of OP srv , we need to analyzed the commutative relation and caused by relation between each pair of update operation, in other words, to construct the CommMatrix and CausalMatrix. Then total operation set (Total op ) and causal operation set (Causal op ) can be derived from these two matrices. If an operation u does not belong to Total op , nor Causal op , it is a commutative operation. A commutative operation is constrained by the FIFO constraint. If u belongs to both Total op and Causal op , u has to be associated with total + causal constraint. If Total op is not empty, the commutative matrix can be used to represent commutative pairs among total operations. A causal operation carries the vector timestamp (VT), a total operation carries the unique sequence number (USN), and a total + causal operation carries the (VT, USN) as we have explained in the previous section.
SIMULATION
All experiments are performed using two set of simulator representing two set of models; our reconciliation model and the existing ones which has been proposed in [1] . The simulator is written in C++ and has been used to simulate the update execution for both models over the same database environment. We do not consider the contribution of network delay in our simulation activities. Each replica in a particular replica group is assumed to receive an update request eventually after it is sent from the original replica. In this section, we only discussed the example for our reconciliation model since the existing ones has been discussed explicitly in [1] .
The reconciliation model proposed in this paper can be applied in many distributed applications with less strict consistency requirements, such as applications in retail and wholesale and applications in information storage and retrieval. In this paper, we use a sales information system as an example in our simulation model to show the potential use of this model.
We refer the example in Section 3.2 for the set of update operations and its relationship for our simulation model. The following shows an example of potential scenario in our simulation model.
Example:
In this example, we consider 9 sites, (R 1 , R 2 , R 3 ,....., R 9 ) which are logically organized in 3 x 3 grid structure and each site holds a master data item, (d 1 , d 2 , d 3 ,....., d 9 ) respectively. Supposed there are 10 update request, (u 1 , u 2 , u 3 ,…., u 10 ) which consists the combination of four update operations, u 1 , u 2 , u 3 and u 4 representing the operation of addStock, deleteStock, sendMessage and replyMessage respectively. Each update request reached at various site and their arriving patterns at each site are shown in Figure 4 .
With referring to the example in Section 3.2, each update operations can be categorized into three operation set, i.e: Total op = {u 1 , u 2 }, Comm op = {u 3 , u 4 } and Causal op = {u 3 , u 4 }. Each update request carries the information for their own data items and it may be different between each update requests. Thus, the simulator is then need to identify a particular replica group for each update request by identifying their data item. According to the USN protocol in Algorithm 3.3, all update requests in Total op in different replica group will be assigned with different set of USN_counter. The actual USNs being assigned to each update request in Total op are displayed in Table 2 . Table 2 . The USN counter that has been assigned for each update request in Figure 4 .
Update request
(USNMajor, USNMinor)
Since Comm op = {u 3 , u 4 }, the execution for u 2 , u 6 , u 7 and u 8 will be based on the FIFO protocol, while for every update request in Causal op , their execution will be based on the VT protocol. For u 4 and u 10 , they carries a time stamp (TS) which consists of two fields, (VT, USN) since these two update request are both in Total op and Causal op . As a result, the execution orders for each update requests at their original replicas for the above example are displayed in Table  3 . Table 3 . The sequence number for execution for each update requests in Figure 4 .
Sequence order for update execution There is no prerequisite for u 1 , u 3 and u 5 to be executable as they are the first operations issued in their own replica group. Thus, they can be executed concurrently at their original replica without being deferred for the arriving of any other update request while for u 2 and u 6 , they also can be executed concurrently at their original replica since both of them are commutative to each other. For u 4 , it carry TS and can only be executed after u 1 has been executed. u 7 and u 8 are both in Causal op . Thus, they can only be executed concurrently at their original replicas after u 2 and u 6 has been executed respectively. For u 10 , it carry TS and can only be executed after the execution of u 9 and it will be the last update request that will be executed at its original replicas for this example.
RESULTS (PERFORMANCE EVALUATION)
The performance evaluation is based on response time over update request. Better system model is determined by low response time for the replicated system to execute the update request over replicas. In this paper, we compare the response time for our reconciliation model with the existing model which has been proposed by Baruch Awerbuch et al. in [1] . The response time for the simulation is the time taken to send update requests to other nodes and the time taken to receive the acknowledgement of update request from other nodes. However, it is directly proportional to the number of update requests as well as the number of nodes in the systems. The analytical formula for the response time is beyond the scope of this paper. All our experiments are carried out in the same database environment for both models.
The effect of number of nodes and update request
In this section, we discuss how the various numbers of nodes and update request affects the response time (in millisecond (ms)) for both models. In all our experiment, we consider three sets of number of nodes, N; N=9, N=16 and N=25. For all type of update operations, we let the number of update request vary at every N with 5, 10, 15, 20 and 30 update requests, except for the causedby operations, we only consider 10, 20 and 30 update request to represent 5, 10 and 15 pairs of caused-by operation respectively.
The performance evaluations are shown in Figure 5 , 6 and 7 respectively. Generally, our reconciliation model shows the improvement on its performance as compared to the model proposed by Baruch Awerbuch et al. in all experiments. There are two major aspects that affect the system performance for both models: system logical design and transaction management mechanism which has been designed for replicated systems.
The response time for the existing model is much higher compared to our reconciliation model. In logical design point of view, their model is lying on a tree logical design where root node needs to send the acknowledgment to all child nodes and receive their reply for every acknowledgment before the execution of the update request. This will results in higher response time since long delay will occur while the root nodes is waiting to send and receive the acknowledgement from each of its child nodes before the execution of the update request. Besides, the number of child nodes will increase if more nodes are being added into replicated system and further increase the number of its data replication. This explains why its response time is proportionally increases with the increment number of nodes that has been used in replicated system. Compared to our reconciliation model, we based on NRG logical design in determining how and where to replicate the replicated data. In NRG, the number of data replication is always less or equal to 5 for any number of nodes in replicated systems. Thus, the response time is always constant for any number of nodes that are being added into the systems and further improve its response time over the execution of update request.
From a transaction management mechanism point of view, the existing model imposes the global total order properties for the execution of its update request. This means that there is no concurrent execution for update request in replicated nodes. The execution of update requests are totally ordered in sequence. Thus, it will increase the response time over update request and further lower the system performance. Compared to our reconciliation model, we employ the update ordering approach in order to manage the update request execution over replicas. In this approach, the update request can be categorized into total, commutative or causal operations. An update request can be executed concurrently at their original replicas as long as their ordering constraints are satisfied. This will speed up the update process and further improve the response time over update request in replicated systems.
As an addition, we will discuss how the type of update operations affects the performance evaluation for our reconciliation model based on the graphs shown in Figure 5 ,6 and 7 respectively.
The effect of various types of update operations
The performance evaluation for total, total + commutative and total + causal operations is shown in figure 6 . The executions for these three update operations are using the USN protocol which has been described in Algorithm 3.3. For total operations, all update requests are in Total op and they are conflicting to each other. For total + commutative operations, all update request are also in Total op , but there are commutative pairs of update request that received by the sequencer. For each number of update request, we identify the maximum number of commutative pairs that possibly to have in each number of update request. For example, for 5 and 10 update request that received by the sequencer, the maximum number of commutative pairs for each number of update request are 2 and 5 pairs respectively. For total + causal operations, all update request are both in Total op and Causal op . The execution of these three update operation bring out the same output for their response time since they are using the same protocol for their execution. The performance evaluation for commutative operations is shown in Figure 6 . By identifying the caused-by operation for each number of update requests, we show the performance evaluation for their execution is displayed in Figure  7 . Based on the performance evaluations above, the execution for commutative operations produced the lowest response time. The reason for this is that when receiving a commutative operation, the request can be handled right away at a replica. Whereas for total-ordering request, the request is sent to the sequencer to get the unique sequence number before it can be handled, which generates a long time delay compared to a commutative operations. The response time for the caused-by operation is slightly higher than the response time for commutative but it still lower than the execution of total-ordering operations. The caused-by operations is executable as long as its causal update request has been executed (based on VT protocol) without required to attached with a USN counter. Thus, a longer time delay is detected for its execution especially at a higher number of update requests which can be observed at N=30 compared to commutative operations while still perform better than the execution of totalordering operations which can be observed at N=20. In summary, the systems performed at optimal level on the execution of commutative operations and the total ordering produced the lowest systems performance while the systems performance is at a medium level for a causedby operation.
CONCLUSIONS AND FUTURE WORKS.
In this paper, a new reconciliation model has been proposed to maintain the database consistency in distributed database systems. The NRG logical design has been reconciled with Update Ordering approach for this proposed model. We then analyzed the system performance in terms of the response time for the execution of update requests by the replicated system. The performance analysis shows the following findings: Firstly, choosing the best logical design for the replicated nodes is very important in order to determine how and where to replicate the data in replicated systems. By imposing the NRG logical design, we improve the systems performance by optimizing the number of data replication while still preserve the consistency and availability of the replicated systems. Secondly, an Update Ordering approach reduces the unnecessary delay and brings a better response time upon update request by allowing the definition of ordering constraint on each update operation, so further giving a better concurrency rate to improve the systems performance. Thirdly, the reconciliation by combining the NRG logical design and Update Ordering approach has greatly improved the performance for replicated systems up to two orders of magnitude while still maintaining the replicated database consistency.
The paper however, considers a reliable replicated environment where no assumption for the presence of nodes or/and networks failure. For future works, we will extend the idea of this reconciliation by considering the case of nodes failure.
