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Closure of Stokes matrices I: caterpillar points and
Alekseev-Meinrenken diffeomorphisms
Xiaomeng Xu
Abstract
The Riemann-Hilbert maps of certain meromorphic linear systems with Poncare´ rank 1 are diffeomor-
phisms νu, parametrized by the regular elements of a Cartan subalgebra u ∈ hreg(R) of u(n), from the
space Herm(n) of n × n Hermitian matrices to the space Herm+(n) of n × n positive definite Hermitian
matrices. In this paper, we propose an extension of the family of Riemann-Hilbert maps from hreg(R) to its
de Concini-Procesi wonderful compactificationM(R) via isomonodromy deformation. We then study the
map νrel corresponding to a caterpillar point onM(R), and prove that (up to a gauge transformation) it co-
incides with the Alekseev-Meinrenken diffeomorphismΓAM fromHerm(n) to Herm
+(n), a map uniquely
characterized by distinguished linear algebra properties. We also discuss the applications of our results in
Poisson geometry and representation theory.
1 Introduction and main results
1.1 Stokes matrices
Consider a liner system of meromorphic ODEs
dF (z)
dz
=
(
iu− 1
2πi
A
z
)
· F (z), (1)
where i =
√−1, u is a diagonal matrix with real eigenvalues and A is an arbitrary n × n Hermitian matrix.
The system has an order two pole at ∞ and (if A 6= 0) a first order pole at 0. It has canonical fundamental
solutions F±(z) with the prescribed asymptotics e
iuzz−
δ(A)
2pii at∞ in Sect±, where δ(A) is the projection of A
to the centralizer of u in gl(n), and Sect± = {z ∈ C | ± Re(z) > 0} are the right/left half plane.
The discontinuity of the canonical solutions F±(z), from one Sector Sect± to its adjacent Sector Sect∓,
can be measured by the ratio S±(A,u) ∈ GL(n) (called Stokes matrices),
F+ = F− · S+(A,u), F− = F+ · S−(A,u)eδ(A)
where the first (resp. second) identity is understood to hold in Sect− (resp. Sect+) after F+ (resp. F−) has
been analytically continued clockwise. See e.g., [7, Chapter 8] or [8, 16, 37] for more details. Furthermore, the
Stokes matrices of system (1) satisfy S−(A,u) = S+(A,u)
† (the conjugate transpose of S+(A,u)). Thus the
product S−e
δ(A)S+ (the monodromy around∞) is a positive definite Hermitian matrix.
LetHerm(n) (resp. Herm+(n)) denote the space of (resp. positive definite) Hermitian n×n-matrices. Let
hreg(R) denote the space of diagonal matrices with distinct real eigenvalues. In this paper, we will consider the
family of Riemann-Hilbert maps of system (1) at∞
νu : Herm(n)→ Herm+(n); A 7→ S+(A,u)†eδ(A)S+(A,u), (2)
parametrized by u ∈ hreg(R). Note that the Stokes matrices (with 1’s along diagonal) are determined by the
image νu(A) via Gauss decomposition.
1.2 Closure of Stokes matrices
Given a finite set of subspaces of a vector space, the de Concini-Procesi wonderful compatification [15] replaces
the set of subspaces by a divisor with normal crossings, and leaves the complement of these subspaces un-
changed. As for hreg the space of diagonal matrices with distinct complex eigenvalues, the wonderful compact-
ificationMn is obtained by successive blow-ups along the intersections of the diagonal hyperplanes. The space
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Mn has a stratification, and can be described explicitly in a combinatorial way. In particular, 0-dimensional
strata correspond to binary rooted trees with n (ordered) leaves. Since the diagonal hyperplanes are defined
over R (so is the smooth varietyMn), it makes sense to consider the real pointsMn(R), as a compactification
of hreg(R).
In this paper we describe an extension of the family of Riemann-Hilbert maps in (2), parametrized by
u ∈ hreg(R), to the compactification Mn(R). See Section 3 and 4.6. In particular, for any planar embedding
binary rooted tree PT (corresponding to the 0-dimensional strata ofMn(R)), we define a diffeomorphism
νPT : Herm(n)→ Herm+(n).
For example, if PT corresponds to a special caterpillar point (see [43] and Section 4.1) on M(R), then for
any A ∈ Herm(n), νPT (A) is given by certain composition of the Stokes data of systems of rank k, for all
1 ≤ k ≤ n, taking the form
dF
dz
=
(
iEk − 1
2πi
A(k)
z
)
· F, (3)
where iEk = diag(0, ..., 0, i) andA
(k) takes the upper left k-th submatrix ofA. See Section 4.1 for more details.
By this reason, we call the diffeomorphism, corresponding to the caterpillar point, the relative Riemann-Hilbert
map, and denote it by νrel.
Explicit solutions of the confluent hypergeometric system (3) are given by confluent hypergeometry func-
tions. In particular, the Stokes data of the system (3) has been computed explicitly by Balser [7] via Gamma
functions. It enables us to obtain an explicit formula of the relative map νrel. See Section 6.
1.3 Isomonodromy deformation
The isomonodromy deformation equation of the system (1) is a non-linear differential equation for a matrix
valued function on hreg(R) with poles on the diagonals. Our motivation, of introducing the closure of Stokes
matrices, stems from the attempt to understand the solutions of the isomonodromy deformation equation with
prescribed asymptotic behavior. The prescription of the asymptotic behavior for solutions of the equation is
controlled by the geometry ofMn(R).
More importantly, the solutions of isomonodromy equation with prescribed asymptotics at a boundary point
u0 ofMn(R) allow us to "decouple" the system (1) into two lower rank systems, at each inner vertex of the tree
corresponding to u0. For example, for u0 = diag(u1, ..., un) being a caterpillar point (with u1 ≪ · · · ≪ un),
the system (1) can be "decoupled" to systems (3) for all 1 ≤ k ≤ n. See Section 4 for more details. In
particular,
Theorem 1.1. For any A ∈ Herm(n), let Φ(u,A) be the solution of isomonodromy deformation equation
with the prescribed regularized asymptotics A at the infinite point u0, then we have νrel(A) = νu(Φ(u,A)).
Recall that νu and νrel are the Riemann-Hilbert maps at open strata and at the caterpillar point u0 ofM(R)
respectively.
By varying A ∈ Herm(n), we get a diffeomorphism Φ(u, ·) : Herm(n) → Herm(n);A 7→ Φ(u,A(u))
(the isomonodromy flow with prescribed asymptotics at u0), and the identity
νrel(A) = νu ◦Φ(u, ·) : Herm(n)→ Herm+(n); A 7→ νu(Φ(u,A)). (4)
In view of the asymptotics Φ(u,A) as u → u0, one can also think of the Riemann-Hilbert map at a boundary
point u0 ofMn(R) as the limit of the maps νu (in the open stratum) as u→ u0.
This paper mainly focuses on one caterpillar point on M(R), and the corresponding map νrel. However,
one can generalize the above theorem for other boundary points, see Section 4.6. In the following, we will
unveil the relation between the relative map νrel and the Alekseev-Meinrenken diffeomorphism.
1.4 Gelfand-Zeitlin systems and the Alekseev-Meinrenken diffeomorphisms
Besides the Riemann-Hilbert maps (2) and their closure, there is another distinguished construction of diffeo-
morphisms from Herm(n) to Herm+(n) using integrable systems, as follows.
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Gelfand-Zeitlin maps. For k ≤ n let A(k) ∈ Herm(k) denote the upper left k-th submatrix (upper left
k × k corner) of A ∈ Herm(n), and λ(k)i (A)-its ordered set of eigenvalues, λ(k)1 (A) ≤ · · · ≤ λ(k)k (A). The
map
λ : Herm(n)→ Rn(n+1)2 , (5)
taking A to the collection of numbers λ
(k)
i (A) for 1 ≤ i ≤ k ≤ n, is continuous and is called the Gelfand-
Zeitlin map. Its image C(n) is the Gelfand-Zeitlin cone, cut out by the following inequalities,
λ
(k+1)
i ≤ λ(k)i ≤ λ(k+1)i+1 , 1 ≤ i ≤ k ≤ n− 1. (6)
Let Herm+(n) ⊂ Herm(n) denote the subset of positive definite Hermitian matrices, and define a logarithmic
Gelfand-Zeitlin map
µ : Herm+(n)→ Rn(n+1)2 , (7)
taking A to the collection of numbers µ
(k)
i (A) = log(λ
(k)
i (A)). Then µ is a continuous map from Herm
+(n)
onto C(n).
Gelfand-Zeitlin torus actions. Let C0(n) ⊂ C(n) denote the subset where all of the eigenvalue inequalities
(6) are strict. Let Herm0(n) := λ
−1(C0(n)) be the corresponding dense open subset of Herm(n). The k-torus
T (k) ⊂ U(k) of diagonal matrices acts on Herm0(n) as follows,
t •A = AdU−1tUA, t ∈ T (k), A ∈ Herm0(n). (8)
Here U ∈ U(k) ⊂ U(n) is a unitary matrix such that AdUA(k) is diagonal, with entries λ(k)1 , . . . , λ(k)k . The
action is well-defined since U−1tU does not depend on the choice of U , and preserves the Gelfand-Zeitlin
map (5). The actions of the various T (k)’s commute, hence they define an action of the Gelfand-Zeitlin torus
T (n− 1)× · · · × T (1) ∼= U(1) (n−1)n2 . Here the torus T (n) is excluded, since the action (8) is trivial for k = n.
The Alekseev-Meinrenken diffeomorphims. Let Sym(n) (resp. Sym+(n)) denote the set of (resp.
positive definite) real symmetric n by n matrices. Let Herm+0 (n) and Sym0(n) denote the intersections of
Herm0(n) with Herm
+(n) and Sym(n). Thus Herm+0 (n) = µ
−1(C0(n)), and Sym0(n) is the space of real
symmetric matrices whose all eigenvalues make the inequalities (6) strict.
One can check that Sym0(n) has 2
n(n−1)
2 components. Actually, following [5] Proposition 2.1, if we take
the "real part" of the torus TR(k) = T (k) ∩ O(k) ∼= (Z2)k, then the action of TR(n − 1) × · · · × TR(1) ∼=
(Z2)
(n−1)n
2 on Sym+(n) relates the various connected components of Sym+(n).
Theorem 1.2. [4] There exists a unique diffeomorphism ΓAM : Herm(n) → Herm+(n) with the following
three properties:
(a) ΓAM intertwines the Gelfand-Zeitlin maps: µ ◦ ΓAM = λ;
(b) ΓAM intertwines the Gelfand-Zeitlin torus actions on Herm0(n) and Herm
+
0 (n);
(c) For any connected component S of Sym0(n) ⊂ Herm(n), ΓAM (S) ⊂ S.
1.5 Comparison of νrel and ΓAM
The explicit formula of νrel includes many interesting structures. It motives us to introduce a phase transfor-
mation θ of the Gelfand-Zeitlin integrable system on Herm(n), and to consider the corresponding Poisson
automorphism Xθ on Herm(n) ∼= u(n)∗. See Section 7. We then prove that
ΓAM = νrel ◦ Xθ : Herm(n)→ Herm(n)+. (9)
Assembling (4) and (9) together, we have
Theorem 1.3. The Alekseev-Meinrenken diffeomorphism is related to the Riemann-Hilbert maps by ΓAM =
νu ◦Φ(u) ◦ Xθ.
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Thus ΓAM is the Riemann-Hilbert map (up to Xθ) corresponding to the caterpillar point on M(R), as
shown in the following diagram:
Herm(n)
Herm(n)
Herm+(n)
Φ(u)
νu
νrel = ΓAM ◦ X−1θ
The above relation has the following applications: first of all, the isomonodromy flow Φ(u) is a time u-
dependent Hamiltion flow on Herm(n) ∼= u(n)∗, and Xθ is a Poisson automorphism. Thus the maps νu and
ΓAM will have the same Poisson geometric properties, see Section 1.7. As a corollary, we get new proofs
of both Boalch’s result on the Poisson geometric nature of νu and existence of ΓAM . Secondly, in despite of
the highly transcendence of the Riemann-Hilbert map νu, the map ΓAM is uniquely characterized by linear
algebraic properties. It provides the possibilities to characterize the Stokes matrices via various of algebraic
integrable systems from the shift of argument method in representation theory. We would like to come back to
this point in the future. Last but not least, the map νrel can be written down explicitly using Gamma functions
with the Gelfand-Zeitlin variables as arguments. In particular, it enables us to find an explicit formula of ΓAM
given by hyperbolic functions. The explicit formula of νrel and ΓAM brings us new insights into the problems
in the study of WKB approximation of Stokes matrices, integrable systems on linear Poisson structures, cactus
group actions on crystals and linearization of Poisson structures.
1.6 The explicit formula of Alekseev-Meinrenken diffeomorphisms
Let us take A ∈ Herm0(n), with λ(k)1 < λ(k)2 < · · · < λ(k)k the ordered eigenvalues of its left-top k × k
submatrix for any k. Let Pk(A) ∈ U(k) ⊂ U(n) for 1 ≤ k ≤ n be the unique matrix whose entries in the
last column are positive and real, and such that the left-top k × k submatrix of Adk := Pk(A)−1APk(A) is
diag(λ
(k)
1 , ..., λ
(k)
k ). That is
Adk =

λ
(k)
1 a
(k)
1 · · ·
. . .
... · · ·
λ
(k)
3 a
(k)
1 · · ·
a
(k)
1 · · · a(k)3 λ(k)k+1 · · ·
· · · · · · · · · · · · · · ·

where a
(k)
i := [Adk ]i,k+1 is seen as function of A ∈ Herm(n). In Section 7, we prove
Theorem 1.4. The Alekseev-Meinrenken diffeomorphism on Herm0(n) is given by
ΓAM : Herm0(n)→ Herm+0 (n); A 7→ ψ(A)eAdnψ(A)−1
where ψ is the pointwise multiplication ψ(A) = ψ(1)(A) · · · ψ(n−1)(A)ψ(n)(A), and each map ψ(k) :
Herm0(n)→ SU(n) is given by
ψ(k)(A)ij =
e
λ
(k−1)
i
−λ
(k)
j
4 a
(k−1)
i
N
(k)
j (λ
(k−1)
i − λ(k)j )
√√√√√√H(k)ij
∏k−1
v=1,v 6=i sinh
(λ(k−1)v −λ(k)j
2
)∏k
v=1,v 6=j sinh(
λ
(k−1)
i
−λ
(k)
v
2 )∏k
v=1,v 6=j sinh(
λ
(k)
v −λ
(k)
j
2 )
∏k−1
v=1,v 6=i sinh(
λ
(k−1)
i
−λ
(k−1)
v
2 )
,
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for 1 ≤ i ≤ k − 1, 1 ≤ j ≤ k, and
ψ(k)(A)kj =
e
λ
(k)
j
−λ
(k−1)
k
4
N
(k+1)
j
√√√√√√
∏k−1
v=1 sinh(
λ
(k−1)
v −λ
(k)
j
2 )
∏k
v=1,v 6=j(λ
(k)
v − λ(k)j )∏k
v=1,v 6=j sinh(
λ
(k)
v −λ
(k)
j
2 )
∏k−1
v=1(λ
(k−1)
v − λ(k)j )
, for 1 ≤ j ≤ k,
ψ(k)(A)ii = 1, for k < i ≤ n,
ψ(k)(A)ij = 0, otherwise.
Here N
(k)
j and H
(k)
ij are given by
N
(k)
j :=
√√√√√1 + k−1∑
l=1
|a(k−1)l |2
(λ
(k−1)
l − λ(k)j )2
, H
(k)
ij =
∏k
v=1,v 6=j(λ
(k)
v − λ(k)j )
∏k−1
v=1,v 6=i(λ
(k−1)
i − λ(k−1)v )∏k−1
v=1,v 6=i(λ
(k−1)
v − λ(k)j )
∏k
v=1,v 6=j(λ
(k−1)
i − λ(k)v )
.
Remark 1.5. The above expressions can be extended to Herm(n), and thus give ΓAM on Herm(n). See
Section 6.2. It is interesting to study the behaviour of the formula under the toric degenerations of Gelfand-
Zeitlin systems, see e.g., [39].
1.7 Ginzburg-Weinstein linearization in Poisson geometry
The above two constructions of diffeomorphisms νu and ΓAM , frommeromorphic ODEs and integrable systems
respectively, can be placed into the context of Poisson geometry.
Let us consider the Lie algebra u(n) of the unitary group U(n), consisting of skew-Hermitian matrices,
and identify Herm(n) ∼= u(n)∗ via the pairing 〈A, ξ〉 = 2Im(trAξ). Thus Herm(n) inherits a Poisson struc-
ture from the canonical linear (Kostant-Kirillov-Souriau) Poisson structure on u(n)∗. Furthermore, the unitary
group U(n) carries a standard structure as a Poisson Lie group (see e.g. [36]). The dual Poisson Lie group
U(n)∗, which is the group of complex upper triangular matrices with strictly positive diagonal entries, is iden-
tified with Herm+(n), by taking the upper triangular matrix X ∈ U(n)∗ to the positive Hermitian matrix
(X∗X)1/2 ∈ Herm+(n). The Ginzburg-Weinstein linearization theorem [24] states that the dual Poisson Lie
group U(n)∗ ∼= Herm+(n) is Poisson isomorphic to the dual of the Lie algebra u(n)∗ ∼= Herm(n). We remark
that the linearization theorem works for any compact Lie groupK with its standard Poisson structure, and there
are various proofs and generalizations of Ginzburg-Weinstein linearization, from the different perspectives of
Moser’s trick in symplectic geometry, Stokes phenomenon, the theory of quantum algebras and so on, see e.g.,
[1, 5, 12, 13, 20, 48].
In particular, Boalch pointed out in [11] that, for G = GL(n,C) equipped with the standard Poisson Lie
group structure, the dual Poisson Lie group G∗ ∼= B− ×T B+ is identified with the space of Stokes matrices.
This viewpoint enabled him to define a family of "dual exponential maps" τu : g
∗ ∼= g → G∗, parametrized
by the configuration space of pairwise distinct n points u = diag(u1, ..., un), by taking the Stokes matrices of
meromorphic linear systems. When restricting to Herm(n) ⊂ gl(n), his result states that
Theorem 1.6. [11] For any u ∈ hreg(R), the map νu : Herm(n) ∼= u(n)∗ → Herm+(n) ∼= U(n)∗ is a Poisson
isomorphism.
We remark that Boalch’s construction via Stokes phenomenon carries over to the Ginzburg-Weinstein lin-
earization for any compact groups. See [13].
The Poisson manifolds u(n)∗ and U(n)∗ carry extra structures: Guillemin-Sternberg [25] introduced the
Gelfand–Zeitlin integrable system on u(n)∗; Flaschka-Ratiu [23] described a multiplicative Gelfand-Zeitlin
system for the dual Poisson Lie group U(n)∗. Later on in [4], Alekseev and Meinrenken constructed the
distinguished Ginzburg-Weinstein linearization ΓAM (as in Section 1.4), which intertwines the Gelfand-Zeitlin
systems on u(n)∗ and U(n)∗. In particular,
Theorem 1.7. [4] The map ΓAM : Herm(n) → Herm+(n) described in Theorem 1.1 is a Poisson isomor-
phism.
Theorem 1.3 unveils the relation between the two different constructions of Ginzburg-Weinstein diffeomor-
phisms for U(n). Furthermore, the discovery of the relation provides simple new proofs of both Theorem 1.6
and Theorem 1.2. See Section 8.
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1.8 More relations with representation theory and Poisson geometry
We first remark that the results in this paper can be generalized from Herm(n) (compact real form) to the
complex case, as long as one considers complex Gelfand-Zeitlin systems on gl(n) [33]. It includes the so(n) ⊂
gl(n) case, studied in the literature of Frobenius manifolds, see e.g., [18].
The explicit formula for the Alekseev-Meinrenken diffeomorphism (thus one Ginzburg-Weinstein lineariza-
tion for U(n)) raises some interesting questions in symplectic geometry, representation theory and quantum
algebras. In the following, we list several examples.
Closure of Stokes matrices and cactus group actions on crystals: it has been known that the monodromy
representation of the isomonodromy connection on hreg gives rise to braid group actions on the spaces of Stokes
matrices. See e.g., [18] for so(n) case (and relation with Frobenius manifolds) and [13] for gl(n) case (and the
relation with quantum Weyl group actions).
For u(n) case, the isomonodromy connection restricts to a connection on the real locus hreg(R) with fibres
of the space U(n)∗ ∼= Herm+(n) of Stokes matrices. Note that each connected component of hreg(R) is
contractible. Thus to get a monodromy representation of certain local system onM(R), we need the following
modifications:
(1) one first extends the family of Stokes matrices from hreg(R) to the compactificationM(R). See Section
4.6.
(2) However, due to the asymptotics at boundary points of the isomonodromy flow (see the asymptotics at
caterpillar points in Definition 4.8), the isomonodromy connection would not extend toM(R). Resolving this
problem requires the study of the WKB approximation of Stokes matrices, proposed by Alekseev. Motivated by
the partial tropicalization of the dual group U(n)∗ (which gives the Gelfand-Zeitlin cone) in Poisson geometric
setting [2, 3], as well as the explicit computation at caterpillar points, we conjecture that taking the WKB
approximation of Stokes matrices at any point onM(R) gives a map from Herm(n) into the Gelfand-Zeitlin
cone.
Under the compactification and WKB approximation, we expect that the isomonodromy connection, over
hreg(R) with fibres the Stokes matrices, would produce a canonically defined flat connection ∇ on M(R),
with fibres isomorphic to the Gelfand-Zeitlin cone. One should compare the second step to the degeneration
of isomonodromy connection to the isospectral connection (see e.g., [34, Section 7]). Then the monodromy
representation of ∇ will produce actions of cactus group, the group introduced as the equivariant fundamental
group ofM(R), see Davis-Januszkiewicz-Scott [17].
The connection ∇ would be a quasi-classical analogue of the Halacheva-Kamnitzer-Rybnikov-Weekes cov-
ering ofM(R) (in type A), whose fibre at a point z ∈ M(R) is the set of eigenlines for the action of shift of
argument algebras Az, see [26, Section 10-12]. In particular, motivated by Rybnikov’s conjecture in [41], the
monodromy of ∇ between the caterpillar points ofM(R) would recover the Berenstein-Kirillov group action
on the Gelfand-Zeitlin cone [10]. We leave for the next work (in progress with Alekseev) many aspects of the
story, which admit a natural explanation in the framework of Stokes phenomenon, including the cactus group
actions on g-crystals ([26, Section 5]).
Other types and special functions: the proof of Theorem 1.4 relies on the explicit formula of the relative
Riemann-Hilbert map νrel. In particular, νrel gives a distinguished Ginzburg-Weinstein linearization for U(n).
It is interesting to remark that the fact ΓAM and νrel are Poisson maps (or satisfy conditions (a) and (b) in
Theorem 1.2) translates to an identity for the function s(x) = sinh(x):
s
( n∑
j=1
xj
)
=
n∑
j=1
s(xj)
n∏
k=1,k 6=j
s(xk + αk − αj)
s(αk − αj)
for any xi and αj such that s(αk − αj) 6= 0. The above identity is true for any function s(x) that satisfies
s(x+ y) =
s(x)s(y + β − α)
s(β − α) +
s(y)s(x+ α− β)
s(α− β) (10)
for any x, y, α, β s.t. s(α− β) 6= 0. See e.g., [38].
In [13] the definition of the Stokes matrices of meromorphic connections was extended beyond GL(n)
to any complex reductive Lie groups. Accordingly we can generalize the results in this paper to other com-
pact groups. Then similarly, at caterpillar points we can get the Ginzburg-Weinstein linearization for other
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groups (but via new possible special functions). For example for sp(n)-valued meromorphic system, the de-
generation to caterpillar points will produce the systems of rank 2k, for all k ≤ n, with the irregular term
u = (1, 0, ..., 0,−1) (instead the systems (3) in type A). Note that the degeneration is consistent with the chain
of subalgebras sp(1) ⊂ · · · ⊂ sp(n).
New transcendental functions may appear in the Stokes matrices of the system with u = (1, 0, ..., 0,−1).
Motivated by the work of Berenstein-Kazhdan [9], Alekseev-Berenstein-Hoffman-Li [2] and Alekseev-Lane-
Li [3] on the tropicalization of dual Poisson groups in any types and Ginzburg-Weinstein maps in type A, we
expect that the asymptotics of these functions, and the underlying algebraic identities (analogue to (10) in type
A), will closely relate to Kashiwara crystals [31], as well as certain Gelfand-Zeitlin type systems for type C .
Quantization and the Appel-Gautam isomorphisms: the quantum version of the Ginzburg-Weinstein
linearization µ : g∗ → G∗ is interpreted as an algebra isomorphism from the quantum group U~g to the
trivial deformation of the universal enveloping algebra UgJ~K. See e.g., Enriquez-Etingof-Marshall [20]. In
[6], Appel and Gautam construct two explicit isomorphisms ΦAG : U~g → UgJ~K for g = sln relying on the
theory of quantum groups and Yangians. In particular, the two isomorphisms involve Gamma and hyperbolic
functions respectively, and the semiclassical limit of ΦAG induces Ginzburg-Weinstein linearization in type A.
Such similarity motives to compare their formula with ours. Motivated by the work of Toledano Laredo [45]
on the U(g)-valued Stokes phenomenon of generalized Knizhnik-Zamolodchikov (gKZ) equations [22] and
our joint work [46], we expect that the Appel-Gautam isomorphisms (involving Gamma functions) coincides
with the quantization of the relative Riemann-Hilbert maps νrel (in the spirit of [20]), obtained from the relative
Toledano Laredo twists (as relative connection matrices of the gKZ equations).
Calogero-Moser integrable systems and Heckman-Opdam hypergeometric functions: the Heckman-
Opdam hypergeometric functions (see e.g., [27]) are a family of functions as joint eigenfunctions of the trigono-
metric Calogero-Moser integrable system. Meanwhile, the multivariate Bessel functions (see e.g., [19]) are a
family of functions as joint eigenfunctions of the rational Calogero-Moser integrable system. See [14, 44] and
the references therein. In [44, Theorem 5.1, 4.1], Sun gives the representation of Heckman-Opdam and mul-
tivariate Bessel functions as the Harish-Chandra type integrals over the symplectic leaves of u(n)∗ and U(n)∗
respectively. Integration over the Gelfand-Zeitlin tori, his formula can recover the Borodin-Gorin integral rep-
resentation [14] over Gelfand-Zeitlin cones. Besides, following Kazhdan-Kostant-Sternberg [32], the rational
Calogero-Moser system can be obtained by the Hamiltonian reduction of T ∗u(n). Later on, as a multiplicative
analogue of the Kazhdan-Kostant-Sternberg construction, Fehér and Klimcˇík [21] recover the trigonometric
Calogero-Moser system from the reduction of the symplectic double of U(n)∗ (see e.g., [36]). These works
and the comparison of Sun’s formula with ours in Theorem 1.4 indicate that, the Alekseev-Meinrenken dif-
feomorphism should intertwine the rational and trigonometric Calogero-Moser systems, as well as the integral
representation of Heckman-Opdam and multivariate Bessel functions in [44, Theorem 5.1, 4.1].
The organization of the paper is as follows. Nest section gives the preliminaries of Stokes data of mero-
morphic linear systems, and Riemann-Hilbert maps. Section 3 introduces the Stokes matrices, as well as the
Riemann-Hilbert maps corresponding to the 0-dimensional strata of Mn(R). Section 4 shows that how to
derive the Riemann-Hilbert maps at boundary points via isomonodromy deformation. Section 5 discusses the
relation between relative Riemann-Hilbert maps (maps corresponding to the caterpillar points onMn(R)) and
Gelfand-Zeitlin systems. Section 6 gives the explicit formula of the relative maps νrel via Gamma functions.
Section 7 discusses the phase transformations of the Gelfand-Zeitlin systems, and gives the explicit formula
of the Alekseev-Meinrenken diffeomorphism ΓAM via hyperbolic functions. The last section summarizes the
relation between Stokes matrices and ΓAM , and give new proofs of both Boalch’s theorem about the Poisson ge-
ometric nature of Riemann-Hilbert maps (at the open strata ofMn(R)) , and Alekseev-Meinrenken’s theorem
about the existence of ΓAM .
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2 Stokes phenomenon and monodromy data
In Section 2.1 -2.3, we recall the canonical solutions, Stokes matrices and connection matrices of certain mero-
morphic linear systems. In Section 2.5, we introduce the Riemann-Hilbert maps. In Section 2.6, we give the
rank 2 example.
2.1 Canonical solutions
Let h(R) (resp. hreg(R)) denote the set of diagonal matrices with (resp. distinct) real eigenvalues. Let us
consider the meromorphic linear system
dF
dz
=
(
iu− 1
2πi
A
z
)
· F, (11)
where F (z) is valued in Cn, u ∈ h(R) and A ∈ Herm(n). The system has an order two pole at ∞ and (if
A 6= 0) a first order pole at 0.
Definition 2.1. The two Stokes sectors Sect± of the system are the right/left half planes Sect± = {z ∈
C | ± Re(z) > 0}.
Let us choose a branch of log(z) (with a cut along the negative imaginary axis). Then on each supersector
1 Ŝect+ := (−π, π) and Ŝect− := (0, 2π), there is a unique (thus canonical) fundamental solution F±(z) of
(11) with a prescribed asymptotics at∞. In particular, the following result can be found in e.g., [7, Chapter 8]
or [8, 16, 37] in different generalities.
Theorem 2.2. On Ŝect±, there is a unique holomorphic fundamental solution F± : Ŝect± → GL(n,C) of
equation (11) such that
F± · e−iuz · z
δ(A)
2pii → Idn as z →∞ in Ŝect±.
Here Idn is the rank n identity matrix, δ(A) is the projection of A to the centralizer of u in gl(n). In particular,
if u has distinct eigenvalues, δ(A) is the diagonal part of A.
2.2 Stokes matrices
Definition 2.3. The Stokes matrices of the system (11) (with respect to Sect0 and the branch of log(z)) are the
elements S±(A,u) ∈ GL(n) determined by
F+(z) = F−(z) · S+(A,u), F−(z) = F+(z) · S−(A,u)eδ(A),
where the first (resp. second) identity is understood to hold in Sectl (resp. Sect0) after F+ (resp. F−) has been
analytically continued clockwise.
Lemma 2.4. [11] Let S+(A,u)
† denote the conjugation transpose of S+(A,u), then S−(A,u) = S+(A,u)
†.
2.3 Connection matrices
Note that the system (11) is non-resonant, i.e., no two eigenvalues of A2pii for A ∈ Herm(n) are differed by a
positive integer. The following fact is well-known (see e.g [47, Chapter 2]).
Lemma 2.5. The system (11) has a unique holomorphic fundamental solution F0 : P
1 \ {0} → GL(n) of the
system (11) such that F0 · z A2pii → Idn as z → 0.
Definition 2.6. The connection matrix C(A,u) ∈ GLn(C) of the system (11) (with respect to Sect+) is
determined by F0(z) = F+(z) · C(u,A).
The connection matrix C(A,u) is valued in SU(n) (see e.g., [11, Lemma 29]). Thus for any fixed u, by
varying A ∈ Herm(n) we obtain the connection map
C(·, u) : Herm(n)→ SU(n). (12)
1Here we need the supersector (with a sufficiently big open angle) to guarantee the uniqueness, see [7, Chapter 4]
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2.4 Monodromy relation
In a global picture, the connection matrix is related to the Stokes matrices by the following monodromy relation,
which follows from the fact that a simple negative loop (i.e., in cloclwise direction) around 0 is a simple positive
loop around∞:
C(A,u)eAC(A,u)−1 = S−(A,u)e
δ(A)S+(A,u). (13)
2.5 Riemann-Hilbert maps
Definition 2.7. For any u ∈ hreg(R), the Riemann-Hilbert map νu (monodromy map at∞) of the system (11)
is the diffeomorphism
νu : Herm(n)→ Herm+(n); A 7→ S−(A,u)eδ(A)S+(A,u).
Using the monodromy relation (13), we can also write νu(A) = AdC(A,u)e
A.
2.6 Example: the rank 2 case
We consider the linear system of rank 2,
dF
dz
=
((
u1 0
0 u2
)
+
1
2πiz
(
t1 b2
b1 t2
))
· F.
One fundamental solution is expressed by the confluent hypergeometric function (also known as Kummer’s
function) 1F1(α;β; z) :=
∑∞
n=0
α(n)zn
β(n)n!
, α(n) := α · · · (α+ n− 1), as
F (z) =
(
b2e
u1zξ
t1
2pii
+β
1F1(β, β − α+ 1;−ξ) b2eu1zξ
t1
2pii
+α
1F1(α,α − β + 1;−ξ)
βeu2zξ
t1
2pii
+β
1F1(−α, β − α+ 1; ξ) αeu2zξ
t1
2pii
+α
1F1(−β, α− β + 1; ξ)
)
,
where ξ = (u1 − u2)z, and α = λ1−t12pii , β = λ2−t12pii for λ1, λ2 the eigenvalues of A =
(
t1 b2
b1 t2
)
. Using the
well known asymptotics
1F1(α;β; z) ∼ Γ(β)
Γ(β − α) (−z)
−α(1 +O(
1
z
)) +
Γ(β)
Γ(α)
ezzα−β(1 +O(
1
z
)), for |z| ≫ 0,
we get
F (z) ∼ (Id2 +O(z))e
−u
z z
δ(A)
2pii ·D± at∞ in Sect±
for two explicit 2 by 2 matrices D± involving Gamma functions. The two canonical solutions F± with the
asymptotics (Id2 +O(z))e
−u
z z
δ(A)
2pii in Sect± are just F± = F (z)D
−1
± . Thus we have
Proposition 2.8. ([8] Proposition 8) Let λ1 and λ2 be the eigenvalues of A, then the Stokes matrices are 1 0b1(u2−u1) t2−t12pii
Γ(1+
λ1−t1
2pii
)Γ(1+
λ2−t1
2pii
)
1
,
 1 b2(u2−u1)
t1−t2
2pii
Γ(1−
λ1−t1
2pii
)Γ(1−
λ2−t1
2pii
)
0 1

3 Closure of Stokes matrices in the wonderful compactification
The de Concini-Procesi wonderful compactificationMn(R) of hreg(R) is obtained by succesive blowups along
the intersections of the diagonal hyperplanes ui = uj . The space Mn(R) has a stratification, and can be
described explicitly in a combinatorial way. In particular, 0-dimensional strata correspond to labelled binary
rooted trees with n (ordered) leaves. See e.g., [15, 26]. In this section, we will define the Stokes matrices, as
well as the Riemann-Hilbert maps, associated with the labelled binary rooted trees.
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3.1 Labelled planar rooted trees
Definition 3.1. A labelled binary rooted tree with n leaves is a binary tree, along with a choice of a root vertex,
and a labelling of the leaves by the set {1, ..., n}.
We will define Stokes matrices, equivalently Riemann-Hilbert maps, associated to any such tree T . The
definition will depend on the planar embedding of T .
Definition 3.2. A planar labelled binary rooted tree is a labelled binary rooted tree along with a planar embed-
ding.
35 6 2 14
Figure 1: A planar labelled binary rooted tree with 6 leaves and the corresponding ordered bracketing.
Note that the information of the planar embedding is equivalent to the information of a left branch and a
right branch for every internal vertex of the tree.
3.2 Connection matrices associated to planar labelled rooted trees
Let PT be a planar labelled rooted tree with n leaves. To any internal vertex I ∈ PT we assign the subsets
R(I), B(I) ⊂ {1, ..., n} formed by all leaves of PT on the right branch of PT at I , and on both right and left
branches of PT at I , respectively.
Now for any internal vertex I ∈ PT , let uI be the n× n diagonal matrix whose elements are
uIkk = 1, if k ∈ R(R),
uIkk = 0, otherwise.
Besides, for any A ∈ Herm(n) we denote by AI ∈ Herm(n) the matrix whose elements are
AIkj = Akj , if k, j ∈ B(I),
AIkj = 0, otherwise.
Given I ∈ PT and A ∈ Herm(n), let us consider the linear system
dF
dz
=
(
iuI − 1
2πi
AI
z
)
F. (14)
The system has only two anti-Stokes directions, the two halves of the imaginary axis. We will choose the right
half plane Sect0 := {z ∈ C | Re(z) > 0} as the initial Stokes sector, and take the branch of log(z) which
is real on R>0. Let us denote by C
I(AI) the associated connection matrix. For simplicity, we will drop the
second index I in CI(AI), and denote it by CI(A). Let < be the partial ordering of the vertices of PT , with
the root being the minimal element.
Definition 3.3. The connection matrix, associated to a a planar labelled rooted tree PT with n, is
CPT (A) :=
−−→∏
I∈PT
CI(A), (15)
where the product is taken over all internal vertices I , and is taken with CI(A) to the right of CI
′
(A) if I ′ < I .
Every planar labelled binary rooted tree gives rise to a labelled binary rooted tree T by forgetting the planar
embedding. There are in general many different planar embedding of T . In the above definition, we have to
make a choice of the planar embedding. One should compare this (discrete) choice with the choice of initial
Stokes sector in the definition of the ordinary connection/Stokes matrices.
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3.3 Stokes matrices associated to planar labelled rooted trees
Definition 3.4. The permutation matrix PPT ∈ GL(n,C) associated to a planar labelled binary rooted tree
PT with n leaves is defined by PPTij = δpi(i)j , where π is the permutation of {1, ..., n} satisfying π(i) < π(j)
if the labelling i is on the left of the labelling j in PT .
Definition 3.5. For any A ∈ Herm(n), the Stokes matrices SPT± (A), associated to a planar labelled binary
rooted tree PT with n leaves, are the triangular matrices with 1’s along the diagonal, determined by the identity
(Gauss decomposition)
CPT (A)eACPT (A)
−1
= PPTSPT− (A)P
PT−1e[A]PPTSPT+ (A)P
PT−1. (16)
Here [A] takes the diagonal part of A.
3.4 Riemann-Hilbert maps associated to planar labelled rooted trees
Definition 3.6. The Riemann-Hilbert map, associated to a planar labelled rooted tree PT , is
νPT : Herm(n)→ Herm+(n); A 7→ PPTSPT− (A)PPT
−1
e[A]PPTSPT+ (A)P
PT−1. (17)
Thus we have defined the Stokes matrices, as well as the Riemann-Hilbert maps, associated to the 0-
dimensional strata ofMn(R). In the following section, we will illustrate that how these Stokes data at boundary
points ofMn(R) arise as the limit of the Stokes data at the open stratum via isomonodromy deformation.
4 Riemann-Hilbert maps at the boundary and isomonodromy deformation
In Section 4.1, we give a detailed description of the Riemann-Hilbert map νrel associated to a caterpillar point
onMn(R). In Section 4.2 we introduce an automorphism Φ(u) of Herm(n) via the isomonodromy deforma-
tion equations. Then in Section 4.4, we prove that the map νrel is the composition of the Riemann-Hilbert map
νu with the automorphism Φ(u) for any u ∈ hreg(R).
This section is motivated by our previous work [49] and by the work [45] of Toledano Laredo on the
study of the asymptotics solutions of the Casimir connections, known as a quantization of the isomonodromy
deformation equation (4.6), see [13] (in the sense of how Reshetikhin explained Knizhnik–Zamolodchikov type
equations arise as deformations of the isomonodromy problem [40]). In particular, Section 4.4 can be seen as
the semiclassical analogue of the centralizer property of the Toledano Laredo twists (as connection matrices of
the gKZ equations) as in [45, Section 7].
4.1 Riemann-Hilbert maps at a caterpillar point
Let us consider the following planar labelled binary rooted tree. It corresponds to a caterpillar point (with the
chosen embedding) onM(R).
n
1 2
3
. . .
n-1
Figure 2: A caterpillar point with a chosen planar embedding
Following Definition 3.3-3.6, for any A ∈ Herm(n) to define the Riemann-Hilbert map νPT (A) at the
caterpillar point PT (with the chosen embedding), we need to consider the system of rank n assigned to each
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k − 1-th inner vertex, which is dFdz = (iEk − 12pii A
(k)
z )F, where Ek ∈ gln whose (k, k)-entry is 1 and other
entries are 0, and A(k) ∈ Herm(k) ⊂ Herm(n). The non-trivial part of the system is the upper left k × k
subsystem. Thus it is enough to consider the rank k system (denoted by the same letters by abuse of notation)
dF
dz
=
(
iEk − 1
2πi
A(k)
z
)
F, (18)
where Ek = (0, ..., 0, 1) ∈ gl(k), and A(k) ∈ Herm(k) (the upper left k-th submatrix of A).
Let F± be the two canonical solutions with the asymptotics F± ∼ eiEkzz−
δk(A
(k))
2pii in Sect± (right/left half
planes). Here δk(A
(k)) is the projection of A(k) to the centralizer of Ek in Herm(k). Let S
(k)
± (A
(k)) ∈ GL(k)
denote the Stokes matrices. By Definition 2.3 and the asymptotics of F±, we have
eiEkzz−
δk(A
(k))
2pii S
(k)
+ z
δk(A
(k))
2pii e−iEkz ∼ Idk, as z →∞ in Im(z) < 0,
eiEkzz−
δk(A
(k))
2pii S
(k)
− z
δk(A
(k))
2pii e−iEkz ∼ Idk, as z →∞ in Im(z) > 0
(Here to derive the second formula, we notice that the branch cut of log(z) is along iR>0). It follows that the
Stokes matrices take the form
S
(k)
− (A
(k)) =
(
Idk−1 0
B
(k)
− 1
)
, S
(k)
+ (A
(k)) =
(
Idk−1 B
(k)
+
0 1
)
, (19)
where Idk−1 is the identity matrix of rank k− 1, and B(k)+ is a k− 1 by 1 matrix. Furthermore, let us denote by
C(k)(A(k)) the connection matrix, then the monodromy relation (13) gives rise to
C(k)(A(k))eA
(k)
C(k)(A(k))−1 = S
(k)
− (A
(k)) · eδk(A(k)) · S(k)+ (A(k)), (20)
where δ(A(k)) =
(
A(k−1) 0
0 ⋆
)
for A(k−1) the upper left k − 1-th submatrix of A(k).
Remark 4.1. The chosen the minus sign in (18) ensures the monodromy relation (20), which is compatible
with the chosen Gelfand-Zeitlin chain (Herm(k) ⊂ Herm(k + 1) as the upper left corner) in the sense of
Section 5.1.
Now for each 0 < k ≤ n, let us extend the connection map C(k) : Herm(k) → SU(k) of the system (18)
to a map (denoted by the same letter by abuse of notation)
C(k) : Herm(n)→ SU(k) ⊂ SU(n); A 7→ C(k)(A(k)), (21)
where SU(k) ⊂ SU(n) denotes the obvious inclusion of SU(k) as the upper left corner of SU(n), extended by
1′s along the diagonal. Following Definition 3.3-3.6, we have
Definition 4.2. The connection map Cn := C
(1) · · · C(n) : Herm(n) → SU(n), associated to the caterpillar
point, is the pointwise multiplication of C(k)’s. That is
Cn(A) := C
(1)(A) · · · C(n)(A) ∈ SU(n), for any A ∈ Herm(n).
We will call Cn the relative connection map.
Definition 4.3. For any A ∈ Herm(n), the Stokes matrices Srel±(A) ∈ B± associated to the caterpillar point,
called relative Stokes matrices, are the matrices, with 1’s along the diagonal, determined by the identity (Gauss
decomposition)
νrel(A) = AdCn(A)e
A = Srel−(A) · e[A] · Srel+(A).
Definition 4.4. The Riemann-Hilbert map associated to the caterpillar point, called relative Riemann-Hilbert
map, is
νrel := AdCn ◦ exp : Herm(n)→ Herm+(n); A 7→ AdCn(A)eA.
Remark 4.5. Because each connection map Ck is SU(k− 1)-equivariant, the map νrel = AdCn ◦ exp can also
be written as the composition of maps νrel = exp ◦AdC(n) ◦ · · · ◦ AdC(1) .
In the following, we will use isomonodromy deformation to show that the relative map νrel is the limit of the
ordinary Riemann-Hilbert maps νu, as u ∈ hreg(R) approaches to the caterpillar point on the compactification.
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4.2 Isomonodromy deformation
In general, the Stokes matrices S±(u,A) of the system (11) will depend on the irregular term u. See Example
14 for rank 2 case. The isomonodromy (also known as monodromy preserving) deformation problem is to find
the matrix valued function A(u) such that the Stokes matrices S±(u,A(u)) are (locally) constant. In particular,
the following definition and proposition are well known. See more detailed discussions in e.g., [13, 18, 30].
Definition 4.6. The isomonodromy deformation equation is the differential equation for a matrix valued func-
tion A(u) : hreg(R)→ Herm(n)
∂A
∂uk
=
1
2πi
[ad−1u adEkA,A], for all uk, k = 1, ..., n. (22)
Here Ek is the n × n diagonal matrix whose (k, k)-entry is 1 and other entries are 0. Note that adEkA takes
values in the space gl(n)od of off diagonal matrices and that adu is invertible when restricted to gl(n)
od.
Proposition 4.7. For any solution A(u) of the isomonodromy deformation equation, the canonical solutions
F± of the system
dF
dz
=
(
iu− 1
2πi
A(u)
z
)
· F, (23)
satisfy (as a function of u = diag(u1, ..., un))
∂F
∂uk
=
(
iEkz +
1
2πi
ad−1u adEkA(u)
)
· F. (24)
In particular, the Stokes matrices S±(A(u), u) of (23) are locally constants (independent of u). Furthermore
the isomonodromy equation (22) is the compatibility condition of the systems (23) and (24).
4.3 Solutions of isomonodromy deformation equation with prescribed asymptotics
The isomonodromy deformation equation with respect to the derivation of uj is generated by the flow of the time
(u1., , , .un)-dependent quadratic HamiltonianHj := (− 1pii)
∑
k<j
akjakj
uk−uj
, where aij’s are the entry functions on
Herm(n), see e.g., [18, 13]. To introduce a solution of (22) with prescribed asymptotics as u1 ≪ u2 ≪ ... ≪
un (at the caterpillar point), first note that when un is big, the HamiltonianHn behaves like (− 1pii)
∑
i<n
ainani
un
,
and one corresponding time un-flow is A 7→ u
−δn(A)
2pii
n Au
δn(A)
2pii
n . Here δn(A) denotes the projection of A to the
centralizer of En in Herm(n). It motivates the following construction.
Let hreg(R)
◦ := {u = diag(u1, ..., un) ∈ hreg(R) | u1 < · · · < un}. For any u = diag(u1, ..., un) ∈
hreg(R)
◦, we denote by u(n−1) = diag(u1, ..., un−1) ∈ h(n−1)reg (R)◦, and consider the restriction of (22) to un
(fixing u1, ..., un−1).
Definition 4.8. For any fixed u(n−1) ∈ h(n−1)reg (R)◦ and A ∈ Herm(n), we denote by Φ(n)(un;A,u(n−1)) ∈
Herm(n) the solution of the differential equation
dΦ
dun
=
1
2πi
[ad−1u adEnΦ,Φ] (25)
with the asymptotics Φ(n)(A,u) ∼ u
−δn(A)
2pii
n Au
δn(A)
2pii
n as un →∞.
Varying A, we think of Φ(n)(un;u
(n−1)) as an automorphism on Herm(n). We can also define (the gauge
transformation) ρ(n)(un;u
(n−1)) : Herm(n)→ U(n) such that Φ(n)(un;A,u(n−1)) = Adρ(n)(un;A,u(n−1))A.
Definition 4.9. For any fixed u(n−1) ∈ h(n−1)reg (R)◦, let ρ(n)(un;A,u(n−1)) ∈ U(n) be the solution of
dρ
dun
· ρ−1 = 1
2πi
ad−1u adEn(ρAρ
−1) (26)
with the asymptotics ρ(n)(un;A,u
(n−1)) ∼ u
A−δn(A)
2pii
n as un →∞.
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Let us simply denote Φ(n)(un;A,u
(n−1)) (resp. ρ(n)(un;A,u
(n−1)) by Φ(n)(u,A) (resp. ρ(n)(u,A)).
Similar to Definition 4.8, we can define, for each 1 ≤ k ≤ n, the map ρ(k)(u(k)) : Herm(k) → U(k).
Using the obvious projection Herm(n)→ Herm(k) and inclusion U(k) ⊂ U(n), we extend ρi as a map from
Herm(n) to U(n). That is for any A ∈ Herm(n), ρ(k)(A,u) := ρ(k)(A(k), u(k)) ∈ U(k) ⊂ U(n).
Proposition 4.10. For any u ∈ hreg(R)◦, let Φ(A,u) := ρ(n)(A,u) ◦ · · ◦ρ(1)(A,u) : Herm(n) → Herm(n)
be the composition of the automorphisms. Then for any A ∈ Herm(n), Φ(A,u) ∈ Herm(n) is a solution of
the isomonodromy deformation equation (22) (with respect to a prescribed asymptotics at u1 ≪ ...≪ un).
See a proof after Theorem 4.12.
4.4 From Riemann-Hilbert to relative Riemann-Hilbert maps
In this section, we will show that how the isomonodromy flow Φ(n) can be used to "decouple" the system (11)
of rank n into two lower rank systems, with rank n−1 and rank 1 (therefore trivial) respectively. It corresponds
to the branching of the inner vertex with the minimal order (except the root) of the tree in Figure 2.
Recall that we have denoted by C(A,u) ⊂ U(n) the connection matrix of dFdz = (iu − 12pii Az )F , and by
C(n)(A) and Cn−1(A
(n−1), u(n−1)) ∈ U(n − 1) ⊂ U(n) the connection matrices of dFdz = (iEn − 12pii Az )F
and dFdz = (u
(n−1) − 12pii A
(n−1)
z )F respectively. Recall that the Riemann-Hilbert map νu : Herm(n) →
Herm+(n); A 7→ AdC(A,u)eA.
Proposition 4.11. For any u ∈ hreg(R)◦, the map νu is related to the connection maps Cn−1, C(n) and the
isomonodromy flow Φ(n) by
νu(Φ
(n)(A,u)) = AdCn−1(A(n−1),u(n−1))C(n)(A)e
A, ∀A ∈ Herm(n). (27)
Proof. Let us fix u1, ..., un−1, and consider the compatible system with respect to z and un
∂F
∂z
=
(
iu− 1
2πi
Φ(n)(A,u)
z
)
F, (28)
∂F
∂un
=
(
iEnz +
1
2πi
ad−1u adEnΦ
(n)(A,u)
)
F. (29)
Similar to Proposition 4.7, the canonical solutions F±(z, un;u
(n−1)) of the first equation also satisfy the second
equation. For any fixed un, the monodromy of F+, along a loop γ1(t) = (
e−it
ε , un) around (∞, un), is just
νu(Φ
(n)(A,u)) (the image of the Riemann-Hilbert map). Another loop homotopy to γ1 is γ2 ◦ γ3 ◦ γ−12 ,
where γ2 is a simple path from (
1
ε , un) to (ε,
1
ε2
), and γ3(t) = (e
−itε, 1
ε2
) a loop around (0, 1
ε2
). To compute
the monodromy along the loop, we first introduce a solution with prescribed asymptotics at the infinite point
(ε, 1
ε2
), ε→ 0, and then show that the monodromy along γ2 ◦ γ3 ◦ γ−12 coincides with the right hand side.
Under the change of coordinates x = z + 1un and y = zun, the systems (28) and (29) become
∂F
∂x
=
( iy
y + 1
u(n−1) − 1
2πi
δn(Φ
(n))
x
− 1
2πi
adD1adEnΦ
(n)
)
F,
∂F
∂y
=
(
iEn − 1
2πi
Φ(n)
y
+
1
2πi
Φ(n)
y + 1
+
ix
(y + 1)2
u(n−1) − 1
2πi
adD2adEnΦ
(n)
)
F,
where D1 = diag(
u1
y+1−xu1
, ..., un−1y+1−xun−1 , 0) and D2 = diag(
1
y+1−xu1
, ..., 1y+1−xun−1 , 0) are two n × n
diagonal matrices. Now for any y 6= −1,
• let G0(x, y;u
(n−1)) be the unique solution of the first equation with the asymptotics G0 ∼ x
−δ(Φ(n))
2pii at
x = 0. (the poles in adD1adEnΦ
(n) are at x = y+1uk for all 1 ≤ k ≤ n− 1);
• let F
(n)
± be the canonical solution of
dF
dy =
(
iEn − 12pii Ay
)
F in the two Stokes sectors (half planes).
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Using the compatibility of the above system and the asymptotics Φ(n)(A,u) ∼ u
−δn(A)
2pii
n Au
δn(A)
2pii
n as un → ∞,
one checks that the functions G0F
(n)
± satisfy the equation (28) (thus are solutions with prescribed asymptotics
at (z, un) = (ε,
1
ε2 )). The monodromy of G0F
(n)
+ along the loop γ3 coincides with the monodromy of
dF
dy =(
iEn − 12pii Ay
)
F at y =∞. That is just C(n)(A)eAC(n)(A)−1.
The rest is to compare G0F
(n)
+ with F+ (the monodromy along the path γ2). For that, let us take
• T
(n)
± (z;A,u) the fundamental solution of
dF
dz =
(
iu − 12pii Φ
(n)
z
)
F − F
(
iu(n−1) − 12pii δn(A)z
)
with the
asymptotics T
(n)
± (z;A,u) ∼ (Idn +O(1z ))eiunz at z =∞ in Sect±;
• F
(n−1)
0 (z;A,u) ∈ GL(n − 1) the fundamental solution of dFdz =
(
iu(n−1) − 12pii A
(n−1)
z
)
F with the
asymptotics F
(n−1)
0 (z;A,u) ∼ (Idn−1 +O(z))z−
A(n−1)
2pii at z = 0.
One checks that T
(n)
+ F
(n−1)
0 z
A(n−1)−δn(A)
2pii satisfies equation (28) (here we use the inclusion F
(n−1)
0 ∈ GL(n−
1) ⊂ GL(n)). Furthermore, by checking the asymptotics, it coincides with the solution G0F (n)+ . Besides,
F+ = T
(n)
+ F
(n−1)
+ z
A(n−1)−δn(A)
2pii = T
(n)
+ F
(n−1)
0 z
A(n−1)−δn(A)
2pii Cn−1(A
(n−1), u(n−1)).
Therefore, we get
F+(z, u) = G0(z, u)F
(n)
+ (z, u) · Cn−1(A(n−1), u(n−1)),
which implies the monodromy along γ2 is Cn−1(A
(n−1), u(n−1)). In summary, the monodromy M(γi) along
γi with respect to the preferred solutions F+ and G0F
(n)
+ are
M(γ1;F+ 7→ F+(ze−2pii)) : νu(Φ(n)(A,u);
M(γ2;F+ 7→ G0F (n)+ ) : Cn−1(A(n−1), u(n−1));
M(γ3;G0F
(n)
+ 7→ G0F (n)+ (ze−2pii)) : C(n)(A)eAC(n)(A)−1.
The proposition now follows from the two loops γ1 and γ2 ◦ γ3 ◦ γ−12 are homotopy.
Theorem 4.12. For any u ∈ hreg(R)◦, let Φ(A,u) = ρ(n)(A,u) ◦ · · · ◦ ρ(1)(A,u) : Herm(n)→ Herm(n) be
the composition of the automorphisms given by Definition 4.9. Then the Riemann-Hilbert maps and the relative
maps on Herm(n) are related by
νu ◦ Φ(u) = νrel. (30)
Proof. Note that Proposition 4.11 can be rewritten as
AdCn(ρ(n)(A,u)Aρ(n)(A,u)−1,u)(ρ
(n)(A,u)eAρ(n)(A,u)
−1
) = AdCn−1(A(n−1),u(n−1))C(n)(A)e
A.
We can replace A by ρ(n−1)(A(n−1), u(n−1))Aρ(n−1)(A(n−1), u(n−1))−1. Then the proof follows from induc-
tion, and the SU(k − 1)-equivariance of the map C(k).
Proof of Proposition 4.10: If follows from the fact that the right hand side of the identity (30) doesn’t depend
on u.
4.5 From Stokes matrices at open strata to Stokes matrices at caterpillar points
As a consequence of Theorem (4.12), we have
Corollary 4.13. For any u ∈ hreg(R)◦, the Stokes matrices and the relative Stokes matrices are related to each
other via the isomonodromy flow Φ(u), that is S±(u,Φ(u,A)) = Srel±(A).
Note that the connected components Uσ of hreg(R) are labelled by the elements σ in the permutation group
Sn. That is Uσ := (u = diag(u1, ..., un) ∈ hreg(R) | uσ(1) < · · · < uσ(n)). If u ∈ Uσ, then the above theorem
holds true for the Stokes matrices at the other caterpillar point, corresponding to the relabelling by σ of the
vertices of the tree in Figure 2.
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4.6 Extension to other boundary points
Note that the right hand side AdCn−1(A,u)C(n)(A)e
A of (27) doesn’t depend on un, and can be used to define
the Riemann-Hilbert maps associated to (some but not all) the codimension 1 faces of the connected compo-
nent Uid = hreg(R)
◦ of M(R). One should think it as one intermediate step in the Definition 3.3 and 3.6,
corresponding to the inner vertex of the tree in Figure 2 with the minimal order (except the root). Then Propo-
sition 4.11 states that the isomonodromy flow Φ(n)(u, ·) relate the maps νu on open strata to the ones on the
codimension 1 locus.
One can also study the degeneration of the Riemann-Hilbert maps νu for u = diag(u1, ..., uk , a+v1, ..., a+
vn−k), as a → ∞. Similar to Proposition 4.11, the isomonodromy flow with a prescribed asymptotics as
a → ∞ enables us to "decouple" the system into two systems (blocked at upper left and lower right corners)
with rank k and n− k,
dF
dz
=
(
iuL − 1
2πi
A(k)
z
)
F,
where uL = diag(u1, ..., uk), A
(k) takes the upper left k-th submatrix of A, and
dF
dz
=
(
iuR − 1
2πi
A(n−k)
z
)
F,
where uR = diag(v1, ..., vn−k), A
(k) takes the lower right n − k-th submatrix of A. It corresponds to the left
and right branches of a tree at an inner point I as in Section 3. The extra system one needs in the branching at I
is dFdz =
(
iuI − 12pii Az
)
F, where uI = (0, ..., 0, 1, ..., 1) with as many 1’s as the number of vertices on the right
branch at I , i.e., n− k.
By repeating the procedure for all possible connected components Uσ of hreg(R), we can extend the
Riemann-Hilbert maps (equivalently the Stokes matrices) to all the codimension 1 locus of M(R), and re-
cursively to the wholeM(R).
However, the definition of Stokes matrices at boundary points will depend on some discrete choices, i.e.,
the planar embedding of the corresponding trees. In particular, different embedding will produce different
permutation matrices used to define Stokes matrices (as in Definition 3.4 for 0-dimension strata). One should
compare it to the choices of initial Stokes sectors in the definition of Stokes matrices at open strata, see e.g.,
[11]. If two connected components Uσ and Uσ′ have a common codimension 1 face
2, then extending Stokes
matrices, from the two different components Uσ and Uσ′ , to a point u0 on the common face will naturally give
the Stokes matrices at u0 with different framing (different permutation matrices). In this way, the gluing data of
Uσ’s inM(R), i.e., the Sn-equivariant fundamental group, can be encoded by simple permutations of Stokes
matrices at all possible caterpillar points (orbit of one caterpillar point under the permutation group Sn action).
Besides, the Gelfand-Zeitlin systems already appear in the Stokes matrices at caterpillar points. It will explain
the cactus group actions on the Gelfand-Zeitlin cone [10, 26] in the framework of Stokes matrices. We leave
the details for the next project.
One should compare it to the monodromy representation of isomonodromy connection in the complex
setting, where one has a family of the spaces of Stokes matrices over hreg(C) with a canonical flat connection
(isomonodromy connection) given by the chosen framing (initial Sectors) on open covers of hreg(C), see e.g.,
[13, Proposion 10]. Then the monodromy representation, i.e., the braid group (π1(hreg(C)/Sn)) action on the
space of Stokes matrices, simply arises from the framing change (the different choices of initial Sectors) in the
definition of Stokes matrices, see e.g., the proof of [13, Theorem 3].
5 Relative Riemann-Hilbert maps and Gelfand-Zeitlin systems
5.1 A linear algebra construction
For each 0 < k ≤ n, let Ψ(k) : Herm(k)→ SU(k) be a smooth map satisfying the conditions
(1). Ψ(k) is a SU(k−1)-equivariant map, i.e.,Ψ(k)(gAg−1) = AdgΨ(k)(A), for any g ∈ SU(k−1) ⊂ SU(k);
2It is the case if and only if σ′σ−1 is an involution in Sn which reverses some segment {p, p + 1, ..., q − 1, q} ⊂ {1, ..., n}.
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(2). for any A ∈ Herm(k), there is a block decomposition of Ψ(k)(A)eAΨ(k)(A)−1 taking the form
Ψ(k)(A)eAΨ(k)(A)−1 =
(
Idk−1 0
B(k)
†
1
)(
eA
(k−1)
0
0 ⋆
)(
Idk−1 B
(k)
0 1
)
,
where B(k) is a column with k − 1 elements, and B(k)+
†
the conjugate transpose.
We will extend Ψ(k) : Herm(k)→ SU(k) as a map from Herm(n) to SU(n), using the projection of Herm(n)
onto Herm(k) and the natural inclusion SU(k) ⊂ SU(n) as before. Then we have
Proposition 5.1. Let Ψ := Ψ(1) · · ·Ψ(n) be the map from Herm(n) to SU(n) given by the pointwise multipli-
cation. Then ΓΨ := AdΨ ◦ exp is a diffeomorphism
Γ: Herm(n)→ Herm+(n)
such that
(a). Γ intertwines the Gelfand-Zeitlin maps: µ ◦ Γ = λ.
(b). Γ intertwines the Gelfand-Zeitlin torus actions on Herm0(n) and Herm
+
0 (n).
Proof. We will prove this theorem inductively on n. When n = 1, the result is obvious. For the inductive step
n > 1, we first assume that the map Ψn−1 := Ψ
(1) · · · Ψ(n−1) : Herm(n − 1) → Herm+(n − 1) is such that
Adφ ◦ exp satisfies the conditions (a) and (b).
Now we try to prove that the map AdφΨ(n) ◦ exp also satisfy (a) and (b). First, using the identity in the
assumption (2)
Ψ(n)(A)eAΨ(n)(A)−1 =
(
Idn−1 0
B(n)
†
1
)(
eA
(n−1)
0
0 ⋆
)(
Idn−1 B
(n)
0 1
)
,
we have
AdΨn−1(A)Ψ(n)(A)e
A =
(
Ψn−1e
A(n−1)Ψ−1n−1 Ψn−1e
A(n−1)B(n)
B(n)
†
eA
(n−1)
Ψ−1n−1 ⋆
)
.
Hence by the assumption about the map AdΨn−1 ◦ exp, we observe that AdΨn−1Ψ(n) ◦ exp intertwines the
Gelfand-Zeitlin maps.
For the Gelfand-Zeitlin torus action, by the assumption for n − 1, the map AdΨn−1 ◦ exp intertwines the
T (k) ⊂ U(k) actions on Herm0(n− 1) and Herm+0 (n− 1) for 1 ≤ k < n− 1. That is
Ψn−1(t •A)et•AΨn−1(t • A)−1 = t •
(
Ψn−1(A)e
AΨn−1(A)
−1
)
. (31)
Here recall that the k-torus T (k) ⊂ U(k) ⊂ U(n) acts on Herm0(n) as in (8). Furthermore, using the
assumption (1) on the equivariance of Ψ(n), we have
AdΨn−1(A)Ψ(n)(A)e
A = AdΨ(n)(Ψn−1(A)AΨn−1(A)−1)e
Ψn−1(A)AΨn−1(A)−1 .
Together with (31) and the definition of the torus action, we obtain
ΓΨ(t • A)
= AdΨn−1(t•A)Ψ(n)(t•A)e
t•A
= AdΨ(n)(t•(Ψn−1(A)AΨn−1(A)−1))e
t•(Ψn−1(A)AΨn−1(A)−1)
= t •
(
AdΨ(n)(Ψn−1(A)AΨn−1(A)−1)e
Ψn−1(A)AΨn−1(A)−1
)
= t • ΓΨ(A),
for any t ∈ T (k) and 1 ≤ k ≤ n. It finishes the proof.
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5.2 Relative Riemann-Hilbert maps and Gelfand-Zeitlin systems
It follows from (19) and (20) that the connection map C(k) : Herm(k)→ SU(k) of the system (18) satisfies the
assumption (1) and (2) in Section (5.1). Thus by Proposition (5.1), we know that the map νrel = AdCn ◦ exp,
associated to the relative connection map Cn = C
(1) · · · C(n), is compatible with the Gelfand-Zeitlin systems.
Corollary 5.2. [49] The relative Riemann-Hilbert map
νrel : Herm(n)→ Herm+(n)
is a diffeomorphism compatible with the Gelfand-Zeitlin systems.
6 Explicit relative Riemann-Hilbert maps
In this section, we will give an explicit formula of the map νrel. In Section 6.1, for any 1 ≤ k ≤ n and
A ∈ Herm0(n) we introduce a chain of matrices Pk which diagonalizes A(k), and the associated normalized
connection matrices C˜(k)(A). Then in Section 6.2 and 6.3, we show the explicit formula for the normalized
connection matrices C˜(k)(A) and the Rimann-Hilbert map νrel on Herm0(n).
6.1 Diagonalization
Let us consider the system taking the form
dF
dz
=
(
iEn − 1
2πi
A
z
)
· F (32)
whereA ∈ Herm(n). Its connection mapC(n) : Herm(n)→ U(n) isU(n−1)-equivariant, that isC(n)(gAg−1) =
gC(n)(A)g−1 for any g ∈ U(n − 1) ⊂ U(n). Thus to simplify the computation, we can first diagonal-
ize the upper left n − 1-th submatrix of A. There is a systematic way to do it for A in the open subset
Herm0(n) ⊂ Herm(n) of Hermitian matrices, where all of the eigenvalue inequalities (6) are strict.
Let A ∈ Herm0(n), and for any k denote by λ(k)1 < λ(k)2 < · · · < λ(k)k the ordered eigenvalues of its upper
left k-th submatrix A(k). There exists a unique unitary matrix Pk(A) ∈ U(k) ⊂ U(n), whose entries in the
k-th column are positive and real, such that the upper left k-th submatrix of Adk := Pk(A)
−1APk(A) is the
diagonal matrix diag(λ
(k)
1 , ..., λ
(k)
k ).
Definition 6.1. We define the function a
(k)
i (A) of A ∈ Herm0(n) as the (i, k + 1) entry of Adk for any
1 ≤ i ≤ k ≤ n− 1.
The above matrices Pk(A) for all 1 ≤ k ≤ n can be inductively defined: suppose we already have Pk(A) ∈
U(k) ⊂ U(n) for k < n, such that Adk = Pk(A)−1APk(A) takes the form
Adk =

λ
(k)
1 a
(k)
1 · · ·
. . .
... · · ·
λ
(k)
3 a
(k)
1 · · ·
a
(k)
1 · · · a(k)3 λ(k)k+1 · · ·
· · · · · · · · · · · · · · ·

.
Let L(k+1)(A) ∈ U(k + 1) ⊂ U(n) be the matrix given by
L
(k+1)
ij (A) :=
a
(k)
i
N
(k+1)
j (λ
(k)
i − λ(k+1)j )
, for i 6= k + 1, j = 1, ..., k + 1, (33)
L
(k+1)
k+1,j(A) :=
1
N
(k+1)
j
, for j = 1, ..., k + 1, (34)
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where the normalizer
N
(k+1)
j :=
√√√√√1 + k∑
l=1
|a(k)l |2
(λ
(k)
l − λ(k+1)j )2
. (35)
The upper left k+1-th submatrix of L(k+1)(A)−1AdkL
(k+1)(A) is diag(λ
(k+1)
1 , ..., λ
(k+1)
k+1 ), thus we can simply
define Pk+1(A) by
Pk+1(A) := Pk(A) · L(k+1)(A). (36)
Remark 6.2. The character polynomial of the upper left k+1-th submatrix ofAdk leads to the identity |a(k)i |2 =
−
∏k+1
v=1
(λ
(k)
i
−λ
(k+1)
v )∏k
v 6=i
(λ
(k)
i
−λ
(k)
v )
. Thus the normalizer N
(k+1)
j only depends on the eigenvalues λ
(k)
j ’s and λ
(k+1)
j ’s.
Definition 6.3. For any integer 1 ≤ k ≤ n, we define the normalized connection map
C˜(k) : Herm0(n)→ SU(n); A 7→ C(k)(Pk−1(A)−1APk−1(A)) · L(k)(A). (37)
Here C(k) : Herm(n)→ SU(n) is the connection map as in Section 4.1.
Proposition 6.4. Let us define C˜n = C˜
(1)C˜(2) · · · C˜(n) : Herm0(n) → U(n) as the pointwise multiplication,
then the map
ν˜rel : Herm0(n)→ Herm+0 (n); C˜n(A)eAdn C˜n(A)−1
coincides with the relative map νrel = AdCn ◦ exp. That is
C˜n(A)e
Adn C˜n(A)
−1 = Cn(A)e
ACn(A)
−1, ∀A ∈ Herm0(n).
Here recall that Adn = diag(λ
(n)
1 , ..., λ
(n)
n ).
Proof. It follows from (36) and the definition (37) of C˜(k) that C˜n(A) = Cn(A) · Pn(A). Then the proposition
follows from the identity Pn(A)e
AdnP−1n = e
A.
6.2 Explicit evaluation of the normalized connection matrices
The normalized connection matrix of the system (32) is described by the following proposition, due to Balser
[7] (up to a slight modification).
Proposition 6.5. The entries of the matrix C˜(n)(A) = C(n)(Adn−1) · Ln(Adn−1) are given by
C˜(n)(A)kj =
−a(n−1)k e
λ
(n−1)
k
−λ
(n)
j
4
N
(n)
j (λ
(n−1)
k − λ(n)j )
∏n
v=1 Γ(1 +
λ
(n)
v −λ
(n)
j
2pii )
∏n−1
v=1 Γ(1 +
λ
(n−1)
v −λ
(n−1)
k
2pii )∏n−1
v=1,v 6=k Γ(1 +
λ
(n−1)
v −λ
(n)
j
2pii )
∏n
v=1,v 6=j Γ(1 +
λ
(n)
v −λ
(n−1)
k
2pii )
,
for 1 ≤ j ≤ n, 1 ≤ k ≤ n− 1, and
C˜(n)(A)nj =
e
λ
(n)
j
−λ
(n−1)
n
4
N
(n)
j
∏n
v=1 Γ(1 +
λ
(n)
v −λ
(n)
j
2pii )∏n−1
v=1 Γ(1 +
λ
(n−1)
v −λ
(n)
j
2pii )
, for 1 ≤ j ≤ n.
Here N
(n)
j is the normalizer given by the identity (35) for n = k + 1.
Proof. In [7], Balser has computed the connection matrices of the meromorphic linear system dFdz = (
En
z2 +
A
2piiz ) ·F for En = diag(0, ..., 0, 1). See the formula (7.3) and (7.4) in [7]. Note that the diagonalization matrix
L˜0(A
dn−1), such that L˜0(A
dn−1)−1Adn−1 L˜0(A
dn−1) = Adn , used by Balser in (5.2) and (5.3) is not unitary,
thus differ from our matrix Ln(A
dn−1) in (33)-(34) by a normalizer. Besides, modification of the irregular part
En = diag(0, ..., 0, 1) in Balser’s case to our case, where iEn = diag(0, ..., 0, i), is straightforward (producing
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extra term (i)
λ
(n−1)
k
−λ
(n)
j
2pii = e
λ
(n−1)
k
−λ
(n)
j
4 ). Taking into account the mentioned normalizer and the modification
of the irregular part, Balser’s formula becomes the above formula.
For any 1 ≤ i ≤ n − 1, replacing n by i in the above formula, we obtain the formula for the modified
connection map C˜(i) : Herm0(i) → U(i). Again, treat each C˜(i) as a map from Herm0(n) to U(n), by
Proposition 6.4 we have
Corollary 6.6. The relative Riemann-Hilbert map is given by
νrel(A) = AdC˜(1)(A)···C˜(n)(A)(e
Adn ), ∀A ∈ Herm0(n),
where each C˜(i)(A) is given explicitly in Proposition 6.5 (replacing n by i).
6.3 Reformulation of the relative Riemann-Hilbert maps
We will give a reformulation of the map νrel, which will play a key role for the discussion in Section 7.
From the expression in Proposition 6.5, we observe that the normalized connection matrix C˜(n)(A) has a
decomposition
C˜(n)(A) = D
(n−1)
L (A) · diag(−a(n−1)1 , ...,−a(n−1)n−1 , 1) ·R(n)(A) ·D(n)R (A), (38)
where D
(n−1)
L (A) is a n by n diagonal matrix whose diagonal entries are
D
(n−1)
L,kk (A) =
∏n−1
v=1 Γ(1 +
λ
(n−1)
v −λ
(n−1)
k
2pii )∏n
v=1 Γ(1 +
λ
(n)
v −λ
(n−1)
k
2pii )
, for k 6= n, and D(n−1)L,nn (A) = 1, (39)
D
(n)
R (A) is a n by n diagonal matrix function whose diagonal entries are
D
(n)
R,kk(A) =
∏n
v=1 Γ(1 +
λ
(n)
v −λ
(n)
j
2pii )∏n−1
v=1 Γ(1 +
λ
(n−1)
v −λ
(n)
j
2pii )
, for all k = 1, ..., n, (40)
and R(n)(A) is a n by n matrix with positive real entries, whose (i, j) entry is
e
λ
(n−1)
i
−λ
(n)
j
4
N
(n)
j (λ
(n−1)
i − λ(n)j )Γ(1 +
λ
(n−1)
k
−λ
(n)
j
2pii )Γ(1−
λ
(n−1)
k
−λ
(n)
j
2pii )
=
e
λ
(n−1)
i
−λ
(n)
j
4
N
(n)
j sinh(
λ
(n−1)
i
−λ
(n)
j
2 )
.
Similarly, for each 1 < i < n, we have the decomposition of the normalized connection matrix
C˜(i)(A) = D
(i−1)
L (A) · diag(−a(i−1)1 , ...,−a(i−1)i−1 , 1, ..., 1) · R(i)(A) ·D(i)R (A), (41)
where D
(i−1)
L (A) and D
(i)
R (A) are n by n matrix function obtained by replacing n by i in D
(n−1)
L (A) and
D
(n)
R (A), and extended by 1
′s along the diagonal.
Now let us denote by
D(i)(A) := D
(i)
R (A) ·D(i)L (A) · diag(−a(i)1 , ...,−a(i)i , 1, ..., 1) (42)
the multiplication of the three diagonal matrices. Then we can rewrite the map C˜n =
∏n
i=1 C˜
(i) in Proposition
6.4 as (
∏n−1
i=1 D
(i)R(i)) ·D(n)R . Note thatD(n)R (A) commutes with eAdn (recall that Adn = diag(λ(n)1 , ..., λ(n)n )),
thus Proposition 6.4 becomes
Proposition 6.7. The relative Riemann-Hilbert map is
νrel : Herm0(n)→ Herm+0 (n); A 7→ T (A)eAdnT (A)−1 (43)
where T (A) := D(1)(A)R(1)(A) · · ·D(n−1)(A)R(n−1)(A).
20
Note that the upper left n−1-th submatrix ofAdR(n−1)(A)eAdn is diag(eλ
(n−1)
1 , ..., eλ
(n−1)
n−1 ). The conjugation
action of the diagonal matrix D(n−1)(A) is then a Gelfand-Zeitlin torus type action which preserves the upper
left n − 1-th submatrix. We can continue this procedure, and see that how νrel intertwines the Gelfand-Zeitlin
systems.
6.4 Extension to the whole Herm(n)
Note that the connection map C(k) : Herm(n) → SU(n) and Riemann-Hilbert map νrel = AdC(1)···C(n) ◦
exp on Herm(n) are smooth. However, in Definition 6.3 we introduce the normalized connection map C˜(k),
associated to a canonical chain of matrices Pk(A) which diagonalises A
(k). The maps C˜(k)’s are defined on
Herm0(n), simply because Pk’s are only defined there (a family of matrices P (t), which diagonalizes a family
of A(t), is generally singular when t approaches to the point where eigenvalues of A(t) coincides). In this way,
we can describe the restriction of νu on Herm0(n) ⊂ Herm(n) by
νrel(A) = AdC˜(1)(A)···C˜(n)(A)e
Ad , A ∈ Herm0(n).
The advantage is that on Herm0(n), we have a canonical choices of Pk’s, which simplifies the explicit formula
for νrel. Otherwise we can directly generalize the construction in Section 6.1 to any A ∈ Herm(n), where the
interlacing inequalities (6) may not be strict.
Proposition 6.8. For any A ∈ Herm(n) and any chain of Pk ∈ U(k) ⊂ U(n) diagonalizing A(k), we define
C˜(k+1)(A) := C(k+1)(P−1k APk), then we have νrel(A) = AdC˜(1)(A)···C˜(n)(A)e
Adn .
In particular, the result doesn’t depend on the choices of Pk’s, and each of the C˜
(k)(A) is again given
explicitly via (matrix) Gamma functions. See e.g., [7] Theorem 4.
7 Explicit Alekseev-Meinrenken diffeomorphisms
In Section 7.1–7.3, we discuss the phase transformations of Gelfand-Zeitlin systems. In Section 7.4, we find
the phase transformation compatible with the involution of Hermn fixing the real symmetric matrices, and thus
relating Alekseev-Meinrenken and Boalch’s maps. Then based on the above results, in Section 7.5 we write
down the explicit formula for the Alekseev-Meinrenken diffeomorphisms.
7.1 Principal bundles and cross sections
Proposition 7.1. (see e.g., [4] Proposition 2.1) The restriction of the Gelfand-Zeitlin map λ to Herm0(n)
defines a principal bundle
λ : Herm0(n)→ C0(n)
over the cone C0(n) with structure group the Gelfand-Zeitlin torus T
n(n−1)
2 . It further restricts to a principal
bundle
λ : Sym0(n)→ C0(n)
with discrete structure group T
n(n−1)
2
R
∼= (Z2)
(n−1)n
2 . Similarly for (the restriction of) the logarithmic Gelfand-
Zeitlin map µ : Herm+0 (n) → C0(n) and µ : Sym+0 (n) → C0(n). Here Sym+0 (n) denotes the intersection of
Herm+0 (n) with Sym(n).
Note that Sym0(n) has 2
n(n−1)
2 components, and the "real part" T
n(n−1)
2
R
∼= (Z2)
(n−1)n
2 of the Gelfand-
Zeitlin torus action on Sym+(n) relates the different connected components. Any connected component S of
Sym0(n) ⊂ Herm0(n) can be understood as a cross section of the principal bundle λ : Herm0(n) → C0(n).
Therefore, a principal T
n(n−1)
2 -bundle map
Γ : (Herm0(n), λ)→ (Herm+0 (n), µ = log ◦ λ)
is uniquely characterized by the image Γ(S) ⊂ Herm+0 (n) of S. In particular, we can specify a bundle map
Γ0 by imposing the real condition: Γ0(S) ⊂ S for a given connected component S of Sym0(n). By the
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T
n(n−1)/2
R
-equivariance, Γ0(S) ⊂ S holds true for all connected component S of Sym0(n). Thus it gives
the geometric interpretation of the conditions (a)-(c) characterising the Alekseev-Meinrenken diffeomorphism
ΓAM in Theorem 1.2. Actually, the map Γ0 coincides with the restriction of ΓAM on Herm0(n). However, the
existence of a smooth extension of Γ0 to Herm(n) is not obvious.
7.2 Gelfand-Zeitlin variables
Let us introduce the argument of the functions a
(k)
i on Herm0(n) given in Definition 6.1.
Definition 7.2. We define the function φ
(k)
i onHerm0(n) as the argument of a
(k)
i , that is φ
(k)
i (A) := Arg(a
(k)
i (A))
for any A ∈ Herm0(n) and 1 ≤ i ≤ k ≤ n− 1. The functions λ(k)i , φ(k)i are called the Gelfand-Zeitlin action
and angle variables respectively.
7.3 Phase transformations
Let θ : Herm0(n) → T 1 × · · · × T n−1 = T
n(n−1)
2 be a map from Herm0(n) to the Gelfand-Zeitlin tours.
Associated to θ, there is a gauge transformation
Xθ : Herm0(n)→ Herm0(n); A 7→ Xθ(A)(A),
where Xθ(A)(A) denotes the Gelfand-Zeitlin torus action of θ(A) on A ∈ Herm0(n). For each 1 ≤ k ≤ n− 1,
let us denote the T k-component of θ by
θ(k)(A) = diag(eiθ
(k)
1 (A), ..., eiθ
(k)
k
(A)) ∈ T k, for any A ∈ Herm0(n).
It follows from the definition of Xθ that the Gelfand-Zeitlin variables on Herm0(n) change under the map
Xθ as
λ
(i)
j (Xθ(A)) = λ(i)j (A), (44)
φ
(i)
j (Xθ(A)) = φ(i)j (A) +
i∑
k=j
θ
(k)
j (A), for 1 ≤ i ≤ n− 1, 1 ≤ j ≤ i. (45)
7.4 Phase transformation of relative Riemann-Hilbert maps
Proposition 7.3. There exists a unique map θ : Herm0(n) → T
n(n−1)
2 , such that for all A ∈ Sym0 with the
angle coordinates φ
(i)
j (A) = 0, the Gelfand-Zeitlin angle variables
φ
(i)
j (νrel ◦ Xθ(A)) = 0, for all 1 ≤ i ≤ n− 1, 1 ≤ j ≤ i. (46)
Proof. It follows from Proposition 6.7 that for any θ
νrel ◦ Xθ(A) : Herm0(n)→ Herm+0 (n); T (Xθ(A))eAdnT (Xθ(A))−1 (47)
where T (Xθ(A)) := D(1)(Xθ(A))R(1)(Xθ(A)) · · ·D(n−1)(Xθ(A))R(n−1)(Xθ(A)).
Following (42),D(i)(A) = D
(i)
R (A) ·D(i)L (A) · diag(−a(i)1 , ...,−a(i)i , 1, ..., 1) for any 1 ≤ i ≤ n− 1. Note
that R(i)(A) only depends on the Gelfand-Zeitlin action variables, which are preserved by the action Xθ, thus
R(i)(A) = R(i)(Xθ(A)). For the same reason, we have D(i)L (A) = D(i)L (Xθ(A)) and D(i)R (A) = D(i)R (Xθ(A)).
For the argument functions φ
(i)
j (A) we have φ
(i)
j (Xθ(A)) =
∑i
k=j θ
(k)
j (A) + φ
(i)
j (A) + πi. Therefore,
D(i)(Xθ(A)) = D(i)R (A)D(i)L (A) · diag(e
∑i
k=1
θ
(k)
i
(A)+φ
(i)
1 (A)+pii, ..., e
∑i
k=i
θ
(k)
i
(A)+φ
(i)
i
(A)+pii, 1, ..., 1)
Thus the (j, j) entry of the diagonal matrix is
Arg(D
(i)
jj (Xθ(A))) = Arg(D(i)R,jj(A)D(i)L,jj(A)) + φ(i)j (A) + πi+
i∑
k=j
θ
(k)
j (A), j ≤ i
Arg(D
(i)
jj (Xθ(A))) = 1, j > i.
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For any A ∈ Sym0 with the angle coordinates φ(i)j (A) = 0, the condition Arg(D(i)jj (Xθ(A))) = 0, for all
1 ≤ i ≤ n− 1 and 1 ≤ j ≤ i, is equivalent to a linear system
i∑
k=j
θ
(k)
j (A) = −Arg(D(i)R,jj(A)D(i)L,jj(A)) − πi, for all 1 ≤ i ≤ n− 1, 1 ≤ j ≤ i.
Let us denote the solution of the linear system by θ : Herm0(n)→ T
n(n−1)
2 .
From the above discussion, for any A ∈ Sym0 the matrix D(i)(Xθ(A))R(i)(Xθ(A)) is real. Together with
(47), we find that νrel ◦ Xθ restricts to a map from Sym0 to Sym+0 . If we impose further the angle coordinates
φ
(i)
j (A) = 0, then the angle variables φ
(i)
j of νrel ◦ Xθ(A) is also zero. It finishes the proof of Proposition 7.3.
One can actually write down an explicit smooth Hamiltonian function Fθ on Herm(n), such that Xθ is the
time-1 flow of Hθ (when restricted to Herm0(n)).
7.5 The Alekseev-Meinrenken diffeomorphism
Theorem 7.4. The composition of the relative Riemann-Hilbert map νrel : Herm0(n) → Herm+0 (n) and
the diffeomorphism Xθ : Herm0(n) → Herm0(n) in Proposition 7.3 coincides with the Alekseev-Meinrenken
diffeomorphism ΓAM on Herm0(n). That is
νrel ◦ Xθ = ΓAM : Herm0(n)→ Herm+0 (n).
Proof. Following Theorem 1.1 and [4] Lemma 2.2, we only need to check that νrel ◦ Xθ satisfies the three
properties:
(a) νrel ◦ Xθ intertwines the Gelfand-Zeitlin maps: µ ◦ (νrel ◦ Xθ) = λ;
(b) νrel ◦ Xθ intertwines the Gelfand-Zeitlin torus actions on Herm0(n) and Herm+0 (n);
(c) For any connected component S of Sym0(n) ⊂ Herm(n), νrel ◦ Xθ(S) ⊂ S.
On the one hand, it follows from the definition that the map Xθ : Herm0(n) → Herm0(n) intertwines the
Gelfand-Zeitlin maps and the torus actions on Herm0(n). On the other hand, it follows from Proposition 5.2
that the map νrel intertwines the Gelfand-Zeitlin maps and the torus actions on Herm(n) and Herm
+
0 (n). Thus
their composition do satisfy the properties (a) and (b).
As for condition (c), by equivariance of the T
n(n−1)
2
R
-principal bundle map (see Section 7.1), νrel ◦Xθ(S) =
S ∩ Sym+0 (n) ⊂ S for any connected component S of Sym0(n) if and only if it is true for a given component
S. Then condition (c) follows from Proposition 7.3, which states that νrel ◦ Xθ(S) = S ∩ Sym+0 (n) for the
given S = {A ∈ Sym0 | φ(i)j (A) = 0, for all i, j}. It finishes the proof.
Note that it is straightforward to write down the Alekseev-Meinrenken diffeomorphism: following the proof
of Proposition 7.3, the phase transformation θ transforms the complex valued diagonal matrixD(i)(A), for any
A ∈ Sym0, to its real part. Following Section 6.3, D(i)(A) is given by Gamma functions, thus D(i)(X (A)) =
Re(D(i)(A)) can be written down explicitly by hyperbolic sine functions in a direct way. Equivalently, we get
the expression for the matrix C˜(n)(Xθ(A)).
Proposition 7.5. The kj-entry of the matrix C˜(n)(Xθ(A)) is given by
e
λ
(n−1)
k
−λ
(n)
j
4 a
(n−1)
k
N
(n)
j (λ
(n−1)
k − λ(n)j )
√√√√√√H(n)kj
∏n−1
v=1,v 6=k sinh(
λ
(n−1)
v −λ
(n)
j
2 )
∏n
v=1,v 6=j sinh(
λ
(n−1)
k
−λ
(n)
v
2 )∏n
v=1,v 6=j sinh(
λ
(n)
v −λ
(n)
j
2 )
∏n−1
v=1,v 6=k sinh(
λ
(n−1)
k
−λ
(n−1)
v
2 )
,
for 1 ≤ j ≤ n, 1 ≤ k ≤ n− 1 (here recall that N (n)i is given by (35)) and
H
(n)
kj =
∏n
v=1,v 6=j(λ
(n)
v − λ(n)j )
∏n−1
v=1,v 6=k(λ
(n−1)
k − λ(n−1)v )∏n−1
v=1,v 6=k(λ
(n−1)
v − λ(n)j )
∏n
v=1,v 6=j(λ
(n−1)
k − λ(n)v )
, (48)
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and
C˜(n)(Xθ(A))nj = e
λ
(n)
j
−λ
(n−1)
n
4
N
(n)
j
√√√√√√
∏n−1
v=1 sinh(
λ
(n−1)
v −λ
(n)
j
2 )
∏n
v=1,v 6=j(λ
(n)
v − λ(n)j )∏n
v=1,v 6=j sinh(
λ
(n)
v −λ
(n)
j
2 )
∏n−1
v=1 (λ
(n−1)
v − λ(n)j )
,
for 1 ≤ j ≤ n.
Similarly, one has the formula of C˜(k)(Xθ(A)) for any 1 ≤ k < n, thus has the explicit formula for
νrel ◦ Xθ = ΓAM . In particular, it gives a proof of Theorem 1.4. Furthermore, the phase transformation θ and
the associated diffeomorphism Xθ on Herm(n)0 can be written down explicitly. As in Section 6.4 or by the
explicit Hamiltonian function Hθ, Xθ can be extended to a diffeomorphism on Herm(n).
7.6 Example: 2 by 2 cases.
Let A =
(
a b
b¯ c
)
be a 2 by 2 Hermitian matrix. We will denote by
{λ(1)1 := a, λ(2)1 , λ(2)2 , ψ(2)1 :=
b
|b| }
the corresponding Gelfand-Zeitlin coordinates. Here λ
(2)
1 , λ
(2)
2 are the eigenvalues of A. In this case, the
formula in Theorem 1.4 gives us
ΓAM : Herm(2)→ Herm+(2); A =
(
a b
b¯ c
)
7→
(
a′ b′
b¯′ c′
)
,
where 
a′ = eλ
(1)
1
b′ = eiψ
(2)
1
√
eλ
(1)
1 +λ
(2)
1 + eλ
(1)
1 +λ
(2)
2 − e2λ(1)1 − eλ(2)1 +λ(2)2
c′ = eλ
(2)
1 + eλ
(2)
2 − eλ(1)1 .
The above expression in n = 2 case coincide with the one given in [4]. However, for general n, coordinate
expressions for the Alekseev-Meinrenken diffeomorphism or the Ginzburg-Weinstein maps were not known in
the previous works [1, 4, 12, 20, 24].
8 Stokes matrices, Alekseev-Meinrenken diffeomorphisms and Boalch dual ex-
ponential maps
8.1 Riemann-Hilbert maps and Alekseev-Meinrenken diffeomorphisms
Following Theorem 4.12 and Theorem 7.4, we have
Theorem 8.1. The Alekseev-Meinrenken diffeomorphism is related to the Riemann-Hilbert maps νu at u ∈
hreg(R)
◦ by
ΓAM = νu ◦Φ(u) ◦ Xθ. (49)
8.2 Existence of the Alekseev-Meinrenken diffeomorphisms
Given the principal bundle structures in Section 7.1, the existence and uniqueness of a diffeomorphism from
Herm0(n) toHerm
+
0 (n)with the described properties (a)−(c) in Theorem 1.2 are not hard, see e.g., [4, Lemma
2.2]. The difficulty part is to show that such a map on Herm0(n) can be smoothly extended to Herm(n) (note
that the eigenvalue functions λ
(i)
j are only smooth functions on Herm0(n), continuous to the complement in
Herm(n)). However, from the above transcendental construction, the right hand side of the identity (49) is a
diffeomorphism on Herm(n), as well as satisfies the described properties (a)− (c). It gives the existence (thus
a new proof) of Alekseev-Meinrenken’s Theorem 1.2.
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8.3 Riemann-Hilbert maps are Poisson
Note that the maps ΓAM , Φ(u) and Xθ are Poisson due to some simple facts, i.e., intertwining action-angle
variables, as Hamiltonian flow and so on. As a direct consequence of Theorem 8.1, we give another proof of
Boalch’s theorem.
Theorem 8.2. ([11] Theorem 2) For any u ∈ hreg(R)◦, the Riemann-Hilbert map νu is a Poisson diffeomor-
phism νu : Herm(n) ∼= u(n)∗ → Herm+(n) ∼= U(n)∗.
The map νu is naturally from the dual of Lie algebra to the dual Lie group, and thus also called dual
exponential map. Note that the relative map νrel (with explicit formula), as well as the isomonodromy flow
Φ(u), are defined in the complex case. Our results in this paper can be generalized from Herm(n) to gl(n)
case, by considering complex Gelfand-Zeitlin systems [33]. Thus like the above u(n) case, it will give a new
proof of Boalch’s theorem on the Poisson geometric nature of the Riemann-Hilbert maps for gl(n) case. See
[11, Theorem 1].
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