Gidas–Ni–Nirenberg results for finite difference equations: Estimates of approximate symmetry  by McKenna, P.J. & Reichel, W.
J. Math. Anal. Appl. 334 (2007) 206–222
www.elsevier.com/locate/jmaa
Gidas–Ni–Nirenberg results for finite difference
equations: Estimates of approximate symmetry
P.J. McKenna a, W. Reichel b,∗
a Department of Mathematics, University of Connecticut, Storrs, CT 06269, USA
b Mathematisches Institut, Universität Zürich, Winterthurerstr. 190, CH-8057 Zürich, Switzerland
Received 4 October 2006
Available online 30 January 2007
Submitted by R.P. Agarwal
Abstract
Are positive solutions of finite difference boundary value problems Δhu = f (u) in Ωh, u = 0 on ∂Ωh
as symmetric as the domain? To answer this question we first show by examples that almost arbitrary non-
symmetric solutions can be constructed. This is in striking difference to the continuous case, where by
the famous Gidas–Ni–Nirenberg theorem [B. Gidas, Wei-Ming Ni, L. Nirenberg, Symmetry and related
problems via the maximum principle, Comm. Math. Phys. 68 (1979) 209–243] positive solutions inherit
the symmetry of the underlying domain. Then we prove approximate symmetry theorems for solutions
on equidistantly meshed n-dimensional cubes: explicit estimates depending on the data are given which
show that the solutions become more symmetric as the discretization gets finer. The quality of the estimates
depends on whether or not f (0) < 0. The one-dimensional case stands out in two ways: the proofs are
elementary and the estimates for the defect of symmetry are O(h) compared to O(1/|log(h)|) in the higher-
dimensional case.
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Over the past quarter century, one field of intense research activity has been the study of what
symmetry properties the solution of a nonlinear elliptic boundary value problem can inherit from
the domain on which it is being solved.
A classic paper is that of Gidas, Ni and Nirenberg [15], in which a typical result of the type
we have in mind was: a positive solution of the boundary value problem
Δu = f (u) in Ω, u = 0 on ∂Ω (1)
must be radially symmetric if Ω is a ball. As an example of the intense activity that followed this
paper, one can observe that the Science Citation Index lists this paper as having been cited seven
hundred and twenty nine times in the subsequent scientific literature.
A related area has been attracting growing attention, namely how does one approximate solu-
tions of this type of nonlinear boundary value problem? In one dimension, this goes back to [9].
Typically, the work in this area relies on a suitable discretization of (1) (most commonly by
finite-differences), and then uses theoretical ideas from nonlinear analysis such as monotonic-
ity methods, mountain pass algorithms, or linking methods, to develop an approximate or exact
solution to the discretized problem.
Usually, the discretized problem is only approximately solved. The conventional wisdom is
that if refinement of the grid results in only small changes to the approximate solution, then one
is in the vicinity of a true solution of (1). In some cases, it is possible, using exact arithmetic, and
eigenvalue estimates, to give a computer-assisted proof that there is a true solution of (1) in the
vicinity of an approximate one, cf. [4].
The purpose of this paper is to begin to address the so-far-neglected question: if the partial
differential equation (1) has inherited certain symmetry properties from the domain, to what
extent does the discretized problem also inherit these symmetry properties?
After all, the discretized problem is supposed to be a close approximation of the continuous
problem, at least for high-dimensional discretization. If the symmetries are not reflected in the
solution, important properties of the solution are being missed.
We will first illustrate our results in the ordinary differential equation setting. Here, the sym-
metry property of positive solutions of
u′′ = f (u), u > 0 in (−L,L), u(−L) = u(L) = 0 (2)
are elementary.
Note that a positive solution u of (2) must have a maximum at some point x0 ∈ (−L,L).
Then observe that since u(x) and u(2x0 − x) both satisfy the same initial value problem at x0,
they must be identical. From this we can conclude that x0 = 0 and that the solution is monotone
decreasing on (0,L). (This also follows from the paper of Gidas, Ni, and Nirenberg.)
Consequently, we are led to study the most natural discretization of (2), namely,
ui+1 − 2ui + ui−1 = h2f (ui), ui > 0, i = −(N − 1), . . . ,N − 1,
u−N = uN = 0, (3)
where h = L/N > 0 is the mesh-size of an equidistant mesh on [−L,L]. We suppose
that f : [0,∞) → R is a given function. A solution of (3) is represented as a vector u =
(u−N, . . . , uN) ∈R2N+1. With ‖u‖∞ = maxi=−N,...,N |ui | we denote its maximum norm.
The first natural conjecture would be that the discrete approximate solution u would have a
maximum at i = 0, and be symmetric about 0 in the sense that u−i = ui . This would exactly
reflect the symmetry properties of the analogous continuous problem.
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The three central difference quotients at i = −1,0,1 are 0,0,−4. Hence u solves (3) with
f1(s) = −2(s − 1)(s − 2) or f2(s) = −(s − 1)(s − 2) − 2 or f3(s) = −(s − 1)2(s − 2)2 − 2.
Even more is true: given 2N − 1 pairwise different positive values u−N+1, . . . , uN−1 ex-
tended by u−N = uN = 0 one can compute the central finite difference quotients αi =
(ui+1 − 2ui + ui−1)/h2 and find a polynomial f (s) by interpolating f (ui) = αi for i =
−N + 1, . . . ,N − 1. This way one can construct arbitrary non-symmetric positive solutions
to (3).
Given this counterexample, a complete analogy of the symmetry properties of the original
problem and the discretized is impossible. The problem with the example is that the step size is
too large. We only expect (3) to be a good approximation to (2) as we make the step size of the
discretization very small. This is the result that we make precise in this paper.
Roughly speaking our result states that as h → 0, the solution becomes more and more sym-
metric about the point where the maximum is attained, and that point approaches the origin.
Thus, the correct result is that for a sufficiently small space step, the solution will be “approxi-
mately” symmetric about the origin. This is made precise in our first theorem in Section 2.
In Section 3, we shall prove an analogous result in the partial differential equation setting. In
Section 4, we shall outline some open problems and possible directions for future research in this
area. Appendix A contains estimates for the solution of the discretized Poisson problem.
Let us say a few words on existence of solutions of nonlinear finite-difference boundary
value problems. The reader will notice that, like the original Gidas–Ni–Nirenberg paper, there is
only a discussion of the symmetry properties of positive solutions of the nonlinear finite differ-
ence problem. The actual existence or multiplicity of these solutions is not discussed. Finding
the solutions and their multiplicity is a huge area that goes back to the early work of Lipman
Bers, [3].
Constructive methods for solving the nonlinear finite-difference equation have been based
on contraction mapping iterations, [3,8], monotone methods, [16,21], or mountain pass algo-
rithms, [6,7,11–13] and continuation algorithms, [4]. Needless to say, convergence results for
these numerical approximations will depend on which of these methods is used and how it is
implemented. This is clearly beyond the scope of this paper.
2. Approximate symmetry in the ODE setting
Our first theorem says that solutions of (3) must be approximately symmetric about the max-
imum point of the solution and that that maximum must get close to the center of the interval as
the space-step h becomes small.
Theorem 1. Let f : [0,∞) →R be locally Lipschitz continuous. Assume for every h = L/N > 0
a solution uh of (3) is given with ih0 the integer, where uh attains its maximum. Assume moreover
that
(i) ∃M > 0 such that ‖uh‖∞ M for all h > 0,
(ii) ∃δ > 0 such that uhi  δ(Nh − |i|h) for i = −N, . . . ,N and all h > 0.
With Lipf and ‖f ‖∞ we denote the Lipschitz constant and the maximum of |f | on the interval
[0,M]. Then with the constant C = 12‖f ‖∞e(1+Lipf )
2L we have
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(b) |uhi − uh2ih0 −i | 2hC for all i = i
h
0 . . .N
provided h is sufficiently small, e.g., h < δ
C+2δ min{L,
√
2/Lipf }.
Remark. Condition (i) means that the computed solution uh stays uniformly bounded if the
mesh is refined. This is a natural requirement for a finite difference solution. Indeed, it is gen-
erally the case that if the approximate solution uh is going to ∞, then we are in the presence of
spurious solutions, [5]. Condition (ii) means that uh is uniformly bounded below by a multiple
of the distance to the boundary. The reader can see why this would be important by consider-
ing the equation u′′ − u + u3 = 0 on the real line. This equation admits the homoclinic solution
u(x) = √2 sin(2 arctan e−x) which decays exponentially to zero as |x| → ∞. Thus, if solving
this equation on, say (−50,50) with Dirichlet boundary conditions, then u(x) would be nu-
merically zero outside (−20,20). Hence, even large translations, e.g., u˜(x) = u(x − 10), would
appear to be excellent approximate solutions of the discretized problem on (−50,50) although
the symmetry of the positive solution is lost, and the solutions are spurious. Moreover, due to
the exponential decay of the solution, condition (ii) in the above theorem can only be met for an
extremely small δ, which results in large right-hand sides in (a) and (b) which in turn means that
approximate symmetry will be restored only for extremely small mesh-sizes h.
The following theorem gives conditions under which (ii) is satisfied and δ can be computed
from the data f,L,Lipf . Notice that the above mentioned example u′′ − u + u3 = 0 is not
covered.
Theorem 2. Let f : [0,∞) → R be locally Lipschitz continuous with f (0) < 0. Assume for every
h > 0 a solution uh of (3) is given. Then
uhi 
−f (0)
(Lipf + 2)L
(
1 − 1
coshL
)(
Nh − |i|h) for i = −N, . . . ,N,
for all h ∈ (0,3].
2.1. Discrete Poincaré inequality and a maximum principle
In the following suppose two integers a < b are given, and let Λ = (b − a)h stand for the
corresponding interval length.
Lemma 3 (Discrete Poincaré inequality). Let w ∈ Rb−a+1 with wa = 0. Then
b∑
i=a
w2i 
Λ2
2
b−1∑
j=a
(wj+1 −wj)2
h2
.
Proof. Since wa = 0 we have wi =∑i−1j=a wj+1 −wj . With Hölder’s inequality this leads to
w2i 
i−1∑
(wj+1 −wj)2(i − a)
b−1∑
(wj+1 − wj)2(i − a).j=a j=a
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b∑
i=a
w2i 
(b − a)2
2
b−1∑
j=a
(wj+1 − wj)2 = Λ
2
2h2
b−1∑
j=a
(wj+1 −wj)2,
which is the claimed inequality. 
Lemma 4 (A maximum principle). Suppose w ∈ Rb−a+1 satisfies
wi+1 − 2wi +wi−1 + h2ciwi  0 for i = a + 1, . . . , b − 1, (4)
with wa,wb  0. Let c+i = max{ci,0}. If ‖c+i ‖∞ < 2/Λ2 then either wi > 0 for all i =
a + 1, . . . , b − 1 or w ≡ 0.
Proof. Let w− ∈ Rb−a+1 be defined as w−i = min{wi,0}. Multiplication of (4) with w− and
summation gives
2h2
Λ2
b∑
i=a
(
w−i
)2  b∑
i=a
h2ci
(
w−i
)2  b−1∑
i=a+1
(wi −wi+1 + wi −wi−1)w−i
=
b−1∑
i=a+1
(wi −wi+1)w−i +
b−2∑
i=a
(wi+1 − wi)w−i+1
=
b−1∑
i=a
(wi − wi+1)
(
w−i −w−i+1
)

b−1∑
i=a
(
w−i+1 − w−i
)2
.
If w− ≡ 0 then the first inequality is strict, in contradiction to Lemma 3. Hence w  0. If wi = 0
for some i ∈ {a + 1, . . . , b − 1} then (4) implies that wi−1 = wi+1 = 0. Thus either w ≡ 0 or
wi > 0 for all i = a + 1, . . . , b − 1. 
2.2. Monotonicity near the boundary
We say that u has a global maximum at i0 if ui  ui0 for all i = −N, . . . ,N . The following
result owes its proof to the moving plane method as in Gidas, Ni and Nirenberg [15].
Lemma 5. Let u be a solution of (3). Then u has no global maximum for indices i with N −|i|
d/h− 2 provided d < min{√2/Lipf ,L}.
Proof. We give the proof for positive indices i with N − i < d/h − 2. For discrete values of λ
such that λ/h ∈ [N − d/h,N] define uλi = u2λ/h−i , i.e. the reflection of u around the position λ.
For indices i ∈ {λ/h, . . . ,N} let wi := uλi − ui . It satisfies
wi+1 − 2wi +wi−1 + cih2wi = 0 for i = λ/h + 1, . . . ,N − 1,
wλ/h = 0, wN > 0, (5)
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where (5) holds. Since Λ < d , the condition Lipf < 2/d2 < 2/Λ2 is fulfilled. By the maximum
principle of Lemma 4 we have wi > 0 for i = λh + 1, . . . ,N . In particular wλ/h+1 = uλ/h−1 −
uλ/h+1 > 0 for all λ/h ∈ [N − d/h + 1,N − 1]. Hence ui cannot have a global maximum for
integers i with i N − d/h+ 2. 
2.3. A comparison principle for the initial value problem
Lemma 6. Let u be a solution of
ui+1 − 2ui + ui−1 = h2f (ui), i = i0 + 1, . . . ,N − 1,
for some integer i0 ∈ [0,N − 2], and suppose that v solves the same equation. Consider them as
solutions of the first order system
ui+1 − ui = hu′i+1, vi+1 − vi = hv′i+1,
u′i+1 − u′i = hf (ui), v′i+1 − v′i = hf (vi).
Let di := ui − vi , d ′i = u′i − v′i and mi = d2i + d ′i2. Then with the constant K = 2(1 + Lipf )2 we
have
mi mi0eKL, i = i0, . . . ,N,
provided h 1.
Remark. The lemma quantifies the uniqueness of the initial value problem via a Gronwall-type
estimate.
Proof. The two vectors di , d ′i solve
di+1 − di = hd ′i+1, d ′i+1 − d ′i = hcidi,
with ‖c‖∞  Lipf . Therefore
mi+1 −mi = (di+1 − di)(di+1 + di) +
(
d ′i+1 − d ′i
)(
d ′i+1 + d ′i
)
= hd ′i+1(di+1 + di) + hcidi
(
d ′i+1 + d ′i
)
= h(d ′i + hcidi)
(
2di + h
(
d ′i + hcidi
))+ hcidi(2d ′i + hcidi)
= h(2did ′i + hd ′2i + 2h2cidid ′i + 2hcid2i + h3c2i d2i )+ h(2cidid ′i + hc2i d2i )
 2h(1 + Lipf )2mi,
where we have used 0 < h 1. With K = 2(1 + Lipf )2 we obtain the estimate
mi mi0(1 + hK)i−i0 mi0(1 + hK)N mi0eKL, i = i0, . . . ,N.
This finishes the proof. 
2.4. Proof of Theorem 1
We write u instead of uh. Let i0 be the position of the global maximum of u. We may suppose
i0 > 0. Then ui0  ui0+1, ui0−1, i.e.,
0 2ui0 − ui0+1 − ui0−1  h2‖f ‖∞
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vi := u2i0−i . Both ui and vi satisfy the same difference equation for i ∈ {i0 + 1, . . . ,N − 1}. At
the initial point i0 we have
ui0 = vi0,
0 u′i0 =
ui0 − ui0−1
h
 h‖f ‖∞,
0 v′i0 =
vi0 − vi0−1
h
= ui0 − ui0+1
h
 h‖f ‖∞,
i.e., ui0 − vi0 = 0, |u′i0 − v′i0 | h‖f ‖∞. By Lemma 6 we have
|ui − vi | h‖f ‖∞eKL/2, i = i0, . . . ,N, (6)
with K = 2(1 + Lipf )2. This is part (b) of the claim of Theorem 1. If we set i = N in (6) and
use assumption (ii) then we obtain the estimate
δh
(
N − |2i0 −N |
)
 u2i0−N  h‖f ‖∞eKL/2 =: 2hC (7)
with C as defined in Theorem 1. Next we distinguish two cases: (α) 2i0 > N and (β) 2i0  N .
In case (α) the estimate in (7) implies N − i0  C/δ. By Lemma 5 this is impossible if h is so
small that
C
δ
<
1
h
min
{√
2/Lipf ,L
}− 2,
i.e. provided h is smaller than the constant given in Theorem 1. Hence we are left with case (β).
This time (7) implies directly i0  C/δ, which is the claimed estimated (a) of Theorem 1.
2.5. Proof of Theorem 2
Let u = uh be a solution of (3). Then u satisfies
ui+1 − 2ui + ui−1 − h2 Lipf ui  h2f (0), i = −N + 1, . . . ,N − 1. (8)
To find a subsolution vi to (8), i.e., a vector v ∈ R2N+1 such that
vi+1 − 2vi + vi−1 − h2 Lipf vi  h2f (0), i = −N + 1, . . . ,N − 1, (9)
we make the ansatz
vi := γ
(
1 − cosh(ih)
coshL
)
, γ > 0.
Using a third order Taylor-expansion of cosh with two intermediate points ξi ∈ [ih, (i+1)h], ηi ∈
[(i − 1)h, ih] we obtain
vi+1 − 2vi + vi−1 − h2 Lipf vi
= −h2γ cosh(ih)
coshL
− h
3
6
γ
sinh(ξi)
coshL
− h
3
6
γ
sinh(ηi)
coshL
− h2 Lipf γ
(
1 − cosh ih
coshL
)
 γ h2
(
−1 − h
3
− Lipf
)
.
If we assume h  3 then the subsolution condition (9) is fulfilled provided γ := −f (0)/
(Lipf + 2). Hence we can apply the maximum principle of Lemma 4 to wi = ui − vi and
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x ∈ [0,L] we finally get
ui  vi 
−f (0)
(Lipf + 2)L
(
1 − 1
coshL
)(
Nh − |i|h),
which finishes the proof of Theorem 2.
3. Approximate symmetry in the PDE setting
The famous result of Gidas, Ni, Nirenberg [15] states that every solution of
Δu = f (u), u > 0 in Ω, u = 0 on ∂Ω (10)
is radially symmetric provided Ω = B1(0) ⊂ Rn is a ball and f : [0,∞) → R is locally Lip-
schitz continuous. If B1(0) is replaced by an n-dimensional box Ω = [−a1, a1]× · · ·×[−an, an]
the analogous symmetry result was found by Berestycki and Nirenberg [2]. It states that
u(−x1, x2, . . . , xn) = u(x1, x2, . . . , xn), ∂x1u(x) < 0 if x1 > 0 and the same for the remaining
coordinate directions x2, . . . , xn. Here we consider the natural discretization of (10) for an n-
dimensional box
(Δhu)i = f (ui), ui > 0 for i ∈ I 0, ui = 0 for i ∈ ∂I, (11)
where
(Δhu)i =
n∑
j=1
1
h2j
(ui+ej − 2ui + ui−ej ).
The solution of (11) is represented as u = (ui)i∈I where i = (i1, . . . , in) is a multi-index rep-
resenting the grid-point xi = (i1h1, . . . , inhn) and e1, . . . , en is the standard basis of Rn. For
convenience we also write u(xi) = ui for i ∈ I .
The mesh is characterized by the mesh-size vector h = (h1, . . . , hn). Moreover we set
hj = aj /Nj for j = 1, . . . , n,
σ = max{h1, . . . , hn}/min{h1, . . . , hn},
H = ‖h‖∞,
I = {−N1, . . . ,N1} × · · · × {−Nn, . . . ,Nn},
I 0 = {−N1 + 1, . . . ,N1 − 1} × · · · × {−Nn + 1, . . . ,Nn − 1},
∂I = I \ I 0,
Ωh =
{
xi = (i1h1, . . . , inhn): i ∈ I 0
}
,
∂Ωh =
{
xi = (i1h1, . . . , inhn): i ∈ ∂I
}
.
Finally, let ‖u‖∞ = maxi∈I |ui | and ‖∇hu‖∞ := maxi∈I 0 |(∇hu)i |, where
(∇hu)i :=
(
ui+e1 − ui−e1
2h1
, . . . ,
ui+en − ui−en
2hn
)
.
The following theorem is the multidimensional analogue of Theorem 1. As in the one-
dimensional case we assume for every mesh-size vector h that ‖uh‖∞ is bounded uniformly
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follows from the boundedness assumption on ‖uh‖∞, since uh solves the Poisson-problem(
Δhu
h
)
i
= ciuhi + f (0) for i ∈ I 0, uhi = 0 for i ∈ ∂I
where ci = (f (uhi ) − f (0))/uhi . Hence, by Lemma 14 of Appendix A∥∥∇huh∥∥∞  amax
√
n4nπ2
2amin
√
6 vol(Ωh)
(
Lipf
∥∥uh∥∥∞ + ∣∣f (0)∣∣)
where amax = max{a1, . . . , an} and amin = min{a1, . . . , an}.
Theorem 7 (Approximate symmetry in direction x1). Suppose that f : [0,∞) → R is locally
Lipschitz continuous. Assume that for every mesh-size vector h = (a1/N1, . . . , an/Nn) > 0 a so-
lution uh of (11) is given. Assume moreover that constants δ,M > 0 exist, which are independent
of h, such that
(i) ‖uh‖∞,‖∇huh‖∞ M ,
(ii) uhi  δ dist(xi, ∂Ωh)n for i ∈ I .
Then there exist a constant C = C(n,σ ) and a position1 λh0 ∈ [0, a1] such that
(a) λh0 
(
CMamax
δ| lnh1|
)1/n
,
(b) |uhi − uhiλ0 |
CMamax|ln(h1)| for all i ∈ I with i1  λh0/h1
provided h1 is sufficiently small. Here iλ0 = ( 2λ
h
0
h1
− i1, i2, . . . , in) is the reflection of the index
i = (i1, . . . , in) around λh0/h1.
Remark. Condition (i) means that the computed solution uh stays uniformly bounded if the mesh
is refined. This is a standard quality requirement for a finite difference solution. Condition (ii)
means that uh is uniformly bounded below by a multiple of the nth power of the distance to
the boundary. The following theorem gives conditions under which (ii) is satisfied and δ can be
computed from the data f , aj , Lipf . Its proof is an adaptation of the proof of Theorem 2 to a
multidimensional setting with the subsolution vi = γ ∏nj=1(1 − coshxijcoshaj ).
Theorem 8. Let f : [0,∞) → R be locally Lipschitz continuous with f (0) < 0. Assume a solu-
tion uh of (11) is given for every mesh-size vector h = (a1/N1, . . . , an/Nn) > 0. Then
uhi 
−f (0)
Lipf + n+ 1
n∏
j=1
1
aj
(
1 − 1
coshaj
)
dist
(
xi, ∂Ωh
)n for all i ∈ I 0
and for all h = (h1, . . . , hn) such that hj ∈ (0,3] for j = 1, . . . , n.
As the main tool for the proof of Theorem 7 we use the Harnack inequality, cf. Lemma 12,
instead of the Gronwall-type inequality of Lemma 6. The use of Harnack’s inequality explains
1 W.l.o.g. λh0  0 since otherwise consider u−i1,i2,...,in .
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proximate symmetry questions, Harnack’s inequality was previously used in a very similar way
by Aftalion, Busca and Reichel [1].
3.1. Alexandroff–Bakelman–Pucci maximum principle
The following maximum principle is given in Kuo and Trudinger [18, Theorem 1.1]. Recall
that σ = max{h1, . . . , hn}/min{h1, . . . , hn}.
Lemma 9 (Alexandroff–Bakelman–Pucci maximum principle). Let u be a solution of
(Δhu)i + ciui  fi for i ∈ I 0, ui  0 for i ∈ ∂I
with ci  0. Let u = u+ + u− with (u+)i = max(ui,0). Then
u−i −σ diam(Ωh)‖f ‖Ln
where ‖f ‖Ln := (∑i∈I |fi |nh1 · · · · · hn)1/n.
Corollary 10 (Small volume maximum principle). Let u be a solution of
(Δhu)i + ciui = 0 for i ∈ I 0, ui  0 for i ∈ ∂I.
If σ diam(Ωh)vol(Ωh)1/n < 1/‖c+‖∞ then u 0 in Ωh.
Proof. Consider the inequality
Δhuh + c−uh = −c+uh −c+u−h in Ωh.
By the Alexandroff–Bakelman–Pucci principle of Lemma 9 we find
u−h −σ diam(Ωh)
∥∥c+u−h ∥∥Ln −σ diam(Ωh)vol(Ωh) 1n ∥∥c+∥∥∞∥∥u−h ∥∥∞.
Hence u−h ≡ 0 provided σ diam(Ω)vol(Ω)1/n is smaller than 1/‖c+‖∞. 
3.2. Harnack inequality
The next two lemmas describe the discrete analogue of the Harnack inequality. They were
proved by Kuo and Trudinger [18]. For the statements we need to define a mesh ball ER(y) :=
{x ∈ Ωh: |x − y| < R}. Recall that H = max{h1, . . . , hn}.
Lemma 11 (Harnack inequality for balls). Let u be a solution of
(Δhu)i + ciui = 0 for i ∈ I 0, ui  0 for i ∈ I.
Consider a mesh-ball ER with dist(ER, ∂Ωh) > H . Then there exists a constant C = C(n,σ,R,
R2‖c‖∞) such that
max
ER
u C min
ER
u.
In particular C is independent of the mesh-size vector h.
Remark. The notation C = C(n,σ,R,R2‖c‖∞) means that C depends in a monotone increasing
way on the quantities in brackets.
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(Δhu)i + ciui = 0 for i ∈ I 0, ui  0 for i ∈ I.
Consider a subdomain Dh ⊂ Ωh with dist(Dh, ∂Ωh) > H . Then there exists a constant C =
C(n,σ,H,H 2‖c‖∞,Dh) such that
max
Dh
uC min
Dh
u.
If N is an upper bound for the number of mesh-balls of size H with 2H < dist(Dh, ∂Ωh) needed
to cover a rectilinear path from the point of maximum x to the point of minimum x then C 
C(n,σ,H,H 2‖c‖∞)N .
3.3. Proof of Theorem 7
We write u,Ω instead of uh,Ωh. We make the following definitions
Σλ = {x ∈ Ω: x1 > λ}, λ ∈
{
0, . . . , (N1 − 1)h1
}
,
∂Σλ = {x ∈ ∂Ω: x1  λ} ∩ {x ∈ Ω: x1 = λ},
cf. Fig. 1. On the discrete set Σλ we define the comparison function
wi := uiλ − ui, iλ = (2λ/h1 − i1, i2, . . . , in).
Then w satisfies
(Δhw)i + ciwi = 0 in Σλ, wi  0 on ∂Σλ,
where ci := (f (ui)−f (uiλ))/wi and hence ‖c‖∞  Lipf . Suppose next that the numbers h01 =
2mh1, . . . , h0n = 2mhn are given with a number m ∈ N to be defined later. Then define the set
Kλ :=
{
x ∈ Ω: λ + h01  x1  a1 − h01, |xj | aj − h0j , j = 2, . . . , n
}
,
cf. Fig. 2. We shall see that h0i = O( 1|lnhi | ). Hence we may assume ‖h‖∞ so small that
vol(Σλ \ Kλ) is such that the small volume maximum principle of Corollary 10 holds in the
set Σλ \ Kλ.
First step: Since
diamΣλ(volΣλ)1/n =
(
n∑
j=2
4a2j + (a1 − λ)2
)1/2( n∏
j=2
2aj (a1 − λ)
)1/n
Fig. 1. The set Σλ .
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we can apply the small volume maximum principle of Corollary 10 to Σλ provided
(a1 − λ) < S :=
[
σ Lipf
(
n∑
j=2
4a2j + (a1 − λ)2
)1/2]−n n∏
j=2
(2aj )−1, (12)
and hence wλ > 0 in Σλ for values of λ satisfying (12).
Second step: Let
λ0 := inf
{
λ = 0, . . . , (N1 − 1)h1: wμ > 0 in Σμ
for all admissible μ = λ, . . . , (N − 1)h1
}
.
Since λ0 − h1 does not belong to the above set we know by the first step that a1 − λ0 + h1  S
with S from (12). We may assume that λ0 > 0 since otherwise we replace the x1-direction with
the −x1-direction and notice that in the case w0 ≡ 0 we have perfect symmetry and there is
nothing to prove.
By definition of λ0 we have wλ0 > 0 in Σλ0 . Moreover there exists a point x¯ ∈ Kλ0−h1 such
that wλ0−h1(x¯) < 0, since otherwise wλ0−h1 would be non-negative everywhere in Kλ0−h1 and
then by the small volume maximum principle also in Σλ0−h1 \ Kλ0−h1 . By the strong maximum
principle wλ0−h1 would be positive in Σλ0−h1 contradicting the definition of λ0.
As a consequence
wλ0(x¯) = wλ0−h1(x¯) + u(2λ0 − x1, x′) − u(2λ0 − 2h1 − x1, x′)
 ‖∇hu‖∞2h1  2h1M.
Notice that dist(x¯, ∂Σλ0)  h01/σ − h1  κh01 with an appropriate constant κ = κ(σ ) > 0. By
applying the Harnack-inequality of Lemma 12 to the function wλ0 on the set Kλ0 we obtain that
wλ0(x) Camax/h
0
1 2h1M in Kλ0 , (13)
where C = C(n,σ ) is derived from the Harnack constant of Lemma 12 by assuming
H,H 2‖c‖∞  1. Notice that the number of mesh-balls of size h01 needed to cover rectilinear
paths in Kλ0 is amax/h01. In (13) let x be the point (a1 − h01,0, . . . ,0). Then
u
(
2λ0 − a1 + h01,0, . . . ,0
)
 u
(
a1 − h01,0, . . . ,0
)+ Camax/h012h1M
 ‖∇hu‖∞h01 +Camax/h
0
1 2h1M
 h01M +Camax/h
0
1 2h1M.
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2|lnC/ lnh1| h
0
1
amax
= 2
mh1
amax
 4|lnC/ lnh1|.
Hence
u
(
2λ0 − a1 + h01,0, . . . ,0
)︸ ︷︷ ︸
:=y0
M
(
4amax|lnC|
|lnh1| + 2
√
h1
)
 C˜M amax|lnh1| ,
with a suitable constant C˜ = C˜(n,σ ). By assumption (ii) of Theorem 7 this implies
δ dist(y0, ∂Ω)n  C˜M
amax
|lnh1| . (14)
Notice that dist(y0, ∂Ω) = min{2λ0 + h01,2a1 − 2λ0 − h01, a2, . . . , an}. If we assume h1
so small that C˜Mamax/|lnh1| < δ(minj=2...n aj )n then (14) implies that dist(y0, ∂Ω) =
min{2λ0 + h01,2a1 − 2λ0 − h01}. According to this we distinguish two cases.
Case (α): dist(y0, ∂Ω) = 2a1 − 2λ0 − h01. Recall from (12) that a1 − λ0 + h1  S. Together
with (14) this implies
0 < 2S − 2h1 − h01  2a1 − 2λ0 − h01 
(
C˜Mamax
δ|lnh1|
)1/n
→ 0 as h1 → 0,
which is a contradiction. Hence case (α) cannot occur for sufficiently small h1.
Case (β): dist(y0, ∂Ω) = 2λ0 + h01. Here we obtain directly from (14)
2λ0 
(
C˜Mamax
δ|lnh1|
)1/n
as claimed in part (a) of the theorem. To obtain part (b) of the theorem we extend (13) by the
gradient estimate of u to Σλ0 \ Kλ0 as follows:
wλ0(x) 2
√
h1 M + 2‖∇hu‖∞ max
{
h01, . . . , h
0
n
}
 2M
(√
h1 + σh01
)
 MCamax|lnh1|
with C = C(n,σ ). Together with (13) this implies (b) of Theorem 7 and finishes the proof.
4. Open questions
We finish with a selection of questions which remain open.
(1) The first and most obvious question is whether our basic estimates that imply approximate
symmetry are sharp. We suspect that the one-dimensional results may be but feel sure that
the multidimensional results are not.
(2) The second natural question is about other geometries: after all, the original Gidas–Ni–
Nirenberg result is not restricted to one type of symmetry but applies to a wide variety of
geometries. Interesting results with different geometries can be found in [10]. Are positive
solutions in this context also approximately symmetric?
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Do other higher order methods, such as finite element methods also preserve approximate
symmetry? Can one prove this and produce estimates?
(4) If the variational formulation of (1) admits a non-negative minimizer then by means of
Steiner symmetrization [17] one can often show that global minimizers carry the same
symmetries as the underlying domain. Is there a form of Steiner symmetrization for the dis-
cretized problem? In this context it may be interesting to observe that for the 5-point example
in the introduction there exist two different symmetric positive solutions for the nonlinearity
f1 but no symmetric solution (positive or not) for the nonlinearities f2, f3.
(5) There are other types of symmetry results where the moving plane method does not ap-
ply, [19,20]. Can one show that these preserve approximate symmetry when discretized?
(6) It is known that Gidas–Ni–Nirenberg-type symmetry results apply in the context of quasi-
monotone systems as well as single equations, [22]. Can one show that these approximately
preserve symmetry, when discretized appropriately?
(7) As noted earlier, commonly the discretized equation is not solved exactly but only within
some prescribed tolerance . Presumably, estimates of approximate symmetry should have
an explicit dependence on .
(8) And finally, we end with a somewhat fuzzy question: there are many results which prove
symmetry on unbounded domains such as all of Rn, [14]. When trying to find numerical so-
lutions of these equations, we would have to limit the domain, and use Neumann boundary
conditions. Is there any way to recover this approximate symmetry in the numerical solu-
tions?
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Appendix A
Consider the Poisson problem
(Δhu)i = gi for i ∈ I 0, ui = 0 for i ∈ ∂I, (A.1)
on the standard grid of Section 3 over the box [−a1, a1]× · · ·× [−an, an], which is characterized
by the mesh-size vector h = (h1, . . . , hn).
In the next lemma we describe the eigenvalues of −Δh. The proof is a straightforward com-
putation.
Lemma 13. The operator −Δh on I 0 with zero-boundary values on ∂I has ∏nj=1(2Nj − 1)
eigenvalues. They are given by λk = ∑nj=1 λkj where k = (k1, . . . , kn) is a multi-index with
kj ∈ {1, . . . ,2Nj − 1} and
λkj =
2
h2
(
1 − cos kjπ
2Nj
)
.j
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φk
(
xi
)= n∏
j=1
⎧⎨
⎩
cos
(
ij
kj π
2Nj
)
if kj odd
sin
(
ij
kj π
2Nj
)
if kj even
⎫⎬
⎭ for i = (i1, . . . , in) ∈ I.
The next lemma states estimates for ‖u‖∞, ‖∇hu‖∞ in terms of the data of (A.1). Recall that
amax = max{a1, . . . , an} and amin = min{a1, . . . , an}.
Lemma 14. Let u be a solution of (A.1). Then
‖u‖∞  a
2
maxn4nπ2
6
√
vol(Ωh)
‖g‖∞, (A.2)
‖∇hu‖∞  amax
√
n4nπ2
2amin
√
6 vol(Ωh)
‖g‖∞. (A.3)
Proof. First step: For u = (ui)i∈I , v = (vi)i∈I let
‖u‖2 :=
(∑
i∈I
u2i h1 . . . hn
)1/2
, 〈u,v〉 :=
∑
i∈I
uivih1 . . . hn.
With a suitable factor αk > 0 the normalized eigenfunction φk is given by
φk
(
xi
)= αk n∏
j=1
ψ
(
ij
kjπ
2Nj
)
,
where ψ(t) = cos(t) or = sin(t) depending on kj being odd or even. If we recall that∑N
i=−N cos2(i kπ2N ) = 2N−12 if k is odd and likewise
∑N
i=−N cos2(i kπ2N ) = 2N−12 if k is even then
1 = ‖φk‖22 = αk
∑
i∈I
n∏
j=1
ψ2
(
ij
kjπ
2Nj
)
h1 . . . hn
= αkh1 . . . hn
n∏
j=1
2Nj − 1
2
= αk
2n
n∏
j=1
2Nj − 1
Nj
aj  αk
volΩh
4n
,
which shows that αk  4n/volΩh.
Second step: Note the standard eigenfunction expansion of the solution given by u =∑2N1−1
k1=1 · · ·
∑2Nn−1
kn=1 −〈g,φk〉λk φk . Hence
‖u‖∞ max
k
αk
∣∣〈g,φk〉∣∣ 2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
1
λk
 ‖g‖∞ 4
n
volΩ1/2
2N1−1∑
· · ·
2Nn−1∑ 1
λk
, (A.4)
h k1=1 kn=1
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used. It remains to estimate the sum of the reciprocals of the eigenvalues. For this purpose recall
that 1 − cosx  2
π2
x2 on [0,π]. This implies
λk 
n∑
j=1
4
π2h2j
(
kjπ
2Nj
)2
 1
a2max
n∑
j=1
k2j . (A.5)
As a consequence we find
2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
1
λk
 a2max
2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
1∑n
j=1 k2j
 na2max
2Nmax−1∑
k=1
1
k2
 na2max
π2
6
. (A.6)
Together with (A.4) this implies the claim (A.2).
Third step: It remains to prove the gradient estimate (A.3). It follows from the eigenfunction
expansion that
‖∇hu‖∞  max
i∈I, j=1,...,n
2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
|〈g,φk〉|
λk
∣∣∣∣φk(i + ej ) − φk(i − ej )2hj
∣∣∣∣
 4
n
volΩh
max
j=1,...,n
2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
|〈g,φk〉|
λk
kjπ
2Njhj
 π4
n‖g‖2
2amin volΩh
max
j=1,...,n
( 2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
k2j
λ2k
)1/2
. (A.7)
We are left with the estimation of the iterated sums. Based on the estimate (A.5) we obtain
similarly as in (A.6)
2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
k2j
λ2k
 a2max
2N1−1∑
k1=1
· · ·
2Nn−1∑
kn=1
k2j
(
∑n
l=1 k2l )2
 na2max
2Nmax−1∑
k=1
1
k2
 na2max
π2
6
. (A.8)
If we put together (A.7), (A.8) and the inequality ‖g‖2  √vol(Ωh)‖g‖∞ then we obtain the
second claim (A.3) of the lemma. 
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