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Carbon nanotubes are one of the most 
exciting materials for emerging practical 
nanotechnologies. However, a signiﬁcant 
issue for applications is the mixture of 
semiconducting and metallic tubes in all 
typical samples. One of the proposed 
solutions for this problem, drawing 
inspiration from semiconductor technology, 
is to tailor the electronic structure by doping 
the lattice with heteroatoms, most notably 
nitrogen. In this thesis, thin ﬁlms of 
nitrogen-doped single-walled carbon 
nanotubes (N-SWCNTs) were synthesized 
using a novel combination of precursors in 
an ambient pressure ﬂoating catalyst 
chemical vapor deposition reactor. The 
mechanism of the initial stages of their 
growth was also studied using tandem 
infrared and mass spectrometry gas 
measurements and ﬁrst principles 
electronic-structure calculations. This work 
represents the ﬁrst experimental report on 
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Abstract 
Carbon nanotubes are one of the most exciting materials for emerging practical 
nanotechnologies. However, a signiﬁcant issue for applications is the mixture of 
semiconducting and metallic tubes in all typical samples. One of the proposed solutions for 
this problem is to tailor the electronic structure by doping the lattice with heteroatoms, most 
notably nitrogen. 
 
In this thesis, nitrogen-doped single-walled carbon nanotubes (N-SWCNTs) were 
synthesized using an ambient pressure ﬂoating catalyst chemical vapor deposition method. A 
novel combination of precursors was used, with carbon monoxide (CO) acting as the carbon 
source and ammonia (NH3 ) as the nitrogen source. Experiments were conducted with two 
reactor setups, both utilizing iron nanoparticles as the catalysts. The material was deposited 
as grown directly from the gas phase as ﬁlms on various substrates and subsequently 
characterized by a variety of microscopic and spectroscopic methods, as well as sheet 
resistance measurements. 
 
The sheet resistance measurements of the thin ﬁlm samples revealed that the doped ﬁlms  
had unexpectedly high resistances. To understand this effect, a resistor network model was 
developed, which allowed the disentanglement of the contribution of bundle–bundle contacts 
when combined with data for undoped ﬁlms. Assuming doping does not signiﬁcantly change  
the contacts, the increased resistances of the doped ﬁlms are likely due to enhanced carrier 
scattering by defect sites in the nanotubes. This work represents the ﬁrst experimental report 
on macroscopic N-SWCNT thin ﬁlms. 
 
Finally, the mechanism of the initial stages of N-SWCNT growth was studied for the ﬁrst 
time by tandem infrared and mass spectrometry gas measurements and ﬁrst principles 
electronic-structure calculations. We investigated the bonding and chemistry of CO, NH3
their fragments on a model Fe55 icosahedral cluster. A possible dissociation path for NH3 to 
atomic nitrogen and hydrogen was identiﬁed, with a reaction barrier consistent with an 
experimentally determined value. Both C–C and C–N bond formation reactions were found to 
be barrierless and exothermic, while a parasitic reaction of hydrogen cyanide formation had a 
large barrier of over 1 eV. 
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Tiivistelmä 
Hiilinanoputket ovat yksi mielenkiintoisimmista materiaaleista käytännön 
nanoteknologiassa. Tyypillisten näytteiden sisältämä sekoitus puolijohtavia ja metallisia 
putkia on kuitenkin merkittävä ongelma sovellusten kannalta. Eräs ehdotettu ratkaisu on 
niiden sähköisten ominaisuuksien räätälöinti seostamalla hilaa typpiatomeilla. 
 
Tässä väitöskirjassa typpisaostettuja yksiseinäisiä hiilinanoputkia (N-SWCNT) 
syntetisoitiin käyttäen ympäristön paineessa kelluvilla katalyyteillä tapahtuvaa kemiallista 
kaasufaasikasvatusta. Hiilimonoksidi (CO) ja ammoniakki (NH3), joiden yhdistelmää ei oltu 
aiemmin kokeiltu, toimivat hiili- ja typpiatomien lähtöaineina. Kokeet suoritettiin käyttäen 
kahta reaktorijärjestelyä, joissa molemmissa hyödynnettiin raudan nanohiukkasia 
katalyytteinä. Tuotettu materiaali kerättiin sellaisenaan suoraan kaasufaasista eri alustoille 
ohutkalvoiksi, jotka karakterisoitiin useilla mikroskooppisilla ja spektroskooppisilla 
menetelmillä sekä kalvoresistanssimittauksilla. 
 
Ohutkalvonäytteiden resistanssimittaukset paljastivat, että typellä saostetuista 
nanoputkista muodostuneilla kalvoilla oli odottamattoman korkeat resistanssit. Tämän 
ilmiön ymmärtämiseksi kehitettiin resistoriverkkomalli, joka mahdollisti 
nanoputkikimppujen välisten kontaktien osuuden selvittämisen, kun malli yhdistettiin 
saostamattomista kalvoista kerättyyn dataan. Jos oletetaan, että saostus ei merkittävästi 
muuta nanoputkikimppujen kontakeja, saostettujen kalvojen suurentuneet resistanssit ovat 
todennäköisesti selitettävissä varauksenkuljettajien voimistuneella sironnalla nanoputkien 
hilavirheistä. Tämä työ edustaa ensimmäistä kokeellista tutkimusta makroskooppisista N-
SWCNT ohutkalvoista. 
 
Lopuksi tutkittiin ensimmäistä kertaa N-SWCNT kasvun alustavia vaiheita käyttäen 
samanaikaista infrapuna- ja massaspektrometriaa sekä kvanttimekaanisia 
elektronirakennelaskuja. Niillä tutkittiin CO- ja NH3-molekyylien ja niiden fragmenttien 
sitoutumista ja kemiaa ikosaedrisella Fe55 mallihiukkasella. Ammoniakin mahdollinen 
dissosiaatiopolku atomaariseksi typeksi ja vedyksi tunnistettiin, ja sen reaktiovalli oli 
yhtäpitävä kokeellisesti määritetyn arvon kanssa. Sekä C–C että C–N sidosten 
muodostumisreaktiot olivat esteettömiä ja eksotermisiä, minkä sijaan loisreaktiolla, 
vetysyanidin muodostumisella, oli yli yhden elektronivoltin reaktiovalli. 
Avainsanat typpiseostus, SWCNT, kiraliteetin hallinta, elektrodi, kasvumekanismi 
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People  miss the  enrichment that just a basic knowledge  of the  physical world 
can bring to the most ordinary experiences. It's like  there's a pulsating, hidden 
world, governed by ancient laws and principles, underlying everything around 
us – from the  movements of electrical charges to the  motions of planets – and 
most people are completely unaware of it. To me that's a shame.
–Carolyn Porco
We  live on an insignificant planet of a humdrum star lost in a galaxy tucked 
away in some  forgotten corner of a Universe  in which there  are  far more 
galaxies than people. We  make  our World significant by the  courage  of our 
questions, and by the depth of our answers.
–Carl Sagan
The  state of mind which enables a man to do work of this kind is akin to that of 
the  religious worshiper or the lover; the  daily effort comes from no deliberate 
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H2O water
HWG hot wire generator
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keV kiloelectron volt
LDOS local density of (electronic) states
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MWCNT multiwalled carbon nanotube
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N-graphene nitrogen-doped graphene
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RBM radial breathing mode
RGA residual gas analysis
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The aim  of this thesis was the development  of a  technique for  synthesizing 
nitrogen-doped single-walled carbon  nanotubes to be deposited directly  as 
thin films on  various substrates using  a  novel  combination  of precursors, 
carbon  monoxide and ammonia. The applicability  of the produced material 
for  use as transparent  conducting  electrodes was studied in  depth. 
Furthermore,  the basic chemistry  of the precursor  reactions on iron 
nanoparticles was studied by  infrared and mass spectrometry  and 
computational  methods to gain  a  better  understanding of the growth 
mechanism.
1.1. Carbon nanotubes
Carbon nanotubes,  or  helical microtubules of graphitic  carbon  as they  were 
originally  called after their identification in  1991  [1],  remain  one of the most 
significant materials in the still emerging field of nanotechnology. Although 
their  younger  sibling graphene – a  flat  monolayer  of carbon  atoms in  a  two-
dimensional (2D) honeycomb lattice – claimed the 2010  Nobel  Prize in 
Physics, that  achievement would not  have been  possible without intense 
preceding research  into carbon  nanotubes (CNTs),  and also fullerenes. 
Nanotubes and graphene are both  allotropes of carbon  with  the same kind 
of bonding between the carbon atoms.
A  free carbon  atom  has the electronic  structure 1s22s22p2.  In graphene, 
carbon  forms a  hexagonal lattice  where every  atom  has three neighbors. 
This is because the 2s orbital  and the 2px and 2py orbitals form  three 
hybridized sp! orbitals in  the graphene plane, at  120° angles to each  other. 
These orbitals form  strong  " bonds with  the sp2 orbitals of neighboring 
carbon  atoms.  The remaining  2pz orbital  is perpendicular  to the surface, 
forming metallic  #  bonds with  the 2pz orbitals of neighbouring carbon 
atoms.  These #  bonds are delocalized due to resonance stability,  as in 
benzene. See Figure 1.1  for  an  illustrations of the sp! hybridization and 
bonding. Graphite consists of a  number of these graphene planes stacked 
on  top of each other.  Interaction  between  different  layers is of van der 
Waals type, and very weak compared to the covalent carbon–carbon bonds.
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Figure 2.1: sp² bond formation in carbon.
University of Technology [4], and theoretically validated in 1973 in the USSR by
Bochvar and Galpern [5]. Named after Richard Buckminster Fuller, who pop-
ularized the geodesic dome – which is very similar in structure – in the 1950s,
the fullerenes were experimentally discovered in molecular beam experiments
in 1985 by Kroto and co-workers [6]. As the smallest stable fullerene, the C60
consists of 20 hexagons and twelve pentagons, and it’s nucleus to nucleus diam-
eter is about 0.7 nm.
Carbon nanotubes are cylindrical fullerenes. They can be roughly split into two
types: single-walled nanotubes (SWNTs) and multiwalled nanotubes (MWNTs).
A SWNT is a nanoscale wire, whose exact structure is determined by the tube’s
chiral indexes. By folding a graphene sheet into a cylinder, so that the beginning
and end of a (m,n) lattice vector in the graphite plane join together, one obtains
a certain nanotube. The indices (m,n) thus determine the diameter of the tube,
and also it’s chirality. The meaning of the indices is depicted in Fig. 2.2.
If n is equal to m, the resulting (m,m) tubes are dubbed ‘arm-chair’ due to the
pattern the carbon atoms at the end of the tube form. Correspondingly, (m,0)
tubes are called ‘zigzag’ nanotubes. Also in Fig. 2.2, a simulated length of a
typical single-walled (4,4) metallic CNT structure is shown. Notice the charac-
teristic arm-chair pattern at the end. Other kinds of tubes are all named ‘chiral’,
with rows of hexagons spiraling along the nanotube axis.
MWNTs consist of several concentric SWNTs of different radii, with interlayer
spacing of about 3.4 Å. The diameters of multiwalled tubes are usually on the
order of 10-20 nm [7], though they can be much larger. SWNTs, on the other
hand, are essentially single layers of pure carbon atoms rolled into a seamless
tube, open at the end or capped by half-spherical fullerene structures. Single-
walled tubes measure around 1 nm in diameter, and differ from MWNTs in that
all of their atoms form a single covalently bound network. This gives SWNTs
14
        
Figure 1.1  (Top) sp2 hybridization  of the electron  orbitals in  carbon. 
(Bottom) The formation  of th  " and #  bonds from the sp2 orbitals, illustrated 
for  the case of  thene; and the formation of the delocalized #  orbital, ill trated 
for  benzene. Adapted with  permission  from [2], Copyright 2011 by the 
University of Waterloo; and from [3] under the CC BY–SA 3.0 license.
The structure of carbon  nanotubes,  which  consist of carbon  atoms in  the 
same kind of sp2 honeycomb lattice, is specified by a vector (Figure 1.2)
Ch = na1 + ma 2 ,                                            (1.1)
where a1 and a2 are the unit  cell base vectors of the graphene sheet,  which 
joins two equivalent points in  the graphene lattice. By  folding  a  graphene 
sheet  into a  cylinder, so that  the beginning  and end of an (n,m) lattice 
vector  join  together, one obtains the structure of a  certain  nanotube. If the 
structure comprises only  of this one wall,  such a  tube is called single-walled 
(SWCNT) [4,  5]. The structure can  also consist  of several  concentric 
SWCNTs of different  radii,  which  together  make up a  multiwalled carbon 
nanotube (MWCNT).  The interlayer  distance is typically  very  close to the 
lattice spacing in graphite at approximately 3.4 Å.
If n is equal to m,  the resulting (n,n)  tubes are dubbed ‘armchair’ due to 
the pattern he carbon  atoms form  in t e direction  perpendicular  to the 
tube axis.  Corr spondingly, (n,0)  tubes are called ‘zigzag’ nanotubes.  Other 
kinds of tubes are all  called ‘chiral’, with  rows of hexagons spiraling  along 
the nanotube axis.  The smallest freestanding  single-walled tubes have 
diameters of about  4.3  Å  [6] (see also [7]),  while the largest  can  have 
diameters of several nanometers (nm). Nanotubes have enormously  high 
aspect  ratios, with maximum  lengths up to hundreds of micrometers or 
even  centimeters [8]. The SWCNTs have a  tendency  to form  bundles or 
‘ropes’ due to the van der Waals interactions between adjacent nanotubes. 
SWCNTs differ  from  MWCNTs in  that  all of their  atoms form  a  single 
covalently  bound network, composed only  surface atoms. These factors give 
SWNTs more distinctive and varied electronic  and optical properties,  but 
also make them more sensitive to any defects in the structure.
Introduction
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Figure 1.2 The chiral  indices and an illustration on how the nanotube 
structure can  be rolled from a graphene sheet. From  Wikipedia; and adapted 
with  permission  from  Macmillan Publishers Ltd: Nature Materials  [9], 
Copyright 2007.
1.1.1. Electronic properties
The electronic  properties of SWCNTs depend sensitively  on the (n,m) 
indices, and therefore on  their  diameter and chirality. A  SWCNT  can  be a 
metal, or a semiconductor with either a very small or a moderate band gap.
For  a  graphene sheet,  the conduction and valence bands touch  each  other 
at  the six  corner points of the first Brillouin  zone (BZ).  A  graphene sheet is 
accordingly  semimetallic  with zero band gap. Using  a  simple tight binding 
model with  a  nearest neighbor interaction, Wallace [10] determined the 
energy E2D of an electron at a point defined by wavevectors kx, ky to be 











' ,          (1.2)
where !0 is the nearest-neighbor  transfer  integral and a = 0.246  nm  is the 
in-plane lattice constant.
Since the graphene unit  cell  has two atoms,  there are four  valence bands, 
three " and one #.  The bonding  and antibonding  #  bands touch  at  the 
corners of the hexagonal 2D BZ (Figure 1.3). Since the energy  as a  function 
of the wavevector  k  (Equation  1.2) is linear  for  low  energies near  the six 
corners of the hexagonal  2D BZ, the electrons and holes have zero effective 
mass and behave like relativistic Dirac fermions. [11]
The situation is markedly  different  for  carbon nanotubes because of their 
geometry,  which  confines the electronic states along the circumference,  but 
extends along the tube axis as quasi–1–dimensional  (1D).  The electronic 
states of an  infinitely  long  nanotube are thus parallel lines in  reciprocal k 
space, continuous along the tube axis but  quantized along  the 
circumference (Figure 1.4). For  armchair  tubes,  there are always states 




Trigonal warping effect of carbon nanotubes
R. Saito
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Chirality-dependent van Hove singularities !vHs" of the one-dimensional electronic density of states !DOS"
are discussed in connection with resonant Raman spectroscopy. The effect of trigonal warping on the energy
dispersion relations near the Fermi energy splits the peaks of the density of states for metallic nanotubes, and
the magnitude of this effect depends on the chiral angle of the carbon nanotube. The width of the peak splitting
has a maximum for metallic zigzag nanotubes, and no splitting is obtained for armchair nanotubes or semi-
conducting nanotubes. We also find an additional logarithmic singularity in the electronic DOS for carbon
nanotubes that is related to a two-dimensional singularity, which does not depend on either the diameter or the
chirality.
I. INTRODUCTION
One-dimensional van Hove singularities !vHs" in the elec-
tronic density of states !DOS", which are known to be pro-
portional to (E2!E0
2)!1/2 at both the energy minima and
maxima ("E0) of the dispersion relations for carbon nano-
tubes, are important for determining many solid state prop-
erties of carbon nanotubes, such as the spectra observed by
scanning tunneling spectroscopy !STS",1–4 optical
absorption,5–7 and resonant Raman spectroscopy.8–11 The en-
ergy positions E0 of the vHs peaks have been discussed
within the linear k approximation of the energy bands of
carbon nanotubes as these energy bands relate to two-
dimensional !2D" graphite in the vicinity of the Fermi
energy.12,13 Within the linear k approximation for the energy
dispersion relations of graphite, the energy positions of the
vHs do not depend on the chirality but only on the diameter
of the nanotube. Here we show that, when the linear k ap-
proximation is relaxed and the dispersion relations are
treated in more detail, the energy of the vHs peaks also de-
pend on the chirality of the carbon nanotubes.
Recently, Kataura and coworkers plotted the energy dif-
ferences between the ith vHs peaks in the conduction and
valence bands numbered from the Fermi energy, Eii(dt), as a
function of nanotube diameter dt for all chiral angles at a
given dt value, and his calculation of the energy differences
Eii(dt) was based on the tight-binding approximation for the
energy bands.6 Kataura showed that the energy differences
between the vHs peaks Eii(dt) have a width in energy for
fixed dt and that this width increases with increasing energy
relative to the Fermi energy.6,14 Kataura and co-workers also
showed that the width of the peak positions of the vHs at
constant dt was consistent with the experimental width of the
peaks in the optical absorption spectra for single-wall nano-
tube !SWNT" rope samples and with the experimental reso-
nant Raman spectra for the same sample.6,14 However, the
physical origin of the width of the peak positions is not clear
from their papers.
In this paper, we investigate the Kataura plot in detail, and
we find that the peak positions of the vHs do indeed depend
on the nanotube chirality and that the origin of the width of
the peak positions can be explained by the so-called trigonal
warping effect of the energy bands, whereby equi-energy
contours in the Brillouin zone of graphite change from
circles around the K points for the linear k regime to a trian-
gular shape around the M points !see Fig. 1". This theoretical
result is important in the sense that STS and resonant Raman
spectroscopy experiments8,10,11 depend on the chirality of an
individual SWNT, and therefore trigonal warping effects
should provide experimental information about the chiral
angle of carbon nanotubes. Although the chiral angle is di-
rectly observed by scanning tunneling microscopy !STM",15
FIG. 1. The contour plot of 2D energy of graphite. The equi-
energy contours are circles near K and near the center of the Bril-
louin zone, but near the zone boundary the contours are straight
lines which connect nearest M points.
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corrections to the experimental observation are necessary to
account for the effect of the tip shape and of the deformation
of the nanotube on the substrate.16 We expect that the
chirality-dependent DOS spectra are insensitive to such ef-
fects.
Concerning the application of the zone-folding method to
the graphite ! energy bands in which only the nearest-
neighbor carbon-carbon interaction energy, "0, is included,
three possible effects are considered in connection with first-
principles calculations of the electronic structure of carbon
nanotubes: #1$ the effect of curvature on "0, #2$ the inclusion
of the tight binding overlap integral s, which is associated
with the asymmetry between the valence and conduction
bands in 2D graphite,17 and #3$ the trigonal warping effect in
which the equi-energy contours change from a circle to a
triangular shape with increasing energy.
The curvature effect has been discussed within the Slater-
Koster method in which the correction to the "0 of a SWNT
with the diameter dt is given by
18,19
"0#dt$!"0#%$! 1"12 " aC-Cdt #
2$ . #1$
Here, aC-C is the nearest-neighbor carbon-carbon distance,
which is taken to be 1.44 Å for a SWNT. The factor 1/2 in
Eq. #1$ comes from averaging over the direction of the
chemical bonds of each carbon atom relative to the nanotube
axis. The relative correction to "0(dt) is thus only
(aC-C /dt)
2&10"2 for dt!1.4 nm corresponding to a #10,10$
armchair nanotube. Here, the nanotube diameter dt is related
to the nanotube integers (n ,m) by
dt!!3aC-C#m2#mn#n2$1/2/! . #2$
Thus, the curvature effect is generally neglected except for
very small diameter nanotubes, since the smallest nanotubes
with a C60 fullerene diameter 'such as a #5,5$ nanotube(
would have only about a 2% decrease in the value for "0 due
to nanotube curvature. Lambin19 showed that this small cor-
rection is sufficient to account for the strain energy of 0.08
eV nm2/dt
2 found in carbon nanotubes due to the curvature of
the graphene sheet.
A nonzero value for the overlap integral s modifies the
electronic energy at the M point #edge center of the hexago-
nal Brillouin zone, see Fig. 2$, from $"0 to $"0 /(1%s) for
the "0&0. When we use the values of "0!2.9 eV and s
!0.129, the energy values for the !* and ! bands at the M
point become #3.329 and "2.568 eV. These values for the
M point energies show an asymmetry #see Fig. 2$ that is
important for considering intraband optical transitions within
either the conduction or valence bands for doped carbon
nanotubes7. However, when we consider the energy differ-
ence between the conduction and valence bands, the overlap
effect #i.e., nonzero value for s) is not so significant for
energies less than 3 eV, since the energy difference at the M
point is modified only by a factor 2"0 /(1"s
2), proportional
to s2. Thus, the effect of a nonzero s value on the interband
energy difference between vHs in the valence and conduc-
tion bands is only on the order of 10"2.
Thus, for SWNT’s with diameters of around 1&2 nm and
for excitation energies below 3 eV, which is the usual situa-
tion for observation of the resonant Raman scattering in
SWNT’s,8,10,11 the trigonal warping effect becomes the most
important of the three effects enumerated above, especially
for metallic nanotubes, as is discussed in this paper.
In Sec. II, we give a brief summary on how to calculate
the electronic density of states for SWNT’s, and in Sec. III,
we show the calculated results for the vHs peak positions as
a function of the chirality. In Sec. IV, relevant experiments
are discussed and in Sec. V, a summary of the results are
given.
II. ASYMMETRY OF THE ELECTRONIC STRUCTURE
OF 2D GRAPHENE AND 1D NANOTUBES
The 1D electron density of states are given by the energy
dispersion of carbon nanotubes which is obtained by zone
folding of the 2D energy dispersion relation of graphite. The
2D energy dispersion relations of graphite are calculated17 by
solving the eigenvalue problem for a (2'2) Hamiltonian H
and a (2'2) overlap integral matrix S, associated with the
two distinct A- and B-atom sites in 2D graphite,
H!" )2p ""0 f #k $""0 f #k $* )2p # and S!" 1 s f #k $s f #k $* 1 # ,
#3$





Here, a!!3aC-C . Solution of the secular equation
det#H"ES$!0 #5$






for "0&0, and E
# and E" correspond to the valence ! and
the conduction !* energy bands, respectively. The function
w(k! ) in Eq. #6$ is given by
FIG. 2. The energy dispersion relations for the ! and !* bands
i 2D graphite are shown throughout the whole region of the Bril-
louin zone. The inset shows the energy dispersion along the high
symmetry directions of the 2D Brillouin zone.
2982 PRB 61R. SAITO, G. DRESSELHAUS, AND M. S. DRESSELHAUS
b)
Figure 1.3 a) A  2D reciprocal  space energy  contour plot  for  graphene. The 
equienergy  contours are c rcles near the K point  and ar  the c nter of the 
Brillouin zone, but near the zone boundary  they  are straight lines that connect 
the nearest M points. b) The energy  dispersion relations for the #  and #* bands 
in  2D graphene shown  throughout the Brillouin zone. The inset shows the 
energy  dispersion  along the high  symm try  directions of  the 2D BZ. Adapted 
with permission from [12], Cop right 2000 by The American Physical Society.
For  (n,m) tubes with  n $ m  % 3  & integer, there are no electronic states at 
the corner  points at the Fermi  level.  This makes such tubes semiconducting 
(Figure 1.4b),  with  band gaps that scale  inversely  with  the tube diameter. 
For  tubes with n $ m  = 3  & integer, there are s ates at the corners of the 
first  BZ.  However, in  contrast  to armchair  tubes,  these tubes are metallic  at 
room  temperature, but  exhibit a  very  small chirality-dependent  gap at 
lower  temperatures due to curvature-induced orbital  rehybridization  [13]. 
Furthermore,  since the electronic  str cture is quasi-1D,  t e SWCNT density 
of states shows characteristic van  Hove singularities (vHs) (Figure 1.5), 




N ! 1"dE$!k "
dk
" %„E$!k ""E…dE . !15"
The integrated value of D(E) for the energy region of E$(k)
is 4, which includes the spin degeneracy for any (n ,m) nano-
tube and includes the plus and minus signs of Eg2D . It is
clear from Eq. !15" that the density of states becomes large
when the energy dispersion relation becomes flat as a func-
tion of k.
III. CALCULATED RESULTS
The peaks in the 1D electronic density of states of the
conduction band measured from the Fermi energy, corre-
sponding to the van Hove singularities, are shown in Fig. 4
for several metallic (n ,m) nanotubes, all having about the
same diameter dt !from 1.31 to 1.43 nm", but different chiral
angles &!arctan'!3m/(2n#m)( between 0)#&#)30°, in-
cluding &!0° for a zigzag nanotube !18,0", &!30° for an
armchair nanotube !10,10", and 4 nanotubes with chiral
angles, 8.9°, 14.7°, 20.2°, and 24.8° for the chiral nano-
tubes !15,3", !14,5", !13,7", and !11,8", respectively. When
we look at the peaks in the 1D DOS from the bottom (&
!30°) to the top (&!0°) of Fig. 4, the first DOS peaks
around E!0.9 eV are split into two peaks whose separation
in energy !width" increases with decreasing chiral angle,
though the average energy position is similar for all these
nanotubes which have similar diameters. The width of the
splitting of the second peak around E!1.7 eV is larger than
that of the first peak for the same SWNT. In the case of the
!14,5" nanotube, the width of the splitting of the second peak
is as large as the separation to the split third peaks E33(dt). It
is clear from Fig. 4 that the DOS is significantly chirality
dependent, and the reason for this effect is discussed below.
The average energy position of the peaks depends on the
nanotube diameter, which is explained12,13 by the linear dis-
persion approximation of Eq. !10". The energy difference
E11(dt) between the highest-lying valence-band singularity
and the lowest-lying conduction-band singularity in the 1D
density of states for the electronic 1D density of states curves
for metallic and semiconducting nanotubes shows that
E11
M (dt) is three times as large for the metallic nanotubes for
FIG. 3. The wave vector k for one-dimensional carbon nano-
tubes is shown in the two-dimensional Brillouin zone of graphite
!hexagon" as bold lines for !a" metallic and !b" semiconducting
carbon nanotubes. In the direction of K1, discrete k values are ob-
tained by periodic boundary conditions for the circumferential di-
rection of the carbon nanotubes, while in the direction of the K2
vector, continuous k vectors are shown in the one-dimensional Bril-
louin zone. !a" For metallic nanotubes, the bold line intersects a K
point !corner of the hexagon" at the Fermi energy of graphite. !b"
For the semiconductor nanotubes, the K point always appears one-
third of the distance between two bold lines. It is noted that only a
few of all the possible bold lines are shown near the indicated K
point. For each K1 vector, there is an energy minimum in the va-
lence and conduction energy subbands, giving rise to the energy
differences Eii(dt).
FIG. 4. The 1D electronic density of states vs energy for several
metallic nanotubes of approximately the same diameter, showing
the effect of chirality on the van Hove singularities: !10,10" !arm-
chair", !11,8", !13,7", !14,5", !15,3", and !18,0" !zigzag".
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The integrated value of D(E) for the energy region of E$(k)
is 4, which includes the spin degeneracy for any (n ,m) nano-
tube and includes the plus and minus signs of Eg2D . It is
clear from Eq. !15" that the density of states becomes large
when the energy dispersion relation becomes flat as a func-
t on of k.
III. CALCULATED RESULTS
The peaks in the 1D electronic density of states of the
conduction band measured from the Fermi energy, corre-
sponding to the van Hove singularities, are shown in Fig. 4
for several metallic (n ,m) nanotubes, all having about the
same diameter dt !from 1.31 to 1.43 nm", but different chiral
angles &!arctan'!3m/(2n#m)( between 0)#&#)30°, in-
cluding &!0° for a zigzag nanotube !18,0", &!30° for an
armchair nanotube !10,10", and 4 nanotubes with chiral
angles, 8.9°, 14.7°, 20.2°, and 24.8° for the chiral nano-
tubes !15,3", !14,5", !13,7", and !11,8", respectively. When
we look at the peaks in the 1D DOS from the bottom (&
!30°) to the top (&!0°) of Fig. 4, the first DOS peaks
around E!0.9 eV are split into two peaks whose separation
in energy !width" increases with decreasing chiral angle,
though the average energy position is similar for all these
nanotubes which have similar diameters. The width of the
splitting of the second peak around E!1.7 eV is larger than
that of the first peak for the same SWNT. In the case of the
!14,5" nanotube, the width of the splitting of the second peak
is as large as the separation to the split third peaks E33(dt). It
is clear from Fig. 4 that the DOS is significantly chirality
dependent, and the reason for this effect is discussed below.
The average energy position of the peaks depends on the
nanotube diameter, which is explained12,13 by the linear dis-
persion approximation of Eq. !10". The energy difference
E11(dt) between the highest-lying valence-band singularity
and the lowest-lying conduction-band singularity in the 1D
density of states for the electronic 1D density of states curves
for metallic and semiconducting nanotubes shows that
E11
M (dt) is three times as large for the metallic nanotubes for
FIG. 3. The wave vector k for one-dimensional carbon nano-
tubes is shown in the two-dimensional Brillouin zone of graphite
!hexagon" as bold lines for !a" metallic and !b" semiconducting
carbon nanotubes. In the direction of K1, discrete k values are ob-
t ine by periodic b undary conditions for the circumferen ial di-
rection of the carbon nanotubes, while in the direction of the K2
vector, continuous k vectors are shown in the one-dimensional Bril-
louin zone. !a" For metallic nanotubes, the bold line intersects a K
point !corner of the hexagon" at the Fermi energy of graphite. !b"
For the semiconductor nanotubes, the K point always appears one-
third f the distance betwee two bold lin s. It is noted that only a
few of all the possible bold lines are shown near the indicated K
point. For each K1 vector, there is an energy minimum in the va-
lence and conduction energy subbands, giving rise to the energy
differences Eii(dt).
FIG. 4. The 1D electronic density of states vs energy for several
metallic nanotubes of approximately the same diameter, showing
the effect of chirality on the van Hove singularities: !10,10" !arm-
chair", !11,8", !13,7", !14,5", !15,3", and !18,0" !zigzag".
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Figure 1.4 The wave vector k is shown in the 2D Brillouin  zone of graphene as 
bold lines  for a) metallic and b) semiconducting  nanotubes. a) For metallic 
nanotubes, the bold line intersects a  K point at the Fermi  energy. b) For the 
semiconducting nanotubes, the K point always appears  one-third of the 
distance between two bold lines. Adapted with  permission  from [12], Copyright 
2000 by The American Physical Society.
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 Figure 1.5 The density  of  electronic states (DOS) describes  the number of 
states per interval  of energy that are available to be occupied. The DOS depends 
on the dimensionality  of the system  as illustrated above. The (quasi) 1D case 
exhibits the characteristic van Hove singularities. Adapted from [14].
1.1.2. Optical properties
The optical  properties of carbon  materials vary  greatly. Carbon  in  a  perfect 
sp3 diamond lattice absorbs only  IR light,  leaving diamonds transparent to 
visible light.  Graphene, on  the other hand, has a  characteristic  flat 
absorbance of #' ( 2.3%, where ' is the fine structure constant, due to the 
Dirac fermion character of the electrons [15].
The optical response of SWCNTs is more interesting, since their  optical 
absorption  spectra  (OAS) contain  peaks which  correspond to dipole-
allowed transitions between  the i-th  conduction  band and i-th  valence band 
van  Hove singularities, denoted Eii. Figure  1.6  shows the density  of states 
(DOS) of a  metallic  and a semiconducting  SWCNT.  Transitions between i-th 
and and j-th  bands, where i % j,  are not  optically  active.  Thus the optical 
response is also directly related to the band gap of semiconducting tubes. 
Due to the quasi-1D nature of SWCNTs, excitonic effects play  a  large role 
[16]. An  exciton  is a  bound state  of a  photo-excited electron and a hole. 
Since there is such  poor  screening  in 1D,  the Coulomb binding  energies in 
semiconducting  SWCNTs can  be as large as 1  electron volt  (eV),  contrasted 
to ~10  meV  in common semiconductors. Therefore these effects can  be 
observed even at  room  temperature and are essential  in  explaining  the 
optical  response of SWCNTs. Higher  order  transitions E33 and E44 are also 
possible and contain interesting  physics [17], but  for  practical purposes are 
less important.
Raman spectroscopy  has proven  to be an  even  more powerful  technique 
for  studying  SWCNTs [18].  Raman  is used to study  vibrational,  rotational, 
and other low-frequency  modes in a  material. It relies on  inelastic 
scattering of monochromatic laser light.  Photons in the laser  light  interact 
with  molecular  vibrations, phonons (quantized lattice vibrations)  or  other 
excitations in  the system, resulting  in  the energy  of the scattered photons 
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being shifted up or  down.  The shift  in  energy  gives information  about  the 
phonon  modes in  the system. Especially  for  bulk nanotube samples, Raman 
measurement  is easy, since spectra  can  be recorded at  ambient  conditions 
with a quick, non-destructive and simple measurement.
A  photo-excited electron  will experience some processes before 
recombining  with  a  hole in  the valence band. One possible process is 
scattering from  a  phonon  with  a  wave vector q. Thus the electronic  wave 
vector  is scattered to k – q (phonon emission) or  k  + q (absorption),  and the 
electron  energy  is shifted by  ±!"q. A  one-phonon  scattering process is called 
a  first-order  Raman process. If the process explicitly  involved only 
phonons, it  would be independent of the electronic structure of the material 
and thus the laser  energy  Elaser used.  However, when Elaser matches the 
energy  between  optically  allowed transitions in  the material,  the scattering 
efficiency  becomes larger. This is called the resonance Raman  scattering 
effect  [19]. Thus if either  the initial k or  the scattered k ± q states are real 
electronic states, the scattering amplitude is resonantly enhanced.
The resonance intensity  depends on  the joint density  of electronic states 
in  the conduction  and valence bands separated by  the photon energy.  So 
although  other  carbon  materials have similar  phonons as SWCNTs, the 
optical  response of SWCNTs is greatly  enhanced due to the large DOS at the 
van  Hove singularities.  If both states in  the resonance are real,  this is called 
a  double-resonance process.  This resonance enhancement  is understood by 
quantum  perturbation  theory,  where the energy  difference denominator  for 
the scattering amplitude becomes zero.
A  characteristic  feature of the Raman spectra of SWCNTs is the radial 
breathing mode (RBM),  where all atoms vibrate in  phase in  the radial 






Figure 1.6 A  schematic of the density of  states (filled in  gray, empty in  white) 
for  a) a metallic (M) SWCNT, where E11M denotes the first optical excitation for a 
metallic nanotube, EF the Fermi level, and c1 and v1 the first vHs in  the 
conduction  and valence bands, respectively; b) for a  semiconducting (S) 
SWCNT, where the first optical transition E11S is across the band gap.
tube diameter,  and due to the resonance effect, only  appears strong  in  the 
spectra  when the laser  energy  is in  resonance. This is a first order  process, 
as is the G  mode (around 1600 cm-1), where two atoms in  the unit cell are 
vibrating tangentially  one against  the other  (Figure 1.7).  The G  mode in 
nanotubes contains multiple peaks because of the  symmetry  breaking  of the 
tangential  vibration in the cylindrical geometry  and the quantum 
confinement  of the phonon wave vector  along  the nanotube circumference. 
The lower  energy  peak (G-)  of metallic nanotubes exhibits a  broadening  of 
the Breit–Wigner–Fano lineshape,  accounting  for  a coupling of the 
circumferential phonon with a continuum of conducting electrons [20].
In  a  second-order  Raman  processes,  two phonons with  the same or 
different frequencies are emitted, or  there  is one phonon  scattering  and one 
elastic  scattering  caused by  the presence of a  defect  in  the lattice.  The two 
regions of Raman  spectra  related to second-order processes are the D mode 
(around 1200 cm-1), arising from  the elastic scattering  off a  defect,  and the 
G’ (alternatively  called 2D, around 2600  cm-1) mode, which  is a  two-
phonon  process requiring no defect  to be activated. Both  are doubly 
resonant.  The D band intensity  is related to the amount of disorder  in  the 
sample [21].  Thus the intensity  ratio of the D to the G  band has been widely 
used [22-25] as a rough  measure of the quality  of the produced nanotubes, 






Figure 1.7 Identical  resonance Raman spectra  for two different individual 
(7,5) SWCNTs. The RBM, D, G and G’ peaks are indicated, along with  atomic 
displacements associated with  the RBM and G-band normal-mode vibrations. 
Adapted with permission  from [28], Copyright © 2003, American Association 




Synthesis of novel materials is a  staple of materials science research,  and 
arguably  even  more so in  the case of nanomaterials.  Carbon  nanotube 
synthesis has long  been  an intensive research  topic, rendered slightly  less so 
only lately due to increasing mastery over mass production techniques. 
Synthesis of carbon  nanotubes was originally  achieved with  so-called 
physical  methods, referring  to the mechanism  used for  obtaining  free 
atomic carbon  for  the self-assembly  of the graphitic network.  In  physical 
methods, atomic carbon  is liberated by  introducing  large amounts of energy 
into a solid target,  typically  graphite. This can  be achieved by  either  an 
electric arc (dubbed arc discharge [1, 29]) or  by  a  high-power  laser  (dubbed 
laser  ablation [30]).  Multiwalled carbon  nanotubes can be obtained without 
catalyst,  while for  making  single-walled,  the presence of metallic  catalyst 
(typically Fe, Co, Ni, Y or Mo) in the target is required.
Most  synthesis methods in  widespread use rely  on  catalytic  chemical 
reactions for  the decomposition  of carbon-containing precursors, and thus 
fall within  the category  of chemical vapor  deposition  (CVD). This is much 
more amenable to scale-up [31], and indeed almost  all commercial 
production of CNTs today  relies on some form  of CVD. Furthermore, since 
the temperature required for  the catalytic reaction  is lower than  in  the 
physical  methods,  better  control over  the growth  process is possible. 
MWCNTs produced by  CVD are typically  of lower  structural  quality  than 
those produced by  physical  methods, but this does not  seem  to be the case 
for SWCNTs, where high structural perfection can be achieved [32].
Most  CVD methods use hydrocarbons as the carbon source for  CNT 
synthesis.  Hydrocarbons, for  example methane, acetylene, or  octane,  with n 
carbon and m hydrogen atoms, decompose with the overall reaction
 
C nHm! nC +
m
2 H2 .                                         (1.3)
Hydrogen  is also used as an  additional process gas, often  to reduce the 
catalysts.  Hydrocarbons decompose easily  on  many  surfaces heated to 
temperatures of 600–700  °C  that  are typically  required for  nanotube 
growth. This self-decomposition  may  lead to the formation  of graphitic 
deposits or  amorphous carbon on  the nanotubes [33], which needs to be 
removed in subsequent processing steps.
By  contrast,  carbon monoxide (CO)  is an  alternative source of carbon  for 
nanotube synthesis [33-35].  Carbon  monoxide disproportionates by  the 
Boudouard reaction
 CO + CO! C + CO2 .                                       (1.4) 
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CO disproportionation has a  suitable temperature range for  SWCNT 
production,  it  requires catalyst  material  for  the reaction  to occur  so 
precursor  self-decomposition  is not  an issue, and the reaction  rates are 
small enough  so that  the number of walls that  can  grow  is small.  As can  be 
seen from  the balance of the reaction, the addition  of CO2 can  be used to 
control the reaction.
Important  in  the context  of this thesis,  Nasibulin  and coworkers have 
shown that  CO2 and H2O play  important  roles in  the synthesis of SWCNTs 
with  CO [36] in  a floating catalyst  environment. At  the high  temperatures 
required for  CO disproportionation, CO2 and H2O can  serve to etch 
amorphous carbon  precipitated on  the surface of the CNTs and catalyst 
particles,  resulting  in  CNT  ‘cleaning’ and increasing the lifetime of the 
catalysts.  Cleaning  occurs because amorphous carbon  deposits are less 
strongly  bound than  carbon  atoms in  the nanotube sp2 network,  so the 
reverse reactions will predominantly etch these away.
If carbon  precursor  decomposition  and the growth of CNTs occur  on 
catalyst particles embedded in  a  surface,  the process is called surface 
supported or  substrate CVD [34].  The best  catalysts are transition metals 
(Fe, Ni, Co,  but  also bimetallic compounds such as CoMo),  although 
recently  synthesis has been  reported possible also on  noble metals [37] or 
even  SiO2 [38, 39].  The process can  take place  either  in  high  pressure, 
atmospheric pressure, or  in a  partial vacuum. The chemical  reaction  rates 
of the precursors can  be enhanced by  the use of plasma,  enabling 
deposition  at lower  temperatures. In  aerosol–assisted CVD, precursors are 
transported into a  heated furnace by  means of a  liquid/gas aerosol, and 
growth  happens on  catalyst particles deposited on  a  substrate,  or  carried 
into the reactor  walls.  If the whole process takes place in  the gas phase, this 
is called floating catalyst (or aerosol-unsupported) CVD [40].
Despite the many  successes of CVD in  CNT production, many  open 
questions and challenges remain,  particularly  in  controlling the chirality  of 
as-grown  CNTs.  For  nitrogen-doped SWCNTs, reliable synthesis remains 
an issue to this day.
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Figure 2.9: Visualization of possible carbon nanotube growth mechanisms [18].
It has been proposed that the formation of an amorphous carbon coating is
the likely cause of the inactivation of the catalyst particles at high tempera-
tures [38]. However, given the complex interplay of catalyst activation, nucle-
ation, growth, and termination, the reasons why the most active catalysts re-
main active at higher temperatures, but the ones with apparently lower activity
cease to be active under the same conditions are unclear [39]. Catalyst poison-
ing or inactivation due to the formation carbides or cementite [40] (in the case of
iron catalyst) can also be the reason for the inactivation both with hydrocarbons
or carbon monoxide.
26
Figure 1.8 Visualization of  possible MWCNT growth  mechanisms. 
Reproduced with permission from [41].
1.1.4. Growth mechanism
In  supported CVD, ther  is a  broad conse us on  the growth  mechanism  of 
MWCNTs. First, the catalyst  particles are formed (and often reduced), and 
the process temperature raised to the desired level.  To initiate the growth  of 
nanotubes,  two gases are fed into the reactor: a  process gas (such  as 
nitrogen, hydrogen,  ammonia,  etc.) and a  carbon-containing  gas (such  as 
acetylene, methane,  carbon  monoxide,  ethanol, etc.) Nanotubes grow  at  the 
sites of the metal catalyst;  the  carbon-containing  gas is broken apart  at  the 
surface of the catalyst  particle, and carbon is transported to the edges of the 
particle where it  starts forming  the tube.  For supported metals,  filaments 
can  form  either  by  ‘extrusion’ (base growth),  in  which the nanotube grows 
upwards from  the metal particles that remain  attached to the substrate, or 
the particles can  detach  and move at the head of the growing  nanotube, 
which  is called ‘tip-growth’. See Figure 1.8  for  a visualization  of the two 
mechanisms. The mechanism  at any  particular  synthesis conditions 
depends on the adhesion between the catalyst particle and the substrate.
For  SWCNT growth,  the vapor–liquid–solid model [42] has been  the 
most popular mechanism  proposed (Figure 1.9). In  this model,  carbon 
atoms liberated from  the precursor  molecules by  reactions catalyzed by  the 
metal  particle dissolve into the particle  itself.  This results in  a 
supersaturation  of the metal particle with  carbon  due to the continuous 
reactions.  The excess carbon then precipitates onto the surface of the 
particle,  initiating  the formation  of an  sp2 carbon  cap nucleus on  the metal 
surface.  If the temperature is sufficiently  – but not excessively  – high, the 
cap can  lift  off the surface and form  the beginning  of a  SWCNT. It  then 
grows by  continuous addition of carbon  atoms at  the open  edge attached to 
the metal nanoparticle. 
Introduction
10
into the cluster and the carbon concentration continues to
increase until the cluster is highly supersaturated in carbon.
d. As the dissolved carbon concentration increases during the
second stage, an increasing number of carbon atoms precipitate
on the cluster surface and form carbon strings and polygons.
The dissolved carbon concentration begins to decrease as these
strings and polygons nucleate graphitic islands.
e. Some islands dissolve back into the cluster and others grow
into larger islands. The dissolved carbon concentration continues
to decrease until a supersaturated level is reached, at which stage
large graphitic islands have formed.
f. At low temperatures the islands do not lift off the cluster
surface and the FeC cluster is encapsulated in a graphene sheet.
g. At intermediate temperatures a number of scenarios are
possible: (i) If a single large island is present, it lifts off the
cluster surface (when its size is about 0.6-0.7 nm) to form a
graphite cap. The diameter of the cap increases until it equals
the diameter of the cluster. (ii) If two islands are present, then
either the larger one lifts off the cluster to form a cap and the
smaller one dissolves back into the FeC cluster or, if two or
more islands lift off the surface and form caps, then their
diameters increase until they coalescence into a single large cap.
h. When the diameter of the cap is similar to that of the
cluster, the precipitating carbon atoms join to the open end of
the SWNT and increase the SWNT length.
i. High temperatures lead to an increased number of defects
and a 3D soot-like structure is formed.
The simulations also reveal other details of the growth
mechanism. For example, it is seen that the growing SWNT
maintains an open end on the FeC particle due to the strong
bonding between the SWNT end atoms and the particle.
Similarly, the SWNT-particle enthalpy is minimized when the
SWNT and FeC cluster have similar diameters, and this leads
to the growth of SWNTs that have diameters similar to those
of the metal clusters, as seen experimentally.
Figure 8. Effect of C insertion rate on the growth process. Inserting one C atom every 2 ps leads to encapsulation of the particle (a) whereas
decreasing the insertion rate leads to SWNTs with fewer defects (from b to d). The color coding is the same as that in Figure 2 and the temperature
is 800 K.
Figure 9. Nucleation of a SWNT from an Fe150 cluster. The diameter of the graphitic cap increases during the growth process until it equals the
diameter of the cluster. The temperature is 1100 K and the color coding is the same as in Figure 2.
Figure 10. Detailed vapor-liquid-solid model of SWNT growth at different temperatures.
17376 J. Phys. Chem. B, Vol. 108, No. 45, 2004 Ding et al.
Figure 1.9 Vapor–liquid–solid model of SWCNT growth at different 
empera ures. Reproduced with permission from [43], Copyright © 2004, 
American Chemical Society.
The VLS mechanism  assumes that  carbon  diffus s through  a  liquid metal 
particle,  driven by  either  a  temperature or  a  concentration  gradient.  For 
very  small  ca alyst  particles,  even  though  no temperature gradient  likely 
exists [44], a  carbon  concentration  gradie t could provide a  sufficient 
driving force for  diffusion.  Depending on  temperature,  there can  be too 
slow  or too fast  carbo  diffusion,  neither  of which  will lead to CNT 
production.  However, the validity  of the VLS m del  has been  rec ntly  called 
into question  by  Raty  et al.  [45]. By  modeling CVD growth  of SWCNTs on 
Fe nanoparticles using  ab initio  molecular  dynamics,  they  found that 
carbon  atoms do not  dissolve into a  1  nm  Fe particle,  but instead diffuse 
only  on  the surface (Figure 1.10).  In  this mechanism  as well,  the carbon 
atoms form  an  sp2 network and a  nanotube cap. This viewpoint  is also 
supported by  recent  SWCNT  production from  noble metals including Au 
and Ag [37], which  is difficult  to explain  in  terms of classic VLS theory, 
since these metals have very  limited ability  to dissolve C. Thus the growth 
mechanism of even normal, undoped SWCNTs remains controversial.
                
much longer simulations would be needed to clearly ex-
clude the occurrence of a Fe-C mixture prior to growth, our
results show that the presence of a solid Fe-C solution and
hence supersaturation-segregation processes are not
needed for the growth process on small metal nanopar-
ticles, and most likely they do not occur [21].
In order to substantiate these findings, we have analyzed
the miscibility of C and Fe at the nanoscale by carrying out
a series of total energy calculations at zero T. We have
compared the relative stability of a Fe43 nanoparticle (fcc)
with 1 C atom at the surface, and that with 1 C in the core.
Total energy differences after relaxation unambiguously
show that it is much more favorable for a C atom to sit at
the surface than in the core [22]. This implies that,
although it is possible to alloy up to 4 C atoms for every
55 Fe atoms in the auste ite (fcc) phase of bulk Fe, the
energeti of the Fe-C system is different at the nanoscale,
where the surface to volume ratio is very large. These
e rgy differences are expected to depend on the size of
the catalyst, with the smaller nanoparticles being the least
likely to incorporate any C during growth.
To rationalize the role of the catalyst in the growth
process, we carried additional simulations on a 1 nm Au
nanoparticle [Fig. 1(a)]. Although experimentally, gold is
known not to b a good cat lyst, we carried out simulations
to verify that, indeed, we obtain agreement with experi-
ment and our calc lations are not affected by con traints
such as H passivation or high deposition rates. On Au, once
C dimers or chains are formed, they readily leave the
catalyst surface as their interaction with the nanoparticle
is not strong enough to allow for graphenelike fragments to
form and bind. Therefore growth cannot occur. We also
carried out a series of simulations starting from a pre-
formed C monolayer [Fig. 1(b)]. We found that a cap forms
by sp2 hybridization but then detaches from the gold
surface after several vibrations (simula ion time of about
2 ps).
The influence of the catalyst on the tube growth can be
further analyzed by considering small model systems. We
performed several computer experiments using 13 atom
metallic clusters (fcc structure, either Fe or Au) interacting
with carbonaceous fragments (C13H9 and C10H8) and with
single C atoms. We relaxed the atomic structure of the
clusters, passivated their surface in the same fashion as for
the 1 nm particles used in the dynamical simulations, and
computed binding energies between the C fragments and
the cluster. These model computations also allowed us to
explicitly include spin polarization effects in our calcula-
tions and to test the sensitivity of our results to the chosen
plane-wave basis cutoff !Ecut"2 [23]. The trends for binding
energies described below are robust with respect to both
tests (spin and Ecut).
We find that the binding energy of a single atom to the
metal cluster is much larger for Fe than for Au (7.41 vs
2.91 V) and the binding energy of graphenelike frag-
ments is very small for Au (less than 0:01 eV=carbon)
while it increases more than an order of magnitude in the
case of Fe (0:05 eV=C for C13H9, 0:04 eV=C for C10H8).
T ese results suggest that SWCNT growth may occur in
the case of iron, where the covalent bond between a single
C and a catalyst surface atom is the strongest and the
adhesion of an sp2 bonded C on the catalyst surface is
non-n gligible, compared to the growth T. On gold, how-
ever, the graphene adhesion energy is negligible (compared
to KT at 1200 K) while covalent bonding is significantly
smal er than f r carbide formers such as Fe. As a conse-
quence, C atoms are not bound to the metal particle for a
time long enough to allow for defect annealing and tube
formation.
In summary, we have presented ab initio MD simula-
tions f the early stages of SWCNT growth on small iron
nanoparticles. We have shown that, after the formation of a
curved sp2 bonded carbon sheet (the cap) by fast diffusion
of single C atoms on the curved metal surface, growth
occurs from the root. We did not observe any penetration
of carbon atoms into the catalyst, and thus no
supersaturation-segregation phenomenon was necessary
for growth to occur, consistently with total energy calcu-
lation on the miscibility of C and Fe at the nanoscale. Root
growth was observed on Fe but not on Au, consistent with
the experiment and with binding energy calculations for
small carbon fragments. Our results, combined with sev-
eral experimental observations and previous calculations
[5], point at the difference between growth processes oc-
curring on nanocatalysts and on bulk surfaces, and they
highlight the fact that details of the growth process depend
on the nanocatalysts size.
We thank Professor Hongjie Dai for fruitful discussions,
and J. Y. R. thanks the FNRS and the Region Wallonne
(NOMADE Contract No. 115052) for their support. This
work was performed under the auspices of the U.S.
Department of Energy at the University of California–
Lawrence Livermore National Laboratory under Contract
No. W-7405-Eng-48.
FIG. 3 (color online). Schematic representation of the basic
steps of SWCNT growth on a Fe catalyst, as observed in ab initio
simulations. (a) Diffusion of single C atoms (red spheres) on the
surface of the catalyst. (b) Formation of an sp2 graphene sheet
floating on the catalyst surface with edge atoms covalently
bonded to the metal. (c) Root incorporation of diffusing single
C atoms (or dimers).
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Figure 1.10 Schematic representation of  the basic steps of SWCNT growth on 
a Fe catalyst. a) Diffusion of  single C atoms (red spheres) on  the surface of the 
catalyst. b) Formation  of an sp2 graphene sheet floating on  the catalyst surface 
with  edge toms covalently bonded to the metal. c) Ro t incorporation  of 
diffusing single C atoms (or  dimers). Reproduced with permission from  [45]. 




To harness the full potential of carbon nanotubes for  applications, the 
electronic  properties of an  ensemble of CNTs must  be controlled. Much 
effort  has been  directed to affect  the chirality  of produced nanotubes during 
synthesis,  to some extent successfully  [46-52]. Another  possible way  to 
control  the electronic  properties of nanotubes is by  substitutional doping 
with  foreign chemical  elements. The two practical  candidates are the 
nearest  neighbors to carbon  in  the periodic  table, boron  and nitrogen. 
Nitrogen  in particular  has attracted much  attention  [53-58] due to its 
suitable atomic  size and additional  electron  compared to carbon. Along 
with  nitrogen-doped carbon  nanotubes (N-CNTs),  N-doped graphene (e.g. 
[59, 60]) and graphene nanoribbons [61] have also been recently studied.
The electrical doping  of semiconducting SWCNTs by  charge transfer  from 
the nitrogen  dopant  atoms mentioned above is one of the most commonly 
envisioned motivations for doping  CNTs with  nitrogen.  For  this,  it  would be 
vital that  the charge transfer  is of a  uniform  electrical  nature,  e.g.  n-type, 
and sufficiently  large for  a  significant effect  to be achieved.  Another 
significant motivation  is the introduction  of reactive sites on  the otherwise 
inert  walls of CNTs.  This is expected for example to enhance their  bonding 
in  composites,  and to enhance their  reactivity  with  adsorbed molecules for 
e.g. sensor applications. Additional details can be found in [62, 63].
Substitutional  doping  is distinct from  other  methods of donating  charge 
to the nanotubes,  such  as from  adsorbed species (chemical doping) or 
electrochemical charging. Doping during synthesis is also distinct  from 
post-synthesis techniques for  introducing  heteroatoms into the lattice such 
as thermochemical substitution  reactions [64, 65] (see also [56])  and ion 
implantation [66, 67].
1.2.1. Local configuration of nitrogen dopants
Since nitrogen  has one extra electron  compared to carbon,  introducing 
nitrogen  heteroatoms into the nanotube lattice  could be expected to 
contribute to n-type doping of the host.  Indeed, many  theoretical works 
have shown  that  a  direct  substitution  of a carbon atom  by  nitrogen, the so-
called graphitic substitution  (also called quaternary  nitrogen, Figure 1.11a), 
will result in  localized states above the Fermi level [55,  68, 69] (Figure 1.12), 
with  practically  no geometric  changes in  the lattice [58,  69]. This is because 
the N atom  uses three electrons in  " bonds and one in #, like carbon, but 
the remaining fifth  valence electron is forced to occupy  the #* donor  state. 
Substitutions on  neighboring  carbon  atoms are highly  unfavorable [70,  71], 
although  next  nearest neighbors are a  possibility  [71,  72], and have even 
been recently proposed to explain STM measurements of N-graphene [73].
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the chemistry than by the specific geometry of the tubes.
Thus the heteroatoms inserted in the C-SWNT structure
must be present up to certain doping levels and their
bonding environments must be controlled.
We first analyze the case of nitrogen as a dopant. It
has one electron extra compared to C and, from an elec-
tronic point of view, it is natural to expect an excess of
donors in the N-rich areas of CNTs !see Fig. 5"a#$. If N
substitutes for C directly, an n-type semiconductor with
sharp localized states above the Fermi level is generated.
Because of its size, N can also generate a defect in the
tube structure, keeping the heteroatoms on the walls but
requiring a rearrangement of the neighboring C atoms.
In this case, it is not immediately obvious that n-type
behavior will result, as in the case of N direct substitu-
tion. A second configuration involving different wall re-
arrangements might occur. The electronic behavior then
depends on the new geometry generated, and this new
wall structure could be such that p-type doping is also
feasible. The most probable configurations for N substi-
tuted in the wall of a C-SWNT are the direct replace-
ment of a carbon atom !see Fig. 5"a#$ and a pyridinic
type !see Fig. 5"b#$. This will be discussed in more detail
in Sec. VII, devoted to electronic structure and trans-
port.
Unlike N, B is expected primarily to substitute di-
rectly for C atoms with a triple-coordinated bond. Nev-
ertheless, the formation of nanodomains of B along the
tubular structure cannot be discounted, again inducing
changes in the electronic structure of the nanotube "Car-
roll et al., 1998; Quandt et al., 2008#. Low concentrations
of B atoms should lead to the formation of an acceptor
state in the band gap at low energy above the valence
edge. Calculations from Yi and Bernholc "1993# found
an acceptor state located at 0.16 eV above the Fermi
energy for an "8,0# nanotube, where the B:C ratio em-
ployed was 1:80. Further studies by Wirtz and Rubio
"2003# discussed the evolution of this acceptorlike level
with the degree of B doping, pointing out that low and
high doping entail critical differences in the physical
properties. In the case of undoped C-SWNTs, the den-
sity of states "DOS# is symmetric around the band gap
for the first and second van Hove singularities "vHss#.
However, with the introduction of B, asymmetries arise
around the band gap owing to the mixing of the p and s
orbitals. Thus this doping induces a lowering of the
Fermi level into the valence band of the undoped tube.
Now it is worth considering the concept of the rigid
band model and its validity in doped C-SWNTs. This is
particularly important when analyzing the properties of
doped nanotubes, since doping amounts on the order of
parts per million allow consideration of a rigid band
model, which assumes that the electronic DOS of a
structure can be inferred from that of the host. In other
words, for nanotube systems with low doping, any band
structure modification can be considered negligible and
the band structure of the doped system can be obtained
by shifting the Fermi level in the band structure of the
pristine system toward the valence or conduction band.
The applicability of a rigid band model has been proven
for nanotubes by field-effect doping "p-n type# and inter-
calation with alkali metals even to very high doping lev-
els "10%# n type, and for p-type doing for Br2, I2, and
FeCl3 doping "Lee et al., 1997; Kataura et al., 2000; Su-
zuki et al., 2003; Liu et al., 2004#. For low doping levels
of substitutional heteroatoms in CNTs, the rigid band
model is most likely to be valid since these structures are
similar to doped Si with only a small number of dopant-
related defect centers. However, at higher doping, when
heteronanotubes are formed, the story gets more com-
plicated, and modifications in the DOSs of these substi-
tutional dopants have to be taken into account. This
means that a simple rigid band shift model is no longer
applicable because novel heteronoanotubes are created.
B. Novel heteronanotubes of B, C, and N
In semiconductor physics, doping levels are on the or-
der of parts per million. However, when greater hetero-
atom incorporation occurs, the concept of a CNx or a
CBy heteronanotube must be taken into account care-
fully as two possible situations must be considered: high
doping and formation of novel heteronanotubes.
As starting point we defined a heteronanotube of B,
C, and N as a one-dimensional tubular structure with
essentially similar overall morphology to that of a
C-SWNT: a tubule with a honeycomblike wall structure.
This wall structure, namely, a rolled graphene layer in
the case of a C-SWNT, is in principle a stable planar
layer of carbon atoms arranged in a hexagonal distribu-
tion. Just as a carbon nanotube can be pictured as a
(b)(a) (c)
FIG. 5. "Color online# N "represented by circles# can be incorporated in the walls of the nanotube in different ways. The most
probable configurations for N in the graphitic wall of a C-SWNT are "a# direct substitution or "b# pyridinelike bond. "c# The
stability of a nanotube with both type of incorporation is still a matter of discussion.
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Figure 1.11  Possible configurations for N  are (a) direct substitution o  (b) a 
triple N  pyridinic site in the (c) SWCNT wall. Reprinted with permission  from 
[56], copyright 2010 by The American Physical Society.
Since the atomic size of nitrogen  is slightly  smaller  (atomic radius 71  pm 
[74]) than carbon  (76  pm), N can  also create a  defect  in  the lattice. The 
most accepted such con igur tion  is the so-cal ed triple N pyridinic–
vacancy  (3NV) configuration, where 3  N atoms form  sp2 bonds to two 
ca bon  atoms each  around a  single carbon vacancy  [75, 76]  (Figure 1.11b). 
This is energetically  favorable since it  presents no dangling  bonds.  This type 
of site is not  necessarily  n-type, but it can  also be p-type [68,  75] depending 
on  the geo etry,  due to the missing  pz orbit l of the vac ncy. Theref r  the 
actual effect  nitrogen  doping has the electronic  structure of SWCNTs 
depends on  the r lative amounts of the different dopant  c nfiguratio s in 
the nanotube walls [77].  It  should be noted no compelling  local 
measurements have identified this configuration  in  nitrogen-doped single-
w lled carbon nanotubes (N-SWCNTs) [56].
On the contrary,  scanning  tunneling  microscopy  (STM) measurements 
have shown  extended perturbations of the SWCNT  electronic structure 
[78], which do not seem  to correspond to either  a  substitution  or  a 3NV 
pyridinic  configuration [68].  To complicate matters further,  at  least  in  small 
diam ter  nanotub s,  formation  energy  of a  four  N pyridinic–divacancy 
(4ND) configuration  was calculated to have the lowest formation  energy 
[71].  However, partl  m tivated by  kinetic considerati ns (the feasibility  of 
introducing 3,  let  alone 4  N atoms at  the sa e time to the growing  edge of a 
nanotube), unsaturated pyridinic  sites (one or  two N atoms around a  single 
vacancy) have also been propos d [70, 79]. Pyrrolic  ni rogen  (nitrog n  in  a 
5-membered carbon  ring)  has been  suggested to be responsible for  the 
characteristic  bamboo-shape of nitrog n-doped multiwalled carbon 
nanotubes (N-MWCNTs)  [80],  and is believed to be present in N-graphene 
(e.g. [81]). It is not clear if it has a role in N-SWCNTs. 
What  es seems clear, however, is that even though  X-ray  photoelectron 
spectroscopy  demonstrates the presence of several  nitrogen  binding 
energies (e.g.  [82,  83]), further  studies with  locally  resolved techniques 
such  as STM/STS or  state-of-the-art  atomic resolution  electron  microscopy 
[84] are needed for  conclusive identifications to be made of the nitrogen 
dopant configurations in SWCNTs.
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Figure 1.12 DOS (black line total, red on  N  atom) of pristine, N-substituted, 
and pyridinic-doped a) metallic (10,10) and b) semiconducting (17,0) SWCNT. 
Adapted from [68], Copyright © 2010, American Chemical Society.
1.2.2. Modification of nanotube properties
In  normal pristine SWCNTs,  conduction  occurs via  the delocalized #–
electron  system.  At room  temperature, both metallic and semiconducting 
SWCNTs are ballistic  conductors along  the tube axis.  As stated above, 
nitrogen  heteroatoms can  cause either  n- or  p-type doping of the electronic 
structure of SWCNTs,  depending  on  the bonding  configuration  of nitrogen 
in  the wall. However, even  if predominantly  one type of doping  was 
achieved and the Fermi level significantly  shifted,  a  decrease in 
conductance could still result from  increased electron  backscattering  from 
the dopant  states.  This applies even  if the sites are substitutional  [55], but 
especially  if they  are pyridinic, since those likely  have a  permanent  electric 
dipole moment [77].
A  single site only  induces a  dip in  the conductance at  the resonant energy 
(Figure 1.13a).  For  a  realistic  random  distribution  of such  sites,  the effect on 
transport  is severe (Figure 1.13b).  Latil  and coworkers have theoretically 
shown that the mean free path  decreases linearly  with  substitutional dopant 
concentration  at low  (<0.5%) doping  levels [85].  Only  few  studies have 
tried to experimentally  address the issue of the conductivity  of N-SWCNTs 
[77,  86, 87],  but  the results thus far are neither  conclusive nor 
comprehensive,  and clearly  more work  is needed on  a  single tube transport 
level.
As for  the optical properties of N-SWCNTs,  little is known due to a  lack of 
samples until  recently  [56].  Gerber  et al.  [72] predicted theoretically  that 
nitrogen  substitution at a  1.6% level (1  N in a  64  atom  unit cell) would 
increase the E11 transition  energy  by  0.05  eV, while  decreasing  the E22 
energy  by  0.09  eV. They  also found that  doping would induce a downshift 
of the Raman  RBM frequency  in  the order  5  cm-1 at  a  3.1% doping  level. 
However,  we note that  the nanotube they  considered had a  very  small 
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diameter  (<0.7  nm),  and both  these  effects would be much  weaker  – and 
experimentally  very  likely  undetectable – in  real larger-diameter  tubes, 
particularly  in  a  bulk measurement.  Indeed, e.g.  Villalpando-Paez et al.  [86] 
have noted no changes in the RBM frequencies in their samples.
On the other  hand,  it  has been  consistently  observed [88-90] that  there is 
an  increase in  the Raman  D to G intensity  ratio, attributed to increased 
disorder in  the walls caused by  the nitrogen  dopants. At the same time,  a 
decrease in  the diameters of the produced N-SWCNTs with  increasing  N 
precursor  amount  has been  seen, though  the mechanism  for this finding is 
unclear. A  softening  (downshift) of the G band phonon has been  reported 
for  N-MWCNTs [91,  92], but  not for  N-SWCNTs [82,  88-90,  93]. 
Interestingly, it  has been  proposed [94] that  the G’ (2D) band would be 
sensitive to charged dopants,  leading  to a  hardening  of the K point  phonon 
and a  change in  the G’ lineshape and position, though  further work is 
needed to corroborate this effect.
Nitrogen  doping  has a  detrimental  effect  on  the mechanical  strength  of 
CNTs [95]  since C–N bonds are weaker  than  C–C  bonds.  N-CNTs also 
oxidize at  lower  temperatures [96]. Furthermore,  N-SWCNTs are less stable 
under the electron  beam  in  TEM [97],  likely  due to lower  knock-on 
thresholds for  certain atoms at  the dopant sites. Early  theoretical studies 
attributed the damage mechanism  to the displacement of the nitrogen 
atoms [98],  but  later  developments have proven  the tight-binding 
methodology  used there to be insufficient  for  describing  the mechanism 
correctly  in  BN [99],  and most  likely  in  N-SWCNTs as well. Further  studies 
on the topic are needed to address this issue.
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FIG. 1. Effects of the boron substitutional impurity on con-
ductance in the !10, 10" carbon nanotube. The conductance as
a function of the incident energy E shows two dips. The lo-
cal density of states (LDOS) and the scattering phase shifts of
the two eigenchannels show peaks (indicated by arrows) and
rapid changes, respectively, associated with the dips in the con-
ductance. The charge density contour plot shows the electronic
state at 20.70 eV incident from the left and totally reflected by
the quasibound state at the energy. The horizontal axis is along
the tube axis and the vertical axis is along the circumference.
separately from the peak originating from the van Hove
singularity of the lower subbands. The spatial extent of the
quasibound state at the upper energy peak is approximately
10 Å (right panel of Fig. 1) and that at the lower-energy
peak is roughly 200 Å (not shown). While a perfect tube
has mirror planes perpendicular to the tube axis as well as
parallel to it, the substitution of a boron atom preserves
only one mirror plane containing the boron atom and per-
pendicular to the tube axis. The two quasibound states
are parity eigenstates with respect to this mirror plane; the
lower one (narrower peak) has odd parity and the upper
one (broader peak) has even parity. A propagating state
along the tube may be expressed as a sum of 50% of an
even state and 50% of an odd state converging onto the im-
purity. The even component may be scattered (i.e., phase
shifted) by the quasibound state of even parity only and the
odd component by that of odd parity only. We calculate
the phase shift for each parity component for a particular




Im logDet!S" , (1)
where S is the scattering matrix [13]. For the eigenchannel
that is reflected by the lower quasibound state (channel 1),
the phase of the odd parity component changes rapidly as
the energy sweeps past the lower quasibound state level,
and its value passes through p#2 at the peak of the quasi-
bound state as in Fig. 1. The phase of the even component
of this channel is unchanged and not shown. Total reflec-
tion occurs by a destructive interference between the even
and the odd component. A similar change occurs to the
phase of the even parity component of the other eigen-
channel (channel 2) that is reflected by the upper quasi-
bound state. The total phase shift across a quasibound
state is p in each case in agreement with the Friedel sum
rule [13,14]. Figure 1 shows the charge density for the to-
tally reflected state at 20.7 eV. Note that the total charge
density does not look symmetric with respect to the ir-
ror plane because t e incoming electronic wave function
from the left has been added to the mirror symmetric quasi-
bound state.
A nitrogen substitutional impurity has similar effects on
conductance, but with its energy structures opposite to the
boron case. Figure 2 shows two conductance dips above
the Fermi level. The LDOS near the nitrogen impurity
shows two peaks corresponding to quasibound states. The
upper peak is not well separated from that originating from
the van Hove singularity of the upper subbands. The spa-
tial extent of the wave functions is &10 Å at the lower
energy peak and $50 Å at the upper energy peak (not
shown). The lower quasibound state has even parity with
respect to the mirror plane and the upper one has odd par-
ity. The phase of the scattering matrix changes rapidly as
the energy sweeps past a bound state level as in boron.
The quasibound s ates in the metallic nanotube with
boron or nitrogen impurities have a similar physical origin
to that of acceptor or donor levels in typical semiconduc-
tors or semiconducting nanotubes [15]. The quasibound
levels associated with boron are close to the first lower
subband (and deriv d mainly from it) analogous to the ac-
cept r level in semiconductors except that they are in reso-
nance with the continuum of conducting states. Among
the two quasibound states, the one with the larger binding
FIG. 2. Effects of the nitrogen substitutional impurity on con-
ductance in the !10, 10" carbon nanotube. The conductance, the
LDOS, and the scattering phase shifts of the two eigenchannels
are plotted as in Fig. 1. The contour plot shows the totally re-
flected state at 0.53 eV.
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FIG. 1. Effects of the boron substitutional impurity on con-
ductance in the !10, 10" carbon nanotube. The conductance as
a function of the incident energy E shows two dips. The lo-
cal density of states (LDOS) and the scattering phase shifts of
the two eigenchannels show peaks (indicated by arrows) and
rapid changes, respectively, associated with the dips in the con-
ductance. The charge density contour plot shows the electronic
state at 20.70 eV incident from the left and totally reflected by
the quasibound state at the energy. The horizontal axis is along
the tube axis and the vertical axis is along the circumference.
eparately from the peak riginating from the van Hove
singularity of the lower subbands. The spatial extent of the
quasibound state at the upper energy peak is approximately
10 Å (right panel of Fig. 1) and that at the lower-energy
p ak is roughly 200 Å (not shown). While a perfect tub
has mir or planes perpendicular to t tube xis as well as
parallel to it, the substitution of a boron atom preserves
only one mirror plane containi g e boron at m and per-
ndicular to the tube axis. The two quasibound states
are parity eige stat s with respect to this mirror plan ; the
lower one (narrower peak) has odd parity and the upp r
e (broade peak) has even pari y. A propagating state
along the tube may e pressed as a sum of 50% of an
ev n state and 50% of an odd state converging onto the im-
purity. The even com onent may be scattered (i.e., phase
shifted) by the quasibound state of even pa ity only and th
odd component by that of odd parity only. We calculate
th phas shift for each parity compon nt for a particular
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where S is the scattering matrix [13]. For the eigenchannel
that is reflected by the lower quasibound state (channel 1),
the phase of the odd parity component changes rapidly as
the energy sweeps past the lower quasibound state level,
and its value passes through p#2 at the peak of the quasi-
bound stat as in Fig. 1. The ph e f the even omponent
of this channel is unchanged and not show . Tot l reflec-
ion occurs by a destructiv interference between the n
and the odd component. A similar change occurs to the
phase of the even parity component of the other eigen-
channel (channel 2) that is reflected by the upper quasi-
bound state. The total phase shift across a quasibound
state is p in each case in agreement with the Friedel sum
rule [13,14]. Figure 1 shows the charge density fo the to
tally r fle ted state at 20.7 eV. Note tha the total charge
d nsity do s not look symmetric with e pect to the mir-
ror plane because the incoming lectronic wave function
from the left has be n added to the mirror symmetric quasi
bound state.
A nitrog n substitutional impurity as imilar effects on
c nductanc , b t with ts nergy tructures opposite to the
b ron cas . Figure 2 shows two conductance dips above
the Fermi level. The LDOS near the nitrogen impurity
shows wo peaks corresponding to quasibound states. The
upper peak is no ell separated from that originating from
the van H ve singularity of the upper subbands. The spa-
ial extent of the wave functions is &10 Å at the lower
energy peak nd $50 Å at the upper energy peak (not
shown). The lower quasiboun state has even parity with
respect to th mirror plane and the upper one has odd par
ity. Th phase of the scattering matrix changes rapidly as
the ener y sweeps past a bound state lev l as in b ron.
The quasib und states in the metallic nanotube
boron or nitrogen im urities have a similar physical origin
to that of acc ptor or donor levels in typical semiconduc-
ors or semiconducting nanotubes [15]. The quasibound
levels assoc ated with boron ar close to the first lower
subband (and d rived mainly from it) an logou to the ac-
ceptor level in semiconductors except hat they are in reso
nance with the con uum f conducting states. Amo g
the two quasibound states, the one with he large binding
FIG. 2. Effects of the nitrogen substitutional impurity on con-
ductance in the !10, 10" carbon nanotube. The conductance, the
LDOS, and the scattering phase shifts of the two eigenchannels
are plotted as in Fig. 1. The contour plot shows the totally re-
flected state at 0.53 eV.
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Figure 1.13 a) Effects of substitutional  N   the conductan e and LDOS of  a 
(10,10) SWCNT. Adapted with permission from [55], Copyright  © 2000 by  The 
American Physical  Society. b) Calculated quantum  conductance of  a  (10,10) 
SWCNT containing 0.1% of randomly placed substitutional  N  impurities, 
plotted for different lengths  of  the device. A  decrease of the conductance is 
observed ear  at th  donor nergies and near  the vHs. Adapted with 




Nitrogen  doping  of carbon  nanotubes was proposed theoretically  already  in 
1993  by  Yi and Bernholc [58].  After pioneering  work  by  Stephan  et al.  on 
BN co-doping via  arc-discharge [53] in  1994, there are a  few  reports in  the 
literature from  1995–1996  that  mention  N-CNTs [100-102] as byproducts 
of other  processes. However,  the first  reliable reports on the CVD synthesis 
of nitrogen-doped multiwalled carbon nanotubes (N-MWCNTs)  are from 
1997  by  Yudasaka  et  al. [103] and Sen  et  al. [104] ,  and from  1999  by 
Terrones et  al.  [105].  Figure 1.14  shows the number  of papers published 
annually  on  N-CNTs, N-SWCNTs specifically,  and N-doped graphene, 
according  to a  keyword search  in the ISI Web of Knowledge [106].  As can  be 
inferred from  the number  of publications, since 1999, a  variety  of methods 
have been reported for  the synthesis of N-MWCNTs.  For  more information, 
the reader is referred to several excellent recent reviews [70, 107, 108].
For  the N-SWCNT  case at  hand here, we note that although  the literature 
search  with  the keywords used [106] shows two papers from  1999  and 2000 
by  Golberg  et al. [64, 65],  these were concerned with  B– or  BN–co-doping 
via  thermochemical  substitution reactions,  while the paper from  2003  was 
a  theoretical work.  Thus the first  experimental work on  N-SWCNT 
synthesis was by  Glerup et  al.  in 2004  using  arc  discharge [97]. Successful 
synthesis was later  achieved also by  laser  ablation  [78, 109].  However, there 

































































































































































































Figure 1.14 Trends in  the number of papers on  N-doped carbon  nanotubes, 
N-doped single-walled carbon  nanotubes, and N-doped graphene published 
annually from 1993 to 2010. The inset shows the number of  papers on carbon 
nanotubes and graphene for comparison. Data from the ISI Web of Knowledge.
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deposition  [82,  86, 88, 89,  93,  110],  and the number  of publications has not 
increased in  the same manner as those for  N-CNTs or  even N-graphene. 
Successful nitrogen  precursors for CVD synthesis of N-SWCNTs have been 
benzylamine [82,  86],  acetonitrile [89,  93], while pyridine and NH3 have 
been  used for  making  N-doped double-walled carbon nanotubes (N-
DWCNTs). Ammonia  has also been  used for  N-SWCNT synthesis by 
plasma-enhanced supported CVD [88].  None of these studies utilized 
carbon  monoxide as the carbon precursor  gas, and only  the work of Min et 
al. [88] used separate carbon and nitrogen sources.
1.2.4. Growth mechanism
Despite the great  number  of works on N-MWCNTs, synthesis of N-SWCNTs 
has struggled to overcome difficulties foreign  to the synthesis of pristine 
material,  which  is nowadays produced clean  in  gram  quantities.  Efforts to 
master  the synthesis of N-SWCNTs have been hindered by  an  acute lack  of 
knowledge about  the chemistry  involved and the growth  mechanism  [56, 
111, 112].  Though  admittedly  as noted above, despite intensive studies the 
mechanism of even pristine CNT growth is still controversial. 
Although  N-MWCNTs have been  widely  studied,  the correlation  between 
their  morphology,  crystallinity  and properties is not completely  understood. 
The base growth  mechanism  is commonly  proposed to be responsible for 
the characteristic  compartmentalized (bamboo-shaped) structure [105, 
113].  This model assumes that  the catalyst  particles dissociate reactant 
molecules into N and C atoms,  whose incorporation  into or  onto the 
catalyst nanoparticle  results in  the walls being  pushed away  to form  a 
tubular  structure.  However,  no studies have directly  addressed the 
mechanism  by  which  the precursors decompose [111].  The role of nitrogen 
in  N-MWCNTs formation  is suggested to be related to the generation  of 
pentagons along with  hexagons [80], as it  is believed that the presence of N 
in  the carbon  deposit  causes surface strain, leading  to a ‘pulsed’ effect in 
which  the C/N surface atoms detach  from  the metal particle intermittently, 
forming the compartmentalized structure observed [114].
To our  knowledge,  there is only  one tentative model  proposed for  the 
growth  mechanism  of N-SWCNT [115], which  further  does not discuss the 
very  first  stages of growth. Addressing  the mechanism  of chemical  reactions 
that  yield atomic carbon and nitrogen on the catalytic particle [116] is a 
crucial  first step towards understanding  the CVD synthesis of N-SWCNTs. 
However,  only  small  precursor  molecules can  be treated at  a  high  level  of 
accuracy  and detail. Unfortunately,  as noted by  Ewels et  al.  [111], most N-
CNT  synthesis methods use complex  molecules as their  carbon  and 
nitrogen  feedstocks.  This probably  explains why  the chemical reactions 




Apart  from  their  individual  electrical character,  the positions, lengths, 
bundling and orientations of nanotubes in  typical samples show 
considerable variability.  This makes reliable and cheap fabrication  of 
devices with  reproducible electrical behavior  difficult.  Therefore random 
carbon  nanotube networks (CNTNs) have attracted considerable interest  as 
the first viable technological avenue for  CNT applications.  In  this context, 
many  promising  applications have been  demonstrated such  as optically 
transparent  and conducting films [117, 118],  transparent  transistors 
[119-121], organic light emitting diodes [122] and chemical sensors [123].
In  particular, the use of CNTs as transparent conducting electrodes 
(TCEs) to replace indium  tin  oxide coatings [124] has attracted much 
attention  as an  attractive early  application  for  CNTs,  since this requires very 
little control over the morphology  of the film.  CNT films have the additional 
advantages that  they  can  be deposited at ambient temperature and onto 
polymer  substrates,  that  they  can  possess a  wide range of conductivities and 
optical  transparencies simply  depending  on  their  thickness [125], and that 
they  are very  flexible.  Single-walled CNTs are preferable due to their 
ballistic conductance and small optical  cross section.  However,  for  TCE 
applications, semiconducting SWCNTs, which  constitute 2/3  of typical 
samples, are not  as useful  due to their  band gap.  A  widely  used technique 
for  enhancing  the performance of such  mixed films is treating them  with  an 
acid, which induces p-type charge transfer  via  molecular adsorbates 
(chemical doping) [126].  This can  lower the Fermi level  by  as much as 0.6 
eV,  which transforms most semiconducting  SWCNTs into degenerately 
doped hole-conducting  semiconductors,  with properties much like those of 
one-dimensional metals.  Molecular  doping  by  acids also drastically  lowers 
the bundle–bundle transport  barriers [127]. The drawback is that  since the 
bonding  between  most  molecular  dopants and SWCNTs is weak,  desorption 
and thus stability of the doping is a significant problem.
Therefore it  has been  expected that  nitrogen  doping  might enhance the 
optoelectronic  performance of nanotube films in  an intrinsic and more 
stable way. Indeed, there are some reports on  N-MWCNT films where slight 
enhancement has been  observed [128],  attributed to an  increased density  of 
states at the Fermi level and an  increased number  of charge carriers.  The 
case of N-SWCNTs has been much less known until now.
A  further promising possible application  for  N-SWCNTs is in  sensors, 
where it  is expected that  the nitrogen  sites would enhance either  selectivity 
or  sensitivity  for  various gases [71,  129].  Another  recently  demonstrated 
application  for  N-MWCNTs is in  electrocatalysis [62,  130],  but  it  is not clear 




The purpose of this section  is to provide brief yet adequate descriptions of 
the various research  methods used, with compact background theory  and 
references. The methods described in  this chapter  were developed previous 
to the thesis research unless otherwise stated. The aim  is to enable a  non-
specialist reader  to understand the main  ideas and findings of the  thesis. 
Details can be found in the individual publications and references therein.
2.1. Floating catalyst CVD
The method employed in this thesis for synthesizing  N-SWCNTs relies on 
two previously  developed floating  catalyst ([131-133]; see also [40]) CVD 
reactors. These are the so-called ferrocene (FC)  reactor  [134]  and the hot 
wire generator  (HWG) reactor  [116]. By  ‘floating  catalyst’ we mean that  the 
growth  of nanotubes happens on catalyst  particles in  the gas phase,  and the 
product is collected downstream  of the reactor  directly  from  the gas phase 
[40]. In  these reactors, chemical reactions do happen on the reactor  walls, 
but since  that material is not  collected, it  is not  discussed in  any  of the 
publications.  The selectivity  for SWCNTs in  the collected material is 
extremely  high.  Though  the method is similar  to the well-known  HiPco 
process [33],  it  is distinct in  that these reactors operate at  ambient  pressure 
with  a  laminar  gas flow. This helps to grow  SWCNTs with  larger  diameters, 
smaller bundles and longer lengths, though at lower yield.
In  both reactors,  carbon  monoxide (CO) is the carbon  precursor, carbon 
dioxide (CO2) is used to control  the process and enhance the quality  of the 
product, and ammonia (NH3)  is used as the nitrogen  precursor.  The role of 
NH3 is dual,  as it  acts as the nitrogen  dopant source [135]  as well  as an 
etching agent  [136],  while CO2 acts only  as an  etching  agent [36,  137]. Each 
reactor  consists of a  ceramic reactor  tube inserted into a heated furnace. 
The alumina ceramic tubes used for  the experiments contain  SiO2 (0.25%), 
Ca  (0.02%),  Fe (0.02%),  and Cd (0.09%) as impurities,  and have 22  mm 
internal diameters.
The main  difference between the two reactor  types is the method of 
producing  the floating  catalyst  particles. While some of the gas flows are 






Figure 2.1 Schematic illustrations of the ferrocene reactor (left) and the hot 
wire generator  reactor  (right). The modifications made by  the author  for 
introducing ammonia (Section 3.1.1) are marked with dotted red lines.
2.1.1. Ferrocene reactor
In  the ferrocene reactor  (Figure 2.1), iron  particles are derived from 
ferrocene (FeCp2)  molecules [134].  These are introduced into the reactor  as 
vapor,  with  a  constant  partial  pressure of 0.7  Pa.  To vaporize the ferrocene, 
a  flow  of CO (300 cm3/min) was continuously  directed through  a  cartridge 
containing the precursor  powder  mixed with  SiO2 powder at  ambient 
temperature. A  stainless steel water-cooled injector  probe, held constantly 
at  24ºC, was used to feed the precursors to the furnace. The location  of the 
injector  probe was optimized previously  [138],  and kept  constant  in all the 
experiments described here. The temperature to which  the precursor  was 
introduced was determined by  the furnace wall temperature. The large 
temperature gradient  at  the tip of the cooled probe with  respect  to the 
heated furnace causes a  rapid decomposition  of the ferrocene molecules.  An 
additional CO flow  of 100 cm3/min  was introduced outside of the water-
cooled probe, along with CO2 and NH3 (see Section 3.1.1.1).
Previous work  on  the ferrocene reactor  has established a  tentative growth 
model [40, 134, 138,  139] (Figure 2.2). In  the floating  catalyst  environment, 
tip and base  growth are of course equivalent. Decomposition  of FeCp2 vapor 
results in  catalyst  particle formation  by  collision  processes, and subsequent 
decomposition of ferrocene on the catalyst particles and further  collisions 





growth  of SWCNTs or  become inactive by  growing  too large. Based on  the 
Kelvin  equation,  catalyst particles of around 4.5  nm  diameters are thought 
to be solid at synthesis temperatures around 900 ºC [138].  Iron  on  the 
reactor  walls contributes to the formation  of CO2,  which  plays an  important 
role in  CNT growth [36] by  etching  amorphous carbon  from  catalyst 
particle and CNT  surfaces,  preventing particle deactivation  as well as 
cleaning the tubes and perhaps even healing defects [140, 141].
The nucleation  of SWCNTs is thought to occur from  a  graphitic  layer  on 
the surface of a  solid iron  catalyst  particle supersaturated by  carbon  [40]. 
Carbon released on the surface forms a  graphitic cap,  which detaches and 
the CNT starts to grow  by  a continuous feeding  of carbon  into the 
hexagonal CNT network at  the edge attached to the particle. This leads to a 
carbon  concentration  gradient  in the particle,  which  provides a  continuous 
flux  of carbon  atoms through  the catalyst particles from  the surface to the 
region  of CNT  growth.  Although  as noted in  Section  1.1.4,  this model should 
only  be taken as working  hypothesis.  On the basis of the  SWCNT length, 
temperature, and residence time in  the reactor, the average growth  rate of 
the SWCNTs was calculated to be around 1 !m/s [138].
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Fig. 10. Schematic representation of SWCNT formation mechanism in FeCp2
set-up with CO as the carbon precursor at temperature of 1000 ◦C.
shorter residence time in the disproportionation reaction tem-
perature, and, correspondingly, in a reduction in the SWCNT
length. In situ sampling confirmed that SWCNT growth started
in the heating zone of the reactor.
Fig. 10 shows our current understanding of the mechanism of
CNT formation in the reactor at a set temperature of 1000 ◦C.
Decomposition of FeCp2 vapour resulted in catalyst particle
formation and likely in release of hydrocarbon fragments. The
catalyst particles formed by collision processes. Also, the cat-
alyst particle growth can continue as a result of the ferrocene
vapour decomposition at the particle surfaces. Depending on the
size of the catalyst particles, they either nucleated the growth
of a SWCNT or became inactive by growing too large (usu-
ally above 3 nm in diameter). The GC and FT-IR measurements
showed that all of the released hydrocarbon fragments decom-
posed in the reactor.
Some of the nanometer-sized catalyst particles were de-
posited on the reactor walls due to their high diffusivity. Also
ferrocene vapour deposition took place releasing additional
iron to the reactor walls. As mentioned earlier, stable SWCNT
synthesis was dependent on the reactor wall conditions and
reproducible results were obtained only after saturation of the
reactor walls with iron. The importance of iron on the reactor
walls can be explained by its catalytic activity in CO dispro-
portionation that leads to the release of gaseous products (such
as CO2), which can play an important role in the CNT growth
(Nasibulin et al., 2006b). This hypothesis is supported by the
work of Hata et al. (2004), who have recently demonstrated
the importance of water vapour in providing conditions for
efficient growth of CNT forests from methane.
Both the iron particles in the gas phase and the iron coating at
the furnace walls catalysed the CO disproportionation reaction
yielding carbon and CO2. The reaction at the surface of the
catalyst particle in the gas-phase is the sole route to the SWCNT
formation, while the CO2 (the majority of which is released
by the reaction at the reactor walls) is believed to contribute to
the exceptional purity of the SWCNT product by shifting the
equilibrium of the CO disproportionation reaction toward the
formation of CO from CO2 and amorphous carbon (Nasibulin
et al., 2006b).
As discussed in Nasibulin et al. (2005a) the nucleation of
SWCNTs is believed to occur from a graphitic layer on the cat-
alyst particle surface. The SWCNTs grow further due to the ad-
dition of carbon from the CO disproportionation reaction to the
particle surface. The role of CO2 is expected to “etch” amor-
phous carbon from the catalyst particle surfaces at the CNT
nucleation and growth stages. The etching effect prevents par-
ticle deactivation and maintains conditions for the Boudouard
reaction as well as for CNT nucleation and growth.
The length of SWCNTs was found to be controlled by the
residence time in the “growth window”. At temperatures higher
than 928 ◦C, the growth of CNTs stops due to the dominant role
of the inverse Boudouard reaction. For the same reason, further
CNT cleaning occurs at high temperatures, i.e., amorphous car-
bon is removed from the CNTs surface due to the presence of
CO2 in the gas phase. As was additionally confirmed by Raman
measurements showing that the produced CNTs are very pure.
Thus, the presence of etching agents such as CO2, is important
to dispose of amorphous carbon and to synthesize clean CNTs.
Agglomeration of the SWCNTs was observed in all experi-
mental conditions. The SWCNTs are likely to move with ran-
dom orientation following the gas flow. Their Brownian motion
coupled with large surface area and high number concentration
result in a high probability of intertube collision. Upon colli-
sion SWCNTs can adhere via van der Waals forces and bundle
parallel to each other to minimise the total free surface. The in
situ sampling proved that the SWCNTs were initially formed
from individual catalyst particles and the bundling took place
towards the outlet of the reactor after the SWCNT growth.
5. Conclusions
The formation of SWCNTs in the gas phase was studied.
Catalyst nanoparticles were obtained from ferrocene (FeCp2)
and iron pentacarbonyl (Fe(CO)5) vapour decomposition with
CO as the carbon source to produce SWCNTs in ambient
pressure laminar flow reactors. FeCp2 was found to be a better
precursor for production of catalyst nanoparticles in the studied
conditions, in spite of the obtained wide catalyst particle size
distribution. The decomposition of Fe(CO)5 was more localised
to the vicinity of the precursor introduction, but excessive
Figure 2.2 Schematic representation  of the SWCNT formation mechanism in 
the ferrocene reactor  with CO as the carbon  precursor at a temperature of 
1000ºC. Reproduced with permission from [134], Copyright © 2006, Elsevier.
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2.1.2. Hot wire generator reactor
The hot  wire generator  (HWG) reactor  (Figure 2.1)  was originally  described 
in  [116].  In  this method, catalyst  particles are grown  in situ  by  physical 
nucleation  from  iron  vapor evaporated from  a  resistively  heated iron  wire of 
0.25  mm  diameter,  inserted into an ambient  pressure laminar  flow  reactor 
in  a ceramic inner  tube (external diameter  13  mm,  internal  9  mm). The wire 
is protected by  a  400  cm3/min  H2/Ar  flow  (7/93%). An  additional  outer 
flow  of 400 cm3/min  CO provides the carbon  source, along with  CO2 and 
NH3 (see Section  3.1.1.2).  The outlet  flow  is mixed with  3000 cm3/min  N2 
flow using a porous tube dilutor to reduce aerosol losses and cool the gas.
In  the case of the HWG,  the difference in  the process compared to the 
ferrocene reactor  is only  in that  the catalyst  particles are physically 
nucleated in  the reducing H2/Ar  flow  before being  exposed to the carbon 
source  (Figure 2.3).  This means that  the chemistry  on the forming  catalysts 
is slightly  simpler  (e.g. no hydrocarbon  fragments from  the 
cyclopentadienyl  rings in  ferrocene),  and also that they  are slightly  smaller. 
The presence of more H2 will also increase the CO hydrogenation  and 
water–gas shift reactions [36],  though  the addition of NH3 to both  reactors 
will likely  render  the differences less significant.  The HWG  reactor  is also 










































Figure 2.3 (Left) Computational fluid dynamics  calculations for the 
temperature contours in the HWG reactor, calculated for  a set  temperature of 
1200 ºC. Adapted with  permission  from  [116], Copyright © 2005, Elsevier. 
(Right) Schematic mechanism for  the physical  nucleation  of  iron nanoparticles 




A  great  advantage of these reactors is that  the synthesis process is 
continuous and samples can  be collected,  or  gas and aerosol  measurements 
made,  without disturbing  the reactor  atmosphere. The material is dry-
deposited directly  from  the reactor  as films on various substrates, and no 
solution  processing, sonication  or  centrifugation  is applied. This ensures 
that  the intrinsic properties of the material  are preserved. As-grown 
SWCNTs are carried downstream  of the furnace by  the gas flow,  where they 
are collected directly  at  the reactor  outlet  either  by  filtering  onto 
microporous membrane filter  papers (Figure 2.4), or by  using an 
electrostatic collector [120] (EC, Figure 2.5).
Collection  by  electrical  field is possible if the SWCNTs are  charged,  which 
can  be done either  by  a radioactive bipolar  charger,  or  by  a  corona  charger. 
However,  it  had been  previously  observed that  SWCNT  bundles synthesized 
in  both  the ferrocene and HWG systems are naturally  charged, with  up to 5 
elementary  charges, both  positive and negative [142].  Moreover,  it was 
found that  the higher  the concentration of SWCNTs, the higher  the 
charging. Carbon-containing ions were found to be responsible for  the 
negative charging  of the CNTs,  while positive charging  occurs because of 
electron  emission.  A  bundle can become charged due to the emission of 
electrons and ions,  which  dissipate the van  der  Waals energy  released 
during  CNT bundling. This energy  can  be significant  since the individual 
tubes are typically at least hundreds of nm long.
The fact that  the SWCNT  bundles in  the aerosol are charged means that 
the EC can be used to collect  nanotube networks [120] on many  different 
substrates such  as SiO2 (for  SEM measurements) or  Au(111)  (for  STM/STS 
measurements) without any  processing  or  dispersion. The EC is a 
cylindrical chamber  with  an  inner  horizontally  positioned metal  electrode, 
where a  substrate is placed,  as shown  schematically  in  Figure 2.5. A 
constant  negative potential is applied to this electrode, resulting in  an 
electric field between the electrode,  surrounded by  an  electrical shielding 
(teflon),  and the cover  of the precipitator, which  guides positively  charged 
[142] SWCNT  bundles towards the substrate surface. Alternatively,  a 
positive potential  can  be used to attract  negatively  charged SWCNT 
bundles.  Using an  electric field of 6  kV/cm  with  a  300 cm3/min  collector 
flow,  ultrasparse submonolayer  networks could be collected in few  tens of 
seconds.
Similarly, samples could be collected directly  onto TEM grids using an 
electrostatic  precipitator  (ESP)  corona charger,  which  ensures that 
individual tubes are collected efficiently  as well.  Collection  times for the 
TEM grids were 5–10 minutes using a 300 cm3/min collector flow.
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Figure 2.4 SWCNT films of various thicknesses (estimated by  SEM, shown  in 
nm) could be collected by  filtering  simply  by  varying the collection time. 
Reproduced with permission from [143], Copyright © 2008, Elsevier.
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growth of CNTNs directly on the substrate gives a possibility
to achieve well-aligned long nanotubes with selective spatial
growth and dense packing; however, it requires high growth
temperatures (>600 ◦C) and reactive environment, and there
may be undesirable by-products deposited on the substrate
surface during the growth process. Deposition of pre-
synthesized CNTs from liquids in ambient conditions is
nowadays the most widespread technique. However, it involves
additional time-consuming processing steps like purification
and dispersion of CNTs. Due to their inert nature, non-
functionalized CNTs show low solubility and tend to aggregate
into bundles owing to strong van der Waals forces, which
makes CNT dispersions unstable in time. In order to
prepare a homogeneous dispersion of single-walled CNTs
(SWCNTs), various techniques involving dispersing agents
like surfactants or polymers with thorough ultrasonication
or shear mixing [14], as well as CNT solubilization by
means of chemical functionalization [15] have been used.
Moreover, the adhesion of the nanotubes to the substrates
can be improved by functionalizing the substrate itself
with, for instance, polyimide or a self-assembled monolayer
of 3-aminopropyltriethoxysilane (APTS) before the CNT
deposition (e.g. [16]). Some methods have been developed
in order to avoid the CNT length reduction or chemical
modification: for example, dissolving polyelectrolyte CNT
salts in polar organic solvents [17]. However, an inert non-
oxygen-containing atmosphere is needed to keep the solution
stable. Still all these methods constitute solution-based tedious
multi-step preparation processes that require removing the
excess surfactant after the deposition, which influences the
inter-tube contact and thus the electrical performance of the
network [18].
We have developed an alternative technique for the
fabrication of CNTN devices based on a simple and dry
deposition of CNTs directly after the aerosol (floating catalyst)
synthesis reactor. This essentially single-step deposition
occurs at room temperature instantaneously after the CNT
growth, enabling scalable fabrication of electronic devices
using various substrates including lower-heat-tolerant plastic
substrates. Thus, this method is potentially applicable for the
realization of low-cost, flexible, and transparent electronics.
Moreover, this technique allows a precise CNTN patterning for
transistor channels using standard photolithography and lift-
off. The network consists of small bundles of high-quality
pristine SWCNTs, and the density of the network can be
controlled in a wide range by varying the deposition time.
FETs prepared from as-deposited CNTNs showed good and
reproducible performance. The electrical characteristics of the
fabricated bottom-gate devices on silicon and top-gate devices
on polymer (kapton) are presented and discussed. The bottom-
gate devices exhibited hysteresis that is typical for CNT-based
FETs when sweeping the gate voltage back and forth. In
addition, we have investigated the suppression of the hysteresis
by means of thermal treatment in vacuum and subsequent








Figure 1. Schematic of an electrostatic precipitator (ESP) used for
the CNTN deposition onto the substrate at room temperature directly
from the aerosol (floating catalyst) synthesis reactor. The
condensation particle counter (CPC) was utilized to measure the
CNT bundle concentration in the ESP.
2. Fabrication and experimental details
2.1. CNT synthesis and deposition
An effective technique for dry deposition of CNTNs directly
from the synthesis reactor at room temperature was developed
as an important step towards scalable mass fabrication of
electronic devices based on CNTNs and the future use of
flexible substrates. The novelty of the process is in the
improved efficiency of the CNTN deposition by means of an
electric field at room temperature directly from a laboratory-
scale CNT synthesis reactor. This process was possible owing
to the discovered spontaneous charging phenomenon of CNT
bundles (92–99% are charged with up to five elementary
electrical charges) at the outlet of the aerosol (floating catalyst)
synthesis reactor [19, 20]. SWCNTs were synthesized by
an aerosol chemical vapor deposition technique, wherein
catalyst particles were produced either based on ferrocene
vapor decomposition [21] or using a hot-wire particle generator
(HWG) [22]. In both reactors CO was utilized as a carbon
source. The process of the carbon precursor decomposition
and the SWCNT growth takes place on the surface of
catalyst particles, suspended in gas at the temperatures of
800–1000 ◦C. The detailed CNT growth procedure is described
elsewhere [23].
As-grown SWCNTs were carried downstream of the
furnace by a CO flow where they were collected by means
of an electrostatic precipitator (ESP) at room temperature.
The ESP is a cylindrical chamber with an inner horizontally
positioned metal electrode, where the substrate is placed [24],
as shown schematically in figure 1. A constant negative
potential was applied to this electrode, resulting in an electric
field between the electrode, surrounded by an electrical
shielding (teflon), and the cover of the precipitator, so to guide
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Figure 2.5 chematic of the el tr st ti  collector  (EC) used for SWCNT 
deposition  onto practically  any substrate at room temperature directly  from  the 
floating catalyst reactors. Reproduced with  permission from  [120], Copyright 





2.2.1.1. Scanning electron microscopy
In  a  scanning  electron microscope (SEM, Figure 2.6),  an  electron beam  is 
produced by  either  field or  thermionic emission, with  primary  electron 
energies of typically  1–10  keV.  The beam  is focused by  an electromagnetic 
electron  lens system  into a spot  1–10  nm  in diameter  on  a sample surface 
[144]. The focused beam  is scanned in  a  raster  across the surface by  a 
deflection  coil  system  in  sync  with  an electron  beam  of a  video tube,  which 
is used as an  optical display. Both  beams are controlled by  the same scan 
generator  and the  magnification  given  by  the size ratio of the display  and 
scanned area  on  sample.  A  two-dimensional map of the signal yields a  SEM 
image. Usually  systems have a  separate detector-processing system, which 
is used for  capturing  images with  a slower  scan  rate for  better image 
quality. Most systems also feature several different imaging methods.
The main application of SEM is the visualization  of sample surface 
topology  (such  as CNT network morphology),  although elemental analysis 
is also possible.  The secondary  electrons (SE) with  energies of a  few  eVs are 
collected by  a  directional detector.  Due to the angular  dependence of the SE 
yield and a shadowing effect, the SE image shows the surface topography. 
With  modern  SEMs, accelerator voltages of around 1  kV  yield resolutions of 
2–3 nm, while the best 15 kV devices can achieve 1 nm resolution. 
SEM measurements were made by  the co-authors with  a  Leo Gemini 982 
at 2 kV (Publication II) and a Jeol JSM-7500F at 1 kV (Publication IV).
Figure 2.13: Schematic drawing of a scanning electron microscope operating
in TV mode. HV denotes the high vacuum that is needed for SEM operation.
Reproduced with permission from [54].
2.4.2 Transmission electron microscopy (TEM)
In transmission electron microscopy (TEM), the image is formed by electrons
passing through the sample. The principle of operation of the transmission elec-
tron microscope is almost the same as that of an optical microscope, but using
magnetic electron lenses instead of glass lenses, and electrons instead of pho-
tons. A parallel beam of electrons emitted by an electron gun is focused by
a condenser lens into a small spot of ~2-3 µm on the sample. After passing
through, the beam is focused by an objective lens to project the magnified im-
age onto a screen. In a basic TEM, the whole image area is illuminated with
electrons at once, and the information is coded in the interference pattern of the
electron waves. See Fig. 2.14 for an illustration.
Due to the limited penetration depth of electrons in solids, the samples should
be very thin: the acceptable thickness is 100-1000 Å for conventional micro-
scopes with accelerating voltages of 50-300 keV. Specially made TEM grids of
about 3 mm in diameter are used for supporting the samples to be observed.
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Figure 2.6 Schematic drawing of a scanning  electron microscope. HV denotes 
high vacuum. Reproduced wit  permission from [145].
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2.2.1.2. Transmission electron microscopy
In  a  transmission  electron  microscope (TEM, Figure 2.7),  a parallel beam  of 
electrons emitted by  an  electron  gun is focused by  a condenser  lens onto the 
sample.  The electron  beam  travels through  the specimen, and some of the 
electrons are scattered. The transmitted portion  is focused by  an  objective 
lens to project  a magnified image onto a screen. In  basic  TEM, the whole 
image area  is illuminated with  electrons.  Alternatively,  in scanning TEM, a 
very narrow electron beam is scanned in a raster over the sample.
Due to a  limited penetration  depth  and multiple scattering of electrons in 
solids, the samples should be very  thin (the larger the atomic number  of the 
material,  the greater the scattering  and thinner  the sample must be).  The 
diffraction  limit  for  TEM resolution can  be estimated from  ) = 0.5*/sin  ', 
where *  is the electron wavelength  and ' equals one-half the angular 
aperture.  For  a  100 keV  voltage (*  = 0.037  Å),  diaphragm  radius of 20 +m, 
and focal length  of 2  mm, this yields ) ( 2  Å  [144].  In  practice,  the 
resolution is usually worse due to non-ideality of the electron lenses. 
When passing  through a sample, the electron  flux  loses a  part of its 
intensity  due to scattering. This part  is greater for thicker  regions,  or 
regions with  species of higher atomic number.  If the objective aperture 
effectively  cuts off the scattered electrons,  the thicker  regions and the high 
atomic number  regions appear  dark.  This is called bright field imaging. 
Smaller  aperture enhances contrast,  but also leads to the loss of resolution. 
In  diffraction  contrast TEM instruments,  crystal structure can also be 
investigated by  high  resolution  transmission  electron microscopy 
(HRTEM). This is also known  as phase contrast  imaging  since information 
is coded in  the interference pattern  of the electron  waves. With  modern 
spherical aberration-corrected electron  optics, resolutions below  0.5  Å  have 
been  achieved [146], along with  elemental identification  of single atoms 
[84, 147].
Figure 2.14: Schematic drawing of a transmission electron microscope. Repro-
duced with permission from [54].
Of course, the required sample thickness depends on the sample material: the
larger the atomic number, the greater the electron scattering, and the thinner
the sample needs to be. The diffraction limit for TEM resolution can be esti-
mated from ∆ = 0.5λ/sinα, where λ is the electron wavelength and α equals
one-half the angular aperture. This can be approximated by the ratio of the
objective diaphragm radius to the objective focal length. For a voltage of 100
keV (λ = 0.037Å), diaphragm radius of 20 µm, and focal length of 2 mm, the
estimation yields ∆ ≈ 2 Å [76]. In practice, the resolution is usually worse due
to non-ideality of the electronic optic system. In the most powerful diffraction
contrast TEM instruments, crystal structure can also be investigated by High
Resolution Transmission Electron Microscopy (HRTEM), also known as phase
contrast imaging. This name is due to the fact that the images are formed by
the differences in phase of electron waves scattered through a thin specimen.
When passing through a sample, the electron flux loses a part of its intensity due
to scattering. This part is greater for thicker regions, or regions with species of
higher atomic number. If the objective aperture effectively cuts off the scattered
electrons, the thicker regions and the high atomic number regions appear dark.
Smaller aperture enhances contrast, but also leads to the loss of resolution. With
modern spherical aberration-corrected TEMs, resolutions down to 0.5 Å have
been achieved [77].
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Figure 2.7 Schematic drawing of a  transmission electron microscope. 
Reproduced with permission from [145].
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Electron  diffraction  (ED)  is a  technique used to study  matter  by  firing 
electrons at  a  sample and observing  the resulting  interference pattern 
arising  from  the wavelike nature of electrons. The periodic structure of a 
crystalline solid acts as a  diffraction grating  in scattering  electrons.  Analysis 
of the observed diffraction  pattern allows in  some cases to deduce the 
structure of the crystal producing the diffraction pattern.
As an  additional TEM technique, ED was the first method to be used to 
identify  the SWCNT  crystalline structure [1],  and has remained one of the 
most powerful  means for  their  structural analysis.  By  manipulating  the 
electromagnetic  lenses of the TEM,  a  diffraction  pattern  may  be observed 
instead of the image. Since nanotube properties are so sensitive to chirality 
(for  instance,  a  (13,1) tube is metallic while a  (14,1) tube is semiconducting, 
even  though  they  are geometrically  very  similar  to each  other),  accurately 
determining the chiral indices (n,m) is extremely important.
Recently, a  method of analyzing TEM nanobeam  electron  diffraction 
patterns of SWCNTs was developed by  Jiang  and coworkers [148] based on 
a  concept of ‘intrinsic layer-line spacing’.  The diffraction pattern  of an 
individual SWCNT is composed of many  separate layer-lines parallel to 
each  other  but perpendicular  to the tube axis.  There are three principal 
layer lines above and below  the equatorial  line due to the principal 
reflections of graphene (Figure 2.8).  Jiang  et  al.  developed an  efficient, 
unambiguous, and calibration-free method for  direct  determination  of 
(n,m) chiral indices of SWCNTs from  their  EDPs.  The tilt  angle of the 
carbon  nanotube with  respect  to the incident electron  beam  – a  problem  in 
previous analysis methods [149] – is simultaneously  evaluated,  and the 
effect of the tube inclination totally compensated.
TEM and ED observations were carried out by  the co-authors with  a 
Philips CM200 microscope (Publications I–V) and a  JEOL-2200FS double 
aberration-corrected microscope (Publication II), both operated at 80 kV.
The (n2,n3) set of equations and the (n3,n6) set of equa-
tions are independently employed for the calculations with
results summarized in Table 2(a) and (b), respectively. The
chiral indices (n,m) of the SWCNT are thus determined to
be (23,10) and the tilt angle s is determined to be !10!
from both equation sets. Accordingly, this is a semicon-
ducting nanotube. It is interesting to note that, from the
same EDP (Fig. 3(b)), the nanotube was previously evalu-
ated to be a (21,9) metallic tube by the method based on
(D0,a) determination wherein the tilt effect was ignored
[24,26]. A simple comparison shows that the difference
between chiral angles of the (23,10) tube and the (21,9)
tube is only 0.19!, but the diameters differ from each other
by 10%. Calibration error due to neglecting the tilt-effect
Fig. 2. Simulated EDPs of a (12,7) SWCNT at tilt angles (a) 5! and (b) 30!.
Table 1
Determination of chiral indices, (n,m), and tilt angles, s, from a tilt-series of simulated EDPs of a (12,7) tube by measuring d3 and d6 layer-lines
(n,m) Simulated
tilt angles
2ns3 2n3 (12,7) s3 2n
s
6 2n6 (12,7) s6 n
s n en m
s m em
0! 11.413 3.30! 20.979 3.01! 12.03 12 0.03 7.00 7 0.00
5! 11.413 3.30! 21.033 5.09! 11.98 (11 + 1) "0.02a 7.10 7 0.10
10! 11.549 9.40! 21.250 9.64! 12.15 12 0.15 7.12 7 0.12
(12.7) 15! 11.793 11.394 14.93! 21.685 20.950 14.96! 12.42 12 0.42 7.25 7 0.25
20! 12.120 19.92! 22.283 19.92! 12.77 12 0.77 7.44 7 0.44
25! 12.554 24.83! 23.098 24.90! 13.21 (13 " 1) 1.21 7.74 7 0.74
30! 13.152 29.97! 24.185 29.98! 13.85 (13 " 1) 1.85 8.08 (8 " 1) 1.08
The listed tilt angles, si(i = 3 or 6) are calculated based on Eq. (9).
a en < 0 is due to the pixel resolution limitation (see the text).
Fig. 3. (a) A high-resolution TEM image of an individual SWCNT; (b) the corresponding experimental EDP and (c) a simulated EDP of a (23,10)
nanotube at a tilt angle 10!.
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Figure 2.8 (a) A high-resolution TEM image of an individual  SWCNT; (b) the 
corresponding experimental  EDP and (c) a  simulated EDP  of  a (23, 10) SWCNT 
at a tilt angle 10°. The di (i=1...3) deno e the three layer  lines used in the 
analysis. Reproduced with permission from [148], Copyright © 2007, Elsevier.
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2.2.2. Optical probing of nanotube properties
2.2.2.1. Optical absorption spectroscopy
In  optical absorption  spectroscopy, the absorption  of light  as a  function  of 
frequency  or  wavelength  is measured (Figure 2.9).  The sample absorbs 
photons from  the incident light,  and the intensity  of the absorption  varies 
as a  function of frequency.  In  the case of carbon nanotubes, the most 
interesting  features in  the optical absorption  spectra  (OAS) are the peaks 
corresponding  to the first optical transitions of the semiconducting  and 
metallic  tubes, typically  with  energies in  the range of 0.5  to 2.5  eV 
(wavelengths from 500 to 2500 nm in the visible and near infrared ranges).
Optical absorption spectra  can be used to evaluate the diameter 
distributions of SWCNTs, since all types of nanotubes have transitions in 
the UV–Vis–NIR region [150].  Recently, a  new  method for  quantifying  the 
diameter  distributions of SWCNTs was developed by  Tian  et  al. [151].  To fit 
the measured optical spectra,  it was assumed that a  spectrum  is a  linear 
combination  of background absorption  (due to graphitic carbon,  catalyst 
particle scattering, and the #–plasmon  peak) and contributions from  the 
SWCNT material.  After  background subtraction  [151],  the remaining 
spectrum  is further assumed to be a  linear  combination  of different 
nanotubes’ interband electronic  transitions. These are calculated according 
to a  Kataura plot  [152]  based on an extended tight-binding  model  (Figure 
2.10),  taking  into account orbital rehybridization due to curvature effects 
[153],  and many-body  corrections including  both  exciton  and self-energy 
corrections applied using empirical corrections [154, 155]. The method has 
been validated for undoped SWCNT films [151].
In  this work,  absorption  spectra of thin  film  samples were measured using 
a  double line UV–Vis–NIR spectrophotometer  (Perkin-Elmer  lambda  900) 
from films transferred onto quartz glass.
Figure 2.9 A  white beam  source is focused on a partially  transparent sample. 
Upon  striking  the sample, photons that match  the energy gap of  the molecules 
present are absorbed and excite the molecules. By  comparing  the attenuation of 
the transmitted light with  the incident, an  absorption spectrum  is obtained. 
Reproduced from [156] under the CC BY–SA 3.0 license.
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Figure S2. The RBM spectra of SWNT samples excited by (a) 1.58, (b) 2.33 and (c) 2.54 eV laser lines.
The insets demonstrate examples of RBM spectra of sample C1 fitted by Lorentzian line shapes.
Figure S3. Optical transition energy Eii calculated by ETB/MB model as a function of !RBM. The open
circles and the open squares are semiconducting and metallic SWNTs, repectively. The 2n+m=const
Figure 2.10 Optical  transition  energy Eii calculated by  an  ETB/MB model 
[151] as a  function  of the RBM frequency (nanotube diameter). The open  circles 
and the open squares are semiconducting and metallic SWNTs, respectively, 
divided into 2n + m = const families joined by solid lines. Reproduced with 
permission from the supporting information of [151].
2.2.2.2. Raman spectroscopy
The principles of Raman  spectroscopy  of SWCNTs were discussed in 
Section 1.1.2  and the expected changes induced to the spectra  by  nitrogen 
doping in Section  1.2.2. In  the context  of this work,  we concentrated our 
attention  on the RBM, D and G,  and the G’ bands.  The measurements were 
done on  thick  film  samples collected on  the membrane filters or  transferred 
onto glass, in  each  case ensuring  that  substrate effects did not affect the 
measurements.  However,  we note that  most  of the nanotubes in the 
samples were in  relatively  small  bundles.  The laser  spot  sizes were in  the 
order of a micrometer.
In  Publications I and IV, Raman spectra  were measured using  a  single 
632.81  nm  HeNe laser  (Jobin  Yvon Labram  300, Stigmatic  300 
spectrograph). In  Publication  III,  multi-frequency  Raman  was performed 
by  the co-authors by  recording spectra  with  a  Dilor xy  triple 
monochromator  spectrometer  for  the 488,  514, 568, and 632  nm  excitation 
wavelengths. Additionally, a Bruker  Fourier  transform  (FT)–Raman 
spectrometer  operating  in  ambient  conditions with  a  1064  nm  excitation 
was used. We did not attempt  to analyze the SWCNT diameter  distribution 
in  the samples from  the Raman  spectra  since the OAS method is more 
appropriate for  a bulk sample with  a  range of diameters. The G/D ratio in 
Raman was also used to assess the quality of the SWCNTs in Publication I.
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2.2.3. Detection of nitrogen
2.2.3.1. Electron energy loss spectroscopy
In  electron  energy  loss spectroscopy  (EELS),  a  material is exposed to a 
beam  of electrons with  a  narrow  range of kinetic  energies. Some of the 
electrons undergo elastic scattering,  and others scatter  inelastically, losing 
energy  and having  their  paths slightly  randomly  deflected.  The amount  of 
energy  lost  can  be measured with  an electron  spectrometer  and interpreted 
for  the cause of the energy  loss.  Inelastic  interactions can  be either  high  or 
low  loss, and include phonon  excitations,  inter  and intra  band transitions, 
plasmon excitations, and inner  shell ionizations.  The inner  shell  ionizations 
are particularly useful for detecting different elements in the sample.
EELS in  a  TEM makes possible the chemical and electronic investigation 
of a  material at  a  nanometer  spatial resolution.  In  particular,  electron 
energy  loss near  edge structure (ELNES), arising  from  the energy 
distribution of the empty  electronic states above the Fermi level,  can 
provide information  on  the local density  of empty  states, bonding, and local 
coordination. Elemental  mapping  can  be accomplished either  by  energy-
filtered TEM (EFTEM) or  by  EELS using  spectrum-imaging  (SI)  acquisition 
mode in  a  scanning  TEM (STEM).  In  the SI mode [157], one EEL spectrum 
is recorded for  each  position  of a small probe scanned over  the sample.  The 
clear  advantage of the SI technique is the high  degree of both  spatial  and 
energy resolution, ideal for studying CNTs [109, 158]. 
In  the case of SWCNTs, the ELNES of the carbon  K (C–K) edge consists of 
a  #* peak at  ~285  eV  and a "* band starting  at ~292  eV,  signatures typical 
for  the sp2 hybridization  of the C  atoms in  a  graphitic network (Figure 2.11). 
If nitrogen is present,  the total nitrogen  concentration  can  be calculated 
[70, 97, 158] from  the N–K edge signal. The drawback  of the method is that 
despite the reasonably  good energy  resolution,  only  relatively  short 
integration times are possible due to electron  beam  damage considerations 
and sample stability. The background from  the C–K edge and the high noise 
level makes it  challenging to record good enough spectra  so that  reliable 
spectral deconvolution could be made to identify  different  nitrogen 
contributions, which are quite close in energy.
In  the specific  measurements discussed in  Publications III and IV, EELS 
spectra  were recorded by  the co-authors using  a  VG-HB501  scanning 
transmission  electron microscope (STEM) equipped with  a cold field 
emission  gun (FEG),  operated at  100 keV  with  an  energy  resolution  close to 
0.7–0.8  eV  in  the core-loss region. Convergence angle on  the sample and 
collection angle of the spectrometer  were 15  and 24  mrad, respectively.  The 
spectroscopic information  was obtained using  the spectrum-imaging 
(SPIM) acquisition  mode [157, 158]. For  the spectra acquisition, a  slightly 
defocused electron probe was scanned in a small area of a few nm2.
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It corresponds to the sum of 80 averaged EEL spectra recorded
with an individual dwell time of 2 s over the marked area on a
bundle of NTs, as indicated in the bright field image in the inset
of Figure 2. It displays two absorption edges, a strong C-K
edge at about 280 eV and a very weak N-K edge at about 395
eV. This latter signal is magnified in the inset of Figure 2 after
subtraction of the background. To quantify the nitrogen
concentration in the nanotubes, EELS analysis was performed
in a statistical way by inspecting more than 25 bundles and
individual NTs. The incorporation of nitrogen into the carbon
network is found to be inhomogeneous, with a nitrogen content
ranging from 0.8-3 atom %, the experimental limit of detection
being estimated to be around 0.2 atom % when analyzing small
ropes (e5-6 NTs). The mean N concentration is determined
to be equal to 1.7 atom %, which is significantly higher than
that found yet in CNx-SWNTs synthesized by arc discharge
technique (e1 atom %).4
We now turn to the analysis of the energy loss near-edge
fine structures (ELNES) as they provide information on the local
atomic environment of the absorbing atom and therefore on its
chemical bonding state.4,7,9,10 From the presence, for the C-K
edge, of a sharp pi* peak followed by a well structured σ* band,
it can be deduced that the nanotubes consist of a typical graphitic
network with the sp2 hybridization and that they are very well
crystalline.9 The analysis of the N-K edge fine structures is
much more challenging: the signal-to-noise ratio is very weak
(due to the very small number of analyzed N atoms, typically
less than a few tens) and the extraction of the N characteristic
signal is complicated by the significant contribution of the C-K
edge extended fine structures within the N-K edge energy
range. Nevertheless, specific features are systematically identi-
fied for all the tubes inspected and can be considered as
significative. Figures 2 and 3 display representative examples
of the different situations encountered in the bundles of our
sample. First, all N-K edges display an overall triangular band
above 405 eV, which is characteristic of the σ* band in CNx
materials displaying a sp2 kind of bonding.4,11 Second, a weak
but sharper feature can be identified at ∼398 eV and an
additional one is occasionally detected at ∼402 eV. Both
features are outlined by two fine lines in the spectra. The nature
of these peaks, which correspond to electron excitations from
1s level to pi* states, can be analyzed with reference to numerous
studies performed on CNx materials, both films and multiwalled
nanotubes.
As the properties of CNx materials depend on the atomic
arrangement of N in sp2 carbon materials, a significant number
of works have indeed been devoted to the study of these atomic
configurations.11 However, it is worth mentioning that some of
these works are controversial and that there have been widely
diverging reports in the literature on how spectroscopic data
recorded on these materials should be interpreted. Among the
different N configurations in CNx materials, the most elemental
reported ones both theoretically and experimentally are: graphitic-
like or substitutional, pyrrole-like, and pyridine-like.4,11 The two
latter designations refer to C-N bonds present in pyridine and
pyrrole molecules. Pyridine is used to refer to a 2-fold
coordinated nitrogen with one p electron contributing to the pi
system, pyrrole to 3-fold coordinated N atoms sitting in a 5-fold
ring with two p electrons in the pi system. Pyridine and graphitic
N are in a sp2 type environment, whereas pyrrolic N is in a sp3
environment. These three different types of C-N bonds are, of
course, associated with different binding energies. They give
rise to different energies of the pi* peak, according to ab initio
calculations12,13 in such a way that, in an oversimplified
description, the position in energy of this peak can be considered
as a fingerprint of the kind of N environment locally present in
the material.
Thus, comparing the feature observed at ∼398 eV with the
data presented in the literature, it can be attributed to the pi*
state of the pyridine-like configuration.11 On the other hand,
the second σ* feature, peaking at ∼402 eV, could correspond
to the graphitic-like arrangement.11 The detection of either
pyridinic or graphitic nitrogen in CNx-MWNTs has been
commonly reported in the literature.2,11,14 The ELNES analysis
of the N-K edges acquired on different bundles of CNx-SWNTs
showed that, in our samples, the peak at ∼398 eV has been
detected systematically in all the spectra inspected and none of
the spectra was found to display the peak at ∼402 eV alone.
For instance, the two different pi* features peaking at ∼398
and ∼402 eV, respectively, are clearly observed in Figure 3a
Figure 2. Electron energy-loss spectra recorded on the CNx-SWNTs
bundle shown in the bright field image. EEL spectrum displays the
C- and N-K edges. The inset is a magnification of the N-K edge.
Figure 3. (a,b) Nitrogen K-edges recorded on two different CNx-
SWNTs bundles. pi* and σ* features are observed.
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Figure 2.11  EEL spectrum  recorde  on   N-SWCNT bundle synthesized with 
laser blation  (inset). The spectrum  displays the C– and N–K edges, with  a 
magnification of  the N–K edge in the inset. Reproduced with permission  from 
[109], Copyright © 2009 American Chemical Society.
2.2.3.2. Scanning t nneling microscopy
Scan ing tunneling  microscopy  (STM) is based on  the concept  of quantum 
tunneling.  When a  conducting tip is brought  so close to a  sample surface 
that  the wave functions of the sample and tip atoms overlap, and a voltage 
bias applied between  the two,  electrons can tunnel through  the vacuum 
between  the tip and the sample. The resulting  tunneling current is a 
function of tip position, applied voltage,  and the local density  of states 
(LDOS) of the sample.  A  topographical image is formed by  recording  the 
current as the tip position  scans across the surface. Alternatively,  the LDOS 
as a  function  of energy  at a  specific location  in  the sample can  be obtained 
by  recording the current as a  function  of bias voltage. This is called 
scanning tunneling spectroscopy (STS).
STM and STS are powerful  techniques for  investigating  the atomic and 
electronic  structures since atomically  resolved images of nanotubes can  be 
achieved along with  local  spectroscopy  [159, 160].  The visualization  of a 
single nitrogen atom  in  the carbon  network is thus possible, and the change 
in  local  density  of states induced by  the dopant can  then be investigated by 
STS and compared to simulations [68].  The technique has been  recently 
applied to N-SWCNTs synthesized with  laser  ablation [78], though no 
conclusive identification of specific nitrogen sites could be made.
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2.2.3.3. X-ray photoelectron spectroscopy
X-ray  photoelectron  spectroscopy  (XPS) is a  quantitative spectroscopic 
technique that measures the elemental composition  and chemical and 
electronic  state of elements within  a  material. XPS spectra  are obtained by 
irradiating  a material  with  a  beam  of X-rays while simultaneously 
measuring  the kinetic energy  and number of electrons that  escape from  the 
top 1  to 10 nm  of the material where the X-rays penetrate (Figure 2.12).  XPS 
requires ultra high vacuum.
Because the energy  of an  X-ray  with  a  particular wavelength  is known, the 
binding energy Ebind of each of the emitted electrons is determined as
Ebind=EX-ray – (Ekinetic –!) ,                                   (2.1)
where EX-ray is the energy  of the X-ray  photons being  used,  Ekinetic is the 
kinetic energy  of the electron  as measured by  the instrument,  and , is the 
work  function  of the spectrometer.  The binding energy  of a  core electron 
depends not  only  upon  the level from  which  photoemission  is occurring, 
but also upon  the oxidation state of the atom  and the local chemical  and 
physical  environment. These give rise to small shifts in the peak positions in 
the spectrum, the so-called chemical  shifts. Such  shifts are readily 
observable and interpretable in  XPS spectra  by  comparison to known 
values or computer simulations.
Figure 2.12 A  schematic depicting  the photoelectric effect and XPS, illustrated 
for the case of the Si 2p state. From the public domain.
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nitrides, the C-N bond produces an upshift to binding energy
values between 285 and 288 eV.18-20 Since the overall N content
that we obtained was always below 2%, we can safely assign
this shift primarily to the presence of highly amorphous and
multilayered-doped C structures. As shown in Figure 6, we note
that the peak position at the lowest temperature (<720 °C) is
displaced to a higher binding energy value that lies in the range
cited above associated to the C-N different bonding configura-
tions. Concerning the broadening present in the C 1s peak, it is
important to consider that some amorphous carbon species and
MWCNTs can also exhibit a significantly higher binding energy.
These contributions are mainly due to different C-C bonds for
different bonding environments in different C-N and C-C
nanostructures. However, this can also be attributed to the
presence of N2 and N-based volatile species that vary in nature
according to the synthesis temperatures. Thus, we now turn to
a detailed analysis of the role of nitrogen in the incorporation
into the material obtained with pure benzylamine. In pure NTs,
the C atoms are mostly constrained to an sp2 hybridization
whereas N is bonded either to three C atoms in an sp2
configuration (for substitutional doping) or with two coordinated
bondings (in the pyridine-type doping). From the position of
the N 1s line, we can clearly distinguish the type of bonding
from the different chemical shifts in sp2 (400.6 eV), pyridine
(398.6 eV), and N-containing gaseous forms (401.5-408 eV).21
A typical spectrum of a sample produced at 830 °C with a
corresponding line shape analysis using Voigt lines is depicted
in Figure 7. The unavoidable near presence of the Mo 3p3/2
peak has been taken into account. The same analysis was
performed in the spectra recorded for all of the samples
synthesized at different temperatures, and in this manner, we
are able to detect the N-incorporation profile shown in Figure
8. When analyzing the overall N content in the different bonding
environments as a function of synthesis temperature, we observe
a striking effect. At temperatures < 720 °C, the N is still in the
initial incorporation stage in the carbonaceous structures
produced and appears only in the gas phase. As mentioned
above, at the synthesis temperature of 770 °C, the materials
obtained are mainly MWCNTs. As observed in the diagram of
Figure 8, the maximum N content is attained in samples where
the presence of tubes is a maximum 2 atom %. However, it is
mostly in the form of N2 and N-based volatile species most
likely encapsulated inside the tubes. Once 800 °C is attained,
the yield of more crystalline tubes increases, and the presence
of N gas decreases dramatically to lead to the formation of
pyridine-like bondings. Above 800 °C, the presence of gas
encapsulated decays noticeably leading to the formation of a
C/N pyridinic bonding environment. Interestingly at ∼830 °C
where most of the material is composed of SWNTs, the amount
of N gaseous forms is no longer detectable. The N is
incorporated in the walls with both sp2 and pyridine-like forms
competing within the SW/DWNT highest yield window (830-
870 °C). The actual doping level in the samples is always the
absolute value of 0.2 atom % N for the tubes produced with
this C/N feedstock. Here, the pyridine-like doping versus sp2
doping gives a ratio of about 1:1, similar to previously reported
results on N-doped DWCNTs by Kim et al. using synchrotron
XPS.12 Further analyzing Figure 8 by observing the profile at
900 and 950 °C, we notice that at higher temperatures the
pyridine-like form remains while sp2 fades away. In this context,
we have observed that the synthesis temperature plays the most
important role for the N bonding configuration within our
samples.
Figure 6. XPS spectra of the carbon C 1s binding energy region
recorded for samples synthesized between 720 and 950 °C. A
broadening and shift of the C 1s line is observed at low temperatures.
The inset shows a typical survey scan spectrum of the analyzed samples.
Figure 7. XPS of the N 1s and Mo 3p3/2 lines for the sample produced
at 870 °C. The voigtians and the thin solid line depict the result of a
fit using the doublet of the Mo 3p3/2 (dashed line) and the N 1s peaks
corresponding to the pyridine and sp2 structures, respectively. The
Shirley background was subtracted, and the crystal field splitting in
the molybdenum oxide was taken into account.
Figure 8. Nitrogen-incorporation profile according to synthesis
temperatures. The yellow bar corresponds to the total N content at the
different temperatures. The fractions from the line shape analysis (sp2,
pyridine, and N volatile species) are depicted by the symbols specified
on the top right labels.





















































































nitrides, the C-N bond produces an upshift to binding energy
values between 285 and 288 eV.18-20 Since the overall N content
that we obtained was always below 2%, we can safely assign
this shift primarily to the presence of highly amorphous and
multilayered-doped C structures. As shown in Figure 6, we note
that the peak position at the lowest temperature (<720 °C) is
displaced to a higher binding energy value that lies in the range
cited above associated to the C-N different bonding configura-
tions. Concerning the broadening present in the C 1s peak, it is
important to consider that some amorphous carbon species and
MWCNTs can also exhibit a significantly higher binding energy.
These contributions are mainly due to different C-C bonds for
different bonding environments in different C-N and C-C
nanostructures. However, this can also be attributed to the
presence of N2 and N-based volatile species that vary in nature
according to the synthesis temperatures. Thus, we now turn to
a detailed analysis of the role of nitrogen in the incorporation
into the material obtained with pure benzylamine. In pure NTs,
the C atoms are mostly constrained to an sp2 hybridization
whereas N is bonded either to three C atoms in an sp2
configuration (for substitutional doping) or with two coordinated
bondings (in the pyridine-type doping). From the position of
the N 1s line, we can clearly distinguish the type of bonding
from the different chemical shifts in sp2 (400.6 eV), pyridine
(398.6 eV), and N-containing gaseous forms (401.5-408 eV).21
A ty ical spectrum of a sample produced at 830 °C with a
corr sponding line shape analysis using Voigt lines is depicted
in Figure 7. The unavoidable near presence of the Mo 3p3/2
p ak has been taken into account. The same analysis was
performed in the spectra recorded for all of the samples
synthesized at different temperatures, and in this manner, we
are able to detect the N-incorporation profile shown in Figure
8. When analyzing the overall N content in the different bonding
environments as a function of synthesis temperature, we observe
a striki g effect. At temperatures < 720 °C, the N is still in the
initial incorporation stage in the carbonaceous structures
produced nd appears only in the gas phase. As mentioned
above, a the synthesis temperature of 770 °C, the materials
obtained are mainly MWCNTs. As observed in the diagram of
Figure 8, the maximum N content is attained in samples where
the presence f tubes is a maximum 2 tom %. Howev r, it is
mostly in the form of N2 and N-based volatile species most
likely encapsulated inside the tubes. Once 800 °C is attained,
the yield of more crystalline tubes increases, and the presence
of N gas decreases dramatically to lead to the formation of
pyridine-like bondings. Above 800 °C, the presence of gas
encapsulated decays noticeably leading to the formation of a
C/N pyridinic bonding environment. Interestingly at ∼830 °C
where most of the material is composed of SWNTs, the amount
of N gaseous forms is no longer detectable. The N is
incorporated in the walls with both sp2 and pyridine-like forms
competing within the SW/DWNT highest yield window (830-
870 °C). The actual doping level in the samples is always the
absolute value of 0.2 atom % N for the tubes produced with
this C/N feedstock. Here, the pyridine-like doping versus sp2
doping gives a ratio of about 1:1, similar to previously reported
results on N-doped DWCNTs by Kim et al. using synchrotron
XPS.12 Further analyzing Figure 8 by observing the profile at
900 and 950 °C, we notice that at higher temperatures the
pyridine-like form remains while sp2 fades away. In this context,
we have observed that the synthesis temperature plays the most
important rol for the N bonding configuration within our
samples.
Figure 6. XPS spectra of the carbon C 1s binding energy region
recorded for samples synthesized between 720 and 950 °C. A
broadening and shift of the C 1s line is observed at low temperatures.
The inset shows a typical survey scan spectrum of the analyzed samples.
Figure 7. XPS of the N 1s and Mo 3p3/2 lines for the sample produced
at 870 °C. The voigtians and the thin solid line depict the result of a
fit using the doublet of the Mo 3p3/2 (dashed line) and the N 1s peaks
corresponding to the pyridine and sp2 structures, respectively. The
Shirley background was subtracted, and the crystal field splitting in
the molybdenum oxide was taken into account.
Figure 8. Nitrogen-incorporation profile according to synthesis
temp ratures. The yellow bar corresponds to the total N content at the
different temperatures. The fractions from the line shape analysis (sp2,
pyridine, and N volatile species) are depicted by the symbols specified
on the top right labels.





















































































Fi ure 2.13 The N1s  core signal  corresponding to N-SWCNTs synthesized 
with  benzylamine. The deconvolution shows the presence of pyridinic and 
substitutional nitrogen. These appear in  roughly  equal proportions depending 
on the synthesis temperature, along with N2 gas. Adapted with  permission from 
[82], Copyright © 2007, American Chemical Society.
The advantages of XPS compared to EELS are better  energy  resolution 
and longer  integration  times made possible  by  the use of X-rays instead of 
electrons as the probe beam. When  inspecting  spectra  from  N-SWCNTs, the 
recorded spectra  are analyzed taking  into account the atomic cross sections 
of the C and N species to give an adequate estimate of the atomic 
concentrations based on  the relative peak intensities. Also,  the C1s signal 
should be inspected as a  prerequisite for  any  further  measurement of the 
nitroge  h teroatoms.
By  analyzing the N1s response, XPS can  be used to detect  heteroatom 
perc ntages as low  as 0.2  at. %.  How ver, it  is important to note  that N2 and 
other nitrogen-containing gaseous byproducts can  be trapped in  the 
samples [82]. If the tools employed and the interpretation of results are not 
adequate, these can  be mistakenly  considered as wall  dopants.  Thus a 
sufficiently  high  ene gy  resolution a d a careful deconvolution of the N1s 
response are the essential  for  the correct use of XPS for  analyzing doping.  If 
th  materi l consists of sufficiently  pure SWCNTs,  the spectral 
deconvolution  of the N1s line can  be reliably  made and the bonding 
configurations in  the sample resolved.  XPS studies have shown  that  the 
binding  energies of the pyridinic  (~398.6  eV) and substitutional (~400.5 
eV)  nitrogen  can appear  in  roughly  equal proportions in  N-SWCNTs 
(Figure 2.13) in optimal synthesis conditions [82].
In  publication  IV,  the co-authors employed XPS to estimate the overall N 
concentration  in  the unpurifi d N-SWCNT  samples using a  PHI 5600 
spectrometer  equipped with  a  monochromatic Al K' source (1486.6  eV) at a 




The optical and electrical characteristics of SWCNT  films thicker  than a  few 
separate monolayers can  be described by  bulk  material  conductivity  laws 
[118]. The quality  of transparent conducting thin  films is usually  stated as 
their  sheet resistance (Rs)  versus optical  transmittance (T)  at  a  reference 
wavelength  (550 nm).  By  starting  from  the Beer-Lambert  law  for  the 
absorbance A(#) a film of thickness L
A(#) = – ln T(#) = $(#) dL                                     (2.2)
for  the wavelength  #,  and the definition  of sheet  resistance Rs (or  sheet 
conductance, %s)
Rs = 1/%s = &e a/aL = &e/L = 1/%L,                            (2.3)
where a is the sheet  area, % is the electrical  DC conductance and &e the 
electrical resistivity, we can relate the two measures to each other by
Rs = – $&/(% ln T) = -1/(K ln T),                            (2.4)
where $ is the Beer-Lambert  extinction  coefficient  and & is the film  density, 
which  is not generally  known. Nevertheless,  we can  sidestep this by 
calculating the ratio 
K = %/$&                                                  (2.5)
from  Equation  2.4  using  experimentally  measurable resistance and 
transmittance values for  use as a  figure of merit  for  the optoelectronic 
performance of the films. This relation  clearly  shows that  for  structurally 
similar  films with  similar  values of $ and &,  the Rs/T ratio is controlled by 
the conductance %,  which  further  depends on  factors such as the 
morphology  of the random  network comprising  a  SWCNT film  [161].  The 
electrical  conductivity  of a  SWCNT network is limited by  highly  resistive 
junctions between  SWCNT  bundles [127]. Therefore,  increasing  the length 
of the SWCNT bundles is known to decrease the network  resistivity  because 
of a smaller number of contacts in series.
The sheet  resistances of SWCNT  thin  films can  be easily  measured using  a 
four-point linear  probe. The key  advantage of four-terminal  sensing is that 
the separation  of current  and voltage electrodes eliminates the impedance 
contribution of the wiring  and contact  resistances,  yielding  a  value for the 
sheet  resistance after  a  known geometric correction  factor is applied (that 
depends only  on  the probe geometry).  The measurements in Publication  IV 





2.3.1. Fourier transform infrared spectroscopy
Molecular  bonds in compounds vibrate at  various frequencies depending on 
the elements and the types of bonds. For  any  given  bond, there are several 
specific frequencies at  which  it can  vibrate. According to quantum 
mechanics, these frequencies correspond to the ground state and several 
excited states. A  way  to cause the frequency  of a molecular  vibration  to 
increase is to excite the bond by  having  it  absorb energy  from  a  photon. For 
any  given transition  between  two states,  the energy  (determined by  the 
wavelength) must  exactly  equal the difference in  the energy  between  the 
two states. These are  usually  the ground state  E0 and the first  excited state 
E1, having an energy difference of
E1 $ E0 = hc/#,                                              (2.6)
where h  is the Planck constant,  c  is the speed of light, and # is the 
wavelength.  The energy  corresponding to these transitions between 
molecular  vibrational states generally  falls on  the infrared portion  of the 
electromagnetic spectrum.
Fourier transform  infrared spectroscopy  (FTIR,  Figure 2.14)  is a 
technique where spectra  are collected based on  measurements of the 
temporal coherence of an  infrared (IR) radiative source,  using time-domain 
measurements.  The IR radiation is passed through  a  sample of gaseous 
molecules.  Some of this radiation  is transmitted through while the rest is 
absorbed by  the sample,  producing an infrared spectrum. In order  for a 
vibrational mode in  a molecule to be IR active, it must  be associated with 
changes in the permanent dipole. Simple diatomic molecules have only  one 
bond and thus only  one vibrational band. If the molecule  is symmetrical, 
e.g.  N2,  the band is not  observed in  the IR spectrum. Non-symmetrical 
diatomic  molecules, e.g.  CO, do absorb in the infrared and can  be identified 
by FTIR (Figure 2.14).
By  interpreting  an  IR absorption  spectrum, the chemical  bonds in  a 
molecule  can  be determined.  Spectra  of pure compounds are generally 
unique molecular  ‘fingerprints’. While organic  compounds have very  rich, 
detailed spectra, inorganic  compounds are usually  much  simpler. For  most 
common materials,  an  unknown spectrum  can be identified by  comparison 
to a library of known compounds. 
This technique was applied in  Publications I and IV–VII using a  GASMET 
DX4000  device to measure the concentrations of CO,  CO2,  H2O and HCN 
gases,  determined by  comparison to reference spectra.  To identify  less 
common materials,  or  symmetric  molecules without  IR absorption, FTIR 

















Figure 2.14 The FTIR spectrometer  is  a  Michelson  interferometer, where one 
of the two mirrors is movable and fully  reflecting, allowing a variable travel-
time delay  in one of the beams. The sample would be placed between the half-
silvered mirror  and the detector. Adapted from  [162] under  the Creative 
Commons BY-SA 3.0 license. The inset shows an  FTIR spectrum  for carbon 
monoxide (CO), and the vibrational mode responsible for the IR absorption.
2.3.2. Residual gas analysis
Residual gas analysis refers to an  analytical  technique used for  identifying 
gases present  in  vacuum  environments, although  implementations exist for 
sampling  from  atmospheric pressures as well.  A  residual  gas analyzer 
(RGA) is a  small and usually  rugged mass spectrometer. The molecules of 
the gas being analyzed are turned into ions by  impact  ionization.  The 
ionizing electron  beam  is generated by  a  hot  emission filament  and 
extracted by  an electric field. As the hot  filament  is easily  destroyed by 
reactive gases like oxygen, the analysis chamber  needs to be kept  in  vacuum 
even when the gas being sampled is at atmospheric pressure.
The ions from  the analyte gas are distinguished from  each  other  in  terms 
of their  masses by  the mass analyzer  of the RGA. There exist  various 
techniques for mass separation, but  quadrupole mass spectrometers are 
widely  used for  many  atmospheric  pressure  gas analysis requirements.  Gas 
composition  can  be monitored over  a  wide dynamic  range from  parts per 
billion to percentage levels. 
RGA  was applied in  Publication VII using  a  MKS Cirrus RGA device to 
complement  FTIR measurements by  measuring  the concentrations of H2 




2.4.1. Network resistance modeling
Measurements of the resistance of SWCNT  bundles [163]  and bundle–
bundle contact  resistances [127] have shown that  resistance along  SWCNT 
bundles is low  compared to the junctions. This means that the network can 
be described by  an analogous network of resistors representing  the contact 
resistances, ideally connected by the bundles. 
The dependence of the network conductivity  on its morphology  was 
studied using  a  random  resistor  network model developed with  the co-
authors in  Publication  IV. The network  is represented as an  equivalent 
circuit in  which  the nodes represent CNT bundles,  and resistors between 
them  represent  bundle–bundle contacts. The circuit  is created by  randomly 
and isotropically  generating  line segments with  an  experimentally 
motivated lognormal length  distribution in  a  square area,  registering 
intersections between  the segments and mapping  each  segment  as a  node 
and each  intersection  as a  resistor. Finally, intersections with  the upper  and 
lower  edges of the square are registered. The resistance is calculated by 
elementary  circuit  analysis,  using one horizontal edge of the square as the 
ground and calculating the node voltage at the opposing  edge by  solving the 
linear  system  Gv  = i, where v  is the node voltage vector  and i is a  source 
vector, and where i(1) = 1 and 0 otherwise. 
We studied the dependence of the conductance and network  connectivity, 
defined as the average number  of intersections per  bundle, on  the average 
bundle length  by  generating  networks with  varying  length  distributions, 
averaging over 100 individual simulations per  distribution.  In  all 
simulations,  a  fixed density  of (total segment  length)/(square area)  was 
used and set  high  enough  to make the networks nearly  or  completely 
connected.  Thus they  were far  above the percolation threshold,  where only 
few  conducting pathways exist  through  the network. To ensure the non-
singularity  of G,  stray  segments not  connected by  any  path  to the ground 
and reference nodes were eliminated.  Additionally,  the dependence of the 
network connectivity  on average bundle diameter  was studied by  generating 
networks where the bundles were represented by  tilted rectangles instead of 
simple line segments. Since we concentrated in obtaining  the general  forms 
of scaling  between  the mentioned parameters, the contact resistances in the 
simulations were normalized to 1  - in  all cases.  It  is worth  noting  that 
contact  resistances have been experimentally  shown  to change dramatically 
with  large changes in  the diameters of the connected bundles [127].  As in 
our  simulation  the bundle diameters are thought to be fixed and small 





A  metal  catalyst  nanoparticle is essential  for  SWCNT  growth.  Thus it  is very 
important to understand the carbon  chemistry  taking place on  nanometer 
size particles. Real nanoclusters have several  unique active sites like facets 
and vertices between  the facets, which  can have catalytic properties that 
differ  drastically  from  the ones on almost  all other  surfaces.  Gas 
measurements can  give  information  about  the overall  chemistry  taking 
place in  a  reactor, but  cannot yield local information about the mechanism 
of the reactions. For  this reason the computational approach, where precise 
sites can be studied, is very attractive.
While  a  decade ago most  theoretical  studies tried to describe surfaces 
either  on  a  qualitative level  using  empirical parameters or  invoked rather 
severe approximate models, there is now  a  large class of surface systems 
that  can be addressed quantitatively  based on  first  principles electronic 
structure calculation  methods.  This progress is mainly  due to advances in 
computer  power  and the development  of efficient algorithms, incorporated 
into advanced code packages, each with  their  own  strengths. Most  of these 
rely on some form of density-functional theory (DFT). 
DFT  is a quantum  mechanical method used to investigate the electronic 
structure of many-body  systems.  The main idea is to describe an  interacting 
system  of fermions via its density  and not  via its many-body  wave function. 
For  N electrons in  a  solid,  which  obey  the Pauli principle and repulse each 
other via  the Coulomb potential,  this means that the basic variable of the 
system  depends only  on three – the spatial coordinates x, y,  and z – rather 
than  3N coupled degrees of freedom  (or  4N including  spin).  Thus the 
unsolvable many-body  problem  of interacting  electrons in  a  static external 
potential is reduced to a  tractable problem  of non-interacting  electrons 
moving  in  an  effective potential.  The effective potential  includes the 
external  potential  and the effects of the Coulomb interactions between  the 
electrons, the so-called exchange and correlation interactions.
The major  problem  with  DFT  is that  the exact  functionals for  exchange 
and correlation  are only  known  for  the free electron gas. However, 
approximations exist which  permit  the calculation  of many  physical 
quantities accurately.  In  physics, a  widely  used approximation  is the  local-
density  approximation  (LDA), where the functional depends only  on the 
density  at  the coordinate where the functional is evaluated. Generalized 
gradient  approximations (GGA)  are still  local, but  also take into account the 
gradient  of the density  at  the same coordinate.  Using  GGA,  good results for 
molecular geometries and ground-state energies have been achieved.
For  further  details, we refer  the reader  to the excellent  Nobel  Lecture of 




The remaining one-electron  Schrödinger  equation  still  poses substantial 
numerical difficulties since  the wave functions in  the core and valence 
regions behave very  differently.  The projector-augmented wave (PAW) 
method [165] overcomes these difficulties by  linking  the physical wave 
functions to auxiliary  wave functions that can be treated well  numerically. 
Kinks and strong oscillations near  the nucleus are augmented,  i.e. attached 
to a  numerically  smooth auxiliary  wave function,  which  is expanded into 
plane waves that can be effectively treated in the valence regions.
2.4.2.2. GPAW code
GPAW is a  recently  developed DFT  code [166] based on the PAW  method.  It 
uses real-space uniform  grids and multigrid methods.  Two kinds of grids 
are involved: a  coarse grid used for  the wave functions and a  fine grid used 
for  densities and potentials. Since GPAW uses real-space grids (and not 
plane waves as e.g. VASP [167])  it  scales very  efficiently  to a  huge number  of 
processors, allowing systems with a large number of electrons to be studied. 
The use of the PAW method allows disregarding of the core electrons and 
working  with  soft pseudo valence wave functions.  This is important for  the 
efficiency  of calculations of transition  metals such  as iron. Even  so, iron 
remains a  difficult  metal to study,  since it has a  large magnetic moment and 
in  a cluster  geometry,  the spin  orientation is determined by  subtle effects. 
Therefore,  the effects of spin  polarization and non-collinear magnetic 
moments need to be fully  incorporated [168,  169] in  the calculations if 
accurate reaction barriers are to be obtained. 
In  the calculations performed by  the co-authors in Publications VI & VII, 
the adequacy  of the functional  form, used bands and spacing of the grid 
were tested against  calculation  of the cluster  geometry.  The GGA functional 
was RPBE [170].
2.4.2.3. Nudged elastic band algorithm
Reaction  barriers are more demanding  to study  and special  transition state 
search  algorithms, like climbing-image nudged elastic band (CI-NEB) [171], 
need to be used for their  determination.  In  this algorithm, a  set  of 3N-
dimensional images of an  adsorbate system  is generated between  the 
endpoint  configurations corresponding  to optimal absorption sites for  the 
reactants.  A  harmonic interaction between adjacent  images is added to 
ensure the continuity  of the path,  thus mimicking  an elastic band.  An 
optimization  of the band, involving the minimization  of the forces acting on 
the images,  brings the band to the minimum  energy  path. This yields the 
energy  barrier  for  the reaction.  However, since the NEB method does not 





We will not  aim  to reiterate here all  the results of the publications 
contained in  this thesis.  Instead,  we will aim  to highlight  the  major  results 
and significant effects we observed. Details can be found in  the respective 




In  the ferrocene reactor, experiments were conducted at  two temperatures: 
1060  °C and 880  °C, corresponding  to the maximum  wall  temperature. 
These were chosen  based on  previous work at  the group for  achieving either 
the highest  yield or the longest bundles [118],  respectively.  Note that  the 
temperatures given  in  Publications I and III were the set point 
temperatures of the reactor, which  are about 60 °C lower  than  the 
maximum  wall temperatures considered here.  In addition  to CO, small 
amounts of NH3 (0 to 1000 ppm) and CO2 (0 to 5000 ppm) were added 
with  the side flow  using  mass flow  controllers (MFCs).  At 880 °C,  CO2 is 
introduced into the reactor  for  the optimal production  of SWCNTs. When 
500  ppm  of NH3 was also introduced, there was a  decrease in  synthesis 
yield. Almost no nanotubes were produced with  1000 ppm  of NH3 and 
above. Table 3.1 lists results for the characterized samples.
We must  point  out  here that  we only  had the opportunity  to do EELS 
measurements on  the 1060  °C,  625  ppm  NH3 ferrocene reactor  sample 
discussed in  Publication  III. Therefore we do not have conclusive proof of 
the doping in the lower temperature samples (in Publications I and II).
3.1.1.2. HWG reactor
All  experimental results from  the HWG reactor  are from  Publication IV. 
The reactor  maximum  wall  temperature was 890 °C,  which  had been  found 
[118] to be the optimal temperature to obtain long and high  quality  pristine 
nanotubes with  1500 ppm  of added CO2.  During the initial experiments 
with  the ferrocene reactor,  it  was noticed that  even  very  small  amounts of 
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introduced NH3 have a severe effect on  nanotube production  (Publication 
I). Thus,  to accurately  introduce very  small  amounts of ammonia,  a  dilution 
system  was used in  the HWG  experiments. Set  flow  rates (0  to 2.0 cm3/
min) of ammonia  were diluted with  80  cm3/min  of Ar. Before introducing 
the mixed flow  into the reactor,  65  cm3/min  was diverted into vacuum.  The 
resulting  inlet flow  rates of ammonia  were validated by  FTIR and good 
control was achieved in the 0–500 ppm range. 
Collection  times for  the TEM grids were 5–10 minutes using a  300 cm3/
min  flow  through the collector.  Optically  opaque films could be collected on 
13  mm  diameter  filters in about  1  hour using a  1500 cm3/min  collector  flow. 
Typical collection  times were 30 minutes, and the characterization  results 
for a representative set of samples are shown in Table 3.2.
Table 3.1. List  of samples collected from the ferrocene reactor. The columns 
show: synthesis temperature, introduced CO2 and NH3 flows in  ppm  by volume 
of the inlet  gas flow, G/D ratios estimated from  Raman spectra measured using 
a 632.81 nm  excitation, SWCNT mean diameters estimated from OAS, and the 














1060 0 0 9.6 1,5 -
1060 250 0 14.4 1.6 n/a
1060 625 0 4.2 1.4 1.7
880 0 5000 15.6 1.3 -
880 500 5000 46.6 1.8 n/a
880 500 2500 14.0 1.4 n/a
Table 3.2. Properties of CNT films synthesized in the HWG at 890 °C with 
1500 ppm  CO2 and 0, 100, 200 and 300 ppm NH3, collected for 30 min. The 
columns show: ammonia  concentration, average nitrogen content determined 
by  EELS and XPS, mean nanotube diameters  determined from OAS, 
transmittance of  550 nm  light, mean bundle lengths determined by SEM 
(geometric mean  ± lognormal distribution  scale parameter, see Equation  3.2), 
sheet resistances of  the films  measured by 4-probe measurement, and 

















0 - - 1.4±0.3 43 3.0±1.1 0.2 5.20
100 1.2 0.2 1.2±0.3 45 2.1±0.9 2.3 0.52
200 1.7 0.7 1.1±0.2 72 1.2±0.7 12.3 0.24





In  Publication  I,  SEM measurements of the SWCNTs deposited on  TEM 
grids by  ESP showed typical random  network  morphology.  Increasing  the 
amount  of introduced NH3 beyond 500 ppm  decreased both  the number 
and the lengths of the tubes dramatically.  With 250  ppm  of NH3 at 1060  °C 
and 500 ppm at 880 °C, there remained a significant amount of product. 
TEM observations showed that the tubes produced without  NH3 were 
typical for  the ferrocene system, with  small bundles of SWCNTs about  300 
nm  in  length  at 1060 °C and few  µm  at 880  °C. Shown in Figure  3.1a  is an 
overview  TEM image with  two individual SWCNTs from  the sample 
synthesized at  880 °C with  5000 ppm  CO2 and 500 ppm  NH3. A  high-
resolution  TEM image of one of the tubes is shown in  Figure 3.1b.  The 
corresponding  electron  diffraction pattern  (EDP) for  this and another  tube 
are shown in  Figure 3.1c and d. From  these the chiral indices of the tubes 
were indexed [148] as (15,13) and (15,11).  In general, the nanotubes were 
well  crystallized. Imaging  and electron diffraction  were conducted on  152 
individual nanotubes or  small nanotube bundles, and only  SWCNTs were 
found,  indicative of the excellent  selectivity  for  SWCNT production.  The 
yield of nanotubes was lower and the nanotubes bundles smaller  in  the 500 
ppm NH3 sample.
In  Publication  III,  electron  diffraction  was conducted on  46  individual 
nanotubes on  a  TEM grid sample synthesized with  250 ppm  NH3 at  1060 
°C,  and their  chiral angles determined [148]. It  was found that  the chiral 
angle distribution was slightly skewed towards armchair tubes. 
The chirality  distribution  of the lower temperature samples was more 
striking  (Publication  II).  Based on ED analysis of 108  individual SWCNTs 
in  the 880  °C 500  ppm  NH3 sample,  and 95  nanotubes in the 0  ppm  NH3 
sample,  (n,m)  maps were obtained for  both  samples (Figure 3.2).  In  the 
500  ppm  NH3 sample, in  total 37  different  chiral structures were identified, 
of which  the three main  chiralities (13,12),  (12,11)  and (13,11) with 
abundances of 13, 8 and 8,  respectively, constitute  nearly  30% of the 
investigated nanotubes.  The chiralities of the SWCNTs are seen  to be 
intensively  clustered into a  narrow  region around the semiconducting 
(13,12)  nanotube. By  contrast,  in  the 0  ppm  NH3 sample,  the chiralities are 
more broadly  distributed,  and a  total  number  of 52  different chiral 
configurations are recognized, none of which  essentially  stands out  as a 
principal  chirality. We note that the fractions of semiconducting  tubes in 
the above two samples,  65% for  the non–NH3 sample and 74% for  the 
NH3–enhanced sample, show  insubstantial difference from  each other, nor 













Figure 3.1 a) A  TEM micrograph  of individual  SWCNTs crossing a  TEM grid, 
along with  some iron  catalyst  aggregates  that appear dark in the image. The 
tubes are straight  and long  (over 2 µm). Both  the high-resolution  TEM image 
(b) and ED patterns (c and d) indicate the high quality structure of the 
nanotubes. Using intrinsic layer  line distance analysis [148], the diffraction 
patterns (c and d) were indexed as  (c) (15, 13) and (d) (15, 11), with  tube 
diameters of 1.90 nm and 1.77 nm, respectively.
In  general,  the nanotube diameters in  both  samples discussed in 
Publication  II were similar.  The average diameter  is 1.60 nm  for  the 0 ppm 
NH3 tubes and 1.67  nm, slightly  increasing,  for  the 500 ppm  NH3 tubes. 
Please note that the 0  ppm  NH3 sample in  Publication  II is not the same 
one measured by  optical absorption  in Publication  I (Figure  3.6, Table 3.1), 
since no original TEM samples were later  available from  that condition. 
Therefore we collected the non–NH3 sample of Publication  II later  from 
similar  reactor conditions. However, the most important  500 ppm  NH3 
sample is the same one discussed in  Publication  I. For that  sample,  the 
mean  diameter  determined from  OAS (1.8  nm) and the diameter  from  TEM 
(~1.7 nm) agree quite well considering the limited statistics available.
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!Figure 3.2 (n,m) maps  for  samples  produced by  the ferrocene reactor at  880 
°C with 5000 ppm CO2 and (a) 0 ppm NH3, and (b) 500 ppm NH3.
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The prominence of the biased chirality  distribution in  the NH3–enhanced 
sample is more effectively  displayed in  Figure 3.3  (red bars),  which 
illustrates the ratio Rx/R2 as a  function  of chiral angle. Here, Rx (x  = 1–3) 
indicates the proportion  of nanotubes with  chiral  angles in  the ranges 0–
10°, 10–20° and 20–30°, respectively, with R2/R2 being of course unity. 
Our  statistical  data  show  that  the 500  ppm  NH3 sample has more than 
90% of SWCNTs with  large chiral angles in  the range 20–30°,  and about 
50%  in  the range 27–29°. For  the purpose of comparison, Figure 3.3 
includes also the Rx/R2 ratio for  the 0  ppm  NH3 sample (blue bars), a 
CoMoCAT  sample [48] (green bars) and a  hypothetical ratio calculated 
based on  the theoretical model proposed by  Ding  et  al. [172] (orange bars). 
It is apparent that  the NH3–enhanced sample stands out, giving an 
extremely  high  ratio of R3/R2, which  demonstrates the high  promotion  for 
growing  SWCNTs with  a  narrow  chirality  distribution  by  introducing a 
certain amount of NH3 into the CVD reaction. It  is worth  remarking  that 
electron  diffraction evaluation  of SWCNT  bundles leads to the same 
conclusion.
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action may take eﬀect on the catalyst clusters already during
nucleation, suppressing the growth of smaller chiral angle tubes
that have a relatively larger number of dangling bonds on the
growing edge of the hexagonal network. Those etching eﬀects
could explain the decreased yield and the reduced bundling of
nanotubes observed with added NH3. Apparently, such etching
behavior would hardly lead to considerable electrical selectivity
in the NH3-enhanced sample.
Without doubt, the amount of NH3 used in the reaction is a
crucial factor. An excessive amount of NH3 leads to a termination
of the growth of carbon nanotubes. On the other hand, ﬁne-
tuning the NH3 concentration could conceivably enhance chiral
angle selectivity. Furthermore, recently it was reported that the
diameters of carbon nanotubes can be eﬀectively tuned in a
similar ﬂoating catalyst CVD process by introducing controlled
amounts of CO2.
23 Therefore, we anticipate tunable selective
growth of SWCNTs with preferred chiral structure by simulta-
neously regulating the amounts of NH3 and CO2 being intro-
duced into the process.
To summarize, we succeeded in tailoring the (n,m) distribu-
tion of as-grown SWCNTs from an aerosol ﬂoating catalyst CVD
process by introducing a certain amount of NH3 as an etching
agent. Unambiguous (n,m) determination of a number of indi-
vidual SWCNTs based on electron diﬀraction analysis demon-
strates that the chiral species of SWCNTs, produced in the
presence of 500 ppm NH3, cluster intensively into a narrow
region around the major (13,12) nanotube. The mechanism for
such selectivity is not certainly known at the moment, although
we have preliminarily considered NH3 etching eﬀects as its
origin. Further studies are in progress to address this issue. The
developed synthesis process enables chiral-selective growth at high
temperature for structurally stable carbon nanotubes with large
diameters. This research opens up potential routes toward tunable
(n,m) selective growth of single-walled carbon nanotubes.
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Figure 3. Chiral angle distribution in term of the ratio Rx/R2 as a
function of chiral angle. Here, Rx (x = 1-3) represents the percentage of
nanotubes with chiral angles in the ranges 0!-10!, 10!-20!, and
20!-30!, respectively. The data for CoMoCAT sample come from
ref 5, and the theoretical data from ref 18.
Figure 4. Histograms of SWCNT diameter distributions in samples of
0 ppm NH3 (blue) and 500 ppm NH3 (red).
Figure 3.3 Chiral angle distribution in  term  of  the ratio Rx/R2 as a  function  of 
chiral angle. Here, Rx (x  = 1–3) represents the proportion of nanotubes with 
chiral angles  in the ranges 0–10°, 10–20° and 20–30°, respectively. The data 
for  CoMoCAT sample is  from Ref. [48] (measured using  photoluminescence) 




Representative  scanning and transmission  electron  microscopy  images of 
the 0  and 200  ppm  NH3 HWG samples are shown  in  Figure 3.4. The SEM 
images were recorded directly  on  samples deposited on  membrane filters. 
The optical,  spectroscopic  and sheet  resistance measurements in 
Publication  IV and the text below  were performed on  the filter  samples.  It 
should be again  noted that  the material  has not  been  treated or purified in 
any  way,  and even  so, the optoelectronic  properties of the undoped films 
are excellent (Section 3.1.5.2).
The tubes were typically  found in  small bundles, with  diameters 
determined by  TEM to be 6.1±3.0  nm  for  the 0 ppm  NH3 sample and 
slightly  smaller,  3.7±1.7  nm  for  the 200 ppm  NH3 one (50  bundle statistics 
each). Individual  nanotubes could also be quite  easily  found (Figure 3.5). 
There seems to be slightly  more visible impurities on  the undoped bundles, 
while the doped samples exhibited somewhat  larger  inactive catalyst 
particles,  as well as shorter  bundles. The other  doped samples appear 
similar to the 200 ppm NH3 one.
Practically  no nanotubes were produced with  more than  300 ppm  NH3. 
To understand the  sudden  disruption  of production with  higher 
concentrations, we studied the bundle length  distributions by  measuring 
bundle lengths by  SEM (50 bundle statistics each) from  sparse 
submonolayer  networks deposited by  EC onto SiO2. We found that  with 
increasing  NH3,  the bundles became progressively  shorter  (Table 3.2), 
decreasing from  3.0 +m  in  the 0 ppm  NH3 sample to 0.5  +m  in  the 300 
ppm NH3 sample.
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Figure 1. Scanning (a-b) and transmission (c-d) electron microscope images of nanotube bundles in 
samples synthesized with a) & c) no NH3 and b) & d) 200 ppm NH3.
Collecting statistically sufficient data in TEM is very time-consuming. Therefore optical absorption 
spectra (OAS, Fig. 2) were used to evaluate the diameter distributions of the SWCNT films, since all 
types of nanotubes have transitions in the UV-Vis-NIR region39. As shown in Fig 2, the absorption peaks 
shift to higher energy when N precursor is introduced, implying a decrease in the diameter of the 
SWCNTs. The OAS of samples synthesized with 200 and 300 ppm NH3 present quite similar profiles, 
showing narrower peak widths than the one collected with 100 ppm NH3. Recently, a new method for 
quantifying the diameter distributions of SWNTs has been developed based on optical absorption 
spectra40. Following this method, we evaluated the mean diameters of the nanotubes in the 0, 100, 200 
and 300 ppm NH3 samples to be 1.4±0.3, 1.2±0.3, 1.1±0.2 and 1.1±0.2 nm, respectively. Similar 
findings of a decrease in diameter with increasing N precursor amount have been reported before19,20,41. 
Practically no tubes were produced with more than 300 ppm NH3.
10 nm
 a)  b)
 c)  d)
1 µm 1 µm
10 nm
Figure 3.4 Scanning (a–b) and transmission (c–d) electron microscope 
images of nanotube bundles in  samples synthesized in  the HWG reactor  with  a) 
& c) no NH3 and b) & d) 200 ppm NH3.
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TEM was also used to determine the diameter  distribution  of N-SWCNTs 
synthesized with 200 ppm NH3. The mean diameter is given as
d = b ± c ,                                                  (3.1)
where b is the position  of the center  of a  Gaussian  peak fitted to the 
histogram  of the diameters (expected value,  see Figure 3.9) and c 
parametrizes its width (square root  of the variance). This is related to the 
full width at half maximum (FWHM) by 
FWHM = 2 2 ln2c ! 2.355c .                            (3.2)
The same convention is used also for the OAS fitting below.
Only  individual tubes were used for  the determination  of their  diameter 
distribution to avoid misidentification  of the diameter  due to lattice fringes 
in  bundles.  The diameters were measured for  56  individual SWCNTs from 
the distances of the intensity  minima  in  the line profiles of the TEM 
micrographs (Figure 3.5). Although  this might lead to slight  inaccuracies in 
any  single diameter, statistically  the differences should be insignificant.  The 
mean diameter was found to be 1.1±0.2 nm.
 
      
Figure 3.5 TEM micrographs of SWCNTs synthesized in the HWG reactor 
with  200 ppm  NH3. a) An overview image showing several  bundles and some 
catalyst particles; b) a high-resolution image showing an individual  SWCNT; c) 










In  Publication  I, properties of the produced SWCNTs were assessed by 
Raman measurements of samples collected on  Millipore filters, and optical 
absorption  measurements of samples transferred onto glass plates. The 
optical  absorption  measurements for  three samples synthesized at 880 °C 
with  slightly  different  amounts of introduced CO2 and NH3 are shown  in 
Figure 3.6. From  the optical absorption  spectra,  the mean diameters of the 
produced tubes could be estimated to be 1.3,  1.8, and 1.4  nm  for  the 5000 
ppm  CO2,  0  ppm  NH3; the 5000 CO2, 500 ppm  NH3; and the 2500 ppm 
CO2, 500 ppm  NH3 samples,  respectively.  Similar  absorption 
measurements were also conducted for  samples synthesized at  1060 °C, and 
the diameters of the nanotubes determined in  the 0, 250 and 650 ppm  NH3 
samples to be 1.5±0.2, 1.6±0.3  and 1.4±0.2  nm, respectively  (Table 3.2). We 
note that  the diameter  of the 1060  °C, 0  ppm  NH3 was incorrect in 
Publication I, but corrected in Publication III and Table 3.2.
Table 3.1  shows the G/D ratios estimated from  the Raman spectra  by  a 
rough peak height estimation  after  subtracting  the backgrounds.  At  1060 
°C,  there is a  slight increase of the ratio with  250  ppm  of NH3; note however 
that  synthesis yield is much  lower  than  without  added ammonia. At 880 °C, 
although  the yield of synthesis is lower  with  500 ppm  of NH3,  the quality  of 
the produced material is higher,  as shown by  the  increased G/D ratio with 
5000 ppm  of CO2.  Note also that the combination  of good yield and highest 
G/D ratio is obtained with  added NH3; even though  the yield with  just  5000 




Figure 3.6 OAS of  samples synthesized in  the ferrocene reactor at 880 °C with 
A 5000 ppm  of CO2 and no NH3; B 2500 ppm CO2 and 500 ppm of NH3; and C 




In  Publication  III, multi-frequency  Raman spectra  were recorded for 
samples synthesized at  1060 °C with  0, 250 and 650 ppm  NH3.  Figure 3.7 
contains the most representative features that  serve as a  fingerprint of 
SWCNTs [18]. Figure 3.7a  shows the disorder-induced Raman  peak (D) and 
the G band,  features which  are observed in various carbon systems, but 
which are specifically related to SWCNTs here. 
Regardless the excitation  wavelength,  the D to G intensity  ratio increases 
only  slightly  with  the increase  of the amount of ammonia  used during the 
synthesis process.  The radial breathing modes (RBMs)  were thoroughly 
recorded with  various laser  lines (c  and d). The peak  positions and 
intensities in  the RBM region  provide an  idea  of the diameters 
corresponding  to nanotubes in  resonance with the specific  excitation  used. 
These are in general agreement with the OAS results.
The G’ band recorded with  the 488  nm  excitation  is shown  in  Figure 3.7b. 
Changes of the G’ band have been  suggested as a  signature of doping in 
SWCNTs [94]. We observe in Figure 3.7b a  downshift  of 1.4  cm-1 at  the 
center  of the maximum  of the G´ from  the first sample synthesized with 
ammonia  with respect to the pristine material.  The additional shift of ~2 
cm-1 in  the upper  spectrum  could be related to a  higher  doping level. 
However,  given  the slightly  different  morphology  and changing diameter 
distribution of the nanotube material,  we cannot attribute the additional G´ 
shift  nor  the differences in  the RBMs of the samples to an increasing  doping 
level.
Figure 3.7 Raman spectra recorded with  a Dilor xy triple monochromator 
spectrometer for  the 488, 514, 568 and 632 nm excitation wavelengths and a 
Bruker Fourier transform  (FT)–Raman  spectrometer for  the 1064 nm 
excitation, measured for samples synthesized in  the ferrocene reactor at 1000 




As shown  in  Figure 3.8,  the absorption  peaks of the HWG samples shift  to 
higher  energy  when  N precursor  is introduced, implying a  decrease in the 
diameter  of the SWCNTs.  The OAS of samples synthesized with  200  and 
300  ppm  NH3 present  quite similar  profiles,  showing narrower peak  widths 
than  the one collected with  100 ppm  NH3. Following the OAS analysis 
method [151], we evaluated the mean  diameters (Equation 3.1)  of the 
nanotubes in  the 0,  100, 200  and 300  ppm  NH3 samples to be 1.4±0.3, 
1.2±0.3,  1.1±0.2  and 1.1±0.2  nm, respectively. Similar  findings of a  decrease 
in  diameter  with  increasing  N precursor  amount have been  reported before 
[88-90]. Practically  no tubes were produced with  more than  300 ppm  NH3. 
Note that the films collected with  200  and 300  ppm  NH3 were significantly 
thinner, as can be seen from their transparency values (Table 3.2).
Since the OAS method has been  validated only  for  undoped tubes [151], 
we compared the diameter  distribution  of the 200  ppm  NH3 sample to the 
diameters of 56  individual  SWCNTs in the 200  ppm  NH3 sample measured 
by  HR-TEM (Figure 3.5).  The diameter  distributions obtained by  OAS and 
TEM are shown  in  Figure 3.9. Not  only  are the mean  diameters and 
variances equal,  even  the shape of the distribution  matches remarkably 
well.  The contribution of diameters around 2.5  nm  in  the OAS distribution 
(Fig.  3.9a) is a  known  artifact of the fitting  procedure (due to optical 
transitions of large diameter  metallic  tubes overlapping  around 1.2  eV  with 
those of smaller  diameter  semiconducting  ones abundant in  the sample) 
and is not physically relevant.
 









































Figure 3.8 OAS of HWG samples  synthesized with 0, 100, 200 and 300 ppm 
NH3. The backgrounds have been subtracted (following Ref. [151]) and the 
spectra offset for  clarity. The inset shows  the raw spectrum for  the 200 ppm 
NH3 sample in the range of 0.5 to 6 eV, along with the background.
Results
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Figure 3.9 Diameter distributions of SWCNTs synthesized in  the HWG 
reactor with  200 ppm NH3, determined independently by a) analysis of  the 
optical  absorption  spectrum recorded from  a thin  film sample (Figure 3.8) and 
b) TEM observations of 56 individual tubes (Figure 3.5).
Raman spectra  were recorded for samples synthesized with  0,  100, 200 
and 300 ppm  NH3 using  a  632.81  nm  (1.96  eV) excitation.  Figure 3.10 
contains the features characteristic of SWCNTs [18].  The left panel (3.10a) 
shows the radial breathing  modes (RBM).  The lowering  of the left  side peak 
supports the conclusion  of decreasing  nanotube diameter  with  increasing 
NH3 already  demonstrated by  OAS and TEM analysis. The middle  panel 
(3.10b) shows the disorder-induced Raman  peak  (D) and the G band. 
Interestingly, there is no increase of the D band intensity  with  increasing 
nitrogen precursor amount.
The G’ (2D) band is shown  in  Fig.  3.10c. Although  further  studies are 
required on  this topic, we note that  there is a  downshift  of the main peak of 
the G’ band of ."G’ ( -15  cm-1 compared to the undoped material in  all 
samples synthesized with  NH3.  However, some shift would also be expected 
with  changing  nanotube diameter.  To roughly  estimate this effect  for  the 
single excitation used, we can use the relation [173]
!G ' = C1 " C2 / d                                            (3.3)
with  [27] C1 = 2642.8 cm-1 (for  the 1.96  eV  laser  used) and C2 = 35.4  cm-1 
nm. Inspection of the identical RBM features of the 0  and 100 ppm  NH3 
samples, with  a  G’ shift  of almost  -15  cm-1,  suggests that  changes Raman 
resonant nanotubes’ diameters cannot explain the changes in the G’ band.
However,  since the resonance window  of the G’ is broader  than  that of the 
RBM, it is more relevant to look  at  changes in  the entire diameter 
distribution.  Using the mean  diameters determined from  the OAS and 
Equation  3.3,  a shift  of only  about  6  cm-1 would be expected with  a  decrease 
in  diameter from  1.4  to 1.1  nm.  This is not  enough  to explain the observed 
shift.  Additional spectroscopic studies are required to make conclusions 
about using the G’ signal for inspecting bulk samples of doped nanotubes.
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Figure 3.10 Raman spectra  recorded with  a 632.81  nm  excitation  from 
samples  synthesized in  the HWG reactor with  0, 100, 200 and 300 ppm NH3. 
From left to right the RBM, D and G, and G’ regions of the Raman  response are 
shown.























Figure 3.14b displays an  EEL spectrum  (C– and N–K edges), which is a  sum 
of five EEL spectra  with  an  acquisition time of 20  s each,  recorded on the 
marked area  shown  in  the bright field micrograph  (Figure 3.14a) of a 
bundle of N-SWCNTs synthesized in  the ferrocene reactor  at  1000 °C with 
625  ppm  NH3. The energy  loss near-edge feature (ELNES) of the C–K edge 
consists of a  #* peak  at ~285  eV  and a  "* band starting  at ~292  eV. These 
signatures are typical for  the sp2 hybridization  of the C atoms in  a  graphitic 
network, and indicate that the SWCNTs are well crystallized. 
Concerning  the N–K edge shown as inset of Figure 3.14b,  we observe a 
peak at  ~398  eV  that  could be assigned to pyridine-like configuration, and 
in  some cases,  also a peak  at  ~ 401  eV,  which  is assigned to a  graphitic 
environment  [56,  70, 97,  109, 158].  Furthermore, the incorporation  of 
nitrogen  into the carbon  network was found to be inhomogeneous,  ranging 
from  0 to ~3  at.  % in  different  spots and different  bundles. The mean 
nitrogen  content  is estimated to lie around ~1.7  at. %.  This value is close to 
the one found on  N-SWCNTs synthesized via  the laser vaporization 
technique [109].
We must  note here that since the samples were not purified,  the N–K 
edge signal in  EELS can  contain  some contribution  from  nitrogen  that is 
not bonded to the SWCNT walls.  This means that the nitrogen  content 
measured by  EELS should be taken  as a  fairly  good approximation, keeping 
in  mind that other  nitrogen  compounds can  be present  within  the bundles 
or inside the tubes.
a) b)
Figure 3.14 a) A  bright field micrograph of  a bundle of N-SWCNTs 
synthesized in the ferrocene reactor at 1000 °C with 650 ppm  NH3 b) a  sum  of 
5 EEL spectra (C– and N–K edges) with  an  acquisition time of 20 s each 
recorded from the marked area  in  a). The inset of a) shows a  magnification of 




Figure 3.15  displays an  EEL spectrum  (C– and N–K edges), which  is a  sum 
of four EEL spectra  with  an  acquisition  time of 2  s each, recorded on  the 
marked area  of the high angle annular  dark field micrograph  (Figure 3.15b) 
of a  bundle of N-SWCNTs synthesized in the HWG reactor  at  890 °C with 
200  ppm  NH3.  As in the ferrocene reactor  sample (Figure 3.14),  the energy 
loss near-edge feature (ELNES) of the C–K edge consists of a  #* peak  at 
~285  eV  and a  prominent "* band starting at ~292  eV.  These signatures are 
typical for  the sp2 hybridization of the C atoms in  a  graphitic  network; 
however, the lineshape seems to be less ideal in the HWG samples. 
From  the N–K edge, we calculated that  the total  nitrogen concentration  in 
different bundles of the 100 ppm  NH3 sample ranged from  0.3  to 2.0 at. %, 
with  an average of about 1.2  at.  %. A  similar analysis for  the 200 ppm  NH3 
sample gave an  estimate of 1.7  at.  %  (Figure 3.15a  inset).  The 300 ppm  NH3 
sample was not stable enough  under  the 100 kV  STEM electron  beam  to 
measure EELS.
The HWG film  samples were also measured by  XPS.  The spectral 
deconvolution  for  the nitrogen  core level  signal (N1s) contained 
approximately  equal  contributions of 398.6  and 400.5  eV  binding  energies, 
as has been  described previously  [82, 83].  The total nitrogen  concentration 
in  the films was determined to be 0.2  at. % in  the 100 ppm  NH3 sample, 0.7 
at. % in  the 200 ppm  NH3 sample,  and 1.1  at.  %  in  the 300  ppm  NH3 
sample.  Only  in  the case of the 300  ppm  NH3 sample,  a  slight upshift was 
detected in  the  C1s line,  suggesting  the formation  of significant numbers of 
defective sites,  as reported in other  studies related to N-SWCNTs [82, 83]. 






































Figure 3.15 a) A  sum  of 4 EEL spectra  (C– and N–K edges) with an 
acquisition  time of 2 s each, recorded on  the marked area shown in  the b) high 
angle annular  dark field micrograph of a bundle of N-SWCNTs synthesized in 
the HWG reactor  at with 200 ppm NH3. The inset  of a) shows  a  magnification 




The doped HWG  samples were also studied by  STM/STS measurements1. 
In  contrast with  previous samples of undoped tubes,  several ‘defects’ were 
observed that  could be the signatures of topological  defects, but also could 
be the signature of nitrogen atoms or  defective areas including  nitrogen.  An 
example of the unpublished experimental results is shown in  Figure 3.16. 
The atomic resolution images and local spectra  evidence the appearance of 
a  specific  donor  state at  the defect  site. In this particular  case, a  good match 
is obtained with  the (unpublished)  calculated2 local density  of states of an  N 
substituted (10,4)  nanotube.  This finding  represents the first  clear  local 
identification  of a substitutional  – or  indeed any  – nitrogen  site in  N-
SWCNTs. However,  we note that  as in  previous N-SWCNT  samples from 
laser  ablation [78], in  most  cases the observed defect sites show  extended 
perturbations of the electronic structure,  and do not  seem  to correspond to 
any simple, easily identifiable configuration.
STM image at -1.0 V
1 nm

















triangular bright-spot cluster with a dark center at the
position of the N atom (Figure 6e and Figure 6f). The
charge transfer can also explain that the main STM in-
tensity comes from the C atom surrounding the N de-
fect, CN, as shown by its PDOS in Figure 4a. When the
sign of Vbias is changed, the overall triangularly pat-
terned bright spots are shown with less pronounced
contrast. As for planar graphene, it is related to the elec-
tronic states localized on the CN atoms that mainly con-
tribute to the DOS above the Fermi level (see Figure
4a). However, as for graphene, the localized states are
also presented in the valence band of the doped sys-
tems and are imaged under positive bias voltage. The
C!N bond lengths in N-substitution doping are within
1.40!1.41 Å, that is, it is very similar to the C!C
distance.
The STM image for B-substituted (10,10) NT is a
large bright spot centered on the substituted boron
and its surrounding carbon atoms (Figure 6g and Fig-
ure 6h). Here also when Vbias is switched from"0.5 to
!0.5 V, as expected, a slight change of contrast is ob-
served. The C!B bond lengths in B-substituted system
are within 1.49!1.50 Å. The distortion of the hexagonal
network is primarily limited to the first neighbors, but
Figure 6. Computed STM images of pristine and doped (10,10) NTs: (a,b) pristine; (c,d) pyridine; (e,f) N substitution; (g,h) B
substitution. The horizontal direction is parallel to the nanotube axis. One dashed hexagon is represented on the different
images to highlight the atomic network. The color scales for height are in Å.
Figure 7. Computed STM images atVbias! "0.5 V of pristine and N-substituted (17,0) carbon NT: (a) pristine; N substitution
with doping concentration at (b) 0.5%, (c) 3%, and (d) 10%. The horizontal direction is parallel to the nanotube axis. One
dashed hexagon is represented on the different images to highlight the atomic network. The circles show the nitrogen loca-





















































































































































U (V) E-EF (eV)
Metallic (10,4) tube
Doped (10,4) tube
Figure 3.16 Unpublished data. (Left) STM scan and local  spectra measured by 
STS on a defective metallic  tube synthesized in the HWG reactor  with  300 ppm 
NH3. The blue spectrum  measured far  from  the defect displays the well-known 
characteristics  of a  metallic tube (van  Hove singularities  around +1 V  and -1 V 
and a  pseudo-gap around 0 V). The red spectrum measured on  the defect 
shows a  specific peak around 0.7 V. Measurements courtesy  of  Jerôme Lagoute. 
(Right) Simulated STM image (from [68]) and density  of states of  a  (10,4) tube 
with  a substitutional  N atom, presenting a similar signature as in the 
experiments. Simulations courtesy of Luc H nrard.
Results
56
1 By the STM team of Jerôme Lagoute at the Laboratoire Matériaux et Phénomènes 
Quantiques, Université Paris Diderot and CNRS in Paris, France.
2 By Luc Henrard at the Laboratoire de Physique du Solide, Facultés Universitaires 
Notre-Dame de la Paix in Namur, Belgium.
3.1.5. Sheet resistances
3.1.5.1. Network simulations
Figure 3.11  shows an  example of a  line segment  network  generated by  our 
resistor  network  code (Section  2.4.1).  The network conductance " exhibits a 
linear  dependence on  the average line segment length  ⟨l⟩ over  the 
experimentally  relevant range of 1  to 4  +m. Random  lognormal  length 
distributions
f (x; µ, s) = 1
xs 2! e
"(ln x" µ )2 /2s2 , x > 0,                    (3.2)
were used for  the line segments,  where µ  (the location  parameter) and s 
(the scale parameter) are the mean  and standard deviation  of the natural 
logarithm  of the dimensionless length  x, respectively.  The values for the 
standard deviations were calculated from  the experimental bundle length 
distributions (Table 3.2). The nonzero intercept  of the x-axis is to be 
expected based on percolation  arguments. The network  connectivity, 
defined as the average amount of contacts per  line segment,  was likewise 
found to depend on ⟨l⟩ linearly,  suggesting  that network conductance is 
directly determined by the connectivity.
In  addition  to line segments,  we also ran  simulations with  rectangles of 
finite widths at fixed length. Even  a decrease of aspect  ratio from  1000 to 
100 resulted in  an increase of connectivity  of only  3.5%. Thus a  decrease of 






















Figure 3.11  A simulated bundle network consisting  of randomly oriented line 
segments. The red and blue colors denote segments that form  conducting 
pathways and segments that do not, respectively. The inset displays how the 
resistor network is formed out of line segments and their intersections.
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3.1.5.2. Sheet resistance analysis
The sheet  resistance and transmittance values for undoped SWCNT  films 
(Table 3.3) were compared to the doped SWCNT films synthesized with 
100–300 ppm  NH3 (Table 3.2). As the undoped reference films, two sets of 
samples were used.  The first were films of varying  thickness synthesized 
previously  with  the ferrocene reactor (FC) [118],  with  bundle length 
distributions of 1.3±0.8  +m  (upwards blue triangles in  Figure 3.12) as well 
as 3.3±1.4  +m  (downwards dark blue triangles), and bundle diameter 
distributions of 8.3±3.5  nm  and 7.8±2.7  nm,  respectively.  Additionally,  4 
undoped films synthesized with  the HWG reactor  were used (purple 
circles), corresponding to the 0 ppm NH3 sample.
The figures of merit of the undoped sample sets calculated from  fits of 
Equation  2.4  to the data  in  Figure 3.12  are plotted in  Figure 3.13,  along with 
the values for  each  doped sample (Table 3.2).  Thus the undoped sample 
data  points (blue diamonds and purple circles) are derived from  several 
films (Figure 3.12  and Table 3.3),  while the doped data  points correspond 
simply  to the samples in  Table  3.2. Figure 3.13  shows that  the figures of 
merit  of the doped samples are lower  compared to those of undoped sample 
sets with  similar  length  distributions collected from  the ferrocene reactor 
(blue dotted line) with  a  deficit of 68% for  the 100 and 200  ppm  samples. 
Furthermore,  if we compare the values of the doped films to the undoped 
HWG  data  (dotted purple line), the deficit is 85–86%. For  both  kinds of 
films, the intercept  of the x-axis is around 0.5  +m, which  might indicate the 
onset of the percolation threshold, in agreement with the simulations.
Table 3.3. Properties of undoped SWCNT films synthesized with  the HWG 
(this work, HWG 3.1  +m  long bundles) and the ferrocene (FC, 1.3 and 3.3 +m 
bundles [118]) reactors. The columns show: sample name, 4-point sheet 








FC 1.3 µm 0,384 6 HWG 3.1 µm 0,2 43
FC 1.3 µm 2,26 53 HWG 3.1 µm 0,208 46,4
FC 1.3 µm 2,94 74 HWG 3.1 µm 1,58 86,4
FC 1.3 µm 9,94 86 HWG 3.1 µm 1,8 71,8
FC 1.3 µm 40,7 96 HWG 3.1 µm 4,52 95
FC 3.3 µm 0,203 16
FC 3.3 µm 0,52 59
FC 3.3 µm 0,628 65
FC 3.3 µm 1,31 82
FC 3.3 µm 2,44 88
FC 3.3 µm 3,16 93





Figure 3.12 Sheet resistance versus transmittance at 550 nm for undoped 
sample sets from  the ferrocene reactor  with  two bundle length distributions 
(FC, Ref. [118]) and the hot  wire generator reactor (HWG, this work). Solid 
lines  show fits based on  Equation 2.4, with figure of  merit K as the fitting 
parameter.
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Figure 7. Figures of merit versus mean bundle lengths for undoped sample sets from the ferrocene22 
(blue diamonds) and HWG (purple circle) reactors (Fig. 6), and nitrogen-doped films from the HWG 0
(red squares, Table 1). The purple thick dotted line is a linear fit to the undoped and 300 ppm NH3 doped 
HWG sample, while the blue thick dotted line is a linear fit to the undoped ferrocene samples. The 
vertical dotted lines represent the deficits of the figures of merit of the doped films compared to the 
ferrocene data (blue) and the undoped HWG data (purple).
0
5. DISCUSSION
Considering the optical absorption (Fig. 2) and Raman (Fig. 3) spectra of the 100 ppm NH3 sample, 
they seem to be intermediate between the 0 and 200 ppm NH3 spectra. By contrast, there is little change 





















Mean bundle length (µm)
FC (undoped, Ref. 22)
HWG (undoped, this work)







Figure 3.13 Figures of  merit versus mean  bundle lengths for  undoped sample 
sets  (Figure 3.12 and Table 3.3) from the ferrocene (blue diamonds, Ref. [118]) 
and HWG (purple circles) reactors, and nitrogen-doped films from  the HWG 
reactor (red squares, Table 3.2). The purple thick dotted line is a linear fit to the 
undoped and 300 ppm  NH3 doped HWG sample, while the blue thick dotted 
line is a  linear fit to he undoped ferrocene samples. The vertical  dotted lines
represent the deficits of  the figures of  merit of the doped films compared to the 





In  the temperatures relevant for  SWCNT synthesis using  CO, CO2 and H2, 
several reactions are important. The main  source of carbon  for  CNT growth 
is the Boudouard reaction  (Equation 1.4). Because H2 is present  in  the 
reactor  (either  from  the H2/Ar gas in  the HWG, or  from  ferrocene and/or 
NH3 decomposition), another  reaction, CO hydrogenation,  leading  to the 
carbon release could occur:
CO (g) + H2 (g)  ⇌  C (s) + H2O (g).                           (3.4) 
The water  gas-shift reaction can  also play  a  role in  the balance of gaseous 
products.  When  ammonia  is present  in  the reactor  and reacts catalytically 
on  the iron  nanoparticles, atomic nitrogen and hydrogen  can  be released. 
From  these H2 and N2 can  form, and since carbon  is most  likely  already 
present, a  possible further reaction is the formation of hydrogen cyanide 
(H–C ! N ), 
CN (ads.) + H (ads.) ⇌ HCN (g).                             (3.5)
FTIR can  be used to measure the amounts of CO,  CO2, H2O,  HCN and NH3 
by  analyzing  the spectra  using  a library  of known analytes. Figure 3.14 
shows an example FTIR spectrum  from  Publication  V; note that  CH4 or  any 
other hydrocarbons were not observed in any of the other publications.
Figure 3.14 FTIR spectrum  of the gas mix  present in  the reactor in 




In  Publication  VI, the CO disproportionation reaction was investigated in  a 
horizontal  quartz tube at  a  heating rate of 5  °C/min.  A  silica  substrate with 
2.8±0.6  nm  sized iron  particles deposited from  the HWG reactor  was 
placed inside the tube. The CO flow  rate  was maintained at  8.3  cm3/min. 
The concentration of the gaseous product (CO2) was monitored on-line by 
FTIR. The region  of CO2 concentration  increase from  about 350  °C to about 
580 °C is the kinetic region, where the rate of the CO disproportionation 
reaction is significant. At  temperatures above 600 °C,  the reaction  is limited 
thermodynamically.  Since the disproportionation rate is proportional to the 
concentration  of CO2,  we assume that  the activation  energy  of the reaction 
can be found using an Arrhenius dependence
X(CO2)=k0 exp(–Ea/RT),                                    (3.6)
where X(CO2) is the carbon  dioxide mole fraction,  k0 the kinetic prefactor, 
R the gas constant,  and T the temperature in  Kelvin. Plotting the kinetic 
region  in  the coordinates of ln  X(CO2) versus 1/T,  one gets a  remarkably 
low  activation energy  of Ea = 31.6  kJ/mol = 0.33  eV  as the barrier  for the 
CO disproportionation  reaction (Figure 3.17) on  these very  small  iron 
nanoparticles.
!
Figure 3.17 Kinetic region of CO disproportionation  reaction fitted with a  line 




In  Publication  I, the ferrocene reactor  outlet  gases were measured by  FTIR 
to investigate the chemistry  taking  place inside the reactor.  Introducing  625 
ppm  of NH3 at 1060  °C increased the measured amount  of CO2 from  290  to 
410  ppm. Note that some CO2 is always produced on  the reactor  walls. 
Furthermore,  220 ppm  of hydrogen cyanide (HCN) was detected when NH3 
was introduced into the reactor. At  880 °C, the effect  of NH3 was less 
pronounced, but the analyzable compounds remained the same.
In  Publication  VII,  the experimental reaction  barrier  for  NH3 
decomposition was measured using FTIR and mass spectroscopy  in 
tandem. Gas-phase thermal decomposition of NH3 over  iron  nanoparticles 
deposited on  the walls of the HWG  reactor  used for N-SWCNT synthesis 
was investigated in  the temperature range of 590–1090 °C.  Concentrations 
of ammonia and water  as a  function  of reactor  maximum  wall temperature 
were measured using FTIR, and hydrogen and nitrogen  using  RGA. The 
inlet gas consisted of 800 cm3/min of Ar along with 500 ppm of NH3.
RGA  mass spectra must  be interpreted properly  since they  can  be 
ambiguous in  certain  cases,  such  as when  two different  molecules exhibit 
the same mass. Knowledge of how  different molecules with  the same mass 
would dissociate into smaller fragments of different  mass-to-charge ratios 
allows absolute identification  of any  gas. However  for  the simple molecules 
H2 (atomic mass 2) and N2 (atomic mass 28, but also a  peak  at  14  by  atomic 
N+ and doubly ionized N2+), direct identification is quite easy.
Three regions for  NH3 decomposition  can  be discerned in  Figure 3.18: (I) 
a  low  temperature region  (590–740 °C),  where NH3 decomposition is fast 
and H2O is the main  product. Oxygen  concentration  in the reactor  from  the 
Ar carrier  gas impurities and environmental leakage was measured to be 
about  150 ppm; (II)  an  intermediate region  (740–940  °C), where any 
additional decomposition  of NH3 is into N2 and H2. We believe this 
corresponds to the catalytic  decomposition  of NH3 modeled in  the 
simulations; (III) a  high  temperature region  (990–1090 °C),  possibly 
relevant  for  NH3 self-decomposition  in  the gas phase. The mole fraction  of 
NH3 can  be plotted in an  Arrhenius plot,  showing  the same regions (Figure 
3.19). Linear  least squares fits yield slopes of 28867±241  K,  4978±190 K 
and 1932±134  K, for  the high,  middle and low  temperature region.  These 
correspond to energies of -2.49±0.02  eV,  -0.43±0.02  eV  and -0.17±0.01  eV. 
Note that  because the decrease of the NH3 mole fraction  is relevant  for  the 
decomposition reaction, the actual barriers come out with  the signs 
reversed.
Measurements for  HCN formation  were performed using  500  ppm  of NH3 
in  a  flow  of 400 cm3/min  CO. Analysis of the corresponding Arrhenius plot 
yields an activation energy of 1.35 eV.
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(0.43 eV). The barrier for the cleaving of the final hydrogen is the largest step, probably due to the 
high symmetry and limited size of the facet on which the reaction is constrained. The nitrogen in 
NH is tetrahedrally sp3 coordinated and the final H is pointed away from the surface, making it 
more difficult to reach the surface. This is an artifact of the model cluster and most likely not 
relevant for a real particle, where a step or a defect would lower this barrier. Thus the simulations 
can be said to be in remarkable agreement with the experiments.
Similar measurements for the formation of HCN were performed using FT-IR in the same 
reactor16 using 500 ppm of NH3 in a flow of 400 cm3/min CO. Analysis of the corresponding 
Arrhenius plot (Supporting Information Fig. S10) yields a slope of -15689.7 K, which corresponds 
to an activation energy of 1.35 eV, well comparable to the calculated value considering the limited 
size of the facet available in the simulations.
Figure 3. Concentrations of ammonia and water measured using FT-IR, and hydrogen and nitrogen 
measured using mass spectrometry, as a function of reactor maximum wall temperature. The 


































Figur  3.18 Concentrations of ammonia  and water  measured using FTIR, and 
hydrogen  and nitrogen measured using mass spectrometry, as a  function of 
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(I)
Figure 4. Arrhenius plot of the mole fraction of NH3, showing three distinct temperature regions 
(Fig. 3). The dashed and dotted lines are linear fits to the data in the different regions.
Considering these findings, we believe that the precursor decomposition reactions happen on the 
nanocluster itself, not at the open edge of the growing N-SWCNT (as proposed by Sumpter et al.12). 
At least in the case of carbon monoxide and ammonia16, the calculated reaction barriers strongly 
suggest that the precursors cannot significantly self-decompose without catalyst at the middle 
temperature region relevant for nanotube growth.  Thus nitrogen is incorporated continuously into 
the nanotube at the root, not at the leading edge. Cap nucleation and detachment are likely similar to 
what has been proposed for SWCNTs22,23, as are the dynamics of the steady-state growth24-27. 
However, peculiar to the N-doped case, if the nitrogen feedrate is too large, nanotube growth has 
been found to terminate16. This can be either due to a saturation and breakdown of the hexagonal 
carbon network by nitrogen, or to nitrogen blocking the adsorption sites on the cluster and 
preventing the sufficient input of further carbon28, slowing down and eventually stopping the 




















Figure 3.19 Arrhenius plot of the mole fraction of NH3, showing  three distinct 
temperat re regions. The dashed and dotted lines are linear fits to the data. 




As shown above, the synthesis of N-SWCNTs is feasible using CO and NH3, 
with  iron as catalyst. This combination  of two small precursor  molecules, 
each  with  only  a  single C or  N atom, presents the simplest possible 
chemistry. Furthermore, since the particles interact with  precursor 
molecules in  the gas phase, both  the tip and base growth  mechanisms are 
equivalent.  To further  study  the mechanism  of N-SWCNT growth  in the 
HWG,  first  principles calculations were performed in  order  to understand 
the chemistry  of the precursor  reactions on a  model Fe55 catalyst  cluster  in 
Publications VI and VII.  The carbon  calculations (Publication  VI) were 
based on  earlier  work  by  Lanzani et al.  [168, 169],  but were performed with 
the GPAW code [166] instead of VASP.
As a  first  step,  we obtained information  about  the stability  of CO,  NH3 and 
their  fragments on  the Fe55 cluster  (comparable to earlier  VASP results 
[167,  168]). Thus as the second step of the study  we considered the reaction 
barriers on the surface.  Climbing-image nudged elastic  band (CI-NEB) [171, 
174] method was used for the determination of the reaction barriers.
We believe that the adsorbed CO and NH3 first dissociate into surface 
atomic C and N,
COads  Cads + Oads                                          (3.7)
and
NH3ads  Nads + 3Hads .                                     (3.8)
Since there is always more carbon than  nitrogen  available, in  a  simplistic 
picture, the  more numerous carbon atoms then  react  with  each  other and 
the nitrogen  atoms to form  the hexagonal carbon  lattice with  nitrogen 
dopants,
Cads + Cads  C-Cads                                                            (3.9)
and 
Cads + Nads  C-Nads ,                                    (3.10)
while the remaining  O atom  reacts with  additional  CO to form  CO2 
according  to the well-known  Boudouard reaction  [36, 169].  The reactions 
above seem  simple,  but in  reality  the catalyst surface has a  high  coverage of 
the molecular  precursors and their  fragments, so there are complicated 
atom–atom  interactions.  By  necessity,  we concentrated our  attention on the 




In  Publication  VI,  DFT  calculations were used to study  CO and atomic C 
adsorption on the icosahedral Fe55 cluster.  The geometry  optimization  was 
started from  the high  symmetry  adsorption  sites of one the 20  triangular 
face of the cluster.  The high  symmetry  adsorption  sites are the top site, 
octahedral hollow  site and tetrahedral bridge sites. The bridge and top site 
can  be in-plane on the cluster  face  or  on  its edge/vertices.  For  CO, 
interaction  geometries presenting  the molecular  bond either coplanar  (=) 
or  perpendicular  (╧) to the cluster  surface were considered. When the CO 
molecule  is placed flat  on the cluster, during the geometry  optimizations 
oxygen atoms are not bonding to the surface and the molecule flips up.
Perpendicular  adsorption  is not  favorable when  oxygen  is toward the 
surface (╧ OC). During the relaxations with the molecule adsorbed through 
the carbon (╧ CO), it  spontaneously  moves,  migrating to the bridge and 
hollow  sites of the surface (see supporting  information of Publication  VII 
for  details).  To describe the energetics of the adsorbed species on the 
surface, the interaction energy term (I.E.) is defined as
I.E. = EFe55 / CO-(EFe55 +ECO ),                                      (1) 
where EFe55/CO is the total  energy  of the adsorbate-substrate system, EFe55 of 
the Fe55 cluster,  and ECO of the free CO molecule.  The I.E. term  thus 
describes the strength of the adsorbate-substrate interaction. 
Based on  CO adsorption  and C + O co-adsorption  data, a  dissociation 
path  for  CO was mapped out  with  NEB [174].  The smallest  activation 
energy  (0.50 eV) was obtained starting  from  the optimal adsorption 
geometry  with  the CO molecule perpendicular  to the cluster  (╧ CO). The 
reaction is exothermic  by  0.12  eV  (Figure 3.20). Note that  this value for  the 
CO barrier  in  Publication VII differs from  the value in  Publication  VI (0.63 
eV)  due to the use of a  different  geometry  optimizer  (‘Fire’ [175],  instead of 
‘LBFGS’). The lower value should be considered to be more correct.
!E  = -0.12 eVCO on bridge
Barrier  = +0.50 eV
C on hollow
O on hollow
Figure 3.20 Calculated minimum energy  paths for CO dissociation  on a  step 
of the Fe55 model cluster (Fe, brown; C, grey; O, red).
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Figure 3.21  Proposed reaction paths for  the mobility of atomic C on  the Fe55 
model cluster. The atomic C has a possible metastable state.
Once atomic carbon  is present  on  the cluster,  it  is vital to study  its 
mobility  as a  preliminary  stage of nanotube nucleation.  To examine the role 
of this step in  the overall process,  the adsorption  geometry  of atomic carbon 
was studied. The most  stable geometry  on  and below  the surface together 
with  the calculated energetic  path  connecting  them  is depicted in  Figure 
3.21.  T e NEB method was used to study  the mobility  of carbon,  and a 
barrier of 0.17 eV was found. 
This behavior  changes when  possible reaction paths for  the inclusion  of 
atomic carbon  under  the surface of the Fe55 model cluster are considered. 
The obtained formation  energy  for  a  carbide-like structure is -0.50  eV  with 
an  elementary  rearrangement of atoms and molecules on  the surface. 
Further  inclusion  of the atomic carbon in the cluster  (.E = +0.43  eV) 
requires overcoming a barrier of 0.51 eV.
The mechanism  for  CO oxidation  involves a  reaction of the CO molecule 
and an  adsorbed oxygen  atom. The structures of all transition  states and 
intermediates are depicted in  Figure 3.22  together  with  the energy  profile. 
The obtained formation  energy  is +0.62  eV  with  a barrier  of +1.04  eV. 
Considering that the particle morphology  and reaction  conditions are 
different,  the calculated data  are in  reasonable agreement with 
experimental results of Li et al. [176] and the authors [169].
Figure 3.22 Calculated minimum energy paths for CO2 formation of  the Fe55 




Nitrogen  chemistry  was studied in  Publication  VII. The stability  of NH3 on 
the cluster  was first  considered. The molecule was set  on the vertices,  on  the 
edge and on  the centre of the icosahedral  face of the cluster. For  every 
adsorption site,  the possible  effect of the orientation  was considered, 
though  only  the interaction N–Fe was favorable, and only  the top sites were 
stable (-0.73 eV < B.E.(NH3) < -0.60 eV).
In  order  to study  NH3 dissociation with  the CI-NEB method, we needed to 
know  the preferred adsorption  sites for  NH2,  NH and N on the cluster. 
During  relaxation, the NH2 molecule spontaneously  moves, migrating  to 
the bridge sites on  the facet of the surface (-3.10  eV  < B.E.(NH2)  < -2.52 
eV).  The arrangement presenting  the nitrogen  tetrahedrally  coordinated to 
two hydrogens and two irons atoms is clearly  preferred.  Similar  behavior 
was observed considering  the interaction  of NH at the high symmetry 
adsorption site (-4.64  eV  < B.E.(NH) < -3.18 eV).  During  geometry 
optimization, the fragment rearranges,  moving  to the hollow  site,  where N 
can  easily  interact with  three metal atoms.  Atomic nitrogen  presents a 
similar  behavior  to carbon: the hollow  sites on  and below  the surface are 
most stable. 
Correspondingly,  based on the NH3-x + xH (x=0,1,2,3) co-adsorption data, 
a  possible dissociation  path  for  NH3 was calculated with  the NEB method. 
The obtained reaction energy  is -0.32  eV/molecule with an  overall barrier 
of 1.00 eV  (Figure 3.23).  The complete dissociation  to atomic  nitrogen  and 
hydrogen involves three steps: (1) NH3  NH2 + H; (2) NH2 + H  NH  + 
2H; (3)  NH + 2H   N + 3H. The dissociation  of the last hydrogen presents 
a significantly higher barrier than the first two steps.
The mobility  of nitrogen  of the cluster  and the C–C/C–N bond forming 
reactions were studied as well.  The mobility  barrier for  N is quite small 
(0.44  eV, Figure 3.24), but what is more remarkable,  both  the C–C and the 
C–N bond formation reactions were found to be barrierless and exothermic.
Figure 3.23 Calculated activation  barriers and reaction  energies for  each step 
of NH3 decomposition (NH3  NH2 + H  NH + 2H  N  + 3H). Fe atoms are 
orange, N – blue, and H – white.
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Figure 3.24 Proposed reaction paths for the mobility of  atomic N on the Fe55 
model cluster.
Since there is hydrogen  present  in  the system  from  NH3, the simplest 
possible further  reaction for  the adsorbed CN fragment  is the formation  of 
hydrogen cyanide (HCN).  In the present  context  this is a  parasite reaction, 
since the HCN molecule would take away  one nitrogen  atom  otherwise 
available for  doping the carbon  network. Based on  CN and H co-adsorption 
data, a  possible formation path  for  HCN was calculated with  the NEB 
method (Figure 3.25). The obtained reaction barrier  is 1.65  eV,  consistent 
with the measured barrier of 1.35 eV.









4.1. Comparison of reactors
The introduction  of NH3 into either reactor  enabled the synthesis of 
nitrogen-doped SWCNTs in  a  simple process.  Ammonia  is a  volatile gas and 
likely  breaks down catalytically  on  the iron clusters along with  CO, 
providing free atomic nitrogen, which is incorporated into the growing 
nanotube structure. The uniformity  and level of nitrogen  doping seems to 
be somewhat variable according  to EELS.  We originally  thought that  this 
was due to the very  low  flow  rate of NH3 needed for  successful synthesis, 
which  was the minimum  possible for  the mass flow  controller  we used in 
the original experiments (Publications I and III). It  was hoped that  using  a 
dilution  system  for NH3 would improve the uniformity  of the doping, but  in 
light of the later  HWG samples (Publication  IV)  there is little evidence for 
this. The reason for the non-uniformity remains unclear.
The introduction  of NH3 into the ferrocene reactor  offers a  possibility  to 
shift  the diameter  distribution  of the produced SWCNTs, as evidenced by 
the optical absorption measurements. As the diameters of SWCNTs 
synthesized by  CVD are determined at  the nucleation stage,  and depend on 
the catalyst particle sizes, the shift  in  the diameter  distribution  to larger 
diameters may  be due to the catalyst  particle sizes at nucleation being 
correspondingly  larger.  The reactive NH3 species might  delay  the 
nucleation  until the catalyst  particles have grown  slightly  larger  than  they 
would have without it.  Another  possibility  that cannot  be ruled out with  the 
present  experimental setup is the selective  etching  of small  diameter 
SWCNTs, whose carbon network is more reactive.
Furthermore,  considering the data  in  Table 3.1  we conclude that  very 
small amounts of ammonia  can  be beneficial for  producing  high  quality 
SWCNTs in  the ferrocene system,  particularly  at lower  temperatures. Even 
though  there is a  decrease in yield, at  880  °C the three-fold gain  in  the G/D 
ratio,  which is thought  to signal a  significant increase in  the quality  of the 
produced SWCNTs. The effect appears similar  to the role  played by  CO2 in 
etching the produced tubes of amorphous carbon and defects. At 1060  °C 
ammonia  may  be too reactive, which  can be understood to be due to the 
thermodynamics of the CO disproportionation  reaction.  The lower  the 
temperature, the more etching agents can be added.
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Considering the later  HWG  reactor  samples,  we do not  observe an 
increase in the G/D ratio as in  the lower  temperature ferrocene reactor 
samples. Remarkably, nor  do we observe a  decrease,  as would had been 
expected from  the literature. However, it  must  be noted that co-products 
(amorphous carbon, encapsulated catalyst  particles, etc) can  contribute to 
these differences.  Future experiments on  purified samples will  be helpful in 
addressing these issues.
Also, the effect  ammonia  has on the mean  diameters of the SWCNTs 
produced seems to differ  between  the reactors. In  the HWG samples 
(Publication  IV), increasing  amounts of NH3 induce a  decrease in  the mean 
diameters of the produced N-SWCNTs. As stated above,  this has been 
observed before in  the literature [64,  65, 83].  This stands in  contrast with 
the ferrocene reactor  samples (Publications I and III), where there first 
seems to be an  increase in the mean  diameter,  and only  when  the amount  is 
increased further,  a  decrease. This might  have something  to do with  the 
slightly  different chemistry  in  the ferrocene reactor  (catalyst particle 
formation  method,  lack  of added H2 in  the system).  The role of CO2 seems 
to be important  as well, as might  be the fact  that  no dilution system  was 
used for  the early  experiments in  the ferrocene reactor. However, we do 
note that  similar  behavior  has been  observed in  very  recent unpublished 
samples from the ferrocene reactor using the dilution system.
Considering the optical absorption  and Raman spectra  of the HWG 
reactor  100  ppm  NH3 sample, they  seem  to be intermediate between  the 0 
and 200  ppm  NH3 spectra. By  contrast,  there is little change from  the 200 
to the 300  ppm  NH3 spectra,  even  though  the bundles are getting  shorter 
still  (Table 3.2). Thus it  seems that  full  modification of nanotube properties 
can  be achieved already  with  200 ppm, while 300  ppm  affects the growth 
excessively. This is also seen in  the EELS measurements,  where the 300 
ppm  sample was unstable under  the electron  beam  in EELS.  It  is 
remarkable how  small amounts of ammonia have such  a  drastic effect  on 
the synthesis.  This may  be a  feature of the floating  catalyst  reactors,  or  the 




It seems that  the introduced NH3 shifts not  only  the diameter  distribution 
of the produced nanotubes,  but  also the chiral angle distribution.  High 
chiral  angle  nanotubes are enriched compared to the pristine material 
(Publications II and III).  It  is an  open  question  to discuss the role of NH3 in 
growing  SWCNTs with  a narrow  chirality  distribution. However,  as the 
yield in  our  process is also significantly  lower  when  NH3 is used, we can 
speculate that  ammonia  could act  as a powerful etching  agent,  similar  to 
CO2 [36, 137],  attacking the weaker  C–C bonds of small  chiral angle tubes 
[177,  178]. In  the literature,  chirality-enriched synthesis has often  been 
reported to be related to the shape of supported catalyst particles [48, 50]. 
It is doubtful the same mechanism  would apply  to floating  iron particles at 
this high  temperatures. It is also worth  noting that the opposite trend has 
been  tentatively  observed in  single-walled boron  nitride nanotubes,  where 
zigzag and near to zigzag configurations seem to be preponderant [179].
 The same etching effect  could apply  to nanotubes of smaller  diameters 
due to their  higher  curvature [178],  which  would explain  the slightly 
enlarged average nanotube diameter  as NH3 is introduced.  Since the effect 
seems to be different  in  the HWG and ferrocene reactors, perhaps this is 
again  related to slightly  different  catalyst  particle formation mechanism 
and composition.  The NH3 etching action  may  take effect on the catalyst 
clusters already  during  nucleation, suppressing  the growth  of smaller  chiral 
angle tubes that  have a  relatively  larger number  of dangling bonds on the 
growing  edge of the hexagonal network. Etching effects could well elucidate 
the decreased yield and the decreased bundling of nanotubes observed with 
added NH3. Firm conclusions, however, remain elusive.
Excessive amounts of NH3 lead to a  termination  of nanotube synthesis. 
On the other  hand,  fine-tuning  of the NH3 concentration  could conceivably 
enhance chiral  angle selectivity. Furthermore, recently  it was reported that 
the diameters of carbon  nanotubes could be effectively  tuned in  a similar 
floating  catalyst  CVD process by  introducing  controlled amounts of CO2 
[151].  Therefore, in future work, we anticipate tunable selective growth  of 
SWCNTs with  preferred chiral  structure by  simultaneously  regulating  the 
amounts of NH3 and CO2 introduced into the reactor.
It further  remains uncertain  if nitrogen  doping  itself could be the cause of 
the changes in  both  the diameter  and chiral angle distributions.  We must 
note that  theoretical  calculations of N-SWCNTs have implied that  nitrogen 
could destabilize  armchair  tubes [76] (see,  however, also [56]).  Also,  it has 
been  predicted that  substitutional  nitrogen  dopants should favor zigzag 
configurations [180],  perhaps supporting  the observation of pyridinic  N 
dopants in  our  samples by  EELS. Despite these theoretical  suggestions, as 
of now, the mechanism for the observed selectivity remains unknown.
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4.3. Prospects for N-SWCNT electrodes
Our  theoretical  network  model  suggests that  in  a  dense network (far  from 
the percolation  threshold,  i.e.  the minimum  density  where conducting 
paths are formed) of CNT  bundles or  similar  conductors, in  which  the 
bundle–bundle contact  resistances dominate, the network  conductance 
scales linearly  with  the average bundle length. This result  is in  line with 
previous theoretical work and electronic measurements of CNT networks 
far  above the percolation threshold [181],  as well as data  obtained from  our 
undoped samples [118]. Further  development  of the theoretical model 
should endeavor  to explicitly  incorporate also the optical absorption  and 
the effects of nanotube and bundle diameters, among other things.
Perhaps the clearest  effect that  the introduction  of nitrogen  precursor  into 
the reactors has is the shortening  of the produced bundles (and thus also 
individual tubes).  This should not be surprising,  since any  compounds 
which  do not  directly  contribute to the growth  of the carbon  network  will 
not only  compete for absorption  sites on  the iron  clusters,  but at least  in the 
case of ammonia,  likely  etch  away  carbon as well. Thus either  a reduction  in 
growth  rate or an  earlier  termination  of growth  will undoubtedly  lead to 
shorter  bundles,  which  is detrimental for  TCE performance.  Although  the 
effect  seems to be correlated with  the amount of nitrogen  precursor,  some 
reduction in bundle lengths seems inevitable.
Our  analysis indicates that shortening  bundle lengths alone were not 
enough  to explain  the drastically  increasing sheet  resistances in  the HWG 
samples with  increasing  levels of ammonia. Based on  our  network 
simulations and the undoped samples with  different  bundle lengths,  we 
could estimate that  the figures of merit  K of the 100  and 200  ppm  NH3 
films were between  68% to 86%  smaller  than  would be expected based on 
their  measured average bundle lengths. Thus the measured resistances of 
the 100  and 200  ppm  NH3 films were 5  to 10 times larger  than  expected. 
The 300  ppm  NH3 bundles were already  so short that they  likely  do not 
form a proper percolating network and the analysis is no longer applicable.
If we assume that  the N dopants do not  increase the junction resistances 
(rather,  they  could even  decrease them  [182]),  it seems clear  the 
conductivities of the bundles themselves decrease with  doping. This can 
perhaps be attributed to an  increasing number of randomly  distributed 
scattering centers in  the doped nanotubes, which  decrease the mean  free 
paths of the carriers [54, 55, 183, 184]. Another  major  question  is the 
contribution of different  local nitrogen  bonding  configurations to the 
scattering effect  and the possible charge transfer  to the nanotubes.  Perhaps 
the negative effects observed here  could be at least  partially  mitigated by 
controlling  the balance of n- and p-type dopant configurations,  but this 
appears experimentally quite challenging.
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Whether  the effect observed here is due to an increased number  of defects 
not related to nitrogen or the actual dopant  sites themselves is a  topic for 
further  research,  though  the non-increasing  intensity  of the Raman  D band 
would suggest  that the defect density  is not  significantly  increased. 
However,  we note that the bundles of doped tubes do seem  to show  fewer 
impurities on their  surfaces, which  could affect the measurements. Single 
tube transport or  network transistor  measurements would likely  help 
elucidate the microscopic mechanism  for  the effect  observed here for 
macroscopic films.
Remarkably,  the undoped HWG films show  even better optoelectronic 
properties than  the previously  reported ferrocene reactor  films [118].  The 
higher  performance of the undoped HWG samples compared to the 
ferrocene samples (with  similar  ~3  +m  bundle length) can  likely  be 
explained by  the smaller  bundle diameters in  the HWG samples, and thus 
smaller  contact  resistances between  the bundles. Since the figure of merit  K 
scales inversely  with  the contact  resistance, we see that  the undoped HWG 
samples would agree with the ferrocene data  if we assumed that  the contact 
resistances were 50% lower  for  the smaller  HWG bundles.  Nirmalraj et  al. 
estimated [127] the  resistance drop to be roughly  70% for  the bundle 
diameters measured here (7.8  and 6.1  nm  for  the ferrocene and HWG 
samples, respectively); though  we note that  our  largest  bundles are at  the 
lower  end of their  largest  diameter  category.  Most  importantly  in  the 
context  of this work, we note  that should the bundles of doped nanotubes 
with  even smaller  bundle diameters exhibit  smaller  contact resistances than 
the undoped ones,  this would only  further increase the deficit observed in 
the optoelectronic figures of merit of the films.
Based on  these arguments, we do not envision that nitrogen-doped single-
walled carbon  nanotubes will  be competitive in  the race for  the lowest 
resistance transparent  coating.  This is compounded by  the fact that  all of 
the best performance nanotube TCEs use some sort  of acid treatments for 
achieving  extremely  large charge transfers onto their  semiconducting  tubes 
[118]. It  is doubtful whether this large charge transfers would be possible 
with  nitrogen  doping  even  if the local doping  configurations could be totally 
controlled.  However, there are emerging  applications in  e.g.  haptic  displays 
where controlled higher resistances at a  high  transparency  might actually 
be required, and these materials could find use there.
Thus we feel that the most promising  avenues of research for  N-SWCNTs 
lie in  applications where – assuming this can  be experimentally  achieved – 
a  stable, intrinsic  n-type behavior  is needed, such as transistors,  or, 
alternatively,  in  applications where the inherent reactivity  of the nitrogen 





In  all  cases where reaction  barriers were extracted from  the experimental 
Arrhenius plots, we had to assume that the reactions were first  order. In 
practice,  this means we considered reactions between  adsorbed precursors 
(or  their  fragments),  and not direct  collisions of gas phase molecules with 
adsorbed reactants. Although it  is not  easy  to directly  justify  this 
assumption,  we feel it  is likely  true since the reactants quickly  decompose 
on  the catalyzer  surfaces. Further  work should be done to confirm  the 
reaction orders. Also, we assumed that  we had correctly  identified the main 
reactions to study.  Since these were the simplest  possible reactions,  and the 
only  ones we could study  comprehensively, the assumption  was an 
unavoidable one. We feel that the correspondence between experiments 
and the theoretical calculations was sufficiently  strong  that  it  seems likely 
we captured to main  features of the system. Of course, further  studies could 
be envisaged to address more complex reactions.
The calculated barrier for  NH3 decomposition  (1.0 eV) differs significantly 
from  the measured one (0.43  eV). The small cluster used for  the simulation 
presents high  symmetry  and limited size of the facet  on  which  the reaction 
is constrained. Furthermore, it is also possible  that  the rate-limiting  barrier 
for  the cleaving  of the final  hydrogen  would be slight lower  if the calculation 
would be performed on a  bigger, irregular  cluster. Unfortunately  the actual 
computational  capability  restricts the size of the simulated cluster  to the 
one here used. The nitrogen  in  NH is tetrahedrally  sp3 coordinated and the 
final H  is pointed away  from  the surface, making  it  more difficult  to reach 
the surface.  This is an artifact  of the model cluster  and most  likely  not 
relevant  for  a  real  particle, where a  step or  a  defect  would lower this barrier. 
In  the reactive conditions at high  temperature in  the reactor, the suspended 
nanoparticle could also be at least in  part  melted,  which  we could not take 
into account in  the simulations directly.  Finally, considering  that the 
theoretical  and experimental data  are not directly  comparable because of 
the inability  of the NEB results to incorporate entropy  change, the 
simulations can be said to be consistent with the experiments.
Alternatives to the HCN formation  reaction  pathway  we identified can be 
considered. The pathway  HN + C  is not  relevant for  direct hydrogen 
cyanide formation  [185, 186],  since the hydrogen  in  HCN is bonded to the 
carbon  atom, not  to the nitrogen  (as in  hydrogen  isocyanide,  HNC).  Our 
FTIR measurements specifically  detected the formation  of HCN,  and not 
HNC. Furthermore, although  a  formation  path  HC + N is common for  HCN 
formation  from  hydrocarbon sources [185,  186], we do not consider  it  to be 
likely  since no CH fragments are present in  the precursors.  Of course,  the 




Thermodynamically,  HCN could also be formed [187,  188] in  a gas phase 
reaction between  CO and NH3.  However, the formation  of CH4,  N2 and H2O 
is the most favorable reaction. Although  the formation  of HCN is possible  in 
the presence of H2, that reaction  should produce CH4 as well  [188], which 
we do not  observe.  We also note that  the gas phase formation  of HCN is 
typically  not  observed in  non-hydrocarbon  (CO + H2)  flames [189].  In  any 
case,  in  the presence of a  good catalyzer  (such as the  iron  nanoparticles), 
the assisted reaction path can be expected to dominate.
In  N-SWCNT  synthesis, if the nitrogen  feedrate is too large,  nanotube 
growth  was found to terminate. This can  be either  due to a  saturation  and 
breakdown  of the hexagonal carbon network  by  nitrogen, or  to nitrogen 
blocking  the adsorption  sites on  the cluster  and preventing  the sufficient 
input of further  carbon  [190],  slowing  down and eventually  stopping  the 
growth. Another  possibility  is that  NH3 accelerates the production of active 
gaseous compounds, which  compete with  sp2 bond formation  (etching 
effect).  If the feedrate is suitable, growth  continues in  the steady  state,  with 
the nanotube being  continuously  doped with nitrogen  until  the catalyst 
particle leaves the active zone of the reactor [138]. 
Considering these findings,  we believe that  the precursor decomposition 
reactions happen  on the nanocluster  itself,  not  at the open  edge of the 
growing  N-SWCNT  (as proposed by  Sumpter  et  al.  [115]).  At least in  the 
case of carbon  monoxide and ammonia  [191],  the calculated reaction 
barriers strongly  suggest that the precursors do not significantly  self-
decompose without catalyst  at the middle temperature  region relevant  for 
nanotube growth.  Thus nitrogen  is incorporated continuously  into the 
nanotube at the root,  not  at  the leading edge.  Cap nucleation  and 
detachment  are likely  similar  to what has been  proposed for SWCNTs [192, 
193], as are  the dynamics of the steady-state growth [40, 138, 194,  195]. 
Based on  our  current  understanding  we have developed a  tentative growth 
model for N-SWCNT synthesis in the HWG reactor (Figure 4.1).
It seems that  at  least  in  the case of CO and NH3 studied here, the 
chemistry  involving  C  and N is quite similar.  Considering  further  the 
barrierless C–N bond formation  and the large  barrier  for  parasitic  HCN 
formation,  there seems to be no fundamental differences in  the mechanism 
of the precursor  reactions.  As for  the sensitivity  of SWCNTs to relatively  low 
levels of nitrogen  doping  in  contrast with  the multiwalled case,  it  may  be 
that  N-MWCNTs can  simply  tolerate much  larger  amounts of N and the 
defects they  entail  for  the graphitic lattice,  while N-SWCNTs are more likely 
severely  disturbed by  even  relatively  small  amounts of N during their 
nucleation  and growth.  Another  contributing  factor  can  be that  the nitrogen 
atoms have more bonding options available in  MWCNTs, involving  cross-
bonding  and interstitials, which  likely  greatly  increase the amount of 
nitrogen allowed while keeping the structure stable.
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The next  step in  the simulations would be the study  of the formation  of 
larger  fragments,  such  as C2N, C3N,  and beyond. However,  this would 
require larger  facets than  the Fe55 cluster  permits. A larger  cluster  would in 
turn  require  at  least  a  doubling of the  number  of iron  atoms in  the 
simulations,  entailing  an  enormous increase in  the computational resources 



















Figure 4.1  Proposed growth  model  for N-SWCNT synthesis in the HWG 
reactor. Green  text denotes processes related to nitrogen. Adapted with 




Nitrogen-doped single-walled carbon  nanotubes were synthesized using  a 
floating  catalyst  CVD method using  carbon  monoxide and ammonia  as 
precursors,  and deposited from  the gas phase as grown  directly  as films on 
different substrates. A  variety  of spectroscopic  methods indicate the 
presence of nitrogen  in  the nanotubes. Analysis of the optoelectronic 
properties of the films shows that their  sheet resistances are significantly 
higher  than  would be expected from  their  geometrical connectivity. This 
suggests that the intratube resistances are higher  for  doped tubes than  for 
undoped ones. This work represents the first experimental  report on 
macroscopic films of N-SWCNT.
Tailoring  the chiral angle distribution  of SWCNTs by  introducing a  certain 
amount  of NH3 into the ferrocene reactor  was achieved as well. 
Unambiguous (n,m)  determination  based on  electron diffraction  analysis of 
a  statistically  significant number  of individual SWCNTs demonstrates that 
the chiral species of SWCNTs, produced in  the presence of 500 ppm  NH3, 
cluster  intensively  into a  narrow  region  around the major  (13,12) nanotube. 
The mechanism  for  such selectivity  is not known  for certain  at the moment, 
although  NH3 etching  effects have been  preliminarily  considered as one 
possible explanation.
Finally,  the mechanism  of the initial  stages of nitrogen-doped single-
walled carbon nanotube growth was studied in  a  system  with  the simplest 
possible experimentally  feasible chemistry  with  the CO and NH3 
precursors.  The dissociation  reaction  of NH3 to atomic nitrogen and 
hydrogen  was identified,  with  a  reaction  barrier  comparable to an 
experimentally  determined value measured by  tandem  infrared and mass 
spectrometry. It was found that the chemistry  involving  C and N is rather 
similar. The formation  of a  C–N bond between  atomic carbon  and nitrogen 
was also found to be barrierless and exothermic,  while there is a  large 
barrier  for  parasitic  HCN formation. Thus there seems to be no 
fundamental differences in  the mechanism  of the precursor  reactions.  This 
work marks the first explicit study of the initial stages of N-SWCNT growth.
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Carbon nanotubes are one of the most 
exciting materials for emerging practical 
nanotechnologies. However, a signiﬁcant 
issue for applications is the mixture of 
semiconducting and metallic tubes in all 
typical samples. One of the proposed 
solutions for this problem, drawing 
inspiration from semiconductor technology, 
is to tailor the electronic structure by doping 
the lattice with heteroatoms, most notably 
nitrogen. In this thesis, thin ﬁlms of 
nitrogen-doped single-walled carbon 
nanotubes (N-SWCNTs) were synthesized 
using a novel combination of precursors in 
an ambient pressure ﬂoating catalyst 
chemical vapor deposition reactor. The 
mechanism of the initial stages of their 
growth was also studied using tandem 
infrared and mass spectrometry gas 
measurements and ﬁrst principles 
electronic-structure calculations. This work 
represents the ﬁrst experimental report on 
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