Let {X n } ∞ n=0 denote an ergodic Markov chain on a general state space that has stationary distribution π. This article concerns upper bounds on the L 1 -Wasserstein distance between the distribution of X n and π in the case where the underlying metric is potentially unbounded. In particular, an explicit geometric bound on the distance to stationarity is derived using generalized drift and contraction conditions whose parameters vary across the state space. A corollary of the main result provides an extension of the results in Butkovsky (2014) and Durmus and Moulines (2015) , which are applicable only when the metric is bounded. The main conclusion is that the generalized versions of drift and contraction, which comprise the main technical innovation in the article, can yield sharper convergence bounds than the standard versions, whose parameters are constant. Application of the results is illustrated in the context of a simple non-linear autoregressive process.
contraction conditions. This procedure does not require selecting a coupling set, and can potentially lead to sharper bounds based on weaker assumptions, compared to previous results. For example, when the metric is bounded (and hence Durmus and Moulines's (2015) result is applicable), our upper bound on the geometric convergence rate is always better (i.e. smaller) than the corresponding bound of Durmus and Moulines (2015) . Our work draws inspiration from the "small function" version of the minorization condition (see, e.g., Nummelin, 1984 , Section 2.3), which can be considered a generalized version of the usual minorization condition (with constant parameter). The local contractive behavior of a Markov chain considered in Steinsaltz (1999) is also related to the generalized conditions that we use.
The rest of the article is organized as follows. In Section 2, after setting notation, we state two corollaries of our main result that directly extend results in Butkovsky (2014) and Durmus and Moulines (2015) . The statement and proof of our main result are given in Section 3. In Section 4, we use a simple autoregressive process to demonstrate how our results can be applied. This application provides a concrete example of the extent to which bounds constructed via generalized drift and contraction improve upon bounds based on traditional drift and contraction. Finally, Appendix A contains a rigorous comparison of our geometric convergence bounds with that of Durmus and Moulines (2015) , and Appendix B contains some technical details supporting the analysis in Section 4.
Geometric Convergence with Respect to Unbounded Metrics
Let (X, B) be a countably generated measurable space such that each singleton in X is measurable. Let ψ : X × X → [0, ∞) be a measurable metric. When we assume that (X, ψ, B) is a Polish metric space, we mean that (X, ψ) is a complete separable metric space, and that B is the associated Borel algebra. When Polish-ness is not assumed, we make no explicit assumption about the relationship between ψ and B. Let P(X) denote the set of probability measures on (X, B), and let δ x denote the point mass (or Dirac measure) at x. For µ, ν ∈ P(X), let C(µ, ν) = υ ∈ P(X × X) : υ(A 1 × X) = µ(A 1 ) , υ(X × A 2 ) = ν(A 2 ) for all A 1 , A 2 ∈ B . This is the set of couplings of µ and ν. The L 1 -Wasserstein divergence between µ and ν is defined to be W ψ (µ, ν) = inf υ∈C(µ,ν) X×X ψ(x, y)υ(dx, dy) . Define P ψ (X) = µ ∈ P(X) : X ψ(x, y)µ(dy) < ∞ for some x ∈ X .
If (X, ψ, B) is a Polish metric space, then W ψ satisfies the triangle inequality and the identity of indiscernibles, W ψ is finite on P ψ (X), and (P ψ (X), W ψ ) is itself a complete separable metric space (see, e.g., Villani, 2009, Definition 6.1 and Theorem 6.18) . In this case, W ψ is called the L 1 -Wasserstein (or KantorovichRubinstein) distance induced by ψ.
Let P : X × B → [0, 1] be a Markov transition kernel (Mtk), and for n ∈ N, let P n : X × B → [0, 1] be the corresponding n-step Mtk. (As usual, we write P instead of P 1 .) Let P 0 be the identity kernel, i.e., P 0 (x, C) = 1 x∈C . For µ ∈ P(X) and a measurable function f : X → R, let µf = X f (x)µ(dx), µP n (·) = X P n (x, ·)µ(dx), and P n f (·) = X f (x)P n (·, dx) (assuming the integrals are well-defined).
Our goal is to establish conditions under which the Markov chain defined by P converges in W ψ to a limiting distribution π ∈ P(X) at a geometric rate. More specifically, we will construct convergence bounds of the following form:
where µ ∈ P(X), n ∈ {0, 1, 2, . . . } =: Z + , c µ < ∞, and ρ < 1. Moreover, we will provide explicit formulas for c µ and ρ. Our main result, which is stated and proven in Section 3, requires a good deal of build-up. In the remainder of this section, we present two corollaries of our main result that extend geometric convergence bounds in Butkovsky (2014) and Durmus and Moulines (2015) .
Corollary 2.1. Let P be an Mtk on a Polish metric space (X, ψ, B). Suppose that the following three conditions hold:
and there exist η ∈ [0, 1) and L ∈ [0, ∞) such that
(A2) There exist γ < 1 and K < ∞ such that for each (x, y) ∈ X × X,
where the coupling set C is defined to be (x, y) ∈ X × X :
Then P admits a unique stationary distribution π. Moreover, π ∈ P ψ (X), and for each µ ∈ P(X) such that µV < ∞ and every n ∈ Z + ,
where
and
Remark 2.2. The fact that d > 2L/(1 − η) implies that (ηd + 2L + 1)/(d + 1) < 1, and it follows that
whenever K ≤ 1 or (3) is satisfied. Thus, (5) makes sense, and r ∈ (0, 1).
Remark 2.3. For a given r, ρ r is an upper bound on the chain's (true) geometric convergence rate. In practice, it makes sense to optimize the values of r and d so that ρ r is as small as possible.
Butkovsky's (2014) Theorem 2.1 and Durmus and Moulines's (2015) Theorem 1 also provide geometric convergence bounds on the L 1 -Wasserstein distance to stationarity, but those results are applicable only when the metric ψ is bounded and K ≤ 1. Note that when these two conditions are satisfied, (A3) and (1) in Corollary 2.1 trivially hold, and the conditions that remain are essentially the same as those of Butkovsky (2014) and Durmus and Moulines (2015) . In Appendix A we prove that, in cases where the metric is bounded, our upper bound on the geometric convergence rate is better (i.e., smaller) than that of Durmus and Moulines (2015) . The convergence bounds in Butkovsky (2014) are not fully computable, so no analytical comparison is attempted. Finally, it is important to note that, while our Corollary 2.1 and Durmus and Moulines's (2015) Theorem 1 apply only to chains with geometric convergence rates, Butkovsky's (2014) result can also be applied to Markov chains with subgeometric convergence rates.
The inequality (2) is commonly referred to as a Lyapunov drift condition, and the condition in (A2) will be called a contraction condition. These are "traditional" in the sense that their parameters, e.g., γ and K, are constants. In our main result (Theorem 3.5), we will go beyond this setting and consider generalized drift and contraction conditions where the parameters may vary with (x, y). We will demonstrate that this added flexibility can lead to significantly improved convergence bounds.
We end this section with a continuous-time analog of Corollary 2.1.
Corollary 2.4. Let {P t } t≥0 be a Markov semigroup on a Polish metric space (X, ψ, B). Suppose that there exists t * > 0 such that P t * (in place of P ) satisfies all the assumptions of Corollary 2.1. Suppose further that there exists b < ∞ such that for every (x, y) ∈ X × X and t ∈ [0, t * ),
Then {P t } has a unique stationary distribution π. Moreover, π ∈ P ψ (X), and for any µ ∈ P(X) such that µV < ∞ and each t ≥ 0,
where · returns the largest integer that does not exceed its argument, r satisfies (5), and ρ r ∈ [0, 1) is defined as in (6).
Generalized Drift and Contraction and the Main Result
In this section, we will study the convergence properties of the generic Markov chain from Section 2 under the following conditions, which are generalized versions of (A1) and (A2).
(B1) There exists a measurable function V : X → [0, ∞) and a ∈ (0, ∞) such that
and P V (x) < ∞ for each x ∈ X.
(B2) There exists a measurable function Γ :
We call these generalized drift and contraction conditions. Note that by (B1), W ψ (δ x P, δ y P ) < ∞ for each (x, y) ∈ X × X, and thus, (B2) holds trivially with
Of course, in practice, we would like to find a Γ that yields a sharp contraction inequality, but is also simple and well-behaved. For concrete examples of (B1) and (B2), see Section 4. Needless to say, there is no hope of getting anywhere with (B1) and (B2) alone. In order to construct a convergence bound, we will also need an analog of condition (A3) that regulates the relationship between Γ(x, y) and
This analog is given by (B3) later in this section.
We now introduce the notion of Markovian coupling kernels. Suppose that P 1 and P 2 are Mtks on (X, B).
We say thatP :
In the special case that P 1 = P 2 = P , we simply say thatP is a coupling kernel of P . It's obvious that (B2) holds if there exists a coupling kernel of P , denoted byP , such thatP
for each (x, y) ∈ X × X. The following lemma, which is a direct corollary of Theorem 1.1 in Zhang (2000) ,
shows that these two conditions are, under reasonable assumptions, equivalent.
Lemma 3.1. (Zhang, 2000) Suppose that P 1 and P 2 are Mtks on a Polish metric space (X, ψ, B). Then there exists a coupling kernel of P 1 and P 2 , denoted byP , such that for each (x, y) ∈ X × X,
It is well-known that in a Polish metric space (X, ψ, B), for any µ, ν ∈ P(X), there exists υ ∈ C(µ, ν)
such that W ψ (µ, ν) = υψ (see, e.g., Villani, 2009, Theorem 4.1) . However, taking µ = δ x P 1 and ν = δ y P 2
does not trivially yield Lemma 3.1. Indeed, the key feature of Lemma 3.1 is thatP is a bona fide Mtk. This is important in our analysis as it protects us from potential measurability problems. An important consequence of Lemma 3.1 is the convexity of W ψ .
for any υ ∈ C(µ, ν),
Moreover,
Proof. Establishing (9) using Lemma 3.1 is standard. See, e.g., Villani (2009) , Lemma 4.8.
Let P 2 in (9) be such that P 2 (x, ·) = ν(·) for each x ∈ X, and let υ(dx, dy) = µ(dx)ν(dy). Then
The following lemma describes a way of constructing a potential contraction condition based on (8) and a "bivariate" drift condition.
Lemma 3.3. Suppose that P is an Mtk on (X, B) that admits a coupling kernelP . Suppose further that there exist measurable functions h :
For each r ∈ (0, 1), define ψ r : X × X → [0, ∞) by ψ r (x, y) = ψ(x, y) r h(x, y) 1−r , and set
Then for every (x, y) ∈ X × X and r ∈ (0, 1),
Proof. By Hölder's inequality, for each r ∈ (0, 1) and (x, y) ∈ X × X,
Remark 3.4. The fact that ψ is a metric was not used in the proof of Lemma 3.3. Thus, the result actually holds for any ψ that is a non-negative measurable function.
In the proof of Lemma 3.3, we use Hölder's inequality to establish a new contraction condition. Butkovsky (2014) and Hairer et al. (2011) make similar use of the inequality.
We are now ready to state and prove the main result.
Theorem 3.5. Suppose that P is an Mtk on a Polish metric space (X, ψ, B). Assume that (B1) and (B2)
Assume further that the following condition holds:
Then there exists π ∈ P ψ (X) such that for every r ∈ (0, 1) that satisfies (10) and each x ∈ X,
where ρ r = sup (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r < 1. Moreover, P has at most one stationary distribution.
Remark 3.6. It can be shown that (B3) holds whenever
In this case, ρ r < 1 whenever
Proof of Theorem 3.5. By (B2) and Lemma 3.1, there exists a coupling kernel of P , denoted byP , such that for each (x, y) ∈ X × X,P ψ(x, y) ≤ Γ(x, y)ψ(x, y) .
As in Lemma 3.3, for r ∈ (0, 1), let ψ r : X × X → [0, ∞) be such that ψ r (x, y) = ψ(x, y) r h(x, y) 1−r . Let r satisfy (10) so that ρ r < 1. It follows from (1) and Lemma 3.3 that for each (x, y) ∈ X × X and n ∈ Z + ,
Now, fix x ∈ X, and let υ x ∈ C(δ x , δ x P ). Then by Lemma 3.2 and (12), for each n ∈ Z + ,
By (13) and the triangle inequality, for each positive integer n,
Thus, δ x P n ∈ P ψ (X) for each n ∈ Z + . Moreover, (13) shows that
This means that {δ x P n } n∈Z + is Cauchy in the metric space
Polish, and thus, complete. Hence, there exists π x ∈ P ψ (X) such that
Note that π x does not depend on x. To see this, let y ∈ X. Then by (12),
Thus, π x = π y for each (x, y) ∈ X × X. We will simply denote π x by π. By (14) and the triangle inequality,
which establishes (11).
To show that P has at most one stationary distribution, we consider the truncated metric ψ * = ψ ∧ 1.
Note that ψ * is topologically equivalent to ψ. Hence, (X, ψ * ) is Polish, and (P(X), W ψ * ) is a metric space.
It follows from (11) that for any x ∈ X and n ∈ Z + ,
By Lemma 3.2 and the dominated convergence theorem, for any µ ∈ P(X),
Now, if µ is stationary, then the above inequality shows that W ψ * (µ, π) = 0, and the proof is complete.
Let (X, ψ, B) be a Polish metric space, and let C b (X) be the set of bounded, continuous real-valued functions on X. We say that a sequence {µ n } n ⊂ P(X) converges weakly to µ ∈ P(X) if lim n→∞ µ n f = µf for every f ∈ C b (X). Let P be an Mtk on (X, ψ, B). We say that P is weak Feller if P f ∈ C b (X) for each f ∈ C b (X). The following result complements Theorem 3.5.
Proposition 3.7. Let P be an Mtk on a Polish metric space (X, ψ, B) that satisfies all the assumptions in Theorem 3.5. If either Γ : X×X → [0, ∞) in (B2) is bounded, or P is weak Feller, then π (as in Theorem 3.5) is the unique stationary distribution of P .
Proof. It suffices to show that π is stationary. Assume first that Γ is bounded above by a constant K. Then for each (x, y) ∈ X × X,
Now, fix x 0 ∈ X. For n ∈ Z + , let υ n ∈ C(δ x 0 P n , π) be such that υ n ψ = W ψ (δ x 0 P n , π). For each n ∈ Z + , by the triangle inequality, Lemma 3.2 and (15),
By Theorem 3.5, letting n → ∞ yields π = πP .
Suppose alternatively that P is weak Feller. By Theorem 3.5, for any x ∈ X, {δ x P n } n converges to π in W ψ , which implies that {δ x P n } n converges weakly to π (see, e.g., Villani, 2009, Theorem 6.9 ). Let f ∈ C b (X) be arbitrary. Since P is weak Feller, P f ∈ C b (X), and lim n→∞ δ x P n (P f ) = π(P f ). It follows that {δ x P n } converges weakly to πP as well. This is enough to ensure that π = πP (see, e.g., Billingsley, 1999, Theorem 1.2).
We now prove Corollaries 2.1 and 2.4.
Proof of Corollary 2.1. By (A1), condition (B1) holds with the same V :
Again by (A1), for each (x, y) ∈ X × X,
where λ = (ηd + 2L + 1)/(d + 1) < 1. Let
for each (x, y) ∈ X × X, as in Theorem 3.5.
We now establish (B3) using (A3). Let r satisfy (5), that is, log(2L + 1) log(2L + 1) − log γ < r < − log λ log K − log λ 1 K>1 + 1 K≤1 .
Note that
Suppose that K ≤ 1, then
If, on the other hand, K > 1, then
Thus, (B3) holds, and for each r satisfying (5), sup (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r < 1.
By Theorem 3.5 and (A1), there exists π ∈ P ψ (X) such that for each x ∈ X and n ∈ Z + ,
where r satisfies (5), and
Let µ ∈ P(X) be such that µV < ∞. Applying Lemma 3.2 yields the geometric convergence bound (4).
Finally, since Γ is bounded, by Proposition 3.7, π is the unique stationary distribution.
Proof of Corollary 2.4. By Corollary 2.1, there exists a unique stationary distribution π for P t * . Moreover, for any µ ∈ P(X) such that µV < ∞, r satisfying (5), and n ∈ Z + ,
To show that π is stationary for {P t }, we use an argument from Butkovsky (2014) . Note that for any s ≥ 0, πP s is also stationary for P t * , since πP s P t * = πP t * P s = πP s . Because π is the unique stationary distribution for P t * , πP s = π for any s ≥ 0. Hence, π is the unique stationary distribution for {P t }. Now, let t ≥ 0, and let s = t − t/t * t * ∈ [0, t * ). Let µ ∈ P(X) be such that µV < ∞. Let υ ∈ C(µP t/t * t * , π) be such that υψ = W ψ (µP t/t * t * , π). Applying Lemma 3.2 and (7) shows that
The result then follows immediately from (16).
From the proof of Corollary 2.1, we can see that the said result is essentially an application of Theorem 3.5 when Λ and Γ are constant over a coupling set, C, as well as over its complement, (X × X) \ C.
To make a comparison between the two results, consider the following scenario. Let P be an Mtk on a Polish metric space (X, ψ, B) that satisfies (A1) with a drift function V :
and L ∈ [0, ∞). Then P satisfies (B1) with the same V and a. Suppose that P also satisfies (B2) with
for (x, y) ∈ X × X, and assume that (B3) holds. Then by Theorem 3.5, the chain admits a limiting distribution π to which it converges geometrically in W ψ . For r ∈ (0, 1), let ρ B r = sup (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r . By Theorem 3.5, whenever ρ B r < 1, this is a nontrivial upper bound on the chain's geometric convergence rate. Here, we use the superscript "B" to indicate that ρ r is constructed based on (B1) − (B3).
Suppose now that we are ignorant of Theorem 3.5, and wish to find a convergence bound using Corollary 2.1. We need to convert (B2) to (A2) by letting γ = sup (x,y)∈C Γ(x, y), and K = sup (x,y) ∈C Γ(x, y), where C = {(x, y) : V (x) + V (y) < d} is a coupling set, and d > 2L/(1 − η). Of course, we need to further assume that γ < 1 and K < ∞, so that (A2) is satisfied. For r ∈ (0, 1),
When (A3) and (5) hold, ρ A r < 1, and ρ A r is the upper bound on the chain's convergence rate constructed via Corollary 2.1. On the other hand, note that
It's clear that ρ B r ≤ ρ A r for each r ∈ (0, 1). So ρ A r < 1 only if ρ B r < 1. Moreover, the inequality between ρ A r and ρ B r will be strict unless Γ and Λ are related in a very specific manner that seems unlikely to hold in practice. Thus, Theorem 3.5 provides a sharper convergence rate bound than Corollary 2.1.
Example: A Nonlinear Autoregressive Process
Let (X, ψ) be p-dimensional Euclidean space equipped with the Euclidean distance. Consider a Markov chain, {X n } ∞ n=0 , defined as follows,
where g : X → X, and {Z n } ∞ n=0 is a sequence of iid random vectors with mean zero and identity covariance matrix. See Douc et al. (2004) (and the references therein) for an in-depth discussion of the convergence properties of this family of Markov chains. In this section, we compare the numerical bounds resulting from applications of Corollary 2.1 and Theorem 3.5 to a particular member of the family. Of course, since the Euclidean distance is unbounded, the results of Butkovsky (2014) and Durmus and Moulines (2015) are not applicable.
To establish (B1), we take V (x) = (cp) −1 x 2 , where · is the Euclidean norm, and c > 0 is a parameter that can be tuned. Note that
so (1) will hold with a = cp as long as c ≥ (2p) −1 , which is assumed in what follows. For every x ∈ X,
To establish (B2), let {(X n , Y n )} ∞ n=0 be a coupled version of the chain defined by
and letP be the corresponding coupling kernel. For each (x, y) ∈ X × X,
Suppose that (B3) holds. Then by Theorem 3.5, there exists π ∈ P ψ (X) such that for each r ∈ (0, 1) that satisfies (10) and each x ∈ X,
where ρ r = sup (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r < 1.
For illustration, let X = R, and set
Then {X n } ∞ n=0 is a linear autoregressive chain perturbed by a trigonometric term. We first provide a convergence rate bound based on Corollary 2.1. Letting V (x) = x 2 for x ∈ X, we have
It follows that (A1) holds with a = 1, η = 1/2, and L = 3/2. Let d > 2L/(1 − η) = 6, and set
Then |g(x) − g(y)| = Γ(x, y)|x − y|. One can verify that sup (x,y)∈X×X Γ(x, y) = 1. Moreover, if d ≥ 2π 2 , then sup (x,y)∈C Γ(x, y) = Γ(π, π) = 1. Let d ∈ (6, 2π 2 ), and let γ = sup x 2 +y 2 <d Γ(x, y). It can be shown that γ < 1, and (A2) is satisfied with K = 1. The relation between γ and d is shown in Figure 1a . Since K = 1, (A3) holds. We can now use (6) to obtain an upper bound on the convergence rate of the chain, (18) and (19). namely,
Note that this bound depends on r and d, both of which can be optimized. The infimum of ρ A r is roughly 0.976, and this value occurs when r ≈ 0.856 and d ≈ 9.2. This bound can be improved by letting V (x) = x 2 /c and optimizing c ∈ [1/2, ∞), or by finding a sharper drift inequality than (17), but we do not pursue this any further.
We now provide an alternative bound by applying Theorem 3.5 directly. By (17), (B1) holds, and for every (x, y) ∈ X × X,
Let Γ : X × X → [0, ∞) be defined as in (18). It's easy to see that (B2) is satisfied. To verify (B3),
we will evaluate sup (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r for r ∈ (0, 1). Figure 1b plots the bivariate function Γ(x, y) r Λ(x, y) 1−r for a specific value of r. It is shown in Appendix B that, for each r ∈ (0, 1), one can find sup (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r numerically through optimization over a compact subset of X × X. When r takes the value 0.395 (which is optimal), an upper bound on the chain's convergence rate is
This is a significant improvement on ρ A r , which is constructed using traditional drift and contraction condi-tions. The bound can be further improved to ρ B r = 0.577 (with r = 0.382) if we let
We note that it's not really fair to compare the second ρ B r with ρ A r , since the latter is based on the loosened drift inequality (17).
Of course, in more complicated problems, sup (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r would likely be much more difficult to evaluate. Nevertheless, this example shows that generalized drift and contraction may contain useful information that is not available in their traditional counterparts.
Then P admits a unique stationary distribution π. Moreover, for each x ∈ X and every n ∈ Z + ,
The following result shows that, in cases where the metric is bounded, Corollary 2.1 can always be used to improve upon ρ DM .
Proposition A.2. Let P be an Mtk on a Polish metric space (X, ψ, B), where ψ is bounded above by 1, and assume that (C1) and (C2) are satisfied. Then Corollary 2.1 can be used to construct an alternative convergence rate bound, ρ r , such that ρ r < ρ DM . Hairer, 2006, Proposition 4.24) .
Thus, λ ∈ (η , 1) and J > 1.
We now translate (C1) and (C2) into (A1) − (A3) and apply Corollary 2.1. Let V (x) =V (x) − 1/2 for x ∈ X. Then by (C1) and the boundedness of ψ, (A1) holds with a = 1, η = η , and
, and set
By (C2), condition (A2) holds with γ = γ , K = 1, and C given above. Since K = 1, (A3) also holds, and Corollary 2.1 states that the chain's ψ-induced Wasserstein distance to its unique stationary distribution decreases at a geometric rate of (at most)
where r ∈ log(2L + 1) log(2L + 1) − log γ , 1 .
Note that ηd + 2L + 1
Now set r = log(2L + 1) − log λ log(2L + 1) − log λ − log γ .
Then ρ r = λ 1−r = exp − log λ log γ log(2L + 1) − log λ − log γ .
Since L ≥ 1 − η , Jλ > 2λ + 2L > η + 2L = 2L + 1. As a result, 0 < log(2L + 1) − log λ < log J, which implies that ρ r < ρ DM .
Finally, as argued at the end of Section 3, if ρ r is calculated based on a set of generalized drift and contraction conditions, then it may be further improved. As demonstrated in Section 4, the convergence rate bound in Theorem 3.5 can be considerably shaper than that in Corollary 2.1, and thus, substantially sharper than ρ DM as well. where Λ and Γ are, respectively, given by (19) and (18). The main result is as follows.
Proposition B.1. Let Λ and Γ be defined as in (19) and (18). Then for any r ∈ (0, 1), arg max (x,y)∈X×X Γ(x, y) r Λ(x, y) 1−r ⊂ C 0 := {(x, y) :
Proof. Let r ∈ (0, 1) and (x, y) ∈ (X×X) \C 0 be arbitrary. It suffices to show that there exists (x , y ) ∈ C 0 such that Γ(x, y) r Λ(x, y) 1−r < Γ(x , y ) r Λ(x , y ) 1−r .
By the mean value theorem, there exists a point ξ ∈ [x, y] (or [y, x]), as well as a point ξ ∈ [−π, π] such that Γ(x, y) = 1 2 − cos ξ 2 = 1 2 − cos ξ 2 = Γ(ξ , ξ ) .
Note that (ξ , ξ ) ∈ C 0 . Moreover, it's easy to verify that Λ(x, y) < Λ(ξ , ξ ). As a result, (21) holds with x = y = ξ .
Proposition B.1 implies that, to maximize Γ(x, y) r Λ(x, y) 1−r over X × X, we only need to restrict our attention to the compact set C 0 . Since the objective function is uniformly continuous on C 0 , we can solve the problem by optimizing over a sufficiently fine grid.
Finally, assume instead that Λ is given by (20) . The analog of Proposition B.1 is as follows.
Proposition B.2. Let Λ and Γ be defined as in (20) and ( Since (x, y) ∈ C 0 , we have |x| > 26 or |y| > 26. Without loss of generality, assume that the former holds.
Then |x| < x 2 /26, and |y| + (x 2 + 1)/|y| > 52. It follows that Λ(x, y) ≤ (|x| + 1) 2 /4 + (|y| + 1) 2 /4 + 3 x 2 + y 2 + 1 = 0.25 + 0.5|x| + 0.5|y| + 3.25 x 2 + y 2 + 1 < 0.25 + x 2 52(x 2 + y 2 + 1) + 0.5 |y| + (x 2 + 1)/|y| + 3.25 x 2 + y 2 + 1 < 0.25 + 1/52 + 0.5/52 + 3.25/(26 2 + 1) < 0.284 .
Hence, Λ(x, y) < Λ(ξ, ξ), and (21) holds with (x , y ) = (ξ, ξ).
