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We study the worst case complexity of weighted approximation and integration
for functions defined over Rd. We assume that the functions have all partial deriva-
tives of order up to r uniformly bounded in a weighted Lp-norm for a given weight
function k. The integration and the error for approximation are defined in a
weighted sense for another given weight +. We present a necessary and sufficient
condition on weight functions + and k for the complexity of the problem to be
finite. Under additional conditions, we show that the complexity of the weighted
problem is proportional to the complexity of the corresponding classical problem
defined over a unit cube and with +=k=1. Similar results have been obtained
recently for scalar functions (d=1) and for multivariate functions under restriction
that k=1 and p=.. © 2002 Elsevier Science (USA)
1. INTRODUCTION
The majority of complexity results for approximation and integration are
devoted to classes of functions defined over bounded domains, say the unit
cube [0, 1]d. Although problems for functions on unbounded domains
appear in practice, relatively few complexity results are available, see, e.g.,
[1–4, 6, 7] for results concerning specific classes of functions and/or spe-
cific weights. A more general approach in the worst case setting has been
recently undertaken in [9, 10], and the present paper can be viewed as a
continuation of such a general study.
More specifically, in [9], the following classes F of scalar functions are
considered. Any function f fromF has r-derivative bounded in a weighted
Lp semi-norm,
||f (r) ·k||Lp(R)=1F.
−.
|f (r)(x) ·k(x)|p dx21/p [ 1.
Here r is a given positive integer, p ¥ [1,.], and k is a given (measurable)
weight function. In the weighted approximation problem, the aim is to
approximate f by an algorithm A(f) with the error measured in a
weighted Lq semi-norm,
||(f−A(f)) ·+||Lq(R) [ e, -f ¥F,
where + is another given weight function and q ¥ [1,.]. In the weighted
integration problem, the aim is to approximate the integral
I+(f)=F
.
−.
f(x) ·+(x) dx.
Note that classical problems defined over bounded domains D and with
constant weights + and k are special examples of problems studied there
since they correspond to +=1D, where 1D denotes the characteristic (indi-
cator) function of the domain D. Note also that in the general case, the
errors and complexities for both weighted approximation and integration
problems are bounded from below by the errors and complexities for the
corresponding classical problems. This is why the following problems have
been addressed in [9]:
(I) A necessary and sufficient condition (in terms of the parameters
r, p, q, k, +) for the worst case complexity to be finite for every error
demand e > 0.
(II) Sufficient conditions for the complexity to be proportional to the
complexity of a corresponding classical problem.
The paper [10] provides similar results for a d-variate case; however,
under the restrictions that k — 1 and p=..
The present paper is an extension of [10] in the sense that we solve (I)
and (II) for arbitrary weight functions + and k, and arbitrary parameters
p, q ¥ [1,.]. That is, we provide a necessary and sufficient condition for
the complexity to be finite; and necessary conditions for the complexity to
be proportional to the complexity of the corresponding classical problem
that is known to equal G(e−1/s), where s=r/d+min {1/q−1/p, 0} (for
WEIGHTED APPROXIMATION AND INTEGRATION 331
integration we formally set q=1). The proofs are constructive, i.e., all
upper bounds are obtained by providing and analyzing specific algorithms.
Finally we mention a subtle difference between this paper and [10]. In
the latter paper, it is assumed that only partial derivatives of order r are
uniformly bounded, whereas we assume a bound on all partial derivatives
of order up to r. We adopted this more restrictive assumptions mostly for
convenience and similar results could be obtained for the less restrictive
case. For instance, the algorithms derived in this paper would have similar
error properties in the less restrictive case if applied to the difference of a
function and its Taylor’s polynomial.
2. PROBLEM FORMULATION
For given positive integers d, r \ 1, a parameter 1 [ p [., and a posi-
tive and (Lebesgue) measurable weight function
k: RdQ (0,.),
consider the space F=Crp, k(R
d) of functions defined on Rd with continu-
ous partial derivatives that are bounded in the following sense:
||f (a)||p, k :=||k ·f (a)||Lp(Rd)=1F
R
d
|k(x) ·f (a)(x)|p dx21/p <., - |a| [ r.
Here and elsewhere: a=[a1, ..., ad] ¥Nd, |a|=a1+·· ·+ad and f (a)
denotes
f (a)=
“ |a|f
“xa11 · · ·“xadd
.
We also write || · ||p instead of || · ||Lp(D) when the respective domain D equals
Rd.
We will equipF=Crp, k(R
d) with the following norm
||f||r, p, k :=1 C
|a| [ r
||f (a)||pp, k 21/p if p <.,(1)
and
||f||r,., k :=max
|a| [ r
||k ·f (a)||L.(Rd) if p=..(2)
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Remark 1. Note that the space F need not be complete. For instance,
when k — 1, the completion of F=Crp, 1(Rd) is the classical Sobolev space
W rp(R
d). We prefer to work with the space F since then partial derivative
evaluations are permissible and, hence, all lower bound results are more
general. However, since all upper bounds are obtained via algorithms that
use only function evaluations, the results of the paper hold also for the
completion ofF provided that p · r > d.
In the weighted approximation problem, we are interested in approximat-
ing f ¥F with error measured in the following weighted Lq semi-norm,
||f||q, + :=||+ ·f||q,
where q ¥ [1,.] and +: RdQ [0,.) is another weight function. That is,
for a given algorithm U that uses finite number of function and/or partial
derivative values, the error is defined as
e(U) := sup
||f||r, p, k [ 1
||+ · (f−U(f)||q
= sup
||f||r, p, k [ 1
1F
R
d
|+(x) · (f(x)−U(f)(x))|q dx21/q.
For q=., the last expression should be replaced by
e(U)= sup
||f||r, p, k [ 1
sup
x ¥ Rd
|+(x) · (f(x)−U(f)(x))|.
For the weighted integration problem we are interested in approximating
the integral
I+(f)=F
R
d
f(x) · (x) dx,
with the error of an algorithm U given by
e(U)= sup
||f||r, p, k [ 1
|I+(f)−U(f)|.
Let cost(U) denote the number of function/derivative evaluations used
by U. In this paper, we adopt the following definition of e-complexity; for
general considerations see, e.g., [8]. Given e > 0,
comp(e)=min{cost(U) : e(U) [ e}.
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To avoid some trivial cases, we assume from now on that for every
(bounded) cube Q … Rd,
sup
x ¥ Q
+(x) <. and inf
x ¥ Q
k(x) > 0.(3)
The algorithms presented in the paper and the related results are based
on the following well-known result, see, e.g., [5].
Lemma 1. For every n \ 1 and every bounded cube Q=[a, b]d, there
exists an algorithm An, Q using n function evaluations such that for every
function f ¥ C r(Q)
||f−An, Q(f)||Lq(Q) [ A1 ·
(b−a)c
n s
·1 C
|a| [ r
||f (a)||pLp(Q) 21/p.(4)
Here A1 is an absolute constant independent of n and Q,
c=r+d· (1/q−1/p) and s=r/d+(1/q+−1/p)− .
In fact, we will use the following inequality, which is a direct conse-
quence of (4). For every such cube,
||f−An, Q(f)||Lq(Q) [ A1 ·
(b−a)c
n s
·
||f||r, p, k
inf
x ¥ Q
k(x)
.
We end this section by the following observation. It is easy to show that
for the spaces considered in this paper, the complexity of weighted integra-
tion problem equals (modulo a multiplicative constant) the complexity of
the corresponding approximation problem with the parameter q=1.
Moreover, if U is an algorithm for the approximation problem then
A(f)=I+(U(f)) is an algorithm for the integration problem whose error
is proportional to the error of U. Hence, if U is almost optimal, A is also
almost optimal. Therefore, from now on, we will focus only on the
approximation problem.
3. FINITE COMPLEXITY
In general, the error of any algorithm could be infinite or bounded from
below by a positive constant. In such cases, the complexity of the corre-
sponding problem is infinite for sufficiently small error demand e. There-
fore, in this section, we present a sufficient and necessary condition for the
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complexity to be finite for any e > 0. This condition is stated using the
following function L: (0,.)Q (0,.] that depends on the parameters
p, q, r, +, and k,
L(R) := sup
||f||r, p, k [ 1
1F
|x|. \ R
|+(x) ·f(x)|q dx21/q,
where |x|.=maxi |xi |.2 Of course, for q=.,
2Due to the equivalence of norms in Rd the choice of | · |. is not essential.
L(R)= sup
||f||r, p, k [ 1
sup
|x|. \ R
|+(x) ·f(x)|.
Lemma 2. The complexity comp(e; +, k) is finite for every e > 0 iff
lim
RQ.
L(R)=0.(5)
Proof. Suppose that (5) holds. For an arbitrary e > 0, choose R=
R(e) \ 1, such that
L(R) [ e/21/q,
and consider the following algorithm U. For x ¥ QR :=[−R, R]d,
U(f)(x) is an algorithm from Lemma 1 that approximates f in the classi-
cal sense on QR with the error not exceeding eR, where
eR :=
e
21/q
·
inf
x ¥ QR
k(x)
sup
x ¥ QR
+(x)
.
For x ¨ QR, we take U(f)(x) :=0. Then for any f ¥F with ||f||r, p, k, [ 1,
F
QR
|+(x) · (f(x)−U(f)(x))|q dx [ eq/2
F
R
d0QR
|+(x) · (f(x)−U(f)(x))|q dx [ Lq(R) [ eq/2.
Hence e(U) [ e. Since the cost of U is finite, this implies that comp(e) is
finite as well.
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We now prove the opposite implication. For that end, we first show the
following result: There exists a constant c0=c0(d, r, p) > 0 such that for
any f ¥F and R \ 1, there exist a function g=gf, R ¥F for which
g|[−R, R]d=0, g|Rd0[−2R, 2R]d=f|Rd0[−2R, 2R]d,
and
||g||r, p, k [ c0 · ||f||r, p, k.
In fact, let u ¥ C.(Rd) be a fixed non-negative function, such that u(x)=0
if |x|. [ 1 and u(x)=1 if |x|. \ 2. For any f and R \ 1, consider the
function g(x)=f(x) · u(x/R). Then g=0 on [−R, R]d and g=f on
Rd0[−2R, 2R]d, as needed. Moreover,
g (a)(x)=C
b [ a
cabf (b)(x) u (a−b) 1 xR2 R |b|− |a|,(6)
where ca, b=a!/(b! · (a−b)!).
Note that R |b|− |a| [ 1. We can estimate |u (a−b)(x/R)| by the maximum
of |u (d)(x)| with respect to x ¥ Rd and |d| [ r (which is independent of R
and f). Hence,
|g (a)(x)| [ aa C
b [ a
|f (b)(x)|,
where aa is a constant depending only on d, r and u. Thus ||g (a) ·k||p
[ ba, p · ||f||r, p, k, where ba, p=aaN1−1/pa with Na=#{b: b [ a}. Summing up
for a: a [ r, we have
||g||r, p, k [ c0 · ||f||r, p, k with c0=1 C
|a| [ r
bpa, p 21/p <.,
as claimed.
Now suppose that comp(e) <., -e > 0. Then, for any e > 0, there exists
an algorithmA with the error e(A)q [ e/cq0. Without loss of generality, we
can assume that A is a homogeneous operator (A(c ·f)=c·A(f)). Let
R \ 1 be sufficiently large, so that the evaluations used by A are at points
inside the cube [−R, R]d. Then for any f with ||f||r, p, k [ 1, consider
g=gf, R as above. Since the information about g vanishes, A(g)=0.
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Hence
F
|x|. \ 2R
|f(x) ·+(x)|q dx=F
|x|. \ 2R
|g(x) ·+(x)|q dx
=F
|x|. \ 2R
|g(x)−A(g)(x)|q +q(x) dx
[ cq0 · e(A)q [ eq.
Thus L(2R) [ e for sufficiently large R. Since L( · ) is a non-increasing
function, this completes the proof. L
The functional L is complicated and the condition (5) may be difficult to
verify in general. However, when q [ p this need not be so.
To see this, consider q [ p. Then
L(R) [ Lˆ(R),
where
Lˆ(R)=1F
|x|. \ R
1 +(x)
k(x)
21/(1/q−1/p)dx21/q−1/p
for q < p, and
Lˆ(R)= sup
|x|. \ R
+(x)
k(x)
for q=p. Indeed, this follows from Holder’s inequality
L(R)= C
||f||r, p, k [ 1
1F
|x|. \ R
1 +(x)
k(x)
2q · |f(x) ·k(x)|q dx21/q [ Lˆ(R).
The situation is more complicated when q > p and then we only have
L(R) [ sup
||f|| [ 1
sup
|x|. \ R
|+q(x) ·fq−p(x)/kp(x)|,
that is not sharp in general. When p=1 and k ¥ C1, we get a better esti-
mate
L(R) [ 1F
|x|. \ R
+q(x)
kq(x)
dx21/q.(7)
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To show this, we use the following inequality for univariate functions
g ¥ C1([a, b]):
||g||L.[a, b] [ : 1b−a F ba g(t) dt :+F ba |gŒ(t)| dt.(8)
In fact, choose t1, t2 ¥ [a, b], such that |g(t1)|=||g||L.[a, b] and |g(t2)|=
| 1b−a >ba g(t) dt|. Then (8) follows from the inequalities |g(t1)|− |g(t2)| [
|> t2t1 gŒ(t) dt| [ >ba |gŒ(t)| dt. Thus, ||g||L.(R) [ >.−. |gŒ(t)| dt when >.−. |g(x)| dx
<.. Now consider a multivariate function g=fk over Rd with
||f||r, 1, 1(Rd) [ 1 with r \ d. Repeatedly using the above result for every
variable, we conclude that ||g||L.(Rd) [ 1 and (7) follows from this.
Finally, we provide an upper bound on L(R) for arbitrary p and q but
for special weights + and k. Namely, suppose that the weights are isotropic,
i.e., +(x)=+1(|x|.) and k(x)=k1(|x|.) for some functions +1, k1. Suppose
also that
+1(tR) [ c1+1(t) +1(R) and k1(t) k1(R) [ c2k1(tR)(9)
for t \ 1 and sufficiently large R. If L(1) exists and is finite, then
L(R) [ c1 · c2 ·L(1) ·R r+d(1/q−1/p) ·
+1(R)
k1(R)
.(10)
Indeed, due to a change of variables we get
F
|x|. \ R
|f(x) ·+(x)|q dx=Rd ·F
|x|. \ 1
|f(Rx) ·+(Rx)|q dx
[ cq1 ·Rd ·+1(R) ·F
|x|. \ 1
|fR(x) ·+(x)|q dx,
where fR(x)=f(Rx). In a similar way, one can verify that
||fR ||r, p, k [ c2R r−d/p/k1(R) · ||f||r, p, k,
and this completes the proof.
4. EQUIVALENT COMPLEXITIES
In this section, we provide sufficient conditions for comp(e; +, k)=
G(e−1/s) as eQ 0. As already mentioned, this is the complexity of the
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corresponding classical approximation problem (i.e., without weights
and on the unit cube). This is why we refer to this case as equivalent
complexities.
4.1. Sufficient Conditions. Consider the following family of cubes
{Ck, j}. For k \ 0, let
Ck=[−3k, 3k]d and Dk=Rd0Ck.
By a convention,
C−1=”.
For k \ 1, let
Zk={−2·3k−1, 0, 2 · 3k−1}d={z: zj ¥ {−2 ·3k−1, 0, 2 · 3k−1}}.
Each cube Ck can be decomposed into 3d internally disjoint smaller cubes
with center points in the set Zk. Each smaller cube is a translation of the
cube Ck−1; i.e., it equals z+Ck−1 for some z ¥ Zk. We label the smaller
cubes by Ck−1, j, j=0, 1, ..., 3d−1, so that the first one Ck−1, 0 equals Ck−1.
Therefore, for k \ 1
Ck, 0=Ck=0
3d−1
j=0
Ck−1, j
and
int(Ck−1, j1 ) 5 int(Ck−1, j2 )=” (-j1 ] j2).
Moreover,
Ck 0Ck−1=0
3d−1
j=1
Ck−1, j and Ck=C0, 0 2 0
k−1
i=0
0
3d−1
j=1
Ci, j.
We give sufficient conditions based on the partition above. First for i \ 0
and j [ 3d−1, define
ci, j=2c · 3 ic ·
supx ¥ Ci, j +(x)
infx ¥ Ci, j k(x)
,
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where, as in Lemma 1,
c=r+d· (1/q−1/p).
Note that ci, j are well defined due to assumption (3).
We are ready to state sufficient conditions for the equivalence of
complexities. We assume that the following sum, denoted by A2, is finite,
A2 :=c
d/c
0, 0+C
.
i=0
C
3d−1
j=1
cd/ci, j <.,(11)
and that there exists a constant A3 such that
L(3k) [ A3 · max
1 [ j [ 3d−1
ck, j -k \ 1.(12)
We add that the conditions (11) and (12) are very similar to the corre-
sponding conditions from [9] for the scalar case (d=1). Moreover, (12)
holds with A3=c1c2L(1) for isotropic weights that satisfy (9); see (10). The
condition (11) will be discussed in Section 4.3.
4.2. Almost Optimal Algorithm. In this section, we describe an algo-
rithm U=Ue whose error and cost do not exceed e and G(e−1/s), respec-
tively.
The algorithm depends on parameters k=k(e) and mi, j=mi, j(e), choice
of which will be discussed in a moment. On the complement Dk of Ck,
U(f) equals zero, i.e.,
U(f)(x)=0 -x ¥ Rd0[−3k, 3k]d.
Inside Ck, we use the decomposition
Ck=C0, 0 2 0
k−1
i=0
0
3d−1
j=0
Ci, j,
and define U(f) as
U(f)(x)=Ami, j, Ci, j (f)(x),(13)
where (i, j) are such that x ¥ Ci, j and i=j=0 or (1 [ i [ k−1 and j \ 1).
Recall that An, Q is the algorithm from Lemma 1 for the classical approxi-
mation problem over the cube Q that uses n evaluations. It remains to
specify the selection of k and the mi, j’s. This selection depends on whether
p [ q.
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Case p [ q. Let k be the smallest integer for which
max
1 [ j [ 3d−1
ck, j [
e
A3 · 21/p
.
Such k exists due to the fact that ci, j Q 0 as iQ.(-j), see (11). The cardi-
nalities mi, j are chosen as
mi, j=!1A1 · 21/p · ci, j
e
2d/c"(14)
for 0 [ i [ k, 1 [ j [ 3d and i=j=0. Note that for any i < k, there exists
at least one index j=j(i) for which mi, j \ 2.
Case p > q. Let k be the smallest integer for which the following
expression, denoted by V(e, k, j), is bounded by 1, i.e.,
V(e, k, j) :=cd/ck, j 1A1 · 21/p
e
A2 2 p−qpq · dr [ 1 -j.
Such k exists due to convergence assumption (11). The cardinalities are
defined as
mi, j=KV(e, i, j)L(15)
for 0 [ i [ k, 1 [ j [ 3d and i=j=0. As in the previous case, if i < k then
mi, j \ 2 for at least one index j=j(i).
This completes the definition of the algorithm Ue.
Theorem 1. If (11) and (12) hold then the algorithm Ue has the error
and the cost bounded by
e(Ue) [ e and cost(Ue) [ cd/e1/s,
where cd is a positive constant independent of e and
s=
r
d
+min 30, 1
q
−
1
p
4 .
Proof. Let ||f||r, p, k [ 1. Then
||f||(f−Ue(f)) +||
q
q=I
q
1+I
q
2,
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where
Iq1=F
Ck
|f(x)−Ue(f)(x)|q +q(x) dx
and
Iq2=F
Dk
|f(x)−U(f)(x)|q +q(x) dx=F
Dk
|f(x)|q +q(x) dx.
Due to space limitation, we will not write integration arguments in the
next few lines. We will also write +0 and +i, j to denote supx ¥ C0 +(x) and
supx ¥ Ci, j +(x), respectively. By Lemma 1, we have
Iq1=C
k
i=0
F
Ci 0Ci−1
|f−U(f)|q +q
=F
C0
|f−U(f)|q +q+C
k−1
i=0
C
3d−1
j=1
F
Ci, j
|f−U(f)|q +q
[ +q0 ·F
C0
|f−U(f))|q+C
k−1
i=0
C
3d−1
j=1
+qi, j ·F
Ci, j
|f−U(f)|q
[
+q0 ·A
q
1
m sq0, 0
· bq0, 0(f)+C
k−1
i=0
C
3d−1
j=1
+qi, j ·A
q
1 · 3
iqc
m sqi, j
· bqi, j(f),
where
bi, j(f)=1 C
|a| [ r
||f (a)||Lp (Ci, j)21/p [ 1inf
x ¥ Ci, j
k(x)
1 C
|a| [ r
||f (a)k||Lp (Ci, j)21/p.
Thus
Iq1 [
Aq1 · c
q
0, 0
m sq0, 0
· dq0, 0(f)+A
q
1 · C
k−1
i=0
C
3d−1
j=1
cqi, j
m sqi, j
· dqi, j(f),
where
di, j(f)=1 C
a| [ r
||f (a)k||pLp(Ci, j) 21/p.
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For I2, due to (12), we have
I2 [ L(3k) · ||f||r, p, k [ A3 · max
1 [ j [ 3d−1
ck, j · ||f||r, p, k [
e
21/p
· ||f||r, p, k.
Let A=max {A1, A3}, then
||(f−U(f)) +||q=(I
q
1(f)+I
q
2(f))
1/q
[ A 1 C
(i, j) ¥ Wk
cqi, jm
−sq
i, j di, j(f)
q21/q,
where
Wk={(i, j) ¥ Z2 : 0 [ i [ k−1, 1 [ j [ 3d−1} 2 {(0, 0), (k, −1)}
mk, −1=1 and dk, −1=||f||r, p, k.
The following well-known fact is used to estimate the above inequality.
Let (W, S, m) be a measurable space on the set W with counting measure, g
a measurable real function on W. Then
sup
||h||p [ 1
||hg||q [ 3 ||g||. if p [ q
||g|| pq
p−q
if p > q.
(16)
Since
1 C
(i, j) ¥ Wk
di, j(f)p21/p=1d0, 0(f)p+Ck−1
i=0
C
3d−1
j=1
di, j(f)p+||f||
p
r, p, k
21/p [ 21/p,
applying (16) to the case when W=Wk with counting measure, and
g(i, j)=Ci, jm
−s
i, j we see that when p [ q,
e(U) [ 21/p ·A · max
(i, j) ¥ Wk
(ci, jm
−s
i, j).(17)
By using definition of mi, j in (6), the fact that ck−1=max1 [ j [ 3d−1 ck, j
[ e, mk, −1=−1, and s=c/d (when p [ q), it’s easy to see that
e(U) [ e.
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Similarly, when p > q, we have
e(U) [ 21/p ·A 1 C
(i, j) ¥ Wk
(ci, jm
−s
i, j)
pq
p−q2 1q− 1p.(18)
By using definitions of mi, j in (7), the fact that c
d/c
k, −1 [;3
d−1
j=1 c
d/c
k, j , mk, −1=1,
and s=r/d (when p > q), it’s not hard to show that
e(U) [ e,
as claimed.
Now we estimate the cardinality of the information used by the algo-
rithm Ue:
cost(Ue)=m0, 0+C
k−1
i=0
C
3d−1
j=1
mi, j.
For that end, recall that mi, j is of the form mi, j=Kai, jL and for each i < k,
at least one value of mi, j \ 2. Therefore
cost(Ue) [ (1+3d) ·1a0, 0+Ck−1
i=0
C
3d−1
j=1
ai, j 2 .
It is easy to verify that the sum of ai, j is bounded from above by a constant
times e−1/s, which completes the proof. L
4.3. Monotonic Weight Functions. We discuss the condition (11) assum-
ing that +, k, and y are monotonic with respect to each variable xj ¥ (0,.),
where
y(x) :=
+(x)
k(x)
if k is non-decreasing, and
y(x) :=
+(x)
k(3x)
otherwise. Then (11) holds iff
B2 :=F
R
d
(y(x))d/c dx <..
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In fact,
1
2 · (y(0)
d/c+B2) [ A2 [ 3d · (y(0)d/c+B2).
Indeed, due to
Rd=C0 2 0
.
i=0
0
3d−1
j=1
Ci, j
and the facts that |C0 |=2d, and |Ci, j |=2d · 3 id for all j, we have
y(0)d/c+B2=c
d/c
0, 0+F
C0, 0
y(x)d/c dx+C
.
i=0
C
3d−1
j=1
F
Ci, j
y(x)d/c dx
[ 2 · cd/c0, 0+C
.
i=0
C
3d−1
j=1
3 i ·dd/ci, j [ 2 ·A2,
which proves the first inequality. The second inequality can be proven in a
similar way.
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