On computing decision regions with neural nets  by Kwan Li, Leong
JOURNAL OF COMPUTER AND SYSTEM SCIENCES 43, 509-512 (1991) 
On Computing Decision Regions with Neural Nets 
LEONG KWAN LI 
Mathematics Department, University of Southern California, 
Los Angeles, California 90089 
Received February 11, 1991;  revised April 20, 1991  
1. INTRODUCTION 
Recently, the capabilities, lim itations, and  applications of feedforward networks 
have been  studied. One  of the introductory papers is [4] by Lippmann. In this 
paper, on  page  16, it is claimed that “No number  of nodes, however, can separate 
the meshed class regions in F ig. 14  with a  two-layer perceptron.” However, he  has 
underest imated the ability of a  two-layer feedforward network. The  results of 
Hornik, Stinchcombe, and  Wh ite [3] show that a  two-layer perceptron can 
approximate any continuous function arbitrarily closely. An alternate proof of their 
result can be  found in Blum and  Li [ 11, as well as a  basic result on  three-layer 
networks. This note gives a  proof of separation of arbitrary disjoint compact 
regions by two-layer McCulloch-Pitts(Mc-P) networks based on  the theorem given 
in [3]. 
F irst, we demonstrate how a  two-layer MC-P network separates the case in 
F ig. 14  of L ippmann [4]. Then,  we extend our result to arbitrary compact decision 
regions by the theorem of Hornik, Stinchcombe, and  Wh ite [3]. F inally, we give an  
example and  discuss the lim itations of two-layer nets with noncompact  regions. 
2. SEPARATION OF COMPACT REGIONS 
In the decision regions problem, let us restrict ourselves to networks of MC-P 
units. The  input to each MC-P unit is a  linear combination of outputs of other units 
first-order units), and  the outputs are either 0  or 1  as determined by the thereshold. 
In a  decision problem of two disjoint regions A and  B in R”, assume that the 
regions are compact, i.e., closed and  bounded.  We  claim that there exists a  two- 
layer MC-P network that separates A and  B; i.e., the network gives the output 1  for 
inputs from A and  gives 0  for inputs from B. F irst, let us look at an  example like 
the one  on  page  14  of [4], shown in F ig. 1. 
Consider a  two-layer MC-P network constructed as follows. The  regions A and  
B are subdivided by lines into subregions 1  to 10  (see F ig. 1). Each hidden unit 
(layer 1) corresponds to a  line. 
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FIG. 1. Separation of two non-convex sets by lines. 
The outputs in the hidden layer for each subregion are listed in the table. There 
are infinitely many two-layer MC-P networks that can separate these regions 
provided that we choose the weights and the threshold correctly. It is not hard to 
see that the following network in Fig. 2 is one of them; just let all the weights from 
the hidden layer to the output unit be 1 and choose the threshold to be 2. 
3. PROOF OF SEPARATION OF COMPACT DECISION REGIONS BY TWO-LAYER NETS 
Solving the above situation is not difficult, but other decision regions may be 
more complicated. In this section, we give a general proof for the existence of a 
two-layer MC-P network that works, 
THEOREM 1 (Hornik-Stinchcombe-White). Let FE C[S], where SE R” is com- 
pact and F is real-valued. For any E > 0, there exists a two-layer network consisting 
of MC-P units in the hidden layer and a linear output unit which approximates F 
uniformly on S with error -CE. 
TABLE I 
Outputs in the Hidden Layer for Each Subregion 
A Outputs in hidden layer B Outputs in hidden layer 
1 11100 6 01100 
2 1 1 1 1 0 7 00100 
3 1 1 0 1 0 8 1 0 1 0 0 
4 1 1 0 1 1 9 10000 
5 11001 10 11000 
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FIG. 2. A two-layer net for separation of A and E. 
The proof of the above theorem is based on approximating the continuous 
function by a finite trigonometric sum and the products of cosines are expressible 
as sums of cosines of linear forms of the original variables. The details of the proof 
can be found in Hornik et al. [S] or Blum and Li [ 11. Next, let us recall some 
definitions in a metric space with distance function d(x, y). 
DEFINITION. The distance dist(z, A) between a point z and a set A is defined to 
be dist(z, A) = inf,. A d(z, a). 
For example, if z, a E R” we take d(z, a) = {Cy=, (zi- u,)~}~‘~. The distance 
Dist(A, B) between two nonempty subsets A and B in R” is defined to be 
Dist(A, B) = iFisa d(a, 6). 
THEOREM 2. Suppose two disjoint compact nonempty sets A and B in R” are 
given. There exists a two-layer MC-P net with input x = (x,, x2, . . . . x,) that has 
output 1 for x E A and 0 for x E B. 
Proof: From the Hausdorff property of Euclidean space, the distance between 
two sets A and B,-Dist(A, B), is greater than zero for A and B compact and disjoint. 
Let Dist(A, B) = 6 > 0 and define the continuous function f in R” such that 
Since A, B are compact, there exists a compact set S, which contains A and B. 
Now define the function F: S c R” -+ R such that 
if f(x)>0 
if f(x) < 0. 
This is a continuous function in R” such that F(x) = 1 for x E A and F(x) = 0 for 
XEB. 
Then by Theorem 1 there exists a two-layer MC-P network with linear output 
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unit that approximates F arbitrarily closely. Take this network and change the 
linear output unit to be a MC-P unit with threshold 4. Then the MC-P network 
separates regions A and B. 
4. REMARKS 
In the theorem, there is no constraint on the shape of the decision boundaries, 
nor do the decision regions have to be connected. The only assumption we made 
for separation of decision regions is compactness. With this assumption, we can 
generalize to separate finitely many compact regions with a multiple output 
network. 
If compactness is violated, we may not be able to do so. For example, given two 
regions A and B in [0, 212 c R2 such that A= {(x,y):x2+y2g1} and 
B = [0,2]* -A. Note that Dist(A, B) = 0. There is no finite two-layer network of 
first-order units that can separate A and B. We must relax our condition on lirst- 
order units and use higher-order units, e.g., quadratic, in order to separate A and 
B. In other cases, although the decision boundary is polyhedral, without compact- 
ness, two-layer nets may not separate. (See G. J. Gibson and F. N. Cowan [2].) 
Although the proof shows that two-layer nets are capable of compact separation, 
in general the network size is large because the proof of Theorem 1 allows the 
hidden layer to be arbitrarily large. There is no constructive way to get the two- 
layer net. It is believed that multiple layers can handle the problem with fewer units 
but the optimal number of units and layers is still open. If we try to keep the 
network as small as possible, a three-layer network is recommended. The capability 
of the three-layer nets can be found in Blum and Li [l], where the network size is 
given provided that some other conditions are known. 
In other case, we may only have two finite sets of data points. Although it is 
given that the sets A and B are compact, their boundaries are not specified. There 
is no simple way to figure out how to obtain a two-layer network that separates A 
and B. However, the result in Blum and Li [ 1 ] gives a constructive way to handle 
this case with a three-layer net. 
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