Established soft lithography techniques 1,2 were used to fabricate single-use microdevices (including PDMS diaphragm cover) consisting of seven independent microchannels on a 3" ⇥ 1" slide.
IPA, and blown dry with compressed air. Resulting dimensions were as follows: Air chamber: 7 mm ⇥ 7.8 mm ⇥ 1 mm. Air escape channel: 50 µm tall ⇥ 100 µm wide. Air escape port: 3 mm radius, 1.25 mm height.
PDMS at a 10:1 ratio of elastomer base and curing agent was mixed vigorously with a plastic fork and allowed to degas in a vacuum dessicator for ⇠1 h. After degassing, PDMS was poured over each of the two master molds (10 g of mixed PDMS each), which were each placed on separate hot plates. Transparency film (AF4300, 3M, St. Paul, MN) was cut to size, and placed on top of the PDMS with sufficient care to not trap any bubbles. Silicone foam, a polycarbonate block, and 30 lbs of weight were then placed on top of the master mold, and the hot plate was set to 80°C for 4 h.
Once cured, the PDMS slabs were removed from the SU-8 master molds, and placed in a Soxhlet extractor to extract uncrosslinked oligomers using 100% ethanol 3 . Glass slides were rinsed in acetone and IPA, and blown dry with compressed air. OmniTrays were used as supplied. For glass-bottom devices, the PDMS microchannel and glass slide were both treated with oxygen plasma before bonding. For polystyrene-bottom devices, OmniTrays were used as supplied, and PDMS microchannel layers were passively bonded to the polystyrene surface. Immediately prior to running the assay, the PDMS cover layer was reversibly bonded to the PDMS microchannel layer using tweezers for handling.
Piezo-Actuator and Accessories
Actuation of the diaphragm was achieved using a 3.5 cm ⇥ 1.3 cm ⇥ 0.3 cm cantilever-style piezo-actuator (Q220-A4-303YB -Piezo Systems, Inc. Woburn, MA) with a small tab of plastic with cap screw secured to the end in order to provide a focused point of contact with the diaphragm. Piezo-actuation is attractive because it has no moving parts such as gears or ball bearings. Applied voltage bends the ceramic material, allowing its use in challenging environments such as incubators while operating over a large, linear dynamic range. Signals are generated using a 33220A waveform generator (Agilent Technologies Santa Clara, CA). Because the input voltage of the piezoactuator (0-100 V) is higher than the output of the signal generator (0-10 V), a piezo amplifier was used to amplify the signal. Previous characterization of this amplifier has been performed by others 4 . The amplifier was purchased with an atypical input voltage range of ± 1.5 V to offer the ability to directly interface with the output of a computer headphone jack and enable open-source software solutions for signal generation.
Piezo-actuation of the Diaphragm
Fabricated PDMS devices were placed in a tissue-culture treated OmniTray. The diaphragm was reversibly bonded over the large output ports of the device. A metal strip was fixed to the inside of the OmniTray using double-sided tape ⇠2 cm from the channels. The piezo-actuator, mounted to a 1 cm ⇥ 2.5 cm piece of plastic via double-sided tape, is held in place on the metal strip with a total of 4 magnets (K&J Magnetics B333, N52-grade neodymium 3/16" ⇥ 3/16" ⇥ 3/16" cube) fixed to the actuator assembly. The magnets provided an easy means to place and remove the actuator. The position of the actuator was able to remain very stable during manipulation of the OmniTray, enabling the flip technique for shear estimation. The cap screw used as the point of contact between the actuator and diaphragm provided height adjustability when needed. The entire assembly could be enclosed in a covered OmniTray. The lid provided enough compliance for the small wires leading to the piezo-actuator. The actuator was placed on the diaphragm just prior to experimentation. It can also be put in place earlier if desired.
A previous study by Morris and Forster 5 also used a piezoelectric actuator to produce oscillatory flow in a microchannel. They examined the differences between exact and impedance models of fluid flow. However, the piezo-actuator used by Morris and Forster was in direct contact with the fluid forming the ceiling of a reservoir, and in this arrangement, deformations in the actuator directly resulted in displacement of the fluid.
Microscope
Images were acquired with an inverted fluorescent microscope (PN:IX70 -Olympus, Center Valley, PA) equipped with a digital camera (PN:C4742-80-12AG -Hamamatsu, Hamamatsu City, Japan) and MetaMorph imaging software (Molecular Devices, Sunnyvale, CA). A Plan N 2X phase contrast objective (NA = 0.06, Olympus) was used for all images.
Piezo-Actuator Motion Measurements
Motion was measured using bright-field microscopy where the piezo-actuator was mounted on its side such that the tip appeared to move side-to-side in the field of view. Motion was quantified from digital image streams.
Piezo-Actuator Response
Fig S1 shows voltage-and frequency-response of the fully assembled actuator and tip, but without being in contact with the diaphragm. The actuator voltage response was linear, while the frequency response had constant amplitudes below 20 Hz and a resonant frequency that was greater than 80 Hz. 
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Figure S1 Experimental motion measurements of piezo amplitudes.
(a) Actuator amplitude is linear to the input voltage. Voltages refer to peak-to-peak signal levels that enter the piezo amplifier. (b) Actuator amplitude was constant below 16 -32 Hz. The resonant frequency is > 80 Hz.
It is expected that coupling of the actuator with the microchannel and membrane will alter the frequency response, likely damping the resonance observed at high frequencies. This is examined in a subsequent subsection.
Shear Stress Calibration Procedure
A shear stress calibration procedure was implemented to improve the accuracy of results in adhesion experiments, and to characterize the response of the fully assembled system to different voltages and frequencies. Shear stress at the surface of the microchannel substrate is measured based on the amplitude of motion of particles oscillating with the flow. The objective of this calibration procedure is to measure the maximum particle amplitude within the channel as the particle settles from the ceiling to the substrate, thus passing through the peak in the velocity flow profile and giving an accurate measure of the actual flow amplitudes for a given microchannel-diaphragm-actuator setup. The flow amplitudes and frequency can then be used to calculate shear stress.
The calibration process started with actuation of the fluid at the desired voltage and frequency. Subsequently, a dilute suspension of the test particles was dispensed into the channel to provide approximately 30 to 300 particles within the microscope field of view. The air escape shown in Fig 1C of the main text was filled with 7.5 µL of fluid to seal the diaphragm air chamber. The channel was focused to provide an accurate view of suspended particles. The entire device was inverted and kept upside-down for 45 s to allow the cells to settle toward the ceiling. Surface tension of the droplets kept fluid from flowing out of the microchannels. As the cells settled, the microscope was set to acquire a 90-frame image stream using phase contrast, with an exposure time chosen such that each frame captured one full oscillation (exposure time = 1/ f ) of each particle. Thus, in each image the particle motion appeared as a streakline where the length of the streakline is the amplitude of cell motion ( Fig S2) . By imaging at least a full 360 cycle, the particle is assured of reaching the extents of its motion (i.e. the leftmost and right-most position) to establish a full streakline for amplitude measurement. Acquisition of the stream was started and the device was inverted to be right-side-up and immediately placed on the microscope. This image stream captured the oscillatory motion of the cells as they settled from the ceiling to the substrate. When viewing the image streams, the streak size of each cell can be seen to increase as it gets closer to the half-height of the microchannel due to the shape of the velocity flow profile. The maximum streakline length is determined for the image stream using a particle within the center 80% of the channel (as viewed from the top), where shear stress is uniform for this device geometry. 6 The amplitude of the motion is then used to calculate the shear stress in the channel.
Given that the air escape is plugged after calibration, subsequent loading of particles into the device is aided by gentle tapping of the actuator to help introduce the particles loaded at the port into the microchannel measurement region. A dilute suspension of the experimental cells was used for calibration during cell-based experiments while 15 µm fluorescent beads (PN:F8843 -Invitrogen. Eugene, OR) were used for the technical characterization of the device.
Calculation of Shear Stress from Particle Amplitudes
To estimate shear stress from amplitudes of particle motion at the center streamline, the flow profile (parabolic or nonparabolic) must be determined. To do this, the microfluidic channel was modeled as a parallel-plate flow-chamber (PPFC). Fluid flow was simulated using a pulsatile flow model that accounts for potentially non-parabolic profiles at higher frequencies and assumes laminar flow conditions. Fig S3 ( dashed line) shows that for a given maximum pressure gradient, the shear stress at the channel substrate declines as frequency is increased. This decline is due to inertial effects. Note also that flow profile is also changing slightly from parabolic to non-parabolic. Thus, to assess if we can assume a parabolic flow profile to simplify shear stress calculations during cellbased experiments, we compared the shear stress at the channel substrate calculated using either the true non-parabolic shape (dashed) or a purely parabolic profile (solid black). The ratio of the difference over the non-parabolic value is shown in gray. Thus, below a frequency of 10 Hz, the error of assuming a parabolic flow profile to calculate shear from particle amplitude is negligible. By defining particle position, x, over time using Eq. S1 where A is the amplitude of the motion at the center streamline of a parabolic flow profile, f is frequency, and t is time, parabolic flow assumptions can be used to arrive at Eq. S6 for determining shear stress, t, at the center 80% of the channel substrate as a function of particle amplitude. Note the length of the particle streak obtained during the calibration procedure is equal to 2A. Other variables in the list of equations are as follows; u = particle velocity, u max = maximum particle velocity, u = average fluid velocity of the parabolic flow, Q = flow rate of the parabolic flow, b = width of the rectangular channel, h = height of the rectangular channel (assumed that h ⌧ b), µ= dynamic fluid viscosity (assumed here to be 0.00078 kg m 1 s 1 ). Normalized Shear Stress Figure S3 Calculations of shear stress for pulsatile flow at a constant pressure gradient amplitude. Shear stress is normalized to the highest value of the non-parabolic case. The results show that the amplitude of the fluid motion can be used to predict shear stress using an assumption of a parabolic flow profile with < 5% difference below 32 Hz and < 1% difference below 13.8 Hz.
Although Eq. S6 was used for all cell-based experiments where frequency was  2 Hz, the full pulsatile model was used during technical characterization. The equations used to the model the full pulsatile flow were previously presented in detail by Bacabac and co-workers. 7 
Shear Stress vs Voltage and Frequency
Characterization of shear stress as a function of frequency and voltage was carried out with a single microchannel that had exact dimensions of L ⇥ W ⇥ H = 7.5mm ⇥ 1.5 mm ⇥ 0.228 mm. Shear stress was estimated using particle motion. Particle motion was measured using 15 µm fluorescent beads (PN:F8843 -Invitrogen, Eugene, OR) with the same method outlined for shear stress calibration except with a 90-s wait time for bead settling as opposed to the 45-s wait time for cells. The microchannels were initially filled with PBS containing 0.5% BSA to prevent clumping of beads or adhesion of beads to channel walls. Exposure time was adjusted when necessary to capture a full period of particle motion for different frequencies. This method of shear stress determination becomes more challenging at high frequencies and amplitudes. At high amplitudes, the entire particle motion can extend beyond the viewfield of the microscope. At high enough frequencies (> 20 Hz) acoustic streaming could be observed near edges or curved surfaces, and can disturb cell settling. 8 For significantly non-parabolic profiles, maximum fluid displacement does not occur at the center streamline. Although not quantified here, it is estimated that this effect could be noticed in the image sequences at frequencies above 20 Hz. Although challenges in shear stress determination can occur at high amplitudes and frequencies, overall, the method is repeatable ( Fig S4b) , fast, and appropriate for channel calibration in adhesion assays where physiological frequencies are ⇠ 1 Hz and attachment occurs at shear stresses < 1 Pa. In ⇠ 2 min, shear stress in the channel can be determined and repeated to within a few pixels.
Experimental results illustrate the linear relationship between voltage and shear stress for three different frequencies while frequency is linearly related to shear stress below a frequency of 5 to 10 Hz at a voltage of 140 mV ( Fig S4) .
Excluding the frequency response of the actuator, there are two characteristic frequencies of the microchannel-diaphragmactuator setup. The first dictates the transition from quasisteady flow to pulsatile flow while the second marks a transition in the behavior of the pumping mechanism from behaving like a syringe pump to behaving like a regulated pressure source due to the compliance in the air space between the diaphragm and microchannel fluid. These transitions are discussed more fully in the next two subsections.
Flow Transition: Quasi-steady vs. Pulsatile. The Womersley number can be used to help characterize the pulsatile nature of the flow (Eq. S7) as it provides a measure of the balance between viscosity and momentum effects induced by oscillatory motion.
In previous work by Bacabac and co-workers, 7 who compiled the information from Landau, 9 it is shown that the critical value for the Womersley number in PPFCs is 2.8, where the height of the PPFC is used as the representative length a. For our channel dimensions, Bacabac suggests shear stress will remain linear with pressure gradient below 4.8 Hz. This can be seen in Fig S5 where pulsatile flow shear stress is normalized by the quasi-steady flow result for the same pressure gradient. At low frequencies, the two models predict the same shear stress, whereas the pulsatile model attenuates above the transition frequency. Shear stress attenuates due to inertial effects induced by high frequency oscillations.
Pumping Transition. The ports and air chamber of the oscillatory flow setup act as capacitors with the microchannel acting as a resistance between them. At low frequencies, the capacitors are negligible and the volume displaced in the channel is Figure S4 Shear stress in the device as measured by particle motion.
(a) Shear stress was measured across a range of voltages for three different frequencies ( Fig S4a) . Each series of points indicates linear relationship between shear-stress and voltage, which is in agreement with simulation. Voltages refer to peak-to-peak signal levels that enters the piezo-amplifier. (b) Shear stress at a constant voltage of 140 mV. Actuator amplitude was constant below 16 to 32 Hz. The resonant frequency is > 80 Hz.
equal to the volume of air displaced in the sealed air chamber. At high frequencies, the resistance of the channel impedes charging and discharging of the capacitors, leading to a situation where fluid displacement is less than the air displaced in the air chamber. This can be seen in a plot of simulation results, where the ratio of the air displaced by the diaphragm is compared to the fluid displacement in the channel for a range of frequencies ( Fig S5) . At low frequencies, the pumping mechanism The influence of non-parabolic flow profiles can be seen on shear stress for frequencies above the transition frequency of 4.8 Hz. This simulation keeps pressure constant while varying frequency. The pulsatile flow shear stress calculation is normalized to the result found for the lowest frequency, which is nearly identical to the steady-flow solution for the same pressure gradient. (b) Transition from syringe-pump-like behavior to pressure-driven behavior. Normalized volume displacement represents the ratio of the air volume displaced by the actuator to the volume of fluid displaced in the channel. Simulation suggests that at low frequencies, the air and fluid displacement are tightly coupled with a ratio of almost 1. At higher frequencies, the capacitance of the air chamber coupled with the resistance of the microchannel result in a coupling that is less than 1.The capacitance of the air chamber and resistance of the channel suggest a pumping transition frequency of roughly 100 Hz which coincides with simulation results.
behaves much like a syringe pump and falls rapidly when above a certain cutoff frequency. This transition in the pumping behavior can be roughly estimated by calculating the capacitance of the air chamber (C = 3.8 ⇥ 10 13 [m 3 /Pa]) and the resistance of the microchannel (R = 3.95 ⇥ 10 9 [Pa-s/m 3 ]). The characteristic frequency of the transition can then be calculated using an RC-circuit analogy where f = 1/(2RC) = 106 Hz, which represents the frequency at which signal should be attenuated by roughly half. This calculation agrees well with results obtained from a numerical model of the actuator motion, pressurization of the air chamber and fluid flow. Although the transition is predicted to be near 106 Hz, the initial effects of the transition can be seen earlier, at ⇠ 30 Hz. Still, the pumping transition frequency is well above the flow transition frequency; thus, the range where shear stress increases linearly with frequency is limited by the physics of pulsatile flow within the microchannel rather than the pumping mechanism. The pumping transition frequency can be increased if necessary by reducing the volume in the air chamber to create a stiffer capacitor (i.e., lower capacitance). At extremely high frequencies, the fluid displacement will be negligible compared to the air volume displaced by the diaphragm, resulting in what behaves like a pressurebased pump rather than a volume-based pump like a syringe pump where all lines are completely filled with fluid. The simulation of Fig S5a agrees with the experimental data of Fig S4 that shear stress is linearly related to frequency below 5 Hz whereas above 5 Hz the influence of non-parabolic flow profiles and air chamber capacitance can be seen to influence the linear relationship.
Cell Culture
Human umbilical vein endothelial cells (HUVECs) were purchased from Lonza (Walkersville, MD), and regularly cultured on tissue culture-treated flasks precoated with 1.5 µg/cm 2 of bovine plasma fibronectin (FN) (Sigma-Aldrich, St. Louis, MO). HUVECs were maintained in EGM BulletKit media (CC-3124, Lonza) consisting of EBM-2 basal medium supplemented with 2% fetal bovine serum (FBS), bovine brain extract with heparin, hEGF, hydrocortisone, and gentamicin/Amphotericin B. HUVECs were fed every other day, passaged every 3-4 days at 90% confluence, and only passages 4-6 were used in microchannel experiments.
To prepare HUVEC monolayers for adhesion tests, microchannels were first primed with 30 µL PBS followed by 20 µL FN at 100 µg/mL concentration. Microchannels were incubated at 37°C for 1 h in humidified trays to allow FN adsorption to the microchannel walls. After incubation, FN was replaced twice with 40 µL HUVEC media further supplemented with 10 mM HEPES. HUVECs were seeded at 3000 cells/µL ⇥ 6 µL per microchannel, and allowed to adhere and culture overnight (⇠12 h). HUVEC microscale cultures were either used on the same day for adhesion tests if confluent, or maintained for an additional day to reach full confluence. Activated HUVEC monolayers in microchannels were induced with 10 µg/mL interleukin-1b (IL-1b ; Cat. # 201-LB; R&D Systems Inc., Minneapolis, MN) for 4 h before adhesion tests.
Three different human cancer cell lines were used in adhesion tests to compare adhesion strengths on activated versus non-activated endothelium. MDA-MB231 cells (mammary gland epithelial) were maintained in DMEM with 4.5 g/L glucose supplemented with 10% FBS and 1% penicillin/streptomycin (P/S). PC-3 MM2 cells (metastatic prostate) were maintained in RPMI1640 with L-glutamine, 10% FBS, 1% P/S, and 10 mM HEPES. RPMI8226 cells (multiple myeloma in bone marrow) were maintained in DMEM with 4.5 g/L glucose supplemented with 10% FBS, 1% P/S, and 10 mM HEPES. MDA-MB231 and PC3-MM2 cells were fed every other day and passaged every 3-4 days depending on confluence. RPMI8226 cells were passaged every 3 days. All cell lines were resuspended at 500 cells/µL, and 5 µL of cell suspension was dispensed into each microchannel. Thus, each microchannel was delivered approximately 2,500 cells.
HUVEC Immunostaining
Immunostaining was performed to verify upregulation of Eselectin upon activation using IL-1b . After 4 h of 10 ng/mL IL-1b treatment, HUVECs were fixed with 4% paraformaldehyde, permeabilized with 0.1% Triton X-100, and immunostained with monoclonal anti-human E-selectin antibody (Clone 13D5, R&D Systems) and Hoechst 33342 nuclear dye (H1399, Invitrogen, Carlsbad, CA). Images of the stain were acquired on a Nikon Eclipse Ti inverted fluorescence microscope (Nikon Instruments, Melville, NY) with a Nikon DS-Qi1Mc CCD camera (Nikon Instruments).
Animals
Animals were purchased through Harlan Laboratories. All procedures were carried out in accordance with protocols approved by the University of Wisconsin School of Medicine and Public Health Animal Care and Use Committees.
Isolation of Cardiac Fibroblasts
The technique for isolating cardiac fibroblasts is adapted from previously published reports 10, 11 . Briefly, male Lewis rats (260 to 400 g) were sacrificed by CO 2 asphyxiation, hearts rapidly excised, atria removed and ventricles placed into ice cold PBS with 1% P/S. Hearts were finely minced, and then placed into 10 mL digestion media (DMEM, 73 U/mL collagenase 2, 2 µg/mL pancreatin (4x)) and incubated at 37°C with agitation for 35 min. The digest mixture was centrifuged at 1000⇥g for 20 min at 4°C. The resulting cell pellet was suspended in 10 mL of fresh digestion media and incubated at 37°C with agitation for 30 min. The resulting digest was sieved through a 70 µm cell strainer and digest solution diluted with 10 mL of culture media (DMEM, 10% FBS, 1% P/S). The cell suspension was then centrifuged at 1000⇥g for 20 min at 4°C. The cell pellet was suspended in 16 mL culture media and plated into two T75 culture flasks (8 mL per flask). The cells were allowed to attach under standard culture conditions (37°C, 5% CO 2 , 100% humidity) for 2 h, then non-adherent cells removed by washing with PBS and culture media replaced. Primary cardiac fibroblast cultures were typically confluent in 4-7 days.
Generation of Cardiac Fibroblast 3D-ECM
Cardiac fibroblasts were seeded at a confluent density into the microfluidic devices and cultured in DMEM + 10% FBS and 1% P/S under standard culture conditions (37 C, 5% CO 2 and 100% humidity) for 2 h, then the open ports were scrapped free of cells to isolate the 3D-ECM to the device channel. Cardiac fibroblasts were cultured for 10 ± 3 days before decellularization using one of the following 3 methods abbreviated as CF, AH, and PAA. All adhesion experiments were carried out in serum-free DMEM.
Mock (CF) The cardiac fibroblasts were given a mock decellularization protocol of three washes with serum-free DMEM.
Ammonium Hydroxide/Triton X-100 (AH) Cardiac fibroblasts were removed from the secreted ECM by incubation with 20 mM ammonium hydroxide + 0.1% Triton X-100 (AH buffer) for 24-48 h at 4 C with constant agitation. The resulting matrix was then rinsed repeatedly with sterile water, then PBS, and finally washed 3 times with serum-free DMEM. For this method, the cardiac fibroblasts were plated onto Type I collagen-coated microchannels, which anchors the ECM to the channel, eliminating ECM liftoff during decellularization.
Peracetic Acid (PAA) Cardiac fibroblasts were removed from the secreted ECM by incubation with 0.15% peracetic acid (PAA buffer) for 24-48 hours at 4 C with constant agitation. The resulting matrix was then rinsed repeatedly with sterile water, then PBS, and finally washed 3 times with serumfree DMEM. PAA does not remove the matrix from the surface of the plate. Thus, Type I collagen was not required to anchor the matrix to the dish.
Isolation of Bone Marrow Stromal Cells
The technique for isolating bone marrow stromal cells (BM-SCs) was adapted from previously published reports 11 , 12 .
Briefly, male Lewis rats (260-400 g) were sacrificed by CO 2 asphyxiation. Femurs and tibias were bilaterally excised and soft tissue removed. The bones were placed in ice-cold PBS with 1% P/S. In a sterile culture hood, the ends of the bones were removed, and an 18-gauge needle and syringe were used to flush the shafts of the bones with culture media (DMEM, 10% FBS, 1% P/S). The resulting bone marrow was further dispersed by passage through a 21-gauge needle. Cell suspension was then centrifuged at 1000 rcf for 10 min at 4°C and plated into a 100-mm culture dish. The cells were allowed to attach under standard culture conditions (37°C, 5% CO 2 , 100% humidity) for 24 h. Non-adherent cells were removed by washing with PBS and replacing the culture media.
Although there are no established markers for the adult stem cells in the bone marrow stromal population, CD29, CD44, and c-Kit have been used by others. Immunostaining images of cells obtained using the above enrichment procedure are shown in Fig S6. 
Image Capture
Phase contrast images were acquired at 2X with 2 ⇥ 2 binning and 15-ms exposure. The Ph1/PhC phase rings were used to provide maximal contrast (i.e., dark background and bright cells).
Prior to data acquisition, the calibration procedure (described above) was performed to measure the initial shear stress of the system at 140 mV piezo voltage and 2 Hz sinusoidal oscillation frequency. After calibration, 5 µL were removed from the input port followed by addition of 5 µL of cell suspension (⇠2500 cells) to the input port. The actuator was gently tapped to redistribute cells into the microscope field of view. After waiting 45 s for cells to settle, the acquisition protocol was started.
MetaMorph was used to acquire 46 image streams at specified intervals of time using the journaling capability of the software. The first 5 streams were acquired at 2 Hz. At the start of the sixth stream (also at 2 Hz), a descending log frequency sweep was initiated, and lasted for 500 s, until the frequency had reached 0.1 Hz. The number of frames per stream was chosen to ensure capture of 1-2 cycles of fluid/cell motion, and ranged from 25 to 170 frames. Variable numbers of frames were used to limit the amount of data. The software also allows for the logging of times. The time at the beginning of each image stream was recorded to allow determination of the exact frequency at a given time during acquisition. This improved accuracy because MetaMorph was not able to perform each stream acquisition at precisely the same time for each channel due to variability in data read-write times. 
Descending Logarithmic Shear Stress Data Acquisition
The descending logarithmic sweep of frequency follows Eq. S8 where the frequency over time, f (t), is defined in terms of the initial and final frequency, f i and f f , and the duration of the sweep, t f .
The logarithmic sweep was continuous rather than step-wise, which avoided any sudden pulses in shear stress. Shear stress was thus changing during each stream acquisition. However, the timescale for an adhesion event of a single cell was observed by us and others to be ⇠ 1 s (i.e., similar or less than the typical period of one oscillation). 13 Therefore, we assumed the number of adhered and non-adhered cells measured from an image stream was a valid representation of that time interval with a potential error similar to the difference between adjacent data points. This error is small compared to the changes in adhesion observed over the log sweep of shear stresses as demonstrated by the high R 2 values for each model fit (Table  S1 ).
Image Analysis: Preprocessing
Background was subtracted from all images in the data set. The image used for background subtraction of each image stream was calculated from the first stream of images only. In phase contrast using low magnification (2X), cells appeared brighter than the background. The cells were introduced into oscillatory flow at the maximum shear stress of the assay so that they remained suspended. A stack projection is performed on the first stream to determine the minimum intensity for each pixel over time to ignore any bright moving objects (i.e., suspended cells) from the resulting background image. Thus, when the rest of the image streams were background subtracted using this image, the streams were greatly enhanced to show only cells that were initially added to the channel. Thus, any cells that were initially suspended at the beginning of the protocol can be seen throughout the image acquisition whether they are adhered or not. An Otsu automatic thresholding routine (available in Fiji) was used to threshold the enhanced images to produce binary images with cells appearing white over a black background. Background subtraction produced high contrast between cells and background to make the automatic thresholding routine robust. A single region of interest (ROI) is then chosen and applied to all images of the data set to restrict analysis to where shear stress is considered uniform. In this study, the center 80% of the channel width exhibited uniform shear stress and was chosen as the ROI. All subsequent analysis was limited to this ROI. Figure S7 Image differencing algorithm. White circles represent cells in a binary image after image preprocessing. F n refers to the n th frame of an image stream. F n+Dn refers an image taken Dn frames after F n . 'NA' refers to a cell that is not adhered, and 'A' refers to a cell that is adhered. |F n F n+Dn | represents the image that results from taking the absolute difference between F n and F n+Dn .
Image Analysis: Quantification of Percent Adhered Cells Fig S7 shows a simple depiction of the black and white images that result from preprocessing. In any given frame of a stream, there can be adhered (A) and non-adhered (NA) cells. In a different frame of the same series, non-adhered cells appear at a different location, whereas adhered cells do not. If we take the absolute difference of these two frames, non-adhered cells would appear twice, whereas completely adhered cells would not appear at all. Thus, the integrated intensity of the difference image, Intensity(|F n F n + Dn|), is proportional to twice the number of non-adhered cells, whereas the integrated intensity of the reference frame, Intensity(F n ), is proportional to the number of total cells and we arrive at Eq. S9 for the percent of the population that is adhered where F i represents the integrated intensity of the i th binary image..
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However, depending on how far apart in time these two frames are taken, a non-adhered cell in frame F n may partially overlap with its new location in frame F n+Dn . To address this, we first define a criteria for consistently choosing the reference frame, F n . In this case, we chose the frame that has an integrated intensity that is closest to the average integrated intensity found for all the frames over the course of the image stream (Fig S7, left) . The absolute difference between the reference frame and all other frames in the stream, |F n F n+Dn |, are then calculated (Fig S7, right) . The integrated intensity of the difference image plateaus to a maximum once the non-adhered cells in frame F n+Dn no longer overlap with there initial locations in frame F n . During the sinusoidal motion of a non-adhered cell, overlap is expected to occur for less than than 30% of the cycle given the cell-size and minimum cell amplitudes. Therefore the top 5% of the difference values can be averaged to determine a final value for the numerator of Eq. S9. The single value obtained from the reference frame is used for the denominator. Some cells attached to the substrate exhibit a rocking motion as they are not completely adhered. The partial overlap produced by the rocking motion is accounted for in Eq. S9, providing a continuous measure of adhesion instead of a binary one that would indicated a cell as being either attached or not. This analysis is repeated for each of the 46 streams to produce 46 raw data points for each microchannel.
As mentioned previously, the first 5 image streams were acquired at 2 Hz. At the start of the sixth stream (t = 0 s, f = 2 Hz), a descending log frequency sweep was initiated. The average of adhesion data prior to 30 s was used to obtain an estimate of the maximum possible image-difference signal (i.e., when ⇠0% of cells are adhered). Note the minimum possible imagedifference signal is zero and corresponds to 100% of the cells adhered. All difference signals were normalized to the maximum possible difference-signal estimate. Data points at times less than or equal to zero were averaged and plotted as a single point. This process was done for set of 46 raw data points to account for differences in the number of cells delivered to each channel.
Proper synchronization of the oscillation and image acquisition could be used to eliminate the need for image streams given that a proper choice for F n and F n+Dn could be predicted based on the sinusoidal nature of the oscillation.
Data Fitting
The normalized data (percent of cells adhered vs. shear stress) was first fit using a least squares method with a single lognormal cumulative distribution function (F LN , Eq. S10) to model the data as a single population. The fit determines an estimate for t 50 and s that best represents the data, and an estimate of the goodness of fit of the single-population model, R 2 single . The quantity t 50 represents the shear stress at which half of the population is adhered (i.e., adhesion strength), whereas s indicates the spread (i.e., heterogeneity), measured in orders of magnitude, of the data surrounding the median. The data is then fit with the weighted addition of two independent log-normal cumulative distribution functions (Eq. S11). a represents the percent of the population described by F LN,a whereas (1-a) represents the percent of the population described by F LN,b . Thus, the resulting dual cumulative distribution still ranges between 0% and 100% as for the singlepopulation model. Fitting with the dual-population model produces estimates for a, t 50,a , s a , t 50,b , and s b as well as an estimate of the goodness of fit for the dual-population model, R 2 dual . Single weighted values for t 50 and s of the dual population model are calculated from t 50,a , s a , t 50,b , and s b according to the weighting distribution of Eq. S11. Thus, as a approaches 1 or 0, dual-population estimates of t 50 and s converge to the same answer as the single-population model, while allowing one to account for the presence of two different populations for intermediate values of a. It should be noted that the least-squares fitting is dependent on a reasonable initial guess and all single-and dual-population model fits were verified visually in plots along with the fitted population parameters, t 50 and s .
The criterion for using the single-or dual-population model is based on R 2 single and R 2 dual . If the dual-population model demonstrates at least a 50% reduction in the remaining unexplained variability of the single-population model, then the dual-population model is used. Eq. S12 defines g, the reduction in remaining unexplained variability. Thus, if g > 0.5 then a dual-population model is used.
One beneficial feature of using g as a criterion is that it is sensitive to and limited by the 'noise' in the system. If intrinsic noise in the measurement limits the maximum possible R 2 of even the best model, it becomes harder to meet the criterion for adding a second population. This is in contrast to a 'noiseless' measurement method which would allow one to easily discern the parameters of even very small subpopulations.
However, the sampling rate of the data also affects the ability to observe subpopulations and should be taken into consideration when determining a realistic strategy for analysis. For example, a log-normal distribution is difficult to justify from three data points. Even if the sampling rate is sufficient for fitting of a log-normal distribution, extremely small values of s can be a result of the fitting algorithm assigning a population to a step change observed between a few data points, and should be interpreted with caution. Thus, reasonable initial guesses for least-squares fitting are important.
Given the above cautions, this approach can be extended to more than 2 populations. Eq. S11 can be modified to include as many log-normal distributions as desired. However, the additional parameters added to the model will almost certainly reduce the error of the model fit. If too many populations are added to the model, over-fitting of the data can occur, leading to false identification of subpopulations. Additional populations will allow the model to better fit the noise in the data. Thus, one must still have a criterion for determining whether the additional population provides sufficient benefit to warrant inclusion. The criterion used here, g, can be used to test the benefit of each additional population (i.e., 1 vs. 2 followed by 2 vs. 3, etc.). Further, manual verification of each model is always recommended, even in the case of very large data sets and automated analysis (e.g., plot comparison of the raw data and model fit as well as examination of population parameters, t 50 and s ).
Batch Processing
After the initial user input of ROIs to define the analysis region for each channel and the measurement of streakline lengths in each calibration image stream, the image filtering and analysis is completely automated using custom software called Je'Xperiment, developed by Warrick and Berthier at the University of Wisconsin Madison (http://sourceforge.net/projects/jextools). The software is used to database the images and perform batch processing of the custom algorithm. One array of 7 channels produces approximately 10-15 gigabytes of data. The primary time constraint of the analysis is thus the time it takes to read and write the images to a hard drive or server (⇠5 hours total). However, Je'Xperiment allows one to obtain results for the array with only ⇠20 min actually invested by the user at the computer workstation. Statistics are performed on these results using MStat (University of Wisconsin Madison, Department of Oncology).
Statistics -Differences in Measures vs. Substrate Condition per Cell Type
To determine significant differences in various measures (i.e., t 50 , s , R 2 dual -R 2 single , or the number of populations needed to fit the data) between different adhesion substrates (i.e., HUVEC monolayers: activated and non-activated; Cardiac Fibroblastderived ECM: AH, PA, CF), we used a combined Wilcoxon rank sum approach proposed by Lehmann 14 . The approach performs a rank test for each experiment per day, and assesses their combined significance. Data was considered statistically significant for P < 0.05.
Statistics -Differences in Measures vs. Tumor Cell Type per Substrate Condition
To determine significant differences in t 50 and s between different tumor cell types on the same substrate, we performed independent Wilcoxon rank-sum tests on daily averages. This was done because not all comparisons had data that was gathered on the same day for the same experiment. This is in contrast to the comparisons made for different substrates, which made comparisons of the data collected in the same experiment and then combined the significance of the separate experiments. Data was considered statistically significant for P < 0.05.
Number of Cells Required for Population Characterization
As the proposed method is aimed at reducing the number of cells required to perform an adhesion assay, the following data illustrates how the signal changes as the number of cells analyzed changes. Three different channels were chosen that had significant adhesion by the end of the assay. The original ROI of height h [pixels] that was used to define the region of measurement for each channel was successively diminished in height (0.9h, 0.8h, 0.7h, 0.6h, 0.5h, 0.4h, 0.3h, 0.2h, and 0.1h) and reanalyzed to obtain new data curves. Fig S8 illustrates an example of the diminishing ROIs for one of the channels analyzed. It should be noted that this ROI affects the choice of the reference frame for quantification. Thus, this is a test of the overall algorithm and not just of the changes in raw signal from the ROI region. The locations of the cells were manually selected in the image. The locations were then used to calculate the number of cells within the ROIs of different size. The 10 data curves obtained for each of the 3 channels analyzed are plotted in Fig  S10. The legend indicates the number of cells that were analyzed to create each data curve. Fig S10a, b , & c illustrate that the signal from the assay deviates most drastically from the rest of the data curves below 100 cells. Although the signal appears to deviate from the larger population at the lowest cell numbers, the overall strength of the signal does not attenuate appreciably as it is in terms of percent of the total observed population. As expected, when the height of the ROI is reduced, the analysis is no longer able to 'average out' the heterogeneity. However, this does not mean that the signal is errant. In fact, a somewhat similar image differencing technique has been used to quantify the dynamics of single cell adhesion. 13 As the ROI shrinks our data becomes more and more like a single-cell measure. A larger ROI is chosen here to encompass many cells to simultaneously monitor many adhesion states at once to obtain population demographics with a single analysis region instead of one cell at a time. The number of cells needed to provide adequate coverage of the population is determined by statistical considerations and is necessarily on the order of ⇠30-100 cells per population.
Taken together, Fig S10 supports our claim that we can analyze the population distribution of as few as 100 cells. The challenge is to load the cells as efficiently into the analysis region as possible. Currently about 20% of the cells that are loaded can be analyzed. However, this efficiency could become much closer to 100% through the use of a wider channel and alternate loading strategy such as a small diameter cell loading port nearer the analysis region to more directly deliver cells with minimal dead volume.
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