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Abstract
The plan of this paper is to obtain one-point iterative methods with any R-order of convergence, when they are applied to
approximate solutions of quadratic equations in Banach spaces. To do this, we consider real Cauchy’s method and, under certain
natural modifications, it is extended to Banach spaces. Some applications are also provided.
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1. Introduction
We are concerned with the problem of approximating a locally unique root x∗ of the equation
F(x) = 0 (1)
in a Banach space X, where F is a quadratic operator defined on a nonempty open convex subset Ω of X with values
in a Banach space Y . In the sections that follow, we shall discuss the second Fréchet derivative of the operator F is
constant and F (i)(x) = 0, for all i  3.
A large number of problems in applied mathematics and engineering are solved by finding the solutions of (1).
For instance, we can write in the way of (1): integral equations, boundary value problems, stiff systems, or simply
quadratic polynomial equations.
The most commonly used solution methods are iterative: from one or several initial approximations, a sequence
is constructed that converges to a solution of (1). In this paper, we only consider one-point iterative methods of the
form xn+1 = G(xn), n 0, and the aim is to obtain iterative processes with prefixed R-order of convergence for every
Eq. (1).
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R-order of convergence is two [2,3]. To increase this R-order of convergence, we can consider Newton-type methods
[1,7,9], defined by the algorithm:{
x0 given,
xn+1 = xn − φ(xn)
[
F ′(xn)
]−1
F(xn), n 0,
where φ : X → L(X,X) and L(X,X) is the set of bounded linear operators from X into X. The goal of considering
this type of iterations is to improve the speed of convergence of Newton’s method, namely obtaining R-order of
convergence at least three. Gander was the first at proving this for scalar equations. He proved that the iterative
methods
tn+1 = tn −ψ
(
LF (tn)
) F(tn)
F ′(tn)
, n 0, (2)
where ψ : R → R, ψ(0) = 1, ψ ′(0) = 1/2, |ψ ′′(0)| < ∞ and LF (t) = F(t)F ′′(t)F ′(t)2 , have R-order of convergence at least
three (see [7]).
Based on this idea, in [9], it is constructed in Banach spaces the following multiparametric family of third-order
iterations:⎧⎪⎪⎨
⎪⎪⎩
xn+1 = xn −H
(
LF (xn)
)[
F ′(xn)
]−1
F(xn), n 0,
H(y) =
m∑
i=0
Aiy
i; A0 = 1, A1 = 1/2, Ai ∈ R+ (i = 2,3, . . . ,m), m ∈ N, m 2,
(3)
where x0 ∈ Ω , H : L(X,X) → L(X,X), I = y0 is the identity operator on X, for all y ∈ L(X,X), and LF (x) is the
degree of logarithmic convexity [10], defined by
LF (x) =
[
F ′(x)
]−1
F ′′(x)
[
F ′(x)
]−1
F(x), x ∈ X,
provided that [F ′(xn)]−1 exists at each step. The operators F ′(x) and F ′′(x) denote the first and the second Fréchet
derivatives of the quadratic operator F .
Note that family of iterations (3) includes the best-known and best-used one-point iterative processes of R-order of
convergence three: Chebyshev’s method, Halley’s method, the super-Halley method, etc. (see [9]). An analysis of the
semilocal convergence for the iterations is also given, which is based on a new technique which has been developed
by us, where some recurrence relations are satisfied by a system of real sequences. In the literature about iterative
methods the technique generally used to prove the semilocal convergence is based on the majorant principle, which
was introduced by Kantorovich for the Newton method [11]. But the main problem of this principle is to prove high
R-orders of convergence for one-point iterations.
Taking then into account the above-mentioned ideas, we have used here our technique for analysing the semilocal
convergence of family (3) because we establish high R-orders of convergence. The main theoretical aim of the paper
is to obtain faster speed of convergence for the iterative methods of the family when the roots of quadratic equations
are approximated in Banach spaces. With regard to this, we obtain that if A2 = 1/2 and whatever A3,A4, . . . ,Am ∈ R
are in (3), R-order of convergence at least four is always got. To do this, in Section 3, we construct in the real line
an iteration of “infinite” speed of convergence (i.e., the first step of an iteration gives a solution of the equation under
consideration) on the real line for quadratic equations, which is the well-known Cauchy method. From this method,
in Section 4, we fix the values of the parameters A3,A4, . . . ,Am (the Catalan numbers [4]) to obtain any prefixed
R-order of convergence in Banach spaces. In consequence, the work presented here is a step forward in the study of
family of iterations (3), since the R-order of convergence is increased.
The use of high order methods is relevant for example when highly implicit Runge–Kutta methods are implemented
on stiff problems (see, for example [5,6,8]. Moreover, when quadratic equations are solved, there is not a big difference
within the computational effort on the issue of use of Newton’s process and higher-order processes of the family, as
we can see in [11], where the super–Halley method is applied to solve the equation of the molecular interaction.
Section 5 contains a quadratic integral equation, where the analysis of convergence provided above is applied, and
the theoretical significance of (3) is used to draw conclusions about the existence and uniqueness of solutions.
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gence is discussed. Firstly, we consider the complex plane and certain qualitative properties of the family of iterations
are provided, by analysing the attraction basins of the roots [18] of quadratic complex equations. Secondly, the real
line is considered and the problem studied is the global convergence of the new family of iterative processes.
Throughout the paper we denote B(x, r) = {y ∈ X; ‖y − x‖ r} and B(x, r) = {y ∈ X; ‖y − x‖ < r}.
2. Semilocal convergence in Banach spaces
The goal of the following is to extend the idea of Gander on the real line to Banach spaces, so that we can improve
the speed of convergence of iteration (3), namely the R-order of convergence is at least four or higher. To do this, we
fix A2 = 1/2 in (3) and rewrite this algorithm in the following way:⎧⎪⎪⎨
⎪⎪⎩
xn+1 = xn −H
(
LF (xn)
)[
F ′(xn)
]−1
F(xn), n 0,
H(y) =
q−2∑
i=0
Aiy
i; A0 = 1, A1 = A2 = 1/2, Ai ∈ R+ (i = 3,4, . . . , q − 2), q ∈ N, q  5,
(4)
where x0 ∈ Ω , H : L(X,X) → L(X,X), I = y0 is the identity operator on X, for all y ∈ L(X,X), and LF (x) is
defined in the introduction. For questions of notation, we have changed m to q − 2, which does not imply loss of
generality.
To analyse the semilocal convergence of (4) we use general conditions and develop a technique consisting of
a system of recurrence relations, from which apriori error bounds are derived.
2.1. A system of recurrence relations
Let us suppose that Γ0 = [F ′(x0)]−1 ∈ L(Y,X) exists at some x0 ∈ Ω , where L(Y,X) is the set of bounded linear
operators from Y into X. In addition, we denote M = ‖F ′′(x)‖, x ∈ Ω , and assume the following:
‖Γ0‖ β and
∥∥Γ0F(x0)∥∥ η. (5)
From (5), we consider a0 = Mβη. Observe that if x1 ∈ Ω , ‖LF (x0)‖ a0, ‖H(LF (x0))‖ h(a0) and
‖x1 − x0‖ h(a0)
∥∥Γ0F(x0)∥∥ h(a0)η < Rη,
where h is the real function
h(t) =
q−2∑
i=0
Ait
i (6)
and
R = h(a0)
1 − f (a0)g(a0) , (7)
where f and g are the real functions
f (t) = 1
1 − th(t) , (8)
g(t) = t
3
2
[
q−5∑
i=0
(
2Ai+3 +
i+2∑
j=0
AjAi+2−j
)
t i +
q−2∑
i=0
(
q−2∑
j=i
AjAi+q−2−j
)
t i+q−4
]
. (9)
This value of R is deduced below. Consequently, x1 ∈ B(x0,Rη). Moreover, if a0h(a0) < 1, from∥∥I − Γ0F ′(x1)∥∥ ‖Γ0‖∥∥F ′(x0)− F ′(x1)∥∥ a0h(a0),
it follows ‖I − Γ0F ′(x1)‖ < 1 and, by the Banach lemma [15], Γ1 = [F ′(x1)]−1 exists and ‖Γ1‖  f (a0)‖Γ0‖.
Therefore, x1 is well-defined.
To prove that the sequence {xn}, defined by (4), is well-defined, we first give some properties of the functions h, f
and g in the next lemma, whose proof is immediate.
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(a) f (x) is increasing and f (x) > 1 in x ∈ (0, a0) if a0h(a0) < 1,
(b) g(x) is increasing in x ∈ (0, a0).
Taking into account that F ′′(x) is a symmetrical bilinear operator, we use (4) and Taylor’s formula to give an
approximation of F in the following lemma.
Lemma 2.2. Let F be a quadratic operator defined on an open convex subset Ω of a Banach space X with values
in a Banach space Y . Suppose that the nonlinear operator F is twice Fréchet-differentiable on Ω , the iterates xn,
generated by (4), belong to Ω and [F ′(xn)]−1 exists for all n 0. Then, the following approximation is true for all
n 0:
F(xn+1) = −
q−3∑
i=2
2Ai+1Bn
(
ΓnF(xn),LF (xn)
iΓnF (xn)
)
+
q−3∑
i=2
i∑
j=0
Ai−jAjBn
(
LF (xn)
i−jΓnF (xn),LF (xn)jΓnF (xn)
)
+
q−2∑
i=0
q−2∑
j=i
Aq−2+i−jAjBn
(
LF (xn)
q−2+i−jΓnF (xn),LF (xn)jΓnF (xn)
) (10)
where Bn = 12F ′′(xn) and Γn = [F ′(xn)]−1.
Proof. Observe that
F(xn+1) = F(xn)+ F ′(xn)(xn+1 − xn)+ F ′′(xn)(xn+1 − xn)2
and xn+1 − xn = −H(LF (xn))ΓnF (xn). In consequence,
F(xn+1) = −BnΓnF(xn)
(
q−3∑
i=0
2Ai+1LF (xn)i
)
ΓnF(xn)+Bn(xn+1 − xn)2.
Moreover, since
−BnΓnF(xn)
(
q−3∑
i=0
2Ai+1LF (xn)i
)
ΓnF(xn) = −Bn
(
ΓnF(xn),ΓnF (xn)
)
−
q−3∑
i=1
2Ai+1Bn
(
ΓnF(xn),LF (xn)
iΓnF (xn)
)
,
Bn(xn+1 − xn)2 = Bn
(
ΓnF(xn),ΓnF (xn)
)+ q−2∑
i=1
2AiBn
(
ΓnF(xn),LF (xn)
iΓnF (xn)
)
+
q−2∑
i=1
q−2∑
j=1
AiAjBn
(
LF (xn)
iΓnF (xn),LF (xn)
jΓnF (xn)
)
,
it follows (10) after some calculations. 
After that, from the approximation of the previous lemma with n = 0, we obtain the bound
∥∥F(x1)∥∥ M2 a20
[
q−5∑(
2Ai+3 +
i+2∑
Ai+2−jAj
)
ai0 +
q−2∑ q−2∑
Aq−2+i−jAjaq−4+i0
]∥∥Γ0F(x0)∥∥2,
i=0 j=0 i=0 j=i
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that a0h(a0) < 1.
Additionally,∥∥LF (x1)∥∥ ‖Γ1‖∥∥F ′′(x1)∥∥∥∥Γ1F(x1)∥∥ a0f (a0)2g(a0),∥∥H (LF (x1))∥∥ h(a0f (a0)2g(a0)).
Hence
‖x2 − x1‖ h
(
a0f (a0)
2g(a0)
)∥∥Γ1F(x1)∥∥
and, as h is increasing,
‖x2 − x0‖ ‖x2 − x1‖ + ‖x1 − x0‖
(
1 + f (a0)g(a0)
)
h(a0)
∥∥Γ0F(x0)∥∥<Rη,
where R is defined in (7) and provided that f (a0)2g(a0) < 1.
Also, from∥∥I − Γ1F ′(x2)∥∥ ‖Γ1‖∥∥F ′(x1)− F ′(x2)∥∥M‖Γ1‖‖x2 − x1‖ a0f (a0)2g(a0)h(a0f (a0)2g(a0)),
provided that a0h(a0) < 1 and f (a0)2g(a0) < 1, it follows ‖I − Γ1F ′(x2)‖ < 1 and, by the Banach lemma, Γ2 =
[F ′(x2)]−1 exists and ‖Γ2‖ f (a0f (a0)2g(a0))‖Γ1‖. As a consequence, x2 is also well-defined.
Notice that we can then write a0f (a0)2g(a0) = a1 to define the following scalar sequence:
an = an−1f (an−1)2g(an−1), n 1,
that satisfy the properties of the next lemma.
Lemma 2.3. Let h, f and g be the three scalar functions given in (6), (8) and (9), respectively. If a0 is such that
a0h(a0) < 1 and f (a0)2g(a0) < 1, (11)
then the sequence {an} is decreasing.
The next aim of the paper is to prove that sequence (4) is well-defined, so that we present a system of recurrence
relations in the next lemma from which we obtain the last. The proof of the lemma follows from a similar way that
we mentioned above and using induction.
Lemma 2.4. If a0 is such that (11) and B(x0,Rη) ⊆ Ω , where h, f , g and R are given in (6), (8), (9) and (7),
respectively, then the next recurrence relations are true for all n 1:
(I) Γn = [F ′(xn)]−1 exists and ‖Γn‖ f (an−1)‖Γn−1‖,
(II) ‖ΓnF(xn)‖ f (an−1)g(an−1)‖Γn−1F(xn−1)‖,
(III) ‖LF (xn)‖ an,
(IV) ‖H(LF (xn))‖ h(an),
(V) ‖xn+1 − xn‖ h(an)‖ΓnF(xn)‖,
(VI) ‖xn+1 − x0‖ h(a0)1 − (f (a0)g(a0))
n+1
1 − f (a0)g(a0) ‖Γ0F(x0)‖ <Rη.
2.2. A semilocal convergence result and R-order of convergence four
Once the sequence {xn} is well-defined, the next goal is to prove that {xn} is a Cauchy sequence and it is then
convergent. To do this, we see that (4) is a Cauchy sequence and the condition anh(an) < 1 is satisfied, for all n 1.
We first provide some properties that are satisfied by the sequence {an}.
Lemma 2.5. Let h, f and g be the three scalar functions given in (6), (8) and (9), respectively. Define γ = a1/a0. If
(11) is satisfied, then
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(b) an < γ 4n−1an−1 < γ 4
n−1
3 a0, for all n 2.
Proof. Item (a) is obvious, since f (x) and g(x) are increasing for all x > 0. To prove (b), invoke the induction
hypothesis and use Lemma 2.1. Observe that a1 = γ a0 < a0. If we suppose that (b) is true for n = k − 1, then
ak = ak−1f (ak−1)2g(ak−1) < γ 4k−2ak−2f
(
γ 4
k−2
ak−2
)2
g
(
γ 4
k−2
ak−2
)
< γ 4
k−1
ak−2f (ak−2)2g(ak−2)
= γ 4k−1ak−1 < γ 4k−1γ 4k−2ak−2 < · · · < γ 4
k−1
3 a0.
The lemma is complete. 
We then provide the following semilocal convergence result, which is also used to draw conclusions about the
existence of a solution and the domain in which it is located, along with some apriori error estimates that lead to
iteration (4) converges with R-order of convergence at least four under conditions (5).
Theorem 2.6. Let X and Y be two Banach spaces and F : Ω ⊆ X → Y a quadratic twice Fréchet differentiable
operator on a nonempty open convex domain Ω . We suppose that Γ0 ∈ L(Y,X) exists for some x0 ∈ Ω and conditions
(5) hold. Denote a0 = Mβη and suppose (11). If B(x0,Rη) ⊆ Ω , where R is defined in (7), then the sequence {xn},
defined in (4) and starting at x0, converges to a solution x∗ of Eq. (1), and the solution x∗ and the iterates xn belong
to B(x0,Rη). And, the following apriori error bounds are obtained
∥∥x∗ − xn∥∥ h(γ 4n−13 a0) γ
4n−1
3 Δn
1 − γ 4nΔη, n 0, (12)
where γ = a1/a0 and Δ = 1/f (a0).
Proof. Firstly, we prove that sequence (4) is a Cauchy one. So, from m 1,
‖xn+m − xn‖ ‖xn+m − xn+m−1‖ + ‖xn+m−1 − xn+m−2‖ + · · · + ‖xn+1 − xn‖

n+m−1∑
i=n
h(ai)
∥∥ΓiF (xi)∥∥ n+m−1∑
i=n
h(ai)
(
i−1∏
j=0
f (aj )g(aj )
)∥∥Γ0F(x0)∥∥.
By Lemma 2.5, it follows
i−1∏
j=0
f (aj )g(aj ) <
i−1∏
j=0
γ
4
3 (4
i−1−1)+1Δi = γ 4
i−1
3 Δi,
where γ = a1/a0 < 1 and Δ = 1/f (a0) < 1. In consequence, from m 1,
‖xn+m − xn‖ < h(an)γ 4
n−1
3 Δnη
m−1∑
i=0
γ
4n
3 (4
i−1)Δi < h(a0)γ
4n−1
3 Δn
1 − γ 4n3 (4m−1+2)Δm
1 − γ 4nΔ η, (13)
since γ
4i+3·4n
3  γ 4
i+1
3 , for i = n,n+ 1, . . . , n+m− 1. In addition, {xn} converges to x∗ = limn xn.
Obviously, xm ∈ B(x0,Rη), for all m 1, as if n = 0 in (13), we obtain
‖xm − x0‖ h(a0)1 − γ
4m−1+2
3 Δm
1 − γΔ η < Rη.
By letting n → ∞ in (II), it follows that ‖ΓnF(xn)‖ → 0. Besides ‖F(xn)‖ → 0, since ‖F(xn)‖ 
‖F ′(xn)‖‖ΓnF(xn)‖ and {‖F ′(xn)‖} is a bounded sequence. Therefore F(x∗) = 0 by the continuity of F
in B(x0,Rη).
Finally, by letting m → ∞ in (13), we obtain (12). 
Notice that the following result on the R-order of iteration (4) is clear from (12).
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2.3. Uniqueness of the solution
Now we establish the uniqueness of the solution x∗ of Eq. (1) by the next theorem.
Theorem 2.8. Let us suppose conditions (5) hold. The solution x∗ of Eq. (1) is unique in the region B(x0,
2
Mβ
−Rη)∩Ω , provided that R < 2/a0.
Proof. We assume y∗ is another solution of (1) in B(x0, 2Mβ −Rη)∩Ω . Then, from
1∫
0
F ′
(
x∗ + t(y∗ − x∗))dt (y∗ − x∗)= F (y∗)− F (x∗)= 0,
we have to prove that the operator P = ∫ 10 F ′(x∗ + t (y∗ − x∗)) dt is invertible to obtain x∗ = y∗. By the Banach
lemma, we have to prove ‖I − P ‖ < 1. Indeed,
‖I − P ‖ ‖Γ0‖
1∫
0
∥∥F ′(x∗ + t(y∗ − x∗))− F ′(x0)∥∥dt Mβ
1∫
0
∥∥x∗ + t(y∗ − x∗)− x0∥∥dt
Mβ
1∫
0
(
(1 − t)∥∥x∗ − x0∥∥+ t∥∥y∗ − x0∥∥)dt < Mβ2
(
Rη + 2
Mβ
−Rη
)
= 1.
This completes the proof. 
3. An iteration with “inifinite” speed of convergence
This section aims at fixing the values of the parameters A3,A4, . . . ,Aq−2 of (4) in order to obtain any prefixed
R-order of convergence. For that, we observe the following property.
If we consider F : Ω ⊆ R → R and want to approximate a solution of the equation F(t) = 0, it is known that we
can obtain Newton’s method:{
t0 given,
tn+1 = G(tn) = tn − F(tn)/F ′(tn), n 0,
if F is linearly approximated and the solution of the equation F(t0)+F ′(t0)(t − t0) = 0, t0 ∈ Ω , is calculated, instead
of the equation F(t) = 0.
It is clear that if F(t) = 0 is the linear equation F(t) = at + b = 0 (a, b ∈ R, a 
= 0), then t1 = G(t0), given any
t0 ∈ Ω = R, is such that F(t1) = 0, namely t1 = −b/a, and the solution of the equation F(t) = at + b = 0 is reached
in the first step for any t0 ∈ R.
We characterize the previous property as “infinite” speed of convergence. Thus, we say that an iterative method
tn+1 = Ψ (tn), where the function Ψ is well-defined, has “inifinite” speed of convergence if the first step t1 = Ψ (t0) is
a solution of the equation F(t) = 0, whatever the starting point t0 is.
According to the last idea, we can say that Newton’s method has “inifinite” speed of convergence when it is applied
to linear equations. Moreover, in the linear case, for the root s = −b/a of the equation F(t) = at +b = 0, it is obvious
that G(s) = s, G(i)(s) = 0, for all i ∈ N. Then, following the characterization of order of convergence of a real iterative
process, given by Schröder [17], we can interpret or say that Newton’s method has “infinite” order of convergence
when it is applied to linear equations. From this, it is easily seen the equivalence between both concepts “infinite”
speed of convergence and “infinite” order of convergence.
Next, following the above-mentioned idea, we think about an analogous study for quadratic equations and how we
can obtain a real iterative method with “infinite” order of convergence, from which we try to construct a parametric
real family of iterations with any prefixed order of convergence.
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F(t0)+ F ′(t0)(t − t0)+ 12F
′′(t0)(t − t0)2 = 0, t0 ∈ R,
whose solutions are
t0 + −F
′(t0)±
√
F ′(t0)2 − 2F(t0)F ′′(t0)
F ′′(t0)
,
so that the well-known Cauchy’s method [13] is constructed by the algorithm⎧⎨
⎩
t0 given,
tn+1 = Φ(tn) = tn − F
′(tn)∓
√
F ′(tn)2 − 2F(tn)F ′′(tn)
F ′′(tn)
, n 0.
As it is indicated in [12], the ∓ symbol can be assigned to maximize the modulus in the denominator that appears in
the algorithm when it is written in the way shown there. Here, at the sight of the Newton-type iterations that we want
to study, we consider
Φ(t) = t − 1 −
√
1 − 2LF (t)
LF (t)
F (t)
F ′(t)
, (14)
so that the minus sign is chosen because the corresponding function Φ with plus sign has an asymptote at any root of
the equation F(t) = 0.
After that, we prove that the iteration tn+1 = Φ(tn), where t0 is given and Φ is defined in (14), has “infinite”
speed of convergence when it is applied to quadratic equations. In other words, let us consider F(t) = at2 + bt + c
(a, b, c ∈ R, a 
= 0) and suppose that t0 ∈ R \ {−b2a }, so that
Φ(t0) =
⎧⎪⎪⎨
⎪⎪⎩
−b + √b2 − 4ac
2a
= s1 if F ′(t0) > 0,
−b − √b2 − 4ac
2a
= s2 if F ′(t0) < 0.
Clearly, as for Newton’s method, it is satisfied that Φ(sj ) = sj and Φ(i)(sj ) = 0, for all i ∈ N and j = 1,2.
Therefore, iteration tn+1 = Φ(tn), where Φ is given by (14), has “infinite” order of convergence. Observe now that
Φ(t) can be written in the form
Φ(t) = t −
( ∞∑
i=0
1
(1 + i)2i
(
2i
i
)(
LF (t)
)i) F(t)
F ′(t)
if |LF (t)| < 1/2. Next, the application of this iterative method is taken into account, so that we then truncate this
infinite development to obtain the following iterative method of type (3):⎧⎪⎪⎪⎨
⎪⎪⎪⎩
tn+1 = tn −H
(
LF (tn)
) F(tn)
F ′(tn)
, n 0,
H(y) =
m∑
i=0
Aiy
i; Ai = Ci/2i , Ci = 11 + i
(
2i
i
)
(i = 0,1, . . . ,m), m ∈ N ∪ {0}.
(15)
Notice that Ci (i = 0,1, . . . ,m) are the Catalan numbers [4] and A0 = 1, A1 = A2 = 1/2 (conditions required previ-
ously), so that method (15) is of R-order of convergence at least four.
The next section is devoted to proving that (15), defined in Banach spaces, has R-order of convergence at least q ,
q  5, when m = q − 2.
4. On the R-order of convergence
In this section, we show how we can increase the R-order of convergence [14] for iteration (4). We can obtain R-
order of convergence at least q , q  5, without further the coefficients Ai , i = 3,4, . . . , q−2, that define the algorithm
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(2i
i
) (i = 3,4, . . . , q−2) are the Catalan
numbers. When we consider iterative methods with high R-order of convergence for solving nonlinear equations in
Banach spaces, the computation of the second Fréchet derivative of the operator F is a problem, but this is minor for
quadratic equations, since the bilinear operator F ′′ is constant.
To establish a prefixed R-order of convergence q , q  5, for iteration (4), a commutative law is involved, so that
Lemma 2.2, where an approximation of F is given, is simplified in the following form, where we have used that the
Catalan numbers Ci satisfy Ci+1 =∑ij=0 CjCi−j .
Lemma 4.1. Let F be a quadratic operator defined on an open convex subset Ω of a Banach space X with values in
a Banach space Y . Suppose that the operator F has continuous second-order Fréchet-derivatives on Ω and is such
that
F ′′(x)
(
xˆ,LF (x)(x¯)
)= F ′′(x)(LF (x)(xˆ), x¯), x, xˆ, x¯ ∈ Ω. (16)
Then, the following approximation is true for all n 0:
F(xn+1) =
q−2∑
i=0
q−2∑
j=i
Aq−2+i−jAjBn
(
LF (xn)
q−2+i−jΓnF (xn),LF (xn)jΓnF (xn)
)
, (17)
where Bn = 12F ′′(xn), Ai = Ci/2i and Ci = 11+i
(2i
i
)
(i = 0,1, . . . , q − 2).
Proof. From condition (16), it is easy to see that
Bn
(
LF (xn)
jΓnF (xn),LF (xn)
i−jΓnF (xn)
)= Bn(ΓnF(xn),LF (xn)iΓnF (xn)), (18)
for i = 2,3, . . . , q − 3 and j = 0,1, . . . , i.
Taking (10) and the above into account, we have
F(xn+1) =
q−3∑
i=2
(
−2Ai+1 +
i∑
j=0
Ai−jAj
)
Bn
(
ΓnF(xn),LF (xn)
iΓnF (xn)
)
+
q−2∑
i=0
q−2∑
j=i
Aq−2+i−jAjBn
(
LF (xn)
q−2+i−jΓnF (xn),LF (xn)jΓnF (xn)
)
.
Observe that the Catalan numbers Ci = 11+i
(2i
i
)
, for all i ∈ N, satisfy that Ci+1 =∑ij=0 CjCi−j . Therefore,
−2Ai+1 +
i∑
j=0
Ai−jAj = 0, for i = 2,3, . . . , q − 3,
and consequently, (17) is obtained if Ai = Ci/2i for all i = 2,3, . . . , q − 3. 
Taking into account the new approximation of F , given in (17), which is obtained from the Catalan numbers, it
follows that the new auxiliary scalar function g is now
g˜(x) = x
q−1
2
q−2∑
i=0
(
q−2∑
j=i
Aq−2+i−jAj
)
xi, (19)
and such that
g˜(γ x) < γ q−1g˜(x), for x > 0 and γ ∈ (0,1).
Hence, for all n 1,
an+1 < γ q
n
an < γ
qn+1−1
q−1 a0
and Lemma 2.4 also follows for this g˜.
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the apriori error estimates (see (20)), from which we derive that iteration (4) converges with R-order at least q , q  5.
To follow the proof, we use the new approximation of F(xn+1), given by (17), instead of (10), which is needed in
Theorem 2.6.
Theorem 4.2. Under the conditions of Theorem 2.6 where g is changed for g˜, if condition (16) is satisfied, then
iteration (4) with Ai = Ci/2i and Ci = 11+i
(2i
i
)
, for i = 3,4, . . . , q − 2, and starting at x0, converges to a solution x∗
of Eq. (1) with R-order of convergence at least q , q  5. Moreover, x∗, xn ∈ B(x0, R˜η), where R˜ = h(a0)1−f (a0)g˜(a0) , for
all n 1, and x∗ is unique in B(x0, 2Mβ − R˜η)∩Ω provided that R˜ < 2/a0. Furthermore,
∥∥x∗ − xn∥∥ h
(
γ
qn−1
q−1 a0
)
γ
qn−1
q−1 Δn
1 − γ qnΔη, n 0, (20)
where γ = a1/a0 and Δ = 1/f (a0).
Final remark. Remember that iteration (4) has R-order of convergence at least four (Corollary 2.7). We have seen
in the previous theorem that the R-order of convergence can be increased if the coefficients Ai (i = 3,4, . . . , q − 2)
in (4) are the Catalan numbers. On the other hand, we observe that condition (16) required to obtain a high R-order
of convergence is very restrictive. But, we can note that, once the R-order of convergence of iteration (4) is fixed, it
suffices to satisfy the following conditions:
• To obtain R-order of convergence at least five:
F ′′(xn)
(
ΓnF(xn),LF (xn)
2ΓnF(xn)
)= F ′′(x)(LF (xn)ΓnF (xn),LF (xn)ΓnF (xn)). (21)
• To obtain R-order of convergence at least six:
F ′′(xn)
(
ΓnF(xn),LF (xn)
3ΓnF(xn)
)= F ′′(x)(LF (xn)ΓnF (xn),LF (xn)2ΓnF(xn)) (22)
along with (21).
• To obtain R-order of convergence at least seven:
F ′′(xn)
(
ΓnF(xn),LF (xn)
4ΓnF(xn)
)=
{
F ′′(xn)
(
LF (xn)ΓnF (xn),LF (xn)
3ΓnF(xn)
)
,
F ′′(xn)
(
LF (xn)
2ΓnF(xn),LF (xn)
2ΓnF(xn)
)
along with (21) and (22).
• In general, to obtain R-order of convergence at least q , conditions (18) must be satisfied for i = 2,3, . . . , q − 3
and j = 1,2, . . . , [i/2], where [i/2] is the integer part of i/2.
Thus, in practice, once the R-order of convergence q is fixed, it suffices to prove (18), for i = 2,3, . . . , q − 3
and j = 1,2, . . . , [i/2], where [i/2] is the integer part of i/2, instead of satisfying condition (16) of Theorem 4.2.
In this case, the iterations obtained in this way are approximations to a solution of Eq. (1) with a fixed R-order of
convergence.
5. Application
Now, we give an application where Theorem 4.2 is applied to illustrate the previous results. We use the theoretical
significance of method (4) to draw conclusions about the existence and uniqueness of solution and the region in which
it is located. Finally, an approximated solution is obtained.
We consider the following quadratic integral equation of mixed Hammerstein type:
x(s) = 1
2
− 1
4
1∫
k(s, t)x(t)2 dt, s ∈ [0,1], (23)0
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integral equation F(x) = 0, where the operator F is such that F : Ω ⊆ C[0,1] → C[0,1], Ω is a suitable nonempty
open convex domain and
[
F(x)
]
(s) = x(s)− 1
2
+ e
s
4
1∫
0
et x(t)2 dt, s ∈ [0,1]. (24)
From (24), the first and the second Fréchet derivatives of the operator (24) are respectively
[
F ′(x)y
]
(s) = y(s)+ e
s
2
1∫
0
et x(t)y(t) dt,
[
F ′′(x)yz
]
(s) = e
s
2
1∫
0
et z(t)y(t) dt.
Next, we apply iteration (4) to approximate the solution
x∗(s) = 1
2
+ −(21 + 3e
2)+√3(143 + 4e + 42e2 + 4e3 − e4)
4(e3 − 1) e
s
of Eq. (23).
According to the final remark in Section 3, we first fix, for example, the R-order of convergence q = 5, so that we
have to prove condition (21) instead of condition (16).
We choose the initial function x¯0(s) = 1/2 and apply Newton’s method to obtain x¯1(s) = 0.5 − 0.0597079 . . . es ,
and x¯1 is then taken into account as our x0 for Theorem 4.2. We have used Newton’s method, the simplest method of
family (4) (q = 2), to obtain a good enough starting function, so that Theorem 4.2 can be applied.
Taking the max-norm into account, x0 satisfies condition (21) and
β = 1.56471 . . . , η = 0.00958088 . . . , M = 2.33539 . . . , a0 = Mβη = 0.0350105 . . . .
After that, conditions
a0h(a0) = 0.0356457 . . . < 1 and f (a0)2g˜(a0) = 1.43898 . . .× 10−6 < 1
are satisfied. Next, by Theorem 4.2, we can guarantee that x∗ is located in the regions
B(x0,0.0428761 . . .) if q = 5 or B(x0,0.106159 . . .) if q = 6,
and is unique in
B(x0,0.476396 . . .)∩Ω if q = 5 or B(x0,0.413112 . . .)∩Ω if q = 6.
Notice that the higher the prefixed R-order of convergence is, the worse the domains of existence and uniqueness
of solutions are. This fact is logical, since the higher the prefixed R-order of convergence is, the more restrictive the
convergence conditions are.
Moreover, we can apply iterative method (4) with q = 5 to obtain
x1(s) = 0.5 − 0.06324491673839654 . . .es
with 17 significative decimal figures. Now, we see that x1 satisfies condition (21), and consequently, x1 is of R-order
five. We then apply iterative method (4) with q = 5 and obtain
x2(s) = 0.5 − 0.06324491674574903 . . .es
with 17 significative decimal figures, which is a good approximation of the solution x∗ given above.
Secondly, if we fix that the R-order of convergence is q = 6, we can proceed similarly to obtain
x1(s) = 0.5 − 0.06324491674567212 . . .es ,
x2(s) = 0.5 − 0.06324491674574902 . . .es .
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Error estimates for method (4) with q = 5 and q = 6
i ‖x∗ − xi‖, q = 5 ‖x∗ − xi‖, q = 6
0 3.5369 × 10−3e 3.5369 × 10−3e
1 7.3524 × 10−12e 7.6813 × 10−14e
2 9.7144 × 10−17e 8.3266 × 10−17e
Note that for (4) with q = 6, x0 and x1 also satisfy condition (22), so that both iterations are of R-order six. Observe
that the second approximation x2 of x∗ is good enough by both methods (order 5 and order 6). The increase from 5
to 6 in the R-order of convergence is not too significant as a result of having chosen a good initial approximation. See
Table 1.
6. Particular cases
If we consider the complex plane and the real line as particular cases of Banach spaces, additional condition (16),
of by default, conditions (18), for i = 2,3, . . . , q − 3 and j = 1,2, . . . , [i/2], where [i/2] is the integer part of i/2,
are trivial because the composition of operators in Banach spaces are reduced to products of operators.
6.1. Complex quadratic equations
If we consider the complex plane, the semilocal convergence result and the R-order of convergence above-
mentioned are now given by the following corollary.
Corollary 6.1. Let F : Ω ⊆ C → C be a quadratic complex twice differentiable operator on a nonempty open convex
domain Ω under conditions (5). Assume conditions (11) with g˜ instead of g and the functions h, f and g˜ given in (6),
(8) and (19), respectively. If B(z0, R˜η) ⊆ Ω , where R˜ = h(a0)1−f (a0)g˜(a0) , then iteration (4), starting at z0, converges to a
solution z∗ of equation F(z) = 0 with R-order of convergence at least q , q  4. Moreover, z∗, zn ∈ B(x0, R˜η) and z∗
is unique in B(x0, 2Mβ − R˜η)∩Ω . Furthermore, the following apriori error bounds are obtained:
∥∥z∗ − zn∥∥ h(γ qn−1q−1 a0) γ
qn−1
q−1 Δn
1 − γ qnΔη, n 0,
where γ = a1/a0 and Δ = 1/f (a0).
Example. We now apply the above-mentioned development to a particular quadratic complex equation. Let F : C →
C be the quadratic complex function F(z) = z2 + z + 1, z ∈ C. To solve the quadratic equation F(z) = 0, we use
iteration (4) with q  4.
If we take ‖z‖ = |z| into account and choose z0 = i, then β = η =
√
5/5, M = 2 and a0 = Mβη = 2/5. Observe
that the general convergence conditions a0h(a0) < 1 and f (a0)2g˜(a0) < 1, where h, f and g˜ are given in (6), (8)
and (19), respectively, are satisfied for all q  4. In consequence, we can guarantee that there exists a solution z∗ of
F(z) = 0 in B(i,R1), where R1 = h(a0)η1−f (a0)g˜(a0) , and z∗ is unique in B(i,R2), where R2 = 2Mβ − R1. Notice that R1
and R2 depend on the value of q , q  4. If they are estimated, then
R1 ∈ (0.618034 . . . ,0.67082 . . .) and R2 ∈ (1.56525 . . . ,1.61803 . . .).
Moreover, iterative process (4) converges to z∗ with R-order of convergence at least q , q  4.
On the other hand, if we denominate attraction basin of a root z∗ as the set of all z0 ∈ C such that method (4)
converges to z∗, we are interested in identifying the attraction basin for z∗ (see [18]). Cayley solved the problem
for quadratic polynomial equations and Newton’s method (iteration (4) with q = 2). The main of the following is to
apply, using computer experiments, some iterations of (4) for solving the equation F(z) = z2 + z + 1 = 0 and show
the fractal pictures that they generate. This also allows compare the regions of the convergence of the methods.
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We apply Cauchy’s method, Newton’s method, Chebyshev’s method and iteration (4) with q = 4,5,6,7 to obtain
the complex zeros z∗ = −1±i
√
3
2 of the function F(z) = z2 + z + 1.
We take a rectangle R ⊆ C and iterations starting at “every” z0 ∈ R. In practice, a grid of 512 × 512 points in R is
considered and these points are chosen as z0. It is used the rectangle [−2.5,2.5] × [−2.5,2.5] that contains the two
zeros. The numerical methods starting at a point in the rectangle can converge to some of the zeros or, eventually,
diverge.
In all the cases, the tolerance 10−3 and the maximum of 25 iterations are used. If we have not obtained the desired
tolerance with 25 iterations, we do not continue and we decide that the iterative method starting at z0 does not converge
to any zero.
In Figs. 1–7, it is shown the pictures that appear when some iterative methods are applied to approximate the
zeros of the function F(z) = z2 + z + 1 in the above rectangle. The strategy taken into account is the following. It
is assigned a colour to each attraction basin of a zero. The colour is made lighter or darker according to the number
of iterations needed to reach the root with the fixed precision required. Finally, if the iteration does not converge,
black colour is used. For more strategies, the reader can see [18] and the references appearing there. In particular,
to obtain the pictures, the cyan and magenta colours has been assigned for the attraction basins of the two zeros. It
is marked with black the points of the rectangle for which the corresponding iterations starting at them not reach
any root with tolerance 10−3 in a maximum of 25 iterations. The graphics shown here have been generated with
Mathematica 5.1 [19].
Notice that iteration (4) is the Taylor’s formula of Cauchy’s method when it is truncated and is developed in powers
of LF . Observe then that the convergence of Cauchy’s method is global, it converges for every starting point, and this
fact can be observed in Fig. 1, since the black colour does not appear.
Moreover, we can see in Figs. 2 and 3 the behaviour of Newton’s method and Chebyshev’s method, method (4) whit
q = 2 and q = 3, respectively. Newton’s method has also global convergence, but the number of iterations required to
reach the root depends on the starting point z0, whereas Chebyshev’s method is not globally convergent, since there
are starting points (black colour) from which the method does not converge.
Finally, Figs. 4–7 show the behaviour of method (4) with q = 4,5,6,7, respectively. We observe that the higher the
R-order of convergence is, the fewer number of starting points are from which the iteration (4) converges. This fact is
logical as a consequence of the higher the R-order of convergence is, the more restrictive the convergence conditions
are.
6.2. Real quadratic equations
An important problem in the study of iterative processes is the choice of starting points. It is known that, in general,
conditions for starting points are required to obtain convergence of iterative methods, in addition to general conditions
for the operator involved. Therefore, the global convergence of an iteration is a very favourable situation. So, it is easy
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Fig. 3. Chebyshev’s method. (For interpretation of the references to
colour, the reader is reffered to the web version of this article.)
Fig. 4. Method (4) with q = 4. (For interpretation of the references to
colour, the reader is reffered to the web version of this article.)
Fig. 5. Method (4) with q = 5. (For interpretation of the references to
colour, the reader is reffered to the web version of this article.)
to observe the global convergence of Cauchy’s method when it is applied to solve quadratic equations in the complex
plane (see Fig. 1).
In this subsection, we analyse the global convergence of method (4) when it is applied to scalar quadratic equations.
Note that a real quadratic operator F : (u, v) ⊆ R → R is such that F (j)(t) = 0, for all j  3. If
F(t) = at2 + bt + c, a, b, c ∈ R, (25)
then operator (25) has two different real zeros if b2 −4ac > 0. From now on, we suppose that this condition is satisfied.
Firstly, if Cauchy’s method is developed in powers of LF , we obtain (4), but the sum is infinite for this iteration.
This method has global convergence when it is applied to scalar quadratic equations. In consequence, we set out if the
global convergence is maintained when the development of Cauchy’s method in powers of LF is truncated.
We now show in Figs. 8 and 9 the attraction bassins of the two zeros (t∗ = 1,3) of the function F(t) = t2 − 4t + 3
when they are approximated by iteration (4) with q odd (Fig. 8) and q even (Fig. 9).
From Figs. 8 and 9, if we observe the real line, we can suspect that method (4) with q even has global convergence,
whereas if q is odd, the convergence is not global, since if q is even iteration (4) can start at every point t0 ∈ R, and if
q is odd, there are intervals for starting points t0, from which the convergence of method (4) is not guaranteed.
With regard to the above-mentioned idea, we observe that the function H(y), defined in (4), is always positive if
q is even, so that we can guarantee the global convergence in the following theorem, whose proof is given in [16].
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Fig. 7. Method (4) with q = 7. (For interpretation of the references to
colour, the reader is reffered to the web version of this article.)
Fig. 8. q odd (q = 3). (For interpretation of the references to colour,
the reader is reffered to the web version of this article.)
Fig. 9. q even (q = 4). (For interpretation of the references to colour,
the reader is reffered to the web version of this article.)
Theorem 6.2. If q is even in (4), method (4) is globally convergent when it is applied to F(t) = 0, where F(t) is
defined by (25), except for the starting point t0 = −b2a (the abscissa of the vertex of the parabola at2 + bt + c = 0).
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