Spread spectrum (SS) or known-host-statistics technique has shown the best performance in terms of both rate of reliable communications and bit error probability at the low watermark-to-noise ratio (WNR) regime. These results were obtained assuming that the host data follows an independent and identically distributed (i.i.d.) Gaussian distribution. However, in some widely used in practical datahiding transform domains (like wavelet or discrete cosine transform domains) the host statistics have strong nonGaussian character. Motivated by this stochastic modeling mismatch between the used assumption and the real case, a new set-up of the SS-based data-hiding with Laplacian host is presented for performance enhancement in terms of both bit error probability and achievable rates in additive white Gaussian noise (AWGN) channels based on the parallel splitting of Laplacian source.
INTRODUCTION
Digital data-hiding appeared as an emerging tool for copyright protection, fingerprinting, authentication and tamper proofing. Design of practical data-hiding methods is a complex task targeting resolving the trade-off among security, visibility and achievable rate of reliable communications [1] .
The optimality of this trade-off solution can be potentially used for the benchmarking of such techniques. However, instead of this complex criterion, usually other measures are exploited for this purpose: the maximum achievable rate of reliable communications in the AWGN channel [1] and the probability of error under some additive attacks assuming minimum distance decoding.
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It was recently shown according to both of these criteria that the SS-based data-hiding techniques achieve superior performance than quantization-based methods at the low-WNR assuming i.i.d. Gaussian statistics of the host. Contrarily, at the high-WNR, the situation is the opposite one. The i.i.d. assumption, being correct in the general communications set-up, is not valid for real images [2, 3] .
Motivated by the mismatch in the stochastic modeling of the host data in the performance analysis of the SS-based data-hiding, we formulate the main goal of this paper as follows: to analyze the performance of known-host-statistics data-hiding methods in terms of both achievable rates and probability of error for a realistic host data model. In particular, we select an i.i.d. stationary Laplacian pdf to model the host statistics, as well as an independent non-stationary Gaussian representation. We consider a novel formulation of the data-hiding set-up as communications with side information available at the decoder.
The paper is organized as follows. The asymmetric communications scenario is considered in Section 2. The SS technique is reviewed in Section 3 and parallel source splitting principle is presented in Section 4. Performance analysis of the SS-based data-hiding is performed in Section 5 and, finally, Section 6 concludes the paper.
Notations: We use capital letters X to denote scalar random variables, bold capital letters X to denote N -length vector random variables, corresponding small letters x and x to denote the realizations of respectively scalar and vector random variables. m represents the message and M the set of messages. X ∼ f X (x) denotes the host signal distributed according to f X (x), Z ∼ f Z (z) represents the noise, W ∼ f W (w) the watermark and V ∼ f V (v) the received signal. The watermark-to-noise ratio (WNR) is defined as WNR = 10 log 10 
ASYMMETRIC SET-UP
A data-hiding communications scenario can be represented as a classical communications framework that consist of an encoder, a channel and a decoder. We restrict our analysis to the additive data-hiding case, where the stego-data is obtained by the addition of the watermark to the host image.
The communications set-up that is analyzed in this paper is presented in Fig. 1 . The channel is an additive discrete memoryless channel (DMC) with transition probability
The task of the decoder is to decide based on the channel output and, potentially, on the partial side information Σ 2 X that is correlated with the host X which message was sent. A key is presented in the scheme since embedding and decoding is performed key-dependent in general. Nevertheless, key-management is outside of the scope of this paper and we will not consider it in our analysis. Defining the probability of error as:
The rate R is said to be achievable if and only if P (N ) e → 0 as N → ∞, where m ∈ M and M = {1, 2, . . . , 2 N R }. A particular set-up with the open switch S (no side information is available at the decoder) for a general memoryless channel was analyzed by Gel'fand and Pinsker [4] . Costa [5] considered the Gel'fand-Pinsker problem in the Gaussian set-up and showed that in some specific conditions it is possible to achieve host interference cancellation. The interested reader can find all the details of the proofs of these results in the referred papers.
DATA EMBEDDING
As it was mentioned in in the previous section, Costa [5] considered the Gel'fand-Pinsker [4] problem for the Gaussian host, additive white Gaussian noise (AWGN) and mean-square error distance. In the Costa set-up we have
W . The auxiliary random variable was chosen in the form U = W + αX with optimization parameter α that leads to the following rate of reliable communications:
. (1) It was shown that the optimal parameter is α opt =
that requires the knowledge of the noise variance at the encoder. In this case the rate does not depend on the host variance and:
where C AWGN is the capacity of the AWGN channel without host interference.
When σ 2 Z → ∞ and, correspondingly, α → 0, the design of the data-hiding becomes host independent (U = W ) and the performance of the Costa coding coincides with the one achieved by the SS-based data-hiding. In this case the interference due to the host plays a crucial role for the rate of reliable communications:
where R G (σ 2 X ) denotes the rate of reliable communications with the Gaussian host.
THE STOCHASTIC HOST MODELING
As it was mentioned in Section 1, a direct application of the communications result (3) to the data-hiding in real images is not possible due to the host stochastic modeling mismatch. The issue of proper stochastic modeling of real images has been extensively studied in image processing community. In particular, it was shown that in some transform domains (like wavelet or DCT), image data statistics can be accurately approximated using i.i.d. Laplacian pdf. Many practical image coders and denoisers are designed based on the Laplacian model [3, 6] . However, a significant gain can be achieved when the coefficients are modeled in the local level [7] , and the corresponding local image coefficients classification based on their statistical properties is known as a source splitting [8] .
From the chain rule for probability one obtains:
The global data statistics correspond to the marginal distribution:
In the particular case of the Laplacian distribution the global pdf f X (x) is obtained as a weighted mixture of zero-mean conditionally Gaussian pdfs given an exponentially distributed local variance f Σ 2 X (σ 2 ) = βe −β|σ 2 | , where β is the scale parameter of the exponential distribution and:
where the mean of the exponential distribution corresponds to the variance of the host: 1/β = σ 2 X .
PERFORMANCE ANALYSIS
In this paper we analyze the performance of the SS technique undergo the AWGN for the cases of Gaussian host, Laplacian host and infinite Gaussian mixture modeling of the Laplacian host using an asymmetric set-up with side information (switch S is closed in Fig. 1 ).
Bit error probability
The first criterion of performance is the bit error probability assuming binary signaling and minimum distance decoder. Minimum distance decoding corresponds to the maximum likelihood decoder for all the above host pdfs and the specified noise pdf. The bit error probability is calculated as the integral of the equivalent noise Z e = X + Z over the error region R [9] : P e = R f Ze (z e )dz e , where
Gaussian host: Assuming the AWGN and the Gaussian host in Fig. 1 when the switch S is open, the equivalent noise is distributed as f Ze (z e ) ∼ N (0, σ 2 X + σ 2 Z ). Thus, it is possible to express the bit error probability P G e as a function of the host variance by [9] :
2 dt.
(6) Laplacian host: Similarly to the previous case, the equivalent noise pdf is the convolution of the Laplacian host pdf with the Gaussian noise pdf. We define f Ze 0 (z e0 , β, σ) as the convolution of a Laplacian pdf L(0, β) and a Gaussian pdf N (0, σ 2 ):
Thus, the equivalent noise pdf can be expressed using
Unfortunately no close form solution exists for the bit error probability and numerical computations are needed.
Asymmetric set-up, Laplacian host: The availability of the host statistics at the decoder makes possible to apply a different strategy and to treat the Laplacian host data as an infinite mixture of Gaussians (MG). The bit error probability in this case is given by the following expectation: Gaussian host Laplacian host MG host Fig. 2 . Performance analysis of the SS-based data-hiding in terms of the probability of error for WIR = −16dB. Gaussian host Laplacian host MG host Fig. 3 . Performance analysis of the SS-based data-hiding in terms of the probability of error for WIR = −6dB.
The results of the bit error probability analysis for the cases of WIR = −16dB and WIR = −6dB are presented in Fig. 2 and Fig. 3 , respectively. It is important to note that the probability of error for the Laplacian host is higher than for the Gaussian one for certain values of the WNR. This behaviour of the probability of error is in accordance with the results obtained by Verdu [10] for the discrete signaling. Moreover, we demonstrate that significant performance improvement is obtained exploiting the side information about the host local variances at the decoder in the scope of the parallel Laplacian source splitting.
Rate of reliable communications
As in the case of bit error probability, the rate of reliable communications is analyzed as the performance measure of the symmetric and asymmetric set-ups undergo the AWGN. In this case no fixed-rule is assumed for the decoder and the mutual information I(M ; V ) is calculated.
Gaussian host: The rate of reliable communications of the SS based data-hiding under the AWGN attack has been previously presented in (3).
Laplacian host: When the switch S is open in Fig. 1 , the rate of reliable communications is the maximum of the mu-
Denoting the equivalent noise Z e2 = X + Z we can write f Ze 2 (z e2 ) = f Ze 0 (z e2 , β, σ where Z e3 = W + Z. The watermark pdf is Gaussian in order to maximize the achievable rate, thus Z e3 ∼ N (0, σ 2 W + σ 2 Z ) in this case. Finally, the pdf of V is calculated using
Asymmetric set-up, Laplacian host: The achievable rate when the host statistics are available at the decoder by closing the switch S in Fig. 1 can be calculated as the weighted sum of the rates assuming Gaussian host for different variances:
The achievable rates for the cases of WIR = −16dB and WIR = −6dB are presented in Fig. 4 and Fig. 5 , respectively. The capacity of the AWGN channel without host interference (2) is also given for comparison purpose. Contrary to the probability of error analysis case, the Gaussian host deteriorates the performance of the continuous alphabet SS-based data-hiding more severely than in the Laplacian one in the set-up with uninformed decoder. As in the probability of error analysis case, the SS-based data-hiding with Laplacian host in the asymmetric set-up is superior in terms of achievable rate of communications.
CONCLUSIONS
In this paper the performance analysis of the known-hoststatistics (SS-based) data-hiding methods was performed for the case of i.i.d. Laplacian host interference. Two different performance criteria were used: the probability of error and the maximum achievable rate for the AWGN channel. The benchmarking results of the proposed communications set-up with side information about local statistics of the host available at the decoder with classically designed SS-based methods with Laplacian and Gaussian hosts allow to conclude the superiority of this new set-up for both performance measures. In particular an improvement is reported up to 0.06 in terms of probability of error and 0.2 bits in terms of achievable rate for WIR = −6dB respectively to the Gaussian host case.
