Introduction
For our purposes, an incidence structure is a pair (V, B) where V is a set of points and B is a multiset of subsets of V called blocks. For positive integers t, v, k and λ with t k v, a t-(v, k, λ) covering is an incidence structure (V, B) such that |V | = v, |B| = k for all B ∈ B, and each t-subset of V is contained in at least λ blocks in B. If each t-subset of V is contained in exactly λ blocks in B, then (V, B) is a t-(v, k, λ) design. For an incidence structure (V, B) and a subset X ⊆ V , define b(X) to be the number of blocks in B that contain X. Coverings were introduced for t = 2 by Erdős and Rényi [8] in 1956 and then generalised to arbitrary t by Erdős and Hanani [7] in 1963.
Usually we are interested in finding coverings with as few blocks as possible. The covering number C λ (v, k, t) is the minimum number of blocks in any t-(v, k, λ) covering. When λ = 1 we omit the subscript. It is convenient to set C λ (v, k, 0) = λ for all v, k and λ. In [22] Rödl introduced the famous nibble method to show that C(v, k, t) ∼ 
Using this fact with |X| = 1 and some simple counting gives
Iterating this inequality yields the Schönheim bound [23] which states that C λ (v, k, t) L λ (v, k, t) where
Furthermore, Mills and Mullin [20] have shown that if vC λ (v − 1, k − 1, t − 1) ≡ 0 (mod k) and C λ (v − 1, k − 1, t − 1) = ( v−1 r−1 / k−1 r−1 )C λ (v − r, k − r, t − r) for some r ∈ {2, . . . , t}, then
This result is easiest to apply in the case r = t = 2, when it states that if λ(v − 1) ≡ 0 (mod k − 1) and λv(v − 1) ≡ 1 (mod k), then C λ (v, k, t) L λ (v, k, t) + 1. A result of Keevash [18, Theorem 6.5] implies that, for a fixed t, k and λ and for all sufficiently large v, C λ (v, k, t) = h λ (v, k, t)/ k t where h λ (v, k, t) is the size of a smallest t-(v, t, λ) covering (V, B) with the property that k−|X| t−|X| divides b(X) for each subset X of V with |X| t. In the case t = 2, this establishes that the Schönheim bound with the Mills and Mullin improvement is tight for all sufficiently large v. Glock et al. [11] have recently extended Keevash's main result.
Our interest here is principally in establishing lower bounds for covering numbers C λ (v, k, t) when k is a significant fraction of v. Exact values for C λ (v, k, t) have been determined when (k, t) ∈ {(3, 2), (4, 2)}, when (t, λ) = (2, 1) and v 13 4 k, and for most cases when (t, λ) = (3, 1) and v 8 5 k (see [14] ). In the case t = 2, a number of results have been proved which improve on the Schönheim bound in various cases where k is a significant fraction of v [1, 3, 4, 10, 24, 26] . A number of other lower bounds for specific parameter sets, which have been mostly obtained by computer searches, are available in literature (see [12, 14] ). For surveys on coverings see [14, 20] . Gordon maintains a repository for small coverings [12] .
Fisher's inequality [9] famously states that every 2-(v, k, λ) design with v > k has at least v blocks. Ray-Chaudhuri and Wilson [21] generalised this result to higher t by showing that every t-(v, k, λ) design with v k + s has at least v s blocks for any positive integer s ⌊ t 2 ⌋. Subsequently Wilson [28] gave an alternate proof of this generalised result using so-called higher incidence matrices. In this paper we demonstrate how an approach based on these matrices can be used to obtain improved lower bounds on covering numbers C λ (v, k, t). Our results generalise both the Ray-Chaudhuri and Wilson result of [21] and the more recent results of [17] which established lower bounds for C λ (v, k, 2).
To avoid triviality, we often consider only t-(v, k, λ) coverings with 2 < k < v. The bounds we prove in this paper apply to covering numbers C λ (v, k, t) for arbitrary λ. However in our discussions, as in most of the literature concerning coverings with t 3, we will concentrate on the case λ = 1. The methods in this paper should also be applicable to packings, but we do not pursue this here.
In the next section we discuss our proof strategy and prove some preliminary results. In Sections 3, 5 and 6 we then prove and discuss bounds that generalise Theorems 1, 11 and 14 of [17] respectively. The results in Sections 5 and 6 make use of a result of Caro and Tuza [5] which guarantees an m-independent set of a certain size in a multigraph with a specified degree sequence. In Section 4 we exhibit infinite families of parameter sets t-(v, k, λ) for which our results improve on the best bounds previously known.
Strategy and preliminary results
To prove our results we will combine ideas from [17] with those from a proof by Wilson [28] of the generalisation of Fisher's inequality to higher t. The methods in [17] were, in turn, inspired by a proof by Bose [2] of Fisher's inequality. Following [28] , we make use of higher incidence matrices. For a nonnegative integer s, the s-incidence matrix of an incidence structure (V, B) is the matrix whose rows are indexed by the s-subsets of V , whose columns are indexed by the blocks in B, and where the entry in row X and column B is 1 if X ⊆ B and 0 otherwise. For a set V and a nonnegative integer i, let V i denote the set of all i-subsets of V . We will make use of standard facts about positive definite matrices (see [16, §9.4] ). If A is a square matrix whose rows and columns are indexed by the elements of a set Z, then a principal submatrix of A is a square submatrix whose rows and columns are both indexed by the same subset Z ′ of Z. We say a real matrix is diagonally dominant if, in each of its rows, the magnitude of the diagonal entry is strictly greater than the sum of the magnitudes of the other entries in that row. It follows easily from the well-known Gershgorin circle theorem (see [16, p16-6] ) that real diagonally dominant matrices are positive definite. Our bounds rest on the following simple observations. Lemma 1. Let (V, B) be an incidence structure and let A be the s-incidence matrix of (V, B) for some positive integer s. Then (i) AA T is the symmetric matrix whose row and columns are indexed by Proof. Part (i) follows from the definition of matrix multiplication. Because A has only |B| columns, rank(A) |B|. Thus |B| rank(A) rank(AA T ), proving part (ii).
By Lemma 1 we can bound the number of blocks in a covering by bounding rank(AA T ).
Our strategy to bound this rank is as follows. We first write AA T = P + M where P is positive semidefinite. We then find a diagonally dominant, and hence positive definite, principal submatrix M ′ of M. Because every principal submatrix of P is positive semidefinite, the submatrix of AA T with row and column indices corresponding to those of M ′ is positive definite and hence full rank. Thus the rank of AA T is at least the order of M ′ .
We choose P so that the entry in row X and column Y for X = Y is b |X∪Y | , where b s+1 , . . . , b 2s are positive integers chosen so that each i-subset of V is in at least b i blocks in B for i ∈ {s + 1, . . . , 2s}. The entries on the lead diagonal of P are chosen to be small as possible, given that P must be positive semidefinite. We establish that P is indeed positive semidefinite using an approach from [28] in which P is written as a nonnegative linear combination of Gram matrices.
We will require the following simple identity for binomial coefficients.
Lemma 2. Let i and ℓ be nonegative integers with i ℓ. Then
Proof. The multinomial theorem implies that the coefficient of x i in the expansion of (x−1+1)
where the equality is obtained by substituting j = i + j ′ . So because (x − 1 + 1) ℓ = x ℓ , the result now follows by equating the coefficients of x i .
The next lemma establishes that if A is the higher incidence matrix of a t-(v, k, λ) covering, then AA T has a specific form that we can exploit. Subsequent results in this paper will often explicitly assume the hypotheses of Lemma 3 and use its notation.
Lemma 3. Let t, v, k, λ and s be positive integers such that t < k < v and s ⌊ 
If (V, B) is a t-(v, k, λ) covering and A is the s-incidence matrix of (V, B), then b(Z) b |Z| for any Z ⊆ V with |Z| ∈ {s, . . . , 2s} and AA
such that
Furthermore, the following hold.
(a) P = s−1 j=0 a j Q T j Q j , where Q j is the j-incidence matrix of the incidence structure (V,
V s
). Hence P is positive semidefinite.
. That AA T = P + M follows immediately from Lemma 1 (i) and the definitions of P and M. Let
We prove (a). Observe that for j ∈ {0, . . . , s}, Q T j Q j is the matrix whose rows and columns are indexed by V s and whose (X, Y ) entry is
So it follows from Lemma 2 that the (X, Y ) entry of
because each block that contains X contributes k s − 1 to this sum. Also for each X ∈ V,
. Together, these facts imply
and it follows that d 0. For i ∈ {δ, δ + 2, . . . , j}, using condition (ii),
and hence
It follows from Lemma 3(a) that the diagonal entries b s − a s of P are at least a 0 = b 2s > 0. Hence b s > a s . This fact will be used several times in later sections. We are now ready to prove Lemma 5, which forms the basis of all the lower bounds that we establish in this paper.
Lemma 5. Suppose the hypotheses of Lemma 3 hold. If there is a subset S of
Proof. By Lemma 1 (ii), it suffices to show that the principal submatrix of AA T whose rows and columns are indexed by S is positive definite and hence full rank. By Lemma 3, AA T can be written as the sum of a positive semidefinite matrix P and a matrix M whose (X, Y ) entry is the nonnegative integer
and whose (X, X) entry is the nonnegative integer a s + b(X) − b s for all X ∈ V s . Because every principal submatrix of P is positive semidefinite, it in fact suffices to show that the principal submatrix M ′ of M whose rows and columns are indexed by S is positive definite.
Given the hypothesis of the lemma that
′ is diagonally dominant and hence it is positive definite by the Gershgorin circle theorem (see [16, p.16-6] ).
Basic bound
Here we use Lemma 5 to prove the simplest and most easily stated of our results, and then discuss when it can be usefully applied.
Theorem 6. Suppose the hypotheses of Lemma 3 hold and that d < a s . Then . Thus
It is useless to apply Theorem 6 with b s chosen to be less than the best known lower bound for C λ (v − s, k − s, t − s), because the bound of Theorem 6 is always inferior to the bound given by s iterated applications of (2) to b s + 1 (note this latter bound is at least ⌈b s v s / k s ⌉). Furthermore, from the definitions of d and a s we have that
which is increasing in b 2s−i for each i ∈ {0, . . . , s − 1}. Thus, in the absence of condition (iii) of Lemma 3, it can be seen that when attempting to apply Theorem 6 we only need consider choosing b i to be the best known lower bound on
Throughout the rest of the paper, we shall refer to this as the natural choice for the b i . Condition (iii) complicates the picture somewhat, but in view of Remark 4 this is only of concern when v (s − 1)k (note that a s > d 0 by our hypotheses and Lemma 3). In many cases the best known lower bounds are all given by the Schönheim bound and in these cases the natural choice of the b i amounts to taking
For each of the subsequent lower bounds we establish in this paper (see Theorems 15 and 18), we will also show that we only need consider the natural choice for b s . With this choice fixed, the natural choice for the remaining b i will minimise d and maximise a s − d, by the definition of d and (4). Considering this and Remark 4, we believe that taking the natural choice for the b i in our theorems will almost always produce the best results.
For the Theorem 6 bound to exceed the bound obtained by s iterated applications of (2) 
Infinite families of improvements
In this section we first give, in Lemma 7, an infinite family of parameter sets for which applying Theorem 6 with s = 2 yields an improvement over the Schönheim bound. Then we exhibit, in Theorem 10, an infinite family of parameter sets for which applying Theorem 6 with s = 1 establishes exact covering numbers. In this section we will often use the simple observation that, for given t, k and λ, 
We can successively calculate
We will apply Theorem 6 with s = 2 and b i = ℓ i for i = 4, 3, 2. Routine calculations show that, in the terminology of Lemma 3, a 0 = m, a 1 = m(m − 2), a 2 = m 3 − 4m 2 + 3m + 2, and d = 0. Using this, and recalling that m 6, it can be seen that the hypotheses of Theorem 6 are satisfied and hence C(v, k, 5)
On the other hand,
and for m 14 we can calculate that this is equal to m 5 − 4m 4 + 20m 2 − 10m − 45. Thus it can be seen that the lemma holds for m 14, and it is routine to check it holds for 6 m 13.
Further routine calculations establish that, for v and k as in Lemma 7, neither the result of Mills and Mullin [20] nor the results of this paper (including those in Sections 5 and 6) give improvements over the Schönheim bound for the parameter sets C(v−1, k−1, 4), C(v−2, k−2, 3) or C(v − 3, k − 3, 2). We believe that, in general, no bound better than the Schönheim bound was previously known for this family of parameter sets. Since d = 0 in our application of Theorem 6, we could make a slight further improvement to this result by instead applying Theorem 18(a) below.
We now move on to show that Theorem 6 with s = 1 can be applied to establish that certain coverings constructed from affine planes are optimal, and thus obtain a family of exact covering numbers.
Let q be a prime power. It is well known (see [13] , for example) that if we take V to be the q t points of the affine geometry AG(t, q) and B to be the set of its (t − 1)-flats, then (V, B)
is a t-(q t , q t−1 , 1) covering with q(
) blocks. Further, it is straightforward to calculate that L(q t , q t−1 , t) = q(
) and hence C(q t , q t−1 , t) = q(
). The following lemma is based on a well-known "blow up" construction for coverings.
Lemma 8. Let m, t and q be positive integers such that q is a prime power. Then C(v, mq t−1 , t) q(
Proof. Let (U, A) be the t-(q t , q t−1 , 1) covering with q(
) blocks obtained from the (t − 1)-flats of AG(t, q). Let M be a set of m elements, let V = U × M and let B = {A × M : A ∈ A}. Then (V, B) is an (mq t , mq t−1 , 1)-covering with q(
) blocks. The result now follows because C(v − 1, k, t) C(v, k, t) for any parameter set (v, k, t).
Next we determine the value of the Schönheim bound in the cases we are concerned with. Lemma 9. Let v, m, q and t be positive integers such that q is a prime power, m 2q + 2, 2 t < mq t−1 , and mq t − 2q + 3 v mq t . Let ℓ t = 1 and let ℓ i = L(v − i, mq t−1 − i, t − i)
Proof. Let c be the integer such that v = mq t −q+1+c. By definition, for i = t−1, t−2, . . . , 0,
Since c ∈ {−q + 2, . . . , q − 1}, (5) implies that ℓ i = qℓ i+1 + 1 for i 2, provided ℓ i+1
.
Using this fact, it is easy to prove (i) by induction on i. In particular, we have ℓ 2 = q t−1 −1 q−1 , and applying (5) once more establishes (ii). Applying (5) one final time using (ii) and the hypothesis m 2q + 2 establishes (iii).
Together, Lemmas 8 and 9 establish the known result that, under the hypotheses of Lemma 9, C(v, mq t−1 , t) = q(
) for v ∈ {mq t − q + 2, . . . , mq t }. By applying Theorem 6
with s = 1 we can strengthen this result to cover some cases where v mq t − q + 1.
Theorem 10. Let m, q and t be positive integers such that q is a prime power, m 2q + 2 and 2 t < mq t−1 . Then C(v, mq t−1 , t) = q(
) for each integer v such that
Proof. Note that z 0 because m 2q + 2. Let v ′ = mq t − q + 1 − z. It suffices to show that
), because then, for each integer v such that v ′ v mq t , we have
where the final inequality follows from Lemma 8.
) and
. To bound C(v ′ , mq t−1 , t) below, we will apply Theorem 6 with s = 1, b 1 = ℓ 1 and b 2 = ℓ 2 . Obviously this choice satisfies hypotheses (i) and (ii) of Lemma 3. Because v ′ mq t − 2q + 3, a simple calculation establishes that ℓ 1 (mq t−1 − 2) < ℓ 2 (v ′ − 2) and thus d < a 1 (because d 0, this also implies that a 1 0 and that hypothesis (iii) of Lemma 3 holds). So, by Theorem 6, we have
A routine calculation shows that the second upper bound on z in our hypotheses is equivalent to (2q + z − 1)(ℓ 1 + 1) mq t−1 and hence C(v, k, t) q(ℓ 1 + 1). Observing that q(ℓ 1 + 1) = q(
) completes the proof.
Corollary 11. Let m, q and t be positive integers such that q is a prime power, m 3q and 2 t < mq t−1 . Then C(v, mq t−1 , t) = q(
Proof. This follows by observing that, in Theorem 10, z = q − 2 if m 3q.
Bounds for the case d a s
Using the terminology of Lemma 3, Theorem 6 applies only when d < a s . In this section we will establish a bound that can be applied when d a s . For a multigraph G and a subset S of V (G), let G[S] denote the sub-multigraph of G induced by S. In this section and the next, we will make use of the notion of an n-independent set in a multigraph G, which is defined as a subset S of V (G) such that G[S] has maximum degree strictly less than n. Setting n = 1 recovers the usual notion of an independent set. Let µ G (xy) denote the number of edges between vertices x and y in a multigraph G. If M is the matrix defined in Lemma 3 and G is the multigraph whose adjacency matrix agrees with M in its off-diagonal entries, then an n-independent set in G corresponds to a principal submatrix of M in which the off-diagonal entries in each row sum to less than n. This allows us to use results that guarantee an n-independent set in a multigraph to find the diagonally dominant principal submatrix of M that we require. In particular we will use the following result of Caro and Tuza [5] .
Theorem 12 ([5]
). Let n be a positive integer and let G be a multigraph. There is an nindependent set in G of size at least
, if x n;
, if x n.
We next prove a technical lemma that enables us to deduce bounds of a specific form that we denote by CB (v,k,λ;s) (α, β). We will state the bounds in this section and the next in terms of this notation. Observe that the bound of Theorem 6 is CB (v,k,λ;s) (1, 0). , and
and so from our hypotheses we have
Thus, because α 2β, it follows from
, we can deduce |B| CB (v,k,λ;s) (α, β). 
By the definition of G, for a positive integer n, an n-independent set S in the multigraph G is a subset of V s with the property that, for all X ∈ S,
Consequently, if n a s , then S satisfies the hypotheses of Lemma 5 and |B| |S|. So, by Lemma 13, it suffices to show that G has an a s -independent set of size at least
Thus, because d a s , G has an a s -independent set of the required size by Theorem 12.
We only need consider the natural choice of b s in Theorem 15. This follows by Remark 14 because
6 Improved bounds for the case d < a s
In this section we will show that, by using techniques similar to those of the last section in the case d < a s , we can sometimes improve on Theorem 6. We require a slight variant of Lemma 5.
Lemma 16. Suppose the hypotheses of Lemma 3 hold and there exists a subset S of V s and positive real numbers (c X ) X∈S such that, for each X ∈ S,
Proof. The proof of Lemma 5 applies, except that our hypotheses here imply via the Gershgorin circle theorem (see [16, p.16-6] ) that the matrix M ′′ rather than M ′ is positive definite, where M ′′ is obtained from M ′ by multiplying the entries in column X by c X for each X ∈ S.
However, it is easy to see (using Sylvester's criterion [16, p.9-7] , for example) that M ′ is positive definite if and only if M ′′ is.
In Section 5 we employed multigraphs, but in this section we will work in a more general setting of edge-weighted graphs. An edge-weighted graph G is a complete (simple) graph in which each edge has been assigned a nonnegative real weight. We denote the weight of an edge uw in such a graph G by wt G (uw) and we define the weight of a vertex u of G as wt G (u) = w∈V (G)\{u} wt G (uw). For S ⊆ V (G), let G[S] denote the edge-weighted subgraph of G induced by S. We generalise our notion of an n-independent set by saying, for a positive integer n, that a subset S of the vertices of an edge-weighted graph G is n-independent in G if wt G[S] (u) < n for each u ∈ S.
We will require a technical result which guarantees the existence of an n-independent set of a certain size in an edge-weighted graph of a specific form. This result was effectively proved in [17] . and let G * be the edge-weighted graph on
Let α and β be real numbers such that one of the following holds.
and dd ′ < n(n + 1).
Then α 2β > 0 and, if c is sufficiently close to d n , G * has an (n + 1)-independent set S such that V 0 ⊆ S and |S| α|V 0 | + β|V 1 |.
Proof. When (a) holds we obviously have β > 0 and
is nonnegative because d ′ > n + d and n > d. When (b) holds we have β > 0 because dd ′ < n(n + 1) and
. When (c) holds we have β > 0 because
2 √ x − x 1 for each nonnegative real number x, we have α 2β.
In the course of the proof of [17, Theorem 14] , the remainder of this result is proved for the case
It is a routine exercise to show that the proof given there applies here for
We can now establish our improvements on Theorem 6. , and that d < a s . Let
when one of the following holds. We show that we can apply Lemma 16 to S choosing c X = c for X ∈ S ∩ V 0 and c X = 1 for X ∈ S ∩ V 1 . By Lemma 13 this will suffice to complete the proof.
If X ∈ S ∩ V 0 , then c X = c, b(X) = b s , and
where the first inequality follows from Lemma 3(b). If X ∈ S ∩ V 1 , then c X = 1, b(X) = b s + 1, and
where the first equality follows from the definition of G * and our choice of c Y for Y ∈ S and the inequality follows from the fact that S is an (a s + 1)-independent set in G * .
Again, we only need consider the natural choice of b s in Theorem 18. To establish this it suffices, by Remark 14 and the fact that b s > a s , to show that a s + 2 − β k s is positive. When (a) holds this is the case because
− 1) and we can compute its global minimum in terms of a s and d. When (b) holds this minimum is equal to
which is positive since as 2 d < a. When (c) holds this minimum is equal to
which is positive since 0 d < as 2 . There are situations in which each of the Theorem 18 bounds is superior to both of the others. In the special case when d = 0, Theorem 18(a) is the best of our bounds.
Improvements for small parameter sets
We conclude with some tables which detail small parameter sets for which the results in this paper produce an improvement over the previously best known lower bound on C(v, k, t). For t = 2 similar tables appear in [17] , so we concentrate here on the case t 3. Our methodology in producing these tables is as follows.
To determine whether we see an improvement for C(v ′ , k ′ , t ′ ) we successively evaluate a
. This "best known" bound incorporates the following.
•
• C(v, k, t) ⌈ v k b (v−1,k−1,t−1) ⌉ by (2).
• The Mills and Mullin result stated in (3).
• Results for a fixed number of blocks from [19, 15, 25, 27] . These include results for t = 2, for t = 3, and for general t. (The t ∈ {2, 3} results are summarised in [14] .)
• Theorems 2.1, 3.1 and 4.4 of [26] .
• The lower bound of de Caen [6] .
• The lower bounds listed for t 8, v 99, k 25 at the La Jolla Covering Repository [12] .
• Theorems 6, 15 and 18 of this paper, applied with s ∈ {1, . . . , ⌊ t 2 ⌋} and with b i chosen as b (v−i,k−i,t−i) for i ∈ {s, . . . , 2s} (note that these theorems with s = 1 specialise to the results in [17] ).
If the bound provided for C(v ′ , k ′ , t ′ ) by one of the theorems of this paper (using a particular choice of s) strictly exceeds the bound provided by any of the other results, then we include v ′ in the appropriate location in the tables. If, moreover, the bound provided for C(v ′ , k ′ , t ′ ) by Theorem 15 or Theorem 18 strictly exceeds the bound provided by Theorem 6, then the table entry is set in italic or bold font, respectively. All improvements for k 40 when t = 3, when t ∈ {4, 5} and when t ∈ {6, 7, 8} are given in Tables 1, 2 , and 3 respectively (recall from the discussion after Theorem 6 that we obtain no improvements for sufficiently large v). Of course the listed improvements will, via (2), imply many further improvements for higher values of t, but we do not include these subsequent improvements in our tables. 
