Abstract-Cloud computing is a state-of-the-art distributed computing paradigm which can support on-demand service sharing with flexibility and scalability. Cloud computing provides sharable heterogeneous computing resources using internet and data storage on a third party server. In order to use the heterogeneous computing resources in a much more efficient, scalable and flexible way, a Cloud computing infrastructure HCCloud (Heterogeneous Computing Cloud) has developed. With HCCloud, users no longer have to manually setup machine, or determine where and when to schedule their tasks. By pooling together clusters all over the network, resources are used more efficiently as the infrastructure is self-adaptive to the resources changes, and tasks distribution is fully automated with the best match between task requirements and compute capacity which deployed across a variety physical resources. In this paper we introduce the basic principles of the HCCloud design, and discuss some techniques that have made in order to allow HCCloud to be easily accessed over the Web. The main intention of HCCloud is to decrease the configuration scale of the cluster system through heterogeneous workloads, while increasing the number of requests for parallel workload by provisioning enough resources.
I. INTRODUCTION
In a heterogeneous computing environment, a suite of different machines is interconnected to provide a variety of computational capabilities to meet the computational demands of large, diverse groups of tasks. An important research problem for heterogeneous computing is how to assign computation and communication resources to tasks and to schedule the order of their execution to meet some performance criterion.
There are many types of heterogeneous computing systems, including parallel, clusters, and grids. Parallel computing is dominated by batch processing oriented queue based systems. The model has achieved much, but it can also be a significant impediment to progress. In particular a queue based batch paradigm makes on demand, responsive and highly customized computational science research hard to undertake [2] . Cluster computing is a group of linked computers or workstations, working together closely so that in many respects they form a single computer. Clustering works well for many distributed applications running across multiple compute nodes within a cluster. However, not all problems are amenable to cluster solutions. For example, for web serving, a cluster solution may not provide performance advantages. Grid computing is more focused on throughput like a computing utility rather than running fewer, tightly-coupled jobs. Grids usually will incorporate heterogeneous collections of computers, possibly distributed geographically distributed nodes, sometimes administered by unrelated organizations. In particular, grid computing is optimized for workloads which consist of many independent jobs, which do not have to share data during the computation process. Resources such as storage may be shared by all the nodes, but intermediate results of one job do not affect other jobs in progress on other nodes of the grid [1] .
Along the line of three major evaluation techniques, and research results in virtualization, grid computing, utility computing, web and software services have led to on-demand cloud computing [16] .
Many definitions of cloud computing have been proposed [27, 28] . A simple definition of Cloud Computing is the use of Internet-based technologies for delivering computing resources as a service. One of the key features characterizing cloud computing is the ability of delivering both infrastructure and software as services.
In the paper, we consider a cloud to be a cluster that offers virtualized computational resources, which users can access and deploy applications from anywhere on demand.
Currently, there are several commercial cloud platforms that offer these features, such as Amazon Elastic Compute Cloud (EC2) [5] provides a virtual computing environment that enables a user to run Linuxbased applications. As resource providers, EC2 contributed to popularizing the infrastructure-as-service paradigm. EC2 provides a Web service interface to customers for requesting virtual machines as server instances. Google App Engine [18] is one of the most prominent examples which a platform-as-a-service cloud offering. It allows users to run their web applications written using the Python or Java programming language on server infrastructure of Google. It provides a set of APIs and an application model that allow developers to take advantage of additional services provided by Google such as Mail. It also provides a web-based Administration Console for the user to manage his own web applications. Azure [19] is the solution provided by Microsoft for developing scalable applications for the Cloud. It is a cloud service operating system that helps software developers quickly and easily create, deploy, manage, and distribute web services and scalable applications for the Azure Services Platform. Azure SDK developers can create services that leverage on the .NET Framework. Microsoft's cloud solution provides a comprehensive range of service-based components. It not only provides infrastructure services but also offers platform and software services solutions as well. Azure partially exists to sell .NET developer tools as well as Microsoft's own related operating systems and services. This is in contrast to Amazon's and Google's approaches, which do not currently monetize cloud application development, just hosting [22] . Aneka [26] is a pure PaaS implementation and provides end users and developers with a platform for developing distributed applications for the Cloud by using the .NET technology. It provides a set of APIs for transparently exploiting distributed resources and expressing the business logic of applications. EUCALYPTUS [29] is an open source software framework for cloud computing that implements what is commonly referred to as Infrastructure as a Service. It gives users the ability to run and control entire virtual machine instances deployed across a variety physical resources. EUCALYPTUS allows the use of Amazon EC2 interfaces for interacting with the cloud Most existing cloud computing implementations share the common high-level notion of flexible, scalable, and dynamic computational provisioning, there is significant variation in exactly how that power is presented to the end user [4] . It would be possible to build applications on the existing platform. Even if the work is not easy for nearly all existing platform offerings focus on providing low-level services [20] .
Though the cloud computing paradigm holds its potential status in the field of distributed computing, cloud infrastructures are not yet to the attention of majority of the researchers and practitioners. The foundation of the cloud infrastructure is the delivery of servers, networks and other hardware appliances through virtualization. Virtualization allows the splitting of a single physical piece of hardware into independent, self governed environments, which can be scaled in terms of CPU, RAM, Disk and other elements.
In this context, one of the primary motivations of the work presented in the paper is to develop a cloud computing resources management infrastructure, which enables the consolidation of heterogeneous computing loads on shared cluster system for large organization, on heterogeneous computing resources using virtual technology and explore some important research topics in system design such as scheduling, security, etc. The main purpose of the paper is to present a basic description of the HCCloud.
The paper is organized as follows: Section 2 discusses the advent of web-based services delivered from the cloud and architecture. Section 3 briefly presents an overview of the architecture of HCCloud. Section 4 introduces the implementation of execution management. Section 5 and Section 6 describe data management and security of HCCloud respectively. Section 7 presents conclusions.
II. CLOUD COMPUTING SERVICE MODEL AND ARCHITECTURE
In order to introduce HCCloud, it is important to provide some insights on the definition of the term Cloud.
The term Cloud Computing is used in 2006 by Amazon for their elastic cloud computing service. The term Cloud implies that users are able to access to scalable Internet services including data, software and so on in the cloud from anywhere on demand.
Cloud Computing is often used today to provide access to large amounts of data and computational resources, in which virtualized resources can be sequestered, in a form customized to target a specific scenario, at the time and in the manner they are desired [2] . The principal features of a cloud are abstraction and hide a great deal of information from the user through virtualization, such as physical location of the resource, precise architectural details of the computing resources, and etc [3] . Cloud computing which automates the management tasks and hides the physical characteristics of heterogeneous computing resources changes the economics of IT by more effective compute capacity distribution. In addition, the technological infrastructure and computing resources in cloud are generally owned and controlled by a third party.
A. Service Model
In general, cloud computing is a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources. The key idea behind cloud computing is that resource providers offer elastic resources to consumers. Namely, cloud computing delivers infrastructure, platform, and software as services, which are made available to consumers. Namely, Cloud is typically divided into three different levels of service [23, 28] . The three levels of service support virtualization and management of differing levels of the solution stack.
1) Software as a service (SaaS)
It is the delivery of a complete special-purpose application as a service on demand. The provider allows the customer only to use its applications. The application interacts with the user either through a browser interface or via well knows web service interfaces.
The most well-known example of a SaaS application is probably Salesforce.com.
2) Platform as a Service (PaaS)
It is the delivery of a virtualized platform that comprises one or more servers, operating systems, and specific applications. PaaS implementations provide users with an application framework and a set of API that can be used by developers to build, test, and deploy their own applications and services over the Internet for the Cloud.
The most well-known example of a PaaS is Google App Engine and Microsoft Azure.
3) Infrastructure as a Service (IaaS)
It is the delivery of hardware and associated software as a service. IaaS offers computing capabilities and basic storage as standardized services over the network. The provider allows their customers to have access to entire virtual machines on which they can install and run software. Customers also can control their servers. IaaS is heavily dependent on virtualization technologies for running client specific virtual machine and allocate any kind of applications on them.
The most well-known example of IaaS is probably Amazon Web Services (AWS).
B. Architecture
It is well-known that in traditional data processing there have some difficulties [24] . Such as, it is difficult to get as many machines as an application needs. It is difficult to distribute a large-scale job on different machines, run processes on them, and provision another machine to recover if one machine fails. However, it is possible for cloud architectures to solve these difficulties Cloud architecture means that the systems architecture of the software systems involved in the delivery of cloud computing, typically involves multiple cloud components communicating with each other over web services.
The foundation architecture of cloud computing mainly consists of the physical devices level, the basic data storage and processing level, the cloud computing services level and the application services level [6] .
The physical devices are usually managed by virtualization layer whose objectives are to provide an appropriate run time environment for applications and to exploit the physical resources. Among the different solutions for virtualization, there are two basic approaches for enabling virtualization. The first approach is hardware virtualization that is to manage hardware equipments in plug-and-play mode. Hardware virtualization guarantees complete isolation of applications and a fine partitioning of the physical resources, such as memory, CPU, and so on. The second approach is software virtualization, i.e., to use software image management or software code virtualization technology to enable software sharing. Software virtualization provides sandboxing and managed execution for applications developed with a specific technology or programming language [25, 26] . The use of virtualization has been shown to provide many useful benefits including performance isolation, check-pointing and migration, etc.
Ⅲ. ARCHITECTURE
In this section we describe the architecture of HCCloud. It is for deploying and management distributed applications on the Cloud.
HCCloud can be divided into two sections: the frontend and the back-end. They connect to each other through Internet. The front-end is a web interface. Clients are able to access their applications and data from anywhere at any time through the web-based portal. The back-end is the various computers, servers and data storage systems that create the cloud of computing services. From the point of Cloud architecture, the architecture of HCCloud consists of three layers: Physical Machines layer which represents distributed and heterogeneous physical resource environments, Resource Virtualization layer which exposes physical resources to end user layer, and End User layer which receives requirements from a user and supports an application execution service in the selected proper environment. Figure 1 shows the high level components of the architecture of HCCloud. There are some main entities involved:
Users: submit service requests from anywhere at any time to the Cloud to be processed using a web interface. Service Request Admission Control: When a service request is first submitted, the Service Request Admission Control mechanism interprets the submitted request before determining whether to accept or reject the request. Service Request Monitor: keeps track of the execution progress of service requests. AC Monitor: Monitoring resources and application performance is an important task of any environment. The task of AC Monitor is to keep track of the availability of cluster and their computing resources. And it will collect information about a job from the user and historic data from past jobs to assist with planning future resource needs and to optimize job scheduling. It is also possible to probe each single node and collect the single performance statistics: the CPU and memory load information. Since Clouds are constituted of hundreds and even thousands of machines both physical and virtual, it is not possible to reach and setup each single machine by hand. The framework also provides a set of web interfaces that allow remote and global management is then a basic requirement.;; Dispatcher: provide one united pool of the combined resources of all the physical machines and can be reallocated to suit resource changes. It also helps automate the mapping of an application to a particular target cluster by forwarding request distribution. Back-end Servers: it can be started and stopped ondemand to accept user's service requests. Hence it should provide maximum flexibility to configure various partitions of resources on the same physical machine to different specific requirements of service requests. It also can collect system performance data and application-specific performance data and summarize them in execution profiles. Clusters: comprise multiple physical machines that provide resources to meet service demands. These resources can be of different nature: clusters, datacenters, and spare desktop machines. These services also can be directly consumed by users, applications, or execution services.
Ⅳ. EXECUTION MANAGEMENT
Cloud computing is a distributed platform for applications. One of the most important aspects of cloud computing is users' jobs execution management. Its main objectives are to discover and evaluate resources, perform job scheduling, manage job execution, etc.
Seen from Fig.1 , the core of HCCloud consists of front-end dispatcher and several back-end servers. The dispatcher receives users' incoming requests, and then assigns them to back-end server for processing. A number of job scheduling policies have been proposed for dispatcher. Fig.2 shows the architecture of the Execution Management of HCCloud.
A. Back-end Server
To implement information collection and job local execution we develop a Back-end Server daemon. It includes information collector module and job execution module. The role of Information Collector module is to monitor the different jobs that have been scheduled to the local compute node of a particular cluster. The Information Collector interacts with AC Monitor and provides real time job monitoring information. Back-end Server runs on front-end of each cluster. Its main functions as following:
Monitors the job execution and sends an information update request to AC Monitor when the job is completed or terminated due to an error Provides the monitoring information of the running jobs to AC Monitor when user requested Collections workload processing and latest status information regarding resource availability of cluster, such as versions of operating system, CPU architectures, Batch Queue Systems (BQS), execution environment of application programming, e.g., specific paths to compilers, executables, libraries, and etc. Maps an application to a particular cluster and merge the intermediate output.
Storage management is responsible for providing persistent, robust, file based storage for applications. At present, storage facilities are integrated into the system by providing a specific implementation of a data channel. Of course, all information collected by AC Monitor will be reorganized in ontology and then stored in resources ontology database in order to let component MatchMaker to make resource allocation decisions effectively.
B. Dispatcher
To implement resource allocation policies, we develop a module of automatic job dispatcher of jobs to the Back-end systems, the Dispatcher running on the Front-end. It is responsible for dispatching the collection of jobs generated by applications to local Batch Queue Systems.
Its main functions as following: Handles user requests Portrays the collection of tasks within a job that is defined by the user Analyzes a user request submitted in a widelyused specification language Submits a request to the desired target if the request is targeted to a specific system running a specific BQS. If necessary convert the request to the control language of the target system. The core function of Dispatcher is to provide transparent access to the pool of resources connected to it and map jobs to specific physical resources, trying to minimize some cost function specified by the user with the help of an Ontology DB. The process of mapping jobs to resources is a complex undertaking, as it requires the system to compute the best software and hardware configuration to ensure that QoS (Quality of Services) targets of services are achieved.
C. Job Scheduling
Schedule is a mapping of jobs to computational resources and the scheduling problem consists in computing a schedule that optimizes some metric [14] .
In most general case, job scheduling algorithms have to adapt to the different optimization criteria that a user can specify for each particular job. Some of the most frequent optimization criteria are optimizing cost, optimizing performance, and so on [13] .
To our knowledge, most job management tools are still implemented using exact matching, i.e., the matching relies on some attributes' name and their corresponding values. Its merit is simple. However it is inflexible and inconvenient for ordinary users. Especially, ordinary users often encounter difficulty with specifying resource requirements in heterogeneous environments, i.e., metadata stored in ontology DB themselves are also heterogeneous. Thus, it is reasonable that application needs a semantic description supporting resource selections.
The point is the main objective of HCCloud which supports semantic description and discovery of heterogeneous computing resources. We have implemented a semantic-based and fully automate parameter matchmaking job scheduling algorithm. The algorithm can compute various degrees of matching both the available computing resources of the whole cloud and the request resources of the submitted job. Our algorithm provides better resource matching against the selection of a resource among a large set of computing resources in contrast to the job scheduling algorithms that only return success or fail. The key reason is our approach takes advantage of the semantic web technology in that resources are semantically described using information collected from AC Monitor.
At present, two job scheduling policies are adopted by HCCloud in order to schedule a job.
Once resource is fit matched against the submitted jobs, the job will be passed to the resource for immediate execution. Namely, the matchmaking job scheduling algorithm returns the available computing resources that have the largest matching degrees to the requester. Once the compute resource is met with a job need, the job is passed to the selected resource for execution. It is mainly used to schedule some short jobs. The key point of job scheduling policies is the degree of similarity as a reference value to be used in comparing resources with user's requirements and to choose proper resources which are closely related user's requirements.
Resource selection mechanism for Job Scheduling as follows: When Job Scheduling receives user's requirements, MatchMaker based on these requirements calculates a similarity to each candidate resource in Ontology DB and ranks candidate resources for selecting proper resources which have higher similarity value. Then the resources are scheduled for executing the jobs.
D. Knowledge Base
Job scheduling involves resource requirement specification, resource discovery and resource selection. To accomplish this it is necessary to access to the static and dynamic performance information of the node. Advanced strategies can then rely on dynamic resource provisioning in order to make up for the lack of resources. It allows the Cloud to elastically scale up and down according to the requirements of applications [26] .
On the other hand, cloud computing are hosting a variety of applications ranging from those that run for a few seconds to those that run for longer periods of time on shared computing resources. It is need to manage a large amount of data for a variety of tasks such as resource provisioning and allocation in response to timevarying workloads.
It is critical that the MatchMaker is able to predict the demands and behaviors of a job. Concrete prediction models must be built before the behavior of a service can be predicted.
Therefore, the knowledge base is a critical component of the HCCloud. It stores information about the hardware and system software available on each system, the application programs, the users, and the projects. Such as, date and time the job was submitted, date and time the job started execution, date and time job finished execution, and so on need to be stored in knowledge base when a job is finished. Of course, the information is automatically created after job completion. All the information is collected by Back-end Server and AC monitor's cooperative work. Based on applications' resource requirements and metadata for resource description, we can design different job scheduling algorithm that meet different demand.
Actually, the core of knowledge base is metadata. Metadata is the data about data, which is a way to describe information. Metadata is machine understandable information, and its basic function is managing data, and consequently implements the inquiry, reading, exchange and sharing of data. XML (eXtensible Markup Language) [9] , RDF (Resource Description Framework) [8] and OWL(Web Ontology Language) [10] are the main technological methods to present the metadata. Knowledge base, built on the base XML of form defined label and nimble RDF, applies the effective standard and the technology to enable the computer to comprehend more on-line information, and thus carry out the knowledge discovery, data processing and application [7] .
The raw data first transforms to metadata, then uses the ontology language to carry out the semantic expression. In practical operation, we should select appropriate description language according to the data complex degree. Commonly used data description languages are RDF, RDF Schema and OWL. When the data which are described by the ontology language are stored into ontology database, the system will be able to comprehend the content of the structured text, so as to help people access, use and process data in the future.
In HCCloud, we have integrated Protégé knowledge base. Protégé is an ontology-development and knowledge-acquisition environment. It has a graphical user interface which enables ontology developers to concentrate on conceptual modeling without knowing or thinking about syntax of an output language [11] . Ontologies in Protégé can be processed by Pellet [12] reasoning tool, through inference, to meet different goals.
Ⅴ. DATA MANAGEMENT
The cloud computing is attractive for computeintensive applications largely because of the significant amount of data that will be stored in cloud. In practice, not all data will be stored in a relational database in the cloud. Eventual consistency is taking over from the traditional ACID transaction guarantees, in order to ensure sharable data structures that achieve high scalability.
Thus, data management in cloud is also a real challenge for developing sophisticated, economical and flexible services. The fundamental capabilities of cloudbased data management will be easily stored, shared, and accessed in a simplified manner compared to traditional storage.
HCCloud thus provides one data server as cloud storage systems. Users can send copies of files over the Internet to the data server for the long-term storage. When users wish to retrieve the files, he/she accesses the data server through a Web-based interface. The data server either sends the files back to the client or allows the user to access and manipulate the files on the data server itself. Furthermore, HCCloud also possesses the following services of data management:
Replicate users' data from the data server to the head node of the cluster Replicate users' data from the head node to all of the compute nodes used for job execution Collect and reduce the execution results from compute nodes, then transfer back to the data server that will meet all the analysis needs of user Faster replication data between compute nodes Provides the functions of creating, deleting, duplicating, moving and manipulating the file instances across heterogeneous clusters. File instance could be a data file residing in the conventional file systems, or the record in traditional database. The functions of data management are implemented through rsync tool that provides fast incremental file transfer from one location to another.
When a new job is submitted, for example, a file instance associated with this job will be copied to the computing resources by rsync from the data server. In addition, rsync also monitors the data transfer progress and reports the status to AC Monitor.
It is noticed that the implementation of data transfer between the head node and the compute nodes relies on the capacity of the local BQS first. Some BQS such as Sun Grid Engine [15] has the capability to dispatch files instances automatically to the multiple nodes. In such conditions, rsync as an alternative to data transfer.
In some cases, there need to run some analysis services in the HCCloud. If the result datasets are very large such as TBs (TeraBytes) , it would often not be practical to back the data from data server to a client for further analysis. HCCloud addresses this by providing ways for users to store and run programs written in a variety of programming languages in the HCCloud. The rsync is also used to deploy the programs on demand from the data server onto the available computing resources. Fig.3 shows the execution process of user's job.
Ⅵ. SECURITY
As is the case for all openly accessible web services, the security is of crucial importance for cloud computing. In general, the security of a cloud computing service is primarily the concern of the cloud computing service provider. For example, one of the biggest concerns about cloud storage is security. Users aren't likely to entrust their data to one place without a guarantee that they'll be able to access their data whenever they want and no one else will be able to get at it [17] . I.e., Cloud fears largely stem from the perceived loss of control of sensitive data.
In other words, the ultimate challenge in cloud computing is security. The ultimate level of security measures needed for any distributed system comes from both authentication and authorization of services [30] .
HCCloud employs a combination of techniques of both standard X.509 authentication and authorization. Moreover, communications between user's account on the dispatcher's host and their account on the cluster is also done via SSH. To do so, all hosts have to trust the public key of the common user, i.e., the administrator. Public keys also needs to be generated in the dispatcher's host and then copied to all the cluster hosts so they trust the dispatcher's host without prompting for a password. Although this is the simplest form of authentication and authorization, it is also the least secure because the password is transmitted off the users' host or not stored by HCCloud at all.
The other feature is that the HCCloud does not have unified account administration and do not provide root level access for any users. HCCloud manages security by running all commands in the users' own security contexts. The dispatcher communicates with the user's account by opening an SSH session to the user's account on the frontend host. It collects the user's password, but once it is sent to SSH for authentication, it is not retained. The SSH session is kept live only as long as the user's Job session is active.
The user's account on the front-end host must be authorized to access the remote account on each cluster by adding the user's SSH key to the authorized keys file on each cluster.
Ⅶ. CONCLUSIONS
The objective of this research paper was to analyze the method to shared computing resources in cloud computing. For this purpose the paper brings an introduction review on the Cloud computing, presents our design of HCCloud and shows how it is used to support cloud services. In HCCloud, users access services based on their requirements without regard to where the services are hosted. The paper also discusses some technologies that have made in order to build a scalable cloud which uses the heterogeneous computing resources in a much more efficient, scalable and flexible way. In the paper, we explores the use of ontology in an attempt to establish the knowledge domain of the area of cloud computing and its relevant components. Furthermore, a semantic-based and fully automate parameter matchmaking job scheduling algorithm is presented. The paper also describes security management based on SSH and key exchanges.
