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Abstract. We give bounds on the Castelnuovo-Mumford regularity of the asso-
ciated graded module of an arbitrary good filtration and of its fiber cone. These
bounds extend previous results of Rossi-Trung-Valla and Linh.
Introduction
Let A be a local ring with the maximal ideal m and M be a finitely generated
A-module. Denote by GI(M) = ⊕n≥0I
nM/In+1M the associated graded module
of M with respect to an m-primary ideal I. It is well-known that one can use the
Castelnuovo-Mumford regularity reg(GI(M)) of GI(M) to bound other invariants
of M such as Hilbert coefficients, the postulation number, ... (see, e.g., [16], [18],
[14]). Therefore, bounding reg(GI(M)) is an important problem. This problem was
completely solved by Rossi, Trung and Valla for the case M = A and I = m in [14]
and by Linh for the general case [10], where bounds on reg(GI(M)) were given in
terms of the dimension d of M and of the so-called extended degree D(I,M) (see
Definition 1.4).
Another important subject associated to I is the so-called fiber cone Fm(I) =
⊕n≥0I
n/mIn. Inspired by the mentioned results of [14] and [10], it is natural to ask
whether one can bound the Castelnuovo-Mumford regularity reg(Fm(I)) of Fm(I)
in terms of D(I, A) and d? One of the main ideas of [14] and [10] is to reduce the
problem of bounding the Castelnuovo-Mumford regularity reg(GI(M)) in the case
depthM > 0 to bounding the so-called geometric Castelnuovo-Mumford regularity
of GI(M). However this approach does not work for fiber cones, because a similar
result to [7, Theorem 5.2] does not hold in this case. Fortunately, thank to a recent
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work by Rossi and Valla [13], we can use the associated graded modules of some
good filtrations of M to solve the problem.
The notion of good I-filtrations M = {Mn}n≥0 of M was already considered in
[2] and [1] (see Definition 1.1). Even in the case M = A the class good filtrations
of submodules is larger than the usual class of good filtrations of ideals. Recently,
Rossi and Valla showed in [13] that one can not only extend many classical results to
a filtered module (i.e. a module with a good filtration), but also use filtered modules
to study the Hilbert function of fiber cones. Our work here once more shows the
usefulness of this concept in studying fiber cones.
In order to bound reg(Fm(I)) we first extend results of [14, 10] to the associated
graded module G(M) = ⊕n≥0Mn/Mn+1 of M. The techniques we use are similar
to that in [14, 10]. The new point here is that we also use the maximal generating
degree r(M) of the graded module G(M) over the standard graded ring GI(A) (see
Definition 1.2) and clarify its influence to the Castelnuovo-Mumford regularity of
associated graded modules by a hyperplane section or by passing to M¯ =M/H0m(M).
As a consequence, we see that the bounds in this general case (see Theorem 1.5)
look similar to that in the classical case in [10]. The bounds are given in terms of
r(M), d and in terms of D(I,M), which does not depend on the filtration M. Then
using an exact sequence connecting fiber cones and associated graded modules of
some good filtrations and a relation between Hilbert coefficients of these filtrations
given in [13] we can also bound the Castelnuovo-Mumford regularity of a fiber cone
associated to any good filtration in terms of d, D(I, A) and r(M) (see Theorem 3.3).
In this paper we also consider the graded case. For this situation we can apply the
approach of [14] and [10] only in the case I being generated by homogeneous elements
of the same degree. A new point here is that we can give a bound on reg(G(M)) in
terms of reg(M) (see Theorem 2.7). Note that reg(M) is in general not only much
smaller than an arbitrary extended degree D(I,M) of M (see [5, 18, 12]), but it
is also much easier to compute. In the general case the above mentioned approach
is not applicable, because I does not contain a generic homogeneous element. To
overcome the difficulty we pass to the localization and first give a bound in terms
of the so-called homological degree (Theorem 2.2). Combining with a recent result
of [4] we can then get a bound in terms of reg(M) (see Theorem 2.4), provided A
is a polynomial ring over a field. However the bound in this general setting is much
worse than the one in Theorem 2.7.
The paper is divided into three sections. In Section 1 we bound the Castelnuovo-
Mumford regularity of a filtered module in the local case. The graded case is consid-
ered in Section 2. In the last section 3 we derive bounds on the Castelnuovo-Mumford
regularity of the fiber cone of a filtered module.
1. Regularity of associated graded rings: Local case
Let A be a Noetherian local ring with an infinite residue field K := A/m and M
a finitely generated A-module. (Although the assumption K being infinite is not
essential, because we can tensor A with K(t).) First we recall some basic facts on
filtered modules from [2, Section III.3], [1, Chapter 10] and [13, Section 1].
Definition 1.1. Given a proper ideal I. A chain of submodules
M : M =M0 ⊇M1 ⊇ M2 ⊇ · · · ⊇Mn ⊇ · · ·
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is called an I-filtration of M if IMi ⊆ Mi+1 for all i, and a good I-filtration if
IMi = Mi+1 for all sufficiently large i. A module M with a filtration is called a
filtered module.
Thus {InM} is a good I-filtration. Note that the notion of I-filtration of submod-
ules is different from that of filtration of ideals. The sequence A ⊃ m ⊃ mI ⊃ mI2 ⊃
· · · is a good I-filtration of submodules of A, but it is in general not a filtration of
ideals in A, because m2 6⊆ mI.
If N is a submodule of M , then by Artin-Rees Lemma, the sequence {N ∩Mn} is
a good I-filtration of N and we will denote it by M∩N . The sequence {Mn+N/N}
is a good I-filtration of M/N and will be denoted by M/N .
In this paper we always assume that I is an m-primary ideal and M is a good
I-filtration. The associated graded module to the filtration M is defined by
G(M) =
⊕
n≥0
Mn/Mn+1.
We also say that G(M) is the associated ring of the filtered module M . This is
a finitely generated graded module over the standard graded ring G := GI(A) :=
⊕n≥0I
n/In+1 (see [2, Proposition III.3.3]).
Definition 1.2. Let M be a good I-filtration of M . We set
r = r(M) = min{t ≥ 0 | Mn+1 = IMn for all n ≥ t}.
In particular, in the I-adic case, r({InM}) = 0. Note that r is always finite, and
Mr+j = I
jMr for all j ≥ 0. This means {Mn}n≥r is of form of an I-adic filtration of
Mr. In other words, r is the largest generating degree of G(M) as a graded module
over G. Together with well-known facts on the Castelnuovo-Mumford regularity
(see, e.g. [3, Paragraph 1.3]) this explains why r will naturally occur in our bounds
on reg(G(M)), which is recalled below.
The Castelnuovo-Mumford regularity of a finitely generated graded module E =
⊕n∈ZEn over a standard N-graded ring R = ⊕n≥0Rn is defined as the number
reg(E) = max{ai(E) + i | i ≥ 0},
where
ai(E) =

sup{n| H
i
R+
(E)n 6= 0} if H
i
R+
(E) 6= 0,
−∞ if H iR+(E) = 0,
and R+ = ⊕n>0Rn. We will write reg(G(M)) to mean the Castelnuovo-Mumford
regularity of G(M) being a graded module over the standard graded ring G.
An element x ∈ R1 is called (linear) filter-regular on E if (0 :E x)n = 0 for all
n≫ 0. From this one can show that 0 :E x ⊆ H
0
R+
(E), and hence (0 :E x)n = 0 for
all n > reg(E).
Each element a ∈ A has a natural image, denoted by a∗, in GI(A). Thus, if
x ∈ I \ I2, then x∗ is a filter-regular element on G(M) if and only if (Mn+2 :
x) ∩Mn =Mn+1 for all n > reg(G(M)).
Lemma 1.3. Let x ∈ I \mI be an element such that x∗ is a filter-regular on G(M)
and let a = reg(G(M)). Then
(i) r(M) ≤ a.
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(ii) xM ∩Mn = xMn−1 for n ≥ a+ 1.
(iii) Mn+1 : x =Mn + (0M : x) and (0M : x) ∩Mn+1 = 0 for n ≥ a.
Proof. As mentioned above, r(M) is the largest generating degree of G(M). Hence
(i) is a well-known fact. The statements (ii) and (iii) are just filtration version of
[17, Lemma 4.4] and [17, Proposition 4.6], respectively. Eventually, (ii) and (iii)
characterize the filter-regular property of x∗, see [13, Theorem 1.5]. 
We are interested in bounding reg(G(M)). In the case of I-adic filtration, i.e.
Mn = I
nM for all n ≥ 0, this problem was solved by Rossi, Trung and Valla
provided M = R and I = m (see [14]) and by Linh in the general case. The bound
was given in terms of the so-called extended degree of M w.r.t. I (see [10, Theorem
4.4]). We now recall the definition of this notion.
Definition 1.4. (see [10, Section 3]) An extended degree D(I,M) of M w.r.t. an
m-primary ideal I is a numerical function satisfying the following properties:
(i) D(I,M) = D(I,M/L) + ℓ(L), where L = H0m(M),
(ii) D(I,M) ≥ D(I,M/xM) for a generic element x ∈ I \mI on M ,
(iii) D(I,M) = e(I,M) if M is a Cohen-Macaulay A-module, where e(I,M)
denotes the multiplicity of M w.r.t. I.
This notion extends that of extended degrees of graded modules in [5] and [18,
Definition 9.4.1]. Assume that A is a homomorphic image of a Gorenstein ring S with
dimS = s. Then, as an example of extended degrees we can take the homological
degree which is defined recursively as follows
hdeg(I,M) := e(I,M) +
d−1∑
i=0
(
d− 1
i
)
hdeg(I,Exts+i+1−dS (M,S)) (1)
if d = dimM > 0, and hdeg(I,M) = ℓ(M) if d = 0. This follows from [18, Theorem
9.4.2].
For filtered modules, Linh’s result [10, Theorem 4.4] can be modified as follows:
Theorem 1.5. Let M be a finitely generated A-module with dimM = d ≥ 1,
M = {Mn}n≥0 a good I-filtration of M and D(I,M) an arbitrary extended degree of
M with respect to I. Then
(i) reg(G(M)) ≤ D(I,M) + r(M)− 1 if d = 1,
(ii) reg(G(M)) ≤ [D(I,M) + r(M) + 1]3(d−1)!−1 − d if d ≥ 2.
Note that the bound in (ii) is simpler and in most cases a little bit better than
the one in [10, Theorem 4.4]. The proof is similar to that in [10], but it needs some
modifications. The main reason for the modifications is the fact that unlike the
I-adic case, the module G(M) is not generated in degree 0. Therefore below we
formulate the required modifications and only give a proof when it is necessary.
We call
HM(n) = ℓ(M/Mn+1)
the Hilbert-Samuel function of M w.r.t M. Since HM(n) = ℓ(M/I
n+1−rMr) for all
n ≥ r, this function agrees with a polynomial - called the Hilbert-Samuel polynomial
and denoted by PM(n) - for n≫ 0. The Hilbert-Samuel function ℓ(M/I
n+1M) and
its Hilbert-Samuel polynomial of M w.r.t. an m-primary ideal I are denoted by
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HI,M(n) and PI,M(n), respectively. Whenever R0 is an Artinian local ring, we denote
the Hilbert function ℓR0(En) and the Hilbert polynomial of a finitely generated
graded module E over a graded ring R by hE(n) and pE(n), respectively. Note that
HM(n) =
n∑
j=0
hG(M)(j). (2)
Lemma 1.6. (cf. [10, Lemma 3.5]) Let x ∈ I \ mI such that the initial form x∗ of
x in GI(A) is a filter-regular element on G(M). Let N =M/xM . Then
pG(M)(n) ≤ HI,N(n)
for n ≥ reg(G(M/xM)).
Proof. By a filtration version of the so-called Singh’s formula (see [13, Lemma 1.9])
we have
hG(M)(n) = HM/xM(n)− ℓ(Mn+1 : x/Mn).
Using Lemma 1.3(iii) and essentially the same proof of [10, Lemma 3.5] we get
pG(M)(n) ≤ HM/xM(n)
for n ≥ reg(G(M/xM)). Since In+1M ⊆Mn+1, we have
HM/xM(n) = ℓ(M/Mn+1 + xM) ≤ ℓ(M/I
n+1M + xM) = HI,N(n).

Recall that a subideal Q ⊆ I is said to be a reduction of I if In+1 = QIn for
n ≫ 0. If Q is a reduction of I, which does not properly contain a reduction of I,
then Q is called a minimal reduction of I. The second statement of the following
result is [10, Theorem 3.6]. However our proof here is much shorter.
Lemma 1.7. Let dimM = d ≥ 1 and I be an m-primary ideal. Then
(i) ℓ(M/In+1M) ≤
(
n+d
d
)
ℓ(M/QM), where Q is a minimal reduction ideal of
I(A/Ann(M)),
(ii) ℓ(M/In+1M) ≤
(
n+d
d
)
D(I,M).
Proof. (i) Let Q = (x1, ..., xd). From the epimorphism
B := (M/QM)[x1, ..., xd] −→
⊕
n≥0
QnM/Qn+1M,
we get that
ℓ(M/In+1M) ≤ ℓ(M/Qn+1M) ≤
i=n∑
i=0
ℓ(Bi) ≤
(
n+ d
d
)
ℓ(M/QM).
(ii) We may choose x1, ..., xd ∈ I such that xi is a generic element onM/(x1, ..., xi−1)M .
Then Q = (x1, ..., xd) is a minimal reduction of I(A/Ann(M)). By (ii) and (iii) of
Definition 1.4, we get
D(I,M) ≥ D(I,M/(x1, ..., xd)M) = ℓ(M/(x1, ..., xd)M) = ℓ(M/QM).
Hence the statement follows from (i). 
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Recall that the geometric Castelnuovo-Mumford regularity of a graded R-module
E is
g-reg(E) = max{ai(E) + i | i ≥ 1}
(see [14]). The following result is a module version of [7, Corollary 5.3] and the proof
is essentially the same (see also [8, Proposition 3.5] and [10, Lemma 4.2]).
Lemma 1.8. Let M be a finitely generated A-module such that depthM > 0. Then
reg(G(M)) = g-reg(G(M)).
The next result is an extension of [10, Lemma 4.3] to the filtration case.
Lemma 1.9. Let M = M/H0m(M). Denote the filtration M/H
0
m(M) of M by M.
Then
reg(G(M)) ≤ max{reg(G(M)); r(M)}+ ℓ(H0m(M)).
Proof. Let L = H0m(M) and
K =
⊕
n≥0
(Mn+1 +Mn ∩ L)/Mn+1 ∼=
⊕
n≥0
Mn ∩ L
Mn+1 ∩ L
.
By the Artin-Rees theorem there is an integer c such that
Mn+1 ∩ L ⊆ I
n+1−rM ∩ L ⊆ In+1−r−cL = 0
for n≫ 0. Hence, ℓ(K) = ℓ(L). It is clear that we have an exact sequence
0 −→ K −→ G(M) −→ G(M) −→ 0. (3)
Let p = max{reg(G(M)); r}. Then there is an integer p+1 ≤ m ≤ p+ℓ(L)+1 such
thatKm = 0. Sincem > reg(G(M)), from (3) it then implies thatH
i
GI(A)+
(G(M))m−i =
0 for all i ≥ 0. Note that G(M) is generated over GI(A) by elements of degrees
≤ r ≤ m − 1. Hence, by [12, Lemma 2.1] reg(G(M)) ≤ m − 1 ≤ p + ℓ(L), as
required. 
We can now prove Theorem 1.5. As said above, it is essentially the same as the
proof of [10, Theorem 4.4]. Hence, in the proof below we only give the details when
modifications are needed.
Proof of Theorem 1.5. Let G = GI(A), L = H
0
m(M) and x ∈ I \ mI be a generic
element on M . Let M =M/L and recall that r := r(M). By Lemma 1.9,
reg(G(M)) ≤ max{reg(G(M)); r}+ ℓ(L).
By (i) of Definition 1.4, D(I,M) = D(I,M) + ℓ(L). Hence, we only need to show
the following statements:
(i’) reg(G(M)) ≤ D(I,M) + r − 1 if d = 1,
(ii’) reg(G(M)) ≤ [D(I,M) + r + 1]3(d−1)!−1 − d if d ≥ 2.
Replacing M by M , we may assume that depthM > 0. Set D = D(I,M). By
Lemma 1.8,
reg(G(M)) = g-reg(G(M)). (4)
6
If d = 1 then M is a Cohen-Macaulay module, G(M) is a G-module of dimension
one generated by elements of degree at most r. Hence, by Lemma 1.8 and [10,
Lemma 2.2], we have
reg(G(M)) = g-reg(G(M)) = a1(G(M)) + 1 ≤ e(G(M)) + r − 1 = e(I,M) + r − 1.
The last equality follows from [1, Proposition 11.4(iii)]. Hence, by Definition 1.4(ii),
reg(G(M)) ≤ D + r − 1.
Note that r(M/xM) ≤ r and D > 0. If d ≥ 2, let N = M/xM and m :=
max{r; reg(G(M/xM))}. Using the following exact sequence
0→
⊕
n≥1
xM ∩Mn
xMn−1 + xM ∩Mn+1
→ G(M)/x∗G(M)→ G(M/xM)→ 0, (5)
and Lemma 1.3(ii) we get g-reg(G(M)/x∗G(M)) = g-reg(G(M/xM)). Hence,
g-reg(G(M)/x∗G(M)) ≤ m.
Since G(M) is generated by elements of degree at most r ≤ m, by [10, Theorem 2.7],
g-reg(G(M)) ≤ m+ pG(M)(m).
By Lemma 1.6 and Lemma 1.7 (ii) and the fact that D(I, N) ≤ D, we get
g-reg(G(M)) ≤ m+D(I, N)
(
m+ d− 1
d− 1
)
≤ m+D
(
m+ d− 1
d− 1
)
. (6)
If d = 2, then by (i) of the theorem
m = max{r; reg(G(M/xM))} ≤ D(I, N) + r − 1 ≤ D + r − 1.
Since r ≥ 0, by (4) and (6), we get
reg(G(M)) = g-reg(G(M)) ≤ m+D(m+ 1)
≤ D2 + (r + 1)D + r − 1
≤ (D + r + 1)2 − 2.
Let d ≥ 3. The case m = 0 is trivial, so we may assume m > 0. From (6) we get
g-reg(G(M)) ≤ m+D
(
m+ d− 1
d− 1
)
≤ D(m+ 1)d−1 − 1. (7)
By the induction hypothesis we may assume that
m ≤ [D(I, N) + r + 1]3(d−2)!−1 − d+ 1 ≤ (D + r + 1)3(d−2)!−1 − d+ 1.
Hence, by (4) and (7),
reg(G(M)) ≤ [D + r + 1]3(d−1)!−1 − d.

If we write
PM(t) =
d∑
i=0
(−1)iei(M)
(
t + d− i
d− i
)
,
then the integers ei(M) are called Hilbert coefficients of M (see [13, Section 1]). Note
that e0(M), ..., ed−1(M) are the Hilbert coefficients of the graded module G(M). In
the last section we need an estimation of Hilbert coefficients. This was done for the
m-adic filtration of a ring in [14, Theorem 4.1] and extended to the module case
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in [11, Theorem 3.1]. However the proof of [11, Theorem 3.1] has a gap. Namely,
in the case d = 1 there was used the following wrong inequality: |(e + 1)e(I,M) −
ℓ(M/Ir+1M)| ≤ |(e + 1)e(I,M)− (r + 1)|. Therefore we give here the proof of the
following result, which moreover improves [11, Theorem 3.1].
Theorem 1.10. Let M be a finitely generated A-module with dimM = d ≥ 1 and
M = {Mn}n≥0 a good I-filtration of M . Then
(i) e0(M) = e(I,M) ≤ D(I,M);
(ii) |e1(M)| ≤ (D(I,M) + r(M)− 1)D(I,M);
(iii) |ei(M)| ≤ (D(I,M) + r(M) + 1)
3i!−i+1 if i ≥ 2.
Proof. (i): By [1, Proposition 11.4(iii)] e0(M) = e(I,M). By Definition 1.4, e(I,M) ≤
D(I,M).
(ii) -(iii): From the Grothendieck-Serre formula
hG(M)(n)− pG(M)(n) =
d∑
j=0
(−1)jHjG+(G(M))n,
it follows that hG(M)(n) = pG(M)(n) for all n > reg(G(M)). By (2) it follows that
ℓ(M/Mm+1) =
d∑
i=0
(−1)iei(M)
(
m+ d− i
d− i
)
(8)
for any m ≥ reg(G(M)). For simplicity we set r = r(M), D := D(I,M) and
ei := ei(M).
Assume that d = 1. Using Theorem 1.5(i) and putting m = D + r − 1 into the
equality (8), we have
e1 = (D + r)e0 − ℓ(M/MD+r).
Since Mn = I
n−rMr for n ≥ r and Mr 6= 0,
ℓ(M/MD+r) ≥ ℓ(Mr/IMr) + · · ·+ ℓ(I
D−1Mr/I
DMr) ≥ D.
By the first claim, this implies
e1 ≤ (D + r)e0 −D ≤ D(D + r)−D = D(D + r − 1).
On the other hand, since r ≥ 0, by Lemma 1.7(ii),
−e1 = −(D + r)e0 + ℓ(M/MD+r) ≤ D(D + r)− (D + r) ≤ D(D + r − 1).
Hence |e1| ≤ D(D + r − 1) and the case d = 1 is proven.
Let d ≥ 2. First we assume that depthM > 0. Let x ∈ I \ mI be a generic
element. Then x∗ ∈ G is a filter-regular element on G(M). By [13, Proposition
1.10], ei = ei(M/xM) for all i < d. Note that 0 ≤ r(M/xM) ≤ r and by Definition
1.4(ii), D(I,M/xM) ≤ D. Using the induction hypothesis we then get
|e1| ≤ D(D + r − 1) and |ei| ≤ (D + r + 1)
3i!−i+1 for 2 ≤ i ≤ d− 1. (9)
To prove the inequality for ed, we set µ = (D + r + 1)
3(d−1)!−1. By Theorem 1.5,
reg(G(M)) ≤ µ − d. Since reg(G(M)) ≥ r ≥ 0, µ ≥ d. Hence putting m = µ − d
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into (8), we have
|ed| = |(ℓ(M/Mµ−d+1)− e0
(
µ−d+d
d
)
) +
∑d
i=1(−1)
iei
(
µ−d+d−i
d−i
)
|
≤ |ℓ(M/Mµ−d+1)− e0
(
µ
d
)
|+
∑d−1
i=1 |ei|
(
µ−i
d−i
)
≤ max{ℓ(M/Mµ−d+1), e0
(
µ
d
)
}+
∑d−1
i=1 |ei|
(
µ−i
d−i
)
. (10)
Note that
(
µ
d
)
≤ µd. By (i) and Lemma 1.7(ii) it yields
max{ℓ(M/Mµ−d+1), e0
(
µ
d
)
} ≤ Dµd. (11)
Further, by (9)
|e1|
(
µ− 1
d− 1
)
≤ D(D + r − 1)µd−1, (12)
and
d−1∑
i=2
|ei|
(
µ− i
d− i
)
≤
d−1∑
i=2
(D + r + 1)3i!−i+1µd−i ≤ µd−1
d−2∑
i=0
1
2i
< 2µd−1. (13)
Since D(D + r − 1) + 2 < (D + r + 1)2 ≤ µ, from (10) - (13) we obtain
|ed| ≤ Dµ
d + µd = (D + 1)(D + r + 1)3d!−d ≤ (D + r + 1)3d!−d+1.
Finally assume that depthM = 0. Set L = H0m(M), M¯ = M/L and M = M/L.
Then
ℓ( M
Mn+1
) = ℓ( M
Mn+1+L
) + ℓ(Mn+1+L
Mn+1
) = ℓ( M
Mn+1+L
) + ℓ( L
L∩Mn+1
)
= ℓ( M
Mn+1+L
) + ℓ(L)
for n ≫ 0 (by Lemma 1.3(iii)). Hence ei = ei(M) for i ≤ d − 1 and ed = ed(M) +
(−1)dℓ(L). Since D = D(I, M¯) + ℓ(L) and r(M) ≤ r, we get
|e1| = e1(M) ≤ D(I, M¯)(D(I, M¯) + r − 1) ≤ D(D + r − 1)
|ei| = ei(M) ≤ (D(I, M¯) + r + 1)
3i!−i+1 ≤ (D + r + 1)3i!−i+1 for 2 ≤ i ≤ d− 1,
|ed| ≤ ed(M) + ℓ(L) ≤ (D(I, M¯) + r + 1)
3d!−id+1 + ℓ(L) ≤ (D + r + 1)3d!−d+1.

2. Regularity of associated graded rings: Graded case
Let A = ⊕n≥0An be a Noetherian standard graded algebra over an Artinian
local ring (A0,m0), i.e. A = A0[A1]. As usual, we assume that A0/m0 is infinite. We
denote the maximal homogeneous ideal m0⊕(⊕n≥1An) of A by m. LetM = ⊕n∈ZMn
be a finitely generated graded A-module of dimension d and M = {Mn} a good I-
filtration consisting of homogeneous submodules of M , where I is a homogeneous
m-primary ideal of A. Our goal is to bound reg(G(M)) in terms of reg(M) and r(M)
in the case A is a polynomial ring over a field.
More generally, let A be a homomorphic image of a Gorenstein graded algebra
S with dimS = s. We define e(I,M) to be the degree of the graded module
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GI(M), or equivalently, (d− 1)! times of the leading coefficient of the Hilbert poly-
nomial hGI(M)(t). Then, as in the local case, one can define the homological degree
hdeg(I,M) by formula (1). In particular, if I = m, we set
hdeg(M) := hdeg(m,M) = e(M) +
d−1∑
i=0
(
d− 1
i
)
hdeg(m,Exts+i+1−dR (M,R)).
(14)
In fact, this definition was first given in [5] and [18, Definition 9.4.1].
We now bound reg(G(M)) in terms of r(M) and hdeg(M). Our idea is to reduce
to the local case.
Lemma 2.1. Let I ⊂ A be a homogeneous m-primary ideal. Then
hdeg(Im,Mm) ≤ ℓ(A/I)
d hdeg(M).
Proof. Let p = ℓ(A/I) = ℓ((A/I)m). There is a composition series
0 = L0 ⊂ L1 ⊂ ... ⊂ Lp = (A/I)m.
Hence, mpAm ⊆ Im. By [11, Lemma 1.3], we have
hdeg(Im,Mm) ≤ p
d hdeg(mAm,Mm).
Since the Ext functor commutes with the localization (see, e.g. [15, Theorem 9.50]),
from the recursive formulas (1) and (14) and the fact that e(E) = e(Em) for any
finitely generated graded A-module E, it follows that hdeg(mAm,Mm) = hdeg(M).
Hence, hdeg(Im,Mm) ≤ p
d hdeg(M). 
Theorem 2.2. Let M be a good I-filtration of a graded A-module M of dimension
d. Then
(i) reg(G(M)) ≤ ℓ(A/I) hdeg(M) + r(M)− 1 if d = 1,
(ii) reg(G(M)) ≤ [ℓ(A/I)d hdeg(M) + r(M) + 1]3(d−1)!−1 − d if d ≥ 2.
Proof. Denote byR = A⊕I⊕I2⊕... the Rees algebra ofA w.r.t. I andR+ = ⊕n≥1I
n.
Then we can consider G(M) as a finitely generated module over R. If E = ⊕n∈ZEn
is a graded module over R, we denote by Em and (En)m the localization of E and En
as A-modules with respect to the multiplicative set A \ m. We can consider GI(A)
and G(M) as graded modules over R. Then it is easy to see that (G(M))m ∼= G(Mm)
and (GI(A))m ∼= GIm(Am). This implies
reg(G(M)) = reg(G(Mm)).
On the other hand, by Lemma 2.1,
hdeg(Im,Mm) ≤ ℓ(A/I)
d hdeg(M).
We also have r(Mm) ≤ r(M). Hence, applying Theorem 1.5 to the homological
degree we get the statements of the theorem. 
An important consequence of Theorem 2.2 is
Corollary 2.3. Let I be an m-primary homogeneous ideal of a polynomial ring
A = K[x1, ..., xn] over an infinite field K. Then
(i) reg(GI(A)) ≤ ℓ(A/I)− 1 if d = 1,
(ii) reg(GI(A)) ≤ (ℓ(A/I) + 1)
3(d−1)!−1 − d if d ≥ 2.
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If M is an arbitrary graded module over a polynomial ring A, then we can bound
reg(G(M)) in terms of reg(M), r(M) and some other invariants of M as follows:
Theorem 2.4. Let M be a finitely generated graded module of dimension d over
a polynomial ring A = K[x1, ..., xn]. Let i(M) denote the initial degree of M (i.e.
i(M) = min{p | Mp 6= 0}) and µ(M) the minimal number of generators of M . Then
(i) reg(G(M)) ≤ ℓ(A/I)µ(M)[reg(M)− i(M) + 1]n + r(M)− 1 if d = 1,
(ii) reg(G(M)) ≤ [ℓ(A/I)d(µ(M)(reg(M)−i(M)+1)n)2
(d−1)2
+r(M)+1]3(d−1)!−1−
d if d ≥ 2.
Proof. By [4, Theorem 5.1],
hdeg(M) ≤
[
µ(M)
(
reg(M)− i(M) + n
n
)]2(d−1)2
≤ [µ(M)(reg(M)− i(M) + 1)n]2
(d−1)2
.
Hence, the statement follows from Theorem 2.2. 
In the rest of this section we assume that M is a good I-filtration, where I is
an m-primary ideal generated by homogeneous elements of the same degree. Under
this setting we will give a bound on reg(G(M)) which is much better than the ones
in Theorem 2.4 and holds for any standard graded ring A. In this new setting, we
have
Lemma 2.5. Let i(M) denote the initial degree of M . Let M := M/H0m(M) and
M := M/H0m(M). Then
reg(G(M)) ≤ max{reg(G(M)); reg(M)− i(M) + r(M)}.
Proof. As in the proof of the Lemma 1.9, we have the following exact sequence
0 −→ K −→ G(M) −→ G(M) −→ 0, (15)
where
K =
⊕
n≥0
Mn+1 +Mn ∩H
0
m(M)
Mn+1
is a module of finite length.
Let n ≥ reg(M)− i(M) + r+1, where r := r(M). Note that reg(M) ≥ i(M) and
I is generated by homogeneous elements of degree at least one. Hence,
Mn = I
n−rMr ⊆ I
n−rM ⊆
⊕
p≥reg(M)+1
Mp.
Since H0m(M) ⊆ M and H
0
m(M)p = 0 for all p ≥ reg(M) + 1, we get that Mn ∩
H0m(M) = 0. Hence, Kn = 0. From this fact and the exact sequence (15) we get the
statement of the lemma. 
Lemma 2.6. Let x ∈ I \ mI be a homogeneous element. Assume that the initial
form x∗ of GI(A) is a filter-regular element on G(M). Then x is a filter-regular
element on M .
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Proof. The element x∗ is a filter-regular element on G(M) means that
(Mn+2 : x) ∩Mn =Mn+1 (16)
for all n ≥ n0, where n0 is a certain fixed number. Let u ∈ (0 :M x)p. Since M
is finitely generated and M/Mn0 is of finite length, it follows that u ∈ Mn0 when
p≫ 0. Then, by (16),
u ∈ (0 :M x) ∩Mn0 ⊆ (Mn0+2 : x) ∩Mn0 =Mn0+1.
By induction it implies that
u ∈
⋂
q≥n0
Mq =
⋂
q≫0
Iq−rMr = 0.
This means (0 :M x)p = 0 for p≫ 0, or equivalently x is a filter-regular element on
M . 
We can now improve Theorem 2.4 in the case of an equi-generated ideal I as
follows:
Theorem 2.7. Assume that I is generated by elements of degree ∆ ≥ 1. Let Q
be a homogeneous minimal reduction of I(A/Ann(M)). Let i(M) denote the initial
degree of M . Then
(i) reg(G(M)) ≤ ℓ(M/QM) + r(M) + reg(M)− i(M)− 1 if d = 1,
(ii) reg(G(M)) ≤ [ℓ(M/QM)+r(M)+reg(M)−i(M)+(d−1)∆]3(d−1)!−1−d if d ≥
2.
Proof. The main idea is the same as in the proof of [10, Theorem 4.4]. By Lemma
2.5, it suffices to consider the case depthM > 0. Let r := r(M).
(i) If d = 1, then M is a Cohen-Macaulay module. Hence, by [10, Lemma 2.2],
Lemma 1.8 and [1, Proposition 11.4(iii)], we get
reg(G(M)) = g-reg(G(M)) = a1(G(M)) + 1 ≤ e(G(M)) + r − 1
= e(I,M) + r − 1 = e(Q,M) + r − 1 ≤ ℓ(M/QM) + r − 1.
(ii) d ≥ 2. It is clear that Q is generated by d elements of degree ∆. Then
one can find a minimal basis {x1, ..., xd} of Q such that the initial form x
∗
1 in G
is a filter-regular element on G(M) (see [16, Lemma 3.1]). Note that all elements
x1, ..., xd have degree ∆ ≥ 1. Let x = x1. Then N := M/xM is again a graded
module. Letm = max{r; reg(G(M/xM))}. Using the exact sequence (5) we then get
g-reg(G(M)/x∗G(M)) = g-reg(G(M/xM)) ≤ m. Note that (x2, ...xd) is a minimal
reduction of I(A/Ann(N)). Hence, by [10, Theorem 2.7], Lemma 1.6 and Lemma
1.7 (i) we get
g-reg(G(M)) ≤ m+ ℓ(N/(x2, ..., xd)N)
(
m+ d− 1
d− 1
)
≤ m+ ℓ(M/QM)
(
m+ d− 1
d− 1
)
, (17)
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which is similar to (6). Note that reg(N) ≤ reg(M) + ∆ − 1, r(M/xM) ≤ r and
i(N) ≥ i(M). Let d = 2. By the induction hypothesis we have
reg(G(M/xM)) ≤ ℓ(N/(x2, ..., xd)N) + r + reg(N)− i(N)− 1
≤ ℓ(M/QM) + r + reg(N)− i(M)− 1
≤ ℓ(M/QM) + r + reg(M)− i(M) + ∆− 2.
Hence,
m ≤ ℓ(M/QM) + r + reg(M)− i(M) + ∆− 2.
Together with (17) and Lemma 1.8 this yields
reg(G(M)) = g-reg(G(M)) ≤ [ℓ(M/QM) + r +∆+ reg(M)− i(M)]2 − 2.
If d ≥ 3, then again by the induction hypothesis we get
m ≤ [ℓ(N/(x2, ...xd)N) + r + (d− 2)△+ reg(N)− i(N)]
3(d−2)!−1 − d+ 1
≤ [ℓ(M/QM) + r + (d− 1)△+ reg(M)− i(M)]3(d−2)!−1 − d+ 1.
Hence, using (17) we can complete the proof of (ii). 
3. Regularity of fiber cones
In this section we assume that M = {Mn} is a good I-filtration of a finitely
generated module M over a local ring (A,m), where I is an m-primary ideal. Given
an ideal q containing I, we define
Fq(M) := ⊕n≥0Mn/qMn,
and call it the fiber cone of M with respect to q. This notion was introduced in [13,
Section 5] (see also [9]). If M is the I-adic filtration of A and q = m, then this is the
classical fiber cone Fm(I) = ⊕n≥0I
n/mIn of I. Note that Fq(M) is a graded module
over G = GI(A).
The purpose of this section is to give a bound for the Castelnuovo-Mumford
regularity reg(Fq(M)) in terms of D(I, A) and r(M). We will apply the results of
Section 1. Following [13, (3)] we define a new good I-filtration
qM : M ⊇ qM ⊇ qM1 ⊇ · · · ⊇ qMn ⊇ · · ·
Lemma 3.1. Let M be a finitely generated A-module with dimM = d ≥ 1, M =
{Mn}n≥0 a good I-filtration of M and D(I,M) an arbitrary extended degree of M
with respect to I. Assume that I ⊆ q and Mn+1 ⊆ qMn for all n ≥ 0. Then
(i) a0(Fq(M)) ≤ D(I,M) + r(M) if d = 1,
(ii) a0(Fq(M)) ≤ (D(I,M) + r(M) + 2)
3(d−1)!−1 − d if d ≥ 2.
Proof. Since Mn+1 ⊆ qMn for all n ≥ 0, by [13, Proposition 5.1] we have the
following exact sequence of G-graded modules
0→ Fq(M)→ G(qM)→ N(−1)→ 0,
where N = ⊕n≥0qMn/Mn+1. Therefore
a0(Fq(M)) ≤ a0(G(qM)) ≤ reg(G(qM)).
Note that r(qM) ≤ r(M) + 1. Hence the claim now follows from Theorem 1.5. 
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The study of Hilbert coefficients of M in Section 1 allows us to bound the Hilbert
coefficients of the fiber cone Fq(M).
Proposition 3.2. Under the assumption of Lemma 3.1 we have
(i) e0(Fq(M)) ≤ 2D(I,M)(D(I,M) + r(M)).
(ii) |ei(Fq(M))| ≤ 2(D(I,M) + r(M) + 2)
3(i+1)!−i if 1 ≤ i ≤ d− 1.
Proof. It was shown in [13, (24)] that
ei(Fq(M)) = ei(M) + ei+1(M)− ei+1(qM),
for all 0 ≤ i ≤ d− 1. Let r := r(M). Since r(qM) ≤ r+ 1, by Theorem 1.10, we get
e0(Fq(M)) ≤ |e0(M)|+ |e1(M)|+ |e1(qM)|
≤ D +D(D + r − 1) +D(D + r) = 2D(D + r),
where D = D(I,M), and for 1 ≤ i ≤ d− 1:
|ei(Fq(M))| ≤ |ei(M)|+ |ei+1(M)|+ |ei+1(qM)|
≤ (D + r + 1)3i!−i+1 + (D + r + 1)3(i+1)!−i + (D + r + 2)3(i+1)!−i
≤ 2(D + r + 2)3(i+1)!−i.

Theorem 3.3. Let M be a finitely generated A-module with dimM = d ≥ 1,
M = {Mn}n≥0 a good I-filtration of M . Assume that I ⊆ q and Mn+1 ⊆ qMn for
all n ≥ 0. Then
(i) reg(Fq(M)) ≤ 2D(I,M)(D(I,M) + r(M)) + r(M)− 1 if d = 1;
(ii) reg(Fq(M)) ≤ (D(I,M) + r(M) + 2)
2 +D(I,M)2 − 3 if d = 2;
(iii) reg(Fq(M)) ≤ (D(I,M) + r(M) + 2)
3(d−1)!−1 − d if d ≥ 3.
Proof. We do induction on d. Set D = D(I,M) and r = r(M). Let d = 1. By [10,
Lemma 2.2] and Proposition 3.2(i) we have
a1(Fq(M)) + 1 ≤ e0(Fq(M)) + r − 1 ≤ 2D(D + r) + r − 1.
By Lemma 3.1 it yields
reg(Fq(M)) = max{a0(Fq(M)); a1(Fq(M)) + 1}
≤ max{D + r; 2D(D + r) + r − 1} = 2D(D + r) + r − 1.
Now let d ≥ 2. Note that both G(M) and Fq(M) are modules over G = GI(A).
Hence there exists a generic element x ∈ I \ mI such that x∗ ∈ G is a filter-regular
element on G(M) as well as a filter-regular element on Fq(M) (cf. [13, Proposition
2.2]). Then
Fq(M)/x
∗Fq(M) ∼=
M
qM
⊕ (⊕n≥0
Mn
qMn + xMn−1
),
and
Fq(M/xM) = ⊕n≥0
Mn
qMn + xM ∩Mn
.
Hence we have an exact sequence of G-modules:
0→ K → Fq(M)/x
∗Fq(M)→ Fq(M/xM)→ 0,
where
K = ⊕n≥1
qMn + xM ∩Mn
qMn + xMn−1
.
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By Lemma 1.3(ii) xM ∩ Mn = xMn−1 for all n > reg(G(M)). Therefore K is a
module of finite length and reg(K) ≤ reg(G(M)). The above exact sequence gives
reg(Fq(M)/x
∗Fq(M)) = max{reg(K); reg(Fq(M/xM))}
≤ max{reg(G(M)); reg(Fq(M/xM))}.
By [6, Proposition 20.20],
reg(Fq(M)) = max{a0(Fq(M)), reg(Fq(M)/x
∗Fq(M))}.
Hence
reg(Fq(M)) ≤ max{a0(Fq(M)); reg(G(M)); reg(Fq(M/xM))}. (18)
Note that r(M/xM) ≤ r and by Definition 1.4(ii) D(I,M/xM) ≤ D. Using Theo-
rem 1.5, the inequality (18) and Lemma 3.1 we get
reg(Fq(M)) ≤ max{(D + r + 2)
2 − 2; (D + r + 1)2 − 1; 2D(D + r) + r − 1}
< (D + r + 2)2 +D2 − 3
if d = 2,
reg(Fq(M)) ≤ max{(D + r + 2)
5 − 3; (D + r + 1)5 − 3; (D + r + 2)2 +D2 − 3}
= (D + r + 2)5 − 3
if d = 3, and
reg(Fq(M)) ≤ max{(D + r + 2)
3(d−1)!−1 − d; (D + r + 1)3(d−1)!−1 − d;
(D + r + 2)3(d−2)!−1 − d+ 1}
= (D + r + 2)3(d−1)!−1 − d
for all d ≥ 4. 
As an immediate consequence of the above theorem we get the following bound
for the Castelnuovo-Mumford regularity of the classical fiber cone of an m-primary
ideal.
Corollary 3.4. Let Let I be an m-primary ideal of d-dimensional local ring A. Then
(i) reg(Fm(I)) ≤ 2D(I, A)
2 − 1 if d = 1;
(ii) reg(Fm(I)) ≤ 2D(I, A)
2 + 4D(I, A) + 1 if d = 2;
(iii) reg(Fm(I)) ≤ (D(I, A) + 2)
3(d−1)!−1 − d if d ≥ 3.
In the graded case we can apply the method in Section 2 to bound the Castelnuovo-
Mumford regularity of Fq(M). We formulate here only one result.
Proposition 3.5. Assume that A is a homomorphic image of a Gorenstein graded
algebra, M is a finitely generated graded A-module with dimM = d ≥ 1, I ⊆ q
are graded m-primary of A, and M = {Mn}n≥0 is a good I-filtration of graded
submodules of M such that Mn+1 ⊆ qMn for all n ≥ 0. Then
(i) reg(Fq(M)) ≤ 2ℓ(A/I) hdeg(I,M)(ℓ(A/I) hdeg(I,M) + r(M)) + r(M)− 1 if
d = 1;
(ii) reg(Fq(M)) ≤ (ℓ(A/I)
2 hdeg(I,M) + r(M) + 2)2 + ℓ(A/I)4 hdeg(I,M)2 − 3
if d = 2;
(iii) reg(Fq(M)) ≤ (ℓ(A/I)
d hdeg(I,M) + r(M) + 2)3(d−1)!−1 − d if d ≥ 3.
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