Abstract-A theory of minimizing distortion in reconstructing a stationary signal under a constraint on the number of bits per sample is developed. We first analyze the optimal sampling frequency required in order to achieve the optimal distortionrate tradeoff for a stationary bandlimited signal. To this end, we consider a combined sampling and source coding problem in which an analog Gaussian source is reconstructed from its encoded sub-Nyquist samples. We study this problem under uniform filter-bank sampling and nonuniform sampling with time-varying pre-processing. We show that for processes whose energy is not uniformly distributed over their spectral support, each point on the distortion-rate curve of the process corresponds to a sampling frequency smaller than the Nyquist rate. This characterization can be seen as an extension of the classical sampling theorem for bandlimited random processes in the sense that it describes the minimal amount of excess distortion in the reconstruction due to lossy compression of the samples, and provides the minimal sampling frequency f DR required in order to achieve that distortion. We compare the fundamental limits of combined source coding and sampling to the performance in pulse code modulation (PCM), where each sample is quantized by a scalar quantizer using a fixed number of bits.
I. INTRODUCTION
The minimal sampling frequency required for perfect reconstruction of a bandlimited continuous-time process from its samples is given by the celebrated works of Whittaker, Kotelnikov, Shannon and Landau [4] . However, these results focus only on performance associated with sampling rates; they do not incorporate other sampling parameters, in particular the quantization precision of the samples. This work aims to develop a theory of sampling and associated fundamental performance bounds that incorporates both sampling rate as well as quantization precision.
The Shannon-Kotelnikov-Whittaker sampling theorem states that sampling a signal at its Nyquist freqeuncy is a sufficient condition for exact recreation of the signal from its samples. However, quoting Shannon:
..."we are not interested in exact transmission when we have a continuous [amplitude] source, but only in transmission to within a certain [distortion] tolerance...". [5] In other words, it is in fact impossible to obtain an exact digital representation of any continuous amplitude sample, and therefore any digital representation of an analog signal is prone to some error, regardless of the sampling frequency. is the minimal distortion using codes of rate R. D(R, f s ) is the minimal distortion using sampling at frequency f s followed by coding at rate R, and mmse( f s ) is the minimal distortion from sampling without code-rate constraints.
This raises the question of whether the condition of Nyquist rate sampling can be relaxed when we are interested in achieving the distortion-rate function (DRF), which is anyway the minimal distortion possible when taking quantization into account. The DRF gives the minimal distortion from any digital representation of the signal under a fixed number of bits per unit time. While this implies that the DRF provides a theoretical limit on the distortion as a result of analog to digital (A/D) conversion, in fact, A/D schemes involve both sampling and quantization. For instance, it is possible to determine the analog DRF by mapping the continuous-time process into an equivalent discrete-time representation based on sampling at or above the Nyquist frequency [6, Sec. 4.5.3] . However, since wideband signaling and A/D technology limitations can preclude sampling signals at their Nyquist rate [7] , the data available for encoding under such limitations is a sub-Nyquist sampled discrete-time representation of the signal, rather may be useful in these scenarios.
Evidently, hardware limitations in both sampling and quantization determine current A/D technology [8] . Our goal therefore is to consider the minimal distortion in recovering the original source from a sub-sampled version with lossy compression of the samples.
The distortion due to both sub-Nyquist sampling and lossy compression can be analyzed by considering the combined sampling and source coding model studied in [9] . In this model, the analog source is first sampled, after which the samples are encoded using a code rate of R bits per time unit. The minimal value of the average squared error over all encoding and reconstruction schemes is given by the indirect distortion-rate function (iDRF) of the source given its samples at frequency f s . When the analog source is sampled above its Nyquist rate, there is no loss in the sampling operation and the aforementioned iDRF reduces to the DRF of the analog source. In this paper we ask the following question: given a source coding rate constraint R (for example, as a result of using an R bit quantizer per sample), do we still need to sample at the Nyquist frequency in order to achieve the DRF or is a lower sampling frequency sufficient? By answering this question affirmatively, we establish in this work a sampling frequency which is in general lower than the Nyquist rate, such that sampling at this frequency achieves the distortion-rate bound. That is, as illustrated in Fig. 1 , for a Gaussian stationary process with known statistics, sampling below the Nyquist frequency is possible without additional distortion over that given by Shannon's distortion-rate function associated with Nyquist frequency sampling.
We further consider two important extensions of this result. The first is the distortion-rate performance under more generalized sampling techniques such as nonuniform sampling or sampling with time-varying pre-processing. Our results shows that nonuniform sampling or time-varying pre-processing cannot improve the critical sampling frequency or the optimal distortion-rate performance compared to uniform filter-bank sampling. The second extension concerns the addition of noise before the signal is sampled. This setting leads to an estimation problem of a stationary Gaussian signal from its rate-limited noisy samples. We discuss how the expressions in the noisefree settings are extended to the noisy setting by a simple change of the spectral densities.
Finally, we examine the distortion-rate performance of a very simple and sub-optimal A/D scheme: a scalar quantizer with a fixed number of bits per sample as an encoder and a linear non-causal decoder. We show that for this technique and a fixed bitrate, there exists a sampling frequency that minimizes distortion as it optimally trades-off distortion due to sampling and due to quntization precision. We then compare this optimal sampling frequency to the critical sampling frequency required to achieve the optimal distortion-rate performance of the same source, described by its DRF.
The rest of the paper is organized as follows: in Section II we provide relevant background and a precise definition of the combined sampling and source coding problem. In Section III we review the definition of the iDRF, and show its relevance to nonuniform sampling. Our main results about an optimal sampling frequency that achieves the DRF are described in Section IV. In Section V we consider scalar quantization and show the performance of this sub-optimal A/D scheme compare to the iDRF bound. Concluding remarks are provided in Section VI.
II. BACKGROUND AND PROBLEM FORMULATION
The celebrated Shannon-Kotelnikov-Wittaker sampling theorem asserts that a bandlimited deterministic signal x(·) with finite L 2 norm can be perfectly reconstructed from its uniform samples at frequency f s > f Nyq , where f Nyq is twice the bandwidth of the signal. The reconstruction is given by
where equality holds pointwise. The statement above can be refined when the exact support supp S x of the Fourier transform
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, where a reconstruction formula that generalizes (1) is also available [10] . Lloyd [11] provided an equivalent result for stationary stochastic processes, where the Fourier transform is replaced by the power spectral density (PSD) of the process. When sampling at the Nyquist rate is not possible, the minimal MSE (MMSE) in estimating a Gaussian stationary process from its uniform samples can be expressed in terms of its PSD [12] , [13] , [14] . This MMSE in the case of multi-branch sampling was derived in [9, Sec. IV].
In general, it is possible to translate the problem of estimating a Gaussian stationary process from its samples into the problem of projections into Hilbert spaces generated by complex exponentials [15] , [16] . Meaningful nonuniform sampling in such spaces must also possesses a stability property, in the sense that small jitter in the sampling instances does not significantly increase the distortion [17] . A fundamental result on stable sampling is due to Landau [18] , who showed that perfect stable reconstruction is possible iff the spectral occupancy does not exceed the lower Beurling density of the sampling set, which will be defined below. The spectral occupancy is now termed the Landau rate 1 , and it coincides with the Nyquist rate when the support of the PSD is an interval centered at the origin.
The optimal trade-off between quadratic average distortion and the source coding rate in any description of a Gaussian stationary process X(·) is described by its quadratic DRF which was initially derived by Pinsker in [20] and was reported in [21] . This was extended by Dubroshin and Tsybakov [22] to the case where the information on the source at the encoder is available only through a noisy version of X(·), rather than X(·) itself. Such a problem belongs to the regime of indirect or remote source coding [6, Sec. 4.5.4] .
The problems of indirect source coding and sub-Nyquist reconstruction were recently tied together in [9] , in which a combined sampling and source coding problem of the form in Fig. 2 was considered. The quantities of merit in this problem are the source coding rate R, the average sampling frequency f s , and the average distortion D. The exact relation among these quantities is described by the indirect distortionrate function (iDRF) of a Gaussian process given its samples, denoted by D( f s , R). An exact characterization of D( f s , R) in terms of the PSD of X(·) was derived in [9] for the case of uniform sampling using single and multi-branch samplers. This characterization implies that for a given sampling frequency f s , there exists a lower bound D( f s , R) on the iDRF D( f s , R) that can be attained by multi-branch sampling using a particular set of pre-sampling filters and an arbitrary large number of sampling branches. In this paper we consider this lower bound D( f s , R) and extend it to the case of nonuniform sampling and time-varying pre-processing, where in these cases the definition of f s is extended to be the Beurling density of the sampling set. In addition, we derive conditions on f s and R under which D( f s , R) coincides with the DRF D X (R) of X(·), which is the minimal distortion attainable without the sampling constraint.
To understand intuitively why we may have equality D( f s , R) = D X (R) for sampling frequencies below the Landau rate, i.e., the sampling rate determined by the support of the spectrum,we consider the finite dimensional version of the combined sampling and source coding problem of Fig. 2 . This intuition is presented in the following subsection.
A. The Remote Source Coding of a Gaussian i.i.d Vector Source
Consider the finite dimensional version of the combined sampling and source coding problem of Fig. 2 . In this setting, the source is an n dimensional vector-valued i.i.d process where each sample x is taken from a zero mean multivariate normal distribution with covariance matrix Σ x . The observable process y is related to the source by
where the matrix H ∈ R m×n is denoted the sampling matrix, and can be seen as the counterpart in this example of the pre-processing and the point-wise sampling operations of the system in Fig. 2 . Without constraining the number of bits, the distortion equals the MMSE in estimating x from y given by
where
When y can be encoded using a code of no more than R bits per source realization, minimal the distortion cannot be smaller than the iDRF of x given y, denoted by D x|y (R). This iDRF is given by the following parametric expression (e.g., [6] )
where x + = max{x, 0} and λ i Σ x|y is the ith eigenvalue of the matrix Σ x|y .
From (3) it follows that x can be recovered from y with zero MMSE if and only if
we say that there is no loss of performance in the sampling operation (2) . This condition is satisfied even when m < n, as long as there is equality among the eigenvalues of Σ x and Σ x|y which are larger than θ .
When (5) is satisfied, (4) takes the form
which is Kolmogorov's reverse waterfilling expression for the DRF of the vector Gaussian source x [21] , i.e., the minimal distortion in encoding x using codes of rate R bits per source realization. The key insight is that the requirements for equality between (4) and (6) are not as strict as (5): all that is needed is equality among those eigenvalues that affect the value of (6). In particular, assume that for a point
are larger than θ , where λ 1 ≤ . . . ≤ λ n . Then we can choose the rows of the matrix H to be the m corresponding left eigenvectors of λ n (Σ x ), . . . λ n−m+1 (Σ x ). With this choice of H, the m largest eigenvalues of Σ x|y are identical to the m largest eigenvalues of Σ x , and (6) is equal to (4) . Since the rank of the sampling matrix is now m < n, we effectively performed sampling below the "Nyquist rate" of x without degrading the performance dictated by the DRF of x. One way to understand this phenomena is an alignment between the range of the sampling matrix H and the subspace over which x is transmitted, according to Kolmogorov's expression (6) . That is, when Kolmogorov's expression implies that not all degrees of freedom are utilized by the optimal distortion-rate code, sub-sampling does not incur further performance loss provided the sampling matrix is aligned with the optimal code. This situation is illustrated in Fig. 3 . Taking less rows than the actual degree of H is the finite-dimensional case equivalent to sub-Nyquist sampling in the infinite dimensional setting 2 [23] .
This paper explores the counterpart of the phenomena described above in the richer setting of continuous-time stationary processes. An exact description of the problem and defined throughout.
The existence of a source coding theorem that associates D X|Y (R) to the operational problem of Fig. 2 is the result of transforming transforming the indirect problem into a direct source coding problem for the MMSE estimator of X(·) from Y [·], as explained in [24] . This estimator falls within the class of asymptotic mean stationary processes for which a source coding theorem is well known [25] . In particular, under uniform sampling, this estimator is a Gaussian cyclostationary process and its DRF can be precisely computed [26] .
C. Sampler structure
The sampler in Fig. 2 
The output of the sampler is the vector
Since each of the P branches produces samples at rate f s /P, the average sampling frequency of the system is f s . In this special case of the sampler we use Fig. 5b , is characterized by a sampling set Λ ⊂ R of time samples and a linear time-varying system g. The sampling set Λ is assumed to be uniformly discrete, in the sense that there exists ε > 0 such that |t − s| > ε for every t n = t k ∈ Λ. We will express our results regarding the minimal distortion under nonuniform sampling in terms of the notion of the Beurling density of Λ, defined as follows.
Definition 1 (Beurling density): Denote by n + r (Λ) the maximal number of elements of Λ that belong to a single interval of length r, namely
The lower and upper Beurling densities of Λ are respectively defined by
The function g(t, τ) describes the response of the presampling filter g at time τ to an impulse at time t, namely, the process Y [·] is given by
where we assume that for all t n ∈ Λ, the integral in (10) is finite for almost all realizations of X(·). The iDRF of X(·) given the sequence Y [·] of (10) in the special case of the nonuniform sampler is denoted
Note that D(Λ, R) depends implicitly on g(t, τ).
It may seem that neither of the above two samplers completely generalizes the other. However, it was shown in [27, Fact 1] that for any input signal and any multi-branch sampling system, possibly with a non-uniform sampler at each branch, there exists a single branch time-varying non-uniform sampling system with an equivalent sampling density that yields the same set of sampled output values as the original system. Therefore, sampler (1) is a special case of sampler (2) .
D. Contribution
The first result of this paper concerns the function D( f s , R), obtained by a waterfilling expression over the part of the spectrum of X(·) with largest energy over all subsets of the support of the spectrum with Lebesgue measure f s . In Section III we show that D( f s , R) provides a lower bound on the minimal distortion in nonuniform sampling, i.e., D( f s , R) bounds from below the function D(Λ, R), where f s equals the lower Beurling density of Λ.
The main result of this paper is a proof of the following property of D( f s , R): for a given point (R, D) on the DRF D X (R) of X(·), there exists a frequency f DR such that the equality
is attained for all f s ≥ f DR . This critical frequency f DR depends on R and the PSD S X ( f ), and is strictly smaller than the Nyquist rate if S X ( f ) is not constant over its support. In addition, f DR increases monotonically with R and reduces to the Nyquist rate of X(·) as R → ∞. We note that from the definition of
since then the sampling theorem asserts that there is no information loss in observing Y [·] over X(·).
Our main result says that the condition f s ≥ f Nyq can be relaxed to f s ≥ f DR if we work under a source coding rate constraint R. In other words, there is no further distortion due to sub-Nyquist sampling compared to the distortion-rate trade-off. This situation is illustrated in Fig. 1 . This result can be seen as an extension of the Shannon-Kotelnikov-Whittaker sampling theorem and the characterization of the minimal MSE mmse( f s ) in estimating a signal from its samples at frequency f s , in the sense that it describes the lowest sampling frequency f DR that achieves D(R). Moreover, for a process of finite variance but otherwise unbounded spectral support, there still exists a finite critical sampling frequency f DR such that sampling above this frequency leads to the minimal distortion attainable at this particular bitrate. We also extend our results to the case where noise is added to the process before sampling. The effect of this noise on the total distortion is given in terms of the PSD associated with the MMSE estimator of X(·) from its sampled and noisy observations, which is an attenuated version of the PSD of X(·) according to the noise power. The distinction between the noisy version and the noise-free version is only made for deductive reasons, since, as we show, the effect of noise on the distortion-rate bound can be expressed by a change in the relevant spectral densities.
Finally, we compare the bound D( f s , R) to the performance of a pulse code modulation (PCM) A/D. In this A/D scheme, each sample is mapped to its digital representation using a scalar quantizer. Under this mapping, memory in the input process translates to a redundant digital representation when sampled at the Nyquist frequency. This redundancy increases with the sampling rate since consecutive time samples become more and more correlated. This implies an optimal sampling frequency which trades-off the sampling rate and the number of bits of the scalar quantizer. We find an approximation to this optimal sampling frequency by modeling the scalar quantizer operation as an additive white quantization noise. We observe through several examples of input signals that the optimal sampling frequency in PCM experiences a similar behavior as the critical sampling frequency f DR .
III. MINIMAL DISTORTION UNDER A COMBINED SAMPLING AND SOURCE CODING MODEL
We begin by introducing the function D( f s , R), which provides a lower bound on the distortion under the combined sampling and source coding model of Fig. 2 .
A. Lower Bound from Spectral Density
For f s > 0 and R > 0, we define the function
where x + = max{0, x}, θ is the unique solution to the equation
and the set
over all measurable sets F ⊂ R of Lebesgue measure not exceeding f s . A graphical waterfilling interpretation of the expression (11) is given in Fig. 4 .
The following proposition summarizes various properties of D( f s , R) that follow from previous results from source coding The overall distortion is the sum of the red and the blue areas. The set F ⋆ is the section below the blue/yellow area.
theory and from the combined sampling and source coding setting considered in [9] . In addition, we introduce in this proposition notations that will be used throughout the paper.
is nonincreasing in f s and is strictly decreasing in R, for any
is the DRF of the process X(·) given by the waterfilling expression derived by Pinsker [21] :
for any R > 0. (iii) For any f s > 0 and θ as in (12),
is the MMSE in estimating X(·) from its uniform samples taken at sampling frequency f s under the multi-branch sampler of Fig. 5 and any arbitrary number of sampling branches. In addition:
(iv) For any f s > 0, R > 0 and P ∈ N,
is the iDRF of X(·) given its uniform multi-branch samples with optimal pre-sampling filters
Properties (ii) and (iii) in Proposition 1 imply that the sheet defined by D( f s , R) in the three dimensional space is bounded from below by the two cylinders mmse( f s ) and D X (R), and monotonically converges to them as R and f s go to infinity, respectively. Property (vi) implies that D( f s , R) is a lower bound on the minimal distortion attainable under mutli-branch uniform sampling using any number of sampling branches and any pre-sampling filters. Property (v) shows that this bound is in fact attainable using possibly an arbitrarily large number of sampling branches and an optimal choice of the pre-sampling filter.
The following example demonstrates a special case where D( f s , R) can be attained with a single sampling branch.
Example 1 (Unimodal PSD): Assume that the PSD S X ( f ) is unimodal in the sense that it attains its maximal value at the origin. It is possible to attain the distortion D( f s , R) using a single branch sampler and a pre-sampling filter H ⋆ ( f ) which is a low-pass filter with cut-off frequency f s /2, namely,
and both are given by
Note that in the setting of Example 1 we have:
where mmse( f s ) is defined in (16) . Unlike in the case of a unimodal S X ( f ) considered in Example 1, it is in general impossible to find a single set F ⋆ 1 that simultaneously eliminates aliasing and maximizes the integral (48) over all sets of Lebesgue measure not exceeding f s . Therefore, for a general PSD, D( f s , R) can only be achieved by increasing the number of sampling branches as expressed in Proposition 1-(v).
From property (v) in Proposition 1 and from classical results in source coding theory [22] , [28] applied to our combined sampling and source coding problem, we conclude that a coding scheme that asymptotically achieves D( f s , R) for any PSD is as follows:
(i) Multi-branch sampling at average frequency f s with optimized pre-sampling filters H 1 ( f ), . . . , H P ( f ) and a sufficient number of sampling branches P.
(iii) Vector quantization of code rate R that asymptotically realizes the optimal test channel in the Gaussian distortionrate function [29] of the estimator of X(·) from Y [·], applied to this estimator. 
X(·)
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B. Nonuniform Sampling
In this subsection we will show that this bound cannot be improved even if we allow nonuniform sampling and/or a time varying pre-processing, where we replace f s with the lower Beurling density d − (Λ) of the sampling set Λ. Before proving this statement, we first review relevant results on estimation of Gaussian processes from their non-uniform samples.
The optimal MSE reconstruction of X(·) from the samples Y [·] is the conditional expectation E [X(t)|Y [·]]. The estimator E [X(t)|Y [·]] and therefore the instantaneous error ε(t) X(t) − E [X(t)|Y [·]]
are not stationary in general (to see this, note that ε(t) = 0 for t ∈ Λ while this may not be the case for t = Λ). This last fact motivates us to consider the average MSE error, defined as follows:
Note that in the notation presented in Section II we have
where the first inner limit is guaranteed to exist due to properties of the mutual information of time series [30] .
Assume for simplicity that Y [·] = X(Λ) = {X(t n ), t n ∈ Λ}, i.e., the samples are obtained by sampling X(·) directly without pre-processing (the pre-processing system g is the identity operation in the nonuniform sampler of Fig. 5b ). The problem of finding the estimator
X(t) E [X(t)|Y T [·]]
and the minimal value of mmse X|Y are equivalent to finding the orthogonal projection of X(t) onto the closed linear space generated by Y T [·] , and the norm of the projection to the complement space, respectively. These can be translated to orthogonal projections onto the space L 2 (S X ) of complex valued square integrable functions with respect to the measure with density S X ( f ) [16] . The conditions for mmse X(t)|Y T to vanish as T → ∞ are related to the closeness of the exponentials E (Λ)
, or equivalently, to the fact that Λ defines a set of uniqueness for the Paley-Wiener space Pw(suppS X ) of complex valued functions whose Fourier transform is supported on the set suppS X [19] . However, it was argued in [19] and in [17] that meaningful zero-error reconstruction requires the availability of a set of stable sampling for Pw(suppS X ). Landau showed that stable sampling can be obtained if and only if the lower Beurling density of Λ exceeds the spectral occupancy of X(·) [18] , namely
where µ denotes the Lebesgue measure (see also [31] for a recent and simple proof of Landau's classic result). The importance of the quantity µ(suppS X ) as follows from (18) motivates the following definition: Definition 2 (Landau frequency): The Lebesgue measure of the support of S X ( f ), namely µ (supp S X ), is called the Landau frequency of the process X(·) and is denoted f Lnd (X) or simply f Lnd .
We now extend Landau's characterization of an optimal sampling frequency in three ways: (1) by allowing a timevarying pre-processing operation applied to the source before it is sampled; (2) by describing a lower bound on the squared error when the conditions for perfect stable reconstruction are not met, and (3) by incorporating the error due to lossy compression of the samples.
Consider the system model of Fig. 2 with the nonuniform sampler of Fig. 5b . We have the following result:
Theorem 2: Let Λ be a discrete uniformly spaced subset of R with lower Beurling density d − (Λ). The iDRF of the Gaussian stationary process X(·) given the samples Y [·] = {Z(t n ), t n ∈ Λ} according to the sampler in Fig. 5b satisfies
where D( f s , R) is given by (11) .
Proof: See Appendix B. The full generality of a time-varying nonuniform sampler was discussed in [27] , where it was shown that any time preserving sampling system can be obtained as a special case of this sampler by an appropriate choice of the sampling set Λ and the pre-sampling system 5 g(t, τ). In view of this, Theorem 2 establishes D( f s , R) as a fundamental lower bound describing the amount of minimal distortion attainable under any time preserving sampling system.
We remark that aside from the case of non-uniform periodic sampling, which can be reduced to multi-branch sampling, a full characterization of the pre-sampling system g that minimizes D(Λ, R) is in general unknown.
It follows from (11) that for f s > f Nyq , mmse X ( f s ) = 0 and
where D X (R) is the DRF of X(·) given by (46). In the next section we will see that for processes which have a non-flat spectrum, the equality (19) holds for sampling frequencies smaller than f Nyq or f Lnd . This last phenomena implies that sampling such processes below their Landau frequency is optimal, once a bitrate constraint is imposed.
IV. OPTIMAL SAMPLING FREQUENCY
In Section III we established D( f s , R) as an achievable lower bound on any time preserving sampling system. This section is devoted to the study of properties of this lower bound.
A. Main Result
Our main result in this section is summarized in the following theorem:
Theorem 3: Let X(·) be a Gaussian stationary process with PSD S X ( f ). For each point (R, D X (R)) ∈ [0, ∞)×(0, σ 2 X ) on the distortion-rate curve of X(·) associated with a water-level θ according to (46), let F θ be the set of frequencies f ∈ R such that S X ( f ) > θ . Denote by f DR the Lebesgue measure of F θ . Then for all f s ≥ f DR ,
where D( f s , R) is the optimal indirect distortion-rate function of X(·) given its samples at frequency f s , defined in (11).
We emphasize that the critical frequency f DR depends only on the PSD and on the operating point on the distortion-rate curve which can be parametrized by either D, R or the waterlevel θ using (46).
Proof Sketch: We only provide here a sketch of the proof under the assumption that S X ( f ) is unimodal. A rigorous proof based on this sketch can be found in Appendix C.
In Fig. 6(a) we fix a point (R, D) on the distortion rate curve of X(·) obtained from (46). The set F θ = { f ∈ R : S X ( f ) > θ } is the support of the non-shaded area in Fig. 6(a) . We define the sampling frequency f DR to be the Lebesgue measure of F θ . Fig. 6(b) shows the function D( f s , R) for f s < f DR , where the overall distortion is the sum of the term mmse( f s ) given by the partially shaded area, and the water-filling term given by the blue area. 5 We note that the opposite is not necessarily true. For example, for any irrational number α ∈ R, it is impossible to implement the sampling set Λ ′ Z ∩ αZ using a multi-branch uniform sampler. 
Figs. 6 (c) and (d) show the function D( f s , R) for f s = f DR and f s > f DR , respectively. The assertion of Theorem 3 is that the sum of the red area and the blue area stays the same for any f s ≥ f DR . It can also be seen from Fig. 6 that f DR increases with the source coding rate R and coincides with f Nyq as R → ∞.
It follows from (11) that when f s < f DR , we have that 
for D > mmse( f s ), where R X (D) is the rate-distortion function of X(·).
B. Discussion
From the definition of the functions D(P, f s , R) in Section II and D( f s , R) in (11) it directly follows that D( f s , R) = D X (R) for all f s ≥ f Lnd . Theorem 3 implies that this equality holds for frequencies below f Lnd if F θ is strictly smaller than the support of S X ( f ). This is indeed the case for a signal whose power is not uniformly distributed over its spectral band. For such non-uniform PSDs, there exists a region of values of R for which f DR (R) < f Lnd . Fig. 6(d) shows that within this region, the distortion as a result of reduced-rate sampling (stripes) can be traded with distortion as a result of the lossy representation of the samples (shaded) such that the overall distortion is unaffected. Since optimal lossy compression can be achieved by a vector quantizer [32] , it follows from Theorem 3 that the trade-off between the relative vector quantizer resolution and the sampling frequency in schemes that approach the DRF may be extended to frequencies below the Nyquist rate. More precisely, consider the following sampling and quantization scheme:
(i) Fix a desired output bitrate R. Sample at any rate f DR (R) ≤ f s using the sampler in Fig. 5a with enough 6 sampling branches and optimized pre-sampling filters. (ii) Quantize N samples (collected over all branches) using a vector quantizer of resolution NR/ f s bits. Theorem 3 implies that the average distortion in reconstructing X(·) under the scheme above approaches D X (R) as the block length N goes to infinity.
Note that as R goes to infinity, D( f s , R) converges to mmse( f s ), the water-level θ goes to zero, the set F θ coincides with the support of S X ( f ) and f DR converges to f Lnd . Theorem 3 then implies that mmse( f s ) = 0 for all f s ≥ f Lnd , which agrees with Landau's characterization of the condition for perfect recovery from nonuniform samples. In summary, Theorem 3 extends the sampling theorem in the sense that it describes the necessary sampling frequency to achieve a prescribed point on the distortion-rate curve.
The discussion in Subsection II-A on the finite-dimensional counterpart of the combined sampling and source coding problem suggests the following intuition for our result: Pinsker's waterfilling expression (46) implies that for a Gaussian stationary signal whose power is not uniformly distributed over its spectral band, the optimal distortion-rate tradeoff D X (R) is achieved by communicating only those bands with the highest energy. This means that less degrees of freedom are used in the signal's representation. Theorem 3 implies that this reduction in degrees of freedom can be translated to a lower required sampling frequency in order to achieve D X (R). The counterpart of this phenomena in the finite dimensional case can be observed by the conditions for equality between (4) and (6) as discussed in Subsection II-A.
C. Examples
In the following examples the exact dependency of f DR on R and D is found for various PSDs.
Example 2 (triangle PSD): Consider a Gaussian stationary source with PSD
] be a point on the distortion-rate curve of X(·). It can be shown that
6 By enough we mean that given ε > 0, we take P to be large such that
and f DR = 2 f B (1 − f B θ ) . The exact relation between R and f DR is given by
Expressing f DR as a function of D leads to f DR = 2 f B √ 1 − D. Fig. 7 shows f DR as a function of R according to (22) and similar relations for various other PSDs.
Example 3 (rectangular PSD):
In the case where the PSD of X(·) is of the form
we have that
where the last expression is taken from [9, Exm. VI.1].
Example 4 (Gauss-Markov source): Let X(·) be the Gauss-Markov process with PSD
where f 0 > 0. Note that the support of S Ω ( f ) is the entire real line, and therefore the Nyquist rate of X(·) is infinite, that is, it is impossible to recover X(·) from its samples over any uniformly discrete set. In particular, the MMSE in recovering X(·) from its uniform samples at frequency f s equals the area bounded by the tails of its PSD:
Fix a point (R, D) on the distortion-rate curve and its corresponding θ . We have f DR = 2 f 0 π 1 θ f 0 − 1. This means that the distortion cannot be reduced more by sampling above this frequency. The exact relation between R and f DR can be found to be
The relation (26) and similar relations between f DR to R for other PSDs are illustrated in Fig. 7 . Note that although the Nyquist frequency of the source in this example is infinite, for any finite R there exists a critical sampling frequency f DR obtained from (26) such that D X (R) can be attained by sampling at or above f DR . It is interesting to note that for large values of R the expression (26) 
That is, the number of bits per sample R/ f DR required to achieve D X (R) goes to 1/ ln 2 as R goes to infinity. For example, with sampling frequency f s = R = 1 (samples per time unit) it is possible to obtain a distortion which is larger than D( f DR , R) = D X (R) by a factor of only 1%. 
The critical frequency f DR as a function of the source coding rate R for the PSDs given in the small frames. S Π ( f ), S Λ ( f ) and S X ( f ) have the same bandwidth.
X(·) + ε(·) H(·)
pre-processor 
D. Effect of Noise at the Input
In this section we explain how to generalize Theorems 3 and 4 to the case where the source is corrupted by additive Gaussian noise before it is sampled. This noise can be generated by the sampling operation or come from an external interference.
Specifically, assume that the model in Fig. 2 is changed such that the process at the input to the sampler is given by
where ε(·) is a Gaussian process independent of X(·) with PSD S ε ( f ). The system model obtained by adding the noise is shown in Fig. 8 , where the input to the encoder is the process Y ε [·] obtained by sampling the process X ε (·) using one of the sampling techniques described in Section II.
The iDRF under multi-branch sampling D(P, f s , R), as well as its minimal value D ⋆ (P, f s , R) under the optimal filter-bank sampler, were derived in [9] . It follows from [9] that the adjustment required in order to incorporate the noise is to replace S X ( f ) in (48) and in (47) with the function
.
Note that S X|X ε is the PSD of the minimal MSE estimator of X(·) from its noisy version X ε (·) obtained by a Wiener filter, so that the minimal MSE in this estimation is
Consequently, the lower bound D( f s , R) is given by
where, in accordance with the change in (48), the set F ⋆ is defined as a set that maximizes 
It is now straightforward to extend the proof of Theorem 2 to incorporate input noise by replacing D X (R) with D X|X ε (R) and S X ( f ) with S X|X ε ( f ) throughout. This leads to the following theorem which generalizes Theorem 3:
Theorem 5: Let X(·) be a Gaussian stationary process with PSD S X ( f ) and let ε(·) be a Gaussian stationary process independent of X(·). Consider a point D X|X ε (R) on the iDRF of X(·) given X(·) + ε(·) and its associated water-level parameter θ according to (28) . Denote by f DR the Lebesgue measure of
where D( f s , R) is the optimal indirect distortion-rate function of X(·) given its noisy samples at frequency f s , defined in (27) .
An example demonstrating the effect of noise on the critical sampling frequency f DR is given bellow.
Example 5 (effect of noise on f DR ): Consider the source with triangular PSD S Λ ( f ) defined in (21) and a white Gaussain noise ε(·) with intensity S ε ( f ) = σ 2 ε . The relation between R and f DR obtained from Theorem 5 leads to the following relation between R, f DR and σ 2 ε :
The expression above decreases as the intensity of the noise σ 2 ε increases. Since f DR increases with R, it follows that f DR decreases in σ 2 ε , as can be seen in Fig. 9 where the f DR is plotted versus the SNR 1/σ 2 ε for two fixed values of R. This dependency between the critical sampling frequency f DR and the SNR is expected, since an increase in the SNR decreases mmse X|X ε and leads to the use of more spectral bands in the optimal indirect source code that realizes the iDRF of X(·) given X ε (·) in (28) . As a result, an increment in the sampling frequency allows for more spectral bands to be utilized, which helps D( f s , R) approach (28).
V. SCALAR QUANTIZATION
The combined sampling and source coding setting of Fig. 2 can be seen as limiting the restricted-bitrate representation of the source to be obtained through one of the samplers in Fig. 5 . This implies that the function D( f s , R) provides a lower bound on any A/D conversion scheme which employs any of these samplers, where there are no further limitations on complexity or delay at the encoder and decoder. Indeed, in most cases the lower bound can only be approached at the limit where the block-length of the vector quantizer employed to achieve the iDRF goes to infinity.
In this section we are interested in imposing additional constraints on the restricted-bitrate representation of X(·) and its recovery: the encoder maps each sample Y [n] toŶ [n] at time n using a scalar quantizer with a fixed number of bits q, and the decoder is limited to be a linear function of the quantized samplesŶ [·] . These restrictions can be seen as replacing the encoder in Fig. 2 with a q-bit scalar quantizer and the decoder with a linear MMSE estimator. The result is a system with zero-delay, zero-memory low complexity encoder, known as a pulse-code modulator (PCM) [33] , followed by a linear decoder for reconstruction.
A. System Model
Consider the system described in Fig. 10 . LetŶ [n] be the output of the quantizer at time n, and denote by η[n] the quantization error, i.e.,
The variance of η[n] is proportional to the size of the quantization regions induced by the quantizer, and decreases exponentially with the bit resolution q, provided the size of these regions decreases uniformly [34] . The non-linear relation between the quantizer input and its output complicates the analysis and usually calls for a simplifying assumption that linearizes the problem. A common assumption in the signal processing literature (e.g. [35] , [36] ) which we will adopt here is as follows: 
There exists a vast literature on the conditions under which assumption (A1) provides a good approximation to the system behavior. For example, in [34] Since in our setting the quantizer resolution may also be relatively low as f s approaches R, our analysis under (A1) does not provide an exact mathematical description of the performance limit under scalar quantization. Nevertheless, under (A1) the distortion due to quantization decreases exponentially as a function of the quantizer bit precision and is proportional to the variance of the input signal. These two properties, which hold also under an exact analysis of the error due to scalar quantization with entropy coding [38] , are the dominant factors in the MMSE analysis below.
Under (A1), the relation between the input and the output of the quantizer can be represented in the z domain bŷ This leads to the following relation between the corresponding PSDs:
The block diagram of a generic system that realizes the inputoutput relation (32) is given in Fig. 10 , where, in accordance with (A1), η[·] is a white noise independent of X(·). In what follows, we will derive an expression for the linear MMSE in estimating X(·) fromŶ [·] according to the relation (33) and an optimal choice of the pre-sampling filter H( f ).
The linear decoder finds a reconstruction signalX(·) that minimizes lim
over all possible reconstruction signals of the form
where w(t, n) is square summable in n for every t ∈ R. Note that this decoder is non-causal in the sense that the estimate of the source sample X(t) is obtained from the entire history of the quantized signalŶ [·] . Since all signals in Fig. 10 are assumed stationary, an expression for mmse L X|Ŷ ( f s ) can be found using standard derivations from linear estimation theory. This leads to the following proposition: Proposition 6: Consider the system in Fig. 10 . The minimal time-averaged MSE (34) 
Proof: See Appendix D. The effect of the quantization noise is expressed in (35) by an additive noise with a constant PSD over the digital domain.
Using Hölder's inequality and monotonicity of the function x → x x+1 , the integrand in (35) can be bounded for each f in the integration interval (− f s /2, f s /2) by
where 7 Fig. 11 : Spectral interpretation of Proposition 7: no sampling error when sampling above the Nyquist rate, but intensity of in-band quantization noise increases.
We will denote the two terms in the RHS of (42) as the sampling error and the quantization error, respectively. Fig. 12 shows the MMSE (42) as a function of f s for a given R and various PSDs compared to their corresponding quadratic Gaussian iDRF under sub-Nyquist sampling (46). In Fig. 12 and in other figures throughout, we take c 0 as in (31) which corresponds to an optimal point density of the Gaussian distribution whose variance is proportional to the signal at the input to to the quantizer. The variance of the latter is given by
While σ 2 in depends on the sampling frequency f s , it can be shown to have a negligible effect on the functionD( f s , R) in our area of interest of sampling frequencies close to f Nyq . We therefore continue our discussion assuming σ 2 ∈ ≈ σ 2 X .
C. An Optimal Sampling Frequency
The quantization error in (42) is an increasing function of f s (mainly due to the decrease in the exponent, but also due to the increase in σ 2 in ), whereas the sampling error mmse X ( f s ) decreases in f s . This situation is illustrated in Fig. 11 . The sampling rate f ⋆ s that minimizes (42) is obtained at an equilibrium point where the derivatives of both terms are of equal magnitudes. Fig. 12 shows that f ⋆ s depends on the particular form of the input signal's PSD. If the signal is bandlimited, then we obtain the following result:
Proof: Note that snr f s ,R ( f ) is an increasing function of f s in the interval 0 ≤ f s ≤ R. Since we assume X(·) is bandlimited, we have mmse( f s ) = 0 for f s ≥ 2 f B . This implies
How much f ⋆ s is below 2 f B is determined by the derivative of mmse( f s ), which equals −2S X ( f s /2). For example, in the case of the rectangular PSD S Π ( f ) of Example 3, the derivative of −2S X ( f s /2) for f s < 2 f B is −σ 2 . The derivative of the second term in (42) is smaller than σ 2 for most choices of Fig. 12 : MMSE in PCM as a function of f s for a fixed R and various PSDs, which are given in the small frames. The dashed curves are the corresponding iDRF D( f s , R) given by (46). The rates f ⋆ s and f DR corresponds to the ⋆ and ⋄, respectively. system parameters 8 . It follows that 0 is in the sub-gradient ofD( f s , R) at f s = 2 f B , and thus f ⋆ s = 2 f B , i.e., Nyquist rate sampling is optimal when the energy of the signal is uniformly distributed over its bandwidth. Two more input signal examples, which were considered in Section IV, are given below.
Example 6 (triangular PSD): Consider a triangular input signal PSD S Λ ( f ) as in Example 2. For any f s ≤ 2 f B , we have
Since the derivative of mmse( f s ), which is −2S Λ ( f s /2), changes continuously from 0 to −2σ 2 / f B as f s varies from 2 f B to 0, we have 0 < f ⋆ s < 2 f B . The exact value of f ⋆ s depends on R (or D) and the ratio σ 2 /c 0 . It converges to 2 f B as the value of any of these two increases.
Example 7 (PSD of unbounded support): Consider the PSD S Ω ( f ) of the Gauss-Markov process X Ω (·) of (24) . Since the support of S Ω ( f ) is unbounded, there exists a nonzero sampling error mmse( f s ) for any finite sampling rate f s and therefore the argument in Proposition 8 does not hold. Nevertheless, as can be seen in Fig. 12 , there still exists an optimal sampling frequency f ⋆ s that balances the two trends discussed Subsection V-C.
We can compare f ⋆ s in each of the examples above to the minimal sampling rate f DR (R) that achieves the quadratic distortion-rate function of a Gaussian process with the same PSD, given by Theorem 3. In the case of the PSD S Λ ( f ) in (21) , the exact relation between f DR and R was derived in Example 2. We plot f ⋆ s and the corresponding f DR in Fig. 13 , as a function of R. It can be seen that f ⋆ s is smaller than f DR , where both approach 2 f B as R increases. In the case of the PSD S Ω ( f ) in (24) , the relation between f DR and R is given by (26) . This is plotted together with f ⋆ s versus R in Fig. 14 Note that since S Ω ( f ) is not bandlimited, f DR is not bounded in R since there is no sampling rate that guarantees perfect reconstruction for this signal.
D. Discussion
Under a fixed bitrate constraint, oversampling no longer reduces the MMSE since increasing the sampling rate forces a reduction in the quantizer resolution and increases the magnitude of the quantization noise. As illustrated in Fig. 11 , for any f s below the Nyquist rate the bandwidth of both the signal and the noise occupies the entire digital frequency domain, whereas the magnitude of the noise decreases as more bits are used in quantizing each sample.
It follows that f ⋆ s cannot be larger than the Nyquist rate as stated in Proposition 8, and is strictly smaller than Nyquist when the energy of X(·) is not uniformly distributed over its bandwidth, as in Example 6. In this case, some distortion due to sampling is preferred in order to increase the quantizer resolution. In other words, restricted to scalar quantization, the optimal rate R code is achieved by sub-sampling. This behavior ofD( f s , R) is similar to the behavior of the information theoretic bound D( f s , R), as both provide an optimal sampling rate which balances sampling error and lossy compression error. On the other hand, oversampling introduces redundancy into the PCM representation, and yields a worse distortion-rate code than with f s = f ⋆ s . In this aspect the behavior ofD( f s , R) is different than D( f s , R), since the latter does not penalize oversampling because the in the system model of Fig. 2 , the encoder has the freedom to discard redundant samples.
The trade-off between sampling rate and quantization precision is particularly interesting in the case where the signal is not bandlimited: although there is no sampling rate that guarantees perfect reconstruction, there is still a sampling rate 6 The curves do not go further left since in our model we restrict the sampling rate to be smaller than the output bitrate R. (24).
that optimizes the aforementioned trade-off and minimizes the MMSE under a bitrate constraint.
The similarity between f ⋆ s and f DR as a function of R suggests that in order to implement a sub-Nyquist A/D converter that operates close to the minimal information theoretic sampling rate f DR , the principle of trading quantization bits with sampling rate must be taken into account. The observation that f
in Examples 6 and 7 raises the conjecture as to whether (44) holds in general. This may be explained by the diminishing effect of reducing the sampling rate on the overall error. In other words, the fact thatD( f ⋆ s , R) ≥ D(R) implies that a distortion-rate achievable scheme is more sensitive to changes in the sampling rate than the sub-optimal implementation of A/D conversion via PCM. The dependency of f ⋆ s in the spectral energy distribution S X ( f ) has a time-domain explanation: for a fixed variance σ 2 X , two consecutive time samples taken at the Nyquist rate are more correlated (in their absolute value) when the PSD is not flat. Consequently, more redundancy is present after sampling than in the case where the PSD is flat. The main discovery of this section is that part of this redundancy can be removed simply by sub-sampling, where this is in fact the optimal way to remove it when we are restricted to the PCM setting of Fig. 2 .
VI. CONCLUSIONS
We considered a combined sampling and source coding model in which an analog source is described from its ratelimited nonuniform samples. We have shown that for any given bitrate R, there exists a critical sampling frequency denoted f DR , such that the distortion-rate function can be achieved by sampling at or above f DR . The critical frequency f DR is strictly smaller than the Nyquist or Landau rates for processes whose power is not uniformly distributed over their spectral band. In addition, f DR increases as the source coding rate increases and converges to the Nyquist rate as the source coding rate goes to infinity.
The results in this paper imply that with an optimized filterbank sampler, sampling below the Nyquist rate and above f DR does not degrade performance in the case where lossy compression of the samples is introduced. Since lossy compression due to quantization is an inherent part of any analog to digital conversion scheme, our work suggests that sampling below the Nyqusit rate is optimal in terms of minimizing distortion in many practical models.
We also considered the case of a more restricted encoder and decoder which corresponds to a pulse-code modulation (PCM) sampling and quantization scheme. That is, instead of a vector quantizer whose block-length goes to infinity, a PCM is a zero-memory zero-delay quantizer. Under a fixed bitrate at the output of this quantizer, there exists a trade-off between bit-precision and sampling frequency. We examined the behavior of this trade-off under an approximation of the scalar quantizer using additive white noise. We have shown through various examples that the optimal sampling frequency in PCM A/D system experiences a similar behavior to the critical rate f DR .
There are a few important future research directions that arise from this work. First, while we restricted ourselves to linear (time-varying) pre-processing operation before the signal is sampled, it is important to understand whether the distortion at a given sampling rate can be improved by considering nonlinear pre-processing. Indeed, such improvement is seen in the case of setting of [41] , where a finite dimensional sampling system with a Gaussian input is considered. Moreover, reduction of optimal sampling under bitrate constraint from the Nyquist frequency to f DR can be understood as the result of a reduction in degrees of freedom in the compressed signal representation compared to the original source. A similar principle may hold in signal models other than a stationary Gaussian process for which sampling theorems are established [4] , which may lead to a relaxation in the conditions for optimal sampling of such signals.
APPENDIX A
In this section we provide a proof of Proposition 1. Some of the properties given in Proposition 1 follows directly from [9] , in which case they are repeated here for completeness.
Proof of property (i):
Consider an expression of the form
For any R > 0 and 
When supp S X = R, for ε > 0 we take M > 0 such that
For any f s > 2M we have
Fix R and θ that satisfies (12) and θ ′ that satisfies (14b). Note that since
While it is possible to prove the reverse inequality using an analogous chain of arguments, it is also possible to use the operational interpre-
Indeed, as proven by a corresponding coding theorem, D X (R) describes the minimal distortion in the representation of X(·) using rate-R codes. In addition, the distortion D( f s , R) is achievable by property (vi) and corresponds to a representation of X(·) using rate-R codes applied to its samples.
Proof of property (iii):
The fact that mmse( f s ) of (16) describes the MMSE in estimating X(·) in mutli-branch uniform sampling follows from [9, Thm. 10] 
Proof of property (vi): It was shown in [9] that by minimization D(P, f s , R) over the pre-sampling filters H 1 ( f ), . . . , H P ( f ), we obtain
for sampling at frequency f s /P, i.e., integer shifts of F ⋆ p by f s /P are almost always 9 disjoint. (ii) Energy maximization -the passband F ⋆ p is chosen to maximize
subject to the aliasing-free property of (i). The aliasing-free property of F ⋆ p implies [9, Prop. 2] that µ(F ⋆ p ) ≤ f s /P, and thus
From the definition of F ⋆ ( f s ) it follows that for any f ,
We can now apply the same argument as in the proof of
Proof of property (v):
It follows from [9, Thm. 10] that F ⋆ ( f s ) can be approximated by a finite number P of disjoint aliasing-free sets F 1 , . . . , F P with respect to shifts by f s /P such that
Take
Since the argument in the proof of (i) showed that D is non-increasing in S( f ), we conclude that
The reverse inequality is given by (vi).
APPENDIX B
In this appendix we provide a proof of Theorem 2. We first consider the case of a periodic sampling set with period T , i.e., Λ is a uniformly discrete set which satisfies Λ = Λ + T .
Denote by P the number of points in Λ in an interval of length T , then it is easy to see that the Beurling density of Λ is given by d(Λ) = PT . In order to simplify the analysis, we add the assumption (that later will be removed) that g(t + T k, τ) = g(t, τ) for all k ∈ Z, i.e. g(t, τ) is periodic in τ with period T . Denote by t 0 , . . . ,t P−1 the members of Λ inside the interval [0, T ), and continue to enumerate the members of Λ in the positive direction in a similar manner. Similarly, enumerate the negative elements of Λ starting from t −1 ,t −2 . Without loss of generality we can assume that t 0 = 0. By the periodicity of Λ, t p+Pk = t p + T k for all p = 0, . . . , P − 1 and k ∈ Z. For n = p + kP we have, We now down-sample the discrete-time index by a factor P, and replace the process Y Λ,g [·] by a vector valued process which contains the P indices kP, kP + 1, . . . , kP+ P− 1, namely Y Λ,g [k] = (Z(T k), . . . , Z(T (k + P − 1))). 9 By almost always we mean for all but a set of Lebesgue measure zero.
For p = 0, . . . , P − 1 denote g t p (t) g(t p ,t p + t), t ∈ R.
It follows that for any p = 0, . . . , P − 1 and k ∈ Z we have Z(T (Pk + p)) = ∞ −∞ g t p (T Pk − τ)X(τ)dτ.
(50)
Since g t p (t) defines an LTI system, it follows that sampling with the set Λ and the pre-processing system g(t, τ) is equivalent to P uniform sampling branches each of sampling frequency 1/T and a pre-sampling filter
where G t p ( f ) is the Fourier transform of g t p (t) with respect to t, for p = 0, . . . , P − 1. Denote by D Λ,g (R) the iDRF of X(·) given Y Λ,g [·] . The bound derived in [9] (see also Section III) on distortion under uniform filter bank sampling implies
This completes the proof for periodic sampling with a periodic pre-processing system g(t, τ).
We now extend the proof to the general case of a nonperiodic Λ and g. Let δ > 0 and let T 0 be such that for all T > T 0 (δ ) there exists u T ∈ R such that 
Fix T > T 1 (ε). Consider the finite sampling set Λ T = Λ ∩ ([0, T ] + u T ) and its periodic extensioñ
Note that
We also extend g(t, τ) periodically as
where we used the notation [t] to denote t modulo the grid u T + T Z, that is t = [t] + nT + u T where n ∈ Z and 0 ≤ [t] < T . We denote by YΛ T ,g T [·] the process obtained by sampling with the periodic setΛ T and the periodic pre-processing systemg T (t, τ), i.e., for t n ∈ Λ T ,
YΛ
T ,g T [n] = 
It follows from (53) that Y Λ T ,g ⊂ YΛ T ,g T , and this evidently implies
where in (54) and henceforth, we explicitly denoted the dependency of D in the pre-processing system in order to avoid confusion. In addition, the process YΛ T ,g T [·] can be seen as the result of sampling X(·) using the periodic sampling setΛ T with a periodic pre-processing system, both of period T . By the first part of the proof we have
From (51), (54) and (55) it follows that
where the last inequality in (56) is due to the monotonicity of D X ( f s , R) in f s . The proof is completed by noting that ε and δ can be taken arbitrary small, and D X ( f s , R) is continuous in f s (as evident from the definition in (11)).
APPENDIX C
In this appendix we prove Theorem 3. The setting is as introduced in the problem formulation in Section II.
Let (R, D) be a point on the distortion rate curve of X(·), which is given by (46). Denote
We have
and
Denote by f DR the Lebesgue measure of F θ . Let F ⋆ be a set that maximizes
among all sets F ⊂ R of Lebesgue measure not exceeding f DR . We will prove that the set F θ coincides with the set F ⋆ in the sense that the symmetric difference between the two F ⋆ \ F θ ∪ F θ \ F ⋆ is of Lebesgue measure zero. Since µ(F ⋆ ) = µ(F θ ) = f DR , it follows that µ(F ⋆ \ F θ ) = µ(F θ \ F ⋆ ). By the definition of F ⋆ ,
which leads to
This implies
so that equality holds in (57). Now if µ(F ⋆ \ F θ ) > 0, then
which contradicts (57). We conclude
From this last fact it follows that
It follows from Proposition 1 that D( f s , R) is non-decreasing in f s and bounded from below by D X (R). We thus conclude that the equality in (58) holds for any f s ≥ f DR .
APPENDIX D
In this Appendix we provide the proof of Proposition 6 and an expression for the linear MMSE estimator. 
