ABSTRACT. In this paper we analyse the structure of the Cuntz semigroup of certain C(X)-algebras, for compact spaces of low dimension, that have no K 1 -obstruction in their fibres in a strong sense. The techniques developed yield computations of the Cuntz semigroup of some surjective pullbacks of C * -algebras. As a consequence, this allows us to give a complete description, in terms of semigroup valued lower semicontinuous functions, of the Cuntz semigroup of C(X, A), where A is a not necessarily simple C * -algebra of stable rank one and vanishing K 1 for each closed, two sided ideal. We apply our results to study a variety of examples.
INTRODUCTION
To any C * -algebra A, one can attach an ordered semigroup Cu(A), the Cuntz semigroup of A. It was originally devised by Cuntz in [10] , and can be constructed using suitable equivalence classes of positive elements in the stabilisation of A, in a similar way as the projection semigroup is built out of the Murray-von Neumann equivalence. Coward, Elliott and Ivanescu proved in [9] that the order relation in Cu(A) has additional properties and a new category Cu was defined for ordered semigroups with this structure. This category was shown to be closed under sequential inductive limits, and it was furthermore proved that the assignment A → Cu(A), from the category of C * -algebras to the category Cu, is functorial and (sequentially) continuous.
The study of the Cuntz semigroup has had a resurgence in recent years, mainly due to its impact in Elliott's classification program. Notably, one of its order properties is the key to distinguish two non-isomorphic C * -algebras that agree on the Elliott invariant and several possible extensions of it; see [32] . For well behaved simple algebras, this semigroup can be recovered from the classical Elliott invariant (see [5] , [6] ), and in the non-simple case it has already been used to prove actual classification results (see, e.g. [7] , [8] , [25] , [26] , [30] ).
However, due to its complexity, this semigroup becomes an object very difficult to describe. Already in the commutative setting, it requires to understand the isomorphism classes of fibre bundles over the spectrum X of the algebra. In cases where there are no cohomological obstructions, a description via point evaluations has been obtained in terms of (extended) integer valued lower semicontinuous functions on X (see [24] , [27] ). A natural class to consider consists of those algebras that have the form C 0 (X, A), for a locally compact Hausdorff space X. When A is a unital, simple, non type I ASH-algebra with slow dimension growth, the case C 0 (X, A) has been studied in [31] . The description of Cu(C 0 (X, A)) is given in terms of pairs of certain projection valued functions and semigroup valued lower semicontinuous functions (see below).
In this paper we study the Cuntz semigroup of C(X)-algebras A when X is a second countable, compact Hausdorff space of dimension at most one. We also assume that each fibre of A has stable rank one and vanishing K 1 for every closed, two sided ideal. Our approach is based on describing Cuntz equivalence classes by means of the corresponding classes in the fibres, thus seeking to recover global information from local data. We do so by analysing the natural map
Of particular interest will be the algebras of the form C 0 (X, A) for a not necessarily simple algebra A, as in this case the range of the previous map can be completely identified. This is achieved in Theorem 3.4. The strategy combines a number of ingredients, each of which may well have independent interest. We discuss them below.
In Section 2, we are exclusively concerned with X = [0, 1] and prove in Theorem 2.1 that the map above is an order-embedding for a C([0, 1])-algebra whose fibres have the said conditions. If, further, the algebra has the form C([0, 1], A), we show that the range of the map can be described as the semigroup of lower semicontinuous functions on X with values in Cu(A), denoted by Lsc(X, Cu(A)) (Corollary 2.7). To do this, we need to show that this semigroup belongs to the category Cu, and this requires a deeper analysis of general semigroups of the form Lsc(X, M) with M a semigroup in Cu. In order not to interrupt the flow of the paper, we postpone this discussion until Section 5, where in fact we prove that, for any finite-dimensional second countable, compact Hausdorff space X and any separable C * -algebra A, the semigroup Lsc(X, Cu(A)) belongs to Cu (see Theorem 5.15) .
Pullbacks are the main theme in Section 3 as they provide us a way to deal with more general spaces. We consider surjective pullbacks of the form B ⊕ A(Y ) A, where A is a C(X)-algebra, Y is a closed subset of X and B is any C * -algebra (where the maps are given by the natural projection A → A(Y ) and a * -homomorphism B → A(Y )). Any such pullback gives rise to a diagram of the corresponding Cuntz semigroups. We relate, in Theorems 3.1, 3.2 and 3.3, the pullback in the category of ordered semigroups with the Cuntz semigroup of the C * -algebra pullback. The methods developed allow us to prove, in Theorem 3. 4 , that the Cuntz semigroup of C(X, A) is order-isomorphic to Lsc(X, Cu(A)), where X has dimension at most one, A has stable rank one and vanishing K 1 for each closed, two sided ideal. If, further, A is an AF-algebra, the same result is available for spaces of dimension at most 2 and vanishing secondČech cohomology group (Corollary 3.6). A key ingredient in the proofs is the continuity of the functors Lsc(X, −) and Lsc(−, Cu(A)), also proved to hold in Section 5 (Proposition 5.18 ). This description yields, as a consequence, a cancellation result, namely that Cu(C(X, A)) is order-cancellative with respect to the relation ≪ (see below).
In Section 4 we discuss applications of the previous results in some computations of Cu(A). Mainly, combining the results above, we can give a description of the Cuntz semigroup for algebras obtained by a successive pullback construction. This includes one dimensional rsh-algebras and, more specifically, one dimensional non commutative CWcomplexes. We also offer a computation of the Cuntz semigroup of dimension drop algebras over the interval and over certain two dimensional spaces, as well as a description of the Cuntz semigroup of the mapping torus of an algebra A.
PRELIMINARY RESULTS AND DEFINITIONS
1.1. Cuntz Semigroup. Let A be a C * -algebra. Recall that a positive element a is said to be Cuntz subequivalent to b ∈ A + , written a b, if there exists a sequence (x n ) in A such that x n bx * n → a. This defines a preorder in A + and we say that a is Cuntz equivalent to b, a ∼ b, if a b and b a. Proof. The proof of the equivalence between (i) and (iv) is essentially that of [28, Proposition 2.4 (v)], where it is stated for algebras with stable rank one. We briefly sketch the necessary modifications to extend it to the case of stable algebras. Given ǫ > 0, write (a − ǫ/2) + = zz * with z * z ∈ Her(b). By [1, Lemma 4.8], we know that
where v is the partial isometry in the polar decomposition of z * .
The Cuntz semigroup of A is defined as the set of Cuntz equivalence classes in the stabilized algebra, (A ⊗ K) + / ∼ and is denoted by Cu(A). Equip Cu(A) with the order induced by Cuntz subequivalence and addition given by Recall that, in an ordered semigroup M, a is said to be compactly contained in b, denoted a ≪ b, if whenever b ≤ sup n c n for some increasing sequence (c n ) with supremum in M, implies there exists n 0 such that a ≤ c n 0 . A sequence (a n ) such that a n ≪ a n+1 is said to be rapidly increasing. The following theorem summarizes the structure of Cu(A).
This implies that (b n ) is rapidly increasing and that sup n b n = sup n a n = a.
Let now A be a separable C * -algebra, which we may take to be stable. Let F be a countable dense subset of A + , and consider the set
For this m, there is a ∈ F such that b − a < 1/4m. From this, we first obtain
Observe also that (a − 1/2m) + − b < 1/2m + 1/4m = 3/4m, whence
Thus the result follows from the first part of the proof and the fact that Cu(A) is a semigroup in Cu.
The following lemma is a modification of Lemma 2 of [8] : Lemma 1.4. Let A be a C * -algebra, and let B be a hereditary subalgebra such that B ⊆ GL(B ∼ ). If a is a positive contraction, and x 0 , x 1 ∈ A are such that x 0 x * 0 , x 1 x * 1 ∈ B, and a − x * 0 x 0 < ǫ, a − x then there exists a unitary u in B ∼ such that
Proof. By Proposition 1 of [26] , applied to the elements a and x 0 , there exists y 0 ∈ A such that
(A straightforward computation shows that Proposition 1 of [26] holds for C = 4.) Similarly, there exists y 1 ∈ A such that
It follows now from Lemma 2 of [8] , applied to the elements y 0 and y 1 , that there exists a unitary u ∈ B ∼ such that
(Note that Lemma 2 of [8] still holds if the assumption of B having stable rank one is replaced by B ⊆ GL(B ∼ ).) Therefore,
1.2. C(X)-algebras. Let X be a compact Hausdorff space. Recall that a C(X)-algebra is a C * -algebra A endowed with a unital * -homomorphism θ from C(X) to the center Z(M(A)) of the multiplier algebra M(A) of A (see, e.g. [11] ). We shall refer to the map θ as the structure map.
For each closed subset Y of X, we define A(Y ) to be the quotient of A by the closed two sided ideal C 0 (X \ Y )A, which is a C(X)-algebra in the natural way. The quotient map is denoted by
denotes the quotient map. In the case that Y = {x} the C * -algebra A(x) := A({x}) is called the fibre of A at x, and we write π x for π {x} . The image by π x of an element a ∈ A is denoted by a(x). It is well known that, for all a ∈ A, the map x → a(x) is upper semicontinuous. Moreover, if a ∈ A one has that a = sup x∈X a(x) and the supremum is attained (see, e.g. [2, Proposition 2.8]).
The following lemmas will be used in a number of instances, and are quite possibly well known. We include their proofs for completeness. Lemma 1.5. Let A be a C(X)-algebra. Then, A ⊗ K is a C(X)-algebra and for any closed set Y of X there exists a * -isomorphism
Proof. Abusing the language, define θ : C(X) → Z(M(A ⊗ K)) on elementary tensors by θ(f )(a ⊗ k) = (θ(f )a) ⊗ k, whenever a ∈ A and k ∈ K, and where θ is the structure map for A. This endows A ⊗ K with a structure map. Now, if Y is closed in X, we have an exact sequence
Tensoring by the compacts we obtain another exact sequence
Remark 1.6. Let A be a C(X)-algebra. Then, Lemma 1.5 implies that the natural map π x : A → A(x) induces, at the level of the Cuntz semigroup, a map Cu(A) → Cu(A(x)) that can be viewed as [a] → [a(x)]. In turn, these maps define a map
Thus, by the previous lemma, when computing the Cuntz semigroup of A we may assume that A, A(x) and A(Y ) are stable.
Lemma 1.7. Let A be a C(X)-algebra and let
Proof. (i). Since the quotient of B by the C*-algebra A is a C*-algebra, B itself is a C*-algebra. It is clear that B is a C(X)-algebra and that A is a closed two-sided ideal of B.
The second part of the lemma follows from part (v) of [11 Proof. By Remark 1.6 and since our assumptions on A and its fibres are stable, we may assume that A and its fibres are stable at the outset. Let 0 < ǫ < 1 be fixed, and let us suppose that a, b ∈ A are positive contractions such that a(t) b(t), for all t ∈ [0, 1]. We need to show that a b.
. Then B is a C*-algebra that contains A as a closed two-sided ideal by (i) of Lemma 1.7. In addition, by (ii) of Lemma 1.7 we have that a(t) b(t) in B(t), for all t ∈ [0, 1]. By the definition of the Cuntz order and since B(t) is a quotient of B for each t ∈ [0, 1] there exists d ∈ B such that 
for all t ∈ U i and all 1 ≤ i ≤ n. Moreover, we may choose the open intervals
is also a hereditary subalgebra of π t i (A), the stable rank of Her(b(t i )) is one. We now have
Hence, by Lemma 1.4 there exists a unitary u i in the unitization of Her(b(t i )) such that
). This implies that the unitization of Her(b(t i )) is isomorphic to the C*-algebra Her(b(t i )) + C · 1 M(A) (t i ). Therefore, we may assume that the unitary u i belongs to this algebra.
Using [3, Theorem 2.8] and that A(t i ) is separable we conclude that Her(b(t i )) is stably isomorphic to an ideal of π t i (A), which is in turn isomorphic to an ideal of A(t i ). Hence, it follows from our assumptions that K 1 (Her(b(t i ))) = 0. Since sr(Her(b(t i ))) = 1, we know from [23, Theorem 2.10] 
be the elements defined by y 1 = x 1 , and
for all t ∈ U i . Moreover,
Thus,
Since the norm is upper semicontinuous there exists δ > 0 such that 
defined by
Then, y ∈ A, yy * ∈ Her(b), and
Let us show that a−y * y < 28ǫ. By (1) and (2) it is enough to show that a(t)−y(t) * y(t) < 28ǫ for t ∈ (t i − δ, t i + δ). We have
We have found an element y ∈ A such that a − y * y < 28ǫ, and yy * ∈ Her(b). This implies by Lemma 2.2 of [18] that (a − 28ǫ) + b in A. Therefore,
This concludes the proof of the theorem.
In the particular case of C(X, A), for a given C * -algebra A, all fibres are naturally isomorphic to A, and hence the image of the map α in the theorem above can be viewed as functions from X to Cu(A), that are lower semicontinuous in a certain topology. 
Given a separable C * -algebra A, the sets
} define a basis of a topology in Cu(A) named the Scott Topology (see, e.g. [16] ). Definition 2.3. Let X be a topological space, M a semigroup in Cu, and f : X → M a function. We say that f is lower semicontinuous if, for all a ∈ M, the set f −1 (a
We shall denote the set of all lower semicontinuous functions from X to M by Lsc(X, M).
In section 5 we prove that in the general case of a second countable finite dimensional topological space X and a countably based semigroup M in Cu, Lsc(X, M), equipped with the pointwise order and addition, is a semigroup in the category Cu. The key step in the argument is to show that any function f ∈ Lsc(X, M) is a supremum of a rapidly increasing sequence of functions that have a special form. We describe these functions in the particular case of the interval X = [0, 1], and refer the reader to section 5 for the general case.
Definition 2.4. Let A be a C * -algebra. Given the following data
, we then say that g is a piecewise characteristic function for f . We denote the set of all such functions by χ(f ).
It is easily verified that a piecewise characteristic function as above is lower semicontinuous. 
Proof. Suppose that f 2 is described as in Definition 2.4 with x i = [a i ] for some a i ∈ A. Let f 2,ǫ be the function with the same form as f 2 but with
Since A is stable, the unitary group of the multiplier algebra M(A) is connected in the norm topology (see, e.g. [33, Corollary 16.7] ). Therefore, for each i = 0, 1, . . . , r there exists a continuous path
Let (λ i ) 
, respectively (i.e., they are non-zero in each point of the corresponding interval and zero elsewhere). Let us define g 2 ∈ C([0, 1], A) by
(In the equation above we are taking λ r+1 = 0 and a r+1 = 0.)
If t ∈ (t 2j+1 , t 2j+2 ) with 0 ≤ j ≤ r − 1, then
It follows that α([g 2 ]) = f 2,ǫ , which proves the result.
Theorem 2.6. Let A be a separable C * -algebra. If the natural map
is an order embedding, then it is an isomorphism in the category Cu.
Proof. Without loss of generality we may assume that A is stable. In addition, we only need to prove that α is surjective since by our assumptions this will imply that it is an order-isomorphism, whence an isomorphism in the category Cu. Let f ∈ Lsc([0, 1], Cu(A)). We know from Proposition 5.14 combined with Lemma 1.3 that there is a rapidly increasing sequence of functions (f n ) in χ(f ) such that f = sup f n . By Lemma 2.5, we may suppose that there exists g n ∈ C([0, 1], A) + with α([g n ]) = f n . As α is an order-embedding by assumption, the sequence
From Theorems 2.1 and 2.6, we immediately obtain the corollary below. Much more is true, as will be shown in the next section.
Corollary 2.7. Let A be a separable C
* -algebra with stable rank one such that K 1 (I) = 0 for every closed two-sided ideal I of A. Then, the map
given by α([a])(t) = [a(t)] is an isomorphism in the category Cu.
PULLBACKS
In this section we extend the previous results to spaces of dimension at most one. En route to our result, we analyse the behavior of the functor Cu under the formation of certain pullbacks, which we describe below.
Let A, B, and C be C*-algebras. Let π : A → C and φ : B → C be * -homomorphisms. We can form the pullback
By applying the Cuntz functor Cu(·) to the * -homomorphisms π and φ we obtain Cuntz semigroup morphisms (in the category Cu) Cu(π) : Cu(A) → Cu(C) , and Cu(φ) : Cu(B) → Cu(C).
Let us consider the pullback (in the category of ordered semigroups)
Then, we have a natural order-preserving map
Observe that since Cu(π) and Cu(φ) are maps in Cu, the pullback semigroup Cu(B) ⊕ Cu(C) Cu(A) is closed under suprema of increasing sequences. Note also that the map β preserves suprema.
Theorem 3.1. Let A, B, and C be C*-algebras such that C is separable, has stable rank one, and K 1 (I) = 0 for every closed two-sided ideal I of C. Let φ : B → C and π : A → C be * -homomorphisms such that π is surjective. Then, the map
Proof. By [21, Theorem 3.9] applied to Y = K we may assume that A, B, and C are stable. Let (b 1 , a 1 ) and (b 2 , a 2 ) be positive contractions of B ⊕ C A such that a 1 a 2 and b 1 b 2 . Let 0 < ǫ < 1. Then, by the definition of the Cuntz relation there are x ∈ A and y ∈ B such that
Since π(a 1 ) = φ(b 1 ) and π(a 2 ) = φ(b 2 ), the equations above imply that
Using [3, Theorem 2.8] and that C is separable it follows that Her(a 2 ) is stable isomorphic to an ideal of C. Hence, by our assumptions K 1 (Her(π(a 2 ))) = 0. Since sr(A) = 1, we have by [23, Theorem 2.10] that U(Her(π(a 2 ))) = U 0 (Her(π(a 2 ))). Therefore, u is in the connected component of the identity. By the surjectivity of the map π there exists a unitary v ∈ Her(a 2 ) ∼ such that π(v) = u, where π : A ∼ → C ∼ is the extension of π to the unitization of the algebras A and C. In addition, there exists y ′ ∈ Her(a 2 ) such that π(y ′ ) = φ(y). Hence, we have
Also,
Since π(z) = φ(y) the element (y, z) belongs to B ⊕ C A, and by the previous computation
In addition, since yy * ∈ Her(b 2 ) and zz * ∈ Her(a 2 ) we have
By [18, Lemma 2.2] we have
Therefore,
Theorem 3.2. Let X be a one-dimensional compact Hausdorff space and let Y be a closed subset of X. Let A be a C(X)-algebra and let π Y : A → A(Y ) be the quotient map. Let B be a C * -algebra and let φ : B → A(Y ) be a * -homomorphism. Suppose that, for every x ∈ X, the C * -algebra A(x) is separable, has stable rank one, and K 1 (I) = 0 for every two-sided ideal I of A(x). Then, the map 
, the second inequality in the equation above implies that
Choose an element h ∈ A such that π Y (h) = φ(d). Then, we have
for all x ∈ Y . By upper semicontinuity, there exists an open neighbourhood U of Y such that the inequality above holds for all x ∈ U. Since Y ⊆ X is compact and X is normal there exists an open subset V such that Y ⊆ V ⊆ V ⊆ U. Moreover, by Theorem [15, 4.2.2] we may assume that V has an empty or zero-dimensional boundary.
Let 2 h. Then y 1 y * 1 , y 2 y * 2 ∈ Her(a 2 ). Moreover, rewriting the first inequality in (6) and the inequality (7), we have
for all x ∈ V , where the second inequality holds in D(x) (here we are using that A(x) ∼ = π x (A) by the second part of Lemma 1.7, where
, and
Since by assumption A(x) has stable rank one, the hereditary algebra Her(a 2 (x)) has stable rank one. In addition, since A(x) is stable and
Since the K 1 -group of every ideal of A(x) is trivial, it follows that K 1 (Her(a 2 (x))) = 0 by [3, Theorem 2.8] and the separability of A(x). Hence, by [23, Theorem 2.10] every unitary in Her(a 2 (x)) + C · 1 M(A) (x) is connected to the identity, and in particular u x . Since
by π x and unitaries in the connected component of the identity lift, there exists a unitary v
for all x ∈ X. Hence by the upper semicontinuity of the norm and since bd(V ) is zero dimensional and compact, there are points x 1 , . . . , x n ∈ bd(V ) and an open cover of bd(V ) consisting of pairwise disjoint neighbourhoods
for all i and all x ∈ V i . Since the sets
are open, closed, pairwise disjoint, and form a cover of bd(V ), the C*-algebra D(bd(V )) can be identified with the C*-algebra
) (here we are using the previous identification). Then, v is a unitary in π bd(V ) (Her(a 2 ) + C · 1 M(A) ) that is connected to the identity π bd(V ) ( 
for all x ∈ bd(V ). By upper semicontinuity of the norm there exist an open neighbourhood W of bd(V ) such that W ∩ Y = ∅, and
for all x ∈ W . Let f 1 , f 2 ∈ C(X) be a partition of unity associated to the covering of X given by the open sets V c ∪ W and V ∪ W . In case bd(V ) = ∅ we proceed analogously with u = 1 M(A) and W = ∅, since now V , V
c are both open sets. Consider the the element z = f 1 y ′ 1 + f 2 y 2 . Then, z ∈ A and zz * ∈ Her(a 2 ). Next, using (11), a computation analogous to the one carried out in the proof of Theorem 2.1 shows that
In addition, since zz * ∈ Her(a 2 ) and b
Hence, by [18, Lemma 2.2]
Theorem 3.3. Let X be a compact Hausdorff space and let Y be a closed subset of X. Let A be a C(X)-algebra, and let B be any C * -algebra. Suppose that the map 
In particular, in the fibre algebras A(x), with x ∈ Y , we have
By upper semicontinuity of the norm, there exists an open neighbourhood U of Y such that the inequality above holds for all x ∈ U. Since X is normal there exists an open set W such that Y ⊆ W ⊆ W ⊆ U. Without loss of generality we may assume that U = W and that
holds for all x ∈ U . It follows now that 
Let us consider the element a ′ = u * au. Then, equations (13) and (14) imply that
Hence, passing to the fibres we have
for all x ∈ U. In addition, by (12) we have
for all x ∈ U. Now let us use that
for all x in a closed neighbourhood V of Y . Without loss of generality, we may assume that U = V . Therefore,
Hence, by [18, Lemma 2.2] we have π U ((c − δ
, for some ǫ ′ < ǫ. Now passing to the fibres we have that
for all x ∈ U.
Let f 1 , f 2 ∈ C(X) be a partition of unity associated to the open sets U and X \ Y . Let us consider the element
where the last equation follows by (15) . By the choice of c and the first equation in (18) we have z(
, and so ((b − δ) + , z) is an element of the pullback. We also obtain by the first and third equation of (18) and by (16) 
, for all x ∈ X. In addition, by the first and last equation of (18) and by (17) we obtain that
Since by assumption the map α is an order embedding, this yields
Therefore, we can choose sequences δ n < ǫ n decreasing to zero and elements
is by construction rapidly increasing and
which proves that β is surjective.
(ii). We need to show that Cu(B) ⊕ Cu(A(Y )) Cu(A) satisfies the axioms of the category Cu, that is to say, (i), (ii), and (iii) of Theorem 1.2. It was previously shown in the proof of the first part of the theorem that the pullback satisfies (ii). That the pullback satisfies the rest of the axiom follows easily using this fact and that Cu(π Y ) and Cu(φ) are morphisms in the category Cu.
We now turn our attention to the C(X)-algebras of the form C(X, A). In order to deal with general one-dimensional spaces, we will first analyse the case where the underlying space is a graph. These algebras can be conveniently described in pullback form, as follows (see, e.g. [13, Section 3.1] combined with [21, Theorem 3.8]). As a directed graph, write X = (V, E, r, s), where V = {v 1 , . . . , v n } is the set of vertices, E = {e 1 , . . . , e m } is the set of edges, and r, s : E → V are the range and source maps. For 1 ≤ k ≤ m, denote by i k : A → A m ⊕ A m the inclusion in the kth component of the first summand. Likewise, we may define j k : A → A m ⊕ A m for the second summand. Next, define [a(x) ], for all a ∈ C 0 (X, A) and x ∈ X, is an isomorphism in the category Cu.
Proof. By Corollary 2.7, the result holds when X = [0, 1]. Now, let X be a finite graph. By Theorems 3.3 and 3.2 and the comments previous to this theorem
Note that the isomorphism between Cu(C(X, A)) and Lsc(X, Cu(A)) obtained above is given by the map
Next, any compact Hausdorff space X that is second countable and one-dimensional can be written as a projective limit X = lim ← − (X i , µ i,j ) i,j∈N , where X i are finite graphs and µ i,j : X j → X i , with i ≤ j, are surjective maps (see [15, pp. 153 
]). By [9, Theorem 2] this implies that
Cu
where ρ i,j : C(X i ) → C(X j ), with i ≤ j, is the * -homomorphism induced by µ i,j , i.e. ρ(f ) = f • µ i,j . In addition, by (i) of Proposition 5.18 we have
where the maps Lsc(µ i,j ) : Lsc(X i , Cu(A)) → Lsc(X j , Cu(A)) are given by Lsc(f ) = f • µ i,j . Consider the following diagram:
This diagram is clearly commutative. Hence, since by the argument above the vertical arrows in the finite stages are isomorphisms the map between the limit semigroups is an isomorphism. This proves the theorem in the case that X is compact. Let X is an arbitrary locally compact space. Then, applying the first part of the proof to its one-point compactification X = X ∪ {∞} we conclude that the map α : Cu(C( X, A)) → Lsc( X, Cu(A)) is an isomorphism in the category Cu. It is easy to check that the image by α of the order-ideal Cu(C 0 (X, A)) of Cu(C( X, A)) is {f ∈ Lsc( X, Cu(A) | f (∞) = 0}. The latter is in turn order isomorphic to Lsc(X, Cu(A)) (via restriction). Thus, the result follows. Proof. Since A is an AF-algebra, A admits an inductive limit decomposition 
where the vertical arrows are given by the Cuntz semigroup morphisms induced by the rank function. These maps are isomorphisms by [24, Theorem 1] . Hence, they induce an isomorphism between the limit semigroups, that is, Cu(C(X, A)) ∼ = Lsc(X, Cu(A)). Since Y is compact and zero-dimensional, and A is AF, we see that C(Y, A) is AF. It thus follows that K 1 (I) = 0 for any ideal I of C(Y, A). The corollary now follows from Theorems 3.1 and 3.3.
Corollary 3.7. Let X be a locally compact Hausdorff space that is second countable and onedimensional. Let A be a separable C
* -algebra with stable rank one such that K 1 (I) = 0 for every closed two-sided ideal I of A. Then, the semigroup Cu(C 0 (X, A)) is order-cancellative with respect to ≪.
Proof. By Theorem 3.4, α : Cu(C 0 (X, A)) → Lsc(X, Cu(A)) is an order-isomorphism. Let Recall that an element a in an ordered semigroup is compact if a ≪ a. Compact elements in Cu(A) are strongly related to equivalence classes of projections (see, e.g. [9] and [4] (X, A) ) is compact if and only if there exists a compact element a ∈ Cu(A) such that [f (t)] = a, for all t ∈ X.
Proof. Upon identifying Cu(C 0 (X, A)) with Lsc(X, Cu(A)), which we may by Theorem 3.4, we assume that f ∈ Lsc(X, Cu(A)) is compact.
Let t ∈ X, and write f (t) = sup n f n (t) as in Proposition 5.5 where the functions f n are constant in a neighbourhood V t of t. Then f has a constant value a t in a neighbourhood of t.
Since f ≪ f implies f (t) ≪ f (t) for all t ∈ X, we have a t ≪ a t . Further, since X is compact, we can find a finite cover (V t i ) k i=1 with associated compact elements a t i . It is clear that V t i ∩ V t j = ∅ if a t i = a t j , so using the connectedness of X, we find a unique value a t i , and so f is constant.
EXAMPLES
We now give some examples of the computation of Cu(A) for certain C * -algebras.
Recursive Sub-homogeneous algebras. The class of Recursive Subhomogeneous Algebras (rsh-algebras) defined in [22] is the smallest class R of C * -algebras which contains C(X, M n ) for all compact Hausdorff spaces X and n ≥ 1, and which is closed under isomorphisms and pullbacks of the type
where A is in R, ϕ is a unital * -homomorphism, Y ⊆ X is a closed subspace of X and ρ is the restriction map. If we restrict to the class of rsh-algebras R constructed using compact Hausdorff spaces of dimension at most one, we can describe their Cuntz semigroup by an iterated use of Corollary 3.5 as:
where X i are second countable compact Hausdorff spaces of dimension at most one and Y i ⊆ X i are closed subsets. Note that N = N ∪ {∞} can be naturally identified with the Cuntz semigroup of M n .
Non-commutative CW-complexes.
Noncommutative CW-complexes introduced by Eilers, Loring and Pedersen in [13] are a particular case of rsh-algebras. A one-dimensional NCCW-complex is the resulting C * -algebra pullback of the following diagram
where E, F are finite dimensional C * -algebras, ϕ is an arbitrary * -homomorphism, and ρ is given by evaluation at 0 and 1. One-dimensional NCCW-complexes cover a large amount of C * -algebras, including dimension drop algebras, spitting interval algebras, and the building blocks used in the classification of one-parameter continuous fields of AF-algebras (see [12] ). The classification of inductive limits of one dimensional NCCWcomplexes with trivial K 1 -group was carried out in [25] using the functor Cu ∼ which is related to the functor Cu.
Using Corollary 3.5, the Cuntz semigroup of a one dimensional NCCW-complex can be computed as the induced pullback of ordered semigroups in Cu. We identify the Cuntz semigroup of a finite dimensional C * -algebra with N k for some k. Since ϕ : E → F ⊕ F is any C * -algebra map, we obtain a semigroup map Cu(ϕ) : N r → N 2s which is thus described by a matrix A ∈ M 2s,r (N). Now the map Cu(ρ) :
is given by evaluation at 0 and 1 of lower semicontinuous functions f : [0, 1] → N 2s . Therefore, the ordered semigroup pullback is isomorphic to
which is thus completely determined by the matrix A.
Dimension drop algebras over the interval. Dimension drop algebras are a particular case of non commutative CW-complexes. In fact we will consider a slightly more general case since we need not restrict to finite dimensional algebras. Given two positive integers p, q the dimension drop algebra is defined as
and can be described as the pullback of the following diagram N we obtain by Corollary 3.5
In case p, q are coprime, Z pq is called a prime dimension drop algebra. The Jiang-Su algebra Z is constructed as an inductive limit of diferent prime dimension drop algebras Z pnqn which is simple and has a unique trace. This construction can be slightly simplified using a unique dimension drop algebra Z pq and a unique morphism γ : Z pq → Z pq but alowing p, q to be supernatural numbers of infinite type, that is to say, p ∞ i = p i (see [29] ). The construction for Z pq can also be done using a pullback as before but now M p (C) should be replaced by the corresponding UHF-algebra. The Cuntz semigroup of these UHF-algebras can be computed using the description given in e.g. [5] as
Hence, observing that C p , C q ⊆ C pq , we have
Dimension drops algebras over a two dimensional space. Let X be compact Hausdorff space of dimension two such thatȞ 2 (X, Z) = 0, and let x 1 , x 2 , · · · , x n ∈ X. Given supernatural numbers p 1 , p 2 , · · · , p n of infinite type, let us consider the dimension drop algebra
This algebra can be described as the pullback of the following diagram:
Hence, we have
where C p is as in (21) .
Mapping torus of A. Let A be a C * -algebra and φ : A → A an automorphism. The mapping torus of the pair (A, φ) is defined by
Observe that T φ (A) can be obtained as the pullback in the following diagram
Therefore, if A has stable rank one and K 1 (I) = 0 for every ideal in A, using Corollary 3.5 we obtain
SEMIGROUPS OF LOWER SEMICONTINUOUS FUNCTIONS
Our aim in this section is to prove that the set Lsc(X, M) of lower semicontinuous functions from a compact Hausdorff space X with finite covering dimension to a countably based semigroup M in Cu, equipped with the pointwise order and addition, is also a semigroup in Cu. Throughout this section, X will always denote a topological space that is second countable, compact, and Hausdorff, whence metrizable.
The following lemmas are easy to prove and hence we omit the details.
Lemma 5.1. If M is a semigroup in Cu, then f ∈ Lsc(X, M) if and only if, given t ∈ X and a ≪ f (t), there exists an open neighbourhood
U t of t such that a ≪ f (s), for all s ∈ U t . Lemma 5.2. Let f ∈ Lsc(X, M) and Y ⊆ X a closed set. Then, (i) The restriction f | Y of f to Y is a function in Lsc(Y, M). (ii) If g ∈ Lsc(Y, M) and g ≤ f | Y , then f ↓g (t) := g(t) if t ∈ Y f (t) otherwise.
is a function in Lsc(X, M)
A source of examples of these functions is obtained by the action of the characteristic functions of open subsets of X in Lsc(X, M). This action is described as follows: given an open set U ⊆ X and a function f ∈ Lsc(X, M), f · χ U is defined by
This function belongs to Lsc(X, M) by Lemma 5.2.
Remark 5.3.
If M is a semigroup in Cu, and (a n ) is an increasing sequence with a ≪ sup n a n , then there exists m such that a ≪ a m . Indeed, write sup n a n = sup k b k , for a rapidly increasing sequence (b k ) in M, and find k such that a ≤ b k . As b k+1 ≤ a m for some m, this Proof. (i). Let a ∈ M and t ∈ (f + g) −1 (a ≪ ). Let us write f (t) = sup n f n and g(t) = sup n g n where (f n ), (g n ) are rapidly increasing sequences. Then (f + g)(t) = f (t) + g(t) = sup n (f n + g n ). Since a ≪ (f + g)(t) = f (t) + g(t) = sup n (f n + g n ), there exists N ≥ 0 such that a ≪ f N + g N . Next, since f N ≪ f (t), g N ≪ g(t) and f, g ∈ Lsc(X, M), there are open neighbourhoods U t and V t of t such that f N ≪ f (s) if s ∈ U t and g N ≪ g(s) if s ∈ V t . Hence, W t = U t ∩ V t is an open neighbourhood of t, and clearly
(ii). Let (f n ) be an increasing sequence in Lsc(X, M), and put f (t) := sup n f n (t). Since M is closed under suprema of increasing sequences, f exists. For any t ∈ X, and a ≪ f (t) = sup n f n (t), there exists by Remark 5.3 a number N such that a ≪ f N (t). Lower semicontinuity of f N now provides a neighbourhood U t such that a ≪ f N (s) ≤ f (s) for all s ∈ U t . Therefore f ∈ Lsc(X, M) and clearly f = sup n f n .
The following proposition provides a characterization of compact containment in these function spaces. 
Proof. Suppose g ≪ f . Given t ∈ X let us write f (t) = sup m a m where (a m ) is a rapidly increasing sequence. Since f ∈ Lsc(X, M) and X is metrizable there exists, for all m, an open neighbourhood V m of t such that a m ≪ f (s) for all s ∈ V m . Moreover, using that X is metrizable we may choose these neighbourhoods to be such that {t} = m V m .
Consider the following functions in Lsc(X, M),
Using Lemma 5.2 we see that f m ∈ Lsc(X, M), and it is clear that f = sup m f m . Hence, there exists m 0 such that g ≤ f m 0 , and this inequality proves the result by taking U t = U m 0 and c t = a m 0 . Now suppose the condition holds, and consider an increasing sequence h n ∈ Lsc(X, M) such that f ≤ sup n h n . For each t ∈ X there are a neighbourhood V t of t and c t ∈ M such that g(s) ≤ c t ≪ f (s), for all s ∈ V t . Thus, g(t) ≤ c t ≪ f (t) ≤ sup n h n (t). Hence, there exists n t ∈ N such that c t ≪ h nt (t). Lower semicontinuity of h nt now provides a neighbourhood
By compactness of X, there is a finite cover W t 1 , . . . , W t k such that g(s) ≪ h nt i (s) for every s ∈ W t i . Since the sequence (h n ) is increasing, there exists N such that h nt i ≤ h N for all i and thus g(s) ≤ h N (s) for all s ∈ X. We thus have g ≤ h N . This implies that g ≪ f , as desired.
With this characterization at hand, we can now prove that addition in Lsc(X, M) is compatible with compact containment.
Proof. Let t ∈ X. As f 1 ≪ g 1 and f 2 ≪ g 2 , we obtain by Proposition 5.5 neighbourhoods U t and V t of t, and elements c t ,
A second usage of Proposition 5.5 yields
Proof. The first assertion in (i) is a straightforward application of Lemma 5.1. Then, since Y is compact, this can be used to find the open sets required by Proposition 5.5. Finally, (ii) is a consequence of Proposition 5.5.
Recall that in a topological space X, the covering dimension is defined as the least n such that any open cover has an open refinement of multiplicity ≤ n + 1, or infinity in case this n does not exist. Here, a cover U = {U λ } λ∈Λ has multiplicity k if every x ∈ X belongs to at most k subsets in U.
We proceed to show that, in case that X is finite dimensional, every function f ∈ Lsc(X, M) can be written as the supremum of a directed set of functions. In relevant situations such set can be taken to be a sequence and that will show that Lsc(X, M) is an object in Cu.
We first generalize the step functions defined in the case of X = [0, 1] to an arbitrary space X (cf. Definition 2.4).
Notation 5.8. Given a family of open sets
, and A U for the sets:
When clear we will omit U in the notation. Observe that A U is a subset of the power set P(Λ) hence we order it by inclusion. Definition 5.9. Let X be an n-dimensional topological space, M a semigroup in Cu and f ∈ Lsc(X, M). A function g : X → M will be termed a piecewise characteristic function for f if there are:
has multiplicity ≤ n + 1. (ii) An ordered map ϕ : A U → M with ϕ(∅) = 0 satisfying, for all t ∈ X:
We will use the notation g := χ(U, ϕ) to refer to such a function. The set of all piecewise characteristic functions for f will be denoted by χ(f ).
Lemma 5.10. If f ∈ Lsc(X, M) and g is a piecewise characteristic function for f , then g ∈ Lsc(X, M) and g ≪ f .
Given a ≪ g(t), observe that t ∈ V t := i∈Ft U i which is an open neighbourhood of t. Then, for all s ∈ V t we have F s ⊇ F t and therefore a ≪ g(t) = ϕ(F t ) ≤ ϕ(F s ) = g(s) for all s ∈ V t . By Proposition 5.1, this proves that g ∈ Lsc(X, M). Now observe that given t ∈ X, there is a neighbourhood V t of t that only intersects the sets
for all s ∈ V t . By lower semicontinuity of f we can choose this neighbourhood in such a way that g(s) ≤ ϕ(F ′ t ) ≪ f (s) for all s ∈ V t . This implies by Proposition 5.5 that g ≪ f . Lemma 5.11. Let M be a semigroup in Cu and f ∈ Lsc(X, M). Then
Proof. Given t ∈ X, let us write f (t) = sup n a n where a n ≪ a n+1 . Given n, lower semicontinuity of f provides us with a neighbourhood U ′ n such that a n ≪ f (s) for all s ∈ U ′ n . Since X is normal, we can find an open neighbourhood U n such that U n ⊆ U ′ n . Hence, g n = a n · χ Un = χ(U n , ϕ n ), with U n = {U n }, ϕ(∅) = 0 and ϕ({n}) = a n , is a piecewise characteristic function for f with g n (t) = a n . If now h ∈ Lsc(X, M) is such that h ≥ g for all g ∈ χ(f ), then in particular h(t) ≥ g n (t). Thus h(t) ≥ a n for each n, that is, h(t) ≥ f (t). Since the supremum in Lsc(X, M) is the pointwise supremum, we obtain that f is the supremum of its piecewise characteristic functions.
The previous lemma describes each element f in Lsc(X, M) as the supremum of piecewise characteristic functions that are compactly contained in f . But to prove that Lsc(X, M) is an object in Cu, we need to write f as the supremum of a sequence. In order to prove this, we will first show that the set of piecewise characteristic functions form a directed set, and that it can be chosen to be countable if furthermore M is countably based.
To this end, we shall use induction on the dimension of the space. The key of the inductive step is encoded in the following lemma. Observe that for all ǫ > 0 and t ∈ X, we have
For each j such that t ∈ W j , there exists δ j > 0, such that t ∈ W δ j for all δ ≤ δ j . Hence, for each t there exists
Since X is compact, we can find a finite number of such neighbourhoods V t i covering X and hence there is 0 < ǫ < ǫ t i for which we will have A W ⊇ A W ǫ . In this situation, {W ǫ i } has the same multiplicity as {W i }. Now, for each F ∈ A W and t ∈ i∈F W i we have F ⊆ F ′ t , and therefore φ(
Thus we can make ǫ > 0 smaller if necessary so that i∈F W ǫ i ⊂ U F , and in such a way that this is true for all F ∈ A W . Then,
. Thus, by (22) we have Proof. Let η > 0. We will prove, by induction on the dimension of X, that there exists an open cover U of X and h = χ(U, ϕ) such that g 1 , g 2 ≪ h ≪ f and each open set U i ∈ U is contained in an η-ball.
By Proposition 5.5, for any t ∈ X we can find an open neighbourhood V ′ t of t and
We may further assume that each V ′ t is a δ t -ball with center in t for some 0 < δ t < η. As elements compactly contained in f (t) form a directed set, there exists c t ∈ M such that a t , b t ≪ c t ≪ f (t). Now, since f is also lower semicontinuous, we can choose the previous neighbourhoods in such a way that c t ≪ f (s) for all s ∈ V ′ t , and therefore g 1 (s), g 2 (s) ≪ c t ≪ f (s) for all s ∈ V ′ t . Now let V t be a δ t /2-ball with center t, so that
By compactness, there exists a finite cover for X of the form
. In case X has dimension 0 this cover has a finite disjoint refinement, which means we can assume V is a finite cover of disjoint clopen sets. Hence, A V = {{1}, . . . , {k}}, and we can consider the piecewise characteristic function h := χ(V, ϕ), where ϕ({i}) = c t i . By construction each V t i is contained in an η-ball, and it is not difficult to check that g 1 , g 2 ≪ h. Now suppose dim X = n ≥ 1 and that the result holds true for spaces of smaller dimension. Retain the construction of V t i , V 
Observe that whenever
. Now we use Lemma 5.12 to obtain a piecewise characteristic function
Decreasing ǫ if necessary, we can further assume that each W ǫ j is contained in a δ/2-ball, and hence
Since W has multiplicity at least n, we see that U has multiplicity at least n + 1.
Let ϕ : A U → M be defined by
and let h = χ(U, ϕ). We claim that h is a piecewise characteristic function for f such that
By definition of A U , we only have to consider the following cases:
where
By definition of ϕ and since φ is an ordered map, the only non trivial case is {r + l} ⊆ F ′ ∪ {r + l}.
. Therefore, using (23), we have
proving that ϕ is an ordered map.
(ii) h is a piecewise characteristic function for f .
′ is a characteristic function for f . Otherwise, if t ∈ Y ǫ , then t ∈ U r+l for some l ≥ 1, and F ′ U ,t = F U ,t = {r + l}, where F l = {i 1 < · · · < i l }. In particular, t ∈ V t 1 , therefore c t 1 ≪ f (t), and we have
for some i, we have
for all s ∈ W ǫ j . Otherwise if t ∈ Y ǫ , we have t ∈ U r+l ⊆ V t i 1 , for some l and i 1 the first element in F l . Hence for all s ∈ U r+l ,
Proposition 5.14. Let X be a finite dimensional topological space, let M be an object in Cu, and let f ∈ Lsc(X, M). If M is countably based, then f is the supremum of a rapidly increasing sequence of elements from χ(f ).
Proof. For any function
which is an open set when h is lower semicontinuous. We know from Lemma 5.11 that f = sup{g | g ∈ χ(f )}, whence U f = g∈χ(f ) U g . Since by assumption M is countably based, X × M has a countable basis, and so does U f . As these spaces satisfy the Lindelöf property, there is a sequence (g n ) in χ(f ) such that U f = U gn . The sequence (g n ) may be taken to be rapidly increasing by virtue of Proposition 5.13. This implies that f = sup g n , as was to be shown.
Assembling the results above, we obtain the following: We now proceed to study some functorial properties of Lsc. 
is an a map in Cu.
is also a map in Cu.
Proof. (i) It is easy to see that the map is well defined since f is continuous. It also preserves order, addition and suprema, since those are defined pointwise. To prove preservation of compact containment, we will use Proposition 5.5. Assume
which is an open neighbourhood of t. Therefore
(ii) Let us first see that Lsc(X, α) is well defined, which is to say, Lsc(X, α)(g) ∈ Lsc(X, N) for all g ∈ Lsc(X, M). Let g ∈ Lsc(X, M) be fixed, and let x ∈ X and a ∈ N be such that a ≪ Lsc(X, α)(g)(x). Choose a rapidly increasing sequence
Since g is lower semicontinuous and b n 0 ≪ g(x) there exists a neighbourhood U of x such that b n 0 ≪ g(y), for all y ∈ U. Hence, it follows that
for all y ∈ U. Since x and a are arbitrary this implies that Lsc(X, α)(g) ∈ Lsc(X, N).
It is clear that Lsc(X, α) preserves the zero element, the order, and suprema of increasing sequences since α does. To complete the proof let us show that Lsc(X, α) preserves compact containment. Let g, h ∈ Lsc(X, M) be such that g ≪ h. By Proposition 5.5 for all x ∈ X there exist c x ∈ M and a neighbourhood U of x such that g(y) ≤ c x ≪ h(y), for all y ∈ U. It follows that
for all y ∈ U. Therefore, by applying Proposition 5.5 again we conclude that Lsc(X, α)(g) ≪ Lsc(X, α)(h). 
Proof. Recall that the category Cu has limits of inductive sequences (see e.g. [9] ), and that given a directed set (S i , γ i,j ), a semigroup S with maps γ i : S i → S is the directed limit lim − → (S i , γ i,j ) if and only if the following two conditions are satisfied:
(a) For all s ∈ S, s = sup i γ i (s i ) for some s i ∈ S i . (b) If s i ∈ S i and s j ∈ S j are such that γ i (s i ) ≤ γ j (s j ), then, for all x ≪ s i there exists k ∈ N such that γ i,k (x) ≪ γ j,k (s j ).
(i). Let X = lim ← − (X i , µ i,j ) i,j∈N with µ i : X → X i the canonical maps. Note that X is also a one-dimensional compact Hausdorff space and that the canonical maps µ i are all surjective. The open sets in X can be described as i∈N µ By Theorem 5.15, both Lsc(X i , M) and Lsc(X, M) are objects in Cu. Therefore, using Theorem 5.17, we obtain a directed system (Lsc(X i , M), ρ i,j ) i,j∈N in Cu, with maps ρ i : Lsc(X i , M) → Lsc(X, M) given by ρ i (f ) = f µ i , and ρ i,j : Lsc(X i , M) → Lsc(X j , M) given by ρ i,j (g) = gµ i,j whenever i ≤ j.
To prove condition (a) above, since f ∈ Lsc(X, M) can be described as the supremum of a sequence in χ(f ), we may assume that f itself is a piecewise characteristic function. Hence suppose f = χ(U, φ) where U = {U j } r j=1 is a family of open sets such that U = {U j } r j=1 has multiplicity at most one, and φ : A U → M is an ordered map. Let us write each U j as i∈N µ . We observe that both U k and U k have multiplicity at most one.
For each k ≥ 1 we consider the map
and f k : X → M defined by f k (t) = φ k (F U k ,t ). Following the proof of Lemma 5.10, if φ k is an ordered map then f k is lower semicontinuous. But since φ is already an ordered map we only need to check the case F 1 ⊂ F 2 with F 2 ∈ A U and F 1 ∈ A U . In this case, since F 2 = F U k ,t for some t, there exists some F 3 ∈ A U such that F 2 ⊂ F 3 . But U has multiplicity at most one and therefore subsets in A U have at most two elements. Therefore F 3 = {i, j}, F 2 = {i} and F 1 = ∅. Thus we obtain φ k (F 1 ) = φ k (∅) = 0 ≤ φ k (F 2 ). For all t ∈ X, there exists k ∈ N such that F U k ,t = F U ,t . Hence, for all t ∈ X there exists k such that f (t) = φ(F U ,t ) = φ k (F U k ,t ) = f k (t), and since supremum in Lsc(X, M) is the pointwise supremum, we obtain f = sup k∈N f k . Now we consider V k = {U j,k } r j=1 . Then t ∈ µ −1 k (U j,k ) if and only if µ k (t) ∈ U j,k . It follows that F V k ,µ k (t) = F U k ,t , and hence, taking g k (s) = φ k (F V k ,s ), we have g k ∈ Lsc(X k , M) and f k = ρ k (g k ) since f k (t) = φ k (F U k ,t ) = φ k (F V k ,µ k (t) ) = g k µ k (t).
We now prove condition (b). Suppose that for some i ≤ j, g i ∈ Lsc(X i , M) and g j ∈ Lsc(X j , M) are such that ρ i (g i ) ≤ ρ j (g j ). Let h ≪ g i and hence ρ i (h) ≪ ρ i (g i ) ≤ ρ j (g j ) which implies ρ i (h) ≪ ρ j (g j ). Using Proposition 5.5, there is for each t ∈ X an open neighbourhood V t of t and c t ∈ M such that ρ i (h)(s) ≪ c t ≪ ρ j (g j )(s) for all s ∈ V t .
We may assume V t = µ −1 it (U t ) for some open set U t ⊆ X it , where i t ≥ i, j. Then, for all s ∈ V t , ρ i (h)(s) ≪ c t ≪ ρ j (g j )(s) ⇔ hµ i (s) ≪ c t ≪ g j µ j (s) ⇔ hµ it,i µ it (s) ≪ c t ≪ g j µ it,j µ it (s) , and hence, for all s ′ ∈ U t ,
hµ it,i (s
Using compactness of X, we obtain a finite number of open sets V t i such that X = r i=1 V t i , and we can moreover choose i t 1 = · · · = i tr = k for some k ∈ N. Since µ k is surjective then X k = U t 1 ∪ · · · ∪ U tr which, together with (24) and Proposition 5.5 proves ρ k,i (h) ≪ ρ k,j (g j ).
(ii). Let M = lim − → (M i , α i,j ) with α i : M i → M the canonical maps. Let f, g ∈ Lsc(X, M i ) be such that Lsc(X, α i )(f ) ≤ Lsc(X, α i )(g), and let h ≪ f . By Proposition 5.5 for all x ∈ X there exist c x ∈ M and a neighbourhood U of x such that h(y) ≤ c x ≪ f (y), for all y ∈ U. We have α i (f (x)) = Lsc(X, α i )(f )(x) ≤ Lsc(X, α i )(g)(x) = α i (g(x)). Hence, since c x ≪ f (x) by the characterization of inductive limits in the category Cu that there exists j ≥ i such that α i,j (c x ) ≪ α i,j (g(x)) = Lsc(X, α i,j )(g)(x).
By the lower semicontinuity of the function Lsc(X, α i,j )(g) there exists a neighbourhood V of x such that α i,j (c x ) ≪ Lsc(X, α i,j )(g)(y), for all y ∈ V . Since h(y) ≤ c x for all y ∈ U it follows that Lsc(X, α i,j )(h)(y) = α i,j (h(y)) ≤ α i,j (c x ) ≪ Lsc(X, α i,j )(g)(y), for all y ∈ U ∩ V .
We have shown that for each x ∈ X there exist j ≥ i and a neighbourhood W of X such that Lsc(X, α i,j )(h)(y) ≤ Lsc(X, α i,j )(g)(y), for all y ∈ W . Therefore, by the compactness of X we may choose j ≥ i such that Lsc(X, α i,j )(h)(y) ≤ Lsc(X, α i,j )(g)(y), for all y ∈ X. It follows now that Lsc(X, α i,j )(h) ≤ Lsc(X, α i,j )(g). This proves condition (b).
Observe that condition (a) above is equivalent to saying that i Lsc(X, α i )(Lsc(X, M i )) forms a dense subset in Lsc(X, M). Let g 1 , g 2 ∈ Lsc(X, M) be such that g 1 ≪ g 2 . By Proposition 5.13 (and its proof), there exists a piecewise characteristic function h = χ(U, ϕ) such that g 1 ≪ h ≪ g 2 whose range can be chosen in a dense subset of M.
Since i≥1 α i (M i ) forms a dense subset of M, and a piecewise characteristic function takes a finite number of values in M, we can find k ≥ 1 such that furthermore ϕ(A U ) ⊆ α k (M k ). For each F ∈ A U let us write ϕ(F ) = α k (c F ) for some c F ∈ M k . Recall that ϕ is an ordered map and, in fact, by the proof of Proposition 5.13, we actually have N ) is a piecewise characteristic function in Lsc(X, M l N ). It follows that h = sup N Lsc(X, α l N )(h N ). Since g 1 ≪ h ≪ g 2 there exists N 0 such that g 1 ≪ Lsc(X, α l N 0 )(h N 0 ) ≪ g 2 , proving that the images Lsc(X, α i )(Lsc(X, M i )) form a dense subset in Lsc(X, M).
