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Abstract. We study a stochastic, continuous time model on a finite horizon for a firm that
produces a single good. We model the production capacity as an Itoˆ diffusion controlled by a
nondecreasing process representing the cumulative investment. The firm aims to maximize its
expected total net profit by choosing the optimal investment process. That is a singular stochas-
tic control problem. We derive some first order conditions for optimality and we characterize
the optimal solution in terms of the base capacity process l∗(t), i.e. the unique solution of a rep-
resentation problem in the spirit of Bank and El Karoui [4]. We show that the base capacity is
deterministic and it is identified with the free boundary yˆ(t) of the associated optimal stopping
problem, when the coefficients of the controlled diffusion are deterministic functions of time.
This is a novelty in the literature on finite horizon singular stochastic control problems. As a
subproduct this result allows us to obtain an integral equation for the free boundary, which we
explicitly solve in the infinite horizon case for a Cobb-Douglas production function and constant
coefficients in the controlled capacity process.
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1 Introduction
We study a continuous time, singular stochastic investment problem on a finite horizon T for a
firm that produces a single good. The setting is as in Chiarolla and Haussmann [11] but without
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leisure, wages and scrap value. The capacity process is a diffusion controlled by a nondecreasing
process ν(t) representing the cumulative investment, i.e.
dCy,ν(t) = Cy,ν(t)[−µC(t)dt+ σC(t)dW (t)] + fC(t)dν(t), t ∈ [0, T ),
Cy,ν(0) = y > 0.
The optimal investment problem is
sup
ν
E
{∫ T
0
e−
∫ t
0
µF (s)dsR(Cy,ν(t))dt−
∫
[0,T )
e−
∫ t
0
µF (s)dsdν(t)
}
. (1.1)
In [11] the Authors proved the existence of the optimal investment process νˆ. As expected,
the optimal time to invest τ∗ was the solution of the associated optimal stopping problem. In
particular, under constant coefficients and a Cobb-Douglas production function, they obtained a
variational formulation for the optimal stopping problem, i.e. a free boundary problem. In order
to characterize the moving boundary yˆ(t) through an integral equation, the Authors proved
the left-continuity of yˆ(t) and assumed its right-continuity (cf. [11], Assumption-[Cfb]) since
continuity of the free boundary was needed to prove the smooth fit property.
In this paper, rather than trying to generalize the variational approach to the case of time-
dependent coefficients, we introduce a new approach based on a stochastic generalization of the
Kuhn-Tucker conditions and we identify the free boundary by exploiting the Bank-El Karoui
Representation Theorem (cf. [4], Theorems 1 and 3). As a subproduct, we obtain an integral
equation for the free boundary which does not require a priori continuity of the free boundary
and the smooth fit property to be derived.
The Bank-El Karoui Representation Theorem allows to write an optional process X =
{X(t), t ∈ [0, T ]} such that X(T ) = 0 as an optional projection of the form
X(t) = E
{∫
(t,T ]
f
(
s, sup
t≤v<s
ξ(v)
)
µ(ds)
∣∣∣Ft}, t ∈ [0, T ], (1.2)
where f = f(t, ξ) is a prescribed function strictly decreasing in ξ, µ a nonnegative optional
random measure and {ξ(t), t ∈ [0, T ]} is a progressively measurable process to be found. It was
shown in [4] that the representation problem (1.2) is closely linked to the solution of stochastic
optimization problems as continuous time dynamic allocation problems with a limited amount
of effort to spend on a fixed number of projects (e.g., cf. [15]), or the optimal consumption choice
problem in a general semimartingale setting with Hindy-Huang-Kreps utility functional (cf. [2]).
It turns out that the representation problem (1.2) allows to handle problems in a framework
not necessarily Markovian, as optimal control problems with a time-dependent, stochastic fuel
constraint (cf. [5], [12]), or irreversible investment problems (cf. [25]) with deterministic capacity
and with profit rate influenced by a stochastic parameter process, not necessarily a diffusion.
In [25] invest just enough to keep the production capacity above a certain lower bound (‘the
base capacity’) was shown to be the optimal investment strategy. Clearly such a policy acts like
the optimal control of singular stochastic control problems as the original Monotone Follower
Problem (e.g., cf. [18] and [19]) or, more generally, irreversible investment problems (cf. [1], [11],
[21], [23] and [27], among others. See also the Introduction of [10] and [11] for an extensive
review on such subject). Therefore the ‘base capacity’ and the free boundary arising in singular
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stochastic control problems must be linked. Here we aim to prove such a link by identifying the
‘base capacity’ l∗(t) of our irreversible investment problem.
We start by proving some first order conditions for optimality. Then we obtain l∗(t) as the
unique solution of a representation problem a` la Bank and El Karoui [4] and we characterize
the optimal solution of the investment problem in terms of l∗(t) by the first order conditions
for optimality. In particular, we prove that the ‘base capacity’ l∗(t) is deterministic and it
coincides with the free boundary yˆ(t) of the original irreversible investment problem when the
coefficients of the controlled diffusion and the manager’s discount factor are deterministic. This
is a novelty in the literature on finite horizon singular stochastic control problems. To the
best of our knowledge, the connection between the optional solution of the Bank-El Karoui
representation problem and the free boundary of optimal stopping problems has not received
significant attention so far. In the infinite horizon case, a somehow related paper is [7], in which
the Authors study the optimal stopping problem of a one-dimensional diffusion X when the
reward function u(x) − k depends on the parameter k. They construct a function γ(x) (which
they call a universal stopping signal) such that for each k the optimal stopping region Γk may
be written as Γk := {x : γ(x) ≥ k}. Then, in the case of constant discount rate and under some
additional uniform integrability assumptions on X, they prove that γ(X(t)) solves a suitable
representation problem a` la Bank-El Karoui. Since the optimal stopping region is written in
terms of γ, one would expect the signal function γ to be related in some way to the locus of
single points representing each the free boundary of the k-th problem, however such relation is
not clear nor explicit. In our case we deal with a finite time horizon problem and our setting
is quite different from that of [7]. Under Markovian assumptions the solution of the Bank-El
Karoui representation problem is deterministic and it coincides exactly with the free boundary
of our singular control problem (1.1). As a subproduct the representation problem for l∗(t)
provides an integral equation for the free boundary, which, once discretized, might be solved
numerically by backward induction.
Notice that when T = +∞ we are able to find the explicit form of the free boundary which
we show to coincide with that obtained in [24] by H. Pham via a viscosity solution approach.
The paper is organized as follows. In Section 2 we introduce the optimal investment problem,
whereas in Section 3 we derive the first order conditions for optimality. In Section 4 we find the
optimal production capacity. In Section 5, under restrictions on the coefficients of the controlled
diffusion, we show that l∗(t) is deterministic and coincides with yˆ(t). Section 6 is devoted to
the analysis of the Cobb-Douglas case with infinite time horizon. In the Appendix we recall the
variational approach of Chiarolla and Haussmann [11] and we generalize some of their results
to the case of deterministic, time-dependent coefficients. Such results are needed in Section 5.
2 The Firm’s Investment Problem
The setting is as in Chiarolla and Haussmann [11] but without leisure, wages and scrap value. We
briefly recall their notation. An economy with finite horizon T and productive sector represented
by a firm is considered on a complete probability space (Ω,F ,P) with filtration {Ft, t ∈ [0, T ]}.
Such a filtration is the usual augmentation of the filtration generated by an exogeneous Brownian
motion {W (t), t ∈ [0, T ]} and augmented by P-null sets. The firm produces at rate R(C) when
its capacity is C. The cumulative, irreversible investment up to time t is denoted by ν(t).
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It is an a.s. finite, left-continuous with right-limits, nondecreasing, and adapted process. The
irreversibility of investment is expressed by the nondecreasing nature of ν. The production
capacity Cy,ν associated to the investment strategy ν satisfies
dCy,ν(t) = Cy,ν(t)[−µC(t)dt+ σC(t)dW (t)] + fC(t)dν(t), t ∈ [0, T ),
Cy,ν(0) = y > 0,
(2.1)
where µC , σC and fC are given progressively measurable processes, uniformly bounded in (ω, t).
Moreover fC is continuous with 0 < kf ≤ fC(t) ≤ κf and µC ≥ 0. Here fC is a conversion factor
since any unit of investment is converted into fC units of production capacity.
By setting
C0(t) := C1,0(t), ν(t) :=
∫
[0,t)
fC(s)
C0(s)
dν(s), (2.2)
we may write
C0(t) = e−
∫ t
0 µC(s)dsM0(t), (2.3)
where the exponential martingale
Ms(t) := e−
∫ t
s
1
2
σ2C(u)du+
∫ t
s
σC(u)dW (u), t ∈ [s, T ], (2.4)
is defined for s ∈ [0, T ]. Without investment, C0 represents the decay of a unit of initial capital
and we have
Cy,ν(t) = C0(t)[y + ν(t)]. (2.5)
The production function of the firm is a nonnegative, measurable function R(C). We make
the following
Assumption 2.1. the mapping C 7→ R(C) is strictly increasing and strictly concave with con-
tinuous derivative Rc(C) :=
∂
∂C
R(C) satisfying the Inada conditions
lim
C→0
Rc(C) =∞, lim
C→∞
Rc(C) = 0.
Our Assumption 2.1 is not as general as the Assumption in [11] but it is needed to apply the
Bank-El Karoui Representation Theorem [4].
Each investment plan ν ∈ So leads to the expected total profit net of investment
J0,y(ν) = E
{∫ T
0
e−
∫ t
0
µF (s)dsR(Cy,ν(t))dt−
∫
[0,T )
e−
∫ t
0
µF (s)dsdν(t)
}
(2.6)
where
So := {ν : Ω× [0, T ] 7→ R+ nondecreasing, left-continuous, adapted s.t. ν(0) = 0, P-a.s.}
is the convex set of irreversible investment processes. Here µF is the firm’s manager discount
factor; it is a nonnegative, progressively measurable process, uniformly bounded in (ω, t).
The firm’s problem is then
V (0, y) := sup
ν∈So
J0,y(ν), (2.7)
with V finite thanks to Assumption 2.1 (cf. [11], Proposition 2.1). Moreover, the strict concavity
of R and the affine nature of Cy,ν in ν imply that J0,y(ν) is strictly concave on So. Hence if
a solution νˆ of (2.7) exists, it is unique. The existence of the solution has been proved in [11],
Theorem 3.1. We provide a new characterization of it in Theorem 4.3 below.
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3 First Order Conditions for Optimality
As in [2], [5], [25] and [26], among others, we now aim to characterize the optimal solution of
(2.7) by some first order conditions for optimality.
Let T denote the set of all stopping times with value in [0, T ], P-a.s. Note that the strictly
concave functional J0,y(ν) admits the supergradient
∇νJ0,y(ν)(τ) := E
{ ∫ T
τ
e−
∫ s
0 µF (u)duC0(s)
fC(τ)
C0(τ)
Rc(C
y,ν(s)) ds
∣∣∣Fτ } (3.1)
− e−
∫ τ
0
µF (u)du 1{τ<T},
for τ ∈ T .
Remark 3.1. The quantity ∇νJ0,y(ν)(t) may be interpreted as the net marginal expected future
profit resulting from an additional infinitesimal investment at time t. Mathematically, ∇νJ0,y(ν)
can be viewed as the Riesz representation of the profit’s gradient at ν. More precisely, we may
define ∇νJ0,y(ν) as the optional projection of the product-measurable process
φ(t) :=
∫ T
t
e−
∫ s
0 µF (u)duC0(s)
fC(t)
C0(t)
Rc(C
y,ν(s)) ds − e−
∫ t
0 µF (u)du1{t<T}, (3.2)
for t ∈ [0, T ]. Hence ∇νJ0,y(ν) is uniquely determined up to P-indistinguishability and it holds
E
{ ∫
[0,T )
∇νJ0,y(ν)(t)dν(t)
}
= E
{ ∫
[0,T )
φ(t)dν(t)
}
(3.3)
for all ν ∈ So (cf. Theorem 1.33 in [17]).
We shall prove that
Theorem 3.2. Given problem (2.7), νˆ(t) is optimal if and only if the following first-order
conditions
∇νJ0,y(νˆ)(τ) ≤ 0, ∀τ ∈ T , P-a.s., (3.4)
E
{∫
[0,T )
∇νJ0,y(νˆ)(t) dνˆ(t)
}
= 0, (3.5)
hold true.
Proof. We may start by proving the sufficient part. Let νˆ satisfy the first-order conditions (3.4)
and (3.5) and let ν ∈ So. Then it follows from (2.5) that
Cy,νˆ(t)− Cy,ν(t) =
∫
[0,t)
C0(t)
fC(s)
C0(s)
(dνˆ(s)− dν(s)).
Hence concavity of R implies
J0,y(νˆ)− J0,y(ν)
= E
{ ∫ T
0
e−
∫ t
0
µF (u)du
[
R(Cy,νˆ(t))−R(Cy,ν(t))
]
dt −
∫
[0,T )
e−
∫ t
0
µF (u)du(dνˆ(t)− dν(t))
}
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= E
{ ∫ T
0
e−
∫ t
0 µF (u)du
[
R(Cy,νˆ(t)) −R(Cy,ν(t))
]
dt −
∫
[0,T )
e−
∫ t
0 µF (u)du(dνˆ(t)− dν(t))
}
≥ E
{ ∫ T
0
e−
∫ t
0 µF (u)duRc(C
y,νˆ(t))(Cy,νˆ(t)− Cy,ν(t))dt −
∫
[0,T )
e−
∫ t
0 µF (u)du(dνˆ(t)− dν(t))
}
= E
{ ∫ T
0
e−
∫ t
0 µF (u)duRc(C
y,νˆ(t))
∫
[0,t)
C0(t)
fC(s)
C0(s)
(dνˆ(s)− dν(s))dt
−
∫
[0,T )
e−
∫ t
0 µF (u)du(dνˆ(t)− dν(t))
}
= E
{ ∫
[0,T )
[ ∫ T
t
e−
∫ s
0 µF (u)duRc(C
y,νˆ(s))C0(s)
fC(t)
C0(t)
ds− e−
∫ t
0 µF (u)du
]
(dνˆ(t)− dν(t))
}
= E
{ ∫
[0,T )
∇νJ0,y(νˆ)(t) (dνˆ(t)− dν(t))
}
≥ 0,
where we have used Fubini’s theorem in the third equality, and (3.3), (3.4) and (3.5) in the last
one. It follows that νˆ is optimal for problem (2.7).
Necessity may be derived from [26], Proposition 3.2, with k(t) := f−1C (t)e
−
∫ t
0 µF (u)duC0(t)
and F (ω, t, q) := e−
∫ t
0 µF (ω,u)duR(qC0(ω, t)), ω ∈ Ω, t ∈ [0, T ], q > 0. Although we do not have
that the optional cost process k is a supermartingale, however it is nonnegative and this is all
that is needed in [26], proof of Proposition 3.2, to get necessity of (3.4) and (3.5).
Theorem (3.2) characterizes the optimal investment plan but it might not be useful if one aims
to find the explicit solution, since the first order conditions are not always binding.
In what follows we construct the optimal capacity in terms of the ‘base capacity ’ {l∗(t), t ∈
[0, T ]} (cf. also [25], Definition 3.1) which represents the capacity level that is optimal for a firm
starting at time t with capacity zero. We show that it is optimal for (2.7) to invest up to the
base capacity level if the current capacity level is below it; otherwise no investment is optimal.
Mathematically, l∗ is the solution of the Bank-El Karoui representation problem [4].
4 Finding the Optimal Capacity Process
The Bank-El Karoui Representation Theorem (cf. [4], Theorem 3 and Remark 2.1) states that,
given
• an optional processX = {X(t), t ∈ [0, T ]} of class (D), lower-semicontinuous in expectation
with X(T ) = 0,
• a nonnegative optional random Borel measure µ(ω, dt),
• f(ω, t, x) : Ω× [0, T ]×R 7→ R such that f(ω, t, ·) : R 7→ R is continuous, strictly decreasing
from +∞ to −∞, and the stochastic process f(·, ·, x) : Ω × [0, T ] 7→ R is progressively
measurable and integrable with respect to dP⊗ µ(ω, dt),
then there exists an optional process ξ = {ξ(t), t ∈ [0, T ]} taking values in R ∪ {−∞} such that
for all τ ∈ T ,
f(t, sup
τ≤u<t
ξ(u))1(τ,T ](t) ∈ L1 (dP⊗ µ(ω, dt))
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and
E
{ ∫
(τ,T ]
f(s, sup
τ≤u<s
ξ(u))µ(ds)
∣∣∣Fτ } = X(τ). (4.1)
In [4], Lemma 4.1 (see also [3], Remark 1.4-(ii)), a real valued process ξ is considered upper
right-continuous1 on [0, T ) in the sense of the French ‘Bourbakist’ school (cf., e.g., [9], IV.24, or
[22], Remark 3 at pp. 29-30); that is, if, for each t, ξ(t) = lim supsցt ξ(s) with
lim sup
sցt
ξ(s) := lim
ǫ↓0
sup
s∈[t,(t+ǫ)∧T ]
ξ(s). (4.2)
Then, by [4], Theorem 1, any progressively measurable, upper right-continuous solution ξ to
(4.1) is uniquely determined up to optional sections on [0, T ) in the sense that
ξ(τ) = ess inf
τ<σ≤T
Ξτ,σ, τ ∈ [0, T ),
where Ξτ,σ is the unique (up to a P-null set) Fτ -measurable random variable satisfying
E{X(τ) −X(σ)|Fτ } = E
{∫
(τ,σ]
f(t,Ξτ,σ)µ(dt)
∣∣∣Fτ}.
Lemma 4.1. There exists a unique optional, upper right-continuous, positive process l∗(t) that
solves
E
{ ∫ T
τ
e−
∫ s
0 µF (u)duC0(s)Rc
(
C0(s) sup
τ≤u<s
(
l∗(u)
C0(u)
))
ds
∣∣∣Fτ }
= e−
∫ τ
0 µF (u)du
C0(τ)
fC(τ)
1{τ<T} (4.3)
for all τ ∈ T .
Proof. We apply the Bank-El Karoui Representation Theorem to
X(ω, t) := e−
∫ t
0
µF (ω,u)du
C0(ω, t)
fC(ω, t)
1[0,T )(t), µ(ω, dt) := e
−
∫ t
0
µF (ω,u)du C0(ω, t)dt (4.4)
and
f(ω, t, x) :=

Rc
(
−C
0(ω, t)
x
)
, for x < 0,
−x , for x ≥ 0,
(4.5)
1Notice that usually the limit superior is defined as
lim sup
sցt
ξ(s) := lim
ǫ↓0
sup
s∈(t,(t+ǫ)∧T )
ξ(s)
(see for example [28], Chapter 3, p. 250). Instead the definition in (4.2) is commonly referred to as the upper
envelope ξˆ of ξ and it is such that ξˆ(t) ≥ limǫ↓0 sups∈(t,(t+ǫ)∧T ) ξ(s) (see also [28], Chapter 2, Definition 7.24
and Observation 7.25, among others). In this paper we follow the point of view of the literature on the Bank-El
Karoui Representation Theorem and its applications (like [3], [4] and [6], among others) and hence we base our
results on (4.2).
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and define
Γξ(t) := ess inf
t≤τ≤T
E
{ ∫ τ
t
f(u, ξ)µ(du) +X(τ)
∣∣∣Ft}, ξ ∈ R, t ∈ [0, T ]. (4.6)
Recall that Γξ of (4.6) may be taken to be right-continuous and it is such that the mapping
ξ 7→ Γξ(ω, t) is continuous and nonincreasing for ω ∈ Ω, t ∈ [0, T ] (cf. [4], Lemma 4.12).
Then, the optional process (cf. [4], eq. (23) and Lemma 4.13)
ξ∗(t) := sup
{
ξ ∈ R : Γξ(t) = X(t)
}
, t ∈ [0, T ), (4.7)
solves the representation problem
e−
∫ τ
0
µF (u)du
C0(τ)
fC(τ)
1{τ<T} = E
{ ∫ T
τ
f(s, sup
τ≤u<s
ξ∗(u))µ(ds)
∣∣∣Fτ }. (4.8)
We now claim (and we prove it below) that ξ∗ is upper right-continuous and a.s. strictly negative
on [0, T ). Then, the upper right-continuous, strictly positive process
l∗(t) := −C
0(t)
ξ∗(t)
(4.9)
solves by (4.8)
e−
∫ τ
0 µF (u)du
C0(τ)
fC(τ)
1{τ<T} = E
{ ∫ T
τ
e−
∫ s
0 µF (u)duC0(s)Rc
(
C0(s)
− supτ≤u<s(−C
0(u)
l∗(u) )
)
ds
∣∣∣Fτ }
= E
{ ∫ T
τ
e−
∫ s
0 µF (u)duC0(s)Rc
(
C0(s)
infτ≤u<s(
C0(u)
l∗(u) )
)
ds
∣∣∣Fτ }
= E
{ ∫ T
τ
e−
∫ s
0 µF (u)duC0(s)Rc
(
C0(s) sup
τ≤u<s
(
l∗(u)
C0(u)
))
ds
∣∣∣Fτ },
i.e. (4.3). Moreover, ξ∗ (and hence l∗) is unique up to optional sections by [4], Theorem 1, as
it is optional and upper right-continuous. Therefore it is unique up to indistinguishability by
Meyer’s optional section theorem (see, e.g., [13], Theorem IV.86).
To complete the proof we must show that ξ∗ is indeed upper right-continuous and a.s.
negative on [0, T ). We start by proving its upper right-continuity. To accomplish that we only
need to prove that ξ∗ has upper semi right-continuous sample paths, i.e.
lim sup
sցt
ξ∗(s) ≤ ξ∗(t), (4.10)
since
lim sup
sցt
ξ∗(s) ≥ ξ∗(t)
by definition (cf. (4.2)). Thanks to [14], Proposition 2, it suffices to show (cf. also [6], proof of
Theorem 1)
lim
n→∞
ξ∗(τn) ≤ ξ∗(τ), (4.11)
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for any τ ∈ [0, T ) and any sequence of stopping times {τn}n∈N such that τn ↓ τ and for which
there exists ζ := limn→∞ ξ
∗(τn) a.s. Then, fix ǫ > 0 and use (4.7), right-continuity of t 7→ Γξ(t)
and continuity of ξ 7→ Γξ(t) (see [4], Lemma 4.12) to write
Γζ−ǫ(τ) = lim
n→∞
Γζ−ǫ(τn) = lim
n→∞
X(τn) = X(τ) = Γ
ξ∗(τ)(τ). (4.12)
It thus follows that ζ − ǫ ≤ ξ∗(τ) for any ǫ > 0, which implies (4.11); i.e., ξ∗ is upper right-
continuous.
Finally, to prove that ξ∗(t) < 0 a.s. on [0, T ) define
σ := inf{t ∈ [0, T ) : ξ∗(t) ≥ 0} ∧ T,
then for ω ∈ {σ < T}, upper right-continuity of ξ∗ implies ξ∗(σ) ≥ 0 and therefore supσ≤u<s ξ∗(u) ≥
0 for all s ∈ (σ, T ]. Hence, (4.8) with τ = σ, i.e.
e−
∫ σ
0 µF (u)du
C0(σ)
fC(σ)
1{σ<T} = −E
{ ∫ T
σ
e−
∫ s
0 µF (u)duC0(s) sup
σ≤u<s
ξ∗(u) ds
∣∣∣Fσ }, (4.13)
is not possible for ω ∈ {σ < T} since the right-hand side of (4.13) is nonpositive, whereas the
left-hand side is always strictly positive. It follows that σ = T a.s. and hence ξ∗(t) < 0 for all
t ∈ [0, T ) a.s.
Notice that l∗(t) may be found numerically by backward induction on a discretized version
of problem (4.3) (see [3], Section 4). In some cases, when T = +∞, (4.3) has a closed form
solution as in the case of a Cobb-Douglas production function (see Section 6 below).
We are now able to find the unique optimally controlled capacity plan for problem (2.7).
Definition 4.2. For a given positive process l, the capacity process that tracks l is defined as
C(l)(t) := C0(t)
(
y ∨ sup
0≤u<t
(
l(u)
C0(u)
))
. (4.14)
Theorem 4.3. Let l∗(t) be the unique optional, upper right-continuous, positive solution of (4.3)
and let C(l
∗) be the capacity process that tracks l∗. Then the investment plan ν(l
∗) that finances
C(l
∗), i.e.
dν(l
∗)(t) =
1
fC(t)
C(l
∗)(t)[µC(t)dt− σC(t)dW (t)] + 1
fC(t)
dC(l
∗)(t), with ν(l
∗)(0) = 0,
is optimal for the firm’s problem (2.7).
Proof. In order to prove that C(l
∗)(t) is the optimal capacity, we only have to show that C(l
∗)(t)
solves the two first-order conditions of Theorem 3.2. In fact, for all τ ∈ T
E
{ ∫ T
τ
e−
∫ s
0
µF (u)duC0(s)Rc
(
C(l
∗)(s)
)
ds
∣∣∣Fτ }
= E
{ ∫ T
τ
e−
∫ s
0 µF (u)duC0(s)Rc
(
C0(s)
(
y ∨ sup
0≤u<s
(
l∗(u)
C0(u)
)))
ds
∣∣∣Fτ } (4.15)
≤ E
{ ∫ T
τ
e−
∫ s
0
µF (u)duC0(s)Rc
(
C0(s) sup
τ≤u<s
(
l∗(u)
C0(u)
))
ds
∣∣∣Fτ }
= e−
∫ τ
0
µF (u)du
C0(τ)
fC(τ)
1{τ<T},
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where in the last step we have used (4.3). Notice that in (4.15) we have equality if τ is a time of
investment; that is a time of strict increase for C(l
∗), i.e. dC(l
∗)(τ) > 0. In fact, at such time, we
have C(l
∗)(t) = C0(t) supτ≤u<t(
l∗(u)
C0(u)
) for t ∈ (τ, T ]. Hence (3.4) and (3.5) hold (see also (3.1))
and so ν(l
∗)(t) ≡ νˆ(t).
Remark 4.4. Recall that Cy,νˆ(t) = C0(t)[y + νy(t)] (cf. (2.5)) where νy(t) :=
∫
[0,t)
fC(s)
C0(s)
dνˆ(s).
Hence it follows from (4.14) with l = l∗ that
νy(t) = sup
0≤u<t
(
y ∨ l
∗(u)
C0(u)
)
− y. (4.16)
Therefore
νy(t) = sup
0≤u<t
(
l∗(u)− yC0(u)
C0(u)
)
∨ 0. (4.17)
5 Identifying the Base Capacity Process
In this Section we find the explicit link between our ‘base capacity’ approach and the variational
approach in Chiarolla and Haussmann [11] based on the shadow value of installed capital, v :=
∂
∂y
V , with V as in (2.7) (see Appendix A for a generalization of [11] in the case of deterministic,
time-dependent coefficients).
We make the following
Assumption 5.1. µC(t), σC(t), fC(t) and µF (t) are deterministic functions of t ∈ [0, T ].
Recall that (cf. also proof of Lemma 4.1), if
Γξ(t) := ess inf
t≤τ≤T
E
{ ∫ τ
t
e−
∫ u
0 µF (r)drC0(u)Rc
(
− 1
ξ
C0(u)
)
du
+ e−
∫ τ
0
µF (r)drC0(τ)
1
fC(τ)
1{τ<T}
∣∣∣Ft}, (5.1)
for ξ < 0 and t ∈ [0, T ], then [4], Lemma 4.12 and Lemma 4.13, guarantee that
• the stopping time
τ ξ(t) := inf
{
s ∈ [t, T ) : Γξ(s) = e−
∫ s
0
µF (r)drC0(s)
1
fC(s)
}
∧ T (5.2)
is optimal for (5.1);
• the optional, upper right-continuous process
ξ∗(t) := sup
{
ξ < 0 : Γξ(t) = e−
∫ t
0
µF (r)drC0(t)
1
fC(t)
}
, t ∈ [0, T ), (5.3)
uniquely solves the representation problem (4.8).
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We now make an absolutely continuous change of probability measure. In fact, define the
probability measure P˜ by P˜(A) := E {M0(T )1A}, for A ∈ FT , with M0(T ) as in (2.4). Then
the Radon-Nikodym derivative is
dP˜
dP
∣∣∣
Ft
=M0(t), t ∈ [0, T ], (5.4)
and the process W˜ (t) :=W (t)− ∫ t0 σC(u)du, t ∈ [0, T ], is a standard Brownian motion under P˜.
We denote by E˜ {·} the expectation w.r.t. P˜.
Hence, under P˜, by the continuous time Bayes’ rule (see e.g. [20]) the process e
∫ t
0 µF (r)dr
Γξ(t)
C0(t)
may be written as
Γ˜ξ(t) := ess inf
t≤τ≤T
E˜
{ ∫ τ
t
e−
∫ u
t
µ(r)dr Rc
(
− 1
ξ
C0(u)
)
du + e−
∫ τ
t
µ(r)dr 1
fC(τ)
1{τ<T}
∣∣∣Ft}, (5.5)
with µ(t) := µC(t) + µF (t), and thus the optional process ξ
∗(t) of (5.3) is
ξ∗(t) = sup
{
ξ < 0 : Γ˜ξ(t) =
1
fC(t)
}
, t ∈ [0, T ). (5.6)
For an appropriate value of ξ, we are now able to link Γ˜ξ(t) to v(t, y), the shadow value of
installed capital defined in Appendix A (cf. (A-15)).
Proposition 5.2. With Γ˜ξ(t) as in (5.5), Y t,z(u) = zC
0(u)
C0(t)
= zC˜t(u), u ≥ t, as in (A-2),
v(t, z) = inf
t≤τ≤T
E˜
{ ∫ τ
t
e−
∫ u
t
µ(r)dr Rc
(
Y t,z(u)
)
du+ e−
∫ τ
t
µ(r)dr 1
fC(τ)
1{τ<T}
}
(5.7)
as in (A-15), we have
Γ˜
− 1
y (t) = v(t, yC0(t)). (5.8)
Proof. The proof borrows arguments from [10], proof of Theorem 4.1. For t ∈ [0, T ) and τ ∈
[t, T ], notice that
E˜
{ ∫ τ
t
e−
∫ u
t
µ(r)dr Rc
(
yC0(u)
)
du + e−
∫ τ
t
µ(r)dr 1
fC(τ)
1{τ<T}
∣∣∣Ft} (5.9)
= E˜
{ ∫ τ
t
e−
∫ u
t
µ(r)dr Rc
(
yC0(t)C˜t(u)
)
du + e−
∫ τ
t
µ(r)dr 1
fC(τ)
1{τ<T}
∣∣∣Ft}.
In order to take care of the conditioning, it is convenient to work on the canonical prob-
ability space
(
Ω,P
)
, where P is the Wiener measure on Ω := C0 ([0, T ]), the space of all
continuous functions on [0, T ] which are zero at t = 0. We denote by W˜ (t, ω) = ω(t) the
coordinate mapping on C0 ([0, T ]), with ω = (ω1, ω2) where ω1 =
{
W˜ (v), 0 ≤ v ≤ t
}
and
ω2 =
{
W˜ (v)− W˜ (t), t ≤ v ≤ T
}
=
{
W˜ ′(v), 0 ≤ v ≤ T − t
}
. Now, independence of Brown-
ian increments induces a product-measure on C0 ([0, T ]) = C0 ([0, t])× C0 ([0, T − t]) and τ , with
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τ ≥ t a.s., may be written in the form τ (ω1, ω2) = t + τ ′ω1 (ω2) with τ ′ω1 (·) a
{
FW˜ ′v
}
0≤v≤T−t
-
stopping time for every ω1 ∈ Ω (for a classical reference for this see [13], Theorem 103, p. 151,
among others). Then, since C˜t(·) is independent of Ft, if we denote by E˜ω2{·} the expectation
over ω2 or W
′, we can write the last conditional expectation in (5.9) as Φτ ′
ω1
(t, yC0(t)), where
Φτ ′
ω1
(t, z) := E˜ω2
{ ∫ t+τ ′ω1
t
e−
∫ u
t
µ(r)dr Rc
(
zC˜t(u)
)
du+e−
∫ t+τ ′ω1
t µ(r)dr
1
fC(t+ τ ′ω1)
1{t+τ ′
ω1
<T}
}
,
for any ω1 ∈ Ω fixed. Now (5.8) follows from (5.5) and (5.7), since ess inft≤τ≤T Φτ ′
ω1
(t, yC0(t)) =
ess inft≤t+τ ′
ω1
≤T Φτ ′
ω1
(t, yC0(t)) = v(t, yC0(t)), for every ω1 ∈ Ω.
Recall (5.6). The following Proposition provides another representation of the base capacity
l∗(t) := −C0(t)
ξ∗(t) (cf. (4.9)).
Proposition 5.3. The base capacity l∗(t), unique optional, upper right-continuous, positive
solution of (4.3), admits the representation
l∗(t) = sup
{
yC0(t) > 0 : v(t, yC0(t)) =
1
fC(t)
}
, t ∈ [0, T ), (5.10)
with v as in (5.7).
Proof. For t ∈ [0, T ) and y > 0 we have
l∗(t) := −C
0(t)
ξ∗(t)
= − C
0(t)
sup
{
ξ < 0 : Γ˜ξ(t) = 1
fC(t)
} = − C0(t)
sup
{
− 1
y
< 0 : Γ˜
− 1
y (t) = 1
fC(t)
}
=
C0(t)
− sup
{
− 1
y
< 0 : Γ˜−
1
y (t) = 1
fC(t)
} = C0(t)
inf
{
1
y
> 0 : Γ˜−
1
y (t) = 1
fC(t)
}
= C0(t) sup
{
y > 0 : Γ˜−
1
y (t) =
1
fC(t)
}
= sup
{
yC0(t) > 0 : Γ˜−
1
y (t) =
1
fC(t)
}
= sup
{
yC0(t) > 0 : v(t, yC0(t)) =
1
fC(t)
}
,
where the last equality follows from Proposition 5.2.
Notice that v(t, y) ≤ 1
fC(t)
for all t ∈ [0, T ) and y > 0 (cf. (5.7)). As in [11], eq. (3.19),
introduce the Continuation Region (or ‘no-action region’) of problem (5.7)
D :=
{
(t, y) ∈ [0, T ) × (0,∞) : v(t, y) < 1
fC(t)
}
. (5.11)
Roughly speaking D is the region where it is not profitable to invest, since the shadow value of
installed capital is strictly less than the capital’s replacement cost. Similarly its complement is
the Stopping Region (or ‘action region’), i.e.
Dc :=
{
(t, y) ∈ [0, T )× (0,∞) : v(t, y) = 1
fC(t)
}
. (5.12)
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That is the region where it is profitable to invest immediately. The boundary between these two
regions is the free boundary yˆ(t) of the optimal stopping problem (5.7).
Theorem 5.4. The base capacity process l∗(t), unique optional, upper right-continuous, positive
solution of (4.3), is deterministic and coincides with the free boundary yˆ(t) associated to the
optimal stopping problem (5.7). Hence
l∗(t) = sup
{
z > 0 : v(t, z) =
1
fC(t)
}
for t ∈ [0, T ). (5.13)
Proof. Recall (5.10). Fix t ∈ [0, T ) and set
z˜(ω, y) := yC0(ω, t).
It follows that{
yC0(ω, t) > 0 : v(t, yC0(ω, t)) =
1
fC(t)
}
=
{
z˜(ω, y) > 0 : v(t, z˜(ω, y)) =
1
fC(t)
}
⊆
{
z > 0 : v(t, z) =
1
fC(t)
}
for a.e. ω ∈ Ω and y > 0, hence the inclusion holds a.s. for all y > 0.
The reverse inclusion follows from the particular dependence of the geometric Brownian
motion on its initial value. In fact, if z > 0, then for each ω ∈ Ω and t ∈ [0, T ), z may be written
as
z = z˜(ω, y(ω, z)),
with y(ω, z) := z
C0(ω,t)
. Therefore{
z > 0 : v(t, z) =
1
fC(t)
}
=
{
y(ω, z)C0(ω, t) > 0 : v(t, y(ω, z)C0(ω, t)) =
1
fC(t)
}
⊆
{
yC0(ω, t) > 0 : v(t, yC0(ω, t)) =
1
fC(t)
}
.
This inclusion holds for a.e. ω ∈ Ω, thus a.s. Hence, it holds P˜-a.s. that
sup
{
yC0(ω, t) > 0 : v(t, yC0(ω, t)) =
1
fC(t)
}
= sup
{
z > 0 : v(t, z) =
1
fC(t)
}
(5.14)
and l∗(t) is deterministic (cf. (5.10)). Now the right-hand side of (5.14) (cf. [11], eq. (3.13))
identifies l∗(t) with the free boundary yˆ(t) of problem (5.7).
Since yˆ(t) coincides with l∗(t), equation (4.3) provides an integral equation for the free
boundary yˆ(t) which does not require a priori continuity of yˆ and the smooth fit property (as
instead that in [11]) to be derived.
Theorem 5.5. The free boundary yˆ(t) of problem (5.7) is the unique upper right-continuous,
positive solution of the integral equation
E˜
{∫ T−t
0
e−
∫ t+v
t
µ(r)drRc
(
sup
0≤u′<v
(
yˆ(t+ u′)
C0(t+ v)
C0(t+ u′)
))
dv
}
=
1
fC(t)
, t ∈ [0, T ). (5.15)
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Proof. Fix t ∈ [0, T ). Set τ = t and recall that l∗(t) = yˆ(t). Then write (4.3) under P˜ and apply
the continuous time Bayes’ Rule to obtain
E˜
{∫ T−t
0
e−
∫ t+v
t
µ(r)drRc
(
sup
0≤u′<v
(
yˆ(t+ u′)
C0(t+ v)
C0(t+ u′)
))
dv
∣∣∣Ft} = 1
fC(t)
.
Now (5.15) follows since C
0(t+v)
C0(t+u′)
, v > u′ ≥ 0, is independent of Ft.
As in [11], Section 4, we now make the following
Assumption 5.6.
1. R(C) = 1
α
Cα with α ∈ (0, 1) (i.e. Cobb-Douglas production function);
2. µC(t) ≡ µC , σC(t) ≡ σC , µF (t) ≡ µF , fC(t) ≡ fC .
Remark 5.7. Notice that under the second part of Assumption 5.6, the process C
0(t+v)
C0(t+u′)
has the
same law as C
0(v)
C0(u′)
. Hence, the integral equation (5.15) takes the form
E˜
{∫ T−t
0
e−µvRc
(
sup
0≤u′<v
(
yˆ(t+ u′)
C0(v)
C0(u′)
))
dv
}
=
1
fC
. (5.16)
Under Assumption 5.6, the properties of the free boundary obtained in [11] hold; in particular,
yˆ(t) is nonincreasing and left-continuous on [0, T ) (cf. [11], Proposition 4.3 [i]bdy). At this point
one could be tempted to conclude that it is also right-continuous since it coincides with the base
capacity process l∗(t). However that is not the case as l∗(t) (according to definition (4.2) and
footnote 1) is not equal to what is usually called limit superior but it only coincides with its
upper envelope, hence l∗(t) is only greater or equal its limit superior (as commonly defined).
The identification of the free boundary yˆ of problem (5.7) with the base capacity process l∗
enables us to obtain an upper bound for yˆ (see Proposition 5.8), and its explicit form in the
infinite horizon case when it reduces to a point (see Proposition 6.1 below).
Proposition 5.8. Under Assumption 5.6 the boundary yˆ(t) of the continuation region D satis-
fies
yˆ(t) ≤
[
fC
(
1− e−(µF+αµC+ 12α(1−α)σ2C )(T−t)
µF + αµC +
1
2α(1− α)σ2C
)] 1
1−α
=: y∗(t), (5.17)
for every t ∈ [0, T ).
Proof. Fix t ∈ [0, T ). The representation formula (4.3) for τ = t and in the Cobb-Douglas case
becomes
e−µF t
1
fC
= E
{ ∫ T
t
e−µF s
C0(s)
C0(t)
(
sup
t≤u<s
(
C0(s)
l∗(u)
C0(u)
))α−1
ds
∣∣∣Ft }. (5.18)
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Set µ˜C := µC +
1
2σ
2
C , then the right-hand side of (5.18) gives
E
{ ∫ T
t
e−µF s
C0(s)
C0(t)
(
sup
t≤u<s
(
C0(s)
l∗(u)
C0(u)
))α−1
ds
∣∣∣Ft}
= E
{ ∫ T
t
e−µF s
C0(s)
C0(t)
inf
t≤u<s
(
C0(s)
l∗(u)
C0(u)
)α−1
ds
∣∣∣Ft} (5.19)
≤ E
{∫ T
t
e−µF s e−µ˜C (s−t)+σC(W (s)−W (t)) [l∗(t)]α−1 e(α−1)(−µ˜C(s−t)+σC (W (s)−W (t))) ds
∣∣∣Ft}
= e−µF t [l∗(t)]α−1 E
{∫ T−t
0
e−µF v e−µ˜Cv+σC(W (v+t)−W (t))
× e(α−1)(−µ˜Cv+σC(W (v+t)−W (t))) dv
∣∣∣Ft}
Since the Brownian increments in the integral above are independent of Ft, we obtain
E
{ ∫ T
t
e−µF s
C0(s)
C0(t)
(
sup
t≤u<s
(
C0(s)
l∗(u)
C0(u)
))α−1
ds
∣∣∣Ft}
≤ e−µF t [l∗(t)]α−1 E
{∫ T−t
0
e−µF v e−µ˜Cv+σC(W (v+t)−W (t))
× e(α−1)(−µ˜Cv+σC (W (v+t)−W (t)))
}
dv (5.20)
= e−µF t [l∗(t)]α−1
∫ T−t
0
e−µF v E
{
eα(−µ˜Cv+σC (W (v+t)−W (t)))
}
dv
= e−µF t [l∗(t)]α−1
∫ T−t
0
e−µF ve−αµ˜Cv e
1
2
α2σ2C v dv.
Notice that
µF + αµ˜C − 1
2
α2σ2C = µF + αµC +
1
2
α(1 − α)σ2C > 0,
hence (5.18) and (5.20) imply that
e−µF t
1
fC
≤ e−µF t [l∗(t)]α−1
∫ T−t
0
e−(µF+αµC+
1
2
α(1−α)σ2
C)v dv (5.21)
= e−µF t [l∗(t)]α−1
(
1− e−(µF+αµC+ 12α(1−α)σ2C)(T−t)
µF + αµC +
1
2α(1− α)σ2C
)
.
Now (5.21) gives
[l∗(t)]1−α ≤ fC
(
1− e−(µF+αµC+ 12α(1−α)σ2C)(T−t)
µF + αµC +
1
2α(1 − α)σ2C
)
=: [y∗(t)]1−α, (5.22)
and (5.17) follows from the identification of l∗(·) with yˆ(·) (cf. Theorem 5.4).
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Remark 5.9. Notice that the curve y∗(t) is exactly what in [10] was incorrectly identified as the
free boundary between the ‘action’ and the ‘no-action’ regions. In [11] the authors characterized
the free boundary yˆ(t) as the unique solution of a nonlinear integral equation (see [11], Theorem
4.8). Then, by using a discrete approximation of such integral equation, they showed that yˆ(t) ≤
y∗(t), for t ≤ T . That is exactly what we proved here in Proposition 5.8.
Remark 5.10. The arguments in the proof of Proposition 5.8 apply even under the more general
conditions of Assumption 5.1. That is, under deterministic, time-dependent coefficients we have
yˆ(t) ≤
[
fC(t)
∫ T−t
0
e−
∫ v+t
t (µF (s)+αµC (s)+
1
2
α(1−α)σ2
C
(s)) dsdv
] 1
1−α
, t ∈ [0, T ).
In this Section we have linked the Bank-El Karoui’s probabilistic approach to the variational
approach followed by Chiarolla and Haussmann in [10] and [11] for an irreversible investment
problem similar to (2.7). Under Assumption 5.1 we have proved that the base capacity process
l∗(t) is a deterministic process and it coincides with the free boundary of the optimal stopping
problem (5.7). We have characterized the free boundary as the unique solution of an integral
equation based on the stochastic Representation Theorem of [4]. Even under Assumption 5.6,
the integral equation for the free boundary (5.15) cannot be analitically solved when the time
horizon is finite. However it is possible to find a curve bounding the free boundary from above.
In Section 6 we shall see that, instead, when T = +∞ (as in H. Pham [24]) the free boundary
is a constant whose value we find explicitly by applying Proposition 6.1.
6 Explicit Results when T = +∞
In this Section, with T = +∞ and under Assumption 5.6, we set fC = 1 in order to compare
our finding with the results in H. Pham [24]. As one would expect, when the time horizon is
infinite, the free boundary is a point. That is what we show below.
Proposition 6.1. The unique solution of the representation problem (4.3) is given by
l∗(t) =
[ 2
2µF − σ2Cβ− − ασ2C(1 + β+)
] 1
1−α
=: a (6.1)
where β± are, respectively, the positive and negative roots of
1
2σ
2
Cx
2 + µ˜Cx − µF = 0 with
µ˜C := µC +
1
2σ
2
C .
Hence (cf. Definition 4.2 and Theorem 4.3) the optimal capacity is given by
Cy,νˆ(t) = C(a)(t) ≡ C0(t)
(
y ∨ sup
0≤u≤t
(
a
C0(u)
))
. (6.2)
Proof. We make the ansatz that l∗(t) ≡ a for all t ≥ 0 and we plug it into the left-hand side of
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(4.3) to obtain
aα−1 E
{ ∫ ∞
τ
e−µF s
C0(s)
C0(τ)
[
sup
τ≤u≤s
(
C0(s)
C0(u)
)]α−1
ds
∣∣∣Fτ }
= aα−1 E
{ ∫ ∞
τ
e−µF s
C0(s)
C0(τ)
inf
τ≤u≤s
([C0(s)
C0(u)
]α−1)
ds
∣∣∣Fτ }
= aα−1 E
{ ∫ ∞
τ
e−µF seσC (W (s)−W (τ))−µ˜C(s−τ) (6.3)
× inf
0≤u′≤s−τ
[
eσC(W (s)−W (u
′+τ))−µ˜C(s−u
′−τ)
](α−1)
ds
∣∣∣Fτ }
= aα−1e−µF τ E
{ ∫ ∞
0
e−µF veσCW (v)−µ˜Cv inf
0≤u′≤v
(
e(α−1)(σC(W (v)−W (u
′))−µ˜C(v−u
′))
)
dv
}
since the Brownian increments are independent of Fτ .
If we now define Y (v) := µ˜Cv−σCW (v), Y (v) := inf0≤u′≤v Y (u′) and Y (v) := sup0≤u′≤v Y (u′),
then we have
aα−1e−µF τ E
{ ∫ ∞
0
e−µF veσCW (v)−µ˜Cv inf
0≤u′≤v
(
e(α−1)(σC(W (v)−W (u
′))−µ˜C(v−u
′))
)
dv
}
= aα−1e−µF τ E
{ ∫ ∞
0
e−µF ve−αY (v)e(α−1)Y (v)dv
}
=
1
µF
aα−1e−µF τ E
{ ∫ ∞
0
µF e
−µF ve−α(Y (v)−Y (v))e−Y (v) dv
}
(6.4)
=
1
µF
aα−1e−µF τ E
{
e−α(Y (τ(µF ))−Y (τ(µF )))e−Y (τ(µF ))
}
,
where τ(µF ) denotes an independent exponentially distributed random time.
Using the Excursion Theory for Levy processes (cf. [8]), Y − Y is independent of Y , and by
the Duality Theorem, Y − Y has the same distribution as Y . Hence from (6.4) we obtain
1
µF
aα−1e−µF τ E
{
e−α(Y (τ(µF ))−Y (τ(µF )))e−Y (τ(µF ))
}
=
1
µF
aα−1e−µF τ E
{
e−αY (τ(µF ))
}
E
{
e−Y (τ(µF ))
}
. (6.5)
It is well known that for a Brownian motion with drift
E
{
ezY (τ(µF ))
}
=
β+
β+ − z and E
{
ezY (τ(µF ))
}
=
β−
β− − z ,
if β+ and β− are, respectively, the positive and negative roots of
1
2σ
2
Cx
2 + µ˜Cx− µF = 0, i.e.
β± = − µ˜C
σ2C
±
√(
µ˜C
σ2C
)2
+
2µF
σ2C
.
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Hence (cf. (4.3))
e−µF τ = E
{ ∫ ∞
τ
e−µF s
C0(s)
C0(τ)
[
C0(s) sup
τ≤u≤s
(
l∗(u)
C0(u)
)]α−1
ds
∣∣∣Fτ }
=
1
µF
aα−1e−µF τE
{
e−αY (τ(µF ))
}
E
{
e−Y (τ(µF ))
}
(6.6)
=
1
µF
aα−1e−µF τ
β+β−
(1 + β+)(α+ β−)
.
Then, we solve for a and we obtain
aα−1 =
(
µF (1 + β+)(α + β−)
β+β−
)
,
which may also be written as
a =
(
2
2µF − σ2Cβ− − ασ2C(1 + β+)
) 1
1−α
being β+β− = −2µFσ2
C
.
Hence (cf. Theorem 4.3) the optimal capacity is
Cy,νˆ(t) = C(a)(t) = C0(t)
(
y ∨ sup
0≤u≤t
(
a
C0(u)
))
. (6.7)
From Remark 4.4 we have
νy(t) = sup
0≤u≤t
(
a− yC0(u)
C0(u)
)
∨ 0, (6.8)
and the corresponding control νˆ(t) (cf. (2.2)) makes the diffusion reflect at the boundary a, it
is the local time of Cy,νˆ(t) at a.
Notice that the boundary a in (6.1) coincides with the free boundary kb obtained via a
viscosity solution approach by H. Pham in [24] for a unit cost of investment p. In fact from [24],
Example 1.5.1
kα−1b =
1−m
C(α−m) ,
with
C =
1
µF + αµ˜C − α
2σ2
C
2
and m = −β+,
and it is easy to see that
aα−1 =
µF (1 + β+)(α + β−)
β+β−
=
1−m
C(α−m) = k
α−1
b , (6.9)
hence a = kb.
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Remark 6.2. For a general production function R(·) satisfying Assumption 2.1, to find the free
boundary a one should solve the analogue of (6.5), i.e.
1
µF
E
{
e−Y (τ(µF ))Rc
(
a e−Y (τ(µF ))
)}
E
{
e−Y (τ(µF ))
}
= 1,
or equivalently
1
µF
E
{
e−Y (τ(µF ))Rc
(
a e−Y (τ(µF ))
)} β+
1 + β+
= 1.
That is, a is the unique solution of
E
{
e−Y (τ(µF ))Rc
(
a e−Y (τ(µF ))
)}
=
µF (1 + β+)
β+
. (6.10)
Since now −Y (τ(µF )) = (−Y )(τ(µF )), and (−Y )(τ(µF )) has exponential distribution of pa-
rameter γ+ :=
µ˜C+
√
µ˜2
C
+2µF σ
2
C
σ2
C
> 1 (see, e.g., [8], Chapter VII), then (6.10) may be rewritten
as ∫ ∞
0
γ+e
x(1−γ+)Rc(ae
x)dx =
µF (1 + β+)
β+
.
A The Variational Approach in the Case of Time-Dependent
Coefficients
In this Appendix we revisit the solution of problem (2.7) obtained in Chiarolla and Haussmann
[11] by a variational approach and we generalize some of their results to the case of deterministic,
time-dependent coefficients of the controlled diffusion (cf. Assumption 5.1).
Denote by Ct,y,ν(s) the capacity process starting at time t ∈ [0, T ) from y, controlled by ν,
with dynamics
dCt,y,ν(s) = Ct,y,ν(s)[−µC(s)ds+ σC(s)dW (s)] + fC(s)dν(s), s ∈ [t, T ),
Ct,y,ν(t) = y > 0.
(A-1)
Hence
Ct,y,ν(s) =
C0(s)
C0(t)
{
y +
∫
[t,s)
C0(t)
fC(u)C0(u)
dν(u)
}
with C0 as defined in (2.3).
To simplify notation write
C˜t(s) := Ct,1,0(s) =
C0(s)
C0(t)
= e−
∫ s
t
(µC(u)+
1
2
σ2
C
(u))du+
∫ s
t
σC(u)dW (u), Y t,y(s) := yC˜t(s), (A-2)
and note that these processes are F˜t,s := σ{W (u)−W (t), t ≤ u ≤ s}-measurable.
To Ct,y,ν we associate the expected total profit, net of investment costs, given by
Jt,y(ν) = E
{∫ T
t
e−
∫ s
t
µF (u)duR(Ct,y,ν(s))ds−
∫
[t,T )
e−
∫ s
t
µF (u)dudν(s)
}
, (A-3)
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and the corresponding optimal investment problem is
V (t, y) := sup
ν∈St
Jt,y(ν), (A-4)
where
St := {ν : Ω× [t, T ] 7→ R+ nondecreasing, left-continuous, adapted s.t. ν(t) = 0, P-a.s.}
is the convex set of irreversible investments.
We define the opportunity cost of not investing until time s as (compare with [11], Section
3)
ζt,y,T (s) :=
∫ s
t
e−
∫ u
t
µF (r)dr C˜t(u)Rc(yC˜
t(u))du+ e−
∫ s
t
µF (r)drC˜t(s)
1
fC(s)
1{s<T}, (A-5)
and the optimal stopping problem (compare with [11], eq. (3.1))
Zt,y,T (s) := ess inf
s≤τ≤T
E
{
ζt,y,T (τ)
∣∣F˜t,s} . (A-6)
Denoting by Zt,y,T (·) the right-continuous with left-limits modification of Zt,y,T (·), for s = t we
set v(t, y) := Zt,y,T (t), so that up to a null set,
v(t, y) = inf
t≤τ≤T
E
{ ∫ τ
t
e−
∫ u
t
µF (r)dr C˜t(u)Rc
(
yC˜t(u)
)
du
+ e−
∫ τ
t
µF (r)drC˜t(τ)
1
fC(τ)
1{τ<T}
}
. (A-7)
Now, the results in [1], Proposition 2 and Theorem 3, guarantee that for t ∈ [0, T ) the stopping
time
τ∗(t, y) = inf
{
s ∈ [t, T ) : Zt,y,T (s) = ζt,y,T (s)} ∧ T (A-8)
is optimal for (A-6), its left-continuous inverse (modulo a shift)
νy(s− t) = [sup {z ≥ y : τ∗(t, y) < s− t} − y]+, s ∈ [t, T ), (A-9)
is related to the optimal control νˆ through νˆ(s − t) = ∫[t,s) C0(u−t)fC(u−t)dνy(u − t) (cf. Remark 4.4),
and the function v(t, y) is the shadow value of installed capital, i.e.
v(t, y) =
∂
∂y
V (t, y).
Theorem A.1. Under Assumption 5.1, for every (t, y) in [0, T ) × (0,∞) the optimal stopping
time (A-8) may be written as
τ∗(t, y) = inf
{
s ∈ [t, T ) : v(s, Y t,y(s)) = 1
fC(s)
}
∧ T, (A-10)
with v as in (A-7) and Y t,y as in (A-2).
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Proof. Recall that Y t,y(s) = yC˜t(s) and (A-5). Then, from (A-6) we may write
Zt,y,T (s) = ess inf
s≤τ≤T
E
{∫ s
t
e−
∫ u
t
µF (r)dr C˜t(u)Rc
(
Y t,y(u)
)
du
+
∫ τ
s
e−
∫ u
t
µF (r)dr C˜t(u)Rc
(
Y t,y(u)
)
du
+e−
∫ s
t
µF (r)dre−
∫ τ
s
µF (r)drC˜t(τ)
1
fC(τ)
1{τ<T}
∣∣∣F˜t,s} (A-11)
= ζt,y,T (s) + ess inf
s≤τ≤T
E
{∫ τ
s
e−
∫ u
t
µF (r)dr C˜t(u)Rc
(
Y t,y(u)
)
du
+e−
∫ s
t
µF (r)dr
(
e−
∫ τ
s
µF (r)drC˜t(τ)
1
fC(τ)
1{τ<T} − C˜t(s)
1
fC(s)
1{s<T}
)∣∣∣F˜t,s}.
Notice now that
C˜t(u) = C˜t(s)C˜s(u), ∀u ≥ t, and e−
∫ τ
t
µF (r)drC˜t(τ) = e−
∫ s
t
µF (r)dre−
∫ τ
s
µF (r)drC˜t(s)C˜s(τ).
Hence for s < T we have
Zt,y,T (s) = ζt,y,T (s) (A-12)
+e−
∫ s
t
µF (r)drC˜t(s) ess inf
s≤τ≤T
E
{∫ τ
s
e−
∫ u
s
µF (r)dr C˜s(u)Rc
(
Y t,y(s)C˜s(u)
)
du
+e−
∫ τ
s
µF (r)drC˜t(τ)
1
fC(τ)
1{τ<T} −
1
fC(s)
∣∣∣F˜t,s}.
In order to take care of the conditioning in (A-12) we proceed exactly as in the proof of Propo-
sition 5.2 and recalling (A-7), from (A-12) we get
Zt,y,T (s) = ζt,y,T (s) + e−
∫ s
t
µF (r)drC˜t(s)
(
v(s, Y t,y(s))− 1
fC(s)
)
. (A-13)
Finally, (A-8) and (A-13) imply
τ∗(t, y) = inf{s ∈ [t, T ) : Zt,y,T (s) = ζt,y,T (s)} ∧ T
= inf
{
s ∈ [t, T ) : e−
∫ s
t
µF (r)drC˜t(s)
(
v(s, Y t,y(s))− 1
fC(s)
)
= 0
}
∧ T
= inf
{
s ∈ [t, T ) : v(s, Y t,y(s)) = 1
fC(s)
}
∧ T. (A-14)
Notice that if E˜ {·} is the expectation w.r.t. P˜ (cf. (5.4) for its definition), then by Girsanov
Theorem (A-7) may also be written as
v(t, y) = inf
t≤τ≤T
E˜
{ ∫ τ
t
e−
∫ u
t
µ(r)dr Rc
(
Y t,y(u)
)
du+ e−
∫ τ
t
µ(r)dr 1
fC(τ)
1{τ<T}
}
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with µ(t) = µF (t)+µC(t), for t ∈ [0, T ], and where the second equality is due to (A-2). The value
function v(t, y) is expected to be the solution of a variational inequality similar to that obtained
in Chiarolla and Haussmann [11] under Markovian restrictions (cf. [11], Assumption-[M]) and
with a Cobb-Douglas production function (cf. [11], eq. (4.5) and Theorem 4.4).
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