Inconsistencies between an object and its image delivered by tomographical methods are inevitable. Loss of information occurs during the survey through incomplete and inaccurate data sampling and may also be introduced during the inverse procedure by smoothness constraints inadequate to the resolving power of the experimental setup.
I N T RO D U C T I O N
Electrical resistivity tomography (ERT) in its geophysical application is a method that attempts to reconstruct an image of the resistivity inside the Earth from current and voltage measurements made on its surface or in boreholes.
The method comprises a measuring process and a reconstruction process both of which must be regarded as non-ideal, leading to a loss of information on the object during the imaging procedure.
Present-day instruments allow the acquisition of several thousand resistance readings and numerous algorithms have been invented that allow the inference of finely discretized model estimates usually presented as 2-D or 3-D images. However, a successful interpretation of images requires an assessment of their quality. Furthermore, quantification of the loss of information occurring during the imaging process would also allow the comparison of different imaging systems and provide means for improving their design.
Questions concerning the quality and efficiency of the imaging process are becoming increasingly important, although they have puzzled scientists and users since the early years of the method. Some of these questions refer to:
(1) resolution: how much does the image resemble the object? (2) stability: what artefacts can be expected to arise from propagation of data error into image noise? (3) efficiency: how can the design of measurement and inversion be optimized to achieve maximum information?
The aim of this study is to present a low-contrast inversion scheme that besides a model estimate also yields measures for resolution and noise of the image as well as information on the efficiency of the experimental design. The method uses a linearization of the forward problem and a generalized inverse constructed by truncated singularvalue decomposition, reducing the subjectivity usually imposed by empirical smoothness constraints.
The paper is organized in the following way: first, approaches to quantifying imaging quality are reviewed, next the problem is formulated in a mathematical manner and model resolution, model covariance and data resolution as defined from inverse theory are introduced to describe the consequences of non-uniqueness. The main part of the paper deals with the actual construction of these functionals for the resistivity problem and the derivation of intuitively usable estimates as a radius of resolution, a binary flag of geometrical distortion and a percentage of image noise. The inversion scheme is tested on a synthetic 2-D model using classical and non-classical measurement configurations. Finally, the effect of accurate and inaccurate data on image resolution is discussed and the efficiency of the experimental design is assessed.
A P P ROA C H E S T O Q UA N T I F Y I N G I M A G I N G Q UA L I T Y
Numerous approaches addressing the above questions have been presented by geophysicists and by the community of medical electrical impedance tomography. Most of them fall into one of the following categories.
Analytical sensitivity studies assessing the influence of a differential model parameter change on individual measurements were introduced by Evjen (1938) for 1-D layered models and have led to the definition of depth of investigation extensively discussed in the 1970s and concisely summarized by Barker (1989) . Advanced analysis of sensitivity in 2-D (Barker 1979 ) and 3-D, including their deformation by inhomogeneities (Spitzer 1998) , brought fundamental insight into the typical structure of apparent resistivity anomalies.
Numerical perturbation studies examine whether the anomalous response of predefined features in the ground exceed the limits of detectability (van Nostrand 1953; Dey et al. 1975; Apparao et al. 1992) . Both of the above approaches suffer from the disadvantage that they only investigate the influence of a model perturbation on individual or sets of data, but not on the image itself.
Numerical model resolution studies based on the application of a reconstruction algorithm on synthetically calculated data contaminated with noise compare directly the similarity between the model and the image. The comparison of either a set of survey procedures, a set of inversion algorithms, a set of predefined models or a combination of such sets, is made visually (Sasaki 1992; Beard & Tripp 1995; Dahlin & Loke 1998; Dahlin & Bing 2001) or by definition of model-misfit functions (Olayinka & Yaramanci 2000) .
Besides such exemplary studies and heuristic approaches it has always been a temptation to derive more general and analytical measures for the appraisal of imaging quality in impedance tomography.
Resolution analysis based on local sums of sensitivity for all measurements contained in a set were proposed especially for SIRTlike reconstruction schemes (Kemna 1995; Friedel 1997; Seichter 1998 ) but were also considered for conventional matrix inversion techniques (Park & Van 1991) . Oldenburg & Li (1999) present a method to measure the depth of investigation by quantifying how much each region of the image is constrained by the data and how much by subjective model constraints. The procedure considers the full non-linear problem and analyses the difference in two or more inversion results attained with different model constraints.
The idea of Backus & Gilbert (1968) to consider the imaging process as an averaging filter, the properties of which can be described and influenced, has been used in several approaches, but mainly for 1-D resistivity sounding problems, such as to construct averaging kernel functions (Oldenburg 1978) , to derive upper and lower bounds for the model parameters (Oldenburg 1983) , or to optimize the design of electromagnetic (EM) surveys (Maurer & Boerner 1998; Maurer et al. 2000) . Only recently has image appraisal for 2-D and 3-D electromagnetic inversion been suggested Alumbaugh & Newman (2000) . Unlike in this paper the authors have used classical smoothness constraints.
Considerable research has been devoted to analytical measures of resolution and stability in medical impedance tomography. This paper was most inspired by the approaches of Dobson & Santosa (1994) and Avis & Barber (1994) who analysed the condition numbers and singular-value spectra of various sets of electrode configurations.
In geoelectrical inversion the SVD approach has received relatively little attention and has so far been applied only to 1-D resistivity problems (Inman et al. 1973) , presumably because of its high computational costs. The same applies partly to seismic tomography, where the forward problem is generally sparse and resolution has been exhaustively studied (e.g. Aki & Richards 1980; Nolet 1987; Iyer & Hirahara 1993) , but only few attempts were made to compute SVD for realistic large problems (see references in Minkoff 1996) .
However, though computationally expensive, the method seems promising for 2-D and 3-D resistivity problems, since it offers general insight into non-uniqueness, resolving power, stability and efficiency while introducing no, or only a few, subjective constraints.
M E T H O D

Causes and consequences of non-uniqueness
The mathematically reassuring facts that the inverse resistivity problem has a unique solution for 2-D and 3-D objects have been proven rigorously in significant papers by Kohn & Vogelius (1985) and Sylvester & Uhlmann (1987) . However, the conditions for the unique reconstruction of the resistivity inside an object from current and voltage measurements made on its boundary are very demanding. Voltage and current must be known: (1) as continuous functions on the whole boundary, (2) for a complete set of spatial patterns of the driving current and (3) with infinite precision. A similar uniqueness theorem was already proven by Langer (1933) for the 1-D layered Earth.
Geophysical applications of ERT systems, however, cover only a limited part of the Earth, employ a finite number of electrodes and comprise measurements of limited precision. From this incompleteness of information arises the non-uniqueness encountered in all practical cases.
ERT comprises two fundamental operations, measurement and image reconstruction. By measuring the injected current and potential differences for a given set of electrode configurations the resistivity m(r) of an object is mapped during the forward operation F on to a set of data
usually apparent resistivities. It is assumed that data contains additive noise n. Afterwards, the data are treated with a reconstruction schemeF −1 , an approximation to the inverse of F, to obtain a model estimate (image)
which yields a prescribed target misfit between the measured data d and the predicted data
and may comply with additional constraints. Here it is assumed that the synthetic forward operator sufficiently approximates the physics of the problem. From eq. (2) it can be seen that the similarity of image and object is ruled byF −1 F := R M , the model resolution operator. From eq. (3) it follows that the agreement between data and predicted data is described by FF −1 := R D , the data resolution matrix. For non-linear imaging systems both of these operators depend on the object itself. The second term in (2) describes the image noise. Since the true error is never known, usually the propagation of data covariance is considered. For problems that are not too non-linear the model covariance matrix
can be used as an estimate of image noise (Menke 1989 The model resolution operator describes the mapping from the object to the image for noise-free data. Accounting for non-linearity it can be expressed as a model-dependent averaging kernel
It describes what region of the model is projected into the image at point r. Another way of thinking about the weighting kernel is to regard it as a point spread function (PSF), which describes what disturbance a delta-like model perturbation will cause in the image. Fig. 1 illustrates general properties that the resolution operator may have.
For an ideal imaging process, the resolving kernel would equal a delta function R M (m, r , r ) = δ(r − r ) independently of the model and location. For continuous inverse problems with incomplete data this perfect resolution can never be attained, but the resolving kernel works as an averaging filter. Image cells will contain localized averages of the object properties and the width of the kernel is a measure of resolution. Furthermore, the resolving kernel describes geometrical distortions that may occur in the image if the maximum of the PSF lies off the diagonal or R M contains significant side lobes.
A similar weighted averaging relation for the data space is interpreted as follows. If the data resolution matrix R D is independent of the model and equal to the identity matrix, all data can be independently resolved, otherwise the predicted data are averages of the measured data, which indicates redundancy. Therefore, this matrix yields a measure of the efficiency of a forward procedure. Though the usefulness of the measures R M , R D and [cov m est ] is obvious, the actual construction for the inverse resistivity problem is complicated by the fact, that the forward problem is non-linear and the approximate inverse an iterative procedure. In the following, approximations will be introduced that allow the calculation of useful estimates to the functionals.
Construction and decomposition of the forward map
The forward operation for the resistivity problem is usually given implicitly by Poisson's equation. Alternatively, it can be expressed as a non-linear integral equation making use of the sensitivity function. For each measurement the latter is usually derived by a truncated Taylor expansion:
and relates model and data perturbations through the Fréchet derivative 
As a peculiarity of the dc resistivity problem, not generally valid for non-linear problems, the Fréchet derivative serves as an absolute weighting function in the non-linear integral formulation of the forward problem.
A proof of this relation was derived by Gómez-Treviño (1987) from the scaling properties of Maxwell's equation. We have recently presented another proof based only on the reciprocity theorem (Brunner et al. 1999) . The equivalence of the Fréchet derivative and the absolute weighting function has far reaching implications: it allows an easy calculation of the forward response of an arbitrarily inhomogeneous model if only the sensitivity is known, since the linearized Taylor expansion no longer contains an absolute term. Furthermore, it follows for the homogeneous case, if resistivity and apparent resistivity are chosen as data and parameters such that S i (m hom , r) d 3 r = 1. We now consider an arbitrary set of apparent resistivity 
Non-uniqueness of the inverse problem can be investigated by discriminating the kernel of the forward map from its null-space that contains indistinguishable models. This can be achieved by singularvalue decomposition (Golub & van Loan 1989) of the matrix DS into
where U ∈ R N ×N and V ∈ R M×M denote unitary matrices formed by complete sets of data and model eigenvectors, respectively. The matrix
is diagonal and contains the singular values
The rank p of DS denotes the number of theoretically linear independent data. Elementary circuit theory tells us that for an L-pole network the maximum number of independent resistance measurements is p max = L(L − 1)/2. This means that however complicated a resistor network may be, or even if L-poles are connected to a continuous body not more than p max characteristic transfer impedances or degrees of freedom can be reconstructed. A natural choice of degrees of freedom are the model eigenvectors. The model space M can be separated into two orthogonal subspaces
Model eigenvectors exhibit a natural ordering according to their distinguishability. This means that the rms data response of a model containing only a single eigenvector V l is proportional to the respective eigenvalue w l since the orthonormality of the eigenvectors leads to
In the presence of noise it is therefore very likely that model components corresponding to very small eigenvalues yield data well below the threshold of detectability. It is therefore justified to regard such model eigenvectors as lying effectively in the null-space. The method of the truncated pseudo-inverse (Shim & Cho 1981) achieves this by truncation of the singular-value spectrum to the first r values while zeroing the remainder w r +1 = · · · = w p = 0. The truncated pseudo-inverse is given by
where r is the number of effectively non-vanishing singular values. The positive effect of truncation is a gain in stability since the propagation of data error into image noise is proportional to the reciprocal of the smallest singular value. On the other side truncation imposes a severe loss of information because of the exclusion of image components. A method to determine r carefully according to data quality is presented in the next section.
Approximate inverse and quality functionals
During the image reconstruction a model estimate is often found by minimizing the weighted residual functional
Since the data contain noise that should not be fitted some authors prefer to minimize not χ 2 (m est , d) but its difference with respect to a target misfit
Prescribing a target misfit χ 2 * of unity results in residuals that on average equal the standard deviations of the data, a reasonably objective choice. Since the minimization problem (15) has no unique solution, most inversion schemes add a penalty functional that forces the image to be not unnecessarily complex. Most approaches use a smoothing matrix weighted with a smoothing parameter (both empirically defined) to make the inverse problem unique without sacrificing too much resolution. Even if an optimum smoothing parameter, which produces exactly the target misfit, is calculated during an Occam inversion (deGroot-Hedlin & Constable 1990; LaBrecque et al. 1996) , subjectivity remains in the choice of the smoothness functional (the order of the derivative matrix, the increase of regularization with depth, etc.). Today most inversion schemes address this problem empirically, whereas ideally it should be addressed with respect to the resolving power of the measurement scheme. In this study the truncated SVD inversion is used because it introduces only little subjectivity. As a constraint to the minimization problem (15) it is required that the model estimate shall have no component in the effective null-space V T 0 m est = 0 that cannot be distinguished by measurements.
The minimization problem is attacked by assuming that a solution is found in step n + 1 in which case the response can be expanded to
Inserting eq. (16) in eq. (15) an iterative formula can be found
where DS) † represents the truncated SVD pseudo-inverse. Assuming now that the model m est n is already linearly close to the true model m, i.e.
we obtain
Here the model resolution operator is defined as
The model estimate is obviously built up from three components: it resembles the object as far as R M allows; where no resolution can be provided the previous model is filled in; and it contains a component of propagated noise. Considering unwanted null-space components it follows from V r ⊥ V 0 that
A model component in the null-space can obviously only be introduced by the starting model but does not result from noise. An expression similar to (19) for the data resolution matrix can be found by applying the forward procedure to the model estimate (17)
Finally, an estimate for the model covariance is constructed by inserting the weighted forward procedure and its generalized inverse in eq. (4) cov m
A single-step SVD inversion scheme
The linearized theory presented in the previous section can be applied to the full non-linear problem as an a posteriori appraisal of resolution, stability and information density if the sensitivity matrix of the final inversion step is used. In the following numerical example a single-step inversion algorithm is presented that uses the homogeneous background as a starting model m est 0 and calculates only one correction. Single-step algorithms solving only the linearized problem around a homogeneous starting model have been widely used (Isaacson et al. 1992; Lehmann 1995; Loke & Barker 1995; Perez-Flores & Gomez-Treviño 1997) and have proven to yield reasonable inversion results for low-contrast models.
The SVD inversion algorithm shown in and resolvable model eigenvectors r by means of a line search approach. Only such a number of model eigenvectors is incorporated in the solution as is necessary to fit the data to the prescribed target misfit.
After data input and a sufficiently fine model parametrization a homogeneous starting model is set, the sensitivity matrix is calculated analytically and scaled with the data variances. Next, the data residual vector is calculated and the system matrix decomposed. The first model estimate is calculated by a computationally inexpensive back-substitution after zeroing all singular values above index p/2. If the fit between the forward response of this model and the data is worse or better than the prescribed value the number of effective non-zero singular r values is increased or decreased, respectively. Repeating this procedure iteratively leads to a model of the least complexity of all models sufficiently fitting the data. Finally, model resolution and covariance are calculated on the basis of r degrees of freedom. As the algorithm internally uses logarithms of data and model parametersd i = ln d i andm j = ln m j and a homogeneous background, the general theory outlined in the previous section can be slightly refined by scaling as described in the appendix. Model resolution, data resolution and model covariance matrices are calculated by decomposition of the scaled matricesDŜ. Furthermore, it follows that each cell of the estimated model contains a geometrical weighted average of the true resistivity
Finally, the diagonal elements of the logarithmic model covariance matrix can be scaled back to derive an estimate for the statistical 
N U M E R I C A L E X A M P L E S
In this following example the generalized inverse algorithm is applied to synthetic data from a 2-D dc problem. First singular-value spectrum and model eigenvectors are inspected to obtain principal insight into non-uniqueness, then the model resolution is compared for accurate and inaccurate data, the results of inversion and image appraisal are presented and finally the data resolution matrix is discussed.
The experimental setup employed L = 25 electrodes arranged on a linear profile with a unit spacing of 1 m. The exemplary complete four-electrode data set comprised L(L − 3)/2 = 275 theoretically linear independent measurements. It was based on a conventional dipole-dipole-γ set with a unit dipole width a = 1 and levels from n = 1 to 22. Since such a set comprises only (L − 2)(L − 3)/2 = 253 measurements and is therefore incomplete L − 3 Schlumbergerlike measurements were added employing a fixed current dipole at electrodes 1 and 25 and a moving unit dipole for voltage mapping. As the data set would form a symmetrical completion of a dipole-dipole set if electrodes were arranged in a circle, it is conventionally called a circulating dipole-dipole in medical impedance tomography. The data set was chosen because it performed very well in a comparison of eight different data sets (Friedel 2000) and furthermore the gain in information by additional non-conventional measurements becomes clear from the data resolution matrix.
The 2-D parameter domain consisted of a rectangle x = [−2 m, 26 m], z = [0 m, −10 m] extending the electrode scheme horizontally by two unit spacings. The domain was parametrized into 1120 cells of 0.5 × 0.5 m 2 width and one additional parameter comprising the remaining outside background region. The latter was done to ensure S i (m hom , r ) d 3 r = 1 needed for the approximate forward procedure. The parametrization was chosen to be relatively fine to avoid inherent regularization of the inverse problem.
The parameter sensitivity matrix was calculated analytically for the homogeneous half-space using the Born approximation. In the strike direction a transformation in complete elliptic integrals was used (Lehmann 1995; Loke & Barker 1995) . In the x-z plane GaussLegendre integration was used with an adaptive number of 36 to 9216 function evaluations per cell.
SVD spectrum and model eigenvectors
First insights into the information content of a forward map and the condition of the inverse can be gained by inspection of the spectrum of singular values. The SVD spectrum of the sensitivity matrix (Fig. 3) shows a nearly exponential decay illustrating the ill-posedness of the inverse problem. This result agrees well with findings from medical impedance tomography (Dobson & Santosa 1994) . The decreasing spectrum of singular values corresponds to a succession of eigenvectors in the model domain sorted according to their distinguishability. This ordering makes the otherwise arbitrary choice of an orthonormal system in the space M unique. Fig. 4 shows selected model eigenvectors.
Typically we find symmetric and antisymmetric eigenvectors with respect to a vertical axis in the centre of the electrode array. Highfrequency features often occur near the electrodes, but there is no unique relation between the index and the spatial wavelengths contained in the eigenvectors. However, high index eigenvectors usually show increased complexity, e.g. V 275 which is effectively unresolvable with realistic noise. The remarkable symmetry of the eigenvectors may inspire new approaches to model parametrization. The conventional parametrization of models into large numbers of small blocks leads to huge sensitivity matrices and underdetermined systems, which have to be stabilized by subjective model constraints. Parametrization guided by model eigenvectors as natural degrees of freedom may be used in the future to reduce the dimension of the inverse problem without sacrificing unnecessarily resolution.
Resolving power of accurate and inaccurate data
If noise-free data are assumed, the generalized inverse need not be stabilized by truncation of the SV spectrum. All theoretically independent data are considered to be independent, the kernel of the forward map has the maximum rank r = p. Although impractical for real field data, calculation of the resolution matrix including all eigenvectors yields valuable insight into the maximum possible resolution of a measuring system. Fig. 5 illustrates model resolution for the given data set by depicting the point spread function for four typical cells. Cell 125 just 1 m below the electrode array is nearly perfectly resolvable. The same applies to cell 588 at medium depths beneath the horizontal centre of the electrode spread. The averaging kernel for cell 348 at lesser depth but off the centre is much wider, indicating a poorer resolution in this region. Cell 722 located at a -1E+0 -1E-2 -1E-4 1E-4 1E-2 1E+0 0 depth of 6 m and horizontally near the end of the electrode system lies in a region of very poor image quality. The averaging kernel is inflated to enormous size, its maximum is not located on the diagonal element and has significant negative side lobes. In this area the image will not only be of poor contrast but also geometrically distorted.
Although browsing through the point spread function of individual cells is very instructive, it is laborious and the information content of R M needs to be condensed to more practical measures. For this purpose the diagonal elements of R D or the deviation of R D from the identity (Menke 1989 ) are often considered. When talking to experimentalists and users a scaling of the diagonal elements into a readily understandable measure seems favourable. A value of 1 in a diagonal element means that the average of the respective parameter cell can be resolved uniquely. Assuming a boxcar-like resolving kernel with an amplitude of 0.25 located around the diagonal element would mean that the average of four cells can be resolved uniquely. This motivates the definition of a radius of resolution
for each region centred around the mid-point of parameter cell j.
Here πr 2 0 equals the area of the uniform parameter cell. This obviously simplest way to scale diagonal elements may serve as a first measure of resolution and can be replaced by the computationally more demanding estimate of the half-width of the point spread function. Since both are inadequate for cells with asymmetrical or otherwise deformed weighting kernels, at least an additional indication of geometrical distortion is needed, which most primitively can be introduced as a distortion flag,
which indicates that the maximum of the point spread function is offdiagonal. The bottom diagram of Fig. 5 summarizes the information contained in the diagonal elements: the colourscale corresponds to the value of the diagonal element scaled in terms of a radius of resolution and a white square indicates a distortion flag of zero.
Both measures independently mark out a triangular area of high image quality below the electrode system, where high resolution and no or little distortion can be expected. The edges of the triangle form an angle of approximately 38
• to the surface. If a realistic data error is accounted for, the approximate inverse procedure inevitably needs to be stabilized, which is achieved here by using only the first r eigenvectors and singular values for the construction of the inverse and the appraisal functionals. Fig. 6 illustrates selected resolving kernels for a truncated inverse with only 96 degrees of freedom resulting from realistic noise specified in the next section. Near the surface, resolution is still good, but at greater depth, the resolving kernels are much wider and show geometrical distortion. As an extreme example, image cell 722 contains an average of resistivities in a completely different area and therefore lies well beyond the depth of investigation. The formerly triangular area of good resolution and little distortion derived from the diagonal element collapses to a bathtub-like area.
It is worth noting that the quality functionals are calculated for a specific model parametrization, which implicitly regularizes the problem. However, if a sufficiently fine parametrization were chosen the radius of resolution and distortion flag prove to be very consistent, suggesting that they can be motivated by a continuous theory, as pointed out by Dobson & Santosa (1994) for the unit disc model domain.
Inversion result and image quality
After introducing model resolution for full and truncated SVD inverse, the inversion result itself will now be discussed. The model shown in Fig. 7(a) consisted of two rectangular blocks of 10 and 1000 m embedded in a homogeneous half-space of 100 m. Data were calculated synthetically using an FD forward algorithm. All data were contaminated with Gaussian noise but not with uniform variance. Experience from many field data sets shows that for configurations with a high geometrical factor (e.g. a dipole-dipole with large separations), the main contribution to the total error arises from inaccuracy in voltage measurements. The standard deviation is usually higher the closer the voltage comes to a site and instrument dependent minimum voltage U min at which readings are mainly statistical. To account for such behaviour in a synthetic data set, the standard deviation of each measurement was estimated as follows:
For the given example of a near-surface ERT data set a driving current of 100 mA and a minimum voltage of 50 µV were assumed. The corresponding standard deviations varied between 1 per cent for configurations with the largest and 20 per cent for those with the smallest measured voltages. The inversion scheme presented in Fig. 2 required a 96 degrees of freedom to fit the data to a target misfit of 1 corresponding to an rms error of 4 per cent. The inverted image (Fig. 7b) shows that the low-resistivity body was well reconstructed in location and amplitude (9 m), whereas for the high-resistivity body only the upper edge could be resolved and its contrast is clearly to small. This can be explained with a resolution matrix (Fig. 7c) . At a depth of 4 m its radius of resolution is approximately 3 m, indicating that the image in that region contains averages of a volume much larger than the body itself. Image noise is seen in the model and the corresponding model covariance matrix (Fig. 7d) predominantly at shallow depths beneath the electrodes, where resolution is high. Noise is not projected into the unresolvable regions at greater depths where it is usually encountered for smoothness-constrained inversion algorithms (Alumbaugh & Newman 2000) . The magnitude of the image noise estimated by the covariance matrix seems slightly too small in comparison with that estimated from the image itself.
Efficiency of the data set
The relative importance of an individual data point in the set of configurations can be estimated from the data resolution matrix. For accurate data all measurements are linearly independent and R D equals unity. For inaccurate data only weighted averages of the measured data can be predicted. Fig. 8 illustrates data resolution for the noisy data set and 96 incorporated degrees of freedom. The dipole-dipole measurement 86 in level 2 carries nearly unique information, for deeper levels data become increasingly correlated, mostly upward in the pseudosection, indicating that wide spacing measurements contain much information that is already contained in a set of shallower measurements. Furthermore, correlations occur predominantly along diagonals of the pseudosection, i.e. for measurements with coincident voltage or current dipole positions (measurement 179). As for the model resolution matrix, information can be condensed by depicting only the diagonal elements of R D . Clearly, data importance decreases with higher levels. This analysis justifies theoretically the often empirically motivated practice of alternatively sparsing out measurements or increasing the dipole width at high levels. Most noteworthy is the importance of the additional Schlumberger-like measurements, depicted as an extra row on top of each triangular pseudosection. In particular, the most asymmetrical of these configurations possess a higher information content than many of the classical dipole-dipole configurations. If multielectrode field equipment allows, the measurement of such configurations is recommended. A more detailed comparison of data sets is presented in Friedel (2000) .
D I S C U S S I O N A N D C O N C L U S I O N S
In this paper, a single-step linearized inversion scheme for dc resistivity data was presented that uses a truncated SVD inverse. Controlled smoothness and minimum complexity of the solution is achieved by a line search approach to determine the truncation value, i.e. the maximum number of degrees of freedom necessary to fit the data to a prescribed target misfit.
As SVD is well known to be a computationally expensive and slow procedure the method may never compete with faster algorithms. Its great virtue, however, is that it avoids empirically defined smoothness constraints that might be inappropriate to the resolving power of the experimental design. Insight from SVD analysis may, in contrast, be used as a guideline for the design of optimized experimental setup, choice of parametrization and model smoothness functionals. A comparison of various data sets will be the subject of a subsequent paper.
Besides a resistivity image, the algorithm produces estimates of model resolution, model covariance and data resolution. For a low-contrast approximation these estimates can be given a priori. If the algorithm is incorporated in a full non-linear inversion scheme and the sensitivity matrix for the final model estimate is used a posteriori estimates can be derived. The crucial assumption here is that the model found is linearly close to the true model.
However, analysis of the resolving power in a numerical example suggests that the non-uniqueness in the electrical resistivity tomography problem arises possibly to a greater degree from its illposedness than from non-linearity.
In a numerical example the linearized single-step scheme provided reasonable agreement between the image and the input model, although the latter contained moderate resistivity contrasts of 10:100:1000 m. On the other hand, the resolving power of an exemplary complete four-electrode data set containing classical dipole-dipole and non-conventional configurations is severely affected by data inaccuracy. Even for perfect data a clearly defined area could be marked out to which an image of high resolution and free of geometrical distortion is restricted. For noisy data, this area shrinks drastically as the weighting kernel functions for given cells are inflated and groups of parameters and predicted data become increasingly correlated. In the example, the ill-posedness of the inverse problem can be quantified by the number of effectively resolvable degrees of freedom in the image (96) which was only 35 per cent of the number of data (275) and less than 9 per cent of the size of the parameter space (1121). These numbers underline the need for optimized approaches to the design of experiments and inversion schemes. Although the theory presented in this paper is only linear, quantification of the quality of resistivity tomograms and the efficiency of the imaging process may be used as a guideline in this way.
To comply with the field users need for few representative and readily understandable quality estimates for the image, three spacedependent scalar quantities were introduced: a radius of resolution, a distortion flag and a percentage of image noise. The radius of resolution is calculated from the diagonal elements of the model covariance matrix assuming that the resolving kernel is localized and nearly a boxcar. Deviations from this assumption are mapped into the second quantity, the distortion flag, which indicates possible geometrical distortions in the image. Though both measures were calculated for a certain model parametrization, numerical experiments with finer discretizations proved to be consistent.
The deduction of the simplified functionals from the model resolution and covariance matrices is an attempt to condense the enormous amount of information contained in the model resolution and covariance matrix to user-friendly quantities. As such they are first and evidently crude approximations and subject to refinement as theory advances.
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A P P E N D I X A : S P E C I F I C A O F T H E L O G P RO B L E M
Because rock resistivity varies over many orders of magnitude, electromagnetic methods often use logarithms of resistivitym j = ln m j as parameters and logarithms of apparent resistivity as datad i = ln d i (Park & Van 1991; Beard et al. 1996; Olayinka & Weller 1997) . This appendix describes the consequences of such logarithmic scaling on the estimates of resolution, stability and efficiency.
The logarithmic problem can be linearized as follows: 
When using logarithmic data and parameters in the quasihomogeneous case the sensitivity matrix need not be scaled. Furthermore, it follows from M j=1 S ij = 1 that
which allows a linearized forward algorithm for the quasihomogeneous case. The logarithmic transformation requires scaling of the data covariance matrix. If a datum d i is characterized by its expectation d i and a statistical disturbance δd i
then it follows for the logarithm
The diagonal elements of the new scaling matrixD should characterize the reciprocal deviation of the logarithmic data. Although the logarithmic data may not strictly follow a Gaussian distribution it seems reasonable to approximate the data covariance matrix elements byD ii = 1/ ln(1 + σ i /d i ). 
where the statistical deviation of the logarithmic parameter may be approximated by the diagonal element of the model covariance matrix δm est j = [covm] j j . When using such a scaled measure convenient for intuitive appraisal of a resistivity image, it has to be noted that it is a simplification and does not represent the percentage of standard deviation since, owing to the non-linearity of the problem, the errors ind,m andm est may not follow Gaussian statistics.
