We consider a robust filtering problem where the robust filter is designed according to the least favorable model belonging to a ball about the nominal model. In this approach, the ball radius specifies the modeling error tolerance and the least favorable model is computed by performing a Riccati-like backward recursion. We show that this recursion converges provided that the tolerance is sufficiently small.
I. INTRODUCTION
Consider the problem of estimating a state process whose state-space model is known only imperfectly. In such a situation the standard Kalman filter may perform poorly. Robust filtering seeks to find a state estimate which takes the model uncertainty into account.
In this paper, we consider the robust filtering approach proposed in [12] , see also [11] , [8] . The actual state-space model is assumed to belong to a ball centered about the nominal state-space model. The ball is formed by placing a bound on the Kullback-Leibler divergence between the actual and the nominal state-space model, and the ball radius represents the modeling error tolerance. Then, the robust filter is designed according to the least favorable model in the ball. The resulting filter obeys a Kalman-like recursion which makes it very appealing for online applications [16] . Interestingly, if the ball is selected by using the τ -divergence instead of the Kullback-Leibler divergence, the resulting filter still obeys a Kalman-like recursion [18] , [21] . In [20] , [19] it was shown that when the tolerance is sufficienly small, the robust filter converges. Finally, it worth noting that this robust filter represents a generalization of risk-sensitive filters [15] , [1] , [13] , [9] where large errors are severely penalized by selecting a risk-sensitivity parameter.
It is also important to characterize the least favorable model corresponding to the robust filter because it can be used to evaluate the performance of an arbitrary filter under this least favorable situation. In [12] it was shown that the least favorable model can be computed over a finite interval by first evaluating the robust filter over the interval and then performing a backward recursion to generate the least favorable model dynamics. In this paper, we show that this backward recursion is a Riccati-like equation of the form which converges provided the tolerance is sufficiently small. As a consequence, the least favorable model is a state-space model with constant parameters in steady state. The convergence of discrete-time Riccati equations with R positive definite or semi-definite has been studied in detail [3] , [4] , [2] , [7] . But in the equation considered here, R is negative definite, and in this case only a few results are available, see [17] .
The outline of the paper is as follows. In Section II we introduce the robust filtering problem, in particular the backward least favorable model recursion. In section III we prove that the recursion converges when the tolerance is sufficiently small. In Section IV we show that the estimation error of an arbitrary stable estimator under the least favorable model is bounded. In Section V some simulation results are presented. Finally, conclusions are presented in Section VI.
In this paper we will use the following notation. (a, b] denotes an interval which is left-open and right-closed. Given a matrix A ∈ R n×n , its spectrum is denoted by λ(A) and its spectral radius is denoted by σ(A). We say that A is (Schur) stable if σ(A) < 1. Q n denotes the vector space of symmetric matrices of dimension n. Given X ∈ Q n , X > 0 (X ≥ 0) indicates that X is positive definite (semi-definite). Given two functions f and g, f (x) = o(g(x)) around x = α means that lim x→α f (x)/g(x) = 0.
II. ROBUST KALMAN FILTERING
Consider a nominal state-space model of the form
where x t ∈ R n is the state process, y t ∈ R p the observation process, v t ∈ R m is a white Gaussian noise (WGN) with unit variance, i.e. E[v t v T s ] = Iδ t−s and δ t denotes the Kronecker delta function. We assume that v t is independent of the initial state vector x 0 ∼ N (0, P 0 ), and that the pairs (A, B) and (A, C) are reachable and observable, respectively. Without loss of generality, we assume that BD T = 0. Indeed, if this is not the case we can always rewrite (1) 
The nominal model (1) is completely characterized by the transition probability density φ t (x t+1 , y t |x t ) and by the probability density f (x 0 ) of x 0 . Letφ t (x t+1 , y t |x t ) denote the transition probability density of the actual model. We assume that the actual and nominal densities of initial state x 0 coincide, whereasφ t belongs to a ball centered about φ t with radius c > 0, hereafter called tolerance, which is specified by
Here D KL denotes the Kullback-Leibler divergence [10] between φ t andφ t . Note that D KL (φ t ,φ t ) is finite only if matrix [ B T D T ] T has full row rank. Accordingly, without loss of generality we assume that [ B T D T ] T is square and invertible, so that m = n + p. Indeed it is always possible to compress the column space of this matrix and remove the noises which do not affect model (1) . Let Y t = { y s , s ≤ t} and g t (Y t ) be an estimator of x t+1 given Y t . Adopting the minimax approach described in [12] , a robust estimator of x t+1 is obtained by solving:
whereẼ denotes the expectation operator taken with respect to the joint probability density of the actual model and G t denotes the class of estimators with finite second-order moments with respect toφ t ∈ B t . In [12] , it was shown that the robust estimator satisfies a Kalman-like recursion of the form
where θ t > 0 is the unique solution to the equation c = γ(P t+1 , θ t ). The function γ is given by
The initial conditions of the recursion arex 0 = 0 and V 0 = P 0 . The least favorable prediction error e t = x t −x t of the robust estimator has zero mean and covariance matrix V t .
The following result is proved in [20, Proposition 3.5], see also [19] .
, then for any P 0 > 0 the sequence P t , t ≥ 0, generated by (4) converges to a unique solution P > 0, θ t → θ with θ > 0, V t → V with V > 0 and the limit G of the filtering gain G t as t → ∞ is such that A − GC is stable. Moreover, P is the unique solution of the algebraic Riccati-like equation
It is possible to show that the least favorable model obtained by solving (3) is given by [12] 
wherẽ
In this model ε t is a WGN with unit variance, and Ω −1 t+1 is computed by the backward recursion
where if T denotes the simulation horizon, the initial condition is Ω −1 T = 0. In summary, the least favorable model (7) is obtained in two steps:
1) The Riccati equation (4) for P t is propagated forward in time over [0, T ] and used to compute G t and θ t .
In the next section we show that when c > 0 is sufficient small, then Ω −1 t converges over the interval [αT, βT ] as T tends to infinity. As a consequence, the least favorable model (7) is constant over this interval.
Before establishing the convergence of the backward recursion (9), it is worth considering the limit case c = 0 when the nominal and the actual models coincide. In this case, the robust filter (4) reduces to the usual Kalman filter and θ t = 0 for all t. Hence the limit of θ t is θ = 0. By using the matrix inversion lemma, the backward recursion (9) with θ t = 0 can be rewritten as
Accordingly, H t = 0 and L t = I. Substituting these expressions inside (8) , it is then easy to verify that the least favorable model coincides with the nominal model.
III. CONVERGENCE OF THE BACKWARD RECURSION
Suppose that the condition of Proposition 2.1 is satisfied. Then as t → ∞ the backward recursion (9) becomes
where the matrixĀ := A − GC is stable, andB := B − GD. To ease the exposition, we assume that T is finite and we study the convergence of (10) as t tends to −∞. This is equivalent to studying the convergence in [αT, βT ] as T tends to ∞. Adding θI on both sides and defining X t := Ω −1 t + θI yields the equivalent recursion
with terminal value X T = θI. It has the form of a Riccati equation, but an important difference, compared to the standard case, is that in the inverse we add to X −1 t+1 the negative definite matrix −BB T . This difference makes the convergence analysis nontrivial. At this point, it is useful to introduce the following map defined for 0 < X < (BB T ) −1
Note thatBB T is an invertible matrix sincē
where BB T is invertible because B ∈ R n×n+p has full rowrank. Accordingly, the recursion (11) can be rewritten as
Proposition 3.1: For any 0 < X < (BB T ) −1 , we have Θ(X) ≥ θI.
Proof: We have
where the right hand side is positive semi-definite. Proposition 3.2: The map Θ preserves the partial order of positive semi-definite matrices, so if X 1 , X 2 are such that 0 < X 1 ≤ X 2 < (BB T ) −1 , we have Θ(X 1 ) ≤ Θ(X 2 ).
Proof: The first variation of Θ(X) along the direction δX ∈ Q n can be expressed as
Thus δΘ(X; δX) ≥ 0 for any δX ≥ 0, so the map is nondecreasing.
Before stating the next property of Θ, we prove the following lemmas.
Lemma 3.1: It is always possible to select c ∈ (0, c M AX ] such that θ is arbitrarily small.
Proof: In [20] , [19] it was shown that
where (20) means that the image of [0, σ(P ) −1 ) under γ(P, ·) is [0, ∞). Since c ∈ (0, c M AX ], by Proposition 2.1 we have that P t → P , θ t → θ where P and θ are related by c = γ(P, θ). Here P solves the algebraic form of Riccati equation (4), so P ≥ BB T . In view of (17)- (20) it follows that θ ≤θ whereθ is the unique solution of equation c = γ(BB T ,θ). Furthermore, the map
is injective and continuous. Accordingly, the inverse map
exists and is continuous, in particular µ −1 (0) = 0. This means that we can always select c > 0 such thatθ is arbitrarily small. Since θ ≤θ, the statement follows.
It is worth noting thatĀ andB depend on c through θ. Throughout the paper we make the following assumption.
Assumption 1: The map
is continuous forθ sufficiently small. Even though Assumption 1 may appear restrictive, it holds under mild conditions on system (A, B, C, D). Indeed, for c ∈ (0, c M AX ] the unique solution of (6) is P = XY −1 where [ X T Y T ] T spans the stable deflating subspace of regular matrix pencil sL − M , [14] , where
Conditions for the continuity of such subspaces are given in [6] . Accordingly, the map θ → P is continuous over [ 0θ] withθ small enough. Since the map P → (Ā,B) is continuous, we conclude that ψ is continuous forθ sufficiently small. Lemma 3.2: For c ∈ (0, c M AX ] sufficiently small, there exists ρ ∈ (1, σ(Ā) −1 ) such that
where Σ ρ is the unique solution of the algebraic Lyapunov equation (ALE)
(24) Proof: First, note that ρĀ is a stable matrix. Then, the solution of (24) is given by
which is positive definite. Note that
In view of Assumption 1, for θ sufficiently small we have σ(Ā) 2 = σ(Ā 0 ) 2 + o(1) whereĀ 0 = A − G 0 C, G 0 = AP (0) C T (CP (0) C T + DD T ) −1 and P (0) is the unique solution of (6) with θ = 0. As a consequence,
We can always choose ρ in the range (1, σ(Ā 0 ) −1 ) such that (1 − ρ −2 )(1 − ρ 2 σ 2 (Ā 0 )) is positive. By Lemma 3.1. we can also select c ∈ [0, c M AX ] sufficiently small so that θ is small enough that the scaled identity matrix on the right hand side of (26) upper boundsBB T .
Letc ∈ (0, c M AX ] be a value of c such that Lemma 3.2 is satisfied, so that (23) holds for a certain ρ and θ. Then it is useful to observe that for any c ∈ (0,c), the equation (23) still holds with the same value for ρ but with a smaller value for θ. Corollary 3.1: For any c ∈ (0,c], we have Σ ρ < (BB T ) −1 .
Proof: Since (23) holds for a suitable ρ > 0, we
We are now ready to state the third property of the map Θ.
Proposition 3.3: Consider the compact set
where Σ ρ is computed as in Lemma 3.2. If c ∈ (0,c] then Θ(X) ∈ C for any X ∈ C. Proof: First, observe that C is a nonempty set. Indeed, by (25) we have Σ ρ ≥ θI, so that θI ∈ C. Since c ∈ (0,c], by Lemma 3.2 the inequality (23) holds for some ρ ∈ (1, σ(Ā) −1 ), and thus
Assume that X ∈ C. Since X ≤ Σ ρ , the nondecreasing property of Θ and (27) imply Θ(X) ≤ Θ(Σ ρ ) ≤ Σ ρ . Since X ≥ θI, we have Θ(X) ≥ Θ(θI) ≥ θI where we exploited again the nondecreasing property of Θ and Proposition 3.1. We conclude that Θ(X) ∈ C.
Proposition 3.4: Consider the sequence X t satisfying the backward recursion
For c ∈ (0,c], the sequence belongs to C and is nondecreasing. Thus as t → −∞, X t converges to X ∈ C which is a solution of the algebraic Riccati equation
(29) Proof: We prove the first two statements by induction. We start by showing that X t ∈ C for any t. We know that X T ∈ C because C contains θI. Assume that X t+1 ∈ C, then Proposition 3.3 implies that X t = Θ(X t+1 ) ∈ C. This proves the first claim.
Next we show that the sequence is nondecreasing. We observe that
where we exploited the nondecreasing property of Θ, see Propositions 3.2 and 3.1. Assume that X t ≥ X t+1 , then
so by induction the sequence is nondecreasing. The convergence follows from the fact that the sequence is nondecreasing and belongs to a compact set.
Since X t = Ω −1 t + θI, we have the following result.
Corollary 3.2:
For c ∈ (0,c], the sequence Ω −1 t generated by (10) 
It is worth noting that the algebraic equation (29) may admit several positive definite solutions. Indeed, in the scalar case, equation (29) becomes
For small θ > 0, the discriminant of this equation is positive, so the equation has two positive real solutions since the coefficient 1 −ā 2 −b 2 θ is positive. Forā = 0.1,b = 1 and θ = 0.1 we obtain the two solutions x 1 ≈ 0.99 and x 2 ≈ 0.10. It is not difficult to see that (33) can be rewritten as a Lyapunov equation
where j =āxb/(b 2 x − 1). Let f :=ā − jb be the "feedback" matrix and f 1 , f 2 denote the values corresponding to x 1 and x 2 , respectively. Then we have f 1 ≈ 8.9 and f 2 ≈ 0.11. In view of (34), this means that x 1 is a stabilizing solution of (11) whereas x 2 corresponds to an unstable one. Accordingly, the limit of the sequence (28) is x 2 . In the general case (i.e., for n > 1) the algebraic Riccati equation (29) can be rewritten as
However, the reasoning used in the scalar case cannot be applied since the matrix BB T − JJ T is indefinite. Proposition 3.5: For c ∈ (0,c] sufficiently small, the limit X of (28) is a stabilizing solution of (29) in the sense that the matrixĀ T − JB T is stable.
Proof: Let X θ be the limit of the sequence in (28) where we made explicit its dependence on θ. Notice that ρ does not depend on θ. Indeed, if a certain ρ satisfies (23) for a given θ, then the same ρ satisfies (23) with θ such that 0 < θ ≤ θ. Since X θ ∈ C, we have that θI ≤ X θ ≤ θ k≥0 ρ 2k (Ā T ) kĀk . Let Q θ be such that
which after substitution inside (35) gives M θ =Ā T + o(1). The map θ → λ(M θ ) is a continuous function for θ > 0 since the mapping from the entries of a matrix to its spectrum is continuous. Hence for θ sufficiently small, the matrix M θ is stable. By Lemma 3.1 we conclude that if we select c ∈ (0, c M AX ] sufficiently small, the matrix M θ will be stable.
IV. PERFORMANCE ANALYSIS We want to evaluate the performance of an arbitrary estimatorx
under the least favorable model (7) in steady state, i.e. with A t ,B t ,C t andD t constant. Note that the steady state condition is guaranteed under the assumption that c ∈ (0,c].
Recall that e t denotes the least favorable prediction error of the robust filter (4) . Let e t = x t −x t be the prediction error of filter (37). Let e t = [ e T t e T t ] T with e 0 = 0. In [12] it was shown that the dynamics of e t are given by
and ε t is a WGN with unit variance. Then the covariance matrix Π t of e t obeys the Lyapunov equation
with initial condition Π 0 = I 2 ⊗ V 0 . From (38) it is clear that the mean of the prediction error e t is zero. Next, we show that the covariance matrix of e t converges to a constant matrix and is bounded provided that c is sufficiently small. To do so, we use the following result 
F t and R t converges to F and R, respectively, as t → ∞ with F stable. Then Y t converges to the unique solution Y of the Lyapunov equation:
Proposition 4.1: Assume that the gain G t in (37) converges to a matrix G such that A − G C is stable. Then, for c ∈ (0,c] sufficiently small the recursion (39) converges to the solution Π of the Lyapunov equation
Proof: First, we prove that the matrix
is stable. Since F is an upper block-triangular matrix, it is sufficient to show that its two diagonal blocks are stable. The matrix A − G C is stable by assumption. Next, by recalling thatĀ = A − GC,B = B − GD, H =KB T XĀ and K = (I −B T XB) −1 , the (2,2) block of F can be expressed asĀ
which has the same eigenvalues ofĀ T − JB T . By Proposition 3.5, this matrix is stable provided that c is sufficiently small. The conditions of Proposition 4.1 are satisfied since F t converges to F with F stable and M t converges to M , and thus M t M T t converges to M M T as t → ∞. Hence Π t converges to Π. The minimum eigenvalue of (1 − ρ −2 )Σ −1 ρ −BB T is depicted in Fig. 1 as a function of ρ for c = c M AX . For c = c M AX , we see that when ρ = 1.382, the minimum eigenvalue is 4.02 · 10 −5 , so the matrix is positive definite andc = c M AX . Consider the sequence generated by (9) for c = c M AX . We have Σ ρ ≈ 10 2 · 5.89 −5.03 −5.03 4.31 . Furthermore, the matrixĀ T − JB T has for eigenvalues 0.8373, 0.0892, so it is stable. Finally, Figures 2 and 3 depict the variances of the first and second component of prediction error of the Kalman filter and robust filter Kalman for the steady state least favorable model. As expected, both variances converge to a constant value and for both components, the performance of the robust filter is approximately 1.5 dB lower than that of the Kalman filter.
VI. CONCLUSION
We have considered a robust filtering problem, where the minimum variance estimator is designed according to the least favorable model belonging to a ball about the nominal model and with a certain radius corresponding to the modeling tolerance. We showed that as long as the model tolerance does not exceed a maximum valuec, the least favorable model converges to a constant model. Furthermore, as long as the tolerance is sufficiently small, the covariance matrix of the prediction error for any stable filter remains bounded when applied to the steady state least favorable model.
