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Abstract. The choice of academic itineraries and/or optional subjects to attend is 
not usually an easy decision since, in most cases, students lack the information, 
maturity, and knowledge required to make right decisions. This paper evaluates 
the support of Collaborative Systems for helping and guiding students in this 
decision-making process, considering the behavior and impact of these systems 
on the use of data different from the formal information the students usually use. 
For this purpose, the research applied the clustering based Multi-Dimension 
Tensor Factorization approach to build a recommendation system and confirm 
that the increment in tensors improves the recommendation accuracy. As a result, 
this approach permits the user to take advantage of the contextual information to 
reduce the sparsity issue and increase the recommendation accuracy. 
Keywords: Collaborative filtering, context aware recommendation system, 
contextual modeling, item recommendations, multi-dimensionality, tensor 
factorization.  
1. Introduction 
People are continually making important decisions, sometimes facing many 
alternatives to consider. There are three main elements that play a fundamental role in 
the decision-making process: (i) the maturity degree of the individual, (ii) the level of 
knowledge, and (iii) the information available to make the best decision [1], [2]. 
Sometimes, inexperienced individuals in a specific field of education may not reach the 
desirable level of knowledge for making the best choices, so it is important to provide 
tools to assist them either by providing relevant information or by defining the different 
options to get orientation for a better decision making.  
During the educational training stage of every individual, there are moments when 
the student must make certain decisions regarding the future. Some questions arise: 
what kind of training suits me? what area to choose? what academic itinerary to follow? 
which subjects to choose ...?  This fact is inevitable and happens in most educational 
stages, starting with Secondary Education in which the degree of responsibility, 
maturity, and knowledge of the students when making these important decisions is 
questionable. Is there any way to help students in these proposed tasks either by 
defining the spectrum of possibilities or by orienting towards an educational itinerary? 
[3], [4] and [5].   This research intends to answer to these questions by proposing a 
Recommendation System based on Collaborative Filtering algorithms (hereinafter CF). 
A generic multi-dimensional framework based on Tensor Factorization is presented 
to address context aware recommendations with MD-TFCF (Multi-Dimension Tensor 
Factorization Collaborative Filtering). Tensor Factorization is used as it can handle any 
number of contextual variables. Tensor Factorization allows flexible assimilation of 
contextual information by modeling the context associated with user and products. The 
contextual information is related to additional dimensions that are represent in the form 
of tensors. The factorization of this tensor helps in building a unified model of data 
which provides context aware recommendations. The proposed approach allows 
integrating more than one context at a time and helps predicting the missing ratings. 
The contribution of the research are the following: (1) an efficient 5-mode Tensor 
Factorization approach is proposed to factorize the tensors, (2) uses Tensor 
Factorization for the explicit generation of recommendations in which model based 
clustering and Tensor Factorization learning method is combined to predict missing 
ratings, (3) Comparative analysis of higher order tensors with lower order tensors is 
done and confirms that the proposed approach, so the MD-TFCF, leads to more 
promising results when more contextual dimensions are considered. The results 
confirm that as the number of contextual dimensions increases, more accurate the 
recommendations are. 
2. Theoretical Review  
Various recommendation systems are used on the basis of content based collaborative 
filtering or hybrid-based approach. Most of the work on CF has been done on traditional 
2D-matrix, i.e. user-item rating matrix, but recently, context has become an important 
factor to be integrated into the recommendation generation algorithms as context plays 
an important role in real applications such as temporal effect while doing online 
shopping or selecting places [6]. So, the relevant work of the study in this domain 
focuses in this point. 
Recommendation Systems have been initially devised to improve the decision 
strategy of users under complex information environments [7] and [8]. 
Recommendation Systems reduce the problem of information overload by 
recommending the users most relevant information. Recommendation Systems use 
content based [9] and [10], collaborative filtering [11], and hybrid filtering [12] 
techniques for efficient recommendations. The collaborative filtering approach is the 
most prevailing approach which is further divided into implicit feedback and explicit 
feedback [13] and [14] methods. In the implicit feedback method, the user’s interaction 
is analyzed in clicks, time spent, and other indicators, and in explicit feedback about 
the ratings assigned to specific items, questionnaires filled by the user, and others are 
considered. Then, based on these factors, recommendations are given [15]. CF approach 
can also be broadly categorized in two types: memory-based, and model-based [16]. In 
the memory-based method, user or product rating vectors are used to compute analogy 
among users or products which further operate on a neighborhood-based method. But 
the major challenge faced in memory-based collaborative filtering approach is the 
sparsity of the user-item rating matrix, i.e. several entries in the rating matrix might be 
NULL as there are many non-rated products available in the data pool. This sparsity 
problem can be reduced by using the model-based approach. In this approach, the 
generalized model is built to discover latent factors or use the contextual information 
of users or items for capturing user´s preferences. The most common model-based 
approach is the Matrix Factorization technique as it considers latent factors that reduce 
the sparsity of the matrix and gives better results than the User-based Collaborative 
Filtering approach which simply uses neighborhood approach to find similar users [8]. 
But the Matrix Factorization technique [16] cannot integrate the contextual information 
in a straightforward way, so this concept has been extended to multi-dimensional 
matrices known as Tensor Factorization [15]. that, in this contextual information, can 
be integrated in more easy ways to give more accurate results than the Matrix 
Factorization. 
The more related work in this domain is elaborated like there are various Tensor 
Factorization models available which can be used to incorporate contextual information 
which increases the flexibility and quality of the recommendation systems [17]. Tensor 
factorization models are applicable in almost every domain due to the increase of 
computational complexity and the need of a dynamic environment. [18] issued a 
thorough survey on tensor models, their application domains and the available software. 
The authors [18] propose various tensor decomposition models such as PARAFAC, 
DEDICOM, PARATUCK2. Other successful recommendation approaches are the 
Context-Aware filtering techniques which are broadly categorized as Contextual Pre-
Filtering, Contextual Post-Filtering, and Contextual Modeling [15]. The comparative 
analysis of the three approaches is done by [19] to determine which approach is better 
and under what situation in relation to accuracy and diversity. The factors considered 
for evaluating the performance are the dataset type, type of recommendation, and 
context granularity. 
Similarly, [20] presented the Tensor Factorization and Tag Clustering Model (TCM) 
for recommendations in social tagging systems in which content information is 
processed to find tags among comparable items, then the tag clusters are formed and 
finally, association among users, items, and topics are discovered by working upon the 
Tensor Factorization technique, i.e. Higher Order Singular Value Decomposition 
(HOSVD). But this work is limited to just three dimensions whereas the proposed 
approach extends to 5 dimensions and confirms that higher dimensions gives better 
results. In the same way, [21] proposed a new model Multiverse Recommendation in 
which contextual information has been integrated with the traditional user-item rating 
matrix which is not as easy for integrating the contextual information in other model-
based approaches like Matrix Factorization. This contextual information represents 
additional dimensions to original user-item rating matrix as tensor. This approach 
outperforms other traditional methods which do not involve contextual information in 
terms of Mean Absolute Error up to 30% whereas the proposed work implements up to 
5 dimensions while the performance of proposed recommendation system is assessed 
against various evaluation metrics. 
Recently, [22] introduced the Contextual Modeling Probabilistic Tensor 
Factorization (CMPTF) model which is basically abstraction of the Probabilistic Tensor 
Factorization (PTF). In PTF model, the entire information like ratings, item content, 
context, and social relationship is integrated into a single model which was not possible 
in earlier approaches. CMPTF further integrates topic modeling information which 
improves the quality of recommendation systems, and experimental results prove that 
this approach is superior than traditional approaches. [23] proposed other generic 
context-aware implicit feedback recommendation algorithms and employ a fast, ALS-
based tensor factorization learning method that linearly scales with the number of non-
zero elements in the tensor while maintaining the computational efficiency. 
Thus, considering the mentioned confrontations by various researchers, the 
proposed MD- TFCF approach integrates the contextual information as higher order 
tensors and results support that increment in tensors improves the recommendation 
performance. 
3. Data and Methods  
The formal teaching that allows some degree of choice present the following structural 
patterns: (i) there are students who are enrolled in subjects and obtain certain 
qualifications; (ii) the subjects are associated to a course, level, or degree, and can be 
of different types depending on whether they are mandatory, optional, referring to a 
specific modality or profile, with groupings of subjects that form profiles or educational 
itineraries in the case of attending to all or a group of them. An academic record can be 
defined as a set of grades obtained by a student in a series of subjects taken over a 
certain time period.   
The main objective of this contribution is to answer to the following question: is it 
possible to use people's academic records to offer suggestions when choosing their 
future? Initially, the answer is not entirely clear since subjective, psychological, and 
aptitude factors come into play.   
Since qualifications provide reliable information about the skills of a student, the 
areas where people perform best, and even their preferences, a Collaborative 
Recommendation System is evaluated, estimating the possible qualification that a 
student would obtain in a subject in case of studying it, to observe if it provides relevant 
information which, properly linked to future information, could help individuals to 
make decisions about their future. To this purpose, a series of experiments was 
conducted to obtain a reliable output to this issue. 
3.1 Data  
The used data set consists of a total of 7315 anonymous students from primary, 
secondary, and university levels from several private education institutions in 
Colombia, considering up to 100 subjects and a total of 155,022 qualifications, which 
involve values from 0 and 5. 
3.2 The Proposed MD-TFCF Mechanism  
This section presents the framework of the Multi-Dimension Tensor Factorization 
Collaborative Filtering (MD-TFCF) approach. The work flow of the proposed 
framework is shown in Fig. 1 [24], which illustrates that the process starts from the data 
















Fig 1. Proposed Multi-Dimension Tensor Factorization Collaborative Filtering (MD-TFCF) 
Framework, based in Lee, J. et al. (2016) [24] 
3.2.1 Hierarchical Clustering Approach 
Hierarchical Clustering is one of the coherent clustering techniques [12] in which 
hierarchies of clusters are formed and every formed cluster is part of another cluster. 
This research applies the agglomerative hierarchical clustering-based approach in 
which the clustering process starts with one initial cluster and then a pair of clusters are 
merged up together. So, clusters based on age are formed first including users grouped 
by age, as shown in Table 1 [4]. 
 
3.2.2 Decomposition of the singular value of higher order. 
In the consulted literature, several tensor decomposition models are available [18] such 
as PARAFAC, Tucker, Canonical, HOSVD, etc. In the study, the Higher Order 
Singular Value Decomposition (HOSVD) Model is used to factor the tensors in 
matrices obtained from the qualification matrix. The main benefit of using HOSVD is 
to address the high dimensionality of the data in an effective way [14] and [20], which 
helps to discover the relationship between users, the qualifications, and other contextual 
dimensions such as age, gender, and academic term. 
 
Table 1. Categorization according to age 
Age Group Group Name 






The Higher Order Singular Value Decomposition (HOSVD) Model is constituted by 
the following stages, for more details see Lee, J. et al. (2016) [24]: 
 Initial Construction of Tensor 
 Matricization of Tensor (Ti) 
 Apply SVD on each matrix (TMi) 
 Construction of Core Tensor (SM) 
 Reconstruction of Tensor (TM’) 
 Recommendation List 
3.3 Experimental Setup 
The Pareto Principle which is also known as 80/20 rule is used for the verification of 
the predicted rating allotted through the projected MD-TFCF approach. According to 
the Pareto Principle the dataset is divided and evenly distributed into training and test 
set in the ratio of 80% and 20% respectively. The data is evenly distributed in 80-20 
ratio so that the entire dimensions data are distributed conceptually. The approach is 
experimented and assessed on cluster sets formed through the hierarchical clustering 
approach, for dataset each experiment is run 26 times. Henceforth, the prediction error 
is minimized using Pareto Principle as it arbitrates in evaluating the efficiency of the 
proposed MD-TFCF approach. 
3.3.1 Evaluation Metrics 
The peculiarity of a recommendation algorithm can be assessed using different forms 
of metrics. The suitability of the metrics used reckons on the recommendation 
approach, dataset, and what the recommender system will perform. Moreover, Mean 
Absolute Error (MAE), precision, and recall [13] and [17] are statistical measures to 
assess the accuracy and peculiarity of the recommendation system. 
Mean Absolute Error (MAE): the MAE is the most popular and simplest form of 
metrics [15] for measuring the accuracy. The MAE basically measures the average 
absolute difference between the predicted and the actual rating. It is simply, as the name 
suggests, the mean of the absolute error. It is a measure of deviation of the 
recommendation or absolute error between the predicted value and the user specific 
rating value. It is formally calculated using equation (1) as: 
 
                                        𝑀𝐴𝐸 =
1
𝑁
∑ |𝑝𝑢,𝑖 − 𝑟𝑢,𝑖|𝑢,𝑖∈𝑁                                            (1) 
 
Where pu,i is the predicted rating for user u on subject i, ru,i is the actual rating, and 
N is the total number of ratings. The lower is the value of MAE, the more accurate the 
recommendation system is for predicting ratings of users. It tells how big an error can 
be expected from the approach. Other metric measures used for evaluation are classic 
measure-precision and the recall. 
Precision: The Precision is basically the measurement of the probability that the 
retrieved record is a relevant record [15]. The precision rate is the fraction of successful 
rating prediction that is predicted by users. The precision is computed using the 
equation (2) as: 
 
                       𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑎𝑡𝑖𝑛𝑔
𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦+𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑎𝑡𝑖𝑛𝑔
                        (2) 
 
Therefore, the precision identifies the ratio of the number of the correctly predicted 
rating retrieved to the total number of incorrectly and correctly predicted ratings. 
Recall: It is defined as fraction of relevant prediction retrieved to the total number 
of the user prediction in the dataset. The recall is computed using the equation (3) as: 
 
                                  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑎𝑡𝑖𝑛𝑔
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑈𝑠𝑒𝑟 𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
                                (3) 
4. Results and Discussions  
The proposed MD-TFCF approach is different from existing approaches as an 
integrated framework is developed in the proposed approach to unanimously represent 
the five dimensions. Figure 2 shows that there are remarkable improvements in results 
in form of precision, recall, and mean absolute error for the datasets. 
Figure  2 infers that precision varies from 0.54 to 0.96; recall varies from 0.30 to 
0.80, and the mean absolute error decreases from 2.2 to 0.38 for dataset, while similarly, 
precision varies from 0.753 to 0.916, recall varies from 0.50 to 0.73, and the mean 
absolute error decreases from 2.2 to 0.38 showing that the MD-TFCF approach 
achieves more promising results than the traditional user-item based collaborative 
filtering approach. In the same way, on adding even one dimension, i.e. 5-tensor 
approach, is better than 4-tensor as accuracy in results has been improved as precision 
varies from 0.50 to 0.77, recall varies from 0.30 to 0.60, and the mean absolute error 
decreases from 1.86 to 1.02. Thus, a new technique is concurrently proposed to deal 
with 5 dimensions and used for comparative analysis with traditional user-item based 
approach and with lower dimensional spaces. 
 Fig 2.  Comparative Analysis of Higher Order Tensor with Lower Order Tensor Results 
 
It is empirically validated that MD-TFCF approach gains about 49% accuracy in 
form of precision, 20% in form of recall and 32% in terms of mean absolute error for 
the studied dataset. Thus, the proposed approach is achieving more desirable results 
whenever more contextual parameters are considered. Figure 3 shows results of 
conventional user-item based neighborhood CF process and MD-TFCF (higher order 
tensors with lower order tensors) approach in comparison to each other in form of 
graph. As shown in Fig. 3, conventional algorithm’s precision and recall varies from 
5% - 50% and 1% - 5% respectively, for dataset. 
Fig 3. Comparative Analysis Results for the set of data studied 
The precision and recall values show improvement in dataset because of the large 
data size. The following graphs (x-axis represent number of folds and y-axis represents 
recall, precision and mean absolute error respectively) validate that tensor factorization 
approach provides more accuracy in results in form of precision, recall, and mean 
absolute error as evaluation metrics than traditional. 
5. Conclusions  
In this research, a novel Multi-Dimension Tensor Factorization Collaborative Filtering 
(MD-TFCF) approach is introduced to mitigate the sparsity problem as this is the major 
challenge of the Collaborative Filtering approach. In traditional user-item based 
Collaborative Filtering approach, the user-item matrix is formed by considering only 
ratings accredited by users to different products, but several entries in rating matrix are 
NULL because there are diverse set of items that are generally not rated by users. So, 
to overcome this problem, User-Item based approach is extended to Model based 
approach MD-TFCF and mainly comparative analysis of MD-TFCF with user-item 
based collaborative filtering and lower order dimensional spaces is done. 
After analyzing the recommendation systems based on proposed collaborative 
filtering, it has been proved that their use can be useful for making personalized 
recommendations to students about educational itineraries [25] when choosing optional 
subjects and foreseeing which common subjects will present greater learning 
difficulties or specific needs of reinforcement in the student. 
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