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We study the transport impact of classical and quantum short-range interactions on one-
dimensional All-Bands-Flat (ABF) lattices. The single particle band structure of ABF lattices
contains flatbands only, and results in caging of non-interacting particles by compact localized
eigenstates. Proper unitary transformations lead to a complete detangling of compact localized
states. The application of these very unitary transformations to short range Hubbard-type inter-
actions reveals that both quantum and classical (i.e. nonlinear) interactions generally break single
particle caging and produce transporting states. Here we derive fine-tuning conditions of the single
particle Hamiltonian such that both classical and quantum interactions preserve caging features.
Fine tuning and nonlinear interactions yield exact caging and absence of transport. Quantum inter-
actions result in a mixture of transporting states and macroscopically degenerated compact states,
whose eigenenergies are tunable via the interaction strength.
I. INTRODUCTION
Understanding the impact of interactions on single par-
ticle localized states has been one of the most intriguing
quests of the past decades in condensed matter physics,
which produced some of the most productive research
streams to date. Notably, classical and quantum ap-
proaches may yield seemingly distinct outcomes while
starting from the same single particle localization. One
notable example concerns the impact of interactions on
Anderson localization – i.e. the exponential localization
of all single particle states due to uncorrelated disor-
der [1]. Weakly interacting quantum particles show a
finite temperature transition to a many-body localized
phase [2–4]. Classical interactions instead predict finite
heat and particle conductivity at arbitrarily small tem-
peratures, and related indefinite subdiffusive wave-packet
spreading [5, 6].
Anderson localization relies on the presence of disor-
der. On lattices single particle localization (caging) can
be also obtained in the absence of disorder, i.e. for trans-
lationally invariant lattice settings. We study the distinct
features that emerge from considering classical and quan-
tum interactions in presence of single particle caging in
translationally invariant lattices. Caging arises from the
collapse of the entire single particle spectrum into a set
of Bloch bands with no dispersion – hence flat – due to
destructive interference. This collapse of the spectrum
defies transport and confines (cages) noninteracting par-
ticles within a strictly compact and finite volume of the
lattice. These single particle networks are coined All
Bands Flat (ABF) networks. They belong to the class
of flatband lattices, which have been profoundly studied
in recent years due to the interest in spatially compact
states related to these flatbands [7, 8]. Recent advances
range from systematic generator schemes [9–13] to local-
ization phenomena due to onsite perturbations [14–17],
non-hermitian potentials [18, 19], and nonlinear interac-
tions [20–23] among others, and they have been experi-
mentally realized in several setups, e.g. [24–29]. One way
to obtain an ABF network is to fine-tune a magnetic
field on the diamond (rhombic) chain. Such a set-up
– experimentally realized in Ref. 30 using photonic lat-
tices – has been used to study both classical and quan-
tum interactions. While nonlinear interactions preserve
caging [31, 32], quantum Hubbard interactions induce
transporting bound states of two particles [33].
In this work, we study both classical and quantum
interactions on generic ABF networks, choosing ν = 2
bands networks as testbeds. We show that in the ab-
sence of interactions, proper unitary transformations lead
to a complete detangling of the network into decoupled
sites. Secondly, we employ these unitary transformations
to show that both nonlinear and quantum interactions in
general break the linear single particle caging and result
in transport and delocalization. We then obtain fine-
tuning conditions such that both nonlinear and quan-
tum interactions preserve caging features. The intricate
caging features arising from quantum interactions will be
unfolded in a subsequent work [34].
II. GENERATING SINGLE PARTICLE CAGING
Let us consider the time-dependent equations of a one-
dimensional generalized tight-binding problem
iψ˙n = −H0ψn −H1ψn+1 −H†1ψn−1. (1)
For any n ∈ Z, each component of the complex vector
ψn = (ψn,1, . . . , ψn,ν)
T represents a site of the periodic
lattice, and therefore ψn represents its unit cell. The
profile of the network is defined by the square matri-
ces H0, H1. The transformation ψn = xne
−iEt yields
the eigenvalue problem associated to Eq. (1), and then
the Bloch solution xn = e
iknyk defined for the wave-
vector k gives rise to the band structure {Ej(k)}νj=1 of
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FIG. 1. (Color online) Schematic representation of the unit cell redefinition for a ν = 2 ABF lattice. In each panel, the black
dots label the chosen unit cell. The solid gray lines represent the linear hopping terms; the red shaded lines represent the
interaction terms. (a1)-(a4) Noninteracting regime. (b1)-(b4) Interacting regime.
Eq. (1). In this work we focus on ABF networks where
all bands Ej are independent on k - hence all bands are
flat. The collapse of the single-particle spectrum into
several flatbands and the absence of dispersive states is
coined caging. Any compact initial condition remains
confined within a finite (compact) sub-volume of the net-
work ψn(t) 6= 0 for 1 ≤ n ≤M and ψn(t) = 0 otherwise,
for all t ∈ R.
With only compact localized eigenstates, Eq. (1) can
be always recast into fully decoupled lattice equations
iφ˙n = HRφn HR = diag(E1, E2, . . . , Eν) (2)
via a suitable redefinition of the unit-cell ψn 7−→ φn and
a sequence of nested unitary transformations (see Ap-
pendix A 1 for the proof and further details). This result
holds for any number of bands in a one-dimensional ABF
lattice with short-range hopping.
Reversing this procedure ψn 7−→ φn yields a generator
for any-dimensional networks with all bands flat. This is
visualized in Fig. 1(a1)-(a4) for ν = 2 networks, with the
canonical coordinates ψn = (an, bn) and the detangled
coordinates φn = (αn, βn). The detangling procedure
ψn 7−→ φn unfolds in three steps(
an
bn
)
U17−−−−→
(
pn
fn
)
T7−−−→
(
pn
fn
)
U27−−−−→
(
αn
βn
)
(3)
with the alternation of two unitary transformations U1
and U2 and one relabeling of the lattice sites T :
Ui = e
iθi
(
zi wi
−w∗i z∗i
)
T :
{
pn 7−→ pn
fn 7−→ fn−1 (4)
The complex numbers zi, wi are constrained with |zi|2 +
|wi|2 = 1. Without loss of generality the two flatband
energies can be locked at E = ±1. We then parametrize
the matrices H0, H1 for ν = 2 ABF networks in Eq. (1)
as
H0 = Γ0
(|z1|2 − |w1|2 −2z1w1
−2z∗1w∗1 |w1|2 − |z1|2
)
(5)
H1 = Γ1
(
z1w
∗
1 z
2
1
−(w∗1)2 −z1w∗1
)
(6)
with Γ0 = |w2|2−|z2|2 and Γ1 = 2z2w2 (see Appendix A 2
for details).
We will focus on the parametrized class of ν = 2 ABF
networks as a testbed to study caging phenomena in-
duced by classical and quantum interactions respectively.
Extensions to larger number of bands, and higher dimen-
sionalities appear straightforward, though increasingly
cumbersome.
III. NONLINEAR INTERACTION:
SUB-DIFFUSION AND FINE-TUNED CAGING
We start with classical cubic nonlinear interactions
which result from mean-field approximations to many-
body interacting systems. Equation (1) with ψn =
(an, bn) turns to
iψ˙n = −H0ψn −H1ψn+1 −H†1ψn−1 + UF(ψn)ψn, (7)
with F(ψn) =
(|an|2 0
0 |bn|2
)
.
These Gross-Pitaevski-type lattice equations can be writ-
ten in a vector form iψ˙n = ∇ψ∗nHG. They are generated
by the Hamiltonian HˆG = HˆG0 + HˆG1 :
HˆG0 = −
∑
n∈Z
[
1
2
(
ψ∗Tn H0ψn
)
+
(
ψ∗Tn H1ψn+1
)
+ h.c.
]
,
(8)
HˆG1 =
U
2
∑
n∈Z
[|an|4 + |bn|4] . (9)
3By applying the coordinate redefinition ψn 7−→ φn to
Eq. (7), the local nonlinear terms in the original coor-
dinates ψn turn nonlocal in the new coordinates - as
sketched in Fig. 1(b1)-(b4). Eq. (7) in the new coor-
dinates φn reads
iφ˙n = HRφn + gP(φn, φn+1, φn−1), (10)
where HR is the diagonal matrix in Eq. (2) and P a ho-
mogeneous polynomial of order three in {φn, φn±1}. The
polynomial P defines a nonlinear network between φn
and the neighboring unit-cells φn±1 – red shaded lines in
Figs. 1(b4) - and it generally contains terms that depend
solely on φn±1 (dubbed fully nonlocal terms). These
terms induce nonlinear transport along the system, and
consequently they lift linear (single particle) caging. In
the following we present the necessary and sufficient con-
ditions for the vanishing of the fully nonlocal terms which
yields suppression of nonlinear transport and establishes
nonlinear caging.
A. Necessary and sufficient conditions for
nonlinear caging
The phenomenon of nonlinear caging - similarly to lin-
ear caging – requires that any spatially compact excita-
tion remains confined for all times. We seek for condi-
tions under which compact excitations such as{
φn(t = t0) 6= 0 |n| ≤M
φn(t = t0) = 0 |n| > M (11)
stay confined within a finite sub-volume for all times
t > t0. Nonlinear caging fails in the presence of fully non-
local terms in the R.H.S. of Eq. (10), i.e. terms that de-
pend exclusively on neighboring cell wave functions φn±1.
Such terms vanish from Eq. (10) if the condition
|w1|2 = |z1|2 (12)
in Eqs. (5, 6) holds (Appendix B 1). Then the Hamil-
tonian HˆG1 in Eq. (9) recast via the transformations U1
and T in Eqs. (3,4) is represented by the density elements
(pn, fn) (see Appendix B 2)
HG1 = U
∑
n
{|z1|4 [|pn|4 + |fn|4 + 4|pn|2|fn+1|2]
+z∗21 w
2
1p
∗2
n f
2
n+1 + z1w
∗2
1 p
2
nf
∗2
n+1
}
. (13)
Consequently, the condition Eq. (12) in Eqs. (5,6) high-
lights a fine-tuned subclass of nonlinear lattices where
the evolution of any initial state which carries a subset
of sites with strictly zero densities will keep the densi-
ties at these sites strictly zero. The number of sites with
vanishing amplitudes is therefore preserved during the
dynamics. An initially compact state which has zero am-
plitudes (densities) outside a finite volume stays strictly
compact under classical nonlinear evolution. Likewise,
disconnected compact states stay disconnected. This is
the essence of nonlinear caging. We now test this pre-
diction numerically by studying two cases of the set of
networks parametrized via Eqs. (5,6) - one which satis-
fies Eq. (12) and one which does not.
B. Two Examples
We generate two examples by setting zi = cosϕi,
wi = sinϕi in Eqs. (5,6). In both cases, we choose
ϕ2 = pi/4, which implies that z2 = w2 and consequently
H0 = 0. Then, in order to satisfy the fine-tuning con-
dition in Eq. (12), for the first sample network we set
ϕ1 = pi/4. With these choices, after rescaling the linear
hopping, Eq. (7) reads
ia˙n = an+1 + an−1 + bn+1 − bn−1 + Uan|an|2,
ib˙n = −bn+1 − bn−1 − an+1 + an−1 + Ubn|bn|2, (14)
and the lattice profile is shown in Fig. 2(a1). For U =
0, Eq. (14) has two flatbands at E1,2 = ±2 with the
respective CLSs shown in Fig. 2(a2)-(a3). We will refer
to this model as model A.
For the second sample network we set ϕ1 = pi/6 – hence
fine-tuning condition (12) is not satisfied. Equation (7)
after rescaling the linear hopping reads
ia˙n =
√
3an+1 +
√
3an−1 + bn+1 − 3bn−1 + Uan|an|2,
ib˙n = −
√
3bn+1 −
√
3bn−1 − 3an+1 + an−1 + Ubn|bn|2,
(15)
and the lattice profile is shown in Fig. 2(b1). For U = 0,
Eq. (15) has two flatbands at E1,2 = ±4 with the respec-
tive CLSs shown in Fig. 2(b2)-(b3). We will refer to this
model as model B. In Appendix B 3 and Appendix B 4 we
report the rotated equations of these two models, which
confirm that the former (model A) has no fully nonlocal
terms, while the latter (model B) does.
We visualize the presence (respectively absence) of
nonlinear caging in these models by numerically com-
puting their time evolution using symplectic integration
schemes – see Appendix B 5. We consider a sample com-
pact excitation IC1 spanning over two unit cells, and we
evolve the local density Sn = |an|2 + |bn|2. The results
are shown in Fig. 3 for both models A (14) and B (15)
and for two interaction strengths U = 1 and U = 5. For
model A, Eq. (14) - panels (a1)-(a2) - the initial compact
excitation IC1 remains confined within four unit cells,
confirming the expected nonlinear caging. For model B,
Eq. (15) - panels (b1)-(b2) - the initial excitation is prop-
agating into the chain, confirming that caging is lost.
In Fig. 4 we show the time evolution of the second
moment µ2 defined as
µ2 =
N∑
n=1
[(X − n)2(|an|2 + |bn|2)] (16)
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FIG. 2. (Color online) (a1) Schematic representation of model
A, Eq. (14). (a2)-(a3) CLSs of the two flatbands at E1,2 = ±2.
(b1) Schematic representation of model B, Eq. (15). (b2)-(b3)
CLSs of the two flatbands at E1,2 = ±4.
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FIG. 3. (Color online) (a1)-(a2) time-evolution of IC1 accord-
ing to model A, Eq. (14) for U = 1 and U = 5 respectively.
(b1)-(b2) same as (a1)-(a2) for model B, Eq. (15).
withX =
∑N
n=1[n(|an|2+|bn|2)] for the non-cage preserv-
ing model B, Eq. (15). These curves have been averaged
over an ensemble of 48 compact initial conditions span-
ning over two unit cells all chosen with a given total norm
S =
∑
n Sn – see details in Appendix B 5. We observe a
subdiffusive spreading regime: Within the studied time-
window our data agree semi-quantitatively with µ2 ∼ t0.5
for various values of the interaction strength U . The de-
tails of this process and its relation to the better stiudied
cases of nonlinear destruction of Anderson localization [5]
is certainly an interesting future project. We can only
conjecture here that subdiffusion (instead of normal dif-
fusion or even ballistic transport) results from weak in-
teractions renormalizing the CLS and inducing nonlinear
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FIG. 4. (Color online) Time-evolution of the second moment
µ2 over an ensemble of 48 initial conditions according to model
B, Eq. (15) with N = 40 for different U .
interactions between them. Both effects are proportional
to the effective interaction strength which decreases with
further spreading of the wave packet. Qualitatively this
would correspond to a spreading wave packet in an An-
derson localization setting where the disorder strength is
reduced at the same pace at which the packet spreads.
IV. HUBBARD INTERACTIONS,
DELOCALIZATION AND SIGNATURES OF
QUANTUM CAGING
Let us now consider interacting bosons evolving on the
ν = 2 ABF network parametrized via Eqs. (5,6). We
consider the Bose-Hubbard Hamiltonian HˆB = HˆB0 +HˆB1
with
HˆB0 = −
∑
n∈Z
[
1
2
(
cˆ+Tn H0cˆn
)
+
(
cˆ+Tn H1cˆn+1
)
+ h.c.
]
,
(17)
HˆB1 =
U
2
∑
n∈Z
[
aˆ†naˆ
†
naˆnaˆn + bˆ
†
nbˆ
†
nbˆnbˆn
]
. (18)
The annihilation cˆn = (aˆn, bˆn) and creation opera-
tors cˆ†n = (aˆ
†
n, bˆ
†
n) respect the commutation relations
[aˆn, aˆ
†
k] = δn,k, [bˆn, bˆ
†
k] = δn,k, and [aˆn, bˆ
†
k] = 0 for any
n, k ∈ Z. We remark that Eq. (1) follows from i∂t |Ψ〉 =
HˆB |Ψ〉 in the single-particle case U = 0, by expanding
the wave function as |Ψ〉 = ∑n [ψn,1aˆ†n + ψn,2bˆ†n] |0〉 for
the complex numbers ψn,1, ψn,2.
A. Delocalization of quantum interacting particles
We now show that interacting bosons break the sin-
gle particle caging regardless of their number. We focus
5networks with the fine-tuned constraint |w1|2 = |z1|2 in
Eq. (12) (condition for nonlinear caging) since it straight-
forward to see the breaking of caging for the other non
fine-tuned cases. The Hamiltonian HˆB1 in Eq. (18) recast
via the transformations U1 and T in Eqs. (3,4) and repre-
sented in terms of the annihilation and creation operators
(pˆn, fˆn) and (pˆ
†
n, fˆ
†
n) reads (see Appendix C)
HˆB1 = U
∑
n
{
|z1|4
[
pˆ†npˆ
†
npˆnpˆn + fˆ
†
nfˆ
†
nfˆnfˆn
]
(19)
+4|z1|4pˆ†nfˆ†n+1pˆnfˆn+1
+z∗21 w
2
1 pˆ
†
npˆ
†
nfˆn+1fˆn+1 + z1w
∗2
1 pˆnpˆnfˆ
†
n+1fˆ
†
n+1
}
.
Let us consider those terms located in the bottom line
of both Eq. (13) and Eq. (19) - respectively shown in
Fig. 5 (a) and (b). Both sets of terms link the decou-
pled single particle dimers (solid gray lines). However,
for the classical terms p2nf
∗2
n+1+ h.c. to be nonzero the
densities on both sites have to be nonzero. Instead the
quantum terms pˆnpˆnfˆ
†
n+1fˆ
†
n+1+ h.c. apply as soon as
two bosons access one of the two sites - irrespective of
the presence of particles on the other site. The classical
term is a density-density interaction, while the quantum
one provides coherent transport for pairs of particles [35].
Hence, even if we consider an arbitrary number of bosons
initially located within a finite portion of the system in
a compact distribution, such interaction terms in gen-
eral will allow pairs of particles to propagate along the
network breaking the initial confinement. Yet, the fine-
tuned quantum system via Eq. 12 does carry quantum
caging eigenstates, as we will show below.
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FIG. 5. (Color online) Schematic representation of linear hop-
ping (solid gray lines) and interaction terms (red shaded lines)
for the classical nonlinear case (a) and the quantum Hubbard
case (b).
B. Signatures of quantum caging
We study the propagation of two interacting particles
(TIP) initially located at the same site at the center of
the network. For convenience and without loss of general-
ity, we consider distinguishable bosons. We compute the
time-evolution of their wave-function |Ψ〉 which is gov-
erned by a two-dimensional Schro¨dinger system whose
coordinates (n, k) represent the spatial position of each
boson. We consider a network for N = 40 unit cells and
compute the local density ρn,k of the two particles and
the correspondent one-dimensional probability distribu-
tion function (PDF) of the particle density defined as
Qn =
∑N
k=1 ρn,k - details and definitions are provided in
Appendix D. As the underlying networks, we consider the
same sample geometries studied in Sec. III B - with the
single particle (linear) terms defined in Eq. (14) (model
A) and Eq. (15) (model B) - since the former satisfies
the nonlinear caging condition in Eq. (12) while the lat-
ter does not.
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FIG. 6. (Color online) Model A - where the linear network
defined in Eq. (14) satisfies the nonlinear caging condition
Eq. (12). (a1) Time evolution of Qn and (b1) local density
ρn,k at time t = 100, both with U = 1. (a2-b2) Same (a1-b1)
for U = 5.
In Fig. 6 (a1-b1) we plot the time-evolution of Qn for
the first sample geometry in Eq. (14) for two interaction
strengths U = 1 (top) and U = 5 (bottom) respectively.
Both cases show that a part of the PDF is propagat-
ing ballistically - indicating the spreading of the parti-
cles along the network, destroying single particle caging.
Simultaneously, we observe that a substantial portion of
Qn remains localized around the n =
N
2 unit cell (ini-
tial location of both particles). This is further detailed
in Fig. 6 (a2-b2), where we plot the local density ρn,k
at time t = 100 for U = 1 and U = 5 respectively.
Firstly, these panels show that the delocalization and
ballistic spreading of a part of the wave-function |Ψ〉 oc-
curs along the diagonal n = k of the Schro¨dinger system,
which indicates that the particles have to stay in a bound
state in order to delocalize. Secondly, jointly with the ex-
tended wave along the diagonal k = n, these plots show
a large amplitude density peak at the original launching
site. Such longstanding localized strong excitations indi-
cate that there exist non-propagating spatially compact
states which have been excited by placing both particles
initially in the same cell, and these states ensure nontriv-
6ial caging of interacting particles. The existence and the
properties of these states will be discussed in a forthcom-
ing work [34].
(a1) (a2)
(b1) (b2)
Qn
0
0.02
0.04
0.06
0.08
0.10
Qn
0
0.02
0.04
0.06
0.08
0.10
ρn,k
0
0.01
0.02
0.03
0.04
ρn,k
0
0.01
0.02
0.03
0.04
FIG. 7. (Color online) Model B - where the linear network
defined in Eq. (15) does not satisfy the nonlinear caging con-
dition Eq. (12). (a1) Time evolution of Qn and (b1) local
density ρn,k at time t = 100, both with U = 1. (a2-b2) Same
(a1-b1) for U = 5.
The signatures of quantum caging are absent for an
underlying linear geometry which does not obey the fine-
tuning condition Eq. (12). Indeed, in Fig. 7 (a1-b1) we
show the time-evolution of Qn for the second sample
geometry, model B (15) for U = 1 (top) and U = 5
(bottom) respectively. These plots again show ballistic
spreading, i.e. the existence of spatially extended bound
states. However, no considerable localized fraction of the
PDF Qn is observed. This is also confirmed in Fig. 7
(a2-b2), where the the local density ρn,k at time t = 100
is shown for U = 1 and U = 5 respectively.
V. DISCUSSIONS AND PERSPECTIVES
In this work we studied the impact of classical and
quantum interactions in lattices without linear disper-
sion. We showed that in one dimension all compact lo-
calized states can be completely detangled via unitary
transformations – a fact that yields a systematic gener-
ator for all band flat networks with finite-range hopping
terms [9]. We used two bands networks as testbeds to
show that single particle caging is in general broken by
both classical and quantum interactions.
At the same time caging survives when specific fine-
tuning conditions of the single particle Hamiltonian are
satisfied. In the classical case these fine-tuning conditions
ensure that spatially compact initial excitations states
remain compact at all times. In the quantum case the
picture is more complex. Our study of two interacting
particles highlighted that Hubbard interactions simulta-
neously produce coherently transporting eigenstates as
well as compact localized eigenstates. These latter states
are macroscopically degenerate, and at variance with the
product states of noninteracting single particle CLS their
energies are renormalized by the interaction strength.
These features will be discussed in the subsequent part
of this work [34]: As we will show, the existence of these
renormalized compact states extends to any finite num-
ber 2 ≤ M < ∞ of interacting particles evolving on
an infinite lattice N → ∞. These novel types of com-
pact states of interacting particles extend the notion of
single particle compact states that exist in flatband lat-
tices [7, 8]. There is therefore room for future studies,
ranging from d = 1 systems with larger number of bands
ν ≥ 3 - where e.g. these very questions have been ap-
proached for a specific three band problem (the rhom-
bic (diamond) chain with fine-tuned magnetic field, see
Refs. [31–33]) - to higher dimensional networks and even
lattices with both flat and dispersive bands [36].
An important merit of fine-tuning is its subsequent de-
tuning. Flatband models are fine-tuned submanifolds of
suitably defined spaces of Hamiltonian functions. Fur-
ther fine-tuning render all the bands flat and yield sub-
submanifolds of ABF lattices. These Hamiltonians are in
general sensitive to perturbations like interactions, and
our results show that cage-preserving ABF lattices form
additionally fine-tuned structures within the ABF sub-
submanifolds. These structures - proper of the Hub-
bard interaction - may substantially change when adding
tunability to interaction Hamiltonian terms, for example
leading to many-body flatband localization [37]. Unfold-
ing the details of these various layers of fine-tuned sub-
manifolds, and the impact of perturbations – e.g. dis-
order, dissipation, among others – is a thrilling field of
future research.
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Appendix A: Detangling of dispersionless networks
1. Proof
We provide in this section the technical details of the
proof that any d = 1 all bands flat Hamiltonian with
finite-range hopping is equivalent to a set of decoupled
sites up to a unitary transformation. Equivalently, in
d = 1 short-range ABF Hamiltonians only have compact
localised states of size/class u = 1. The core assump-
tion of the proof is that the eigenstates of flatbands of
such a Hamiltonian can be represented as compact lo-
calised states. All the known examples of d = 1 flat-
7bands with finite-range hopping support this observa-
tion. This immediately constraints the possible eigen-
states of the Bloch Hamiltonian, and as we will see this
constraint together with the finite-range hopping condi-
tion turns out to be enough to enforce the result. We
will use the 〈A,B〉 to denote the scalar product of ma-
trices: 〈A,B〉 = Tr(A†B) or vectors 〈A,B〉 = ∑aA∗aBa
throughout this appendix.
Let’s consider a d = 1 ν band Hamiltonian with all
bands flat. We assume that all of its eigenstates can be
represented as CLS of size u ≤ ν (in case of flatbands with
CLS of different size, we assume that they are all padded
by zeros to the size of the largest one). This implies that
the corresponding Bloch eigenstates take the following
form (up to normalisation prefactor, that still depends
on the wavevector q):
Ψα,a(q) =
∑u−1
b=0 Cα,ab ωqb√〈Cαωq, Cαωq〉 ∝
u−1∑
b=0
Cα,ab e
ibq, (A1)
ωq = (1, e
iq, . . . eiq(u−1)), (A2)
where α is the band index, a is the wavefunction compo-
nent. The ν × u matrix Cα is parameterising the CLS of
band α, and the central object of all the following deriva-
tions. The eigenstates of a Hermitian Hamiltonian have
to be orthogonal, giving the first set of constraints on the
matrices Cα:
δαβ =
∑
a
Ψ∗α,a(q)Ψβ,a(q) ∝∑
abc
eiq(c−b)C∗α,abCβ,ac =
∑
bc
eiq(c−b)Tαβ,bc. (A3)
We have defined the ν×ν matrices Tαβ = 〈Cα, Cβ〉, that
will be used later. The above orthogonality condition
reduces to a specfic Fourier transform of the matrices
Tαβ , which implies that the matrices Tαβ , α 6= β have to
have zero sums over any diagonal.
Using this parameterisation of the eigenstates, we can
use the spectral decomposition to reconstruct the Hamil-
tonian itself:
Hq = MqΛM†q Λab = εaδab, (A4)
Mq = (Ψ1Ψ2 . . .Ψν),
Ψα,a =
Cαωq√〈Cαωq, Cαωq〉 .
The Hamiltonian becomes:
Hq =
∑
α
εα
(Cαωq)⊗ (Cαωq)∗
〈Cαωq, Cαωq〉 .
Here, Pα(q) = (Cαωq) ⊗ (Cαωq)∗ and Qα(q) =
〈Cαωq, Cαωq〉 are polynomials in eiq of degree u− 1 and
degree at most u− 1 respectively, and every term in the
above sum is their ratio. Therefore the Hamiltonian is
long-ranged in general. The above Hamiltonian becomes
short-ranged iff Pα is divisible by Qα ∀α. If the degree
of Qα is u− 1 the ratio Pα/Qα is a constant, the respec-
tive eigenvector is q-independent and the CLS is of class
u = 1. Since they are already of class u = 1, these eigen-
values can be excluded, for example by considering only
an orthogonal subspace of the Hilbert space. Therefore I
assume that the degree of Qα(q) is at most u− 2 in gen-
eral. This implies that Tαα,1U = Tαα,U1 = 0 always (see
Eq. (A3)). The lower the degree of Qα the more zero
sum diagonals do Tαα have, starting from the corners.
Combining this statement with the earlier result that di-
agonals of Tαβ sum up to zero we see that the amplitudes
in the first unit cell of any CLS are always orthogonal to
the amplitudes in the last unit cell of any CLS. As we
will see below this is the cornerstone of the proof of the
triviality of the all bands flat Hamiltonians in d = 1.
To reconstruct the Hamiltonian we need to find the
matrices Cα. This requires a solution of a system of
coupled matrix quaratic equations with respect to Cα,
α = 1, . . . , ν:
〈Cα, Cβ〉 = Tαβ ,
considering Tαβ as input parameters. The solution can
be constructed sequentially: we parameterise Cα =
(cα1, cα2, . . . cαu), where cαa is a vector of the eigenfunc-
tion amplitudes in the unit cell a of the CLS of the band
α. This transforms the above equations into a set of cou-
pled quadratic equations for cαa. We solve these equa-
tions iteratively by fixing cα,a one by one starting from
α = 1 and only taking into account the equations in-
volving β ≤ α. We also employ extensively our freedom
in the choice of the basis vector of the Hilbert space, to
simplify the solution. The core idea is to see how the
equations constrain the possible shapes of cα,1 and cα,ν
and show that one can always redefine the unit cell to
reduce the sizes of all the CLS by 1.
We start by setting c11 = e1 - this defines the first
basis vector. Then T11,1u = 0 implies that we can define
c1u = e2. For c21 we have the following constraint:
T12,u1 = 〈c1u, c21〉 = 0,
and we can choose c21 = ∗e1 + ∗e3, where we defined
the next basis vector e3 and the asterisks stand for some
(possibly zero) coefficients. The c2u is constrained by
T21,1u = 〈c11, c2u〉 = 0,
T22,1u = 〈c21, c2u〉 = 0.
The most generic form of c2u = ∗e2 + ∗e4 - again defin-
ing the basis vector e4. Such incremental construction
enforces cβU to have zeros at positions where cα1 has
non-zero elements and vice versa. It therefore guaran-
tees the existence of a pattern of non-zero elements in
Cα that is the same ∀α.
We illustrate this result by a specific case of ν = 3,
U = 3 (there is a single possible redefinition of the unit
cell in the case of ν = 2 and u = 2, that we discuss in
8the next appendix): working out the matrices C1, C2, C3
following the above rules we find:
C1 =
∗ ∗ 00 ∗ ∗
0 ∗ 0
 , C2 =
∗ ∗ 00 ∗ ∗
∗ ∗ 0
 , C3 =
∗ ∗ 00 ∗ ∗
∗ ∗ 0
 .
As before the asterisks ∗ denote unspecified coefficients.
The shape of the all the matrices supports a redefini-
tion of the unit cell, that reduces the sizes of all the
CLS/matrices to u = 2.
2. Parametrization of ν = 2 networks
The above proof when inverted yields a generator
scheme for dispersionless networks. In this subsection,
we explicitly unfold the two bands problem, ν = 2.
Let us consider a non-degenerate (two different flat-
band energies) fully decoupled network in coordinates
φn = (αn, βn).
iφ˙n = −H(1)0 φn −H(1)1 φn+1 −H(1)†1 φn−1, (A5)
H
(1)
0 =
(−1 0
0 1
)
H
(1)
1 =
(
0 0
0 0
)
, (A6)
with two flatband energies E1 = −1 and E2 = 1. The
mapping in Eq. (3) consists of two unitary transforma-
tions U1 and U2, which are parametrized as
Ui = e
iθi
(
zi wi
−w∗i z∗i
)
i = 1, 2 (A7)
by the complex numbers zi, wi such that |zi|2 + |wi|2 = 1
and the phases θi. The unit cell redefinition T is
T :
{
pn 7−→ pn
fn 7−→ fn−1 (A8)
We generate all the ν = 2 dispersionless lattices by ap-
plying the transformations, Eqs. (A7,A8) in the following
order(
αn
βn
)
U27−−−−→
(
pn
fn
)
T7−−−→
(
pn
fn
)
U17−−−−→
(
an
bn
)
, (A9)
as shown in Fig. 8.
The first coordinate rotation U2 turns H
(1)
0 in Eq. (A6)
to
H
(2)
0 = U2H
(1)
0 U
†
2 =
(|w2|2 − |z2|2 2z2w2
2z∗2w
∗
2 |z2|2 − |w2|2
)
,
(A10)
while H
(2)
1 = U2H
(1)
1 U
†
2 remains zero - as shown in
Fig. 8(a1), right plot.
T U2
βn
αn
fn
pn
fn
pn
T U
pn
fn
pn
fn
U1
an
bn
(a1)
(a2)
(a3)
FIG. 8. (Color online) Schematic representation of the unit
cell redefinition for ν = 2 bands lattice. In each panel, the
black dots represent the chosen unit cell.
The unit cell redefinition T in Eq. A8) redefines H
(2)
0 and
H
(2)
1 as
H
(3)
0 =
(|w2|2 − |z2|2 0
0 |z2|2 − |w2|2
)
, (A11)
H
(3)
1 =
(
0 2z2w2
0 0
)
, (A12)
as shown in Fig. 8(a2), right plot.
At last, the rotation U1 turns H
(3)
0 and H
(3)
1 in
Eqs. (A11,A12) to the following matrices
H0 = U1H
(3)
0 U
†
1 = Γ0
(|z1|2 − |w1|2 −2z1w1
−2z∗1w∗1 |w1|2 − |z1|2
)
,
(A13)
H1 = U1H
(3)
1 U
†
1 = Γ1
(
z1w
∗
1 z
2
1
−(w∗1)2 −z1w∗1
)
, (A14)
for Γ0 = |w2|2 − |z2|2 and Γ1 = 2z2w2 - as shown in
Fig. 8(a3), right plot.
Appendix B: Detangling procedure applied to
nonlinear dispersionless models
In this appendix, we apply the detangling procedure
as described by Eq. (3) to the dispersionless, two band
models in presence of a local Kerr nonlinearity (9).
1. Preserving the caging in ν = 2 networks: a
necessary and sufficient condition
We now work out the detangled local Kerr nonlinearity
for a general ν = 2 ABF lattice. The transformation U1
9in components read
U1 :
{
an = e
iθ1(z1pn + w1fn)
bn = e
iθ1(−w∗1pn + z∗1fn)
(B1)
Via Eq. (B1), the nonlinear terms turn
an|an|2 = eiθ1
[
z1|z1|2pn|pn|2 + z21w∗1p2nf∗n
+z∗1w
2
1p
∗
nf
2
n + w1|w1|2fn|fn|2
+2|z1|2w1|pn|2fn + 2z1|w1|2pn|fn|2
]
,
bn|bn|2 = eiθ1
[−w∗1 |w1|2pn|pn|2 + z1w∗21 p2nf∗n (B2)
−z∗21 w1p∗nf2n + z∗1 |z1|2fn|fn|2
+2z∗1 |w1|2|pn|2fn − 2|z1|2w∗1pn|fn|2
]
.
The equations for pn then read
ip˙n = −(|z2|2 − |w2|2)pn + 2w2z2fn−1
+ eiθ1U
{(|z1|4 + |w1|4) pn|pn|2
+2z∗21 w
2
1 p
∗
nf
2
n + 4|z1|2|w1|2 pn|fn|2
+z1w
∗
1
(|z1|2 − |w1|2) p2nf∗n (B3)
+z∗1w1
(|w1|2 − |z1|2) fn|fn|2
+2z∗1w1
(|z1|2 − |w1|2) |pn|2fn} .
The unit cell redefinition fn 7−→ fn−1 yields the ”fully
nonlocal” terms fn−1|fn−1|2
ip˙n = −(|z2|2 − |w2|2)pn + 2w2z2fn
+ eiθ1U
{(|z1|4 + |w1|4) pn|pn|2
+2z∗21 w
2
1 p
∗
nf
2
n−1 + 4|z1|2|w1|2 pn|fn−1|2
+z1w
∗
1
(|z1|2 − |w1|2) p2nf∗n−1 (B4)
+z∗1w1
(|w1|2 − |z1|2) fn−1|fn−1|2
+2z∗1w1
(|z1|2 − |w1|2) |pn|2fn−1}
which break the caging effect. These terms are not
present if |w1|2 = |z1|2, which reduces Eq. (B4) to
ip˙n = −(|z2|2 − |w2|2)pn + 2w2z2fn (B5)
+ 2eiθ1U
{|z1|4(pn|pn|2 + 2pn|fn−1|2) + z∗21 w21 p∗nf2n−1} .
Similarly follows for fn
if˙n = (|z2|2 − |w2|2)fn + 2w∗2z∗2pn+1
+ eiθ1U
{(|z1|4 + |w1|4) fn|fn|2+
+2z21w
∗2
1 p
2
nf
∗
n + 4|z1|2|w1|2|pn|2fn
+z∗1w1
(|w1|2 − |z1|2) p2nf∗n (B6)
+z1w
∗
1
(|z1|2 − |w1|2) fn|fn|2
+2z1w
∗
1
(|w1|2 − |z1|2) |pn|2fn} ,
which after the unit cell redefinition fn 7−→ fn−1 and
enforcement of the condition |w1|2 = |z1|2 reduces to
if˙n = (|z2|2 − |w2|2)fn + 2w∗2z∗2pn (B7)
+ 2eiθ1U
{|z1|4(fn|fn|2 + 2|pn+1|2fn) + z21w∗21 p2n+1f∗n} .
As a result we observe the following:
1. the condition |w1|2 = |z1|2 in Eq. (A7) is necessary
to preserve the caging - otherwise ”fully nonlocal”
terms which break the caging exist in Eq. B4 - and
it is sufficient - since the subsequent transforma-
tion by U2 in Eq. (A7) will not introduce additional
”fully nonlocal” terms.
2. the condition |w1|2 = |z1|2 in Eq. (A7) yields all the
entrees of the matrix H1 in Eq. (A14) have equal
magnitude in absolute value.
2. Rotating the classical interaction
Hamiltonian HG1
Collecting together the rotated Eqs. (B5,B7) of a dis-
persionless ν = 2 nonlinear network under the condition
|w1|2 = |z1|2 in transformation U1 (A7) we find
ip˙n = |w2|2pn + w2z2fn
+ 2U
{|z1|4(pn|pn|2 + 2pn|fn+1|2) + z∗21 w21p∗nf2n+1} ,
if˙n = |z2|2fn + w2z2pn (B8)
+ 2U
{|z1|4(fn|fn|2 + 2|pn−1|2fn) + z21w∗21 p2n−1f∗n} .
These equations are the equations of motion ip˙n =
∂HG
∂p∗n
and if˙n =
∂H
∂f∗n
of the Hamiltonian HG
HG = HG0 +HG1 , (B9)
where
HG0 =
∑
n
{−|w2|2|pn|2 − |z2|2|fn|2 − w2z2(p∗nfn + pnf∗n)} ,
(B10)
and
HG1 = U
∑
n
{|z1|4 [|pn|4 + |fn|4 + 4|pn|2|fn+1|2]
+z∗21 w
2
1p
∗2
n f
2
n+1 + z1w
∗2
1 p
2
nf
∗2
n+1
}
. (B11)
Below we generate specific models by setting zi =
cosϕi, wi = sinϕi and θi = 0 in the transformations
Ui=1,2 (A7).
3. Model A
This model
ia˙n = an+1 + an−1 + bn+1 − bn−1 + Uan|an|2 (B12)
ib˙n = −bn+1 − bn−1 − an+1 + an−1 + Ubn|bn|2
is obtained by choosing ϕ1 = ϕ2 = pi/4 in transforma-
tions U1,2 (4)/(A7):
U1 :
{
pn =
an+bn√
2
fn =
an−bn√
2
⇔
{
an =
pn+fn√
2
bn =
pn−fn√
2
(B13)
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and
U2 :
{
αn =
pn+fn√
2
βn =
pn−fn√
2
⇔
{
pn =
αn+βn√
2
fn =
αn−βn√
2
(B14)
Equations of motion (B12) then read
ip˙n = 2fn−1 +
U
2
[
pn|pn|2 + f2np∗n + 2pn|fn|2
]
,
if˙n = 2pn+1 +
U
2
[
fn|fn|2 + p2nf∗n + 2|pn|2fn
]
. (B15)
The unit cell redefinition fn 7−→ fn−1 maps Eq. (B15) to
ip˙n = 2fn +
U
2
[
pn|pn|2 + f2n−1p∗n + 2pn|fn−1|2
]
,
if˙n = 2pn +
U
2
[
fn|fn|2 + p2n+1f∗n + 2|pn+1|2fn
]
.
(B16)
At last, the second transformation U2 (B14) rotates
Eq. (B16) to
iα˙n = 2αn+
U
8
{
αn|αn|2 + β2nα∗n + 2αn|βn|2
+α∗nα
2
n+1 + α
∗
nβ
2
n+1 − 2α∗nαn+1βn+1
+β∗nα
2
n+1 + β
∗
nβ
2
n+1 − 2β∗nαn+1βn+1
+α∗nα
2
n−1 + α
∗
nβ
2
n−1 + 2α
∗
nαn−1βn−1
−β∗nα2n−1 − β∗nβ2n−1 − 2β∗nαn−1βn−1
+2(αn|αn+1|2 − αnα∗n+1βn+1 (B17)
−αnαn+1β∗n+1 + αn|βn+1|2)
+2(βn|αn+1|2 − α∗n+1βnβn+1
−αn+1βnβ∗n+1 + βn|βn+1|2)
+2(αn|αn−1|2 + αnα∗n−1βn−1
+αnαn−1β∗n−1 + αn|βn−1|2)
−2(βn|αn−1|2 + α∗n−1βnβn−1
+αn−1βnβ∗n−1 + βn|βn+1|2)
}
where only one equation of motion for component αn is
presented for the sake of space. The above equation does
not posses any fully nonlocal term which depends solely
on αn±1, βn±1, their products or complex conjugates.
4. Model B
This model
ia˙n =
√
3an+1 +
√
3an−1 + bn+1 − 3bn−1 + gan|an|2
ib˙n = −
√
3bn+1 −
√
3bn−1 − 3an+1 + an−1 + gbn|bn|2
(B18)
is obtained choosing ϕ1 = pi/6 and ϕ2 = pi/4 in trans-
formations U1,2 (4). The rotation U2 is then the same as
Eq. (B14), while U1 reads
U1 :
{
pn =
√
3an+bn
2
fn =
an−
√
3bn
2
⇔
{
an =
√
3pn+fn
2
bn =
pn−
√
3fn
2
(B19)
Applying this rotation Eq. (B18) then turns
ip˙n = 4fn−1 +
U
16
[
10pn|pn|2 + 2
√
3p2nf
∗
n + 6f
2
np
∗
n
−2
√
3fn|fn|2 + 4
√
3|pn|2fn + 12pn|fn|2
]
, (B20)
if˙n = 4pn+1 +
U
16
[
2
√
3pn|pn|2 + 6p2nf∗n − 2
√
3f2np
∗
n
+10fn|fn|2 + 12|pn|2fn − 4
√
3pn|fn|2
]
.
The unit cell redefinition fn 7−→ fn−1 maps Eq. (B20) to
ip˙n = 4fn +
U
16
[
10pn|pn|2 + 2
√
3p2nf
∗
n−1
+6f2n−1p
∗
n − 2
√
3fn−1|fn−1|2
+4
√
3|pn|2fn−1 + 12pn|fn−1|2
]
, (B21)
if˙n = 4pn +
U
16
[
2
√
3pn+1|pn+1|2 + 6p2n+1f∗n
−2
√
3f2np
∗
n+1 + 10fn|fn|2
+12|pn+1|2fn − 4
√
3pn+1|fn|2
]
.
We see here the emergence of ”fully nonlocal” terms such
as fn+1|fn+1|2 in the first equation and pn−1|pn−1|2 in
the second - terms absent in Eq. (B16) of model A. At
last, the second transformation U2 in Eq. (B14) rotates
Eq. (B21) to (again only the eqaution of motion for the
component αn is given for the sake of space)
iα˙n = 4αn+
U
64
{ 2
√
3
[
αn+1|αn+1|2 − αn−1|αn−1|2
−α2n+1β∗n+1 − α2n−1β∗n−1
+β2n+1α
∗
n+1 − β2n−1α∗n−1 (B22)
−βn+1|βn+1|2 − βn−1|βn−1|2
−2|αn+1|2βn+1 − 2|αn−1|2βn−1
+2αn+1|βn+1|2 − 2αn−1|βn−1|2
+ [. . . ]} ,
We have only kept the fully nonlocal terms in the above
expression, where [. . . ] indicates all the remaining terms
from Eq. (B22) involving order three terms which involve
αn and/or βn - as those in Eq. (B17).
5. Symplectic scheme
For the numerical time evolution of model A and model
B, we used symplectic integration schemes. We detail
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here for e.g. model B - Eq.(15). The Hamiltonian asso-
ciated to the equations of motion of model B is
H =
N∑
n=1
[√
3(a∗nan+1 + a
∗
n+1an) + a
∗
nbn+1 − 3a∗n+1bn
−
√
3(b∗n+1bn + b
∗
nbn+1) + b
∗
n+1an − 3b∗nan+1
+
U
2
(|an|4 + |bn|4)
]
. (B23)
Writing an =
qa(n)+ipa(n)√
2
and bn =
qb(n)+ipb(n)√
2
, we split
the Hamiltonian as
H1 =
N∑
i=1
[√
3{pa(n)pa(n+ 1) + qa(n)qa(n+ 1)}
−
√
3{pb(n)pb(n+ 1) + qb(n)qb(n+ 1)}
]
, (B24)
H2 =
N∑
i=1
[
− 3{pa(n+ 1)pb(n) + qa(n+ 1)qb(n)}
+ {pa(n)pb(n+ 1) + qa(n)qb(n+ 1)}
]
, (B25)
H3 =
N∑
i=1
[U
8
{q2a(n) + p2a(n)}2 +
U
8
{q2b (n) + p2b(n)}2
]
.
(B26)
We further split H1 = H1A +H1B :
H1A =
N∑
i=1
[√
3{pa(n)pa(n+ 1)− pb(n)pb(n+ 1)}
]
,
(B27)
H1B =
N∑
i=1
[√
3{qa(n)qa(n+ 1)− qb(n)qb(n+ 1)}
]
,
(B28)
and H2 = H2A +H2B
H2A =
N∑
i=1
[
− 3pa(n+ 1)pb(n) + pa(n)pb(n+ 1)
]
,
(B29)
H2B =
N∑
i=1
[
− 3qa(n+ 1)qb(n) + qa(n)qb(n+ 1)
]
.
(B30)
The operators e∆tLH which propagate the set of initial
conditions (qa(n), pa(n), qb(n), pb(n)) at the time t to the
final values (q
′
a(n), p
′
a(n), q
′
b(n), p
′
b(n)) at the time t+ ∆t
are
e∆tLH1A :

q
′
a(n) = qa(n) +
√
3[pa(n+ 1) + pa(n− 1)]∆t
p
′
a(n) = pa(n)
q
′
b(n) = qb(n)−
√
3[pb(n+ 1) + pb(n− 1)]∆t
p
′
b(n) = pb(n)
(B31)
e∆tLH1B :

q
′
a(n) = qa(n)
p
′
a(n) = pa(n)−
√
3[qa(n+ 1) + qa(n− 1)]∆t
q
′
b(n) = qb(n)
p
′
b(n) = pb(n) +
√
3[qb(n+ 1) + qb(n− 1)]∆t
(B32)
e∆tLH2A :

q
′
a(n) = qa(n) + [pb(n+ 1)− 3pb(n− 1)]∆t
p
′
a(n) = pa(n)
q
′
b(n) = qb(n) + [−3pa(n+ 1) + pa(n− 1)]∆t
p
′
b(n) = pb(n)
(B33)
e∆tLH2B :

q
′
a(n) = qa(n)
p
′
a(n) = pa(n)− [qb(n+ 1)− 3qb(n− 1)]∆t
q
′
b(n) = qb(n)
p
′
b(n) = pb(n)− [−3qa(n+ 1) + qa(n− 1)]∆t
(B34)
e∆tLH3 :

q
′
a(n) = qa cos(αa∆t) + pa sin(αa∆t)
p
′
a(n) = pa cos(αa∆t)− qa sin(αa∆t)
q
′
b(n) = qb cos(αb∆t) + pb sin(αb∆t)
p
′
b(n) = pb cos(αb∆t)− qb sin(αb∆t)
(B35)
where αi(n) =
p2i (n)+q
2
i (n)
2 , (i = a, b). We use second
order splitting ABC scheme for the numerical integra-
tion [38].
The initial condition IC1 used for the simulations
presented in Fig. 3 is shown in Fig. 9. It has non-zero
amplitudes only in two unit cells located in the center of
the network - as shown in Fig. 9.
0 1
1-20 0
0-1
FIG. 9. (Color online) Spatial profile of the initial condition
IC1 used in Fig. 3.
The total norm of this initial condition is S =∑N
n=1 |an|2 + |bn|2 = 7. In Fig. 4 the curves are aver-
aged over 48 initial conditions with random amplitudes
concentrated in those same two unit cells of IC1 in Fig. 9
generated so as to ensure the total norm S = 7.
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Appendix C: Rotating the quantum interaction
Hamiltonian HB1
This rotations can be performed for the Bose-Hubbard
Hamiltonian HˆB = HˆB0 + HˆB1 in Eqs. (17,18) for ν = 2
expressed by the annihilation cˆn = (aˆn, bˆn) and creation
operators cˆ+n = (aˆ
†
n, bˆ
†
n) and parametrized by H0, H1 in
Eqs. (A13,A14) under the condition |w1|2 = |z1|2
H0 = Γ0
(
0 −2z1w1
−2z∗1w∗1 0
)
, (C1)
H1 = Γ1
(
z1w
∗
1 z
2
1
−(w∗1)2 −z1w∗1
)
(C2)
with for Γ0 = |w2|2 − |z2|2 and Γ1 = 2z2w2. The Hamil-
tonian HˆB = HˆB0 + HˆB1 reads
HˆB0 =
∑
n∈Z
[
−1
2
(
cˆ†Tn H0cˆn
)− (cˆ†Tn H1cˆn+1)− h.c.] ,
(C3)
HˆB1 =
U
2
∑
n∈Z
[
aˆ†naˆ
†
naˆnaˆn + bˆ
†
nbˆ
†
nbˆnbˆn
]
. (C4)
We partially detangle the Hamiltonians HˆB0 and HˆB1
separately, applying first the unitary transformation U1
in Eq. (A7) assuming |w1|2 = |z1|2, and then the unit
cell redefinition T in Eq. (A8). We start with HˆB0 .
The unitary transformation U1
U1 = e
iθ1
(
z1 w1
−w∗1 z∗1
)
(C5)
maps the operators ψˆ+n = (aˆ
†
n, bˆ
†
n) and ψˆn = (aˆn, bˆn)
to the creation ξˆ+n = (pˆ
†
n, fˆ
†
n) and annihilation operators
ξˆn = (pˆn, fˆn). The Hamiltonian HˆB0 in Eq. (C3) turns
HˆB0 =
∑
n
[
−1
2
(ξˆ+Tn H
(3)
0 ξˆn)− (ξˆ+Tn H(3)1 ξˆn+1)− h.c.
]
(C6)
with H
(3)
0 and H
(3)
1 in Eqs. (A11,A12) - here recalled
H
(3)
0 =
(|w2|2 − |z2|2 0
0 |z2|2 − |w2|2
)
, (C7)
H
(3)
1 =
(
0 2z2w2
0 0
)
. (C8)
The unit cell redefinition T in Eq. (A8) - here recalled{
pˆn 7−→ pˆn
fˆn 7−→ fˆn−1 (C9)
redefine the Hamiltonian HˆB0 in Eq. (C6) turns to
HˆB0 =
∑
n
{
(|z2|2 − |w2|2)(−pˆ†npˆn + fˆ†nfˆn)
+2w2z2pˆ
†
nfˆn + 2w
∗
2z
∗
2 pˆnfˆ
†
n
}
. (C10)
For the interaction Hamiltonian HˆB1 in Eq. (C4), let
us state explicitely the unitary transformation U1 in
Eq. (C5) applied to the operators aˆ†n, bˆ
†
n, aˆn, bˆn and
pˆ†n, fˆ
†
n, pˆn, fˆn, namely
aˆn = e
iθ1
(
z1pˆn + w1fˆn
)
bˆn = e
iθ1
(
−w∗1 pˆn + z∗1 fˆn
)
aˆ†n = e
−iθ1
(
z∗1 pˆ
†
n + w
∗
1 fˆ
†
n
)
bˆ†n = e
−iθ1
(
−w1pˆ†n + z1fˆ†n
) (C11)
Let us recall the commutativity between creation and an-
nihilation operators, as well as of operator over different
coordinates (e.g. pˆ†nfˆ
†
n = fˆ
†
npˆ
†
n). The first interaction
term aˆ†naˆ
†
naˆnaˆn turns
aˆ†naˆ
†
naˆnaˆn =
=
(
z∗1 pˆ
†
n + w
∗
1 fˆ
†
n
)(
z∗1 pˆ
†
n + w
∗
1 fˆ
†
n
)
×
(
z1pˆn + w1fˆn
)(
z1pˆn + w1fˆn
)
=
(
z∗21 pˆ
†
npˆ
†
n + 2z
∗
1w
∗
1 pˆ
†
nfˆ
†
n + w
∗2
1 fˆ
†
nfˆ
†
n
)
×
(
z21 pˆnpˆn + 2z1w1pˆnfˆn + w
2
1 fˆnfˆn
)
(C12)
= |z1|4pˆ†npˆ†npˆnpˆn + 2z∗1 |z1|2w1pˆ†npˆ†npˆnfˆn
+ z∗21 w
2
1 pˆ
†
npˆ
†
nfˆnfˆn + 2z1|z1|2w∗1 pˆ†nfˆ†npˆnpˆn
+ 4|z1|2|w1|2pˆ†nfˆ†npˆnfˆn + 2z∗1w1|w1|2pˆ†nfˆ†nfˆnfˆn
+ z21w
∗2
1 fˆ
†
nfˆ
†
npˆnpˆn + 2z1w
∗
1 |w1|2fˆ†nfˆ†npˆnfˆn
+ |w1|4fˆ†nfˆ†nfˆnfˆn
The second interaction term bˆ†nbˆ
†
nbˆnbˆn turns
bˆ†nbˆ
†
nbˆnbˆn =
=
(
−w1pˆ†n + z1fˆ†n
)(
−w1pˆ†n + z1fˆ†n
)
×
(
−w∗1 pˆn + z∗1 fˆn
)(
−w∗1 pˆn + z∗1 fˆn
)
=
(
w21 pˆ
†
npˆ
†
n − 2w1z1pˆ†nfˆ†n + z21 fˆ†nfˆ†n
)
×
(
w∗21 pˆnpˆn − 2w∗1z∗1 pˆnfˆn + z∗21 fˆnfˆn
)
(C13)
= |w1|4pˆ†npˆ†npˆnpˆn − 2z∗1 |w1|2w1pˆ†npˆ†npˆnfˆn
+ z∗21 w
2
1 pˆ
†
npˆ
†
nfˆnfˆn − 2z1|w1|2w∗1 pˆ†nfˆ†npˆnpˆn
+ 4|z1|2|w1|2pˆ†nfˆ†npˆnfˆn − 2z∗1 |z1|2w1pˆ†nfˆ†nfˆnfˆn
+ z21w
∗2
1 fˆ
†
nfˆ
†
npˆnpˆn − 2z1|z1|2w∗1 fˆ†nfˆ†npˆnfˆn
+ |z1|4fˆ†nfˆ†nfˆnfˆn
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The sum of these terms yields
aˆ†naˆ
†
naˆnaˆn + bˆ
†
nbˆ
†
nbˆnbˆn =
= (|z1|4 + |w1|4)pˆ†npˆ†npˆnpˆn
+ 2z∗1w1(|z1|2 − |w1|2)pˆ†npˆ†npˆnfˆn
+ 2z∗21 w
2
1 pˆ
†
npˆ
†
nfˆnfˆn
+ 2z1w
∗
1(|z1|2 − |w1|2)pˆ†nfˆ†npˆnpˆn (C14)
+ 8|z1|2|w1|2pˆ†nfˆ†npˆnfˆn
+ 2z∗1w1(|w1|2 − |z1|2)pˆ†nfˆ†nfˆnfˆn
+ 2z21w
∗2
1 fˆ
†
nfˆ
†
npˆnpˆn
+ 2z1w
∗
1(|w1|2 − |z1|2)fˆ†nfˆ†npˆnfˆn
+ (|z1|4 + |w1|4)fˆ†nfˆ†nfˆnfˆn
The assumption |w1|2 = |z1|2 simplifies Eq. (C14) to
aˆ†naˆ
†
naˆnaˆn + bˆ
†
nbˆ
†
nbˆnbˆn =
= 2|z1|4pˆ†npˆ†npˆnpˆn + 2z∗21 w21 pˆ†npˆ†nfˆnfˆn (C15)
+ 8|z1|4pˆ†nfˆ†npˆnfˆn + 2z21w∗21 fˆ†nfˆ†npˆnpˆn
+ 2|z1|4fˆ†nfˆ†nfˆnfˆn
The unit cell redefinition in Eq. (C9) turns the R.H.S of
Eq. (C15) to
aˆ†naˆ
†
naˆnaˆn + bˆ
†
nbˆ
†
nbˆnbˆn =
= 2|z1|4pˆ†npˆ†npˆnpˆn + 2z∗21 w21 pˆ†npˆ†nfˆn+1fˆn+1 (C16)
+ 8|z1|4pˆ†nfˆ†n+1pˆnfˆn+1 + 2z21w∗21 fˆ†n+1fˆ†n+1pˆnpˆn
+ 2|z1|4fˆ†n+1fˆ†n+1fˆn+1fˆn+1
and ultimately to the rotated Hamiltonian HˆB1
HˆB1 = U
∑
n
{
|z1|4
[
pˆ†npˆ
†
npˆnpˆn + fˆ
†
nfˆ
†
nfˆnfˆn + 4pˆ
†
nfˆ
†
n+1pˆnfˆn+1
]
+z∗21 w
2
1 pˆ
†
npˆ
†
nfˆn+1fˆn+1 + z
∗
1w
∗2
1 pˆnpˆnfˆ
†
n+1fˆ
†
n+1
}
(C17)
Notably, the rotated Hamiltonians HˆB0 in Eq. (C10) and
HˆB1 in Eq. (C17) expressed in terms of annihilation and
creation operators pˆ†n, fˆ
†
n and pˆn, fˆn are the same as those
in HˆG0 in Eq. (B10) and HˆG1 in Eq. (B11) after the sub-
stitution pˆn → hn, fˆn → fn, pˆ†n → h∗n, fˆ†n → f∗n.
Appendix D: Two Interacting Particles
1. Two Interacting particles - Fock space
representation
We represent two interacting distinguishable particles
in the two-bands lattice Eqs. (17,18) with the following
basis for 1 ≤ n, k ≤ N with periodic boundary conditions
|n, k〉a = aˆ†naˆ†k |0〉 |n, k〉b = bˆ†nbˆ†k |0〉
|n, k〉a,b = aˆ†nbˆ†k |0〉 |n, k〉b,a = bˆ†kaˆ†n |0〉 (D1)
The 2IP wave-function |ψ〉
|ψ〉 =
N∑
n,k=1
Xn,k |n, k〉a + Zn,k |n, k〉b
+
N∑
n,k=1
Yn,k |n, k〉a,b +Wn,k |n, k〉b,a (D2)
evolve according to a two dimensional Schro¨dinger sys-
tem of equations
iϕ˙n,k = [A+ UV ]ϕn,k + Tnϕn+1,k + T
†
nϕn−1,k
+ Tkϕn,k+1 + T
†
kϕn,k−1 (D3)
with ϕn,k = (Xn,k, Yn,k,Wn,k, Zn,k)
T .
The matrices A, V, Tn, Tk which define Eq. (D3)
are obtained via the following generic and standard
procedure (here stated for any ν = 2 network):
1. consider the motion equation
i
∂
∂t
|ψ〉 = HˆB |ψ〉 (D4)
associated to the ν = 2 Bose-Hubbard Hamiltonian
HˆB = HˆB0 + HˆB1 in Eqs. (17,18)
2. substitute the expansion of the wave function |ψ〉
Eq. (D2) in the motion equation (D4).
3. unfold the products on the r.h.s of Eq.(D4) and
shift the indexes of the basis vectors. This recast
the motion equation to
i
N∑
n,k=1
X˙n,k |n, k〉a + Z˙n,k |n, k〉b
+ i
N∑
n,k=1
Y˙n,k |n, k〉a,b + W˙n,k |n, k〉b,a = (D5)
N∑
n,k=1
{
p1 |n, k〉a + p2 |n, k〉b + p3 |n, k〉a,b + p4 |n, k〉b,a
}
with p1, . . . , p4 are homogeneous linear polynomial
in ϕn,k = (Xn,k, Yn,k,Wn,k, Zn,k)
T
4. Eq. D5 then yields Eq. D3 by separating the onsite
terms in the matrix A, the hopping terms along
{n, n± 1} in the matrix Tn, T †n, as well as the hop-
ping terms along {k, k ± 1} in the matrix Tk, T †k .
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In the case of Bose-Hubbard Hamiltonian HˆB = HˆB0 +
HˆB1 in Eqs. (17,18) with matrices H0, H1 parameterized
in Eqs. (5,6), the onsite matrices A is
A = 2Γ0
|z1|
2 − |w1|2 −z1w1 −z1w1 0
−z∗1w∗1 0 0 −z1w1
−z∗1w∗1 0 0 −z1w1
0 −z∗1w∗1 −z∗1w∗1 |w1|2 − |z1|2

(D6)
while the hopping matrices Tn, Tk are
Tn = Γ1
 z1w
∗
1 0 z
2
1 0
0 z1w
∗
1 0 z
2
1
−(w∗1)2 0 −z1w∗1 0
0 −(w∗1)2 0 −z1w∗1
 , (D7)
Tk = Γ1
 z1w
∗
1 z
2
1 0 0
−(w∗1)2 −z1w∗1 0 0
0 0 z1w
∗
1 z
2
1
0 0 −(w∗1)2 −z1w∗1
 (D8)
for Γ0 = |w2|2 − |z2|2 and Γ1 = 2z2w2. The BH interac-
tion HˆB1 applies only when both particle are on the same
site - hence, the Kroneker delta δn,k. The matrix V reads
V =
δn,k 0 0 00 0 0 00 0 0 0
0 0 0 δn,k
 . (D9)
The numerical simulations of the time evolution of
Eq. (D3) of two-interacting particles for both Model A
and model B have been performed using the commer-
cial software Mathematica employing the fourth-order
explicit Runge-Kutta scheme.
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