In the standard teleoperator system, force and velocity signals are communicated between a master robot and a slave robot. It is well-known that the system can become unstable when even a small time delay exists in the communication channel. In this paper, a method based on the H 1 -optimal control and -synthesis frameworks is introduced to design a controller for the teleoperator which achieves stability for a prespeci ed time-delay margin while optimizing performance speci cations. A numerical design example is included.
Introduction
Teleoperation is the extension of a person's sensing and manipulation capability to a remote location 18]. We consider the standard teleoperator system depicted in Figure 1 which is transmitted via the communication network to the slave manipulator. Likewise, the slave manipulator responds to the reference signal, v sd , and the force f s sensed as a result of contact with the environment and/or some external source, f e , is transmitted back to the master network which results in the force f md to the master. In general, all of these signals can be vector-valued functions of continuous time.
In 1966, Ferrell 8] rst showed the instability due to time delay of a kinesthetically coupled teleoperator. Vertut et al. 20] showed that stability could be achieved in the presence of time delay only when the bandwidth of the system was severely reduced. However, Brooks 6] suggested that the bandwidth of a teleoperator should be approximately between 4 Hz to 10 Hz for normal operation. Hence, the problem of achieving adequate bandwidth in the face of appreciable time delay had remained largely unsolved. Much of the work on time delay in teleoperation has been in the area of human performance. Only a few papers have dealt with the control issues (e.g., input/output stability, controller design) pertaining to this problem.
In 1988 master system (f md toṽ m ) and new slave system (ṽ sd tof s ) are strictly contractive (H 1 -norms strictly less than 1), so by the small-gain theorem the overall system will be stable for any time delay in the communication channel. Of course, this method works only if the original master and slave systems are strictly passive, which then become design constraints for the individual master and slave controllers. How to design with these constraints is not treated in 1]. (It is interesting to note that the discretization, via sample and hold, of a passive system is in general not passive 15] . So the Anderson-Spong method will in general not be directly applicable for digital controllers and communication channel.) In 2], asymptotic stability of master and slave velocities was proven.
In 16], the work in 1] is interpreted using transmitting wave variables in place of the standard power variables (e.g, forces and velocities). In doing so, they formulate the input/output variables of the telerobot as two sets of waves of the master and slave networks. The concept of characteristic impedance of these waves is introduced and an analogy is drawn to the characteristic impedance of a natural wave guide. By using this analogy, it is shown that, in order to achieve good performance, the termination of each port of the telerobot network should be chosen to provide damping equivalent to the characteristic impedance of the wave variables.
In 3], a synthesis method to design generalized bilateral control is presented. The method is based on the passivity concept and uses two criteria, \transparency distance" and \passivity distance", to evaluate the design. The case of rigid manipulators is solved. For the case of exible joint manipulators, the authors advocate the use of H 1 control theory to address the problem. In addition, it is stated that \time delay communication is a fundamental performance limitation and that no causal controller can improve the performance".
In 19], and subsequently 14], H 1 optimal control theory was applied to the design of a controller for a telerobot. In this design, an ideal communication channel (i.e., no time delay) was assumed and the performance speci cations were given in terms of desired dynamic relationships between the master and slave robots. Model reduction techniques were employed and experiments were conducted using the reduced-order controller.
None of the above papers solves the problem of robust stability and performance of the teleoperator in the presence of time delay in the communication channel. In many cases, the controller design is speci c to the case where the slave manipulator is in contact with the environment. That is, it is assumed that the slave manipulator is always in contact with its environment and little or no consideration is given to the case where the slave manipulator moves in free space. In other cases (e.g., the hybrid formalism 13], 12], 10], 11], 5]) internal stability is not an explicit speci cation | presumably, one checks for internal stability of the system at the end of the design process.
In this paper, we introduce a method for the design of a controller for a bilateral force-re ecting teleoperator with time delay through the communication channel. This design method is based on H 1 optimal control ( 7] , 9]) and -analysis and synthesis techniques 4]. One advantage of our proposed method is that it allows us to design both for performance (time-domain speci cations) and time-delay stability margin in one step. In previous works, controllers were designed to satisfy certain nominal performance speci cations and then modi ed to ensure stability for time delay. These modi cations were conservative in that although in nite time-delay stability margin was achieved, system performance in the face of a time delay was not a design speci cation. A second advantage of our method is that, with the control architecture chosen, performance is treated both for free motion and for constrained motion when the slave is in contact with its environment.
We begin by giving an overview of teleoperation and the associated control problem. Next we give a brief introduction to H 1 optimal control and the -analysis and synthesis technique.
We then outline the design procedure and illustrate our results via a design example. In order to keep the presentation clear, we deal only with a single degree-of-freedom linear time-invariant teleoperator model.
The notation used in this paper is that P(s), T(s), . . . denote transfer functions and u(s), v(s),
. . . denote signal transforms.
Design Methodology
The design methodology developed in this paper can be summarized as follows. The design procedure has two steps. The rst is the design for free motion, where the master and slave manipulators move freely and are unconstrained by the environment or any external source (i.e., the case where f e = 0). For this step, we suppose there are two goals: 1) a desired master compliance and 2) motion following of the master by the slave. Separate master and slave controllers are designed and communication is from the master to the slave only. The second step is the design for constrained motion, where the slave manipulator is in contact with its environment and a contact force is sensed at the slave (i.e., the case where f e 6 = 0). For this step, we suppose that the goal is that any forces sensed by the slave manipulator must be re ected back to the master manipulator. (Of course, the constraint on this second step is that it should not a ect the results of the rst step.) In this step an \outer loop" controller is designed, communicating signals from the slave back to the master. Time delay is modeled and a pre-speci ed time-delay stability margin is achieved.
As a result, the telerobotic system is designed to function both in free motion and when the slave is in contact with its environment, and also when there is a pre-speci ed upper bound on the communication time delay.
2 The H 1 and -Synthesis Design Framework
In this section, we will brie y describe the H 1 -optimal control framework and the -synthesis design framework. Readers familiar with this material may choose to skip this section.
The H 1 Design Framework The standard setup for the H 1 design problem is shown in Figure 3 The resulting system from w to z, namely G 11 + G 12 K(I ? G 22 K) ?1 G 21 is a linear-fractional transformation of K that depends on G. The notation for this system is F l (G; K), subscript l indicating that K is connected in the lower loop. De ne the H 1 norm of a transfer matrix F(j!) as kFk 1 
where denotes the largest singular value.
The standard problem in H 1 optimal control is to nd a real-rational, proper controller K to minimize kF l (G; K)k 1 under the constraint of internal stability. The solution requires several assumptions, regarded as regularity conditions. For example, the input u needs to be fully weighted in the output z|otherwise the problem is singular and the optimal controller K may be improper; similarly, there need to be sensor noises on all measured signals. Modifying a problem so that the regularity conditions are satis ed is called regularization. Solving the standard problem, therefore, amounts to choosing weights on error signals and regularizing. State-space formulae for solving this problem may be found in 7] . The H 1 design technique may be performed using the -Synthesis and Analysis Toolbox 4] in MATLAB.
-Analysis and Synthesis
For completeness, we give a brief introduction to the -analysis and synthesis technique. Good performance is taken to mean small tracking error. The weighting function W p re ects the relative importance of various frequency ranges for which performance is desirable. The closed-loop system is said to achieve \nominal performance" if the following performance objective is satis ed for the nominal plant model, G nom :
The closed-loop system achieves \robust stability" if it is internally stable for all possible plant models G 2 G. This is equivalent to kW c KG nom (I + KG nom ) ?1 k 1 1
Finally, the closed-loop system achieves \robust performance" if it achieves robust stability and, in addition, the performance objective kW p (I + GK) ? 2. The plant input, m1 , should not exceed a prespeci ed saturation limit, so m1 should be included in z. In order to regularize the problem, a noise d m1 is included. The H 1 design of K m may be carried out with reference to Figure 9 , where W m1 , W m2 and W m3 are frequency dependent weighting matrices. Thus 
Transfer functions relating the variables z and y to w and u in Figure 9 may be determined (as per (1)) and the H 1 design procedure may be carried out using MATLAB.
For the slave controller, the design speci cations are taken to be as follows: This is due to the fact that, for operation in free space (no contact with external environment), there is no feedback signal from the slave system to the master system. In the design procedure described above, we have not considered the issue of time delay in the transmission of signals from the master to the slave. Although such a time delay does not a ect the where is the transmission time delay from master to slave. However, the true error signal is e 2 (t) = v m (t) ? v s (t) Therefore, one may argue that a more appropriate design methodology would incorporate the time delay element into the weighted plant, by treating it as a perturbation, before carrying out the H 1 design. In doing so, robust performance for time delay would be achieved. On the other hand, since H 1 optimal control minimizes the worse-case L 2 norm of the error signal over the class of all L 2 input signals, if we choose e 2 (t) as our error signal we will likely witness a decline in nominal performance (i.e., when there is no time delay or, more importantly, when the input to the system is far from \worse case" | this is borne out by simulation). Clearly, a choice must be made here.
If e 1 is chosen as the error signal, then this choice must be made with the assumption that the operator is aware of the time delay in the system (i.e., the operator applies only inputs to the system which have frequency much less than 1 ). Conversely, if e 2 is chosen as the error signal, then the assumption is that a larger class of inputs to the system is expected (e.g., if the operator is unaware of the transmission time delay and attempts to induce rapid movements). Note that if the latter design speci cation is chosen, we must incorporate into the design a perturbation model which covers the time delay. The procedure for this is identical to that which is presented in the following section for constrained motion design.
Design for Constrained Motion
We now consider the design for constrained motion. The overall system is shown in Figure 11 , where the new controller K c is yet to be designed. In this gure, Z e denotes the (assumed known) The design speci cations are taken to be as follows:
1. The design of K c should not a ect the free motion already designed for. 2. The velocity error signal is minimized (so v m ? v s should be included in z).
3. The feedback force of the master hand controller should track the sensed force at the slave end-e ector (so f s ? ( m1 + m2 ) should be included in z).
4. The control torques should not exceed prespeci ed saturation limits (so s2 and m2
should be included in z). 5 . The system should be stable for up to a pre-speci ed amount of time delay through the communication channel between the master and the slave. The rst speci cation places a constraint on our control system architecture. The extra control loop which is added to the system (of Figure 10 ) must not interfere with the operation of the original system when there is no sensed force at the slave end-e ector (i.e., when f e = 0). We can satisfy this constraint if we use f e as the only input to the controller to be designed. This is because, for the case f e = 0 (free space motion), the output of the controller K c is also zero and hence, will not a ect the operation of the system designed for operation in free space. The second, third and fourth speci cations are performance speci cations which are similar to that of a normal H 1 -optimal design. In order to satisfy the fth speci cation, we model the time delay in the loop as a perturbation to the system and design the system to be robust to such a perturbation. To design for all speci cations in one step without being too conservative, we must use -synthesis. We will model the second, third and fourth speci cations as one ctitious perturbation block and the fth speci cation as a separate perturbation block.
The Design Technique
To simplify the discussion, introduce the following notation: The block e ?s represents a time delay (master to slave to master) of seconds. We can recon gure the system of Figure 13 so that the time delay is re ected as a perturbation to the system. Let were to design for a perturbation this large, our design would be very conservative indeed, since it would be compensating for all perturbations of norm 2, not just the time delay.
Observe that (s) is small at low frequencies, that is, for every lowpass lter F, k Fk 1 ! 0 as ! 0. This suggests that a sensible way to reduce this conservatism is to move the perturbation to surround the master system, G m , as in Figure 15 . Note that the system of Figure 15 as small as possible (therefore optimizing performance as well). Note that in our design the size of k s k 1 is xed as this is a hard constraint (stability); the size of k p k is not xed.
Example
In this section, we present a design example to illustrate the method. To keep the analysis fairly simple, we consider the dynamic model of one degree of freedom master and slave manipulators. Let the master robot be modeled as a one link rigid manipulator:
For the slave manipulator, we choose a fourth order model of a one link manipulator with two exible modes. This model is taken from the Shuttle Remote Manipulator System shoulder joint 17] and is described by the following equation:
v(s) = ? It incorporates models of a DC motor, tachometer and linearized geartrain. We now proceed to design controllers for this system for both free motion and for constrained motion. In the discussion below, mi , si and i are all non-negative real numbers. 
Design for Free Motion
For this design, the vector-valued signals w, u, z and y in the standard H 1 design setup were de ned as in (2) (see Figure 9 ). Figure 19 . 
Constrained Motion Design
For this design (see Figure 16 ), the equations for the four signals z, w, y, and u are given by (5).
The weighting matrices for the design are as follows: Figure 22 . In fact, it may be shown that this choice of jW c (j!)j is greater than j (j!)G m1 (j!)j for all 4, for all !. Using these weighting matrices, the system was designed via the -synthesis method, using -Tools in MATLAB, and the controller K was computed. The resulting closed loop step response (to input f h (s) = 1 s for = 0) of the error signals (v m ? v s ) and f h ? ( m1 + m2 )] is shown in Figure 23 . Next, we check that the closed-loop system is stable for all time delays of 4. That is, suppose we denote the transfer function from w c to (f h ? m2 ) in Figure 16 by Q(s). Then, we require k 4 G m1 Qk 1 < 1 for stability of the system. The magnitude plot of 4 G m1 Q is illustrated in Figure 24 . Note, from this gure, that we are within our speci cations.
Using MATLAB, we now simulate the telerobotic system with a time delay of two seconds (each direction). Once again, we apply a step input, f h (s) = 1 s , to the system. The response is illustrated in Figure 25 . Note that although there is a total delay of four seconds from the initiation of hand controller input, f h , to the time when force is \re ected back" to the master robot, the system is able to maintain stability. It can be shown that stability is achieved for all time delays of less than four seconds. That is k G m1 Qk 1 < 1 8 2 0; 4] Now, suppose we choose a time delay greater than four seconds, say = 6 seconds. This corresponds to a communication time delay of three seconds in each direction between the master and slave. Figure 26 illustrates the magnitude plot of 6 G m1 Q. Note from this gure that k 6 G m1 Qk 1 > 1
Hence, we cannot guarantee the system to be stable for a time delay of 3 seconds (in each direction) or greater through the communication channel. Using MATLAB, we now simulate the telerobotic system with a time delay of 3 seconds (each direction). Once again, we apply a step input to the system. The response is, in fact, unstable and is illustrated in Figure 27 . Thus, we can see from this example that our perturbation model is not overly conservative. That is, given an upper bound on the time delay, the design procedure will design for that time delay and only trade o that amount of time-delay stability margin against the performance criteria. It is interesting to note that the Anderson-Spong method would not be applicable here, since neither the master nor slave system is passive. 6 Concluding Remarks A systematic procedure has been presented for controller design for a bilateral force-re ecting teleoperator. The method requires no special assumptions, such as passivity of the master and slave systems. The system is designed to function both in free motion and when the slave is in contact with its environment, and also when there is a pre-speci ed upper bound on the communication time delay. The design is based on the H 1 -optimal control and -synthesis framework. The example shows that the method is not overly conservative.
