Introduction
Here are the quivers of five families of algebras:
A(p,q) For the family A(p, q) there is no relation and one has p, q ≥ 0 so that the classical Kronecker-algebra occurs for p = q = 0. In the family B(p, q) only the possibilities p ≥ q = 1 and 4 ≥ p ≥ q = 2 are allowed and the sum of all three paths between the source and the sink is a relation. In the remaining cases all parameters p, q, r ≥ 1 are allowed. C(p) has one zero-relation ρ 1 ρ p which also holds for D(p, q) where in addition the two paths between the source and the sink give a commutativity relation. Finally the relations α 1 α q ,γ 1 γ p and γ 1 β r . . . β 1 α q define E(p, q, r).
Recall that for each algebra A with a source a and a sink z one obtains another 'glued' algebra by identifying a and z to one point x and by adding in the new quiver all paths of length 2 with x as an interior point to the relations. For instance the glued version of the algebra B(3, 2, 1) consists in three oriented cycles of lengths 4, 3 and 2 that are pasted together at one point x and the relations are the nine paths of length 2 passing through x and the sum of the three cycles starting at x. The algebras in the first four families have precisely one sink and one source in their quiver.
Remember also that an algebra is called distributive if its lattice of two-sided ideals is distributive and it is called minimal representation-infinite if it has an infinite number of isomorphism classes of indecomposable finite dimensional modules but none of its proper quotients has.
Our main result says: Theorem 1. Let A be a basic associative not distributive algebra of finite dimension over an algebraically closed field. Then A is minimal representation infinite if and only if it is isomorphic to an algebra listed above or if it is obtained from such an algebra by glueing a source and a sink.
One proves this in a similar vein as the semi-normalization in the article on multiplicative bases. Thus the proof is not really difficult but lengthy. The theorem and its proof remain valid for any algebra where all simples have trivial endomorphism algebras.
As an interesting consequence one obtains in combination with the known results on multiplicative bases: Theorem 2. Over an algebraically closed field there exist in each dimension only a finite number of isomorphism classes of minimal representation-infinite algebras. This number is independent of the field.
In fact only the algebras B(p, q) from the list above do not have a filtered multiplicative basis.
This should be my last article about representation-finite and minimal representation-infinite algebras, a theme that I have been working on with some interruptions since 1974. So I conclude the paper with personal remarks on some articles, on the early history of the subject and on the tame or wild problem.
2 The trichotomy 2.1 Notations, conventions and a reminder on distributive algebras
Throughout this article A denotes a basic associative algebra of finite dimension over a field k, N denotes the radical of A and S the socle of A bas a bimodule. We assume that A/N is a product of copies of k. By a fundamental observation of Gabriel there is then a quiver Q and a surjective algebra homomorphism π from the path-algebra kQ to A whose kernel is contained in the ideal generated by all paths in Q of length 2. We fix such a presentation and we write often v instead of π(v). Thus we get in A a decomposition of 1 as a sum of pairwise orthogonal primitive idempotents 1 = x∈Q0 e x where e x is the image of the path of length 0 through the point x.
We denote by I the lattice of two-sided ideals of A and by B(x, y) the lattice of subbimodules of e x Ae y . For such a subbimodule J we denote by rad J the radical as a bimodule and the higher radicals rad i J are defined by induction. We have rad e x Ae x = e x N e x for any x and rad J = e x (N J + JN )e y for any subbimodule. The algebra is called distributive provided I is a distributive lattice.
For the convenience of the reader we include full proofs of slight variants of the important observations of Jans [3] and Kupisch [4] on distributive algebras. Proposition 1. We keep the above assumptions and notations. Then we have: i) If J is a subbimodule of e x Ae y and J the two-sided ideal generated by J then we have J = N J + JN + J and e x J e y = J ∩ e x Ae y = J.
ii) The map I → e x Ie y is a surjective lattice homomorphism from I to B(x, y).
iii) I is a distributive lattice if and only if the lattices B(x, y) are distributive for all points x and y.
iv) For two points x, y the following are equivalent:
(c) e x Ae y is a uniserial bimodule i.e. it has a unique chain of subbimodules.
v) The ring e x Ae x is uniserial if and only if its radical is 0 or generated by one element α x .
vi) Let x, y be two points such that e x Ae x and e y Ae y are both uniserial. Then e x Ae y is uniserial as a bimodule if and only if for i = 0 and i = 1 we have dim (rad i e x Ae y /rad i+1 e x Ae y ) ≤ 1. In that case e x Ae y is uniserial as a left e x Ae x -or a right e y Ae y -module.
Roughly speaking the first three parts are due to Jans, the last three to Kupisch. Proof. Statement i) is immediately clear and also that the map I → e x Ie y preserves intersections, sums and inclusions. The surjectivity follows from the last equation in i). The distributivity of the lattice I implies the distributivity of all the homomorphic images B(x, y). The other direction depends on the equation I = ⊕ x,y∈Q0 e x Ie y .
If the vector space V = (rad i e x Ae y /rad i+1 e x Ae y ) has dimension ≥ 2 for some i then V contains three different lines L 1 , L 2 , L 3 and these violate the law of distributivity. The same holds for the three subbimodules L
Thus the first property in iv) implies the second. The other implications are obvious and so is part v).
If one of the spaces e x Ae x , e y Ae y or e x Ae y has dimension ≤ 1 then part vi) is obvious. In the other case let a be a generator of e x Ae y . Then α x a and aα y are not linearly independent modulo rad 2 e x Ae y . Up to symmetry we can assume that we have α x a = ξaα y + r for some scalar ξ and some r ∈ rad 2 e x Ae y . Then we obtain α + r(p, q) with some r(p, q) ∈ rad p+q+1 e x Ae y for all p and q by induction on p. Now the elements α i x aα n−i y with i ≥ n generate rad n e x Aey for any n and this space is zero for large n. By descending induction it follows that all rad i e x Ae y are generated by the aα j y with j ≥ i. Thus e x Ae y is cyclic as a module over e y Ae y whence uniserial.
The subdivision
We show that the minimal non-distributive algebras fall into three disjoint classes. A pair (a, z) of points is called critical if the bimodule e z Ae a is not uniserial. The critical index i(a, z) of such a pair pair is then the smallest natural number such that rad i e z Ae a /rad i+1 e z Ae a has dimension ≥ 2. Furthermore, given a point x in Q, we denote by I x the two-sided ideal generated by all paths of lengths 2 with x as the interior point. Proposition 2. Let A = kQ/I be an algebra which is not distributive but any proper quotient is. Then the following holds: i) For any critical pair (a, z) with critical index i we have rad i+1 e z Ae a = 0 and S(a, z) := rad i e z Ae a is a bimodule of dimension 2 which is contained in S.
ii) There is only one critical pair (a, z) and we have S = S(a, z). Moreover we are in one of the following three situations:
(b) (type 2) a = z, i(a, z) = 0, a is a source, z a sink in Q and for e = e a + e z the algebra eAe is isomorphic to the path-algebra of the Kronecker quiver K 2 consisting of two parallel arrows.
(c) (type 3) a = z, i(a, z) = 1 and for e = e a + e z the algebra eAe is isomorphic to the path algebra of the quiver with one loop α in a, one arrow β from a to z and one loop γ in z divided by the relations
Proof. We consider the two-sided ideal J generated by rad i+1 e z Ae a . Then we have e z Ae a ∩J = rad i+1 e z Ae a whence the quotient A/J is still not distributive. By minimality we have J = 0 and a fortiori rad i+1 e z Ae a = 0. Similarly, if V := (N rad i e z Ae a + rad i e z Ae a N ) = 0 we look at the non-zero two-sided ideal J it generates. Because of J ∩ e z Ae a = 0 the proper quotient A/J is again not distributive and so J = 0 and a fortiori V = 0. This means that rad i e z Ae a is contained in S. If the dimension of rad i e z Ae a is strictly greater than 2 we choose a non-zero subbimodule J of codimension 2 in rad i e z Ae a . Then J is even a two-sided ideal and A/J is still not distributive. This contradiction shows that dim S(a, z) = 2.
There is at least one critical pair (a, z) and we have S = S(a, z) ⊕ S ′ for some two-sided ideal S ′ . This ideal is zero because A/S ′ is still rerepresentationinfinite. Thus we have S = S(a, z) and there is only one critical pair. We discuss the different possibilities.
For a = z we have i = i(a, z) = 1 and
For any path p = βα of length 2 with interior point a we consider the two-sided ideal J generated by p. For any paths v, w we have that e a vβ and αwte a are in rad e a Ae a whence their product vanishes and J ∩ e a Ae a = 0. Thus A/J is still not distributive and we have J = 0 by minimality. Thus we have I a ⊆ I.
For a = z all e x Ae x are uniserial rings and we can apply the last part of proposition 1 to see that only i = i(a, z) = 0 and i = 1 are possible. In the case i = 0 we have S(a, z) = e z Ae a . Take an element f in some e a N e y . Then the twosided ideal J generated by f is spanned by products vf w and the intersection with e z Ae a by products e z vf we a . This product vanishes because f annihilates the element e z v from S(a, z). Thus A/J is still not distributive and we conclude J = 0 whence f = 0. It follows that x is a source. Dually z is a sink and so eAe has the wanted form.
Finally we look at the case a = z, i = 1 and S = rade z Ae x . Let f be in rad 2 e a Ae a and let J be the two-sided ideal generated by f . Then the intersection of J with e z Ae a is spanned by products e z vf we a which are all 0. We get that J = 0 and f = 0, i.e. dim e a Ae a = 2 and dually dim e z Ae z = 2. Let f be an element in e a Ae z such that the intersection of the ideal J generated by f with e z Ae a is not 0. Then there is a product e z vf we a = 0. The non-zero products f we a and e z vf show that the quiver of eAe has no loops and so it is an oriented cycle. But then eAe is uniserial. Thus the intersection J ∩ e z Ae a is zero, J = 0 and f = 0. It follows that eAe has the wanted shape.
A non-distributive algebra satisfies the second Brauer-thrall conjecture as Jans has shown by direct calculations already in [3] . This follows also from the above proposition because the three algebras occuring in the proposition are strongly unbounded for obvious reasons. In particular each non-distributive minimal representation-infinite algebra is minimal non-distributive.
Glueing and separating: the relation between the first two types
We recall the well-known constructions of glueing and separating points that were first explicitely formulated in connection with stable equivalence by Bongartz/Riedtmann and Martinez-Villa. Let A = kQ/I be an algebra whose quiver Q contains a source a and a sink z. Then we can glue the two points to one point x to obtain a new quiver Q ′ . The set of arrows remains the same, but an arrow starting in a starts now in x and an arrow ending in z ends now in x so that an arrow from a to z becomes a loop in x. Each path p in Q gives rise to a path p ′ in Q ′ and each relation ρ in Q to a relation ρ ′ in Q ′ . Let I ′ be the ideal of kQ ′ generated by all relations ρ ′ and by I(x) and define
and by the obvious action on the arrows. This functor maps indecomposables to indecomposables and it hits all indecomposables up to isomorphism. The two simples corresponding to the points a and z are the only two non-isomorphic indecomposables that become isomorphic. It is also clear that A is minimal rerepresentation-infinite iff A ′ is so. If we apply this glueing procedure to an algebra of type 2 we obtain an algebra of type 1.
The reverse construction runs as follows. One starts out with a quiver Q ′ , an ideal I ′ and a point x such that I x ⊆ I ′ . To obtain a new quiver Q one separates x into two new points a and z and the other points remain untouched. The set of arrows remains the same, but an arrow starting in x starts now in a and an arrow ending in x ends now in z. Thus a loop in x becomes an arrow from a to z and a is now a source in Q, z a sink. Any path p in Q that does not pass through x remains a path in Q ′ and any relation ρ that does not involve a path passing through x remains a relation. Let I be the ideal of kQ generated by these relations.
Of course the two operations of glueing and separating are inverse to each other at the level of quivers and algebras.
Proposition 3. The above constructions of glueing and separating induce bijections beteen the isomorphism classes of minimal rerepresentation-infinite nondistributive algebras of types 2 and 1.
As a special case of the above construction one obtains a handy necessary condition for finite representation type: If A is representation-finite so is its quotient A/rad 2 A and for this algebra one can separate all points thereby obtaining the so called separated quiver of A which has to be a disjoint union of Dynkin-quivers by Gabriels theorem.
General remarks on the proof
The basic minimal rerepresentation-infinite algebras that are not distributive of types 2 or 3 will be studied in the next two sections. We call such an algebra su-spicious. The only critical pair is denoted by (a, z) and and the two-dimensional two-sided socle by S.
We consider the algebra often as a k-category with the points of Q as objects and with the A(x, y) = e y Ae x as morphism spaces. Any non-zero morphism f ∈ A(x, y) can be prolongated to a non-zero morphism gf h ∈ S and so we have A(a, y) = 0 = A(y, z) for all y. A path p in Q is called a zero-path resp. a non-zero-path if p = 0 resp. p = 0. Recall that we work with a fixed presentation. Any non-zero path p from x to y can be prolongated to a non-zero-path p 2 pp 1 with p 2 pp 1 ∈ S. Such a path is called long.
Observe that all A(x, x) are uniserial and all A(x, y) are uniserial for (x, y) = (a, z). A point x is called thin if dim A(x, x) = 1 and thick otherwise. Given two morphisms f, g ∈ A(x, y) we write f ∼ g if both elements generate the same subspace of A(x, y). For three thin points x 1 , x 2 , x 3 with (x 1 , x 3 ) = (a, z) and morphisms f, g ∈ A(x 1 , x 2 ), h ∈ A(x 2 , x 3 ) one has a nice cancellation property: hf ∼ hg ∼ 0 implies f ∼ g. We often use that the situation is self-dual. In particular there is a dual cancellation result.
Sometimes we use the separated quiver, but our main method to derive all the wanted results is to look at a full subcategory A ′ of A supported by 5 points at most and at its quiver Q ′ . Then any proper quotient of A ′ has to be representation-finite. To exclude certain possibilities we will always construct a quotient of A ′ which is defined by zero-relations. Then there is a Galois-covering A ′ given by an infinite tree with relations. The group is free and it acts freely so that it is sufficient to find a rerepresentation-infinite tree-algebra as a full convex subcategory ofÃ ′ which is always easy.
This method is based on the elementary part of Galois-coverings as defined by Gabriel ( see [2, theorem16 , part a)] ) and he used it again and again in his proof for the structure and disjointness theorems of non-deep contours ( see [1, remark 3 .8 ] ). But there the situation is much more complicated because one cannot always reduce to a quotient A ′ given by zero-relations. Our situation is also simple inasmuch as the only representation-infinite algebras we need to know are quiver algebras of typesÃ n ,D n andẼ 6 .
3 Algebras of type 2
Thick points
Throughout this section A is a suspicious algebra of type 2 with quiver Q. Thus we have a source a and a sink z. Let b be a thick point which is of course different from a and z. We choose a generator r of rad A(b, b) as well as generators s resp. t of A(a, b) resp. A(b, z) as modules over A(b, b). Proof. Because a is a source and z is a sink the quiver Q ′ contains the three arrows mentioned above. We denote by n be the greatest integer with r n = 0.
Then we have tr n s = 0 by the prolongation property. If the elements tr i s with 0 ≤ i ≤ n do not generate S = A(a, z) there is an arrow from a to z which implies the contradiction that the separated quiver is a quiver of typeÃ 3 . Thus Q ′ has only three arrows. The full subcategory A ′′ supported by b and z is representation-finite with the quiver containing ρ and β and defined by the relation ρ n+1 = 0. The universal cover of A ′′ shows that n ≤ 2 holds. Suppose ρ 2 = 0. Because of dim S = 2 there is a non-trivial linear relation
′ is defined by zero-relations. One finds in the corresponding Galois-coveringÃ ′ as convex subcategories for βα = 0 a quiver of typeD 4 or for βα = 0 a tame concealed algebra of typeẼ 6 which both are annihilated by all liftings of the path βρ 2 α. This is a contradiction. ii) b is the only thick point.
iii) One has ξρ m = 0 for all arrows ξ = β and therefore dim A(b, x) ≤ 1 for all x with b = x = z.
Proof. We choose a path β with β = t. If β is not an arrow we choose a decomposition β = β 1 β 2 where β 1 : y → z is an arrow. Then a, b, y, z are four different points in Q ( y = b follows from r 2 = 0 ) and we look at the full subcategory A ′ supported by these four points and its quiver Q ′ which contains the arrows α : a → b, γ : b → y and β 1 : y → z. The two elements γα and γρα are linearly independent in A(a, y) because their products with β 1 are so in A(a, z). Thus A(a, y) is cyclic over A(y, y) and so we get dim A(a, y) = 2 = dim A(y, y) from the last lemma and similarly dim A(a, b) = 2 = dim A(b, b) = dim A(b, y). It follows that A(b, y) is uniserial from both sides. Thus there are only two possibilities for the quiver Q ′ of A ′ : Either one adds an arrow ǫ : y → b and the relations (γǫ) 2 = (ǫγ) 2 hold or one adds a loop ρ in b and a loop σ in y and the relation γρ = σγ holds. In the second case one can even divide by σγ and one gets also a zero-relation algebra. InÃ ′ one finds in both cases easily a convex subcategory with quiver an extended Dynkin diagram of typeD 5 that is annihilated by the liftings of the path βρα. This contradiction shows that β is an arrow in Q and so is α by duality.
Let b ′ be another thick point. Then the quiver Q ′ of the full subcategory A If
ii) Any long path q not starting with α has no interior point in common with βρα.
Proof. Let p = ζ n ζ n−1 . . . ζ 1 α be a third long path. We will derive a contradiction. First assume m = 1. For ζ := ζ 1 = ρ we would get ζ 2 = β from part iii) of lemma 2 and so p = βρα. Thus ζ : b → d is different from ρ. We consider the full subcategory A ′ supported by the four points a, b, d, z and its quiver Q ′ in which the arrows α, β, ρ, ζ still exist. An arrow ζ ′ : d → b would occur in a long path p 2 ζ ′ p 1 . But a and d are thin and so ζα generates A(a, d). Thus ζ ′ ζ is not a zero-path and ρ not an arrow. Thus there is an arrow ζ ′ : d → z because there is a long path containing ζ. We have ζ ′ ζ ∼ βρ and we divide A ′ by βρ to get a zero-relation algebra having the obviousD 4 -quiver as a convex subcategory in its universal cover. The situation is shown in figure 1. figure  2 . We have ζ ′ ζ ∼ ρ ′′ ρ ′ ∼ ρ. We divide A ′ by ρ and obtain a zero-relation algebra with aD 4 -quiver in its universal cover.
For A(d, b) = 0 there is an arrow ζ ′ : d → z because ζ belongs to a long path. The situation is illustrated by figure 3. We have ζ ′ ζ ∼ βρ. Dividing by this we end up with another zero-relation algebra with aD 4 -quiver in its universal cover.
We have shown that ζ 1 = ρ 1 and we will show by induction on i for 1 ≤ i ≤ m that ζ i exists and coincides with ρ i . The start for the induction was just shown and we explain the step from i − 1 to i. Consider ζ j : Finally we consider a long path p from a to z which does not start with α. Suppose we have a proper decomposition p = p 2 p 1 such that the end-point d of p 1 lies on ρ. For d = b we have dim A(d, z) = 1 and we find a subpath ρ ′ of ρ such that p 2 ∼ βρ ′ . Then βρ ′ p 1 is a long path ending with β but not starting with α. This contradicts the dual of part i). For d = b we have p 1 ∼ ρα because α is an arrow and then p 2 ρα is a long path starting with α and therefore ending with β. Thus p ends with β and we obtain the contradiction that p starts with α again by the dual of part i). Proof. Let p = ζ n . . . ζ 2 ζ 1 and q = ξ m . . . ξ 2 ξ 1 be two different long paths with
By symmetry we can assume that n ≥ m. Then ξ j = ζ j for all 1 ≤ j ≤ m implies n = m and p = q because z is a sink and so ζ m+1 cannot exist. So let j > 1 be the smallest index with ζ j : c → d = ξ j : c → e. Then we have A(d, e) = 0. Namely a non-zero path δ : d → e would occur in a long path p 2 δζ j ζ j−1 . . . ζ 1 and so by cancellation δζ j ∼ ξ j which is a contradiction. Symmetrically we have A(e, d) = 0. Now we consider the full subcategory A ′ supported by a, z, d, e and its quiver Q ′ . It has arrows a → d, a → e, d → z and e → z. Because of dim A(a, z) = 2 and p ∼ q we have also an arrow a → z. Then the separated quiver of A ′ contains a quiver of typeD 5 .
Suspicious algebras of type 2
Proposition 4. The suspicious algebras of type 2 are exactly the algebras listed in the first four families.
Proof. Of course all the algebras in the four families are not distributive. The algebras in the first two families are tame concealed, whence in particular minimal rerepresentation-infinite.
For an algebra in one of the families 3 or 4 one has to look at quotients by a one-dimensional ideal generated by x 0 βα + x 1 βρα. In fact, by changing the presentation slightly only the values 1 or 0 have to be considered for x 0 and x 1 . One obtains two non-isomorphic quotients for C(p) and three for D(p, q) which are all representation-finite by my finiteness criterion ( see [2, 
theorem 27] ).
Reversely, let A be a suspicious algebra of type 2. Observe that all points occur in a long path. Assume first that there is a thick point b. If there is only one arrow α : a → b starting at a we obtain an algebra of the family C(p) by lemma 3. Thus let α ′ : a → b ′ be a second arrow where b ′ = z by lemma 1. For the uniquely determined long path p starting wih α ′ we have p = x 0 βα + x 1 βρα. For x 0 = 0 we change the presentation to obtain an algebra of type D(p, q). For x 0 = 0 we look at the full subcategory A ′ supported by a, b, b ′ , z and we get an algebra defined by the relation p = βρα. Dividing out by p one obtains a zerorelation algebra containing a quiver-algebra of typeẼ 6 in its universal cover. Thus A is not minimal representation-infinite. Finally there cannot be a third arrow α ′′ : a → b ′′ . Namely the full subcategory A ′ supported by a, b, b ′ , b ′′ is then already rerepresentation-infinite becauseÃ ′ contains a quiver of typeD 7 .
So we can assume that there is no thick point. By lemma 4 each arrow α i : a → b i starting at a can be prolongated to a uniquely determined long path p i and these paths have no interior points in common by the dual of lemma 4 and because all points are thin. If only two arrows start at a then p 1 and p 2 are a basis of S and a is isomorphic to an A(p, q). So assume there are three arrows starting at a. If p 1 ∼ p 2 we look at the full subcategory A ′ supported by a, b 1 , b 2 , z. Dividing out by p 1 we obtain a zero-relation-algebra containing a quiver of typeD 5 in its universal cover. By symmetry we can assume that for i = j the vectors p i and p j are linearly independent. Because of dim S = 2 we have a relation
with x i = 0 for all i. Changing the presentation slightly we find that A belongs to the family B(p, q). The conditions on p and q follow from the fact that the full subcategory supported by all points except a is representationfinite.
The case where more than three arrows start at a is excluded because A is minimal representation-infinite.
4 Algebras of type 3 4.1 Each point divides exactly one of the morphisms r, s or t
Now we study suspicious algebras of type 3. We fix morphisms s, r, t generating rad A(a, a), rad A(z, z) and A(a, z) as bimodules. A point x divides a non-zero morphism f if x is an interior pont of a path p with p ∼ f . We consider full subcategories A ′ containing a, z and a third point b that varies. The quiver of A ′ is then denoted by Q ′ and the possible arrows by
The situation is illustrated in figure 4 .
The first lemma restricts the shapes of the possible quivers Q ′ .
Lemma 5. Using the above notation we have:
i) Q ′ cannot contain the quiver Q 1 consisting of the four arrows α 1 , α 2 , γ 1 , γ 2 .
ii) Q ′ cannot contain the quiver Q 2 consisting of α 1 ,α 2 ,γ 1 and ρ.
iii) Q ′ cannot contain Q 3 given by the arrows σ,β ρ,α 1 and γ 1 .
Proof. Suppose Q ′ contains Q 1 . The arrow α 2 is part of a long path qα 2 p and so α 2 p generates the one-dimensional radical of A(a, a) and there is no loop at a. Dually there is no loop at z. There is also no loop at b because otherwise the separated quiver to A ′ contains a quiver of typeD 5 . Thus either Q ′ coincides with Q 1 or one has to add β. In both cases we have s ∼ α 2 α 1 and r ∼ γ 2 γ 1 .
First we treat the case without β. From 0 = ts we see that α 1 α 2 α 1 is not a zero-path so that A(a, b) is cyclic over A(b, b) . Dually we get that A(b, z) is cyclic over A(b, b) which is a uniserial ring whose radical is generated by X := α 1 α 2 or by Y = γ 2 γ 1 . Up to duality we can assume that X is a generator. From Xα 1 ∼ α 1 s we get 0 = α 1 s 2 = X 2 α 1 and it follows that A(a, z) is generated as a vector space by γ 1 α 1 and by γ 1 Xα 1 in contradiction to dim A(a, z) = 3.
Thus let β belong to Q ′ . Then γ 1 α 1 lies in S and so it is annihilated on both sides by all elements in N . Furthermore 0 = rt shows that γ 1 γ 2 β is a non-zero path. But γ 2 β belongs to rad A(b, a) and so it is α 1 f or gα 1 for some elements f, g in N . In the first case the contradiction 0 = rt is immediate and also for g ∼ α 1 α 2 . The only remaining case is g ∼ (γ 2 γ 1 ) i α 1 for some i ≥ 0 and again 0 = rt follows.
Next assume that Q ′ contains Q 2 but not Q 1 . Then γ 2 and σ do not exist. If β belongs to Q ′ then τ does not as the separated quiver shows. Then γ 1 α 1 lies in S and βα 2 in the radical of A(b, z) and so it is proportional to ργ 1 or to γ 1 (α 1 α 2 ) i for some i ≥ 1. In both cases the contradiction 0 = ts ∼ βα 2 α 1 ∼ 0 follows. So we have Q ′ = Q 2 or one has to add τ . We treat the case witout τ first. We have t ∼ γ 1 (α 1 α 2 ) i α 1 for some i ≥ 0. From ts = 0 = s 2 we get i = 0 and ts ∼ γ 1 α 1 α 2 α 1 . On the other hand rt ∼ ργ 1 α 1 ∼ γ 1 (α 1 α 2 ) i α 1 for some i ≥ 1 implies rt ∼ ts or rt = 0. Both cases are a contradiction.
So assume finally that τ exists in Q ′ . Let n be the largest natural number such that τ n is not a zero-path. Then also γ 1 (τ ) n α 1 is not a zero path. For n ≥ 2 the space A(a, b) is only transit and A(b, z) only cotransit. We look at the full subcategory A ′′ supported by b and z. If n ≥ 3 we divide it by the relations γ 1 τ 2 and by ργ 1 . The remaining zero-relation algebra has an obvious Galois-covering containing a quiver of typeẼ 6 . Thus we get τ 3 = 0. From ts = 0 we obtain that α 1 α 2 is a non-zero path and therefore proportional to τ 2 . It follows the contradiction ts ∼ rt.
The last part is trivially excluded because the separated quiver contains a quiver of typeD 5 .
Lemma 6. Any point b different from a and z divides exactly one of the morphisms r, s, t.
Proof. We always look at the full subcategory A ′ supported by a, b, z and its quiver Q ′ and we show first that b divides at most one of the morphisms. If b divides s there is a non-zero path p in Q ′ from a to a with b as an interior point and z is not an interior point because of A(z, a) = 0. Thus α 1 and α 2 belong to Q ′ . Dually, if b divides r, γ 1 and γ 2 belong to Q ′ . Thus part i) of the last lemma implies that b cannot divide s and r.
If b divides s and t but not r then α 1 , α 2 and ρ exist, but not γ 2 which would produce a non-zero-path from z to z saying that b divides r. If γ 1 does not exist then β does and t ∼ β is true. Then any path p from a to z with interior point b satisfies p ∈ S. Thus γ 1 exists and the contradiction Q 2 ⊆ Q ′ follows. The case that b divides r and t is excluded by duality.
Finally, if b divides none of s, r, t then Q 3 is contained in Q ′ . Namely, α 2 does not exist because b does not divide s and so σ exists. Dually γ 2 does not exist but ρ does. Since t does not factor through b the arrow β exists. Finally, there is a non-zero path from a to z with b as an interior point because the identity at b is a non-zero path and this enforces the two arrows α 1 and γ 1 . Proof. The arrows α 1 ,α 2 ,ρ and β exist because b divides s, but neither r nor t. An additional arrow γ 1 is excluded as shown in the proof of part ii) of lemma 5 and an arrow γ 2 implies that b divides r. Suppose now that Q ′ contains also τ and let n be the largest natural number such that τ n is not a zero-path. Then also βα 2 τ n α 1 is not a zero path. We look at the full subcategory A ′′ supported by b and z and its quiver Q ′′ that contains the two loops τ and ρ and one arrow ǫ from b to z induced from βα 2 . Because ρβ lies in S we have ρǫ = 0. For n ≥ 2 we find in the Galois-covering of A ′′ a quiver of typeẼ 6 . Now A ′′ is already a full subcategory of the proper quotient of A ′ by βα 2 τ n α 1 and therefore A ′′ is representation-finite. Thus τ 2 is a zero-path and so is α 1 α 2 . We can arrange by a slight change of the presentation that in addition α 2 α 1 is a zero path. Then A ′ / βα 2 τ is a special biserial algebra containing the cyclic word τ −1 α 1 (ρβ) −1 α 2 β. Thus A ′ is not minimal representation-infinite. This contradiction shows that Q ′ has only four arrows. If b is not thin α 1 α 2 is not a zero-path and so it can be prolongated to a non-zero path βα 2 α 1 α 2 α 1 contradicting s 2 = 0. If δ 1 δ m is not a zero-path we can prolongate it to a non zero-path δ 1 δ m p 1 and so the end-point of δ 1 is not thin.
The uniqueness of the two cycles and the bridge
To see that dimA(a, b), dimA(b, a) and dim A(b, z) are 1 we can assume that b is an interior point of p. For dim A(a, b) ≥ 2 the space A(a, b) is cyclic over A(a, a) and so f s = 0 where f ∼ q for the subpath q of p leading from a to b and where s ∼ p. This contradicts the fact that α 1 α m is a zero-path. The proof for A(b, a) is similar. Finally A(b, z) is generated by βα 2 . ′ ) and this path can be prolongated to a path q ′ p ′′ from a to b ′ which is is not a zero-path. Since A(a, b ′ ) and A(a, b) have dimension we obtain that ′ . Of course also β : a → z and ρ : z → z belong to Q ′ . Now we divide A ′ by the non-trivial ideal I a to obtain a zero-relation algebra where the path ρβ is not killed. In the universal cover we find a quiver of typeD 7 . ii) Any path q with q ∼ t coincides with p.
Proof. As usual we look at the full subcategory A ′ supported by a, b, z and its quiver Q ′ and we use the notations from figure 4. There is no arrow α 2 because b does not divide s and dually there is no arrow γ 2 . Furthermore β does not belong to Q ′ since b divides t. Thus σ, ρ, α 1 and γ 1 exist. Suppose that there is a loop τ in addition. If τ 3 is not a zero-path also γ 1 τ 3 is none and we have ργ 1 = γ 1 (x 2 τ 2 + x 3 τ 3 + . . .). In the fullsubcategory A ′′ supported by b, z and its quiver Q ′′ we introduce the relations γ 1 τ 2 and ργ 1 . Then τ 3 is not annihilated and we find in the universal cover of the resulting zero-relation algebra a quiver of typeẼ 6 . Thus τ 3 is a zero-path. We obtain in A ′ the contradiction ′ be the two different end points. We consider the full subcategory A ′ supported by a, b, b ′ , z and its quiver Q ′ and we claim that it contains arrows ζ : a → b and ζ ′ : a → b ′ . This is clear if p 1 has length 0. Thus assume c = a. If the morphism β i p 1 does not induce an arrow in Q ′ then there is a path ξ :
one at most as a uniserial bimodule over k. This is also true for A(c, b ′ ) and so we get the contradiction β i ∼ ξβ ′ i . Thus Q ′ contains the arrows σ, ζ and ζ ′ . We claim that A(b, b ′ ) = 0. If not there is an arrow ξ : b → b ′ in Q ′ that can be prolongated to a path q with non-zero q ∈ S. Then ξζ is not a zero-path and we find ξζ ∼ ζ ′ σ because ζ ′ is an arrow. From q 2 ξ = xρp 2 + yp 2 and q 2 ξζσ = 0 we obtain the contradiction βσ ∼ q 2 ζ ′ σ ∼ q 2 ξζ ∼ ρp 2 ζ ∼ ρβ. Symmetrically we get A(b ′ , b) = 0. Finally the full subcategoryA ′′ supported by a, b, b ′ is a zero-relation algebra having a quiver of typeD 5 in its universal cover.
Suspicious algebras of type 3
Proposition 5. The suspicious algebras of type 3 are exactly the algebras E(p, q, r).
Proof.
For an algebra A in the fifth family define p = β r . . . β 1 α q . . . α 1 and q = γ p . . . γ 1 β r . . . β 1 . Then A is a special biserial algebra with q −1 p as the only primitive cyclic word up to inversion and cyclic permutation. Any proper quotient is still special biserial but without any cyclic word and so it is representation-finite.
Reversely, let A be an algebra of type 3 with quiver Q and let α = α q . . . α 1 , β = β r . . . β 1 , γ = γ p . . . γ 1 be the three uniquely determined paths giving s, t, r. Since all interior points of α are thin by lemma 7 the interior points are pairwise different. The same holds for β by lemma 8 and for γ by the dual of lemma 7. Furthermore the union of the interior points is disjoint by lemma 6 and Q 0 consists in these interior points and a and z. We show that any arrow in Q occurs already in one of the three paths. So let φ : x → y be an arrow. First take x = a. For y = a resp. y = z we get q = 1 and φ = α 1 resp. r = 1 and φ = β 1 . If y is thin, there is always a non zero-path from a to y and we always have dim A(a, y) = 1. Thus φ is α 1 or β 1 . Next we look at x = z and a thin point y. Then we have dim A(z, y) = 0 if y divides s or t and dim A(z, y) = 1 if y divides r. Thus only φ = γ 1 is possible. Thus there is no additional arrow starting in a thick point. By duality we can assume now that x and y are thin.
We consider always a prolongation qφp of φ such that qφp ∈ S. First assume that x divides s and also y. Let x be the endpoint of α i and y the endpoint of α j . For i > j we can assume that p = α i α i−1 . . . α 1 because of dim A(a, x) = 1 and then the non-zero path φp runs twice through y contradicting the fact that y is thin. For i < j we have φ ∼ α i . . . α j+1 whence there is an arrow only for i = j + 1. Next suppose y divides t. Then there is a non-zero path of length ≥ 2 from x to y in Q ′ and because of dim A(x, y) = 1 there can be no arrow φ. Finally assume that y divides r. Then we get φp ∼ r ′ t and qφ ∼ ts ′ for some non-zero morphisms r ′ ∈ A(z, y) and s ′ ∈ A(a, x). The contradiction ts ∼ rt follows.
Next assume that x is the ending point of β i for some i. If y divides s or if it is the ending point of β j with j < i then there is a long path qφp running twice through the thin point x which is a contradiction. For any other y we have a non-zero-path from x to y and so there is an arrow only if β i+1 ends in y. Up to duality the only remaining case is when x edivides r and y divides s. This would give a long path running first through z and then through a which is excluded by A(z, a) = 0.
We have determined the quiver of A. We know already that the two zerorelations α 1 α m and γ 1 γ p hold in A. If γ 1 β r . . . β 1 α m is not a zero-path it can be prolongated to a long path contradicting rts = 0.
Questions and remarks
This is in preparation.
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