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Resumen
El presente trabajo de graduacio´n contiene el desarrollo teo´rico de las Representaciones
de Grupos Finitos sobre los nu´meros complejos utilizando conocimientos de A´lgebra Lineal
y teor´ıa ba´sica de grupos. Asimismo, presenta algunas de las aplicaciones de este to´pico a la
Probabilidad. En general este trabajo incluye: definiciones ba´sicas y ejemplos de representa-
ciones de grupos finitos, la Teor´ıa de Caracteres, el A´lgebra de Grupo y Ana´lisis de Fourier,
pq-Teorema de Burnside y el Teorema de la Dimensio´n, finalizando con algunas aplicaciones
a la Teor´ıa de Probabilidad a trave´s de los Paseos Aleatorios.
En el primer cap´ıtulo se expone la teor´ıa ba´sica de representaciones de grupos finitos
(definiciones, ejemplos y algunos resultados) sobre el cuerpo de los complejos, en el segundo
cap´ıtulo se desarrolla la teor´ıa ba´sica de caracteres como: el cara´cter de una representacio´n,
las relaciones de ortogonalidad, la descomposicio´n de la representacio´n regular de un grupo
finito, el lema de Schur y sus aplicaciones, entre otros. Adema´s, se hace un breve estudio
del Ana´lisis de Fourier sobre Grupos Finitos en el tercer cap´ıtulo, que permite ver a las
representaciones de grupos a trave´s de la transformada de Fourier utilizando la Teor´ıa de
Caracteres.
Finalmente, en este trabajo se presentan dos tipos de aplicaciones en dos cap´ıtulos dife-
rentes, la primera de esta aplicaciones es teo´rica, se desarrolla en el cuarto cap´ıtulo y consiste
en la demostracio´n del pq-Teorema de Burnside, para la cua´l fue necesario hacer un breve
repaso de Teor´ıa de Nu´meros y Teor´ıa ba´sica de Galois. La otra aplicacio´n que se desarrolla
en el u´ltimo cap´ıtulo, consiste en aplicar los conceptos fundamentales de la Teor´ıa de Repre-
sentaciones a la Probabilidad, espec´ıficamente al Barajado de Cartas utilizando los Paseos
Aleatorios. Cabe mencionar que si el lector no desea ver la aplicacio´n teo´rica puede, sin
ningu´n problema, omitir el cap´ıtulo 4 y leer directamente el cap´ıtulo 5, ya que para abordar
las probabilidades sobre grupos, basta con tener conocimiento de la transformada de Fourier
y el producto convolucio´n.
Atentamente
Elisa Ferna´ndez
Palabras clave:
Representaciones de Grupos
Teor´ıa de Caracteres
Ana´lisis de Fourier sobre grupos finitos
Barajado de Cartas
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Introduccio´n
La Teor´ıa de Representaciones de Grupos es un elemento importante en la matema´tica ya
que actualmente, es un a´rea que posee gran cantidad de aplicaciones, en diversas ciencias ya
sea exactas, e inexactas, por ejemplo en matema´tica y mu´sica; asimismo pueden encontrarse
aplicaciones en Geometr´ıa Algebraica, Teor´ıa del Nu´mero, Teor´ıa de Grafos, Antropolog´ıa
Algebraica, Estad´ıstica y Probabilidad. Por otro lado, el estudio de los grupos especialmente
los de orden finito aparece en diversas a´reas de las ciencias como en F´ısica particularmente
en Meca´nica Cua´ntica y en la Qu´ımica en donde es muy u´til para estudiar mole´culas.
Histo´ricamente el mayor triunfo de la Teor´ıa de Representaciones fue el pq-Teorema de
Burnside, que establece que un grupo no abeliano de orden paqb con p y q primos, no puede
ser simple(1), o lo que es lo mismo, que cada grupo finito de orden paqb es soluble(2), en
este trabajo se pretende demostrar este teorema, para lo cual tendremos que hacer una
breve revisio´n de Teor´ıa del Nu´mero; se estudiara´ adema´s un resultado de Frobenius que
usualmente es conocido como El Teorema de la Dimensio´n, el cual establece que el grado de
cada representacio´n irreducible de un grupo G divide al orden del grupo. Este resultado fue
muy u´til para determinar la tabla de caracteres de un grupo G cualquiera y con el tiempo, los
caracteres resultaron ser extremadamente ricos y se convirtieron en una de las herramientas
fundamentales de esta teor´ıa, adema´s Burnside se auxilio´ de ellos tambie´n para demostrar
su teorema.
Se dara´n a conocer algunas aplicaciones de la Teor´ıa de Representaciones a la Probabili-
dad, debido a su amplio campo de trabajo y las aplicaciones que tiene esta en diversas a´reas,
para ello se definira´n los conceptos fundamentales que permitan poder abordar las Proba-
bilidades sobre Grupos Finitos: probabilidad sobre grupos, norma y otros to´picos necesarios
como el ana´lisis de Fourier desde el punto de vista de la teor´ıa de representaciones; adema´s
como otra de las aplicaciones se hara´ un pequen˜o abordaje de la teor´ıa desarrollada por Dia-
connis, que en su tiempo, fue necesaria para el estudio de problemas relativos al barajado de
cartas. El desarrollo de la teor´ıa ba´sica y ambas aplicaciones mostraran, a lo largo de este
trabajo, el v´ınculo entre la Probabilidad y la Teor´ıa de Representaciones de Grupos Finitos.
La intencio´n del trabajo que se plantea en este proyecto de graduacio´n, sera´ presentar
(1)Debemos recordar que un grupo es simple si no contiene subgrupos normales no triviales.
(2)Un grupo G se dice que es soluble si existe una cadena de subgrupos de G que satisfacen {e} = H0 /
H1 / H2 / . . . / Hk = G, y en la que todos sus factores Hi+1/Hi, i = 0, 1, 2, . . . , k − 1, son abelianos.
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el desarrollo teo´rico de este to´pico, para lo cua´l se incluira´n ejercicios y demostraciones
detalladas lo mejor posible de los teoremas y corolarios asociados al tema, de esta forma
se pretende dar cumplimiento al objetivo especifico de este trabajo, el cual es exponer los
ingredientes esenciales de la Teor´ıa de Representaciones de Grupos Finitos sobre los nu´meros
complejos utilizando conocimientos de A´lgebra Lineal y teor´ıa ba´sica de grupos, para luego
poder aplicarlos al Barajado de Cartas en Teor´ıa de Probabilidad.
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Metodolog´ıa
1. TIPO DE INVESTIGACIO´N
La investigacio´n se realizo´ a trave´s del me´todo bibliogra´fico(3), por medio de un proceso
sistema´tico y secuencial de recoleccio´n, seleccio´n, clasificacio´n, evaluacio´n y ana´lisis de
contenido del material existente sobre Representaciones de Grupos Finitos, cuyo estu-
dio de teoremas, hipo´tesis, ejemplos, resultados, entre otros, estuviesen desarrollados
por medio del A´lgebra Lineal.
2. PLAN PARA LA RECOLECCIO´N DE LA INFORMACIO´N
Deteccio´n de informacio´n: Se consultaron diferentes fuentes como libros, art´ıculos,
tesis y revistas de divulgacio´n matema´tica, todas principalmente en ingle´s.
Revisio´n de la informacio´n: De la informacio´n detectada en medios bibliogra´ficos,
se indago´ la informacio´n pertinente al estudio de las representaciones, de la teor´ıa
de caracteres, el ana´lisis de Fourier y las probabilidades sobre grupos vistas desde
el a´lgebra lineal.
Seleccio´n de informacio´n: Se identifico´ la informacio´n pertinente al propo´sito de
la investigacio´n, priorizando la informacio´n relevante al estudio.
Extraccio´n de informacio´n: De la informacio´n consultada, se extrajo la que abono´
a la comprensio´n y demostracio´n de los teoremas, lemas, proposiciones y ejemplos
expuestos en el tema investigado.
Ana´lisis de informacio´n: Se concreto´ y adecuo´ la informacio´n recabada, ade-
cua´ndola segu´n las necesidades de cada to´pico estableciendo para´metros de or-
ganizacio´n y presentacio´n de la informacio´n, tomando en cuenta las directrices de
la investigacio´n.
3. ANA´LISIS
La informacio´n recabada se analizo´ en funcio´n del constructo teo´rico de la investigacio´n,
agrupa´ndola en temas y subtemas para formar la base teo´rica del estudio.
(3)La investigacio´n bibliogra´fica se caracteriza por la utilizacio´n de documentos; recolecta, selecciona, ana-
liza y presenta resultados coherentes; porque utiliza los procedimientos lo´gicos y mentales de toda investiga-
cio´n; ana´lisis, s´ıntesis, deduccio´n, induccio´n.
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Antecedentes
Preliminares histo´ricos: Los inicios de la Teor´ıa de Re-
presentaciones
Las ra´ıces histo´ricas de la Teor´ıa de Grupos son la Teor´ıa del Nu´mero, y la teor´ıa de
ecuaciones algebraicas y geome´tricas. El desarrollo de las fuentes antes mencionadas empie-
za con Leonhard Euler, y es continuada por la obra de Gauss en la Aritme´tica Modular, y
en los grupos aditivos y multiplicativos relacionados con los campos cuadra´ticos. Lagrange,
Ruffini y Abel en la bu´squeda de soluciones que fueran generales para las ecuaciones po-
lino´micas de alto grado, fueron adema´s pioneros en obtener resultados acerca de los grupos
de permutaciones. Evariste Galois acun˜o´ el te´rmino “grupo” y creo´ lo que ahora se conoce
como la famosa teor´ıa de Galois. En el a´rea de la geometr´ıa, los grupos primero tuvieron
relevancia en la geometr´ıa proyectiva y, algu´n tiempo despue´s, en la geometr´ıa no euclidiana.
El matema´tico alema´n Fe´lix Klein inauguro´ en 1872 su Programa de Erlangen proclamando
que la Teor´ıa de Grupos pasaba a ser el principio organizador o los puntos focales de estudio
de la geometr´ıa. En este contexto el noruego Ludwig Sylow publico´ la primera prueba de sus
ahora famosos teoremas.
De los primeros tratados sobre grupos fue el de Jordan en su Traite´ des Substitutions
et des E´quations Alge´briques (1870) y Substitutionentheorie und Ihre Anwendungen auf die
Algebra (1882) de Netto. Ambos libros fueron sobre la teor´ıa de permutaciones de grupos,
sino´nimo en aquel entonces de la Teor´ıa de Grupos.
El primer art´ıculo cient´ıfico sobre teor´ıa de representaciones de grupos finitos fue publi-
cado por Ferdinand Georg Frobenius (1849-1917) teniendo como origen la correspondencia
entre el mismo Frobenius y Richard Dedekind, en este sentido Dedekind propuso a Frobenius
el problema de factorizar ciertos polinomios homoge´neos provenientes de un determinante
(llamado “Determinante de Grupo”) asociado con un grupo finito G. En el caso en el que G
es abeliano, Dedekind pudo factorizar el determinante de grupo en factores lineales usando
los caracteres de G (que no son ma´s que los homomorfismos de G dentro de un grupo con
nu´meros complejos no nulos). Fue la genialidad de Frobenius la que permitio´ la invencio´n
de una Teor´ıa General de Caracteres para grupos finitos arbitrarios y la uso para dar una
solucio´n completa al problema del determinante de grupo de Dedekind. El subsiguiente tra-
bajo de Frobenius le permitio´ formular en 1897 la definicio´n moderna de una representacio´n
de un grupo como un homomorfismo ϕ : G → GLn(C) (una definicio´n matricial). Adema´s
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de la invencio´n de la Teor´ıa de Caracteres, Frobenius hizo muchos otros aportes a la Teor´ıa
de Representacio´n de Grupos Finitos, entre ellos tenemos:
Fue capaz de introducir formalmente la nocio´n de representaciones de grupo y relacio-
narlos con su determinante.
Introdujo la “composicio´n” de Caracteres (ahora llamada producto tensorial) y desa-
rrollo´ la relacio´n entre los caracteres de un grupo y los de sus subgrupos.
Los ca´lculos de Frobenius para los caracteres de algunos grupos espec´ıficos, tuvieron un
gran impacto en la teor´ıa de representaciones y an˜os despue´s este trabajo se convirtio´
en un a´rea de estudio sorprendentemente rica de la teor´ıa de representacio´n de grupos
finitos de Lie.
Incluso antes de su trabajo en la teor´ıa de caracteres Frobenius tuvo intere´s en los gru-
pos finitos solubles, publicando dos art´ıculos en este sentido enfocados a la existencia
y estructura de sus subgrupos. Posteriormente su intere´s se enfoco´ en su nueva teor´ıa
de caracteres de grupo.
Con su estudiante Issai Schur, Frobenius introdujo la nocio´n de ı´ndice (o indicador) de
un cara´cter irreducible. Los ı´ndices de Frobenius-Schur contienen informacio´n impor-
tante del grupo G que va ma´s alla´ de la tabla de caracteres de G.
La aparicio´n del primer tratado en ingle´s sobre teor´ıa de grupos finitos, fue gracias a
William Burnside (1852-1927), esto despue´s de la aparicio´n de varios art´ıculos de e´l mismo
titulados “Notas Sobre la Teor´ıa de Grupos de Orden Finito” y otros ma´s. Posteriormente
se hizo una segunda edicio´n del libro con nuevo material en relacio´n a la Teor´ıa de Repre-
sentaciones de Grupos.
Burnside ten´ıa conocimientos sobre la teor´ıa de grupos discontinuos debido a los trabajos
de Klein y Poincare´, despue´s de esto e´l se alejo´ de las matema´ticas aplicadas y enfoco´ sus
investigaciones en la teor´ıa de grupos de orden finito. El y seguido de cerca por los trabajos de
Ho¨lder en grupos de orden espec´ıfico, publico´ sus propios resultados sobre la naturaleza del
orden de grupos simples finitos. Los trabajos previos de Frobenius aparentemente despertaron
su intere´s en los grupos solubles finitos.
En cuanto al trabajo de Burnside en la Teor´ıa de Representaciones de Grupos, podemos
decir que despue´s de leer los art´ıculos de Frobenius vio la importancia de la nueva teor´ıa
en su propia investigacio´n de grupos finitos y lo primero que intento hacer fue entender los
resultados de Frobenius a su propia manera, para despue´s acercase a los trabajos de Sophus
Lie en relacio´n a la trasformacio´n de grupos finitos (e´l era versado en los grupos y a´lgebras de
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Lie, a diferencia de Frobenius). En este sentido analizando la estructura del A´lgebra de Lie
logro derivar los principales resultados de Frobenius tanto en la teor´ıa de caracteres como con
el determinante de grupo. Burnside nunca alego´ que hab´ıa descubierto algo nuevo, siempre le
dio el reconocimiento a Frobenius, so´lo aclarando que la forma de probar los teoremas fue por
un camino distinto al seguido por este. En una siguiente etapa de su trabajo Burnside enfoco´
sus investigaciones a la naturaleza de las representaciones irreducibles y sus aplicaciones.
En general podemos decir entonces que Frobenius y Burnside, trabajando independiente-
mente, exploraron esta nueva a´rea y adema´s sus aplicaciones a la Teor´ıa de Grupos Finitos.
A este trabajo contribuyeron tambie´n lssai Schur 1875-1941) y algunos an˜os despue´s Richard
Bauer (1901-1977) entre otros.
Si recapitulamos, ya ha pasado ma´s de un siglo desde que Dedekind le planteo el problema
a Frobenius sobre factorizar un determinante asociado con un cierto grupo finito. La solucio´n
de este problema abstracto planteado a Frobenious permitio´ la invencio´n de la Teor´ıa de
Caracteres y subsecuentemente la Teor´ıa de Representacio´n de Grupos Finitos. Actualmente
estas teor´ıas proveen herramientas ba´sicas en varias ramas del A´lgebra y su generalizacio´n a la
topolog´ıa. Estas teor´ıas han sido aplicadas ampliamente en muchas a´reas teo´ricas y aplicadas
de la F´ısica y la Qu´ımica, como la Espectroscopia, Cristalograf´ıa, Meca´nica Cua´ntica, teor´ıa
de orbitales, etc. Toda esta gran diversidad de aplicaciones son posibles gracias al trabajo
puramente teo´rico de personajes como Dedekind, Frobenius y el mismo Burnside y de ah´ı la
importancia de su estudio desde el punto de vista de las matema´ticas puras as´ı como de las
matema´ticas aplicadas.
Relacio´n con otras a´reas de la matema´tica
Las representaciones de los grupos son importantes porque permiten que muchos de los
problemas de la Teor´ıa de Grupos se reduzcan a problemas de A´lgebra Lineal, hacie´ndolos
ma´s fa´ciles de entender. Es tambie´n importante en F´ısica, ya que por ejemplo, describen
co´mo el grupo de simetr´ıa de un sistema f´ısico afecta a las soluciones de las ecuaciones que
describen ese sistema; y en el campo de la qu´ımica, como por ejemplo la simetr´ıa molecular,
el espacio se agrupa y los grupos puntuales de simetr´ıa describen simetr´ıas moleculares y
simetr´ıas cristalinas.[10]
El te´rmino representacio´n de un grupo tambie´n se utiliza en un sentido ma´s general para
referirse a cualquier “Descripcio´n” de un grupo como un grupo de transformaciones de un
objeto matema´tico. Ma´s formalmente, una “representacio´n” es un homomorfismo del grupo
para el grupo de automorfismos de un objeto. Si el objeto es un espacio vectorial, por ejemplo,
se tiene una representacio´n lineal. Algunos autores utilizan la realizacio´n de la idea general
y reservan el te´rmino representacio´n para el caso especial de las representaciones lineales.
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Ramas de la Teor´ıa de Representaciones de Grupos Finitos
La Teor´ıa de la Representaciones de Grupos se divide en subteor´ıas dependiendo del
tipo de grupo representado. Estas a pesar de que son muy diferentes en sus detalles, poseen
algunas similitudes en las definiciones y conceptos ba´sicos; entre estas tenemos:
Grupos compactos o grupos localmente compactos.
Grupos de Lie.
Grupos algebraicos lineales.
Grupos topolo´gicos no compactos.
Grupos finitos.
En este trabajo so´lo se estudiaran estos u´ltimos.
F´ısica
Entre las aplicaciones en el campo de la F´ısica destacan el ana´lisis de la simetr´ıa de la
funcio´n de onda de Schro¨dinger, la explicacio´n de la degeneracio´n “complementaria” en un
campo de Coulomb, y ciertas cuestiones relacionadas con la teor´ıa del estado so´lido.[6]
Algunos ejemplos de grupos que se utilizan en F´ısica
1. Grupo de desplazamientos (traslaciones) en el espacio tridimensional, cuyos elementos
son las transformaciones de traslacio´n del origen de coordenadas en un vector arbitrario
a, es decir: r′ = r + a.
2. Grupo de rotaciones O+(3), cuyos elementos son las transformaciones de rotacio´n del
espacio tridimensional o matrices ortogonales correspondientes con el determinante
igual a la unidad.
3. Los grupos de simetr´ıa de las mole´culas (o grupos puntuales) esta´n compuestos por
ciertas transformaciones ortogonales del espacio tridimensional.
4. Los grupos de simetr´ıa de los cristales (o grupos especiales) esta´n compuestos por
un nu´mero finito de transformaciones ortogonales, de desplazamientos (traslaciones)
discretos y de los productos de estas transformaciones. Rigurosamente hablando, tal
simetr´ıa es inherente so´lo a un cristal infinito o bien a un modelo de cristal con las
denominadas condiciones de contorno c´ıclicas.
5. Grupo de Lorentz L+ esta´ formado por las transformaciones que describen el paso de
un sistema de referencia a otro que se encuentra en movimiento rectil´ıneo uniforme
respecto al primero. El requisito de la invariancia de las ecuaciones de movimiento
respecto al grupo de Lorentz es una consecuencia de los postulados de la teor´ıa de
relatividad.
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La lista mencionada apenas cubre, por supuesto, todos los ejemplos de los grupos que
tienen aplicacio´n en f´ısica, sin embargo, el intere´s de esta a´rea se concentra precisamente en
estos. Por otro lado la teor´ıa de grupos proporciona la posibilidad de clasificar los estados de
un sistema f´ısico a partir de sus propiedades de simetr´ıa, sin tener que resolver las propias
ecuaciones de movimiento, y es precisamente en esto donde reside la importancia de estos
me´todos, ya que la obtencio´n de al menos una solucio´n aproximada a estas ecuaciones requiere
a menudo de ca´lculos muy laboriosos, pero haciendo uso de los me´todos proporcionados por
la teor´ıa de grupos se puede determinar las propiedades de simetr´ıa de las soluciones exactas
de las ecuaciones de movimiento, obteniendo as´ı informacio´n bastante importante sobre el
sistema f´ısico examinado.
Qu´ımica
La simetr´ıa molecular, y su articulacio´n matema´tica a trave´s de la Teor´ıa de Grupos,
desempen˜a un papel fundamental en la descripcio´n y prediccio´n de las propiedades de las
mole´culas. La Espectroscop´ıa concretamente se combina de forma muy eficaz con la simetr´ıa
molecular para especificar las reglas de seleccio´n e interpretar los espectros moleculares.[10]
Por otro lado en Cristalograf´ıa, el espacio se agrupa y los grupos puntuales de simetr´ıa
describen simetr´ıas moleculares y simetr´ıas cristalinas. Estas simetr´ıas son subyacentes al
comportamiento f´ısico y qu´ımico de estos sistemas, y la teor´ıa de grupos permite simplificar
el ana´lisis en meca´nica cua´ntica de estas propiedades. Por ejemplo, se usa para mostrar que
las transiciones o´pticas entre ciertos niveles cua´nticos no pueden ocurrir simplemente debido
a la simetr´ıa de los estados implicados.[9]
No so´lo hay grupos u´tiles para evaluar las implicaciones de las simetr´ıas en mole´culas,
sino que sorprendentemente tambie´n pronostican que las mole´culas a veces pueden cambiar
la simetr´ıa. El efecto Jahn-Teller es una distorsio´n de una mole´cula de alta simetr´ıa cuando
adopta un estado particular de baja simetr´ıa a partir de un conjunto de estados base posibles,
que se relacionan el uno con el otro por las operaciones de simetr´ıa de la mole´cula. Del
mismo modo, la teor´ıa de grupos ayuda a pronosticar los cambios a propiedades f´ısicas que
ocurren cuando un material sufre un cambio de estado. Por otro lado los grupos de simetr´ıa
mencionados, como por ejemplo los grupos de Mathieu, se usan en teor´ıa de co´digos, que se
aplica en la correccio´n de errores en los datos transmitidos, y a los reproductores de CDs.
Probabilidad
Particularmente una de las aplicaciones ma´s importantes de la Teor´ıa de Representaciones
de Grupos es en Probabilidad y la Estad´ıstica. Esta aplicacio´n se hace v´ıa el estudio de las
probabilidades sobre grupos, las cuales a su vez son fundamentales para obtener algunos
resultados en otros campos.
Otra aplicacio´n importante, son los paseos aleatorios, que no es ma´s que realizar una
formalizacio´n matema´tica de la trayectoria que resulta de hacer sucesivos pasos aleatorios.
Por ejemplo, la ruta trazada por una mole´cula mientras viaja por un l´ıquido o un gas, el
camino que sigue un animal en su bu´squeda de comida, el precio de una accio´n fluctuante
y la situacio´n financiera de un jugador pueden tratarse como un paseo aleatorio. El te´rmino
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paseo aleatorio fue introducido por Karl Pearson en 1905. Los resultados de los ana´lisis de
los paseos aleatorios, han sido aplicados a muchos campos como la computacio´n, la f´ısica,
la qu´ımica, la ecolog´ıa, la biolog´ıa, la psicolog´ıa o la economı´a. En particular en este u´ltimo
campo la teor´ıa del paseo aleatorio de Burton G. Malkiel en su obra A Random Walk Down
Wall Street (cuya traduccio´n en espan˜ol es Un Paseo Aleatorio Por Wall Street) se funda-
menta en la hipo´tesis de los mercados eficientes, desarrollado en tres formas o hipo´tesis. En
f´ısica, el modelo ha servido, por ejemplo, para modelar el camino seguido por una mole´cula
que viaja a trave´s de un l´ıquido o un gas (movimiento browniano). En ecolog´ıa, se emplea
para modelar los movimientos de un animal de pastoreo, entre otros. A menudo, los paseos
aleatorios se suponen que son cadenas de Ma´rkov o procesos de Ma´rkov, pero otros paseos
ma´s complicados tambie´n son de intere´s. Algunos paseos aleatorios esta´n en grafos, otros en
la recta, en el plano, o en dimensiones mayores, mientras algunos paseos aleatorios esta´n en
grupos.
Entre otras aplicaciones de los paseos aleatorios tenemos:
1. En gene´tica de poblaciones, el paseo aleatorio describe las propiedades estad´ısticas de
la deriva gene´tica.
2. En f´ısica, los paseso aleatorios son utilizados como modelos simplificados del movi-
miento browniano y difusio´n tales como el movimiento aleatorio de las mole´culas en
l´ıquidos y gases. Ve´ase, por ejemplo, la agregacio´n limitada por difusio´n. Adema´s, los
paseos aleatorios y algunos de los paseos que interactu´an consigo mismos juegan un
papel en la teor´ıa cua´ntica de campos.
3. En biolog´ıa matema´tica, los paseos aleatorios son utilizados para describir los mo-
vimientos individuales de los animales, para apoyar emp´ıricamente los procesos de
biodifusio´n, y en ocasiones para desarrollar la dina´mica de poblaciones.
4. En otros campos de las matema´ticas, el paseo aleatorio se utiliza para calcular las
soluciones de la ecuacio´n de Laplace, para estimar la media armo´nica, y para varias
construcciones en el ana´lisis y la combinatoria.
5. En informa´tica, los paseos aleatorios son utilizados para estimar el taman˜o de la Web.
En la World Wide Web conference-2006, Bar-Yossef Et Al. publico´ sus descubrimientos
y algoritmos para lo mismo.
6. En el procesamiento de ima´genes, los paseos aleatorios son utilizados para determinar
las etiquetas (es decir, “objeto.o “fondo”) para asociarlas con cada p´ıxel. Este algoritmo
se suele denominar como algoritmo de segmentacio´n del paseo aleatorio.
Es un hecho que el estudio de los paseos aleatorios es muy importante y es por ello que a
trave´s del tiempo se le ha dedicado particular intere´s a su estudio´ y desarrollo, y una forma
muy viable de hacerlo es por medio de las representaciones de grupos.
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Objetivos
Objetivo General
1. Desarrollar la Teor´ıa de Representaciones de Grupos Finitos y establecer las bases
matema´ticas para su aplicacio´n en la Probabilidad.
Objetivos Espec´ıficos
1. Desarrollar la Teor´ıa de Caracteres y las relaciones de ortogonalidad.
2. Dar a conocer el v´ınculo entre la Probabilidad y la Teor´ıa de Representaciones de Gru-
pos Finitos.
3. Aplicar la Teor´ıa de Representaciones de Grupos Finitos al estudio de los barajados
de cartas.
4. Crear una brecha para que la Teor´ıa de Representaciones de Grupos Finitos sirva
como herramienta de estudio en las otras carreras de la Escuela de Matema´tica de la
Universidad de El Salvador.
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Definiciones ba´sicas y notacio´n
Sean V y W espacios vectoriales, para los cuales se tienen las siguientes definiciones
Mmn(C) = {m× n matrices con entradas en C}.
Mn(C) = Mnn(C).
Hom(V,W ) = {A : V −→ W | A es un mapeo lineal}.
End(V ) = Hom(V, V ) (el endomorfismo de anillos de V ).
GL(V ) = {A ∈ End(V ) | A es invertible} (se conoce como el grupo general lineal de
V ).
GLn(C) = {A ∈Mn(C) | A es invertible}.
La matriz identidad/transformacio´n lineal esta´ denotada por Id, o Idn si se desea hacer
e´nfasis en la dimensio´n n.
Z es el anillo de los nu´meros enteros.
N es el conjunto de los nu´meros enteros no negativos (tambie´n conocidos como nu´meros
naturales).
Q es el campo de los nu´meros racionales.
R es el campo de los nu´meros reales.
Z/nZ = {[0], . . . , [n− 1]} es el anillo de los enteros mo´dulo n.
Sn es el grupo de permutaciones de {1, . . . , n}, es decir, el grupo sime´trico.
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Cap´ıtulo 1
Representaciones de Grupos
Se observara´ en este cap´ıtulo, que el objetivo de las representaciones de grupos es estudiar
a los grupos por medio de sus acciones sobre los espacios vectoriales, ya que, a trave´s de
sus acciones sobre estos podemos obtener informacio´n ma´s detallada acerca de ellos, de esta
forma, el estudio de sus matrices de representacio´n conducira´ naturalmente al ana´lisis de
Fourier y al estudio de las funciones de valores complejos en un grupo.
1.1. Definiciones ba´sicas
Se debe recordar que una accio´n de un grupo G sobre un conjunto A es por definicio´n
un homomorfismo ϕ : G→ SA, donde SA es el grupo sime´trico sobre A.
Definicio´n 1.1.1. Representacio´n.
Una representacio´n de un grupo G es un homomorfismo ϕ : G→ GL(V ) para algu´n espacio vectorial
V (de dimensio´n finita). La dimensio´n de V es llamada el grado de ϕ. Usualmente escribimos ϕg para
ϕ(g) y ϕg(v), o simplemente ϕgv, para la actuacio´n de ϕg sobre v ∈ V .
Observacio´n 1.1.2. Se asumira´ de aqu´ı en adelante que todas las representaciones son no
nulas, ya que las representaciones de grado cero formalmente no esta´n contempladas en la
definicio´n.
Uno de los ejemplos cla´sicos es el siguiente homomorfismo:
Ejemplo 1.1.3. La Representacio´n Trivial
La representacio´n trivial de un grupo G es el homomorfismo ϕ : G → C∗ cuya regla de
asignacio´n esta dada por ϕ(g) = 1 ∀g ∈ G.
Desarrollo. Comprobemos que efectivamente se trata de un homomorfismo ϕ(g)ϕ(h) =
(1)(1) = 1ϕ(gh) ∀g, h ∈ G.
Observacio´n 1.1.4. La Representacio´n Trivial puede asociarse con los complejos sin el cero
(C∗), ya que por definicio´n se hace el mapeo hacia un grupo general lineal para un espacio
V definido como GL(V ) = {A ∈ (V ) | A es invertible}, quiere decir que todos los elementos
que pertenezcan a GL(V ) debera´n ser invertibles y de grado 1.
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A continuacio´n otros ejemplos de representaciones, que de la misma forma que el anterior
tienen grado 1.
Ejemplo 1.1.5. Sea ϕ : Z/2Z→ C∗ con regla de asignacio´n ϕ([m]) = (−1)m, entonces ϕ es
una representacio´n.
Desarrollo. Se probara´ que es un homomorfismo; sean [m] y [n] dos elementos de Z/2Z
ϕ([m] + [n]) = ϕ([m+ n])
= (−1)m+n
= (−1)m(−1)n
= ϕ([m])ϕ([n])
Ejemplo 1.1.6. Sea ϕ : Z/4Z → C∗ cuya definicio´n esta dada por ϕ([m]) = im, es una
representacio´n.
Desarrollo. Se probara´ que es un homomorfismo, para ello se tomaran dos elementos tales
que [m] y [n] ∈ Z/4Z, entonces
ϕ([m] + [n]) = ϕ([m+ n])
= im+n
= imin
= ϕ([m])ϕ([n])
Ejemplo 1.1.7. Dada ϕ : Z/nZ → C∗ cuya regla de asignacio´n es ϕ([m]) = e 2piimn , es una
representacio´n.
Desarrollo. Se probara´ que es un homomorfismo, para ello se tomaran dos elementos de
Z/nZ, sean [m] y [p], entonces
ϕ([m] + [p]) = ϕ([m+ p])
= e
2pii(m+p)
n
= e
2piim
n e
2piip
n
= ϕ([m])ϕ([p])
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Sea ϕ : G → GL(V ) una representacio´n de grado n, a una base B del espacio V puede
asociarsele el isomorfismo de espacios vectoriales T : V → Cn, es decir, se puede proporcionar
un isomorfismo entre la base y un espacio vectorial solo tomando las coordenadas, de esa
forma se pude definir una representacio´n ψ : G → GLn(C) haciendo ψg = TϕgT−1 para
g ∈ G. Para garantizar que se trata de una representacio´n debe comprobarse que es un
homomorfismo, entonces se tiene
ψgm = TϕgmT
−1
= TϕgϕmT
−1
= Tϕg
(
T−1T
)
ϕmT
−1
= (TϕgT
−1)(TϕmT−1)
= ψgψm
Si B
′
es otra base, se tendr´ıa otro isomorfismo S : V → Cn y por tanto, una representacio´n
ψ
′
: G → GLn(C) dada por ψ′g = SϕgS−1 para g ∈ G ∀g ∈ G. Como cabr´ıa suponer las
representaciones ψ y ψ′ estara´n relacionadas de la siguiente manera
ψ′g = ST
−1ψgTS−1 = (ST−1)ψg(ST−1)−1
Podr´ıa pensarse que las representaciones ϕ, ψ y ψ′ son todas la misma representacio´n,
y esta inquietud es la que da la nocio´n de equivalencia planteada en la Definicio´n 1.1.8 y
no´tese que esta idea esta´ asociada al cambio de base.
Definicio´n 1.1.8. Equivalencia.
Dos representaciones ϕ : G→ GL(V ) y ψ : G→ GL(W ) son equivalentes si existe un isomorfismo
T : V → W tal que ψg = TϕgT−1 ∀g ∈ G, es decir, ψgT = Tϕg ∀g ∈ G. En este caso, se escribira´
ϕ ∼ ψ. A partir de lo anterior puede formarse el siguiente diagrama que conmuta
Figura 1.1: Equivalencia de Representaciones
Lo que significa que cualquiera de las dos formas de ver el diagrama (pasar de la parte superior
izquierda a la esquina inferior derecha) dara´ la misma respuesta.
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Ejemplo 1.1.9. Se define ϕ : Z/nZ→ GL2(C) por medio de
ϕ[m] =

cos
(
2pim
n
)
− sin
(
2pim
n
)
sin
(
2pim
n
)
cos
(
2pim
n
)

que es la matriz de rotacio´n de
2pim
n
grados y se define a ψ : Z/nZ→ GL2(C) por
ψ[m] =
e 2pimin 0
0 e−
2pimi
n

Entonces ϕ ∼ ψ
Desarrollo. No´tese que ϕ y ψ, no son ma´s que las representaciones matriciales de las trans-
formaciones lineales.
Sea la matriz T =
[
i −i
1 1
]
y se utilizara´ la matriz inversa para una matriz de 2 × 2:
A−1 =
1
ad− bc
[
d −b
−c a
]
, entonces la matriz inversa de T es: T−1 =
1
2i
[
1 i
−1 i
]
.
Mediante un ca´lculo directo, se comprobara´ que T−1ϕ[m]T = ψ[m], para demostrar que
efectivamente ϕ ∼ ψ.
T−1ϕ[m]T = 12i
[
1 i
−1 i
] 
cos
(
2pim
n
)
− sin
(
2pim
n
)
sin
(
2pim
n
)
cos
(
2pim
n
)

[
i −i
1 1
]
Se hace primero el producto T−1ϕ[m], para ello se define α =
2pim
n
T−1ϕ[m] =
[
1 i
−1 i
] cos(α) − sin(α)
sin(α) cos(α)
 =
 cos(α) + i sin(α) − sin(α) + i cos(α)
− cos(α) + i sin(α) sin(α) + i cos(α)

Recue´rdese que
eiθ = cos(θ) + i sin(θ)
e−iθ = cos(θ)− i sin(θ)
por lo que, se hacen los siguientes ca´lculos
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− sin(α) + i cos(α) = i cos(α) + i2 sin(α)
= i[cos(α) + i sin(α)]
= ieiα
sin(α) + i cos(α) = i
[
cos(α) + 1
i
sin(α)
]
= i[cos(α)− i sin(α)]
= ie−iα
Operando adecuadamente se tiene que T−1ϕ[m] =
 eiα ieiα
−e−iα ie−iα

Sustituyendo la matriz anterior y cambiando el valor de α se tiene que
T−1ϕ[m]T = 12i
 e 2pimin ie 2pimin
−e− 2pimin ie− 2pimin
 [i −i
1 1
]
Sea T−1ϕ[m] = M y se lleva a cabo el producto de MT
MT =
[
eiα ieiα
−e−iα ie−iα
] [
i −i
1 1
]
=
[
ieiα + ieiα −ieiα + ie−iα
−ie−iα + ie−iα ie−iα + ie−iα
]
=
[
2ieiα 0
0 2ie−iα
]
Se reemplaza el resultado anterior, se retoman los valores originales y se tiene:
T−1ϕ[m]T = 12i
2ie 2pimin 0
0 2ie−
2pimi
n
 =
e 2pimin 0
0 e−
2pimi
n
 = ψ[m]
Un grupo puede tener solo una representacio´n o ma´s de una, depende del grupo con el
que se trabaje.
Existen representaciones que se tornan importantes por el uso que se les da en diversas
a´reas y por el grupo mismo, una de estas es la del Grupo Sime´trico Sn, que se utiliza en la
Teor´ıa de Galois, la Teor´ıa de Representaciones de los Grupos de Lie, entre otras. De hecho
el Teorema de Cayley establece que cada grupo G es isomorfo a un subgrupo del Grupo
Sime´trico. Por la importancia de este grupo es que la siguiente representacio´n es muy valiosa
en este to´pico.
Ejemplo 1.1.10. La Representacio´n Esta´ndar de Sn
Se define a ϕ : Sn → GLn(C) sobre la base esta´ndar ϕσ(ei) = eσ(i). Se obtiene la matriz
para ϕσ permutando las filas de la matriz identidad correspondiente a σ.
As´ı por ejemplo si n = 3 se tienen los elementos generadores (1 2) y (1 2 3), y puede
calcularse sus respectivas representaciones.
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Desarrollo. Para (1 2)
(12) =
x1 x2 x3(
1 2 3
2 1 3
)
entonces
x′1 = 0x1 + 1x2 + 0x3 =⇒ [0 1 0]
x′2 = 1x1 + 0x2 + 0x3 =⇒ [1 0 0]
x′3 = 0x1 + 0x2 + 1x3 =⇒ [0 0 1]
=⇒
0 1 01 0 0
0 0 1

Para (1 2 3)
(123) =
x1 x2 x3(
1 2 3
2 3 1
)
entonces
x′1 = 0x1 + 1x2 + 0x3 =⇒ [0 1 0]
x′2 = 0x1 + 0x2 + 1x3 =⇒ [0 0 1]
x′3 = 1x1 + 0x2 + 0x3 =⇒ [1 0 0]
=⇒
0 0 11 0 0
0 1 0

De aqu´ı que las matrices de representacio´n para los elementos (1 2) y (1 2 3) esta´n dadas
por
ϕ(1 2) =
0 1 01 0 0
0 0 1
 , ϕ(1 2 3) =
0 0 11 0 0
0 1 0

Observacio´n 1.1.11. Se debe recordar que σ =
(
1 2 . . . n− 1 n
σ(1) σ(2) . . . σ(n− 1) σ(n)
)
y por
definicio´n ϕσ(e1 +e2 + . . .+en−1 +en) = eσ(1) +eσ(2) + . . .+eσ(n−1) +eσ(n), es decir, al aplicar
σ(i) = j (donde i no es necesariamente igual a j), con i, j = 1, 2, . . . , n generamos a los
elementos 1, 2, 3, . . . , n (no necesariamente en ese orden). Si se observa de forma vectorial,
se tiene que por cada elemento i que se obtenga de aplicar σ, su representacio´n matricial
tendra´ la forma [. . . 0 0 . . . 1 0 . . .], es entonces evidente que lo que se esta generando es la
base cano´nica ei y como la adicio´n es conmutativa quedar´ıa como
eσ(1) + eσ(2) + . . .+ eσ(n−1) + eσ(n) = e1 + e2 + . . .+ en−1 + en.
No´tese que en el Ejemplo 1.1.10 lo que se tiene es que
ϕσ(e1 + e2 + . . .+ en−1 + en) = eσ(1) + eσ(2) + . . .+ eσ(n−1) + eσ(n)
= e1 + e2 + . . .+ en−1 + en
y la igualdad se cumple ya que σ es una permutacio´n y la adicio´n es conmutativa. Por tanto,
C(e1 + e2 + . . .+ en−1 + en) es invariante para toda ϕσ con σ ∈ Sn.
Esta observacio´n permite establecer la siguiente definicio´n.
Definicio´n 1.1.12. Subespacios G-invariantes.
Sea ϕ : G→ GL(V ) una representacio´n. Un subespacio W ≤ V es G-invariante si, ∀g ∈ G y w ∈
W , se obtiene que ϕgw ∈W .
Ejemplo 1.1.13. Para la representacio´n ψ del Ejemplo 1.1.9 los subespacios Ce1 y Ce2 se
afirma que son ambos Z/nZ-invariantes y C2 = Ce1 ⊕ Ce2.
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Desarrollo. Se probara´ entonces que Ce1 y Ce2 son ambos subespacios Z/nZ-invariantes de
Z/nZ, para ello, deben considerarse algunos presaberes, para hacer ma´s fa´cil la comprensio´n
de dicha demostracio´n.
1. En el espacio vectorial complejo C2 todo vector (x, y) es combinacio´n lineal de los
vectores (1, 0) y (0, 1), ya que (x, y) = x(1, 0) + y(0, 1) con x, y ∈ C, de aqu´ı que
{(1, 0), (0, 1)} es base.
2. Para un cuerpo K y V un espacio vectorial de K se tiene que V ≤ W (un subespacio)
si:
para cualquier w,w′ ∈ W =⇒ w + w′ ∈ W
para cada w ∈ W y cada λ ∈ K =⇒ λw ∈ W
3. En general en el espacio vectorial Kn los n vectores
{e1 = (1, 0, . . . , 0, 0); e2 = (0, 1, . . . , 0, 0); . . . ; ei = (0, . . . , 1, . . . , 0); . . . ; en = (0, 0, . . . , 0, 1)}
forman la base esta´ndar de Kn en donde cada ei son linealmente independiente (Li) y
son una base que genera a Kn.
Entonces, se tiene que ψ : Z/nZ → GL2(C)
ψ[m] =
e 2pimin 0
0 e−
2pimi
n

Para que, Ce1 y Ce2 sean Z/nZ-invariantes deber´ıa de pasar que si W ≤ C se debe
demostrar que ∀g ∈ Z/nZ con ψg(w) ∈ W .
Ahora las veces de W las hacen
Ce1 =
{(
a
0
)
= a
(
1
0
)
; a ∈ C
}
y Ce2 =
{(
0
b
)
= b
(
0
1
)
; b ∈ C
}
y se busca que Ce1,Ce2 ≤ C, se toma v ∈ Ce1 y w ∈ Ce2.
Para Ce1 ≤ C
ψ[m](v) =
e 2pimin 0
0 e−
2pimi
n
a
0
 =
ae 2pimin
0
 = ae 2pimin
1
0
 = x
1
0

con x = ae
2pimi
n y x ∈ C =⇒ ψ[m](v) ∈ Ce1 ; por lo tanto Ce1 es Z/nZ-Invariante
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Para Ce2 ≤ C
ψ[m](w) =
e 2pimin 0
0 e−
2pimi
n
0
b
 =
 0
be−
2pimi
n
 = be− 2pimin
0
1
 = y
1
0

con y = be−
2pimi
n e y ∈ C =⇒ ψ[m](w) ∈ Ce2 ; por lo tanto, Ce2 es Z/nZ-Invariante
Adema´s, Ce1 ∩ Ce2 =
(
0
0
)
, es decir, el u´nico vector que comparten es el vector nulo.
Ahora faltara´ corroborar que C2 = Ce1 ⊕ Ce2 la suma directa se sabe que sus elementos
pertenecen a C× C.
As´ı que, si se toma x ∈ C2 ⇒ x =
(
a
b
)
con a, b ∈ C.
Tambie´n se puede reescribir como x =
(
a
0
)
+
(
0
b
)
= a
(
1
0
)
+ b
(
0
1
)
y no´tese que a
(
1
0
)
∈ Ce1 as´ı como b
(
0
1
)
∈ Ce2; de esta forma se cumplira´ afirmado ante-
riormente.
Definicio´n 1.1.14. Suma directa de representaciones.
Supo´ngase que las representaciones ϕ(1) : Go´→ GL(V1) y ϕ(2) : G→ GL(V2) esta´n dadas. Enton-
ces su suma directa (externa) esta dada por ϕ(1) ⊕ ϕ(2) : G→ GL(V1 ⊕ V2) definida por
(ϕ(1) ⊕ ϕ(2))g(v1, v2) = (ϕ(1)g (v1), ϕ(2)g (v2)).
Para ver las sumas directas en te´rminos de matrices, se supondra´ que ϕ(1) : G → GLm(C) y
ϕ(2) : G→ GLn(C) son representaciones. Entonces
ϕ(1) ⊕ ϕ(2) : G→ GLm+n(C)
sera´ una matriz cuadrada, es decir, por las definiciones matriciales de ϕ(1) y ϕ(2) el conjunto de
llegada para la suma directa sera´n matrices cuadradas de (m+ n)× (m+ n) ya que
(ϕ(1) ⊕ ϕ(2))g =
[
[ϕ
(1)
g ]m×m 0m×n
0n×m [ϕ
(2)
g ]n×n
] }
m+ n
︸ ︷︷ ︸
m+ n
No´tese que en la matriz anterior los espacios ocupados por 0 son matrices tambie´n de dimensio´n
m× n y n×m respectivamente, la idea es contemplar a la suma directa como una matriz compuesta
por submatrices de las representaciones y matrices nulas.
Ejemplo 1.1.15. Se definen las representaciones ϕ(1) : Z/nZ → C∗ por ϕ(1)[m] = e2piim/n, y
ϕ(2) : Z/nZ→ C∗ por ϕ(2)[m] = e−2piim/n.
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Desarrollo. De acuerdo a la definicio´n de suma directa se tiene que
(ϕ(1) ⊕ ϕ(2))[m] =
e 2piimn 0
0 e
−2piim
n
 .
Notemos que en este ejemplo se ha aplicado directamente la definicio´n de suma directa.
Observacio´n 1.1.16. Si n > 1, entonces la representacio´n
ρ : G→ GLn(C)
g 7→ ρg = I; ∀g ∈ G
(donde I es la matriz identidad de n × n) no es equivalente a la representacio´n trivial,
porque se sabe que la representacio´n trivial esta dada por
ϕ : G→ C∗
g 7→ ϕ(g) = 1; ∀g ∈ G
Mas bien, la matriz identidad termina siendo equivalente a la suma directa de n copias
de la representacio´n trivial. Porque es posible observar a cada elemento de la diagonal como
una matriz de 1× 1 y por la definicio´n de suma directa.
ρ =

1 0 · · · 0 0
0 1 · · · 0 0
...
. . .
...
0 0 · · · 1 0
0 0 · · · 0 1

n×n
=

[1]1×1 0 · · · 0 0
0 [1]1×1 · · · 0 0
...
. . .
...
0 0 · · · [1]1×1 0
0 0 · · · 0 [1]1×1

n×n
= 1g ⊕ 1g ⊕ · · · ⊕ 1g︸ ︷︷ ︸
n veces
Ya que las representaciones son un tipo especial de homomorfismos, si un grupo G es
generado por un conjunto X, entonces una representacio´n ϕ de G se determina por los
valores que toma en X; pero debe tenerse en cuenta que, no cualquier asignacio´n de matrices
a los generadores dara´ una representacio´n va´lida, porque la asignacio´n debe preservar todas
las relaciones que cumplen los generadores.
A continuacio´n se muestra un ejemplo de como se construye la suma directa de represen-
taciones.
Ejemplo 1.1.17. Sea ρ : S3 → GL2(C) especificada sobre los generadores (1 2) y (1 2 3)
por
ρ(1 2) =
[−1 −1
0 1
]
, ρ(1 2 3) =
[−1 −1
1 0
]
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Desarrollo. Es importante asegurar que, se trata de una representacio´n, para ello se debe
corroborar que ρ sea un homomorfismo. Adema´s, No se conoce la regla de asignacio´n, pero
se conoce las ima´genes de los generadores, entonces solo faltar´ıa comprobar que cumplen con
las mismas reglas de S3.
Se comprobara´ que s2 = I sabiendo que s = ρ(1 2)(
ρ(1 2)
)2
=
(
ρ(1 2)
) (
ρ(1 2)
)
=
([−1 −1
0 1
])([−1 −1
0 1
])
=
[
1 0
0 1
]
= I
Ahora se probara´ para r3 = I si r = ρ(1 2 3)(
ρ(1 2 3)
)3
=
(
ρ(1 2 3)
) (
ρ(1 2 3)
) (
ρ(1 2 3)
)
=
([−1 −1
1 0
])([−1 −1
1 0
])([−1 −1
1 0
])
=
([
0 1
−1 −1
])([−1 −1
1 0
])
=
[
1 0
0 1
]
= I
Por u´ltimo, se verifica que sr = r−1s(
ρ(1 2)
) (
ρ(1 2 3)
)
=
(
ρ(1 2 3)
)−1 (
ρ(1 2)
)([−1 −1
0 1
])([−1 −1
1 0
])
=
([−1 −1
1 0
])−1([−1 −1
0 1
])
([
0 1
1 0
])
=
([
0 1
−1 −1
])([−1 −1
0 1
])
[
0 1
1 0
]
=
[
0 1
1 0
]
Como la representacio´n de los elementos conserva las propiedades de los generadores de
S3, se podra´ concluir que es un homomorfismo y, por tanto, una representacio´n.
Despue´s de haber verificado que ρ es una representacio´n, se to´mese a ψ : S3 → C∗ definida
por ψσ = 1. Ve´ase que ψσ = 1 ≈ [1]1×1 y por definicio´n de suma directa
(ρ⊕ ψ)(1 2) =
[
ρ(1 2) 02×1
01×2 ψ(1 2)
]
=
[−1 −10 1
]
0
0
0 0 [1]
 =
−1 −1 01 0 0
0 0 1

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Se podra´ desarrollar el mismo procedimiento para el otro elemento
(ρ⊕ ψ)(1 2 3) =
[
ρ(1 2 3) 02×1
01×2 ψ(1 2 3)
] [−1 −11 0
]
0
0
0 0 [1]
 =
−1 −1 01 0 0
0 0 1

Finalmente, se podra´ observar que los elementos quedan escritos de la siguiente forma
(ρ⊕ ψ)(12) =
−1 −1 00 1 0
0 0 1
 , (ρ⊕ ψ)(1 2 3) =
−1 −1 01 0 0
0 0 1
 .
Se mostrara´ ma´s adelante que ρ⊕ψ es equivalente a la representacio´n de S3 considerada
en el Ejemplo 1.1.10, esto se demostrara ma´s adelante.
Sea ϕ : G→ GL(V ) una representacio´n, si W ≤ V es un subespacio G-invariante, podre-
mos restringir ϕ para obtener una representacio´n ϕ|W : G→ GL(W ) definiendo (ϕ|W )g(ω) =
ϕg(ω) para ω ∈ W . Precisamente porque W es G-Invariante, se tiene ϕg(ω) ∈ W . A veces de-
cimos que ϕ|W es una subrepresentacio´n de ϕ. Si V1, V2 ≤ V son G-invariantes y V = V1⊕V2,
entonces se verifica que ϕ es equivalente a la suma directa (externa) ϕ|V1 ⊕ ϕ|V2 . Para ello
vea´se esto en te´rminos de matrices.
Sea ϕ(i) = ϕ|Vi y se escogen las bases B1 y B2 para V1 y V2, respectivamente. Entonces se
deduce de la definicio´n de una suma directa que B = B1∪B2 es una base para V . Como Vi es
G-invariante, se tiene que ϕg(Bi) ⊆ Vi = CBi el subespacio generado por Bi) por definicio´n
de subespacio invariante. As´ı se obtiene la matriz
[ϕg]B =
[
[ϕ(1)]B1 0
0 [ϕ(2)]B2
]
Que no es ma´s que la matriz de cambio de base B y tambie´n que ϕ ∼ ϕ(1) ⊕ ϕ(2), es
decir, un isomorfismo.
A menudo se tiene algu´n tipo de factorizacio´n u´nica en primos, o irreducibles, y en
este caso aplica algo similar para la teor´ıa de representacio´n. En este contexto la nocio´n de
“irreducible” esta inspirada en la idea de un grupo simple.
Definicio´n 1.1.18. Representacio´n Irreducible.
Una representacio´n no nula ϕ : G → GL(V ) de un grupo G se dice que es irreducible si y so´lo si
los u´nicos subespacios G-invariantes de V son {0} y V .
En la Definicio´n 1.1.18 se podra´ notar que no tiene subespacios propios que sean G-
Invariantes.
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Ejemplo 1.1.19. Cualquier representacio´n de grado uno de ϕ : G → C∗ es irreducible, ya
que C no tiene subespacios distintos de cero.
La Tabla 1.1 muestra algunas analog´ıas entre los conceptos que se han visto hasta ahora
con los de la Teor´ıa de Grupos y A´lgebra Lineal.
Tabla 1.1: Analog´ıas entre grupos, espacios vectoriales, y representaciones
Grupos Espacio Vectorial Representacio´n
Subgrupo Subespacio Subespacio G-invariante
Grupo Simple Subespacio Unidimensional Representacio´n irreducible
Producto directo Suma directa Suma directa
Isomorfismo Isomorfismo Equivalencia
Si G = {1} es el grupo trivial y ϕ : G → GL(V ) es una representacio´n, entonces nece-
sariamente ϕ1 = I. Entonces, para producir una representacio´n del grupo trivial, basta con
escoger un espacio vectorial. Para el grupo trivial, un subespacio G-invariante no es ma´s que
un subespacio. Una representacio´n del grupo trivial es irreducible si y so´lo si tiene grado
uno. As´ı la columna central de la Tabla 1.1 es un caso especial de la tercera columna.
Ejemplo 1.1.20. Las representaciones ϕ y del Ejemplo 1.1.9 no son irreducibles.
Ya que por ejemplo, C
[
i
1
]
y C
[−i
1
]
son subespacios Z/nZ-invariantes para ϕ, mientras
que los ejes coordenados Ce1 y Ce2 son subespacios invariantes para ψ.
Desarrollo. Ve´ase que ϕ tiene la siguiente definicio´n
ϕ : Z/nZ→ GL2(C)
[m] 7→ ϕ[m] =
[
cosα − sinα
sinα cosα
]
; donde α = 2pim
n
As´ı como
C
[
i
1
]
=
{
a
(
i
1
)
=
(
ai
a
)
; a ∈ C
}
y C
[−i
1
]
=
{
a
(−i
1
)
=
(−ai
a
)
; a ∈ C
}
Hay que probar que son subespacios invariantes, es decir, que si ϕ : Z/nZ → GL2(C) y
C
[
i
1
]
≤ C es Z/nZ-Invariante ∀g ∈ Z/nZ, entonces ϕg[w] ∈ ϕ.
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Para ello sea [m] y u ∈ C
[
i
1
]
entonces
ϕ[m](u) =
[
cosα − sinα
sinα cosα
] [
ai
a
]
=
[
ai cosα− a sinα
ai sinα + a cosα
]
= a
[
i cosα− sinα
i sinα + cosα
]
= a
[
i cosα + i2 sinα
cosα + i sinα
]
= a
[
i(cosα + i sinα)
(cosα + i sinα)
]
= a(cosα + i sinα)
[
i
1
]
∈ C
[
i
1
]
; ya que a(cosα + i sinα) ∈ C
Ahora para el mismo elemento [m] y v ∈ C
[−i
1
]
se tiene
ϕ[m](v) =
[
cosα − sinα
sinα cosα
] [−ai
a
]
=
[−ai cosα− a sinα
−ai sinα + a cosα
]
= a
[−i cosα + i2 sinα
cosα− i sinα
]
= a
[−i(cosα− i sinα)
(cosα− i sinα)
]
= a(cosα− i sinα)
[−i
1
]
∈ C
[−i
1
]
; ya que a(cosα + i sinα) ∈ C
Por tanto, C
[
i
1
]
y C
[−i
1
]
ambos son Z/nZ-Invariantes para ϕ.
Por otro lado, ψ se define como
ψ : Z/nZ→ GL2(C)
[m] 7→ ψ[m] =
eiα 0
0 e−iα
 ; donde α = 2pim
n
As´ı como los ejes coordenados
Ce1 =
{
a
(
1
0
)
=
(
a
0
)
; a ∈ C
}
y Ce2 =
{
a
(
0
a
)
=
(
0
a
)
; a ∈ C
}
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entonces se podra´ comprobar que los ejes coordenados son subespacios invariantes para ψ.
Sea ψ[m] y u ∈ Ce1 entonces
ϕ[m](u) =
eiα 0
0 e−iα
a
0

=
[
aeiα
0
]
= aeiα
[
1
0
]
; ya que aeiα ∈ C, por tanto ψ[m](u) ∈ Ce1
Ahora para ψ[m] se toma v ∈ Ce2 entonces
ϕ[m](v) =
eiα 0
0 e−iα
0
a

=
[
0
ae−iα
]
= ae−iα
[
0
1
]
; ya que ae−iα ∈ C, por tanto ψ[m](v) ∈ Ce2
Con lo expuesto anteriormente, se puede aegurar, que los ejes coordenados son subespacios
Zn/Z-Invariantes; en conclusio´n tanto como ϕ y ψ no son irreducibles, ya que poseen ma´s
subespacios invariantes distintos a e´l mismo y a {0}.
Despue´s de las representaciones unidimensionales, la siguiente clase para analizar consta
de las representaciones bidimensionales.
Ejemplo 1.1.21. La representacio´n ρ : S3 → GL2(C) del Ejemplo 1.1.17 es irreducible.
Desarrollo. Por contradiccio´n decimos que la representacio´n ρ no es irreducible, es decir, tiene
ma´s subespacios invariantes adema´s del {0} y el mismo espacio, por otro lado GL2(C) =
GL(C2) (por la definicio´n de grupo general lineal), entonces la dimC2 = 2 por ello cualquier
subespacio propio W no nulo que sea S3-invariante sera´ unidimensional. ¿Co´mo seria este
vector?
Sea v un vector no nulo de W y W = Cv (un escalar por un vector) y sea σ ∈ S3,
entonces ρσ(v) = λv, en donde v ∈ Cv y este tiene dimensio´n 1, para algu´n λ ∈ C, ya que
por la S3-invarianza de W se tiene que ρσ(v) ∈ W = Cv. De ello se deduce que, v debe ser un
vector propio para todos los ρσ con σ ∈ S3, ya que un vector propio cumple con f(u) = λu;
λ ∈ C.
Lo que se ha encontrado es que hay un vector propio para todas ρσ con σ ∈ S3, es decir,
un vector comu´n; tomemos dos elementos de S3, tales como ρ(1 2) y ρ(1 2 3) y veamos si en
efecto ambos poseen dicho vector en comu´n.
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Encontremos sus valores propios, haciendo uso de |A− λI| = 0, donde A sera´ la matriz
asociada a cada elemento, I la matriz identidad y λ los valores propios a encontrar.
|A− λI| = 0
|ρ(1 2)− λI| = 0∣∣∣∣(−1 −10 1
)
− λ
(
1 0
0 1
)∣∣∣∣ = 0∣∣∣∣(−1 −10 1
)
−
(
λ 0
0 λ
)∣∣∣∣ = 0∣∣∣∣(−1− λ −10 1− λ
)∣∣∣∣ = 0
(1− λ)(−1− λ) = 0
⇔ (1− λ) = 0 o (−1− λ) = 0
por tanto λ = 1 o λ = −1
Ahora se debera´ encontrar uno de lo vectores propios asociado a uno de los valores propios
encontrados (λ1 = −1 o λ2 = 1), es decir, se debera´ encontrar ρ(1 2)(v) = λv.
Para λ1 = −1 se tiene:
ρ(1 2)(v) = λ1v[−1 −1
0 1
] [
a
b
]
= −1
[
a
b
]
[−a− b
b
]
=
[−a
−b
]
de aqu´ı que − a− b = −a y b = −b
=⇒ b = 0 y a = a
por lo tanto, el vector queda como Vλ1 =
[
a
0
]
= a
[
1
0
]
= Ce1
Para λ2 = 1 se tiene:
ρ(1 2)(v) = λ2v[−1 −1
0 1
] [
a
b
]
= 1
[
a
b
]
[−a− b
b
]
=
[
a
b
]
de aqu´ı que − a− b = a y b = b
=⇒ b = −2a y a = − b
2
por lo tanto, el vector queda como Vλ2 =
[− b
2
b
]
= −1
2
b
[−1
2
]
= C
[−1
2
]
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Una vez encontrados estos vectores propios por lo asumido anteriormente deber´ıan ser
vectores comunes a ρ(1 2 3), pero con un ca´lculo ra´pido queda demostrado que no es as´ı, pues
deber´ıa cumplirse que ρ(1 2 3)(v) = λ1v y que ρ(1 2 3)(v) = λ2v, donde v ∈ {Vλ1 , Vλ2}.
Para v = Vλ1 se encontrara que e1 no es un vector propio:
ρ(1 2 3)(e1) =
[−1 −1
1 0
] [
1
0
]
=
[−1
1
]
= −1
[
1
−1
]
/∈ Ce1
As´ı como para v = Vλ2 tampoco lo es w =
[−1
2
]
pues:
ρ(1 2 3)(w) =
[−1 −1
1 0
] [−1
2
]
=
[−1
−1
]
/∈ C
[−1
2
]
Con este contra ejemplo se ha demostrado que ρ(1 2) y ρ(1 2 3) no tienen vectores propios
en comu´n, es decir que, si esto pasa entonces no puede existir dicho W . Y esto es una
contradiccio´n que parte de haber asumido que la representacio´n no era irreducible y que
pose´ıa mas subespacios invariantes, adema´s de los triviales.
La idea que subyace en este ejemplo, se resume en la siguiente proposicio´n.
Proposicio´n 1.1.22. Si ϕ : G→ GL(V ) es una representacio´n de grado 2, es decir, dimV =
2, entonces ϕ es irreducible si y solo si no existe un vector propio comu´n v para toda ϕg con
g ∈ G.
Demostracio´n. “=⇒”
ϕ es irreducible si no existe un vector propio comu´n v para toda ϕg con
g ∈ G.
Se abordara esta prueba por contradiccio´n, supo´ngase que las representaciones ϕg poseen
un vector propio v ∈ V en comu´n. Entonces v 6= 0 y por tanto W = Cv es un subespacio
unidimensional de V , adema´s como es una representacio´n de grado 2 entonces W 6= V . Para
g ∈ G se tiene que ϕg(v) = λv para algu´n λ ∈ C, pues se ha asumido que v es un vector
propio para toda ϕg con g ∈ G.
Entonces si hacemos ϕg(W ) = ϕg(Cv) = Cϕg(v) = λCv ∈ W , es decir, hemos encontrado
que W es un subespacio G-invariante por tanto la representacio´n no es irreducible y esto es
una contradiccio´n, pues se sab´ıa que si era irreducible; esta contradiccio´n proviene de haber
supuesto que pose´ıan un vector propio en comu´n.
“⇐=”
Si no existe un vector propio comu´n v para toda ϕg con g ∈ G entonces ϕ es
irreducible.
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Supo´ngase por contradiccio´n que ϕg no es irreducible, por ello posee ma´s subespacios
G-invariantes adema´s del {0} y el mismo espacio. Sea W un subespacio G-invariante tal que
W 6= {0} y W 6= V , como la representacio´n es de grado 2 entonces W es unidimensional,
por tanto existe un vector no nulo v ∈ V tal que W = Cv, de tal forma que para g ∈ G se
tiene ϕg(v) ∈ W pues v ∈ W y este es un subespacio G-invariante. Entonces se tiene que
ϕg(v) = λv para algu´n λ ∈ C, quiere decir que se ha encontrado un vector propio que es
comu´n para toda ϕg con g ∈ G, pero esto es una contradiccio´n pues se sab´ıa que no hab´ıan
vectores propios en comu´n.
Se debe tener en cuenta que este insumo, utilizando vectores propios, so´lo funciona para
representaciones de grado 2 y grado 3 (este u´ltimo caso requiere finitud de G).
Ejemplo 1.1.23. Sea r la rotacio´n por pi/2 y s la reflexio´n sobre el eje x. Estas permutaciones
generan el grupo diedro D8. Sea la representacio´n ϕ : D8 → GL2(C) definido por
ϕ(rk) =
[
ik 0
0 (−i)k
]
ϕ(srk) =
[
0 (−i)k
ik 0
]
Una rotacio´n Una reflexio´n por una rotacio´n
Entonces se podra´ aplicar la Proposicio´n 1.1.22 anterior para comprobar que ϕ es una
representacio´n irreducible.
Desarrollo. Se debera´ encontrar los valores propios de las representaciones para determinar
si no existe un vector propio en comu´n.
No´tese que i al igual que −i tienen orden 4 y podemos tomar en particular los siguientes
elementos ϕ(r) y ϕ(sr). Realizando un calculo similar al del Ejercicio 1.1.21 para ϕ(r) se
obtendra´ que sus valores propios son λ = i y λ = −i, con sus correspondientes vectores
propios Ce1 y Ce2.
Pero estos no son comunes a ϕ(sr), pues un ca´lculo ra´pido revela que ϕ(sr)Ce1 =
ϕ(sr)
[
1
0
]
=
[
0
i
]
y ϕ(sr)Ce1 = ϕ(sr)
[
0
1
]
=
[
1
0
]
. Como la representacio´n es de grado 2
y no tiene vectores propios en comu´n, se puede afirmar por la Proposicio´n 1.1.22 que ϕ es
una representacio´n Irreducible.
Una de las metas es mostrar que cada representacio´n es equivalente a una suma directa de
representaciones irreducibles, para lo cual se definira´ cierta terminolog´ıa para este propo´sito.
Definicio´n 1.1.24. Completamente Reducible.
Sea G un grupo y una representacio´n ϕ : G→ GL(V ), definimos una representacio´n completamente
reducible si V = V1 ⊕ V2 ⊕ . . . ⊕ Vn donde los Vi son subespacios G−invariantes y ϕ|Vi es irreducible
para todo i = 1, . . . , n.
Observacio´n 1.1.25. Cada Vi es irreducible pero restringido a la accio´n de ϕ.
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De forma equivalente ϕ es completamente reducible si ϕ ∼ ϕ(1) ⊕ϕ(2) ⊕ · · · ⊕ϕ(n) donde
los ϕ(i) son las representaciones irreducibles.
Definicio´n 1.1.26. Representacio´n Separable(1).
Una representacio´n no nula ϕ de un grupo G es separable si V = V1 ⊕ V2 con V1 y V2 subespacios
G−invariantes no nulos. De lo contrario V es llamado no-separable. En Teor´ıa de Representaciones
de Grupos la Reducibilidad completa es ana´loga a la propiedad de diagonalizar una matriz en A´lgebra
Lineal.
El objetivo es mostrar que toda representacio´n de un grupo finito es completamente
reducible. Para ello se mostrara´ que toda representacio´n es irreducible o separable, y
luego se procedera´ por induccio´n sobre el grado. Pero, en primer lugar, se tiene que mostrar
que estas nociones so´lo dependen de la clase de equivalencia de una representacio´n.
Lema 1.1.27. Sea ϕ : G→ GL(V ) equivalente a una representacio´n separable. Entonces ϕ
es separable.
Demostracio´n. Sea ψ : G→ GL(W ) una representacio´n separable con ψ ∼ ϕ (equivalentes)
y T : V → W un isomorfismo de espacios vectoriales con ϕg = T−1ψgT . Supo´ngase que W1
y W2 son subespacios invariantes distintos de cero de W tal que W = W1 ⊕W2. Ya que T
es una equivalencia se tiene que el siguiente diagrama conmuta.
Figura 1.2: Representaciones equivalentes
Es decir, Tϕg = ψgT para todo g ∈ G. Sean V1 y V2 dos subespacios definidos como sigue
V1 = T
−1(W1) y V2 = T−1(W2).
No debe perderse de vista que se quiere demostrar que ϕ es separable, con este objetivo
se probara´ que V = V1 ⊕ V2. Para abordar esto, se demostrara´ su equivalencia utilizando la
definicio´n de suma directa.
(1)El termino en ingle´s es Decomposable, que en un preliminar intento de traduccio´n al espan˜ol puede
entenderse como “descomponible” pero dicho termino, no existe en nuestro idioma (no es una palabra va´lida
para la RAE) a pesar de que en muchos textos traducidos al espan˜ol lo encontremos de esa manera; por ello
y dada la naturaleza de este tipo de representacio´n, en este texto reconoceremos a las representaciones que
sean “Decomposables” como representaciones Separables y como no-separables a las representaciones que
sean “Indecomposables”.
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Ve´ase que para un v cualquiera se tiene
v ∈ V1 ∩ V2 ⇒ T (v) ∈ T (V1 ∩ V2)
⇒ Tv ∈ T (T−1(W1) ∩ T−1(W2)); reemplazando V1 y V2
⇒ Tv ∈ T (T−1(W1)) ∩ T (T−1(W2)); esto es cierto porque T es biyectiva
⇒ Tv ∈ W1 ∩W2
Adema´s, W1 ∩W2 = {0}, ahora si Tv ∈ W1 ∩W2 ⇒ Tv = 0; como T es un isomorfismo,
sabemos que es inyectiva, esto implica que v = 0(2) entonces esto implica que la interseccio´n
es el espacio cero.
Por otro lado, para un elemento cualquiera v ∈ V , dado que Tv ∈ W1 ⊕W2 este puede
escribirse como Tv = w1 + w2, donde w1 ∈ W1 y un w2 ∈ W2. De aqu´ı se tiene que
Tv = w1 + w2
T−1(Tv) = T−1(w1 + w2)(
T−1T
)
v = T−1(w1) + T−1(w2)
v = T−1w1 + T−1w2 ; no´tese que T−1w1 ∈ V1 as´ı como T−1w2 ∈ V2
⇒ v = (T−1w1 + T−1w2) ∈ V1 + V2, por tanto, v ∈ V1 ⊕ V2
Por lo desarrollado anteriormente se puede concluir que se puede reescribir al espacio de
partida de ϕ como una suma directa, es decir, V = V1 ⊕ V2. Ahora solo falta mostrar que
V1, V2 son subespacios G-invariantes de V .
Si v ∈ Vi con i ∈ {1, 2} y ϕ ∼ ψ entonces para un elemento g se tiene:
Tϕgv = ψgTv
Pero se sab´ıa que Tv ∈ Wi y que este es un subespacio G-invariante, por ello ψgTv ∈ Wi
con i = 1, 2. Y se puede reescribir como:
Tϕgv ∈ Wi
T−1 (Tϕgv) ∈ T−1 (Wi)
ϕgv ∈ T−1 (Wi) ; por definicio´n se sabe que T−1(Wi) = Vi
⇒ ϕgv ∈ Vi; para i ∈ {1, 2}
Entonces V1 y V2 son ambos G-invariantes, por lo tanto, ϕ tambie´n es separable, pues el
espacio V puede ser escrito como suma directa de subespacios invariantes.
En conclusio´n si una representacio´n es equivalente a una representacio´n separable, esta
tambie´n sera´ separable.
A continuacio´n, se presentan resultados ana´logos para otros tipos de representaciones.
(2)Recordemos que una de las propiedades de las transformaciones lineales es que el cero del espacio de
partida, es mapeado al cero del espacio de llegada.
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Lema 1.1.28. Sea ϕ : G → GL(V ) equivalente a una representacio´n irreducible. Entonces
ϕ es irreducible.
Demostracio´n. Sea ψ : G→ GL(V ) una representacio´n irreducible con ψ ∼ ϕ (equivalentes)
y T : W → V un isomorfismo de espacios vectoriales, con ϕg = TψgT−1.
Se quiere demostrar que ϕ solo posee a {0} y V como u´nicos subespacios G-invariantes.
Por contradiccio´n, se puede afirmar que la representacio´n ϕ no es irreducible, es decir,
existen ma´s subespacios invariantes adema´s del {0} y el mismo espacio V . Supongamos
que V1 es dicho subespacio invariante distinto de cero (V1 ≤ V ), adema´s, como T es una
equivalencia se sabe que Tϕg = ψgT ∀g ∈ G. Sea W1 = T−1(V1), en el Lema 1.1.27 se
comprobo´ que la imagen inversa tambie´n era un subespacio G-invariante, por lo tanto W1
tambie´n sera´ invariante.
Si V1 = T (W1) de tal forma que se va de subespacios invariantes a subespacios invariantes,
a V1 no le queda ma´s ser el espacio trivial o todo el espacio, ya que ψ es irreducible y el
isomorfismo T es biun´ıvoco, as´ı para cada elemento de V existira´ uno enW o se correspondera´
con el espacio trivial, por ello se puede afirmar que V tambie´n es irreducible.
En conclusio´n, si una representacio´n es equivalente a una representacio´n irreducible en-
tonces esta tambie´n sera´ irreducible.
Lema 1.1.29. Sea ϕ : G→ GL(V ) equivalente a una representacio´n completamente reduci-
ble. Entonces ϕ es completamente reducible.
Demostracio´n. Sea ψ : G→ GL(W ) una representacio´n completamente reducible con ψ ∼ ϕ
(equivalentes) y T : V → W un isomorfismo de espacios vectoriales con ϕg = T−1ψgT .
Supo´ngase para W que los siguientes subespacios no nulos W1, W2, · · · , Wn, todos ellos G-
invariantes tales que W = W1 ⊕W2 ⊕ · · · ⊕Wn. Como T es una equivalencia se sabe que
Tϕg = ψgT para todo g ∈ G, se definen los subespacios Vi = T−1(Wi) para i = 1, . . . , n en
cada caso.
Se quiere demostrar que ϕ es completamente reducible, con este objetivo se probara´ que
V = V1 ⊕ V2 ⊕ · · · ⊕ Vn. Para abordar esto, se demostrara´ su equivalencia a trave´s de la
definicio´n de suma directa.
Ve´ase que para un u cualquiera y para i = 1, . . . , n se tiene
u ∈ V1 ∩ V2 ∩ · · · ∩ Vn ⇒ Tu ∈ T
(
n⋂
i=1
Vi
)
⇒ Tu ∈ T
(
n⋂
i=1
T−1(Wi)
)
; reemplazando a cada Vi
⇒ Tu ∈
n⋂
i=1
T
(
T−1(Wi)
)
; esto es cierto por que T es biyectiva
⇒ Tu ∈
n⋂
i=1
Wi
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Agregado a ello se sabe que
n⋂
i=1
Wi = {0}, as´ı que Tu = 0 entonces por la inyectividad
del isomorfismo T , implica que u = 0 por tanto la interseccio´n es el subespacio cero.
Por otro lado, para un elemento cualquiera u ∈ V se tiene que Tu ∈
n⊕
i=1
Wi, por ello Tu
puede escribirse como Tu = w1 + w2 + . . .+ wn =
n∑
i=1
wi con wi ∈ Wi para cada i.
De aqu´ı se tiene que
Tu =
n∑
i=1
wi
T−1(Tu) = T−1
(
n∑
i=1
wi
)
(
T−1T
)
u =
n∑
i=1
T−1(wi)
u =
n∑
i=1
(
T−1wi
)
No´tese que ∀i T−1wi ∈ Vi; entonces se puede escribir T−1wi = vi, para todo i con vi ∈ Vi.
⇒ u = (v1 + v2 + . . .+ vn) ∈
n∑
i=1
Vi; por tanto u ∈
n⊕
i=1
Vi = V1 ⊕ · · · ⊕ Vn
Por lo desarrollado anteriormente se concluye que se puede reescribir al espacio de partida
de ϕ como una suma directa, es decir, V = V1 ⊕ V2 ⊕ · · · ⊕ Vn. Ahora solo falta mostrar que
cada Vi con i = 1, . . . , n, es un subespacio G-invariante de V .
Si u ∈ Vi con i = 1, . . . , n y ϕ ∼ ψ entonces para un elemento de G se tiene:
TTϕgu = ψgTu
Pero ya se sabe que Tu ∈ Wi, y cada uno de estos es un subespacio G-invariante, por
ello ψgTu ∈ Wi para algu´n i. Y puede reescribirse como:
Tϕgu ∈ Wi
T−1 (Tϕgu) ∈ T−1 (Wi)
ϕgu ∈ T−1 (Wi) ; por definicio´n T−1(Wi) = Vi
⇒ ϕgu ∈ Vi; para algu´n i ∈ {1, . . . , n}
De aqu´ı que se puede concluir que cada Vi es G-invariante, por lo tanto ϕ tambie´n
es completamente irreducible, pues el espacio V puede ser escrito como suma directa de
subespacios invariantes y cada representacio´n restringida a los subespacios es irreducible.
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En conclusio´n si una representacio´n es equivalente a una representacio´n completamente
reducible, esta tambie´n sera´ completamente reducible.
1.2. El Teorema de Maschke y la Completa Reducibi-
lidad
Con el fin de poder efectuar sumas directas de separaciones de representaciones, se apro-
vechara´n las herramientas proporcionadas por el producto interno y la descomposicio´n orto-
gonal.
Definicio´n 1.2.1. Representacio´n Unitaria.
Sea V un espacio con producto interno. Una representacio´n ϕ : G→ GL(V ) se dice que es unitaria
si ϕg es unitaria ∀g ∈ G, es decir,
〈ϕg(v), ϕg(w)〉 = 〈v, w 〉
para todo v, w ∈W . En otras palabras, debe observarse a ϕ como un mapeo de ϕ : G→ U(V ) (3).
Se identifica a GL1(C) con C∗, ve´ase que un nu´mero complejo z es unitario (visto como
una matriz) si y solo si z = z−1, esto es zz = 1. Pero esto dice exactamente que |z| = 1,
entonces U1(C) es exactamente el c´ırculo unitario T = {z ∈ C : |z| = 1} en C. Por lo tanto
una representacio´n unitaria unidimensional es un homomorfismo ϕ : G→ T.
Ejemplo 1.2.2. Se define a ϕ : R → T por ϕ(t) = e2piit. Entonces ϕ es una representacio´n
unitaria del grupo aditivo de R.
Desarrollo. Sean s y t ∈ R, aplicando la definicio´n se tiene
ϕ(t+ s) = e2pii(t+s)
= e2piite2piis
= ϕ(t)ϕ(s)
Luego de que se ha probado que es un homomorfismo, debe verse que es unitaria, ya que,
por definicio´n su conjunto de llegada es el circulo unitario T
Un hecho crucial, el cual hace a una representacio´n unitaria tan u´til, es que cada una es
separable o es irreducible como lo muestra la siguiente proposicio´n.
Proposicio´n 1.2.3. Sea ϕ : G→ GL(V ) una representacio´n unitaria de un grupo, entonces
ϕ es irreducible o separable.
(3) El operador lineal U ∈ GL(V ) se dice que es unitario si 〈Uv,Uw 〉 = 〈v, w 〉 para todo v, w ∈ V , en
donde estos operadores unitarios son invertibles. Por otro lado U(V ) es el conjunto de mapeos unitarios, que
a su vez es un subgrupo de GL(V ).
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Demostracio´n. Supo´ngase que ϕ no es irreducible. Entonces hay un W subespacio propio no
nulo G-invariante de U . Sea W⊥ su complemento ortogonal, entonces tambie´n es distinto de
cero y se sabe que V = W ⊕W⊥.
Por lo tanto, para demostrar que es separable si v ∈ W⊥ y w ∈ W , se sabe que 〈v, w 〉 = 0,
por ser ortogonales, entonces
〈ϕg(v), w〉 = 〈ϕg−1ϕg(v), ϕg−1(w)〉; ya que ϕg−1 es unitaria, por Definicio´n 1.2.1
= 〈v, ϕg−1(w)〉; no´tese que ϕg−1 ◦ ϕg = ϕ1 = I
= 〈v, w′〉; como ϕg−1(w) ∈ W por ser invariante
= 0; ya que 〈v, w′ 〉 = 0
Se concluye que ϕ es separable ya que puede ser escrita como suma directa de espacios
irreducibles.
Resulta que para los grupos finitos toda representacio´n es equivalente a una representa-
cio´n unitaria. Esto no es cierto para los grupos infinitos por supuesto.
Proposicio´n 1.2.4. Cada representacio´n de un grupo finito G es equivalente a una repre-
sentacio´n unitaria.
Demostracio´n. Sea ϕ : G → GL(V ) una representacio´n donde dimV = n. Se escoge una
base B para V , y sea T : V → Cn el isomorfismo que toma coordenadas con respecto a
B. Entonces se establece ρg = TϕgT
−1, para g ∈ G, dicha asignacio´n tiene sentido porque
estamos trabajando con elementos invertibles, y produce una representacio´n ρ : G→ GLn(C)
equivalente a ϕ. Sea 〈·, ·〉 el producto interno esta´ndar en Cn, se define un nuevo producto
interno (·, ·) en Cn utilizando el crucial “truco de la suma”(4), que sera´ utilizado con frecuencia
en todo el texto. Sean v, w ∈ G, se define
(v, w) =
∑
g∈G
〈ρgv, ρgw〉.
Esta suma sobre G, por supuesto, requiere que G sea finito. El procedimiento que describe
la definicio´n puede ser visto como un proceso de “suavizado”.
(4)En te´rmino en ingle´s es “Averaging trick”, que puede ser traducido como “truco del promedio”, sin
embargo, por la forma en la que se comporta en este trabajo consideramos ma´s adecuado llamarlo como
“truco de la suma”.
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Se vera´ que esto es un producto interno. En primer lugar, se comprueba que:
(c1v1 + c2v2, w) =
∑
g∈G
〈ρg(c1v1 + c2v2), ρgw〉; ρ es una transformacio´n lineal.
=
∑
g∈G
〈ρg(c1v1) + ρg(c2v2), ρgw〉
=
∑
g∈G
[c1〈ρgv1, ρgw〉+ c2〈ρgv2, ρgw〉]
; se sabe que 〈(a1U1) + (a2U2), w〉 = a1〈U1, w〉+ a2〈U2, w〉 entonces
= c1
∑
g∈G
〈ρgv1, ρgw〉+ c2
∑
g∈G
〈ρgv2, ρgw〉
= c1(v1, w) + c2(v2, w).
Luego se verifica:
(w, v) =
∑
g∈G
〈ρgw, ρgv〉
=
∑
g∈G
〈ρgv, ρgw〉; porque se sabe que 〈x, y〉 = 〈y, x〉
=
∑
g∈G
〈ρgv, ρgw〉
= (v, w).
Finalmente, se observa que
(v, v) =
∑
g∈G
〈ρgv, ρgv〉 ≥ 0; porque cada te´rmino 〈ρgv, ρgv〉 ≥ 0.
Si (v, v) = 0, 0 =
∑
g∈G
〈ρgv, ρgv〉, lo que implica 〈ρgv, ρgv〉 = 0 para todo g ∈ G ya que
se esta an˜adiendo nu´meros no negativos. Por lo tanto, 0 = 〈ρ1v, ρ1v〉 = 〈v, v〉, y entonces
v = 0. Ahora hemos establecido que (·, ·) es un producto interno.
Para verificar que la representacio´n es unitaria con respecto a este producto interno, se
calcula
(ρhv, ρhw) =
∑
g∈G
〈ρgρhv, ρgρhv〉 =
∑
g∈G
〈ρghv, ρghw〉; por que ρ es un homomorfismo.
Se define x = gh, para alicar un cambio de variables. Como g se extiende sobre todo G,
x se extiende sobre todos los te´rminos de G ya que si k ∈ G, entonces cuando g = kh−1,
x = k. Por lo tanto (ρhv, ρhw) =
∑
x∈G
〈ρxv, ρxw〉 = (v, w). Lo que completa la prueba.
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As´ı se obtiene el siguiente corolario, que asegura que cada representacio´n no-separable
de un grupo finito es irreducible.
Corolario 1.2.5. Sea ϕ : G → GL(V ) una representacio´n no nula de un grupo finito. En-
tonces ϕ es irreducible o separable.
Demostracio´n. Por la Proposicio´n 1.2.4, ϕ es equivalente a la representacio´n unitaria ρ. La
Proposicio´n 1.2.3 entonces implica que ρ es irreducible o separable. Los Lemas 1.1.27 y 1.1.28
entonces sostienen que ϕ es irreducible o ya sea separable, como era deseado.
El siguiente ejemplo muestra que el Corolario 1.2.5 falla en grupos infinitos y, por lo
tanto, la Proposicio´n 1.2.4 tambie´n debe fallar en los grupos infinitos, ya que si se observa
la contrapositiva del corolario se tiene: “Si ϕ es una representacio´n reducible y no separable,
entonces es una representacio´n no nula de un grupo infinito”
Ejemplo 1.2.6. A continuacio´n, se proporciona un ejemplo de una representacio´n no-
separable de Z, que no es irreducible. Se define ϕ : Z→ GL2(C) por
ϕ(n) =
[
1 n
0 1
]
.
Desarrollo. Se verifica que ϕ es un homomorfismo, tomando dos elementos n, m ∈ Z:
ϕ(n+m) =
[
1 n+m
0 1
]
=
[
1 n
0 1
] [
1 m
0 1
]
= ϕ(n)ϕ(m)
El vector e1 =
[
1
0
]
es un vector propio de ϕ(n) ya que
ϕn(e1) =
[
1 n
0 1
] [
1
0
]
=
[
1
0
]
∀n ∈ Z
Adema´s se comprueba que Ce1 es un subespacio Z-invariante, tomando u =
[
a
0
]
∈ Ce1
ϕn(u) =
[
1 n
0 1
] [
a
0
]
=
[
a
0
]
= u ∈ Ce1 ∀n ∈ Z
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Esto demuestra que ϕ no es irreducible.
Por otro lado para corroborar que no es diagonalizable debe determinarse que no es
posible reducirla a una matriz diagonal, por el proceso de diagonalizacio´n se busca:∣∣∣∣1− n0 1− λ
∣∣∣∣ = (1− λ)2 ; entonces tiene un valor propio λ = 1
Se buscan los vectores propios utilizando la ecuacio´n caracter´ıstica (A− I)x = 0:([
1 n
0 1
]
−
[
1 0
0 1
])[
x
y
]
=
[
0
0
]
([
0 n
0 0
])[
x
y
]
=
[
0
0
]
[
ny
0
]
=
[
0
0
]
De donde se obtiene que x = 0 y y = 0, al ser el vector cero, se puede decir que no es posible
diagonalizar esta matriz.
De ello se deduce que ϕ es no-separable, ya que si fuera separable ser´ıa posible poder escri-
birla como suma directa de las representaciones unidimensionales y se sabe por la Definicio´n
1.1.14 que su representacio´n es una matriz diagonal.
Observacio´n 1.2.7. Es importante notar que cualquier representacio´n irreducible es no-
separable, ya que por definicio´n una representacio´n es irreducible si no tiene subespacios
invariantes y es no-separable si no puede ser escrita como la suma directa de subespacios in-
variantes, en resumen, una representacio´n irreducible es no-separable, porque de lo contrario
podr´ıa descomponerse en una suma directa de irreducibles.
Sin embargo, lo contrario no se cumple, es decir, que una representacio´n que sea no-
separable sea irreducible, el Ejemplo 1.2.6 es un contra ejemplo a dicha afirmacio´n.
El siguiente teorema es el resultado principal de este cap´ıtulo. Esta prueba es bastante
ana´loga a la prueba de la existencia de una descomposicio´n en factores primos de un entero
o de una factorizacio´n de polinomios por medio de irreducibles.
Teorema 1.2.8. (Maschke).
Cada representacio´n de un grupo finito es completamente reducible.
Demostracio´n. Sea ϕ : G→ GL(V ) la representacio´n de un grupo finito G. La prueba proce-
de por induccio´n sobre el grado de ϕ, esto es, dimV . Si dimV = 1, entonces ϕ es irreducible
ya que V no tiene subespacios propios diferentes de cero.
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Supo´ngase que la afirmacio´n es cierta para dimV ≤ n, se debera´ verificar que para ϕ : G→
GL(V ) una representacio´n con dimV = n + 1 tambie´n se cumple que sea completamente
reducible.
Si ϕ es irreducible, entonces se ha terminado la demostracio´n, ya que, la representacio´n
ya esta escrita como la suma directa de representaciones irreducibles (ella misma).
De lo contrario, ϕ es separable por el Corolario 1.2.5, lo que permite poder escribir
al espacio como la suma directa de al menos dos subespacios G-invariantes, sean V1, V2
6= 0 esos subespacios tales que V = V1 ⊕ V2. Adema´s, se tiene que dimV1, dimV2 <
dimV, as´ıporinduccio´nϕ|V1 y ϕ|V2 son completamente reducibles. Por lo tanto, se puede re-
escribir a los subesapcios como V1 = U1 ⊕ · · · ⊕ Us y V2 = W1 ⊕ · · · ⊕Wr donde los Ui, Wi
son G-invariantes y las subrepresentaciones ϕ|Ui , ϕ|Wj son irreducibles para todo 1 ≤ i ≤ s
, 1 ≤ j ≤ r.
Entonces V = U1 ⊕ · · · ⊕ Us ⊕W1 ⊕ · · · ⊕Wr y ϕ es completamente irreducible, por que
ha podido ser escrito como suma directa de representaciones irreducibles.
Observacio´n 1.2.9. Si se escoge ϕ como la representacio´n de la cual habla el teorema,
se puede verificar que cuando ϕ es una matriz de representacio´n unitaria, entonces ϕ es
equivalente a una suma directa de representaciones unitarias irreducibles a trave´s de una
equivalencia implementada por una matriz unitaria T (Proposicio´n 1.2.4). En resumen po-
demos decir que las representaciones unitarias esta´n compuestas por matrices unitarias.
En conclusio´n, si ϕ : G→ GLn(C) es cualquier representacio´n de un grupo finito, entonces
ϕ ∼

ϕ(1) 0 · · · 0
0 ϕ(2)
. . .
...
...
. . . . . . 0
0 · · · 0 ϕ(m)

donde ϕ(i) es irreducible para cada i(5). Ahora queda por determinar cuando una des-
composicio´n en irreducibles es u´nica, a esta interrogante se le dara´ respuesta en el siguiente
cap´ıtulo.
(5)Esto es ana´logo al teorema espectral que indica que todas las matrices autoadjuntas son diagonalizables.
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Cap´ıtulo 2
Teor´ıa de Caracteres y Relaciones de
Ortogonalidad
En este cap´ıtulo se estudiara´ la Teor´ıa de Caracteres, que por decirlo de alguna manera
es el corazo´n de la Teor´ıa de Representaciones de Grupos, la idea principal es poder codificar
una representacio´n ϕ : G→ GLn(C) de G en una funcio´n con valores complejos χϕ : G→ C.
En otras palabras, se reemplaza una funcio´n de un espacio n-dimensional por otra funcio´n
de un espacio uno-dimensional.
Se establecera´n las relaciones de ortogonalidad de Schur, las cuales a grandes rasgos
muestran que las entradas de las representaciones unitarias irreducibles, de un grupo finito
G forman una base ortogonal para el espacio de funciones complejas en G.
2.1. Morfismos de Representaciones
Un principio de la matema´tica moderna es que los mapeos entre los objetos matema´ticos
tienen la misma importancia que los propios objetos. Teniendo esta idea en mente, se define
la nocio´n de “morfismo” entre representaciones. Sea ϕ : G → GL(V ) una representacio´n,
puede pensarse en los elementos de G como escalares por medio de g · v = ϕgv para v ∈ V ,
es decir, se tiene a los elementos del grupo que actu´an sobre v por medio de una funcio´n (el
morfismo); de aqu´ı que un morfismo entre ϕ : G → GL(V ) y ρ : G → GL(W ) debe ser una
transformacio´n lineal T : V → W tal que Tgv = gTv para todo g ∈ G y v ∈ V . Formalmente,
esto significa Tϕgv = ρgTv para todo v ∈ V , es decir, Tϕg = ρgT para todo g ∈ G.
Definicio´n 2.1.1. Morfismo.
Sean ϕ : G → GL(V ) y ρ : G → GL(W ) dos representaciones. Un morfismo entre ϕ y ρ es por
definicio´n un mapeo lineal T : V → W tal que Tϕg = ρgT , para todo g ∈ G. En otras palabras el
siguiente diagrama muestra que conmuta para todo g ∈ G.
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Figura 2.1: Morfismo de Representaciones
El conjunto de todos morfismos de ϕ a ρ, esta denotado por HomG(ϕ, ρ). Observe´se
que HomG(ϕ, ρ) ⊆ Hom(V,W ), no´tese que los HomG(ϕ, ρ) son un caso particular de los
Hom(V,W ), ya que en el primer conjunto esta´n solo los homomorfismos que representan a
G y en el otro conjunto se encuentran a todos los operadores lineales que existen entre V y
W .
Observacio´n 2.1.2. Si T ∈ HomG(ϕ, ρ) es invertible, entonces ϕ v ρ y T es una equiva-
lencia (o isomorfismo).
Observacio´n 2.1.3. Observe´se que T : V → V pertenece a HomG(ϕ, ϕ) si y solo si Tϕg =
ϕgT para todo g ∈ G, esto es, T conmuta (o centraliza) con ϕ(G). En particular, la funcio´n
identidad I : V → V es siempre un elemento de HomG(ϕ, ϕ).
En a´lgebra, para los homomorfismos el nu´cleo (centro) y la imagen de un morfismo de
representaciones suelen ser subrepresentaciones.
Proposicio´n 2.1.4. Sea T : V → W que pertenece a HomG(ϕ, ρ), entonces kerT es un
subespacio G-invariante de V y T (V ) = ImT es un subespacio G-invariante de W .
Demostracio´n. Se sabe que kerT ≤ V , entonces para probar que es un subespacio invariante
se toman v ∈ kerT y g ∈ G y se quiere que ϕgv ∈ kerT .
Se sabe que Tϕgv = ρgTv por definicio´n de morfismo y como v ∈ kerT entonces Tv = 0
de aqu´ı que
ρgTv = 0
⇒ Tϕgv = 0; por el morfismo
⇒ ϕgv = 0; por lo tanto ϕgv ∈ kerT
como se han obtenido los resultados deseados, se concluye que kerT es G-invariante.
Por otro lado se sabe que ImT ≤ W entonces para probar que es un subespacio invariante
se toma w ∈ ImT , entonces este w tiene la forma w = Tv con v ∈ V , si ahora se aplica ρg a
w se quiere probar que ρgw ∈ Im T .
Ahora, se tiene que ρgw = ρgTv (solo sustituyendo el valor de w) y por el morfismo se
tiene ρgTv = Tϕgv y como ϕgv ∈ V es evidente que Tϕgv ∈ ImT . Por lo tanto hemos
encontrado que ImT es G-invariante tambie´n.
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El conjunto de morfismos de ϕ a ρ tiene la estructura adicional de un espacio vectorial,
como se muestra en la siguiente proposicio´n.
Proposicio´n 2.1.5. Sean ϕ : G → GL(V ) y ρ : G → GL(W ) representaciones. Entonces
HomG(ϕ, ρ) es un subespacio de Hom(V,W ).
Demostracio´n. Para probar que un conjunto es un subespacio recue´rdese que se puede utilizar
la caracterizacio´n que establece que dados w,w′ ∈ W y λ, λ′ ∈ K =⇒ λw + λ′w′ ∈ W
Se toma T1, T2 ∈ HomG(ϕ, ρ) y c1, c2 ∈ C y se quiere probar que (c1T1 + c2T2)ϕg =
ρg(c1T1 + c2T2) para que (c1T1 + c2T2) pertenezca a HomG(ϕ, ρ).
Entonces
(c1T1 + c2T2)ϕg = c1T1ϕg + c2T2ϕg ; ya que T1, T2 ∈ HomG(ϕ, ρ)
= c1ρgT1 + c2ρgT2 ; ya que Tiϕg = ρgTi con i = 1, 2
= ρg(c1T1 + c2T2); ya que ρg es un operador lineal.
De aqu´ı que (c1T1 + c2T2) ∈ HomG(ϕ, ρ) como se quer´ıa, por tanto es un subespacio.
Es importante observar que a grandes rasgos en toda la teor´ıa de representaciones los
morfismos entre representaciones irreducibles son muy limitados. Aqu´ı es cuando debe no-
tarse que se esta trabajando sobre el campo de los nu´meros complejos y no en el campo de
los nu´meros reales. Es decir, se utiliza el hecho de que cada operador lineal sobre un espacio
vectorial complejo de dimensio´n finita tiene un valor propio y esto es una consecuencia del
hecho que cada polinomio sobre C posee una ra´ız; en particular el polinomio caracter´ıstico
del operador tiene una ra´ız.
Lema 2.1.6. (Lema de Schur).
Sean ϕ, ρ representaciones irreducibles de G, y T ∈ HomG(ϕ, ρ). Entonces T es invertible
o T = 0. En consecuencia:
(a) Si ϕ  ρ, entonces HomG(ϕ, ρ) = {0};
(b) Si ϕ = ρ, entonces T = λI con λ ∈ C (esto quiere decir que T es la multiplicacio´n por
un escalar).
Demostracio´n. Sea ϕ : G → GL(V ), ρ : G → GL(W ), y sea T : V → W que pertenece a
HomG(ϕ, ρ).
Si T = 0 la demostracio´n habra´ terminado, ya que, dadas las premisas basta con que una
de las dos condiciones se cumpla.
Entonces se asume que T 6= 0. La Proposicio´n 2.1.4 implica que el ker de T es G-invariante
y por lo tanto el kerT = V o el kerT = 0. Ve´ase que si el kerT = V entonces ∀v ∈ V se
tiene que T (v) = 0 =⇒ T = 0 y se hab´ıa asumido que T 6= 0, por tanto kerT = 0 y se afirma
que T es inyectiva.
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Por otro lado, por la Proposicio´n 2.1.4 se tiene que ImT es G-invariante y por tanto
ImT = W o ImT = 0, pero si ImT = 0 =⇒ T : V → W entonces para u ∈ V se tiene
T (u) = 0, si w = T (u) entonces esto seria cierto ∀w ∈ W ; esto pasa cuando T = 0 y se ha
asumido que T 6= 0, de aqu´ı que ImT = W y como la imagen del homomorfismo es todo el
espacio de llegada entonces T es sobreyectiva.
En conclusio´n como T es inyectiva y sobreyectiva, entonces es biyectiva y por tanto es
invertible, que era lo que se deseaba probar.
Ahora se probara´ la consecuencia del Lema de Schur
(a) Se demostrara´ por la contrapositiva, que dice que: Si HomG(ϕ, ρ) 6= 0 entonces ϕ ∼ ρ.
No´tese que si HomG(ϕ, ρ) 6= 0 entonces existe T 6= 0 ∈ HomG y ser´ıa invertible ya que
por la primera parte del Lema todos los homomorfismos no nulos son invertibles, y se
cumplir´ıa que ρgT = Tϕg ∀g ∈ G, es decir, ϕ ∼ ρ
(b) Sea λ un valor propio de T (no´tese que se trabaja sobre C y no sobre R). Entonces λI−T
no es invertible ya que por definicio´n de valor propio se tiene que det(λI − T ) = 0 y si
det = 0 entonces la matriz no es invertible.
Ahora como I ∈ HomG(ϕ, ϕ), la prueba de la Proposicio´n 2.1.5 dice que λI−T pertenece
a Homg(ϕ, ϕ). No´tese que segu´n la primera parte de este lema, todos los elementos no
nulos de Homg(ϕ, ϕ) son invertibles y ya se establecio´ que λI−T no es invertible, entonces
no le queda ma´s que λI − T = 0 y si se despeja a T se tiene que T = λI.
Observacio´n 2.1.7. Se deduce del Lema de Schur que
1. Todos los homomorfismos no nulos son invertibles y si no son invertibles obligatoria-
mente son nulos.
2. El ı´tem (a) dice que si HomG(ϕ, ρ) = {0} entonces T = {0} y las representaciones no
son equivalentes.
3. Del ı´tem (b) se observa que si ϕ y ρ son representaciones irreducibles equivalentes
entonces dim HomG(ϕ, ρ) = 1, ya que si se toma S : ϕ→ ρ y T : ϕ→ ρ, si S−1 : ρ→ ϕ
y se calcula la composicio´n S−1T : ϕ→ ϕ entonces S−1T ∈ Hom(ϕ, ϕ) entonces
S−1T = λI
T = SλI
= λSI
= λS
Por lo tanto si ϕ y ρ son representaciones irreducibles equivalentes entonces habr´ıa un
solo homomorfismo (una sola matriz) que los relacione, exceptuando los mu´ltiplos que
estar´ıan dados por todos los posibles valores de λ de acuerdo a lo expuesto en el literal
(b).
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Despue´s de los resultados anteriores, se puede describir las representaciones irreducibles
de un grupo abeliano.
Corolario 2.1.8. Sea G un grupo abeliano. Entonces cualquier representacio´n irreducible
de G tendra´ grado uno.
Demostracio´n. Sea ϕ : G → GL(V ) una representacio´n irreducible. Se fija por el momento
h ∈ G, haciendo T = ϕh se obtiene para todo g ∈ G que
Tϕg = ϕhϕg ; sustituyendo a T
= ϕhg ; por propiedades del homomorfismo ϕ
= ϕgh ; como G es conmutativo hg = gh
= ϕgϕh ; por propiedades del homomorfismo ϕ
= ϕgT ; sustituyendo a ϕh
Observe´se que T cumple con la Definicio´n 2.1.1 entonces T ∈ HomG(ϕ, ϕ), no´tese que al
hablar de T o de ϕh, se habla de la misma representacio´n, por ello puede tratarse como una
matriz sin ningu´n problema. Consecuentemente, el lema de Schur implica que T = ϕh = λhI
para algu´n escalar λh ∈ C (1).
Sea Cv, se probara´ que es G-invariante, para ello sea v un vector no nulo y k ∈ C, lo que
se busca es comprobar que ϕh(kv) ∈ Cv entonces
ϕh(kv) = (λhI)kv ; sustituyendo a ϕh
= (λhk)v ; no´tese que (λhk) ∈ C e I es la matriz identidad.
Entonces (λhk)v ∈ Cv, y como h se tomo arbitrario se puede afirmar sin pe´rdida de
generalidad que Cv es un subespacio G-invariante. Por otro lado recue´rdese que los u´nicos
subespacios G-invariantes son {0} y todo el espacio V , como Cv es G-invariante entonces
se concluye que V = Cv por la irreducibilidad de la representacio´n, adema´s dimCv = 1
entonces al ser arbitrario se puede concluir que, cualquier representacio´n irreducible de G de
un grupo abeliano, tendra´ grado 1.
A continuacio´n se muestran algunas de las aplicaciones de este resultado en el a´lgebra
lineal.
Corolario 2.1.9. Sea G un grupo abeliano finito y ϕ : G → GLn(C) una representacio´n.
Entonces existe una matriz invertible T tal que T−1ϕgT es diagonal para toda g ∈ G (con T
independiente de g).
Demostracio´n. Por el Teorema de Maschke (Teorema 1.2.8) se tiene que ϕ es completamen-
te reducible, por la Definicio´n 1.1.24 esto quiere decir que ϕ ∼ ϕ(1) ⊕ · · · ⊕ ϕ(m) donde las
ϕ(i), con i = 1, . . . ,m son irreducibles. Como G es abeliano, debido al Corolario 2.1.8 el
(1)El sub´ındice indica la dependencia sobre h
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grado de cada ϕ(i) es 1 (y por lo tanto n = m).
En consecuencia, ϕ
(i)
g ∈ C∗ ∀ g ∈ G ya que son irreducibles y de grado uno. Ahora
como ϕ ∼
n⊕
i=1
ϕ(i) entonces existe T tal que T : Cn → Cn que permite la equivalencia antes
descrita, haciendo uso de la Definicio´n 1.1.14 se tiene
T−1ϕgT =

ϕ
(1)
g 0 · · · 0
0 ϕ
(2)
g
. . .
...
...
. . . . . . 0
0 · · · 0 ϕ(n)g

que es una matriz diagonal para todo g ∈ G.
El siguiente corolario obtenido a partir de las aplicaciones directas del Corolario 2.1.8
presenta un requisito para la diagonalizacio´n de matrices de orden finito.
Corolario 2.1.10. Sea A ∈ GLm(C) una matriz de orden finito, si An = I, entonces los
valores propios de A son las ra´ıces n-e´simas de la unidad. Adema´s A es diagonalizable(2).
Demostracio´n. Supo´ngase que An = I y se define una representacio´n ϕ : Z/nZ(3) → GLm(C)
por medio de ϕ([k]) = Ak. Se verificara´ que esta funcio´n esta´ bien definida y es una repre-
sentacio´n.
Si [k] = [p]
entonces k = p+ nq con q ∈ Z
as´ı ϕ([k]) = Ap+nq
Ak = ApAnq
Ak = Ap (An)q
Ak = Ap (I)q
Ak = Ap
que no es ma´s que ϕ([k]) = ϕ([p])
por lo tanto esta´ bien definida, se comprbabra´ que es homomorfismo.
Sea ϕ([k + p]) = Ak+p
= AkAp
= ϕ([k])ϕ([p])
(2)Que una matriz sea diagonalizable quiere decir que existe una base de vectores propios, cuya transfor-
macio´n resultante es una matriz diagonal.
(3)Z/nZ es abeliano
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Por lo tanto existe T ∈ GLn(C) tal que T−1AT es diagonal por el Corolario 2.1.9, este
afirma tambie´n que es diagonalizable. Supo´ngase
T−1AT =

λ1 0 · · · 0
0 λ2
. . .
...
...
. . . . . . 0
0 · · · 0 λm
 = D
Entonces
Dn = (T−1AT )n
= T−1AnT
= T−1IT = I
Para lo cual se tiene 
λn1 0 · · · 0
0 λn2
. . .
...
...
. . . . . . 0
0 · · · 0 λnm
 = Dn = I
y por lo tanto λni = 1 para todo i. Esto establece que los valores propios de A son ra´ıces
n-e´simas de la unidad.
2.2. Relaciones de Ortogonalidad
Desde este punto en adelante, el grupo G siempre se asumira´ finito. Sea ϕ : G→ GLn(C)
una representacio´n. Entonces ϕg = (ϕij(g)) donde ϕij(g) ∈ C para 1 ≤ i, j ≤ n. As´ı,
hay n2 funciones (pues es una matriz de n × n = n2) ϕij : G → C asociadas al grado n de
representacio´n ϕ. ¿Que´ se puede decir de las funciones ϕij cuando ϕ es irreducible y unitaria?
Resulta que las funciones de este tipo forman una base ortogonal para CG.
Definicio´n 2.2.1. A´lgebra de grupo.
Sea G un grupo, se define
L(G) = CG = {f | f : G→ C}.
entonces L(G) es un espacio vectorial con producto interno, con operaciones de adicio´n y multiplicacio´n
escalar dadas por
(f1 + f2)(g) = f1(g) + f2(g)
(cf)(g) = c · f(g)
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y cuyo producto interno esta´ definido por
〈f1, f2〉 = 1|G|
∑
g∈G
f1(g)f2(g)
A L(G) se le llamara´ a´lgebra de grupo de G.
Se probara´ que L(G) es un producto interno con las operaciones ya antes definidas.
Desarrollo. Sean f1, f2 que pertenecen a L(G) y c1, c2 ∈ C entonces
〈c1f1 + c2f2, f3〉 = 1|G|
∑
g∈G
(c1f1 + c2f2) (g)f3(g)
=
1
|G|
∑
g∈G
[(c1f1) (g) + (c2f2) (g)] f3(g)
=
1
|G|
∑
g∈G
[c1 · f1(g) + c2 · f2(g)] f3(g)
=
1
|G|
∑
g∈G
[
c1 · f1(g)f3(g) + c2 · f2(g)f3(g)
]
= c1 ·
[
1
|G|
∑
g∈G
f1(g)f3(g)
]
+ c2 ·
[
1
|G|
∑
g∈G
f2(g)f3(g)
]
= c1 · 〈f1(g), f3(g)〉+ c2 · 〈f2(g), f3(g)〉
Luego se verifica que
〈f2, f1〉 = 1|G|
∑
g∈G
f2(g)f1(g)
=
1
|G|
∑
g∈G
f2(g)f1(g)
=
1
|G|
∑
g∈G
f2(g)f1(g)
=
1
|G|
∑
g∈G
f2(g)f1(g)
=
1
|G|
∑
g∈G
f1(g)f2(g)
= 〈f1, f2〉
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Por ultimo se tiene que
〈f1, f1〉 = 1|G|
∑
g∈G
f1(g)f1(g)
=
1
|G|
∑
g∈G
|f1(g)|2
≥ 0; sera´ 0 cuando f1(g) = 0
Otro resultado importante para este espacio vectorial es que la dimensio´n del espacio
coincide con el orden del grupo, es decir, dimL(G) = |G|
Desarrollo. Para probarlo to´mese G = {g1, · · · , gn} tal que |G| = n y se definen las siguientes
funciones fi = δ{gi} tales que
δ{gi}(g) =
{
0 si g 6= g1
1 si g = gi
Debe encontrarse una base para L(G), para ello sea el conjunto formado por las funciones
{f1, · · · , fn}, si se determinara´ que este conjunto genera el espacio (ya que tienen la misma
dimensio´n que G), podr´ıa concluirse lo deseado. Si f1, · · · , fn fuera una base, entonces se
deber´ıa probar que si f ∈ L(G) en donde f : G −→ C y cuya definicio´n esta dada por
zi = f(gi) ∈ C, entonces f =
n∑
i=1
zifi (una funcio´n escrita como combinacio´n lineal de
elementos de la base) se prueba que estas funciones son exactamente la misma, ya que para
todo gj ∈ G
n∑
i=1
zifi(gj) = zjfj(gj); ya que fi(gj) = 0 si i 6= j
= zj.1
= zj
= f(gj)
Efectivamente f =
n∑
i=1
zifi se cumple, es decir toda f se puede escribir como combinacio´n
lineal de las fi, ahora solo falta probar que son linealmente independientes, puede usarse el
producto interno y averiguar si es ortogonal, ya que por ende seria linealmente independiente.
Entonces se calcula
〈fi, fj〉 = 1|G|
∑
g∈G
fi(g)fj(g)
= 0; cuando i 6= j ya que fi(g) 6= 0 y fj(g) = 0
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Como es un conjunto linealmente independiente y es base para L(G) se afirma que la dimen-
sio´n del espacio se corresponde con el orden del grupo.
Uno de los objetivos de este cap´ıtulo es probar el siguiente resultado importante debido
a I. Schur. Recue´rdese que Un(C) es un grupo de matrices unitarias de n× n.
(Resultado importante: Relaciones de ortogonalidad de Schur).
Supo´ngase que ϕ : G→ Un(C)(4) y ρ : G→ Um(C) son representaciones unitarias irredu-
cibles no equivalentes. Entonces:
1. 〈ϕij, ρkl〉 = 0;
2. 〈ϕij, ϕkl〉 =
{
1/n si i = k y j = l
0 de lo contrario.
La prueba de este teorema requiere de algunas proposiciones que se ira´n mencionando,
hasta que se tengan los prerrequisitos necesarios para afrontar su demostracio´n. Primero se
comenzara´ utilizando nuevamente el “truco de la suma” en la siguiente propisicio´n.
Proposicio´n 2.2.2. Sean ϕ : G→ GL(V ) y ρ : G→ GL(W ) representaciones y supo´ngase
que T : V → W es una transformacio´n lineal. Entonces:
(a) T ] =
1
|G|
∑
g∈G
ρg−1Tϕg ∈ HomG(ϕ, ρ);
(b) Si T ∈ HomG(ϕ, ρ), entonces T ] = T ;
(c) El mapeo P : Hom(V,W ) → HomG(ϕ, ρ) definido por P (T ) = T ] es una transforma-
cio´n lineal.
Demostracio´n. Se verifica (a) por medio un ca´lculo directo.
T ]ϕh =
1
|G|
∑
g∈G
ρg−1Tϕgϕh =
1
|G|
∑
g∈G
ρg−1Tϕgh (2.1)
Se aplica un cambio de variable x = gh, considerando que la multiplicacio´n por la derecha
de h es una permutacio´n de G (5), ya que g var´ıa con G tambie´n lo hace x. Notemos que:
x = gh
g−1x = h
g−1 = hx−1
(4)Recue´rdese que este es el grupo de las matrices unitarias de n× n.
(5)Cualquier producto de este elemento por otro siempre dara´ un elemento del grupo.
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con lo anterior se llega a la conclusio´n de que el lado derecho de (2.1)
1
|G|
∑
x∈G
ρhx−1Tϕx =
1
|G|
∑
x∈G
ρhρx−1Tϕx
= ρh
1
|G|
∑
x∈G
ρx−1Tϕx
= ρhT
]
Esto demuestra que T ] ∈ HomG(ϕ, ρ). Para probar (b), no´tese que si T ∈ HomG(ϕ, ρ),
entonces
T ] =
1
|G|
∑
g∈G
ρg−1Tϕg; ya que Tϕg = ρgT
=
1
|G|
∑
g∈G
ρg−1ρgT ; no´tese que ρg−1ρg = ρg−1g = ρe = In
=
1
|G|
∑
g∈G
T ; observe´se que la sumatoria es igual a la cantidad de elementos de G
=
1
|G| |G|T ; se simplifica y se obtiene
= T.
Finalmente para (c) se establece la linealidad(6) comprobando que
P (c1T1 + c2T2) = (c1T1 + c2T2)
]
=
1
|G|
∑
g∈G
ρg−1(c1T1 + c2T2)ϕg
= c1
1
|G|
∑
g∈G
ρg−1T1ϕg + c2
1
|G|
∑
g∈G
ρg−1T2ϕg
= c1T
]
1 + c2T
]
2
= c1P (T1) + c2P (T2).
Si T ∈ HomG(ϕ, ρ), entonces (b) implica que T = T ] = P (T ) y por tanto P es sobreyectiva.
La siguiente proposicio´n es una variante al lema de Schur y es la forma en la que
comu´nmente sera´ usado. Esta variante se basa en la observacio´n trivial que si In es la matriz
(6)Para probar la linealidad recue´rdese f(αx+ βy) = αf(x) + βf(y), para α y β escalares.
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identidad n× n y λ ∈ C, entonces
Tr(λIn) =
n∑
i=1
λ
= λ
n∑
i=1
1
= λn
Proposicio´n 2.2.3. Sean ϕ : G→ GL(V ), ρ : G→ GL(W ) representaciones irreducibles de
G y sea T : V → W un mapeo lineal. Entonces:
(a) Si ϕ  ρ, entonces T# = {0} ;
(b) Si ϕ = ρ, entonces T# =
Tr(T )
gradϕ
I.
Demostracio´n. Supo´ngase primero que ϕ  ρ. Entonces HomG(ϕ, ρ) = 0 por el literal a) del
Lema de Schur, asimismo T ] = 0, ya que T ] ∈ HomG(ϕ, ρ).
Luego se supone a ϕ = ρ, por el literal b) del lema de Schur, T ] = λI para λ ∈ C y el
objetivo sera´ resolver para este.
Como T ] : V → V , se tiene
Tr(T ]) = Tr(λI)
= λTr(I)
= λ dimV
= λ gradϕ
=⇒ Tr(T
])
gradϕ
= λ
De lo calculado anteriormente se tiene que T ] = λI = Tr(T
])
gradϕ
I.
Por otro lado, tambie´n se puede calcular la traza directamente de la definicio´n de T ],
usando Tr(AB) = Tr(BA), con lo que se obtiene
Representaciones de Grupos Finitos, Escuela de Matema´tica, Universidad de El Salvador 60
Tr(T ]) =
1
|G|
∑
g∈G
Tr(ϕg−1Tϕg)
=
1
|G|
∑
g∈G
Tr(ϕg−1ϕgT )
=
1
|G|
∑
g∈G
Tr(ϕg−1gT )
=
1
|G|
∑
g∈G
Tr(T )
=
|G|
|G| Tr(T )
= Tr(T )
y por tanto T ] =
Tr(T )
gradϕ
I, como se requer´ıa.
Si ϕ : G → GLn(C) y ρ : G → GLm(C) son representaciones, entonces Hom(V,W ) =
Mmn(C) y HomG(ϕ, ρ) es un subespacio de Mmn(C). Por lo tanto el mapeo P de la Proposi-
cio´n 2.2.2 puede ser visto como una transformacio´n lineal P : Mmn(C)→Mmn(C). Entonces
ser´ıa natural calcular la matriz de P con respecto a la base esta´ndar para Mmn(C).
Resulta que cuando ϕ y ρ son representaciones unitarias, la matriz de P tiene una
forma especial. Recue´rdese que la base esta´ndar para Mmn(C) consiste en las matrices
E11, E12, · · · , Emn donde Eij es una matriz de m × n con 1 en la posicio´n ij y 0 en las
dema´s. Entonces se tiene (aij) =
∑
ij
aijEij.
El siguiente lema es un ca´lculo directo con la fo´rmula para la multiplicacio´n de matrices.
Lema 2.2.4. Sean A ∈ Mrm(C), B ∈ Mns(C), y Eki ∈ Mmn(C). Entonces la fo´rmula
(AEkiB)`j = a`kbij es cierta si A = (aij) y B = (bij).
Demostracio´n. Si se multiplican las 3 matricesA,B y C = Eki se tendr´ıaACB = (a`x)(cxy)(byj),
en donde cxy tiene un 1 en la posicio´n ki, observe´se que cualquier producto entre los elemen-
tos de A o de B por C sera´n 0, excepto cuando se multiplique por la posicio´n ki. De aqu´ı
que cada elemento de la matriz ACB tendra´ la forma:
(ACB)`j =
∑
x,y
a`xcxybyj
(AEkiB)`j =
∑
x,y
a`x(Eki)xybyj
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Y como cki = 1 entonces todos los te´rminos en esta suma son 0, excepto cuando x = k,
y = i, as´ı solo se tendr´ıa:
(AEkiB)`j = a`kEkibij
= a`k(1)bij
= a`kbij
Ejemplo 2.2.5. Este ejemplo ilustra el Lema 2.2.4:
Desarrollo.
(aij)Eki(bij) =
[
a11 a12
a21 a22
] [
0 1
0 0
] [
b11 b12
b21 b22
]
=
[
0 a11
0 a12
] [
b11 b12
b21 b22
]
=
[
a11b21 a11b22
a21b21 a21b22
]
.
Lo que tambie´n podr´ıa haberse encontrado haciendo
(AE12B)11 = a11b21
(AE12B)12 = a11b22
(AE12B)21 = a21b21
(AE12B)22 = a21b22
Los resultados expuestos anteriormente, permiten calcular la matriz P con respecto a la
base esta´ndar. Se establece el resultado en la forma en la que se utilizara´.
Lema 2.2.6. Sean ϕ : G → Un(C) y ρ : G → Um(C) representaciones unitarias. Sea A =
Eki ∈Mmn(C). Entonces (A)]`j = 〈ϕij, ρk`〉.
Demostracio´n. Ya que ρ es unitario, se cumple que ρg−1 = ρ
−1
g = ρ
∗
g
(7), debido a que ρ es una
representacio´n y si se quiere encontrar el inverso de un elemento, se debe buscar su matriz
inversa.(8)[12], as´ı si ρ es la representacio´n y el elemento g esta´ representado por ρg entonces
g−1 esta´ representado por ρg−1 = ρ−1g .
(7)Con respecto al producto interno esta´ndar sobre Cn la transformacio´n lineal asociada a la matriz A ∈
GLn(C) es unitaria si y solo si A−1 = A∗, es decir, el conjugado de A es A = (aij). El conjugado de la
transpuesta de la adjunta de A es la matriz A∗ = AT
(8)Recue´rdese que esta representado como: g 7→ ρg y g−1 7→ ρg−1
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Como cada ρ`k(g
−1) es una ra´ız n-e´sima de la unidad y su inverso coincide con el complejo
conjugado, en consecuencia ρ`k(g
−1) = ρk`(g). Teniendo esto en cuenta, se calcula
(A)]`j =
1
|G|
∑
g∈G
(ρg−1Ekiϕg)`j
=
1
|G|
∑
g∈G
ρ`k(g
−1)ϕij(g) por el Lema 2.2.4
=
1
|G|
∑
g∈G
ρ`k(g)ϕij(g); ya que ρ`k(g
−1) = ρ`k(g) y por la Definicio´n 2.2.1deT ]
= 〈ϕij, ρk`〉
como se quer´ıa.
Observacio´n 2.2.7. Sea P : Mmn(C)→Mmn(C) la transformacio´n lineal dada por P (T ) =
T ] y sea B la matriz de P con respecto a la base esta´ndar para Mmn(C). Entonces B es una
matriz mn×mn cuyas filas y columnas son indexados por pares `j, ki, donde 1 ≤ j, k ≤ m
y 1 ≤ j, i ≤ n. El contenido del Lema 2.2.6 es que las entradas `j,ki de B es el producto
interno 〈ϕij, ρk`〉 = T ].
Con los resultados antes propuestos se puede demostrar el teorema de las relaciones de
Ortogonalidad de Schur.
Teorema 2.2.8. Relaciones de ortogonalidad de Schur.
Supo´ngase que ϕ : G → Un(C) y ρ : G → Um(C) son representaciones unitarias irreducibles
no equivalentes. Entonces:
1. 〈ϕij, ρk`〉 = 0;
2. 〈ϕij, ϕk`〉 =

1
n
si i = k y j = `
0 de lo contrario.
Demostracio´n. Se demostrara´ cada numeral
1. Sea A = Eki ∈MmnC, entonces por el Lema 2.2.6
(A)]`j = 〈ϕij, ϕk`〉; ya que ρ  ϕ
= 0; por la Proposicio´n 2.2.3
Por tanto 〈ϕij, ρk`〉 = 0.
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2. Aplicando la Proposicio´n 2.2.3 y el Lema 2.2.6 considerando ϕ = ρ, sea A = Eki ∈
Mn(C). Entonces
A] =
Tr(A)
gradϕ
I; por la Proposicio´n 2.2.3
=
Tr(Eki)
n
I; por definicio´n de A
El Lema 2.2.6 nos dice que (A)]`j = 〈ϕij, ϕk`〉.
Supo´ngase que j 6= `, entonces dado que I`j = 0 (ya que tiene valor cuando
` = j, es decir, cuando se toma un elemento de la diagonal), se deduce que
(A)]`j = 〈ϕij, ϕk`〉 = 0.
Luego supo´ngase que i 6= k, entonces Eki so´lo tendr´ıa ceros en la diagonal (re-
cue´rdese que la matriz Eki posee un u´nico 1 en la posicio´n ki) y as´ı Tr(Eki) = 0.
As´ı tendr´ıamos nuevamente (A)]`j = 〈ϕij, ϕk`〉 = 0.
Finalmente, para los casos en donde ` = j e i = k, se sabe que Eki tiene un u´nico
1 que dadas las circunstancias estar´ıa en la diagonal y el resto de las entradas
ser´ıan 0. Por lo tanto Tr(Eki) = 1 y as´ı (A)
]
`j =
Tr(Eki)
n
I = 1
n
y a su vez se deduce
que 〈ϕij, ϕk`〉 = 1n .
Con lo anterior se demuestra el teorema.
Una simple renormalizacio´n establece:
Corolario 2.2.9. Sea ϕ una representacio´n unitaria irreducible de G de grado d. Entonces
las d2 funciones {√dϕij | 1 6 i, j 6 d} forman un conjunto ortonormal.
Demostracio´n. Hay que probar que el producto interno 〈√dϕij,
√
dϕij〉 = 1, para que sean
normales, entonces
〈
√
dϕij,
√
dϕij〉 =
√
d〈ϕij,
√
dϕij〉; utilizando la linealidad conjugada por la derecha
=
(√
d
)(√
d
)
〈ϕij, ϕij〉
=
(√
d
)2
〈ϕij, ϕij〉
= d〈ϕij, ϕij〉; por Teorema 2.2.8
= d
(
1
d
)
= 1
Como los elementos se han tomado arbitrarios y la ortogonalidad se sigue del teorema ante-
rior, se concluye que es un conjunto ortonormal.
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Un resultado importante del Teorema 2.2.8 podr´ıa ser que hay que hay un nu´mero finito
de clases de equivalencia de representaciones irreducibles de G, ya que por el Teorema de
Maschke se sabe que si ϕ es una representacio´n unitaria entonces puede particionarse en
representaciones irreducibles unitarias y cada una de ellas pertenecera´n a distintas clases
de equivalencia, adema´s se sabe que dimL(G) = |G|, es decir, ningu´n conjunto de vectores
linealmente independiente de L(G) podra´ tener ma´s de |G| elementos. Por otro lado las
Relaciones de Ortogonalidad de Schur dicen que las entradas de representaciones unitarias
no equivalentes de G forman un conjunto ortogonal de vectores no nulos en L(G), con esto se
tendr´ıa que la cantidad de clases de equivalencia ser´ıa a lo sumo |G|. De la discusio´n anterior
se puede deducir que G tiene como ma´ximo |G| clases de equivalencia de representaciones
irreducibles. Ahora si se toma a ϕ(1), · · · , ϕ(s) como representantes de cada una de las clases
tomadas anteriormente y si se forma un conjunto completo de representantes de las clases de
representaciones irreducibles de G y se define como di = gradϕ
(i), entonces por las Relaciones
de Ortogonalidad de Schur y el Corolario 2.2.9 cada una de las d2 funciones de cada una de
las representaciones irreducibles d2k representadas por
√
dkϕ
(k)
ij sera´n ortonormales entre si.
Entonces el conjunto de las d21 + d
2
2 + · · · + d2s funciones representadas como {
√
dkϕ
(k)
ij |
1 ≤ k ≤ s, 1 ≤ i, j ≤ dk}, si se toman dos representaciones por el numeral 1 del Teorema
de Schur, formar´ıan un conjunto ortonormal de vectores en L(G) entre si y por lo tanto
s ≤ d21 + · · · + d2s ≤ |G|, ya que hay por lo menos un representante en cada clase, se tiene
s representantes y por tanto el grado de una de las representaciones estara´ entre 1 ≤ k ≤ s
porque di ≥ 1 para todo i, adema´s no´tese que no pueden ser ma´s que la dimensio´n del espacio
por lo que se ha discutido, de aqu´ı que las cotas sean s y |G|.
Esta discusio´n se resume en la siguiente proposicio´n.
Proposicio´n 2.2.10. Sea G un grupo finito. Sean ϕ(1),. . . ,ϕ(s) un conjunto completo de
representantes de las clases de equivalencia de las representaciones irreducibles de G y el
conjunto di = gradϕ
(i). Entonces las funciones
{
√
dkϕ
(k)
ij | 1 6 k 6 s, 1 6 i, j 6 dk}
forman un conjunto ortonormal en L(G) y por lo tanto s 6 d21 + · · ·+ d2s 6 |G|.
Ma´s adelante, se vera´ que la segunda desigualdad en la proposicio´n es, de hecho, una
igualdad; la primera es so´lo una igualdad para los grupos abelianos.
2.3. Caracteres y Funciones de Clase
En este cap´ıtulo se probara´ la unicidad de la descomposicio´n de una representacio´n en
representaciones irreducibles. El ingrediente clave es asociar a cada representacio´n ϕ una
funcio´n χϕ : G→ C que codifica toda la representacio´n.
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Definicio´n 2.3.1. Cara´cter.
Sea ϕ : G → GL(V ) una representacio´n. El cara´cter χϕ : G → C de ϕ se define estableciendo
χϕ(g) = Tr(ϕg). El cara´cter de una representacio´n irreducible es llamado un cara´cter irreducible.
Entonces si ϕ : G→ GLn(C) es una representacio´n dada por ϕg = (ϕij(g)), entonces
χϕ(g) =
n∑
i=1
ϕii(g).
En general para calcular el cara´cter de una representacio´n, debe escogerse una base y por
tanto cuando se hable de caracteres se asumira´ sin pe´rdida de generalidad que se refieren
tambie´n a la matrices de representacio´n. Ve´anse a continuacio´n algunas generalidades de los
caracteres.
Observacio´n 2.3.2. Si ϕ : G → C∗ es una representacio´n de grado 1, entonces χϕ = ϕ. A
partir de ahora, no se distinguira´ entre una representacio´n de grado 1 y su cara´cter.
La primero que debe saberse del cara´cter es el grado de la representacio´n.
Proposicio´n 2.3.3. Sea ϕ una representacio´n de G. Entonces χϕ(1) = gradϕ.
Demostracio´n. En efecto, supo´ngase que ϕ : G → GL(V ) es una representacio´n. Entonces
calculando la traza del elemento identidad
χϕ(1) = Tr(ϕ1)
= Tr(I)
= dimV
= gradϕ
Una propiedad de los caracteres que es clave es que dependen u´nicamente de las clases
de equivalencia de la representacio´n.
Proposicio´n 2.3.4. Si ϕ y ρ son representaciones equivalentes, entonces χϕ = χρ.
Demostracio´n. Dado que la traza se calcula mediante la seleccio´n de una base, se puede
asumir que ϕ, ρ : G→ GLn(C). Entonces, como las representaciones son equivalentes, existe
una matriz invertible T ∈ GLn(C) tal que ϕg = TρgT−1, para todo g ∈ G. Recue´rdese que
Tr(AB) = Tr(BA), entonces
χϕ(g) = Tr(ϕg)
= Tr(TρgT
−1)
= Tr(T−1Tρg); usando Tr(AB) = Tr(BA) donde A = Tρg y B = T−1
= Tr(ρg)
= χρ(g)
como se quer´ıa.
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Esencialmente la misma prueba permite otra propiedad crucial de los caracteres que son
constantes sobre las clases conjugadas.
Proposicio´n 2.3.5. Sea ϕ una representacio´n de G. Entonces, para todo g, h ∈ G, se cumple
la igualdad χϕ(g) = χϕ(hgh
−1).
Demostracio´n. En efecto, se calcula
χϕ(hgh
−1) = Tr(ϕhgh−1); por el homomorfismo
= Tr(ϕhϕgϕ
−1
h ); por propiedad de la traza, haciendo A = ϕhϕg y B = ϕ
−1
h
= Tr(ϕ−1h ϕhϕg)
= Tr(ϕh−1ϕhϕg)
= Tr(ϕh−1hϕg)
= Tr(ϕg)
= χϕ(g)
Las funciones que son constantes en las clases conjugadas juegan un papel importante en
la TRG (Teor´ıa de Representacio´n de Grupos) y, por tanto, merecen un nombre propio.
Definicio´n 2.3.6. Funcio´n de clase.
Una funcio´n f : G→ C es llamada una funcio´n de clase si f(g) = f(hgh−1) para todo g, h ∈ G, o
de forma equivalente si f es constante sobre las clases conjugadas de G. El espacio de las funciones de
clase es denotado por Z(L(G)).
En particular, los caracteres son funciones de clases, la notacio´n Z(L(G)) sugiere que las
funciones de clases deber´ıan ser el centro de algu´n anillo y de hecho esto sera´ el caso. Si
f : G → C es una funcio´n de clase y C es la clase de conjugacio´n, f(C) denotara´ el valor
constante que f toma sobre C.
Proposicio´n 2.3.7. Z(L(G)) es un subespacio de L(G).
Demostracio´n. Sean f1, f2 funciones de clase sobre G y sea c1, c2 ∈ C. Entonces utilizando
la Definicio´n 2.3.6 y la caracterizacio´n para los subespacios, se tiene:
(c1f1 + c2f2)(hgh
−1) = c1f1(hgh−1) + c2f2(hgh−1); f1 y f2 son funciones de clase
= c1f1(g) + c2f2(g)
= (c1f1 + c2f2)(g)
lo que muestra que c1f1 + c2f2 es una funcio´n de clase, por tanto es un subespacio.
A continuacio´n, se calculara´ la dimensio´n de Z(L(G)), para ello, sea Cl(G) el conjunto
de clases conjugadas de G. Para C ∈ Cl(G), se define la funcio´n δC : G → C (funcio´n
caracter´ıstica) con regla de asignacio´n:
δC(g) =
{
1, si g ∈ C
0, si g /∈ C
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Proposicio´n 2.3.8. El conjunto B = {δC | C ∈ Cl(G)} es una base para Z(L(G)). En
consecuencia, dimZ(L(G)) = |Cl(G)|.
Demostracio´n. No´tese que cada δC por definicio´n es constante en las clases conjugadas y por
lo tanto es una funcio´n de clase. Se comenzara´ por mostrar que B genera a Z(L(G)).
Si f ∈ Z(L(G)), se verificara´ que f =
∑
C∈Cl(G)
f(C)δC , para ello, sea C
′ la clase conjugada
de g entonces∑
C∈Cl(G)
f(C)δC(g) = f(C
′)δC′(g); se evalu´a en g porque es de intere´s C ′
= f(C ′)1; como g ∈ C ′ ⇒ δC′(g) = 1
= f(g); ; por definicio´n f(C ′) = f(g)
entonces f =
∑
C∈Cl(G)
f(C)δC , por lo tanto δC genera a las funciones de clase.
Para establecer la independencia lineal, se verificara´ que B es un conjunto ortogonal de
vectores distintos de cero, ya que la ortogonalidad implica independencia lineal. Sean C,
C ′ ∈ Cl(G), entonces
〈δC , δC′〉 = 1|G|
∑
g∈G
δC(g)δC′(g)
Observe´se que se obtendra´n dos tipos de resultados que dependera´n de la pertenencia de
g a las clases C o C ′ por la definicio´n de la funcio´n caracter´ıstica. Por ello, obtendremos un
resultado diferente de cero, solo cuando las clases sean iguales y as´ı∑
g∈G
δC(g)δC′(g) =
∑
g∈C
1 = |C|
reescribiendo se tiene
〈δC , δC′〉 =
{|C|/|G|, C = C ′; si pertenece a ambos, entonces son iguales
0, ; si C 6= C ′; entonces g ∈ C ′ y g /∈ C o viceversa
Esto completa la demostracio´n de que B es una base.
Ahora para calcular la dimensio´n, observe´se que por los ca´lculos anteriores se tiene tantas
clases conjugadas como elementos de la base, es decir, |B| = |Cl(G)|, por otro lado como B
es una base entonces dim(Z(L(G))) = |B| = |Cl(G)|
El siguiente teorema es uno de los resultados fundamentales en Teor´ıa de Representaciones
de Grupos. Este muestra que los caracteres irreducibles forman un conjunto ortonormal de
funciones de clase. Este resultado se utilizara´ para establecer la unicidad de la descomposicio´n
de una representacio´n en componentesirreducibles y calcular exactamente el nu´mero de clases
de equivalencia de representaciones irreducibles.
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Teorema 2.3.9. (Primeras relaciones de Ortogonalidad).
Sean ϕ, ρ representaciones irreducibles de G. Entonces
〈χϕ, χρ〉 =
{
1, si ϕ ∼ ρ
0, si ϕ  ρ
Por tanto los caracteres irreducibles de G forman un conjunto ortonormal de funciones de
clases.
Demostracio´n. Por la Proposicio´n 1.2.4, supo´ngase sin pe´rdida de generalidad que dados
ϕ1 y ρ1 dos representaciones irreducibles, existen ϕ y ρ representaciones unitarias tales que
ϕ1 ∼ ϕ y ρ1 ∼ ρ, tales que ϕ : G → Un(C) y ρ : G → Um(C). Por la Proposicio´n 2.3.4 se
tiene que χϕ1 = χϕ y χρ1 = χρ. De aqu´ı que se puede calcular
〈χϕ, χρ〉 = 1|G|
∑
g∈G
χϕ(g)χρ(g)
=
1
|G|
∑
g∈G
(
n∑
i=1
ϕii(g)
)(
m∑
j=1
ρjj(g)
)
; por Definicio´n 2.3.1 para ϕ y ρ
=
1
|G|
∑
g∈G
n∑
i=1
(
ϕii(g)
m∑
j=1
ρjj(g)
)
=
1
|G|
∑
g∈G
n∑
i=1
m∑
j=1
ϕii(g)ρjj(g)
=
n∑
i=1
m∑
j=1
(
1
|G|
∑
g∈G
ϕii(g)ρjj(g)
)
; no´tese que es la definicio´n de producto interno
=
n∑
i=1
m∑
j=1
〈ϕii(g), ρjj(g)〉
Las relaciones de ortogonalidad de Schur (Teorema 2.2.8) verifican que 〈ϕii(g), ρjj(g)〉 = 0
(9) si ϕ  ρ y por lo tanto 〈χϕ, χρ〉 = 0.
Si ϕ ∼ ρ en este caso, las relaciones de ortogonalidad de Schur establecen que:
〈ϕii, ϕjj〉 =
{
1/n, i = j
0, i 6= j
(9)De hecho es va´lido para cualquier ı´ndice.
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y por tanto de
〈χϕ, χρ〉 = 〈χϕ, χϕ〉
=
n∑
i=1
n∑
j=1
〈ϕii, ϕjj〉 solo es de intere´s los 〈ϕii, ϕjj〉 6= 0, es decir, los de ı´ndices iguales
=
n∑
i=1
〈ϕii, ϕii〉
=
n∑
i=1
1
n
= 1
como se requer´ıa.
Corolario 2.3.10. Hay a lo sumo |Cl(G)| clases de equivalencia de representaciones irre-
ducibles de G.
Demostracio´n. No´tese que el teorema recie´n demostrado (Teorema 2.3.9) implica que las
representaciones irreducibles no equivalentes tienen caracteres diferentes y, ma´s au´n, los
caracteres irreducibles forman un conjunto ortonormal en Z(L(G)). Como dimZ(L(G)) =
|Cl(G)| (por la Propiedad 2.3.8) y los conjuntos ortonormales son linealmente independientes,
entonces a lo sumo puede tener el taman˜o de la base, es decir, |Cl(G)| elementos.
Definicio´n 2.3.11. Multiplicidad.
Si V es un espacio vectorial, ϕ es una representacio´n y m > 0, entonces se establece
mV = V ⊕
×m︷︸︸︷· · · ⊕V y mϕ = ϕ⊕ ×m︷︸︸︷· · · ⊕ϕ
Ahora si ρ ∼ m1ϕ(1)⊕m2ϕ(2)⊕ · · · ⊕msϕ(s), entonces mi es llamada la multiplicidad de ϕ(i) en ρ. Si
mi > 0, entonces se dice que ϕ
(i) es un componente irreducible de ρ.
Sea ϕ(1), · · · , ϕ(s) un conjunto completo de representaciones unitarias irreducibles de G,
salvo equivalencia. Nuevamente se establece di = gradϕ
(i).
En este momento no puede afirmarse que la multiplicidad esta´ bien definida, ya que
todav´ıa no se ha establecido la unicidad de la descomposicio´n de una representacio´n en
irreducibles, ya que se ha visto que una representacio´n puede ser equivalente a la suma
directa de representaciones irreducibles, pero no se ha dicho hasta este momento si esta´
representacio´n es u´nica. Para demostrar que esta´ bien definido, se encontro´ una forma de
calcular la multiplicidad directamente del cara´cter de ρ. Dado que el cara´cter so´lo depende
de la clase de equivalencia, se deduce que la multiplicidad de ϕ(i) sera´ la misma sin importar
como se descomponga, ya que ρ ∼⊕miϕ(i) entonces por la Proposicio´n 2.3.4 χρ = χ⊕miϕ(i) .
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Observacio´n 2.3.12. Si ρ ∼ m1ϕ(1) ⊕m2ϕ(2) ⊕ · · ·msϕ(s), entonces
grad ρ = m1d1 +m2d2 + · · ·msds
donde se ha conservado la notacio´n anterior.
Lema 2.3.13. Sea ϕ = ρ⊕ ψ con ρ y ψ irreducibles. Entonces χϕ = χρ + χψ.
Demostracio´n. Supo´ngase que ρ : G → GLn(C) y ψ : G → GLm(C). Entonces ϕ : G →
GLn+m(C) tiene la forma:
ϕg =
[
ρg 0
0 ψg
]
.
Como la traza es la suma de los elementos diagonales, se deduce que
χϕ(g) = Tr(ϕg); ya que ϕ = ρ⊕ ψ
= Tr(ρg) + Tr(ψg) esto se debe a que son matrices cuadradas
= χρ(g) + χψ(g).
De donde se concluye que χϕ = χρ + χψ.
El lema anterior implica que cada cara´cter es una combinacio´n lineal entera de caracteres
irreducibles. Puede utilizarse la ortonormalidad de los caracteres irreducibles para extraer
los coeficientes.
Teorema 2.3.14. Sea ϕ(1), · · · , ϕ(s) un conjunto completo de representantes de las clases de
equivalencia de las representaciones irreducibles de G y sea
ρ ∼ m1ϕ(1) ⊕m2ϕ(2) ⊕ · · · ⊕msϕ(s)
Entonces mi = 〈χρ, χϕ(i)〉 y la descomposicio´n de ρ en componentes irreducibles es u´nica
y la representacio´n de ρ esta´ determinada, salvo equivalencias, por su cara´cter.
Demostracio´n. Se sabe que ρ ∼ m1ϕ(1) ⊕m2ϕ(2) ⊕ · · · ⊕msϕ(s) (una descomposicio´n cual-
quiera), si se aplica el Lema 2.3.13 se tiene que χρ = m1χϕ(1) + · · · + msχϕ(s) . Se sustituye
lo anterior en 〈χρ, χϕ(i)〉 y se utilizan las Primeras Relaciones de Ortogonalidad, a fin de
encontrar mi, que como se vera´ solo depende del cara´cter de ρ (ni siquiera depende de los
componentes, ni de la descomposicio´n) y de sus representantes. Entonces se tiene que:
〈χρ, χϕ(i)〉 = 〈m1χϕ(1) + · · ·+msχϕ(s) , χϕ(i)〉
Utilizando la linealidad por la izquierda del producto interno:
〈m1χϕ(1) + · · ·+msχϕ(s) , χϕ(i)〉 = m1〈χϕ(1) , χϕ(i)〉+ · · ·+ms〈χϕ(s) , χϕ(i)〉
= mi
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Este calculo resulta de considerar que 〈χϕ(j) , χϕ(i)〉 es igual a 0 o 1, por las primeras
Relaciones de Ortogonalidad, entonces cuando cuando i = j el producto interno dara´ 1, as´ı
se tiene que 〈χρ, χϕ(i)〉 = mi.
Para probar que la descomposicio´n de ρ en componentes irreducibles es u´nica, se utiliza
otra descomposicio´n para la representacio´n, sea ρ ∼ n1ϕ(1) ⊕ n2ϕ(2) ⊕ · · · ⊕ nsϕ(s) con lo
cual χρ = n1χϕ(1) + · · · + nsχϕ(s) , a trave´s de un calculo similar al mostrado se llega a la
conclusio´n de que 〈χρ, χϕ(i)〉 = ni, entonces mi = ni, por lo tanto es u´nica, con lo cual ρ
esta determinada salvo equivalencia por su cara´cter, porque se basa solo en el cara´cter de la
representacio´n.
El Teorema 2.3.14 ofrece un criterio pra´ctico para comprobar si una representacio´n es
irreducible.
Corolario 2.3.15. Una representacio´n ρ es irreducible si y solo si 〈χρ, χρ〉 = 1
Demostracio´n. “=⇒”La implicacio´n directa se cumple ya que si ρ es irreducible entonces
por el Teorema 2.3.9 se cumple que 〈χρ, χρ〉 = 1.
“⇐=”
Para la otra implicacio´n supo´ngase que ρ ∼ m1ϕ(1) ⊕m2ϕ(2) ⊕ · · · ⊕msϕ(s) y por tanto
χρ = m1χϕ(1) + · · ·+msχϕ(s) .
Usando la ortonormalidad de los caracteres irreducibles se obtiene
〈χρ, χρ〉 = 〈
s∑
i=1
miχϕ(i) ,
s∑
i=1
miχϕ(i)〉
=
s∑
j=1
mj〈χϕ(j) ,
s∑
i=1
miχϕ(i)〉; utilizando la linealidad por la izquierda
=
s∑
j=1
s∑
i=1
mjmi〈χϕ(j) , χϕ(i)〉; utilizando la linealidad conjugada por la derecha
es de intere´s cuando i = j ya que el producto interno dara´ 1 por el Teorema 2.3.9, entonces
〈χρ, χρ〉 =
s∑
i=1
mimi〈χϕ(i) , χϕ(i)〉
= m21 + · · ·+m2s
Ahora, como los mi son nu´meros enteros no negativos, se observa que 〈χρ, χρ〉 = 1 e implica
que
s∑
i=1
m2i ≤ 1 ⇒ ∀i se cumple que m2i ≤ 1⇒ m1 = 0, 1 ⇒ ∃j tal que mj = 1⇒
s∑
i=1,i 6=j
m2i = 0
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de aqu´ı que mj = 1 y mi = 0 para i 6= j. Con esto se probo´ que ρ ∼ 1.ϕ(j), es decir, una
representacio´n irreducible y por el Lema 1.1.28, tambie´n ρ sera´ irreducible.
Se utilizara´ el corolario anterior para demostrar que la representacio´n del Ejemplo 1.1.17
es irreducible.
Ejemplo 2.3.16. Sea ρ la representacio´n de S3 del Ejemplo 1.1.17, entonces ρ es irreducible.
Desarrollo. Ya que Id, (12) y (123) forman un conjunto completo de las representantes de
las clases de conjugacio´n de S3, ya estos poseen la misma estructura de ciclo, es decir los que
tienen longitud 1, longitud 2 y longitud 3. Observe´se que podemos utilizar el Corolario 2.3.15
para calcular el producto interno 〈χρ, χρ〉 de los valores del cara´cter de estos elementos.
ρ(Id) =
[
1 0
0 1
]
; ρ(1 2) =
[−1 −1
0 1
]
; ρ(1 2 3) =
[−1 −1
1 0
]
Ahora χρ(Id) = 2, χρ((12)) = 0 y χρ((123)) = −1.(10) Por otro lado 1|G| =
1
|S3| =
1
6
, ya
que el grupo es S3 y el orden del grupo es 3! = 6. Por u´ltimo debe calcularse el producto
interno:
〈χρ, χρ〉 = 1|S3|
∑
g∈S3
χρ(g)χρ(g)
=
1
6
∑
g∈S3
χ2ρ(g); ya que χρ(g) = χρ(g)
=
1
6
[
χ2ρ(Id) + χ
2
ρ(12) + χ
2
ρ(13) + χ
2
ρ(23) + χ
2
ρ(123) + χ
2
ρ(132)
]
=
1
6
[
χ2ρ(Id) + 3χ
2
ρ(12) + 2χ
2
ρ(123)
]
; ya que χ2ρ(12) = χ
2
ρ(13) = χ
2
ρ(23) y χ
2
ρ(123) = χ
2
ρ(132)
=
1
6
(
22 + 3 · 02 + 2 · (−1)2)
=
1
6
(6)
= 1.
Como ρ es una representacio´n de S3 hay tres transposiciones y dos 3-ciclos, adema´s de
la identidad, por ello queda de la forma expresada. Como el producto interno 〈χρ, χρ〉 = 1,
entonces ρ es irreducible por el Corolario 2.3.15.
Se tratara´ de encontrar todos los caracteres irreducibles de S3 y descomponer la repre-
sentacio´n esta´ndar (ve´ase el Ejemplo 1.1.10) en irreducibles en el siguiente ejemplo.
(10)Recue´rdese que para calcular el cara´cter debe de calcularse la traza de la matriz de representacio´n.
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Ejemplo 2.3.17. Buscar los caracteres de S3
Desarrollo. Sabemos que S3 admite el cara´cter trivial χ1 : S3 → C∗ dada por χ1(σ) = 1 para
todo σ ∈ S3 (recue´rdese que se identifico´ una representacio´n de grado uno con su cara´cter).
Tambie´n se tiene el cara´cter χ3 de la representacio´n irreducible del Ejemplo 1.1.17, que se
calculo´ en el ejemplo anterior.
Como S3 tiene tres clases de conjugacio´n, por el Corolario 2.3.10 se puede esperar que
existan tres representaciones irreducibles no equivalentes de S3, porque sera´n a lo sumo la
cantidad de clases conjugadas.
De acuerdo a la Proposicio´n 2.2.10, se sabe que si d es el grado de la representacio´n que
falta (porque ya se calcularon χ1 y χ3), entonces se utiliza la Proposicio´n 2.2.10 para saber el
grado de la representacio´n, entonces se tiene 12+d2+22 ≤ 6, de aqu´ı que el u´nico valor posible
para d es d = 1, para que la suma de los cuadrados de los grados de las representaciones sea
menor o igual a 6. Entonces para definir una segunda representacio´n de grado uno (porque
ya se tiene a la identidad que tambie´n era de grado uno) se tiene:
χ2(σ) =
{
1, σ es par
−1, σ es impar
Con la informacio´n obtenida en el Ejemplo 2.3.16 y lo obtenido anteriormente se ha
encontrado que es una descomposicio´n de la representacio´n esta´ndar en irreducibles y se ha
encontrado que un conjunto completo de representantes de las clases de equivalencia, puede
formar una tabla que codifique esta informacio´n a la que se conocera´ como tabla de cara´cter.
En la tabla las filas correspondera´n a los caracteres irreducibles, mientras que las columnas
correspondera´n con los representantes de clases conjugadas.
En la Tabla 2.1 se resumira´ la informacio´n obtenida en los ejemplos antes mencionados.
Tabla 2.1: Tabla de cara´cter de S3
Id (1 2) (1 2 3)
χ1 1 1 1
χ2 1 -1 1
χ3 2 0 -1
La representacio´n esta´ndar de S3 del Ejemplo 1.1.10 esta´ dada por las matrices
ϕ(12) =
0 1 01 0 0
0 0 1
 , ϕ(123) =
0 0 11 0 0
0 1 0

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Por lo tanto se puede representar los valores del cara´cter en la Tabla 2.2, alternativamente
se puede usar el Teorema 2.3.14 para obtener los resultados mostrados en dicha tabla.
〈χϕ, χ1〉 = 1
6
(3 + 3 · 1 + 2 · 0) = 1
〈χϕ, χ2〉 = 1
6
(3 + 3 · (−1) + 2 · 0) = 0
〈χϕ, χ3〉 = 1
6
(6 + 3 · 0 + 2 · 0) = 1
Tabla 2.2: Tabla de cara´cter de χϕ
Id (1 2) (1 2 3)
χϕ 3 1 0
No´tese que la Tabla 2.2 muestra que χϕ = χ1 + χ3 y por lo tanto ϕ ∼ χ1 ⊕ ρ, como se
hab´ıa mencionado en el Ejemplo 1.1.17.
Se estudiara´ la tabla de caracteres en detalle ma´s adelante, en particular, vamos a de-
mostrar que las columnas son siempre por pares ortogonales, como es el caso en la Tabla
2.1.
2.4. La Representacio´n Regular
El teorema de Cayley afirma que G es isomorfo a un subgrupo de Sn donde n = |G|.
La representacio´n esta´ndar del Ejemplo 1.1.10 proporciona una representacio´n ϕ : Sn →
GLn(C); a la restriccio´n de esta representacio´n a G, visto como un subgrupo de Sn, se
le llamara´ representacio´n regular de G, aunque se construira´ formalmente de una manera
diferente.
Sea X un conjunto finito, se construye el espacio vectorial con base X, utilizando sumas
formales de elementos en X, haciendo
CX =
{∑
x∈X
cxx | cx ∈ C
}
.
En donde cx son complejos que dependen de x, as´ı CX consta de todas las combinaciones
lineales de elementos de X.
Dos elementos
∑
x∈X
axx y
∑
x∈X
bxx se dice que son iguales si y so´lo si ax = bx para todo
x ∈ X.
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La adicio´n esta´ definida por∑
x∈X
axx+
∑
x∈X
bxx =
∑
x∈X
(ax + bx)x
La multiplicacio´n escalar se define de manera similar∑
x∈X
kaxx = k
∑
x∈X
axx
Se identifica a x ∈ X con la combinacio´n lineal 1 · x en donde X es una base para CX,
como ya se ha dicho. El producto interno puede ser definido sobre CX de la siguiente forma:〈∑
x∈X
axx,
∑
x∈X
bxx
〉
=
∑
x∈X
axbx
Definicio´n 2.4.1. Representacio´n regular.
Sea G un grupo finito. La representacio´n regular de G es el homomorfismo: L : G → GL(CG)
definido por
Lg
∑
h∈G
chh =
∑
h∈G
chgh =
∑
x∈G
cg−1xx,
Para g ∈ G (donde la ultima igualdad proviene del cambio de variables de x = gh ⇒ h = g−1x).
Con lo que ha hecho se esta probando que esta bien definido, es decir, se esta trabajando con el grupo
general lineal y esas son transformaciones lineales adentro, al final lo que se consigue es el conocimiento
para trabajar un elemento de este tipo y hacia donde se mapea.
La L aqu´ı significa “izquierda”, es decir operar por la izquierda. Observe´se que sobre un
elemento base h ∈ G, L opera como Lgh = gh, es decir, Lg actu´a sobre la base a trave´s
de la multiplicacio´n por la izquierda del elemento g. La definicio´n anterior proporciona una
fo´rmula para un operador lineal que actu´a sobre una combinacio´n lineal de vectores base,
dada la accio´n sobre la base. De ello se deduce que Lg es un mapeo lineal para todo g ∈ G. La
representacio´n regular nunca es irreducible cuando G no es trivial, pero tiene la caracter´ıstica
que contiene todas las representaciones irreducibles de G como componentes. Primero se
demostrara´ que es una representacio´n.
Proposicio´n 2.4.2. La representacio´n regular es una representacio´n unitaria de G.
Demostracio´n. Ya hemos sen˜alado que el mapeo Lg es lineal para g ∈ G. Adema´s si g1,
g2 ∈ G y h ∈ G es un elementos base de CG, entonces
Lg1Lg2h = Lg1g2h
= g1g2h
= Lg1g2h
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de modo que L es un homomorfismo. Si se demuestra que Lg es unitario, entonces L sera´
una representacio´n unitaria.
Ahora por la Definicio´n 2.4.1 y haciendo x = gh se tiene〈
Lg
∑
h∈G
chh, Lg
∑
h∈G
khh
〉
=
〈∑
h∈G
chgh,
∑
h∈G
khgh
〉
=
〈∑
x∈G
cg−1xx,
∑
x∈G
kg−1xx
〉
=
∑
x∈G
cg−1xkg−1x; definicio´n de producto interno sobre CX
Para continuar recue´rdese que se hizo el cambio de variables x = gh en donde h = g−1x,
de esa forma se tiene∑
x∈G
cg−1xkg−1x =
∑
h∈G
chkh
=
〈∑
h∈G
chh,
∑
y∈G
khh
〉
; por definicio´n de producto interno
Como
〈
Lg
∑
h∈G
chh, Lg
∑
h∈G
khh
〉
=
〈∑
h∈G
chh,
∑
h∈G
khh
〉
, se establece que Lg es unitario.
Para calcular el cara´cter de L, se usa la siguiente proposicio´n que tiene una forma parti-
cularmente simple.
Proposicio´n 2.4.3. El cara´cter de la representacio´n regular L esta dado por
χL(g) =
{|G|, si g = 1
0, si g 6= 1
Demostracio´n. Sea G = {g1, · · · , gn} donde n = |G| y sea Lggj = ggj. As´ı si [Lg] es la matriz
de Lg con respecto a la base G con este orden, intentemos ver como se comportan estos
elementos a partir de la informacio´n que se tiene:
Dado G = {g1, · · · , gn}
Se tiene Lggj = ggj y estos se comportan como:
Lgg1 = gg1; hagamos gg1 = gi entonces gi = 0g1 + 0g2 + . . .+ 1gi + 0gi+1 + . . .
Lgg2 = gg2; hagamos gg2 = gp entonces gp = 0g2 + . . .+ 1gp + 0gp+1 + . . .
...
Lggk = ggk = gm = 0g1 + 0g2 + . . .+ 1gm + 0gm+1 + . . .
...
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De esa forma se va formando la matriz, no se sabe en que orden, solo que en una de sus
posiciones hay un 1 y cero en las dema´s. Esta informacio´n puede resumirse de la siguiente
manera:
[Lg]ij =
{
1, gi = ggj
0, en otro caso
=
{
1, g = gig
−1
j
0, en otro caso
En particular,
[Lg]ii =
{
1, g = gig
−1
i
0, en otro caso
=
{
1, g = 1
0, en otro caso
de lo que se concluye
χL(g) = Tr(Lg) =
{|G|, g = 1
0, g 6= 1
En donde se tiene la suma de los elementos de la diagonal y en la cual hay tantos elementos
como tenga el grupo.
Ahora se descompondra´ a la representacio´n regular L en componentes irreducibles, se
fijara´ a {ϕ(1), · · · , ϕ(s)} como un conjunto completo de representaciones irreducibles unitarias
no equivalentes de un grupo finito G en donde di = gradϕ
(i). Se escribira´ por conveniencia
χi = χϕ(i) para i ∈ {1, · · · , s}.
Teorema 2.4.4. Sea L la representacio´n regular de G. Entonces se cumple siguiente la
descomposicio´n
L ∼ d1ϕ(1) ⊕ d2ϕ(2) ⊕ · · · ⊕ dsϕ(s)
Demostracio´n. Sea {ϕ(1), ϕ(2), · · · , ϕ(s)} un conjunto completo de representaciones unitarias
irreducibles no equivalentes. Se calculara´ la descomposicio´n usando χL(g) = 0 para g 6= 1 y
χL(1) = |G|, por definicio´n de producto interno sobre CX se tiene
〈χL, χϕ(i)〉 = 〈χL, χi〉; con i ∈ {1, . . . , s}
=
1
|G|
∑
g∈G
χL(g)χi(g)
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No´tese que los sumandos anteriores sera´n 0 para cualquier valor de g, excepto para cuando
g = 1 en donde χL(1) = |G|, entonces se tiene
〈χL, χi〉 = 1|G| |G|χi(1)
= χi(1)
= χi(1)
= χϕ(i)(1); ya que χi(1) = χi(1) y χi = χϕ(i)
= gradϕ(i)
= gradϕ(i); por la Propiedad 2.3.3
= di
Ahora por el Teorema 2.3.14 se tiene: L ∼ m1ϕ(1) ⊕m2ϕ(2) ⊕ · · · ⊕msϕ(s), en donde
mi =
〈
χL, χϕ(i)
〉
= 〈χL, χi〉
= di
En conclusio´n L ∼ d1ϕ(1) ⊕ d2ϕ(2) ⊕ · · · ⊕ dsϕ(s)
Con este teorema a la mano, se puede seguir con la idea principal de este cap´ıtulo, que es
encontrar una forma de codificar una representacio´n de un grupo en una funcio´n con valores
complejos.
Corolario 2.4.5. La fo´rmula |G| = d21 + d22 + · · ·+ d2s se cumple.
Demostracio´n. Por el teorema anterior se tiene L ∼ d1ϕ(1) ⊕ d2ϕ(2) ⊕ · · · ⊕ dsϕ(s) entonces
por el Lema 2.3.13 χL = d1χ1 + d2χ2 + . . .+ dsχs, donde χi = χϕ(i) . As´ı al evaluar χL en 1,
puede verse que se cumple que
χL(1) = d1χ1(1) + d2χ2(1) + . . .+ dsχs(1)
= d1(d1) + d2(d2) + · · ·+ ds(ds)
= d21 + d
2
2 + · · ·+ d2s
Por otro lado se verifico en la Propiedad 2.4.3 que χL(1) = |G|, entonces |G| = d21 + d22 +
· · ·+ d2s, completando la demostracio´n.
Con este resultado se puede inferir que la matriz de coeficientes de una representacio´n
irreducible unitaria forma una base ortogonal para el espacio de todas las funciones de G.
Teorema 2.4.6. El conjunto B = {
√
dkϕ
(k)
ij | 1 ≤ k ≤ s, 1 ≤ i, j ≤ dk} es una base
ortonormal para L(G), conservando la notacio´n anterior.
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Demostracio´n. Se sabe que B es un conjunto ortonormal para L(G) por la Proposicio´n
2.2.10, ademas aplicando las relaciones de ortogonalidad de Schur (Teorema 2.2.8) se tiene
〈√
dkϕ
k
ij,
√
dkϕ
k
ij
〉
=
√
dk
〈
ϕkij,
√
dkϕ
k
ij
〉
=
(√
dk
)2 〈
ϕkij, ϕ
k
ij
〉
= dk
1
dk
= 1
Para |B| ≤ d21 + · · ·+ d2s ≤ |G|, as´ı |B| = |G| = dimL(G), por lo tanto B es una base.
El siguiente teorema muestra que χ1, · · · , χs es una base ortonormal para el espacio de
las funciones de clase Z(L(G)).
Teorema 2.4.7. El conjunto χ1, · · · , χs es una base ortonormal para Z(L(G)).
Demostracio´n. Para probar el teorema se conservara la notacio´n anterior. Las primeras re-
laciones de ortogonalidad (Teorema 2.3.9) afirman que los caracteres irreducibles forman
un conjunto ortonormal de funciones de clase. Por lo tanto se debe mostrar que χ1, · · · , χs
generan todo Z(L(G)).
Sea f ∈ Z(L(G)), por el teorema anterior se puede escribir a f como una combinacio´n
lineal de elementos de la base
f =
∑
i,j,k
c
(k)
ij ϕ
(k)
ij
para algunos c
(k)
ij ∈ C donde 1 ≤ k ≤ s y 1 ≤ i, j ≤ dk. Como f es una funcio´n de clase
(f(x) = f (g−1xg)), para cualquier x ∈ G, ve´ase que
1
|G|
∑
g∈G
f(g−1xg) =
1
|G|
∑
g∈G
f(x); ya que f es funcio´n de clase
=
|G|
|G|f(x)
= f(x)
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Luego se tiene que
f(x) =
1
|G|
∑
g∈G
f(g−1xg)
=
1
|G|
∑
g∈G
(∑
i,j,k
c
(k)
ij ϕ
(k)
ij
)
(g−1xg); reemplazando f
=
∑
i,j,k
c
(k)
ij
1
|G|
∑
g∈G
ϕ
(k)
ij (g
−1xg); debido al homomorfismo
=
∑
i,j,k
c
(k)
ij
[
1
|G|
∑
g∈G
ϕ
(k)
g−1ϕ
(k)
x ϕ
(k)
g
]
ij
=
∑
i,j,k
c
(k)
ij [(ϕ
(k)
x )
]]ij; por la Proposicio´n 2.2.2
=
∑
i,j,k
c
(k)
ij
[
Tr(ϕ
(k)
x )
gradϕ(k)
I
]
ij
; por la Proposicio´n 2.2.3
adema´s se tiene que Tr(ϕ(k)x ) = χk y gradϕ
(k) = dk entonces
=
∑
i,k
c
(k)
ii
1
dk
χk(x)
No´tese que en la ultima igualdad se colocan solo aquellos elementos que contribuyen a la
suma, que son precisamente los elementos de la diagonal. Esto establece que esta´ generado
por χ1, · · · , χs, completando as´ı la prueba de que los caracteres irreducibles forman una base
ortonormal para Z(L(G)).
Corolario 2.4.8. El nu´mero de clases de equivalencia de las representaciones irreducibles
de G es el nu´mero de clases de conjugacio´n de G.
Demostracio´n. Sea s el nu´mero de clases de equivalencia de las representaciones irreducibles
de G, el teorema anterior implica que s = dimZ(L(G)), ya que las funciones de clase forman
una base y por la Proposicio´n 2.3.8 dimZ(L(G)) = |Cl(G)|, en donde, |Cl(G)| es el nu´mero
de clases de conjugacio´n, as´ı s = |Cl(G)| por lo tanto se cumple el corolario.
Corolario 2.4.9. Un grupo finito G es abeliano si y solo si este tiene |G| clases de equiva-
lencia de las representaciones irreducibles.
Demostracio´n. En un grupo abeliano se cumple que para un elemento arbitrario x ∈ G
y para todo g ∈ G se tiene que gx = xg, de aqu´ı que x = gxg−1, esto quiere decir que
cada elemento del grupo pertenece a una clase de conjugacio´n distinta, con lo cual podemos
concluir que |G| = |Cl(G)|.
Por otro lado si |G| = |Cl(G)| quiere decir que para un elemento arbitrario x ∈ G su clase
conjugada es un conjunto unipuntual, entonces se cumple que para todo g ∈ G x = gxg−1
de aqu´ı que gx = xg para cualesquiera elementos del grupo, por lo tanto es abeliano.
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Ejemplo 2.4.10. Representaciones irreducibles de Z/nZ
Sea ωn = e
2pii/n, entonces sus representaciones irreducibles esta´n definidas por χk : Z/nZ→
C∗ con regla de asignacio´n χk([m]) = ωkmn para 0 ≤ k ≤ n− 1.
Desarrollo. Primero no´tese que Z/nZ es c´ıclico por tanto es abeliano, adema´s |Z/nZ| = n.
Los χk son irreducibles porque la representacio´n wn es de grado 1, entonces el cara´cter
coincide con el grado de la representacio´n por la Proposicio´n 2.3.3 y cada ωkmn es diferente.
Entonces χ0, · · · , χn−1 son las distintas representaciones irreducibles de Z/nZ.
La representacio´n de la informacio´n teo´rica acerca de un grupo finito puede resumirse en
una matriz conocida como tabla de caracteres.
Definicio´n 2.4.11. Tabla de Caracteres.
Sea G un grupo finito con caracteres irreducibles χ1, · · · , χs y clases de conjugacio´n C1, · · · , Cs.
La tabla de caracteres de G es la matriz X de dimensiones s× s con Xij = χi(Cj). En otras palabras,
las filas de X son indexadas por los caracteres de G, las columnas por las clases de conjugacio´n de G y
la ij-entrada es el valor del i-e´simo cara´cter sobre la j-e´sima clase de conjugacio´n.(11)
La tabla de caracteres de S3 se registra en la Tabla 2.1, mientras que la de Z/4Z (Tabla
2.3) se puede encontrar de la siguiente forma:
Desarrollo. Por el Ejemplo 2.4.10 se sabe que
χk ([m]) = w
km
n
= e
piikm
2
Por otro lado, recue´rdese que Z/4Z es isomorfo a Z4 entonces las clases son [m] ∈ {0, 1, 2, 3}.
Por lo tanto se realizan los siguientes ca´lculos
[0] [1] [2] [3]
Si k = 1 ⇒ epiim2 χ1([0]) = 1 χ1([1]) = i χ1([2]) = −1 χ1([3]) = −i χ1
Si k = 2 ⇒ epiim χ2([0]) = 1 χ2([1]) = −1 χ2([2]) = 1 χ2([3]) = −1 χ2
Si k = 3 ⇒ e 3piim2 χ3([0]) = 1 χ3([1]) = −i χ3([2]) = −1 χ3([3]) = i χ3
Si k = 4 ⇒ e2piim χ4([0]) = 1 χ4([1]) = 1 χ4([2]) = 1 χ4([3]) = 1 χ4
Con los datos anteriores se forma la tabla de caracteres correspondientes
(11)Los ı´ndices en las filas de X quedan determinados por los caracteres de G
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Tabla 2.3: Tabla de cara´cter de Z/4Z
[0] [1] [2] [3]
χ1 1 i -1 -i
χ2 1 -1 1 -1
χ3 1 -i -1 i
χ4 1 1 1 1
Observe´se que en ambos ejemplos las columnas son ortogonales con respecto al producto
interno esta´ndar. Se demostrara´ que este es siempre el caso. Si g, h ∈ G, entonces el pro-
ducto interno de las columnas correspondientes a sus clases de conjugacio´n esta dada por la
expresio´n.
s∑
i=1
χi(g)χi(h).
Claramente ese sigue siendo un producto interno aun cuando no se este dividiendo por
|G|, cuando el grupo es finito.
Por otro lado, recue´rdese que si C es una clase de conjugacio´n, entonces
δC(g) =
{
1, g ∈ C
0, en otro caso
Los δC con C ∈ Cl(G) forman una base para Z(L(G)), as´ı como los caracteres irreduci-
bles, por lo tanto resulta natural expresar los δC en te´rminos de los caracteres irreducibles,
dando lugar as´ı a la ortogonalidad de las columnas de la tabla de caracteres.
Teorema 2.4.12. (Segundas Relaciones de Ortogonalidad).
Sean C, C ′ clases de conjugacio´n de G y sean g ∈ C y h ∈ C ′. Entonces el producto
interno de las columnas correspondientes a sus clases de conjugacio´n esta´ dado por
S∑
i=1
χi(g)χi(h) =
{
|G|
|C| , si C = C
′
0, si C 6= C ′
Consecuentemente, las columnas de la tabla de caracteres son ortogonales y por lo tanto
la tabla de caracteres es invertible.
Observacio´n 2.4.13. Los caracteres representan la base ortonormal y los δ son funciones
de clase.
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Demostracio´n. El espacio con el que se esta trabajando es finito, posee producto interno y
tiene una base ortonormal, entonces cualquier elemento del espacio puede escribirse δC′ =
s∑
i=1
〈δC′ , χi〉χi, con lo cual puede calcularse
δC′(g) =
s∑
i=1
〈δC′ , χi〉χi(g)
=
s∑
i=1
1
|G|
∑
x∈G
δC′(x)χi(x)χi(g); si x ∈ C ′ ⇒ δC′(x) = 1
=
1
|G|
s∑
i=1
∑
x∈C′
χi(x)χi(g); se toman solo con los elementos de la clase
=
1
|G|
s∑
i=1
χi(g)
∑
x∈C′
χi(x)
pero el cara´cter es constante sobre las clases conjugadas, entonces se estar´ıa sumando |C ′|
un valor de la clase (por hipo´tesis se sabe que h ∈ C ′), obteniendo
∑
x∈C′
χi(x) = |C ′|χi(h), as´ı
δC′(g) =
|C ′|
|G|
s∑
i=1
χi(g)χi(h)
Ahora si g ∈ C ′ entonces δC′(g) = 1 y
1 =
|C ′|
|G|
s∑
i=1
χi(g)χi(h)
|G|
|C ′| =
s∑
i=1
χi(g)χi(h)
o en caso contrario δC′(g) = 0 y
s∑
i=1
χi(g)χi(h) = 0.
Resumiendo este resultado se tiene
s∑
i=1
χi(g)χi(h) =
{|G|/|C|, C = C ′
0, C 6= C ′
como se quer´ıa.
Se deduce que las columnas de la tabla de caracteres forman un conjunto ortogonal de
vectores distintos de cero, ya que al calcular 〈χi(g), χj(h)〉 se obtiene que es igual a 0, porque
la clase para los elementos g y h son distintas por hipo´tesis, esto implica que sean linealmente
Representaciones de Grupos Finitos, Escuela de Matema´tica, Universidad de El Salvador 84
independientes. Este resultado produce la invertibilidad de la tabla de caracteres, por que
al ser linealmente independientes las columnas, si se aplicara´ el proceso de Gauus-Jordan se
llegar´ıa a la identidad.
Observacio´n 2.4.14. La tabla de caracteres es de hecho la transpuesta de la matriz de
cambio de base, es decir, de la base {χ1, · · · , χs} a la base {δC | C ∈ Cl(G)} para Z(L(G)).
2.5. Representacio´n de Grupos Abelianos
En esta seccio´n, se calculara´n los caracteres de un grupo abeliano. El ejemplo 2.4.10 pro-
porciona los caracteres del grupo Z/nZ. Como cualquier grupo abeliano finito es un producto
directo de grupos c´ıclicos, todo lo que se necesita saber es co´mo calcular los caracteres de
un producto directo de grupos abelianos.
Proposicio´n 2.5.1. Sean G1, G2 grupos abelianos y supo´ngase que χ1, · · · , χn y ϕ1, · · · , ϕn
son las representaciones irreducibles de G1, G2, respectivamente. En particular, m = |G1| y
n = |G2|. Entonces las funciones αij : G1 × G2 → C∗ con 1 ≤ i ≤ m, 1 ≤ j ≤ n definidas
como
αij(g1, g2) = χi(g1)ϕj(g2)
forman un conjunto completo de representaciones irreducibles de G1 ×G2.
Demostracio´n. En primer lugar se debe comprobar que los αij son representaciones.
αij(g1, g2)αij(g
′
1, g
′
2) = χi(g1)ϕj(g2)χi(g
′
1)ϕj(g
′
2)
= χi(g1)χi(g
′
1)ϕj(g2)ϕj(g
′
2); el producto es conmutativo en los complejos
= χi(g1g
′
1)ϕj(g2g
′
2)
= αij(g1g
′
1, g2g
′
2)
= αij((g1, g2)(g
′
1, g
′
2))
Ahora debe verificarse que todas las representaciones son distintas, es decir, si αij = αk`
implica que i = k y j = `. Entonces para todo g ∈ G1 se tiene que
χi(g) = χi(g).1
= χi(g)ϕj(eG2)
= αij(g, eG2)
= αk`(g, eG2)
= χk(g)ϕ`.1
= χk(g)(1)
= χk(g)
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Por lo tanto i = k, porque se esta probando que dado un g arbitrario en G1 se cumple que
χi(g) = χk(g), es decir coinciden cuando los indices son iguales, de aqu´ı que dos represen-
taciones irreducibles sean diferentes de lo contrario. La demostracio´n para j = ` es ana´loga.
Ahora hace falta probar la irreducibilidad, por ello se utilizara´ el resultado obtenido en el
Corolario 2.3.15 para demostrar que
〈
χαij , χαij
〉
= 1.〈
χαij , χαij
〉
= 〈αij, αij〉
=
1
|G1 ×G2|
∑
g1∈G1,
g2∈G2
αij(g1, g2)αij(g1, g2)
=
1
mn
∑
g1∈G1,
g2∈G2
χi(g1)ϕj(g2)χi(g1)ϕj(g2)
=
1
mn
∑
g1∈G1,
g2∈G2
χi(g1)χi(g1)ϕj(g2)ϕj(g2)
=
(
1
m
∑
g1∈G1
χi(g1)χi(g1)
)(
1
n
∑
g2∈G2
ϕj(g2)ϕj(g2)
)
= 〈χi, χi〉 〈ϕj, ϕj〉
= (1)(1); por el Corolario 2.3.15 para χi y ϕj irreducibles
= 1
Por otro lado como G1 × G2 tiene |G1 × G2| = |G1||G2| = mn distintas representaciones
irreducibles, se deduce que el αij con 1 ≤ i ≤ m, 1 ≤ j ≤ n son todas ellas.
Ejemplo 2.5.2. Calcular la tabla de caracteres del 4-grupo de Klein Z/2Z×Z/2Z utilizando
la Proposicio´n 2.5.1.
Se encuentra primero la tabla de caracteres para Z/2Z
Z/2Z ≈ Z2 =⇒ wn = e 2piin ⇒ wn = epii; ya que n = 2⇒ wn = −1
=⇒ χk([m]) = wkmn = (−1)km
[0] [1]
Si k = 1 ⇒ (−1)m χ1([0]) = 1 χ1([1]) = −1 χ1
Si k = 2 ⇒ (−1)2m χ2([0]) = 1 χ2([1]) = 1 χ2
La tabla de caracteres de Z/2Z podemos observarla en la Tabla 2.4, ahora se calculara´
la tabla de caracteres de Z/2Z× Z/2Z, que quedara´ representada como en la Tabla 2.5.
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Tabla 2.4: Tabla de cara´cter de Z/2Z
[0] [1]
χ1 1 -1
χ2 1 1
Se calculan los elementos αij(g1, g2) = ρi(g1)ϕj(g2) con gi = [j] con 1 ≤ i, j ≤ 2, no´tese
que ρi = χi y ϕj = χj para i y j antes definidas, por ejemplo, si i = 1 y j = 2 entonces
ρ1([m])ϕ2([n]) = χ1([m])χ2([m]) con [m], [n] ∈ Z/2Z
α11([0], [0]) = ρ1([0])ϕ1([0]) = (1)(1) = 1
α11([0], [1]) = ρ1([0])ϕ1([1]) = (1)(−1) = −1
α11([1], [0]) = ρ1([1])ϕ1([0]) = (−1)(1) = −1
α11([1], [1]) = ρ1([1])ϕ1([1]) = (−1)(−1) = 1
α12([0], [0]) = ρ1([0])ϕ2([0]) = (1)(1) = 1
α12([0], [1]) = ρ1([0])ϕ2([1]) = (1)(1) = 1
α12([1], [0]) = ρ1([1])ϕ2([0]) = (−1)(1) = −1
α12([1], [1]) = ρ1([1])ϕ2([1]) = (−1)(1) = −1
α21([0], [0]) = ρ2([0])ϕ1([0]) = (1)(1) = 1
α21([0], [1]) = ρ2([0])ϕ1([1]) = (1)(−1) = −1
α21([1], [0]) = ρ2([1])ϕ1([0]) = (1)(1) = 1
α21([1], [1]) = ρ2([1])ϕ1([1]) = (1)(−1) = −1
α22([0], [0]) = ρ2([0])ϕ2([0]) = (1)(1) = 1
α22([0], [1]) = ρ2([0])ϕ2([1]) = (1)(1) = 1
α22([1], [0]) = ρ2([1])ϕ2([0]) = (1)(1) = 1
α22([1], [1]) = ρ2([1])ϕ2([1]) = (1)(1) = 1
Una vez calculados cada uno de los elementos, los resumimos tal y como sigue:
Tabla 2.5: Tabla de cara´cter de Z/2Z× Z/2Z
([0],[0]) ([0],[1]) ([1],[0]) ([1],[1])
α11 1 -1 -1 1
α12 1 1 -1 -1
α21 1 -1 1 -1
α22 1 1 1 1
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Cap´ıtulo 3
Ana´lisis de Fourier en grupos finitos
En este cap´ıtulo se introducira´ una estructura algebraica para L(G) procedente del pro-
ducto convolucio´n, en donde la transformada de Fourier permitira´ analizar esta estructura
en te´rminos de algunos anillos conocidos. El ana´lisis de Fourier tiene diversas aplicaciones
en la matema´tica y aun cuando hay libros enteros dedicados al ana´lisis de Fourier en grupos
finitos, este cap´ıtulo se limitara´ a presentar una aplicacio´n para el ca´lculo de los valores
propios de la matriz de adyacencia del Grafo de Cayley de un grupo abeliano.
3.1. Funciones perio´dicas sobre Grupos c´ıclicos
Se definen a las funciones perio´dicas en los enteros.
Definicio´n 3.1.1. (Funcio´n perio´dica).
Una funcio´n f : Z→ C es perio´dica con per´ıodo n, si f(x) = f(x+ n) para todo x ∈ Z (1).
Debe tenerse en cuenta que si n es el per´ıodo de f , entonces tambie´n lo es cualquier
mu´ltiplo de n. En general las funciones perio´dicas con periodo n esta´n en biyeccio´n con los
elementos de L(Z/nZ), es decir, con las funciones f : Z/nZ→ C. Para ver esto, se tiene que
en cada funcio´n perio´dica F : Z −→ C tal que F (i + nk) = zi para toda i ∈ {1, 2, · · · , n},
se le asocia una funcio´n f : Z/nZ −→ C tal que f([i]) = zi para toda i ∈ {1, 2, · · · , n}, de
hecho, la definicio´n de una funcio´n perio´dica dice que f es constante en las clases de residuos
mo´dulo n.
Por otro lado, los caracteres irreducibles forman una base para L(Z/nZ) por el Teorema
2.4.7 y por el Ejemplo 2.4.10.
Entonces si f : Z/nZ→ C es una funcio´n, se tiene que
f = 〈f, χ0〉χ0 + · · ·+ 〈f, χn−1〉χn−1 (3.1)
=
n−1∑
i=0
〈f, χi〉χi (3.2)
(1)Esta es otra forma de referirse a las funciones de clase del grupo cociente.
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donde χk([m]) = e
2piikm/n. Se vera´ que la transformada de Fourier codifica esta informacio´n
como una funcio´n.
Definicio´n 3.1.2. (Transformada de Fourier).
Sea f : Z/nZ→ C, se define la transformada de Fourier f̂ : Z/nZ→ C de f por
f̂([m]) = n〈f, χm〉
= n
(
1
n
n−1∑
k=0
f([k])χk([m])
)
; definicio´n de producto interno
=
n−1∑
k=0
f([k])e−2piimk/n; ya que χk([m]) = e−2piikm/n
No´tese que la transformada de Fourier T : L(Z/nZ)→ L(Z/nZ) es lineal, ya que
T (c1f + c2g)([m]) = n 〈c1f + c2g, χm〉
= nc1 〈c1f, χm〉+ nc2 〈c2g, χm〉
= c1T (f) + c2T (g)
Esto se debe a la linealidad del producto interno en la primera componente. Entonces se
puede reescribir la ecuacio´n (3.2) como una proposicio´n de la siguiente manera:
Proposicio´n 3.1.3. (Inversio´n de Fourier) .
La transformada de Fourier es invertible. Ma´s precisamente, f =
1
n
n−1∑
k=0
f̂([k])χk
Demostracio´n. De acuerdo a la definicio´n dada en la ecuacio´n (3.2) se puede reescribir a la
funcio´n como sigue:
f =
n−1∑
k=0
〈f, χk〉χk
=
1
n
n−1∑
k=0
n 〈f, χk〉χk
=
1
n
n−1∑
k=0
f̂([k])χk; por la definicio´n de transformada de Fourier
Con lo que se ha probado la igualdad de la proposicio´n, ahora recue´rdese que una funcio´n
es invertible si es biyectiva, luego para comprobar la inyectividad se tomara´n las funciones
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f̂ y ĝ, as´ı si f̂ = ĝ se tendr´ıa que f = g. De aqu´ı que
f =
1
n
n−1∑
k=0
f̂([k])χk
=
1
n
n−1∑
k=0
ĝ([k])χk; por hipo´tesis
= g; de acuerdo a lo que ya se ha demostrado
Por lo tanto es inyectiva, falta demostrar la sobreyectividad para que sea invertible. Para
ello sea f([k]) = zk tal que f es la transformada de una funcio´n, se define a la funcio´n g
como sigue
g =
1
n
n−1∑
k=0
f([k])χk
Ahora
ĝ([m]) = n 〈g, χm〉
= n
〈
1
n
n−1∑
k=0
f([k])χk, χm
〉
= n
1
n
〈
n−1∑
k=0
f([k])χk, χm
〉
=
n−1∑
k=0
f([k]) 〈χk, χm〉 ; ya que cada f([k]) es un valor escalar
= f([k])
La u´ltima igualdad se cumple ya que los caracteres irreducibles forman una base para
L(Z/nZ), entonces al ser linealmente independientes el producto interno sera´ 0 a menos que
se trate del mismo cara´cter, entonces la transformada de Fourier es biyectiva y por lo tanto
invertible.
La transformada de Fourier en los grupos c´ıclicos se utiliza en procesamiento de ima´genes
y sen˜ales. La idea es que los valores de f̂ corresponden a las longitudes de onda asociadas a la
funcio´n de onda f . Se ajusta a cero todos los valores suficientemente pequen˜os de f̂ , compri-
miendo de ese modo la onda. Para recuperar la onda original o acercarse lo suficientemente
a ella, se aplica la inversio´n de Fourier.
3.2. El Producto de Convolucio´n
En esta seccio´n se introduce el producto de convolucio´n en L(G), lo cual le dara´ sentido
a la terminolog´ıa definida en el a´lgebra de grupo para L(G).
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Definicio´n 3.2.1. (Convolucio´n).
Sea G un grupo finito y a, b ∈ L(G). Entonces la convolucio´n de a ∗ b : G→ C esta definida por
a ∗ b(x) =
∑
y∈G
a(xy−1)b(y) (3.3)
Observe´se como funciona la definicio´n de convolucio´n, se tiene que para cada elemento
g ∈ G, se ha asociado la funcio´n delta δg. Es natural tratar de asignar una operacio´n de
multiplicacio´n (∗) a L(G) de manera que δg ∗ δh = δgh (2), se corroborara´ que en efecto la
convolucio´n tiene esta propiedad en la siguiente proposicio´n.
Proposicio´n 3.2.2. Para g, h ∈ G, δg ∗ δh = δgh.
Demostracio´n.
δgδh(x) =
∑
y∈G
δg(xy
−1)δh(y)
En donde los u´nicos te´rminos no nulos se obtienen cuando h = y y g = xy−1 = xh−1,
entonces
δg ∗ δh(x) =
{
1 ; si x = gh
0 ; caso contrario
= δgh(x)
Una de las metas sera´ mostrar que la convolucio´n de L(G) da la estructura de un anillo.
Ahora si a, b ∈ L(G), entonces
a =
∑
g∈G
a(g)δg y b =
∑
h∈G
b(h)δh
Se corrobora que efectivamente esta definicio´n devuelve a la funcio´n a
a(x) =
∑
g∈G
a(g)δg(x)
=
{
a(x) ; si g = x
0, ; caso contrario
(2)Recue´rdese que δh(y) = 1 si h = y y δh(y) = 0 si h 6= y
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Pasar´ıa exactamente lo mismo para b. Ahora si L(G) fuera un anillo, entonces la ley distri-
butiva obligar´ıa a que
a ∗ b =
(∑
g∈G
a(g)δg
)
∗
(∑
h∈G
b(h)δh
)
=
∑
g,h∈G
(a(g)δg) ∗ (b(h)δh)
=
∑
g,h∈G
a(g)b(h) (δg ∗ δh)
=
∑
g,h∈G
a(g)b(h)δgh
Si se aplica el cambio de variables y = h y x = gh en donde g = xy−1 se obtiene lo siguiente
a ∗ b =
∑
h∈G
(∑
g∈G
a(g)b(h)δgh
)
=
∑
y∈G
 ∑
xy−1∈G
a(xy−1)b(y)δxy−1y

=
∑
y∈G
 ∑
xy−1∈G
a(xy−1)b(y)δx

la primera sumatoria varia sobre y y la otra sobre xy−1, con la primera se controlan a todo
los y, de esta manera, sin pe´rdida de generalidad puede reescribir como sigue.
=
∑
y∈G
(∑
x∈G
a(g)b(y)δx
)
=
∑
x∈G
(∑
y∈G
a(xy−1)b(y)
)
δx
que es equivalente a la fo´rmula (3.3).
Teorema 3.2.3. El conjunto L(G) es un anillo con la adicio´n tomada punto a punto y la
convolucio´n como multiplicacio´n. Por otra parte, δ1 es la identidad multiplicativa.
Demostracio´n. La adicio´n esta´ dada en la Definicio´n 2.2.1, ahora se verificara´ que δ1 es la
identidad para la operacio´n ∗ de la convolucio´n, sea f ∈ L(G)
f ∗ δ1(x) =
∑
y∈G
f(xy−1)δ1(y−1)
= f(x · 1) · 1; ya que δ1(y−1) = 0 excepto cuando y−1 = 1
= f(x)
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De manera similar se comprueba que δ1 ∗ f(x) = f(x)
δ1 ∗ f(x) =
∑
y∈G
δ1(xy
−1)f(y)
= 1 · f(x)1; ya que xy−1 = 1 entonces x = y
Esto demuestra que δ1 es la identidad multiplicativa.
Para comprobar la asociatividad, sea f , h, w ∈ L(G). Entonces
[(f ∗ h) ∗ w](x) =
∑
y∈G
[f ∗ h](xy−1)w(y) (3.4)
=
∑
y∈G
∑
z∈G
f(xy−1z−1)h(z)w(y) (3.5)
Se hace un cambio de variables para continuar, sea u = zy (y as´ı y−1z−1 = u−1, z = uy−1).
As´ı el lado derecho de (3.5) se convierte en
∑
y∈G
∑
u∈G
f(xu−1)h(uy−1)w(y) =
∑
u∈G
∑
y∈G
f(xu−1)h(uy−1)w(y)
=
∑
u∈G
f(xu−1)
∑
y∈G
h(uy−1)w(y)
=
∑
u∈G
f(xu−1)[h ∗ w](u)
= [f ∗ (h ∗ w)](x)
Ahora se comprobara´ la distributividad, para ello sean f , h, w ∈ L(G), entonces debe
cumplirse que
[(f + h) ∗ w](x) =
∑
y∈G
[f + h](xy−1)w(y)
=
∑
y∈G
[
f(xy−1) + h(xy−1)
]
w(y)
=
∑
y∈G
[
f(xy−1)w(y) + h(xy−1)w(y)
]
=
∑
y∈G
f(xy−1)w(y) +
∑
y∈G
h(xy−1)w(y)
= f ∗ w(x) + h ∗ w(x)
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y tambie´n que
w ∗ (f + h)(x) =
∑
y∈G
w(xy−1)[f + h](y)
=
∑
y∈G
w(xy−1) [f(y) + h(y)]
=
∑
y∈G
[
w(xy−1)f(y) + w(xy−1)h(y)
]
=
∑
y∈G
w(xy−1)f(y) +
∑
y∈G
w(xy−1)h(y)
= w ∗ f(x) + w ∗ h(x)
Lo que completa la prueba.
Ahora es momento de justificar la notacio´n Z(L(G)) para el espacio de las funciones de
clase en G. Recue´rdese que el centro Z(R) de un anillo R consta de todos los elementos
a ∈ R tal que ab = ba para todos b ∈ R. Por ejemplo, se puede demostrar que las matrices
escalares forman el centro de Mn(C).
Proposicio´n 3.2.4. Las funciones de clase forman el centro de L(G). Es decir, f : G→ C
es una funcio´n de clase si y so´lo si a ∗ f = f ∗ a para todo a ∈ L(G).
Demostracio´n. “=⇒”
Supo´ngase que f es una funcio´n de clase y sea a ∈ L(G). entonces
a ∗ f(x) =
∑
y∈G
a(xy−1)f(y); como f es funcio´n de clase, entonces (3.6)
=
∑
y∈G
a(xy−1)f(xyx−1) (3.7)
Si se hace z = xy−1 se tendr´ıa que yx−1 = z−1 y el lado derecho de (3.7) se reescribir´ıa
como∑
z∈G
a(z)f(xz−1) =
∑
z∈G
f(xz−1)a(z); ya que el producto de complejos es conmutativo.
= f ∗ a(x)
Y por lo tanto a ∗ f = f ∗ a (esta´ en el centro).
“⇐=”
Sea f un elemento del centro de L(G), se demostrara´ primero la siguiente conjetura.
f(gh) = f(hg) para todo g, h ∈ G.
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Demostracio´n. (de la conjetura).
Observe´se que se puede reescribir a f(gh) ocupando la funcio´n caracter´ıstica
f(gh) =
∑
y∈G
f(gy−1)δh−1(y); los elementos de la sumatoria sera´n distintos de cero cuando h = y
−1
= f ∗ δh−1(g); utilizando la definicio´n de la convolucio´n
= δh−1 ∗ f(g); como f pertenece al centro puede conmutar
=
∑
y∈G
δh−1(gy
−1)f(y); reescribiendo utilizando la definicio´n
= f(hg); como δh−1(gy
−1) = 1 si h−1 = gy−1 ⇒ y = gh
Fin de la conjetura.
Para completar la demostracio´n, se observa que por el resultado de la conjetura f(ghg−1) =
f(hg−1g) = f(h), con lo que se establece que f es una funcio´n de clase.
Como consecuencia de este resultado, la notacio´n Z(L(G)) para el conjunto de funciones
de clase no es ambigua.
3.3. Ana´lisis de Fourier en Grupos Abelianos Finitos
En esta seccio´n, se considerara´ el caso de grupos abelianos como una situacio´n mucho
ma´s simple, y esto es frecuentemente suficiente para las aplicaciones en procesamiento de
sen˜ales y en la teor´ıa del nu´mero. En esta u´ltima, los grupos de intere´s habitualmente son
Z/nZ y Z/nZ∗.
Sea G un grupo abeliano finito, entonces las funciones de clase de G son las mismas
del a´lgebra de grupo, es decir, L (G) = Z (L (G)), por consiguiente, L (G) es un anillo
conmutativo (se intentara´ identificar, salvo isomorfismo, con un anillo conocido). La clave
para analizar la estructura de anillo de L (G) es la transformada de Fourier.
Definicio´n 3.3.1. (Grupo Dual)
Sea G un grupo abeliano finito y sea Ĝ el conjunto de todos los caracteres irreducibles χ : G −→ C∗.
A Ĝ se le conoce como el grupo dual de G.
Proposicio´n 3.3.2. Sea G un grupo abeliano finito. Se define el producto de Ĝ a trave´s de
la multiplicacio´n punto a punto, es decir, (χ · θ) (g) = χ (g) θ (g). Entonces Ĝ es un grupo
abeliano de orden |G| con respecto a esta operacio´n binaria.
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Demostracio´n. Se probara´ que es cerrado bajo la operacio´n definida. Para ello primero ob-
serve´se que dados χ, θ ∈ Ĝ, se cumple que
χ · θ (g1g2) = χ (g1g2) θ (g1g2)
= χ (g1)χ (g2) θ (g1) θ (g2)
= χ (g1) θ (g1)χ (g2) θ (g2) ; ya que C∗ es conmutativo
= (χ · θ) (g1) · (χ · θ) (g2)
De esta manera Ĝ es cerrada bajo el producto punto a punto. Se comprobara´ si este producto
es asociativo, para ello sean χ, θ y ϕ ∈ Ĝ
χ · [θ · ϕ](g) = χ(g) · (θ · ϕ)(g); aplicando la definicio´n
= χ(g)θ(g)ϕ(g)
= (χ · θ)(g)ϕ(g); asociando convenientemente
= [χ · θ].ϕ(g)
Por lo tanto se dice que es asociativo. Se probara´ la conmutatividad, sean χ, θ ∈ Ĝ
χ · θ(g) = χ(g)θ(g); aplicando la definicio´n
= θ(g)χ(g); recue´rdese que C∗ es conmutativo
= θ · χ(g)
La identidad es el cara´cter trivial χ1(g) = 1 para todo g ∈ G. La inversa viene dada por
χ−1(g) = χ(g−1); por propiedades de los homomorfismos (3)
= χ(g)
(ya que χ es unitaria(4)), adema´s χ−1 es un cara´cter, porque los caracteres pueden ser defini-
dos como un elemento de L(G) hacia C y estos son homomorfismos, por lo tanto el inverso es
el homomorfismo que me lleva a los inversos para el cual la composicio´n es la v´ıa de opera-
cio´n, adema´s el cara´cter es la traza de una matriz de representacio´n, por lo tanto, el cara´cter
inverso sera la traza de la inversa de esa representacio´n. Por ende se tiene que χ · χ−1 = χ1.
As´ı Ĝ es un grupo abeliano. Ya se sab´ıa que el nu´mero de caracteres irreducibles de G es
|G| (una conclusio´n del Corolario 2.4.9). Lo cual completa la demostracio´n.
Ejemplo 3.3.3. Sea G = Z/nZ. Entonces Ĝ = {χ0, . . . , χn−1} con
χk ([m]) = e
2piikm/n
Entonces la asignacio´n [k] 7→ χk es un isomorfismo de grupo G −→ Ĝ.
(4)Lema 2.2.6
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Desarrollo. Se verifica que existe el isomorfismo
ϕ : G −→ Ĝ
[k] 7→ χk
Se debe probar que es homomorfismo, para ello, sean [k], [m] y [p] ∈ Z/nZ entonces
ϕ([k + p])([m]) = χk+p([m]); para todo [m] ∈ Z/nZ
= e2pii(k+p)m/n
= e2pii(k)m/ne2pii(p)m/n
= χk([m])χp([m])
= χk · χp([m])
= ϕ([k]) · ϕ([p])([m])
Por lo tanto es homomorfismo. Adema´s, debe comprobarse que es inyectiva, para ello sean
[k], [p] y [m] ∈ Z/nZ entonces
ϕ([k]) = ϕ([p])([m]) entonces para todo [m] ∈ Z/nZ
χk([m]) = χp([m])
e2pii(k)m/n = e2pii(p)m/n; pero esto es cierto cuando
e2pii(k−p)m/n = 1; con (k − p)m/n ∈ Z =⇒ n | (k − p) =⇒ k ≡ p( (mo´d )n)
⇐⇒ [k] = [p]
Por tanto es inyectiva, para continuar con la sobreyeccio´n observe´se que Ẑ/nZ tiene orden
n, al igual que Z/nZ y como se tiene una funcio´n inyectiva que va de un grupo finito a otro
con el mismo orden, entonces tambie´n es sobreyectiva. Por tanto al ser un homomorfismo
biyectivo se puedes concluir que es un isomorfismo.
Observacio´n 3.3.4. No´tese que la asignacio´n [k] 7→ χk permite deducir que a cada clase le
correspondera´ un solo cara´cter.
El ejemplo mostrado, presenta una situacio´n en la que siempre se tiene que G ∼= Ĝ, esto
se deduce del ejemplo, de los resultados de la Seccio´n 2.5 y el hecho de que cada grupo
finito abeliano es un producto directo de grupos c´ıclicos.
Ahora se introducira´ un isomorfismo de espacio vectorial L(G) −→ L(Ĝ) llamado Trans-
formada de Fourier. Para hacer un homomorfismo de anillos, se tendra´ que usar un producto
diferente en L(Ĝ) que viene siendo la convolucio´n.
Definicio´n 3.3.5. (Transformada de Fourier)(5).
(5)Esta es la definicio´n de la Transformada de Fourier de un Espacio Vectorial.
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Sea f ∗ G −→ C una funcio´n compleja evaluada en un grupo abeliano finito G. Entonces la
Transformada de Fourier f̂ ∗ Ĝ −→ C esta´ definida por
f̂(χ) = |G|〈f, χ〉 =
∑
g∈G
f(g)χ(g)
Los nu´meros complejos |G|〈f, χ〉 son a menudo llamados coeficientes de Fourier de f .
En la Seccio´n 3.1, se definio´ la transformada de Fourier en una forma distinta para
grupos c´ıclicos. Sin embargo, es equivalente bajo el isomorfismo entre Ĝ y G considerado en
el ejemplo 3.3.3.
Ejemplo 3.3.6. Si χ, θ ∈ Ĝ, entonces χ̂ = |G|δχ.
Desarrollo. Aplicando la definicio´n de transformada de Fourier a χ se tiene
χ̂ = |G|〈χ, θ〉; aplicando el Teorema 2.3.9 a χ y θ se tiene
= |G|
{
1 ; si χ ∼ θ
0 ; caso contrario
Como χ, θ ∈ Ĝ, se sabe que a este conjunto pertenecen todas las representaciones irreduci-
bles, por lo que si hay dos que son equivalentes implica que son iguales, de aqu´ı que
χ̂ = |G|
{
1 ; si χ = θ
0 ; caso contrario
= |G|δχ
Teorema 3.3.7. (Inversio´n de Fourier).
Si f ∈ L(G), entonces
f =
1
|G|
∑
χ∈Ĝ
f̂(χ)χ
Demostracio´n. Como los caracteres forman una base ortonormal para G, se puede escribir
a f como sigue y realizar un calculo sencillo:
f =
∑
χ∈Ĝ
〈f, χ〉χ
=
1
|G|
∑
χ∈Ĝ
|G|〈f, χ〉χ
=
1
|G|
∑
χ∈Ĝ
f̂(χ)χ
tal y como se requiere.
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Observacio´n 3.3.8. No´tese que la Proposicio´n 3.1.3 es un caso particular del teorema
anterior.
A continuacio´n se observa que la Transformada de Fourier es un mapeo lineal.
Proposicio´n 3.3.9. El mapeo T : L (G) −→ L(Ĝ) dado por Tf = f̂ es una transformacio´n
lineal invertible.
Demostracio´n. Sea |G| = n, f1 y f2 ∈ L(G), se sabe por definicio´n que T (c1f1 + c2f2) =
̂c1f1 + c2f2. Se probara´ que es una transformacio´n lineal
T (c1f1 + c2f2)(χ) = ̂(c1f1 + c2f2)(χ); aplicando la definicio´n
= |G|〈c1f1 + c2f2, χ〉; por la transformada de Fourier
= n(c1〈f1, χ〉+ c2〈f2, χ〉); por linealidad por la izquierda
= c1n〈f1, χ〉+ c2n〈f2, χ〉
= c1f̂1(χ) + c2f̂2(χ)
= c1T (f1) + c2T (f2)
y as´ı se establece que T es lineal, ahora se debe probar que tambie´n es inyectiva ya que si
T (f1) = T (f2)
para χ ∈ Ĝ se tiene f̂1(χ) = f̂2(χ)
1
n
f̂1(χ) =
1
n
f̂2(χ)
1
n
f̂1(χ)χ =
1
n
f̂2(χ)χ
al tomar χ arbitrario, se observa que la igualdad se mantiene, sin perdida de generalidad se
puede sumar todos los elementos de Ĝ de la siguiente forma
1
n
∑
χ∈Ĝ
f̂1(χi)χ =
1
n
∑
χ∈Ĝ
f̂2(χi)χ; aplicando el Teorema 3.3.7 se tiene
f1 = f2
Lo que implica que T es una funcio´n lineal inyectiva, por otro lado como es un mapeo
lineal inyectivo, la dimensio´n de la imagen es la dimensio´n del dominio (debido a que por
cada elemento hay una funcio´n), es decir, dimL (G) = n = dimL(Ĝ), de aqu´ı que T es
sobreyectiva, con lo cual decimos que es biyectiva y por lo tanto invertible.
Sea A un grupo abeliano. Existen dos caminos para hacer a L(A) un anillo, uno es a
trave´s de la convolucio´n; el otro es usar la multiplicacio´n punto a punto: (f ·g)(x) = f(x)g(x).
Observe´se que δ1 es la identidad para la convolucio´n y el mapeo constante a 1 es la identidad
para el producto punto a punto. El siguiente teorema demuestra que la transformada de
Fourier da el isomorfismo entre estas dos estructuras de anillo, esto es, env´ıa la convolucio´n
a la multiplicacio´n punto a punto.
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Teorema 3.3.10. La Transformada de Fourier satisface
â ∗ b = â · b̂
En consecuencia, el mapeo lineal T : L(G) −→ L(Ĝ) dado por Tf = f̂ provee un isomorfismo
de anillos entre (L(G),+, ∗) y (L(Ĝ),+, ·).
Demostracio´n. Por lo desarrollado en la proposicio´n anterior, se sabe que T es un isomorfismo
de espacios vectoriales con la suma, entonces para demostrar que es un isomorfismo de anillos
bastar´ıa con demostrar que tambie´n cumple para el producto T (a ∗ b) = Ta · Tb, es decir,
â ∗ b = â · b̂. Sea n = |G| entonces
â ∗ b(χ) = n〈a ∗ b, χ〉
= n · 1
n
∑
x∈G
(a ∗ b)(x)χ(x); por la definicio´n de la transformada de Fourier para (a ∗ b)(x)
=
∑
x∈G
∑
y∈G
a(xy−1)b(y)χ(x); aplicando la definicio´n de la convolucio´n
=
∑
y∈G
b(y)
∑
x∈G
a(xy−1)χ(x)
Hacemos un cambio de variables z = xy−1, con lo cual (x = zy). Entonces se obtiene
â ∗ b(χ) =
∑
y∈G
b(y)
∑
z∈G
a(z)χ(zy)
=
∑
y∈G
b(y)
∑
z∈G
a(z)χ(z)χ(y)
=
∑
y∈G
b(y)χ(y)
∑
z∈G
a(z)χ(z)
Multiplicamos por “1”∑
y∈G
b(y)χ(y)
∑
z∈G
a(z)χ(z) = n.
1
n
∑
z∈G
a(z)χ(z)n.
1
n
∑
y∈G
b(y)χ(y)
= n〈a, χ〉n〈b, χ〉
= â(χ)̂b(χ)
= â · b̂(χ)
y as´ı â ∗ b = â · b̂, como era requerido.
Funciones Perio´dicas en Z
A continuacio´n, se hace un resumen de lo que se ha podido demostrar para el caso
cla´sico de funciones perio´dicas en Z, en donde Z/nZ lo identificamos con Ẑ/nZ a trave´s del
isomorfismo [k] 7→ χk.
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Sean f , g ∗ Z −→ C funciones perio´dicas con periodo n y sea m ∈ Z, entonces por
la biyeccio´n que existe entre las funciones perio´dicas y los elementos de L(Z/nZ) (vista al
principio de este capitulo), se sabe que se puede trabajar con las funciones enteras modulo
n en vez de las funciones perio´dicas y as´ı en vez de tomar la clase de equivalencia [k] se
trabaja con el entero k modulo n, siempre y cuando se tenga un nu´mero finito de k. Por lo
anterior se puede definir la convolucio´n, la transformada de Fourier y la inversa de Fourier
como sigue:
La convolucio´n: f ∗ g(m) =
n−1∑
k=0
f(m− k)g(k).
La transformada de Fourier (6): f̂(m) =
n−1∑
k=0
f(k)e−2piimk/n.
La inversio´n de Fourier : f(m) =
1
n
n−1∑
k=0
f̂ (k) e2piimk/n.
La fo´rmula de multiplicacio´n dice que f̂ ∗ g = f̂ · ĝ. En la pra´ctica para calcular f̂ ∗ g es
ma´s fa´cil calcular â · b̂ y luego aplicar la inversio´n de Fourier para obtener f ∗ g.
3.4. Una aplicacio´n a la teor´ıa de grafos
Un grafo Γ consiste en un conjunto V de ve´rtices y en un conjunto E de pares no
ordenados de elementos de V , llamados bordes o aristas. So´lo se consideraran grafos finitos
en esta seccio´n.
A menudo, los grafos se ilustran gra´ficamente representando cada ve´rtice como un punto
y dibujando un segmento de l´ınea entre dos ve´rtices para que formar un borde.
Definicio´n 3.4.1. (Matriz adyacente).
Sea Γ un grafo con con un conjunto de ve´rtices V = {v1, . . . , vn} y un conjunto de aristas B.
Entonces la matriz adyacente A = (aij) esta dada por aij =
{
1 ; si {vi, vj} ∈ B
0 ; caso contrario
Ejemplo 3.4.2. Si Γ tiene un conjunto de ve´rtices V = {1, 2, 3, 4} y un conjunto de aristas
B = {{1, 3} , {2, 3} , {2, 4} , {3, 4}}, entonces el grafo queda como sigue
(6)Puede verificarse la Definicio´n 3.1.2
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Figura 3.1: Un ejemplo de grafo
Y la matriz adyacente es A =

0 0 1 0
0 0 1 1
1 1 0 1
0 1 1 0

Desarrollo. Para obtener los componentes de la matriz de adyacencia calculamos cada aij
utilizando la definicio´n
{1, 1} /∈ B =⇒ a11 = 0
{1, 2} /∈ B =⇒ a12 = 0
{1, 3} ∈ B =⇒ a13 = 1
{1, 4} /∈ B =⇒ a14 = 0
{2, 1} /∈ B =⇒ a21 = 0
{2, 2} /∈ B =⇒ a22 = 0
{2, 3} ∈ B =⇒ a23 = 1
{2, 4} ∈ B =⇒ a24 = 1
{3, 1} ∈ B =⇒ a31 = 1
{3, 2} ∈ B =⇒ a32 = 1
{3, 3} /∈ B =⇒ a33 = 0
{3, 4} ∈ B =⇒ a34 = 1
{4, 1} /∈ B =⇒ a41 = 0
{4, 2} ∈ B =⇒ a42 = 1
{4, 3} ∈ B =⇒ a43 = 1
{4, 4} /∈ B =⇒ a44 = 0
No´tese que la matriz adyacente es sime´trica y por ende diagonalizable con valores propios
reales por el teorema espectral de matrices. El conjunto de valores propios de A se le llama
espectro del grafo; este no depende del orden de los ve´rtices. Se puede obtener informacio´n
importante a partir de los valores propios, como la cantidad de a´rboles recubridores. Adema´s
Anij es el nu´mero de caminos de longitud n desde vi hasta vj, ya que, por ejemplo, al realizar
el producto Aij × Aij, se tendra´ que Aij =
n∑
k=1
aikakj sera´ diferente de cero cuando en la
posicio´n aik y en la posicio´n akj haya un 1, esto indica que existe un camino que une a
ambos ve´rtices, luego al realizar esto Aij × · · · × Aij︸ ︷︷ ︸
n−veces
, se sabe que se obtendra´ el nu´mero de
caminos entre un ve´rtice y otro. Para una matriz diagonalizable, conocer los valores propios
da mucha informacio´n acerca de las potencias de las matrices. Existe un a´rea completa de
teor´ıa de grafos, llamada teor´ıa de grafos espectrales, dedicada a estudiar grafos a trave´s de
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sus valores propios. La matriz de adyacencia tambie´n esta´ estrechamente relacionada con el
estudio de caminos aleatorios en los grafos.
Una fuente natural de grafos, conocidos como grafos de Cayley, proviene de la teor´ıa
de grupos. La Teor´ıa de Representaciones proporciona un medio para analizar los valores
propios de los grafos de Cayley, al menos para los grupos abelianos.
Definicio´n 3.4.3. (Grafo de Cayley).
Sea G un grupo finito, cuando se habla de un subconjunto sime´trico de G, se quiere decir que
S ⊆ G de manera que:
1 /∈ S;
s ∈ S implica s−1 ∈ S.
Si S es un subconjunto sime´trico de G, entonces el grafo de Cayley de G con respecto a S es el grafo
con un conjunto de ve´rtices G y con una arista {g, h} conectando a g y h si gh−1 ∈ S, o de forma
equivalente hg−1 ∈ S.
Observacio´n 3.4.4. En esta definicio´n S puede estar vac´ıo, en cuyo caso el grafo de Cayley
no tiene bordes.
Ejemplo 3.4.5. El grafo de Cayley esta conectado (cualquiera dos ve´rtices puede estar
conectado por un camino) si y solo si S genera a G.
Desarrollo. “=⇒” El grafo de Cayley esta conectado entonces S genera a G.
Tomemos g ∈ G arbitrario, se sabe que S 6= ∅, adema´s si s ∈ S por definicio´n s−1 ∈ S
entonces g esta conectado con 1 porque existe un camino por conectividad en el grafo, por
lo tanto existe la sucesio´n siguiente gh−11 , h
−1
1 h2, . . ., hk ∈ S, es decir,
g •
gh−11−−−h1•
h−11 h2−−−h2• ···−−−hk−1•
h−1k−1hk−−−hk• hk−−−• 1
por lo tanto g = gh−11 · · ·hk ∈ 〈S〉 y todos los hi−1hi esta´n en S, de esta forma el producto
de todos estos elementos estar´ıa en 〈S〉 y como este elemento fue tomado arbitrariamente,
significa que S genera a G.
“⇐=” Si S genera a G entonces el grafo de Cayley esta conectado.
Si S genera a G, por definicio´n se sabe que S−1 = {s−1| s ∈ S} ⊆ S entonces 〈S〉 =
{s1 · · · sn| n ∈ N, s1, · · · , sn ∈ S} y lo que se quiere demostrar es que esta conectado, es
decir, hay un ve´rtice si un elemento s multiplicado por su inverso pertenece a S. Ve´ase que
existe un camino entre g y 1. Sea g ∈ 〈S〉 tal que g = s1s2 · · · sn y
g • s1−−−s
−1
1 g• s2−−−(s1s21)
−1g• ···−−−(s1s21···sn)
−1g• sn−−−• 1
Por lo tanto existe un camino que lleva de g a 1 y como este elemento fue tomado ar-
bitrariamente, significa que cualesquiera dos elementos esta´n conectados por al menos un
camino.
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Ejemplo 3.4.6. Sea G = Z/4Z y S = {± [1]}. Se encontrara´ el grafo de Cayley y su matriz
de adyacencia.
Desarrollo. Para encontrar el grafo se hace uso de la definicio´n, se tiene S = {± [1]} y
Z/4Z = {[0], [1], [2], [3]}, entonces
{[0], [0]} =⇒ [0] + [0] = [0] /∈ S
{[0], [1]} =⇒ [0] + [3] = −[1] ∈ S
{[0], [2]} =⇒ [0] + [2] = [2] /∈ S
{[0], [3]} =⇒ [0] + [1] = [1] ∈ S
{[1], [0]} =⇒ [1] + [0] = [1] ∈ S
{[1], [1]} =⇒ [1] + [3] = [0] /∈ S
{[1], [2]} =⇒ [1] + [2] = −[1] ∈ S
{[1], [3]} =⇒ [1] + [1] = [2] /∈ S
{[2], [0]} =⇒ [2] + [0] = [2] /∈ S
{[2], [1]} =⇒ [2] + [3] = [1] ∈ S
{[2], [2]} =⇒ [2] + [2] = [0] /∈ S
{[2], [3]} =⇒ [2] + [1] = −[1] ∈ S
{[3], [0]} =⇒ [3] + [0] = −[1] ∈ S
{[3], [1]} =⇒ [3] + [3] = [2] /∈ S
{[3], [2]} =⇒ [3] + [2] = [1] ∈ S
{[3], [3]} =⇒ [3] + [1] = [0] /∈ S
Entonces el grafo de Cayley de G respecto a S se dibuja en la figura 3.2.
Figura 3.2: El grafo de Cayley de Z/4Z con respecto a {± [1]}
Ahora para calcular la matriz adyacente de este grafo de Cayley se tiene un conjunto de
ve´rtices V = {[0], [1], [2], [3]} = {v1, v2, v3, v4} y un conjunto de aristas
B = {{[0], [1]} , {[0], [3]} , {[1], [2]} , {[2], [3]}}
= {{v1, v2} , {v1, v4} , {v2, v3} , {v3, v4}}
As´ı calculamos
{[0], [0]} /∈ B =⇒ a11 = 0
{[0], [1]} ∈ B =⇒ a12 = 1
{[0], [2]} /∈ B =⇒ a13 = 0
{[0], [3]} ∈ B =⇒ a14 = 1
{[1], [0]} ∈ B =⇒ a21 = 1
{[1], [1]} /∈ B =⇒ a22 = 0
{[1], [2]} ∈ B =⇒ a23 = 1
{[1], [3]} /∈ B =⇒ a24 = 0
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{[2], [0]} /∈ B =⇒ a31 = 0
{[2], [1]} ∈ B =⇒ a32 = 1
{[2], [2]} /∈ B =⇒ a33 = 0
{[2], [3]} ∈ B =⇒ a34 = 1
{[3], [0]} ∈ B =⇒ a41 = 1
{[3], [1]} /∈ B =⇒ a42 = 0
{[3], [2]} ∈ B =⇒ a43 = 1
{[3], [3]} /∈ B =⇒ a44 = 0
y la matriz de adyacencia queda como:
0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

Ejemplo 3.4.7. En este ejemplo se toma a G = Z/6Z y S = {± [1] ,± [2]} y se encontrara´
el grafo de Cayley (figura 3.3) y la matriz de adyacencia.
Desarrollo. Para encontrar el grafo se hara´ uso de la definicio´n, se tiene S = {±[1],± [2]} y
Z/6Z = {[0], [1], [2], [3], [4], [5]}, entonces
{[0], [0]} =⇒ [0] + [0] = [0] /∈ S
{[0], [1]} =⇒ [0] + [5] = −[1] ∈ S
{[0], [2]} =⇒ [0] + [4] = −[2] ∈ S
{[0], [3]} =⇒ [0] + [3] = [3] /∈ S
{[0], [4]} =⇒ [0] + [2] = [2] ∈ S
{[0], [5]} =⇒ [0] + [1] = [1] ∈ S
{[1], [0]} =⇒ [1] + [0] = [1] ∈ S
{[1], [1]} =⇒ [1] + [5] = [0] /∈ S
{[1], [2]} =⇒ [1] + [4] = −[1] ∈ S
{[1], [3]} =⇒ [1] + [3] = −[2] ∈ S
{[1], [4]} =⇒ [1] + [2] = [3] /∈ S
{[1], [5]} =⇒ [1] + [1] = [2] ∈ S
{[2], [0]} =⇒ [2] + [0] = [2] ∈ S
{[2], [1]} =⇒ [2] + [5] = [1] ∈ S
{[2], [2]} =⇒ [2] + [4] = [0] /∈ S
{[2], [3]} =⇒ [2] + [3] = −[1] ∈ S
{[2], [4]} =⇒ [2] + [2] = −[2] ∈ S
{[2], [5]} =⇒ [2] + [1] = [3] /∈ S
{[3], [0]} =⇒ [3] + [0] = [3] /∈ S
{[3], [1]} =⇒ [3] + [5] = [2] ∈ S
{[3], [2]} =⇒ [3] + [4] = [1] ∈ S
{[3], [3]} =⇒ [3] + [3] = [0] /∈ S
{[3], [4]} =⇒ [3] + [2] = −[1] ∈ S
{[3], [5]} =⇒ [3] + [1] = −[2] ∈ S
{[4], [0]} =⇒ [4] + [0] = −[2] ∈ S
{[4], [1]} =⇒ [4] + [5] = [3] /∈ S
{[4], [2]} =⇒ [4] + [4] = [2] ∈ S
{[4], [3]} =⇒ [4] + [3] = [1] ∈ S
{[4], [4]} =⇒ [4] + [2] = [0] /∈ S
{[4], [5]} =⇒ [4] + [1] = −[1] ∈ S
{[5], [0]} =⇒ [5] + [0] = −[1] ∈ S
{[5], [1]} =⇒ [5] + [5] = −[2] ∈ S
{[5], [2]} =⇒ [5] + [4] = [3] /∈ S
{[5], [3]} =⇒ [5] + [3] = [2] /∈ S
{[5], [4]} =⇒ [5] + [2] = [1] ∈ S
{[5], [5]} =⇒ [5] + [1] = [0] /∈ S
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Entonces el grafo de Cayley de G respecto a S se dibuja en la figura 3.3.
Figura 3.3: El grafo de Cayley de Z/6Z con respecto a {± [1] ,± [2]}
Ahora para calcular la matriz adyacente de este´ se tiene un conjunto de ve´rtices
V = {[0], [1], [2], [3], [4], [5]} = {v1, v2, v3, v4, v5, v6} y un conjunto de aristas
B =
{{[0], [1]} , {[0], [2]} , {[0], [4]} , {[0], [5]} , {[1], [2]} , {[1], [3]} ,
{[1], [5]} , {[2], [3]} , {[2], [4]} , {[3], [4]} , {[3], [5]} , {[4], [5]}
}
B =
{{v1, v2} , {v1, v3} , {v1, v5} , {v1, v6} , {v2, v3} , {v2, v4} ,
{v2, v6} , {v3, v4} , {v3, v5} , {v4, v5} , {v4, v6} , {v5, v6}
}
As´ı se calcula
{[0], [0]} /∈ B =⇒ a11 = 0
{[0], [1]} ∈ B =⇒ a12 = 1
{[0], [2]} ∈ B =⇒ a13 = 1
{[0], [3]} /∈ B =⇒ a14 = 0
{[0], [4]} ∈ B =⇒ a15 = 1
{[0], [5]} ∈ B =⇒ a16 = 1
{[1], [0]} ∈ B =⇒ a21 = 1
{[1], [1]} /∈ B =⇒ a22 = 0
{[1], [2]} ∈ B =⇒ a23 = 1
{[1], [3]} ∈ B =⇒ a24 = 1
{[1], [4]} /∈ B =⇒ a25 = 0
{[1], [5]} ∈ B =⇒ a26 = 1
{[2], [0]} ∈ B =⇒ a31 = 1
{[2], [1]} ∈ B =⇒ a32 = 1
{[2], [2]} /∈ B =⇒ a33 = 0
{[2], [3]} ∈ B =⇒ a34 = 1
{[2], [4]} ∈ B =⇒ a35 = 1
{[2], [5]} /∈ B =⇒ a36 = 0
{[3], [0]} /∈ B =⇒ a41 = 0
{[3], [1]} ∈ B =⇒ a42 = 1
{[3], [2]} ∈ B =⇒ a43 = 1
{[3], [3]} /∈ B =⇒ a44 = 0
{[3], [4]} ∈ B =⇒ a45 = 1
{[3], [5]} ∈ B =⇒ a46 = 1
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{[4], [0]} ∈ B =⇒ a51 = 1
{[4], [1]} /∈ B =⇒ a52 = 0
{[4], [2]} ∈ B =⇒ a53 = 1
{[4], [3]} ∈ B =⇒ a54 = 1
{[4], [4]} /∈ B =⇒ a55 = 0
{[4], [5]} ∈ B =⇒ a56 = 1
{[5], [0]} ∈ B =⇒ a61 = 1
{[5], [1]} ∈ B =⇒ a62 = 1
{[5], [2]} /∈ B =⇒ a63 = 0
{[5], [3]} ∈ B =⇒ a64 = 1
{[5], [4]} ∈ B =⇒ a65 = 1
{[5], [5]} /∈ B =⇒ a66 = 0
y la matriz de adyacencia queda como:
0 1 1 0 1 1
1 0 1 1 0 1
1 1 0 1 1 0
0 1 1 0 1 1
1 0 1 1 0 1
1 1 0 1 1 0

Las grafos que se han considerado son grafos de Cayley de grupos c´ıclicos. Este tipo de
grafos tiene un nombre especial.
Definicio´n 3.4.8. (Grafo Circulante)
Un grafo de Cayley Z/nZ es llamado grafo circulante (en n ve´rtices).
La matriz adyacente de un grafo circulante es un ejemplo de un tipo especial de matriz
conocida como matriz circulante.
Definicio´n 3.4.9. (Matriz Circulante).
Una matriz circulante n× n es una matriz de la forma
A =

a0 a1 · · · an−2 an−1
an−1 a0 a1 · · · an−2
... an−1 a0
. . .
...
a2
...
. . .
. . . a1
a1 a2 · · · an−1 a0
 (3.8)
En donde se puede observar que cada columna se obtiene de la anterior al hacer un desplazamiento
c´ıclico hacia abajo. La matriz esta completamente definida por un vector v que en este caso es la primera
columna, las dema´s columnas de la matriz son permutaciones c´ıclicas de la primera. Por otro lado, la
u´ltima fila es el vector v pero en orden inverso y las dema´s filas son tambie´n permutaciones c´ıclicas
de esta fila. De forma equivalente, puede decirse que si existe una funcio´n f : Z/nZ −→ C tal que
Aij = f ([j]− [i]), en (3.8), se tiene que ai = f ([i]) para 0 ≤ i ≤ n− 1. As´ı por ejemplo si se quisiera
encontrar An−1,1 se har´ıa:
An−1,1 = f([1]− [n− 1])
= f([1− (n− 1)])
= f([2− n])
= f([2])
= a2
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Si S es un subconjunto sime´trico de Z/nZ, entonces la matriz circulante correspondiente a las funciones
caracter´ısticas δS de S es la matriz adyacente de la gra´fica de Cayley de Z/nZ con respecto a S.
El objetivo es describir los valores propios de la gra´fica de Cayley de un grupo abeliano.
Pero primero se necesita un lema acerca del a´lgebra de grupo de L (G).
Lema 3.4.10. Sea G un grupo abeliano y a ∈ L (G). Se define el operador convolucio´n
A ∗L (G) −→ L (G) por A (b) = a ∗ b. Entonces A es lineal y χ es un vector propio de A con
valor propio â (χ) para todo χ ∈ Ĝ. Consecuentemente, A es un operador diagonalizable.
Demostracio´n. Usando la distributividad de la convolucio´n sobre la suma, se verifica que A
es lineal. Sea a ∈ L(G), se aplica la definicio´n del operador convolucio´n y se tiene que
A(vb+ wc) = a ∗ (vb+ wc)
= a ∗ (vb) + a ∗ (wc); por el Teorema 3.2.3
=
∑
x∈G
(
v
∑
y∈G
a(xy−1)b(y) + w
∑
y∈G
a(xy−1)c(y)
)
δχ
=
∑
x∈G
(
v
∑
y∈G
a(xy−1)b(y)
)
δx +
∑
x∈G
(
w
∑
y∈G
a(xy−1)c(y)
)
δχ
= v (a ∗ b) + w (a ∗ c)
= vA(b) + wA(c)
Sea n = |G| y supo´ngase que χ ∈ Ĝ. Observe´se que
â ∗ χ = â · χ̂; por el Teorema 3.3.10
= â · nδχ; por el ejemplo 3.3.6
Si se aplica (â · nδχ) (θ) para θ ∈ Ĝ, en do´nde δχ(θ) = 1 si χ = θ, entonces se tiene que
(â · nδx) (θ) = â()nδχ(); aplicando la Proposicio´n 3.3.2
=
{
â(θ)n ; si χ = θ
0 ; caso contrario
As´ı â·nδχ = (â(χ)n) δχ. Dados los resultados obtenidos anteriormente se sabe que â ∗ χ =
â(χ)nδχ, ahora aplicando la transformada inversa de Fourier a esta igualdad se obtiene que
a ∗ χ = 1|G|
∑
χ∈Ĝ
â ∗ χ(χ1)χ1
=
1
n
∑
χ∈Ĝ
(â(χ)nδχ(χ1))χ1
=
{
â(χ)χ1 ; si χ1 = χ
0 ; caso contrario
= â(χ)χ
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En otras palabras, Aχ = â(χ)χ y as´ı χ es un vector propio de A con valor propio â(χ).
Los elementos de Ĝ forman una base ortonormal de vectores propios para A por el
Teorema 2.4.7 y como dimL(G) = dimG = dim Ĝ entonces al tener un conjunto de vectores
propios {χ1, · · · , χn} se tiene
Aχ1 = â(χ1)χ1 = â(χ1)χ1 + 0χ2 + . . .+ 0χn
Aχ2 = â(χ2)χ2 = 0χ1 + â(χ2)χ2 + . . .+ 0χn
...
...
Aχn = â(χn)χn = 0χ1 + 0χ2 + . . .+ â(χn)χn
 =⇒

â(χ1) 0 · · · 0 0
0 â(χ2) 0 · · · 0
... 0 â(χ3)
. . .
...
0
...
. . . . . . 0
0 0 · · · 0 â(χn)

con lo que se deduce que A es diagonalizable.
El lema anterior es el ingrediente clave para calcular los valores propios de la matriz
adyacente del grafo de Cayley de un grupo abeliano. Lo u´nico que resta es corroborar que
la matriz de adyacente es la matriz de un operador de convolucio´n.
Teorema 3.4.11. Sea G = {g1, . . . , gn} un grupo abeliano y S ⊆ G un conjunto sime´trico.
Sea χ1, . . . , χn los caracteres irreducibles de G y A la matriz adyacente del grafo de Cayley
de G con respecto a S (usando este orden para los elementos de G). Entonces
1. Los valores propios de la matriz adyacente A son nu´meros reales
λi =
∑
s∈S
χi (s)
2. La base ortonormal correspondiente a los vectores propios viene dada por {vi, . . . , vn}
donde
vi =
1√|G| (χi(g1), . . . , χi(gn))T
Demostracio´n. Sea G = {g1, . . . gn} y δS =
∑
s∈S
δs la funcio´n caracter´ıstica (o indicador) de
S, as´ı
δS (x) =
{
1 ; si x ∈ S
0 caso contrario
Sea F : L (G)→ L (G) el operador convolucio´n
F (b) = δS ∗ b
El Lema 3.4.10 implica que los caracteres irreducibles χi son vectores propios de F y que
su correspondiente valor propio es
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δ̂S (χi) = n 〈δS, χi〉 ; se aplica la definicio´n y |G| = n
=
∑
x∈G
δS(x)χi(x); se sabe que δS(x) = 1 si s ∈ S tal que s = x y x ∈ S
=
∑
s∈S
χi(s); como una representacio´n de grado 1 es unitaria entonces
=
∑
s∈S
χi(s
−1); ya que S es sime´trico
=
∑
s∈S
χi(s)
sea λi =
∑
s∈S
χi(s)
En donde los u´ltimos resultados se han obtenido del siguiente hecho
∑
s∈S
χi(s
−1) =
∑
s∈S−1
χi(s)
=
∑
s∈S
χi(s)
con lo que se puede concluir que S = S−1, ya que por definicio´n S−1 = {s−1| s ∈ S}.
Ahora, si B = {δg1 , . . . δgn} es una base para L (G), entonces la matriz [F ]B de F res-
pecto a esta base tiene valores propios λ1, . . . , λn y vectores propios v1, . . . , vn. Los vi son
ortonormales ya que los χi son ortonormales; como el orden del grupo es |G| = n entonces el
taman˜o del vector sera´ el orden del grupo, por ello para normalizarlo habra´ que multiplicar
por el factor de escala 1/
√|G|, adema´s esto viene del hecho que los δgi son ortonormales
respecto al producto interno (f1, f2) = |G|〈f1, f2〉. Por lo tanto, queda por demostrar que
A = [F ]B.
Para esto sea δgj ∈ B y se calcula
F (δgj) = δS ∗ δgj
=
∑
s∈S
δs ∗ δgj
=
∑
s∈S
δsgj ; Por la proposicio´n 3.2.2
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Recue´rdese que ([F ]B)ij es el coeficiente de δgj en F (δgj), de aqu´ı se concluye que
([F ]B)ij =
{
1 gi = sgj ; para algu´n s ∈ S
0 ; caso contrario
=
{
1 gig
−1
j ∈ S; si gi = sgj =⇒ s = gig−1j
0 ; caso contrario
=
{
1 {gi, gj} ; por la Definicio´n 3.4.3 existe un camino entre gi y gj
0 ; caso contrario
= Aij
en esta u´ltima linea se concuerda con la definicio´n 3.4.1, osea la matriz de adyacencia con
respecto a S como se requiere.
Finalmente, para verificar que λi es real, se observa que si s ∈ S, entonces s = s−1 y as´ı
χi (s) = χi (s
−1) = χi (s) es real, o s 6= s−1 ∈ S lo que ser´ıa una contradiccio´n porque S
es sime´trico y χ (s) + χ (s−1) = χ (s) + χ (s) y se sabe que la suma de un complejo con su
conjugado es un real.
Especializado para el caso de matrices circulantes, se obtiene:
Corolario 3.4.12. Sea A una matriz circulante de grado n, la cual es la matriz adyacente
de la gra´fica de Cayley para Z/nZ con respecto al conjunto sime´trico S. Entonces los valores
propios de A son
λk =
∑
[m]∈S
e2piikm/n
donde k = 0, . . . , n − 1 y su correspondiente base de vectores ortonormales viene dada por
v0, . . . , vn−1, donde
vk =
1√
n
(
1, e4piik/n, . . . , e2piik(n−1)/n
)T
Demostracio´n. Utilizando el teorema 3.4.11 sea G = Z/nZ y Ĝ = {χ0, . . . , χn} donde
χk([m]) = e
2piikm/n para k ∈ {0, . . . , n− 1} y [m] ∈ S, entonces
λk =
∑
s∈S
χk(s)
=
∑
[m]∈S
e2piikm/n
La base de vectores ortonormales v0, . . . , vn−1, en donde cada vector tiene la forma
vk =
1√|G| (χk([0]), χk([1]), χk([2]), . . . χk ([n− 1]))T
=
1√
n
(
e2piik(0)/n, e2piik(1)/n, e2piik(2)/n, . . . , e2piik(n−1)/n
)T
=
1√
n
(
1, e2piik/n, e4piik/n, . . . , e2(n−1)piik/n
)T
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Ejemplo 3.4.13. Sea A la matriz adyacente del grafo circulante del ejemplo 3.4.7. Se en-
contrara´n los valores propios.
Desarrollo. Se tiene que G = Z/6Z y Ĝ = {χ0, . . . , χ5} donde χk([m]) = e2piikm/6 = epiikm/3
para k ∈ {0, . . . , 5} y [m] ∈ S =⇒ S = {± [1] ,± [2]}. Los valores propios de A son λ0, . . . , λ5
donde
λk =
∑
[m]∈S
χk(s)
= epiik/3 + e−piik/3 + e2piik/3 + e−2piik/3
=
(
epiik/3 + e−piik/3
)
+
(
e2piik/3 + e−2piik/3
)
; recordando que eiθ + e−iθ = 2 cos θ
= 2 cos
pik
3
+ 2 cos
2pik
3
Observacio´n 3.4.14. Este enfoque puede ser generalizado a grupos no abelianos proporcio-
nado por el conjunto sime´trico S y cerrado bajo la conjugacio´n.
3.5. Ana´lisis de Fourier en Grupos no Abelianos
Para un grupo no abeliano G, se tiene que L (G) 6= Z (L (G)) y por ende L (G) es un
anillo no conmutativo. Por lo tanto, no puede encontrarse una transformada de Fourier que
transforme la convolucio´n en una multiplicacio´n punto a punto (ya que una multiplicacio´n
punto a punto es conmutativa). En su lugar, se tratara´ de remplazar la multiplicacio´n punto
a punto por una multiplicacio´n matricial. Para lograr esto, se manejara´ el caso abeliano de
una forma distinta, observe´se adema´s que el Teorema 3.3.10 puede ser reinterpretado de la
siguiente manera.
Teorema 3.5.1. Sea G un grupo abeliano finito de orden n. Entonces L (G) ∼= Cn.
Demostracio´n. Supo´ngase que los caracteres irreducibles del grupo abeliano finito G son
χ1, . . . , χn y que |G| = n. Entonces para cada funcio´n f : G −→ C, se puede asociar su
vector de coeficientes de Fourier. Es decir, definimos T : L(G) −→ Cn por
Tf = (n〈f, χ1〉, n〈f, χ2〉, . . . , n〈f, χn〉)
= (f̂(χ1), f̂(χ2), . . . , f̂(χn))
Se demostrara´ que Tf es un isomorfismo.
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Se debe comprobar que T es inyectivo, para ello sean Tf1 y Tf2, entonces si
Tf1 = Tf2
(f̂1(χ1), f̂1(χ2), . . . , f̂1(χn)) = (f̂2(χ1), f̂2(χ2), . . . , f̂2(χn))
⇐⇒ f̂1(χi) = f̂2(χi)
=⇒ 1
n
∑
χ∈Ĝ
f̂1(χ)χ =
1
n
∑
χ∈Ĝ
f̂2(χ)χ
=⇒ f1 = f2; aplicando la inversio´n de Fourier (Teorema 3.3.7)
Se comprobar tambie´n que es lineal (en esencia esto es una reformulacio´n de la Proposicio´n
3.3.9)
T (c1f1 + c2f2) = (n〈c1f1 + c2f2, χ1〉, . . . , n〈c1f1 + c2f2, χn〉)
= (n[c1〈f1, χ1〉+ c2〈f2, χ1〉], . . . , n[c1〈f1, χn〉+ c2〈f2, χn〉])
= (n[c1〈f1, χ1〉], . . . , n[c1〈f1, χn〉]) + (n[c2〈f2, χ1〉], . . . , n[c2〈f2, χn〉])
= c1(n〈f1, χ1〉, . . . , n〈f1, χn〉) + c2(n〈f2, χ1〉, . . . , n〈f2, χn〉)
= c1Tf1 + c2Tf2
con lo cual es lineal. Lo que implica que T es una funcio´n lineal inyectiva, entonces la
dimensio´n de la imagen es la dimensio´n del dominio (por cada elemento hay una funcio´n),
es decir, dimL(G) = n = dimCn, de aqu´ı que T es sobreyectiva, con lo cual se afirma que
es biyectiva.
Ahora Cn = C× · · · ×C tiene una estructura de un producto directo de anillos donde la
multiplicacio´n es tomada coordenada a coordenada:
(a1, . . . , bn) (b1, . . . , bn) = (a1b1, . . . , anbn) (3.9)
Veamos por u´ltimo que T es un homomorfismo de anillos
T (a ∗ b) = (â ∗ b (χ1) , . . . , â ∗ b (χn)); por definicio´n de T
= (âχ1 · b̂χ1, . . . , â · χnb̂χn); por el Teorema 3.3.10
= (â(χ1), . . . , â(χn))(̂b(χ1), . . . , b̂(χn)); por la ecuacio´n (3.9)
= TaTb; nuevamente por la definicio´n de T
Por lo tanto es un isomorfismo de espacios vectoriales.
Se puede suponer que esto refleja el hecho que todas las representaciones irreducibles de
un grupo abeliano tienen grado uno y que, para grupos no abelianos, se debe remplazar C por
anillos de matrices sobre C, y esto es justo lo que sucede. Sin mas prea´mbulos se corrobora lo
anterior de la siguiente manera, sea G un grupo finito de orden n con un conjunto completo
ϕ(1), . . . , ϕ(s) de representantes unitarios de las clases de equivalencia de representaciones
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irreducibles de G. Como es usual, se define dk = gradϕ
(k), adema´s, los coeficientes de la
matriz son funciones ϕ
(k)
ij : G −→ C dadas por ϕ(k)g = (ϕ(k)ij (g)). El teorema 2.4.6 dice que las
funciones
√
dkϕ
(k)
ij forman una base ortonormal para L (G).
Definicio´n 3.5.2. (Transformada de Fourier).
Se define
T : L (g) −→Md1(C)× · · · ×Mds(C)
f 7→ (f̂(ϕ(1)), . . . , f̂(ϕ(s)))
donde
f̂(ϕ(k))ij = n
〈
f, ϕ
(k)
ij
〉
(3.10)
=
∑
g∈G
f(g)ϕ
(k)
ij (g) (3.11)
Sea Tf la Transformada de Fourier de f , observe´se que Mdi(C) es una matriz cuadrada de orden di
elementos con entradas en los complejos. Por otro lado, (3.11) puede ser escrita de forma ma´s concisa
de la siguiente manera f̂(ϕ(k)) =
∑
g∈G
f(g)ϕ
(k)
g , la cual tiene la forma mas comu´nmente usada.
Se inicia el estudio del ana´lisis de Fourier para grupos no abelianos con el teorema de
inversio´n de Fourier.
Teorema 3.5.3. (Inversio´n de Fourier).
Sea f : G −→ C una funcio´n de valores complejos en G. Entonces
f =
1
n
∑
i,j,k
dkf̂(ϕ
(k))ijϕ
(k)
ij
donde n = |G|.
Demostracio´n. Se calcula utilizando una propiedad de la ortonormalidad de
√
dkϕ
(k)
ij (Teo-
rema 2.4.6), ya que se puede escribir f como combinacio´n lineal de estos elementos
f =
∑
i,j,k
〈f,
√
dkϕ
(k)
ij 〉
√
dkϕ
(k)
ij
=
n
n
∑
i,j,k
〈f, ϕ(k)ij 〉(
√
dk)
2ϕ
(k)
ij
=
1
n
∑
i,j,k
dk
(
n〈f, ϕ(k)ij 〉
)
ϕ
(k)
ij ; utilizando la definicio´n 3.5.2 para n〈f, ϕ(k)ij 〉 se tiene
=
1
n
∑
i,j,k
dkf̂(ϕ
(k))ijϕ
(k)
ij
como se requer´ıa.
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Se demostrara´ que T es un isomorfismo de espacios vectoriales.
Proposicio´n 3.5.4. El mapeo T : L (G) −→ Md1(C) × · · · ×Mds(C) es un isomorfismo de
espacios vectoriales.
Demostracio´n. Para mostrar que T es lineal es suficiente con probar que(
c1f̂1 + c2f2
)
(ϕ(k)) = c1f̂1(ϕ
(k)) + c2f̂2(ϕ
(k))
para 1 ≤ k ≤ s. (
c1f̂1 + c2f2
)
(ϕ(k)) =
∑
g∈G
(c1f1 + c2f2)(g)ϕ
(k)
g
= c1
∑
g∈G
f1(g)ϕ
(k)
g + c2
∑
g∈G
f2(g)ϕ
(k)
g
= c1f̂1(ϕ
(k)) + c2f̂2(ϕ
(k))
El teorema de inversio´n de Fourier implica que T es inyectiva, ya que
Tf1 = Tf2
(f̂1(ϕ
(1)), f̂1(ϕ
(2)), . . . , f̂1(ϕ
(n))) = (f̂2(ϕ
(1)), f̂2(ϕ
(2)), . . . , f̂2(ϕ
(n)))
donde f̂1(ϕ
(k))ij = f̂2(ϕ
(k))ij
=⇒ δk
n
f̂1(ϕ
(k))ijϕ
(k)
ij =
δk
n
f̂2(ϕ
(k))ijϕ
(k)
ij
=⇒ 1
n
∑
i,j,k
dkf̂1(ϕ
(k))ijϕ
(k)
ij =
1
n
∑
i,j,k
dkf̂2(ϕ
(k))ijϕ
(k)
ij
=⇒ f1 = f2; aplicando la inversio´n de Fourier (Teorema 3.5.3)
Recue´rdese que la dimensio´n dimL(G) = |G| entonces
dimL(G) = |G|
= d21 + . . .+ d
2
s; por el Corolario 2.4.5
= dimMd1(C)× · · · ×Mds(C)
y se deduce que T es un isomorfismo.
Todo el trabajo, hecho hasta ahora ha sido con el motivo de demostrar que que la trans-
formada de Fourier es un isomorfismo de anillos. Esto lleva a un caso especial del teorema
ma´s general de Wedderburn, que usualmente es tomado como el punto de partida para el
estudio de la teor´ıa de representaciones de grupos finitos.
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Teorema 3.5.5. (Wedderburn).
La transformada de Fourier
T : L (G) −→Md1(C)× · · · ×Mds(C)
Es un isomorfismo de anillos.
Demostracio´n. La proposicio´n anterior afirma que T es un isomorfismo de espacios vectoria-
les. Por lo tanto, para demostrar que es un isomorfismo de anillo es suficiente verificar que
T (a) = Ta. A su vez, por la definicio´n de multiplicacio´n en el producto directo, para hacer
esto es suficiente establecer que â ∗ b(ϕ(k)) = â(ϕ(k)) · b̂(ϕ(k)) para 1 ≤ k ≤ s. El calculo es
similar el caso abeliano:
â ∗ b(ϕ(k)) =
∑
x∈G
(a ∗ b) (x)ϕ(k)x ; se aplica la definicio´n de transformada de Fourier
=
∑
x∈G
ϕ
(k)
x
∑
y∈G
a
(
xy−1
)
b(y); por la Definicio´n 3.2.1
=
∑
x∈G
∑
y∈G
ϕ
(k)
x a
(
xy−1
)
b(y)
=
∑
y∈G
b(y)
∑
x∈G
a
(
xy−1
)
ϕ
(k)
x
Haciendo z = xy−1 (y as´ı x = zy) se tiene
â ∗ b(ϕ(k)) =
∑
y∈G
b(y)
∑
z∈G
a(z)ϕ
(k)
zy
=
∑
y∈G
b(y)
∑
z∈G
a(z)ϕ
(k)
z ϕ
(k)
y ; ya que ϕ es homomorfismo
=
∑
y∈G
b(y)ϕ
(k)
y
∑
z∈G
a(z)ϕ
(k)
z ; debido a que ϕ
(k)
y es una constante
=
∑
z∈G
a(z)ϕ
(k)
z
∑
y∈G
b(y)ϕ
(k)
y
= â(ϕ(k)) · b̂(ϕ(k))
Esto concluye la demostracio´n de que T es un isomorfismo de anillo.
Para grupos no abelianos, es todav´ıa cierto que calcular Ta · Tb e invertir T , puede ser
algunas veces mas ra´pido que calcular directamente a ∗ b .
Observacio´n 3.5.6. No´tese que
δ̂g(ϕ
(k)) =
∑
x∈G
δg(x)ϕ
(k)
x = ϕ
(k)
g ; si g = x
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El conjugado de una representacio´n irreducible es irreducible, ya que si dos represen-
taciones son conjugadas tienen el mismo cara´cter y por el Corolario 2.3.15 se tiene que la
conjugada tambie´n cumple con 〈 χρ, χρ〉 = 1, entonces se tiene que Tδg es un vector cuyas
entradas consisten en las ima´genes de g bajo todas las representaciones irreducibles de G,
en algu´n orden.
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Cap´ıtulo 4
Teorema de Burnside
En este cap´ıtulo, se muestra una de las mayores aplicaciones de la Teor´ıa de Representa-
ciones de Grupos: El pq-teorema de Burnside. Este teorema establece que no hay grupos
no-abelianos de orden paqb que sean simples. Recue´rdese que un grupo es simple si no contie-
ne subgrupos propios normales no-triviales. Para demostrar el teorema de Burnside se hara´
una breve incursio´n en la teor´ıa de nu´meros, adema´s, se probara´ un resultado de Frobenius
que a veces es conocido como teorema de la dimensio´n, el cual dice que el grado de cada una
de las representaciones irreducibles de un grupo G divide el orden de G. Este hecho resulta
ser muy u´til para determinar la tabla de caracteres de un grupo.
4.1. Un repaso de Teor´ıa de Nu´meros
Un nu´mero complejo es llamado un nu´mero algebraico si este es la ra´ız de un polinomio
con coeficientes enteros. Los nu´meros que no son algebraicos son llamados trascendentales.
Por ejemplo 1
2
es algebraico, siendo una ra´ız del polinomio 2z − 1, y tambie´n lo es √2, ya
que es una ra´ız de z2 − 2. Se sabe que el conjunto Q (definido como la cerradura de Q(1))
es un campo de nu´meros algebraicos y que es contable (so´lo hay una cantidad numerable
de polinomios sobre Z y cada uno tiene so´lo ra´ıces finitas). Por otro lado, se sabe que C
es no numerable, no´tese que la mayor´ıa de los nu´meros no son algebraicos, sin embargo, es
extremadamente dif´ıcil demostrar que un nu´mero dado es trascendental, por ejemplo e y pi
son trascendentales, pero esto no es tan trivial de probar. Aunque la teor´ıa de nu´meros se
refiere a los nu´meros en general, esta se enfoca principalmente en enteros y para los propo´sitos
de esta investigacio´n es de intere´s un tipo especial de nu´meros algebraicos llamados nu´meros
enteros algebraicos.
Definicio´n 4.1.1. Entero algebraico.
Un nu´mero complejo α se dice que es un entero algebraico si es ra´ız de un polinomio mo´nico(2) con
coeficientes enteros.
(1)Este es un conjunto que contiene todos los enteros algebraicos.
(2)Un polinomio mo´nico se caracteriza por que el coeficiente del te´rmino de mayor grado es igual a 1.
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Es decir, α es un entero algebraico si hay un polinomio
p(z) = zn + an−1zn−1 + · · ·+ a0
con a0, · · · , an−1 ∈ Z y p(α) = 0
El hecho de que el coeficiente l´ıder de p es 1 es crucial para la definicio´n. Cada entero
m ∈ Z es un entero algebraico, ya que es la ra´ız del polinomio z − m. Observe´se que si
α es un entero algebraico, entonces tambie´n lo es -α porque si p(z), P (−z) y −P (−z) son
polinomios mo´nicos con coeficientes enteros tales que
P (z) =z − α
P (α) =α− α
P (α) =0
P (−z) =−z − α
P (−α) =−(−α)− α
P (−α) =0
−P (−z) =z + α
−P (−α) =−α + α
−P (−α) =0
Por lo tanto, α y -α son ra´ıces de estos polinomios. De hecho, se vera´ ma´s adelante que
los enteros algebraicos forman un subanillo de C.
Ejemplo 4.1.2. Ra´ıces n-e´simas
Si m es un entero, entonces zn − m es un polinomio mo´nico con coeficientes enteros, en donde
cualquier ra´ız n-e´sima de m es un entero algebraico.
Para encontrar las ra´ıces del polinomio mo´nico zn −m se iguala a cero, zn −m = 0 de aqu´ı que
z = n
√
m, as´ı, por ejemplo
√
2 es un entero algebraico para el polinomio z2 − 2.
De hecho, cualquier ra´ız n-e´sima de la unidad es un entero algebraico, es decir, cualquier complejo
de la forma z = e
2piik
n con k ∈ Z es un entero algebraico porque es ra´ız del polinomio zn− 1 con n ≥ 2.
Ejemplo 4.1.3. Valores propios de matrices enteras
Si A = (aij) con el aij ∈ C una matriz n× n entera, entonces los valores propios de A son enteros
algebraicos.
Recue´rdese que para obtener los valores propios de una matriz se utiliza el polinomio caracter´ıstico
PA(z) = det(zI − A), el cual es mo´nico con coeficientes enteros. De esta manera, al igualarlo a 0 se
encuentran los valores propios de A y cada uno de estos al ser ra´ıces del polinomio PA(z) se convierten
en enteros algebraicos.
Un nu´mero racional m
n
es una ra´ız del polinomio entero no mo´nico nz − m. Podr´ıa
suponerse que un nu´mero racional no debe ser un entero algebraico, a menos que de hecho
sea un nu´mero entero, que es justo lo que se demuestra en la siguiente proposicio´n.
Proposicio´n 4.1.4. Un nu´mero racional es un nu´mero entero algebraico si y so´lo si es un
nu´mero entero.
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Demostracio´n. “=⇒”
Sea r = m
n
con m,n ∈ C, n > 0 y MCD(m,n) = 1. Supo´ngase que r es una ra´ız del
polinomio con coeficientes enteros zk + ak−1zk−1 + · · ·+ a0. Entonces
zk + ak−1zk−1 + · · ·+ a0 = 0(m
n
)k
+ ak−1
(m
n
)k−1
+ · · ·+ a0 = 0
mk
nk
+
ak−1mk−1
nk−1
+ · · ·+ a0 = 0
nk
(
mk
nk
)
+ nk
(
ak−1mk−1
nk−1
)
+ · · ·+ nk(a0) = nk(0)
mk + ak−1mk−1n+ · · ·+ a1mnk−1 + a0nk = 0; ahora se multiplica por −1 y se despeja mk
−n(ak−1mk−1 + · · ·+ a1mnk−1 + a0nk−1) = mk
De aqu´ı que n|mk y por hipo´tesis se sabe que MCD(m,n) = 1, entonces a n no le queda ma´s
que ser ±1. Por lo tanto r = ±m ∈ Z como se quer´ıa.
“⇐=”
Sea α ∈ Z tal que α
1
∈ Q, sea el polinomio mo´nico P (x) = x − α, entonces α es ra´ız de
este polinomio y por tanto es un entero algebraico.
Como estrategia general para mostrar que un entero d divide un entero n, se demostrara´
que
n
d
es un entero algebraico. La proposicio´n anterior implica que para que sea entero
entonces d|n . Se mostrara´ que los enteros algebraicos forman un subanillo A de C. Para ello,
se necesita la siguiente caracterizacio´n de enteros algebraicos.
Lema 4.1.5. Un elemento y ∈ C es un entero algebraico si y so´lo si existen y1, · · · , yt ∈ C,
no todos cero, de tal manera que
yyi =
t∑
j=1
aijyj
con el aij ∈ C para todo 1 ≤ i ≤ t (es decir, yyi es una combinacio´n lineal entera de yi para
todo i).
Demostracio´n. “=⇒”
Supo´ngase que y es un entero algebraico, es decir, sea y una ra´ız de
p(z) = zny + an−1zn−1 + an−2zn−2 + · · ·+ a0
0 = yn + an−1yn−1 + an−2yn−2 + · · ·+ a0y0 (∗)
Se toma yi = y
i−1 para 1 ≤ i ≤ n, luego, para 1 ≤ i ≤ n− 1, se tiene
yyi = yy
i−1 = yi = yi+1 (∗∗)
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de esta manera yi = yi+1 con i ≤ i ≤ n−1, en donde estos elementos van a formar una base,
ya que yn es una combinacio´n lineal de todos los anteriores, como se muestra a continuacio´n:
yyn = yn+1 = y
n; despejando a yn de la ecuacio´n (∗) se tiene
yyn = −an−1yn−1 − an−2yn−2 − · · · − a0y0; se utiliza el resultado dado en (∗∗)
yyn = −an−1yn − an−2yn−1 − · · · − a0y1; con y1 = y1−1 = y0 = 1
sea ai = aij entonces
yyn =
n−1∑
j=1
−aijyj
Por lo tanto yyi es una combinacio´n lineal entera de yi para todo i. “⇐=”
Ahora sean y1, · · · , yt ∈ C no todos ceros, A = (aij) y
y =

y1
y2
...
yt
 ∈ Ct
Entonces
AY =

a11 a12 · · · a1t
a21 a21 · · · a2t
...
. . .
...
at1 at2 · · · att

t×t

y1
y2
...
yt

t×1
= [AY ]t×1
De donde ai1y1 + ai2y2 + · · · + aityt =
t∑
j=1
aijyj entonces [AY ]i es la i-e´sima componente de
AY , de esta manera
[AY ]i =
t∑
j=1
aijyj
= yyi
= y [Y ]i
Con lo anterior se tiene que AY = yY , como Y 6= 0 por hipo´tesis, se deduce que y es un
valor propio de la matriz entera At×t y por lo tanto es un entero algebraico por el Ejemplo
4.1.3.
Corolario 4.1.6. El conjunto A de enteros algebraicos es un subanillo de C. En particular,
la suma y el producto de enteros algebraicos es algebraico.
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Demostracio´n. Al principio de este capitulo se observo´ que si α ∈ A entonces tambie´n −α ∈
A, es decir, A es cerrado bajo inversos aditivos. Sean y, y′ ∈ A y se toman y1, y2, · · · , yt ∈ C
no todos nulos y a y′1, · · · , y′s ∈ C no todos nulos, de tal forma que haciendo uso del Lema
4.1.5 se tiene
yyi =
t∑
j=1
aijyj , y
′y′k =
s∑
j=1
bkjy
′
j
En donde cada yyi es una combinacio´n lineal entera elementos de la forma yi y cada y
′y′k
es una combinacio´n lineal entera de elementos de la forma y′k. Entonces se probara´ que es
subanillo (Para que A sea subanillo de C debe cumplirse que a − b ∈ A∀a, b ∈ A, adema´s
ab ∈ A∀a, b ∈ A y por u´ltimo 1 ∈ A)
(y + y′)yiy′k = yyiy
′
k + y
′yiy′k
= yyiy
′
k + y
′y′kyi; ahora sustituimos a yyi y a y
′y′k
=
t∑
j=1
aijyjy
′
k +
s∑
j=1
bkjy
′
jyi
en donde se tiene la suma de combinaciones lineales enteras de los elementos yi y y
′
k como
la suma, sin embargo, las combinaciones lineales siguen siendo una combinacio´n lineal, por
lo tanto, se tiene una combinacio´n lineal de elementos de la forma yiy
′
k, estableciendo que
y + y′ ∈ A por el Lema 4.1.5. De forma similar,
yy′yiy′k = yyiy
′y′k
=
(
t∑
j=1
aijyj
)(
s∑
j=1
bkjy
′
j
)
; por distributividad
=
t∑
j=1
s∑
j=1
aijbkjyjy
′
j
con lo que se obtiene es una combinacio´n lineal entera de elementos de la forma yjy
′
k y as´ı
yy′ ∈ A, por lo tanto A es un subanillo de C y la suma y el producto de enteros algebraicos
sera´ algebraico.
Se necesita que el conjugado complejo de un entero algebraico sea una entero algebraico.
En efecto, si p(z) = zn + an−1zn−1 + · · ·+ a0 es un polinomio con coeficientes enteros y α es
una ra´ız de p(z), entonces
p(α) = αn + an−1αn−1 + · · ·+ a0
= αn + an−1αn−1 + · · ·+ a0
= p(α)
= 0
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4.2. El Teorema de La Dimensio´n
La relevancia de los enteros algebraicos de la TGR se hace evidente considerando la
siguiente consecuencia del Corolario 4.1.6.
Corolario 4.2.1. Sea χ un cara´cter de un grupo finito G. Entonces χ(g) es un entero
algebraico para toda g ∈ G.
Demostracio´n. Sea ϕ : G → GLm(C) una representacio´n con cara´cter χ y sea n el orden
de G. Entonces gn = 1, cambia´ndolo por su representacio´n se tiene ϕng = I. El corolario
2.1.10 implica que ϕg es diagonalizable y posee λ1, · · · , λm valores propios, que son las ra´ıces
n-e´simas de la unidad. En particular, los valores propios de ϕg son enteros algebraicos debido
al Ejemplo 4.1.3, por otro lado utilizando la definicio´n de cara´cter se tiene que
χ(g) = Tr(ϕg)
= λ1 + · · ·+ λm
el Corolario 4.1.6 afirma que la suma de enteros algebraicos es un entero algebraico, ya que
el conjunto de todos ellos forman un subanillo de C, por todo lo anterior se concluye que
χ(g) es un entero algebraico.
Observacio´n 4.2.2. Observe´se que la demostracio´n del corolario anterior muestra que χ(g)
es una suma de m ra´ıces n-e´simas de la unidad.
Observacio´n 4.2.3. El corolario anterior implica que χ(g) es entero algebraico tambie´n, ya
que los conjugados tambie´n son ra´ıces.
El pro´ximo objetivo es demostrar que el grado de una representacio´n irreducible divide
el orden del grupo. Para ello se necesitan algunos enteros algebraicos extras.
Teorema 4.2.4. Sea ϕ una representacio´n irreducible de un grupo finito G de grado d. Sea
g ∈ G y sea h el taman˜o de la clase de conjugacio´n de g. Entonces hχϕ(g)/d es un entero
algebraico.
Demostracio´n. Sean C1, · · · , Cs las clases de conjugacio´n de G. Sean: = hi : = |Ci| y χi el
valor de χϕ en la clase Ci. Se quiere mostrar que
hiχi
d
es un entero algebraico para cada i.
Con este fin se considera el siguiente operador
Ti =
∑
x∈Ci
ϕx
que no es ma´s que la suma de las representaciones de G para los g en cada clase, es decir, es
un operador que actua´ sobre toda la clase y cada una de ellas.
Antes de proseguir con la demostracio´n, deben probarse algunos resultados que sera´n
u´tiles para construir la prueba.
Afirmacio´n 1 : Ti =
hi
d
χi · I.
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Demostracio´n. Primero se mustra que ϕgTiϕg−1 = Ti para todo g ∈ G.
ϕgTiϕg−1 = ϕg
(∑
x∈Ci
ϕx
)
ϕg−1
=
∑
x∈Ci
ϕgϕxϕg−1 ; como ϕ es un homomorfismo entonces
=
∑
x∈Ci
ϕgxg−1 ; haciendo y = gxg
−1 se tiene
=
∑
y∈Ci
ϕy
= Ti
esto es va´lido ya que Ci es cerrado bajo la conjugacio´n
(3) y la conjugacio´n por g es una
permutacio´n.
De acuerdo al resultado anterior se tiene que
ϕgTiϕg−1 = Ti
ϕgTiϕg−1ϕg = Tiϕg
ϕgTi = Tiϕg =⇒ Ti ∈ HomG(ϕ, ϕ)
por lo tanto, se tiene un morfismo de si mismo en si mismo adema´s se sabe que φ es irreducible
y es igual a si mismo, entonces utilizando el literal (b) del lema de Schur se tiene que Ti = λI
para algu´n λ ∈ C.
Ya que I es el operador identidad en un espacio vectorial d-dimensional, se tiene que
Tr(λI) = dλ y que
Tr(λI) = Tr(Ti)
= Tr
(∑
x∈Ci
ϕx
)
=
∑
x∈Ci
Tr(ϕx); por la propiedad de la traza Tr(A+B) = Tr(A) + Tr(B)
=
∑
x∈Ci
χϕ(x); por definicio´n de cara´cter
=
∑
x∈Ci
χi; como el cara´cter es constante en toda la clase conjugada (Propiedad 2.3.5)
= |Ci|χi
= hiχi
(3)Como son clases invariantes bajo conjugacio´n, cada una de estas conjugaciones definen una biyeccio´n
que es un automorfismo en las clases conjugadas.
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Entonces
dλ = Tr(λI)
dλ = hiχi
λ =
hiχi
d
Con lo anterior podemos ver que
Ti = λI; sustituyendo el valor de λ
=
hiχi
d
I
estableciendo la Afirmacio´n 1.
Ahora se necesita ver que los Ti se “comportan” como enteros algebraicos que satisfacen
una fo´rmula similar a la del Lema 4.1.5 y es precisamente lo que dice la segunda afirmacio´n.
Afirmacio´n 2 : TiTj =
s∑
k=1
aijkTk para algu´n aijk ∈ Z.
Demostracio´n.
TiTj =
∑
x∈Ci
ϕx ·
∑
y∈Cj
ϕy
=
∑
x∈Ci
y∈Cj
ϕxϕy
=
∑
x∈Ci
y∈Cj
ϕxy
No´tese que
∑
x∈Ci
y∈Cj
ϕxy suma todas las veces en donde g aparece, por lo tanto sea aij
(4) el nu´mero
de formas distintas de escribir g como producto de xy , es decir, g = xy con x ∈ Ci y y ∈ Cj.
Ahora supo´ngase que se cumple que aijg so´lo depende de la clase de conjugacio´n de g,
entonces sea aijk el valor de aijg con g ∈ Ck. Como se tienen s clases de conjugacio´n distintas,
(4)No´tese que el i y el j de la notacio´n aij esta´n referidos a la clase Ci y Cj
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se suman por cada clase lo siguiente:∑
g∈G
aijgϕg =
s∑
k=1
∑
g∈Ck
aijgϕg
=
s∑
k=1
aijk
∑
g∈Ck
ϕg
=
s∑
k=1
aijgTk
probando con esto la Afirmacio´n 2.
Para la Afirmacio´n 2, se supuso que aijg solo depend´ıa de la clase de conjugacio´n, la
siguiente afirmacio´n demuestra que efectivamente as´ı es.
Afirmacio´n 3 : aijg so´lo depende de la clase de conjugacio´n de g.
Demostracio´n. Sea
Xg = {(x, y) ∈ Ci × Cj | xy = g};
la cantidad de elementos pares ordenados que se forman cuando g = xy, entonces aijg = |Xg|.
Lo que se quiere probar es que coinciden las cardinalidades cuando se toma el conjugado, es
decir, si g′ es el conjugado de g, se mostrara que |Xg| = |Xg′ |. Supo´ngase que g′ = kgk−1, se
define una funcio´n
ψ : Xg → Xg′
(x, y) 7→ (kxk−1, kyk−1)
y se quiere demostrar que existe una correspondencia uno a uno entre Xg y Xg′ ; no´tese que
kxk−1 ∈ Ci, kyk−1 ∈ Cj ya que es un conjugado de x y de y. Se probara´ que esta bien
definida, es decir, si la imagen de los elementos pertenece al dominio; adema´s se sabe que es
una funcio´n ya que por definicio´n la imagen de un elemento es u´nica.
Entonces tomando kxk−1 ∈ Ci y kyk−1 ∈ Cj se tiene
kxk−1kyk−1 = kxyk−1
= kgk−1
= g′
por lo tanto el producto de los elementos del par ordenado (kxk−1, kyk−1) es igual a g′, con
lo que se corrobora que ψ(x, y) ∈ X ′g.
Ahora observe´se que ψ tiene inversa, sea τ esa funcio´n tal que
τ : Xg′ → Xg
(x′, y′) 7→ (k−1x′k, k−1y′k)
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La prueba de que τ es una funcio´n, es similar a la abordada para ψ. Ahora para que sea
inversa debe cumplirse que ψ ◦τ = 1 y que τ ◦ψ = 1, para ello se toma (x, y) y se comprueba
la primera condicio´n
ψ ◦ τ(x, y) = ψ(τ(x, y))
= ψ(k−1xk, k−1yk)
= (kk−1xkk−1, kk−1ykk−1)
= (x, y)
Ahora ve´ase la segunda condicio´n
τ ◦ ψ(x, y) = τ(ψ(x, y))
= ψ(kxk−1, kyk−1)
= (k−1kxk−1k, k−1kyk−1k)
= (x, y)
Como ψ tiene inversa, entonces es una biyeccio´n y por lo tanto se cumple que |Xg| = |Xg′|,
con lo que se establece la Afirmacio´n 3.
Se completa la prueba del teorema, sustituyendo la fo´rmula para el Ti de la Afirmacio´n
1 en la fo´rmula de la Afirmacio´n 2 y se tiene
TiTj =
s∑
k=1
aijgTk
(
hi
d
χi)Tj =
s∑
k=1
aijgTk; con
hi
d
χi =
hi
d
χϕ(g)
hi
d
χϕ(g)Tj =
s∑
k=1
aijgTk
por lo tanto hi
d
χϕ(g) es un entero algebraico por lo visto en el Lema 4.1.5 ya que es una
combinacio´n lineal de los Tj.
Teorema 4.2.5. (Teorema de la Dimensio´n)
Sea ϕ una representacio´n irreducible de G de grado d. Entonces d divide a |G|.
Demostracio´n. Utilizando las primeras relaciones de ortogonalidad (Teorema 2.3.9) y la de-
finicio´n de producto interno se tiene
1 = 〈χϕ, χϕ〉
=
1
|G|
∑
g∈G
χϕ(g)χϕ(g)
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Se despeja y se tiene
1 =
1
|G|
∑
g∈G
χϕ(g)χϕ(g) (4.1)
|G| =
∑
g∈G
χϕ(g)χϕ(g); se divide por d y obtiene (4.2)
|G|
d
=
∑
g∈G
χϕ(g)
d
χϕ(g) (4.3)
Sean C1, · · · , Cs las clases conjugada de G, sea χi el valor de χϕ en Ci y sea hi = |Ci|.
Entonces en la ecuacio´n (4.3) se tiene
|G|
d
=
s∑
i=1
∑
g∈Ci
χg(g)
d
χϕ(g); ya que el cara´cter es una funcio´n de clase (4.4)
=
s∑
i=1
∑
g∈Ci
(
1
d
χi
)
χi; porque el cara´cter es constante en cada clase (4.5)
=
s∑
i=1
(
hi
d
χi
)
χi; se suma tantas veces como elementos hay en cada la clase (4.6)
Pero
hiχi
d
es un entero algebraico por el teorema anterior (4.2.4), mientras que χi es
un entero algebraico por el Corolario 4.2.1 y la suma de enteros algebraicos es tambie´n un
entero algebraico, as´ı como el producto de enteros algebraicos es tambie´n algebraico (cierre
de enteros algebraicos bajo la conjugacio´n compleja). Como los enteros algebraicos forman
un anillo, por cerradura se deduce en (4.6) que
hi
d
χiχi son enteros algebraicos para todo i,
as´ı |G|/d es un entero algebraico y por lo tanto un entero por la Proposicio´n 4.1.4, con lo
que se concluye que d divide |G|.
Observacio´n 4.2.6. El Teorema de la Dimensio´n primero fue demostrado por Frobenius.
Ma´s tarde fue mejorado por Schur, que mostro´ que el grado d de una representacio´n irredu-
cible de G divide a [G : Z(G)] el ı´ndice de Z(G) en G o lo que es lo mismo al nu´mero de
elementos del conjunto cociente G/Z(G).
Los siguientes corolarios son resultados esta´ndar de teor´ıa de grupos que, generalmente,
son demostrados utilizando propiedades sobre los p-grupos y los teoremas de Sylow, sin em-
bargo, en este documento se utilizara´ el teorema anterior para demostrarlos, sin necesidad
de trabajar con la ecuacio´n de clase, utilizando unicamente la informacio´n de las represen-
taciones irreducibles.
Corolario 4.2.7. Sea p un nu´mero primo y sea G un grupo de orden p2. Entonces G es
abeliano.
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Demostracio´n. Sean d1, · · · , ds los grados de las representaciones irreducibles de G. Como
el grado de una representacio´n trivial divide al orden del grupo di|p2 entonces di puede ser
1, p o p2. Se sabe que la representacio´n trivial tiene grado 1 y es irreducible, adema´s que
p2 = |G| entonces
|G| = d21 + · · ·+ d2s
Entonces si alguno de los di fuera igual a p
2 se tendr´ıa que
d21 + · · ·+ d2s ≥ 1 + (p2)2
por lo tanto la suma ser´ıa al menos 1 + p4, lo cual supera a p2. Ahora si algu´n di = p se
tendr´ıa que
d21 + · · ·+ d2s ≥ 1 + (p)2
entonces la suma ser´ıa al menos 1 + p2, lo cual tambie´n supera al orden del grupo. Por lo
tanto no queda ma´s que di = 1 para todo i, es decir, todas las clases ser´ıan de grado 1 y esto
implica que s (el nu´mero de clases conjugadas) coincidira´ con el orden del grupo s = |G| y
por el Corolario 2.4.9 al tener |G| clases de conjugacio´n se concluye que G es abeliano.
Recue´rdese que el subgrupo commutador G′ de un grupo G es el subgrupo generado
por todos los elementos de la forma g−1h−1gh con g, h ∈ G. El commutador es un subgrupo
normal y posee las propiedades de que G/G′ es abeliano y si N es cualquier subgrupo normal
con G/N abeliano, entonces G′ ⊆ N .
Lema 4.2.8. Sea G un grupo finito entonces nu´mero de las representaciones de grado uno de
G divide a |G|. Ma´s precisamente, si G′ es el subgrupo commutador de G, entonces hay una
biyeccio´n entre las representaciones de grado uno de G y las representaciones irreducibles
del grupo abeliano G/G′. Por lo tanto G tiene |G/G′| = [G : G′] representaciones de grado
uno.(5)
Demostracio´n. Sea α el conjunto de las representaciones de grado 1 de G y sea β el conjun-
to de las representaciones irreducibles del grupo abeliano G/G′. Para probar este lema se
necesita establecer una biyeccio´n entre α y β con lo cual se tendr´ıa que |G/G′| = [G : G′]
Sea θ la biyeccio´n buscada, para definirla se hara´ uso de la proyeccio´n cano´nica pi con
regla de asignacio´n
pi : G→ G/G′
g 7→ gG′
adema´s, sea ρ : G→ C∗ una representacio´n de grado uno y sea ψ una representacio´n irredu-
cible, entonces la biyeccio´n buscada estar´ıa dada por
θ : β → α
ψ 7→ ψ ◦ pi = ρ
(5)Hay tantas representaciones como el ı´ndice de [G : G′]
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en donde ψ ◦ pi : G→ C∗ es una representacio´n de grado uno.
Se demostrara´ que cada representacio´n de grado uno de G se obtiene de esta manera. Se
debe comprobar que θ es una funcio´n sobreyectiva, es decir, se toma ρ ∈ α y se probara´ que
existe ψ ∈ β tal que θ(ψ) = ρ.
Como ρ es una representacio´n de grado uno, por el Primer Teorema Fundamental de
Isomorf´ıa se sabe que G/ ker ρ ∼= Img(G) ≤ C∗ entonces G/ ker ρ es abeliano. Por otro lado,
se sabe que ker ρ / G y G/ ker ρ es abeliano, entonces G′ ⊆ ker ρ, es ma´s G′ ≤ ker ρ.
Ahora se define ψ como
ψ : G/G′ → C∗
gG′ 7→ ρ(g)
Se probara´ que esta bien definida, para ello tomamos gG′ y hG′ ∈ G/G′ entonces
gG′ = hG′ ⇐⇒ h−1 ∈ G′ ⊆ ker ρ
=⇒ ρ(h−1g) = 1
=⇒ ρ(h)−1ρ(g) = 1
=⇒ ρ(g) = ρ(h)
=⇒ ψ(gG′) = ψ(hG′)
Con lo que se concluye que esta bien definida. Ahora se probara´ que es una representacio´n,
para ello se toman gG′ y hG′ ∈ G/G′ entonces
ψ(gG′hG′) = ψ((gh)G′); ya que son clases de equivalencia
= ρ(gh)
= ρ(g)ρ(h); ya que ρ es un homomorfismo
= ψ(gG′)ψ(hG′)
de aqu´ı que ψ es una representacio´n de grado uno y por lo tanto irreducible; todo lo anterior
implica que ψ ∈ β, con lo que se prueba que θ es una funcio´n sobreyectiva.
Ahora se calcula θ(ψ), se sabe que por definicio´n θ(ψ) = ψ ◦ pi, se debe probar que
ψ ◦ pi = ρ, por ello se toma g ∈ G entonces
ψ ◦ pi(g) = ψ(pi(g))
= ψ(gG′)
= ρ(g)
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Adema´s, es necesario verificar que θ es inyectiva, se toma ψ, γ : G/G′ → C∗ entonces
θ(ψ) = θ(γ)
ψ ◦ pi = γ ◦ pi; en donde ambos pertenecen a α
=⇒ ∀ g ∈ G se tiene que
ψ ◦ pi(g) = γ ◦ pi(g)
ψ(pi(g)) = γ(pi(g))
ψ(gG′) = γ(gG′)
=⇒ ∀ gG′ ∈ G/G′ se cumple que
ψ = γ
Por u´ltimo no´tese que como ρ es una representacio´n de grado 1 para cada ψ irreducible
con G/G′ abeliano, de aqu´ı que se tienen |G/G′| representaciones irreducibles, con lo que se
completa la prueba.
Corolario 4.2.9. Sean p, q nu´meros primos con p < q y q 6≡ 1 (mo´d p). Entonces cualquier
grupo G de orden pq es abeliano.
Demostracio´n. Sean d1, · · · , ds los grados de las representaciones irreducibles de G. Se sabe
que la representacio´n trivial tiene grado 1 y es irreducible, adema´s que p < q, pq = |G| y di
divide a |G|, entonces
|G| = d21 + · · ·+ d2s
Por lo tanto los di solo pueden tomar los valores de 1, p, pq y q, para que dividan al orden
del grupo. Observe´se que pq no puede ser, ya que
d21 + · · ·+ d2s ≥ 1 + (pq)2
quiere decir que se tendr´ıa al menos 1 + p2q2 y esto es mayor que pq, por otro lado observe´se
que q tampoco puede ser porque se tendr´ıa
d21 + · · ·+ d2s ≥ 1 + (q)2
se sabe que p < q entonces pq < q2 con lo que ser´ıa tambie´n mayor que pq. Por lo tanto
se deduce que di solo puede tomar los valores de 1 y p para todo i. Sea n el nu´mero de
representaciones de grado p de G, como se tiene [G : G′] = m representaciones de grado 1 de
G. Entonces pq = m + np2, ahora como el nu´mero de representaciones de grado 1 divide a
|G| por el lema anterior, m ≥ 1 (porque se cuenta al menos con la representacio´n trivial),
entonces se tiene que
pq = m+ np2
pq − np2 = m
p(q − np) = m =⇒ p|m con q − np ∈ Z
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Como m|pq debe suceder que m = 1, m = q, m = p o m = pq; pero m|p entonces m 6= 1, q,
por lo tanto puede solo puede ser p o pq.
Si m = p, entonces
pq = p+ np2; se divide por p
q = 1 + np
q − 1 = np
=⇒ p|(q − 1) =⇒ q ≡ 1 (mo´d p)
Lo que supondr´ıa una contradiccio´n a la suposicio´n. Por lo tanto, m = pq y as´ı todas
las representaciones irreducibles de G tienen grado uno y por el Corolario 2.4.9 se tienen pq
clases de conjugacio´n y estas coinciden con el orden del grupo, por lo tanto G es abeliano.
4.3. El Teorema de Burnside
Sea G un grupo de orden n y supo´ngase que ϕ : G → GLd(C) es una representacio´n.
Entonces χϕ(g) es la suma de d n-e´simas ra´ıces de la unidad, como se vio´ en la Observacio´n
4.2.3. Esta´ explica la relevancia del siguiente lema.
Lema 4.3.1. Sean λ1, · · · , λd las ra´ıces n-e´simas de la unidad. Entonces |λ1 + · · ·+ λd| ≤ d
y la igualdad se cumple si y so´lo si λ1 = λ2 = · · · = λd.
Demostracio´n. Se sabe que en los complejos se cumple la desigualdad triangular |λ1 +λ2| ≤
|λ1|+ |λ2| = 2, ya que |λ1| = 1 y |λ2| = 1, en donde, la igualdad se cumple si y solo si λ1 = λ2
ya que sus mo´dulos son iguales por ser ra´ıces n-e´simas de la unidad y el argumento de uno
de ellos es mu´ltiplo escalar del otro (este sera´ el caso base).
Por induccio´n asumimos que se cumple para |λ1 + · · ·+ λk| ≤ k en donde, la igualdad es
cierta si y solo si λ1 = · · · = λk ya que sus mo´dulos son iguales por ser ra´ıces n-e´simas de
la unidad y sus argumentos son mu´ltiplos escalares de alguno de ellos; ahora se quiere saber
si se cumple para |λ1 + · · · + λk+1| ≤ k + 1 en donde, la igualdad se cumplira´ si y solo si
λ1 = · · · = λk+1; entonces se tiene:
|λ1 + · · ·+ λk + λk+1| ≤ |λ1 + · · ·+ λk|+ |λk+1|; por el caso base
≤ k + |λk+1|; por hipo´tesis inductiva
≤ k + 1
Por lo tanto, se observa que se cumple que |λ1 + · · · + λd| ≤ |λ1| + · · · + |λd|, como son
ra´ıces n-e´simas de la unidad entonces |λ1| = · · · = |λd| = 1 en donde, la igualdad se cumple
si y solo si λ1 = · · · = λk ya que sus mo´dulos son iguales y sus argumentos son mu´ltiplos
escalares de alguno de ellos. Con lo que se completa la demostracio´n.
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Sea ωn = e
2pii/n, se denota por Q[ωn] el subcampo ma´s pequen˜o de C que contiene a ωn.
Este es el subcampo F ma´s pequen˜o de C en donde zn− 1 = (z−α1) · · · (z−αn) para algu´n
α1, · · · , αn ∈ F , es decir, este F es el campo de escisio´n(6) de zn − 1.
Los campos de la forma Q[ωn] son llamados campos cicloto´micos (7). Por otro lado sea
φ la funcio´n φ de Euler ; as´ı φ(n) es el nu´mero de enteros positivos menores que n que son
primos relativos con e´l. El siguiente resultado es usual de la teor´ıa de anillos y campos [13].
Lema 4.3.2. El campo Q[ωn] tiene dimensio´n φ(n) como un Q-espacio vectorial.
Lo u´nico que debemos observar es que la dimensio´n es finita, lo cual se sabe porque ωn
es un entero algebraico sobre Q si y solo si la extensio´n simple Q(ωn)/Q es finita. Por otro
lado, se define Γ = Gal(Q[ωn] : Q) como el grupo de Galois (8) de Q[ωn] sobre Q. Esto quiere
decir que Γ es el conjunto de todos los automorfismos de campo σ : Q[ωn] → Q[ωn] tal que
σ(r) = r para todo r ∈ Q y σ finito.
Un hecho crucial es que si p(z) es un polinomio con coeficientes racionales, entonces Γ
permuta las ra´ıces de p en Q[ωn], es decir, sus ra´ıces se mapean a otras ra´ıces. Las ra´ıces
primitivas de la unidad forman un grupo c´ıclico que tiene orden φ(n) y el grupo de Galois
esta en correspondencia con este, al igual que el de las ra´ıces con Z/nZ∗.
Lema 4.3.3. Sea p(z) un polinomio con coeficientes racionales y supongamos que α ∈ Q[ωn]
es una ra´ız de p. Entonces σ(α) es tambie´n una ra´ız de p para todo σ ∈ Γ.
Demostracio´n. Supo´ngase que p(z) = akz
k + ak−1zk−1 + · · ·+ a0 con ai ∈ Q. Como σ es un
homomorfismo de anillos que fija a los elementos (σ(ai) = ai ∀i), entonces
p(σ(α)) = akσ(α)
k + ak−1σ(α)k−1 + · · ·+ a0σ(α)0; como σ es homomorfismo entonces
= akσ(α
k) + ak−1σ(αk−1) + · · ·+ a0σ(α0)
= σ(ak)σ(α
k) + σ(ak−1)σ(αk−1) + · · ·+ σ(a0)σ(α0)
= σ(akα
k) + σ(ak−1αk−1) + · · ·+ σ(a0α0)
= σ(akα
k + ak−1αk−1 + · · ·+ a0)
= σ(p(α)); ya que α es ra´ız de p(z)
= σ(0); como σ ∈ Γ
= 0
Entonces σ(α) es tambie´n una ra´ız de p para todo σ ∈ Γ con α que se ha tomo arbitrario,
entonces se cumple para todas las ra´ıces de P .
(6)Es el campo ma´s pequen˜o donde el polinomio se factoriza completamente en los racionales.
(7)Un campo cicloto´mico es el campo de escisio´n del polinomio xn − 1, adema´s es una extensio´n de Galois
del cuerpo de los racionales y el grado de esta extensio´n es [Q[ωn] : Q].
(8)Sea F una extensio´n del cuerpo K, el grupo de Galois de F sobre K se define como el grupo de
automorfismos de F que dejan fijo al cuerpo K, es decir, Gal(F/K) = {φ ∈ Aut(F )| φ(a) = a ∀ a ∈ K}.
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Corolario 4.3.4. Sea α una ra´ız n-e´sima de la unidad. Entonces σ(α) tambie´n es una ra´ız
n-e´sima de la unidad para todo σ ∈ Γ.
Demostracio´n. Basta notar que p(z) es un polinomio con coeficientes racionales; ahora como
α ∈ Q[ωn], aplicando el lema anterior al polinomio p(z) = zn − 1 que tiene coeficientes
racionales se tiene:
p(z) = zn − 1
p(σ(α)) = (σ(α))n − 1
0 = σ(α)n − 1
σ(α)n = 1
En donde σ(α) es una ra´ız n-e´sima de la unidad y como α se tomo arbitrario entonces es
una ra´ız n-e´sima la unidad para todo σ ∈ Γ.
Este hecho no va a ser utilizado; para los fines de este trabajo lo importante es que Γ es
finito.
Corolario 4.3.5. Sea α ∈ Q[ωn] un entero algebraico y supo´ngase que σ ∈ Γ. Entonces σ(α)
es un entero algebraico.
Demostracio´n. Sea α un entero algebraico que pertenece al campo de escisio´n Q(ωn), tal
que es una ra´ız del polinomio mo´nico p con coeficientes enteros, y se toma un automorfismo
σ ∈ Γ arbitrario, por el Lema 4.3.3 σ(α) tambie´n es ra´ız de p, por lo tanto es un entero
algebraico.
Una consecuencia del Teorema Fundamental de la Teor´ıa de Galois(9) cuyo resultado
necesitamos es el siguiente:
Teorema 4.3.6. Sea α ∈ Q[ωn], entonces σ(α) = α para todo σ ∈ Γ si y solo si α ∈ Q
El siguiente corolario es una variacio´n del “truco de la suma”.
Corolario 4.3.7. Sea α ∈ Q[ωn], entonces
∏
σ∈Γ
σ(α) ∈ Q.
Demostracio´n. Sea τ ∈ Γ, entonces se tiene
τ
(∏
σ∈Γ
σ(α)
)
=
∏
σ∈Γ
τσ(α); haciendo ρ = τ ◦ σ con τ , σ ∈ Γ
=
∏
ρ∈Γ
ρ(α); ya que τ ◦ σ ∈ Γ
(9)En su forma ma´s ba´sica el teorema dice que dada una extensio´n de cuerpos E/F que sea finita y Galois,
existe una correspondencia uno a uno entre sus cuerpos intermedios (cuerpos K que satisfacen F ⊆ K ⊆ E;
tambie´n llamados subextensiones de E/F ) y los subgrupos de su grupo de Galois.
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con lo cual se obtiene que τ
(∏
σ∈Γ
σ(α)
)
=
∏
ρ∈Γ
ρ(α) (τ fija al producto de los ρ(α)) y aplicando
el Teorema 4.3.6 se tiene que
∏
σ∈Γ
σ(α) ∈ Q.
El siguiente teorema es crucial para demostrar el teorema de Burnside.
Teorema 4.3.8. Sea G un grupo de orden n y sea C una clase conjugada de G. Supo´ngase
que ϕ : G → GLd(C) es una representacio´n irreducible y se asumira´ que h = |C| es primo
relativo con con d, entonces:
1. Existe λ ∈ C∗ tal que ϕg = λI para todo g ∈ C; o
2. χϕ(g) = 0 para todo g ∈ C
Demostracio´n. Se probara´ cada literal
1. Sea χ = χϕ una representacio´n irreducible, primero no´tese que si ϕg = λI para algu´n
g ∈ C y = kgk−1 entonces
ϕx = ϕkϕgϕk−1
= ϕkλIϕk−1
= λϕkϕk−1
= λϕ1
= λI; para todo x ∈ C
Adema´s χ es una funcio´n de clase y el cara´cter es constante en las clases conjugadas,
con lo que se puede decir que si se cumple para un elemento se cumplira´ para todos;
de la misma manera si se anula en cualquier elemento de C, se anula en todos los
elementos de la clase. Por lo tanto, sera´ suficiente mostrar que si ϕg 6= λI para algu´n
g ∈ C, entonces χϕ(g) = 0.
2. Por el Teorema 4.2.4 se sabe que hχ(g)/d es un entero algebraico; tambie´n se sabe que
χ(g) es una entero algebraico por el Corolario 4.2.1. Por hipo´tesis MCD(d, h) = 1 y
por el Teorema de Bezout se pueden encontrar enteros k, j tales que kh + jd = 1 de
manera que:
kh+ jd = 1
k
h
d
+ j =
1
d
; por el Corolario 4.1.6
k
(
h
d
χ(g)
)
+ jχ(g) =
χ(g)
d
; por lo tanto este es un entero algebraico
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Sea α =
χ(g)
d
, esto muestra que una combinacio´n lineal de al menos dos enteros
algebraicos sigue siendo un entero algebraico. Por Corolario 2.1.10, como ϕ : G →
GLd(C) es una representacio´n irreducible entonces ϕg es diagonalizable y sus valores
propios λ1, · · · , λd son ra´ıces n-e´simas de la unidad. Como ϕg es diagonalizable pero
no una matriz escalar, por hipo´tesis ϕ 6= λI sus valores propios no son todos iguales.
Aplicando el Lema 4.3.1 a χ(g) = λ1 + · · ·+ λd resulta
|λ1 + · · ·+ λd| = |χ(g)|
|χ(g)| < d
|χ(g)|
d
< 1
|χ(g)
d
| < 1
|α| < 1
Con lo que se puede concluir que α ∈ Q[ωn] ya que α es la suma de todas las ra´ıces n-
e´simas de la unidad, por tanto es una suma de algebraicos y Q[ωn] es algebraicamente
cerrado bajo la suma. Sea σ ∈ Γ, el Lema 4.3.3 implica que σ(α) es un entero algebraico.
El Corolario 4.3.4 dice que si σ es ra´ız n-e´sima de la unidad σ(α) tambie´n lo es, es
decir que si χ(g) es entero algebraico tambie´n lo es σ(χ(g)) y se cumple
σ(χ(g)) = σ(λ1 + · · ·+ λd); σ es un homomorfismo
= σ(λ1) + · · ·+ σ(λd)
con lo que se tiene una suma de d ra´ıces n-e´simas de la unidad y como σ permuta las
ra´ıces, entonces todas son diferentes. Ahora, como σ ∈ Γ y σ(α) = α (Teorema 4.3.6),
otro procedimiento similar al anterior nos conduce a una aplicacio´n del Lema 4.3.1 y
se tiene
|σ(χ(g))| < d
|σ(χ(g))|
d
< 1
|σ(χ(g))
d
| < 1
|χ(g)
d
| < 1
|α| < 1
|σ(α)| < 1
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Y como σ ∈ Γ es arbitrario, se obtiene que q =
∏
σ∈Γ
σ(α) es un entero algebraico con
|q| = |(
∏
σ∈Γ
σ(α))|
=
∏
σ∈Γ
|σ(α)|
< 1
No´tese que se tiene un producto finito de enteros algebraicos, por lo tanto q es un
entero algebraico, adema´s, el Corolario 4.3.7 garantiza que q ∈ Q y por la Proposicio´n
4.1.4 q ∈ Z . Como |q| < 1, se puede concluir que q = 0 y por lo tanto σ(α) = 0
para algu´n σ ∈ Γ porque se encuentra en algu´n campo y no hay divisores de cero.
Debido a que σ es un automorfismo, esto implica que α = 0. Finalmente se concluye
que χ(g) = 0.
Antes de demostrar el teorema de Burnside, que es el objetivo principal en este cap´ıtulo,
se necesita el siguiente resultado.
Lema 4.3.9. Sea G un grupo no abeliano finito. Supo´ngase que hay una clase de conjugacio´n
C 6= {1} de G tal que |C| = pt con p primo y t ≥ 0. Entonces G no es simple.
Demostracio´n. Por contradiccio´n, supo´ngase que G es simple y sean ϕ(1), · · · , ϕ(s) un conjun-
to completo de representantes de clases de equivalencia de representaciones irreducibles de
G. Sean χ1, · · · , χs sus respectivos caracteres, d1, · · · , ds sus grados respectivos y se tomara´
a ϕ(1) como la representacio´n trivial.
Como G es simple, el nu´cleo kerϕ(k) = {1} para k > 1 (porque si kerϕ(k) = G esto
implicar´ıa que ϕ(k) es la representacio´n trivial y se ha asumiendo que G es simple), entonces
si ϕ(k) : G −→ GLn(C) se tiene que kerϕ = {g ∈ G| ϕ(g) = In} unlhd G, y al ser un subgrupo
normal entonces kerϕ = {1, G}, ahora si ϕ fuera la representacio´n trivial, esta mapea todos
los elementos g a la identidad, entonces el nu´cleo ser´ıa todo G; pero si no es trivial quiere
decir que existe un g que no se envia´ a la identidad, entonces el nu´cleo de ϕ no podr´ıa ser
todo G, por lo tanto el nu´cleo de ϕ tiene que ser igual a la identidad en G, por lo tanto las
dema´s representaciones tienen que tener nu´cleo trivial porque son homomorfismos normales
y simples.
Como en el centro solo se tiene a la identidad, ϕ(k) es inyectiva para k > 1, como G no
es abeliano y C∗ es abeliano, las representaciones deben tener un grado mayor que 1, ya que
si no fuera as´ı al tener una funcio´n inyectiva con una imagen abeliana pasar´ıa que
ϕ(ab) = ϕ(a)ϕ(b)
= ϕ(b)ϕ(a); ya que ϕ(a) y ϕ(b) ∈ C∗
= ϕ(ba)
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como ϕ es inyectiva entonces ab = ba, lo que implicar´ıa que G es conmutativo y esto contra-
dice la hipo´tesis; por ello se deduce que dk > 1 para k > 1. Como G es simple el centro puede
ser Z(G) = {1, G}, pero G no puede ser porque el centro es normal al grupo y si fuera G
entonces ser´ıa abeliano, por ello Z(G) = {1}, lo que implica que t > 0 ya que |C| = p0 = 1
es la clase conjugada de la identidad.
Sea g ∈ C, k > 1 y sea Zk el conjunto de todos los elementos x ∈ G tal que ϕ(k)x es una
matriz escalar, que en este caso sera una matriz diagonalizable. Sea H = {λIdk | λ ∈ C∗}
estas matrices escalares; como λIdkA = λAIdk = AλIdk , entonces esta´ contenida en el centro,
ahora har´ıa falta probar que es un subgrupo. Sea Idk ∈ H 6= ∅ y λIdk , βIdk ∈ H entonces
λIdk(βIdk)
−1 = λIdk
(
1
β
)
Idk =
ϕ
β
Idk ∈ H
en el proceso anterior β 6= 0 por lo tanto H es un subgrupo normal de GLdk(C).
No´tese que Zk as´ı como esta definido es la imagen inversa de H bajo ϕ
(k), ya que es
el conjunto de elementos tales que la imagen es una matriz diagonal, como H es normal
se concluye que Zk es un subgrupo normal de G. Nuevamente como G es simple entonces
Zk = {1, G}, pero dk > 1, entonces si Zk = G se tendr´ıa que todos los elementos de G esta´n
siendo mapeados a matrices escalares esto implica que ϕkx = λIdk y esto es equivalente a
decir que mapea a λ, entonces esta representacio´n ser´ıa de grado 1, pero ya se vio´ que solo
la representacio´n trivial ten´ıa grado 1 y que el grado tiene que ser mayor que 1, por lo tanto
Zk = {1}.
Supo´ngase por el momento que p - dk (primos relativos) ya que el orden de la clase debe
ser primo relativo con dk que es el grado de la representacio´n, porque le ma´ximo comu´n solo
puede ser 1 o p; p no puede ser porque estamos asumiendo que son primos relativos, entonces
existe un λ tal que ϕkg = λIdk para todo g ∈ C, pero si fuera as´ı este pertenecer´ıa a Zk, el
cual ya sab´ıamos que tiene taman˜o uno y la clase C tiene taman˜o pt con t > 0, entonces tiene
taman˜o mayor que 1; as´ı lo que se prueba es que ningu´n elemento de la clase mapea a un
escalar, por lo tanto, no se cumple el literal 1 del Teorema 4.3.8, por lo que debe cumplirse
el literal 2, con lo que se tendr´ıa que χk(g) = 0 para todo g..
Ahora sea L la representacio´n regular de G, por el Teorema 2.4.4 se tiene que L ∼
d1ϕ
(1) ⊕ · · · ⊕ dsϕ(s), como g 6= 1, la proposicio´n 2.4.3 y el Lema 2.3.13 conduce a
χL(g) = d1χ1(g) + · · ·+ dsχs(g); como χ1(g) = 1 y d1 = 1 se tiene
0 = 1 +
s∑
k=2
dkχk(g); si p - dk =⇒ χk(g) = 0 para todo g, por tanto se sumara´ donde p|dk
0 = 1 +
∑
p|dk
dkχk(g); por el Corolario 4.2.1 χk(g) es algebraico para todo g
0 = 1 + p
∑
p|dk
akχk(g); con dk = pak
0 = 1 + pz; con z =
∑
p|dk
akχk(g)
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En donde pz es tambie´n un algebraico por que es el producto de algebraicos, esto lleva
a obtener que z = −1
p
es un entero algebraico por la Proposicio´n 4.1.4, pero esto es una
contradiccio´n porque se esta afirmando que −1
p
es el negativo del inverso de un primo, lo
cual no es un entero. Por lo tanto G es no simple.
Teorema 4.3.10. (Burnside)
Sea G un grupo de orden paqb con p, q primos. Entonces G no es simple a menos que
sea c´ıclico de orden primo.
Demostracio´n. Por el Teorema de Cauchy, un grupo abeliano es simple si y so´lo si es c´ıclico
de orden primo. Si G fuera abeliano la u´nica forma que fuera simple es que fuera c´ıclico de
orden primo, por tanto puede suponerse que G no es abeliano. Dado que los grupos de orden
primo tienen centros no triviales [13] (si G no es igual a 1 y es un p-grupo finito su centro
no es trivial). Si los grupos de orden primo tienen centros no triviales, al tomar un grupo G
no abeliano con a o b igual a cero, significar´ıa que el grupo tiene un subgrupo normal y por
lo tanto no seria simple.
Ahora supo´ngase que a, b ≥ 1, por los Teoremas de Sylow [13], G tiene un subgrupo H de
orden qb. Sea 1 6= g ∈ Z(H) porque ya se sabe que tiene un centro no trivial y los q-grupos
tienen orden mayor que 1, sea NG(g) = {x ∈ G | xg = gx} el normalizador de g en G. Como
H ≤ G tal que |H| = qb y g ∈ Z(H), entonces H ⊆ NG(g) debido a que g ∈ Z(H) entonces
para todo x ∈ H sucede que gx = xg. De esta manera
pa =
paqb
qb
=
|G|
|H|
= [G : H]; entonces por propiedad de los ı´ndices si k ≤ H ≤ G[G : k] = [G : H][H : K]
= [G : NG(g)][NG(g) : H]; ya que H ⊆ NG(g)
y entonces [G : NG(g)] = p
t porque es un divisor de pa para algu´n t ≥ 0 y t ≤ a. Pero
[G : NG(g)] es el taman˜o de la clase conjugada de g. El lema anterior implica que existe un
elemento que no es la identidad por que as´ı se ha definido, tal que el orden de la clase es pt
con t > 0 por lo tanto G no es simple.
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Cap´ıtulo 5
Probabilidad y Paseos Aleatorios sobre
Grupos
Una de las aplicaciones de la Teor´ıa de Representaciones de Grupos es en la Probabilidad
y la Estad´ıstica. En un famoso art´ıculo [16], Bayer y Diaconis dieron estimaciones muy
precisas sobre la cantidad de “riﬄes” (1) que se necesitan para aleatorizar una baraja de n
cartas. Bayer y Diaconis concluyeron con base en sus resultados que, para un mazo de 52
cartas, siete riﬄes son suficientes, sin embargo, cualquier reordenamiento esta´ demasiado
lejos de ser aleatorio, mientras que la ganancia neta en aleatoriedad para hacer ma´s de siete
barajados, no es suficiente para garantizar los barajados adicionales.
Bayer y Diaconis basaron su trabajo en un modelo de riﬄes de n cartas como un paseo
aleatorio en el Grupo Sime´trico Sn. Las propiedades del a´lgebra L(Sn) juegan un papel
importante en su ana´lisis. Tambie´n, se han analizado otros me´todos de intercambio de cartas
utilizando la teor´ıa de representaciones del grupo sime´trico Sn [14], pero no se retomara´n
en este trabajo; en este cap´ıtulo se presenta la teor´ıa ba´sica de probabilidad sobre grupos
y se describen algunos ejemplos de barajado de cartas, como aplicaciones de la Teor´ıa de
Representaciones en la Probabilidad.
5.1. Probabilidades sobre Grupos
Sea G sea un grupo finito y supo´ngase que X es una variable aleatoria con valores en G.
Formalmente, esto significa que X es una funcio´n X : Ω −→ G, donde Ω es algu´n espacio de
probabilidad. La distribucio´n de la variable aleatoria X es la funcio´n P : G −→ [0, 1] definida
(1)El te´rmino utilizado en ingle´s es “riﬄe shuﬄe”, que no es ma´s que cortar el paquete de cartas en dos
grupos, tomar con cada mano cada uno de estos, colocarlos uno frente al otro por el lado corto y luego
barajar (intercalar) las cartas de forma ra´pida dejando caer cartas de cada una de las manos (de preferencia
una a una para una mejor mezcla) en esa misma posicio´n; a este movimiento se le llama tambie´n “Barajado a
la americana” o “Cola de Milano”. Esta accio´n puede verse como un reordenamiento de las cartas en alguna
posicio´n diferente de la original.
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por
P (g) = Prob[X = g]
Para todos los propo´sitos pra´cticos, todo lo que se necesita saber sobre la variable aleatoria
X es que esta´ codificada en su distribucio´n y, por lo tanto, ni siquiera se necesita saber que´
es Ω. Observe´se que P satisface ∑
g∈G
P (g) = 1 (5.1)
Por el contrario, cualquier funcio´n P : G −→ [0, 1] que satisfaga (5.1) sera´ la distribucio´n de
alguna variable aleatoria con G-valores. Entonces, en este trabajo, se utilizara´ exclusivamente
distribuciones de probabilidad en lugar de variables aleatorias.
Definicio´n 5.1.1. (Distribucio´n de probabilidad). Una distribucio´n de probabilidad, o sim-
plemente una probabilidad, sobre un grupo finito G es una funcio´n P : G −→ [0, 1] en donde (5.1) se
mantiene. Sea un evento A tal que A ⊆ G, entonces la probabilidad de ese evento esta dado por
P (A) =
∑
g∈A
P (g)
El soporte de la probabilidad P es el conjunto supp(P ) = {g ∈ G | P (g) 6= 0}, es decir, este es el
conjunto para el cua´l tiene sentido hablar de probabilidad.
Intuitivamente, si P es una probabilidad sobre G, entonces si aleatoriamente se elege un
elemento X de G de acuerdo a P , entonces la probabilidad de que X = g esta dada por P (g).
De manera ma´s general, si A ⊆ G, entonces P (A) es la probabilidad de que un elemento X
de G que es elegido al azar de acuerdo con P , pertenezca a A. Por ejemplo, si tiramos una
moneda el grupo a considerar puede ser G = Z/2Z y P ([0]) = 1/2, P ([1]) = 1/2, entonces
P es una probabilidad sobre G para la cual [0] y [1] son igualmente probables; lo descrito
anteriormente se puede generalizar a cualquier grupo en la siguiente definicio´n.
Definicio´n 5.1.2. (Distribucio´n uniforme) Sea G sea un grupo finito, entonces la distribucio´n
uniforme U sobre G viene dada por
U(g) =
1
|G|
para toda g ∈ G
Normalmente se piensa que la distribucio´n uniforme es imparcial. Por lo general, cuando
alguien informalmente habla de elegir un elemento al azar, significa elegir un elemento de
acuerdo con la distribucio´n uniforme, es decir, que sea equiprobable. Por otro lado, se observa
que para cualquier g ∈ G, la funcio´n
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δg =
{
1, si x = g;
0, caso contrario ;
es una distribucio´n de probabilidad para la cual g tiene probabilidad 1 de ser elegido, y
todos los dema´s elementos no tienen probabilidad de ser elegidos en absoluto o mejor dicho
tienen probabilidad 0 de ser elegidos; no´tese que es una distribucio´n de probabilidad ya que
la suma de las probabilidades es siempre 1.
Observe´se que una probabilidad P se puede ver como un elemento de L(G) ya que
P : G → [0, 1] y [0, 1] ⊆ C. Un hecho conveniente es que la convolucio´n de probabilidades
es nuevamente una probabilidad; podemos notar que la convolucio´n tiene una interpretacio´n
probabil´ıstica muy natural. Se comprobara´ lo anterior, para ello sean P y Q probabilidades
sobre G. Supo´ngase que se elige X al azar de acuerdo con P y se elige al azar Y de acuerdo
con Q. Se calcula la probabilidad XY = g. Si Y = h, entonces para que ocurra XY = g, se
debe tener X = gh−1. La probabilidad de que estos dos eventos ocurran simulta´neamente es
P (gh−1)Q(h) (por independencia). Sumando todas las elecciones posibles de h se tiene que
Prob[XY = g] =
∑
h∈G
P (gh−1)Q(h) = P ∗Q(g)
Por lo tanto, P ∗ Q es la distribucio´n de la variable aleatoria XY siempre que X e Y sean
variables aleatorias independientes con distribuciones P y Q respectivamente. La siguiente
proposicio´n verifica formalmente que P ∗Q es una distribucio´n de probabilidad.
Antes de ver la siguiente propiedad para el soporte de la convolucio´n, se define el producto
entre elementos de conjuntos de la siguiente manera: “Sean A y B ⊆ G entonces A · B =
{xy | x ∈ A ∧ y ∈ B}”.
Proposicio´n 5.1.3. Sean P y Q probabilidades sobre G, entonces P ∗Q es una probabilidad
sobre G con soporte supp(P ∗Q) = supp(P ) · supp(Q).
Demostracio´n. Como P y Q son probabilidades entonces su rango es el intervalo [0, 1], de
esta forma se puede construir las siguientes desigualdades
0 ≤
∑
h∈G
P (gh−1)Q(h); pero P (gh−1) ≤ 1 y Q(h) ≤ 1 entonces
≤
∑
h∈G
Q(h)
= 1
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y entonces P ∗Q(g) ∈ [0, 1]. Luego, se calcula∑
g∈G
P ∗Q(g) =
∑
g∈G
∑
h∈G
P (gh−1)Q(h) (5.2)
=
∑
h∈G
Q(h)
∑
g∈G
P (gh−1) (5.3)
=
∑
h∈G
Q(h) (5.4)
= 1 (5.5)
donde (5.4) resulta de tomar h fijo y g barre con todos los elementos entonces gh−1 corre a
trave´s de cada elemento de G exactamente una vez. Se sigue que P ∗Q es una distribucio´n
de probabilidad sobre G.
Ahora observe´se que pasa con el soporte de la convolucio´n, para ello se utilizara´ la doble
inclusio´n para probarlo.
“Si g ∈ supp(P ∗Q) entonces g ∈ supp(P ) · supp(Q)”
Se sabe por definicio´n que supp(P ∗ Q) = {g ∈ G | P ∗Q(g) 6= 0} sea g ∈ supp(P ∗ Q)
observe´se que P ∗ Q(g) 6= 0 si y solo si existe h ∈ G tal que P (gh−1) 6= 0 y Q(h) 6= 0; si
se hace x = gh−1 y y = h , entonces P (x) 6= 0 y Q(y) 6= 0 y por lo tanto x ∈ supp(P ) e
y ∈ supp(Q) con xy = g, entonces g ∈ supp(P ) · supp(Q).
Por otro lado
“Si t ∈ supp(P ) · supp(Q) entonces t ∈ supp(P ∗Q)”
supp(P ) · supp(Q) = {xy ∈ G | x ∈ supp(P ) ∧ y ∈ supp(Q)}
= {xy ∈ G | P (x) 6= 0 y Q(y) 6= 0}
sea t ∈ supp(P ) · supp(Q) tal que t = xy, en donde x = ty−1
P ∗Q(t) =
∑
h∈G
P (th−1)Q(h)
=
∑
h∈{G−{y}}
P (th−1)Q(h) + P (ty−1)Q(y)
=
∑
h∈{G−{y}}
P (th−1)Q(h) + P (x)Q(y)
> 0
Entonces P ∗Q(t) 6= 0 por lo tanto t ∈ supp(P ∗Q).
Se concluye que supp(P ∗Q) = supp(P ) · supp(Q), como se requer´ıa.
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En orden de determinar si una distribucio´n es uniforme o que tan lejos esta de serlo,
se necesita definir alguna nocio´n de distancia entre probabilidades. Para ello se presenta la
L1-norma sobre L(G).
Definicio´n 5.1.4. (L1-norma) La L1 sobre L(G)norma esta definida por
‖f‖1 =
∑
g∈G
|f(g)|
para f : G −→ C.
Por ejemplo, si P es una probabilidad sobre G, entonces ‖P‖1 = 1 ya que por definicio´n
se sabe que
∑
g∈G P (g) = 1 y como el rango son los reales en el intervalo [0, 1] entonces
|g| = g.
Ve´ase algunas de las propiedades que posee la L1-norma.
Definicio´n 5.1.5. Sean a, b ∈ L(G), entonces:
1. ‖a‖1 = 0 si y solo si a = 0;
2. ‖ca‖1 = |c| · ‖a‖1 para c ∈ C;
3. ‖a+ b‖1 ≤ ‖a‖1 + ‖b‖1 (la desigualdad triangular)
4. ‖a ∗ b‖1 ≤ ‖a‖1 · ‖b‖1
Demostracio´n. Se probara´ cada uno de los numerales; se observa que del numeral 1 al 3 lo
u´nico que se esta probando es que es una norma, el literal 4 es una propiedad extra para la
L1-norma.
‖a‖1 = 0 si y solo si a = 0;
‖a‖1 =
∑
g∈G
|a(g)|
= 0; si y solo si |a(g)| = 0⇐⇒ a es la funcio´n nula, para todo g ∈ G
‖ca‖1 = |c| · ‖a‖1 para c ∈ C;
‖ca‖1 =
∑
g∈G
|ca(g)|
=
∑
g∈G
|c||a(g)|
= |c|
∑
g∈G
|a(g)|
= |c| ‖ca‖1 ; para c ∈ C
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‖a+ b‖1 ≤ ‖a‖1 + ‖b‖1 (la desigualdad triangular)
‖a+ b‖1 =
∑
g∈G
|(a+ b)(g)|
=
∑
g∈G
|a(g) + b(g)|
≤
∑
g∈G
|a(g)|+ |b(g)|; por la desigualdad triangular
≤
∑
g∈G
|a(g)|+
∑
g∈G
|b(g)|
≤ ‖a‖1 + ‖b‖1
‖a ∗ b‖1 ≤ ‖a‖1 · ‖b‖1
‖a ∗ b‖1 =
∑
g∈G
|a ∗ b(g)|
=
∑
g∈G
∣∣∣∣∣∑
h∈G
a(gh−1)b(h)
∣∣∣∣∣
≤
∑
g∈G
∑
h∈G
|a(gh−1)b(h)|; generalizacio´n de la desigualdad triangular (Lema 4.3.1)
≤
∑
g∈G
∑
h∈G
∣∣a(gh−1)∣∣ |b(h)|
=
∑
h∈G
|b(h)|
∑
g∈G
∣∣a(gh−1)∣∣
= ‖a‖1 · ‖b‖1
donde la ultima igualdad se cumple para h fijo y g variable, de esta manera gh−1 barre
con todos los elementos sobre G.
Los probabilistas usan una variacio´n de la L1-norma para definir la distancia entre las
probabilidades, como la que se muestra a continuacio´n.
Definicio´n 5.1.6. Variacio´n Total
La variacio´n total entre dos probabilidades P y Q sobre un grupo G esta definida por
‖P −Q‖TV = supA⊆G |P (A)−Q(A)| (5.6)
= ma´xA⊆G |P (A)−Q(A)| (5.7)
Se observa que el ma´ximo coincide con el supremo, ya que el conjunto es finito y por lo
tanto se tiene un nu´mero finito de subconjuntos (2|G| de hecho), de tal forma que siempre se
podra´ encontrar un subconjunto ma´s grande en donde se dara´ la variacio´n total.
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Esta definicio´n permite determinar si dos probabilidades esta´n cerca con respecto a la
distancia de variacio´n total, es decir, si difieren poco en cada subconjunto de G. La distancia
de variacio´n total esta´ estrechamente relacionada con la L1-norma y para establecer esta
relacio´n, se necesita el siguiente lema que describe el conjunto A donde se alcanza el ma´ximo
en (5.7).
Lema 5.1.7. Sean P y Q probabilidades sobre Q, adema´s sean
B = {g ∈ G |P (g) ≥ Q(g)}
C = {g ∈ G |Q(g) ≥ P (g)}
Entonces ‖P −Q‖TV = P (B)−Q(B) = Q(C)− P (C)
Demostracio´n. Se vera´ por casos, si P = Q, no hay nada que probar ya que ‖P −Q‖TV =
P (B)−Q(B) = Q(C)− P (C) = 0.
Entonces podemos suponer que P 6= Q; entonces debe existir un elemento w ∈ G tal que
P (w) > Q(w); ya que si P (h) ≤ Q(h) para todo h ∈ G se tendr´ıa que Q− P no es negativo
sobre G y ∑
h∈G
(Q(h)− P (h)) =
∑
h∈G
Q(h)−
∑
h∈G
P (h)
= 1− 1
= 0⇐⇒ Q(h)− P (h) = 0; para todo h
por tanto P = Q y se sabe con esto que w ∈ B y que pertenece a B − C (no es vac´ıo).
Entonces para todo g ∈ B se cumple que P (g) ≥ Q(g) con lo que P (g)−Q(g) ≥ 0 y se
sabe que
‖P −Q‖TV ≥ |P (B)−Q(B)|
= P (B)−Q(B); ya que es positivo
Se sabe por definicio´n que existe A ⊆ G tal que es ma´ximo, es decir,
‖P −Q‖TV = |P (A)−Q(A)| (5.8)
ya que G es finito; sea Ac = G− A el complemento de A. Entonces
|P (Ac)−Q(Ac)| = |1− P (A)− (1−Q(A))| ; por propiedades de la probabilidad
= |1− P (A)− 1 +Q(A)|
= |Q(A)− P (A)|
= |−[P (A)−Q(A)]| ; por propiedades del valor absoluto se tiene que
= |P (A)−Q(A)| ; por (5.8)
= ‖P −Q‖TV
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con lo que se observa que el complemento tambie´n cumple. Ahora, se reemplazara´ A por su
complemento, debido a que este tiene dos opciones: w ∈ A o w ∈ Ac; se asume sin pe´rdida
de generalidad que w ∈ A(2), entonces |P (A)−Q(A)| = P (A)−Q(A) y se observa que debe
ser as´ı.
Se asume por contradiccio´n que |P (A)−Q(A)| = Q(A)− P (A), entonces se tendr´ıa que
Q(A− {w})− P (A− {w}) = Q(A)−Q(w)− [P (A)− P (w)] ; con P (w)−Q(w) ≥ 0
= Q(A)− P (A) + P (w)−Q(w); con P (w)−Q(w) ≥ 0
> Q(A)− P (A)
= ‖P −Q‖TV
lo cual es una contradiccio´n, ya que se ha encontrado una distancia mayor y esto implicar´ıa
que el ma´ximo no era ‖P −Q‖TV . Similarmente, si existe otro elemento h ∈ A que cumpla
con Q(h) > P (h), entonces con un argumento similar al mostrado se encuentra que P (A −
{h})−Q(A− {h}) > P (A)−Q(A), lo que se tiene de nuevo a una contradiccio´n que viene
de asumir que esta en el subconjunto A, pero que no esta en B; entonces para todo h ∈ A
debe cumplirse Q(h) < P (h) por lo tanto A ⊆ B y B = A ∪ (B − A), se tendr´ıa que
P (A)−Q(A) + P (B − A)−Q(B − A) = P (B)−Q(B); pero P (B − A)−Q(B − A) ≥ 0
y como a P (A) − Q(A) se le esta sumando algo mayor o igual que cero, entonces P (B) −
Q(B) ≥ P (A)−Q(A) para cualquier subconjunto A ⊆ B y por tanto esta ser´ıa la distancia
ma´xima, obteniendo que ‖P −Q‖TV = P (B)−Q(B).
Un argumento dual, en donde se intercambia el orden de las desigualdades, muestra que
‖P −Q‖TV = Q(C) − P (C), con lo que se concluye que ‖P −Q‖TV = P (B) − Q(B) =
Q(C)− P (C).
Proposicio´n 5.1.8. La igualdad
‖P −Q‖TV =
1
2
‖P −Q‖1
se cumple para todas las probabilidades P , Q sobre el grupo finito G.
Demostracio´n. Sean B, C como en el lema anterior, entonces se cumple que
‖P −Q‖TV = Q(C)− P (C)
‖P −Q‖TV = P (B)−Q(B)
Ahora si se multiplica cada igualdad por 1
2
, se tiene
1
2
‖P −Q‖TV =
1
2
(P (B)−Q(B))
1
2
‖P −Q‖TV =
1
2
(Q(C)− P (C))
(2)Ya que se ha visto que el complemento cumple lo mismo, por lo tanto puede ser reemplazado a conve-
niencia, cuando sea necesario.
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luego se suman ambos resultados y se obtiene
‖P −Q‖TV =
1
2
(P (B)−Q(B)) + 1
2
(Q(C)− P (C))
=
1
2
[P (B)−Q(B) +Q(C)− P (C)]
=
1
2
 ∑
{g|P (g)≥Q(g)}
(P (g)−Q(g)) +
∑
{g|Q(g)≥P (g)}
(Q(g)− P (g))

=
1
2
 ∑
{g|P (g)≥Q(g)}
(P (g)−Q(g)) +
∑
{g|Q(g)≥P (g)}
(Q(g)− P (g)) + 0

=
1
2
 ∑
{g|P (g)≥Q(g)}
|P (g)−Q(g)|+
∑
{g|Q(g)≥P (g)}
|P (g)−Q(g)|+
∑
{g|P (g)=Q(g)}
|P (g)−Q(g)|

=
1
2
[∑
g∈G
|P (g)−Q(g)|
]
=
1
2
∑
g∈G
|P (g)−Q(g)|
=
1
2
‖P −Q‖1 ; por la definicio´n de la L1-norma
como se quer´ıa.
En consecuencia la Variacio´n Total posee todas las propiedades habituales de una dis-
tancia, por lo tanto, tiene sentido hablar de limites, en donde el limite de Pn es igual a P ,
cuando n −→∞.
5.2. Paseos Aleatorios sobre Grupos Finitos
En esta seccio´n se presentan algunos resultados importantes de los paseos aleatorios para
ser utilizados en los ejemplos de la siguiente seccio´n.
¿Que´ es un paseo aleatorio? para hacerse una idea de lo que se vera´ en esta seccio´n
imag´ınese un turista que sale de un hotel en una ciudad que no conoce y que decide recorrerla
sin un destino particular, entonces la ciudad se modela a trave´s de un grafo, donde los ve´rtices
representan intersecciones y las aristas representan calles, as´ı cada vez que el turista llega a
una interseccio´n, elige al azar una calle y continu´a su camino. La pregunta natural es ¿cua´l es
la probabilidad de que el turista regrese al hotel despue´s de n pasos?, ¿cua´l es la distribucio´n
de probabilidad sobre las intersecciones que describe do´nde se encuentra el turista despue´s
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de n pasos? Las definiciones que se vera´n en esta seccio´n dan respuesta a estas interrogantes.
Existen varios procesos que esta´n modelados por paseos aleatorios, por ejemplo, los ve´rti-
ces de un grafo pueden representar configuraciones de algunos objetos, como el orden de una
baraja de cartas, en donde los bordes representar´ıan como una configuracio´n puede transfor-
marse en otra despue´s de un solo paso (por ejemplo, co´mo puede cambiar la baraja despue´s
de un riﬄe). El paseo aleatorio modela co´mo se pasa aleatoriamente de una configuracio´n
a la siguiente y es precisamente esta nocio´n la que se necesita para la siguiente seccio´n. Por
u´ltimo se considera que si Γ es el grafo de Cayley de un grupo G, entonces un paseo aleatorio
en Γ tambie´n se conoce como paseo aleatorio sobre G.
Si P es una probabilidad sobre un grupo G, se define la k-e´sima convolucio´n de P como
la potencia P ∗k, en lugar de P k para evitar confusiones con el producto punto a punto de
las funciones.
Definicio´n 5.2.1. (Paseo Aleatorio)
Sea P una probabilidad sobre un grupo finito G. Entonces un paseo aleatorio sobre G inducido(3)
por P es la sucesio´n de distribuciones de probabilidad (P ∗k)∞k=0.
Se puede pensar en los paseos aleatorios de la siguiente forma: se comienza en la identidad
y se elige un elemento X1 de G de acuerdo a P y se mueve a X1. Luego se elige un elemento X2
de acuerdo a P y se mueve a X2X1, etc. Formalmente hablando, se considera una sucesio´n
de variables aleatorias X1, X2, · · · independientes e ide´nticamente distribuidas, con una
distribucio´n comu´n P .
Sea Y0 una variable aleatoria con distribucio´n δ1, es decir, Y0 = 1 con probabilidad 1.
Sean Yk = XkYk−1 para k > 1. La variable aleatoria Yk devuelve la posicio´n de un caminante
en el k-e´simo paso del paseo aleatorio, as´ı se obtiene que Yk es una variable aleatoria con
distribucio´n P ∗k. Entonces el paseo aleatorio se puede identificar con la sucesio´n de variables
aleatorias Y0, Y1, · · · o la sucesio´n de distribuciones de probabilidad δ1, P , P ∗2, · · · .
Ejemplo 5.2.2. (Paseo aleatorio simple)
Sean G un grupo, S un subconjunto sime´trico y Γ el grafo de Cayley de G con respecto
a S. Entonces, el paseo aleatorio simple sobre Γ es el paseo aleatorio sobre G dirigido por la
probabilidad 1|S| · δS.
Ya que si el caminante se encuentra en el ve´rtice g del grafo de Cayley, se sabe que se
tiene tantas salidas como elementos tenga S y la probabilidad de tomar una de estas salidas,
al ser uniforme la distribucio´n de probabilidad, es
1
|S| . As´ı, si se toma un elemento de G
y este esta´ en S, entonces tiene probabilidad
1
|S| · dS ya que es uno de los elementos que
permite el movimiento en el grafo.
(3)El te´rmino utilizado en ingle´s es “driven by” que en espan˜ol ser´ıa “dirigido por”, sin embargo, al traducirlo
as´ı, parece que la probabilidad es determinista, por ello se utilizo´ la expresio´n “inducido por” para solventar
esta dificultad.
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Un paseo aleatorio simple puede verse de la siguiente manera: el caminante comienza con
la identidad de G, ahora supo´ngase que en el k-e´simo paso del paseo, el caminante esta´ en el
ve´rtice g ∈ G. Entonces un elemento s ∈ S es elegido al azar (con todos los elementos de S
igualmente probables ya que se trata de una distribucio´n uniforme) y el caminante se mueve
al ve´rtice sg, entonces por construccio´n, los ve´rtices adyacentes en Γ hacia el ve´rtice g son
precisamente los elementos de la forma sg con s ∈ S.
El siguiente tipo de paseo aleatorio es la urna de Ehrenfest, que es un paseo aleatorio
sobre (Z/2Z)n. Para ver ma´s ejemplos, puede consultarse [15].
Ejemplo 5.2.3. (La urna de Ehrenfest)
Se tienen dos urnas A y B que contienen un total de n bolas entre ellas. Al principio
todas las bolas esta´n en la urna A, en cada paso en el tiempo, una de las n bolas se elige
al azar (todas las bolas son igualmente probables) y se mueve a la otra urna. Se codifica el
espacio de configuracio´n a trave´s de elementos de (Z/2Z)n de la siguiente manera: si v = (c1,
· · · , cn) ∈ (Z/2Z)n, entonces esta configuracio´n permite conocer en cua´l de las dos urnas se
encuentra una determinada bolita, es decir, si ci = [0] esto corresponde a tener la bola i en
la urna A y ci = [1] a tener la bola i en la urna B, obteniendo un total de n cambios.
Entonces, la configuracio´n inicial es el vector cano´nico ([0], · · · , [0]) (la identidad), luego
sea ei el vector con [1] en la i-e´sima coordenada y [0] en todas las dema´s, entonces a partir
de la configuracio´n correspondiente a v se puede cambiar la urna que contiene la bola i y me
lleva a la configuracio´n ei + v . Este proceso estoca´stico de cambiar las bolas entre las urnas
corresponde a un paseo aleatorio sobre (Z/2Z)n inducido por la probabilidad
P =
1
n
(δe1 + · · ·+ δen)
=
1
n
δS; con S = {e1, . . . , en}
en donde δei = 1 si tiene un 1 en la i-e´sima posicio´n.
De esta forma una urna de Ehrenfest se considera un paseo aleatorio simple en el grafo
de Cayley de (Z/2Z)n con respecto al conjunto sime´trico {e1, · · · , en}.
Una paseo aleatorio sobre un grupo G se puede ver como una forma de generar aleatoria-
mente un elemento de G. Usualmente, se quiere que todos los elementos de G sean igualmente
probables, es decir, en te´rminos de las distancias entre probabilidades, encontrar un k ∈ N
tal que
∥∥P ∗k − U∥∥
TV
sea muy pequen˜a, pero que no sea demasiado grande, de tal forma que
P ∗k convergiera a U , para que todos los elementos estuviesen uniformemente distribuidos,
sin embargo, la convergencia de P ∗kesto esta fuera de los alcances de este trabajo.
En la siguiente seccio´n, se vera´n algunos ejemplos adicionales provenientes de barajar
cartas y se terminara´ esta seccio´n citando (sin demostracio´n) el teorema de convergencia
para paseos aleatorios en grupos finitos, pero para ello se necesita definir primero cuando un
paseo aleatorio es ergo´dico.
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Definicio´n 5.2.4. (Paseo aleatorio Ergo´dico)
Se dice que un paseo aleatorio sobre un grupo G inducido por una probabilidad P es ergo´dico si
existe un nu´mero entero N > 0 tal que P ∗N (g) > 0 para todo g ∈ G, es decir, supp(P ∗N ) = G.
Proposicio´n 5.2.5. Sea P una probabilidad sobre un grupo finito G y supo´ngase que:
1. P (1) > 0
2. supp(P ) genera el grupo G
Entonces el paseo aleatorio dirigido por P es ergo´dico.
Demostracio´n. Sea S = supp(P ), como P (1) > 0 entonces 1 ∈ S y no´tese que Sk ⊆ Sk+1
para todo k ≥ 0.
Adema´s por (2) se sabe que
〈S〉 = G
entonces por definicio´n
〈S〉 = {s1 · · · sk | si ∈ S ∪ S−1 ∀i ∈ {1, · · · , k}}
como el grupo es finito sea |G| = n y como S lo genera, entonces para todo s que pertenece
a S implica que s ∈ G y que
sn = 1
s · sn−1 = 1; entonces
s−1 = sn−1 ∈ Sn−1 =⇒ S ∪ S−1 ⊆ S ∪ Sn−1 ⊆ Sn−1
Con esto se garantiza que se tiene a todos los elementos en Sn−1 y se quiere demostrar
que se puede encontrar un producto finito y que permita generar a todo 〈S〉, entonces se
toma x ∈ G esto significa que para este elemento ∃ kx tal que x = s1 · · · skx ∈ Sn−1 y para
todo i ∈ {1, · · · , kx} se cumple que si ∈ Sn−1 por lo tanto x ∈ (Sn−1)kx ; como hay una
cantidad finita se toma el ma´ximo de estos kx, por ello sea N = ma´x {kx|x ∈ G} entonces
G ⊆ (Sn−1)N ; la inclusio´n 〈S〉 ⊆ G es trivial, por tanto, existe N > 0 tal que SN = G.
Ahora por la Proposicio´n 5.1.3, se tiene que
supp(P ∗N) = supp(P ) · . . . · supp(P )︸ ︷︷ ︸
N
= S · . . . · S︸ ︷︷ ︸
N
= SN
= G
por lo tanto el soporte de P ∗N es G, entonces P ∗N(g) > 0 para todo g ∈ G, con lo que se
comprueba la ergodicidad del paseo aleatorio.
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Un resultado importante es el teorema de convergencia para paseos aleatorios en grupos
finitos, cuya demostracio´n esta ma´s alla´ de los propo´sitos de este trabajo, por eso solo lo
mencionaremos.
Teorema 5.2.6. Sea (P ∗k)∞k=0 un paseo aleatorio ergo´dico sobre un grupo finito G dirigido
por la probabilidad P . Entonces la sucesio´n (P ∗k) converge hacia la distribucio´n U .
Este teorema significa intuitivamente que un paseo aleatorio ergo´dico sobre un grupo
finito G puede usarse para generar elementos aleatoriamente de G.
5.3. Barajado de cartas
En esta seccio´n se hace una breve introduccio´n de la matema´tica detra´s del barajado de
cartas visto como un paseo aleatorio sobre el grupo sime´trico.
Supo´ngase que tenemos un mazo de n cartas, la accio´n de barajar las cartas significa
reordenarlas de alguna manera y esto corresponde a la permutacio´n que realiza un elemento
del grupo sime´trico Sn. Se considera al grupo sime´trico actuando sobre las posiciones de las
cartas y no de los nombres de ellas.
Por ejemplo, la permutacio´n (3 2 1) corresponde a colocar la carta de arriba en la tercera
posicio´n. Este mueve la segunda carta al principio y la tercera a la segunda posicio´n. Las
dema´s cartas se dejan solas. Esto conduce al primer ejemplo de un me´todo de barajar cartas
como una paseo aleatorio.
Ejemplo 5.3.1. (“Top-to-random” o “Carta aleatoria”)
El “Top-to-random” consiste en tomar la carta de arriba del mazo y colocarla en alguna
de las n posiciones de este de forma aleatoria (con todas las posiciones igualmente probables),
en donde, colocar la carta superior en la posicio´n superior corresponde a la identidad, por
su puesto. Para i ≥ 2, colocar la carta superior en la i-e´sima posicio´n desplaza las posiciones
anteriores hasta uno y por lo tanto corresponde al ciclo (i i− 1 · · · 1). De esta forma el
Top-to-random puede ser modelado como un paseo aleatorio simple sobre Sn inducido por
la probabilidad
P =
1
n
δId +
n∑
i=2
1
n
δ(i i−1 ···1)
en donde,
1
n
δId es la probabilidad que la carta de arriba no se haya movido de su posicio´n
(cuando i = 1), considerando que posee n posibilidades para moverse con todas las cartas
igualmente probables y 1
n
δ(i i−1 ···1) es la probabilidad de que la primera carta se haya movido
a la k-e´sima posicio´n en el mazo.
Adema´s, se sabe que las permutaciones (2 1) (cuando i = 1) y (n n− 1 · · · 1) (cuando
i = n) generan a Sn y que P (Id) =
1
n
> 0, por lo tanto, por la Proposicio´n 5.2.5 este paseo
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es ergo´dico, esto significa que despue´s de suficientes Top-to-random, el mazo eventualmente
estara´ mezclado, porque la distribucio´n es uniforme y eventualmente se generan todas las
posibilidades, as´ı uno de los lugares en donde se encuentre la primera carta sera´ totalmente
aleatorio.
El siguiente me´todo de barajado que se considera es el de las transposiciones aleatorias,
en donde, Diaconis y Shahshahani fueron los primeros en obtener los tiempos de convergencia
para este me´todo, utilizando la teor´ıa de representaciones del grupo sime´trico [14]. El modelo
funciona de la siguiente manera.
Ejemplo 5.3.2. (“Transposiciones aleatorias”)
El crupier (4) elige al azar con cada una de sus manos una carta de un mazo (puede
suceder que ambas manos elijan la misma carta). Luego intercambia las dos cartas (si eligio´
la misma carta con cada mano, entonces no hace nada, es decir, no la movio´). Dadas dos
posiciones i 6= j, existen dos formas en que el crupier puede elegir este par (ya sea que la
mano izquierda elija a i y la mano derecha tome a j, o viceversa) y entonces la probabilidad
de realizar la transposicio´n (i j) es 2! por la probabilidad de escoger cada una de las cartas(
1
n
)
, es decir,
2
n2
ya que ser tomada por una mano o por la otra son eventos independientes.
La probabilidad que el croupier escoja la posicio´n i con ambas manos es de
1
n2
. Sin
embargo, la permutacio´n resultante de las posiciones es la identidad para todo i, por lo que
se realiza la permutacio´n de la identidad con probabilidad
1
n
porque se tiene una para cada
i y se tiene n i’s con probabilidad 1/n2.
Por lo tanto, el barajado de transposiciones aleatorias, es el paseo aleatorio sobre Sn
inducido por la probabilidad Q definida como:
Q(σ) =

1
n
, si σ = Id;
2
n2
, si σ es una transposicio´n;
0, caso contrario ;
Como las transposiciones de dos elementos generan a Sn y Q(Id) =
1
n
> 0, la Proposicio´n
5.2.5 implica que es un paseo aleatorio ergo´dico y de nuevo este barajado aleatorizara´ el mazo.
(4)El “dealer” o el repartidor.
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5.3.1. Barajados por “Riﬄes”
Nadie realmente baraja un mazo intercambiando una carta al azar o de dos en dos.
La reproduccio´n aleatoria ma´s comu´nmente utilizada en la pra´ctica son los riﬄes, tambie´n
conocida como “Cola de Milano”(5) o “Barajado a la americana”.
En este tipo de barajado, el distribuidor corta el paquete en algu´n lugar cerca del centro y
luego coloca la mitad superior del paquete en su mano derecha y la mitad inferior en su mano
izquierda, a continuacio´n, mezcla las cartas de cada paquete, intercalando los dos paquetes.
En una mezcla perfecta, el crupier soltar´ıa una carta de cada paquete en alternancia, pero
en realidad varias cartas del mismo paquete a menudo se dejan caer a la vez. Un modelo
matema´tico de barajar barajas fue propuesto por Gilbert y Shannon, de forma independiente
tambie´n fue propuesto por Reeds y se conoce como barajado de “Gilbert-Shannon-Reeds”.
Se vera´ como funciona este modelo; supo´ngase que el mazo tiene n cartas y se lanza una
moneda n veces, sea k el nu´mero de caras que se han obtenido en los lanzamientos, entonces
el crupier toma k cartas de la parte superior del mazo y las coloca en la mano derecha y las
n− k cartas que quedaron en la parte de abajo las coloca´ en la mano izquierda.
En lenguaje te´cnico, esto significa que la posicio´n del corte es asumida por una variable
aleatoria binomial en donde la probabilidad de e´xito y fracaso es de
1
2
. Entonces, si X es la
variable aleatoria que cuenta el nu´mero de cartas en la mitad superior de la baraja despue´s
del corte, se tiene:
Prob[X = k] =
(
n
k
)(
1
2
)k (
1
2
)n−k
=
(
n
k
)
1
2k2n−k
=
(
n
k
)
1
2n
No´tese que mientras ma´s cerca este k de
n
2
, es ma´s probable que suceda que X = k;
este comportamiento puede observarse en el Tria´ngulo de Pascal que contiene todos los
coeficientes binomiales y la probabilidad esta´ dada por los coeficientes que se obtienen en la
n+ 1-e´sima fila por
1
2n
y estos coeficientes puede observarse que son mayores en el centro de
la fila. As´ı, este modelo refleja el hecho de que se tiende a cortar el mazo cerca del medio.
Luego de dividir la baraja, el crupier deja caer las cartas de la mano izquierda y de la
derecha hasta que ambas manos este´n vac´ıas, en donde, la probabilidad de dejar caer una
carta de una mano dada, es proporcional al nu´mero de cartas en esa mano. Por ejemplo, si hay
a cartas en la mano derecha y b cartas en la mano izquierda en un momento dado, entonces
la probabilidad de dejar caer una carta de la mano derecha es
a
(a+ b)
y la probabilidad
(5)El te´rmino en ingle´s es “Dovetail shuﬄe”.
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de dejar una carta desde la mano izquierda es
b
(a+ b)
. No´tese que este modelo permite la
posibilidad que todas las cartas se caigan de la mano izquierda primero, en cuyo caso el
ordenamiento de la baraja permanece como estaba antes. Adema´s, si se consideran los caso
triviales cuando k = 0 o k = n (los casos triviales), realmente no se corta el mazo y el
resultado es que las cartas permanecen en su orden original. Se podr´ıa argumentar que esto
no sucede en la realidad, pero en cualquier caso, la probabilidad de que esto ocurra es au´n
muy pequen˜a
( n
2n
)
en este modelo.
En este trabajo se describira´ la baraja de Gilbert-Shannon-Reeds como un paseo alea-
torio sobre Sn. La clave para comprender el orden aleatorio es la nocio´n de una secuencia
ascendente, que se define a continuacio´n.
Definicio´n 5.3.3. (Secuencias ascendentes).
Una secuencia ascendente en una permutacio´n σ de {1, · · · , n}, es una subsecuencia consecutiva
de las secuencias de las ima´genes σ(1), σ(2), · · · , σ(n) que es creciente y maximal en taman˜o.
Para comprender mejor esta definicio´n observe´se el siguiente ejemplo.
Ejemplo 5.3.4. Sea σ = (1 2 3)(7 4 8)(5 6) ∈ S8, entonces la secuencia de ima´genes es
σ(1) = 2, σ(2) = 3, σ(3) = 1, σ(4) = 8, σ(5) = 6, σ(6) = 5, σ(7) = 4, σ(8) = 7
en donde se puede ver las siguientes secuencias ascendentes de σ: 2, 3,; 1, 8; 6; 5; y 4, 7. De
esta manera σ tiene cinco secuencias ascendentes y maximales en taman˜os porque son las
subsecuencias ma´s grandes que pueden tomarse y que a su vez sean crecientes.
Supo´ngase ahora que realizamos un riﬄe donde la mitad superior de la baraja tiene
k cartas. Luego las cartas en las posiciones 1, · · · , k esta´n intercaladas con las cartas en
las posiciones k + 1, · · · , n, en donde el orden relativo de las cartas se conserva. Por lo
tanto, σ que es la permutacio´n resultante de las posiciones cuando aumenta en 1, · · · , k y
en k + 1, · · · , n, entonces se tiene exactamente dos secuencias ascendentes: σ(1), · · · , σ(k) y
σ(k + 1), · · · , σ(n) (excepto en el caso de que la mitad inferior de la baraja se caiga en su
totalidad antes de que se caigan las cartas de la mitad superior, en cuyo caso se obtiene la
permutacio´n identidad, que tiene una secuencia ascendente) ya que el orden relativo de las
cartas se conserva.
Se expone a continuacio´n un ejemplo para explicar mejor lo anteriormente dicho.
Ejemplo 5.3.5. Supo´ngase que el mazo tiene diez cartas en el siguiente orden (de arriba a
abajo) -A, 2, 3, 4, 5, 6, 7, 8, 9, 10- y se realiza un riﬄe con con la siguiente distribucio´n:
A, 2, 3, 4︸ ︷︷ ︸
superior
y 5, 6, 7, 8, 9, 10︸ ︷︷ ︸
inferior
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Adema´s, se asume que la secuencia de ca´ıdas es:
T
4,
B
10,
B
9,
T
3,
B
8,
T
2,
T
A,
B
7,
B
6,
B
5
donde T significa “arriba” para referirse al paquete superior y B para “abajo” para el paquete
inferior(6).
De esta manera en el mazo ahora barajado, el orden de las cartas sera´ (de nuevo, de
arriba a abajo)
Cartas: 5, 6, 7, A, 2, 8, 3, 9, 10, 4
Posiciones: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
Que corresponde a la permutacio´n σ de las posiciones.
No´tese que la carta A inicialmente estaba en la primera posicio´n, despue´s del barajado
se encuentra en la cuarta posicio´n, lo mismo sucede para 2 estaba en la segunda posicio´n y
ahora se encuentra en la quinta posicio´n y as´ı sucesivamente con las dema´s cartas. Entonces
las ima´genes son
Cartas: A, 2, 3, 4, 5, 6, 7, 8, 9, 10
Posiciones: 4, 5, 7, 10, 1, 2, 3, 6, 8, 9
En donde, las secuencias ascendentes de σ son 4, 5, 7, 10 y 1, 2, 3, 6, 8, 9.
De lo anterior se observa que si P es la distribucio´n de probabilidad en Sn que corresponde
a una combinacio´n aleatoria de Gilbert-Shannon-Reeds, entonces se tiene que P (σ) = 0, a
menos que σ tenga como ma´ximo dos secuencias ascendentes, ya que si solo tiene una,
significa que no se ha hecho ningu´n movimiento a la baraja o que se ha dejado caer la mitad
superior primero y luego la otra mitad, adema´s se ha visto hasta ahorita que al ejecutar
un riﬄe se puede tener una sola secuencia ascendente o exactamente dos, entonces nunca
se podra´ dar cero secuencias o ma´s de dos. Solo queda calcular la probabilidad de que se
obtenga una permutacio´n σ con dos secuencias ascendentes, as´ı como la probabilidad de
obtener la identidad.
Sea k el nu´mero de cartas en la mitad superior de la baraja despue´s del corte, no´tese que
hay n posiciones para colocar estas k cartas y una vez que se eligen estas posiciones, se puede
conocer el orden de las cartas, ya que al tener . . .︸ ︷︷ ︸
n
posiciones donde depositar k cartas,
una vez elegidas estas posiciones las n−k cartas restantes quedan automa´ticamente posicio-
nadas en el mazo. Por lo tanto, dado el valor de k se pueden obtener
(
n
k
)
permutaciones.
(6)Esta simbolog´ıa se debe a que en ingle´s “Top” significa arriba y “Bottom” significa abajo.
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Ve´ase que cada una de las permutaciones anteriores son igualmente probables. Supo´ngase
que se fijamos una permutacio´n σ, ¿cua´l es su probabilidad? Debe recordarse el modelo con
el que se esta trabajando: se define el evento T como las ca´ıdas de las cartas que pertenecen
al paquete superior, entonces su probabilidad es
a
(a+ b)
y definamos el evento B como las
ca´ıdas de las cartas que pertenecen al paquete inferior, con probabilidad
b
(a+ b)
donde a es
el nu´mero de cartas en el paquete superior y b es el nu´mero de cartas en el paquete inferior,
de tal forma que a y b pueden variar desde el momento que se realice la primera ca´ıda.
Entonces, cuando se realiza un corte de k cartas en el paquete superior y n − k cartas en
el paquete inferior, la probabilidad de que la secuencia de ca´ıdas comience con T es
k
n
y la
probabilidad de que la secuencia comience con una B es
(n− k)
n
para la primera.
Observe´se que el denominador para la probabilidad de la segunda ca´ıda se reducira´ en
1 y pasara´ a ser n − 1 independientemente de si la primera ca´ıda es una T o una B y el
numerador para el elegido en la primera posicio´n se reducira´ en 1 y sera´ k − 1 o n− k − 1,
dependiendo de si la carta cae del paquete superior o inferior, respectivamente. Esto se repite
para cada posicio´n subsiguiente, por lo que los nu´meros n, n− 1, n− 2, · · · , 1 aparecera´n en
los denominadores lo cual da la idea de que la probabilidad contiene a n! en el denominador y
los nu´meros k, k−1, · · · , 1 y n−k, n−k−1, · · · , 1 aparecera´n en alguno de los numeradores,
por lo que k! y (n− k)! aparecera´n en el numerador cuando caiga la primera carta del mazo
superior y cuando caiga la primera carta del mazo inferior.
Dado que la probabilidad de cualquier secuencia de ca´ıdas (por independencia) es el
producto de estas probabilidades individuales, en todos los casos la probabilidad buscada
es
k!(n− k)!
n!
, independientemente de si la secuencia de ca´ıdas comienza con el paquete
superior o el inferior, con lo que se puede concluir que todas las permutaciones son igualmente
probables, porque se ha tomado una permutacio´n arbitraria.
Para hacer esto ma´s concreto, se analizara´ el siguiente ejemplo.
Ejemplo 5.3.6. Supo´ngase que hay cinco cartas y que k = 2. Adema´s dadas dos secuencias
de ca´ıdas cualquiera, la probabilidad para todos los casos es la misma.
Desarrollo. De acuerdo a lo que se ha discutido en el modelo la probabilidad es
k!(n− k)!
n!
=
2!(5− 2)!
5!
=
2!3!
5!
=
1
10
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Ahora se consideran dos secuencias de ca´ıdas cualquiera, sabiendo que inicialmente la
probabilidad de que una carta este en el paquete superior es de
2
5
y que este en el paquete
inferior es
3
5
:
1. Sea T,B, T,B,B la primera secuencia de ca´ıdas.
De acuerdo al modelo, se tiene que:
T, B, T, B, B
2
5
,
3
4
,
1
3
,
2
2
,
1
1
por independencia se multiplican las probabilidades y se tiene que(
2
5
)(
3
4
)(
1
3
)
(1) (1) =
1
10
2. Como un segundo ejemplo, ve´ase la secuencia B, T,B, T,B
De acuerdo al modelo, se tiene que:
B, T, B, T, B
3
5
,
2
4
,
2
3
,
1
2
,
1
1
en donde su probabilidad ser´ıa:(
3
5
)(
1
2
)(
2
3
)(
1
2
)
(1) =
1
10
Como vemos en el ejemplo dadas dos secuencias de ca´ıdas distintas se obtiene el mismo
resultado.
En resumen, la probabilidad de obtener una permutacio´n σ, la cual se obtiene cuando la
posicio´n del corte es k, es
k!(n− k)!
n!
=
1(
n
k
) (5.9)
Exactamente una de estas permutaciones sera´ la identidad. Las dema´s tendra´n dos suce-
siones ascendentes: una de longitud k, seguida por una de longitud n−k. La probabilidad de
tener k cartas en la mitad superior es
(
n
k
)
· 1
2n
, se sigue que si 1 ≤ k ≤ n− 1 y si σ es una
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permutacio´n con dos sucesiones ascendientes σ(1), · · · , σ(k) y σ(k + 1), · · · , σ(n), entonces
la probabilidad de obtener σ en un solo riﬄe es:(
n
k
)
· 1
2n
· 1(
n
k
) = 1
2n
Por otro lado, para cualquier k entre 1 y n−1, la probabilidad de obtener la permutacio´n
identidad es tambie´n
1
2n
, porque simbolizar´ıa que se dejan caer todas las cartas del mazo
inferior primero y luego las del mazo superior, con cada carta equiprobable y este calculo es
el mismo que se ha realizado anteriormente.
Ahora, si se deja que k var´ıe de 0 a n, la probabilidad de no barajar el mazo, es decir,
cuando se dejan caer las cartas del paquete inferior primero y luego las del paquete superior
(ya que as´ı caer´ıan en el mismo orden), para cada k se tiene
k = 0, k = 1, · · · , k = n− 1, k = n
1
2n
,
1
2n
, · · · , 1
2n
,
1
2n
Sumando las probabilidades por cada uno de los casos, se concluye que la probabilidad
de obtener la permutacio´n de la identidad es
(n+ 1)
2n
.
Por lo tanto, se tiene el siguiente modelo del barajado de Gilbert-Shannon-Reeds como
un paseo aleatorio sobre Sn.
Proposicio´n 5.3.7. El barajado de Gilbert-Shannon-Reeds corresponde a un paseo aleatorio
sobre Sn inducido por la distribucio´n de probabilidad P definida por
P (σ) =

(n+ 1)
2n
, si σ = I;
1
2n
, si σ tiene exactamente dos sucesiones ascendentes;
0, caso contrario ;
Observe´se que la permutacio´n σ = (1 2) corresponde a la accio´n de cortar el mazo en la
carta superior y soltar todas las cartas excepto una de la mitad inferior primero, en donde
las ima´genes son σ(1) = 2, σ(2) = 1, σ(3) = 3, σ(4) = 4, · · · , σ(n) = n, entonces las
secuencias de ima´genes son (2) y (1 3 · · · n). Por otro lado, la permutacio´n σ′ = (1 2 · · · n)
que corresponde a la accio´n de cortar el mazo en la u´ltima carta y dejar caer primero la
mitad superior completa, tiene como ima´genes a σ(1) = 2, σ(2) = 3, σ(3) = 4, σ(4) = 5,
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· · · , σ(n) = 1, en donde, las secuencias de ima´genes son (2 3 · · · n) y (1). Con lo anterior se
puede concluir que las permutaciones (1 2) y (1 2 · · · n) tienen exactamente dos secuencias
de ca´ıdas.
De lo anterior se puede concluir que (1 2) y (1 2 · · · n) generan al grupo, adema´s se
encontro´ que P (Id) > 0, por lo tanto por la Proposicio´n 5.2.5 el paseo aleatorio asociado con
el modelo de Gilbert-Shannon-Reeds es ergo´dico, lo que permite a afirmar que ¡la repeticio´n
aleatoria de rifles aleatorizara´ el mazo!
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Conclusiones
Con este trabajo se concluye que:
1. El desarrollo de la Teor´ıa de Caracteres y las relaciones de ortogonalidad, fueron ele-
mentos que ayudaron a comprender el Ana´lisis de Fourier en grupos Finitos, debido a
los alcances que tiene el Producto Convolucio´n en el estudio de la Probabilidad y los
Paseos Aleatorios sobre grupos finitos.
2. El v´ınculo entre la Probabilidad y la Teor´ıa de Representaciones de Grupos Finitos se
establece cuando se demuestra que una funcio´n de probabilidad P pertenece al A´lge-
bra de Grupo L(G), lo cua´l permitio´ establecer una interpretacio´n estad´ıstica bastante
natural para la convolucio´n de probabilidades.
3. Aplicar la Teor´ıa de Representaciones de Grupos Finitos al estudio de los barajados de
cartas, permitio´ modelar la probabilidad que una carta se encuentre en una posicio´n
aleatoria en el mazo, esto se hizo por medio de varios modelos como el Top-to-random,
las Transposiciones Aleatorias y el modelo de Gilbert-Shannon-Reeds, siendo este u´ltimo
un modelo ma´s cercano a la realidad en el juego de cartas.
Por u´ltimo se espera que este trabajo sirva como herramienta en el estudio de la Teor´ıa
de Representaciones de Grupos Finitos y que pueda motivar a otras personas en la facul-
tad Ciencias Naturales y Matema´tica de la Universidad de El Salvador, a continuar con la
investigacio´n de las aplicaciones de este to´pico en otras a´reas de la ciencia.
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