Abstract
Introduction
Today's embedded computer systems are typically multi-board-based platforms with printed circuit boards (PCB) interconnected through a backplane network. Each PCB typically holds a few processors and some memory banks and the entire system often needs to be small (areaefficient), have low power consumption, be easy to upgrade, have long lifetime (often decades), etc. The backplane typically has harsh environmental constraints on it that allows it to work properly for many years. As the PCBs and their components are upgraded to handle more data and more computations they set new demands on the backplane interconnection system.
Optics and optical communication technology has been around for quite some time now and yet they are not really adopted into the world of embedded systems, even though they are widely used in the rest of the data communication society. Some research groups have made similar investigations, e.g., the Gemini project [1] . The Gemini project presented several solutions for optical backplanes with electro-optical architectures [1] and introduced an inter-PCB switch fabric composed of active optical switch elements of refractive type. Our paper shows how and why new optical communication systems can be used for application specific purposes in embedded parallel computing. The paper describes an optical technology that is mature enough to be considered for next generation reconfigurable application specific embedded systems. In our previous work we have investigated how optical network architectures can be incorporated into parallel communication systems such as routers and switches [2] , where we have showed that the power of reconfigurability in communication equipment is best applied in the backplane where the highest gain is achieved to the lowest cost [2] .
Moreover, today's embedded supercomputers are typically designed to handle one specific application in an efficient way in order to achieve as high computational performance as possible. This is a rather inflexible way of using embedded parallel computers and it is highly desirable to have the vast advantage, economically as well as functionally, to be able to run several applications on one single embedded computer and still be able to make the embedded computer perform at its very best with the given components that are used. In turn this gives the system the ability to be a multi-application specific machine, but not being a general purpose machine. This ability is achieved by adding a few optical components to deploy reconfigurability in the backplane communication system. Additionally, the components and the technologies described in this paper can be used today and the prices for these technologies are expected to fall quite significantly the next few years. They are also expected to have a significant impact on the communication arena through out the world.
The paper encompasses a case study of using a high performance multi-processor architecture with a reconfigurable application specific interconnection architecture for two very different kinds of highperformance demanding applications. These applications typically demand their own separate embedded multiprocessor system, but by using system-level reconfigurability in the interconnection architecture both applications can be run simultaneously on a single processor system. This is partly achieved by using MicroOptical-Electrical Mechanical System (MOEMS) crossbars to deploy the reconfigurability in the optical interconnection system. This reconfigurability gives each application a multi-stage shuffle interconnection network that is suited for the behavior of the algorithm itself. In the field of reconfigurable computing and reconfigurable networking MOEMS devices are relatively unproven, especially for embedded parallel computing. Primarily because up until now MOEMS devices where considered too unstable, too expensive etc. Reports and articles are now emerging that claims MOEMS former flaws can be thought of as its strengths [3] .
The applications are two radar algorithms with two different purposes. They are both used in airborne and ground based radar sites with various setups, depending on what the user is mostly interested in. The first application, Space-Time Adaptive Processing (STAP), is a moving target indication algorithm. The second application is the stripmap Synthetic Aperture Radar (SAR), which is used to create topological maps of the surrounding geographical terrain.
The fundamental base of using reconfigurability is to be able to use one processing platform for several applications as efficiently as possible. There are different types of reconfigurability. There is processor reconfigurability and communication (interconnection network) reconfigurability, and here we will focus on the latter, namely system level reconfigurability for the application specific network properties of the backbone. In comparison to the reconfigurable interconnection network, a static over-dimensioned interconnection network can be used instead. This, inherently, means that since the static network is non-reconfigurable it has to be considerably over-dimensioned which it typically is so that communication bottlenecks can be coped with. By having reconfigurability in the communication network higher network performance is achieved.
The two radar algorithms have somewhat different demands. The STAP is widely known for its computational saturation while the SAR is memory intense in comparison to the STAP. As these different typical demands are known we decide to use, roughly, the perprocessor load of 70% for the STAP leaving at most 30% per-processor load for the SAR. This constraint has to be met at the individual mapping of each algorithm, roughly estimated. However, note that the final mapping that includes both algorithms, obviously, must not exceed 100% per-processor load. The backbone data bandwidth demands will be investigated and the same time-sharing cycle as for the processing time is assumed to apply at the backbone shuffle network, i.e. 70% of the network time is allocated for STAP and the remaining 30% for SAR. Concerning the reconfigurable platform a total number of 144 processing elements (PEs) are used distributed over eight modules, where each module holds eighteen processing elements.
The reconfigurable platform is described in Section 2 and the two algorithms and their respective bandwidth and processing demands are briefly described in Section 3 and Section 4. Each of the algorithms is individually mapped on the reconfigurable system in Section 5, followed by the mapping of both algorithms simultaneously. Finally, the paper is concluded in Section 6.
The reconfigurable platform
The reconfigurable platform is composed of multiple rack-mounted processing modules interconnected through a reconfigurable interconnection network as depicted in Figure 1 . Each module is actually a PCB that holds 18 PEs, an input electronic packet-switch and an output electronic packet-switch. We assume that each PE can sustain 3.5 GFLOPS in performance. Hence, if 144 processor elements are used, the total sustained processing rate is 504 GFLOPS. All communications lead to/from the backplane where they are interconnected through a reconfigurable optical MOEMS crossbar switch, see Figure 2 . This gives the opportunity to reconfigure the backbone network for different application characteristics and by doing so substantial performance speed up can be attained. Vertical cavity surface emitting lasers (VCSELs) [4] are used in the reconfigurable platform to transmit data from the first switch stage (the input stage), via the backplane interconnection network, to the second switch stage (the output stage). Today's VCSEL components typically come in three different bit rate versions; 10 Gbit/s, 2.5 Gbit/s or 1.25 Gbit/s and VCSELs have had a rather dramatic impact on the optical communication domain the last five years and they are widely considered as the way of the future. VCSELs are low cost components at the same time as they offer low threshold current, easy fabrication through their monolithic construction, etc. They exist in, e.g., 850 nm, 1330 nm or 1550 nm wavelength components. Throughout the rest of this report we will assume 2.5 Gbit/s VCSELs with 20% communication overhead (control traffic, redundancy, logging information, etc) which results in 2 Gbit/s (250 MByte/s) in pure data capacity on one single link in the network. As seen in Figure 2 the processors are logically connected to switch boards. Each processor transmits data to an input electronic packet-switch that holds N I/Os. In turn, the input switch transmits data over the backbone shuffle interconnection network to an output-queued electronic packet-switch. The output switches transmit data to the receiving side of the processor cluster. All switches are output-buffered packet-switches and are assumed to have, internally on each switch, enough short-distance data rate to match the backbone network. The switching latency, including traffic classification, destination address lookup and switch-fabric setup-time, is a fixed value and can be adapted by adding a constant in the delay analysis. We assume an output-buffered switch here, but an equivalent input-buffered switch architecture such as Virtual Output Queuing is also feasible.
The number of I/Os on each switch must exceed the total number of switches in the input/output stage of the backbone shuffle network, i.e. N >M where M is the number of switches in each stage of the interconnect system. Throughout this report we will assume that N=18 and M=8. Hence, we have 144 PEs in total. Given this, we have 144× (250 MByte/s per VCSEL link) which is a total of 36 GByte/s in pure data capacity over the shuffle network.
Further, each input switch will have one dedicated communication line to each of the output switches in order to be able to offer instant bandwidth if so would be needed. Hence, the total number of data link I/Os in the network will be as many as processing nodes in the system, here 144. Moreover, this leads to N -M reconfigurable links per switch board, i.e. 10/18 = 55.56% of the total network resources are reconfigurable. Hence, out of the 36 GByte/s in backbone network resources, 20 GByte/s are reconfigurable to the disposal of the programmer. The reason for having one communication link between each input/output switch-pair is that additional data such as logging information, control traffic, data overhead, etc, should be able to be transferred throughout the system at any time, without waiting for the reconfigurable interconnection backbone to configure itself (to set up a connection).
The ability to reconfigure the backbone network is supplied by using Micro-Optical-Electrical Mechanical Systems (MOEMS). These optical components are MOEMS with 8 8, 16 16 or 32 32 pop-mirrors, as illustrated in Figure 3 .
The actuated flip-flop mirrors are monolithically integrated on a silicon chip. By pushing a selected mirror, the collimated light is redirected to the desired output port as shown in Figure 3 . The micro-actuated flip-flop switch mirror consists of a mirror (usually gold or aluminum) that provides a reflective surface to the incoming light beam. For so called 2D MOEMS the optical beams move in a two-dimensional space where each mirror is controlled to be in either down-position (no beam bounce) or upposition (beam bounce). This technology is seen to achieve low light-loss, low crosstalk, and low polarization dependence as further described in [5] . One disadvantage with this technology is the relatively long reconfiguration time, which is in the order of milliseconds. The MOEMS should, however, only be used to reconfigure the network topology, they should not be regarded as packet switches. To avoid that the MOEMS becomes a bottleneck in the sense that backbone shuffle network traffic might have to wait for a few milliseconds for an uplink to be configured there will always be one uplink available from each input switch to each output switch as mentioned above.
Because these devices steer light beams they are bit rate independent, wavelength (i.e. channel) independent as well as protocol independent. This means that, theoretically, 80 or more wavelengths are possible at 10 Gbit/s per fiber, i.e. 800 Gbit/s in total per fiber [6] . Significantly important is that each device in a MOEMS system is relatively large so this technology does not push the limits of lithography and wafer fabrication processes. In general, last generation semiconductor processing equipment can be used. Reports show that 112 112 switches with the capacity of 35.8 Tbit/s are possible and reliable [7] . Lucent Technologies has announced 238 238 switches based on the 3-dimensional MOEMS technology with 56 644 possible connections, while switch sizes of 1024 1024 are prototyped and 4096 4096 port MEMS are considered to be reality in the next few following years. Finally, due to the relatively low signal attenuation of 2 dB in today's MOEMS devices, multistage MOEMS switches are also possible. This low attenuation is significantly important since it reduces the power requirements of the optical transmitters and receivers; hence the cost is also reduced.
Space Time Adaptive Processing
Space-Time Adaptive Processing (STAP) is a very computational intensive radar application, with high resolution. It is used for moving target indication (MTI) radars. The STAP MTI-radar that we will focus on here is a case study that originates in [8] , and consists of five specific computational stages, as depicted in Table 1 . The first stage is a data conversion step which is called Video to I/Q. After this, array calibration and pulse compression is performed in the second step followed by the Doppler processing in the third stage.
Further, weight computations are performed in the two last stages of this algorithm. Given that the integration interval (INTI) of 32.25 ms is given the following number of operations are required, see Table 1 . Two estimations are given, one for the number of operations required for one single INTI, and one for the number of operations per second that is required in order to sustain the STAP continuously. The sustained performance adds up to over 300 GFLOPS for the given INTI interval, which means that over 88 processors will be needed (100% per-PE load) in order to be able to sustain such a performance, see Table 1 .
The data distribution within the STAP consists of 2×32 bit of data (complex numbers), i.e. 32 bits for the real part and 32 bits for the imaginary part. The size of the incoming data cube is number of channels L times the number of range bins N times the number of pulses P per INTI (L ×N ×P). Assuming 32 bit data resolution, the stated case give us a data cube matrix of total size 64×3840×64×32, i.e. 5 
Stripmap Synthetic Aperture Radar
The stripmap Synthetic Aperture Radar (SAR) is used to produce topological maps in 3D, primarily for airborne and ground based avionic radar systems. SAR is known as a memory demanding algorithm as opposed to the STAP algorithm. The SAR algorithm exists in many various form and here we will focus on the stripmap SAR used to create topological ground maps in flying aircrafts. The basic idea is to use one antenna to create a synthetic aperture by taking multiple samples of several ground spots as the aircraft is moving in its flight direction. Data is recorded over a wide time span of about 25-50 seconds (frame time). If 50% framing overlap is used, the frame time is reduced by half. All topological maps are saved and reused when the same area is revisited.
As opposed to the STAP, the SAR algorithm is more homogenously intensive in terms of required operations per step in the SAR chain. That is, the steps in the chain are fairly alike as for computational demands and memory demands. More information about SAR is given in [9] .
The processing demands are specified in Table 2 , where the minimum number of required processing elements in each step is given as depicted in the right-most column. This gives us a total number of operations over 5474 GFLOP. However, we have a rather long integration time (frame time) of 50 sec, so the required sustained operations per second ends up just above 109 GFLOPS. Note that Block 4, the pulse compression, is a substantial part of the total computational demands. Actually it constitutes over 46% of the total operations. Table 1 : The STAP algorithm which is to be used in this case study.
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Individual mappings of the STAP and SAR
Next, we will investigate how to map the two algorithms individually on the reconfigurable platform. In particular, there are three demands that have to be examined; processing power in each algorithm function step, data bandwidth to/from each processing node, and data bandwidth in the backbone interconnection network.
STAP on the reconfigurable platform
It is imperative to see how many processors are used in each step for the data throughput that is required. In Table 3 it is showed how many PEs are required at minimum in each function step in the STAP given a link capacity of 250 MByte/s with 70% network access time. Observe that the maximum amount of PEs has to be chosen from the two columns in the middle in Table 3 , so that the bandwidth requirements are met at the processor side of the system. At least 58 PEs have to be used to meet the requirement of the communication rate.
In Table 4 both bandwidth considerations and processing power considerations are regarded for the STAP map on the reconfigurable platform. The map for STAP is sufficient in all aspects that are needed in order to handle the amount of incoming data. It can also be seen that the per-processor load is within the 70% rule and that, in fact, the last six processors are underutilized even though there is a need for all of them, for the sake of data bandwidth management. Also, note that the first three steps in STAP are merged to be run on the same processors. This way of combining several function steps, as above in Table 4 , is a trade off of reducing backbone traffic and increasing local memory demands at the processing nodes. This gives us the final map of the STAP on the reconfigurable platform in the rightmost column of Table 4 .
The mapping of the processors and the data bandwidth can now be set and an implementation layout on the reconfigurable platform has been carried out as seen in Table 5 . It can be seen that 128 Mbytes are transferred over the backbone network for each integration interval for the STAP algorithm. This adds up to near 4 GByte/s of continuous backbone bandwidth, and in order to achieve this 22.67 backbone links are required to be used in the backbone shuffle network. This concludes the individual STAP mapping on the reconfigurable platform.
SAR on the reconfigurable platform
Let's determine the layout of the SAR application over the processors and see what the required input switch to output switch demand is, i.e. how to configure the network resources to fit the application characteristics. There are a number of ways to map SAR on the reconfigurable platform, see Table 6 . Let's see how much per-processor performance is actually required for the different SAR maps. A direct minimal map (that originates from The maximum per-processor load for Map 3 is 23% (Block 4), which gives us a maximum performance demand of 0.23×3.5 GFLOPS, i.e. 0.805 GFLOPS. This is less than the 1.05 GFLOPS (30% of 3.5 GFLOPS) that was allocated for SAR and, hence, acceptable. This is the first mapping structure for SAR on the reconfigurable platform. The switch-to-switch requirements for this mapping are according to Table 8 . It can be seen that, in total, over 400 GByte of data needs to be distributed for one single SAR frame.
Assuming a frame time of 50 seconds, the continuous switch-to-switch requirement is about twice the STAP demand (about 4 GByte/s), adding up to a total of 8.3 GByte/s for SAR. This gives a total requirement of 111.23 backbone shuffle network links. It is important to note that the most bandwidth is required between input switch number one and output switch number one (row 1 with 35.47 links and row 2 with 1.95 links, see Table 8 ).
As explained previously, the requirements for how many processor nodes are needed in order grasp the tremendous amount of data in each function step of the SAR needs to be determined. This is clarified in Table 9 were the minimum amount of processing elements is determined according to their ability to process incoming and transmit outgoing data at the maximum rate of 250 MByte/s and with an network access of 30%. When Table 9 is combined with the minimum amount of processing power that is needed in each function step some interesting features emerge. In Table 10 both data bandwidth on the processor side as well as processing power is considered in order to create a new map for SAR In the intermediate map, Table 9 : Minimum amount of processing elements that is required to achieve enough bandwidth in each step of the STAP algorithm.
Finally, a feasible implementation mapping of SAR is found. This mapping has the backbone network requirements as depicted in Table 11 , where over 183 GByte has to be transferred over the backbone network for each integration interval, and 3.67 GByte/s in sustained rate. The most network traffic is located at the lower half of the reconfigurable backbone shuffle network. In terms of required networks links, see the rightmost column in Table 11 , there is a total demand of almost 49 network links.
Simultaneous map of the STAP and SAR
Conceptually, the idea here is to be able to use the same multiprocessor platform for several algorithms if the platform is given the ability of having a reconfigurable system network, here, realized by the MOEMS to provide application-specific shuffle interconnection network. It is verified that either one of the algorithms occupy to much backbone network resources or processing power because of the limitations that were set in the introduction. The STAP is only allowed to use, at maximum, 70% of the processing power on each processor and 70% network time. For the final STAP map we saw that the perprocessor load is at most 66.1% (see Table 4 ). Inherently, this means that the SAR can occupy, at maximum, 33.9% per-processor load. For the final SAR map we saw that the maximum per-PE load is 22.3%. This leaves us with a worst case margin per-processor load slack of 100% 66.1% 22.3% = 11.6%. Therefore, it can be concluded that the processor performance is enough to run the STAP and the SAR simultaneously in a time-shared mode, and that the overall processor utilization is high, but not too high.
Finally, in the backplane shuffle network STAP requires 22.67 links and SAR requires 48.98 links, see Table 12 . This gives the total link demand of 28 links for STAP and 55 links for SAR. Out of the 28 STAP links, 13 links need to be reconfigurable. Remember that each input switch has one static link to each of the outgoing switches to ensure instant bandwidth between any pair. This constraint is set because the MOEMS takes a few milliseconds to reconfigure, and to avoid this waiting time to set up a link each input switch has a default connection to each output switch. For SAR, 44 links need to be reconfigurable out of the 55 backplane shuffle network links. This means that each application will have its own time share of computing and backbone communication.
This approach will require twin buffers everywhere, i.e. one dedicated buffer queue for STAP and one dedicated buffer queue for SAR application so that when the network is reconfigured for the other application it will start using its respective buffers accordingly. For the time shared simultaneous mapping of SAR and STAP the network will switch between these two network modes at the same time as the PEs will time-share their processing between STAP and SAR. The two network modes will require switching between the STAP mode that requires 13 reconfigurable links, and the SAR mode that requires 44 reconfigurable links. This is feasible with the described optical and reconfigurable interconnection network.
Conclusions
In this paper it has been showed that the STAP algorithm and the stripmap SAR can be mapped on an embedded multiprocessor platform with reconfigurable application-specific interconnection network in the backplane. Further, the reconfigurable platform has been described with its reconfigurable interconnection system empowered by MOEMS devices.
It has been showed how each algorithm can be individually mapped on the reconfigurable platform, as well as bandwidth and processing requirements. However, issues such as application skew and buffer allocation issues (buffer synchronization etc) were not treated since the two applications are run in a time-shared scheme for processor and network usage.
In conclusion, the resources in the backbone are sufficient for STAP and SAR to be run in a time shared access scheme. However, this is an implementation study with two diverging algorithms, where each algorithm can be tuned by adding or subtracting features to them. Inherently, this increases or decreases the demands on processing power, data bandwidth in the backbone etc. In this way the application requirements versus the system performance can be load-balanced. However, the point of this case study is not to determine an ideal solution, but to prove the feasibility and conceptuality of using a multiprocessor system with reconfigurable interconnection network to run several embedded applications simultaneously and to provide application-specific advantages to increase total system performance.
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