We propose a penalized likelihood method that simultaneously fits the multinomial logistic regression model and combines subsets of the response categories. The penalty is nondifferentiable when pairs of columns in the optimization variable are equal. This encourages pairwise equality of these columns in the estimator, which corresponds to response category combination. We use an alternating direction method of multipliers algorithm to compute the estimator and we discuss the algorithm's convergence.
INTRODUCTION
We propose a new way to fit the multinomial logistic regression model. Let x i = (1, x i2 , . . . , x ip ) ′ ∈ R p be the non-random values of the predictors for the ith subject and let y i = (y i1 , . . . , y iC ) ′ ∈ R C be the observed response category counts for the ith subject (i = 1, . . . , n). The model assumes that y i is a realization of the random vector
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where n i is the index of the multinomial experiment for the ith subject and π * ij is the unknown probability that the response is category j for the ith subject (i, j) ∈ {1, . . . , n} × C, where C = {1, 2, . . . , C}. The model also assumes that Y 1 , . . . , Y n are independent. Using the baseline category parameterization,
where β * 1 , . . . , β * C−1 are unknown regression coefficient vectors and β * C = 0. Other constraints could be used to make β * 1 , . . . , β * C identifiable, e.g. Zhu and Hastie (2004) 
There are a total of p(C − 1) unknown parameters. For more information on the model see Agresti (2012, Chapter 8) .
Shrinkage or regularized estimation is natural in this setting when p(C − 1) is large. Zhu and Hastie (2004) proposed ridge-penalized likelihood estimation, and Vincent and Hansen (2014) proposed sparse group-lasso penalized likelihood estimation that encourages estimates of the matrix (β 1 , . . . , β C−1 ) ∈ R p×C−1 that have 0's in all entries of some rows. These rows correspond to explanatory variables that are estimated to be irrelevant. A similar procedure was studied by Simon et al. (2013) .
Interpreting the regression coefficients when the response has three or more categories is difficult because the coefficient values depend on the baseline category choice (or depend on another constraint employed to make the parameters identifiable). Interpretation in the special case of binomial logistic regression (C = 2) is much simpler. In some applications, we can create a two-category response by subjectively grouping the original response categories, e.g. if the jth response category was of interest, one could create two groups of categories {j} and C \{j}, and perform binomial logistic regression. Without subjective information, we can view response category grouping as a model selection problem, where the selected submodel with grouped categories fits the counts in our data nearly as well as the full model.
We propose a penalized likelihood procedure that uses fusion penalties to encourage fitted models with grouped response categories. Model selection is addressed using both K-fold cross validation and AIC. Through simulation, we show that in settings where the true response categories are grouped, our method using cross validation for tuning parameter selection performs better than competitors at predicting the true response category probabilities. We also show that in certain settings, our method using AIC for model selection excels at selecting the true grouped response categories.
METHOD
We propose the penalized likelihood estimates defined by
where L is a user-selected subset of S = {(a, b) ∈ C × C : a > b}, λ ≥ 0 is a tuning parameter, and | · | 2 is the vector 2-norm. Since the penalty only depends on differences of β vectors, the estimated response category probabilities are invariant to the choice of the baseline category for a given L.
To exploit a natural ordering (if any) of the response categories, one could set L = {(1, 2), (2, 3), . . . , (C − 1, C)}. Without prior information about the similarity between re-sponse categories, one could set L = S.
Suppose that L = S. The objective function in (4) is non-differentiable (β 1 , . . . , β C ) has at least one pair of equal components, β m = β j , m = j. This encourages an increasing number of pairs of equal element vectors in (β 1 , . . . ,β C ) as λ increases. Ifβ m =β j , then the corresponding estimated response category probabilities are also equal. In effect, response categories j and m are combined.
If λ is sufficiently large, thenβ 1 = · · · =β C = 0. In this uninteresting edge-case, allπ ij 's are equal to 1/C.
We select λ using K-fold cross validation maximizing the validation log-likelihood. Let V k be the set of indices in the k-th fold. Specifically we maximize the function Q, defined by
where y il is the observed count for response category l for validation observation i, and where
is the estimated probability validation observation i, with predictor values x i , has response category l using estimates produced from the training set that omits data with indices in V q using tuning parameter λ. We propose an alternative method of tuning parameter selection using AIC in Section 5.
Our penalty builds on the ideas behind the group lasso penalty (Bakin, 1999; Yuan and Lin, 2006 ) and the fused lasso penalty (Tibshirani et al., 2005) . Alaiz et al. (2013) developed the grouped fused lasso penalty, but their work only fused adjacent groups and was designed for single-response penalized least-squares regression. Both Hocking et al. (2011) and Chen et al. (2015) investigate similar penalties in the context of clustering.
ALGORITHM
We propose to solve (4) using an alternating direction method of multipliers algorithm (ADMM). Boyd et al. (2010) provide an introduction and description of the ADMM algorithm. The proposed ADMM algorithm solves the optimization in (4) by solving the equivalent constrained optimization:
arg min
subject to β C = 0 and
The optimization in (6) can be written as a special case of equation 3.1 of Boyd et al. 
where ρ > 0 is the augmented Lagrangian parameter. We now apply equations 3.2, 3.3, and 3.4 of Boyd et al. (2010) to obtain the ADMM update equations for solving (6):
where a superscript of (k) denotes the kth iterate.
We propose to solve (7) with blockwise coordinate descent, where β 1 , . . . , β C−1 are the blocks. In each block update, we use Newton's method, which converges because these subproblems have strongly convex objective functions. Solving (7) is the most computationally expensive step.
The optimization in (8) decouples into card(L) optimization problems that can be solved in parallel with the following closed form solutions:
where (a) + = max(a, 0). This solution is a special case of solving the group lasso penalized least squares problem (Yuan and Lin, 2006) .
One could show convergence of the proposed ADMM algorithm by using the theory developed by Mota et al. (2011) . This proof relies on the assumption that the undirected graph defined by the vertex set C and the edge set L, is connected. In practice the convergence tolerance and step size ρ can be determined by equation 3.12 and 3.13 respectively in Boyd et al. (2010) .
The final iterate β (K) will not have pairs of equal component vectors, but subsets of its pairs of component vectors will be very similar. We define our final estimates bŷ
andβ C = 0. We setβ 1 , . . . ,β C−1 equal to 0 if the 2-norm of the vector is less than 10 −8 . A similar approach was taken by Danaher et al. (2013) .
PREDICTION PERFORMANCE SIMULATIONS

Competitors
We present simulation studies that compare the prediction performance of our proposed method, which we call group fused multinomial logistic regression (GFMR), elastic net penalized multinomial logistic regression (EN), and group penalized multinomial logistic regression (GMR) (Friedman et al., 2008; Simon et al., 2013) . Both methods used for comparison are implemented in the glmnet package in R. An R package implementing the GFMR methods is currently under development.
Data Generating Models
In Sections 4.3 and 4.4, we present simulation results where the data was generated such
. . ,x n are drawn independently from N 9 (0, I). We set n i = 1 for i = 1, . . . , n and C = 4. We consider two settings for β * . In setting 1, β * 1 = β * 4 = 0 and β * 2 = β * 3 = δ. In setting 2, β * 1 = β * 2 = β * 3 = δ, and β * 4 = 0. We consider (n, δ) ∈ {50, 100}×{0.1, 0.25, 0.5, 1}. The observed responses y i , . . . , y n are a realization of Y 1 , . . . , Y n defined by (1).
Results are based on 100 replications. We consider two choices for L: L = S and L = {(1, 2), (2, 3), (3, 4)}. The second choice attempts to exploit a natural ordering of the response categories. In each replication, we measure the prediction performance using the Kullback-Leibler (KL) divergence between the estimated response category probabilities and the true response category probabilities, based on 1000 test observations generated from the same distribution as the training data. The KL Divergence is defined by
where π * k (x i ), and π k (x i , λ) are the true and estimated response category probabilities that testing observation i has response category k using tuning parameter λ. For both GFMR methods we report the average number of unique regression coefficient vectors observed in the estimator for the 100 replications. The number of unique regression coefficient vectors estimated by the GFMR methods is defined as the unique vectors in (β 1 , . . . ,β C ).
Tuning parameters for GFMR are selected from a subset of {10 −10 , 10 −9.98 , . . . , 10 9.98 , 10 10 }.
We also computed the best overall KL divergence we could obtain using the candidate values for the tuning parameter. We call this the oracle tuned value. The tuning parameters for the competing methods were selected using 5-fold cross validation minimizing the validation deviance. For the both EN and GMR, the first tuning parameter was selected by default methods in the glmnet package in R and the second tuning parameter was selected from the set {0, 0.01, . . . , 0.99, 1}.
Results for Setting 1
In Table 1 , we present the average KL divergence and the average number of unique regression coefficient vectors estimated by the GFMR method for the simulation using setting 1 when L = S. On average GFMR using validation likelihood had a lower KL divergence than its competitors. Since there should be 2 unique regression coefficient vectors in the estimator, the results show GFMR using oracle tuning on average is overselecting the number of unique coefficient vectors when δ = 0.25, 0.5, and 1 for both values of n. A similar result occurred for GFMR using validation likelihood for all values of δ and n. This may indicate that we need a different method to select the tuning parameter for GFMR if our interest is in model selection, when L = S, rather than prediction of the true response category probabilities where this method performs better than EN and GMR.
The average KL divergence and the average number of unique regression coefficient vectors estimated by GFMR for setting 1 when L = {(1, 2), (2, 3), (3, 4)} are reported in Table 2 . These results show the same pattern that the results in Table 1 showed. While prediction accuracy decreased in this setting, we again see the GFMR using validation likelihood tuning is competitive with GMR. This decrease in prediction performance is expected because response categories are not naturally ordered in this data generating model. We also saw an increase in the average number of unique regression coefficient vectors estimated using GFMR with oracle tuning and GFMR with validation likelihood tuning when compared to the setting L = S.
To further investigate the number of unique regression coefficient vectors estimated by GFMR, we present a comparison between this quantity for the case when L = S and L = {(1, 2), (2, 3), (3, 4)} in Table 3 . We see that GFMR using validation likelihood performed poorly at selecting the true number of unique coefficient vectors estimated for both choices of L.
Results of Setting 2
In Table 4 , we present the average KL divergence and the average number of unique regression coefficient vectors estimated by the GFMR method for the simulation using setting 2 when L = S. Similar to the patterns shown in setting 1 when L = S, on average the GFMR using validation likelihood tuning has a lower KL divergence than both EN and the GMR. For all values of n and δ, with the exception of (δ, n) = (0.1, 50), both the oracle tuned GFMR and GFMR using validation likelihood tuning overselects the number of unique coefficient vectors.
Again this may indicate the need for a different method for tuning parameter selection if our interest is model selection.
In Table 5 , we present the average KL divergence and the average number of unique regression coefficients estimated by GFMR for the simulation using setting 2 when L = {(1, 2), (2, 3), (3, 4)}. We see a similar result to the pattern observed Table 5 , but the prediction accuracy here was better. This is expected because the response categories have a Table 1 : Results of simulation using setting 1 when L = S . Standard errors are presented in parenthesis. The columns Oracle, VL, EN, and GMR report to the average KL divergence for oracle tuned GFMR, GFMR using validation likelihood, EN, and GMR methods respectively. The column VL-Oracle reports the average difference for GFMR using validation likelihood and oracle tuned GFMR. Similar notation is used for comparisons between VL and EN, and VL and GMR. The columns labeled Oracle Groups, and VL Groups, contain the average number of unique regression coefficient vectors when using oracle tuned GFMR, and GFMR using validation likelihood. Table 2 : Results of simulation using setting 1 when L = {(1, 2), (2, 3), (3, 4)}. The columns Oracle, and VL report to the average KL divergence for oracle tuned GFMR and GFMR using validation likelihood methods respectively. The column VL-Oracle reports the average difference for GFMR using validation likelihood and oracle tuned GFMR. Similar notation is used for comparison VL and GMR. The columns labeled Oracle Groups, and VL Groups, contain the average number of unique regression coefficient vectors when using oracle tuned GFMR, and GFMR using validation likelihood. Table 3 : Number of replications out of 100 that produced the number of unique regression coefficient vectors in setting 1. Ordered penalty set references that the penalty set used is S, while unordered penalty set references L = {(1, 2), (2, 3), (3, 4)}. Table 4 : Results of simulation using setting 2 when L = S . Standard errors are presented in parenthesis. The columns Oracle, VL, EN, and GMR report to the average KL divergence for oracle tuned GFMR, GFMR using validation likelihood, EN, and GMR methods respectively. The column VL-Oracle reports the average difference for GFMR using validation likelihood and oracle tuned GFMR. Similar notation is used for comparisons between VL and EN, and VL and GMR. The columns labeled Oracle Groups, and VL Groups, contain the average number of unique regression coefficient vectors when using oracle tuned GFMR, and GFMR using validation likelihood. To further investigate this comparison of unique regression coefficient vectors, Table 6 presents a comparison between the number of unique regression coefficient vectors estimated by the GFMR method in each of the 100 replications for the case when L = S and the case when L = {(1, 2), (2, 3), (3, 4)}. Just as in Section 4.3, these results show that GFMR using validation likelihood performs poorly at selecting the true number of unique coefficient vectors for both penalty sets, but again on average predicts the true response category probabilities better than EN and GMR. Table 5 : Results of simulation using setting 2 when L = {(1, 2), (2, 3), (3, 4)} . The columns Oracle, and VL report to the average KL divergence for oracle tuned GFMR and GFMR using validation likelihood methods respectively. The column VL-Oracle reports the average difference for GFMR using validation likelihood and oracle tuned GFMR. Similar notation is used for comparison VL and GMR. The columns labeled Oracle Groups, and VL Groups, contain the average number of unique regression coefficient vectors when using oracle tuned GFMR, and GFMR using validation likelihood. Table 6 : Number of replications out of 100 that produced the number of unique regression coefficient vectors in setting 1. Ordered penalty set references that the penalty set used is S, while unordered penalty set references L = {(1, 2), (2, 3), (3, 4)}. 
TWO-STEP METHOD FOR REDUCING RESPONSE CATEGORIES
The simulations presented in Section 4 show that our method using validation likelihood to select the tuning parameter performs well at predicting the true response category probabilities when compared to EN and GMR. The same simulations show that our method using validation likelihood does not perform well at model selection. To improve model selection performance, we propose an alternative approach for low dimensional settings. This is a two-step method that solves (4) for an increasing sequence of λ's until there are two unique vectors in (β 1 , . . . ,β C ) . This sequence provides a set of candidate models with different response categories from which we will select the best by refitting using unpenalized maximum likelihood and computing the AIC. The selected model is the candidate model with the minimum AIC. We also compute the AIC for the edge case where all probabilities are equal to 1/C.
We present a simulation to show the merits of this two-step approach to select the correct combined category model in multinomial logistic regression. The explanatory variables values are generated using the same procedure described in Section 4.2. In this simulation, β * 1 = − δ and β * 2 = β * 3 = β * 4 = 0, and observed responses y 1 , . . . , y n are a realization of Y 1 , . . . , Y n defined by (1). We consider (n, δ) ∈ {50, 75} × {1, 3}.
To evaluate the proposed two-step method, we investigate its ability to detect the correct response category grouping. It is possible to detect the correct number of groups but the incorrect structure: we call this incorrect. It is also possible that the method selects more groups than it should, and if two of the groups were combined it would result in the correct structure: we call this one-step. Turning parameters were selected from a subset of
{10
−10 , 10 −9.98 , . . . 10 9.98 , 10 10 } and we set L = S. Since this simulation study has only 4 response categories, it was computationally feasible to compute the best AIC by searching over The fraction of the 100 replications specific group structures are selected for each N, δ combination using the two-step method . The label One-Step indicates that the correct group structure is still a possibility if the correct fusion was done with an additional combination.
19/100 0/100 3/100 0/100 2 Groups (Correct) 58/100 71/100 80/100 83/100 2 Groups (Incorrect) 0/100 0/100 0/100 0/100 3 Groups (One-Step) 20/100 21/100 16/100 15/100 3 Groups (Incorrect) 0/100 0/100 0/100 0/100 4 Groups 3/100 8/100 1/100 2/100 Table 8 : The fraction of the 100 replications specific group structures are selected for each N, δ combination when all possible response category combinations were used as candidate models.
Group 0/100 0/100 0/100 0/100 2 Groups (Correct) 46/100 59/100 62/100 82/100 2 Groups (Incorrect) 25/100 4/100 14/100 0/100 3 Groups (One-Step) 28/100 29/100 24/100 17/100 3 Groups (Incorrect) 0/100 0/100 0/100 0/100 4 Groups 1/100 8/100 0/100 1/100 all possible response category combinations, which makes this exhaustive search a natural competitor.
In Table 7 , we report the proportion of replications that the group structures of interest are selected for each (n, δ) combination for the two-step method. Table 8 presents the results for the exhaustive search. These tables show that for every of n and δ, the two-step method correctly picks the true response categories groups more than any other group structure.
In particular, the proposed two-step method performs as well or better than exhaustive search for each (n, δ). These results show improvement in model selection performance when compared to the simulation results from Section 4, suggesting that if model selection is the interest the two step approach should be used.
ELECTION DATA EXAMPLE
We analyze the dataset nes96 found in the CRAN package faraway (Faraway, 2014) . The response variable, self-identified political affiliation of voters, has 7 levels: strong Democrat, weak Democrat, independent Democrat, independent, independent Republican, weak
Republican, strong Republican. The explanatory variables are voter education level (categorical with 7 levels), voter income (categorical with 24 levels), and voter age (numerical).
An investigation into both model selection based on validation likelihood tuning parameter selection and model selection based on using the two-step method was performed using L = S and L = {(1, 2), . . . , (6, 7)}.
Model selection for GFMR using validation likelihood tuning parameter selection was performed using 5-fold cross validation selecting the tuning parameter from the set {10 −10 , 10 −9.98 , . . . , 10 9.98 , 10 10 }. In Table 9 , we present the response category combinations recommended by the GFMR regression coefficient estimates when L = S and L = {(1, 2), . . . , (6, 7)}. The results show for the case when L = S, GFMR does not combine any response categories. When L = {(1, 2), . . . , (6, 7)}, the results show that independent Democrats, independent Republicans, and independents have the same estimated regression coefficient vectors.
We also show the results from the two-step approach proposed in Section 5. Both choices for L resulted in a selected model with three response categories. These response category groups are shown in Table 10 . 
