An oracle chooses a function f from the set of n bits strings to itself, which is either a randomly chosen permutation or a randomly chosen function. When queried by an n-bit string w, the oracle computes f (w), truncates the m last bits, and returns only the first n − m bits of f (w). How many queries does a querying adversary need to submit in order to distinguish the truncated permutation from a random function?
Introduction
Distinguishing a randomly chosen permutation from a random function is a combinatorial problem which is fundamental in cryptology. A few examples where this problem plays an important role are the security analysis of block ciphers, hash and MAC schemes.
One formulation of this problem is the following. An oracle chooses a function f : {0, 1} n → {0, 1} n , which is either a randomly (uniformly) chosen permutation of {0, 1} n , or a randomly (uniformly) chosen function from {0, 1} n to {0, 1} n . An adversary selects a "querying and guessing" algorithm. He first uses it to submit q (adaptive) queries to the oracle, and the oracle responds with f (w) to the query w ∈ {0, 1} n . After collecting the q responses, the adversary uses his algorithm to guess whether or not f is a permutation. The quality of such an algorithm (in the cryptographic context) is the ability to distinguish between the two cases (rather than successfully guessing which one it is). It is measured by the difference between the probability that the algorithm outputs a certain answer, given that the oracle chose a permutation, and the probability that the algorithm outputs the same answer, given that the oracle chose a function. This difference is called the "advantage" of the algorithm. We are interested in estimating Adv, which is the maximal advantage of the adversary, over all possible algorithms, as a function of a budget ofueries.
The well known answer to this problem is based on the simple "collision test" and the Birthday Problem:
Since for every 1 ≤ k ≤ q − 1
we get, for q ≤ 2 n , that
1 − e − q(q−1)
This result implies that the number of queries required to distinguish a random permutation from a random function, with success probability significantly larger than, say, 1/2, is Θ(2 n/2 ).
We now consider the following generalization of this problem:
Problem: Let 0 ≤ m < n be integers. An oracle chooses c ∈ {0, 1}. If c = 1, it picks a permutation p of {0, 1} n uniformly at random, and if c = 0, it picks a function f : {0, 1} n → {0, 1} n uniformly at random. An adversary is allowed to submit queries w ∈ {0, 1} n to the oracle. The oracle computes α = p(w) (if c = 1) or α = f (w) (if c = 0), truncates (with no loss of generality) the last m bits from α, and replies with the remaining (n − m) bits. The adversary has a budget of q (adaptive) queries, and after exhausting this budget, is expected to guess c. How many queries does the adversary need in order to gain non-negligible advantage? Specifically, we seek q 1/2 = min{q | Adv ≥ 1/2} as a function of m and n.
This problem was studied by Hall et al. [2] in 1998. The authors showed (for every m) an algorithm that gives a non-negligible distinguishing advantage using q = O(2 (n+m)/2 ) queries. They also proved the following upper bound:
In this manuscript we show how the method of proof used in [2] can be modified to show the lower bound q 1/2 = Ω(2 m+n 2 ) for virtually every m < n. The result follows from explicit upper bounds on Adv stated in the following two theorems.
The proofs of Theorem 1 and Theorem 2 are given in Section 3 and Section 4, respectively. The proofs follow the same line, but the proof of Theorem 2 is more elaborate and technical.
Notation and preliminaries
For fixed m < n and q ≤ 2 n we denote Ω := ({0, 1} n−m ) q . We view Ω as the set of all possible sequences of replies that can be given by the oracle to the adversary'sueries. For ω ∈ Ω, let Pr p (ω) and Pr f (ω) be the probabilities that ω is the actual sequence of replies that the oracle gives to the adversary'sueries, in the case the oracle chose a random permutation or a random function, respectively. For every j ≥ 2 and ω ∈ Ω, let
Lemma 2.1. For every j ≥ 2,
where
Since X J1 and X J2 are clearly independent whenever J 1 and J 2 are disjoint,
The advantage of an algorithm is defined as Pr p (E) − Pr f (E) , where E is the event that the algorithm outputs (say) 1. The maximum of the advantage of an algorithm, over all possible algorithms, is called the adversary's advantage, and is denoted here by Adv. Clearly,
with equality, if no computational restricitions are imposed on the adversary. We use the following estimate for Adv, which is slightly better than a similar bound used in [2] .
Proof. Note that
Therefore, using (6),
In the proofs of Theorem 1 and Theorem 2 we apply Lemma 2.2 to the set
where t ≥ 2 is an integer and α 1 , α 2 , . . . , α t−1 , β are positive real numbers, which are chosen apropriately. A particular case of this S, with t = 2, α 1 = c q/2 n−m+1 2 , β = 0, was used in [2] . In this work, we get a refined asymptotic approximation for Adv by using the above general choice of S. In the proof of Theorem 1, we also use t = 2, but different α 1 (which we simply denote α) and different β.
Proof of Theorem 1
The flow of the proof is as follows. As mentioned in Section 2, we let
where α, β are positive constants to be specifired later. In Subection 3.1 we prove our main technical result, Proposition 3.1, which provides an upper bound for |Pr p /Pr f − 1| in S. In Subsection 3.2 we first derive, in Lemma 3.5, an upper bound for Pr f (S). Then we combine Lemma 2.2, Proposition 3.1, Lemma 3.5, and choose optimal parameters α, β to obtain Theorem 1.
Bounding |Pr
In this subsection, we prove the following proposition.
q 2
Then for every ω ∈ S,
In the proof of Proposition 3.1, we use the following three lemmas.
and for every 1 ≤ x ≤ 2,
Proof. By Taylor expansion, for every x ≤ 1,
for some ξ between 0 and x, and (10), (11) follow. To deduce (12), note that if 1 ≤ x ≤ 2, then by (10),
Proof. For every integer 0 ≤ i ≤ 2 k−1 , by (10) and (11),
The Lemma follows by summing up the inequalities (13) for 0 ≤ i ≤ s − 1, and using the identities
Lemma 3.4. Suppose that q ≤ 2 n−1 and let ω ∈ Ω such that col 2 (ω) ≤ . Then,
Proof. Suppose that in the q-tuple ω, exactly ℓ distinct vectors in {0, 1} n−m appear, with multiplicities d 1 , d 2 , . . . , d ℓ , respectively. It is easy to verify that
, and clearly Pr f (ω) = (1/2 n−m ) q . Therefore, using that
For
, hence by Lemma 3.3,
Summing up on 1 ≤ k ≤ ℓ, we get that
and the lemma follows by (14) since
We are now ready to prove Proposition 3.1.
Proof of Proposition 3.1. For every ω ∈ S, by (8) and the definition of S,
hence, by Lemma 3.4,
In addition, by Lemma 3.3 (for s = q and k = n), since q ≤ 2 n−1 ,
Therefore,
ln
By (10), (15) and the definition of S,
By (16) and the definition of S,
In particular, using (7), The proposition now follows from (17) and (19).
Derivation of Theorem 1
We start by bounding Pr f (S) from above.
Lemma 3.5.
Proof. By Chebyshev inequality,
and by Markov inequality,
Using the union bound, we conclude that
and the claim follows by Lemma 2.1.
We now combine Lemma 2.2, Lemma 3.5 and Proposition 3.1.
Lemma 3.6. Suppose that q ≤ 2 n−1 , , then (4) also holds, since by the "Birthday" bound (1), which is obviously still valid when the adversary gets only truncated replies from the oracle,
Finally, if 6 ≤ m ≤ , then it is straightforward to verify that all the conditions of Lemma 3.6 are satisfied if we choose
Then, by Lemma 3.6,
Proof of Theorem 2
The proof of Theorem 2 is more elaborate and technical than the proof of Theorem 1, but goes along a similar path. It uses statements that are analogous to those used in the proof of Theorem 1. As mentioned in Section 2, we let
where t ≥ 2 is an integer and α 1 , α 2 , . . . , α t−1 , β are positive real numbers to be specifired later.
Bounding |Pr
The following proposition is analogous to Proposition 3.1.
In the proof of the proposition we use several lemmas.
Lemma 4.2. For every integers i ≥ 0, j ≥ 1,
and the claim follows.
With this we prove the following lemma.
Proof. By Taylor expansion, for every x > 0
In particular,
and by Lemma 4.2,
and the lemma follows since by Lemma 4.2,
This leads to the following lemma, which is a generalization of Lemma 3.3.
Lemma 4.4. Let s, k, t be positive integers such that
Proof. By summing up (24) for 0 ≤ i ≤ s − 1 and using the identity
For every r, j such that 2 ≤ r + 1 ≤ j < t − 1,
hence, for every 1 ≤ r ≤ t − 2,
and the lemma follows.
This leads to the following lemma, which is a generalization of Lemma 3.4.
Proof. Suppose that in the q-tuple ω exactly t distinct vectors in {0, 1} n−m appear, with multi- Finally, we also need the following technical lemma. 
Discussion
We conclude with the following note. As mentioned above, the analysis in [2] is also based on examining the set S, but only for the particular choice of parameters: t = 2, α 1 = c q/2 n−m+1 2 , β = 0. Choosing α 1 to be proportional to the standard deviation of col 2 seems reasonable and natural (although in our analysis we employ a somewhat different choice). However, choosing β = 0 is artificial and too restrictive, and limiting t to be 2 is insufficient for getting the result for large m.
