Weak $(1,1)$ Boundedness of Riesz Transforms on Vector Bundles by Li, Huaiqian
ar
X
iv
:1
81
2.
06
67
5v
1 
 [m
ath
.PR
]  
17
 D
ec
 20
18
Weak (1, 1) Boundedness of Riesz Transforms on
Vector Bundles
Huaiqian Li∗
Center for Applied Mathematics, Tianjin University, Tianjin 300072, P. R. China
Abstract
We prove weak (1, 1) boundedness of (local) Riesz transforms corresponding to a
large class of Schro¨dinger operators on vector bundles mainly under the generalized
volume doubling condition, either Gaussian or sub-Gaussian upper bounds for the
heat kernel only in short time, and derivative estimates for semigroups on vector
bundles. Consequently, neither Gaussian nor sub-Gaussian upper estimates for the
heat kernel are necessary for weak (1, 1) boundedness of the Riesz transform on vector
bundles.
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1 Introduction
Let M be be a complete, noncompact Riemannian manifold, vol be the Riemannian
volume measure, and ∆ be the Laplace–Beltrami operator. Let (qt)t>0 be the heat kernel
corresponding to ∆ and B(x, r) be the open ball in M with center x and radius r > 0.
Denote V (x, r) = vol(B(x, r)). The main theme of the Riesz transform on Riemannian
manifolds, denoted by ∇(−∆)−1/2, is on the weak (1, 1) boundedness, i.e.,
vol{x ∈M : |∇(−∆)−1/2f(x)| ≥ σ} . 1
σ
∫
M
|f |dvol, ∀ f ∈ C∞c (M),
and the Lp boundedness, i.e., for which p ∈ (1,∞),
‖∇(−∆)−1/2f‖Lp(M,vol) . ‖f‖Lp(M,vol), ∀ f ∈ C∞c (M).
For instance, in [8], Strichartz asked, on what non-compact Riemannian manifolds and
for which p ∈ (1,∞), the Riesz transform ∇(−∆)−1/2 is Lp bounded.
In [3, Theorem 1.1], under the volume doubling condition, i.e., there exists a constant
C > 0 such that
V (x, 2r) ≤ CV (x, r), ∀x ∈M, r > 0, (1.1)
and the Gaussian upper bound for the heat kernel, i.e., for any x, y ∈M ,
qt(x, y) ≤ C1
V (x,
√
t)
exp
{
− C2d
2(x, y)
t
}
, ∀ t > 0,
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for some constants C1, C2 > 0, the Riesz transform was proved to be weak (1, 1) bounded
(and hence Lp bounded for all p ∈ (1, 2] by interpolation since the L2 boundedness trivially
holds). Let m > 2. Recently, under the volume doubling condition (1.1) and the sub-
Gaussian upper bound for the heat kernel, i.e., for any x, y ∈M
qt(x, y) ≤


C3
V (x,
√
t)
exp
{
− C4 d
2(x,y)
t
}
, ∀ t ∈ (0, 1),
C3
V (x,t1/m)
exp
{
− C4
(
dm(x,y)
t
) 1
m−1
}
, ∀ t ≥ 1,
(1.2)
for some constants C3, C4 > 0, the Riesz transform was also proved to be weak (1, 1)
bounded; see [2, Theorem 1.2]. Furthermore, on a large class of Riemannian manifolds,
under the volume doubling condition (1.1) and generalized upper bound on the heat
kernel qt and estimate on its gradient, the Riesz transform was proved to be weak (1, 1)
bounded in [6]; a typical example is the direct product Riemannian manifold such that each
element satisfies the volume doubling condition (1.1) and the Gaussian or sub-Gaussian
upper bounds for the heat kernel. In proofs of the aforementioned results, estimates on
the gradient of the heat kernel qt play a crucial role. However, similar gradient estimates
seem not easy to get for heat kernels on vector bundles since they are just linear operators
between fibers. Due to this gap, the derivative formula for semigroups on vector bundles
was established, and then applied to prove the weak (1, 1) boundedness of the (local)
Riesz transform corresponding to a large class of Schro¨dinger operators on vector bundles
under a generalized volume doubling condition and the Gaussian upper bound for the
heat kernel qt; see [7, THEOREMS 2.1 and 4.1].
In this work, we consider the weak (1, 1) boundedness of the (local) Riesz transform
corresponding to a large class of Schro¨dinger operators on vector bundles as in [7], as-
suming either the Gaussian or sub-Gaussian upper bound for small times. In Section 2,
we introduce the framework and recall the derivative estimate of semigroups on vector
bundles. In Section 3, we present the main result (Theorem 3.1) and its full proof.
2 Preliminaries
Let E →M and F →M be Riemannian bundles over the same (not necessarily com-
plete) Riemannian manifold M , equipped with metric connections ∇E and ∇F respec-
tively. Denote TM and T ∗M the tangent and the cotangent bundle of M , respectively.
We use ΓC∞(•) (resp. ΓC∞b (•) and ΓC∞c (•)) to denote the class of smooth (resp. the
bounded smooth and the compactly supported smooth) sections of a vector bundle “•”.
Let ω ∈ ΓC∞(Hom(T ∗M ⊗ E,F )) be a multiplication map, where Hom(•, •) is the
Hom-bundle. Introduce the Dirac type operator from ΓC∞(E) to ΓC∞(F ) defined by
Dω := ω∇E,
which is a first order differential operator and can be regarded as the composition:
ΓC∞(E)
∇E−−→ ΓC∞(T ∗M ⊗ E) ω−→ ΓC∞(F ).
The Bochner Laplacian (∇E)∗∇E : ΓC∞(E)→ ΓC∞(E) is the second order elliptic differ-
ential operator given by the composition:
ΓC∞(E)
∇E−−→ ΓC∞(TM ⊗ E) ∇
TM⊗1+1⊗∇E−−−−−−−−−−→ ΓC∞(TM ⊗ TM ⊗ E) tr−→ ΓC∞(E),
where tr is the trace operator with respect to the Riemannian metric ofM and ∇TM is the
Riemannian connection on TM , and so is the Bochner Laplacian (∇F )∗∇F : ΓC∞(F ) →
2
ΓC∞(F ). Let V ∈ C2(M), UE ∈ ΓC∞(End(E)) and UF ∈ ΓC∞(End(F )). Consider
Schro¨dinger type operators
L = −(∇E)∗∇E +∇E∇V − UE
on ΓC∞(E), and
T = −(∇F )∗∇F +∇F∇V − UF
on ΓC∞(F ). Note in passing that if E and F are the trivial bundle M × R, then L and
T are just Schro¨dinger operators on M of the type ∆ +∇V + U , where U : M → R is a
real potential.
As in [7], we make the standing assumption that
ϑ = TDω −DωL
is of zeroth order, i.e., ϑ ∈ ΓC∞(Hom(E,F )), and ω is compatible with the Riemannian
connection, which means that for any Z ∈ ΓC∞(TM), α ∈ ΓC∞(E) and v ∈ TM , it holds
that
∇Fv
(
ω(Z♭ ⊗ α)) = ω((∇TMv Z)♭ ⊗ α) + ω(Z♭ ⊗∇Ev α),
where ♭ : TM → T ∗M is the music isomorphism.
Let (•, •)E (resp. (•, •)F ) denote the scalar product and |• |E (resp. |• |F ) the induced
norm on fibers of E (resp. F ). Denote dµ = eV dvol, where vol is the Riemannian volume
measure on M . Let p ∈ [1,∞]. Denote ΓLpµ(E) the real Banach space of measurable
sections α :M → E such that ‖α‖p <∞, where
‖α‖p :=
{( ∫
M |α(x)|pE dµ(x)
)1/p
, p ∈ [1,∞),
inf{c ≥ 0 : |α|E ≤ c µ-a.e.}, p =∞.
It turns out that for every p ∈ [1,∞), ΓLpµ(E) is the closure of ΓC∞c (E) with respect to
the norm ‖ • ‖p.
We further assume that UE is symmetric, i.e., for every x ∈M , UE(x) is a symmetric
linear operator from fiber Ex to itself. It is well known that if UE is lower bounded,
then (L,ΓC∞c (E)) is upper bounded in ΓL2µ(E) and hence has a canonical self-adjoint
extension, namely, the Friedrich extension in ΓL2µ(E), still denoted by L. Let (Pt)t≥0 be
the semigroup corresponding to L/2.
Denote (P 0t )t≥0 the semigroup corresponding to the Friedrich extension of ((∆ +
∇V )/2, C∞c (M)) in L2µ(M).
Now we recall a derivative estimate of Pt, which was established under some further
assumptions (see [7, THEOREM 2.1]). Let ‖ · ‖ denote the operator norm.
Hypothesis (I). There exist some constants a1, a2, a3 ∈ R and C(ϑ), C(ω) ≥ 0 such that
(I.1) a1|α|2E ≤ (UEα,α)E ≤ a2|α|2E , for every α ∈ E,
(I.2) (UFβ, β)F ≥ a3|β|2F , for every β ∈ F ,
(I.3) ‖ϑ‖ ≤ C(ϑ), ‖ω‖ ≤ C(ω).
Let d be the Riemannian distance on M . For x ∈ M , let dx := d(x, •) and denote
cut(x) the cut locus of x in M .
3
Theorem 2.1. Let M be a complete Riemannian manifold and assume that for every
x ∈M , there exist constants c > 0 and δ ∈ (0, 1) such that
(∆ +∇V )dx ≤ c(d−1x + dδx)
outside {x} ∪ cut(x). Suppose that Hypothesis (I) holds. Then, for every β ∈ ΓC∞b (E)
and x ∈M ,
|DωPtβ|2(x) ≤ e−a1t‖β‖∞ a[C(ω) + C(ϑ)
√
t/2]2
1− e−at P
0
t |β|(x),
for all t > 0, where a := max{a2 − a3, 0} and a/(1 − e−at) := 1/t if a = 0.
For some concrete examples included in the above context, we refer the reader to [7,
Section 2].
3 Riesz transforms on vector bundles
From now on, we assume thatM is a complete and noncompact Riemannian manifold,
andHypothesis (I) holds as well as the other assumptions in Section 2. For some suitable
nonnegative constant λ, let us define the (local) Riesz transform Rλ associated with the
operator L by
Rλα = Dω(−L+ λ)−1/2α, α ∈ ΓC∞c (E).
We shall consider the weak (1, 1) boundedness of Rλ, i.e.,
µ{|Rλα| > σ} . µ(|α|)
σ
, for any σ > 0 and any α ∈ ΓC∞c (E).
Here and in the sequel, we use the notation f . g if there exists some universal constant
C > 0 such that f ≤ Cg.
Let p0t be the heat kernel of P
0
t with respect to µ. Denote cB(x, r) = B(x, cr) for
every ball B(x, r).
Hypothesis (II). m ≥ 2 and M is complete and noncompact satisfying that
(II.1) for any x ∈M , there exists a constant δ ∈ (0, 1) such that
(∆ +∇V )dx . d−1x + dδx
outside {x} ∪ cut(x);
(II.2) there exists constants D ≥ 1 and κ ∈ [0, mm−1 ) such that
V (x, τr) ≤ DτDV (x, r) exp(τκ + rκ), ∀x ∈M, τ ≥ 1, r > 0;
(II.3) there exists a constant c > 0 such that
p0t (x, y) .
1
V (x, t1/m)
exp
{
−c
(dm(x, y)
t
) 1
m−1
}
, ∀ t ∈ (0, 1], x, y ∈M.
(II.1) is just condition B1 appeared on page 115 in [7]. It was pointed out that (see
lines 1-2 on page 114 of [7]), if there exists some point o ∈M such that Ric & −(1 + d2δo )
and |∇V | . 1 + dδo, then (II.1) holds, where Ric is the Ricci curvature of M . We should
mention that, (II.2) is not comparable with the local condition assumed in [3, Theorem
4
1.2] since κ is allowed to be bigger than 1, and in particular, when m = 2, (II.2) is just
condition B2 on page 115 in [7]. It is well known that, under the completeness assumption,
(II.2) can be derived from Ric−HessV ≥ 0 with V bounded, where HessV is the Hessian
of V .
For m > 2, the sub-Gaussian upper bound (II.3) appears naturally as the upper bound
of the transition density of a canonical diffusion process on fractal sets with respect to a
proper Hausdorff measure. For instance, on the Sierpin´ski gasket in R2, the upper and the
lower bounds for the transition density of the natural Brownian motion are comparable
with
1
tυ/m
exp
{
−c
(dm(x, y)
t
)m−1}
, ∀ t > 0,
where d(x, y) = |x− y|, υ = log 3/ log 2 and m = log 5/ log 2 > 2; see e.g. [1]. Compared
with assumptions on the sub-Gaussian upper bound both in [2] and [6] (see also (1.2)
above), which are indeed Gaussian for t ∈ (0, 1), the assumption (II.3) is more natural.
Let Υ ∈ (0,∞]. By [4, Theorem 1.1], under the volume doubling condition (1.1), the
on-diagonal upper bound
p0t (x, x) .
1
V (x,
√
t)
, ∀x ∈M, t ∈ (0,Υ), (3.1)
self-improves to the Gaussian upper bound, i.e., (II.3) with m = 2 for all t ∈ (0,Υ).
However, this self-improving property for m > 2, more precisely, from (3.1) to (II.3) for
all t ∈ (0,Υ) under the assumption (1.1), may not be true. It seems that to find an
example to illustrate that the self-improving property does not hold in the sub-Gaussian
situation is quite an interesting open problem.
Now we present the main result of this paper.
Theorem 3.1. Suppose that Hypotheses (I) and (II) hold and Rλ is bounded in ΓL2µ(E).
Then,
(1) for λ > −a1 (which is specified in (I.1)), Rλ is weak (1, 1) and bounded in ΓLpµ(E)
for all 1 < p ≤ 2;
(2) if ϑ = 0, and either a1 > 0 or a1 = κ = 0, and (II.3) holds for all t > 0, then R0 is
weak (1, 1) and bounded in ΓLpµ(E) for all 1 < p ≤ 2.
We should mention that Rλ being bounded in ΓL2µ(E) is not such a restrictive condi-
tion, since in many geometric applications, Dω is just the Dirac operator and −L is just
the square of the Dirac operator, for instance, the Hodge Laplacian acting on differential
forms, and in that case, Rλ is trivially bounded in ΓL2µ(E). See also [7, REMARK 4.5].
We have pointed out in Section 1 that the case when m = 2 and κ ∈ [0, 2) is covered
by [7, THEOREM 4.1]. However, the method below effectively deals with this particular
situation and the general one when m > 2 and κ ∈ [0, mm−1 ) simultaneously.
In order to prove Theorem 3.1, we need some lemmata. First we present the following
one, which shows that a basic estimate similar to [3, Lemma 2.1] also holds under the
generalized volume doubling property (II.2).
Lemma 3.2. Suppose that (II.2) holds. Then, for any r ≥ 0 and any η > 0,∫
M\B(y,r)
exp
{
−η
(dm(x, y)
t
) 1
m−1
}
dµ(x)
. V (y, t1/m) exp
{
− η
2
(rm
t
) 1
m−1
}
, ∀ y ∈M.
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Proof. For any any r ≥ 0 and any η > 0,∫
M\B(y,r)
exp
{
−η
(dm(x, y)
t
) 1
m−1
}
dµ(x)
. e−
η
2
( r
m
t
)
1
m−1
∫
M
exp
{
− η
2
(dm(x, y)
t
) 1
m−1
}
dµ(x). (3.2)
For t ∈ (0, 1], applying (II.2), we have∫
M
exp
{
− η
2
(dm(x, y)
t
) 1
m−1
}
dµ(x)
≤
∞∑
i=0
∫
B(y,(i+1)t1/m)\B(y,it1/m)
exp
{
− η
2
(dm(x, y)
t
) 1
m−1
}
dµ(x)
≤
∞∑
i=0
V (y, (i+ 1)t1/m) exp
{
−η
2
i
m
m−1
}
. V (y, t1/m)
∞∑
i=0
(i+ 1)D exp
{
(i+ 1)κ − η
2
i
m
m−1
}
. V (y, t1/m), (3.3)
where the last line is due to the assumption that κ < mm−1 in (II.2).
For t > 1, letting Bi = B(y, (it
1/m + 1)t1/m), i = 0, 1, 2, · · · , we have∫
M
exp
{
− η
2
(dm(x, y)
t
) 1
m−1
}
dµ(x)
≤ µ(B0) +
∞∑
i=1
∫
Bi\Bi−1
exp
{
− η
2
(dm(x, y)
t
) 1
m−1
}
dµ(x)
≤ µ(B0) +
∞∑
i=1
µ(Bi) exp
{
− η
2
[(i− 1)t1/m + 1] mm−1
}
. µ(B0)
[
1 +
∞∑
i=1
(it1/m + 1)D exp
{
(it1/m + 1)κ + t
κ
m − η
2
[(i− 1)t1/m + 1] mm−1
}]
. µ(B0)
[
1 +
∞∑
i=1
(it1/m + 1)D exp
{
(2iκ + 1)tκ/m − η
2
(i− 1) mm−1 t 1m−1
}]
. V (y, t1/m), (3.4)
where the last line is again due to that κ < mm−1 .
Combing the estimates (3.2), (3.3) and (3.4), we complete the proof.
Next we establish the upper bound for the heat kernel p0t for all t > 0 in the following
lemma.
Lemma 3.3. Let m ≥ 2. Suppose that (II.2) and (II.3) hold with κ ∈ [0, mm−1 ). Then,
there exist constants c1, c2 > 0 such that
p0t (x, y) .
1
V (y, t1/m)
exp
{
−c1
(dm(x, y)
t
) 1
m−1
+ c2t
κ
m
}
, ∀x, y ∈M, t > 0.
Proof. The main idea of proof is based on the method of induction.
(1) Let 0 < t ≤ 1. By the symmetry and semigroup property of the heat kernel p0t , we
have
p02t(x, y) =
∫
M
p0t (x, z)p
0
t (y, z) dµ(z).
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Applying the inequality
aq + bq ≥ 21−q(a+ b)q, ∀ a, b ≥ 0, q ≥ 1,
and the triangle inequality d(x, z) + d(y, z) ≥ d(x, y), we obtain that, for any 0 < γ < 2c
with the same c in (II.3),
p02t(x, y)≤
∫
M
p0t (x, z) exp
{
γ
2
(dm(x, z)
t
) 1
m−1
}
p0t (y, z) exp
{
γ
2
(dm(y, z)
t
) 1
m−1
}
× exp
{
−cγ,m
(dm(x, y)
t
) 1
m−1
}
dµ(z),
where cγ,m = γ2
−m/(m−1). Set
Nγ(x, t) =
∫
M
p0t (x, z)
2 exp
{
γ
(dm(x, z)
t
) 1
m−1
}
dµ(z).
By the Cauchy–Schwarz inequality, we have
p02t(x, y) ≤
(
Nγ(x, z, t)Nγ(y, z, t)
)1/2
exp
{
−cγ,m
(dm(x, y)
t
) 1
m−1
}
.
Applying Lemma 3.2 with r = 0, we deduce that
Nγ(x, t).
1[
V (x, t1/m)
]2
∫
M
exp
{
−(2c− γ)
(dm(x, z)
t
) 1
m−1
}
dµ(z)
.
1
V (x, t1/m)
,
and
Nγ(y, t) .
1
V (y, t1/m)
.
Hence,
p02t(x, y) .
( 1
V (x, t1/m)
1
V (y, t1/m)
)1/2
exp
{
−cγ,m
(dm(x, y)
t
) 1
m−1
}
.
By (II.2), V (y, (2t)1/m) . V (y, t1/m)et
κ/m
, and
V (y, (2t)1/m)≤ V (x, d(x, y) + (2t)1/m)
. V (x, t1/m)
(d(x, y) + (2t)1/m
t1/m
)D
× exp
{
tκ/m +
(d(x, y) + (2t)1/m
t1/m
)κ}
,
which imply that
p02t(x, y).

et
κ/m
(
1 + d(x,y)
t1/m
)D
exp
[
tκ/m +
(
d(x,y)
t1/m
)κ]
[
V (y, (2t)1/m)
]2


1/2
7
× exp
{
−cγ,m
(dm(x, y)
t
) 1
m−1
}
.
1
V (y, (2t)1/m)
exp
{
−cκ,γ,m
(dm(x, y)
t
) 1
m−1
+ (2t)κ/m
}
, (3.5)
for some constant cκ,γ,m > 0, where the last inequality of (3.5) holds by the assumption
that κ ∈ (0, mm−1 ), and the inequality (1+ ξ)D/2e−Cξ ≤ C1e−C2ξ, for some C1, C2 > 0 and
any ξ ≥ 0, where C is a positive constant.
(2) Similar as step (1) above, for any t ∈ (0, 1] and any ǫ ∈ (0, 2cκ,γ,m), we have
p04t(x, y) ≤
(
Nǫ(x, 2t)Nǫ(y, 2t)
)1/2
exp
{
−cǫ,m
(dm(x, y)
2t
) 1
m−1
}
,
for some constants cǫ,m > 0, where, by applying (3.5) and Lemma 3.2,
Nǫ(x, 2t).
∫
M
exp
{
−(2cκ,γ,m − ǫ)
(dm(x, z)
2t
) 1
m−1
+ (2t)
κ
m
}
dµ(z)
.
e(2t)
κ/m
V (x, (2t)1/m)
,
and
Nǫ(y, 2t) .
e(2t)
κ/m
V (y, (2t)1/m)
.
Hence, by (II.2),
p04t(x, y).
(
e(2t)
κ/m
V (x, (2t)1/m)
e(2t)
κ/m
V (y, (2t)1/m)
)1/2
exp
{
−cǫ,m
(dm(x, y)
2t
) 1
m−1
}
.


(
21/m + d(x,y)
(2t)1/m
)D
exp
{
(2t)κ/m +
(
21/m + d(x,y)
(2t)1/m
)κ}
V (y, (4t)1/m)


1/2
× exp
{
−cǫ,m
(dm(x, y)
2t
) 1
m−1
}
.
1
V (y, (4t)1/m)
exp
{
−cκ,ǫ,m
(dm(x, y)
4t
) 1
m−1
+ (4t)
κ
m
}
,
for some constant cκ,ǫ,m > 0.
(3) Finally, for any t ∈ (0,∞), there exists a positive integer N such that t/N ∈ (0, 1].
By the method of induction, similar as the calculation in steps (1) and (2), we complete
the proof.
Now we begin to prove Theorem 3.1. In fact, the main idea of proof is from [3] and
[7]. However, we need some key modifications; see e.g. (3.6) and the proof of (3.9) below.
Let 1A denote the indicator function of a set A.
Proof of Theorem 3.1. Let α ∈ ΓC∞c (E) and σ > 0. There exists a partition of the support
of α, denoted by (En)
N
n=1, such that each En is a bounded domain of diameter no bigger
than 1. For each n ∈ {1, 2, · · · , N}, we take use of the Caldero´n–Zygmund decomposition
(see [7, LEMMA 4.3]) for |α|1En , and then patch them together to obtain that
|α| = g + b := g +
∑
i
bi,
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where g and bi are functions onM , and find a sequence of balls Bi = B(xi, ri) with xi ∈M
and ri ∈ (0, 1] such that
(a) 0 ≤ g(x) . σ for µ-a.e. x ∈M ;
(b) each bi is supported in Bi and ‖bi‖1 . σµ(Bi);
(c)
∑
i µ(Bi) . ‖α‖1/σ;
(d) there exists a positive integer n so that every point of M is contained in at most n
balls Bi;
see [7, LEMMA 4.3] again. It follows immediately from (b) and (c) that ‖b‖1 ≤
∑
i ‖bi‖1 .
‖α‖1, and hence ‖g‖1 . ‖α‖1.
Since Rλ = Dm(−L+ λ)−1/2, we need to prove that
µ{|Rλα| > σ} . ‖α‖1
σ
, for any σ > 0 and any α ∈ ΓC∞c (E).
For any function h defined on M , we let h˜ := h α|α|1{|α|>0}. Applying the Caldero´n–
Zygmund decomposition of |α| at the level σ, we have that
µ{|Rλα| > σ} ≤ µ{|Rλg˜| > σ/2} + µ{|Rλb˜| > σ/2}.
Since Rλ is assumed to be bounded in ΓL2µ(E) and 0 ≤ g . σ µ-a.e., we derive that
µ{|Rλg˜| > σ/2} . ‖Rλg˜‖22/σ2 . ‖g˜‖22/σ2 . ‖g‖1/σ . ‖α‖1/σ.
Hence, it remains to prove that
µ
{|Rλ(∑
i
b˜i
)| > σ/2} . ‖α‖1
σ
.
Let ti = r
m
i . We can write
Rλb˜i = Rλe
−λtiP2ti b˜i +Rλ(I − e−λtiP2ti)b˜i. (3.6)
Note that we introduced an extra term e−λti in equation (3.6), which is important for
achieving our aim but unfortunately missing in the equation in line -3 on page 117 of [7].
Then, we have
µ
{|Rλ(∑
i
b˜i
)| > σ/2}≤µ{|Rλ(∑
i
e−λtiP2ti b˜i
)| > σ/4}
+µ
{|Rλ(∑
i
(I − e−λtiP2ti)b˜i
)| > σ/4}. (3.7)
We start to estimate the first term on the right hand of (3.7). Since Rλ is bounded in
ΓL2µ(E), we get
µ
{|Rλ(∑
i
e−λtiP2ti b˜i
)| > σ/4}. 1
σ2
∥∥∑
i
e−λtiP2ti b˜i
∥∥2
2
.
1
σ2
∥∥∑
i
e−(a1+λ)tiP 02ti |bi|
∥∥2
2
9
≤ 1
σ2
∥∥∑
i
P 02ti |bi|
∥∥2
2
,
where, in the last but one line, we used the semigroup domination property (see e.g. [5])
|Psb˜i| ≤ e−a1s/2P 0s |bi|, for any s > 0,
and in the last line, we used the assumption a1 + λ > 0. By duality,
∥∥∑
i
P 02ti |bi|
∥∥
2
= sup
‖f‖2=1
∣∣∣ ∫
M
∑
i
(
P 02ti |bi|
)
f dµ
∣∣∣
= sup
‖f‖2=1
∣∣∣∑
i
∫
M
|bi|P 02tif dµ
∣∣∣
≤ sup
‖f‖2=1
∑
i
‖bi‖1
(
sup
Bi
P 02tif
)
.
We claim that
sup
Bi
P 02tif . infBi
M(f), (3.8)
where M is the Hardy–Littlewood maximal operator defined as
M(f)(x) = sup
r>0
1
V (x, r)
∫
B(x,r)
|f(y)|dµ(y).
Let y ∈ Bi. Set G1 = 22/mBi and Gj = 2(j+1)/mBi \ 2j/mBi when j = 2, 3, · · · . Applying
Lemma 3.3, we derive that, for any z ∈ Gj ,
p02ti(y, z) .
1
V (y, (2ti)1/m)
e−c12
j−1+c2(2ti)
κ/m
.
1
V (y, (2ti)1/m)
e−c12
j−1
,
since ti ∈ (0, 1], where c1, c2 > 0 are constants from Lemma 3.3. Hence, by (II.2),
P 02tif(y)=
∫
M
p02ti(y, z)f(z) dµ(z) =
∞∑
j=1
∫
Gj
p02ti(y, z)f(z) dµ(z)
.
∞∑
j=1
µ(2j+1Bi)
V (y, (2ti)1/m)
e−c12
j−1
µ(2j+1Bi)
∫
2j+1Bi
f(z) dµ(z)
.
∞∑
j=1
2(j/m+1)De2
(j/m+1)κ
e−c12
j−1
(
inf
Bi
M(f)
)
. inf
Bi
M(f).
Thus, if ‖f‖2 = 1, then by (b) above,∑
i
‖bi‖1
(
sup
Bi
P 02tif
)
.
∑
i
σµ(Bi) inf
Bi
M(f)
≤ σ
∑
i
∫
Bi
M(f) dµ ≤ σ[µ( ∪i Bi)]1/2‖M(f)‖2
.
(
σ‖α‖1
)1/2
,
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where we used (c) above and the fact that M is bounded in L2(M,µ). Thus,
µ
{|Rλ(∑
i
e−λtiP2ti b˜i
)| > σ/4} . ‖α‖1
σ
.
It remains to estimate the second term on the right hand side of (3.7). Obviously,
µ
{|Rλ(∑
i
(I − e−λtiP2ti)b˜i
)| > σ/4}
≤
∑
i
µ(2Bi) + µ
(
1M\∪i2Bi
{|Rλ(∑
i
(I − e−λtiP2ti)b˜i
)| > σ/4})
≤
∑
i
µ(2Bi) +
4
σ
∑
i
∫
M\2Bi
|Rλ(I − e−λtiP2ti)b˜i|dµ,
where, by (II.2) and (c) above,∑
i
µ(2Bi) .
∑
i
µ(Bi)e
rκi . σ−1‖α‖1,
since ri ∈ (0, 1]. Hence, from (b) and (c), it is sufficient to prove that∫
M\2Bi
|Rλ(I − e−λtiP2ti)b˜i|dµ . ‖bi‖1. (3.9)
Since
(−L+ λ)−1/2 = 1√
π
∫ ∞
0
e−λsP2s
ds√
s
,
we obtain that
(−L+ λ)−1/2(I − e−λtiP2ti)
=
1√
π
∫ ∞
0
e−λsP2s
ds√
s
− 1√
π
∫ ∞
0
e−λ(s+ti)P2(s+ti)
ds√
s
=
1√
π
∫ ∞
0
( 1√
s
− 1{s>ti}√
s− ti
)
e−λsP2s ds.
Hence, applying Theorem 2.1, we immediately deduce that
|Rλ(I − e−λtiP2ti)b˜i|
≤ 1√
π
∫ ∞
0
∣∣∣ 1√
s
− 1{s>ti}√
s− ti
∣∣∣e−λs|DωP2sb˜i|ds
≤ 1√
π
∫ ∞
0
∣∣∣ 1√
s
− 1{s>ti}√
s− ti
∣∣∣e−λs(C(s)e−a1s‖Psb˜i‖∞P 0s |Psb˜i|)1/2 ds,
where
C(s) :=
a[C(ω) + C(ϑ)
√
s/2]2
1− e−as
with a = max{a2 − a3, 0}. By the semigroup domination property again,
P 0s |Psb˜i| ≤ e−a1s/2P 02s|bi|,
and by Lemma 3.3, we have that
|Psb˜i(x)| ≤ e−a1s/2
∫
Bi
p0s(x, y)|bi|(y) dµ(y)
11
. e−a1s/2‖bi‖1 sup
y∈Bi
ec2s
κ/m
V (y, s1/m)
.
Then
|Rλ(I − e−λtiP2ti)b˜i|
.
∫ ∞
0
∣∣∣ 1√
s
− 1{s>ti}√
s− ti
∣∣∣e−(λ+a1)s(C(s)‖bi‖1P 02s|bi| sup
y∈Bi
ec2s
κ/m
V (y, s1/m)
)1/2
ds. (3.10)
Let η = c1/2. By (b) above, the Cauchy–Scharwz inequality, Lemma 3.3 and Lemma
3.2, we have∫
M\2Bi
(
P 02s|bi|(x)
)1/2
dµ(x) =
∫
M\2Bi
( ∫
Bi
p02s(x, y)|bi(y)|dµ(y)
)1/2
dµ(x)
≤
∫
M\2Bi
(
sup
y∈Bi
e−η
(
dm(x,y)
2s
) 1
m−1
)1/2(∫
Bi
eη
(
dm(x,y)
2s
) 1
m−1
p02s(x, y)|bi(y)|dµ(y)
)1/2
dµ(x)
≤
( ∫
M\2Bi
∫
Bi
eη
(
dm(x,y)
2s
) 1
m−1
p02s(x, y)|bi(y)|dµ(y) dµ(x)
)1/2
×
(
sup
y∈Bi
∫
M\2Bi
e−η
(
dm(x,y)
2s
) 1
m−1
dµ(x)
)1/2
=: J1 × J2.
Lemma 3.2 implies that
J2 . e
− η
4
(
(2ri)
m
s
) 1
m−1
sup
y∈Bi
[
V
(
y, (2s)1/m
)]1/2
.
Lemma 3.2 and Lemma 3.3 imply that
J1 .
(∫
M\2Bi
ec2(2s)
κ/m |bi|(y)
V (y, (2s)1/m)
∫
Bi
e−(c1−η)
(
dm(x,y)
2s
) 1
m−1
dµ(x) dµ(y)
)1/2
.
(
ec2(2s)
κ/m‖bi‖1
)1/2
.
Hence, ∫
M\2Bi
(
P 02s|bi|(x)
)1/2
dµ(x)
. exp
[
− c1
8
((2ri)m
2s
) 1
m−1
+
c2
2
(2s)
κ
m
][‖bi‖1 sup
y∈Bi
V
(
y, (2s)1/m
)]1/2
. (3.11)
Combining (3.9), (3.10) and (3.11), we arrive at∫
M\2Bi
|Rλ(I − e−λtiP2ti)b˜i|dµ
. ‖bi‖1
∫ ∞
0
∣∣∣ 1√
s
− 1{s>ti}√
s− ti
∣∣∣h(s)( sup
x,y∈Bi
V (x, (2s)1/m)
V (y, s1/m)
)1/2
,
where
h(s) =
√
C(s) exp
[
2c2s
κ
m − c1
4
(ti
s
) 1
m−1 − (a1 + λ)s
]
.
By (II.2), for any x, y ∈ Bi = B(xi, t1/mi ),
V
(
x, (2s)1/m
)≤ V (y, 2t1/mi + (2s)1/m)
12
.
(2t1/mi + (2s)1/m
s1/m
)D
V
(
y, s1/m
)
exp
[(2t1/mi + (2s)1/m
s1/m
)κ
+ sκ/m
]
≤Cε,DV
(
y, s1/m
)
exp
[
ε
( ti
s
) 1
m−1
+ sκ/m
]
,
for any ε > 0, where Cε,D is a positive constant. Hence, for any ε > 0,∫
M\2Bi
|Rλ(I − e−λtiP2ti)b˜i|dµ
. ‖bi‖1
∫ ∞
0
∣∣∣ 1√
s
− 1{s>ti}√
s− ti
∣∣∣k(s) ds
= ‖bi‖1
(∫ ti
0
k(s)√
s
ds+
∫ ∞
ti
∣∣∣ 1√
s
− 1√
s− ti
∣∣∣k(s) ds)
=: ‖bi‖1(K1 +K2),
where
k(s) =
√
C(s) exp
[
− (c1 − 2ε)
4
(ti
s
) 1
m−1 − (a1 + λ)s + (1 + 2c2)s
κ
m
]
.
It is straightforward to check that,
K1 .
∫ ti
0
1
s
exp
[
− (c1 − 2ε)
4
(ti
s
) 1
m−1
]
ds,
which is finite for any ε ∈ (0, c1/2), and since a1 + λ > 0 and κ < mm−1 ,
K2 .
∫ ∞
ti
∣∣∣ 1√
s
− 1√
s− ti
∣∣∣1 +√s√
s
exp
[
− (a1 + λ)s+ (1 + 2c2)s
κ
m
]
ds <∞.
Thus, (3.9) is proved, and hence (1) is proved.
Now let ϑ = 0. We need to prove R0 = Dω(−L)−1/2 is weak (1, 1) bounded. From the
above study, the only difference is the estimation of K2. If either a1 > 0 or a1 = κ = 0,
then
K2 .
∫ ∞
ti
∣∣∣ 1√
s
− 1√
s− ti
∣∣∣1 +√s√
s
ds
=
∫ ∞
0
∣∣∣ 1√
u
− 1√
u+ 1
∣∣∣( 1√
u+ 1
+
√
ti
)
ds <∞.
Thus, (2) is proved.
Therefore, we complete the proof of Theorem 3.1.
Finally, we should mention that some extensions as in [6] of our main results are
possible. However, we leave these for interested readers.
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