One contribution of 15 to a theme issue 'Multiresolution simulations of intracellular processes'. The scientific community is facing a revolution in several aspects of its modus operandi, ranging from the way science is done-data production, collection, analysis-to the way it is communicated and made available to the public, be that an academic audience or a general one. These changes have been largely determined by two key players: the big data revolution or, less triumphantly, the impressive increase in computational power and data storage capacity; and the accelerating paradigm switch in science publication, with people and policies increasingly pushing towards open access frameworks. All these factors prompt the undertaking of initiatives oriented to maximize the effectiveness of the computational efforts carried out worldwide. Taking the moves from these observations, we here propose a coordinated initiative, focusing on the computational biophysics and biochemistry community but general and flexible in its defining characteristics, which aims at addressing the growing necessity of collecting, rationalizing, sharing and exploiting the data produced in this scientific environment.
Introduction
The power of computational methods in the study of living systems has immensely grown in the past few decades. The size of the systems that can be studied by means of computer-based approaches has boosted from a few to millions of atoms [1] [2] [3] [4] [5] [6] , while the accuracy of force fields has systematically improved thanks to ab initio calculations and the integration of experimental data, making these in silico models predictive. A prominent role has been and is being played by coarse-grained models [7] [8] [9] [10] , that is, simplified representations of complex biological systems whose level of resolution is lower than atomistic (crossing all scales up to the continuum) but enable the simulation of larger objects for longer times. Small yet powerful computer stations, GPU cards, small-sized computer clusters and ever-improving algorithms on top of everything have made cutting-edge research in computational biophysics amenable to groups at all scales, from the single person to the hundred-unit teams. As of now, 90% of the data that existed in the beginning of 2018 were created in the last 2 years [11] .
All these advancements have tremendously contributed to push forward our understanding of the numerous, intricate, intermingled and multi-scale processes and phenomena that can be encircled in the broad definition of life. From the water self-protonization reaction spontaneously turning water into its charged constituents [12] to the flux of red blood cells in the vascular stream [13] , computer models are now numerous enough and sufficiently accurate, in spite of the obvious limitations and shortcomings deriving from the approximations they entail, so as to permit a remarkably deeper insight into the functioning of biological entities. Above all, these models are becoming increasingly predictive.
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The cosmic inflation of computational biophysics naturally has its inevitable downsides. We identify here the most prominent in the following issues: -The distribution of immense treasures of data (molecular dynamics trajectories to name just the most obvious) which would otherwise remain confined in the laboratories that produced them. -The storage of data in a compact, reliable, secure protocol, to contrast the data loss due to hardware failures and outdated software. -The development of common procedures to rationalize data storage, avoiding data overflow and limiting the costs of backups. -The limitation of many redundant research efforts, due to the necessity of a given group to re-do the work of another just for the sake of obtaining those data which are needed as 'input' for further investigation rather than representing an objective themselves. -The reduction of the plurality of standards for input and output files, metadata, algorithms, etc., which often degenerate in a detrimental incompatibility between data and codes that would be otherwise sensible and useful to put in contact. This phenomenon creates quasiclosed communities of single-software users and prevents researchers from creating simple and effective pipelines or assemblies of algorithms to obtain new results. -The mitigation of research opacity, a consequence of the difficulty to access the raw data, metadata, input files and detailed documentation of procedures and algorithms of many works, as well as to reproduce their results.
This last aspect is particularly worrisome, as it does not consist of a limitation of current approaches or a gap with respect to an otherwise achievable optimum; rather, it bears the risk of distorted, misguided and even intentionally falsified scientific behaviour. Indeed, alarming reports indicated that 'bad science' is becoming a prominent problem due to the current publishing format [14] , in that the latter incentivizes publication for its own sake, e.g. by bringing ground-breaking claims to prominence while scarcely selecting against false positives and poorly designed experiments and analyses. The phenomenon is particularly grave if it is not unintentional, rather it originates from deliberate cheating or loafing. Normalized misbehaviour [15] is generating an increasing deviance from ethical norms; furthermore, science is endangered by statistical misunderstanding [16] .
One of the worst consequences of dubious or opaque work is that it undermines the credibility and integrity of research as a whole [17] , a phenomenon with dramatic societal consequences made even more critical by intentional scientific misconduct, for the detection of which a framework is currently missing [18 -20] . An intuitive yet simplistic measure of the dimension of scientific misconduct is given by the number of retracted papers, yet it is at best conservative [21 -25] , thus making the quantification of the cost of this phenomenon, for the academic community as well as for society at large, extremely difficult, if not impossible [26] .
Consequently, there is a growing urge for improving metaresearch, that is, for instruments to evaluate and ameliorate research methods and practices. As is natural for a young and growing field, efforts to date are uncoordinated and fragmented [27] . Even with the employment of 'good practices', a vast quantity of research output is not fully exploited or even goes wasted [28] , with the file drawer problem [29] -that is, to refrain from publishing evidence contrary to an author's hypotheses-being one of the most representative issues. The lack of protocols, standards and procedures to grant wide data accessibility leads to substantial costs (in terms of personnel time, facility resources, research funds) [30] .
A lively discussion between researchers and policy makers is ongoing at several intranational and international levels in order to reverse this trend. Among the most recent initiatives undertaken at the European level, it is worth mentioning the creation of the European Open Science Cloud (https://www.eosc-portal.eu), whose objective is to provide a safe environment for researchers to store, analyse and re-use data for research, innovation and educational purposes.
Performing a very restrictive selection from a heterogeneous literature, we here consider and take the moves from two proposals in particular: Reformulating Science (methodological, cultural, structural reforms) [31, 32] and Science Utopia [33, 34] . With the suggestions therein in mind, and limited to the research fields of computational biophysics and chemistry, we consider a strategical priority to coordinate at a supranational level the availability of scientific data and software in order to increase research efficiency, reproducibility and openness. This is certainly not a novel idea and several successful examples of curated databases integrating biological information can be found in life sciences, such as the Genebank [35] , UniProt [36] and the Worldwide Protein Data Bank (PDB) [37] . An initiative like the one proposed here is the NoMaD project [38] , which maintains one of the largest open repositories for computational material science. We believe that a global effort has to be undertaken in order to rationalize the complex ecosystem of software and the goldmine of information that is emerging from the collective, albeit often independent, work of a steadily growing research community. Moreover, the availability of the data would also contribute to boost the scientific progress in developing countries, where the scarcity of resources impairs the training of highly specialized researchers.
Envisioning data sharing in biocomputing
The proposal we put forward in this paper is the creation of a platform devoted to putting in fruitful contact three instances: the data, the users and the institutions.
The first is the central objective of our attention: these are the valuable outcome of intense research activity, whose lifespan cannot be limited to the time interval from their production to the publication of a paper. Indeed, it is our opinion that scientific data should be made freely available not only to guarantee transparency, rather also to maximize the gain that can be obtained from their analysis, with the far-reaching goals of reducing useless replication and pushing forward our understanding of living matter. The second instance, the users, are the producers of data as well as their beneficiaries; however, these two roles should not necessarily coincide. The possibility of accessing other researchers' data would boost the effectiveness of one's work and expand the scope of the former's, while at the same time encouraging the application of good scientific practices such as the accurate documentation of codes and output data. Thirdly, the explicit and collective involvement royalsocietypublishing.org/journal/rsfs Interface Focus 9: 20190005 of institutions would lift from the researcher the burden of storage and maintenance, provide an independent quality control and foster collaboration and cross-fertilization.
In order to achieve these goals, we propose to create a framework to implement and promote the accessibility of data and software pertaining to the computer-based study of biological systems.
Data
The core idea of this initiative is to make computational biophysics data publicly available, searchable and downloadable, adhering to the FAIR principles [39] . Researchers who have produced data such as large macromolecular models, molecular dynamics trajectories or any other similar type of relevant material shall make these publicly available, together with a detailed documentation and metadata. While it is already possible to associate a digital object identifier, or DOI, to data [40] , via a framework inspired by the DataCite Metadata Scheme [41] , a protocol should be shaped according to the specific needs of the target scientific community.
The most natural infrastructure to this end is a website where links to the various data made available by researchers and institutions will be listed, and all information regarding the material present in the list at a given moment will be searchable. In this first phase, those willing to provide a link to their data will be allowed to do so only for material employed in published research. Such a limitation will represent a rough filter to guarantee a quality minimum for what is listed on the website. Clearly, it is difficult to even roughly estimate the amount of data storage required for this initiative to be successful. However, in the early phases of the project, contributors could only upload a one-page document like a PDB file header specifying: title, authors, affiliation, e-mail contact and content, along with a link from where compressed data can be downloaded. Authors/ institutions (universities, laboratories, research centres) shall guarantee that these data are available, properly stored and backed-up and provide links from which they can be retrieved. In subsequent stages of the initiative, international institutions will be asked to contribute to the website by storing and making available the data produced by their researchers. This will guarantee the permanent availability of the material. A not negligible issue regards the format of the data, as many formats associated with specific software exist. Although it would be desirable to have one single standard, this goal is not realistic in the early stages of the initiative. This is considered a relatively minor limitation as several open source programs and even servers can efficiently convert coordinates and trajectories files; however, standard uniformation should be looked at as a prominent long-term goal.
Users
To increase the chances of success of the initiative, it is strategic that potential users perceive our proposal as a simple, accessible and clearly advantageous practice. Open data is and shall appear as a good practice that will lead to research environment and research effectiveness improvement. All possible strategies to promote the applications of the FAIR principles, from dedicated DOIs to grants opportunities, shall be implemented. Obviously, all researchers, regardless of their institution, country, gender, belief or nationality will have the opportunity to freely contribute and download data to the website. Eventually, if the amount of data offered is exceedingly large to be kept accessible on a permanent basis, a verified contact should be provided to ask privately the contributors.
Institutions
Once the initiative will have achieved a sufficient size, we envision that academic institutions could contribute to the website by storing and making available the data produced by their researchers and could be asked to do the same for the data of other contributing institutions. This should promote the usage of large amounts of data to carry out curiosity-driven, basic research, resulting in the development of new computational tools to process the available information. The definition and usage of standardized protocols will greatly enhance the capability of validating and reproducing research results, thus minimizing the risk of inadvertently or intentionally erroneous scientific claims. The institutional involvement is valuable because it can provide rewarding schemes that can further foster the adoption of open science in general and of our unified approach in particular. Incentives to guide the researcher towards best practices shall be favoured with respect to top-down impositions.
An exemplary initiative: NoMaD
We consider the NoMaD project [42] to be the most notable and relevant initiative with respect to the proposal formulated in this opinion. NoMaD was launched in 2018 thanks to the support of the European Union in the framework of the Centres of Excellence, and provides a FAIR data-driven platform with a focus on material science. The NoMaD initiative represents not only an example of clarity, efficiency and openness in data storage and conservation, rather also a potential partner in the construction of a similar platform for computational biophysics.
Conclusion
In the present opinion article, we discussed a critical aspect of research communication, consisting of a lack of reproducibility and transferability of research results between groups, from the perspective of computational biophysics and biochemistry. Consistently with the open science movement and considering the impressive increase in computational power and data storage capacity, we proposed an initiative that would facilitate, within computational biophysics and chemistry, (i) the adoption of open science approaches, (ii) the rationalization of data storage, (iii) the increase of research efficiency through the reduction of replication, (iv) the increase of data validation and reproducibility. Clearly, a number of issues remain open. Just to name a few, the precise format of the data stored and its management, intellectual property issues, funding possibilities to ensure the continuity of this initiative, among others, should be addressed in due time.
Within this framework, both users (i.e. researchers) and institutions will benefit from increased reliability of research outputs and output reproducibility.
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