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REALIZATIONS OF H I G H E R - O R D E R  N O N L I N E A R  DIFFERENTIAL EQUATIONS 
A. J.  van der Schaft  
Dept .  of Applied  Mathematics 
Twente Universi ty  of Technology 
P.O. Box 21 7, 7500 AE Enschede 
The Netherlands 
Abstract We d i scuss   t he   r ea l i za t ion  problem f o r  
nonlinear  systems which are  not  given by a nonl inear  
input-output map, b u t  as a s e t  of  smooth higher-order 
d i f f e ren t i a l   equa t ions   i nvo lv ing   t he   i npu t s  and 
outputs .  We show t h a t  under general   condi t ions  the 
ex is tence  of r ea l i za t ions   i nvo lv ing   aux i l i a ry   d r iv ing  
v a r i a b l e s  is guaranteed, b u t  tha t   for  input -output  
r e a l i z a t i o n s   e x t r a   i n t e g r a b i l i t y   c o n d i t i o n s  have t o  be 
imposed. The realization  procedure  uses  the  concept of 
zero dynamics which i s  b r i e f ly  d i scussed .  
1 .  In t roduct ion  
Nonlinear realization theory has mainly concentrated s o  
f a r  on the  problem of r e a l i z i n g  a nonlinear i n p u t -  
output  map 
y ( t )  = F ( u ( T ) ;  OSTSt ) ,  t 2 0 ,  ueRm, YE@ ( 1 . 1 )  
(sometimes  given i n  Vo l t e r r a   s e r i e s ,  or generat ing 
power se r i e s   fo rm)   a s  a (minimal)  input-state-output 
sys tem 
( 1 . 2 )  
l i v i n g  on an  -dimensional s ta te   space  manifold M .  On 
the other  hand many (physical)   nonlinear  systems have a 
natural  descr ipt ion not  i n  terms of an input-output map 
b u t  a s  a s e t  of nonl inear   d i f fe ren t ia l   equa t ions  
involving  the i n p u t s  and outputs  and the i r   t me-  
d e r i v a t i v e s  u p  t o  an a r b i t r a r y  ( f i n i t e )  o r d e r  k 
e .g .   non l inea r   e l ec t r i ca l  networks  and  mechanical 
systems. As a matter of f a c t ,  a s  was argued by Willems 
C171, i n  many cases   t he   na tu ra l   s t a r t i ng   po in t   fo r   t he  
d e s c r i p t i o n  of d i f fe ren t iab le   sys tems is  a s e t  of 
h igher -order  d i f fe ren t ia l  equat ions  
P i (W,G ,... ) w ( k ) , S , i  )...) & k ) ) = O ,  i = 1 (..., 9. ( 1 . 4 )  
weRq , &Rs 
involving a s e t  of external var iab les  w (roughly speak- 
ing  the i n p u t s  and outputs )  and a s e t  of ( a u x i l i a r y )  
i n t e rna l   va r i ab le s  6 .  For example, i n  the  case of  an 
e l e c t r i c a l  network  the  components of w denote  the 
vol tages  and cu r ren t s   a t   he   x t e rna l   po r t s ,   wh i l e  5 
will denote some in te rna l   var iab les   l ike  vol tages  
and/or   currents  of  some elements  inside  the  network. 
Notice  that  input-state-output  systems (1 .2 )  a r e   a l s o  
of the  form ( 1 . 4 ) ,  w i t h  w cons is t ing  of y and u ,  and 5 
equa l   t o   t he   s t a t e   va r i ab le s  x. Furthermore,  the 
interconnect ion of systems ( 1 . 2 )  r e s u l t s  i n  a system of 
t h i s  form. 
The input-output   real izat ion  problem  for  an e x t e r n a l  
system ( 1 . 4 )  can be s ta ted   as   fo l lows   [17 ,121 .  
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Construct a s t a t e  Space manifold M ,  a permutation 
matrix T :  Rq + Rq and  mappings f ( x , u ) ,  h ( x , u )  such that  
t he  ex te rna l  behavior of the input-state-output system 
i = f ( x , u )  
x e M  (1.5) 
Y = h ( x , u )  
w i t h  Tu = c o l ( y , u ) ,  y E RP,  u E R , m+p = q equals the 
external behavim of the  external   system ( 1 . 4 ) .  The 
external   behaviors  of ( 1 . 4 )  and  (1 .5)   are   def ined  in  
the  following way. We r e s t r i c t   o u r s e l v e s   e n t i r e l y   t o  
smooth external  behaviors .  The smooth external  behavior  
of ( 1 . 4 )  equa ls  
m 
{ w ( - ) :  R + R q ]  3 smooth mapping E,(.): R + Rs 
such  tha t  w ( t ) ,  [ ( t )  s a t i s -  
f i e s  ( 1 . 4 )  f o r   a l l t}  (1.6) 
and t h e  smooth external   behavior  of (1 .5)  is 
{w(.): R + R q ,  Tw = c o l ( y , u ) l  3 smooth 
t r a j e c t o r y  x ( - ) :  R + M such 
t h a t  w ( t ) ,  x ( t )  s a t i s f i e s  
( 1 . 5 )   f o r a l l  t }  (1.7)  
For technica l   reasons  we s h a l l  assume throughout  hat  
a l l  our systems are complete,  i .e. ,  any locally defined 
s o l u t i o n  w ( t )  of ( 1 . 4 )  can be extended t o  a s o l u t i o n  
f o r   a l l  t E R f o r  any smooth mapping E ( * ) .  Simi lar ly  
the   vec to r f i e lds  f ( x , u ( t ) )  i n  (1 .5)   a re  assumed t o  be 
complete for any  smooth u ( * ) .  
With r e s p e c t  t o  t h e  smoothness of t he  func t ions  w ( t )  we 
remark t h a t  once we have obtained  an  i put-output 
r e a l i z a t i o n   ( 1 . 5 )  of ( 1 . 4 ) ,  then  the  external   behavior  
of t h e   r e a l i z a t i o n  can be enlarged by a l lowing   for  a 
broader  class of i n p u t  func t ions  u ( t )  ( f o r  example 
piecewise  continuous).  Then a l so   the   ex te rna l   behavior  
of ( 1 . 4 )  can be enlarged by defining i t  t o  be e q u a l  t o  
t h i s  enlarged external  behavior  of (1 .5) .  
Notice  that  i n  ou r   r ea l i za t ion  problem t h e   i n i t i a l  
s t a t e  x o ,  a s   i n ( 1 . 2 1 ,  does  not  play any r o l e .  
Furthermore the i n p u t s  and outputs  need  not be a p r i o r i  
given;   the  real izat ion  procedure  has   to   decide  which 
par t  of the  w-vector  can be cor rec t ly  ca l l ed  inpu t s  and 
which  remaining  par t   outputs .   (Note  that   ins tead of 
permutation matrices we  may a l so  a l low for  more general  
t ransformations on the   ex te rna l   v r i ab le s . )  Also 
autonomous systems  ( i .e .   wi thout   inputs)   can be d e a l t  
w i t h  i n  t h i s  way. 
For l inear  sys tems a s imi l a r  po in t  of view was already 
advocated by Rosenbrock E11  1 by consider ing  equat ions 
of t h e  form 
T(=)S d = U ( ~ ) U  d (1.8) 
Y = v ( z . j 5  d + w(,,lu d 
where T, U ,  V and W a r e   l i n e a r   d i f f e r e n t i a l   o p e r a t o r s  
( see   a l so  Blomberg [11,  Wolovich C lS l ) .  While one  can 
a r g u e   t h a t   i n  the  l i nea r   ca se  the d i f fe rence  w i t h  t h e  
usual   t ransfer   matr ix   approach is  mainly  on the con- 
c e p t u a l   e v e l ,   i n  the nonlinear  case  the  input-output 
map point  of view and the h igher -order   d i f fe ren t ia l  
equat ions   approach   a re   rea l ly  not equiva len t .  T h i s  was 
already  argued  in  [12] .  The present  paper i s  l a r g e l y  
based on C151, t o  which we r e f e r   f o r  more background 
and de ta i l s .  T h i s  las t  paper i n  t u r n  was much insp i red  
by a paper of Schumacher [ I61  where the  r e a l i z a t i o n  
problem i n  t h e  l i n e a r  c a s e  was t r e a t e d  (see also 1173) .  
F i n a l l y ,  we mention  the  connection  with some recent  
work of  Fliess  dealing  with  systems  of  the  form (1 .3)  
[SI. 
2. A rea l iza t ion  procedure  
Consider the external nonlinear system 
(2 .1 )  
i = 1 , .  .., L, W E R ~ , C E R '  
where the P i  are smooth functions.   Define z = col(w,S) 
E Rq x Rs.  We can  associate   with  (2 .1  ) the  system w i t h  
l i n e a r  dynamics 
and nonl inear  output  funct ions 
P i ( Z , & .  . . , z  ( k ) )  i = l , . .  .,L (2 .2b)  
Here 5 E Rq+' denote   arbi t rary  (smooth)   funct ions 
c a l l e d   t h e  driv ing   var iables  of the system. We note  
t h a t  the external behavior of ( 2 . 1 )  i s  precisely  given 
a s   t h e   f i r s t  q components of a l l  t ime-funct ions   z ( t )  
generated by the  dynamics  (2.23) w i t h  t he  p rope r ty  tha t  
t h e   o u t p u t s   P i ( z , i ,  ..., z ( ~ ) )  a r e   i d e n t i c a l l y  zero. I n  
geometric  terms t h i s  means t h a t  we have t o  compute 
the Waximal  controlled  invariant  submanifold" N c 
R ( k + l ) ( q + s )  conta ined   in  the  set  P1 = ... = PL = 0. ( A  
submanifold N = M of a control   system  with  s ta te   space 
M is  c o n t r o l l e d   i n v a r i a n t   i f  i t  can be made i n v a r i a n t  
by applying feedback t o  t h e  s y s t e m ,  c f .  s e c t i o n  3 . )  
Theorem 1 [ 1 5 1  For any i = l , . .  .,L, d e f i n e  the  
c h a r a c t e r i s t i c  number p i  as the  smallest   nonnegative 
integer   such  that   for  some j E 11, .  . . ,q+s] and some 
* 
( z , i ,  ..., z ( k ) )  
(2.3) 
J 
I f  p i  i s  not  defined ( i . e . ,  i f  P i  is  a constant  
func t ion) ,   then  we s e t  p i  = k .  Furthermore  define the 
L x (q+s) matr ix  
r r=l , . . . , q+s 
Assume that   r nk  A(z,Z,  ... , z ( ~ ) )  = 9, f o r  any 
(z,;, . . . , z ( ~ ) )  ga ined   in  the  set P1 = . .. = PL = 0. 
Then the  maximal control led  invariant   submanifold 
conta ined  in  P1 = . .. = PL e x i s t s  and i s  given as  
d t '  
r=O, I , .  . . , p . ,  i = 1 , .  ..,E} 
P 1  +1 P L + l  
P 1  +1 
Denote B(z,k ,..., z ( ~ ) )  = col(- d d 
d t   d t  
P1 , . . . , -  
a id  x = ( z , k ,  ..., z ' ~ ) ) .  Then_ the feedback  which makes 
N invar ian t  i s  given by v = a(x)+B(x)v ,   wi th  v E d" 
and m = q+s-L, where a ( x )  is  a s o l u t i o n  of 
A(x)a(x)  + B ( x )  = 0 (2.6)  
and B ( x )  i s  a (q+s )xm m a t r i x  o f  f u l l  r a n k  s a t i s f y i n g  
A ( x ) B ( x )  = 0 (2 .7)  
After applying  such  feedback = a ( x )  + B(x)v t o  
(2 .2a)  the  resu l t ing  sys tem is  t a n g e n t  t o  N* and  hence 
we obta in  an  a f f ine  cont ro l  sys tem defined on NX 
Furthermore since N* i s  a submanifold  of R ( k + l ) ( q + s )  
the project ion  of  N* onto the  f i r s t  q components  of 
R ( k + l  ) ( q + s )  is  a smooth mapping 
w. = ~ . ( x ) ,  j = ~ , . . . , q ,  x E N* J J  (2.8b) 
System (2 .8 )   ob ta ined   i n  Theorem 1 i s  a driven 
r e a l i z a t i o n  of  the  xternal  system ( 2 . 1 ) ;  t h i s  means 
t h a t   t h e   t o t a l i t y   o f   f u n c t i o n s  w ( t )  generated by (2.8) 
by cons ider ing   d i f fe ren t   ( smooth)   d r iv ing   func t ions  
v ( . )  and i n i t i a l   s t a t e s   i n  N* coincides   with  e  
external   behavior  of ( 2 . 1 ) .  Driven  s ta te   space  systems 
(2.8)  were t reated i n  [17,12]. 
The second s t e p  of our   rea l iza t ion   procedure  is t o  
produce  an  i put-output  realization  from  the  driven 
r e a l i z a t i o n  (2.8) .  Roughly speaking we have t o  decide 
which  components of the  w-vector can se rve   a s   i npu t s .  
T h i s  is  done  by maximally  reducing  the number of 
i n t e g r a t i o n s  from  the  dr iving  var iables  v t o  the out-  
puts  w i n   ( 2 . 8 ) .  For t h i s  we apply   the   a lgor i thm  to  
compute the  minimal condit ioned  invariant  d i s t r i b u t i o n  
S* conta in ing  the  input  d i s t r ibu t ion  span  { g , ,  .. . , g  }. 
However, to   btain  an  input-s ta te-output   system wyth 
the same ex te rna l  behav io r  a s  (2 .  l ) ,  we have t o  impose 
e x t r a   i n t e g r a b i l i t y   c o n d i t i o n s  on the  d i s t r i b u t i o n s  
involved  in  every  step  of  the  algorithm.  These  condit-  
i ons   gepe ra l i ze   t he   cond i t ions   i n  [ 6 1  f o r   r e a l i z a t i o n s  
of external  systems of t h e  form 
yi - a i ( y , u , u )  = 0 i = 1 ,..., p (2.9) 
and we r e f e r  t o  1151. 
I n  c o n c l u s i o n ,   i f  the assumption  of Theorem 1 i s  met 
t hen   t he re   x i s t s  a d r i v e n   r e a l i z a t i o n  of ( 2 . 1 ) .  I n  
general   there  does not e x i s t  an  input-output 
r e a l i z a t i o n ;   e x t r a   s t r u c t u r a l   c o n d i t i o n s  have t o  be 
added .  We n o t e   t h a t   f o r  linear systems these 
c o n d i t i o n s   a r e  t r i v i a l l y   s a t i s f i e d ,  and s o  indeed 
l inear  xternal  systems  always  admit  input-output 
r ea l i za t ions   ( [16 ,171) .   F ina l ly ,  i t  can be shown  C151 
how d r iven ,   r e spec t ive ly   i npu t -ou tpu t   r ea l i za t ions  can 
be reduced,  under  regularity  assumptions,  t o  minimal 
dr iven ,  r e spec t ive ly  inpu t -ou tpu t  r ea l i za t ions .  
Let  us now re tu rn  to  the  fu l l  r ank  a s sumpt ion  o f  t he  A -  
mat r ix   in  Theorem 1 .  F i r s t   l e t  us  consider a l i n e a r  
e x t e r n a l  system 
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(2.10) 
where P ( s )  is  an 9. x ( q + s )  polynomial  matrix. I t  can be 
e a s i l y   s e e n   t h a t  (2 .1  0) sa t i s f ies   the   assumpt ion  of 
Theorem 1 i f  and on ly   i f  P ( s )  is a r'oy p-oper matrix 
[18]. Now l e t  us premultiply P(s) by a unimodular 
matr ix  U(s) ( i . e , ,  d e t  U(s) is  a nonzero  constant) .  I t  
is  c lear  tha t  the  ex terna l  behaviors  of (2 .10)  and t h a t  
of F ( % ) z ( t )  = 0,  w i t h  P ( s )  = U(s)P(s) a r e  t h e  same. On 
the  other  hand i t  is well-known tha t  fo r  eve ry  I l x ( q + s )  
polynomial P ( s )  t h e r e   e x i s t s  an &x¶. unimodular  matrix 
U(s) such that  
( 2 . 1 i )  
where P l ( s )  i s  an I l ' x ( q + s )  row proper  matrix (¶. 'st) .  
Clearly  the  xternal   behaviors  of P ( z ) z ( t )  = 0 and 
P l ( e ) z ( t )  = 0 are   equal .   Therefore  i n  t he   l i nea r   ca se  
the assumption  of Theorem 1 is s a t i s f i e d  uithout loss 
of genera l i ty .  We s h a l l  show t h a t  t h i s  observat ion more 
or  less  a l so  ex tends  to  the  nonl inear  case .  
If a t ime   func t ion   z ( t )  = ( w ( t ) , c ( t ) )   s a t i s f i e s   f o r  a 
c e r t a i n  j ,  Pj(z(t),;(t),...,z(k)(t)) = 0 ,  t h e n   z ( t )  
a l s o  s a t i s f i e s  f o r  any integer v 2 0 
d 
d t  
j 
(2 .12)  
V .  
( v  1 d J P  
where P j = 2. Now consider  smooth  functions 
4: U c Re + R ,  w i t h  U an open neighbourhood of 0 E R', 
j 
d t  vJ 
s a t i s f y i n g  
@(O,O, ..., 0) = 0 (2.  
$ ( m , O ,  ..., 0): R + R i s  a loca l   d i f feo-   (2 .  
morphism around 0 E R. 
Let s E 1 1 , .  . .,¶.]. Replace the set of eqat ions (2.1 
Pi& ,..., d k ) )  = 0 i = 1 , . e . ,  II, i #s ( 2 .  
I t  immediately  follows from (2.12)  and  (2.13)  that  he 
external  behavior  defined by ( 2 . 1 4 )  equals  t h e  e x t e r n a l  
behavior of ( 2 . 1 ) .  Hence any 4 sa t i s fy ing   (2 .13 )  
def ines  an  equivalence or unimodular t ransformation on 
external   systems  (2 .1  ) . 
N o w  consider  an external  system (2 .1 )  f o r  which the 
rank of A(z,i  ,..., z ( ~ ) )  is less than 9.. A s s u m e  i t  t o  be 
cons tan t .  Denote the rows of A by A i ( z , i , . . . , z ( k ) ) .  I t  
fo l lows   t ha te re   ex i s t   non- t r iv i a l   func t ions  
a i ( z , i , . . . , z ( k ) )  such that 
(2.15) 
Let  p. be the   smal les t   in teger  for  which the func t ion  
a. in-' (2.15) i s  not   ident ical ly   zero.  Assme t h a t  t h i s  
funct ion a j  is nowhere zero. Then t h e r e  e x i s t  f u n c t i o n s  
A 1 ,  ..., A A ,  ,..., A such t h a t  
J 
j - 1 '  J + 1  ¶. 
A .  = A A +... 
J 1 1  
I t  can be proved [ 
Now consider  the 
funct ions P,  
( P i k P j  
func t ion  P, together  w i t h  the 9.-1 
i = 1 .  . . . , j -  l , j + l , .  ..,¶., a s  f u n c t -  
( G - p . )  
ions of ( z l  J ,..., z J ) . I t  fol lows from (2.16) ( k - p . )  q+s 
and (2 .17 )   t ha t  
d P  = A  dP +...+ Aj-ldPj_l+Aj+ldPj+l+...+A d P  (2.18) 
j l l  9 . L  
where d means d i f f e r e n t i a t i o n  t o  z . T h i s  implies  
([15, Lemma 6.21)  t h a t   t h e r e   e x i s t s  a funct ion @ 
sa t i s fy ing  (2 .13 )  such  tha t  
( k - p j  1 
azljk-Pj 1 a ( @ o ( P j , P l , .  . . , P j - l  , P j + l , .  . . , P a ) ) = O  (2.19) 
r= l ,  . . . , q + s  
Hence for   the   ex te rna l   sys tem  obta ined   a f te r   the  
appl ica t ion  of the unimodular transformation defined by 
I$ the  j - th  c h a r a c t e r i s t i c  number i s  s t r i c t l y   g r e a t e r  
than p .  (while  the  others  remain  the  same).  Consequent- 
l y  theJ j - t h  row of the A-matrix i s  d i f f e r e n t .  If t h i s  
new A"matrix  has  rank II then we stop.  Otherwise we 
apply the same procedure again. Since i n  every step one 
c h a r a c t e r i s t i c  number increases   and   the   charac te r i s t ic  
numbers a r e  bounded by k there  a re  only  two p o s s i b i l i -  
t i e s :  
l o  After a f i n i t e  number of s t e p s  we obta in  an A-matrix 
w i t h  f u l l  r a n k .  
2 O  After a f i n i t e  number of s t e p s  we o b t a i n  an e x t e r n a l  
system  consisting of 9.' ( 9 . l  s ¶.I equat ions w i t h  an 
A-matrix of rank ¶.I toge ther  w i t h  9.-¶.l equat ions of 
t h e  form constant  = 0. 
I n  case l o  we a r e  done. In   case 2 O  i t  depends on the 
constant   equat ions.  If a l l   c o n s t a n t s   a r e   z e r o   t h e n  we 
a re  a l so  done ,  while i f  some cons t an t s  a r e  no t  ze ro  the  
s e t  of equat ions  i s  i n c o n s i s t e n t  and N* does  not  ex is t .  
I n  concluse we have  shown,  under regular i ty   assumpt-  
i ons ,   t ha t  an ex terna l   sys tem  for  which N* e x i s t s  
s a t i s f i e s   w i t h o u t  loss of general i ty   the  assumption of 
Theorem 1 .  
3. An as ide  zero  dynamics 
Recently  here  has been c o n s i d e r a b l e   i n t e r e s t   i n  
genera l iz ing  t h e  not ion of t ransmission  zeros   for  
l i nea r   sys t ems   t o  t h e  nonl inear   case  ( [2 ,3 ,4 ,10,13,  
1 4 1 ) .  These attempts  are  based on the  fol lowing 
geometric i n t e r p r e t a t i o n  of the  zeros of  a t r a n s f e r  
matr ix  C ( s ) .  Take any  minimal r e a l i z a t i o n  ( A , B , C )  of 
C(s) and  compute Vi and R* ( t h e  maximal cont ro l led  
i n v a r i a n t ,   r e s p e c t i v e l y   c o n t r o l l a b i l i t y  subspace 
contained  in  i e r  C,'. For  any  feedback u = Fx such 
t h a t  ( A  + BF)V c V we obtain  an  i duced mapping 
A: V*/R* + V*/R*-which moreover  does  not  depend  on F. 
The spectrum of A are exaptly-the transmission zeros of 
C(s) .  Hence the  dynamics z = Az, w i t h  z E V*/R*, can be 
c o r r e c t l y  c a l l e d  the zero dynamics. 
To genera l ize  thi: to   the   nonl inear   case  we n o t e   t h a t  
the  concept of V has a t   l e a s t  two d i f f e r e n t   i n t e r -  
p r e t a t i o n s ,  which i n   t h e  linear case  coincide.  First 
i n t e r p r e t a t i o n  is  to   cons ider  V* a s   t h e  maximal sub- 
space contained in Ker C i n  which one can stay by s u i t -  
ably choosing the input u.  I n  the  second in te rpre ta t ion  
one cons ipe r s   t he   fo l i a t ion  x + V*, x E d, and  the 
flow of x = ( A  + B F ) x ,  where ( A  + BF)V* c V*, leaves 
t h i s  f o l i a t i o n  i n v a r i a n t .  As noted in C7,91 t h i s  second 
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i n t e r p r e t a t i o n  i s  the   r i gh t  one for   p oblems  l ike 
dis turbance and  input-output  decoupling, and can be 
general ized t o  the  nonlinear  case by u s i n g  ( i n t e g r a b l e )  
d i s t r i b u t i o n s .  Under regular i ty   assumptions one can 
compute the maximal c o n t r o l l e d   i n v a r i a n t   d i s t r i b u t i o n  
A* contained i n  the  kernel of t h e   d i f f e r e n t i a l s  of the  
output   funct ions.  I n  C2,3,4,101 i t  i s  shown t h a t  i n  the 
single-input  case  (where ItR* = Oil) t h i s  l e a d s   t o  a 
s a t i s f y i n g  d e f i n i t i o n  of zero dynamics. 
On the  other  hand i n  113,141  the f i r s t   i n t e r p r e t a t i o n  
of V* was s t r e s s e d  i n  order  t o  defined  the  z ro 
dynamics. Les us now extend  the  observations made i n  
[13,14].  Consider a minimal nonlinear  system 
x = f ( x , u : l  ucRm, ye#,  X E M  
Y = h ( x )  
(3 .1)  
(The case y = h ( x , u )  can be s imi l a r ly  t r ea t ed . )  C lea r ly  
the free dynamics of (3. ' )  a r e  t h e  dynamics f o r  u = 0. 
T h i s  i s  the  general izat ion of the  l inear   concept  of 
poles .  I n  the same way the zero dynamics (or  clamped 
dynamics, cf.[13])  can be def ined  as  the  dynamics which 
are  compatible w i t h  t he  cons t r a in t s  y = 0. (Since y = 0 
may not have a n  i n t r i n s i c  meaning i t  could be replaced 
by y = e ,  w i t h  c  a constant   vector .  Note t h a t   a l s o  
u = 0 may not have an  in t r ins ic  meaning . )  
D e f i n i t i o n  2 C13,lirl A submanifold N c M is c a l l e d  
c o n t r o l l e d   i n v a r i a n t   f o r   ( 3 . 1 )   i f   t h e r e   e x i s t s  a feed- 
back u = a (x )   such   t ha t   he   vec to r f i e ld  x = f ( x , a ( x ) )  
i s  tangent t o  N (and s o  i t s  s o l u t i o n s  remain i n  N ) .  
The maximal csntrol led  invariant   submanifold  contained 
i n  t h e   s e t  h ( x )  = 0 will be denoted  as N*. However, N* 
may n o t  alway be defined  ( for  example i f  two output  
f u n c t i o n s   s a t i s f y  h l ( x )  = h 2 ( x ) + l ) .  S u f f i c i e n t  
cond i t ions   fo r   t he   x i s t ence  of N* are   g iven   in   the  
following  extension of Theorem 1 .  Define  for any 
i = 1 ,  .. . , p ,  p i  as  the  smallest   nonnegative  integer 
such  tha t  for  some k E { l ,  ..., m }  and some ( x , u )  
a P i + l  - a u k  ( L f  h i ) ( x , u )  f 0 (3 .2)  
(Here L f h  denotes  the  Lie-derivative of h ( x , u )  a long 
x = f ( x , u )  w i t h  u t r e a t e d   a s  a parameter.)  If  p. < -, 
i = 1 , .  . . , p ,  we can def ine the pxm matr ix  
a P i + l  
A ( x )  = (- a u  ( L  f h i ) ( x , u ) )   ( 3 . 3 )  
j i = l  , . . . , p  
j = 1 , .  . . , m  
Theorem 3 Assume t h a t  p i  < -, i = 1 , .  . . , p ,  and  tha t  t he  
matrix A ( x )  has rank p .  Then the funct ions hi ,Lfhi ,  .... 
. . , L f l h i ,  i = 1, ..., p ,  which by d e f i n i t i o n  of p i  only 
depend on x,   are  independent.  The maximal cont ro l led  
invariant submanifold N* c M contained i n  h l =  ...= h = 0 
e x i s t s  and is  given as  
P .  
P 
N* = {xsM I h .  = . . . = L h .  = 0 ,  i = l ,  .. . , p }   ( 3 . 4 )  pi  f 1  
The feedback u .  = aj ( x ) ,  j = 1, .. . , m ,  which makes N* 
i n v a r i a n t  i s  given as a s o l u t i o n  of 3 
P .  
( L f l h i ) ( x , a l ( x )  ,..., a,(x)) = 0 i = l ,  ..., p ( 3 . 5 )  
Remark: Theorem 1 can be immediately  deduced from 
Theorem 3 using  the  special  form  of the  dynamics 
( 2 . 2 a ) .  
Proof The independence  of  the  functions  follows  as i n  
C8, Lemma 3.101. The funct ions  Lflhi   are  by d e f i n i t i o n  
of p i  a f f i n e  i n  u ,  and s o  ( 3 . 5 )  can be global ly   solved 
f o r  a due t o   t h e   f u l l   r a n k  of A ( x ) .  Define 
r ( x )  = f ( x , a ( x ) )   f o r  a s o l u t i o n  a of (3 .5) .  Then f o r  
r = O , l ,  . . . , p i -  1 
P .  
j 
Hence N* defined by ( 3 . 4 )  is  cont ro l led   invar ian t .  
Furthermore, since h i , .  ..,L:ihi do not depend  on u, a l l  
these   func t ions  have t o  be zero on an a r b i t r a r y  
control led  invariant   submanifold  contained i n  
h l  = ... = h = 0. Hence N* i s  maximal. 
In   case p = m the   so lu t ion  u = a ( x )  of 1 3 . 5 )  is  
uniquely  determined. I n  case p _< in t h e n   i f   a ( x )  is a 
s o l u t i o n  of (3 .5 )   t hen  s o  is  a ( x )  + z ( x )  where z ( x )  
s a t i s f i e s  A ( x ) z ( x )  = 0. Hence ker A ( x )  defines  an m-p 
d imens iona l   d i s t r ibu t ion  on N*. Locally we can f i n d  
v e c t o r f i e l d s   g l , .  . . ,gm-p on N* such that  
P [I 
ker A(x)  = s p a n { g l ( x ) ,  ..., g ( x ) }  
m-p 
( 3 . 6 )  
Res t r i c t ing   t he   vec to r f i e ld  ? ( x )  = f ( x , a ( x ) ) ,  which is  
tangent   o  N*,  t o   t he   vec to r f i e ld   go (x )   de f ined  on N* 
we then have obtained the affine system 
(3.7)  
on N* w i t h  i n p u t s  v. Denote t h e   s t r o n g   a c c e s s i b i l i t y  
d i s t r i b u t i o n  of ( 3 . 7 i  by L o ;  t h i s  will be the  nonlinear 
genera l iza t ion  of R . I f  dim Lo is  constant  then 
( l o c a l l y )  we  may fac tor   ou t  N* by Lo t o -  a manifold 
N*/LO, and g o   p r o j e c t s   t o  a v e c t o r f i e l d  g on N*/LO. 
The dynamics 
P = go(n), n E N * / L ~   ( 3 . 8 )  
0 
can be ca l l ed   t he  zero-dynamics of ( 3 . 1 ) .  Note t h a t  we 
can  give a s i m i l a r   d e f i n i t i o n  i n  case  the  assumptions 
of Theorem 3 a r e  not  s a t i s f i e d ,  b u t  N* does e x i s t .  
In  case  the  assumptions of Theorem 3 a r e  s a t i s f i e d  t h e  
maximal con t ro l l ed   i nva r i an t   d i s t r ibu t ion  A *  contained 
i n  dhl  =. . .= d h p  is  given  as d h i  =. ..= dL h = 0, 
i = i ,   . . . , p  [SI. Hence i n  t h i s   c a s e  N" is an   in tegra l  
manifold  of A * .  Therefore if. we assme t h a t  N* contains  
an e q u i l i b r i m   p o i n t  f o r  x = f ( x , O )  i t  a l so   fo l lows  
from the   cont ro l led   invar iance  of A *  t h a t  N* is  
con t ro l l ed   i nva r i an t ,   c f .   [ 2 ,3 ,41 .  However from Theorem 
3 i t  fo l lows  tha t  th i s  ex t ra  assumpt ion  i s  not needed. 
I n  case  the  assumptions of Theorem 3 a r e  not  s a t i s f i e d  
the  two approaches   a r e   r ea l ly   d i f f e ren t .   I f  A *  and N* 
both   ex is t   then   5enera l ly  N* will not be a leaf  of A*.  
I n  f a c t ,   s i n c e  N need  not be i n v a r i a n t   f o r   t h e  i n p u t  
v e c t o r f i e l d s   ( c o n t r a r y   t o  A * ) ,  the  dimension  f N* 
general ly  will be greater  than the dimension of A * .  
F i n a l l y ,  i n  s e c t i o n  2 we have shown t h a t  i n  t he  spec ia l  
case  of systems of the form ( 2 . 2 )  the  computation  of 
N* can be reduced t o   t h e   c a s e   t h a t   h e  A-matrix  has 
f u l l  rank. I t  i s  an i n t e r e s t i n g  problam t o  what ex ten t  
t h i s  holds  for  general  nonl inear  systems ( 3 . 1 ) .  
f i  
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