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Resumo
Ma´quinas-ferramenta CNC sa˜o dispositivos complexos que executam movimentos auto-
ma´ticos, precisos e consistentes. Com o propo´sito de aprimorar o desempenho destes dispo-
sitivos face a`s mudanc¸as bruscas de paraˆmetros agregados a posic¸a˜o, velocidade e acelerac¸a˜o
no decurso de determinada trajeto´ria torna-se imprescind´ıvel o estudo de novas arquiteturas
de controle. A automac¸a˜o flex´ıvel permite que dispositivos robo´ticos mostrem-se cada vez
mais velozes, motivando o desenvolvimento de te´cnicas que possibilitem de modo eficiente a
substituic¸a˜o de controladores cla´ssicos do tipo PID. Este estudo propoˆs-se a implementar um
me´todo alternativo para acionamento de um dispositivo cartesiano CNC de alta precisa˜o com
eˆnfase no desenvolvimento de um ambiente computacional para planejamento de movimentos
e s´ıntese de controladores. A gerac¸a˜o de movimentos foi realizada por meio de um me´todo
de interpolac¸a˜o por splines que garantiu a continuidade e a suavidade dos perfis de trajeto´-
ria. Para garantir que tais perfis fossem corretamente executados pelo dispositivo cartesiano,
dois me´todos de controle baseados no modelo do sistema foram implementados de forma a
estabelecer comparac¸a˜o entre seus desempenhos. Em seguida, concebeu-se um ambiente de
simulac¸a˜o com arquitetura aberta e flex´ıvel, o qual permitiu validar as estrate´gias propostas
ale´m de analisar a influeˆncia que perturbac¸o˜es externas causavam sobre o comportamento
do dispositivo cartesiano. Tendo as estrate´gias sido validadas, procedeu-se a` implementac¸a˜o
em dispositivo f´ısico utilizando uma placa FPGA para embarcar os controladores sintetiza-
dos. Os resultados mostraram que as estrate´gias propostas apresentaram bom desempenho
quando empregadas junto ao dispositivo cartesiano CNC. Outrossim, o ferramental desenvol-
vido no estudo e´ suficientemente gene´rico para ser estendido a outras aplicac¸o˜es utilizando
ma´quinas-ferramenta CNC.
Palavras-chave: ma´quinas-ferramenta, te´cnicas de controle, gerac¸a˜o de trajeto´rias,
prototipac¸a˜o em FPGA.
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Abstract
CNC machine tools are complex devices that execute automatic, precise and consistent
movements. Aiming to improve the performance of these devices due to sudden changes on
parameters associated to position, speed and acceleration while performing a given trajec-
tory, it becomes indispensable the study of new control architectures. The flexible automation
allows faster robotic devices, motivating the development of techniques that efficiently subs-
titute classic PID controllers. This study aimed to implement an alternative method for
driving a high-precision CNC cartesian device focusing on the development of a computing
environment for movement planning and synthesis of controllers. The movement generation
was performed by means of a spline interpolation method that ensured the continuity and
smoothness of trajectory profiles. To ensure that these profiles were correctly executed by the
cartesian device, two control techniques based on the model of the system were implemented
in order to establish comparisons between their performances. Then, a simulation environ-
ment with open and flexible architecture was conceived, which allowed the validation of the
proposed techniques besides analyzing the influence of external disturbances on the cartesian
device behavior. Having the strategies been validated, the implementation in physical device
was done using a FPGA board to embed the synthesized controllers. The results showed that
the proposed strategies had good performance when applied to the CNC cartesian device.
Furthermore, the tools developed in the study are general enough to be extended to other
applications using CNC machine tools.
Keywords: machine tools, control techniques, trajectory generation, FPGA prototy-
ping.
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1 Introduc¸a˜o
Ma´quinas-ferramenta sa˜o dispositivos empregados tipicamente na fabricac¸a˜o de pec¸as,
geralmente meta´licas, que requerem um alto n´ıvel de precisa˜o. A fabricac¸a˜o das pec¸as pode
ser realizada pela remoc¸a˜o de material, usinagem ou por um processo de forjamento ou estam-
pagem para que a pec¸a adquira o formato desejado (SOUSA, 1998). Desde o seu surgimento,
as ma´quinas-ferramenta teˆm passado por um constante processo de aprimoramento e, atu-
almente, formam a base da indu´stria sendo usadas tanto direta quanto indiretamente na
manufatura de diversos produtos dispon´ıveis (BOOTHROY; KNIGHT, 2006). Com a evoluc¸a˜o
da tecnologia, o controle dos eixos das ma´quinas que era feito de forma manual, passou a ser
realizado utilizando Controle Nume´rico (Numerical Control - NC), no in´ıcio programado em
mı´dias como carto˜es perfurados ou fitas magne´ticas, e posteriormente por meio de Controle
Nume´rico por Computador (CNC). Nas ma´quinas-ferramenta CNC atuais sa˜o empregados
microcontroladores ou placas de lo´gica reprograma´vel em substituic¸a˜o aos computadores ini-
cialmente utilizados, que permitem tornar a aplicac¸a˜o dedicada ale´m de melhorar o seu
desempenho.
As ma´quinas-ferramenta devem executar movimentos automa´ticos, precisos e consisten-
tes, de acordo com as instruc¸o˜es contidas no programa de usinagem previamente elaborado,
sem necessidade de intervenc¸o˜es por parte do operador. Entretanto, estes dispositivos pos-
suem uma arquitetura de controle pouco flex´ıvel e fechada e, com o passar dos anos, podem
tornar-se obsoletas necessitando de reajuste (retrofitting) do seu sistema de acionamento e
controle.
Na presente pesquisa e´ proposta a concepc¸a˜o de um ambiente de simulac¸a˜o que repro-
duza o princ´ıpio de operac¸a˜o de uma ma´quina-ferramenta real e que possa, tambe´m, auxiliar
na s´ıntese de controladores, no estudo de sistemas de acionamento e na ana´lise da influeˆncia
de perturbac¸o˜es externas, como vibrac¸o˜es, folgas, desgastes.
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1.1 Justificativa
A empregabilidade dos ambientes virtuais tem sido largamente estudada na literatura
para fins diversos e, cada vez mais, esses ambientes veˆm substituindo me´todos de experimen-
tac¸a˜o emp´ırica ale´m de agilizar processos de desenvolvimento, estudo e ana´lise de diferentes
dispositivos assim como dos elementos que os compo˜em (ALTINTAS et al., 2005). Outrossim,
tambe´m e´ poss´ıvel estudar como diferentes influeˆncias externas: forc¸as cortantes, ru´ıdos,
atritos, vibrac¸o˜es, interferem no funcionamento ideal do dispositivo bem como auxiliam na
proposic¸a˜o de meios que minimizem tais influeˆncias.
As vantagens da utilizac¸a˜o de ambientes virtuais para o projeto de ma´quinas-ferramenta
CNC, tais como reduc¸a˜o de custos e economia de tempo, foram discutidas por Altintas e cola-
boradores (2005), ao mesmo tempo que, tambe´m, foram apresentados projetos de ma´quinas-
ferramenta realizados dentro desses ambientes de maneira a ilustrar as vantagens menciona-
das.
Yeung, Altintas e Erkorkmaz (2006) propuseram um sistema virtual baseado em uma
ma´quina real que inclu´ıa a modelagem matema´tica de seus atuadores, suas forc¸as de atritos,
seu gerador de movimentos e suas leis de controle. Uma das principais contribuic¸o˜es deste
trabalho centrou-se no desenvolvimento de um projeto com arquitetura aberta que possibilite
ao usua´rio deter total liberdade para escolher a configurac¸a˜o que melhor se adeque a`s suas
necessidades, ale´m de realizar simulac¸o˜es e avaliac¸o˜es sobre o comportamento da ma´quina-
ferramenta.
Por sua vez Kjellberg e colaboradores (2009) descrevem em seu trabalho uma aproxi-
mac¸a˜o na modelagem de ma´quinas-ferramenta utilizando de normas que regulam cada um
dos componentes do dispositivo, cujo principal objetivo e´ a utilizac¸a˜o destas ma´quinas em
uma fa´brica digital de forma a auxiliar o processo de manufaturac¸a˜o real.
Em vista do exposto, a implementac¸a˜o de ambientes virtuais demonstra ser relevante
na concepc¸a˜o e ana´lise de novas ma´quinas e novos sistemas, uma vez que a reproduc¸a˜o
correta do seu princ´ıpio de funcionamento permite a proposic¸a˜o de sistemas que melhor
atendam as necessidades do usua´rio em um menor per´ıodo de tempo se comparado aos
me´todos tradicionais empregados.
2
1.2 Objetivos
O objetivo geral desta pesquisa e´ propor um me´todo alternativo para acionamento
de um dispositivo cartesiano CNC de alta precisa˜o com eˆnfase no desenvolvimento de um
ambiente computacional para planejamento de movimentos e s´ıntese de controladores, cujos
resultados podera˜o ser estendidos para outras aplicac¸o˜es no campo da robo´tica.
1.2.1 Objetivos Espec´ıficos
Quanto aos objetivos espec´ıficos arrolam-se:
1. modelagem dinaˆmica do dispositivo robo´tico cartesiano similar a uma ma´quina-ferramenta
CNC;
2. desenvolvimento de um planejador de movimentos;
3. desenvolvimento de um ambiente virtual para ma´quina-ferramenta CNC;
4. implementac¸a˜o de controladores sob a forma polinomial RST para implementac¸a˜o em-
barcada;
5. implementac¸a˜o dos controladores utilizando lo´gica reprograma´vel em FPGA (Field-
Programmable Gate Array).
1.3 Metodologia
Inicialmente, esta investigac¸a˜o atentou para o estudo de ma´quinas-ferramenta para as-
sim definir os paraˆmetros que permitissem realizar sua ana´lise cinema´tica e dinaˆmica. Com
o intuito de testar os modelos obtidos foi implementado um algoritmo para a gerac¸a˜o de mo-
vimentos suaves, sem descontinuidades, a partir de pontos amostrados e, de modo a garantir
que os movimentos fossem executados adequadamente, a fim de minimizar o erro cometido
entre a entrada e a sa´ıda, ale´m de inserir um controlador na malha do sistema. Duas classes
de controladores foram alvo de estudo: os controladores cla´ssicos, como o PID, que pos-
suem caracter´ıstica reativa, os que respondem somente quando ocorre uma excitac¸a˜o em sua
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entrada; e os controladores preditivos que possuem caracter´ıstica antecipativa, aqueles que
conseguem prever o que ocorrera´ no sistema antecipando sua ac¸a˜o de controle. A validac¸a˜o
das metodologias desenvolvidas ocorreu, primeiramente, por meio da construc¸a˜o de um am-
biente de simulac¸a˜o que inclu´ıa o gerador de movimentos, os controladores, os sistemas de
acionamento e estrutura mecaˆnica presentes em uma ma´quina-ferramenta e, posteriormente,
efetivar sua implementac¸a˜o em dispositivo real, Figura 1.1, com aux´ılio de uma FPGA.
Figura 1.1: Dispositivo robo´tico CNC com treˆs graus de liberdade.
1.4 Organizac¸a˜o da Pesquisa
Este estudo transcorreu segundo a metodologia preconizada.
O Cap´ıtulo 1 arrola a respeito da justificativa, dos objetivos, da metodologia e da
organizac¸a˜o da investigac¸a˜o.
O Cap´ıtulo 2 ateve-se a` revisa˜o bibliogra´fica sobre o sistema de controle e o planejamento
de trajeto´rias focando sua aplicabilidade para ma´quinas-ferramenta CNC.
O Cap´ıtulo 3 trata do modelamento cinema´tico e dinaˆmico do dispositivo cartesiano
CNC, dispon´ıvel no Laborato´rio de Automac¸a˜o Integrada e Robo´tica da Faculdade de En-
genharia Mecaˆnica da UNICAMP, que constituiu-se no objeto de estudo desta dissertac¸a˜o.
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Por fim efetivou-se a modelagem do sistema de acionamento empregado para movimentac¸a˜o
de cada um dos eixos da ma´quina.
A gerac¸a˜o de movimento que garante que os perfis de trajeto´ria enviados a` ma´quina-
ferramenta sejam sempre suaves foi abordada no Cap´ıtulo 4. Neste cap´ıtulo, ainda, apresenta-
se o algoritmo empregado para a gerac¸a˜o de trajeto´rias para os eixos da ma´quina CNC
estudada.
O Cap´ıtulo 5 centra-se nas s´ınteses dos controladores utilizados no dispositivo cartesiano
em estudo. Neste cap´ıtulo, tambe´m, introduziu-se a forma polinomial RST utilizada como
uma representac¸a˜o gene´rica para controladores na forma discreta para serem implementados
em sistemas embarcados.
No Cap´ıtulo 6 e´ descrito o ambiente de simulac¸a˜o desenvolvido para a ma´quina-ferramenta
CNC; a descric¸a˜o dos resultados obtidos via simulac¸a˜o para diferentes tipos de controladores,
considerando-se a presenc¸a e a auseˆncia de perturbac¸o˜es externas.
A metodologia para implementac¸a˜o em uma placa de lo´gica reprograma´vel, apresen-
tada no Cap´ıtulo 7, visou permitir a substituic¸a˜o do computador empregado, o que torna a
aplicac¸a˜o independente.
Por fim, no Cap´ıtulo 8 sa˜o tecidas as considerac¸o˜es finais do estudo e poss´ıveis propostas
que possibilitem gerar novas investigac¸o˜es.
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2 Revisa˜o Bibliogra´fica
Ma´quinas-ferramenta CNC sa˜o dispositivos complexos constitu´ıdos por treˆs unidades
principais: sistema de controle, unidade de poteˆncia e unidade mecaˆnica (ALTINTAS, 2000).
Uma representac¸a˜o gene´rica de ma´quina-ferramenta mostrando cada uma de suas unidades
pode ser observada na Figura 2.1. A unidade de poteˆncia conte´m os motores e os amplifica-
dores de poteˆncia; a unidade mecaˆnica corresponde a` estrutura do dispositivo e o sistema de
controle e´ responsa´vel pela gerac¸a˜o de movimentos e pelo controle dos eixos do dispositivo.
Programac¸a˜o
de forma a
ser usinada
Velocidade
de percurso
Coordenadas
Sistema de Controle
Interpolador
Transformac¸a˜o de
coordenadas espaciais
em coordenadas
temporais: gerac¸a˜o de
comandos para os eixos
Unidade de poteˆncia e
unidade mecaˆnica
Eixo 1
Eixo 2
Eixo n
Coordenadas do
movimento espacial
Motor +
amplificador
de poteˆncia
Estrutura
mecaˆnica
Figura 2.1: Supervisa˜o e arquitetura de controle de um dispositivo ma´quina-ferramenta CNC.
Ha´ casos em que a unidade de controle corresponde a um computador ligado ao disposi-
tivo. No entanto, na maioria das vezes, uma placa de lo´gica reprograma´vel possuindo um ou
mais microprocessadores e´ conectada ao dispositivo. A vantagem desta configurac¸a˜o e´ deixar
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um hardware dedicado para a realizac¸a˜o da tarefa, aumentando a velocidade do processo e
liberando recursos computacionais para tarefas que exijam maior poder de processamento.
A gerac¸a˜o de movimentos de tais dispositivos pode ser feita ou utilizando programac¸a˜o
NC, conhecida como co´digo G, ou por meio de sistemas CAD. No primeiro caso, o co´digo
conte´m a informac¸a˜o necessa´ria para a correta usinagem de uma pec¸a, como posicionamento,
velocidade de usinagem e orientac¸a˜o da ferramenta. No segundo caso apenas alguns pontos
da pec¸a sa˜o fornecidos, desse modo um planejador de trajeto´rias devera´ ser empregado para
gerac¸a˜o dos perfis de posic¸a˜o, velocidade e acelerac¸a˜o que sera˜o enviados para a ma´quina-
ferramenta.
Para garantir o bom desempenho do equipamento, as trajeto´rias de refereˆncia na˜o
devem apresentar modificac¸o˜es abruptas ao longo de sua execuc¸a˜o, ale´m de haver necessidade
de contar-se com um sistema de controle bem ajustado a`s condic¸o˜es de funcionamento da
ma´quina. Com a finalidade de compreensa˜o mais apurada do funcionamento dos sistemas e de
sua aplicabilidade a dispositivos CNC, buscaram-se na literatura especializada embasamentos
que permitiram fundamentar ana´lises e discusso˜es que compo˜em as sec¸o˜es subsequentes.
2.1 Planejamento de Trajeto´rias
A gerac¸a˜o de movimentos desempenha papel fundamental no controle computacional
de ma´quinas-ferramenta, pois as trajeto´rias geradas devem na˜o somente descrever o caminho
da ferramenta, mas tambe´m apresentar perfis cinema´ticos suaves de forma a manter alta
precisa˜o de rastreamento e evitar excitar os modos naturais da estrutura mecaˆnica ou do
sistema de servo-controle (ERKORKMAZ; ALTINTAS, 2001). Na gerac¸a˜o de movimentos a
partir de um conjunto de pontos de entrada sa˜o derivadas informac¸o˜es de posicionamento,
velocidade e acelerac¸a˜o para cada um dos eixos da ma´quina-ferramenta no transcurso do
tempo. Estas informac¸o˜es sa˜o necessa´rias, uma vez que esta˜o diretamente relacionadas com o
esforc¸o de controle por parte do controlador caso haja alguma descontinuidade na velocidade
e/ou na acelerac¸a˜o. Sob este cena´rio pode ocorrer esforc¸o exagerado tanto por parte dos
controladores quanto por parte dos motores para garantir o correto rastreamento da entrada
podendo acarretar em danos sobre o equipamento.
Os geradores de movimento classificam-se em geradores on-line e geradores off-line.
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Nos geradores on-line, a gerac¸a˜o ocorre concomitantemente ao funcionamento da ma´quina-
ferramenta, logo algoritmos otimizados e de ra´pida convergeˆncia devem ser utilizados com
a finalidade de garantir bons resultados. Nos geradores off-line, parte-se do pressuposto
que uma vez gerada a trajeto´ria a ser executada pela ma´quina-ferramenta, esta tera´ pouca
variac¸a˜o; assim e´ desnecessa´rio refazer os ca´lculos a cada in´ıcio de operac¸a˜o. Na literatura
sa˜o citados os algoritmos baseados nas interpolac¸o˜es do tipo Be´zier, NURBS (Non-Uniform
Rational B-Splines) e splines, como os mais empregados para gerac¸a˜o de trajeto´rias..
As curvas de Be´zier foram desenvolvidas simultaneamente por Paul de Casteljau e Pierre
Be´zier ao final da de´cada de 1950 e in´ıcio da de´cada de 1960. Elas resultam da demanda
da indu´stria automotiva da e´poca que buscava formas mais modernas para seus ve´ıculos
(FIXTER, 2003). Estas curvas sa˜o descritas mais como um me´todo para projeto de trajeto´ria
do que como um me´todo para ajuste da mesma, dessa maneira a trajeto´ria resultante exibe
caracter´ısticas da curva desejada sem se ajustar precisamente a esta curva.
Curvas de Be´zier sa˜o largamente utilizadas em computac¸a˜o gra´fica para a modelagem
de curvas suaves onde, geralmente, sa˜o utilizadas curvas de baixa ordem para reduzir o custo
computacional e aprimorar o desempenho dos aplicativos. Ale´m desta aplicac¸a˜o, Chung e
Hahn (1999) utilizaram curvas de Be´zier para animac¸a˜o em ambientes virtuais do caminhar
humano em terreno irregular. Ja´ Lamiraux e Kavraki (1999) usaram tal ferramenta a fim
de modelar a deformac¸a˜o de placas ela´sticas presas por bordas opostas. Yau e Wang (2007)
propuseram um algoritmo de interpolac¸a˜o ra´pida com func¸a˜o antecipativa em tempo real
que identifica pequenos blocos de comandos G01, pertencentes ao co´digo G, produzidos por
modelos CAD e os interpola utilizando curvas de Be´zier.
NURBS e´ uma generalizac¸a˜o do algoritmo de Be´zier capaz de descrever com precisa˜o
figuras em duas ou treˆs dimenso˜es. O algoritmo ba´sico pode ser interpretado como a raza˜o
entre a soma ponderada dos pontos de entrada e o somato´rio de todos os pesos utilizados
(PIEGL, 1991). As principais vantagens desta abordagem residem na grande flexibilidade para
projetar uma larga gama de formas apenas manipulando os pontos de controle e os pesos
e, a representac¸a˜o de contornos complicados que na˜o exige o aumento da ordem da equac¸a˜o
(WANG; YAU, 2009). Por outro lado as desvantagens deste me´todo recaem sobre a alta carga
computacional devido a` recursividade do algoritmo e aos erros inerentes introduzidos pelo
truncamento da se´rie de Taylor (YAU; WANG, 2007).
A interpolac¸a˜o com NURBS e´ empregada em geradores de trajeto´ria em tempo real
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(on-line) devido as suas vantagens, pore´m ela tambe´m pode ser empregada para a gerac¸a˜o
de trajeto´rias off-line como proposto em (YANG; RED, 1997). No trabalho apresentado por
Wang e Yau (2009) e´ proposta uma variac¸a˜o do algoritmo apresentado em (YAU; WANG,
2007) na medida em que os autores substituem a interpolac¸a˜o por curvas de Be´zier pela
interpolac¸a˜o utilizando NURBS. Como este me´todo divide a curva em segmentos e faz a
interpolac¸a˜o destes, o erro de interpolac¸a˜o causado por tal segmentac¸a˜o na˜o e´ pass´ıvel de ser
totalmente controlado. Entretanto, esse erro pode ser compensado utilizando uma unidade
de comprimento ba´sica juntamente com um interpolador de dois esta´gios (PARK; NAM; YANG,
2005). Nesta proposta, primeiramente e´ feita uma interpolac¸a˜o padra˜o usando NURBS e, nos
trechos onde o erro entre a curva desejada e a curva interpolada exceda o ma´ximo permitido,
e´ feita uma segunda interpolac¸a˜o mudando o paraˆmetro de curvatura daquele segmento e
diminuindo o erro cometido.
Uma spline pode ser definida como a justaposic¸a˜o de polinoˆmios de baixa ordem onde
as condic¸o˜es de continuidade sa˜o satisfeitas entre os polinoˆmios (SMITH, 1983). Normalmente
assume-se que a ordem dos polinoˆmios e´ 3, garantindo a continuidade do polinoˆmio ate´ sua
segunda derivada, em termos f´ısicos significa continuidade na acelerac¸a˜o, ou 5, assegurando
a continuidade ate´ a quarta derivada, isto e´, a primeira, jerk, e a segunda derivadas da
acelerac¸a˜o sera˜o cont´ınuas. O uso de um ou outro polinoˆmio depende da aplicac¸a˜o e das
limitac¸o˜es inerentes ao equipamento utilizado.
Em (DYLLONG; VISIOLI, 2003) as splines sa˜o empregadas como um me´todo para alte-
rac¸a˜o de trajeto´rias em tempo real de forma a evitar obsta´culos. Baseando-se em splines
de ordem 5 e trabalhando com a posic¸a˜o e a orientac¸a˜o final de um manipulador robo´tico,
Herrera e Sidobre (2005) propuseram um me´todo de planejamento de trajeto´rias em sete
dimenso˜es. Este trabalho foi posteriormente estendido para aplicac¸o˜es em tempo real em que
ha´ interac¸a˜o do operador com o dispositivo (HERRERA; SIDOBRE, 2006).
Nos trabalhos apresentados por Erkorkmaz e Altintas (2001) e Macfarlane e Croft (2003)
sa˜o apresentados geradores de trajeto´rias que levam em considerac¸a˜o uma limitac¸a˜o do jerk
do sistema. As vantagens de se limitar esta grandeza e´ garantir um melhor rastreamento da
trajeto´ria e diminuir o esforc¸o de um dispositivo robo´tico. No primeiro trabalho e´ proposto
um gerador off-line que realiza uma otimizac¸a˜o da trajeto´ria que sera´ enviada ao dispositivo;
ja´ no segundo trabalho a gerac¸a˜o e´ feita on-line sendo que a transic¸a˜o entre diferentes trechos
da trajeto´ria se realiza ao utilizar uma combinac¸a˜o parabo´lica dos pontos finais e iniciais do
trecho origem e de destino, respectivamente.
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O algoritmo OCAS (Overlapping Cubic Arcs and cubic Splines) proposto em (DU PLES-
SIS; SNYMAN, 2003) transforma uma trajeto´ria qualquer, dada no plano cartesiano em perfis
temporais que sa˜o enviados para cada eixo do dispositivo. A principal contribuic¸a˜o deste
trabalho reside na adaptac¸a˜o do gerador ao dispositivo cartesiano em estudo, ja´ que o algo-
ritmo aceita como entradas informac¸o˜es sobre a cinema´tica do dispositivo e gera um perfil
de trajeto´ria adequado a cada caso.
2.2 Sistema de Controle
Um controlador e´ um dispositivo que monitora e influencia as condic¸o˜es operacionais
de um sistema dinaˆmico que normalmente sa˜o as sa´ıdas do sistema que podem ser ajustadas
por meio de certas varia´veis de entrada.
O controlador PID e´ o controlador linear mais conhecido e utilizado industrialmente
em decorreˆncia de seu bom desempenho, desde que o sistema a controlar esteja adequada-
mente determinado, seja bem comportado (linear e invariante no tempo) e, os paraˆmetros do
controlador bem ajustados (PASSOS, 2008). Com o propo´sito de garantir o desempenho do
controlador PID, a correc¸a˜o do erro entre o sinal medido e o sinal de refereˆncia e´ estabelecida
por meio de ca´lculo e determinac¸a˜o da ac¸a˜o que ajusta o processo rapidamente, mantendo o
mı´nimo erro de rastreamento (OGATA, 1997).
No projeto de controladores cla´ssicos, como o PID, ha´ diversas te´cnicas empregadas
para seu desenvolvimento: projeto via lugar das ra´ızes, via resposta em frequeˆncia, alocac¸a˜o
de po´los, crite´rio de Routh, entre outras. Dentre elas, a te´cnica de alocac¸a˜o de po´los e´ de
principal interesse, uma vez que possibilita que os po´los do sistema em malha fechada se
situem em pontos pre´-determinados dentro de uma regia˜o Ω previamente escolhida, de forma
que o sistema resultante apresente certas caracter´ısticas desejadas, como ma´ximo tempo de
estabilizac¸a˜o, margens de fase e de ganho e, ma´xima sobre-elevac¸a˜o em relac¸a˜o a` entrada
(GEROMEL; PALHARES, 2005).
No desenvolvimento deste tipo de controlador assume-se que sempre se trabalhe no
espac¸o cont´ınuo, pore´m, na maioria das aplicac¸o˜es em tempo real, e´ empregado algum tipo
de micro-controlador que apresenta lo´gica discreta, o que torna imprescind´ıvel a conversa˜o do
espac¸o cont´ınuo para o espac¸o discreto. Para realizar esta conversa˜o pode ser empregada a
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transformada bilinear (GEROMEL; PALHARES, 2005), tambe´m conhecida como transformac¸a˜o
de Tustin, a qual estabelece uma transformac¸a˜o un´ıvoca entre os dois espac¸os para um dado
tempo de amostragem Ts.
A forma polinomial RST (LANDAU, 1990) e´ largamente empregada no desenvolvimento
de controladores discretos, uma vez que todos os controladores a tempo cont´ınuo podem ser
discretizados sob essa forma possibilitando na˜o somente uma ana´lise mais aprimorada destes,
mas tambe´m facilitando a substituic¸a˜o de um controlador por outro sem que haja necessidade
de mudanc¸a da malha de controle. Outrossim, esta forma permite que qualquer controlador
seja embarcado em dispositivo de lo´gica reprograma´vel.
A forma canoˆnica de um controlador RST e´ retratada na Figura 2.2, sendo que q−1
corresponde ao operador atraso, R e S sa˜o filtros digitais projetados para atingir o desem-
penho de regulac¸a˜o desejado e o filtro digital T e´, posteriormente, projetado para atingir o
desempenho de rastreamento desejado (LANDAU, 1998).
Quando T = R o controlador esta´ operando na forma de erro de regulac¸a˜o, o que
na˜o permite a especificac¸a˜o independente dos desempenhos de rastreamento e regulac¸a˜o. A
discretizac¸a˜o de controladores PID, geralmente, conduz a formas RST nas quais tal fenoˆmeno
ocorre, mostrando porque na˜o e´ poss´ıvel obter um bom desempenho simultaneamente em
rastreamento e em regulac¸a˜o ao se empregar este tipo de controlador.
-
+
R(q−1)
1
∆S(q−1)
T (q−1)
Figura 2.2: Forma canoˆnica do controlador RST.
Apesar dos controladores cla´ssicos apresentarem boas respostas para diversos processos,
nem sempre todas as caracter´ısticas dos sistemas a se controlar sa˜o bem conhecidas, o que
dificulta a sintonizac¸a˜o destes controladores de modo apropriado. Em decorreˆncia deste
fato, controladores mais robustos que possuam maior toleraˆncia a incertezas do processo sa˜o,
muitas vezes, mais interessantes do que os controladores cla´ssicos.
A classe de controladores baseados no modelo vem sendo largamente empregada no
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desenvolvimento de controladores mais robustos e com maior estabilidade. A ideia de utilizar
o modelo com o intuito de prever o comportamento do sistema se tornou poss´ıvel a partir do
desenvolvimento do computador que forneceu os recursos necessa´rios para a implementac¸a˜o
desta te´cnica (SUSANU, 2005). O controle preditivo baseado no modelo, conhecido por“MPC”
(Model Predictive Control), inclui as leis de controle baseadas na utilizac¸a˜o expl´ıcita de um
modelo do processo, a fim de desenvolver um controlador por meio da minimizac¸a˜o de uma
func¸a˜o de custo quadra´tica.
Os conceitos ba´sicos dos controladores preditivos foram introduzidos primeiramente
por (RICHALET et al., 1978) e (CUTLER; RAMAKER, 1980) no final dos anos 70. Nos dois
trabalhos, os resultados obtidos sa˜o oriundos de aplicac¸o˜es industriais, cujas representac¸o˜es
dos processos foram feitas por meio de modelos de resposta impulsiva. O maior interesse na
teoria de controladores preditivos ocorreu no final na de´cada de 1980 com a publicac¸a˜o do
trabalho de Clarke, Mohtadi e Tuffs (1987) que introduziu o conceito de Controle Preditivo
Generalizado (GPC) aplica´vel a` maioria dos processos.
A metodologia GPC pode ser considerada uma extensa˜o e evoluc¸a˜o do controlador
de variaˆncia mı´nima generalizado (GMV) (CLARKE; GAWTHROP, 1975) em virtude do in-
cremento de predic¸o˜es, tornando-o mais robusto quando aplicado a processos com atraso
desconhecido ou variante (CLARKE; MOHTADI; TUFFS, 1987).
A ideia ba´sica dos controladores preditivos reside no “saber”o que se sucedera´ no futuro
tendo conhecimento somente do presente. Para tanto, e´ utilizado um modelo nume´rico do
sistema a fim de prever a sa´ıda em um horizonte finito fazendo-a coincidir com a refereˆncia,
tal como ilustrado na Figura 2.3. A existeˆncia de uma refereˆncia conhecida ou pre´-calculada
e´ um dos pre´-requisitos para que a estrate´gia preditiva funcione.
2.3 Concluso˜es
Em suma, com o intuito de fundamentar o presente estudo uma investigac¸a˜o na lite-
ratura espec´ıfica foi efetivada, de modo a propiciar refereˆncias teo´ricas que possibilitassem
aprofundar conhecimentos a respeito da estrutura e funcionamento de ma´quinas-ferramenta
CNC. O propo´sito deste estudo teo´rico ateve-se a` ana´lise da gerac¸a˜o de movimentos e sistemas
de controle, desenvolvidas por outros investigadores da a´rea.
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Refereˆncia r(t)
Sa´ıda y(t) Sa´ıda predita ŷ(t)
Sinal de controle futuro
Passado Futurot
t+ h
Figura 2.3: Princ´ıpio de funcionamento do controle preditivo.
Nos cap´ıtulos subsequentes prosseguir-se-a´ examinando e discutindo minuciosamente o
modelamento do sistema, o planejamento de trajeto´rias, assim como os sistemas de controle.
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3 Modelamento do Sistema
A ma´quina-ferramenta deste estudo corresponde a um dispositivo cartesiano de 3 graus
de liberdade (GDL) em que os eixos X e Y do dispositivo constituem a mesa de trabalho,
enquanto o eixo Z movimenta-se verticalmente para posicionamento da ferramenta. Cada
um dos eixos e´ composto por um encoder, um motor, que e´ acoplado a` carga por meio de
um fuso esfe´rico e, uma certa carga. Na Figura 3.1 e´ apresentada a ma´quina-ferramenta
identificando cada um de seus componentes.
Unidade de
Controle
Acoplamento
Ferramenta de
trabalho
Fuso de
rolamento esfe´ricoMesa de Trabalho
Motor +
Encoder
Figura 3.1: Ma´quina-ferramenta CNC com identificac¸a˜o de seus componentes.
Como ha´ independeˆncia entre cada um dos eixos da ma´quina-ferramenta, uma bancada
experimental, junta robo´tica com perturbac¸a˜o, representativa de um dos graus de liberdade
do sistema em estudo, mostrado na Figura 3.2, representativo de cada um dos eixos do dispo-
sitivo cartesiano adotado foi utilizado, inicialmente, para estudo e validac¸a˜o dos algoritmos
propostos. Este dispositivo robo´tico e´ constitu´ıdo por um encoder, um motor, um fuso e car-
gas que tambe´m esta˜o presentes em cada um dos eixos da ma´quina cartesiana. Ale´m disso, ha´
a possibilidade de imprimirem-se perturbac¸o˜es que simulam as interfereˆncias causadas tanto
por forc¸as externas quanto pelas forc¸as de contato entre eixos da ma´quina-ferramenta.
14
Figura 3.2: Junta robo´tica com perturbac¸a˜o.
Nas duas subsec¸o˜es seguintes sera˜o tecidas considerac¸o˜es sobre as modelagens cinema´-
tica e dinaˆmica do dispositivo cartesiano, que tambe´m sa˜o va´lidas para a junta robo´tica com
perturbac¸a˜o.
3.1 Modelo Cinema´tico
O modelo cinema´tico direto fornece a posic¸a˜o linear (
−→
X ) de uma junta robo´tica em
func¸a˜o da posic¸a˜o angular (
−→
θ ) e a cinema´tica inversa fornece a posic¸a˜o angular da junta em
func¸a˜o da posic¸a˜o linear (ROSA´RIO, 2004).
No dispositivo cartesiano os modelos cinema´ticos direto e inverso sa˜o simples de determinarem-
se, pois ha´ uma estreita relac¸a˜o entre o deslocamento angular do motor e o deslocamento linear
do dispositivo. A seguinte equac¸a˜o representa esta relac¸a˜o:
−→
X =
α
2pi
· −→θ , (3.1)
em que α e´ uma constante correspondente ao deslocamento linear por revoluc¸a˜o do fuso
esfe´rico.
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3.2 Modelo Dinaˆmico
Omodelo dinaˆmico visa representar a evoluc¸a˜o do sistema ao longo do tempo e, tambe´m,
como os paraˆmetros do dispositivo influenciam nesta evoluc¸a˜o. Ale´m disso, busca-se modelar
a maneira como o funcionamento de um eixo do dispositivo interfere no funcionamento dos
demais. Estas interfereˆncias podem ser mais ou menos acentuadas dependendo do tipo de
acoplamento existente entre eixos.
No caso de um dispositivo CNC com n GDL, as equac¸o˜es do modelo dinaˆmico sa˜o da
forma:
τ = Jq¨ +Bq˙ + τr, (3.2)
em que J e´ o momento de ine´rcia total do sistema, B o coeficiente de atrito viscoso do sistema,
τr o torque resistente, τ o torque do sistema e q a coordenada generalizada que, neste caso,
sera´ a posic¸a˜o angular do motor. Os valores de J e B sa˜o dependentes tanto dos paraˆmetros
do dispositivo robo´tico quanto dos paraˆmetros do motor.
Por sua vez, Altintas (2000) criou um me´todo para calcular o momento de ine´rcia total
do sistema levando em considerac¸a˜o a ine´rcia do motor (Jm), o momento de ine´rcia refletido
no motor devido a` mesa e a` pec¸a sobre a mesa (Jtw) e o momento de ine´rcia devido ao fuso
esfe´rico (Jl). Esta relac¸a˜o e´ representada pela Equac¸a˜o (3.3). Os valores de Jtw e Jl sa˜o dados
nas Equac¸o˜es (3.4) e (3.5), respectivamente. O significado de cada uma das constantes do
dispositivo cartesiano CNC e´ mostrado resumidamente na Tabela 3.1.
J =
Jtw + Jl
η2
+ Jm (3.3)
Jtw = (mt +mw)
(
hp
2pi
)2
(3.4)
Jl =
1
2
ml
(
dp
2
)2
(3.5)
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Tabela 3.1: Paraˆmetros do sistema.
Paraˆmetro Descric¸a˜o
η Raza˜o de reduc¸a˜o do fuso esfe´rico
mt Massa da mesa
mw Valor ma´ximo da massa da pec¸a sobre a mesa
ml Massa do fuso esfe´rico
hp Deslocamento por volta do fuso
dp Diaˆmetro do fuso
A determinac¸a˜o do paraˆmetro η e´ dependente do tipo de redutor utilizado. No caso
do fuso de rolamento esfe´rico, e´ determinado pela Equac¸a˜o (3.6) como demonstrado em
(OKWUDIRE; ALTINTAS, 2009).
η =
2pi
dp
(3.6)
3.3 Sistema de Acionamento
O acionamento de um dispositivo mecatroˆnico pode ser ele´trico, hidra´ulico, pneuma´tico
ou mecaˆnico. Em uma ma´quina-ferramenta CNC o acionamento geralmente ocorre sob a
forma ele´trica, pois, como sa˜o dispositivos de alta precisa˜o, este tipo de acionamento permite
respostas ra´pidas e precisas a`s variac¸o˜es em sua entrada. Para realizar o acionamento da
ma´quina-ferramenta em estudo foi escolhido o motor de corrente de cont´ınua (CC) devido a`s
suas caracter´ısticas e a` facilidade de controla´-lo.
3.3.1 Motor de Corrente Cont´ınua
Os motores CC sa˜o compostos por um estator e um rotor. O estator compo˜e-se por
uma estrutura ferromagne´tica com po´los salientes aos quais sa˜o enroladas as bobinas que
formam o campo magne´tico ou ı´ma˜ permanente (ERICSSON, 2006). O rotor e´ um eletro´ıma˜
constitu´ıdo por um nu´cleo de ferro com enrolamentos em sua superf´ıcie alimentados por um
sistema mecaˆnico de comutac¸a˜o.
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As vantagens da utilizac¸a˜o de um motor CC decorrem do alto torque na partida e
em baixas rotac¸o˜es, da ampla faixa de variac¸a˜o de velocidade, da facilidade em controlar
a velocidade, do baixo n´ıvel de ru´ıdo e da alta resisteˆncia a vibrac¸o˜es. Por outro lado as
desvantagens aludem a` maior necessidade de manutenc¸a˜o e aos motores maiores e mais caros.
O modelamento de um motor CC controlado por corrente de armadura, cuja represen-
tac¸a˜o esquema´tica e´ dada na Figura 3.3, e´ feito partindo das equac¸o˜es ele´trica, mecaˆnica e
de acoplamento eletromecaˆnico cla´ssicas para este motor (OGATA, 1997), que sa˜o respectiva-
mente apresentadas na Equac¸a˜o (3.7).
+
-
+
-V (t)
Ra
La
Vm Jm, Bm
Jl + Jtw
Figura 3.3: Representac¸a˜o esquema´tica de um motor CC controlado por corrente de arma-
dura.

V (t) = Rai(t) + La
di(t)
dt
+ keω(t)
τ(t) = Jω˙(t) +Bω(t) + τr(t)
τ(t) = kti(t)
(3.7)
A representac¸a˜o em diagrama de blocos do conjunto de equac¸o˜es apresentadas e´ dada
na Figura 3.4, sendo s a varia´vel de Laplace.
3.4 Concluso˜es
Neste cap´ıtulo discorreu-se a respeito dos aspectos de modelagem de uma ma´quina-
ferramenta, considerando tanto a cinema´tica e a dinaˆmica do dispositivo quanto o sistema de
acionamento utilizado. A modelagem cinema´tica mostra que ha´ uma estreita relac¸a˜o entre o
deslocamento angular do motor e o deslocamento linear causado sobre o eixo do dispositivo.
O, estudo do sistema de acionamento permitiu melhor compreensa˜o do motor utilizado para
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V (s) I(s) Ω(s)1
Las+ Ra
1
Js+B
ke
kt
+
−
Figura 3.4: Diagrama de blocos do motor de corrente cont´ınua controlado por armadura.
movimentac¸a˜o da ma´quina-ferramenta, elucidou a influeˆncia da estrutura mecaˆnica do dis-
positivo robo´tico sobre o funcionamento do motor, ale´m de indicar o que pode ser ajustado
para otimizar o desempenho global do sistema.
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4 Planejamento de Trajeto´rias
Para o funcionamento adequado do dispositivo cartesiano CNC e´ necessa´rio que as
trajeto´rias de refereˆncia sejam suaves em toda sua extensa˜o e, tambe´m, que apresentem
derivadas temporais igualmente suaves. Devido a`s splines satisfazerem tais pre´-requisitos e
por possu´ırem um baixo custo computacional, neste cap´ıtulo sera´ apresentada a generalizac¸a˜o
do algoritmo OCAS (DU PLESSIS; SNYMAN, 2003) para treˆs dimenso˜es e sua aplicabilidade
na s´ıntese de curvas gene´ricas.
4.1 Interpolac¸a˜o utilizando Splines
Para solucionar o problema de gerac¸a˜o de perfis temporais para cada eixo baseado em
um conjunto de pontos de entrada, os seguintes dados devem ser fornecidos:
• Um conjunto de pontos de entrada, Pi = (xi, yi, zi), i = 0, ..., N , ao longo de uma curva
C qualquer para ser seguido pela ferramenta de trabalho como ilustrado na Figura 4.1;
• Velocidades tangenciais previamente definidas nos pontos inicial e final;
• Acelerac¸o˜es tangenciais, tambe´m, previamente definidas nos pontos inicial e final;
• Derivadas cartesianas nos pontos inicial e final.
Enta˜o, e´ necessa´rio determinar:
• um intervalo de tempo aceita´vel [0, T ] durante o qual a curva e´ processada;
• curvas temporais parametrizadas X(t), Y (t) e Z(t), t ∈ [0, T ], que interpolam os
pontos nodais (xi, yi, zi) e;
• curvas temporais parame´tricas cont´ınuas para as velocidades X˙(t), Y˙ (t) e Z˙(t) e para
as acelerac¸o˜es X¨(t), Y¨ (t) e Z¨(t), t ∈ [0, T ].
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xy
z
P0
p1(x)
p2(x)
P1
P2
PN−1
pn(x)
PN
C
Figura 4.1: Problema ba´sico de interpolac¸a˜o.
A partir dos elementos fornecidos a tarefa inicial e´ definir o comprimento S total da
curva entre P0 e PN somando os comprimentos dos segmentos si do arco entre (xi−1, yi−1, zi−1)
e (xi, yi, zi), enta˜o, uma aproximac¸a˜o para a interpolac¸a˜o polinomial cu´bica y(x) ≈ pi(x) e
z(x) ≈ qi(x), x ∈ [xi−1, xi], ou outra varia´vel dependendo do que for mais conveniente, deve
ser determinada.
Para determinar qual varia´vel deve ser escolhida como paraˆmetro, pelo menos uma das
seguintes condic¸o˜es deve ser satisfeita:
xi+1 > xi > xi−1 (4.1)
xi+1 < xi < xi−1 (4.2)
yi+1 > yi > yi−1 (4.3)
yi+1 < yi < yi−1 (4.4)
zi+1 > zi > zi−1 (4.5)
zi+1 < zi < zi−1 (4.6)
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Um problema que pode advir e´ se nenhuma condic¸a˜o for satisfeita, significando que o
conjunto de pontos fornecidos e´ insuficiente para expressar duas das coordenadas em func¸a˜o
da terceira. Esta situac¸a˜o pode ser solucionada especificando pontos adicionais ao longo da
curva. Outro inconveniente apresenta-se quando duas condic¸o˜es sa˜o satisfeitas; neste caso, a
coordenada que sera´ escolhida como varia´vel e´ aquela que apresentar maior variac¸a˜o absoluta,
por exemplo |xi+1 − xi−1| > |yi+1 − yi−1| e |xi+1 − xi−1| > |zi+1 − zi−1|.
Os polinoˆmios cu´bicos interpolados pi(x) e qi(x) podem ser expressos na forma
pi(x) = ayi + byi(x− xi−1) + cyi(x− xi−1)2 + dyi(x− xi−1)3
qi(x) = azi + bzi(x− xi−1) + czi(x− xi−1)2 + dzi(x− xi−1)3
, x ∈ [xi−1, xi+1]. (4.7)
Os quatro coeficientes de cada equac¸a˜o podem ser unicamente determinados usando
o gradiente no ponto Pi−1 e os treˆs pontos nodais de cada tripla, implicando nas seguintes
expresso˜es para cada coeficiente:
ayi = yi−1, azi = zi−1
byi =
d
dx
pi(xi−1) ≈ dy
dx
∣∣∣∣
Pi−1
, bzi =
d
dx
qi(xi−1) ≈ dz
dx
∣∣∣∣
Pi−1
cyi = eyi − dyi(xi − xi−1), czi = ezi − dzi(xi − xi−1)
dyi =
yi+1 − ayi − byi(xi+1 − xi−1)− eyi(xi+1 − xi−1)2
(xi+1 − xi−1)3 − (xi+1 − xi−1)(xi − xi−1)2 ,
dzi =
zi+1 − azi − bzi(xi+1 − xi−1)− ezi(xi+1 − xi−1)2
(xi+1 − xi−1)3 − (xi+1 − xi−1)(xi − xi−1)2
(4.8)
com,
eyi =
yi − ayi − byi(xi − xi−1)
(xi − xi−1)2 ,
ezi =
zi − azi − bzi(xi − xi−1)
(xi − xi−1)2 . (4.9)
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Os valores dos gradientes nos pontos inicial e final sa˜o conhecidos e fornecidos como
entradas, mas, na pra´tica, estes valores nem sempre esta˜o dispon´ıveis, de forma que devem
ser estimados de alguma forma. Para aproximar adequadamente os valores dos gradientes
alguns pontos adicionais devem ser inseridos entre os pontos P0 e P1, e PN−1 e PN como
mostrado na Figura 4.2.
z
x
y
P1
P2
P0
P3
P4P6P7
P5
P8
C
Figura 4.2: Pontos nodais adicionais.
Apo´s a adic¸a˜o dos pontos os valores dos gradientes ∂y/∂x e ∂z/∂x no ponto P0 podem
ser determinados resolvendo os sistemas de equac¸o˜es dados nas Expresso˜es (4.10) e (4.11),
respectivamente.
 y1 − y0y2 − y0
y3 − y0
 =

∆x1
(∆x1)
2
2
(∆x1)
3
6
∆x2
(∆x2)
2
2
(∆x2)
3
6
∆x3
(∆x3)
2
2
(∆x3)
3
6

 y
′
0
y′′0
y′′′0
 (4.10)
 z1 − z0z2 − z0
z3 − z0
 =

∆x1
(∆x1)
2
2
(∆x1)
3
6
∆x2
(∆x2)
2
2
(∆x2)
3
6
∆x3
(∆x3)
2
2
(∆x3)
3
6

 z
′
0
z′′0
z′′′0
 (4.11)
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com ∆xi = xi − x0, i = 1, 2, 3. Os valores dos gradientes y′N e z′N em PN podem ser
determinados da mesma forma. Se ∂x/∂y ou ∂x/∂z ou ∂z/∂y em qualquer ponto forem
necessa´rios, eles podem ser obtidos do mesmo modo.
Apo´s determinar as aproximac¸o˜es polinomiais pi(x) e qi(x) para serem usadas no in-
tervalo [xi−1, xi], o comprimento da curva si correspondente pode ser obtido via integrac¸a˜o
nume´rica usando a regra de Simpson composta para n subintervalos (BURDEN; FAIRES, 2001).
Uma vez realizada a integrac¸a˜o, o comprimento total S da trajeto´ria e´ dado por
S =
N∑
i=1
si. (4.12)
Assume-se que a distaˆncia s ao longo da curva possa ser representada por um polinoˆmio
cu´bico no tempo t dado pela Equac¸a˜o (4.13). Esta expressa˜o e´ associada com um dado
comprimento inicial s0, velocidade tangencial inicial v0 e o comprimento final da curva S,
Equac¸a˜o (4.12), a velocidade tangencial ao longo de toda a trajeto´ria e´ dada pela Equac¸a˜o
(4.14) e a acelerac¸a˜o pela Equac¸a˜o (4.15), respectivamente.
s(t) = as + bst+ cst
2 + dst
3, t ∈ [0, T ] (4.13)
s˙(t) = bs + 2cst+ 3dst
2, t ∈ [0, T ] (4.14)
s¨(t) = 2cs + 6dst, t ∈ [0, T ] (4.15)
No tempo T o valor da velocidade tangencial deve atingir v∗ (s˙(T ) = v∗), a velocidade
ma´xima previamente especificada, e o valor da acelerac¸a˜o deve ser zero (s¨(T ) = 0). Substi-
tuindo todas as condic¸o˜es das Equac¸o˜es (4.13), (4.14) e (4.15) e apo´s algumas simplificac¸o˜es
os valores de as, bs, cs, ds e T sa˜o dados por:
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as = s0, bs = v0,
T =
3(S − s0)
v0 + 2v∗
,
ds =
v0 − v∗
3T 2
, cs = −3dsT.
(4.16)
O comprimento do caminho ate´ o ponto nodal i ∈ [1, N − 1] e´ dado por
Si =
i∑
j=1
si. (4.17)
Para determinar os tempos nodais ti correspondentes aos pontos nodais Pi e´ necessa´ria
a resoluc¸a˜o de um sistema de equac¸o˜es na˜o-lineares, dado na Equac¸a˜o (4.18). E´ utilizado
o me´todo iterativo de Newton-Raphson (BURDEN; FAIRES, 2001) para atingirem-se valores
adequados para cada um dos tempos.
s(ti)− Si = as + bsti + cst2i + dst3i − Si = 0 (4.18)
Finalmente, com todos os tempos nodais ti determinados, as representac¸o˜es por splines
cu´bicas de X(t), Y (t) e Z(t), Equac¸a˜o (4.19), podem ser determinadas. O ponto principal
para calcular a representac¸a˜o por splines cu´bicas e´ que as derivadas temporais nos pontos
extremos (x˙0, x˙N , y˙0, y˙N , z˙0 e z˙N ) devem ser conhecidas.
Xi(t) = aXi + bXi(t− ti) + cXi(t− ti)2 + dXi(t− ti)3,
i ∈ [0, N − 1]Yi(t) = aYi + bYi(t− ti) + cYi(t− ti)2 + dYi(t− ti)3,
Zi(t) = aZi + bZi(t− ti) + cZi(t− ti)2 + dZi(t− ti)3,
(4.19)
Se as derivadas forem conhecidas explicitamente, o Algoritmo Splines Cu´bicas com Res-
tric¸a˜o apresentado em (BURDEN; FAIRES, 2001) e resumido no Anexo A.1 pode ser aplicado
para determinar as splines cu´bicas; caso contra´rio, as derivadas temporais podem ser precisa-
mente aproximadas usando expansa˜o em se´rie de Taylor para cada eixo e cada ponto extremo
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(DU PLESSIS; SNYMAN, 2003) como apresentado na Equac¸a˜o (4.20).

x1 − x0
x2 − x0
x3 − x0
x4 − x0
 =

∆t1
(∆t1)
2
2
(∆t1)
3
6
(∆t1)
4
24
∆t2
(∆t2)
2
2
(∆t2)
3
6
(∆t2)
4
24
∆t3
(∆t3)
2
2
(∆t3)
3
6
(∆t3)
4
24
∆t4
(∆t4)
2
2
(∆t4)
3
6
(∆t4)
4
24


x′0
x′′0
x′′′0
x
(4)
0

∆ti = ti − t0, i = 1, 2, 3, 4
(4.20)
4.1.1 S´ıntese de Curvas Gene´ricas
Quando se lida com curvas reais, como dado na Figura 4.3, o movimento deve ser suave
por toda a trajeto´ria, ale´m disso, o movimento deve partir do e chegar ao repouso. No caso
de uma trajeto´ria gene´rica, esta pode ser segmentada em treˆs regio˜es ba´sicas: acelerac¸a˜o
tangencial (CI), velocidade tangencial constante (CII) e desacelerac¸a˜o tangencial (CIII), os
pontos NI , NII e NIII delimitam cada uma dessas regio˜es.
x
y
z
0
0 CI
CII
CIII
NI
NII
NIII
TI
TII
TIII
Figura 4.3: Curva gene´rica na qual a velocidade ma´xima pre´-estabelecida e´ atingida.
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A metodologia brevemente descrita aqui para a s´ıntese de curvas reais foi proposta por
DU PLESSIS; SNYMAN (2003), na qual a determinac¸a˜o dos pontos NI e NII e´ realizada baseada
no valor ma´ximo da velocidade tangencial v∗ e na ma´xima acelerac¸a˜o tangencial permitida
s¨allow.
Antes de esclarecer o procedimento para determinar os pontos NI e NII , as expresso˜es
para os comprimentos de cada regia˜o da curva (SI , SII e SIII) sera˜o determinadas. A curva
de acelerac¸a˜o CI corresponde a` situac¸a˜o previamente demonstrada, em que um incremento
gradual na velocidade e´ necessa´rio durante o intervalo de tempo t ∈ [0, TI ] de forma a atingir
a velocidade ma´xima desejada v∗ no tempo TI . A distaˆncia sI ao longo da curva CI e´ dada
por
sI(t) = asI + bsI t+ csI t
2 + dsI t
3, t ∈ [0, TI ]. (4.21)
As condic¸o˜es de contorno sa˜o
sI(0) = s0, sI(TI) = SI , s˙I(0) = v0
s˙I(TI) = v
∗ e s¨I(TI) = 0. (4.22)
Os coeficientes asI , bsI , csI , dsI e TsI podem ser determinados utilizando o procedimento
previamente descrito; e os tempos nodais ti, i = 1, 2, ..., NI , podem ser obtidos empregando
o me´todo de Newton.
A distaˆncia sII ao longo da curva de velocidade constante CII e´ dada pela seguinte
relac¸a˜o linear:
sII(t) = v
∗(t− TI), t ∈ [TI , TII ]. (4.23)
O comprimento total da trajeto´ria Si, i = NI + 1, NI + 2, ..., NII , do no´ P0 ate´ o no´ Pi
pode ser determinado pela Equac¸a˜o (4.12) aplicada ao intervalo espec´ıfico. Os tempos nodais
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ti correspondentes sa˜o dados por
ti =
Si − SI
v∗
+ TI , i = NI + 1, NI + 2, ..., NII . (4.24)
A distaˆncia sIII ao longo da curva de desacelerac¸a˜o CIII e´ dada pelo seguinte polinoˆmio
cu´bico:
sIII(t) = asIII + bsIII (t− TII) + csIII (t− TII)2 + dsIII (t− TII)3, t ∈ [TII , TIII ], (4.25)
cujas condic¸o˜es de contorno, considerando um decremento gradual da velocidade, sa˜o dadas
por:
sIII(TII) = SII , sIII(TIII) = SIII , s˙III(TII) = v
∗
s˙III(TIII) = 0 e s¨III(TII) = 0. (4.26)
Portanto, os coeficientes asIII , bsIII , csIII , dsIII e o tempo final TsIII podem ser determi-
nados por:
asIII = SII , bsIII = v
∗, csIII = 0, dsIII =
−v∗
3(TIII − TII)2 (4.27)
e TIII =
3(SIII − SII)
2v∗
+ TII (4.28)
O me´todo de Newton e´ empregado mais uma vez para determinar os tempos nodais ti
correspondentes, i = NII + 1, NII + 2, ..., NIII , como ja´ explicitado.
Os valores da acelerac¸a˜o e da desacelerac¸a˜o nas curvas CI e CIII , respectivamente, na˜o
devem ultrapassar a magnitude da acelerac¸a˜o ma´xima permitida s¨allow. Assim, os no´s NI e
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NII devem ser escolhidos de forma que tais restric¸o˜es de acelerac¸a˜o na˜o sejam violadas:
|s¨I(0)| ≤ s¨allow, (4.29)
|s¨III(TIII)| ≤ s¨allow. (4.30)
Em uma primeira aproximac¸a˜o, supo˜e-se a existeˆncia de um ponto Nmid especial, cor-
respondente ao ponto aproximadamente na metade da trajeto´ria, isto e´, Smid ≈ SIII/2, e que
NI = NII = Nmid; implicando que TI = TII e, assim, CII desaparece.
Assumindo que as restric¸o˜es de acelerac¸a˜o dadas nas Equac¸o˜es (4.29) e (4.30) na˜o sejam
violadas em Nmid, o no´ NI e´ continuamente modificado, como apresentado no Algoritmo A.2,
Anexo A, ate´ que um ponto adequado seja escolhido. O no´ NII e´ determinado de forma
semelhante a` empregada para o no´ NI considerando a parte final da curva.
Se qualquer uma das restric¸o˜es for violada, implica que a velocidade desejada v∗ na˜o
pode ser atingida, levando a propor uma outra estrate´gia que garanta que a ma´xima acele-
rac¸a˜o na˜o seja excedida, ao custo de na˜o atingir precisamente v∗ e fazendo com que a curva
CII , Figura 4.3, desaparec¸a.
As condic¸o˜es de contorno para a Equac¸a˜o (4.21) devem ser substitu´ıdas por
sI(0) = s0, sI(Tmid) = Smid, s˙I(0) = v0,
s¨I(0) = s¨allow and s¨I(Tmid) = 0 (4.31)
que deriva os seguintes coeficientes da spline:
asI = S0, bsI = v0, csI =
s¨allow
2
, (4.32)
dsI =
−s¨allow
6Tmid
e Tmid =
√
3Smid
s¨allow
.
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Os resultados acima fornecem a velocidade no no´ Nmid como
vmid = s˙I(Tmid) =
√
3Smids¨allow
2
, (4.33)
e as condic¸o˜es de contorno para a curva de desacelerac¸a˜o CIII , Equac¸a˜o (4.25), sa˜o substi-
tu´ıdas por:
sIII(Tmid) = Smid, sIII(TIII) = SIII , s˙III(Tmid) = vmid
s˙III(TIII) = 0 e s¨III(Tmid) = 0. (4.34)
de onde chega-se a
asIII = Smid, bsIII = vmid, csIII = 0, dsIII =
−vmid
3(TIII − Tmid)2 (4.35)
e TIII =
3(SIII − Smid)
2vmid
+ Tmid. (4.36)
4.1.2 Avaliac¸a˜o dos Algoritmos
A avaliac¸a˜o do algoritmo implementado realizou-se por meio da utilizac¸a˜o de dois tipos
de trajeto´rias distintas, uma apresentando transic¸o˜es abruptas, perfil triangular, e outra com
transic¸o˜es suaves, perfil helicoidal, como apresentado na Figura 4.4.
Para ambas as trajeto´rias foi adotada uma velocidade ma´xima v∗ = 20 mm/s e uma
acelerac¸a˜o ma´xima s¨allow = 8 mm/s
2, sendo que a trajeto´ria interpolada resultante foi ava-
liada de forma qualitativa comparando-se o resultado interpolado e a refereˆncia, ale´m de
analisar os perfis de velocidade resultantes.
A comparac¸a˜o entre a trajeto´ria de refereˆncia (azul cont´ınuo) e a trajeto´ria interpolada
(vermelho tracejado) por splines e´ apresentada na Figura 4.5, onde se observa, claramente, a
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Figura 4.4: Trajeto´rias de refereˆncia utilizadas para interpolac¸a˜o.
boa aproximac¸a˜o entre ambas as curvas indicando que a metodologia implementada mostrou-
se adequada para a descric¸a˜o de trajeto´rias por meio de splines de baixa ordem.
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Figura 4.5: Resultado da interpolac¸a˜o utilizando splines para diferentes trajeto´rias de refe-
reˆncia.
Os perfis de velocidade, Figura 4.6, para as trajeto´rias triangular e helicoidal foram
analisados, a fim de averiguar a existeˆncia de poss´ıveis descontinuidades. Como e´ poss´ıvel
observar, os perfis gerados sa˜o suaves em toda sua extensa˜o, na˜o apresentando nenhuma tran-
sic¸a˜o abrupta, garantindo, assim, o correto funcionamento do equipamento a ser conectado.
Os resultados obtidos dos perfis de velocidade sa˜o condizentes com curvas de velocidade
reais. Assim, se esses perfis forem utilizados pelo sistema de atuac¸a˜o de uma ma´quina-
ferramenta CNC, na˜o havera´ problemas de picos de corrente ou tensa˜o, pois como na˜o ha´
descontinuidades nas curvas de velocidade, assegura-se que a trajeto´ria seja corretamente
executada sem ocasionar sobrecargas nos controladores ou no sistema de atuac¸a˜o.
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Figura 4.6: Perfis de velocidade para as trajeto´rias triangular (a) e helicoidal (b) interpoladas
por splines.
4.2 Concluso˜es
A gerac¸a˜o de movimentos visa garantir boa precisa˜o de rastreamento do caminho de
entrada por meio da gerac¸a˜o de perfis cinema´ticos suaves. O me´todo de interpolac¸a˜o de
trajeto´rias baseado em splines garante a continuidade das derivadas temporais da posic¸a˜o
cujas ordens sejam menores do que a ordem da spline utilizada, tal como foi constatado nos
resultados obtidos. O principal motivo de utilizarem-se trajeto´rias cont´ınuas suaves e´ garantir
que na˜o ocorressem picos de corrente, oriundos de descontinuidades, durante o funcionamento
do equipamento, que poderiam causar danos irrepara´veis.
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5 Sistema de Controle
A inserc¸a˜o de um controlador na malha de um sistema visa garantir que a trajeto´ria
de refereˆncia seja corretamente seguida pelo sistema de acionamento. Alguns sistemas de
acionamento, como o motor de passo, sa˜o menos dependentes do controlador para executar
determinada trajeto´ria do que outros. Va´rios tipos de controladores veˆm sendo desenvolvidos
com o intuito de otimizar o rastreamento da refereˆncia e diminuir a influeˆncia de perturbac¸o˜es
externas durante o funcionamento do equipamento, como os controladores preditivos. Apesar
disso, te´cnicas cla´ssicas de controle ainda sa˜o muito empregadas por apresentarem bons
resultados na maioria das aplicac¸o˜es e por possu´ırem um vasto ferramental para o projeto de
controladores.
5.1 Controlador com Alocac¸a˜o de Po´los
Como ja´ mencionado, o controlador PID e´ largamente utilizado pela sua simplicidade
de implementac¸a˜o e por apresentar respostas adequadas para diversos processos. Por outro
lado, quando se deseja impor restric¸o˜es ao sistema de forma que o sistema apresente determi-
nadas caracter´ısticas de interesse, como tempo ma´ximo de estabilizac¸a˜o do sinal de sa´ıda e
ma´xima sobre-elevac¸a˜o em relac¸a˜o a` entrada, este controlador na˜o mais supre as necessidades
sendo necessa´rio um controlador de maior ordem que permita satisfazeˆ-las. A te´cnica de alo-
cac¸a˜o de po´los vem de encontro a essa necessidade, pois permite ajustar os po´los do sistema
estudado em pontos espec´ıficos para que o sistema resultante em malha fechada apresente as
caracter´ısticas desejadas.
Para o projeto do controlador utilizando alocac¸a˜o de po´los primeiramente define-se a
func¸a˜o de transfereˆncia em malha fechada do sistema no domı´nio de Laplace como sendo
F (s) =
C(s)G(s)
1 + C(s)G(s)
, (5.1)
sendo C(s) e G(s) as func¸o˜es de transfereˆncia do controlador e da planta do sistema em
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malha aberta, respectivamente, cujas representac¸o˜es gene´ricas sa˜o dadas nas Equac¸o˜es (5.2)
e (5.3). Nestas equac¸o˜es assume-se que nc ≥ mc e ng ≥ mg.
C(s) =
N(s)
D(s)
=
b0 + b1s+ b2s
2 + . . .+ bmcs
mc
a0 + a1s+ a2s2 + . . .+ ancs
nc
(5.2)
G(s) =
NG(s)
DG(s)
=
b0 + b1s+ b2s
2 + . . .+ bmgs
mg
a0 + a1s + a2s2 + . . .+ angs
ng
(5.3)
De posse da regia˜o Ω previamente determinada, o intuito e´ determinar o controlador
C(s) que aloque os po´los de F (s) no interior desta regia˜o. A forma mais simples de satisfazer
esta condic¸a˜o e´ definir um polinoˆmio P (s) de ordem ng + nc cujas ra´ızes encontram-se no
interior de Ω e resolver a Equac¸a˜o (5.4), conhecida como equac¸a˜o Diofantina, sendo N(s) e
D(s) suas inco´gnitas.
DG(s)D(s) +NG(s)N(s) = P (s) (5.4)
Uma forma computacionalmente eficiente de resolver a equac¸a˜o Diofantina e´ escreveˆ-la
sob a forma matricial utilizando matrizes de Sylvester (CHEN, 1999) como a seguir:
Sm

a0
b0
a1
b1
...
anc
bmc

= −→p , (5.5)
sendo −→p o vetor formado pelos termos do polinoˆmio P (s) e Sm formado pelos coeficientes da
planta G(s) como dado na Equac¸a˜o (5.6).
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Sm =

a0 b0 0 0 · · · 0 0
a1 b1 a0 b0 · · · 0 0
...
...
...
...
...
...
ang bmg ang−1 bmg−1 · · · 0 0
0 0 ang bmg · · · a0 b0
...
...
...
...
...
...
0 0 0 0 · · · ang bmg

(5.6)
5.2 Forma Polinomial RST
O controlador apresentado na Sec¸a˜o 5.1 pressupo˜e a utilizac¸a˜o de elementos analo´gicos,
resistores, capacitores e indutores, para sua implementac¸a˜o; pore´m, em ma´quinas-ferramenta
CNC, o controlador costuma estar embarcado em placas de lo´gica reprograma´vel (FPGAs) ou
micro-controladores tornando necessa´ria a discretizac¸a˜o deste para que se possa implementa´-
lo.
A estrutura RST, Equac¸a˜o (5.7), e´ uma representac¸a˜o do sistema de controle possuindo
como paraˆmetros os sinais de entrada r(t), de sa´ıda y(t) e do controlador u(t), como mostrado
no esquema da Figura 5.1. Do esquema tem-se o par de equac¸o˜es dadas por (5.8) e (5.9).
S(q−1)∆(q−1)u(t) = −R(q−1)y(t) + T (q−1)r(t) (5.7)
-
+r(t)
y(t)
e(t) u(t)
C(q−1)
Figura 5.1: Estrutura geral de um controlador discretizado.
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e(t) = r(t)− y(t) (5.8)
u(t) = C(q−1)e(t) (5.9)
Para discretizar o controlador sera´ aplicada a transformac¸a˜o bilinear, Equac¸a˜o (5.10),
com tempo de amostragem Ts sobre a expressa˜o final do controlador obtido em tempo con-
t´ınuo.
s =
2
Ts
1− q−1
1 + q−1
(5.10)
A func¸a˜o de transfereˆncia discreta do controlador, tomando a Equac¸a˜o (5.2) como base,
e´ dada por:
C(q−1) =
mc∑
j=0
b˜j(1− q−1)j(1 + q−1)mc−j
nc∑
i=0
a˜i(1− q−1)i(1 + q−1)nc−i
, (5.11)
com a˜i = ai
(
2
Ts
)i
e b˜j = bj
(
2
Ts
)j
.
A partir do conhecimento da func¸a˜o de transfereˆncia discreta do controlador C(q−1) e´
poss´ıvel representa´-lo sob na forma polinomial RST:
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C(q−1) =
u(t)
e(t)
=
mc∑
j=0
b˜j(1− q−1)j(1 + q−1)mc−j
nc∑
i=0
a˜i(1− q−1)i(1 + q−1)nc−i
⇒
(
nc∑
i=0
a˜i(1− q−1)i(1 + q−1)nc−i
)
u(t) =
(
mc∑
j=0
b˜j(1− q−1)j(1 + q−1)mc−j
)
[r(t)− y(t)]
(5.12)
Comparando a Equac¸a˜o (5.12) com a Equac¸a˜o (5.7), os polinoˆmiosR(q−1), ∆(q−1)S(q−1)
e T (q−1) sa˜o dados por:
R(q−1) = T (q−1) =
mc∑
j=0
b˜j(1− q−1)j(1 + q−1)mc−j
∆(q−1)S(q−1) =
nc∑
i=0
a˜i(1− q−1)i(1 + q−1)nc−i
(5.13)
5.3 Controlador Preditivo
Apesar dos controladores cla´ssicos serem de fa´cil sintonizac¸a˜o e apresentarem boas res-
postas quando o modelo do sistema e seus paraˆmetros sa˜o bem conhecidos, sua sensibilidade
a` variac¸a˜o dos paraˆmetros e´, geralmente, noto´ria e os controladores tendem a apresentar re-
sultados inferiores conforme ocorre a depreciac¸a˜o do equipamento. A implementac¸a˜o de um
controle preditivo tem o intuito de garantir menor sensibilidade a` variac¸a˜o dos paraˆmetros e
ampliar a vida u´til do equipamento.
Como previamente discutido, existem diversos tipos de controladores preditivos na li-
teratura sendo que neste estudo foi abordado o controlador GPC, cujo esquema de funciona-
mento esta´ ilustrado na Figura 5.2.
O algoritmo GPC considera um modelo do sistema sob a forma CARIMA (Control-
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Figura 5.2: Esquema de funcionamento de um controlador preditivo.
led Auto-Regressive Integrating Moving-Average), que introduz um integrador na func¸a˜o de
transfereˆncia e, com isso, anula os erros esta´ticos comuns em sinais de refereˆncia constante,
presentes em aplicac¸o˜es industriais. O modelo, dado na Equac¸a˜o (5.14), e´ obtido a partir da
discretizac¸a˜o da func¸a˜o de transfereˆncia do sistema, quando conhecida, ou ser resultante de
um me´todo de identificac¸a˜o de paraˆmetros.
A(q−1)y(t) = B(q−1)u(t− 1) + C(q−1) ξ(t)
∆(q−1)
(5.14)
Na Equac¸a˜o (5.14) u(t) e y(t) correspondem a entrada e a sa´ıda do modelo, respecti-
vamente, ξ(t) modela as perturbac¸o˜es provenientes de um ru´ıdo externo, ∆(q−1) = 1 − q−1
e´ um operador diferenc¸a, os polinoˆmios A(q−1) e B(q−1) conteˆm os po´los e zeros da func¸a˜o
de transfereˆncia discreta e as ra´ızes do polinoˆmio C(q−1) sa˜o paraˆmetros de projeto que teˆm
influeˆncia na modelagem de perturbac¸o˜es do processo e na robustez do sistema em malha
fechada (SOUZA, 2001). Devido a dificuldade de estimar-se um polinoˆmio C(q−1) adequado,
considerou-se C(q−1) = 1 (CASSEMIRO, 2006).
O controlador preditivo calcula a sequeˆncia dos sinais de controle futuros u que minimiza
o erro quadra´tico entre uma sequeˆncia de sa´ıda desejada r, refereˆncia de controle, e as sa´ıdas
previstas ŷ no horizonte de previsa˜o N2 sendo que, dos sinais de controle calculados, somente
o primeiro e´ aplicado sobre o sistema. No instante de tempo seguinte todo o procedimento
38
e´ repetido, em uma estrate´gia conhecida como Receding Horizon. A sequeˆncia de controles
futuros o´timos e´ obtida a partir da minimizac¸a˜o de um crite´rio de custo quadra´tico (CLARKE;
MOHTADI; TUFFS, 1987) dado por:
Jc =
N2∑
j=N1
(ŷ(t+ j)− r(t+ j))2 + λ
Nu∑
j=1
∆u(t + j − 1)2, (5.15)
considerando que ∆u(t+ j) = 0 para j ≥ Nu e sendo:
r – trajeto´ria de refereˆncia,
ŷ – sa´ıda predita,
∆u – incrementos do sinal de controle,
N1 – mı´nimo horizonte de predic¸a˜o,
N2 – ma´ximo horizonte de predic¸a˜o,
N2 – horizonte de predic¸a˜o sobre o controle,
λ – fator de ponderac¸a˜o sobre os incrementos do sinal de controle.
5.3.1 Preditor O´timo
A equac¸a˜o do preditor o´timo que gera as sa´ıdas estimadas do modelo pode ser expressa
sob a seguinte forma polinomial:
ŷ(t+ j) = Fj(q
−1)y(t) +Hj(q
−1)∆u(t− 1)︸ ︷︷ ︸ + Gj(q−1)∆u(t+ j − 1) + Jj(q−1)ξ(t+ j)︸ ︷︷ ︸
resposta livre resposta forc¸ada
(5.16)
sendo que Gj representa o futuro, Fj e Hj representam o presente e o passado, respectiva-
mente, e Jj e´ um termo ligado a`s perturbac¸o˜es.
Combinando a equac¸a˜o do preditor o´timo com aquela do modelo CARIMA, Equac¸a˜o
(5.14), no instante t+ j e igualando os termos que acompanham os sinais de entrada e sa´ıda,
obte´m-se o par de equac¸o˜es Diofantinas dado em (5.17) cujas soluc¸o˜es sa˜o os polinoˆmios Fj ,
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Gj, Hj e Jj .
∆(q−1)A(q−1)Jj(q
−1) + q−jFj(q
−1) = 1
Gj(q
−1) + q−jHj(q
−1) = B(q−1)Jj(q
−1)
(5.17)
Ao considerar que a melhor predic¸a˜o do termo ligado a`s perturbac¸o˜es possui valor me´dio
nulo, o preditor o´timo e´ definido de forma u´nica pela relac¸a˜o:
ŷ(t + j) = Fj(q
−1)y(t) +Gj(q
−1)∆u(t+ j − 1) +Hj(q−1)∆u(t− 1), (5.18)
com grau(Gj(q
−1)) = grau(Jj(q
−1)) = j−1; grau(Fj(q−1)) = grau(A(q−1)) e grau(Hj(q−1) =
grau(B(q−1)).
5.3.2 Controlador Preditivo na Forma RST
A equac¸a˜o de predic¸a˜o (5.18) e´ utilizada dentro dos limites N1 e N2, bem como a
equac¸a˜o de custo (5.15). Assim, a equac¸a˜o de predic¸a˜o pode ser escrita na forma matricial
ŷ = Gu˜+ IFy(t) + IH∆u(t− 1), (5.19)
sendo definidas as seguintes matrizes:
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u˜ = [∆u(t) · · ·∆u(t +Nu − 1)]T , (5.20)
ŷ = [ŷ(t +N1) · · · ŷ(t+N2)]T , (5.21)
IF =
[
FN1(q
−1) · · ·FN2(q−1)
]T
, (5.22)
IH =
[
HN1(q
−1) · · ·HN2(q−1)
]T
e (5.23)
G =

gN1N1 g
N1
N1−1
· · · 0
gN1+1N1+1 g
N1+1
N1
· · · 0
...
...
. . .
...
gN2N2 g
N2
N2−1
· · · gN2N2−Nu+1

, (5.24)
e os termos gji correspondem aos coeficientes do polinoˆmio Gj, que equivalem aos valores gi
da resposta ao degrau do modelo do sistema.
Da forma semelhante a Equac¸a˜o (5.15) pode ser reescrita em termos matriciais, utili-
zando a Equac¸a˜o (5.19), como na seguinte relac¸a˜o:
Jc = [Gu˜+ IFy(t) + IH∆u(t− 1)− r]T [Gu˜+ IFy(t) + IH∆u(t− 1)− r] + λu˜T u˜, (5.25)
com r = [r(t+N1) · · · r(t+N2)]T .
A minimizac¸a˜o do crite´rio de custo, Equac¸a˜o (5.25), que da´-se por derivac¸a˜o anal´ıtica,
fornece a lei de controle o´tima para o sistema:
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∂Jc
∂u˜
≡ 0⇒
∂Jc
∂u˜
= 2GTGu˜+ 2GTα+ 2λu˜ = 0⇒
∂Jc
∂u˜
= 2
[
GTG + λINu
]
u˜+ 2GTα = 0⇒
u˜opt = −
[
GTG+ λINu
]
−1
GTα = −Mα (5.26)
sendo que INu e´ uma matriz identidade de dimensa˜o Nu e α = IFy(t) + IH∆u(t − 1) − r
representa os termos ligados ao presente.
Pela estrate´gia de receding horizon, somente o primeiro valor da sequeˆncia sera´ utilizado
para determinar a ac¸a˜o de controle sobre o sistema. Assim, substituindo o valor de α e
sabendo que M e´ dado por
M =
[
GTG+ λINu
]
−1
GT =

m1
...
mNu
 , (5.27)
a Equac¸a˜o (5.26) pode ser reescrita como
∆uopt(t) = −m1 [IFy(t) + IH∆u(t− 1)− r]⇒
∆uopt(t)
[
1 +m1IHq
−1
]
= −m1IFy(t) +m1
[
qN1 · · · qN2]T r(t). (5.28)
Comparando o resultado acima com a Equac¸a˜o (5.7), e´ poss´ıvel determinar os polinoˆ-
mios R(q−1), S(q−1) e T (q) do controlador discreto.
R(q−1) = m1IF
S(q−1) = 1 +m1IHq
−1
T (q) = m1
[
qN1 · · · qN2]T (5.29)
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Ao analisar o polinoˆmio T (q), nota-se claramente que este e´ na˜o causal e e´ responsa´vel
pelo aspecto antecipativo do GPC.
5.4 Concluso˜es
Os controladores analisados neste cap´ıtulo sa˜o sintonizados com base no modelo do
sistema ao qual encontram-se conectados, portanto tendem a ter um melhor desempenho do
que controladores que na˜o utilizam informac¸o˜es do modelo para sua sintonizac¸a˜o.
O que difere nos dois tipos de controladores analisados e´ o instante de sua resposta. No
caso do controlador por alocac¸a˜o de po´los, primeiramente deve ser detectada uma alterac¸a˜o
do sinal de entrada para que ele responda com uma ac¸a˜o de controle adequada; ja´ no caso
do controlador preditivo, como ha´ um conhecimento pre´vio sobre a trajeto´ria de refereˆncia,
ele pode antecipar suas ac¸o˜es de comando minimizando efeitos indesejados de perturbac¸o˜es
externas. Ale´m disso, o controlador preditivo permite especificar separadamente os desem-
penhos de rastreamento e de regulac¸a˜o, o que na˜o e´ poss´ıvel com o controlador por alocac¸a˜o
de po´los.
Por fim, discutiu-se a forma polinomial RST sob a qual quaisquer controladores podem
ser discretizados. Devido a este fato, na˜o ha´ necessidade de se alterar a malha de controle
para inserir um ou outro controlador, basta definir os polinoˆmios R(q−1), S(q−1) e T (q−1)
referentes e substitu´ı-los na malha de controle.
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6 Teste e Validac¸a˜o das Estrate´gias Desenvolvidas
Nos cap´ıtulos anteriores foram estudados, analisados e discutidos os elementos compo-
nentes de uma ma´quina-ferramenta CNC, individualmente. No presente cap´ıtulo e´ priorizada
a ana´lise da interac¸a˜o entre esses elementos e a ana´lise dos resultados obtidos via simulac¸a˜o,
tendo a finalidade de verificar se estes ratificam o esperado.
O ambiente virtual proposto para a simulac¸a˜o, desenvolvido em Matlabr/SimulinkTM ,
inclui os elementos previamente estudados, mo´dulo de gerac¸a˜o de movimentos, mo´dulo de
controle e mo´dulo mecaˆnico, ale´m de contar com mo´dulo de gerac¸a˜o de perturbac¸o˜es e de
mo´dulo para ana´lise do erro cometido a fim de se comparar a refereˆncia com o resultado
obtido. Na Figura 6.1 e´ ilustrado o ambiente de simulac¸a˜o proposto ressaltando cada um dos
mo´dulos citados.
Vale ressaltar que o mo´dulo de controle foi implementado de forma que a substituic¸a˜o
de um tipo de controlador por outro fosse simples e que na˜o causasse alterac¸o˜es dra´sticas na
malha de controle. A implementac¸a˜o do mo´dulo de controle de cada eixo pode ser vista na
Figura 6.2, onde se faz uso da estrutura RST para controle, de um segurador de ordem zero
como conversor D/A do sinal a ser enviado para o equipamento e de um amostrador para
conversa˜o A/D do sinal proveniente da ma´quina.
Ainda, para efetivar a simulac¸a˜o utilizaram-se os paraˆmetros da ma´quina-ferramenta
CNC e do motor CC que posteriormente foram utilizados para a experimentac¸a˜o, apresenta-
dos resumidamente na Tabela 6.1. E, os resultados obtidos para o controlador por alocac¸a˜o
de po´los e para o controlador preditivo sa˜o arrolados nas Sec¸o˜es 6.1 e 6.2, respectivamente.
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Tabela 6.1: Paraˆmetros do sistema de acionamento e do dispositivo robo´tico.
Paraˆmetro Valor
η 610.02
mt 5.47 kg
mw 20 kg
ml 0.505 kg
hp 0.005 m/rev
dp 0.0103 m
V (t) 24 V
R 0.85 Ω
L 0.09 mH
kt 40.957 · 10−3 Nm/A
ke 41.062 · 10−3 V/(rad/s)
Jm 4.802 · 10−6 kg ·m2
B 6.743 · 10−5 N · s/m
6.1 Controlador por Alocac¸a˜o de Po´los
O controlador por alocac¸a˜o de po´los foi ajustado de forma que o tempo de estabilizac¸a˜o
ma´ximo fosse da ordem de 10 ms e que a ma´xima sobre-elevac¸a˜o em relac¸a˜o a` entrada na˜o
ultrapassasse 20%. Assim, utilizando as equac¸o˜es apresentadas na Sec¸a˜o 5.1 chegou-se ao
controlador dado na Equac¸a˜o (6.1), que conduz a` resposta ao degrau e ao lugar das ra´ızes
do sistema em malha fechada mostrados na Figura 6.3, na qual e´ poss´ıvel se observar que as
restric¸o˜es impostas sa˜o atendidas.
C(s) =
5.581 · 104s+ 3.298 · 107
5.467 · 10−5s2 + 0.4829s+ 1230 (6.1)
Com o controlador determinado, ele e´ inserido na malha do sistema a fim de averiguar
o seu comportamento quando as trajeto´rias, calculadas no Cap´ıtulo 4, sa˜o empregadas na
entrada do sistema.
A Figura 6.4 mostra a comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria
triangular de refereˆncia, a entrada representada pela cor azul, e a trajeto´ria de sa´ıda, em
cor vermelha, bem como o erro ponto-a-ponto cometido ao longo da execuc¸a˜o. E´ poss´ıvel
46
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Time (sec)
Am
pl
itu
de
Resposta ao Degrau
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5
x 104
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x 104
Real Axis
Im
ag
in
ar
y 
Ax
is
Lugar das Ra´ızes
Figura 6.3: Resposta ao degrau unita´rio e lugar das ra´ızes para o sistema em malha fechada.
observar que o erro cometido e´ bastante inferior a` precisa˜o do equipamento, que e´ da ordem
de de´cimos de mil´ımetros, demonstrando assim que o controlador atende as necessidades
impostas.
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Figura 6.4: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria triangular e erro
cometido ao longo da trajeto´ria.
Com a finalidade de averiguar se todos os paraˆmetros do motor permanecem dentro dos
limites de operac¸a˜o, foram trac¸adas as curvas de corrente, velocidade e poteˆncia, como obser-
vado na Figura 6.5. Nesta pode-se apontar que a velocidade atingida pelo motor corresponde
a`quela previamente determinada e que as curvas de corrente e poteˆncia encontram-se dentro
dos limites suportados pelo motor garantindo que na˜o haja sobrecargas sobre o equipamento.
O mesmo procedimento empregado para a trajeto´ria triangular foi aplicado para a
trajeto´ria helicoidal, tendo como objetivo averiguar o comportamento do controlador para
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Figura 6.5: Curvas de velocidade, corrente e poteˆncia na sa´ıda do motor para trajeto´ria
triangular.
diferentes tipos de trajeto´ria de entrada. A Figura 6.6 retrata a comparac¸a˜o entre a trajeto´ria
de entrada, representada em cor azul, e de sa´ıda, em cor vermelha, ale´m do erro cometido
durante sua execuc¸a˜o. E´ poss´ıvel observar a boa aproximac¸a˜o entre as curvas de entrada e
sa´ıda obtidas, o que e´ evidenciado pela magnitude do erro cometido.
Curvas de velocidade, corrente e poteˆncia no motor foram tambe´m trac¸adas e os seus
resultados esta˜o retratados na Figura 6.7. A ana´lise destas curvas comprovam que os valores
obtidos encontram-se dentro dos limites do sistema, portanto, garantem o funcionamento
adequado da ma´quina-ferramenta.
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triangular.
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6.2 Controlador Preditivo
O ajuste do controlador preditivo foi realizado definindo-se, primeiramente, os valores
dos horizontes mı´nimo e ma´ximo de predic¸a˜o e o horizonte de controle dados, respectivamente,
por N1 = 1, N2 = 10 e Nu = 1. A partir destes valores, foi poss´ıvel determinar o fator de
ponderac¸a˜o da ac¸a˜o de controle λ cujo valor e´ 2.804 · 10−7 e, apo´s se efetuar os ca´lculos
expressos na Sec¸a˜o 5.3.2, chega-se aos polinoˆmios R(q−1), S(q−1) e T (q), dados na Equac¸a˜o
(6.2), que determinam o controlador a ser utilizado.
R(q−1) = 4.618 · 104 − 6.909 · 104q−1 + 2.539 · 104q−2 − 0.0003 · 104q−3
S(q−1) = 1.000 + 0.310q−1 + 0.006q−2
T (q) =
10.821q + 42.287q2 + 87.216q3 + 140.761q4 + 199.819q5+
262.403q6 + 327.245q7 + 393.531q8 + 460.740q9 + 528.541q10
(6.2)
Na Figura 6.8 sa˜o demonstradas a resposta ao degrau unita´rio e os po´los do sistema em
malha fechada. Pode-se notar que a resposta do sistema e´ mais lenta quando comparado ao
controlador por alocac¸a˜o de po´los, fato que deve-se ao aspecto antecipativo deste controlador
inserir um atraso inerente a` quantidade de predic¸o˜es realizadas. Quanto aos po´los do sistema,
verifica-se que estes esta˜o situados no interior do c´ırculo unita´rio que, para um sistema
discreto, indica sua estabilidade.
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Figura 6.8: Resposta ao degrau unita´rio e po´los do sistema em malha fechada.
Assim como procedeu-se para o controlador por alocac¸a˜o de po´los, as simulac¸o˜es com as
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trajeto´rias triangular e helicoidal foram aplicadas, tambe´m, para o controlador preditivo a fim
de estabelecer paraˆmetros de comparac¸a˜o para o desempenho das duas estrate´gias propostas.
Na Figura 6.9 apresenta-se a comparac¸a˜o entre entrada e sa´ıda do sistema para traje-
to´ria triangular de refereˆncia, representada em cor azul para entrada e em cor vermelha para
sa´ıda, bem como o erro ponto-a-ponto cometido ao longo da execuc¸a˜o. O desempenho deste
controlador pode ser comparado ao do controle por alocac¸a˜o de po´los, visto que a magnitude
do erro cometido e´ de mesma ordem apesar de sua resposta mais lenta.
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Figura 6.9: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria triangular e erro
cometido ao longo da trajeto´ria.
Curvas de corrente, velocidade e poteˆncia do motor, tambe´m, foram trac¸adas e sa˜o
mostradas na Figura 6.10, onde pode ser observado que tanto a velocidade atingida pelo
motor quanto a corrente e a poteˆncia encontram-se dentro dos limites tolerados.
No caso da trajeto´ria helicoidal o resultado encontrado, tambe´m, foi adequado, uma vez
que houve uma boa aproximac¸a˜o entre as curvas de entrada e sa´ıda, apresentando um erro
muito inferior a` precisa˜o da ma´quina-ferramenta real, como pode ser verificado na Figura
6.11, em que a trajeto´ria de entrada e´ representada em azul e a de sa´ıda em vermelho.
Por fim, as curvas de velocidade, corrente e poteˆncia no motor foram trac¸adas e seus
resultados esta˜o sintetizados na Figura 6.12. Esta figura possibilita verificar que a velocidade
na˜o excede o limite previamente imposto e as demais curvas encontram-se dentro dos limites
do sistema de atuac¸a˜o utilizado.
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Figura 6.10: Curvas de velocidade, corrente e poteˆncia na sa´ıda do motor para trajeto´ria
triangular.
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Figura 6.11: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria helicoidal e erro
cometido ao longo da trajeto´ria.
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Figura 6.12: Curvas de velocidade, corrente e poteˆncia na sa´ıda do motor para trajeto´ria
triangular.
6.3 Influeˆncia de Perturbac¸o˜es Externas
Qualquer dispositivo em funcionamento esta´ sujeito a diferentes perturbac¸o˜es, como
vibrac¸o˜es, erros de medida e ru´ıdo de contato ele´trico, que afetam sua operac¸a˜o normal e
podem ocasionar divergeˆncias no resultado final. Outra func¸a˜o pertinente ao controle e´ bus-
car minimizar a influeˆncia destas perturbac¸o˜es tornando mais robusto o funcionamento do
equipamento ale´m de diminuir as fontes de erro. Devido a este fato, nesta sec¸a˜o, perturba-
c¸o˜es foram inseridas em dois pontos da malha de controle, no sinal de controle enviado ao
dispositivo robo´tico e no sinal de realimentac¸a˜o do sistema, para analisar sua influeˆncia sobre
a sa´ıda da ma´quina-ferramenta; para tanto utilizou-se o perfil helicoidal como refereˆncia para
esta ana´lise.
Inicialmente, um ru´ıdo colorido cuja amplitude e´ da ordem de 10−1 foi adicionado ao
sinal de controle durante um determinado per´ıodo de tempo, dez segundos, em diferentes
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pontos da trajeto´ria concomitantemente ou separadamente nos eixos do dispositivo e a res-
posta de cada um dos controladores foi analisada com a finalidade de averiguar sua robustez
na rejeic¸a˜o a perturbac¸o˜es.
Como pode ser observado nas Figuras 6.13 e 6.14 a presenc¸a de uma perturbac¸a˜o sobre
o sinal de controle exerce pouca influeˆncia sobre o resultado final, uma vez que ao se efetuar
a leitura do sinal de sa´ıda, a existeˆncia da perturbac¸a˜o foi notada e o controlador exerceu sua
ac¸a˜o corretiva minimizando a influeˆncia de tal perturbac¸a˜o, ale´m de garantir que o resultado
obtido ratificou o desejado.
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Figura 6.13: Influeˆncia de perturbac¸o˜es sobre o sinal de controle utilizando controlador por
alocac¸a˜o de po´los.
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Figura 6.14: Influeˆncia de perturbac¸o˜es sobre o sinal de controle utilizando controlador pre-
ditivo.
O mesmo procedimento foi aplicado ao sinal de realimentac¸a˜o com o objetivo de averi-
guar em qual ponto a perturbac¸a˜o torna-se mais danosa ao sistema. Assim, nas Figuras 6.15
e 6.16 sa˜o retratados os resultados para os controladores por alocac¸a˜o de po´los e preditivo,
respectivamente, quando ha´ perturbac¸o˜es na realimentac¸a˜o do sistema.
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Figura 6.15: Influeˆncia de perturbac¸o˜es sobre o sinal de controle utilizando controlador por
alocac¸a˜o de po´los.
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Figura 6.16: Influeˆncia de perturbac¸o˜es sobre o sinal de controle utilizando controlador pre-
ditivo.
Verifica-se que uma perturbac¸a˜o no sinal de realimentac¸a˜o e´ mais prejudicial para o
correto funcionamento do sistema do que quando ocorre sobre o sinal de controle. Isto porque
uma leitura errada faz o controlador executar uma ac¸a˜o de controle inadequada conduzindo o
sistema a divergir ale´m de acentuar o erro cometido. Logo, e´ preciso minimizar a influeˆncia de
perturbac¸o˜es sobre o sinal de realimentac¸a˜o evitando que haja disparidades dra´sticas entre
o sinal realmente lido e aquele na entrada de realimentac¸a˜o do controlador, conduzindo o
sistema a responder da forma como foi inicialmente especificada.
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6.4 Concluso˜es
Neste cap´ıtulo abordou-se a construc¸a˜o de um ambiente virtual com a finalidade de
testar e analisar ma´quinas-ferramenta CNC, o que possibilitou avaliar o desempenho de um
dispositivo cartesiano de treˆs graus de liberdade. Do modo como se concebeu o ambiente foi
poss´ıvel substituir e/ou acrescentar mo´dulos desde que os sinais de interac¸a˜o sejam preser-
vados, possibilitando a sua utilizac¸a˜o em uma gama de diferentes ma´quinas-ferramenta.
No que diz respeito ao dispositivo cartesiano priorizou-se o estudo de dois controlado-
res, um por alocac¸a˜o de po´los e outro preditivo, a fim de avaliar a resposta do sistema na
presenc¸a ou auseˆncia de perturbac¸o˜es externas. Pelo que se constatou ambos os controladores
responderam de modo eficiente aos testes propostos observando-se que o erro cometido ao se
comparar o resultado obtido a` refereˆncia manteve-se abaixo do erro inerente ao dispositivo,
o qual e´ da ordem de de´cimos de mil´ımetros.
Quanto a` existeˆncia de perturbac¸o˜es na malha de controle, verificou-se que o pior ce-
na´rio sucedeu quando as perturbac¸o˜es se apresentavam no sinal de realimentac¸a˜o do sistema
conduzindo este a divergir da refereˆncia desejada. Do que foi exposto, pode-se considerar
que utilizar ferramentas que minimizem a influeˆncia de tais perturbac¸o˜es e o uso de equipa-
mentos de medic¸a˜o de maior precisa˜o sa˜o duas condic¸o˜es a serem consideradas no projeto de
dispositivos de alta precisa˜o.
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7 Implementac¸a˜o em FPGA
No cap´ıtulo anterior discutiu-se a respeito da validac¸a˜o das estrate´gias propostas com
o intuito de avaliar a resposta do sistema com relac¸a˜o a`s trajeto´rias de refereˆncia e as
influeˆncias exercidas pelas perturbac¸o˜es externas sobre a malha de controle. Neste cap´ı-
tulo sera´ abordada a implementac¸a˜o em dispositivo f´ısico fazendo uso do kit de desenvolvi-
mento DE2-115 da Alterar. Inicialmente, o procedimento priorizara´ as validac¸o˜es utilizando
Matlab/SimulinkTM em conjunto com a biblioteca DSP Builder, tanto utilizando diagrama
de blocos quanto utilizando co´digo VHDL. O passo subsequente sera´ a implementac¸a˜o no
ambiente Quartusr II para efetiva utilizac¸a˜o do hardware escolhido.
7.1 Implementac¸a˜o em Blocos DSP Builder
A ferramenta DSP Builder disponibiliza uma biblioteca com blocos Simulink que per-
mite utilizar a lo´gica discreta da FPGA dentro do ambiente Matlab podendo, inclusive, com-
pilar o projeto implementado e carrega´-lo na placa para incorpora´-la a` simulac¸a˜o, te´cnica
conhecida como hardware in the loop (HIL), ou aplica´-la para acionamento de um dispositivo
externo. Pore´m, para realizar a compilac¸a˜o e carregamento do co´digo e´ necessa´ria a aquisic¸a˜o
de uma licenc¸a espec´ıfica.
Quando se trabalha com lo´gica discreta em sistemas de controle existe a restric¸a˜o dos
coeficientes estarem compreendidos entre -1 e 1. Assim, faz-se necessa´ria a normalizac¸a˜o de
todos os valores para que fiquem dentro dessa faixa, caso contra´rio pode ocorrer overflow o que
implica que o comportamento do sistema na˜o esteja de acordo com o esperado. Na Figura 7.1
e´ representada uma implementac¸a˜o de controlador utilizando os blocos DSP Builder sendo
que o nu´mero de coeficientes de cada polinoˆmio (R, S e T) varia conforme o controlador
desenvolvido. Os blocos de entrada na˜o-sintetiza´veis mostrados na figura fazem a conversa˜o
do sinal cont´ınuo em Simulink para um sinal discreto que possa ser interpretado na FPGA e o
bloco de sa´ıda na˜o-sintetiza´vel reconverte o sinal discreto a cont´ınuo. Estes blocos permitem
tambe´m especificar a quantidade de bits a ser utilizada para representac¸a˜o interna dos sinais,
o que deve corresponder a` quantidade de bits empregada na arquitetura dos blocos internos
do controlador. Para o escopo deste estudo utilizaram-se 32 bits para representac¸a˜o de todos
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os valores.
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Figura 7.1: Bloco de controle utilizando blocos DSP Builder.
No caso das trajeto´rias de refereˆncia ocorre a mesma restric¸a˜o dos coeficientes do con-
trolador. Logo, estas tambe´m devem ser normalizadas. Essa normalizac¸a˜o deve ser posterior-
mente compensada na sa´ıda do controlador. O fator de normalizac¸a˜o e´ varia´vel de trajeto´ria
para trajeto´ria, em decorreˆncia disto, sempre que a trajeto´ria de refereˆncia e´ alterada, deve-se
recalcular este fator. No presente estudo aplicou-se um me´todo de aproximac¸o˜es sucessivas
para determinac¸a˜o do fator que proporcionasse os melhores resultados na sa´ıda.
Apo´s realizados os ajustes necessa´rios foram efetivadas as simulac¸o˜es para ambas as
trajeto´rias descritas anteriormente fazendo uso dos dois controladores desenvolvidos. Nas
Figuras 7.2 e 7.3 sa˜o apontados os resultados para o controlador por alocac¸a˜o de po´los. Nas
Figuras 7.4 e 7.5 sa˜o exibidos os resultados para o controlador preditivo. Neste caso somente
foram avaliados os perfis de entrada e sa´ıda e o erro cometido ao longo da trajeto´ria.
Pelos resultados obtidos, pode-se afirmar que os controladores apresentaram desempe-
nhos semelhantes visto que o erro cometido e´ da mesma ordem de grandeza. Ainda, cabe
ressaltar que o processo de normalizac¸a˜o dos sinais de refereˆncia e dos coeficientes dos con-
troladores na˜o ocasionou maiores impactos sobre o resultado final, ja´ que a magnitude do
erro cometido ficou pro´xima a` obtida via simulac¸a˜o pura.
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Figura 7.2: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria triangular utilizando
controlador por alocac¸a˜o de po´los implementado em DSP Builder.
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Figura 7.3: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria helicoidal utilizando
controlador por alocac¸a˜o de po´los implementado em DSP Builder.
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Figura 7.4: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria triangular utilizando
controlador preditivo implementado em DSP Builder.
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Figura 7.5: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria helicoidal utilizando
controlador preditivo implementado em DSP Builder.
Em decorreˆncia da necessidade de aquisic¸a˜o de uma licenc¸a para compilar os blocos
de controle desenvolvidos e carrega´-los na FPGA, adotou-se a linguagem VHDL para imple-
mentac¸a˜o dos controladores, pois esta independe de licenc¸a e pode ser aplicada em qualquer
placa FPGA dispon´ıvel.
7.2 Implementac¸a˜o com Co´digo VHDL
Para embarcar o co´digo VHDL no ambiente Simulink fez-se uso do bloco de importac¸a˜o
de co´digo VHDL dispon´ıvel na ferramenta DSP Builder, como e´ mostrado na Figura 7.6.
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i31:0
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Figura 7.6: Bloco de controle utilizando co´digo VHDL.
Diferentemente do que ocorre nos blocos DSP Builder, que trabalham com ponto flutu-
ante, o co´digo VHDL faz uso de valores inteiros em sua lo´gica. Portanto, torna-se indispen-
sa´vel a conversa˜o dos valores em ponto flutuante, determinados anteriormente, para valores
inteiros por meio da multiplicac¸a˜o por uma constante, que depende da quantidade de bits
utilizada para representac¸a˜o, com posterior arredondamento do resultado. Em contrapar-
tida, ha´ uma perda de precisa˜o na representac¸a˜o do valor final, pois nu´meros muito pro´ximos
podem ser mapeados para o mesmo valor inteiro apo´s o processo.
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A partir desta considerac¸a˜o determinaram-se os ajustes dos coeficientes dos controlado-
res e das trajeto´rias de refereˆncia para que seus valores fossem representados como inteiros de
32 bits. Com isso, foram rodadas simulac¸o˜es com ambos os blocos de controle para validac¸a˜o
do algoritmo implementado e a avaliac¸a˜o dos resultados obtidos. Nas Figuras 7.7 e 7.8 sa˜o
retratados os resultados para ambas as trajeto´rias utilizando o controlador por alocac¸a˜o de
po´los. Nas Figuras 7.9 e 7.10 sa˜o mostrados os resultados para o controlador preditivo.
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Figura 7.7: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria triangular utilizando
controlador por alocac¸a˜o de po´los implementado em VHDL.
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Figura 7.8: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria helicoidal utilizando
controlador por alocac¸a˜o de po´los implementado em VHDL.
Ao analisar os resultados mostrados nas figuras pode-se afirmar que estes esta˜o aque´m
dos resultados obtidos ao utilizar blocos DSP Builder. Esse fato decorre do processo de
transformac¸a˜o de nu´mero em ponto flutuante para nu´mero inteiro, que reduz a precisa˜o da
representac¸a˜o e, por consequeˆncia, aumenta o erro cometido no trac¸ado da trajeto´ria. Apesar
disso, o processo ainda pode ser aplicado para validar a metodologia proposta, pois qualita-
tivamente, os erros cometidos ao utilizar blocos DSP Builder ou co´digo VHDL apresentam
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Figura 7.9: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria triangular utilizando
controlador preditivo implementado em VHDL.
−1
−0.5
0
0.5
1
−0.5
0
0.5
1
0
2
4
6
8
10
12
 
 
Entrada/Sa´ıda
x [m]y [m]
z
[m
]
Entrada
Sa´ıda
0 100 200 300 400 500 600 700 800
0
2
x 10−3
0 100 200 300 400 500 600 700 800
1
2
3
x 10−3
0 100 200 300 400 500 600 700 800
2
4
6
8
10
12
14
x 10−3
Erro cometido
E
ix
o
x
[m
]
E
ix
o
y
[m
]
E
ix
o
z
[m
]
t [s]
Figura 7.10: Comparac¸a˜o entre entrada e sa´ıda do sistema para trajeto´ria helicoidal utilizando
controlador preditivo implementado em VHDL.
aproximadamente o mesmo perfil.
7.3 Implementac¸a˜o em Ambiente Quartus II
Com a finalidade de testar a implementac¸a˜o do controlador desenvolvido anteriormente
na placa FPGA foi constru´ıdo o ambiente mostrado na Figura 7.11, em que podem ser
observados os blocos de controle, de leitura do encoder, de memo´ria, de driver do PWM e de
gerac¸a˜o de PWM.
No bloco de memo´ria e´ armazenada a trajeto´ria de refereˆncia para o sistema, tornando a
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Figura 7.11: Esquema´tico em Quartus II para teste de controlador desenvolvido.
aplicac¸a˜o standalone. O driver de PWM e´ responsa´vel por determinar o sentido de rotac¸a˜o do
motor a partir de um valor dado em sua entrada e, por sua vez, o bloco de leitura do encoder
armazena a quantidade de pulsos gerada pelo encoder em um contador que e´ incrementado
ou decrementado dependendo do sentido de rotac¸a˜o do motor. Por fim, o bloco de gerac¸a˜o de
PWM e´ responsa´vel por modificar o duty-cycle do trem de pulsos variando, assim, a velocidade
de rotac¸a˜o do motor. Os co´digos implementados de todos os blocos esta˜o expressos no Anexo
B.
Ale´m desses blocos, os sinais de direc¸a˜o e de PWM foram conectados a uma placa de
poteˆncia, cujo esquema´tico encontra-se na Figura 7.12, para amplifica´-los de forma a acionar
o motor CC com a voltagem e a corrente necessa´rias.
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Figura 7.12: Placa de poteˆncia utilizada para acionamento do motor CC.
A montagem experimental para teste da metodologia desenvolvida procedeu-se por meio
da aplicac¸a˜o dos componentes citados conectados ao motor CC para acionamento do disposi-
tivo CNC. O funcionamento do dispositivo aplicando cada um dos controladores desenvolvidos
foi gravado e os links para os v´ıdeos encontram-se no Anexo C.
No decurso da realizac¸a˜o dos experimentos observou-se que a contagem dos pulsos do
encoder na˜o ocorria da forma esperada, pois havia ru´ıdo no sinal gerado. Por esse motivo,
adotou-se um fotoacoplador com a finalidade de isolar o sinal de entrada do sinal de sa´ıda e
que reduzisse a influeˆncia do ru´ıdo, o que otimizou a precisa˜o da contagem.
Pelo que foi exposto, pode-se afirmar que os controladores exibiram desempenhos se-
melhantes. No entanto, em decorreˆncia do efeito antecipativo do controlador preditivo, o
funcionamento do dispositivo cartesiano ocorreu de modo mais suave, sem trepidac¸o˜es e sem
a necessidade de retorno da ferramenta para correc¸a˜o da trajeto´ria executada. Frente a este
resultado e aos demais resultados apontados anteriormente, conclui-se que a classe de contro-
ladores preditivos mostra-se mais adequada para ser aplicada conjuntamente com dispositivos
CNC quando acionados por motores CC.
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7.4 Concluso˜es
Neste cap´ıtulo a eˆnfase recaiu sobre os aspectos relativos a` montagem experimental
que teve como finalidade a validac¸a˜o das estrate´gias propostas. Os resultados obtidos por
meio da utilizac¸a˜o da ferramenta DSP Builder mostram-se pro´ximos daqueles obtidos via
simulac¸a˜o, pore´m ao se empregar o co´digo VHDL observou-se um incremento do erro come-
tido. Este incremento pode ser em decorreˆncia do processo de transformac¸a˜o de nu´meros
em ponto flutuante para nu´meros inteiros, sem comprometer a validade da metodologia. Por
fim, efetivou-se a montagem experimental para acionamento do dispositivo cujos resultados
permitiram concluir que o controle preditivo produz resultados mais satisfato´rios do que o
controle por alocac¸a˜o de po´los, ale´m de demonstrar ser mais adequado para o tipo de aplicac¸a˜o
desenvolvida.
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8 Considerac¸o˜es Finais e Perspectivas Futuras
Esta pesquisa se propoˆs a desenvolver um ambiente computacional para planejamento
de trajeto´rias e s´ıntese de controladores, de forma a validar um me´todo alternativo de aciona-
mento de um dispositivo CNC de alta precisa˜o. Para tal, inicialmente procedeu-se ao estudo
e a modelagem da cinema´tica e da dinaˆmica do dispositivo e de seu sistema de acionamento
provendo bases para um melhor entendimento de seu funcionamento e de suas restric¸o˜es.
Conhecendo as restric¸o˜es cinema´ticas, velocidade e acelerac¸a˜o, optou-se pela escolha de
um me´todo de gerac¸a˜o de movimentos que considerasse essas restric¸o˜es durante o planeja-
mento da trajeto´ria garantindo que as restric¸o˜es nunca fossem violadas. A interpolac¸a˜o por
splines foi o me´todo que melhor se ajustou a`s necessidades, pois ale´m de considerar restric¸o˜es
cinema´ticas durante o processo de interpolac¸a˜o, garante a continuidade dos perfis temporais
gerados ao longo de toda a trajeto´ria. Outrossim, o me´todo implementado possui a capaci-
dade de segmentar uma curva qualquer em treˆs regio˜es: acelerac¸a˜o, velocidade constante e
desacelerac¸a˜o, garantindo que os estados inicial e final da trajeto´ria sejam sempre de repouso.
O controlador inserido na malha do sistema teve como principal finalidade garantir que
a trajeto´ria de refereˆncia gerada fosse corretamente executada durante a operac¸a˜o do equi-
pamento. Dentre as te´cnicas de controle dispon´ıveis na literatura, aquelas fundamentadas no
modelo do sistema mostram-se ser as mais adequadas para serem empregadas em dispositivos
CNC, uma vez que fornecem soluc¸o˜es mais robustas e de melhor desempenho justamente por
utilizarem informac¸o˜es sobre o sistema no processo de s´ıntese do controlador. Assim, optou-
se pela escolha dos controladores por alocac¸a˜o de po´los e preditivo, sendo que o primeiro
apresenta um comportamento reativo e o segundo antecipativo. Pelas simulac¸o˜es realizadas
constatou-se que o controlador preditivo apresentou uma melhor resposta na medida em que
o erro cometido ao longo da trajeto´ria foi menor do que aquele cometido pelo controlador
por alocac¸a˜o de po´los. Portanto, apesar da resposta do controlador preditivo ser mais lenta,
em decorreˆncia de seu aspecto antecipativo, a qualidade da mesma mostrou-se superior a` res-
posta do controlador por alocac¸a˜o de po´los, indicando que a classe de controladores preditivos
e´ adequada para se lidar com dispositivos CNC.
Quanto ao ambiente de simulac¸a˜o proposto, o seu principal me´rito reside na sua apli-
cabilidade a uma gama de diferentes dispositivos, pois e´ poss´ıvel trocar os componentes do
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ambiente de forma que este se ajuste melhor ao problema que se deseja abordar. No ambi-
ente tambe´m e´ poss´ıvel inserir perturbac¸o˜es em diferentes pontos do sistema para analisar sua
resposta e verificar os locais que, na ocorreˆncia de uma perturbac¸a˜o, acarretara˜o em maiores
preju´ızos para a estrate´gia adotada.
Para efetivar a implementac¸a˜o em dispositivo real, inicialmente foram realizados testes
no ambiente Matlab/Simulink com o intuito de averiguar a possibilidade dos controladores
responderem como o desejado. No primeiro momento utilizaram-se blocos DSP Builder a fim
de implementar os controladores e, em seguida, ocorreu a implementac¸a˜o em co´digo VHDL.
A principal vantagem deste me´todo e´ sua independeˆncia do hardware utilizado e dispensar
licenc¸a para ser compilado e carregado. Por outro lado, como ha´ necessidade de trabalhar-se
com nu´meros inteiros, a precisa˜o inerente do me´todo demonstra ser menor do que no caso
do DSP Builder; acarretando em resultados de menor qualidade. Apesar disso, a validade da
metodologia ainda e´ preservada.
Com os blocos de controle implementados em VHDL foi constitu´ıdo um programa no
ambiente Quartus II para acionamento dos motores, o qual foi carregado na placa FPGA.
Durante a execuc¸a˜o dos experimentos notou-se que o ru´ıdo do sinal do encoder interferia
na qualidade do resultado final. Assim, um fotoacoplador foi adotado a fim de minimizar
a influeˆncia dessa perturbac¸a˜o o que otimizou a precisa˜o de leitura dos pulsos do encoder.
Apo´s realizados os experimentos, constatou-se que o dispositivo cartesiano CNC respondia
como desejado trac¸ando os perfis da forma que havia sido planejada.
Assim, a ana´lise do procedimento desenvolvido e os resultados obtidos permitiram con-
cluir que foi poss´ıvel implementar uma forma alternativa de acionamento de um dispositivo
cartesiano CNC utilizando motores CC. Outrossim, as metodologias retratadas neste estudo
foram implementadas de forma suficientemente gene´rica a fim de poderem ser utilizadas em
outras aplicac¸o˜es. Por fim, espera-se que os me´todos aqui desenvolvidos e demonstrados
possam servir de base para futuros novos estudos.
8.1 Perspectivas Futuras
Tendo o estudo atingido os objetivos colimados, delineam-se como perspectivas de fu-
turos trabalhos algumas extenso˜es e evoluc¸o˜es dos resultados aqui apresentados, que sa˜o:
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• modelagem de folgas e atritos existentes em dispositivos CNC possibilitando ao modelo
do sistema maior verossimilhanc¸a com dispositivo real;
• evoluc¸a˜o do algoritmo de planejamento de trajeto´rias para operar de forma on-line;
• implementac¸a˜o de controle em cascata visando garantir na˜o somente o correto ras-
treamento da posic¸a˜o de entrada, mas tambe´m a minimizac¸a˜o de oscilac¸o˜es sobre a
velocidade com a qual o sistema opera, acarretando numa diminuic¸a˜o da oscilac¸a˜o da
corrente no motor e em melhor desempenho global;
• implementac¸a˜o de telas de interface com o usua´rio no ambiente de simulac¸a˜o de forma
que seja poss´ıvel visualizar o que esta´ ocorrendo em cada etapa do processo e que o
usua´rio possa aplicar modificac¸o˜es conforme necessa´rio;
• utilizac¸a˜o do processador Niosr possibilitando a otimizac¸a˜o de precisa˜o do sistema em-
barcado, ale´m de prover funcionalidades mais complexas, como transfereˆncia de dados
via USB.
8.2 Trabalhos Produzidos
• Luciano A. Frezzatto Santos, Liz K. R. Ardila, Joa˜o M. Rosa´rio, CNC Machine Tool -
Actuator Selection with Emphasis in Dynamical Modeling and Control, 4th Workshop
in Applied Robotics and Automation, Maio 2010, Bauru, SP.
• Luciano Frezzatto, Joa˜o M. Rosa´rio, Open Architecture For Virtual CNC Machine
Tool, V Congreso Internacional de Ingenier´ıa Meca´nica y III de Ingenier´ıa Mecatro´nica,
Agosto 2011, Bogota´, Coloˆmbia.
8.3 Trabalhos Relacionados
• Alvaro Uribe, Joa˜o Rosa´rio, Luciano Frezzatto, Modeling, Control and Analysis of a Se-
rial and Parallelogram Lower Member Mechanism, International Review of Mechanical
Engineering (I.RE.M.E.)
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ANEXO A – Algoritmos Implementados
A.1 Splines Cu´bicas com Restric¸a˜o
Algorithm A.1 Splines Cu´bicas com Restric¸a˜o
cubic spline(n, [t0..tn], [x0..xn], FPO = x
′
0, FPN = x
′
n)
for i← 0 to n do
ai ← xi
end for
for i← 0 to n− 1 do
hi ← ti+1 − ti
end for
α0 ← 3(a1 − a0)
h0
− 3FPO
αn ← 3FPN − 3(an − an−1)
hn−1
for i← 1 to n− 1 do
αi ← 3
hi
(ai+1 − ai)− 3
hi−1
(ai − ai−1)
end for
l0 ← 2h0
µ0 ← 0.5
z0 ← α0/l0
for i← 1 to n− 1 do
li ← 2(ti+1 − ti−1)− hi−1µi−1
µi ← hi/li
zi ← (αi − hi−1zi−1)/li
end for
ln ← hn−1(2− µn−1)
zn ← (αn − hn−1zn−1)/ln
cn ← zn
for j ← n− 1 to 0 do
cj ← zj − µjcj+1
bj ← (aj+1 − aj)/hj − hj(cj+1 + 2cj)/3
dj ← (cj+1 − cj)/(3hj)
end for
OUTPUT(aj , bj , cj , dj for j ← 0, 1, ..., n− 1)
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A.2 Busca Bina´ria
Algorithm A.2 Busca Bina´ria
binary search([P0..PNI ], S0, v
∗, s¨allow)
Ninit ← 0
Nend ← NI
while Ninit < Nend do
N ←
⌊
Ninit +Nend
2
⌋
s¨← determine acceleration([P0..PN ], S0, v∗) % (Equation 4.21)
if s¨ ≤ s¨allow then
Nend ← N
else
Ninit ← N
end if
end while
OUTPUT(Nend)
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ANEXO B – Co´digos Implementados
B.1 Controle por Alocac¸a˜o de Po´los
LIBRARY ieee;
USE ieee.std_logic_1164.all;
USE ieee.std_logic_signed.all;
USE ieee.std_logic_arith.all;
ENTITY polePlacementController IS
PORT(
clk : IN STD_LOGIC;
In_W,In_Y : IN STD_LOGIC_VECTOR(31 DOWNTO 0);
Out_U : BUFFER STD_LOGIC_VECTOR(31 DOWNTO 0)
);
END polePlacementController;
ARCHITECTURE contr OF polePlacementController IS
TYPE data IS ARRAY(0 TO 9) OF STD_LOGIC_VECTOR(31 DOWNTO 0);
TYPE data32 IS ARRAY(0 TO 9) OF STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Wt,Rt,St : data; -- (Delay Line z-n)
SIGNAL Out_T,Out_R,In_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
-- COEFICIENTES POLINOMIO ’T’
SIGNAL Coef0_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef1_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef2_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
-- COEFICIENTES POLINOMIO ’S’
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SIGNAL Coef0_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef1_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef2_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
-- COEFICIENTES POLINOMIO ’R’
SIGNAL Coef0_R : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef1_R : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef2_R : STD_LOGIC_VECTOR(31 DOWNTO 0);
BEGIN
Coef0_T <= CONV_STD_LOGIC_VECTOR(1073723893,32);
Coef1_T <= CONV_STD_LOGIC_VECTOR(489760577,32);
Coef2_T <= CONV_STD_LOGIC_VECTOR(-583963315,32);
Coef0_S <= CONV_STD_LOGIC_VECTOR(17931,32);
Coef1_S <= CONV_STD_LOGIC_VECTOR(15025,32);
Coef2_S <= CONV_STD_LOGIC_VECTOR(3588,32);
Coef0_R <= CONV_STD_LOGIC_VECTOR(1073723893,32);
Coef1_R <= CONV_STD_LOGIC_VECTOR(489760577,32);
Coef2_R <= CONV_STD_LOGIC_VECTOR(-583963315,32);
-- Implementacao dos atrasos das amostras Bloco T (z-n)
process(clk)
begin
if clk’event and clk=’1’ then
Wt(2) <= Wt(1);
Wt(1) <= In_W;
end if;
end process;
-- Implementacao dos atrasos das amostras Bloco R (z-n)
process(clk)
begin
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if clk’event and clk=’1’ then
Rt(2) <= Rt(1);
Rt(1) <= In_Y;
end if;
end process;
-- Implementacao dos atrasos das amostras Bloco S (z-n)
process(clk)
begin
if clk’event and clk=’1’ then
St(2) <= St(1);
St(1) <= Out_U;
end if;
end process;
-- equacao saida bloco T
process(In_W,Wt,Coef0_T,Coef1_T,Coef2_T)
variable aux : STD_LOGIC_VECTOR(63 DOWNTO 0);
variable saida : STD_LOGIC_VECTOR(63 DOWNTO 0);
begin
aux := In_W * Coef0_T;
saida := aux;
aux := Wt(1) * Coef1_T;
saida := saida + aux;
aux := Wt(2) * Coef2_T;
saida := saida + aux;
Out_T <= saida(62 DOWNTO 31) + saida(63);
end process;
-- equacao saida bloco R
process(In_Y,Rt,Coef0_R,Coef1_R,Coef2_R)
variable aux : STD_LOGIC_VECTOR(63 DOWNTO 0);
variable saida : STD_LOGIC_VECTOR(63 DOWNTO 0);
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begin
aux := In_Y * Coef0_R;
saida := aux;
aux := Rt(1) * Coef1_R;
saida := saida + aux;
aux := Rt(2) * Coef2_R;
saida := saida + aux;
Out_R <= saida(62 DOWNTO 31) + saida(63);
end process;
-- funcao Soma
In_S <= Out_T - Out_R;
-- equacao saida bloco U
process(In_S,St,Coef0_S,Coef1_S,Coef2_S)
variable aux : STD_LOGIC_VECTOR(63 DOWNTO 0);
variable saida : STD_LOGIC_VECTOR(63 DOWNTO 0);
begin
aux := In_S * Coef0_S;
saida := aux;
aux := St(1) * Coef1_S;
saida := saida + aux;
aux := St(2) * Coef2_S;
saida := saida + aux;
Out_U <= saida(62 DOWNTO 31) + saida(63);
end process;
END contr;
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B.2 Controle Preditivo
LIBRARY ieee;
USE ieee.std_logic_1164.all;
USE ieee.std_logic_signed.all;
USE ieee.std_logic_arith.all;
ENTITY predictiveController IS
PORT(
clk : IN STD_LOGIC;
In_W,In_Y : IN STD_LOGIC_VECTOR(31 DOWNTO 0);
Out_U : BUFFER STD_LOGIC_VECTOR(31 DOWNTO 0)
);
END predictiveController;
ARCHITECTURE contr OF predictiveController IS
TYPE data IS ARRAY(0 TO 9) OF STD_LOGIC_VECTOR(31 DOWNTO 0);
TYPE data32 IS ARRAY(0 TO 9) OF STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Wt,Rt,St : data; -- (Delay Line z-n)
SIGNAL Out_T,Out_R,In_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
-- COEFICIENTES POLINOMIO ’T’
SIGNAL Coef0_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef1_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef2_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef3_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef4_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef5_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef6_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef7_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef8_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
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SIGNAL Coef9_T : STD_LOGIC_VECTOR(31 DOWNTO 0);
-- COEFICIENTES POLINOMIO ’S’
SIGNAL Coef0_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef1_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef2_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef3_S : STD_LOGIC_VECTOR(31 DOWNTO 0);
-- COEFICIENTES POLINOMIO ’R’
SIGNAL Coef0_R : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef1_R : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef2_R : STD_LOGIC_VECTOR(31 DOWNTO 0);
SIGNAL Coef3_R : STD_LOGIC_VECTOR(31 DOWNTO 0);
BEGIN
Coef0_T <= CONV_STD_LOGIC_VECTOR(16427797,32);
Coef1_T <= CONV_STD_LOGIC_VECTOR(14320451,32);
Coef2_T <= CONV_STD_LOGIC_VECTOR(12231481,32);
Coef3_T <= CONV_STD_LOGIC_VECTOR(10171230,32);
Coef4_T <= CONV_STD_LOGIC_VECTOR(8155864,32);
Coef5_T <= CONV_STD_LOGIC_VECTOR(6210646,32);
Coef6_T <= CONV_STD_LOGIC_VECTOR(4375058,32);
Coef7_T <= CONV_STD_LOGIC_VECTOR(2710806,32);
Coef8_T <= CONV_STD_LOGIC_VECTOR(1314327,32);
Coef9_T <= CONV_STD_LOGIC_VECTOR(336334,32);
Coef0_S <= CONV_STD_LOGIC_VECTOR(31081,32);
Coef1_S <= CONV_STD_LOGIC_VECTOR(-21459,32);
Coef2_S <= CONV_STD_LOGIC_VECTOR(-9448,32);
Coef3_S <= CONV_STD_LOGIC_VECTOR(-175,32);
Coef0_R <= CONV_STD_LOGIC_VECTOR(1435331493,32);
Coef1_R <= CONV_STD_LOGIC_VECTOR(-2147452567,32);
Coef2_R <= CONV_STD_LOGIC_VECTOR(788471183,32);
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Coef3_R <= CONV_STD_LOGIC_VECTOR(-96115,32);
-- Implementacao dos atrasos das amostras Bloco T (z-n)
process(clk)
begin
if clk’event and clk=’1’ then
Wt(9) <= Wt(8);
Wt(8) <= Wt(7);
Wt(7) <= Wt(6);
Wt(6) <= Wt(5);
Wt(5) <= Wt(4);
Wt(4) <= Wt(3);
Wt(3) <= Wt(2);
Wt(2) <= Wt(1);
Wt(1) <= In_W;
end if;
end process;
-- Implementacao dos atrasos das amostras Bloco R (z-n)
process(clk)
begin
if clk’event and clk=’1’ then
Rt(3) <= Rt(2);
Rt(2) <= Rt(1);
Rt(1) <= In_Y;
end if;
end process;
-- Implementacao dos atrasos das amostras Bloco S (z-n)
process(clk)
begin
if clk’event and clk=’1’ then
St(3) <= St(2);
St(2) <= St(1);
St(1) <= Out_U; -- z-1
end if;
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end process;
-- equacao saida bloco T
process(In_W,Wt,Coef0_T,Coef1_T,Coef2_T,Coef3_T,Coef4_T,
Coef5_T,Coef6_T,Coef7_T,Coef8_T,Coef9_T)
variable aux : STD_LOGIC_VECTOR(63 DOWNTO 0);
variable saida : STD_LOGIC_VECTOR(63 DOWNTO 0);
begin
aux := In_W * Coef0_T;
saida := aux;
aux := Wt(1) * Coef1_T;
saida := saida + aux;
aux := Wt(2) * Coef2_T;
saida := saida + aux;
aux := Wt(3) * Coef3_T;
saida := saida + aux;
aux := Wt(4) * Coef4_T;
saida := saida + aux;
aux := Wt(5) * Coef5_T;
saida := saida + aux;
aux := Wt(6) * Coef6_T;
saida := saida + aux;
aux := Wt(7) * Coef7_T;
saida := saida + aux;
aux := Wt(8) * Coef8_T;
saida := saida + aux;
aux := Wt(9) * Coef9_T;
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saida := saida + aux;
Out_T <= saida(62 DOWNTO 31) + saida(63);
end process;
-- equacao saida bloco R
process(In_Y,Rt,Coef0_R,Coef1_R,Coef2_R,Coef3_R)
variable aux : STD_LOGIC_VECTOR(63 DOWNTO 0);
variable saida : STD_LOGIC_VECTOR(63 DOWNTO 0);
begin
aux := In_Y * Coef0_R;
saida := aux;
aux := Rt(1) * Coef1_R;
saida := saida + aux;
aux := Rt(2) * Coef2_R;
saida := saida + aux;
aux := Rt(3) * Coef3_R;
saida := saida + aux;
Out_R <= saida(62 DOWNTO 31) + saida(63);
end process;
-- funcao Soma
In_S <= Out_T - Out_R;
-- equacao saida bloco U
process(In_S,St,Coef0_S,Coef1_S,Coef2_S,Coef3_S)
variable aux : STD_LOGIC_VECTOR(63 DOWNTO 0);
variable saida : STD_LOGIC_VECTOR(63 DOWNTO 0);
begin
aux := In_S * Coef0_S;
saida := aux;
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aux := St(1) * Coef1_S;
saida := saida + aux;
aux := St(2) * Coef2_S;
saida := saida + aux;
aux := St(3) * Coef3_S;
saida := saida + aux;
Out_U <= saida(62 DOWNTO 31) + saida(63);
end process;
END contr;
B.3 Leitura do Encoder
library ieee;
use ieee.std_logic_1164.all;
use ieee.std_logic_signed.all;
entity encoder is
port (
clk,enc_in_a,enc_in_b : in std_logic;
reg_vel : out std_logic_vector(31 downto 0)
);
end encoder;
architecture behave of encoder is
signal enccounter : std_logic_vector (31 downto 0) := x"40000000";
constant MAX_VALUE : std_logic_vector (31 downto 0) := x"40000432";
constant MIN_VALUE : std_logic_vector (31 downto 0) := x"C0000432";
begin
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count: process (enc_in_a)
begin
if enc_in_a’event and enc_in_a = ’1’ then
if enc_in_b = ’1’ then
enccounter <= enccounter - x"0947";
if enccounter < MIN_VALUE then
enccounter <= MIN_VALUE;
end if;
else
enccounter <= enccounter + x"0947";
if enccounter > MAX_VALUE then
enccounter <= MAX_VALUE;
end if;
end if;
end if;
end process;
output: process (clk)
begin
if clk’event and clk = ’1’ then
reg_vel<= enccounter;
end if;
end process;
end behave;
B.4 Driver de PWM
LIBRARY ieee;
USE ieee.std_logic_1164.all;
USE ieee.std_logic_signed.all;
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USE ieee.std_logic_arith.all;
ENTITY pwmDriver IS
PORT(
clk : IN STD_LOGIC;
In_S : IN STD_LOGIC_VECTOR(31 DOWNTO 0);
pwm : OUT STD_LOGIC_VECTOR(31 DOWNTO 0);
dir0 : OUT STD_LOGIC;
dir1 : OUT STD_LOGIC
);
END pwmDriver;
ARCHITECTURE conv OF pwmDriver IS
BEGIN
process(clk, In_S)
begin
if In_S(31) = ’1’ then
pwm <= not(In_S) + ’1’;
dir0 <= ’1’;
dir1 <= ’0’;
else
pwm <= In_S;
dir0 <= ’0’;
dir1 <= ’1’;
end if;
end process;
END conv;
B.5 Gerac¸a˜o do PWM
library ieee;
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use ieee.std_logic_1164.all;
use ieee.std_logic_signed.all;
entity pwm is
port (
clk,clr_n : in std_logic;
duty : in std_logic_vector (31 downto 0);
pwm_out : out std_logic);
end pwm;
architecture behave of pwm is
signal counter : std_logic_vector (15 downto 0);
signal pwm_on : std_logic;
begin
divider: process (clk, clr_n)
begin
if clr_n = ’0’ then
counter <= (others => ’0’);
elsif clk’event and clk = ’1’ then
counter <= counter + ’1’;
if counter >= x"0160" then
counter <= (others => ’0’);
end if;
end if;
end process;
duty_cyle: process (clk, clr_n)
begin
if clr_n = ’0’ then
pwm_on <= ’1’;
elsif clk’event and clk = ’1’ then
if counter >= duty(15 downto 0) then
pwm_on <= ’0’;
elsif counter = x"0000" then
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pwm_on <= ’1’;
else
pwm_on <= pwm_on;
end if;
end if;
pwm_out <= pwm_on;
end process;
end behave;
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ANEXO C – Vı´deos
•Funcionamento do dispositivo cartesiano CNC utilizando controlador por alocac¸a˜o de
po´los
http://www.youtube.com/watch?v=dxRZG_1Ud1o
•Funcionamento do dispositivo cartesiano CNC utilizando controlador preditivo
http://www.youtube.com/watch?v=19XQNe4v0DY
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