Question: Is a machine learning algorithm capable of accurate severe sepsis prediction, and does its clinical implementation improve patient mortality rates, hospital length of stay, and 30-day readmission rates?
STRENGTHS AND LIMITATIONS OF THIS STUDY
• A retrospective study of machine learning severe sepsis prediction from a dataset with 510,497 patient encounters demonstrates high accuracy up to 48 hours prior to onset. • A multicenter clinical study of real-world data using this machine learning algorithm for severe sepsis alerts achieved reductions of in-hospital mortality, length of stay, and 30-day readmissions. • The required presence of an ICD-9 code to classify a patient as severely septic in our retrospective analysis potentially limits our ability to accurately classify all patients.
• Only adults in US hospitals were included in this study.
• For the real-world section of the study, we cannot eliminate the possibility that implementation of a sepsis algorithm raised general awareness of sepsis within a hospital, which may lead to higher recognition of septic patients, independent of algorithm performance.
INTRODUCTION
Severe sepsis and septic shock are a dysregulated response to infection, and they are among the leading causes of death in the United States. Approximately 750,000 patients are diagnosed with severe sepsis annually, with a high associated mortality [1] [2] . The cost of treating sepsis is estimated to be $16.7 billion per year, making sepsis one of the most expensive conditions to diagnose and treat [2, .
Despite this, sepsis is difficult to detect and predict. New definitions intended to improve the clinical recognition of sepsis have recently been proposed [3] [4] 5] . The previous use of screening based on Systemic Inflammatory Response Syndrome (SIRS) criteria was found to be nonspecific [76] . Multiple studies have shown that accurate early diagnosis and treatment, including sepsis bundle compliance, can reduce the risk of adverse patient outcome from severe sepsis and septic shock [8, [7] [8] [9] . Therefore, earlier detection and more accurate recognition of patients at high risk of developing severe sepsis or septic shock provide a valuable window for effective sepsis treatments.
In this study, we evaluated the performance of our machine learning algorithm (MLA) for sepsis prediction and detection. The MLA determines risk of sepsis using data from patient Electronic Health Records. We evaluated the performance metrics of the algorithm including Area Under the Receiver Operating Curve (AUROC), sensitivity, and specificity, using both retrospective patient data from 461 hospitals and real world data from nine diverse clinical settings. In our retrospective study, we compared AUROC values of the MLA to AUROC values obtained by other standard scoring systems . In our clinical outcomes analysis, we collected real-world patient data from nine hospitals using the MLA and evaluated the effect of the algorithm on in-hospital patient mortality, hospital length of stay, and 30-day readmissions. The MLA evolved over time, as more data became available to train it. Thus, the real-world data was not based a single static algorithm, but rather a single algorithmic design. The latest state of the MLA was characterized in the retrospective analysis. Previous states of the algorithm have been studied retrospectively and prospectively [10] [11] [12] [13] [14] [15] [16] ; however, this study was performed on significantly larger and more diverse datasets.
METHODS

Dataset
The Dascena Analysis Dataset (DAD) and the Cabell Huntington Hospital Dataset (CHHD) were used for all experiments for retrospective algorithm validation. The DAD is comprised of 489,850 randomly-selected inpatient and emergency department encounters obtained from de-identified EHR records at 461 total academic and community hospitals across the continental United States ( Supplementary Table 1 All patient information was de-identified prior to analysis in compliance with the Health Insurance Portability and Accountability Act (HIPAA). Data collection for all datasets was passive and did not impact patient safety. Approval for this study was exempted by the Institutional Review Board (IRB) at Pearl Pathways.
Patient measurements and inclusion criteria
In both our retrospective and clinical outcomes analyses, we analyzed only adult EHR records (ages 18 and over) from inpatient (including critical care) wards and emergency departments. All genders and ethnicities were included.
For inclusion in the retrospective analysis, patient records must have contained at least one documented measurement of five out of six vital sign measurements including heart rate, respiration rate, temperature, diastolic and systolic blood pressure, and SpO 2 . We also required at least one recorded observation of each measurement required to calculate the SOFA score, including Glasgow Coma Scale, PaO 2 /FiO 2 , bilirubin level, platelet counts, creatinine level, and mean arterial blood pressure or administration of vasopressors (see Calculating Comparators below). All patients who presented with sepsis on admission were excluded. These criteria resulted in the inclusion of 270,438 patients from the DAD (See Supplementary Table 3 ). Patients were divided into subgroups based on hospital length of stay in order to assess MLA performance at each predetermined prediction time. Patients were included in analysis only if their length of stay exceeded the tested prediction time. This resulted in decreasing subgroup size as prediction time was increased. For each prediction time, patients who became severely septic within two hours of the prediction window were excluded. This ensured the presence of adequate data with which to train and test the algorithm for each prediction task. For any patient with a stay exceeding 2,000 hours, the last 2,000 hours of hospital data were used for the study, in order to limit the size of data analysis matrices.
For the clinical outcomes analysis, patient stays that met two or more Systemic Inflammatory Response Syndrome (SIRS) criteria at any point during their stay were considered "sepsis-related" and included. This resulted in the inclusion of 17,758 patient encounters for analysis.
Data Fields
In this study, demographic, admission and discharge times, vital sign, laboratory, and drug administration data were abstracted, for each visit of a given patient, from the applicable dataset for each of retrospective and clinical outcomes analyses. Not all fields were available at all facilities. Details on which data fields were abstracted are included in Supplementary Table 4 .
Binning and Imputation
For retrospective analysis, vital sign and laboratory measurements were binned by the hour for each included patient, beginning at the time of the patient's first recorded measurement and ending with the last whole hour of available data observed before the patient's final measurement. Predictions for the MLA were made using only systolic blood pressure, diastolic blood pressure, heart rate, temperature, respiratory rate and SpO 2 measurements. If one of the required measurements was not recorded for a given hour, the missing measurement was filled with the most recently recorded previous measurement of that type (i.e. carry-forward imputation). If multiple measurements of a single type were recorded within a given hour, these measurements were averaged to produce a single value for the hour, thus minimizing information fed to the classifier regarding sampling frequency. All data processing was done using Python software [17] .
Gold Standard
For retrospective analysis, we defined our severe sepsis gold standard as "organ dysfunction caused by sepsis," with sepsis defined as "the presence of two or more SIRS criteria paired with a suspicion of infection" [3] . To positively identify cases of severe sepsis, we conservatively required the presence of an International Classification of Diseases (ICD) 9 code 995.9x. We defined onset time as the first time at which two SIRS criteria and at least one organ dysfunction criteria (Supplementary Table 5 ) were met within the same hour.
Calculating Comparators
In the retrospective analysis, we fixed sepsis identification score thresholds of 2, 2, and 1 for MEWS, SOFA, and SIRS criteria, respectively. In other words, a MEWS score ≥ 2 indicates a patient would be categorized by MEWS as septic; all such comparators were calculated for sepsis detection at the time of onset assigned by the gold standard. Because the MLA can obtain a range of sensitivities and specificities, to report the MLA sensitivity and specificity we selected a fixed point on the Receiver Operating Characteristic (ROC) curve with sensitivity near 0.80 . This facilitated table-based comparisons of specificity while holding sensitivity relatively constant.
We compared performance of the MLA and rules-based systems using the area under the receiver operating characteristic (AUROC) curve.
The Machine Learning Algorithm
We constructed our classifier using gradient boosted trees, implemented in Python (Python Software Foundation, https://www.python.org/), with the XGBoost package [18] . Predictions were generated from the binned values for the vital signs of systolic blood pressure, diastolic blood pressure, heart rate, temperature, respiratory rate and SpO 2 at prediction time, one hour before prediction time, and two hours before prediction time, as well as the hourly differences between each of these measurements. These values were concatenated into a feature vector with fifteen elements. The gradient boosted trees approach builds an ensemble of decision trees. The ensemble then makes a prediction based on an aggregate of these scores.
Tree branching was determined by discretizing vital sign measurements into two categories, and patient risk scores were determined by their final categorization in each tree. We limited tree branching to six levels, included no more than 1000 trees in the final ensemble, and set the XGBoost learning rate to 0.1. These hyperparameters were chosen to align with previous work and justified in the context of the present data with a coarse grid search [10] .
Study Design
For retrospective analysis, model performance was validated using ten-fold cross validation. To perform ten-fold cross validation, we first randomly shuffled the DAD dataset and divided it into two portions: 80% of the dataset was used as a training set, and 20% of the dataset was withheld as an independent testing set. We then further divided the training set into tenths, training the algorithm on nine of these tenths and assessing its performance on the remaining tenth. We repeated this process ten times, using each possible combination of training and testing folds. We then assessed each of the resulting ten models on the independent testing set. Reported performance metrics on the testing set are the average performance of each of these ten models on the testing set. The reported threshold score, the MLA score at which a patient was deemed to be positive for severe sepsis, was taken from the best performing model from each ten-fold cross validation, with performance measured by AUROC value.
For clinical outcomes analysis, we collected data from nine hospitals that implemented the MLA for sepsis prediction and detection .
We then evaluated that data to determine the effect the algorithm had on patient outcomes of in-hospital mortality, hospital length of stay, and 30-day readmission. Providers at the hospitals using the MLA received telephonic alerts if the MLA score was above a threshold set by the hospital.
Patients were considered to be "sepsis-related" and included for analysis if they met two or more SIRS criteria at any point during their stay in units where the MLA was used and were over the age of 18. We classified patients in this manner due to the predictive nature of the MLA. Because the algorithm is designed to identify patients likely to develop sepsis, including only those patients who met the 2001 consensus severe sepsis or septic shock definition criteria or the more recent Sepsis-3 criteria may have excluded patients who would have developed sepsis had they not been identified and treated early. The SIRS criteria, while non-specific, are associated with early sepsis diagnostic criteria, and their use in this study ensured that those patients most at risk for sepsis were included in our final analysis.
Telephonic notification volumes differed from month to month during the trial period. Months with uncharacteristically low volumes (fewer than 5) were excluded from analysis. Three sites in the study were affected by the exclusion of certain months from analysis. Alert volumes varied as site-specific customization was performed through PDSA (plan-do-study-act) cycles for thresholding and rules-based suppression to optimize the algorithm for the best fit into a given care setting. When data from the period preceding implementation of the MLA was not available the baseline period used was the month immediately following implementation. This was the case for five out of the nine hospitals. The analysis was repeated using three of the nine hospitals which had at least one month of baseline data preceding MLA implementation, and the outcomes were similar. Not all three patient metrics were measured at all sites. Length of stay was measured at all sites, in-hospital mortality was measured at six out of nine of the sites, and readmission was measured at five out of nine sites. If admission and discharge time stamps were unavailable, length of stay and readmission were determined by defining new visits when vital sign measurements for a given patient were observed to be greater than 120 hours apart.
Statistical Tests
Two-sample t -tests were used to determine if there was a statistically significant difference in means between the baseline and MLA periods for sepsis-related LOS. We used the two-proportion risk difference z -test to determine if there was a statistically significant decrease of the in-hospital mortality or the 30-day readmission rate with the use of the MLA. All tests were two-tailed with an alpha level of 0.05, and were performed using Python.
RESULTS
The MLA demonstrated a higher severe sepsis detection AUROC (0.91; 95% confidence interval (CI) 0.900, 0.920) than MEWS (0.71; P <.001), SOFA (0.74; P <.001), and SIRS (0.62; P <.001) ( Figure 1 ). Detailed performance metrics for all scoring systems at the time of severe sepsis onset are presented in Table 2 .
Additionally, the MLA maintained a superior AUROC for all prediction windows as compared to all onset-time rules-based scoring systems; at 48 hours prior to severe sepsis onset, the MLA demonstrated an AUROC value of 0.77 (Figure 1 ). Detailed performance metrics for the MLA at all prediction windows are presented in Supplementary Table 6 .
We ranked feature importance for severe sepsis detection and prediction using the MLA using average entropy gain for each feature. Feature importance varied significantly by prediction window (Supplementary Figure 1) .
Providers at the hospitals using the MLA received telephonic alerts if the MLA score was above a threshold set by the hospital. The outcomes after MLA implementation were a 39.50% reduction of in-hospital mortality, a 32.27% reduction of length of stay, and a 22.74% reduction in 30-day readmission ( Table 4 ). The analysis was repeated for a subset of three hospitals with at least one month of baseline (pre-MLA implementation) data, with a total of 52,487 patients. This resulted in 3,951 patients in the baseline period (971 included as sepsis-related, see above), and 48,536 patients (10,646 included as sepsis-related) in the MLA analysis period. The outcomes for this patient subset were a 42.50% reduction of in-hospital mortality and a 23.82% reduction in length of stay.
DISCUSSION
The machine learning algorithm more accurately detected hospital acquired severe sepsis onset than the commonly used rules-based disease severity scoring systems MEWS, SOFA, and SIRS. Up to 48 hours before onset, the MLA maintained high AUROC values and demonstrated higher sensitivity and specificity than commonly used rules-based systems applied at the time of onset. The accuracy of the MLA, paired with the minimal patient data required for predictions, suggests that this system may improve severe sepsis detection and patient outcomes over the use of a rules-based system. The high specificity of the MLA may help to reduce alarm fatigue, a known patient safety hazard [20] .
In this study, the algorithm was tested on a large and diverse retrospective dataset containing inpatient and emergency department patient data from 461 teaching and non-teaching hospitals in the US. This dataset includes patient data from intensive care unit and floor wards, representing a variety of data collection frequencies and care provision levels. Sepsis manifestation can vary depending on factors such as patient race and comorbidities [21] ; it is therefore important that sepsis detection methods be validated across a diverse population in order to ensure accurate discrimination for all patients. The high performance of the MLA on this dataset indicates that this algorithm may be able to improve patient outcomes in a variety of clinical settings. In addition to strong performance on a hold-out test set, consistent performance on an external validation set reduces chances that the reported results are caused by over fit.
In the clinical outcomes analysis, the MLA was associated with reductions of in-hospital mortality, hospital length-of-stay and 30-day hospital readmissions. The demonstrated reduction in average length of stay provides a potential financial impact for the hospitals where MLA was implemented. The average length of stay reduction was found to be 1.56 days. At an average per diem cost of care of $2,271, the reduction of length of stay translates to approximately $14.5 million of annual cost savings across all nine hospitals included in this analysis. These findings on post-marketing real-world data confirm pre-marketing randomized clinical trial results [11] . The MLA system used in both analyses demonstrated higher sensitivity and specificity than comparable rule-based systems (MEWS, SOFA, and SIRS), and accuracy of the MLA suggests that this system may improve severe sepsis detection and patient outcomes over the use of comparators. It is worth noting that the standard deviation for the external validation dataset -which quantifies variability in patient populations [22] -becomes larger at longer look-ahead times. This indicates increased variation in the performance of the algorithm at longer look-ahead times in the external validation set.
Previous research has shown that early detection and treatment of sepsis can improve patient outcomes [8, 9, 23] . The long prediction times provided by this algorithm may encourage early recognition of patients trending toward severe sepsis, and therefore improve sepsis related outcomes.
Limitations
While the retrospective analysis incorporated data from a large number of institutions (nearly 10% of US hospitals), we cannot claim generalizability to additional specific settings or populations on the basis of this study. Generalizability of the retrospective results is also limited by our inclusion criteria requiring that all patients manifesting severe sepsis within two hours of each prediction window be excluded from the analysis.
The required presence of an ICD-9 code to classify a patient as severely septic in our retrospective analysis potentially limits our ability to accurately classify all patients in the dataset [24] . However, past research has shown ICD-9 coding to be a reasonable means of retrospectively detecting patients with severe sepsis [25, 26] . Further, our gold standard criteria may also limit the accuracy of our severe sepsis onset time analysis, as the time a condition was recorded in the patient chart may not represent the time the condition actually manifested.
In the retrospective analysis, we treated severe sepsis detection and prediction as a classification task. While a time-to-event modeling approach would have also been possible, classification methods are significantly more common in the literature [19, [27] [28] [29] [30] . By using the same modelling approach, the present study can be readily compared with existing work on sepsis detection models using standard metrics such as AUROC and specificity.
Our real-world data analysis has several limitations. First, clinician and team responses to patients at possible risk for sepsis vary by hospital. Second, only adults in US hospitals were included in the study. While nine diverse hospitals were included in the analysis, these hospitals may not be representative of all US hospitals. Third, baseline data were not available for all hospitals and the first month of MLA data was used as an approximation in these cases. This may lead to an underestimation of the effect of the MLA at these sites. Additionally, data was not available from all hospitals for all months and outcome measurements. However, the analysis was repeated on a subset of three hospitals with at least one month of baseline pre-MLA implementation data and outcomes were similar. Fourth, the study did not follow patient mortality after hospital discharge. Fifth, we cannot eliminate the possibility that implementation of a sepsis algorithm raised general awareness of sepsis within a hospital, which may lead to higher recognition of septic patients, independent of algorithm performance.
CONCLUSION
This study validates a machine learning algorithm for severe sepsis detection and prediction against a diverse retrospective dataset containing patient data from 461 US hospitals. The algorithm is capable of predicting severe sepsis onset up to 48 hours in advance of onset using only six frequently collected patient measurements, and demonstrates higher sensitivity and specificity than commonly used sepsis detection methods such as MEWS, SOFA and SIRS.
In a clinical outcomes analysis of the algorithm across nine hospitals, use of the MLA was associated with a 39.5% reduction of in-hospital mortality, a 32.3% reduction in hospital length of stay, and a 22.7% reduction in 30-day readmissions. These results support that the implementation of an accurate machine learning algorithm for early sepsis recognition may lead to improved patient outcomes. 
