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Abstract. Developments in data streams, coupled with the growth in mobile and 
pervasive devices, have led to the emergence of Ubiquitous Data Mining (UDM). 
UDM aims to perform data stream mining in a ubiquitous environment with resource-
constrained and/or mobile devices. Over the past few years, stream mining techniques 
have attracted the attention of the data mining community. However these techniques 
have not addressed the problems imposed by applying the mining technique in a 
ubiquitous environment. Algorithm Output Granularity (AOG) has been proposed as a 
generic approach to enable resource-awareness in data stream mining through 
adaptation. AOG has been applied to lightweight mining techniques and proved its 
efficiency. Due to the generality of the approach, we propose to apply AOG to an 
efficient stream clustering technique:  Very Fast K-Means (VFKM). It is an extension 
of K-Means for data stream clustering. VFKM is able to deal with continuous data 
rather than a static dataset. In this paper, we propose and develop a resource-aware 
version of Very Fast K-Means to enable its operation for UDM applications. Our 
model for Resource-Aware Very Fast K-Means (RA-VFKM) is able to adapt to 
variations in memory availability on mobile devices. We have experimentally 
demonstrated that such an adaptation enables our RA-VFKM to converge and provide 
results in situations (such as critically low available memory) where VFKM tends to 
result in an execution failure. 
1. Introduction 
 
The customary focus in data mining has always been to develop new techniques to mine 
data stored in databases. However with technology growing in leaps and bounds, a 
number of applications in the realm of telecommunications, networking and the 
applications using sensors for monitoring are generating continuous flow of data known 
as data streams [1]. A data stream is characterised by a continuous sequence of data items 
arriving in a high data rate [4]. Hence, with an aim to cater for these data streams, a 
number of mining techniques are being developed for data streams and have led to 
research in data stream mining techniques [3]. 
Ubiquitous data stream mining (UDM) facilitates the execution of these data stream 
mining techniques in a ubiquitous environment. The proliferation of handheld devices, 
mobile phones, wearable computers and tablets [6] has enabled the growth of UDM 
techniques.  
However, execution of applications on the said mobile devices has to cope with 
challenges faced in the form of constrained resources including memory, battery and CPU 
 processing capabilities [3]. Since these devices have limited amount of the available 
resources, techniques designed for execution on these resource constrained devices will 
have to be proficient enough to adjust and adapt depending on the resource availability. 
Hence extension of data stream mining techniques to a ubiquitous environment would 
require these techniques to be tailored to cope with the issues encountered in a resource 
constrained environment [3].  
Algorithm Output Granularity (AOG) is a unique approach for mining data streams 
developed by Gaber et al. [5]. AOG enables data stream mining techniques to be resource-
aware and vary its operation according to available resources. AOG is generic and has 
been applied by Gaber et al. [4] to lightweight mining techniques. The generality of the 
approach has stimulated us to apply it to an efficient data clustering technique developed 
by Domingos et al. [2] to prove its efficiency to enable resource-awareness to other stream 
mining techniques.     
Very Fast K-Means (VFKM) [2] is a clustering algorithm for data streams developed as a 
faster version of K-Means [7], to mine large quantities of continuous rapid streaming 
information. Our objective is to extend VFKM to a ubiquitous environment for execution 
on resource constrained devices.  
In this paper, we propose a novel approach to apply these concepts of resource-awareness 
and adaptation to VFKM using AOG. The significance of this work is that it enables 
VFKM to operate in ubiquitous environments.   
The paper is organized as follows. Section 2 provides an overview of AOG. In section 3, 
we review VFKM and propose our resource-aware VFKM in Section 4. Section 5 
presents the implementation and evaluation of resource-aware VFKM. Finally we 
conclude the paper and outline future research directions in section 6.  
2. AOG: An Overview 
 
Algorithm output granularity is a generic, resource-aware mining data stream approach 
that focuses on adapting the algorithm’s performance according to the data rate and 
available memory. AOG consists of three phases as shown in Figure 1 [5]: 
 
Figure 1 AOG Process 
  
Having introduced AOG as a generic approach for enabling resource-awareness in data 
stream mining, VFKM is discussed in the following section as a generic data stream 
clustering that can benefit from the generality of AOG to enable resource-awareness in the 
mining process for ubiquitous applications. 
3.    VFKM 
 
VFKM consists of a number of runs and each run contains a number of iterations. The 
number of iterations in a particular run may differ from the iterations in other runs. While 
KMeans uses all the data items in each of its iterations, VFKM uses only a calculated 
number of all the available data items. Let us assume that a database containing a large 
number of data items is to be mined using K-Means. Here, K-Means would tend to use all 
the available data items in each of its iterations. This makes K-Means inappropriate for 
use with data streams and highly time consuming. To overcome this, VFKM uses only a 
particular number of data items in each step i, to make the execution faster. This model 
enables VFKM with data streams as all the data is not available at the same time and the 
data arrives continuously in bursts and persistent storage of all data is not realistic or 
practical. VFKM observes an error εi, with a probability δi in the results obtained by 
mining the limited number of data items at the end of each step i, as compared to the 
results that would have obtained by mining all the data items with K-Means in the same 
step. Given ε* and δ* which are the user defined allowable error and probability values, 
the goal of VFKM is to “learn in minimum time a clustering whose loss relative to infinite 
data is at most ε* with probability of at least 1-δ* [2]. Thus VFKM aims to find the cluster 
centroids and mine data until the termination, when εi< ε* and δi < δ*.  
The number of examples used in a particular run of K-Means is always greater than the 
number of examples used in the previous run. The advantage with VFKM is that VFKM’s 
total running time is established as being less than that of K-Means.  
Having discussed the two main components that form our model of RA-VFKM: AOG and 
VFKM, the details of our proposed approach is given in the following section followed by 
experimental evaluation. 
4. Resource-aware VFKM 
 
In the previous section, we reviewed VFKM and how it expedites the mining for data 
streams and large data sets. It is this property of VFKM that makes it a suitable candidate 
for UDM. In this paper, we aim to develop a resource aware extension to VFKM to enable 
its functioning for ubiquitous data stream mining. Resource-aware VFKM implies making 
the VFKM adapt to available resources.  
As discussed earlier, mobile devices impose a number of constraints including memory, 
battery and CPU utilization. The impact of memory is significant in the processing of 
 learning algorithms which have substantial memory requirement in order to provide 
effective results in a resource constrained environment. A decrease in memory could 
affect the rate at which processing is carried out. Given the limited amount of memory in 
mobile devices, memory consumption is one of the major challenges to the execution of 
VFKM algorithm on incoming data streams. Hence using the AOG approach we propose 
to adapt the VFKM algorithm when the available free memory decreases or enters a 
critical stage. In the VFKM algorithm as the number of runs advance, the number of 
examples which are to be mined increases and this in turn necessitates additional 
processing and additional memory. Consequently, decrease in memory can potentially 
lead to an execution failure. Since the aim of our resource aware VFKM is to converge 
within the allowable error ε∗ and probability δ∗, we propose to increase the value of ε∗ and 
δ∗ by a certain calculated factor, whenever the available free memory reaches a critical 
stage. Increasing the values of ε∗ and δ∗ means progressing more in the direction of 
satisfying ε<ε∗ or δ<δ∗ thus eventually leading to convergence of VFKM with an 
increased value of ε* or δ* than what was initially assigned. In doing so, we compromise 
on the accuracy by increasing the value of the allowable error. However, at the same time 
the algorithm converges faster when the available free memory reaches critical stage thus 
preventing the algorithm from total execution failure. Thus while, our strategy for 
increasing error and probability values compromises on the accuracy of the final results 
we enable convergence and avoid total execution failure in such critical situations. We 
now formalize resource-aware VFKM algorithm. 
 
Stage 1: Initializations 
In addition to the parameters introduced in VFKM as shown in table 1, we introduce the 
following parameters in resource-aware VFKM. The values of these parameters remain 
constant throughout the execution of the resource-aware VFKM. Table 2 shows these 
symbols. 
Table 1 VFKM Symbols 
Symbol Meaning 
k Number of desired clusters 
d No of attributes 
γ Threshold value for a run to terminate 
Rd Range for dth co-ordinate 
m Number of iterations for a run 
ε* The value of the relative loss of mining the infinite 
data with VFKM instead of K-Means set before the 
algorithm execution. 
δ* The value of probability for the allowable error to be 
ε* set before the algorithm execution. 
εi Error value calculated at the end of run i. 
δi Probability value calculated at the end of run i. 
 
 
 Table 2 RA-VFKM Additional Symbols 
Symbol Meaning 
ε∗∗ Maximum allowable error limit 
δ∗∗ Maximum allowable probability 
memory_available The value of available free memory below which 
algorithm granularity is applied 
 
Stage 2: Execution of VFKM 
Once the initial parameters are set, the next step is the execution of VFKM on the 
incoming data stream. The execution steps of VFKM are as specified in section 3.2. 
However in resource aware VFKM, during every run, before checking the termination 
condition (εi < ε*or δi < δ*) of VFKM, we check the available resources i.e. the memory in 
this case. Then depending on whether the available free memory is less than the 
memory_available, the values of ε* and δ*are modified as given in stage 3.  
 
Stage 3: Resource-Aware Adaptation in VFKM 
Before checking the termination condition of VFKM if the available free memory is found 
to be less than memory_available, we then increase the value of ε* and δ* as 
ε* = ε* + (memory used/total memory) X (ε** - ε*). 
δ* = δ* + (memory used/total memory) X (δ** - δ*)       
This means that every time the available free memory goes into a critical stage the values 
of ε* and δ* (to check the termination condition of VFKM), would be increased by product 
of ratio of the memory used to the total memory of the device and the difference between 
the values of maximum allowable error and probability and the values of error and 
probability set before the execution of resource-aware VFKM. Thus every time memory 
becomes critical, the values of ε* and δ* would be increased (with respect to the values of 
ε* and δ* entered before the execution of resource-aware VFKM) so that there would be a 
greater chance of satisfying either εi < ε* or δi < δ* (εi and δi are the values of error and 
probability calculated at the end of run i), and the algorithm terminating after the run i, as 
compared to the normal VFKM.   
The values of ε* and δ* set before the execution of the algorithm and the maximum 
permissible values ε** and δ** remain constant during the execution of the resource aware 
VFKM thus making the difference ε** - ε* and δ** - δ* constant throughout the entire 
course of the resource-aware VFKM. 
Now, in the event of the available free memory becoming 0, i.e. memory used becomes 
equal to the total memory, the above equations will be transformed as follows: 
ε* = ε* + (1) X (ε** - ε*), and δ* = δ* + (1) X (δ** - δ*)       
i.e. ε* = ε** and δ* = δ**  
This leads to the conclusion that under the extreme condition of all the available free 
memory being used up, the values of ε* and δ* would be equal to ε** and δ** respectively 
which is their maximum permissible limits and thus would never be greater than these 
 permissible limits. After this stage, we go on to check the validity condition of whether εi 
< ε*or δi < δ* to determine whether or not to carry out another run. 
 
Stage 4: Result Declaration 
The algorithm terminates at the end of a particular run i, for which either the error 
calculated (εi) is less than the permissible error (ε*) or the probability calculated (δi) is less 
than the permissible probability (δ*). The centroid values of the clusters are displayed at 
the end on the termination of VFKM.  
In this section, we have modified the VFKM algorithm to make it applicable in resource 
constrained devices. We include upper limits for permissible error and probability and 
increase the error and probability with respect to these upper limits whenever the resource 
constrained device gets deficient in memory. While increasing the error and probability 
values, we take the memory utilized into consideration. In other words, each time the 
available free memory in a mobile device enters a critical stage, these values are increased 
by a rate which depends on the amount of memory utilized. 
Having presented our model for resource-aware VFKM, the following section presents 
experimental validation of our resource-aware adaptation to VFKM to establish its ability 
to demonstrate continued operation and convergence of the algorithm in a ubiquitous 
environment. 
5. Experimental Evaluation 
 
We conduct experimental evaluations that compare VFKM and resource-aware VFKM to 
establish the following: 
1. Determine the convergence of resource-aware VFKM and VFKM when faced 
with critically low available memory. 
2. Determine and study the difference in the cluster centroid results obtained by 
executing resource-aware VFKM against those obtained by VFKM. This allows 
us to establish the difference in accuracy between results obtained through 
resource-aware VFKM in comparison to VFKM. 
We implemented VFKM on the Jeode platform which is Insignia’s implementation of 
Personal Java 1.2. We then added the resource-aware functionality to VFKM for 
implementing resource-aware VFKM. We executed both VFKM and resource-aware 
VFKM on iPAQ H3970 with 64 MB memory, running Microsoft Windows CE. To 
facilitate the comparison between VFKM and our resource-aware model, we simulated 
data streams using a random number generator with uniform distribution and stored it so 
that both the programs run on the data items having the same values.  
In the experiments given below, the free memory is the available free program memory in 
the iPAQ. To find out the number of examples to be used for the iterations in a subsequent 
run, we set the value of ε∗ to the minimum of { ε, γ/10} to have a tighter bound.  
We illustrate the experiments conducted to study the suitability of resource-aware VFKM 
in a ubiquitous environment.  The aim of this experiment is to determine the convergence 
 timings of resource-aware VFKM as against VFKM on the iPAQ. VFKM and resource-
aware VFKM were executed with the same amount of free program memory to start with 
and as explained previously, on data streams generated with the same characteristics in 
terms of dimensionality and range of data items values. 
On execution in the iPAQ, we noticed that VFKM continued executing, completing one 
run after another with each run having a number of iterations. However, when the 
available free memory became critically low, VFKM still continued execution without 
making any adjustments for the decreasing memory. Effectively, after some time of 
continued execution with low memory, VFKM ultimately crashed due to insufficient free 
memory available in the iPAQ for execution. We noted the time for which VFKM 
executed on the iPAQ, in this experiment.  
On the other hand, execution of resource-aware VFKM started similar to VFKM in the 
iPAQ with a series of runs. But, when the available free memory decreased, resource-
aware VFKM applied the AOG to adjust as per the available memory. It increased the 
values of error (ε∗) and probability (δ∗), depending on the available memory eventually 
making the resource-aware VFKM to converge. Thus, our resource-aware approach 
executed a lesser number of runs as compared to VFKM, allowing VFKM to converge 
earlier when the memory became critical rather than continuing with the execution. 
Figure 2 shows resource-aware VFKM converging due to the application of algorithm 
granularity in the iPAQ. 
 
 
Figure 2 Snapshot of resource-aware VFKM converging on application of AOG 
 
We conducted these experiments observing convergence between VFKM and resource-
aware VFKM for eight cases, noting the time taken by both the techniques to end 
execution. We noticed that while resource-aware VFKM converged, the traditional 
 VFKM reached execution failure in all 8 times. Hence, for VFKM we noted the time for 
which it executed in the iPAQ before its execution failed. Table 3 lists the results obtained 
in each of the cases.  
Table 3 Comparing Time Taken by Resource-aware VFKM and VFKM to End 
Execution  
No Free 
Program 
Memory 
( in MB) 
in the 
iPAQ 
Threshold value of 
program memory at 
which the AOG is 
applied 
(memory_value in 
MB) 
Number of 
iterations 
assumed for 
the first run 
(m) 
No of 
desired 
clusters 
(k) 
No of 
attributes 
(d) 
VFKM 
execution 
failure 
(in 
minutes) 
Time taken 
by resource-
aware 
VFKM to 
converge and 
provide 
result 
(in minutes) 
1 10.13 0.3 5 6 10 86 70 
2 4.42 0.8 5 3 2 33 10 
3 3.6 0.8 2 3 2 25 8 
4 3.2 0.5 2 5 2 98 91 
5 3.8 0.5 3 5 2 80 65 
6 8 0.4 5 5 10 100 75 
7 5.58 0.3 5 2 4 130 110 
8 4.86 0.8 5 4 4 125 100 
 
From table 3, it is evident that VFKM executes for a longer duration as compared to that 
of resource-aware VFKM. In each of the above cases, VFKM leads to an execution failure 
in the iPAQ due to insufficient memory whereas, the tendency to adapt with the 
decreasing memory makes resource-aware VFKM converge faster preventing it from an 
execution failure.  
As outlined in the previous experiment, resource-aware VFKM reduces the execution 
time and also increases the allowable error in order to enable convergence. Therefore the 
aim of this experiment is to evaluate the loss in accuracy of resource-aware VFKM when 
compared to VFKM. We measure this difference in accuracy in terms of the Euclidean 
distance between the centroids of the clusters obtained by the 2 algorithms. 
VFKM and resource-aware VFKM were executed with the same amount of free program 
memory to start with and in this case the generated data streams were stored and fed to 
both the algorithms to ensure that the exact same data values were provided to both in the 
same sequence. In this experiment, the difference between the cluster centroid results 
obtained by resource-aware VFKM and traditional VFKM are analyzed.  
If the VFKM leads to an execution failure, we take into consideration the centroid results 
obtained in the run completed just before the failure, or else we consider the results 
obtained on convergence of VFKM.  
We conducted seven separate experimental runs. Table 4 gives the accuracy difference i.e. 
the Euclidian distance between the centroids in resource-aware VFKM and those of 
VFKM. In other words, it estimates the inaccuracy in the results obtained by resource-
aware VFKM compared to those which would have been obtained by VFKM.   
  
Table 4 Comparing Centroid Values of Resource-aware VFKM with VFKM 
No Free 
Program 
Memory 
( in MB) in 
the iPAQ 
Threshold value of 
program memory at 
which the AOG is 
applied 
(memory_value in 
MB) 
Number of 
iterations 
assumed for 
the first run 
(m) 
No of 
desired 
clusters 
(k) 
No of 
attribute 
(d) 
Euclidian distance 
between a centroid 
obtained by VFKM 
and that obtained by 
resource-aware 
VFKM 
1 4.42 0.8 5 3 2 |c1|=0.043 
|c2|=0.048 
|c3|=0.055 
2 3.6 0.8 2 3 2 |c1|=0.006 
|c2|=0.035 
|c3|=0.022 
3 6 0.6 5 2 4 |c1|=0.033 
|c2|=0.028 
4 5.58 0.3 5 2 4 |c1|=0.036 
|c2|=0.023 
5 4.86 0.8 5 4 4 |c1|=0.033 
    |c2|=0.03 
|c3|=0.018 
|c4|=0.028 
6 5 0.5 2 4 4 |c1|=0.029 
|c2|=0.038 
|c3|=0.027 
        |c4|=0.04 
7 3.2 0.5 2 5 2          |c1|=0.03 
 |c2|=0.002 
 |c3|=0.015 
 |c4|=0.024 
 |c5|=0.035 
 
Consider example 1 in the Table 4. Here the number of clusters is 3 with each cluster 
having 2 attributes. We noted the centroid of the clusters obtained by VFKM as c1 
(0.66623, 0.77759); c2 (0.694463, 0.244012); c3 (0.196377, 0.482781) and those obtained 
by resource-aware VFKM as c1 (0.70294, 0.75509); c2 (0.6516902, 0.220971); c3 
(0.196131, 0.538182). The time taken by VFKM to produce these centroid results was 
recorded as 28 minutes and that taken by resource-aware VFKM turned out to be 10 
minutes. Now, as seen in the table above the Euclidian distance between the 
corresponding centroids obtained by VFKM and resource-aware VFKM for the three 
clusters is |c1|=0.043; |c2|=0.048; |c3|=0.055. This gives the accuracy compromised in the 
results by resource-aware VFKM to save 18 minutes of execution time due to a faster 
convergence. We notice that out of all the 7 cases listed in the table above, the maximum 
inaccuracy due to our resource-aware approach is 0.055 for a particular cluster centroid 
reading. 
Thus we conclude that the resource-aware VFKM provides a faster convergence but in 
turn tends to compromise on accuracy. This compromise can be controlled by setting the 
 maximum values of permissible error (ε∗∗) and probability (δ∗∗) as per the requirement of 
the application. Hence resource-aware VFKM is suitable for applications which can 
tolerate a limited loss in accuracy (which is controlled through ε∗∗ and δ∗∗).  
In this section, we have evaluated our resource-aware VFKM. We can conclude that 
resource-aware VFKM converges faster and avoids an execution failure by adjusting to 
the decreasing memory. It does reduce marginally, the accuracy of the results when 
compared with VFKM. However, this reduction level can be controlled through our 
maximum allowable error parameters (ε∗∗ and δ∗∗). 
6.      Conclusion 
 
Ubiquitous data stream mining aims to perform the data stream mining activities in a 
ubiquitous environment. The key for enabling data stream mining algorithms in these 
environments is the ability to cope with the limited resources. In this paper, we have 
extended the VFKM for use in a ubiquitous environment using AOG. In our resource-
aware VFKM, we move towards the convergence of VFKM, thus avoiding a total failure 
of the execution of VFKM when the available resources are in a critical situation. Our 
experiments clearly establish that while VFKM results in execution failure when 
resources become critically low, our resource-aware adaptation facilitates convergence 
and continued operation. 
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