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A SIMPLE PROOF OF THE JOHNSON–LINDENSTRAUSS
EXTENSION THEOREM
MANOR MENDEL
Abstract. Johnson and Lindenstrauss proved that any Lipschitz mapping
from an n-point subset of a metric space into Hilbert space can be extended
to the whole space, while increasing the Lipschitz constant by a factor of
O(
√
logn). We present a simplification of their argument that avoids dimen-
sion reduction and the Kirszbraun theorem.
The Lipschitz constant of a mapping f : T → Y between metric spaces is de-
fined as Lip(f) = supx 6=y∈T dY (f(x), f(y))/dT (x, y). The following is a Lipschitz
extension theorem due to Johnson and Lindenstrauss [2].
Theorem 1. Let T be an arbitrary n-point metric space, and X ⊃ T an arbitrary
superspace. Let H be a Hilbert space and f : T → H a mapping . Then there exists
an extension F : X → H of f such that F |T = f , and Lip(F ) .
√
logn · Lip(f).
As was pointed out in [3], Theorem 1 also follows from Ball’s extension theo-
rem [1] used in conjunction with the Markov type 2 estimates in [4]. The proof of
Theorem 1 in [2] introduced the celebrated Johnson–Lindenstrauss lemma about
dimension reduction of finite point sets in Hilbert space. In this note we give a sim-
ple argument which is a reinterpretation of the original from [2] that uses neither
dimension reduction nor the Kirszbraun extension theorem.
Proof of Theorem 1. We may assume without loss of generality that H = Rn, i.e.,
f : T → Rn. Furthermore, assume that by rescaling Lip(f) = 1. Let g1, . . . , gn be
i.i.d. standard Gaussian random variables defined on a probability space Ω, and
consider the real-valued Hilbert space H = L2(Ω).
Consider the linear mapping k : Rn → H defined by k(x1, . . . , xn) =
∑n
i=1 xigi.
It is a property of the Gaussian distribution that if g1, . . . , gn are independent
standard Gaussian variables, then
∑n
i=1 xigi is a centered Gaussian random variable
with variance
∑n
i=1 x
2
i , which means that ‖
∑
i xigi‖L2(Ω) = ‖(x1, . . . , xn)‖2. Hence
k is an isometric isomorphism of Rn in k(Rn) ⊂ H . Thus, u := k ◦ f : T → k(Rn)
is also 1-Lipschitz. We will use the notation u = (uω)ω∈Ω, and k = (kω)ω∈Ω.
Fix ω ∈ Ω. Since uω : T → R, by the McShane extension theorem (also known as
the nonlinear Hahn–Banach theorem), uω can be extended to Uω : X → R such that
Uω|T = uω, and Lip(Uω) = Lip(uω). The McShane extension is a simple result.
For completeness, we provide a quick proof at the end of this note, see also [5,
Theorem 1.33]. We thus obtain U := (Uω)ω∈Ω : X → H , an extension of u. Using
the orthogonal projection P : H → k(Rn), we see that F := k−1 ◦ P ◦ U : X → Rn
is an extension of f . Since Lip(k−1) = Lip(P ) = 1, we have Lip(F ) ≤ Lip(U). We
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next bound Lip(U). For x, y ∈ X :
‖U(x)− U(y)‖L2(Ω) =
(
EΩ
[|Uω(x)− Uω(y)|2]
)1/2
≤ d(x, y)
(
EΩ[Lip(Uω)
2]
)1/2
= d(x, y)
(
EΩ[Lip(uω)
2]
)1/2
= d(x, y)
(
EΩ max
s6=t∈T
(∑
i f(s)igi(ω)−
∑
i f(t)igi(ω)
d(s, t)
)2)1/2
≤ d(x, y)
(
EΩ max
s6=t∈T
( n∑
i=1
f(s)i − f(t)i
‖f(s)− f(t)‖2 gi(ω)
)2)1/2
= d(x, y)
(
EΩ max
s6=t∈T
G2f(s)−f(t)
)1/2
,(1)
where Gz :=
∑
i
zi
‖z‖2
gi. {Gf(s)−f(t)}s,t∈T are standard Gaussians (but not nec-
essarily stochastically independent). It is a classical and elementary fact that for
m ≥ 2 standard Gaussians G1, . . . , Gm, with any dependence structure,
(2) E[max{G21, . . . , G2m}] . logm.
For completeness, we provide a quick proof of (2) below. Since |T | = n, the
maximum in (1) is over at most n2 squared Gaussians, and therefore (1) is bounded
above by a constant times d(x, y) · √logn. 
Proof of (2). By a classical Gaussian tail bound, Pr[Gi ≥ t] ≤ e−t2/2, and therefore
Pr[G2i ≥ t] ≤ 2e−t/2. By the union bound, Pr[max{G21, . . . , G2m} ≥ t] ≤ 2me−t/2.
For any s ≥ 0, we can estimate E[max{G21, . . . , G2m}] by partitioning the integral
up to parameter s ≥ 0 and from s to ∞ as follows:
E[max{G21, . . . , G2m}] ≤ s+
∫ ∞
s
Pr
[
max{G21, . . . , G2m} ≥ t
]
dt
≤ s+
∫ ∞
s
2me−t/2dt = s+ 4me−s/2.
Substituting s = 2 logm (and noting that m ≥ 2) proves (2). 
Proof of McShane extension for finite domains. Let T ⊂ X , T finite, and q : T →
R L-Lipschitz. Define Q : X → R byQ(x) = mint∈T q(t)+LdX(x, t). It is left to the
reader to check that Q|T = q using the Lipschitz condition on q. Next we prove the
Lipshitz condition for Q. Fix x, y ∈ X , and let t ∈ T satisfyQ(x) = q(t)+LdX(x, t).
Applying the definition of Q(y), and the triangle inequality in X , we have
Q(y) ≤ q(t) + LdX(y, t) ≤ q(t) + LdX(x, t) + LdX(x, y) = Q(x) + LdX(x, y).
Hence Q(y) − Q(x) ≤ LdX(x, y). By symmetry, we also have Q(x) − Q(y) ≤
Ld(x, y). 
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