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CATEGORIFICATION OF HIGHEST WEIGHT MODULES
VIA KHOVANOV-LAUDA-ROUQUIER ALGEBRAS
SEOK-JIN KANG 1 AND MASAKI KASHIWARA 2
Abstract. In this paper, we prove Khovanov-Lauda’s cyclotomic categorification
conjecture for all symmetrizable Kac-Moody algebras. Let Uq(g) be the quantum
group associated with a symmetrizable Cartan datum and let V (Λ) be the irreducible
highest weight Uq(g)-module with a dominant integral highest weight Λ. We prove
that the cyclotomic Khovanov-Lauda-Rouquier algebra RΛ gives a categorification of
V (Λ).
1. Introduction
The Khovanov-Lauda-Rouquier algebras, a vast generalization of affine Hecke alge-
bras of type A, were introduced independently by Khovanov and Lauda ([10, 11]) and
Rouquier ([15]) to provide a categorification of quantum groups. Let Uq(g) be the quan-
tum group associated with a symmetrizable Cartan datum and let R =
⊕
β∈Q+ R(β) be
the corresponding Khovanov-Lauda-Rouquier algebra. Then it was shown in [10, 11, 15]
that there exists an algebra isomorphism
U−A(g) ≃ [Proj(R)] =
⊕
β∈Q+
[Proj(R(β))],
where U−A(g) is the integral form of the negative half U
−
q (g) of Uq(g) withA = Z[q, q
−1],
and [Proj(R)] is the Grothendieck group of the additive category of finitely generated
graded projective R-modules. Moreover, when the generalized Cartan matrix is a
symmetric matrix, Varagnolo and Vasserot ([17]) and independently Rouquier ( [16])
proved that Kashiwara’s lower global basis or Lusztig’s canonical basis corresponds to
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the isomorphism classes of indecomposable projective R-modules under this isomor-
phism.
For each dominant integral weight Λ ∈ P+, the algebra R has a special quotient
RΛ =
⊕
β∈Q+ R
Λ(β) which is called the cyclotomic Khovanov-Lauda-Rouquier algebra.
In [10], Khovanov and Lauda conjectured that [Proj(RΛ)] has a UA(g)-module structure
and that there exists a UA(g)-module isomorphism
VA(Λ) ≃ [Proj(R
Λ)] =
⊕
β∈Q+
[Proj(RΛ(β))],
where VA(Λ) denotes the UA(g)-module generated by the highest weight vector vΛ.
It is called the cyclotomic categorification conjecture. In [3], Brundan and Stroppel
proved a special case of this conjecture in finite type A. In [2], Brundan and Kleshchev
proved this conjecture for type A∞ and A
(1)
n using the isomorphism between RΛ and
the cyclotomic Hecke algebra HΛ which was constructed in [1]. The sl2-categorification
theory developed in [4, 15] also played an important role in their proof. In [13], the
crystal version of this conjecture was proved for all symmetrizable Kac-Moody algebras.
That is, in [13], Lauda and Vazirani investigated the crystal structure on the set of
isomorphism classes of irreducible graded modules over R and RΛ, and showed that
these crystals are isomorphic to the crystals B(∞) and B(Λ), respectively.
In this paper, we prove Khovanov-Lauda’s cyclotomic categorification conjecture for
all symmetrizable Kac-Moody algebras. For β ∈ Q+, let Mod(RΛ(β)) be the abelian
category of Z-graded RΛ(β)-modules. For each i ∈ I, let us consider the restriction
functor and the induction functor:
EΛi : Mod(R
Λ(β + αi)) −→ Mod(R
Λ(β)),
FΛi : Mod(R
Λ(β)) −→ Mod(RΛ(β + αi))
defined by
EΛi (N) = e(β, i)N = e(β, i)R
Λ(β + αi)⊗RΛ(β+αi) N,
FΛi (M) = R
Λ(β + αi)e(β, i)⊗RΛ(β) M,
where M ∈ Mod(RΛ(β)), N ∈ Mod(RΛ(β + αi)).
Our first main result is that RΛ(β+αi)e(β, i) is a projective right R
Λ(β)-module and
e(β, i)RΛ(β+αi) is a projective left R
Λ(β)-module (Theorem 4.5). Hence the functors
EΛi and F
Λ
i are exact and send projectives to projectives.
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Another main result of this paper can be summarized as follows (Theorem 5.2): let
λ = Λ− β.
(1) If 〈hi, λ〉 ≥ 0, there exists a natural isomorphism of endofunctors on Mod(R
Λ(β)):
q−2i F
Λ
i E
Λ
i ⊕
〈hi,λ〉−1⊕
k=0
q2ki Id
∼
−→ EΛi F
Λ
i .
(2) If 〈hi, λ〉 ≤ 0, there exists a natural isomorphism of endofunctors on Mod(R
Λ(β)):
q−2i F
Λ
i E
Λ
i
∼
−→ EΛi F
Λ
i ⊕
−〈hi,λ〉−1⊕
k=0
q−2k−2i Id .
Here, qi := q
(αi,αi)/2 denotes the grade-shift functor defined in (3.10). This is one of the
axioms of the categorification of Uq(g) due to Chuang-Rouquier [4] and Rouquier [15].
We write [Rep(RΛ)] for the Grothendieck group of the abelian category Rep(RΛ) of
RΛ-modules that are finite-dimensional over the base field. It follows that the functors
EΛi , F
Λ
i (i ∈ I) satisfy the mixed relations (Lemma 6.1), and hence by [9, Proposi-
tion B.1], the Grothendieck groups [Proj(RΛ)] and [Rep(RΛ)] become integrable Uq(g)-
modules. Therefore, we obtain the categorification of the irreducible highest weight
module V (Λ) (Theorem 6.2):
[Proj(RΛ)] ≃ VA(Λ) and [Rep(R
Λ)] ≃ VA(Λ)
∨,
where VA(Λ)
∨ is the dual of VA(Λ) with respect to a non-degenerate symmetric bilinear
form on V (Λ). In other words, we obtain an integrable 2-representation of the 2-Kac-
Moody algebra in the sense of Rouquier [15, Definition 5.1].
One of the key ingredients of the proof of these results is a categorification of the
equality
[ei, P ] =
K−1i e
′
i(P )−Kie
′′
i (P )
q−1i − qi
for P ∈ U−q (g)(1.1)
used in [6] in the course of constructing the theory of crystal bases. Here e′i and e
′′
i are
endomorphisms of U−q (g). Hence, for the highest weight vector vΛ of V (Λ), we have
ei(PvΛ) = (q
−1 − q)−1
(
q(αi|Λ+wt(P ))e′i(P )vΛ − q
−(αi|Λ+wt(P ))e′′i (P )vΛ
)
.
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By the categorification, the operator ei corresponds (after taking the adjoints) to the
functor FΛi , while the operators (q
−1 − q)−1e′i and (q
−1 − q)−1e′′i correspond to the
functors
Fi(M) = M ◦R(αi) = R(n + 1)e(n, i)⊗R(n) M and
F i(M) = R(αi) ◦M = R(n + 1)e(i, n)⊗R(n) M, respectively.
Here the convolution functor • ◦ • : Mod(R(m)) ×Mod(R(n)) −→ Mod(R(m + n)) is
defined by M ◦ N = R(m + n) ⊗R(m)⊗R(n) (M ⊗ N). Then the categorification of the
identity (1.1) can be interpreted as an exact sequence (see Theorem 4.7)
0 −→ F iM −→ FiM −→ F
Λ
i M −→ 0 for any M ∈ Mod(R
Λ(n)).(1.2)
Our main results are consequences of this exact sequence.
In [18], Webster gave a proof of Khovanov-Lauda’s cyclotomic categorification con-
jecture by a completely different method, which is beyond the authors’ comprehension.
This paper is organized as follows. In Section 2 and Section 3, we recall basic
properties of quantum groups, integrable highest weight modules and the Khovanov-
Lauda-Rouquier algebra R. In Section 4, we investigate the structure of cyclotomic
Khovanov-Lauda-Rouquier algebra RΛ and prove the exact sequence (1.2), and then
show that the functors EΛi , F
Λ
i (i ∈ I) are exact and send projectives to projectives.
Section 5 is devoted to the sl2-categorification theory. In Section 6, we finish the proof
of Khovanov-Lauda’s cyclotomic categorification conjecture.
Acknowledgements. The first author would like to express his sincere gratitude to
Research Institute for Mathematical Sciences, Kyoto University for their hospitality
during his visit in January, 2011. We would also like to thank Se-jin Oh for many
helpful discussions. Special thanks should be given to the referees for their valuable
suggestions which have greatly improved the exposition of the original manuscript.
2. Quantum groups and highest weight modules
Let I be a finite index set. An integral square matrix A = (aij)i,j∈I is called a
symmetrizable generalized Cartan matrix if it satisfies (i) aii = 2 (i ∈ I), (ii) aij ≤ 0
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(i 6= j), (iii) aij = 0 if aji = 0 (i, j ∈ I), (iv) there is a diagonal matrix D = diag(di ∈
Z>0 | i ∈ I) such that DA is symmetric.
A Cartan datum (A, P,Π, P ∨,Π∨) consists of
(1) a symmetrizable generalized Cartan matrix A,
(2) a free abelian group P of finite rank, called the weight lattice,
(3) Π = {αi ∈ P | i ∈ I}, called the set of simple roots,
(4) P ∨ := Hom(P,Z), called the dual weight lattice,
(5) Π∨ = {hi | i ∈ I} ⊂ P
∨, called the set of simple coroots,
satisfying the following properties:
(i) 〈hi, αj〉 = aij for all i, j ∈ I,
(ii) Π is linearly independent,
(iii) for each i ∈ I, there exists Λi ∈ P such that 〈hj ,Λi〉 = δij for all j ∈ I.
The Λi are called the fundamental weights. We denote by
P+ := {λ ∈ P | 〈hi, λ〉 ∈ Z≥0 for all i ∈ I}
the set of dominant integral weights. The free abelian group Q :=
⊕
i∈I
Zαi is called the
root lattice. Set Q+ =
∑
i∈I Z≥0αi. For α =
∑
kiαi ∈ Q
+, we define the height of |α|
to be |α| =
∑
ki. Let h = Q ⊗Z P
∨. Since A is symmetrizable, there is a symmetric
bilinear form ( | ) on h∗ satisfying
(αi|αj) = diaij (i, j ∈ I) and 〈hi, λ〉 =
2(αi|λ)
(αi|αi)
for any λ ∈ h∗ and i ∈ I.
Let q be an indeterminate and set qi = q
(αi|αi)
2 . Note that (αi|αi) = 2di ∈ 2Z>0. For
m,n ∈ Z≥0, we define
[n]i =
qni − q
−n
i
qi − q
−1
i
, [n]i! =
n∏
k=1
[k]i ,
[
m
n
]
i
=
[m]i!
[m− n]i![n]i!
.
Definition 2.1. The quantum group Uq(g) associated with a Cartan datum (A, P,Π, P
∨,Π∨)
is the associative algebra over Q(q) with 1 generated by ei, fi (i ∈ I) and q
h (h ∈ P ∨)
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satisfying the following relations:
(2.1)
q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ P ∨,
qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi for h ∈ P
∨, i ∈ I,
eifj − fjei = δij
Ki −K
−1
i
qi − q
−1
i
, where Ki = q
hi
i ,
1−aij∑
r=0
[
1− aij
r
]
i
e
1−aij−r
i eje
r
i = 0 if i 6= j,
1−aij∑
r=0
[
1− aij
r
]
i
f
1−aij−r
i fjf
r
i = 0 if i 6= j.
Let U+q (g) (resp. U
−
q (g)) be the subalgebra of Uq(g) generated by ei’s (resp. fi’s),
and let U0q (g) be the subalgebra of Uq(g) generated by q
h (h ∈ P ∨). Then we have the
triangular decomposition
Uq(g) ∼= U
−
q (g)⊗ U
0
q (g)⊗ U
+
q (g),
and the weight space decomposition
Uq(g) =
⊕
α∈Q
Uq(g)α,
where Uq(g)α :=
{
x ∈ Uq(g) | q
hxq−h = q〈h,α〉x for any h ∈ P ∨
}
.
Let A = Z[q, q−1] and set
e
(n)
i = e
n
i /[n]i!, f
(n)
i = f
n
i /[n]i! (n ∈ Z≥0).
We define the A-form UA(g) to be the A-subalgebra of Uq(g) generated by e
(n)
i , f
(n)
i
(i ∈ I, n ∈ Z≥0), q
h (h ∈ P ∨). Let U+A(g) (resp. U
−
A(g)) be the A-subalgebra of Uq(g)
generated by e
(n)
i (resp. f
(n)
i ) for i ∈ I, n ∈ Z≥0.
Definition 2.2.
(a) A Uq(g)-module M is called a weight module if it has a weight space decomposition
M =
⊕
µ∈P
Mµ, where Mµ :=
{
v ∈M | qhv = qµ(h)v for all h ∈ P ∨
}
.
(b) A weight module M is called integrable if the actions of ei and fi on M are locally
nilpotent for any i ∈ I; i.e., for each s ∈ M there exists a positive integer m such
that emi s = f
m
i s = 0 for any i ∈ I.
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(c) A weight module V is called a highest weight module with highest weight Λ ∈ P if
there exists a non-zero vector vΛ ∈ V such that
(i) eivΛ = 0 for all i ∈ I,
(ii) qhvΛ = q
〈h,Λ〉vΛ for all h ∈ P
∨,
(iii) V = Uq(g)vΛ.
For each Λ ∈ P , there exists a unique irreducible highest weight module V (Λ) with
highest weight Λ.
Proposition 2.3 ([5, 14]). Let Λ ∈ P+.
(a) If V is an integrable highest weight module with highest weight Λ, then V is iso-
morphic to V (Λ).
(b) The highest weight vector vΛ in V (Λ) satisfies the following relations:
(2.2) f
〈hi,Λ〉+1
i vΛ = 0 for all i ∈ I.
Consider the anti-involution φ on Uq(g) defined by
qh 7→ qh, ei 7→ fi, fi 7→ ei.
By standard arguments, one can show that there exists a unique non-degenerate sym-
metric bilinear form ( , ) on V (Λ) with Λ ∈ P+ satisfying
(2.3) (vΛ, vΛ) = 1 and (au, v) = (u, φ(a)v) for all a ∈ Uq(g) and u, v ∈ V (Λ).
We define the A-form VA(Λ) of V (Λ) to be
VA(Λ) = UA(g)vΛ.
The dual of VA(Λ) is defined to be
VA(Λ)
∨ = {v ∈ V (Λ) | (u, v) ∈ A for all u ∈ VA(Λ)} .
We have VA(Λ)
∨
λ ≃ HomA(VA(Λ)λ,A) for any λ ∈ P .
3. The Khovanov-Lauda-Rouquier algebra
Let (A, P,Π, P ∨,Π∨) be a Cartan datum. In this section, we recall the construction of
Khovanov-Lauda-Rouquier algebra R associated with (A, P,Π, P ∨,Π∨) and investigate
its properties. We take as a base ring a graded commutative ring k =
⊕
n∈Z kn such
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that kn = 0 for any n < 0. Let us take a matrix (Qij)i,j∈I in k[u, v] such that
Qij(u, v) = Qji(v, u) and Qij(u, v) has the form
(3.1) Qij(u, v) =
 0 if i = j,∑
p,q≥0
ti,j;p,qu
pvq if i 6= j,
where ti,j;p,q ∈ k−2(αi|αj)−(αi|αi)p−(αj |αj)q and ti,j;−aij ,0 ∈ k
×
0 . In particular, we have
ti,j;p,q = 0 if (αi|αi)p+ (αj |αj)q > −2(αi|αj). Note that ti,j;p,q = tj,i;q,p.
We denote by Sn = 〈s1, . . . , sn−1〉 the symmetric group on n letters, where si =
(i, i+ 1) is the transposition. Then Sn acts on I
n.
Definition 3.1 ([10, 15]). The Khovanov-Lauda-Rouquier algebra R(n) of degree n
associated with a Cartan datum (A, P,Π, P ∨,Π∨) and (Qij)i,j∈I is the associative alge-
bra over k generated by e(ν) (ν ∈ In), xk (1 ≤ k ≤ n), τl (1 ≤ l ≤ n − 1) satisfying
the following defining relations:
(3.2)
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈In
e(ν) = 1,
xkxl = xlxk, xke(ν) = e(ν)xk,
τle(ν) = e(sl(ν))τl, τkτl = τlτk if |k − l| > 1,
τ 2k e(ν) = Qνk,νk+1(xk, xk+1)e(ν),
(τkxl − xsk(l)τk)e(ν) =

−e(ν) if l = k, νk = νk+1,
e(ν) if l = k + 1, νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=

Qνk,νk+1(xk, xk+1)−Qνk+2,νk+1(xk+2, xk+1)
xk − xk+2
e(ν) if νk = νk+2,
0 otherwise.
In particular, R(0) ≃ k, and R(1) is isomorphic to kI [x1], where k
I = ⊕i∈Ike(i) is
the direct sum of the copies ke(i) of the algebra k.
Note that R(n) has an anti-involution ψ that fixes the generators xk, τl and e(ν).
The Z-grading on R(n) is given by
(3.3) deg e(ν) = 0, deg xke(ν) = (ανk |ανk), deg τle(ν) = −(ανl|ανl+1).
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For a, b, c ∈ {1, . . . , n}, we define the following elements of R(n) by
(3.4)
ea,b =
∑
ν∈In, νa=νb
e(ν),
Qa,b =
∑
ν∈In
Qνa, νb(xa, xb)e(ν),
Qa,b,c =
∑
ν∈In, νa=νc
Qνa,νb(xa, xb)−Qνa,νb(xc, xb)
xa − xc
e(ν) if a 6= c.
Then we have
(3.5)
Qa,b = Qb,a, τ
2
a = Qa,a+1,
τa+1τaτa+1 = τaτa+1τa +Qa,a+1,a+2.
We define the operators ∂a,b on
⊕
ν∈In
k[x1, . . . , xn]e(ν) by
(3.6) ∂a,bf =
sa,bf − f
xa − xb
ea,b, ∂a = ∂a,a+1,
where sa,b = (a, b) ∈ Sn is the transposition acting on
⊕
ν∈In
k[x1, . . . , xn]e(ν).
Thus we obtain
(3.7)
Qa,b,c = −∂a,cQa,b = ∂a,cQb,c,
τaeb,c = esa(b),sa(c)τa,
τaf − (saf)τa = fτa − τa(saf) = (∂af)ea,a+1.
For n ∈ Z≥0 and β ∈ Q
+ such that |β| = n, we set
Iβ = {ν = (ν1, . . . , νn) ∈ I
n | αν1 + · · ·+ ανn = β} .
We define
(3.8)
R(m,n) = R(m)⊗k R(n),
e(n) =
∑
ν∈In
e(ν), e(β) =
∑
ν∈Iβ
e(ν),
R(β) = R(n)e(β) =
⊕
ν∈Iβ
R(n)e(ν),
e(n, i) =
∑
ν∈In+1, νn+1=i
e(ν) ∈ R(n+ 1), e(i, n) =
∑
ν∈In+1, ν1=i
e(ν) ∈ R(n+ 1),
e(β, i) =
∑
ν∈Iβ+αi , νn+1=i
e(ν) ∈ R(β + αi), e(i, β) =
∑
ν∈Iβ+αi , ν1=i
e(ν) ∈ R(β + αi).
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The algebra R(β) is called the Khovanov-Lauda-Rouquier algebra at β.
Hereafter we will use ⊗ instead of ⊗k for the sake of simplicity. By the embedding
R(m,n) = R(m)⊗R(n) →֒ R(m+ n) (a⊗ b 7−→ ab),
we regard R(m,n) as a subalgebra of R(m + n). For an R(m)-module M and an
R(n)-module N , we define their convolution product M ◦N by
M ◦N :=R(m+ n)⊗R(m)⊗R(n) (M ⊗N).(3.9)
Since R(m+n) is a flat module over R(m)⊗R(n) ([10, Proposition 2.16]), the bifunctor
(M,N) 7−→M ◦N is exact in M and in N .
Proposition 3.2 ([10, Proposition 2.16]). We have a decomposition
R(n + 1) =
n+1⊕
a=1
R(n, 1)τn · · · τa =
n+1⊕
a=1
R(n)⊗ kI [xn+1]τn · · · τa
as R(n, 1)-modules. Here, when a = n + 1, we understand R(n, 1)τn · · · τa = R(n, 1).
In particular, R(n+ 1) is a free R(n, 1)-module of rank n+ 1.
Sketch of Proof. Our assertion follows from the right coset decomposition of Sn+1:
Sn+1 =
n+1∐
a=1
Snsn · · · sa.

Proposition 3.3. The (R(n), R(n))-bimodule homomorphism
R(n)⊗R(n−1) R(n) −−→ R(n+ 1)
given by
x⊗ y 7−→ xτny (x, y ∈ R(n))
is well-defined. Moreover, together with the (R(n), R(n))-bimodule embedding R(n, 1) →֒
R(n+ 1), it induces an isomorphism of (R(n), R(n))-bimodules
R(n)⊗R(n−1) R(n)⊕ R(n, 1)
∼
−→ R(n+ 1).
Proof. The homomorphism R(n) ⊗R(n−1) R(n) −→ R(n + 1) is well-defined since τn
commutes with R(n− 1). It induces a homomorphism
ψ : R(n)⊗R(n−1) R(n)→ R(n+ 1)/R(n, 1)
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and it is enough to show that ψ is an isomorphism.
Since R(n) =
⊕n
a=1 τa · · · τn−1k
I [xn]⊗R(n− 1), we have
R(n)⊗R(n−1) R(n) =
n⊕
a=1
(
τa · · · τn−1k
I [xn]⊗ R(n− 1)
)
⊗R(n−1) R(n)
∼=
n⊕
a=1
τa · · · τn−1k
I [xn]⊗R(n),
R(n + 1)/R(n, 1) =
⊕n+1
a=1 τa · · · τnk
I [xn+1]⊗ R(n)
kI [xn+1]⊗R(n)
.
Using (3.7), one can verify for f(xn) ∈ k
I [xn], y ∈ R(n) and 1 ≤ a ≤ n
τa · · · τn−1f(xn)τny = τa · · · τn−1(τnf(xn+1) + ∂nf(xn))y
= τa · · · τn−1τnf(xn+1)y + τa · · · τn−1∂nf(xn)y
≡ τa · · · τnf(xn+1)y mod R(n, 1).
Hence ψ is an isomorphism. 
As an immediate corollary, we obtain:
Corollary 3.4. There exists a natural isomorphism
e(n, i)R(n + 1)e(n, j)
≃
q−(αi|αj)R(n)e(n− 1, j)⊗R(n−1) e(n− 1, i)R(n) if i 6= j,q−(αi|αi)R(n)e(n− 1, i)⊗R(n−1) e(n− 1, i)R(n)⊕ e(n, i)R(n, 1) e(n, i) if i = j.
Here, q is the grade-shift functor (see (3.10) below).
Proof. Disregarding the grading, we have by Proposition 3.3
e(n, i)R(n + 1)e(n, j) ∼= e(n, i)
(
R(n)⊗R(n−1) R(n)⊕ R(n, 1)
)
e(n, j)
= R(n)e(n− 1, j)⊗R(n−1) e(n− 1, i)R(n) ⊕ e(n, i)R(n, 1)e(n, j).
Our assertion then follows immediately from e(n, i)R(n, 1)e(n, j) = 0 for i 6= j. 
For β ∈ Q+, let Mod(R(β)) denote the abelian category of Z-graded R(β)-modules.
Let q denote the grade-shift functor on Mod(R(β)): for a Z-graded R(β)-module M =⊕
k∈ZMk, we define qM =
⊕
k∈Z(qM)k by
(qM)k =Mk−1 (k ∈ Z).(3.10)
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and we sometimes use the notation qi := q
(αi|αi)/2. Thus if M is concentrated at degree
k, then qM is concentrated at degree k + 1.
Remark 3.5. Let M be a graded k[x]-module, where x is homogeneous of degree a.
Then the multiplication by x is a morphism qaM
x
−→ M . It can be understood as a
degree preserving map qas 7−→ xs (s ∈M) by assigning degree 1 to q.
In general, for associative algebras A and B, an (A,B)-bimodule K induces a functor
ΦK : Mod(B)→ Mod(A) given by N 7−→ K ⊗B N . In this case, we say that K is the
kernel of ΦK . Note that ΦK(B) = K ⊗B B ≃ K, and hence the kernel is uniquely
determined by the functor ΦK .
For each i ∈ I, we define the functors
Ei : Mod(R(β + αi)) −→ Mod(R(β)),
Fi : Mod(R(β)) −→ Mod(R(β + αi))
by
Ei(N) = e(β, i)N ≃ e(β, i)R(β + αi)⊗R(β+αi) N
≃ HomR(β+αi)
(
R(β + αi)e(β, i), N
)
,
Fi(M) = M ◦R(αi) = R(β + αi)e(β, i)⊗R(β) M
(3.11)
for M ∈ Mod(R(β)) and N ∈ Mod(R(β + αi)).
By [10, Proposition 2.16] (see also Proposition 3.2), both Ei and Fi are exact func-
tors. Moreover, Fi and Ei are left and right adjoint to each other. That is, for
M ∈ Mod(R(β)) and N ∈ Mod(R(β + αi)), there exists a natural isomorphism
HomR(β+αi)(Fi(M), N)
∼−→HomR(β)(M,Ei(N)).
Hence we obtain adjunction transformations: the counit ε : Fi ◦Ei −→ Id and the unit
η : Id −→ Ei ◦ Fi. We define the natural transformations
xEi : Ei → Ei and xFi : Fi → Fi
as follows:
(a) xEi is given by the left multiplication by xn+1 on e(β, i)N forN ∈ Mod(R(β+αi)),
(b) xFi is given by the right multiplication by xn+1 on the kernel R(β + αi)e(β, i) of
the functor Fi, where n = |β|.
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Then we obtain the following commutative diagram:
(3.12)
HomR(β+αi)(Fi(M), N)
xFi

∼
// HomR(β)(M,Ei(N))
xEi

HomR(β+αi)(Fi(M), N)
∼
// HomR(β)(M,Ei(N)) .
The main properties of the functors Ei and Fi are given in the following theorem.
Theorem 3.6. There exist natural isomorphisms
EiFj
∼
−→
q−(αi|αj)FjEi if i 6= j,q−(αi|αi)FiEi ⊕ Id⊗k[ti] if i = j,
where ti is an indeterminate of degree (αi|αi) and Id⊗k[ti] : Mod(R(β)) −→ Mod(R(β))
is the functor sending M to M ⊗ k[ti].
Proof. Our assertion is an immediate consequence of Corollary 3.4. 
Let ξn : R(n) −→ R(n + 1) be the algebra homomorphism given by
ξn(xk) = xk+1 (1 ≤ k ≤ n),
ξn(τl) = τl+1 (1 ≤ l ≤ n− 1),
ξn(e(ν)) =
∑
i∈I e(i, ν) (ν ∈ I
n).
(3.13)
Let R1(n) be the image of ξn. Then R
1(n) is the subalgebra of R(n+ 1) generated by
x2, . . . , xn+1, τ2, . . . , τn and ξn(e(ν)) (ν ∈ I
n), which is isomorphic to R(n).
Proposition 3.7. The (R(n), R1(n))-bimodule homomorphism
R(n)⊗R1(n−1) R
1(n) −−→ R(n + 1) given by x⊗ y 7−→ xy.(3.14)
is well-defined. This homomorphism is injective and its image R(n)R1(n) has decom-
positions
R(n)R1(n) =
n+1⊕
a=2
R(n, 1)τn · · · τa =
n−1⊕
a=0
τa · · · τ1R(1, n).
Proof. It is obvious that (3.14) is a well-defined morphism of (R(n), R1(n))-bimodules.
By Proposition 3.2, we have the decomposition
R1(n) =
n+1⊕
a=2
R1(n− 1)⊗ kI [xn+1]τn · · · τa.
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Hence we have
R(n)⊗R1(n−1) R
1(n) = R(n)⊗R1(n−1)
(n+1⊕
a=2
R1(n− 1)⊗ kI [xn+1]τn · · · τa
)
∼=
n+1⊕
a=2
R(n)⊗ kI [xn+1]τn · · · τa =
n+1⊕
a=2
R(n, 1)τn · · · τa.
Similarly, we have
R(n+ 1) =
n⊕
a=0
τa · · · τ1R(1, n)
and
R(n)⊗R1(n−1) R
1(n) ∼=
n−1⊕
a=0
τa · · · τ1R(1, n).
Now our assertions follow immediately. 
By Proposition 3.7, there exists a map ϕ1 : R(n + 1)→ R(n)⊗ k
I [xn+1] given by
(3.15)
R(n+ 1)→ Coker
(
R(n)⊗R1(n−1) R
1(n) −→ R(n + 1)
)
∼=
⊕n+1
a=1 R(n, 1)τn · · · τa⊕n+1
a=2 R(n, 1)τn · · · τ1
∼
←− R(n, 1)τn · · · τ1
∼
←− R(n)⊗ kI [xn+1].
Similarly, there is another map ϕ2 : R(n+ 1)→ k
I [x1]⊗ R
1(n) given by
(3.16)
R(n+ 1)→Coker
(
R(n)⊗R1(n−1) R
1(n) −→ R(n + 1)
)
∼=
⊕n
a=0 τa · · · τ1R(1, n)⊕n−1
a=0 τa · · · τ1R(1, n)
∼
←− τn · · · τ1R(1, n)
∼
←− kI [x1]⊗ R
1(n).
Note that
xkτn · · · τ1 ≡ τn · · · τ1xk+1 (1 ≤ k ≤ n),
τlτn · · · τ1 ≡ τn · · · τ1τl+1 (1 ≤ l ≤ n− 1),
xn+1τn · · · τ1 ≡ τn · · · τ1x1 mod R(n)R
1(n).
We shall identify two algebras R(n)⊗ kI [xn+1] and k
I [x1]⊗ R
1(n), and write
R(n)⊗ kI [xn+1] = k
I [x1]⊗ R
1(n) = R(n)⊗ kI [t]
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for some indeterminate t. Then for any a⊗ f(t) ∈ R(n)⊗ kI [t], we have
af(xn+1)τn · · · τ1 ≡ τn · · · τ1 ξn(a)⊗ f(x1) mod R(n)R
1(n).
Hence ϕ1 and ϕ2 coincide and we obtain:
Corollary 3.8. There is an exact sequence of (R(n), R(n))-bimodules
0 −→ R(n)⊗R1(n−1) R
1(n) −→ R(n + 1)
ϕ
−→ R(n)⊗ k[t] −→ 0,
where the map ϕ is given by (3.15) or (3.16). Here, the right R(n)-module structure
on R(n + 1) is given by the embedding ξn : R(n)
∼
−→ R1(n) →֒ R(n + 1). Moreover,
both the left multiplication by xn+1 and the right multiplication by x1 on R(n + 1) are
compatible with the multiplication by t on R(n)⊗ k[t].
Proof. By the construction of ϕ, our assertions follow immediately. 
For each i ∈ I, we define the functor
F i : Mod(R(β)) −→ Mod(R(β + αi))
by
(3.17) F i(M) = R(αi) ◦M = R(β + αi)e(i, β)⊗R(β) M,
where the right R(β)-module structure on R(β + αi)e(i, β) is given by the embedding
R(β)
∼
−→ R1(β) →֒ R(β + αi).
Theorem 3.9.
(a) There exists a natural isomorphism
F jEi
∼
−→ EiF j for i 6= j.
(b) We have an exact sequence in Mod(R(β)):
0→ F iEiM −→ EiF iM −→ q
−(αi|β)M ⊗ k[ti]→ 0
which is functorial in M ∈ Mod(R(β)). Here ti is an indeterminate of degree
(αi|αi).
Proof. The first assertion follows from
e(β, i)
(
R(n, 1)τn · · · τ1
)
e(j, β) = 0 for i 6= j (see (3.15)).
(b) is an immediate consequence of Corollary 3.8. 
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4. The cyclotomic Khovanov-Lauda-Rouquier algebras
Let Λ ∈ P+ be a dominant integral weight. In this section, we study the structure of
the cyclotomic Khovanov-Lauda-Rouquier algebra RΛ and the functors EΛi , F
Λ
i defined
on the category of RΛ-modules.
4.1. Definition of cyclotomic Khovanov-Lauda-Rouquier algebras. For Λ ∈
P+ and i ∈ I, choose a monic polynomial of degree 〈hi,Λ〉
aΛi (u) =
〈hi,Λ〉∑
k=0
ci;ku
〈hi,Λ〉−k(4.1)
with ci;k ∈ kk(αi|αi) and ci;0 = 1.
For 1 ≤ k ≤ n, we define
(4.2) aΛ(xk) =
∑
ν∈In
aΛνk(xk)e(ν) ∈ R(n).
Hence aΛ(xk)e(ν) is a homogeneous element of R(n) with degree 2(ανk |Λ).
Definition 4.1. The cyclotomic Khovanov-Lauda-Rouquier algebra RΛ(β) at β is de-
fined to be the quotient algebra
RΛ(β) =
R(β)
R(β)aΛ(x1)R(β)
.
Here, we understand RΛ(β) = k for β = 0.
For each n ≥ 0, we also define
(4.3) RΛ(n) =
R(n)
R(n)aΛ(x1)R(n)
∼=
⊕
|β|=n
RΛ(β).
Then we may write
RΛ(β) = RΛ(n)e(β), where e(β) =
∑
ν∈Iβ
e(ν).
Now we will prove that RΛ(n) is a finitely generated k-module (cf. [10, 2]).
Lemma 4.2. Let M be an R(n)-module, f ∈ k[x1, . . . , xn] and ν ∈ I
n such that
νn−1 = νn. Then fe(ν)M = 0 implies (∂n−1f)e(ν)M = 0 and (sn−1f)e(ν)M = 0.
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Proof. The equality
(xn−1 − xn)τn−1fτn−1e(ν) = (xn−1 − xn)
(
(sn−1f)τn−1 + ∂n−1f(x)
)
τn−1e(ν)
= (sn−1f − f)τn−1e(ν) = (τn−1f − ∂n−1f − fτn−1)e(ν)
implies (∂n−1f)e(ν)M = 0. The last equality follows from
(xn−1 − xn)∂n−1f = sn−1f − f.

Lemma 4.3. Let β ∈ Q+ with |β| = n and i ∈ I.
(a) There exists a monic polynomial g(u) with coefficients in k such that g(xa) = 0 in
RΛ(β) for any a (1 ≤ a ≤ n).
(b) There exists m such that RΛ(β + kαi) = 0 for any k ≥ m.
Proof. (a) By induction on a, it is enough to show that
for an R(n)-module M and a monic polynomial g(u) ∈ k[u] such that
g(xa)M = 0, there exists a monic polynomial h(u) ∈ k[u] such that
h(xa+1)M = 0.
(4.4)
We shall prove that, for any ν ∈ In, we can find a monic polynomial h(u) ∈ k[u]
such that h(xa+1)e(ν)M = 0.
(i) If νa 6= νa+1, then we have
g(xa+1)Qνa,νa+1(xa, xa+1)e(ν)M = g(xa+1)τ
2
a e(ν)M = τag(xa)τae(ν)M = 0.
Since Qνa,νa+1(xa, xa+1) is a monic polynomial in xa+1 with coefficients in k[xa] (up to
an invertible constant multiple), there exists a monic polynomial h(xa+1) such that
h(xa+1) ∈ k[xa, xa+1]g(xa) + k[xa, xa+1]g(xa+1)Qνa,νa+1(xa, xa+1).
Then h(xa+1)e(ν)M = 0.
(ii) The case νa = νa+1 immediately follows from Lemma 4.2.
(b) For ν ∈ In, we set Suppi(ν):=# {k | 1 ≤ k ≤ n and νk = i}, and ν≤m:=(ν1, . . . , νm),
ν≥m := (νm, . . . , νn) for 1 ≤ m ≤ n.
In order to see (b), it is enough to show
for a given Λ and n, there exists m > 0 such that e(ν)RΛ(n +m) = 0
for any ν ∈ In+m with Suppi(ν) ≥ m.
(4.5)
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In order to prove this we first show the following:
for a given Λ and n, there exists m > 0 such that e(ν)RΛ(n +m) = 0
for any ν ∈ In+m with νa = i (n < a ≤ n+m).
(4.6)
By (a), there exists a monic polynomial g(u) of degreem ≥ 0 such that g(xn)R
Λ(n) = 0.
Hence g(xn)R
Λ(n + k) = 0 for any k ≥ 0. The repeated application of Lemma 4.2
implies (
∂n+m−1 · · ·∂ng(xn)
)
e(ν)RΛ(n + k) = 0 for k ≥ m.
Since ∂n+m−1 · · ·∂ng(xn) = ±1, we obtain e(ν)R
Λ(n + k) = 0 for k ≥ m. Thus we
obtain (4.6).
Now we shall show (4.5) by induction on n. If n = 0, then (4.5) immediately follows
from (4.6). Assume n > 0. By the induction hypothesis, there exists k > 0 such that
e(ν)RΛ(n− 1 + k) = 0 for any ν ∈ In−1+k with Suppi(ν) ≥ k.(4.7)
Applying (4.6) to n− 1 + k, there exists m such that
e(ν)RΛ(n − 1 + k +m) = 0 if ν ∈ In−1+k+m satisfies νa = i for any a such
that n− 1 + k < a ≤ n− 1 + k +m.
(4.8)
Now let ν ∈ In−1+k+m such that Suppi(ν) ≥ −1 + k +m. We shall show e(ν)R
Λ(n −
1 + k +m) = 0. If Suppi(ν≤n−1+k) ≥ k, then (4.7) implies e(ν)R
Λ(n− 1 + k+m) = 0.
If Suppi(ν≤n−1+k) ≤ k − 1, then Suppi(ν≥n+k) = Suppi(ν)− Suppi(ν≤n−1+k) ≥ (−1 +
k+m)− (k− 1) = m, which implies that νa = i for n+ k ≤ a ≤ n− 1+ k+m. Hence
(4.8) implies e(ν)RΛ(n− 1 + k +m) = 0. 
Corollary 4.4. For any β ∈ Q+, RΛ(β) is a finitely generated k-module.
4.2. Exactness of FΛi . For each i ∈ I, we define the functors
EΛi : Mod(R
Λ(β + αi)) −→ Mod(R
Λ(β)),
FΛi : Mod(R
Λ(β)) −→ Mod(RΛ(β + αi))
by
(4.9)
EΛi (N) = e(β, i)N = e(β, i)R
Λ(β + αi)⊗RΛ(β+αi) N,
FΛi (M) = R
Λ(β + αi)e(β, i)⊗RΛ(β) M,
where M ∈ Mod(RΛ(β)), N ∈ Mod(RΛ(β + αi)).
The purpose of this section is to prove the following theorem.
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Theorem 4.5. The module RΛ(β+αi)e(β, i) is a projective right R
Λ(β)-module. Sim-
ilarly, e(β, i)RΛ(β + αi) is a projective left R
Λ(β)-module.
Of course, the second statement is a consequence of the first by the anti-involutions
of Khovanov-Lauda-Rouquier algebras. As its immediate consequence, we have
Corollary 4.6.
(i) The functor EΛi sends finitely generated projective modules to finitely generated
projective modules.
(ii) The functor FΛi is exact.
We shall prove Theorem 4.5 as a consequence of the following theorem.
Theorem 4.7. For any i ∈ I and β ∈ Q+, there exists an exact sequence of R(β+αi)-
modules
0 −−→ q(αi|2Λ−β)F iM −−→ FiM −−→ F
Λ
i M −−→ 0(4.10)
which is functorial in M ∈ Mod(RΛ(β)).
4.3. Proof of Theorem 4.5 and Theorem 4.7. Set
(4.11)
FΛ = RΛ(β + αi)e(β, i) =
R(β + αi)e(β, i)
R(β + αi)aΛ(x1)R(β + αi)e(β, i)
,
K0 = R(β + αi)e(β, i)⊗R(β) R
Λ(β) =
R(β + αi)e(β, i)
R(β + αi)aΛ(x1)R(β)e(β, i)
,
K1 = R(β + αi)e(i, β)⊗R(β) R
Λ(β) =
R(β + αi)e(i, β)
R(β + αi)aΛ(x2)R1(β)e(i, β)
.
We regard R(β + αi)e(i, β) as a right R(β)-module through the embedding
R(β) ∼−→R1(β) →֒ R(β + αi),
which defines a right RΛ(β)-module structure on K1. Hence F
Λ, K0 and K1 can be
regarded as
(
R(β+αi), R
Λ(β)
)
-bimodules. Then FΛ, K0 and K1 are the kernels of the
functors FΛi , Fi and F i from Mod(R
Λ(β)) to Mod(R(β + αi)), respectively.
Let ti be an indeterminate of degree (αi|αi). Then, k[ti] acts from the right on
R(β+αi)e(i, β) andK1 by ti = x1e(i, β). Hence R(β+αi)e(i, β) andK1 have a structure
of (R(β+αi), R(β)⊗k[ti])-bimodule. Similarly, k[ti] acts from the right on K0 and F
Λ
by ti = xn+1e(β, i), and K0 and F
Λ also have a structure of (R(β + αi), R(β)⊗ k[ti])-
bimodule. Note that FΛ, K1 and K0 are in fact (R(β + αi), R
Λ(β)⊗ k[ti])-bimodules.
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Lemma 4.8 ([10]). Both K1 and K0 are finitely generated projective right
(
RΛ(β) ⊗
k[ti]
)
-modules.
Proof. The statement for K0 follows from K0 = R(β + αi)e(β, i) ⊗R(β)⊗k[ti]
(
RΛ(β) ⊗
k[ti]
)
and the fact that R(β + αi)e(β, i) is a finitely generated projective module over
R(β)⊗ k[ti] (Proposition 3.2). The proof for K1 is similar. 
Lemma 4.9. For i ∈ I and β ∈ Q+ with |β| = n, we have
(a) R(β + αi)a
Λ(x1)R(β + αi) =
∑n
a=0R(β + αi)a
Λ(x1)τ1 · · · τa.
(b) R(β + αi)a
Λ(x1)R(β + αi)e(β, i) = R(β + αi)a
Λ(x1)R(β)e(β, i)
+R(β + αi)a
Λ(x1)τ1 · · · τne(β, i).
Proof. The assertion (a) can be verified easily from
R(n + 1) =
n∑
a=0
kI [x1]⊗ R
1(n)τ1 · · · τa.
The assertion (b) follows immediately from (a). 
Let π : K0 −→ F
Λ be the canonical projection. We will construct a short exact
sequence of (R(β + αi), R
Λ(β)⊗ k[ti])-bimodules
0 −→ K1
P
−→ K0
pi
−→ FΛ −→ 0.
Let P˜ : R(β + αi)e(i, β) −→ K0 be the right multiplication by a
Λ(x1)τ1 · · · τn. Then
P˜ is a left R(β + αi)-linear homomorphism.
Using (4.11) and Lemma 4.9, we see that
Im(P˜ ) = Ker π =
R(β + αi)a
Λ(x1)R(β + αi)e(β, i)
R(β + αi)aΛ(x1)R(β)e(β, i)
⊂ K0.(4.12)
Lemma 4.10. The map P˜ : R(β + αi)e(i, β) −→ K0 is a right (R(β) ⊗ k[ti])-module
homomorphism.
Proof. For 1 ≤ a ≤ n, we have
xa+1
(
aΛ(x1)τ1 · · · τne(β, i)
)
= aΛ(x1)τ1 · · · τa−1(xa+1τa)τa+1 · · · τne(β, i)
= aΛ(x1)τ1 · · · τa−1(τaxa + ea,a+1)τa+1 · · · τne(β, i)
=
(
aΛ(x1)τ1 · · · τne(β, i)
)
xa + (a
Λ(x1)τ1 · · · τa−1τa+1 · · · τn)ea,n+1e(β, i)
=
(
aΛ(x1)τ1 · · · τne(β, i)
)
xa + (τa+1 · · · τn)(a
Λ(x1)τ1 · · · τa−1)ea,n+1e(β, i)
≡
(
aΛ(x1)τ1 · · · τne(β, i)
)
xa mod R(β + αi)a
Λ(x1)R(β)e(β, i),
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and
x1
(
aΛ(x1)τ1 · · · τne(β, i)
)
= aΛ(x1)(τ1x2 − e1,2)τ2 · · · τne(β, i)
= aΛ(x1)τ1(x2τ2)τ3 · · · τne(β, i)− (τ2 · · · τn)a
Λ(x1)e1,n+1e(β, i)
≡ aΛ(x1)τ1(x2τ2)τ3 · · · τne(β, i) = a
Λ(x1)τ1(τ2x3 − e2,3)τ3 · · · τne(β, i)
= aΛ(x1)τ1τ2(x3τ3)τ4 · · · τne(β, i)− (τ3 · · · τn)a
Λ(x1)τ1e2,n+1e(β, i)
· · · · · ·
≡ (aΛ(x1)τ1 · · · τn)xn+1e(β, i) mod R(β + αi)a
Λ(x1)R(β)e(β, i).
For 1 ≤ a ≤ n− 1, we have
τa+1
(
aΛ(x1)τ1 · · · τne(β, i)
)
= aΛ(x1)τ1 · · · τa−1(τa+1τaτa+1)τa+2 · · · τne(β, i)
= aΛ(x1)τ1 · · · τa−1
(
τaτa+1τa +Qa,a+1,a+2
)
τa+2 · · · τne(β, i)
=
(
aΛ(x1)τ1 · · · τa−1τaτa+1 · · · τne(β, i)
)
τa + a
Λ(x1)τ1 · · · τa−1Qa,a+1,a+2τa+2 · · · τne(β, i).
Since
aΛ(x1)τ1 · · · τa−1k[x1, . . . , xn+1]τa+2 · · · τne(β, i)
⊂ aΛ(x1)τ1 · · · τa−1
∑
w∈〈sa+2,...,sn〉
τwk[x1, . . . , xn+1]e(β, i)
⊂
∑
w∈〈sa+2,...,sn〉
τwa
Λ(x1)τ1 · · · τa−1k[x1, . . . , xn+1]e(β, i)
⊂
∑
w∈〈sa+2,...,sn〉
τwk[xn+1]a
Λ(x1)τ1 · · · τa−1k[x1, . . . , xn]e(β, i)
⊂ R(β + αi)a
Λ(x1)R(β)e(β, i),
we are done. 
Since P˜ is
(
R(β+αi), R(β)⊗k[ti]
)
-bilinear, it maps R(β+αi)a
Λ(x2)R
1(β)e(i, β) to
R(β + αi)a
Λ(x1)R(β)e(β, i)
R(β + αi)aΛ(x1)R(β)e(β, i)
= 0 inK0. Hence we get a (R(β+αi), R(β)⊗k[ti])-bilinear
homomorphism
P : K1 → K0
given by the right multiplication by aΛ(x1)τ1 · · · τn. Moreover, (4.12) implies Im P =
Ker π. Therefore we get an exact sequence of (R(β + αi), R(β)⊗ k[ti])-bimodules
K1
P
−→ K0
pi
−→ FΛ −→ 0.(4.13)
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We will show next that P is injective by constructing a homomorphism Q : K0 −→ K1
nearly inverse to P .
For 1 ≤ a ≤ n, we define an element ga of R(β + αi) by
(4.14) ga = τa
∑
ν∈Iβ+αi ,
νa 6=νa+1
e(ν) +
(
xa+1 − xa − (xa+1 − xa)
2τa
) ∑
ν∈Iβ+αi ,
νa=νa+1
e(ν) ∈ R(β + αi).
Remark 4.11. The elements(
1 + (xa − xa+1)τa
)
ea,a+1 =
(
τa(xa+1 − xa)− 1
)
ea,a+1
are called the intertwiners. Note that they satisfy the same identities as (4.15) given
below. The elements ga’s are variants of intertwiners.
Lemma 4.12. For 1 ≤ a ≤ n, we have
(4.15) xsa(b)ga = gaxb (1 ≤ b ≤ n+ 1) and τaga+1ga = ga+1gaτa+1.
Proof. We will first show xagae(ν) = gaxa+1e(ν). If νa 6= νa+1, our assertion is clear. If
νa = νa+1, then we have
(xaga − gaxa+1)e(ν) =
(
(xa+1 − xa)(xa − xa+1) + (xa+1 − xa)
2
)
e(ν) = 0.
Similarly, we have xa+1ga = gaxa, and xbga = gaxb for b 6= a, a + 1.
In order to prove the last identity, set S = τaga+1ga − ga+1gaτa+1. We have by (3.7)
(τaga+1ga)xa = τaga+1xa+1ga = τaxa+2ga+1ga = xa+2τaga+1ga,
(ga+1gaτa+1)xa = ga+1gaxaτa+1 = ga+1xa+1gaτa+1 = xa+2ga+1gaτa+1,
(τaga+1ga)xa+1 = τaga+1xaga = τaxaga+1ga = (xa+1τa − ea,a+1)ga+1ga
= xa+1τaga+1ga − ga+1gaea+1,a+2,
(ga+1gaτa+1)xa+1 = ga+1ga(xa+2τa+1 − ea+1,a+2)
= xa+1ga+1gaτa+1 − ga+1gaea+1,a+2,
(τaga+1ga)xa+2 = τaxa+1ga+1ga = (xaτa + ea,a+1)ga+1ga
= xaτaga+1ga + ga+1gaea+1,a+2,
(ga+1gaτa+1)xa+2 = ga+1ga(xa+1τa+1 + ea+1,a+2)
= xaga+1gaτa+1 + ga+1gaea+1,a+2.
Hence Sxb = xsa,a+2(b)S for all b.
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On the other hand, we can easily see that S does not contain the term τaτa+1τa and
belongs to the k[xa, xa+1, xa+2]-module generated by 1, τa, τa+1, τaτa+1 and τa+1τa. It
follows that S = 0. 
Proposition 4.13. Let Q˜ : R(β+αi)e(β, i) −→ K1 be the R(β+αi)-module homomor-
phism given by the right multiplication by gn · · · g1. Then Q˜ is right R(β)⊗k[ti]-linear.
That is,
Q˜(sxa) = Q˜(s)xa+1 (1 ≤ a ≤ n),
Q˜(sxn+1) = Q˜(s)x1,
Q˜(sτa) = Q˜(s)τa+1 (1 ≤ a < n)
for any s ∈ R(β + αi)e(β, i).
Proof. It follows immediately from the preceding lemma. 
Proposition 4.14. The map Q˜ induces a well-defined (R(β+αi), R(β)⊗k[ti])-bimodule
homomorphism
Q : K0 =
R(β + αi)e(β, i)
R(β + αi)aΛ(x1)R(β)e(β, i)
−→ K1 =
R(β + αi)e(i, β)
R(β + αi)aΛ(x2)R1(β)e(i, β)
given by the right multiplication by gn · · · g1.
Proof. Since
R(β + αi)a
Λ(x1)R(β) =
n−1⊕
a=0
R(β + αi)a
Λ(x1)τ1 · · · τa,
it suffices to show that Q˜ sends aΛ(x1)τ1 · · · τae(β, i) (0 ≤ a ≤ n − 1) to 0 in K1.
However, Lemma 4.12 implies Q˜
(
aΛ(x1)τ1 · · · τae(β, i)
)
= Q˜
(
e(β, i)
)
aΛ(x2)τ2 · · · τa+1 =
0. 
Theorem 4.15. For each ν ∈ Iβ, set
Aν = a
Λ
i (x1)
∏
1≤a≤n,νa 6=i
Qi,νa(x1, xa+1).
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Then the following diagram is commutative, in which the vertical arrow is the multi-
plication by Aν from the right.
R(β + αi)e(i, ν)
R(β + αi)aΛ(x2)R1(β)e(i, ν)
Aν

P=aΛ(x1)τ1···τn
//
R(β + αi)e(ν, i)
R(β + αi)aΛ(x1)R(β)e(ν, i)
Q=gn···g1
tt❤❤❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤
R(β + αi)e(i, ν)
R(β + αi)aΛ(x2)R1(β)e(i, ν)
(4.16)
Proof. We will verify
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν) = a
Λ(x1)τ1 · · · τne(ν, i)gn · · · g1
≡ Aνe(i, ν) mod R(β + αi)a
Λ(x2)R
1(β)e(i, ν)
(4.17)
by induction on n. In the course of the proof, we use the fact that
R(β + αi)a
Λ(x2)R
1(β)e(i, β) is a right k[x1, . . . , xn+1]-module.(4.18)
Note that
(4.19) τne(ν, i)gn =

τne(ν, i)τn = Qi,νn(xn, xn+1)e(ν
′, i, νn) if νn 6= i,
τn
(
(xn+1 − xn)− (xn+1 − xn)
2τn
)
e(ν, i)
= τn(xn+1 − xn)e(ν, i) if νn = i,
where ν ′ = (ν1, · · · , νn−1).
Assume first n = 1. If ν1 6= i, then (4.17) is obvious by (4.19). If ν1 = i, then
aΛ(x1)τ1e(ν, i)g1 = a
Λ(x1)τ1(x2 − x1)e(i, i). Then by Lemma 4.12, it is equal to
aΛ(x1)(τ1(x2 − x1)− 1)e(i, i) + a
Λ(x1)e(i, i)
= (τ1(x2 − x1)− 1)a
Λ(x2)e(i, i) + a
Λ(x1)e(i, i)
≡ Aνe(i, i) mod R(β + αi)a
Λ(x2)R
1(β)e(i, i).
Thus we may assume that n > 1.
(i) First assume νn 6= i. Then we have
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν) = a
Λ(x1)τ1 · · · τn−1Qi,νn(xn, xn+1)gn−1 · · · g1e(i, ν)
= aΛ(x1)τ1 · · · τn−1gn−1 · · · g1e(i, ν)Qi,νn(x1, xn+1).
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By the induction hypothesis, we have
aΛ(x1)τ1 · · · τn−1gn−1 · · · g1e(i, ν) ≡ Aν′e(i, ν) mod R(β + αi)a
Λ(x2)R
1(β)e(i, ν).
Hence (4.18) implies that
aΛ(x1)τ1 · · · τn−1gn−1 · · · g1e(i, ν)Qi,νn(x1, xn+1)
≡ Aν′e(i, ν)Qi,νn(x1, xn+1) mod R(β + αi)a
Λ(x2)R
1(β)e(i, ν).
Then the desired assertion follows from Aν′Qi,νn(x1, xn+1)e(i, ν) = Aνe(i, ν).
(ii) Now assume νn = i. Set ν
′′ = (ν1, . . . , νn−2). Then we have
(4.20)
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν) = a
Λ(x1)τ1 · · · τn(xn+1 − xn)gn−1 · · · g1e(i, ν)
= aΛ(x1)τ1 · · · τne(ν
′′, νn−1, i, i)gn−1 · · · g1(xn+1 − x1).
(a) If νn−1 6= i, then
τn−1τngn−1e(ν
′′, i, νn−1, i) = τn−1τnτn−1e(ν
′′, i, νn−1, i)
= (τnτn−1τn −Qn−1,n,n+1)e(ν
′′, i, νn−1, i).
(See (3.5).) Hence
(4.21)
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν)
= aΛ(x1)τ1 · · · τn−2(τnτn−1τn −Qn−1,n,n+1)e(ν
′′, i, νn−1, i)gn−2 · · · g1(xn+1 − x1)
= τna
Λ(x1)τ1 · · · τn−1e(ν
′′, i, i, νn−1)gn−2 · · · g1τn(xn+1 − x1)
− aΛ(x1)τ1 · · · τn−2gn−2 · · · g1Q1,n,n+1(xn+1 − x1)e(i, ν).
The first term is equal to
τna
Λ(x1)τ1 · · · τn−1e(ν
′′, i, i, νn−1)gn−2 · · · g1τn(xn+1 − x1)
= τna
Λ(x1)τ1 · · · τn−1gn−2 · · · g1(xn − x1)τne(i, ν)
= τn
(
aΛ(x1)τ1 · · · τn−1gn−1 · · · g1e(i, sn−1ν)
)
τn by (4.20)
≡ τnA(ν′′,i)e(i, sn−1ν)τn mod R(β + αi)a
Λ(x2)R
1(β)e(i, ν)
= A(ν′′,i)Qνn−1,νn(xn, xn+1)e(i, ν)
= Aν′′Qνn−1,i(xn, xn+1)e(i, ν).
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On the other hand, the second term in (4.21) is equivalent to
− Aν′′(Qi,νn−1(xn+1, xn)−Qi,νn−1(x1, xn))e(i, ν)
= −Aν′′Qνn−1,i(xn, xn+1)e(i, ν) + Aν′′Qi,νn−1(x1, xn)e(i, ν)
mod R(β + αi)a
Λ(x2)R
1(β)e(i, ν).
Hence these two terms add up to
Aν′′Qi,νn−1(x1, xn)e(i, ν) = Aνe(i, ν).
(b) Finally, suppose νn = νn−1 = i. In this case, we have
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν) = a
Λ(x1)τ1 · · · τngn−1 · · · g1(xn+1 − x1)e(i, ν)
and
τn−1τngn−1e(ν
′′, i, i, i) = τn−1τn
(
(xn − xn−1)− τn−1(xn − xn−1)
2)
)
e(ν ′′, i, i, i)
= τn−1τn(xn − xn−1)e(ν
′′, i, i, i)− τnτn−1τn(xn − xn−1)
2e(ν ′′, i, i, i).
Hence
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν)
= aΛ(x1)τ1 · · · τn(xn − xn−1)gn−2 · · · g1(xn+1 − x1)e(i, ν)
− xτ1 · · · τn−2(τnτn−1τn)(xn − xn−1)
2gn−2 · · · g1(xn+1 − x1)e(i, ν)
= aΛ(x1)τ1 · · · τn−1gn−2 · · · g1τn(xn − x1)(xn+1 − x1)e(i, ν)
− τnx
λ
1τ1 · · · τn−1gn−2 · · · g1τn(xn − x1)
2(xn+1 − x1)e(i, ν)
= aΛ(x1)τ1 · · · τn−1gn−2 · · · g1(xn − x1)(xn+1 − x1)τne(i, ν)
− τna
Λ(x1)τ1 · · · τn−1gn−2 · · · g1(xn − x1)(xn+1 − x1)τn(xn − x1)e(i, ν)
= aΛ(x1)τ1 · · · τn−1(xn − xn−1)gn−2 · · · g1(xn+1 − x1)τne(i, ν)
− τna
Λ(x1)τ1 · · · τn−1(xn − xn−1)gn−2 · · · g1(xn+1 − x1)τn(xn − x1)e(i, ν)
≡ Aν′(xn+1 − xn)τne(i, ν)− τnAν′(xn+1 − x1)τn(xn − x1)e(i, ν)
= Aν′
(
(xn+1 − x1)τn − τn(xn+1 − x1)τn(xn − x1)
)
e(i, ν).
Note that
τn(xn+1 − x1)e(i, ν) =
(
(xn − x1)τn + 1
)
e(i, ν) and τ 2ne(i, ν) = 0,
which implies
τn(xn+1 − x1)τne(i, ν) = τne(i, ν),
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and hence (
(xn+1 − x1)τn − τn(xn+1 − x1)τn(xn − x1)
)
e(i, ν) = e(i, ν).
Since ν = (ν ′, i), we have Aν′ = Aν , which completes the proof. 
Note that K1 is a projective right
(
RΛ(β) ⊗ k[ti]
)
-module by Lemma 4.8, and the
right multiplication by
∑
ν∈Iβ Aνe(i, ν) ∈ R(β + αi) on K1 is equal to the action of∑
ν∈Iβ a
Λ
i (ti)
∏
1≤a≤n,νa 6=i
Qi,νa(ti, xa)e(ν) ∈ R
Λ(β)⊗ k[ti], which is a monic polynomial
(up to an invertible multiple). Hence Q ◦ P is injective by the following elementary
lemma whose proof is omitted.
Lemma 4.16. Let A be a ring and K a projective A ⊗Z Z[t]-module, where t is an
indeterminate. If f =
∑
0≤k≤m akt
k is an element of A ⊗Z Z[t] such that am is an
invertible element of A, then the multiplication by f on K is an injective endomorphism
of K.
Hence we obtain the following lemma.
Lemma 4.17. The homomorphism P : K1 −→ K0 is injective, and
(4.22) 0 −→ K1
P
−→ K0
pi
−→ FΛ −→ 0
is an exact sequence of (R(β + αi), R
Λ(β)⊗ k[ti])-bimodules.
Recall that the action of ti is the right multiplication by x1 (resp. xn+1) on K1
(resp. on K0 and F
Λ). Since both K1 and K0 are projective right R
Λ(β)[ti]-modules
by Lemma 4.8, (4.22) is a projective resolution of FΛ as a right RΛ(β)[ti]-module.
By Lemma 4.3, there exists a monic polynomial g(u) such that g(xn+1) = 0 as
an element of RΛ(β + αi). Hence Theorem 4.5 follows from Lemma 4.18 below, and
Theorem 4.7 is its consequence. Note that the homomorphism P is homogeneous
of degree (αi | 2Λ − β) and it induces the morphism q
(αi|2Λ−β)F iM −−→ FiM in
Theorem 4.7.
Lemma 4.18. Let A be a ring and let A[t] = A⊗ZZ[t] be the polynomial ring in t with
coefficients in A. Let a(t) be a monic polynomial in t with coefficients in the center
Z(A) of A and let M be an A[t]-module such that a(t)M = 0. If M has a projective
dimension at most 1 as an A[t]-module, that is, if there exists an exact sequence of
A[t]-modules
0 −−→ P1
j
−−→ P0 −−→ M −−→ 0(4.23)
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with projective A[t]-modules P0 and P1, then M is a projective A-module.
Proof. Let us take an exact sequence as in (4.23), and let ai ∈ EndA[t](Pi) (i = 0, 1)
be the endomorphism of Pi obtained by the multiplication of a(t). By Lemma 4.16 we
have an exact sequence
0 −→ Pi
ai−−→ Pi −→ Pi/aiPi −→ 0.(4.24)
On the other hand, we have a commutative diagram with exact rows:
0 // P1
j
//
a1

P0
h
~~
a0

// M
a(t)=0

// 0
0 // P1
j
//
p
==
P0 // M // 0
Since a(t)|M = 0, there exists an A[t]-linear homomorphism h such that a0 = j ◦ h.
Hence, we have j ◦ (h ◦ j) = a0 ◦ j = j ◦ a1. Since j is a monomorphism, we obtain
h ◦ j = a1.
Since A[t]/aiA[t] is a projective A-module and Pi is a projective A[t]-module, Pi/aiPi ≃
(A[t]/aiA[t])⊗A[t]Pi is a projective A-module. Hence (4.24) splits as an exact sequence
of A-modules. Hence there exists p ∈ EndA(P1) such that p ◦ a1 = idP1. Hence
p ◦ h ◦ j = idP1. Therefore the exact sequence (4.23) splits, and M is a projective
A-module. 
We need the following lemma later.
Lemma 4.19. Set
A =
∑
ν∈Iβ
Aνe(i, ν),
B =
∑
ν∈Iβ
aΛi (xn+1)
∏
νa 6=i
Qνa,i(xa, xn+1)e(ν, i).
Then we have a commutative diagram
K1
P
//
A

K0
B

Q
✉
✉
✉
✉
zz✉✉
✉
✉
K1
P
// K0 .
Here the vertical arrows are the right multiplications by A and B, respectively.
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Proof. We know already the commutativity of the upper triangle and the square. Let us
show the commutativity of the lower triangle. We have P ◦Q◦P = P ◦A = B◦P . Hence
(P ◦Q−B)◦P = 0. By the exact sequence (4.22), P ◦Q−B ∈ EndRΛ(β)[ti](K0) factors
through FΛ. Since FΛ is annihilated by the right multiplication by a monic polynomial
g(ti), the image of P ◦Q− B is also annihilated by g(xn+1). Since g(xn+1) : K0 −→ K0
is a monomorphism, we obtain P ◦Q− B = 0. 
Remark 4.20. (i) Both
∑
ν∈Iβ
∏
νa=i
(ti− xa)e(ν) and
∑
ν∈Iβ
∏
νa 6=i
Qi,νa(ti, xa)e(ν) belong to
the center of R(β)⊗ k[ti] (cf. [10, Theorem 2.9]).
(ii) For any n ≥ m, RΛ(n) is a projective RΛ(m)-module. Indeed, RΛ(m + 1) is
a projective RΛ(m)-module by Theorem 4.5, and the general case follows by
induction on n. In particular, RΛ(n) is a projective k-module.
5. sl2-categorification
In this section, we will show that the functors EΛi and F
Λ
i satisfy certain commutation
relations similar to those between generators of the Lie algebra sl2.
5.1. Commutation relations between EΛi and F
Λ
i . For the adjoint pair (F
Λ
i , E
Λ
i ),
consider the adjunction transformations ε : FΛi E
Λ
i → Id and η : Id → E
Λ
i F
Λ
i , and
the natural transformations xEΛi , xFΛi as in Section 3. For example, xFΛii
is given by
the right multiplication by xn+1 on R
Λ(β + αi)e(β, i). Thus we obtain the following
commutative diagram:
(5.1)
HomRΛ(β+αi)(F
Λ
i (M), N)
x
FΛ
i

∼
// HomRΛ(β)(M,E
Λ
i (N))
x
EΛ
i

HomRΛ(β+αi)(F
Λ
i (M), N)
∼
// HomRΛ(β)(M,E
Λ
i (N)) .
Theorem 5.1. For i 6= j, there exists a natural isomorphism
q−(αi|αj)FΛj E
Λ
i
∼−→EΛi F
Λ
j .
Proof. By Corollary 3.4, there is an isomorphism
e(n, i)R(n+ 1)e(n, j)
∼
−→ R(n)e(n− 1, j)⊗R(n−1) e(n− 1, i)R(n).
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Applying the functor RΛ(n)⊗R(n) • ⊗R(n) R
Λ(n), the right-hand side yields
RΛ(n)e(n− 1, j)⊗RΛ(n−1) e(n− 1, i)R
Λ(n) = FΛj E
Λ
i R
Λ(n),
and the left-hand side is equal to
e(n, i)R(n + 1)e(n, j)
e(n, i)R(n)aΛ(x1)R(n+ 1)e(n, j) + e(n, i)R(n + 1)aΛ(x1)R(n)e(n, j)
.
Since
EΛi F
Λ
j R
Λ(n) = e(n, i)RΛ(n+ 1)e(n, j)⊗R(n) R
Λ(n)
=
e(n, i)R(n + 1)e(n, j)
e(n, i)R(n + 1)aΛ(x1)R(n+ 1)e(n, j)
,
it suffices to show that
(5.2)
e(n, i)R(n + 1)aΛ(x1)R(n+ 1)e(n, j)
= e(n, i)R(n)aΛ(x1)R(n + 1)e(n, j) + e(n, i)R(n + 1)a
Λ(x1)R(n)e(n, j).
Indeed, we have
R(n+ 1)aΛ(x1)R(n+ 1) =
n+1∑
a=1
R(n+ 1)aΛ(x1)τa · · · τnR(n, 1)
= R(n+ 1)aΛ(x1)R(n, 1) +R(n+ 1)a
Λ(x1)τ1 · · · τnR(n, 1)
= R(n+ 1)aΛ(x1)R(n) +
n+1∑
a=1
R(n, 1)τn · · · τaa
Λ(x1)τ1 · · · τnR(n, 1)
= R(n+ 1)aΛ(x1)R(n) +R(n, 1)a
Λ(x1)R(n+ 1) +R(n, 1)τn · · · τ1a
Λ(x1)τ1 · · · τnR(n, 1)
= R(n+ 1)aΛ(x1)R(n) +R(n)a
Λ(x1)R(n+ 1) +R(n, 1)τn · · · τ1a
Λ(x1)τ1 · · · τnR(n, 1).
Since i 6= j, we have
e(n, i)R(n, 1)τn · · · τ1a
Λ(x1)τ1 · · · τnR(n, 1)e(n, j)
= R(n, 1)τn · · · τ1e(i, n)a
Λ(x1)e(j, n)τ1 · · · τnR(n, 1) = 0,
which proves our assertion (5.2). 
The natural transformation q−2i FiEi −→ EiFi defined in Proposition 3.3 induces a natu-
ral transformation q−2i F
Λ
i E
Λ
i −→ E
Λ
i F
Λ
i . Moreover, there exists a natural transformation
q2ki Id −→ E
Λ
i F
Λ
i (k ≥ 0)
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given by the following commutative diagram:
(5.3)
Id
η

η
// EΛi F
Λ
i
EΛi ◦ (xFΛ
i
)k

EΛi F
Λ
i
(x
EΛ
i
)k◦FΛi
// q−2ki E
Λ
i F
Λ
i .
Note that the commutativity of (5.3) follows from (5.1). Similarly, there exists a
natural transformation
FΛi E
Λ
i −→ q
−2k
i Id (k ≥ 0)
given by the following commutative diagram:
(5.4)
q2ki F
Λ
i E
Λ
i
FΛi ◦ (xEΛ
i
)k

(x
FΛ
i
)k◦EΛi
// FΛi E
Λ
i
ε

FΛi E
Λ
i ε
// Id .
Now we can state another main theorem of our paper.
Theorem 5.2. Let λ = Λ−β. Then there exist natural isomorphisms of endofunctors
on Mod(RΛ(β)) given below.
(a) If 〈hi, λ〉 ≥ 0, then we have an isomorphism
q−2i F
Λ
i E
Λ
i ⊕
〈hi,λ〉−1⊕
k=0
q2ki Id
∼−→EΛi F
Λ
i .
(b) If 〈hi, λ〉 ≤ 0, then we have an isomorphism
q−2i F
Λ
i E
Λ
i
∼−→EΛi F
Λ
i ⊕
−〈hi,λ〉−1⊕
k=0
q−2k−2i Id .
Note that in [15, §4.1.3] it is one of the axioms for the categorification (see also [4,
Theorem 5.27]).
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5.2. Proof of Theorem 5.2. In order to prove this theorem, we consider the follow-
ing commutative diagrams with exact rows and columns for M ∈ Mod(RΛ(β)) (see
Theorem 3.6, Theorem 3.9 and Theorem 4.7):
(5.5)
0

0

q−2i M
0 // q(αi|2Λ−β)F iEiM

// q−2i FiEiM

//
ε
77
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
q−2i F
Λ
i E
Λ
i M

// 0
0 // q(αi|2Λ−β)EiF iM

// EiFiM

// EΛi F
Λ
i M
// 0.
q(αi|2Λ−2β)k[ti]⊗M

// k[ti]⊗M

0 0
At the kernel level, the commutative diagram (5.5) corresponds to the following
commutative diagram of (R(β), RΛ(β))-bimodules
(5.6)
0

0

q−2i R
Λ(β)
0 // q(αi|2Λ−β)K ′1

P ′
// q−2i K
′
0
F=τn

G
//
E
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
q−2i F
Λ
i E
Λ
i R
Λ(β)

// 0
0 // q(αi|2Λ−β)EiK1
B

P
// EiK0
C

// EiF
Λ // 0
q(αi|2Λ−2β)k[ti]⊗R
Λ(β)

A
// k[ti]⊗R
Λ(β)

0 0
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Here, we have
(5.7)
K ′0 := FiEiR
Λ(β) = R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i)R
Λ(β),
K ′1 := F iEiR
Λ(β) = R(β)e(i, β − αi)⊗R(β−αi) e(β − αi, i)R(β)⊗R(β) R
Λ(β)
= R(β)e(i, β − αi)⊗R(β−αi) e(β − αi, i)R
Λ(β),
and
(5.8)
FΛi E
Λ
i R
Λ(β) = RΛ(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i)R
Λ(β),
EiF
Λ = EΛi F
Λ
i R
Λ(β) = e(β, i)RΛ(β + αi)e(β, i)
=
e(β, i)R(β + αi)e(β, i)
e(β, i)R(β + αi)aΛ(x1)R(β + αi)e(β, i)
,
EiK0 = EiFiR
Λ(β) = e(β, i)R(β + αi)e(β, i) ⊗
R(β)
RΛ(β)
=
e(β, i)R(β + αi)e(β, i)
e(β, i)R(β + αi)aΛ(x1)R(β)e(β, i)
,
EiK1 = EiF iR
Λ(β) = e(β, i)R(β + αi)e(i, β) ⊗
R(β)
RΛ(β)
=
e(β, i)R(β + αi)e(i, β)
e(β, i)R(β + αi)aΛ(x2)R1(β)e(i, β)
.
We also note the following properties:
(1) The map P is the right multiplication by aΛ(x1)τ1 · · · τn given in Section 4, and is(
R(β), RΛ(β)⊗ k[ti]
)
-bilinear.
(2) Similarly, the map P ′ is given by the right multiplication by aΛ(x1)τ1 · · · τn−1 on
R(β)e(i, β − αi).
(3) The map E is given by x⊗ y 7→ xy and the map F is given by x⊗ y 7→ xτny (see
Proposition 3.3).
(4) The map C is the cokernel map of F . Hence C is (R(β), RΛ(β))-bilinear but does
not commute with ti.
(5) The map B is written as ϕ in Corollary 3.8. Thus it is given by taking the coefficient
of τn · · · τ1 and is (R(β)⊗ k[xn+1],k[x1]⊗ R
Λ(β))-bilinear.
(6) The map A is defined by chasing the diagram. It is RΛ(β)-bilinear but not k[ti]-
linear.
(7) The map G is the canonical projection, which is
(
R(β)⊗k[xn+1], R
Λ(β)⊗k[xn+1]
)
-
bilinear.
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We write p for the number of times αi appears in β. Define an invertible element
γ ∈ k× by
(−1)p
∏
νa 6=i
Qi,νa(ti, xa) = γ
−1t
−〈hi,β〉+2p
i +
(
terms of degree < −〈hi, β〉+ 2p in ti
)
.(5.9)
For λ = Λ− β, define
(5.10) ϕk = A(t
k
i ) ∈ k[ti]⊗R
Λ(β),
which is of degree 2(αi|λ) + k(αi|αi) = (αi|αi)(〈hi, λ〉+ k).
We need the following proposition for the proof of Theorem 5.2.
Proposition 5.3.
(a) If 〈hi, λ〉+ k < 0, then ϕk = 0.
(b) If 〈hi, λ〉+ k ≥ 0, then γϕk is a monic polynomial of degree 〈hi, λ〉+ k in ti.
From now on, a monic polynomial of degree < 0 will be understood to be 0. To prove
Proposition 5.3, we need some preparation.
Lemma 5.4. For z ∈ K ′0 = R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i)R
Λ(β), we have
(5.11) F (z)xn+1 = F (z(xn ⊗ 1)) + E(z),
where E(z) ∈ RΛ(β) ⊂ e(β, i)R(β + αi)e(β, i)⊗R(β) R
Λ(β) = EiK0.
Proof. Write z = a⊗ b where a ∈ R(β)e(β − αi, i), b ∈ e(β − αi, i)R
Λ(β). Then
F (z) = aτnb and E(z) = ab.
It follows that
F (z)xn+1 = aτnbxn+1 = aτnxn+1b = a(xnτn + 1)b = axnτnb+ ab
= F (axn ⊗ b) + E(a⊗ b) = F (z(xn ⊗ 1)) + E(z),
as desired. 
By Corollary 3.4, we have the (R(β), RΛ(β))-bimodule decomposition
(5.12)
e(β, i)R(β + αi)e(β, i)⊗R(β) R
Λ(β)
= F
(
R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i)R
Λ(β)
)
⊕ (RΛ(β)⊗ k[ti])e(β, i),
where ti = xn+1. Using the decomposition (5.12), we write
(5.13) P
(
e(β, i)τn · · · τ1x
k
1e(i, β)
)
= F (ψk) + ϕk
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for uniquely determined elements ψk ∈ K
′
0 and ϕk ∈ k[ti] ⊗ R
Λ(β). Note that the
definition of ϕk coincides with the one given in (5.10). Indeed, for k ≥ 0, we have
A(tki ) = AB(e(β, i)τn · · · τ1x
k
1e(i, β)) = CP (e(β, i)τn · · · τ1x
k
1e(i, β)) = C(ϕk) = ϕk.
Now we have
F (ψk+1) + ϕk+1 = P (e(β, i)τn · · · τ1x
k+1
1 e(i, β)) = P (e(β, i)τn · · · τ1x
k
1e(i, β))xn+1
= (F (ψk) + ϕk)xn+1 = F (ψk(xn ⊗ 1)) + E(ψk) + ϕkti,
where ti = xn+1. Therefore we obtain
(5.14) ψk+1 = ψk(xn ⊗ 1) and ϕk+1 = ϕkti + E(ψk).
In particular, ϕk is determined uniquely by ϕk+1.
Now we will prove Proposition 5.3. By Lemma 4.19, we have
gn · · · g1x
k
1e(i, ν)a
Λ(x1)τ1 · · · τn = x
k
n+1a
Λ
i (xn+1)
∏
νa 6=i
Qi,νa(xn+1, xa)e(ν, i)
in e(β, i)R(β + αi)e(β, i)⊗R(β) R
Λ(β), which implies
AB(gn · · · g1x
k
1e(i, ν)) = C
(
xkn+1a
Λ
i (xn+1)
∏
νa 6=i
Qi,νa(xn+1, xa)e(ν, i)
)
= tki a
Λ
i (ti)
∏
νa 6=i
Qi,νa(ti, xa)e(ν).
On the other hand, since B is the map taking the coefficient of τn · · · τ1, we have
B
(
gn · · · g1x
k
1e(i, ν)
)
= B
(∏
νa=i
(−(xn+1 − xa)
2)xkn+1e(ν, i)τn · · · τ1
)
= tki
∏
νa=i
(−(ti − xa)
2)e(ν).
Hence
A
(
tki
∏
νa=i
(ti − xa)
2e(ν)
)
= (−1)ptki a
Λ
i (ti)
∏
νa 6=i
Qi,νa(ti, xa)e(ν).(5.15)
Set
S :=
∑
ν∈Iβ
(∏
νa=i
(ti − xa)
2e(ν)
)
∈ k[ti]⊗ R
Λ(β),
F := γ(−1)paΛi (ti)
∑
ν∈Iβ
(∏
νa 6=i
Qi,νa(ti, xa)e(ν)
)
∈ k[ti]⊗ R
Λ(β).
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Then they are monic polynomials in ti of degree 2p and of degree 〈hi,Λ − β〉 + 2p =
〈hi, λ〉+2p, respectively. Note also that S and F belong to the center of k[ti]⊗R
Λ(β).
Then (5.15) reads as
A(tki S) = γ
−1tki F .(5.16)
Lemma 5.5. We have
tki F = (γϕk)S + hk,(5.17)
where hk is a polynomial in ti of degree < 2p. Hence γϕk is the quotient of t
k
i F divided
by S.
Proof. By (5.14), we have A(tk+1i )− A(t
k
i )ti ∈ R
Λ(β), which implies
A(ati)−A(a)ti ∈ R
Λ(β) for any a ∈ RΛ(β)[ti].(5.18)
By induction on m. we shall show
for any polynomial f ∈ RΛ(β)[ti] in ti of degree m and a ∈
RΛ(β)[ti], A(af)−A(a)f is of degree < m.
(5.19)
It is already proved for m = 0, 1. Hence it is enough to show (5.19) assuming that
f = tig and (5.19) is true for g. Then
A(af)− A(a)f =
(
A(atig)−A(ati)g
)
+
(
A(ati)− A(a)ti
)
g.
The first term is of degree < deg(g) and the second term is of degree ≤ deg(g). Hence
we obtain (5.19).
Then we have
tki γ
−1F − ϕkS = t
k
i γ
−1F − A(tki )S = A(t
k
i S)− A(t
k
i )S
by (5.16) and it is of order < 2p by applying (5.19) for f = S. 
As an immediate consequence of Lemma 5.5, we see that γϕk is a monic polynomial
in ti of degree 〈hi, λ〉+ k. This completes the proof of Proposition 5.3.
Now we are ready to finish the proof of Theorem 5.2. By the Snake Lemma, we have
the following exact sequence of RΛ(β)-bimodules:
0 −→ KerA −→ q−2i F
Λ
i E
Λ
i R
Λ(β) −→ EΛi F
Λ
i R
Λ(β) −→ CokerA −→ 0.
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If a := 〈hi, λ〉 ≥ 0, by Proposition 5.3, we have
KerA = 0,
a−1⊕
k=0
k tki ⊗ R
Λ(β)
∼
−→ CokerA.
Hence the composition
a−1⊕
k=0
k tki ⊗ R
Λ(β) −−→ EΛi F
Λ
i R
Λ(β) −−→ CokerA is an isomor-
phism, and we obtain an isomorphism of RΛ(β)-bimodules:
q−2i F
Λ
i E
Λ
i R
Λ(β)⊕
a−1⊕
k=0
k tki ⊗ R
Λ(β)
∼
−→ EΛi F
Λ
i R
Λ(β),
which proves the statement (a) in Theorem 5.2.
Assume now a :=−〈hi, λ〉 ≥ 0. By Proposition 5.3, we have
Coker(A) = 0, Ker(A) = q2(αi|Λ−β)
a−1⊕
k=0
k tki ⊗ R
Λ(β).
Then KerA −→ q−2i F
Λ
i E
Λ
i R
Λ(β) is given by tki 7−→ G(ψk). We define a map
Ψ: Ker(A) −→
a−1⊕
k=0
k tki ⊗ R
Λ(β)
as the composition
KerA −→ q−2i FiEiR
Λ(β)
E◦(xkn⊗1)−−−−−−→
a−1⊕
k=0
k tki ⊗R
Λ(β),
where the map KerA −→ q−2i FiEiR
Λ(β) is given by tki 7→ ψk and E◦(x
k
n⊗1) : q
−2
i FiEiR
Λ(β) −→⊕a−1
k=0 k t
k
i ⊗R
Λ(β) is given by s 7−→
∑a−1
k=0 t
k
i ⊗E(s(x
k
n⊗ 1)). Then we have a commu-
tative diagram
Ker(A) //

q−2i FiEiR
Λ(β)
E◦(xkn⊗1)
G
vv♥♥♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
q−2i F
Λ
i E
Λ
i R
Λ(β) //
a−1⊕
k=0
k tki ⊗ R
Λ(β).
Then by (5.14), we have
Ψ(tji ) =
a−1∑
k=0
E(ψj(x
k
n ⊗ 1))t
k
i =
a−1∑
k=0
E(ψj+k)t
k
i .
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Since γϕk is a monic polynomial of degree k − a in ti, we deduce
ϕk =
0 if k < a,γ−1 if k = a.
From the relation
γ−1 = ϕa = E(ψa−1) + ϕa−1ti,
we obtain
E(ψa−1) = γ
−1.
For k ≤ a− 1, we have
0 = ϕk = ϕk−1ti + E(ψk−1),
from which we obtain
E(ψk) = 0 for all k < a− 1.
Thus we derive a system of equations
Ψ(tji ) = γ
−1ta−1−ji +
∑
a−1−j<k≤a−1
E(ψj+k)t
k
i .
Hence Ψ is an RΛ(β)-linear endomorphism of
a−1⊕
k=0
k tki ⊗R
Λ(β) which is in a triangular
form. Therefore, Ψ is an isomorphism and we conclude
FΛi E
Λ
i R
Λ(β)
∼
−→ EΛi F
Λ
i R
Λ(β)⊕
a−1⊕
k=0
k tki ⊗ R
Λ(β)
as RΛ(β)-bimodules. This completes the proof of Theorem 5.2. 
6. Categorification of V (Λ)
In this section, we shall show that cyclotomic Khovanov-Lauda-Rouquier algebras
categorify the irreducible highest weight module V (Λ). In [15], one can find a more
systematic and detailed treatment of the categorification.
Hereafter, we assume that the degree-zero part k0 of the base ring k is a commu-
tative field. For β ∈ Q+, let us denote by Proj(RΛ(β)) the category of finitely gen-
erated projective graded RΛ(β)-modules, and by Rep(RΛ(β)) the category of graded
RΛ(β)-modules that are finite-dimensional over k0. Let us denote by [Proj(R
Λ(β))]
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and [Rep(RΛ(β))] their Grothendieck groups. Then they are Z[q, q−1]-modules, where
the action of q is given by the grade shift functor q (see (3.10)). Let us set
[Proj(RΛ)] :=
⊕
β∈Q+
[Proj(RΛ(β))] and [Rep(RΛ)] :=
⊕
β∈Q+
[Rep(RΛ(β))].
By Theorem 4.5 and its corollary (Corollary 4.6), the arrows of the following diagrams
are exact functors:
Proj(RΛ(β))
FΛi
//
Proj(RΛ(β + αi))
q
1−〈hi,Λ−β〉
i E
Λ
i
oo ,
Rep(RΛ(β))
q
1−〈hi,Λ−β〉
i
FΛi
//
Rep(Rλ(β + αi)).
EΛi
oo
Hence they induce endomorphisms Fi and Ei on [Proj(R
Λ)] and [Rep(RΛ)]. The fol-
lowing lemma immediately follows from Theorem 5.2.
Lemma 6.1. For all i, j ∈ I, we have
[Ei, Fj ] = δij
Ki −K
−1
i
qi − q
−1
i
on [Proj(RΛ)] and [Rep(RΛ)]. Here, Ki is given by
Ki|[Proj(RΛ(β))] = q
〈hi,Λ−β〉
i , Ki|[Rep(RΛ(β))] = q
〈hi,Λ−β〉
i .
It is obvious that the action of Ei on [Proj(R
Λ)] and [Rep(RΛ)] are locally nilpotent.
Lemma 4.3 implies that the action of Fi on [Proj(R
Λ)] and [Rep(RΛ)] are also locally
nilpotent. Therefore, by [9, Proposition B.1], the Grothendieck groups
[Proj(RΛ)]Q(q) = Q(q)⊗Z[q,q−1] [Proj(R
Λ)]
and
[Rep(RΛ)]Q(q) = Q(q)⊗Z[q,q−1] [Rep(R
Λ)]
become integrable Uq(g)-modules.
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For a left RΛ-module N , let us denote by Nψ the right RΛ-module obtained from N
by the anti-involution ψ of RΛ that fixes the generators xk, τl and e(ν). By the pairing
[Proj(RΛ)]× [Rep(RΛ)] −−→ Z[q, q−1],
∪ ∪
(P,M) 7−→
∑
n∈Z
qn dimk0(P
ψ ⊗RΛ M)n
the free Z[q, q−1]-modules [Proj(RΛ)] and [Rep(RΛ)] are dual to each other. Moreover,
Ei|[Proj(RΛ)] and Fi|[Proj(RΛ)] are adjoint to Fi|[Rep(RΛ)] and Ei|[Rep(RΛ)], respectively.
We denote by Rep(R(β)) the category of R(β)-modules that are finite-dimensional
over k0. We define [Rep(R)] =
⊕
β∈Q+
[Rep(R(β))], [Rep(R)]Q(q) = Q(q)⊗Z[q,q−1][Rep(R)],
Proj(R(β)), [Proj(R)] and [Proj(R)]Q(q), similarly. Then [Proj(R)] and [Rep(R)] are
also dual to each other. The fully faithful exact functor Rep(RΛ(β)) −→ Rep(R(β))
induces a Z[q, q−1]-linear homomorphism [Rep(RΛ)] −→ [Rep(R)]. It is well-known that
[Rep(R)] (resp. [Rep(RΛ)]) has a basis [S] where S ranges over the set of the iso-
morphism classes of irreducible R-modules (resp. RΛ-modules). Hence [Rep(RΛ)] −→
[Rep(R)] is injective and its cokernel is a free Z[q, q−1]-module. By the duality, the
homomorphism [Proj(R)] −→ [Proj(RΛ)] (induced by the functor RΛ(β) ⊗R(β) • ) is
surjective. Note that [Proj(R)] −→ [Proj(RΛ)] is U−A(g)-linear. In [10], Khovanov and
Lauda showed that [Proj(R)] is isomorphic to U−A(g) as bialgebras. Hence its quo-
tient [Proj(RΛ)] is generated by the trivial representation 1Λ of R
Λ(0). Therefore
[Proj(RΛ)]Q(q) is an integrable highest weight Uq(g)-module and it is isomorphic to
V (Λ) by Proposition 2.3 (a). Hence [Proj(RΛ)] is isomorphic to VA(Λ). By duality, we
obtain [Rep(RΛ)] ≃ VA(Λ)
∨.
To summarize, we obtain the categorification of the irreducible highest weight module
V (Λ).
Theorem 6.2. There exist isomorphisms of UA(g)-modules
[Proj(RΛ)] ≃ VA(Λ) and [Rep(R
Λ)] ≃ VA(Λ)
∨.
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