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Abstract
Let K be a number field, and let W be a subspace of KN , N  1. Let V1, . . . , VM be subspaces of KN
of dimension less than dimension of W . We prove the existence of a point of small height in W \⋃Mi=1 Vi ,
providing an explicit upper bound on the height of such a point in terms of heights of W and V1, . . . , VM .
Our main tool is a counting estimate we prove for the number of points of a subspace of KN inside of an
adelic cube. As corollaries to our main result we derive an explicit bound on the height of a nonvanishing
point for a decomposable form and an effective subspace extension lemma.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and notation
The name Siegel’s lemma is usually used to denote results about small-height solutions of a
system of linear equations. Such a result in a simple form was first proved by Thue in 1909 [10,
pp. 288, 289] using the Dirichlet’s box principle. Siegel [9, Bd. I, Hilfssatz, p. 213] was the first
to formally state this principle in the classical case.
Notice that a small-height solution to a system of linear equations is a point of small height in
the nullspace of the matrix of this linear system. Thus this principle can be viewed as a statement
about points of small height in a given vector space. We write H andH for appropriately selected
height functions, which we will precisely define below. The following modern formulation of this
result follows from a celebrated theorem of Bombieri and Vaaler [2].
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integer. Let W be a nonzero subspace of KN of dimension w N . There exists a nonzero point
x ∈ W such that
H(x)
{
N |DK |1/d
}1/2H(W)1/w. (1)
The exponent on H(W) in the upper bound of Theorem 1.1 is best possible, however the
constant is not. The best possible constant for Siegel’s lemma was recently obtained by Vaaler
in [13]. The actual Bombieri–Vaaler theorem is more general: it produces a full basis of small
height for W . Results of this sort were originally treated as important technical lemmas used in
transcendental number theory and Diophantine approximations for the purpose of constructing
a certain auxiliary polynomial (see [1,2] for more information). Nowadays they have evolved as
important results in their own right.
In this paper we consider a generalization of this problem. Let K be a number field, and
let W be a subspace of KN , N  2. Let V1, . . . , VM be subspaces of KN of dimension less
than dimension of W . We want to prove the existence of a nonzero point of small height in
W \⋃Mi=1 Vi providing an explicit upper bound on the height of such a point. More precisely,
our main result reads as follows.
Theorem 1.2. Let K be a number field of degree d with discriminant DK . Let N  2 be an
integer, l = [N2 ], and let W be a subspace of KN of dimension w, 1  w  N . Let 1  s < w
be an integer, and let V1, . . . , VM be nonzero subspaces of KN with max1iM{dimK(Vi)} s.
There exists a point x ∈ W \⋃Mi=1 Vi such that
H(x) CK,N(w, s)H(W)d
{(
M∑
i=1
1
H(Vi)d
) 1
(w−s)d
+M 1(w−s)d+1
}
, (2)
where
CK,N(w, s) = 2w(d+3)|DK |w2
(
(wd)w
(
Nd
ld
) 1
2d
) 1
w−s
. (3)
The dependence on H(W) in the upper bound of Theorem 1.2 is sharp at least in the case
K = Q. Let M = 1, and take V1 to be a subspace of W of dimension w − 1 generated by the
vectors corresponding to the first w − 1 successive minima of W with respect to an adelic unit
cube. Then the smallest vector in W \ V1 will be the one corresponding to the wth successive
minimum, and its height can be as large as a constant multiple ofH(W): this is a consequence of
the adelic version of Minkowski’s successive minima theorem and the Bombieri–Vaaler version
of Siegel’s lemma (see [2]).
We separately discuss a special case of our main result, which can be thought of as an inverse
of Siegel’s lemma. Suppose that W = KN , and let L1(X), . . . ,LM(X) be M linear forms in
N variables with coefficients in K . Then we can prove the existence of a point x in KN of
relatively small height such that Li(x) = 0 for every i = 1, . . . ,M (i.e. x is outside of the union of
nullspaces of linear forms). This discussion generalizes some results presented in the companion
paper [4] in the case K = Q to any number field. In particular, Theorem 1.2 can be viewed as
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techniques and ideas of [4] are more elementary and combinatorial in nature.
This paper is structured as follows. In Section 2 we present a technical lemma on the problem
of counting integer lattice points in a closed cube in RN . In Section 3 we use this counting
mechanism to prove Theorem 1.2. In Section 4 we discuss some interesting corollaries of this
result.
We start with some notation. let K be a number field of degree d over Q, OK its ring of
integers, DK its discriminant, and M(K) its set of places. For each place v ∈ M(K) we write
Kv for the completion of K at v and let dv = [Kv : Qv] be the local degree of K at v, so that for
each u ∈ M(Q) ∑
v∈M(K),v|u
dv = d. (4)
For each place v ∈ M(K) we define the absolute value ‖ ‖v to be the unique absolute value on Kv
that extends either the usual absolute value on R or C if v | ∞, or the usual p-adic absolute value
on Qp if v | p, where p is a prime. We also define the second absolute value | |v for each place v
by |a|v = ‖a‖dv/dv for all a ∈ K . Then for each nonzero a ∈ K the product formula reads∏
v∈M(K)
|a|v = 1. (5)
For each finite place v ∈ M(K), v  ∞, we define the local ring of v-adic integers Ov = {x ∈ K:
|x|v  1}, whose unique maximal ideal is Pv = {x ∈ K: |x|v < 1}. Then OK =⋂v∞ Ov .
We extend absolute values to vectors by defining the local heights. For each v ∈ M(K) define
a local height Hv on KNv by
Hv(x) = max
1iN
|xi |v, (6)
for each x ∈ KNv . Also, for each v|∞ we define another local height
Hv(x) =
(
N∑
i=1
‖xi‖2v
)dv/2d
. (7)
Then we can define two slightly different global height functions on KN :
H(x) =
∏
v∈M(K)
Hv(x), H(x) =
∏
v∞
Hv(x)×
∏
v|∞
Hv(x), (8)
for each x ∈ KN . It is easy to see that
H(x)H(x)
√
NH(x). (9)
All our inequalities will use height H for vectors, however we use H to define the conventional
Schmidt height on subspaces in the manner described below. This choice of heights coincides
with [2].
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coefficient vector of a given polynomial. We also define a height function on subspaces of KN .
Let V ⊆ KN be a subspace of dimension J , 1 J  N . Choose a basis x1, . . . ,xJ for V , and
write X = (x1 . . .xJ ) for the corresponding N × J basis matrix. Then
V = {Xt : t ∈ KJ }.
On the other hand, there exists an (N − J )×N matrix A with entries in K such that
V = {x ∈ KN : Ax = 0}.
Let I be the collection of all subsets I of {1, . . . ,N} of cardinality J . For each I ∈ I let I ′ be its
complement, i.e. I ′ = {1, . . . ,N} \ I , and let I ′ = {I ′: I ∈ I}. Then
|I| =
(
N
J
)
=
(
N
N − J
)
= |I ′|.
For each I ∈ I , write XI for the J × J submatrix of X consisting of all those rows of X which
are indexed by I , and I ′A for the (N − J ) × (N − J ) submatrix of A consisting of all those
columns of A which are indexed by I ′. By the duality principle of Brill and Gordan [6] (also see
[7, Theorem 1, p. 294]), there exists a nonzero constant γ ∈ K such that
det(XI ) = (−1)ε(I ′)γ det(I ′A), (10)
where ε(I ′) =∑i∈I ′ i. Define the vectors of Grassmann coordinates of X and A respectively to
be
Gr(X) = (det(XI ))I∈I ∈ K |I |, Gr(A) = (det(I ′A))I ′∈I ′ ∈ K |I ′|,
and so by (10) and (5)
H(Gr(X))=H(Gr(A)).
Define the height of V denoted by H(V ) to be this common value. This definition is legitimate,
since it does not depend on the choice of the basis for V . In particular, notice that if
L(X1, . . . ,XN) =
N∑
i=1
qiXi ∈ K[X1, . . . ,XN ]
is a linear form with a nonzero coefficient vector q ∈ KN , and V = {x ∈ KN : L(x) = 0} is an
(N − 1)-dimensional subspace of KN , then
H(V ) =H(L) =H(q). (11)
The method of proof of Theorem 1.2 is the following. For a positive R  1 we estimate
cardinalities of sets
SR(W) =
{
x ∈ W ∩ONK : maxHv(x)d/dv R
}
,v|∞
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in sections of the adelic cube with “sidelength” R by W and by each Vi . Then we find R large
enough so that |SR(W)| is greater than ∑Mi=1 |SR(Vi)|. A related estimate for the number of
points of bounded height in a subspace of KN is provided by Thunder in [12]. Thunder’s es-
timate, however, is asymptotic with an implicit constant in the error term. This is not suitable
for our purposes, since we need explicit upper and lower bounds. Our estimates are different
from Thunder’s also in the way that we are considering points inside of an adelic cube, which
is a smaller set than the one considered in [12]. We formulate our counting estimate precisely
in Lemma 3.2 at the end of Section 3. We are now ready to proceed. Results of this paper also
appear as a part of [5].
2. Lattice points in cubes
In this section we state some bounds on the number of points of a lattice in RN inside of a
closed cube. These will later be used to prove our main result.
For the rest of this paper, let R  1, and define
CNR =
{
x ∈ RN : max
1iN
|xi |R
}
,
to be a cube in RN centered at the origin with sidelength 2R. Given a lattice Λ in RN of rank N
and determinant Δ, we want to estimate the quantity |Λ ∩ CNR |. First suppose that rk(Λ) = N .
Then there exists an uppertriangular, nonsigular N × N matrix A = (amn) with positive real
entries such that Λ = {Aξ : ξ ∈ ZN }. Then by [4, Corollary 3.3], we have:
N∏
m=1
[
2R
amm
]

∣∣Λ∩ (CNR + z)∣∣
N∏
m=1
([
2R
amm
]
+ 1
)
, (12)
for each point z in RN . Notice that if 2R  max1mN amm, then the lower bound of (12) is
greater or equal than
∏N
m=1( 2Ramm − 1).
If the matrix A as above with fixed determinant Δ is such that all diagonal entries amm  c
for some positive constant c, then the right-hand side of (12) takes its maximum value and the
left-hand side takes its minimum value when amm = c for N − 1 distinct values of m. This leads
to the following lemma.
Lemma 2.1. Let Λ be a lattice of full rank in RN of determinant Δ such that there exists a
positive constant c and an uppertriangular basis matrix A = (amn)1m,nN of Λ with diagonal
entries amm  c for all 1mN (in particular, this is true with c = 1 if Λ ⊆ ZN ). Assume that
2R max{ Δ
cN−1 , c}. Then for each point z in RN we have
(
2RcN−1
Δ
− 1
)(
2R
c
− 1
)N−1

∣∣Λ∩ (CNR + z)∣∣
(
2RcN−1
Δ
+ 1
)(
2R
c
+ 1
)N−1
.
(13)
Notice that the assumption on R is not needed for the upper bound of (13). Moreover, this
upper bound is sharp: consider the lattice Λ = ΔZ × ZN−1 for a fixed Δ.
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In fact, we prove a slightly sharper bound that reads as follows.
Theorem 3.1. Let K be a number field of degree d with discriminant DK and r2 complex places.
Let N  2 be an integer, and let W be a subspace of KN of dimension w, 1  w  N . Let
1  s < w be an integer, and let V1, . . . , VM be nonzero subspaces of KN of corresponding
dimensions l1, . . . , lM  1 with max1iM{li} s. Define
R1 =
((C1K(w)H(W)) 1w−s + 1)
{(
M∑
i=1
C2K,N(li)
H(Vi)d
) 1
(w−s)d
+M 1(w−s)d+1
}
, (14)
where
C1K(w) = 4
w(2d−r2)+1
2d (wd)w|DK | w2d , C2K,N(li) =
2li r2
(
Nd
lid
)1/2
|DK |li /2 , (15)
and
R2 = 2
w(d−2r2)
2 wd|DK |w2 H(W)d . (16)
There exists a point x ∈ W \⋃Mi=1 Vi such that
H(x)max{R1,R2}.
Proof. Let
σ1, . . . , σr1, τ1, . . . , τr2, . . . , τ2r2
be the embeddings of K into C with σ1, . . . , σr1 being real embeddings and τi, τr2+i = τ¯i for
each 1  i  r2 being the pairs of complex conjugate embeddings. For each α ∈ K and each
complex embedding τi , write τi1(α) = 
(τi(α)) and τi2(α) = (τi(α)), where 
 and  stand
respectively for real and imaginary parts of a complex number. We will view τi(α) as a pair
(τi1(α), τi2(α)) ∈ R2. Then d = r1 + 2r2, and for each N  1 we define an embedding
σN = (σN1 , . . . , σNr1 , τN1 , . . . , τNr2 ) :KN → KN∞,
where
K∞ =
∏
v|∞
Kv =
∏
v|∞
Rdv = Rd ,
since
∑
v|∞ dv = d . Then σN(ONK ) can be viewed as a lattice of full rank in RNd .
For R  1 let CNdR be the cube with sidelength 2R centered at the origin in RNd , as above.
Let V be a subspace of KN of dimension l, 1 l N . We want to estimate the number of lattice
points in the slice of a cube by σN(V ). Let
L. Fukshansky / Journal of Number Theory 120 (2006) 13–25 19Λ(V ) = σN (V ∩ONK ),
then, by [11, Theorem 2], Λ(V ) is a lattice in RNd of rank ld , and
∣∣det(Λ(V ))∣∣= ( |DK |1/2
2r2
)l
H(V )d . (17)
Notice that the exponent d on H(V ) appears because our height is absolute unlike the one in
[11, Theorem 2]. Also, the constant 2−r2 appears because we use a slightly different embedding
into RNd than that in [11, Theorem 2] (see [8, Lemma 2, p. 115]).
On the other hand, let x1, . . . ,xld be a basis for Λ(V ) as a lattice in RNd , and write X =
(x1 . . .xld ) = (xij ) for the Nd × ld basis matrix. Then each row of X consists of blocks of all
conjugates of l algebraic integers from OK . If I ⊂ {1, . . . ,Nd} with |I | = ld , then write XI for
the ld × ld submatrix of X whose rows are rows of X indexed by I . In other words, XI is the
I th Grassmann component matrix of X. Then each row of XI again consists of blocks of all
conjugates of l algebraic integers from OK .
Let {v1, . . . , vr1} ⊂ M(K) be the places corresponding to the real embeddings σ1, . . . , σr1 , and
let {u1, . . . , ur2} ⊂ M(K) be the places corresponding to the complex embeddings τ1, . . . , τr2 .
Let α ∈ OK , then |α|v  1 for all v  ∞, and so |α|v  1 for at least one v | ∞, call this place v∗.
If v∗ is real, say v∗ = vj for some 1 j  r1, then |σj (α)| 1. If v∗ is complex, say v∗ = uj for
some 1 j  r2, then
√
τj1(α)2 + τj2(α)2  1, hence max{|τj1(α)|, |τj2(α)|} 1√2 . Therefore,
max
{∣∣σ1(α)∣∣, . . . , ∣∣σr1(α)∣∣, ∣∣τ11(α)∣∣, ∣∣τ12(α)∣∣, . . . , ∣∣τr21(α)∣∣, ∣∣τr22(α)∣∣} 1√2 ,
in other words the maximum of the Euclidean absolute values of all conjugates of an algebraic
integer is at least 1√
2
. Therefore the maximum of the Euclidean absolute values of the entries of
every row of XI is at least 1√2 .
By the Cauchy–Binet formula,
max|I |=ld
∣∣det(XI )∣∣ ∣∣det(Λ(V ))∣∣=
( ∑
|I |=ld
∣∣det(XI )∣∣2
)1/2

(
Nd
ld
)1/2
max|I |=ld
∣∣det(XI )∣∣. (18)
Let J ⊂ {1, . . . ,Nd} with |J | = ld be such that |det(XJ )| = max|I |=ld |det(XI )|, and let Ω(V )
be the lattice of full rank in Rld spanned over Z by the column vectors of XJ . By combining (17)
and (18), we see that
(
Nd
ld
)−1/2( |DK |1/2
2r2
)l
H(V )d =
(
Nd
ld
)−1/2∣∣det(Λ(V ))∣∣
 det
(
Ω(V )
)= ∣∣det(XJ )∣∣

∣∣det(Λ(V ))∣∣= ( |DK |1/2
r2
)l
H(V )d . (19)2
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basis for Ω(V ) so that the basis matrix is upper triangular, all of its nonzero entries are positive,
and the maximum entry of each row occurs on the diagonal. Each of these maximum values is at
least 1√
2
, since each row still consists of blocks of all conjugates of l algebraic integers from OK .
Therefore the lattice Ω(V ) satisfies the conditions of Lemma 2.1 with c = 1√
2
. Hence
∣∣Ω(V )∩CldR ∣∣
(
2
3
2 R
2
ld
2 Δ(V )
+ 1
)(
2
3
2 R + 1)ld−1. (20)
On the other hand, by [4, Theorem 4.3] (in particular see [4, Eq. (31)]), we have
∣∣Λ(V )∩CNdR ∣∣ ∣∣Ω(V )∩CldR
ld
∣∣. (21)
Assume that R  2 ld2 ldΔ(V ). Then combining (21) with the lower bound of Lemma 2.1, we
obtain
∣∣Λ(V )∩CNdR ∣∣
(
2
3
2 R
2
ld
2 ldΔ(V )
− 1
)(
2
3
2 R
ld
− 1
)ld−1
 1
2
ld
2 Δ(V )
(
R(2
3
2 − 1)
ld
)ld
>
Rld
(ld)ldΔ(V )
, (22)
since 23/2 − 1 > 32 > 21/2.
For future use, we also need to define a projection ϕV :Λ(V ) → Ω(V ), given by our con-
struction. Namely, if Xy ∈ Λ(V ) for some y ∈ ZNd , then ϕV (Xy) = XJyJ , where yJ ∈ Zld is
obtained from y by removing all the coordinates which are not indexed by J . It is quite easy to
see that ϕV is a Z-module isomorphism.
Now let W be a w-dimensional subspace of KN , and let V1, . . . , VM be M proper subspaces
of W of respective dimensions 1 l1, . . . , lM  s. For R  1, let
SR(W) =
{
x ∈ W ∩ONK : max
v|∞ Hv(x)
d/dv R
}
, (23)
and for each 1 i M , let SR(Vi) = SR(W)∩ Vi . Define a counting function
fW(R) =
∣∣SR(W)∣∣−
∣∣∣∣∣
M⋃
i=1
SR(Vi)
∣∣∣∣∣ ∣∣SR(W)∣∣−
M∑
i=1
∣∣SR(Vi)∣∣,
so that if fW(R) > 0 then there exists a point of height at most R in W ∩ONK outside of
⋃M
i=1 Vi .
Thus we want to find the minimal possible R for which fW(R) > 0.
Notice that for each x ∈ KN ,
maxHv(x)
d/dv = max max{∣∣σ1(xj )∣∣, . . . , ∣∣σr1(xj )∣∣, ∣∣τ1(xj )∣∣, . . . , ∣∣τr2(xj )∣∣},v|∞ 1jN
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since σN is injective. Also, for each 1  i M the map ϕVi ◦ σN is injective, and if for some
x ∈ SR(Vi), y = ϕVi ◦ σN(x), then
R max
v|∞ Hv(x)
d/dv  max
1jlid
|yj |,
therefore y ∈ Ω(Vi) ∩ ClidR . This means that for each 1  i  M , we have |SR(Vi)| 
|Ω(Vi)∩ClidR |. Hence we have proved that
fW(R)
∣∣Λ(W)∩CNdR ∣∣−
M∑
i=1
∣∣Ω(Vi)∩ClidR ∣∣,
where the notation is as above. From here on assume that R  2wd2 wdΔ(W). Applying (20)
and (22) we obtain
fW(R)
Rwd
(wd)wdΔ(W)
−
M∑
i=1
(
R
2
li d−3
2 Δ(Vi)
+ 1
)(
2
3
2 R + 1)lid−1
 R
wd
(wd)wdΔ(W)
− (2 32 R + 1)sd−1 M∑
i=1
(
R
2
d−3
2 Δ(Vi)
+ 1
)
 R
wd
(wd)wdΔ(W)
− 4(s− 14 )d− 14
(
M∑
i=1
1
Δ(Vi)
)
Rsd − 4sd−1MRsd−1

(
Rsd−1
(wd)wdΔ(W)
)
×
{
R(w−s)d+1 − (4wd)wdΔ(W)
(
M∑
i=1
1
Δ(Vi)
)
R − (4wd)wdΔ(W)M
}
. (24)
Let x =∑Mi=1 1Δ(Vi) , and let AW = (4wd)wdΔ(W), and define
gW (R) = R(w−s)d+1 −AWxR −AWM,
so that fW(R)  R
sd−1
(wd)wdΔ(W)
gW (R). Hence we want to determine a value of R for which
gW (R) > 0. Let BW be a positive number to be specified later. Then
gW
(BW (M 1(w−s)d+1 + x 1(w−s)d ))
= B(w−s)d+1W
(
M
1
(w−s)d+1 + x 1(w−s)d )(w−s)d+1 −AWBW (M 1(w−s)d+1 + x 1(w−s)d )x −AWM

(B(w−s)d+1W −AW )M +BW (B(w−s)dW −AW )x1+ 1(w−s)d −AWBWM 1(w−s)d+1

(B(w−s)d+1 −AW(BW + 1))M +BW (B(w−s)d −AW )x1+ 1(w−s)d > 0, (25)W W
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BW = (2AW)
1
(w−s)d + 1 = (4wd+ 12 (wd)wdΔ(W)) 1(w−s)d + 1

(
4
w(2d−r2)+1
2 (wd)wd |DK |w2 H(W)d
) 1
(w−s)d + 1, (26)
where the last inequality follows by (19). Therefore, fW(R) > 0 if R is such that
R 
{(
4
w(2d−r2)+1
2 (wd)wd |DK |w2 H(W)d
) 1
(w−s)d + 1}
{(
M∑
i=1
1
Δ(Vi)
) 1
(w−s)d
+M 1(w−s)d+1
}
.
(27)
Estimating the latter from above using (19), we infer that fW(R) > 0 if
R 
{(
4
w(2d−r2)+1
2 (wd)wd |DK |w2 H(W)d
) 1
(w−s)d + 1}
×
{(
M∑
i=1
2li r2
(
Nd
lid
)1/2
|DK |li /2H(Vi)d
) 1
(w−s)d
+M 1(w−s)d+1
}
. (28)
By our original assumption R must also be greater or equal than 2wd2 wdΔ(W). To accomplish
this, by (19) we can take
R  2
w(d−2r2)
2 wd|DK |w2 H(W)d . (29)
Combining (28) with (29) completes the proof. 
Notice that the main part of this argument can be treated as a separate result on the number of
points of a subspace of KN in the adelic cube. Write KA for the ring of the adeles of K . Define
the N -dimensional adelic cube with “sidelength” R to be
CNA (R) =
∏
v∞
ONv ×
∏
v|∞
{
x ∈ KNv : Hv(x)d/dv R
}
, (30)
for R  1. This is a basic example of a compact convex symmetric set in the adelic geometry of
numbers (see [2] for details). KN can be viewed as a lattice in KNA under the standard diagonal
embedding. For a subspace W of KN we also write W for its image under this embedding.
Clearly CNA (R) ∩ W is a finite set. In fact, it is precisely the set SR(W) as defined by (23). The
following lemma follows from the argument in the proof of Theorem 3.1 above.
Lemma 3.2. Let W ⊆ KN be a w-dimensional subspace, 1w N , and let R  1. Then
(
2
w(2r2−d)+3
2 R
w
2 d
− 1
)(
2
3
2 R
wd
− 1
)wd−1
wd|DK | H(W)
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∣∣CNA (R)∩W ∣∣
((Nd
wd
) 12 2w(2r2−d)+32 R
|DK |w2 H(W)d
+ 1
)(
2
3
2 R + 1)wd−1. (31)
Lemma 3.2 presents the counting principle that is our main tool.
4. Corollaries
Notice that in case K = Q and s = w − 1 the bound of Theorem 1.2 becomes
(16w)w
(
N
l
)1/2
H(W)
{
M∑
i=1
1
H(Vi) +
√
M
}
, (32)
which is essentially (up to a constant) the bound of Theorem 5.1 in [4].
Here is another interesting observation that generalizes some ideas of [4]. Suppose that
W = KN and V1, . . . , VM is a collection of nullspaces of linear forms L1, . . . ,LM in N vari-
ables with coefficients in K (i.e. w = N and li = s = N − 1 for each 1 i M). Let
F(X1, . . . ,XN) =
M∏
i=1
Li(X1, . . . ,XN).
Then F is a homogeneous polynomial of degree M in N variables with coefficients in K . Hence
Theorem 3.1 produces a point x ∈ KN of small height at which F does not vanish. In fact,
a simple explicit bound on H(x) that depends only on K , N , and M follows from Theorem 3.1
in this case:
H(x) 2N(d+3)+1
(
Nd|DK |
)N
2
(
Nd
Nd − d
) 1
2d
M1/d . (33)
Notice that this is a certain inverse of Siegel’s lemma: we produce a point of small height outside
of a collection of subspaces. This can also be viewed as an effective instance of the following
more general noneffective simple lemma.
Lemma 4.1. Let K be a number field of degree d , and let F be a polynomial in N  2 variables
of degree M  1 with coefficients in K . There exists a constant CK(N) and x ∈ ONK such that
F(x) = 0, and
H(x) CK(N)M1/d . (34)
Proof. Let
SM(K) =
{
x ∈ K: |x|v  1 ∀v  ∞, |x|d/dvv  C(K)M1/d ∀v | ∞
}
,
where C(K) is a positive field constant to be specified later. By [8, Theorem 0, p. 102] there exist
constants A(K) and B(K) such that
A(K)C(K)dM  ∣∣SM(K)∣∣ B(K)C(K)dM. (35)
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C(K) =
(
2
A(K)
)1/d
, (36)
so that |SM(K)| 2M M + 1. It is a well-known fact (see, for instance, [3, Lemma 1, p. 261],
also [4, Lemma 2.1]) that a nonzero polynomial of degree M in N variables cannot vanish on
the whole set SN if S is a set of cardinality larger than M . Hence there must exist x ∈ SM(K)N
such that F(x) = 0, and so
H(x)
∏
v|∞
(C(K)M1/d)dv/d = C(K)M1/d . (37)
This completes the proof. 
Notice that the upper bound in (34) has the correct order of magnitude in the following sense.
It is conceptual for the cardinality of the set SM(K) in the proof of Lemma 4.1 to be at least
M + 1, since there are polynomials of degree M that vanish on a set SN if |S| M : let S =
{α1, . . . , αM} ⊂ Z, and let
F(X1, . . . ,XN) =
N∑
i=1
M∏
j=1
(Xi − αj ).
Another interesting immediate corollary of Theorem 1.2 in the case M = 1 is the following
subspace extension lemma.
Corollary 4.2. Let K be a number field as in Theorem 3.1. Let N  2 be an integer, and let W
be a subspace of KN of dimension w, 1 < w  N . Let V ⊆ W be a proper subspace of W of
dimension (w − 1) 1. There exists a point x ∈ ONK such that W = spanK{V,x}, and
H(x) CK,N(w,w − 1)H(W)d
(
1 + 1H(V )
)
, (38)
where the constant CK,N(w,w − 1) is as in (3).
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