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Empfohlene Zitierung: Wilhelm, C., Ziegler, I., & Jöckel, S. (2019). „Weg mit 
dem Ungeziefer!“ Hasskommentare aus Sicht der Nutzenden: Bewertung und 
Meldeverhalten. In I. Engelmann, M. Legrand, & H. Marzinkowski (Hrsg.), 
Politische Partizipation im Medienwandel (S. 277-297). doi: 10.17174/dcr.v6.11
Zusammenfassung: Hasskommentare in sozialen Medien und in den Kommen-
tarbereichen von Nachrichtenwebseiten haben zu einer Debatte über inzivile 
Formen politischer Online-Partizipation geführt. Im vorliegenden Beitrag un-
tersuchen wir, wie Devianzmerkmale und Neutralisierungstechniken in poten-
ziellen Hasskommentaren die Bewertung und das Melden solcher Kommentare 
durch die Nutzenden beeinflussen. Dabei unterscheiden wir Kommentare nach 
Art der Normverletzung, Subtilität, Opfertyp und dem Vorhandensein von Recht-
fertigungen oder Entschuldigungen. Ergebnisse einer Online-Befragung (n = 457), 
die ein wahlbasiertes Conjoint-Design beinhaltete, legen nahe, dass Gewaltaufru-
fe mit höherer Wahrscheinlichkeit gemeldet werden als Verschwörungstheorien, 
Gerüchte, Beleidigungen und Agitation. Direkte Normverstöße wurden häufiger 
gemeldet als indirekte Normverletzungen. Hasskommentare wurden eher akzep-
tiert, wenn sie eine Rechtfertigung oder Entschuldigung enthielten. Der Opfertyp 
hatte keinen Einfluss auf die Bewertung und das Melden von Hasskommentaren.
Lizenz: Creative Commons Attribution 4.0 (CC-BY 4.0)
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„Weg mit dem Ungeziefer!“
Hasskommentare aus Sicht der Nutzenden: 
Bewertung und Meldeverhalten
1 Einleitung
„Hoffentlich werden diese Antifa-Schlampen, von ihren muslimischen 
Flüchtlings-Proleten vergewaltigt!“ (sic). Wer regelmäßig in Kommentarberei-
chen und Sozialen Netzwerken unterwegs ist, kommt nicht an solchen (mut-
maßlich) norm-verletzenden Aussagen vorbei. In akademischer Forschung und 
journalistischer Praxis werden solche Aussagen als „Hasskommentare“ bezeich-
net, die sich meist gegen eine bestimmte Gruppe aber auch Einzelpersonen rich-
ten. Laut einer Forsa-Studie (Forsa, 2016) haben zwei Drittel der befragten Nut-
zenden schon einmal einen Hasskommentar im Internet gelesen. Spätestens im 
Zuge der 2015 einsetzenden Debatte um Flucht und Asyl ist auch ins Bewusstsein 
der breiten Öffentlichkeit gedrungen, wie virulent menschenfeindliche Äuße-
rungen im Internet sind. Neben Diffamierungen enthalten solche Kommentare 
auch explizite Aufrufe zur Gewalt vor allem gegenüber Geflüchteten, Menschen 
aus dem Ausland oder islamischen Glaubens (Hanzelka & Schmidt, 2017; Santa-
na, 2015). Eine Analyse der Nutzerkommentare auf der Webseite der britischen 
Zeitung The Guardian zeigt, dass Menschen mit Immigrationshintergrund eine 
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der am häufigsten angefeindeten Personengruppe stellen (Gardiner, Mansfield, 
Anderson, Holder, Louter, & Ulmanu, 2016).
Die vermehrte Sichtbarkeit inziviler und devianter Beiträge hat den Ruf nach 
Regulierung befördert. Die Politik hat mittlerweile in Deutschland mit einer Ge-
setzesverschärfung zu Hasskommentaren in Internet reagiert (Reinbold, 2017) 
und treibt somit zur Eindämmung des Phänomens die Strafverfolgung voran bzw. 
nimmt dazu auch die Plattformanbieter stärker in die Pflicht. Diese setzen auf die 
Bereitschaft ihrer Nutzenden, inzivile Inhalte zu melden, jedoch fallen die Reak-
tionen der Nutzenden unterschiedlich aus: Neben der Möglichkeit den Kommen-
tar zu melden, reagieren andere Nutzende auch mit Gegenrede und ein geringer 
Teil sogar mit Unterstützung des Hasskommentars (Forsa, 2016). Das Melden von 
Hasskommentaren setzt voraus, dass die Nutzenden über ein gewisses Verständ-
nis für den Grenzverlauf zwischen Meinungsäußerung und Hassrede verfügen 
(Leets, 2001; Samaratunge & Hattotuwa, 2014).
Höflichkeit und Zivilität gelten als maßgebliche Kriterien der Qualität politi-
scher (Online-)Partizipation, sei es wie aktuell in den Sozialen Medien (Anderson, 
Brossard, Scheufele, Xenos, & Ladwig, 2014; Coe, Kenski, & Rains, 2014; Sobieraj 
& Berry, 2011) oder wie – schon länger – im Internet allgemein (Papacharissi, 
2004): Als unhöflich charakterisierte Kommentare beinhalten Beschimpfungen, 
Verleumdungen, Übertreibungen, abwertende Formulierungen, vulgäre Spra-
che oder Sarkasmus (Papacharissi, 2004) sowie mangelhafte Umgangs- und Aus-
drucksformen (Brown & Levinson, 1987). Inzivilität bezieht sich auf den Verstoß 
gegen Standards des demokratischen Diskurses. Gemeint sind Verhaltensweisen, 
die persönliche Freiheit und Demokratie bedrohen und zur Stereotypisierung 
sozialer Gruppen beitragen (Papacharissi, 2004). Während inzivile Ausdrucks-
formen teilweise von Journalistinnen und Journalisten oder Nutzenden gedul-
det werden, wenn sie mit Nachrichtenwerten und journalistischen Normen in 
Einklang stehen oder der Kommentar die Meinung anderer Nutzenden widergibt 
(Muddiman & Stroud, 2017), wird die Wirkung von Hasskommentaren als gewalt-
fördernd und diskriminierend beschrieben (Gagliardone, Gal, Alves, & Martinez, 
2015). Normverletzungen in Hasskommentaren gehen demzufolge über Inzivili-
tät hinaus. Der Begriff der Devianz greift sowohl bei schlicht unhöflichen, inzivi-
len Kommentaren als auch bei den darüber hinaus gehenden Hasskommentaren. 
Devianz meint jeglichen Verstoß gegen soziale Normen des jeweiligen Bezugssys-
tems (Dyade, Gruppe, Kollektiv, Gesellschaft), der potentiell Schaden anrichtet 
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und negative Sanktionen nach sich ziehen kann (Cohen, 1968; Opp, 1974). Sozia-
le Devianz wird definiert als Differenz bzw. Abweichung von der Norm, die von 
der Gesellschaft als moralisch verwerflich und bedrohlich bewertet wird (Henry, 
2009). Hasskommentare sind demnach Akte devianter Kommunikation, die so-
ziale oder gesellschaftliche Regeln und Normen – in der alltäglichen zwischen-
menschlichen Kommunikation wie auch in Foren im Internet – verletzen (Hen-
ry, 2009) und dabei Vorurteile, Diskriminierung und Gewalt gegenüber sozialen 
Gruppen und deren Mitgliedern begünstigen (Gagliardone et al., 2015).
Doch nicht immer sind Kommentare wie im eingangs zitierten Beispiel so 
offensichtlich normverletzend formuliert, sondern verschleiert und indirekt. 
Wann wird also ein Kommentar als deviant bewertet und wann nicht? Der vor-
liegende Beitrag beschäftigt sich zum einen mit der Frage, wie Merkmale soge-
nannter Hasskommentare deren Bewertung durch die Nutzenden beeinflussen. 
Des Weiteren interessiert uns die Wirkung von Strategien der Verschleierung in 
devianten Kommentaren. Dabei greifen wir auf die Neutralisierungstheorie von 
Sykes und Matza (1957) zurück, die davon ausgeht, dass deviant handelnde Per-
sonen mit Hilfe von Rechtfertigungen und Entschuldigungen versuchen ihre Re-
gelverletzungen zu relativieren und soziale bzw. gesellschaftliche Akzeptanz zu 
erlangen. Im Fokus dieses Beitrags steht die Frage, inwiefern Rechtfertigungen 
und Entschuldigungen Normverstöße relativieren können und so die Akzeptanz 
devianter Kommentare unterstützen. In methodischer Hinsicht untersucht der 
vorliegende Beitrag mittels wahlbasierter Conjoint-Analyse, welche Formen von 
Hasskommentaren Nutzende als deviant und meldewürdig wahrnehmen und 
welche Merkmale der Kommentare ihre Beurteilung beeinflussen.
2 Melden von devianten Kommentaren
Für die nutzerseitige Regulierung von Inhalten stehen zur sozialen Sankti-
onierung, neben bspw. Counter Speech oder dem Weiterleiten von Kommentaren 
an sogenannte „Pranger-Seiten“, auf den meisten Social Media-Plattformen tech-
nische Optionen zum Melden von normverletzenden Äußerungen zur Verfügung. 
Mittels Melde-Option können Nutzende die Plattformanbieter über Beiträge infor-
mieren, in denen sie einen Normverstoß wahrnehmen. Manche Plattformen (z. B. 
YouTube, Twitter) werden erst aktiv, wenn sie von Nutzenden auf kritische Inhalte 
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aufmerksam gemacht werden, andere nutzen die Melde-Option in Kombination 
mit der eigenen proaktiven Überprüfung von Inhalten (z. B. Facebook; Crawford 
& Gillespie, 2014). Darüber hinaus soll interaktive Moderation in Kommentarberei-
chen von Nachrichtenseiten, z. B. indem sich Journalistinnen und Journalisten in 
die Diskussion einbringen und sich für einen respektvollen Umgang einsetzen, die 
Qualität von Online-Diskussionen verbessern (Springer, Engelmann, & Pfaffinger, 
2015; Stroud, Scacco, Muddiman, & Curry, 2015; Ziegele & Jost, 2016). Dabei sind un-
terschiedliche Auffassungen zwischen (multinationalen) Plattformanbietern und 
einem diversen Publikum wie auch zwischen unterschiedlichen Nutzergruppen da-
rüber unvermeidbar, welche Inhalte akzeptable Meinungsäußerung darstellen und 
welche Anstoß erregen (Crawford & Gillespie, 2014). Die Forschung hat bisher vor 
allem auf die Wahrnehmung der Online-Debattenkultur durch Journalistinnen und 
Journalisten (z. B. Bergström & Wadbring, 2015; Vobič, 2014) oder Politikerinnen 
und Politiker fokussiert – wenig bekannt ist, wie die Nutzenden Hasskommentare 
wahrnehmen (Kenski, Coe, & Rains, 2017).
2.1 Formen und Dimensionen von Devianz in Nutzerkommentaren
Allgemein betrachtet verstoßen Hasskommentare als Form devianter 
Kommunikation gegen grundlegende Werte und Normen des sozialen Miteinan-
ders. Häufig werden in ihnen Personen aufgrund ihrer Zugehörigkeit zu einer 
bestimmten sozialen Gruppe in mehr oder weniger extremer Form abgewer-
tet. Monitoring-Berichte zu Nutzerkommentaren auf Nachrichtwebseiten und 
in sozialen Medien zeigen, dass sich die Kommentare hinsichtlich der Art der 
Normverletzung unterscheiden (Amadeu Antonio Stiftung, 2016a). In Hasskom-
mentaren finden sich Herabsetzungen (z. B. „Sozialschmarotzer“) und Aufrufe zu 
Taten (z. B. „Moscheen gehören abgefackelt“) oder es wird gegen Personen oder 
Gruppen agitiert (z. B. „Ausländer müssen draußen bleiben“) (Amadeu Antonio 
Stiftung, 2015; 2016a). Hasskommentare gegen Menschen mit Immigrations-
hintergrund oder islamischen Glaubens und Geflüchtete enthalten beleidigen-
de, inzivile Aussagen, aber auch explizite Gewaltaufrufe (Hanzelka & Schmidt, 
2017). Herabsetzende Kommentare beinhalten verbale Beschimpfungen und 
Beleidigungen von Personen oder sozialen Gruppen (Amadeu Antonio Stiftung, 
2016b; Coe et al., 2014). Aufrufe zu Taten beinhalten Gewaltandrohungen und 
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Anstiftung zu Gewalt (Hanzelka & Schmidt, 2017). Des Weiteren können sich 
Formen politischer Agitation und Hetze gegen soziale Gruppen wie Geflüchtete 
richten und stellen somit eine weitere Art der Normverletzung dar, da sie eine 
feindliche und aggressive Stimmung schaffen (Meibauer, 2013). Studien zur Ver-
breitung von Hasskommentaren zeigen, dass Nutzende sich auch Gerüchten und 
Verschwörungstheorien bedienen, um eine feindselige Atmosphäre zu schüren 
(Antonio Amadeu Stiftung, 2016a; Mocanu, Rossi, Zhang, Karsai, & Quattrocioc-
chi, 2015; Stefanowitsch & Flach, 2016). Das Verbreiten nicht bestätigter oder un-
wahrer Gerüchte wird als grobes politisches Fehlverhalten bewertet (Muddiman, 
2013). Im Vergleich zu Gewaltaufrufen oder Agitation wirkt die in Gerüchten 
beschworene Gefahr konkreter, hat meist einen lokalen Bezug, legt somit eine 
unmittelbare Bedrohung nahe und ist emotional zugänglicher (Amadeu Antonio 
Stiftung, 2016a). Verschwörungstheorien erklären bedeutsame soziale oder poli-
tische Ereignisse wie z. B. die Flüchtlingskrise oder generelle politische Praktiken 
als von machtvollen Eliten inszeniert, um damit ihre Führungsrolle zu festigen 
und die von ihnen angestrebten Ziele zu erreichen (Sunstein & Vermeule, 2009). 
Gerüchte und Verschwörungstheorien sind in sozialen Medien weit verbreitet 
und Nutzende „alternativer” Medien neigen im besonderem Maße dazu diese 
weiterzuverbreiten (Mocanu et al., 2015). Insgesamt lassen sich also fünf Arten 
von Normverletzungen unterscheiden (siehe Tabelle 1).
Tabelle 1: Arten der Normverletzung in Hasskommentaren
Art der Normverletzung Definition Beispiel
Herabsetzung Aussagen, die Beschimp-
fungen und Verunglimp-
fungen enthalten (Antonio 
Amadeu Stiftung, 2016b) 
oder abwertend formuliert 
sind (Coe et al., 2014)
„Asylanten sind un-
dankbare Bastarde.“
Aufruf zu Taten Aussagen, die Gewalt an-
drohen oder dazu aufrufen 
(Hanzelka & Schmidt, 2017)
„Heime sollen 
brennen!“
„Weg mit dem Ungeziefer!“
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Anmerkung: Kommentare sind entnommen aus Amadeu Antonio Stiftung (2016a; 2016b), Meibauer 
(2013) sowie Stefanowitsch und Flach (2016; auch Wilhelm, Ziegler, & Jöckel, im Druck).
Agitation Provozierende Aussagen 
zu politischen oder sozia-
len Problemen zur Steue-
rung des öffentlichen Inte-




(“The American heritage 




Gerücht Nicht bestätigte Behaup-
tung, die sich gegen 
soziale, kulturelle oder 
ethnische Gruppen bzw. 
deren Mitglieder richtet 
(Bhavnani, Findley, & 
Kuklinski, 2009)
„Flüchtlinge räumen 
REWE leer und sagen 
zur Kassiererin: ‚Das 
bezahlt Deutschland!’.“
Verschwörungstheorie Aussagen, die die Vorstel-
lung  befördern, Eliten 
seien böse, z. B. Regierun-
gen und große Firmen 
verdächtigen  (Campion-







des Abendlandes zu 
erreichen, bezahlt von 
islamischen Mächten 
im Hintergrund.“
Wie werden diese von den Nutzenden wahrgenommen? Auf Basis der vorgenom-
menen Systematisierung wird untersucht, ob und in welchem Ausmaß die Art des 
Normverstoßes die Beurteilung der Devianz des Kommentars beeinflusst.
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FF1:	 Wie	beeinflusst	die	Art	des	Normverstoßes	(a)	die	Beurteilung	der	Devianz	des	
Kommentars und (b) das Meldeverhalten?
Nicht immer sind deviante Aussagen so gestaltet, dass der Normverstoß of-
fensichtlich ist und von allen Beteiligten entdeckt werden kann (Meibauer, 2013). 
Kommentare unterscheiden sich also in der Subtilität der in ihnen getätigten 
Aussagen. Direkte Verstöße werden zwar eher als deviant erkannt als indirekte, 
jedoch können auch indirekte, versteckte Gewaltaufrufe deviantes Verhalten be-
günstigen (Leets, 2001). Indirekte Diffamierungen werden in Hasskommentaren 
strategisch genutzt, um ein Melden oder Löschen des Kommentars zu verhindern 
(Meibauer, 2013). Je expliziter Hassbotschaften formuliert sind, desto eher werden 
sie abgelehnt (Lee & Leets, 2002). Die Subtilität der Normverletzung ist dement-
sprechend ein weiteres relevantes Merkmal der Devianz von Hasskommentaren, 
welche die Devianzbewertung und das Meldeverhalten beeinflusst.
H1: Direkte Normverletzungen werden als (a) devianter bewertet und (b) rufen eine 
höhere Meldebereitschaft hervor als indirekte Normverletzungen.
Deviante Kommentare richten sich außerdem oft gegen abstrakte Gruppen 
oder Institutionen (Reich 2011), im Zuge der Fluchtdebatte z. B. gegen „die Flüchtlin-
ge“ bzw. „den Islam“ oder „das Gebilde EU“. Im Gegenzug kommt es jedoch auch zu 
Normverstößen, wenn es um konkrete Personen geht (Bär, 2008; zitiert nach Sprin-
ger, 2014), also um andere Kommentierende, um die Autoren und Autorinnen von 
journalistischen Beiträgen oder um Politikerinnen und Politiker. Hasskommentare, 
die sich gegen konkrete Personen richten, werden als gefährlicher eingeschätzt (Ci-
tron & Norton, 2011). Abstraktheit reduziert in diesem Zusammenhang die wahrge-
nommene Nähe und Bedeutung des Opfers (Oliver, Dillard, Bae, & Tamul, 2012) und 
erleichtert eine moralische Distanzierung (Bandura, 1999).
H2: Kommentare, die sich gegen ein konkretes Opfer richten, werden als (a) devianter 
bewertet und rufen (b) eine höhere Meldebereitschaft hervor als Kommentare 
gegen abstrakte Opfer.
Deviante Kommentare lassen sich somit nach folgenden Kriterien systemati-
sieren (siehe Tabelle 2): nach Art des Normverstoßes (Hanzelka & Schmidt, 2017), 
„Weg mit dem Ungeziefer!“
284
nach Subtilität der Botschaft (Meibauer, 2013) und ob eine konkrete Person Ziel 
des Angriffs ist oder eine abstrakte Gruppe oder Institution (Opfertyp; Naab, 
Kalch, & Meitz, 2017). Wobei sich – wie in Tabelle 2 aufgezeigt – auch meist Kom-
binationen dieser Merkmale finden, also z. B. direkte Kommentare mit abstrak-
tem Opfertyp und einem Aufruf zu Taten. Gerade solche Merkmalskombinatio-
nen machen es schwierig zu ermitteln, welchen Beitrag jedes einzelne Merkmal 
letztlich für die wahrgenommene Devianz leistet.
Tabelle 2: Merkmale devianter Kommentare
Art	des	Normverstoßes Opfertyp: Subtilität:
abstrakt individualisiert direkt indirekt
Herabsetzung X X X X
Aufruf zu Taten X X X X
Gefährliche Agitation X X X X
Verschwörungstheorie X X – X
Gerüchte X X – X
2.2 Neutralisierung von Devianz in Online-Kommentaren
Die Neutralisierungstheorie (Sykes & Matza, 1957) geht davon aus, dass de-
viantes Verhalten begünstigt wird, wenn die Delinquentin oder der Delinquent in 
der Lage ist, Rechtfertigungen oder Entschuldigungen zu verbalisieren. Diese Re-
lativierungen des devianten Verhaltens werden auch als Neutralisierungstech-
niken bezeichnet (Henry, 2009; Maruna & Copes, 2005). Beispielsweise gesteht 
die Person sich zwar ein, einen Normverstoß begangen zu haben, streitet jedoch 
ab, in negativer Absicht gehandelt zu haben („war doch nur Spaß“). Weitere For-
men der Neutralisierung bestehen u. a. darin, schlimmere Vergehen zur Relati-
vierung der Devianz des eigenen Verhaltens anzuführen oder den Opferstatus 
der Betroffenen in Frage zu stellen. Der Erfolg solcher Neutralisierungstechniken 
im Sinne einer Etablierung oder Aufwertung des oder der deviant Handelnden, 
hängt auch von der Akzeptanz der Relativierungen durch das jeweilige Umfeld 
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und relevante Institutionen (Schulen, Gerichte) ab. Die Forschung zeigt hier ver-
schiedene Formen der Neutralisierung auf, die sich auch bei der Rechtfertigung 
unterschiedlicher Formen devianter Mediennutzung wie beispielsweise bei di-
gitaler Piraterie finden (z. B. Hinduja, 2007; Malin & Fowers, 2009; Morris & Hig-
gins, 2009). So wird die Devianz des Verhaltens zwar eingestanden, die negative 
Absicht jedoch abgestritten („just having fun“, „just a joke“) (Denial of Negati-
ve Intent), es wird argumentiert, dass das Opfer eigentlich als Täter anzusehen 
ist und es verdient hat (Henry, 2009). Die Tat wird als ausgleichende Gerechtig-
keit angesehen (Denial of Victim). Vergleichbar werden vermeintlich schlechte 
Taten durch ebensolche guten Taten relativiert (Metaphor of the Ledger; z. B. 
Harris & Dumas, 2009) oder die Devianz des Verhaltens generell wird in Frage 
gestellt („Everyone’s doing it!“), indem das Verhalten normalisiert wird (Claim 
of Normality; Harris & Dumas, 2009; Henry, 2009; Maruna & Copes, 2005). Über-
tragen auf das Verfassen von Hasskommentaren interessiert nicht, welche dieser 
Neutralisierungstechniken am erfolgreichsten erscheint. Dies scheint vom kon-
kreten Kontext abhängig zu sein (Maruna & Copes, 2005). Was jedoch im Fokus 
des Interesses steht, ist die Frage, inwieweit die Verwendung solcher Techniken 
per se zu Veränderungen in der Wahrnehmung des Devianzgrades führt. Wir 
können dabei folgende Hypothesen ableiten:
H3: Die Verwendung von Neutralisierungstechniken führt dazu, dass vermeintliche 
Hasskommentare a) als weniger deviant wahrgenommen werden und b) weniger 
häufig	gemeldet	werden	als	Kommentare	ohne	Neutralisierungstechnik.
3 Methode
Wir überprüfen unsere Hypothesen im Rahmen einer Online-Befragung, 
die über verschiedene Facebook-Gruppen im Juli/August 2016 verteilt wurden. 
Ein Großteil der Teilnehmenden rekrutierte sich dabei aus einem Forenbeitrag 
des NDR Magazins Panorama auf Facebook über Hasskommentare im Netz. Wir 
gehen also von einer am Thema interessierten Gruppe aus und nicht von einer 
generalisierbaren Online-Population. Es nahmen insgesamt 457 Personen an der 
Studie teil (MAlter = 37,40, SD = 12,67; 52% weiblich). Auf Basis der Rekrutierung ist 
die Stichprobe verzerrt hin zu Personen mit einem höheren Bildungsabschluss 
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(50%, n = 223) mit Universitätsabschluss gegenüber Personen mit Haupt-/Real-
schulabschluss (21%, n = 94). Wie bei einem solchen Thema zu erwarten – dem 
Melden von Hasskommentaren gegenüber Geflüchteten und einer Asyl-positiven 
Politik – zeichnet sich die Stichprobe ferner durch eine eher linksgerichtete po-
litische Einstellung aus (M = 1,94, SD = 0,71 auf einer 7er-Skala von links (1) zu 
rechts (7); Inglehart & Klingemann, 1976).
Die zentrale methodische Besonderheit der empirischen Studie stellt der re-
lative Vergleich verschiedener Hasskommentarformen dar. Dazu wurden im 
Vorfeld 48 Kommentare konzipiert, die sich im Hinblick auf die Art des Norm-
verstoßes, des Opfertyps und der Subtilität sowie in Bezug auf den Einsatz von 
Neutralisierungstechniken unterschieden. Die Kommentare wurden aus vor-
handenen Forenbeiträgen mit den entsprechenden sprachlichen Eigenheiten 
(Grammatik, Tippfehler) übernommen, jedoch für den eigenen Forschungszweck 
angepasst. Die vermeintlichen Normverletzungen beinhalteten Äußerungen zu 
Geflüchteten, Flüchtlingspolitik und Migration. Tabelle 3 gibt einen Überblick 
verschiedener Kommentare und ihrer jeweiligen Merkmalskombination. Die 48 
Kommentare wurden im Rahmen eines Pretests mit n = 24 Studierenden getes-
tet und jeweils von zwei Kommentaren derjenige für die eigentliche Studie aus-
gewählt, der deutlicher die jeweils intendierten Merkmale aufwies. Es wurden 
insgesamt 24 Kommentare in der eigentlichen Studie verwendet. Diese wurden 
dann im Stil eines wahlbasierten Conjoint-Designs im Fragebogen präsentiert: 
Den Studienteilnehmenden wurden randomisiert jeweils sechs von insgesamt 12 
Kommentarpaaren als sog. Choice-Sets präsentiert.
Die Beurteilung der Devianz der Kommentare wurde anhand zweier Indikato-
ren ermittelt: In jedem Choice-Set wurden die Teilnehmenden gebeten, anzuge-
ben, welchen der beiden Kommentare sie als „schlimmer“ bewerten und welchen 
sie melden würden („Kommentar 1 melden“, „Kommentar 2 melden“, „Beide 
Kommentare melden“ und „keinen der beiden Kommentare melden“). Der Vor-
teil eines solchen Designs liegt darin, dass die Kommentare sowohl absolut als 
auch vor allem relativ bewertet wurden. 
Wichtig ist an dieser Stelle festzuhalten, dass das Melden eines Kommentars 
hier ein relativ abstraktes Unterfangen ist und keinerlei realweltliche Konse-
quenzen nach sich zieht. Es ist demnach nicht Ziel der Studie, zu ermitteln ob 
ein Kommentar tatsächlich gemeldet wird oder nicht. Um dies zu erklären müss-
ten neben den Eigenschaften des Kommentars auch vor allem Eigenschaften der 
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Tabelle 3: Beispiel-Stimuli und Merkmalskombinationen









wer die adresse von herrn 
mustafa e. kennt, weiß was 
passieren muss ... Keine 







Frau Merkel will mit ihrer 
Flüchtlingspolitik einen Bür-
gerkrieg heraufbeschwören, 








schen!! Grünenpolitiker cem 





Bislang hab ich ja echt nichts 
gegen Flüchtlinge, hab 
denen auch Wintersachen 
gespendet, aber eben hab ich 
gehört: Flüchtlinge räumen 
REWE leer und sagen zur 
Kassiererin: „Das bezahlt 
Deutschland!“.
Gerücht indirekt abstrakt ja
Person als auch der Situation, des jeweiligen Forums und der dort herrschenden 
Netiquette mitberücksichtigt werden. Das Melden des Kommentars stellt in die-
ser Studie eine Art Proxy-Indikator für die wahrgenommene Devianz dar.
„Weg mit dem Ungeziefer!“
288
4 Ergebnisse
Die Conjointdaten wurden unter Anwendung einer geschichteten Cox-
Regression (Backhaus, Erichson, & Weiber, 2013) analysiert, welche typischer-
weise bei Überlebensanalysen verwendet wird. Es handelt sich um eine Regres-
sion für Daten mit zensierten Beobachtungen. Das bedeutet, die unzensierten 
Fälle sind die im Choice-Set gewählten Alternativen. Jede Schicht repräsentiert 
eine Auswahlsituation. Die Regressionskoeffizienten B werden als Teilnutzen-
werte interpretiert und zeigen demnach die Präferenz für eine Merkmalsaus-
prägung in Relation zu allen anderen Merkmalsausprägungen an. Exp(B) gibt 
das Chancenverhältnis (Odds), in der Überlebensanalyse Hazard Ratio genannt, 
also das Verhältnis Wahrscheinlichkeit/Gegenwahrscheinlichkeit, dass eine Al-
ternative mit einer bestimmten Merkmalsausprägung gewählt wird, an.
4.1 Bewertung der Devianz des Kommentars
Zunächst prüfen wir, ob die Art des Normverstoßes einen signifikanten 
Einfluss auf die Bewertung der Devianz eines Kommentars hatte und welche 
Art der Normverletzung – relativ betrachtet – von den Befragten als devian-
ter wahrgenommen wurde (FF1a). Tabelle 4 zeigt, dass es signifikante Unter-
schiede in der Devianzbewertung bezüglich der Art des Normverstoßes gibt. 
Aufruf zu Taten wurde in Relation zu den anderen vier Normverstößen als 
schlimmster Normverstoß bewertet. Enthielt ein Kommentar einen Aufruf 
zu Taten, war die Wahrscheinlichkeit, dass er als devianter wahrgenommen 
wurde etwa achtmal höher (Exp(B) = 7,96) als bei Kommentaren, die Agitation 
enthalten. Danach folgen Gerüchte und Verschwörungstheorien, die ebenfalls 
als deutlich stärker normverletzend bewertet werden als Herabsetzung und 
gefährliche Agitation.
In H1a nahmen wir an, dass direkte Normverstöße als devianter beurteilt 
werden als indirekte. Dies lässt sich anhand der Daten bestätigen: Bei direkten 
Normverstößen verdoppelte sich die Chance, dass sie als problematisch bewertet 
werden (Exp(B) = 2,08). Entgegen unserer Annahme in H2a hatte der Opfertyp 
keinen signifikanten Einfluss darauf, ob ein Kommentar als schlimmer bewertet 
wurde. Entsprechend kann H2a nicht bestätigt werden.
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Des Weiteren wurde angenommen, dass ein Kommentar als weniger deviant 
beurteilt wird, wenn er neben Normverstößen auch Neutralisierungstechniken 
enthält (H3a). Dies konnte bestätigt werden: Enthielten Kommentare Rechtferti-
gungen oder Entschuldigungen, wurden sie als weniger problematisch bewertet 
als Kommentare ohne Neutralisierungstechniken.
Tabelle 4: Bewertung der Devianz des Kommentars
Art des Normverstoßes B SE Exp(B)
Herabsetzung 0,03 0,09 1,03
Aufruf zu Taten 2,08*** 0,11 7,96
Verschwörungstheorie 0,77*** 0,12 2,17
Gerüchte 0,88*** 0,13 2,40
gefährliche Agitation als Referenzkategorie auf Null gesetzt
Subtilität
direkt 0,73*** 0,09 2,08
indirekt als Referenzkategorie auf Null gesetzt
Opfertyp
individualisiert 0,07 0,07 1,07
abstrakt als Referenzkategorie auf Null gesetzt
Neutralisierung
ja –0,33*** 0,07 0,72
nein als Referenzkategorie auf Null gesetzt
Anmerkung: AV: „Welcher Kommentar ist schlimmer?“ LLR = 810,18; Cox&Snell = ,14; Nagelkerke = ,14; 
*** p < ,001.
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4.2 Meldeverhalten
Neben der relationalen Devianzbewertung („Welcher Kommentar ist 
schlimmer?“) wurde auch untersucht, ob und welche Normverletzungen eine 
höhere Meldebereitschaft hervorrufen (FF1b). Auch hier zeigten sich signifi-
kante Unterschiede nach Art der Normverletzung (siehe Tabelle 5). Enthielt ein 
Kommentar einen Aufruf zu Taten, stieg die Meldebereitschaft um mehr als das 
5-fache und war damit am größten (Exp(B) = 5,64). Danach folgten Verschwö-
rungstheorie, Gerüchte und Herabsetzung. Bei Kommentaren, die gefährliche 
Agitation enthielten, war die Meldebereitschaft in Relation zu den anderen 
Normverstößen am geringsten ausgeprägt.
Bestätigen ließ sich die Annahme zur Subtilität (H1b). Handelte es sich um 
einen direkten Normverstoß, so stieg die Meldebereitschaft um das 1,5-fache. Der 
Opfertyp hatte kaum Einfluss auf das Meldeverhalten. Entsprechend muss H2b 
verworfen werden. Wie vermutet, hatte die Neutralisierung auch bezüglich der 
Meldebereitschaft einen negativen Effekt (H3b): Enthielt der Kommentar neben 
dem Normverstoß eine neutralisierende Aussage, so sank die Meldebereitschaft 
bzw. halbierte sich fast (Exp(B) = 0,54).
5 Diskussion
Kommentare von Nutzenden zu politischen Themen wie Asylpolitik sind oft-
mals von Merkmalen gekennzeichnet, die sie für eine Vielzahl an Nutzenden als 
deviant kennzeichnen. Sie brechen mit etablierten Normen des Umgangs, weil 
sie andere Menschen, sowohl einzelne Personen als auch Gruppen diffamieren, 
zu Gewalt aufrufen oder mehr oder weniger gezielt Verschwörungstheorien ver-
breiten. Nicht all diese Merkmale werden, so die Grundannahme dieses Beitrags, 
als gleichermaßen normverletzend wahrgenommen. Ziel dieser Arbeit war es 
demnach, diejenigen Merkmale eines potentiellen Hasskommentars zu identifi-
zieren, die als besonders kritisch wahrgenommen werden. Damit verbunden ist 
aber auch ein weiteres Erkenntnisziel: Nicht jeder potentiell normverletzende 
Kommentar wird gleich als solcher identifiziert und es lassen sich Techniken be-
obachten, wie die soziale Kontrolle gegenüber solchen Kommentaren gezielt un-
terlaufen werden kann. Hierbei spielen neben subtileren und indirekten Formen 
C. Wilhelm, I. Ziegler & S. Jöckel
291
Art des Normverstoßes B SE Exp(B)
Herabsetzung 0,21* 0,09 1,23
Aufruf zu Taten 1,73*** 0,09 5,64
Verschwörungstheorie 0,61** 0,12 1,84
Gerüchte 0,47** 0,12 1,60
gefährliche Agitation als Referenzkategorie auf Null gesetzt
Subtilität
direkt 0,45*** 0,08 1,56
indirekt als Referenzkategorie auf Null gesetzt
Opfertyp
individualisiert 0,11 0,06 1,12
abstrakt als Referenzkategorie auf Null gesetzt
Neutralisierung
ja –0,62*** 0,06 0,54
nein als Referenzkategorie auf Null gesetzt
Tabelle 5: Ergebnisse zur Meldebereitschaft devianter Kommentare
Anmerkung: AV: Kommentar melden. LLR = 891,59; Cox&Snell = ,10; Nagelkerke = ,10; ** p < ,01, 
*** p < ,001.
der Normabweichung vor allem Neutralisierungstechniken eine Rolle, mit deren 
Hilfe, die Devianz in einem Kommentar gezielt kaschiert werden kann.
In theoretischer Hinsicht baute dieser Beitrag somit auf dem vor allem in den 
letzten Jahren wachsenden Kanon zur Analyse der Wirkung von Kommentaren 
auf (Kenski et al., 2017; Muddiman & Stroud, 2017; Naab, et al., 2017; Ziegele & Jost, 
2016;) legte den Fokus aber auf Formen inziviler (Coe et al., 2014; Kenski et al., 2017; 
Papacharisi, 2004), devianter Kommentare. Es zeigt sich, dass wie erwartet, gerade 
indirekte, weniger offensichtliche Normverletzungen wie gefährliche Agitation in 
Kommentaren als weniger deviant wahrgenommen und weniger häufig gemeldet 
werden. Auch Herabsetzungen werden offenbar als weniger problematisch wahr-
genommen. Besonders interessant ist hierbei, dass unsere Hypothesen in Bezug auf 
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den Einsatz von Neutralisierungstechniken ebenfalls Bestätigung fanden: Neutrali-
sierungen tragen dazu bei, dass Normverletzungen in Nutzerkommentaren als mo-
ralisch akzeptabel angesehen werden und somit deviantes Verhalten begünstigen. 
Folgt man Henry (2009), so können Neutralisierungen zu einer gesellschaftlichen 
Demoralisierung beitragen, da sie die Akzeptanz von Normverletzungen begünsti-
gen. Die vorliegende Studie bietet dazu – zumindest bezogen auf die politische Parti-
zipation in sozialen Medien – erste Hinweise. Was im Rahmen dieser Studie nicht un-
tersucht werden konnte, ist die Wirkung solcher indirekten, subtilen und vor allem 
mit Hilfe von Neutralisierungstechniken abgeschwächten Kommentare. Da es solche 
Formen der Kommunikation leichter haben, in einem Forum stehen zu bleiben, also 
nicht gelöscht zu werden, steigt somit die Wahrscheinlichkeit, dass Nutzende genau 
mit solchen Kommentaren konfrontiert werden, wenn sie sich an Debatten zu einem 
kontroversen Thema beteiligen wollen. Welche persuasiven Wirkungen können 
nun solche abgemilderten, dennoch aber zum gewissen Grad deviante Kommenta-
re bei Nutzenden entfalten? Es wäre möglich, dass eben genau jene Kommentare, 
durch ihre Unterschwelligkeit im Devianzgrad es leichter haben, wahrgenommen 
zu werden und gegebenenfalls somit auch als Gegenargumente so in einen Diskurs 
eingebracht werden können. Dies scheint gerade der Mechanismus von beispiels-
weise Verschwörungstheorien zu sein. Eine Studie von Mocanu und Kollegen (2015) 
konnte zeigen, dass gerade Nutzende von Nachrichtenangeboten, die politisch we-
niger ausgewogene, extreme Positionen vertreten, offen für derartige Inhalte sind. 
Die Ergebnisse dieses Beitrags öffnen somit das Feld für eine kritische Untersuchung 
gerade solcher nicht offensichtlich devianten Kommentare im Internet.
Was diese Studie jedoch nicht beantworten konnte, ist die Frage, was tatsäch-
lich dazu führt, dass ein Kommentar auf einer bestimmten Plattform gemeldet 
wird. Zum einen wurden persönliche Disposition aber auch situative Faktoren 
im Rahmen unserer Studie nicht berücksichtigt. Zum anderen fand die Untersu-
chung mit Bezug zu einem spezifischen politischen Thema statt – dem der Debat-
te um Flüchtlings- und Asylpolitik – und fokussierte auf eine ausgewählte Gruppe 
– eher höher gebildete, eher tendenziell links eingestellte Personen mit einer, 
demnach zu vermutenden positiven Einstellung gegenüber Geflüchteten und 
asylfreundlichen Politikerinnen und Politikern. Auch wenn wir die untersuchten 
Devianzmerkmale als allgemeingültig betrachten, so gilt die spezifische Manipu-
lation wie wir sie vorgenommen haben, nur für dieses besondere Sample. Andere 
Gruppen mögen eine anders geartete Ausgestaltung der Merkmale als besonders 
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deviant betrachten. Eine eher rechtsgerichtete, Geflüchteten gegenüber negativ 
eingestellt Gruppe wird sich vermutlich stärker von Kommentaren angegriffen 
fühlen, die die Eigengruppe („die Deutschen“) verletzt. Eine Ausweitung des Sam-
ples, aber auch der Themenstellung könnte hier kritisch hinterfragen, inwieweit 
die Erkenntnisse dieser Studie auch für andere Kontexte von Relevanz sind.
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