Stochastic capacity expansion with multiple sources of capacity  by Taghavi, Majid & Huang, Kai
Operations Research Letters 42 (2014) 263–267Contents lists available at ScienceDirect
Operations Research Letters
journal homepage: www.elsevier.com/locate/orl
Stochastic capacity expansion with multiple sources of capacity
Majid Taghavi, Kai Huang ∗
DeGroote School of Business, McMaster University, Hamilton, Ontario L8S 4M4, Canada
a r t i c l e i n f o
Article history:
Received 25 December 2013
Received in revised form
11 April 2014
Accepted 13 April 2014
Available online 24 April 2014
Keywords:
Capacity expansion
Multi-stage stochastic integer
programming
Spot market
Contract
a b s t r a c t
In this paper, we consider the multi-period single resource stochastic capacity expansion problem with
three sources of capacity: permanent, contract, and spotmarket. The problem ismodeled as amulti-stage
stochastic integer program. We show that the problem has the totally unimodular property and develop
polynomial-time primal and dual algorithms to solve the problem.
Crown Copyright© 2014 Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Capacity expansion is mainly concerned with the optimal time
and amount of capacity acquisition, and the optimal capacity
allocation. Capacity expansionmodels can be found in awide range
of applications as a strategic level decision, which usually involves
significant capital investments, as well as uncertainties in the
future forecasts. Traditionally, the models developed for capacity
expansion assume that there is only one type of capacity available
for acquisition. This capacity is purchased and permanently owned
by the decision maker and it is called permanent capacity.
However, in the realworld, there could be other sources of capacity
that the decision maker can use. In this paper, we introduce two
commonly used sources of capacity available to decision makers
besides permanent capacity: spot market capacity, which refers to
the capacity that can only be purchased and used in the current
period, and contract capacity, which refers to the capacity that is
available in the current period—if a contract has been signed for it
in previous periods. The quantity of contract capacity is assumed
fixed in the contract. In this paper, we consider a multi-period
single resource stochastic capacity expansion problem where all
three sources of capacity exist simultaneously, and we model the
problem using the multi-stage stochastic programming approach.
It is noteworthy that our model can capture the case where the
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3.0/).decision maker can sign contracts for an arbitrary number of
periods.
The capacity expansion problem and its extensions have been
extensively studied [8,12]. For single resource problems, Saniee
[11] modeled a deterministic multi-period problem as a time-
dependent knapsack problem. Laguna [4] extended this work to
the case of uncertain demand. Riis and Andersen [10] considered
the stochastic version of the single resource problem and proposed
a two-stage formulation. Huang and Ahmed [3] studied a multi-
stage stochastic version of capacity expansion for a single resource,
in which stochastic demand and cost are represented by a scenario
tree. Ahmed et al. [1] andHuang andAhmed [3] also considered the
lot-sizing problem as a substructure of general capacity expansion
problems. However, all of these works only consider permanent
capacity.
There is a fairly small literature for capacity expansion in the
presence of spotmarket and contract. Atamtürk andHochbaum [2]
considered various versions of deterministic multi-period capacity
expansion problemwhen subcontracting is available. Oren et al. [9]
considered electric power capacity expansion with spot market
in a game-theoretical framework. Other works can be found
in [5–7] with applications in cellular manufacturing and flexible
manufacturing systems. All of these works assume deterministic
demand and cost.
In the following, we use a scenario tree with T periods to repre-
sent the realization of stochastic parameters (demand, cost, etc.),
as shown in Fig. 1. For each node n, a(n) is the immediate ances-
tor node, C(n) is the set of immediate descendants, and tn is the
period of node n. Let T be the whole scenario tree and N be the
total number of nodes in the scenario tree. T (n) denotes the sub-
tree with root node n and T¯ (n) = T (n) \ {n}. P (n) denotes the
ticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
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and P¯ (n) = P (n) \ {n}. We also use the following notations in
the model:
Parameters:
cpn Unit cost of permanent capacity for node n,
ccn Unit cost of contract capacity for node n,
csn Unit cost of spot market capacity for node n,
pn Probability of node n,
dn Demand of node n.
Decision variables:
xn Permanent capacity acquisition in node n,
yn Contract capacity acquisition in node n,
zn Spot market capacity acquisition in node n.
We assume that we do not have any previously purchased or
contracted capacity. We also assume that all costs and demands
are positive and all costs are discounted to their present value.
Moreover, we assume that cpn and ccn are very large values for
leaf nodes. With these assumptions, the stochastic single resource
capacity expansion problem can be formulated as:
Min

n∈T
pn

cpnxn + ccnyn + csnzn

s.t.

m∈P¯ (n)
xm + ya(n) + zn ≥ dn ∀ n ∈ T ,
xn, yn, zn ∈ Z+ ∀ n ∈ T ,
(1)
where the objective minimizes the expected total cost of all three
types of capacity acquisition over the scenario tree, and the first set
of constraints guarantee that for each node in the scenario tree, the
total capacity available at node nwill satisfy the demand. Note that
we purchase the permanent capacity or sign the contract capacity
at the beginning of the period, before the realization of the random
demand in the same period. Thus, in model (1), we make perma-
nent or contract capacity available in the next period of when it
is purchased or signed. In other words, xn will appear in T¯ (n) and
yn will appear inC(n). We emphasize that ourmodel can deal with
contracts with an arbitrary number of periods. For simplicity of ex-
position, we only use the one-period contract in model (1). Also,
it can be verified that a lot-sizing problem with spot market and
contract production availability can be transformed to an equiv-
alent model (1) in polynomial time. Model (1) has the following
property:
Theorem 1. If the demands are integer-valued, the LP relaxation of
model (1) will yield integral optimal solutions.
Proof. Suppose that A is the left hand side matrix of model (1).
Note that A is a 0-1 matrix and each row in A corresponds to a
node in the scenario tree. Consider the zn columns, there is a sin-
gle 1 in each column and all other entries are zeroes. Consider the
yn columns, the entry of row i and column j is 1 only if i ∈ C(j).
Consider the xn columns, the entry of row i and column j is 1 only if
i ∈ T¯ (j). We can reorder the constraints according to the following
procedure: we start from the root node and after each insertion of
a node n, we immediately insert all nodes in C(n). If there is more
than one node in C(n), we will re-start the process from the first
inserted node. When there are no more nodes to insert, we con-
tinue the procedure from the last non-inserted node based on a
depth-first search method. This new ordering guarantees that inFig. 1. The scenario tree T .
each column, the 1s appear consecutively. Therefore, A is an inter-
val matrix which is totally unimodular [13]. 
Based on Theorem 1, we can rewrite model (1) as follows:
Min

n∈T

cpnxn + ccnyn + csnzn

s.t.

m∈P¯ (n)
xm + ya(n) + zn ≥ dn ∀ n ∈ T ,
xn, yn, zn ∈ R+ ∀ n ∈ T .
(2)
Note that for simplicity of exposition, we have removed the pns in
the objective. In the following, all our algorithms are designed for
model (2).
2. Algorithms
2.1. Primal algorithm
In this subsection, we propose a primal algorithm for model
(2). The primal algorithmwill check if it ismore economical to shift
up capacity to an ancestor node, as either permanent capacity or
contract capacity, by comparing the costs of permanent capacity
or contract capacity in an ancestor node with the total cost of
permanent, contract, and spot market capacities in descendant
nodes.
For this algorithm, we assume that the nodes in the scenario
tree T are indexed in increasing order of their time periods (called
the primal indexing system). The algorithm starts with an initial
feasible solution, where x∗n = y∗n = 0 and z∗n = dn for all n ∈ T .
We also need the following definitions:
A1(n) = m ∈ T¯ (n) : xm > 0, and xk = 0,∀k ∈ P¯ (m) \ P (n)
A2(n) = m ∈ T¯ (n) : ym > 0, and xk = 0,∀k ∈ P (m) \ P (n)
A3(n) = m ∈ T¯ (n) : zm > 0, and xk = yk = 0,
∀ k ∈ P¯ (m) \ P (n)
A(n) = A1(n) ∪A2(n) ∪A3(n)
∆1n = Min

Min
m∈A1(n)
xm, Min
m∈A2(n)
ym, Min
m∈A3(n)
zm

∆2n = Minm∈C(n)
zm>0
zm
B1n =

m∈A1(n)
cpm +

m∈A2(n)
ccm +

m∈A3(n)
csm − cpn
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
m∈C(n)
zm>0
csm − ccn.
Given these notations, the primal algorithm is presented as
Algorithm 1.
Algorithm 1 - Primal algorithm for model (2)
1: set x∗n = y∗n = 0 and z∗n = dn, ∀n ∈ T
2: set k = Max{n ∈ T : T¯ (n) ≠ ∅}
3: while k ≥ 1 do
4: computeA1(k),A2(k),A3(k),∆1k ,∆
2
k , B
1
k and B
2
k
5: while B1k ≥ 0 or B2k ≥ 0 do
6: if B2k > B
1
k
7: y∗k = y∗k +∆2k
8: z∗m = z∗m −∆2k , ∀m ∈ C(k) and z∗m > 0
9: else
10: z∗m = z∗m −∆1k , ∀m ∈ A3(k)
11: y∗m = y∗m −∆1k , ∀m ∈ A2(k)
12: x∗m =

x∗m +∆1k ifm = k,
x∗m −∆1k ifm ∈ A1(k).
13: end if
14: updateA1(k),A2(k),A3(k),∆1k ,∆
2
k , B
1
k and B
2
k
15: end while
16: k = k− 1
17: end while
18: return x∗, y∗, z∗
2.2. Dual algorithm
In this subsection, we consider the dual of the single resource
stochastic capacity expansion model (2):
Max

n∈T
dnπn
s.t.

m∈T¯ (n)
πm ≤ cpn ∀ n ∈ T ,
m∈C(n)
πm ≤ ccn ∀ n ∈ T ,
πn ≤ csn ∀ n ∈ T ,
πn ∈ R+ ∀ n ∈ T .
(3)
We present a polynomial-time dual algorithm for model (3). The
algorithm has a greedy nature and is based on the following
observation.
Lemma 1. A solution π = (π1, π2, . . . , πN) is dual feasible for
model (3), if and only if πn ≥ 0 and:
πn ≤ Min

Min
m∈P¯ (n)

cpm −

k∈T¯ (m)\{n}
πk

, cca(n)
−

m∈C(a(n))\{n}
πm, csn

. (4)
When π is optimal, the second inequality is tight.
Proof. See the online companion (see Appendix A). 
To implement this algorithm, we create another indexing sys-
tem for nodes in the scenario tree, called the dual indexing system.
In this system, nodes are indexed in decreasing order of their de-
mand andwe assume that all demands are different, i.e., d1 > d2 >
· · · > dN . The algorithm is given below:Algorithm 2 - Dual algorithm for model (3)
1: set π∗n = 0, ∀n ∈ T
2: set cp0n = cpn , cc0n = ccn, ∀n ∈ T
3: for k = 1, 2, . . . ,N do
4: IfMinm∈P¯ (k)

cpk−1m

> csk and cc
k−1
a(k) > c
s
k
5: π∗k = csk
6: else ifMinm∈P¯ (k)

cpk−1m

> cck−1a(k)
7: π∗k = cck−1a(k)
8: else
9: π∗k = Minm∈P¯ (k)

cpk−1m

10: end if
11: cpkn =

cpk−1n − π∗k if n ∈ P¯ (k),
cpk−1n otherwise.
12: cckn =
cc
k−1
n − π∗k if n = a(k) and
π∗k ≠ Minm∈P¯ (k)

cpk−1m

,
cck−1n otherwise.
13: end for
14: return π∗ = (π∗1 , . . . , π∗N)
3. Validity of algorithms
In this section, we verify that the primal and dual algorithms
return the optimal primal and dual solutions, respectively. In the
following, we assume that dn, csn, and c
p
n are positive numbers for
all n ∈ T , and d1 > d2 > · · · > dN . We also define mk for each
node k as: mk = argminn∈P¯ (k)

cpk−1n

. When cpk−1n = cpk−1m , we
letmk = m if tm < tn.
We first show several properties of the primal solution resulting
from Algorithm 1.
Lemma 2. In the primal algorithm:
(a) If x∗n > 0, there exists k ∈ T¯ (n), such that

m∈P (n) x∗m = dk;
(b) If y∗n > 0, there exists k ∈ C(n), such that

m∈P (n) x∗m+y∗n = dk.
Proof. See the online companion (see Appendix A). 
We next show several properties of the dual solution resulting
from Algorithm 2, proved in Lemma 3 and Proposition 1. To
facilitate our proofs, we define sets Uki , V
k
i , and W
k
i for node i at
iteration k in the dual algorithm:
Uki =
mj

mj ∈ T (i), j < k, π∗j = cpj−1mj
and there does not exist l < k and l > j such that
π∗l = cpl−1ml , ml ∈ T (i), and T (ml) ⊃ T (mj)
 ,
Vki =
a(j)

a(j) ∈ T (i), j < k, π∗j = cc j−1a(j)
and there does not exist l < k and l > j such that
π∗l = cpl−1ml , ml ∈ T (i), and a(j) ∈ T (ml)
 ,
W ki =
j

j ∈ T¯ (i), j < k, π∗j = csj
and there does not exist l < k and l > j such that
π∗l = cpl−1ml , ml ∈ T (i), and j ∈ T (ml), or
π∗l = cc l−1a(l) , a(l) ∈ T (i), and j ∈ C(a(l))
 .
These three sets correspond to all of the capacities that could not
be shifted up to nodemk in the primal algorithm.
Lemma 3. In the dual algorithm, the following results hold:
(a) If π∗k = cpk−1mk , then

m∈T¯ (mk) π
∗
m = cpmk , and π∗i = 0, ∀i ∈
T¯ (mk) with i > k;
(b) If π∗k = cpk−1mk , then

m∈T¯ (i),m<k π∗m < c
p
i for all i ∈ P¯ (mk);
(c) If π∗k = cck−1a(k) , then

m∈C(a(k)) π
∗
m = cca(k), and π∗i = 0,∀i ∈ C (a(k)) with i > k;
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
m∈T¯ (i),m<k π∗m < c
p
i , ∀i ∈ P (a(k));
(e) If π∗k = csk, then

m∈T¯ (i),m<k π∗m < c
p
i , ∀i ∈ P¯ (k), and
m∈C(a(k)) π∗m < c
c
a(k).
Proof. See the online companion (see Appendix A). 
Proposition 1. In the dual algorithm, the following results hold:
(a) cpk−1mk = cpmk −

mj∈Ukmk c
p
mj −

a(j)∈Vkmk c
c
a(j) −

j∈Wkmk c
s
j ;
(b) If there exists j ∈ C(a(k)) such that j < k and π∗j = cc j−1a(j) , then
cck−1a(k) = 0; otherwise cck−1a(k) = cca(k) −

j∈C(a(k)), j<k, π∗j =csj c
s
j .
Proof. See the online companion (see Appendix A). 
We link the primal solution and dual solution in Lemmas 4–
6, corresponding to the different sources of capacity in the dual
solutions.
Lemma 4. In the dual algorithm, if π∗k = cpk−1mk , then:
(a) y∗a(k) = z∗k = 0 and x∗mk > 0;
(b)

m∈P (mk) x
∗
m ≥ dk;
(c) For all i ∈ P¯ (mk),m∈P (i) x∗m < dk.
Proof. See the online companion (see Appendix A). 
Lemma 5. In the dual algorithm, if π∗k = cck−1a(k) , then:
(a) y∗a(k) > 0 and z
∗
k = 0;
(b)

m∈P¯ (k) x∗m < dk;
(c)

m∈P¯ (k) x∗m + y∗a(k) ≥ dk.
Proof. See the online companion (see Appendix A). 
Lemma 6. In the dual algorithm, if π∗k = csk, then:
(a) z∗k > 0;
(b)

m∈P¯ (k) x∗m + y∗a(k) + z∗k = dk, and

m∈P¯ (k) x∗m + y∗a(k) < dk.
Proof. See the online companion (see Appendix A). 
Theorem 2. The solution (x∗, y∗, z∗) returned by the primal algo-
rithm and the solution π∗ returned by the dual algorithm are optimal.
Proof. First, (x∗, y∗, z∗) and π∗ are feasible solutions of the primal
and dual problems, respectively. Indeed, in the primal algorithm,
we start with a feasible solution and in each iteration, we preserve
feasibility. Therefore, (x∗, y∗, z∗) is feasible. The feasibility of π∗ is
guaranteed by Lemma 1.
Next, we only need to prove the complementary slackness for
the primal and dual solutions:
π∗n > 0 H⇒

m∈P¯ (n)
x∗m + y∗a(n) + z∗n = dn (5)
m∈T¯ (n)
π∗m < c
p
n H⇒ x∗n = 0 (6)
m∈C(n)
π∗m < c
c
n H⇒ y∗n = 0 (7)
π∗n < c
s
n H⇒ z∗n = 0. (8)
Assume that we are using the dual indexing system. Suppose
that π∗n > 0. To prove Eq. (5), three cases are considered:
Case 1: if π∗n = csn, Lemma 6(b) guarantees that

m∈P¯ (n) x∗m +
y∗a(n) + z∗n = dn.
Case 2: if π∗n = ccn−1a(n) > 0, then we assume that

m∈P¯ (n) x∗m +
y∗a(n)+z∗n > dn. According to Lemma 5(a), z∗n = 0. So,

m∈P¯ (n) x∗m+
y∗a(n) > dn. Since y
∗
a(n) > 0, according to Lemma 2(b), there existsa node k ∈ C(a(n)) such thatm∈P (a(n)) x∗m + y∗a(n) = dk, or (since
P (a(n)) = P¯ (n)),m∈P¯ (n) x∗m + y∗a(n) = dk, which implies that
dk > dn or k < n. Now consider the dual variable of node k, i.e.,
π∗k . If π
∗
k = csk, according to Lemma 6(b),

m∈P¯ (k) x∗m + ya(k) < dk,
which contradicts

m∈P¯ (n) x∗m + y∗a(n) = dk, since P¯ (n) = P¯ (k). If
π∗k = cck−1a(k) , then since k < n, Lemma 3(c) requires that π∗n = 0,
which is a contradiction. Finally, ifπ∗k = cpk−1mk , thenmk ∈ P (a(n)),
and according to Algorithm 2, π∗n = 0, which is a contradiction.
Case 3: if π∗n = cpn−1mn > 0, then we assume that

m∈P¯ (n) x∗m +
y∗a(n)+z∗n > dn. According to Lemma4(a), y∗a(n) = z∗n = 0, and x∗mn >
0. Then according to Lemma 2(a), there is a node k ∈ T¯ (mn) such
that

m∈P (mn) x
∗
m = dk, which implies that dk > dn or k < n. Now
consider the dual variable of node k, i.e.,π∗k . Ifπ
∗
k = csk, according to
Lemma 6(b),

m∈P¯ (k) x∗m + ya(k) < dk or

m∈P¯ (k) x∗m < dk, which
contradicts

m∈P (mn) x
∗
m = dk, since mn ∈ P¯ (k). If π∗k = cck−1a(k) ,
Lemma 5(b) requires that

m∈P¯ (k) x∗m < dk, which contradicts
m∈P (mn) x
∗
m = dk. Finally, if π∗k = cpk−1mk , when mk ∈ T¯ (mn),
Lemma 4(c) requires that

m∈P (mn) x
∗
m < dk which contradicts
m∈P (mn) x
∗
m = dk; when mk ∈ P (mn), since k < n and n ∈
T¯ (mk), Lemma 3(a) implies that π∗n = 0, which is a contradiction.
Therefore, (5) holds.
To prove (6), we also use contradiction. Assume that

m∈T¯ (n)
π∗m < c
p
n and x∗n > 0 simultaneously. According to Lemma 2(a), we
can find a k ∈ T¯ (n), such thatm∈P (n) x∗m = dk. Now, consider the
optimal dual value of k, i.e., π∗k :
Case 1:π∗k = csk. According to Lemma6(b),

m∈P¯ (k) x∗m+y∗a(k) <
dk, which contradicts

m∈P (n) x∗m = dk, since k ∈ T¯ (n).
Case 2:π∗k = cck−1a(k) . According to Lemma 5(b),

m∈P¯ (k) x∗m < dk
and since a(k) ∈ T (n), it contradictsm∈P (n) x∗m = dk.
Case 3: π∗k = cpk−1mk . If mk ∈ T¯ (n), Lemma 4(c) implies that
m∈P (i) x∗m < dk, ∀i ∈ P¯ (mk). Since n ∈ P¯ (mk), we must have
m∈P (n) x∗m < dk, which contradicts

m∈P (n) x∗m = dk. If mk ∈
P¯ (n), Lemma 4(b) shows that

m∈P (mk) x
∗
m ≥ dk. Since n ∈
T¯ (mk) and

m∈P (n) x∗m = dk, we can conclude that x∗n = 0,
which is a contradiction. The only remaining possibility ismk = n.
In this case, Lemma 3(a) requires that

m∈T¯ (n) π∗m = cpn which
contradicts

m∈T¯ (n) π∗m < c
p
n . Therefore, (6) holds.
To prove (7), we again use contradiction. Assume that
m∈C(n) π∗m < ccn and y∗n > 0 simultaneously. According to
Lemma 2(b), we can find a node k ∈ C(n) such thatm∈P (n) x∗m +
y∗a(k) = dk (note that y∗a(k) = y∗n). Now consider the dual variable of
node k, i.e., π∗k :
Case 1:π∗k = csk. According to Lemma6(b),

m∈P¯ (k) x∗m+y∗a(k) <
dk, which contradicts

m∈P (n) x∗m+y∗a(k) = dk, since P¯ (k) = P (n).
Case 2: π∗k = cck−1a(k) . According to Lemma 3(c),

m∈C(a(k)) π
∗
m =
cca(k). Since a(k) = n, it contradicts

m∈C(n) πm < ccn .
Case 3: π∗k = cpk−1mk . In this case,mk ∈ P (n). Then, Lemma 4(b)
implies that

m∈P (n) x∗m ≥ dk. This means that y∗a(k) = y∗n = 0,
which is a contradiction. Therefore, (7) holds.
Finally, when π∗n < csn, we have either π∗n = cpn−1mn or π∗n =
ccn−1a(n) . Lemmas 4(a) and 5(a) show that z
∗
n = 0, respectively.
Therefore, (8) holds. 
4. Complexity
Suppose that the scenario tree is a complete tree with T time
levels and B branches for every non-leaf node. Then the number of
M. Taghavi, K. Huang / Operations Research Letters 42 (2014) 263–267 267nodes in the scenario tree is N =T−1t=0 Bt = BT−1B−1 , which implies
that T ∼ O(log N).
Theorem 3. The complexity of the primal algorithm is O(N2).
Proof. The initialization step needs atmostN operations. Comput-
ingA(k),∆1k ,∆
2
k , B
1
k , and B
2
k require at most N operations. The loop
in step 3 will run at most N times. Each iteration of the loop in step
5will deplete the capacity by one node and the subsequent adjust-
ments will be of complexityO(N). So the complexity of Algorithm
1 is O(N2). 
Theorem 4. The complexity of the dual algorithm is O(N logN).
Proof. Sorting the demands of N nodes has a complexity of
N logN . For each iteration, calculating π∗k involves the minimiza-
tion of at most T + 1 values; updating cpkn and cckn requires at most
T operations. Therefore, the total number of operations is at most
N logN + 2NT + N . Since T ∼ O(log N), the complexity of Algo-
rithm 2 is O(N logN). 
Surprisingly, if we assume the contracts can take arbitrary
length, the complexity of the primal algorithmwill keep the same,
O(N2). This is due to the fact that the size of A(k) is at most N ,
no matter the lengths of the individual contracts. Similarly, if we
assume that the contracts are of arbitrary length, the complexity of
the dual algorithm remains O(N logN). This is due to the fact that
there are at mostO(N) operations in the ‘‘for’’ loop of Algorithm 2.
Acknowledgment
This research has been supported by the National Science and
Engineering Research Council of Canada under the Discovery Grant
CISE-539050.Appendix A. Supplementary data
Supplementary material related to this article can be found
online at http://dx.doi.org/10.1016/j.orl.2014.04.005.
References
[1] S. Ahmed, A. King, G. Parija, A multi-stage stochastic integer programming
approach for capacity expansion under uncertainty, J. Global Optim. 26 (1)
(2003) 3–24.
[2] A. Atamtürk, D.S. Hochbaum, Capacity acquisition, subcontracting, and lot
sizing, Manag. Sci. 47 (8) (2001) 1081–1100.
[3] K. Huang, S. Ahmed, On a multi-stage stochastic programming model for
inventory planning, INFOR: Inform. Syst. Operational Res. 46 (3) (2008)
155–163.
[4] M. Laguna, Applying robust optimization to capacity expansion of one location
in telecommunications with demand uncertainty, Manag. Sci. 44 (11-Part-2)
(1998) 101–110.
[5] D.H. Lee, S.K. Lim, G.C. Lee, H.B. Jun, Y.D. Kim, Multi-period part selection and
loading problems in flexible manufacturing systems, Comput. Indust. Eng. 33
(3) (1997) 541–544.
[6] R. Logendran, V. Puvanunt, Duplication of machines and subcontracting of
parts in the presence of alternative cell locations, Comput. Indust. Eng. 33 (1)
(1997) 235–238.
[7] R. Logendran, P. Ramakrishna, A methodology for simultaneously dealing
with machine duplication and part subcontracting in cellular manufacturing
systems, Comput. Oper. Res. 24 (2) (1997) 97–116.
[8] H. Luss, Operations research and capacity expansion problems: a survey, Oper.
Res. 30 (5) (1982) 907–947.
[9] S. Oren, J. Jiang, D. Wu, P.R. Kleindorfer, Y. Sun, Optimal capacity expansion in
the presence of capacity options, Decis. Support Syst. 40 (3) (2005) 553–561.
[10] M. Riis, K.A. Andersen, Multiperiod capacity expansion of a telecommunica-
tions connection with uncertain demand, Comput. Oper. Res. 31 (9) (2004)
1427–1436.
[11] I. Saniee, An efficient algorithm for the multiperiod capacity expansion of one
location in telecommunications, Oper. Res. 43 (1) (1995) 187–190.
[12] J.A. Van Mieghem, Commissioned paper: capacity management, investment,
and hedging: review and recent developments, Manuf. Service Oper. Manag. 5
(4) (2003) 269–302.
[13] L.A. Wolsey, G.L. Nemhauser, Integer and Combinatorial Optimization, Wiley-
Interscience, New York, 1988.
