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1. Introduction and terminology
By an (n-dimensional) meanM, we shall understand a functionM=M(x1, . . . , xn) of
n positive variables that is symmetric, positively homogeneous of homogeneity degree 1
and that has the internality property
min{xj : 1 j  n}M(x1, . . . , xn)max{xj : 1 j  n} (1)
for all xj > 0. WhenM is continuous (as is often the case), its domain {(x1, . . . , xn) ∈Rn:
xj > 0 ∀j } can be extended (with some care) to its closure {(x1, . . . , xn) ∈Rn: xi  0 for
i = 1,2, . . . , n}. Also, the symmetry ofM allows us to confine ourselves to the subdomain
Ω = {(x1, . . . , xn) ∈Rn: 0 x1  · · · xn}. (2)
Many such means can be found in the literature; particular mention should be made
of Hölder or power means, the Gini means, the elementary symmetric polynomial means
(ESPM) and the elementary symmetric polynomial ratio means (ESPRM) given by
Hölder means:
(
x
p
1 + · · · + xpn
n
)1/p
, Gini means:
(
x
p
1 + · · · + xpn
x
q
1 + · · · + xqn
)1/(p−q)
,
ESPM:
(
σp
Cnp
)1/p
, ESPRM:
σp/C
n
p
σp−1/Cnp−1
,
where
Cnp =
(
n
p
)
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variables. We shall freely use the facts that these are indeed means, i.e., they enjoy the
internality property (1); see [4, pp. 232–233 and p. 270 (Exercise 4)], [6, Chapters III
and V] and [7].
For ease of reference, we mention here that the Lehmer’s means are the special case
q = p − 1 of the Gini means, and we, also, include two other families of means that were
introduced in [9]. These are
Root-quadratic means: Fc :=
√
2
n(n− 1)(c∆+ P), 0 c 1, (3)
Rational-quadratic means: Gc := 1
n− 1
c∆+ 2P
S
, 0 c 1, (4)
where S = S(x), ∆=∆(x) and P = P(x) are given by
S =
n∑
j=1
xj , ∆=
∑
1i<jn
(xi − xj )2, P =
∑
1i<jn
xixj . (5)
The rational mean G1 will appear quite often in the sequel. It is easy to check that G1
is the Gini mean corresponding to (p, q)= (2,1). We record this for emphasis:
G1 = ∆+ 2P
(n− 1)S =
x21 + · · · + x2n
x1 + · · · + xn . (6)
G0 will also appear later. It is nothing but the elementary symmetric polynomial ratio mean
corresponding to p = 2.
In this article, we introduce and study meansM of the form
M= f1 + 
√
f2, (7)
where  = ∓1 and where f1 and f2 are symmetric forms in n variables of degree 1 and
2, respectively. When f1 = 0 (and  is necessarily 1), these means are studied in [9]. Thus
this article can be viewed as an extension of [9]. We also note the relation of inequalities
arising from these means to certain inequalities in order statistics.
The vector space of symmetric linear forms in the n variables x = (x1, . . . , xn) has
dimension 1 and has a basis consisting of the form S; and the vector space of symmet-
ric quadratic forms has dimension 2 and has as a basis the forms ∆ and P given in (5).
Therefore, referring to (7), f1 is of the form αS and f2 is of the form β∆ + γP . This
latter form is non-negative for all x1, . . . , xn  0 if and only if both β and γ are non-
negative [9, Theorem 1]. Thus the means M in (7) have the form αS + √β∆+ γP
with β,γ  0. Finally, it follows from the internality property (1) thatM(1,1, . . . ,1)= 1
and therefore 
√
(γ n(n− 1))/2 = 1 − αn. Hence 1 − αn has the same sign as  and
γ = 2(1 − αn)2/[n(n − 1)]. In view of this (and similar future considerations), we find
it more convenient to take
α = a
n
, γ = 2(1− a)
2
n(n− 1) , β =
s
n2(n− 1) .
Thus our means are of the form
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n
S + 
√
s
n2(n− 1)∆+
2(1− a)2
n(n− 1) P , s  0, (8)
where  =∓1 has the same sign as 1− a if a = 1 and can take both values ∓1 if a = 1.
It is clear that such an M is symmetric and positively homogeneous of homogeneity de-
gree 1. However, the internality property (1) places restrictions on the parameters a and s.
These restrictions are the subject of Theorem 3 below, where it is seen that M is a mean
if it satisfies the internality property for the two vectors (x1, . . . , xn) = (0, . . . ,0,1) and
(0,1, . . . ,1).
For convenience, we make the following conventions in reference to (8):
Ma,s = a
n
S + (a)
√
s
n2(n− 1)∆+
2(1− a)2
n(n− 1) P if a = 1, (9)
M1−,s = S
n
+
√
s
n2(n− 1)∆, M1+,s =
S
n
−
√
s
n2(n− 1)∆, (10)
where s  0, where ∆ and P are as in (5), and where
(a)=
{1 if a < 1,
−1 if a > 1.
We emphasize that we work in the restricted domain Ω described in (2). This is made
possible by the symmetry and continuity ofM.
2. The main results
In this section, we find all (a, s) for which Ma,s (as given in (9) and (10)) is a mean.
We start with the special case a = 1.
Theorem 1. IfM1+,s andM1−,s are as in (10), then
M1+,s is a mean ⇔ M1−,s is a mean ⇔ 0 s  1.
Proof. Suppose thatM1+,s is a mean and that x= (x1, . . . , xn) ∈Ω . Let S(x),∆(x) be as
given in (5). Applying the internality property of M1+,s to the n-tuple y= (yn, . . . , y1)=
(R − xn, . . . ,R− x1) for some R  xn, we see that
yn 
S(y)
n
+
√
s∆(y)
n2(n− 1)  y1.
Since
S(y)= nR − S(x), ∆(y)=∆(x),
it follows that
R − xn R + S(x)
n
−
√
s∆(x)
n2(n− 1) R − x1.
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IfM1+,s is a mean, then applying the internality property to (0,1, . . . ,1), we see that
0 n− 1
n
+
√
s(n− 1)
n2(n− 1)  1.
Multiplying by n and simplifying, we obtain
√
s  1 and hence s  1, as desired.
Finally, we suppose that s  1 and we try to show that
x1 
S
n
+
√
s∆
n2(n− 1)  xn (11)
for all (x1, . . . , xn) ∈Ω . Since x1  S/n xn, S/n being the arithmetic mean, we see that
the left-hand side of (11) is vacuous while the right-hand side is equivalent to showing that
h :=
(
xn − S
n
)2
− s∆
n2(n− 1)  0. (12)
Since the quantity on the left decreases with s, it is enough to prove (12) for s = 1. Thus
we are to show that
H := (n− 1)n2h= (n− 1)(nxn − S)2 −∆ 0.
Letting
Uk = x1 + · · · + xk, Vk = x21 + · · · + x2k ,
H simplifies into
H = (n− 1)(n− 2)x2n − 2(n− 2)Un−1xn +U2n−1 − Vn−1.
We will show by mathematical induction on k that
Hk := k(k − 1)x2k+1 − 2(k − 1)Ukxk+1 +U2k − Vk
is non-negative for all k with 1 k  n− 1. Our H is clearly Hn−1. For k = 1, Hk reduces
to U21 − V1 = 0. So assume our statement has been established for some k with 1  k 
n− 2. Then we are to show that Hk+1  0. Thinking of
Hk+1 := (k + 1)kx2k+2 − 2kUk+1xk+2 +U2k+1 − Vk+1
as a quadratic in xk+2, we see that it is concave up and has the property that its derivative
with respect to xk+2 at xk+2 = xk+1 is given by
H ′k+2(xk+2 = xk+1)= 2k
[
(k+ 1)xk+1
]− 2kUk+1  2kUk+1 − 2kUk+1 = 0.
Thus it is enough to show that Hk+1(xk+2 = xk+1) is non-negative. But it is direct to check
that
Hk+1(xk+2 = xk+1)=Hk
which is non-negative by the inductive assumption. This completes the proof. ✷
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results will be used later.
Theorem 2. Let Ma,s be as defined in (9) with a = 1. Let Cj and C be the parabolas in
the (a, s)-plane defined by
Cj : s = a2 − 2cja + k, (13)
C: s = a2 − 2ca+ k, (14)
where k is a constant and where cj is a sequence that converges to c. Let
Gc/n := c∆+ 2nP
n(n− 1)S , 0 c n. (15)
(i) If (aj , sj ) ∈ Cj and if aj →∓∞, then Maj ,sj →Gc/n ( point-wise). In particular, if
(a, s) moves along C and if a→∓∞, thenMa,s →Gc/n.
(ii) If (a, s) moves along the parabola C, and if a moves in an interval in which (a− 1)×
(a − c) 0, then dMa,s/da has the same sign as
(k − c2)∆+ 2n(1− 2c+ k)P.
Proof. Let Mj = Maj ,sj and let M∗j be obtained from Mj by replacing (aj ) with−(aj ). Let
Qj := n
√
n− 1Mj = aj
√
n− 1S + (aj )
√
sj∆+ 2n(aj − 1)2P,
Q∗j := n
√
n− 1M∗j = aj
√
n− 1S − (aj )
√
sj∆+ 2n(aj − 1)2P .
Then
QjQ
∗
j = a2j (n− 1)S2 − sj∆− 2n(aj − 1)2P
= a2j (∆+ 2nP)− sj∆− 2n(aj − 1)2P
= (a2j − sj )∆+ 2n(2aj − 1)P
= (2cjaj − k)∆+ 2n(2aj − 1)P (by (13))
= 2aj (cj∆+ 2nP)− (k∆+ 2nP).
Also,
Q∗j = aj
√
n− 1S − (aj )
√(
a2j − 2cjaj + k
)
∆+ 2n(a2j − 2aj + 1)P
= aj
√
n− 1S − (aj )|aj |
√
(∆+ 2nP)− 2a−1j (cj∆+ 2nP)+ a−2j (k∆+ 2nP)
= aj
√
n− 1S + aj
√
(∆+ 2nP)− 2a−1j (cj∆+ 2nP)+ a−2j (k∆+ 2nP)
= aj
√
n− 1S + aj
√
(n− 1)S2 − 2a−1j (cj∆+ 2nP)+ a−2j (k∆+ 2nP).
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lim
aj→±∞
Mj = lim
aj→±∞
QjQ
∗
j
n
√
n− 1Q∗j
= c∆+ 2nP
n(n− 1)S =Gc/n,
as claimed.
To prove (ii), suppose that
(a − 1)(a − c) 0 (16)
and let
δ = (a)((a − c)∆+ 2n(a − 1)P ). (17)
If a > 1, then a  c (by (16)) and (a)=−1. Therefore δ  0. If a < 1, then a  c and
(a)=+1 and δ  0 again. Therefore
dQ∗
da
= S√n− 1− (a) (ds/da)∆+ 4n(a − 1)P
2
√
s∆+ 2n(a − 1)2P
= S√n− 1− δ√
s∆+ 2n(a − 1)2P  0 because δ  0.
Recalling that Q= n√n− 1M, we see that dM/da has the same sign as
q := dQ
da
dQ∗
da
(
s∆+ 2n(a − 1)2P ).
But
q = (n− 1)S2(s∆+ 2n(a − 1)2P )− ((a − c)∆+ 2n(a − 1)P )2
= (∆+ 2nP)(s∆+ 2n(a − 1)2P )− ((a − c)∆+ 2n(a − 1)P )2
=∆((k − c2)∆+ 2n(1− 2c+ k))P.
This proves (ii). ✷
Theorem 3. Suppose thatMa,s (as defined in (9)) is a mean.
(i) If a  0, then s  a2.
(ii) If a  1, then s  a2.
(iii) If a  n, then s  (a − n)2.
(iv) If a  1, then s  a2 − 2na + 2n.
Conversely, if the pair (a, s) satisfies the four conditions above, thenMa,s is a mean.
Proof. The part pertaining to the case a = 1 is covered in Theorem 1. So, we assume
a = 1.
Suppose thatM is a mean. ThenM satisfies (1), i.e.,
x1 
a
n
S + (a)
√
s
n2(n− 1)∆+
2(1− a)2
n(n− 1) P  xn
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(0,1, . . . ,1). Therefore
0 a
n
+ (a)
√
s(n− 1)
n2(n− 1)  1,
0 a(n− 1)
n
+ (a)
√
s(n− 1)
n2(n− 1) +
(1− a)2(n− 2)
n
 1.
These simplify into
0 a + (a)√s  n, (18)
0 (n− 1)a + (a)
√
s + n(n− 2)(1− a)2  n. (19)
If a  0, then (a)= 1 and the left-hand side of (18) implies that −a √s; therefore
s  a2. This proves (i).
If a > 1, then (a)=−1 and the left-hand side of (18) implies that −a −√s; there-
fore s  a2. This proves (ii).
If a  n, then (a)=−1 and the right-hand side of (18) implies that −√s −(a− n);
therefore s  (a − n)2. This proves (iii).
If a < 1, then (a)= 1 and the right-hand side of (19) implies that√
s + n(n− 2)(1− a)2  n− (n− 1)a.
Squaring and simplifying yield
s  a2 − 2an+ 2n.
This proves (iv).
To prove the converse, let D be the (maximal) domain in the (a, s)-plane that satisfies
(i)–(iv). Thus D is bounded by the curves
Γ0: s = 0, 1 a  n, Γ1: s = a2, a  0, Γ2: s = a2, a  1,
Γ3: s = (a − n)2, a  n, and Γ4: s = a2 − 2na + 2n, a  1
(see Fig. 1). For a < 1, Ma,s increases with a; and for a > 1, Ma,s decreases with a.
For a = 1 and each s in [0,1], there correspond two different functions M, namely the
functions M1−,s and M1+,s . It is convenient to think of the domain D as containing two
line segments (a = 1+,0 s  1) and (a = 1−,0 s  1). SinceM1−,0 =M1+,0 (= the
arithmetic mean), we identify the points (1−,0) and (1+,0). We modify our previous
statements to read
a  1− ⇒ Ma,s increases with a,
a  1+ ⇒ Ma,s decreases with a.
Therefore, for every (a, s) in the interior of D, the function Ma,s is sandwiched between
two functionsM that correspond to two points on the boundary ofD. To show thatMa,s is
a mean for all (a, s) ∈D, it is therefore enough to show it for points (a, s) on the boundary
ofD. Thus we restrict our attention to the curves Γ0−Γ4. The curves Γ1,Γ2,Γ3,Γ4 are the
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parabola segments given by (s = a2, a  0), (s = a2, a  1), (s = a2 − 2na + n2, a  n)
and (s = a2−2na+2n,a  1). They correspond to the cases (c= k = 0, a  0), (c= k =
0, a  1), (c = n, k = n2, a  n) and (c = n, k = 2n,a  n) of (14). In all of these cases,
(a− 1)(a− c) 0, and condition (16) of Theorem 2(ii) is satisfied. Hence dM/da has the
same sign as
(k − c2)∆+ 2n(1− 2c+ k)P. (20)
This quantity is non-negative for Γ1, Γ2 and Γ3. Hence M increases with a as the point
(a, s) moves along any of these three curves. For Γ4, however, things are different. The
quantity (20) reduces to 2n(P − (n − 2)∆). This does not have the same sign for all n-
tuples (x1, . . . , xn). ThereforeMa,s is not monotonic with a along Γ4. The elements of the
family {Ma,s: (a, s) ∈ Γ4} are not comparable. However, P − (n− 2)∆ does not depend
on a. Therefore, for every given fixed x = (x1, . . . , xn),M is monotonic with a.
It remains to consider Γ0, the line segment (s = 0,0 a  n). Here,
M= a
n
S + (a)
√
2(a − 1)2
n(n− 1) P =
a
n
S + (a)|a− 1|
√
2
n(n− 1)P
= a
n
S + (1− a)
√
2
n(n− 1)P ,
dM
da
= S
n
−
√
2
n(n− 1)P  0.
The last line follows from the fact that the first elementary symmetric polynomial mean,
i.e., the arithmetic mean, dominates the second one [6, p. 290, Theorem 4] and [10, art. 52,
p. 52]. ThereforeM increases with a along Γ0.
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each of our five curves, thenMa,s is a mean for all (a, s) ∈D. Thus we need only consider
the supremum and infimum of these end-point means.
Let
D− = {(a, s) ∈D:  1−}, D+ = {(a, s) ∈D: a  1+},
D=D− ∪D+. (21)
Note thatMa,s increases with a onD− and decreases with a on D+. It then follows from
the discussion above that the infimum of Ma,s on D+ is M1+,1, and the infimum on D−
is the limit ofMa,s as a→∞ along Γ2. This is the parabolic segment (s = a2, a  0) and
it corresponds to the case (c= k = 0, a  1) of (14). Therefore, the desired limit is
G0 = 2P
(n− 1)S .
Therefore
inf
{
Ma,s : (a, s) ∈D
}= inf{M1+,1,G0}.
But
M1+,1 −G0 = S
n
−
√
∆
n2(n− 1) −
2P
(n− 1)S =
(n− 1)S2 − 2nP
n(n− 1)S −
√
∆
n2(n− 1)
= ∆
n(n− 1)S −
√
∆
n2(n− 1) .
This is non-positive because
∆2
n2(n− 1)2S2 −
∆
n2(n− 1) =
∆
n2(n− 1)2S2
(
∆− (n− 1)S2)
= ∆
n2(n− 1)2S2 (−2nP) 0.
ThereforeM1+,1 G0 and
inf
{
Ma,s : (a, s) ∈D
}=M1+,1 = S
n
−
√
∆
n2(n− 1) . (22)
Next, the supremum ofMa,s onD+ is the limit ofMa,s as a→∞ along Γ3. But Γ3 is
given by (s = a2 − 2na + n2, a  n) and it corresponds to the case (c = n, k = n,a  n)
of (14). Thus
sup
{
Ma,s : (a, s) ∈D+
}=G1 = ∆+ 2P
(n− 1)S .
Similarly, the limit ofMa,s as a→−∞ along Γ4 is again G1. Thus
sup
{
Ma,s : (a, s) ∈D−
}= sup{M1−,1,G1}.
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sup
{
Ma,s : (a, s) ∈D
}= sup{M1−,1,G1}. (23)
This supremum is neither of these two, since they are not comparable.
The proof thatMa,s is a mean for all (a, s) ∈D is now complete since
M1−,1,M1+,1,G1 (24)
are all means. ✷
In view of (22) and (23), the set of inequalities{
x1 Ma,s(x1, . . . , xn) xn: (a, s) ∈D
}
reduces to three basic (or best) inequalities. We record them for future reference:
x1 
S
n
−
√
∆
n2(n− 1) , (25)
xn 
S
n
+
√
∆
n2(n− 1) , (26)
xn 
∆+ 2P
(n− 1)S . (27)
3. Relation to order statistics
As before, we assume that x = (x1, . . . , xn) ∈Ω (as defined in (2)) and we think of x
as a data set. Recall that the mean µ and the standard deviation σ of x are defined by
µ= µ(x)=
∑n
j=1 xj
n
, σ 2 = σ 2(x)=
∑n
j=1(xj −µ)2
n
. (28)
It is a natural and important question of statistics to ask about how much information about
a data set x can be recovered from our knowledge of its mean µ(x) and its standard devi-
ation σ(x). In particular, one asks about lower and upper bounds for x1 and xn. Examples
of such bounds are given by what is known in the literature of order statistics [12] as the
Brunk inequalities
µ+ σ√
n− 1  xn, µ−
σ√
n− 1  x1, (29)
and the Samuelson’s inequalities
µ+ σ√n− 1 xn, µ− σ
√
n− 1 x1. (30)
Going back to our meansMa,s defined earlier in terms of ∆ and P , we can rewrite every-
thing in terms of µ2 and σ 2. In fact, it follows from the obvious identities
∆= n2σ 2, 2P = n(n− 1)µ2 − nσ 2 (31)
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a basis that is probably more attractive from a statistician’s point of view than our ∆ and P .
Thus our basic inequalities (25)–(27) can be rephrased as follows:
x1  µ− σ√
n− 1 , (32)
xn µ+ σ√
n− 1 , (33)
xn µ+ σ
2
µ
. (34)
The first two are the Brunk inequalities cited above. The third one is not comparable with
the second in the sense that neither is stronger than the other. However, for a givenµ and σ ,
it may be useful to know which of them is stronger. The following theorem provides the
obvious answer.
Theorem 4. Let x = (x1, . . . , xn) ∈ Ω be a given data set with mean µ and standard
deviation σ .
(i) If µ> σ√n− 1, then (33) gives a better lower bound of xn than (34).
(ii) If µ< σ√n− 1, then (34) gives a better lower bound of xn than (33).
It is clear that the Samuelson’s inequalities which give an upper bound on xn and a
lower bound on x1 cannot follow from any context of means. To achieve such bounds, it
seems reasonable to introduce and characterize what one may call upper and lower anti-
means. Thus we call a functionM of n positive variables that is symmetric and positively
1-homogeneous an upper anti-mean if
M(x1, . . . , xn) xn ∀(x1, . . . , xn) ∈Ω, (35)
and a lower anti-mean if
M(x1, . . . , xn) x1 ∀(x1, . . . , xn) ∈Ω. (36)
Investigating the conditions on (a, s) for whichMa,s is an upper (respectively, lower) anti-
mean and finding the infimum (respectively, supremum) of the family of quadratic upper
(respectively, lower) anti-means is sure to lead to Samuelson’s inequalities or to stronger
ones. However, such a characterization of quadratic anti-means may turn out to be quite
difficult. We note, for example, that if (a, s) is such thatMa,s satisfies (35) for all the test
n-tuples whose coordinates consist of 0’s and 1’s, then it does not follow that Ma,s is an
upper anti-mean. This is illustrated by the Lehmer mean∑n
j=1 x2j∑n
j=1 xj
(which is the limit of Ma,s as a tends to −∞ along the parabola s = a2 − 2na + n2). In
contrast, the proof of Theorem 3 shows that if Ma,s satisfies (1) for the two test n-tuples
(1,0, . . . ,0,0) and (1,1, . . . ,1,0), then it is a mean (i.e., satisfies (1) for all n-tuples in Ω).
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of point-wise convergence
LetMa,s , D, and Gc be as defined in (9), (21), and (4). Let
M= {Ma,s : (a, s) ∈D}, G= {Gc: 0 c 1}. (37)
In the proof of Theorem 3, we have seen that G0 and G1 are the point-wise limits of
elements inM. The following theorem describes all such point-wise limits.
Theorem 5. In the topology of point-wise convergence, the closureM ofM isM∪G.
Proof. We prove first that G⊆M. If 0 c 1, then it is clear that the parabola
C: s = a2 − 2ca+ 2c
lies completely in D and thereforeMa,s ∈M for all (a, s) ∈ C. As (a, s) moves on C and
as a→∞,Ma,s converges point-wise to Gc. Thus Gc ∈M and thereforeG⊆M.
Next, let φj =Maj ,sj be a sequence of elements in M that converges pointwise to φ.
If the set {aj : j = 0,1, . . .} is bounded, then {sj : j = 0,1, . . .} is bounded also and we
can find a subsequence ψj =Mbj ,tj of φj for which bj and tj both converge (to b and t ,
say). It is clear then that ψj converges to Mb,t and therefore φ =Mb,t ∈M. Otherwise,
by taking an appropriate subsequence, one may assume that aj tends to +∞ or to −∞. In
the first case, one may assume that aj > n and in the second that aj < 1. For each j , there
is a unique 0 cj  n such that the point (aj , sj ) lies on the parabola
Cj : s = a2 − 2cja + 2ncj .
Since the set {cj } is bounded, then again by taking an appropriate subsequence, we may
assume that it is convergent (to c, say). By Theorem 2, φj converges to Gc/n. Hence φ =
Gc/n ∈G.
Finally, if Gcj is a sequence in G that converges to γ , then
cj =
(n− 1)SGcj − 2nP
∆
would converge to
(n− 1)Sγ − 2nP
∆
.
Therefore
(n− 1)Sγ − 2nP
∆
is a constant, c say. Thus Gcj converges to Gc. Hence γ =Gc ∈G. ✷
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In this section, we investigate the behavior ofMa,s under equal increments of the vari-
ables. Questions regarding this so-called on-the move behavior were initiated in [11] and
further studied in [2,3,5,8]. For this purpose, we assume, first, that a = 1, and define
φa,s(t)=Ma,s(x1 + t, . . . , xn + t)− t . (38)
In this case, Ma,s = Ma,s(x1, . . . , xn) has continuous partial derivatives everywhere.
Therefore, with
S∗ = S(x1 + t, . . . , xn + t)= S + nt,
∆∗ =∆(x1 + t, . . . , xn + t)=∆,
P ∗ = P(x1 + t, . . . , xn + t)= P + n(n− 1)2 t
2 + t (n− 1)S,
we have
φa,s(t)= a
n
S∗ + (a)
√
s
n2(n− 1)∆
∗ + 2(1− a)
2
n(n− 1) P
∗ − t
= a
n
S + (a − 1)t
+ (a)
√
s
n2(n− 1)∆+
2(1− a)2
n(n− 1) P + (1− a)
2
[
t2 + 2t
n
S
]
= a
n
S + (a − 1)t
+ (a)
√
s
n2(n− 1)∆+
(1− a)2
n2(n− 1)
[
2nP − (n− 1)S2]+ (1− a)2[t + 1
n
S
]2
= a
n
S + (a − 1)t + (a)
√[
s − (1− a)2
n2(n− 1)
]
∆+ (1− a)2
[
t + 1
n
S
]2
.
Differentiating with respect to t , and using the fact that (a)= sgn(1− a), we get
φ′a,s(t)= (a − 1)
[
1− |1− a|
(
t + 1
n
S
)
√(
s−(1−a)2
n2(n−1)
)
∆+ (1− a)2(t + 1
n
S
)2
]
. (39)
Hence, we have the following theorem:
Theorem 6. Suppose that a = 1. Let Ma,s be the means as defined in (9) and φa,s be as
defined in (38). Then, as a function of t , φa,s(t)
(a) increases if [s − (a − 1)2](a − 1) > 0,
(b) decreases if [s − (a − 1)2](a − 1) < 0, and
(c) converges to the arithmetic mean of x1, . . . , xn as t →∞.
312 R. Abu-Saris, M. Hajja / J. Math. Anal. Appl. 288 (2003) 299–313Proof. Parts (a) and (b) follow from (39), and part (c) follows from [3, Proposition 4] (or
[2, Proposition 2]). ✷
On the other hand, if a = 1, then it is clear that
Ma,s(x1 + t, . . . , xn + t)=Ma,s(x1, . . . , xn)+ t .
We thus have a family of means that behave like the arithmetic mean in the sense that if
each variable increases by t then so does their mean. Such means are called translative in
[1, p. 248].
6. Comparability withinM andM
In this section, we study conditions on c, c1, c2 ∈ [0,1] and (a, s), (a1, s1), (a2, s2) ∈D
under which Gc1  Gc2 , Ma1,s1  Ma2,s2 , and Ma,s  Gc (or vice versa) for all
(x1, . . . , xn) ∈Ω .
Clearly, Gc1(x1, . . . , xn)Gc2(x1, . . . , xk) for all (x1, . . . , xn) ∈Ω if and only if c1 
c2, and equality holds if and only if c1 = c2.
To compareMa1,s1 and Ma2,s2 , sinceMa,s is homogeneous, it is sufficient to consider
(x1, . . . , xn) on the hyperplane x1 + · · · + xn = n. On this hyperplane
∆
n2(n− 1) = y
2, 0 y  1. (40)
Replacing a with 1+ a and using ∆= (n− 1)S2 − 2nP , Ma,s reduces to
Qa,s = 1+ a − sgn(a)
√
a2 − (a2 − s)y2.
Letting
s = δ2, δ  0, and b = a
2 − δ2
a2
if a = 0,
we obtain
Qa,s =
{
1+ δy if a = 0,
1+ a − a√1− by2 if a = 0.
Note that Qa,s is linear if and only if a = 0 or b = 0, in which case, Qa,s = 1 (i.e.,Ma,s is
the arithmetic mean).
First, suppose that Qa1,s1 =Qa2,s2 . We discard the trivial cases b1 = 0 or b2 = 0, and
we thus assume that b21 + b22 = 0. If a1 = 0, then Qa1,s1 is linear and hence Qa2,s2 must
be linear. This implies that a2 = 0 and b2 = b1. If a1a2 = 0, then since Qa,s is monotonic
(provided that ab = 0), equality does not hold unless a1 = a2 and b1 = b2. Therefore,
Qa1,s1 =Qa2,s2 if and only if (a1, b1)= (a2, b2) or b1 = b2 = 0. Now, since Qa,s = 1 at
y = 0, and
dQa,s
dy
= aby√
2
and
d2Qa,s
dy2
= ab√
2 31− by ( 1− by )
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and concave down. Thus
Qa1,s1 Qa2,s2 ∀y ∈ [0,1] ⇔ Qa1,s1(0+) <Qa2,s2(0+) and
Qa1,s1(1)Qa2,s2(1).
Finally, to compareGc andMa,s , observe first that on the hyperplane x1+· · ·+xn = n,
Gc reduces to
Pc = 1+ (nc− 1)y2, 0 y  1,
where y is as defined in (40). Investigating all possible alternative graphs of Pc and Qa,s ,
and using their geometric properties, we conclude that
Qa,s  Pc for all y ∈ [0,1] ⇔ Qa,s(0+) < Pc(0+) and Qa,s(1)Gc(1).
In summary, we have the following
Theorem 7. Let c ∈ [0,1], (1+ a, s), (1+ a1, s1), (1+ a2, s2) ∈D be as defined in Theo-
rem 3, let Gc ∈G be as defined in (4), and letM1+a,s ∈M be as defined in (9). Then
(i) M1+a,s is the arithmetic mean if and only if s = a2.
(ii) M1+a1,s1 =M1+a2,s2 if and only if (s1, s2)= (a21, a22) or (a1, s1)= (a2, s2).
(iii) M1+a1,s1  M1+a2,s2 if and only if Qa1,s1(0+) < Qa2,s2(0+) and Qa1,s1(1) 
Qa2,s2(1).
(iv) Ma,s Gc if and only if Qa,s(0+) < Pc(0+) and Qa,s(1) Pc(1).
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