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Abstract
The assessment of diversity and similarity is relevant in monitoring the status of ecosystems. The
respective indicators are based on the taxonomic composition of biological communities of interest,
currently estimated through the proportions computed from sampling multivariate counts. In this
work we present a novel method able to work with only one sample to estimate the taxonomic
composition when the data are affected by overdispersion. The presence of overdispersion in taxo-
nomic counts may be the result of significant environmental factors which are often unobservable
but influence communities. Following the empirical Bayes approach, we combine a Bayesian model
with the marginal likelihood method to jointly estimate the taxonomic proportions and the level
of overdispersion from one sample of multivariate counts. Our proposal is compared to the classi-
cal maximum likelihood method in an extensive simulation study with different realistic scenarios.
An application to real data from aquatic biomonitoring is also presented. In both the simulation
study and the real data application, we consider communities characterized by a large number of
taxonomic categories, such as aquatic macroinvertebrates or bacteria which are often overdispersed.
The applicative results demonstrate an overall superiority of the empirical Bayes method in almost
all examined cases, for both assessments of diversity and similarity. We would recommend prac-
titioners in biomonitoring to use the proposed approach in addition to the traditional procedures.
The empirical Bayes estimation allows to better control the error propagation due to the presence
of overdispersion in biological data, with a more efficient managerial decision making.
Key words: Bayesian model, biodiversity assessment, Dirichlet-Multinomial model, en-
vironmental monitoring, taxonomic composition.
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1 Introduction 2
1 Introduction
Statistical measures of diversity and similarity (Rao, 1980) are fundamental indicators for
the assessment of biodiversity and the monitoring of biodiversity dynamics in space and time
(Pielou, 1975; Magurran, 2004; Gotelli and Chao, 2013). This is relevant in environmental
management as changes in observed trends and patterns are often related to changes in the
status of ecosystems (Spellerberg, 2005; Matthews and Whittaker, 2015). To assess such
changes, a large variety of indices are typically used (Birk et al., 2012).
In general, statistical measures of diversity and similarity are based on the sampling esti-
mates of proportions which describe the composition of biological communities in categories
of taxonomic rank (e.g. species or genera). Commonly, these estimates are the sampling
proportions obtained through the maximum likelihood method under the Multinomial model
(Pielou, 1969).
Despite this assumption, estimates of taxonomic composition could present unexpected vari-
ability across the environmental domain where the data are collected. For instance, in
aquatic biomonitoring, benthic taxa are an important indicator to assess and control the
quality of rivers, lakes, and lagoons (Pfeifer et al., 1998; Birk et al., 2012). However, esti-
mates of species proportions from distinct samples of the same aquatic environment often
exhibit higher variation than what is expected by the adopted model (Warton and Guttorp,
2011; Qian and Cuffney, 2014). This lack of homogeneity in the sampling variability may be
due to the action of significant factors which are unobservable but influence the behaviour
of the individuals in the population, introducing extra variation in the data, with bias and
noise in the inferential results.
The described phenomenon is well known as overdispersion (Clapham, 1936), formalized
with count data in the seminal paper by Bliss and Fisher (1953) and then extended in
McCullagh and Nelder (1983), Cox (1983), and Breslow (1984). Overdispersion represents
extra variation of the response variable with respect to the hypothesized model and “can be
interpreted as brought about by failures of some basic assumption of the model” (Xekalaki,
2014). In particular, with ecological count data, overdispersion may be observed because
the adopted model does not account for extra variation caused by the effect of clustering
among the individuals and the presence of heterogeneity in the composition of the popula-
tion (Richards, 2008; Etterson et al., 2009; Linden and Mäntyniemi, 2011; Harrison, 2014).
In the literature there are several approaches to account for the presence of overdispersion
with count data and they can be combined with each other. For instance, the use of appropri-
ate designs, such as stratified and adaptive sampling (Thompson, 1992; Levy and Lemeshow,
2008; Manly and Navarro Alberto, 2015); the introduction of specific overdispersion param-
eters in the statistical models (McCullagh and Nelder, 1983; Lindsey, 1995); the application
of regression methods when information about the sources of variability is available (McCul-
lagh and Nelder, 1983; Lindsey, 1995; Hilbe, 2011; Linden and Mäntyniemi, 2011); or the
adoption of suitable distributions, such as the zero-inflated Poisson, the Negative Binomial,
or the Negative Multinomial distributions (Etterson et al., 2009; Kokonendji, 2014).
Like other sources of variability, the added variation introduced by overdispersion can result
in less accurate estimates of the indices used. In the context of ecosystem management, the
consequences of the ensuing error propagation into ecological status assessment of ecosys-
tems can cause costly erroneous managerial decisions that could result in either unnecessary
restoration efforts or in the failure to conduct restoration efforts where they are in fact
needed.
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In the present paper we propose a Bayesian model to estimate the composition of biological
populations in taxonomic categories when the observed multivariate counts are affected by
overdispersion. In the construction of our proposal, we consider the compound method that
was introduced by Greenwood and Yule (1920) in the field of actuarial statistics; further spec-
ified in Feller (1943), Bates and Neyman (1952), Patil (1962, 1965), and Mosimann (1962);
with applications presented in Nelson (1984, 1985), Chen and Li (2013), and de Valpine
and Harmon-Threatt (2013). The model is based on the conjugate property of the Dirichlet
distribution for the Multinomial likelihood (Diaconis and Ylvisaker, 1979). The inferential
approach is empirical Bayes (Carlin and Louis, 2000) and the concentration parameter of the
adopted (noninformative) symmetric Dirichlet prior is estimated by the maximum marginal
likelihood which is applied to the respective compound Dirichlet-Multinomial model (Mosi-
mann, 1962).
As in Nelson (1984, 1985), we do not consider the use of explicative variables. Our primary
goal is a proper estimation of the taxonomic composition in order to achieve a more robust
assessment of the biological diversity and similarity when data are affected by overdispersion
and no covariates are available. To do so, we present a simple method able to work when
only one sample of multivariate counts is observed. Our proposal is particularly appropriate
to monitoring of diversity and similarity when the composition of the community is charac-
terized by a large number of taxonomic categories with mostly few specimens, such as e.g.
diatoms, aquatic macroinvertebrates, or bacteria.
To assess the impact of our proposed approach on the behaviour of indices, we present an
extensive simulation study with several levels of overdispersion and sample size. We consider
three theoretical types of communities: quasi uniform evenness, with species distributed ap-
proximately with the same level of abundance; smooth evenness, with a gradually increasing
pattern of abundance; and concentrated evenness, with significant abundance only in few
of the species. Through the simulations, the empirical Bayes estimates are compared to
the Multinomial maximum likelihood estimates in terms of statistical results referred to a
selected set of diversity and similarity indices. The chosen indicators in this paper are the
Shannon entropy (Shannon and Weaver, 1963), the Simpson diversity (Simpson, 1949), the
percent model affinity (Renkonen, 1938; Novak and Bode, 1992), and the Euclidean similar-
ity (Clifford and Stephenson, 1975).
The paper is organized as follows. Section 2 reviews the necessary background about overdis-
persion in multivariate counts and introduces our approach. In Section 3 we present the
Bayesian model in detail and the empirical Bayes inference to estimate the composition pro-
portions from one sample of data. In Section 4 we illustrate the results of the simulation
study with application to the assessment of diversity and similarity whilst an application with
data from aquatic biomonitoring is presented in Section 5. Finally, in Section 6 conclusions
are drawn and potential extensions are discussed.
2 Multivariate counts with overdispersion
Let us consider a biological population of individuals P defined on a universe of interest U
which is characterized by two parameters: a positive quantity λ, that represents the expected
number of individuals in a specified universe unit U , and a vector pi = (pi1, ..., pik) of nonneg-
ative proportions normalized to unity, that represents the composition of the population P
in a set of given k categories {c1, ..., ck}. In this setting, we partially follow terminology and
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notation as presented in Stehman and Overton (1994) and Wang et al. (2012), and refer to
the universe U as the ecological environment of interest where the biological population P
is defined on. Therefore, P represents an attribute or response of U (Stehman and Overton,
1994).
In particular, we consider the case in which the environment U is a continuous physical space
(such as the area of a forest or the benthic area of a lake, for instance), the population P
is the set of individuals of interest living in the environment U (such as the birds in the
forest or the benthic macroinvertebrates who populate the lake), the categories {c1, ..., ck}
are taxonomic categories (such as the species of birds or the macroinvertebrate taxa), and
the universe unit U is defined as the sampling unit, that is the frame of environment specified
in the sampling design that can be collected from U (such as the plot of fixed size in a grid
overlapping the geographical area of the forest or the typical volume of water that can be
sampled at any location of the area of the lake).
From a sampling point of view, λ can be interpreted as the number of individuals expected in
a potential random sample S of unit size, that is the expected sampling abundance; and each
proportion pij as the probability that an individual, randomly selected from the individuals
collected in S, belongs to the respective taxonomic category cj. Notice that, in this setting,
the quantity λpij is the expected total of the taxon cj and represents the tendency to observe
individuals from that taxonomic category in a random sample of unit size. When a generic
sample S has a size different from the universe unit, the number of expected individuals is
given by λvS, where vS is the relative size of S with respect to the size of U . Without loss of
generality, we consider samples of unit size under a simple random design (Thompson, 1992;
Levy and Lemeshow, 2008).
In general, given a random sample S of unit size, for each j (with j = 1, ..., k), we denote
by xj the count of individuals observed in the taxon cj and assume that each xj follows a
conditionally independent Poisson distribution with mean λpij
p(xj | λ, pij) = (λpij)
xje−λpij
xj!
. (1)
Hence, the total number of individuals n =
∑k
j=1 xj observed in the sample S is also Poisson
distributed with mean λ
p(n | λ) = λ
ne−λ
n!
. (2)
We refer to n as the sample size in terms of the number of individuals collected in the sample
S. Further, the conditional joint distribution of x = (x1, ..., xk), given the vector pi and the
sample size n, is Multinomial
p(x | pi, n) = n!
k∏
j=1
pi
xj
j
xj!
I(Σjxj − n), (3)
where I(Σjxj−n), with I(z) = 1 only when z = 0 and null otherwise, is the indicator function
to account for the constraint
∑k
j=1 xj = n. Commonly, a suitable estimate pˆi = (pˆi1, ..., pˆik)
of the composition parameter pi can be obtained by the maximum likelihood method with
pˆij =
xj
n
, (4)
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for every j = 1, ..., k (Pielou, 1969).
A typical pattern of data described by combining Equation (2) with Equation (3) is visual-
ized in Figure 1.a in which a population of points is simulated over a spatial environment
with the same level of abundance and with the same composition in three taxa (coloured in
blue, red, and yellow respectively) across the whole area. The 5×5 grid of plots overlapping
the environment denotes the set of potential samples of unit size that can be collected in U .
In this example, the expected number of points in each plot is λ = 12 and the distribution
into the three taxonomic categories is given by pi = (0.40 0.25 0.35).
The pattern in Figure 1.a represents an ideal situation in which the population P responds
to the environment U coherently with respect to the probabilistic model specified by Equa-
tions (2) and (3). The point pattern and its composition are homogeneous across the whole
environmental space and this is the tacit general assumption underlying current bioassess-
ments. Unfortunately, real situations may present patterns significantly different from such
ideal configuration and it is not always possible to control for the potential lack of homo-
geneity, because the environmental determinants affecting the population P may be latent
and unobservable.
To describe more realistic processes, it is necessary to interpret the parameters λ and pi as
random quantities varying across the environmental domain U . This approach allows us
to include additional uncertainty in the sampling abundance and composition not present
in the ideal pattern of Figure 1.a. In particular, the interpretation of λ and pi as random
parameters allows us to describe the specific patterns of clustering in the population P and
heterogeneity in its composition respectively. Due to the action of latent factors that can
affect the behaviour of the individuals living in the environment U , both heterogeneity and
clustering are central sources of overdispersion (Xekalaki, 2014).
<Figure 1>
In general, clustering occurs when the individuals of the population P do not occupy the
space of the environment with a constant level of abundance (Xekalaki, 2014). Therefore,
the parameter λ changes over U and the concentration of individuals in each environmental
unit may be different from each other. As a consequence, the data may present larger
variation in the sample size than what is expected by the Poisson model of Equation (2).
This experimental situation is visualized in Figure 1.b where the points in each plot are
characterized by a specific value of expected abundance, with an evident clustering effect
across the environment U .
Heterogeneity occurs when the individuals of the population P occupy the space with the
same level of concentration but with the taxonomic composition varying over U (Xekalaki,
2014). As a direct effect, the data may present extra variation in the sampling counts with
different patterns of points across the environment not expected by the Multinomial model
in Equation (3). This is visualized in Figure 1.c where the compositions in three categories
are different by plot, but no clustering effect in the population is present.
The most serious but very common situation is when latent factors induce both clustering
in the population P and heterogeneity in its composition across the environment U , with
data that may present extra variation in both the sampling size and the taxonomic counts.
A typical configuration of this type of samples is shown in Figure 1.d where the simulated
points exhibit patterns with clusters of points and different compositions across the set of
plots overlapping U .
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Hence, when ecologists use the empirical proportions in Equation (4) to assess diversity and
similarity, they are assuming the Poisson-Multinomial hypotheses of Equations (2) and (3)
as valid. These hypotheses are underlying patterns like the one in Figure 1.a, but in most
of real situations data exhibit patterns more similar to Figure 1.d. Therefore, the maximum
likelihood estimation is inefficient in assessing diversity and similarity in communities where
the combined effect of clustering and heterogeneity can produce configurations with high
levels of overdispersion. It is necessary to consider more efficient methods when data show
this type of patterns. In the following Section 3 we present in detail the empirical Bayes
approach with the ability to overcome the aforementioned problems.
3 Bayesian model and empirical Bayes estimation
In general, when the parameters of interest are considered as random quantities, a direct
approach to make inference about those parameters is the application of a Bayesian scheme.
Therefore, the randomness necessary to account for extra variation in the data can be inter-
preted as prior uncertainty.
In the present setting, our goal is the estimation of the composition parameter pi, with re-
spect to a population of individuals classified into k pre-determined taxonomic categories. To
account for the potential presence of overdispersion in data, we adopt the empirical Bayes
approach (Carlin and Louis, 2000), with a Bayesian model based on the conjugate prop-
erty of the Dirichlet distribution for the Multinomial likelihood (Diaconis and Ylvisaker,
1979). We assume that the parameter pi follows a noninformative symmetric Dirichlet prior,
whose concentration parameter is estimated through the marginal likelihood obtained by
the compound Dirichlet-Multinomial model (Mosimann, 1962). The marginalization of the
likelihood combined with the prior represents a standard in empirical Bayes to get a prior
guess of the hyperparameters from the data.
Notice that our proposal is designed for situations where only one sample is observed, with
the restriction that the expected sample size λ is considered unknown but not random.
Therefore, in this setting, the specific overdispersion due to clustering cannot be properly
modelled and can be only partially accounted for.
Likelihood. We consider that data are observed from one sample S of unit size which is
randomly collected from the environment U . In particular, given the composition parameter
pi and the sampling abundance n, we assume that the sampling count data x follow the
Multinomial model in Equation (3).
Prior. We formalize the uncertainty about the composition parameter by a noninformative
prior and assume that pi is distributed following a symmetric Dirichlet distribution
p(pi; η) = Γ(kη)
k∏
j=1
piη−1j
Γ(η)
, (5)
where Γ(z) is the canonical gamma function and η > 0 is the concentration parameter gov-
erning the level of prior uncertainty. In particular, when η is small, the prior uncertainty is
large while with large values of η the prior uncertainty declines. Furthermore, notice that
the distribution in Equation (5) is defined on the k − 1 simplex ∆k−1, due to the constraint∑k
j=1 pij = 1, with uniform expectation E[pi] = (
1
k
, ..., 1
k
) over the taxonomic categories.
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Posterior. Through the Bayes theorem, the posterior is obtained as the conjugate distribu-
tion of the Multinomial likelihood and given by
p(pi | x; η) = Γ(n+ kη)
k∏
j=1
pi
xj+η−1
j
Γ(xj + η)
. (6)
Marginal Likelihood. In order to specify the value of the hyperparameter η, we estimate this
quantity from the maximization of the marginal likelihood which is obtained through the
compound Dirichlet-Multinomial integration (Mosimann, 1962)
L(η;x, n) =
∫
∆k−1
p(x | pi, n)p(pi; η)dk−1pi
=
Γ(n+ 1)Γ(kη)
Γ(n+ kη)
k∏
j=1
Γ(xj + η)
Γ(xj + 1)Γ(η)
I(Σjxj − n). (7)
Notice that the integration in the above equation is defined over the simplex ∆k−1 with the
respective integrating measure that we denoted by dk−1pi for simplicity of notation. Then,
a simple solution ηˆ, approximating the maximization of Equation (7), is obtained by the
Newton-Raphson iterative equation
η(t+1) = η(t) − l
′(η;x, n)
l′′(η;x, n)
,
where
l′(η;x, n) = −
n−1∑
m=0
k
kη +m
+
k∑
j=1
xj−1∑
y=0
1
η + y
,
and
l′′(η;x, n) =
n−1∑
m=0
k2
(kη +m)2
−
k∑
j=1
xj−1∑
y=0
1
(η + y)2
,
are the first and second derivatives of the log-likelihood l(η;x, n) = logL(η;x, n) respectively.
Notice that the second summation in the second term of both first and second derivatives is
cancelled and skipped in the case of xj = 0.
Empirical Bayes estimation. Then, by plugging the value ηˆ into Equation (5), the empir-
ical Bayes estimate of each proportion pij is obtained from Equation (6) by the respective
posterior mean
pˆij =
xj + ηˆ
n+ kηˆ
, (8)
for every j = 1, ..., k.
Methodological contribution. The concentration parameter η represents the level of uncer-
tainty included in the Dirichlet prior necessary to account for potential overdispersion in
the data. The contribution of the present work concerns the ability to estimate η from only
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one sample, although η plays the role of dispersion parameter as it controls the marginal
variance of each pij derived from Equation (5)
V ar[pij] =
k − 1
k2(1 + kη)
.
By adopting a symmetric Dirichlet prior, the taxonomic labels c1, ..., ck are a priori ex-
changeable and the marginal likelihood in Equation (7) results composed by the exchange-
able components
Γ(xj + η)
Γ(xj + 1)Γ(η)
with respect to the index j. Therefore, marginally, the
values x1, ..., xk are similar to the realizations of exchangeable and identically distributed
variables, and the estimate ηˆ represents the average level of concentration obtained from the
sampling information with the compound Dirichlet-Multinomial likelihood, assuming the
noninformative symmetric Dirichlet prior to be valid.
4 Simulation experiments
In order to investigate the performance of our approach, we present an extensive simulation
study in which we compare the empirical Bayes (EB) estimation presented in Section 3
to the classical maximum likelihood (ML) method based on the Multinomial model. In
particular, we compare the sampling distributions of diversity and similarity indices when
the two aforementioned methods are used.
We build a simulation model to produce samples with varying amount of overdispersion,
estimate the proportions of each category from the samples using the EB and ML methods,
and calculate diversity and similarity indices based on these estimates. Our goal is to discover
under what circumstances the estimators yield the best results, i.e. sampling index values
are closest to the population index value calculated with respect to the community true
composition.
Our simulation model is based on the setup of Section 2: in each simulation, for every
category cj, the respective count xj is sampled from the Poisson distribution in Equation
(1) with parameter λpij. To include overdispersion in data, the parameters λ and pi are
considered as random variables and generated from appropriate probability distributions. In
particular, the expected sample size λ is simulated from the Gamma distribution
p(λ;α, β) =
βα
Γ(α)
λα−1e−βλ, (9)
with the parameters α and β controlling the level of sample size and the amount of overdis-
persion due to clustering. Respectively, the composition vector pi is simulated from the
Dirichlet distribution with parameter θ = kγpi∗
p(pi; θ) = Γ(Σjθj)
k∏
j=1
pi
θj−1
j
Γ(θj)
, (10)
where pi∗ = (pi∗1, ..., pi∗k) is the true composition and γ is the concentration parameter con-
trolling the amount of overdispersion due to heterogeneity. Notice that the concentration
parameter is scaled by k simply to better handle simulated data in situations with different
number of categories (k) but with the same level of overdispersion (γ).
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We consider three types of community profile pi∗, representing different patterns of taxo-
nomic composition commonly observed in real applications: quasi-uniform evenness, smooth
evenness and concentrated evenness. Without loss of generality, we define the three patterns
in terms of the quantity pi∗j increasingly ranked with respect to j, with j = 1, ..., k. There-
fore, cj represents the j-th less populated taxonomic category with the true proportion pi∗j .
In detail, the quasi-uniform evenness describes a community where all taxonomic categories
are approximately equally common, with the respective ranked value pi∗j defined in terms of
a linear function (almost flat) of the quantity j/k normalized to unity. Second, the smooth
evenness represents a set of proportions gradually increasing, with the ranked pi∗j as a cubic
function of j/k normalized to unity. Third, the concentrated evenness describes communities
where there are a few dominant categories and the rest are rare, with the ranked pi∗j as a
linear function of (j/k)50 normalized to unity. The three evenness patterns are shown in
Figure 2 respectively.
<Figure 2>
In our simulation experiments, we investigate varying amounts of overdispersion due hetero-
geneity (controlled by γ) and due to clustering (controlled by β, given α) with respect to
different levels of sample size (controlled by α). In summary, for each class of experiments,
our simulation model can be represented by the following general scheme:
– set the number of categories k and set the number of samples m
– set the true vector pi∗ in accordance to k;
– set the parameters α, β, and γ and set θ = kγpi∗;
– for each sample (from 1 to m):
· simulate λ from the Gamma in Equation (9);
· simulate pi from the Dirichlet in Equation (10);
· simulate xj from the Poisson in Equation (1), for every j = 1, ..., k;
– stop.
Each class of experiments corresponds to a specific scenario and setting of the parameters
α, β, and γ. In detail, we consider three levels of overdispersion due to heterogeneity: high,
medium, and low with the corresponding γ equal to 1, 10, and 100 respectively; and only
one intermediate level of overdispersion due to clustering, with β = 0.1. Combined with the
three values 20, 50, and 100 for α; this gives the expected sample size λ equal to 200, 500,
and 1000 respectively. For each class of experiments, we consider m = 1000 samples, while
the number of taxonomic categories is fixed to k = 200 in order to represent situations with
a high but biologically often common level of richness.
After data are simulated, for each class of experiment and for each sample in that class,
we compute the estimates of the true composition profile pi∗ with the EB method and the
ML method, obtaining the two vectors pˆiEB (using Equation (8)) and pˆiML (using Equation
(4)) respectively. Afterwards, we use these estimates to assess diversity and similarity in the
simulated samples. Notice that the simulation procedure and the Bayesian model used in
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the empirical Bayes estimation are different as the simulation model includes two sources of
overdispersion, clustering and heterogeneity.
For diversity indices, we consider the Shannon entropy (Shannon and Weaver, 1963) and the
Simpson diversity (Simpson, 1949). The Shannon entropy
H = −
k∑
j=1
pˆij log pˆij, with H ∈ [0; log k],
originating from information theory (Shannon and Weaver, 1963) remains one of the most
popular diversity indices used in ecology (Magurran, 2004) while the Simpson diversity index
D =
k∑
j=1
pˆi2j , with D ∈ [0; 1/k],
is one of the most robust diversity measures and gives more weight to the most abundant
species in the sample (Magurran, 2004). To study how overdispersion affects the assessment
of similarity, we use the percentage similarity of Renkonen (1938), which Novak and Bode
(1992) refer to as the percent model affinity (PMA). The PMA is typically used to measure
the similarity of two samples but here we use the respective PMA index to measure the
similarity of the estimated profile pˆi (pˆiEB or pˆiML) with respect to the true profile pi∗, that is
I = 1− 1
2
k∑
j=1
|pˆij − pi∗j |, with I ∈ [0; 1].
While the PMA index I uses the absolute difference between two profiles, the Euclidean
similarity is calculated with the squared Euclidean distance (Clifford and Stephenson, 1975)
E = 1−
k∑
j=1
(pˆij − pi∗j )2, with E ∈ [−1; 1].
For every index (H, D, I, and E), one estimation method outperforms the other when
the respective sampling distribution of index values tends to be closer to the true index
value, i.e. when the respective sampling variation combined with the level of bias is smaller.
This information is presented in Tables 1–4 where the respective sampling mean, standard
deviation (SD), bias, and root mean squared error (RMSE) of the empirical Bayes and max-
imum likelihood estimates are reported with respect to the different simulation scenarios
and composition profiles. Using the numerical results and the graphical boxplots shown in
Figures 3–6 (the respective numerical quantiles are reported in Appendix A), we compare
the performance of the empirical Bayes estimation to the maximum likelihood estimation.
In those Tables 1–4, for each composition profile pi∗ (quasi-uniform, smooth, concentrated),
we denote by H∗, D∗, I∗, and E∗ the respective true value of each index (H, D, I, and E).
<Figure 3>
<Figure 4>
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<Figure 5>
<Figure 6>
<Table 1>
<Table 2>
<Table 3>
<Table 4>
Shannon entropy (Figure 3 and Table 1). In general, the EB method performs better than
the ML method and results in a less biased estimation with a smaller sampling RMSE.
As expected, when the expected sample size increases (α grows) or the level of overdisper-
sion due to heterogeneity declines (γ increases) the ML approaches the EB estimation. ML
shows a general tendency to underestimate the Shannon entropy while the EB overestimates
it, but EB has a better level of unbiasedness. The variation of both methods is larger for
the concentrated composition, however it decreases with increased expected sample size for
all the compositions. For the quasi-uniform evenness, the EB always outperforms the ML
estimation, and significantly so when the overdispersion is high (γ = 1) in samples of small
size (α = 20). For the smooth profile, the EB method tends to overestimate the entropy
when the level of overdispersion decreases (γ = 10, 100) in samples of small and interme-
diate size (α = 20, 50), but retains a better level of unbiasedness when compared to the
ML method. Further, with the smooth composition, the EB method performs significantly
better when the overdispersion is high (γ = 1), independently of the sample size. For the
concentrated profile, the superior performance of the EB estimation is also evident as it is
always less biased than ML. Tong (1983) studied the properties of the Shannon entropy un-
der the Multinomial model and showed that its bias vanishes when the sample size increases
(Theorem 3). We observed this phenomenon when there was low overdispersion in the data
(γ = 100), with the simulated model generating samples more similar to Multinomial counts.
Simpson diversity (Figure 4 and Table 2). In general, the behaviour of the Simpson index
is quite similar to the behaviour of the Shannon entropy. The main difference is that the
ML method tends to overestimate the true value D∗. In the cases of quasi-uniform and
smooth profiles, the same observations made about the Shannon entropy are also valid for
the Simpson index, with the EB estimation generally outperforming the ML estimation. For
the concentrated evenness, the EB method outperforms the ML method only when the level
of overdispersion is high (γ = 1), independently of the sample size. When the overdispersion
is intermediate or low (γ = 10, 100), the EB method underestimates the true value D∗ while
the ML method produces less biased results and outperforms EB, especially with samples
of intermediate and large size (α = 50, 100). For these 6 scenarios the maximum likelihood
sampling RMSE is smaller than the empirical Bayes sampling RMSE. Further, when the
profile is concentrated, both procedures produce estimates with larger variation.
PMA index (Figure 5 and Table 3). Also for the PMA index, EB performs generally bet-
ter than ML, although both methods heavily underestimate the true value I∗ = 1 (perfect
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similarity) in some cases. This behaviour is expected as it is due to the strong bias affecting
the estimation of the PMA index in cases of near perfect similarity (Ärje et al., 2016). For
the quasi-uniform evenness, the superiority of the EB method is particularly obvious with a
significant difference between the two methods. Also for both the smooth and concentrated
profiles, the EB performs generally better than ML providing more unbiased estimates in
almost all situations. But in these cases the ML approaches the EB performance, with levels
of the respective sampling RMSE which are comparable. Empirical results for the simulation
model closer to the Multinomial type model (γ = 100) are supported by the asymptotics
presented in Ärje et al. (2016) (Theorem 1).
Euclidean similarity (Table 4 and Figure 6). For the Euclidean similarity, the difference
between the two methods is marginal and the estimators are both unbiased although numer-
ical values presented in Table 4 suggest a slightly improved performance of the EB method,
especially for the quasi-uniform profile. The values of the sampling RMSE are always sig-
nificantly small for both methods. The stability of the Euclidean similarity with regards to
the model used was observed also in a study by Ärje et al. (2017) that used simulations to
assess the effect of classification errors on the values of different indices.
<Table 5>
In Table 5, the relative efficiency of the EB estimation compared to the ML estimation is
reported with respect to the different simulation scenarios and profiles. As an indicator of
efficiency, we consider the sampling ratio between the inverse of the empirical Bayes root
mean squared error (denoted by RMSEEB) and the inverse of the maximum likelihood root
mean squared error (denoted by RMSEML)
EffEB/ML =
RMSEML
RMSEEB
.
In the last column of Table 5, we report also the relative efficiency computed (partially) for
each profile and (totally) for each indicator (see the Appendix B for details). The relative
efficiency EffEB/ML allows us to quantify the superiority(> 1) or inferiority (< 1) of the EB
method with respect to the ML method. When EffEB/ML is close to 1, the two methods are
equivalent in terms of efficiency.
For the Shannon entropy, EB gets the highest level of superiority with the quasi-uniform
evenness when samples are small (α = 20) and the level of overdispersion is intermediate
(γ = 10). In this case, the relative efficiency is equal to 42.4, that is the EB estimation is
around 42 times more efficient than the ML estimation. For the Shannon entropy, the EB
is more efficient than ML for all the three profiles, with values of EffEB/ML equal to 3.2, 2.1,
and 1.9 respectively.
For the Simpson diversity, independently of the sample size, the ML is superior to the EB
for the concentrated profile when overdispersion is not high. In these 6 situations, the EB
performs with 60% to 80% of the ML efficiency and for this profile, EB is 11% less efficient
than ML. In all the other situations EB is superior with the relative efficiency EffEB/ML
between 1.1 and 37.3. For the quasi-uniform and smooth profiles, EB is more efficient with
values of EffEB/ML equal to 2.7 and 2.1 respectively.
For the PMA index, in some situations the two methods perform at the same level of efficiency
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(when EffEB/ML is close to 1) but the EB is more efficient than ML for all the profiles,
with an increase in efficiency of 90% (EffEB/ML = 1.9), 10% (EffEB/ML = 1.1), and 10%
(EffEB/ML = 1.1) respectively.
For the Euclidean similarity, the superiority of the EB estimation is evident when the profile
is quasi-uniform or smooth with EffEB/ML equal to 2.6 and 1.5 respectively, while for the
concentrated profile the two methods present approximately the same level of efficiency with
EffEB/ML equal to 1.1.
In summary, the EB method performs generally better than the ML method in both the
assessments of diversity and similarity. The relative efficiency EffEB/ML for each indicator
is equal to 2.4 (Shannon entropy H), 1.1 (Simpson diversity D), 1.4 (PMA index I), and
1.4 (Euclidean similarity E); with an increase in efficiency of 140%, 10%, 40%, and 40%
respectively.
5 An application to real data
In the simulation study above, the true underlying species profile that produces the samples
is known. With this knowledge, we can objectively assess the best estimation method and
evaluate how much variation and bias is created in the index values due to different esti-
mators of species proportions. However in practice, the true profile is not known. When
sampling a waterbody for biomonitoring and targeting, e.g. macroinvertebrates or diatoms,
the use of all the information contained within one sample can be compared through the
index values obtained with the different methods.
To study the difference between the proposed empirical Bayes estimation and the classi-
cal Multinomial maximum likelihood estimation by using real data, we utilize an available
set of Finnish data with information on the taxonomic composition of benthic freshwater
macroinvertebrates. The data have been collected in the national biomonitoring program for
purposes of ecological status assessment under the European Union Water Framework Direc-
tive (http://data.europa.eu/eli/dir/2000/60/oj for details) during 2006–2012. We use
a set of 484 samples belonging to 12 Finnish stream types categorized according to their lo-
cation (southern, northern), their size (small, medium, or large) and soil typology (peatland
or woodland). Further, each stream type has samples from both reference sites considered
to be unimpacted by human actions and impacted sites, resulting in a total of 24 stream
categories. The number of samples for each individual stream category varies from 3 to 129.
Sample sizes display a great deal of variation. For the reference sites, the sample size varies
from 19 to 13820 individuals with an average sample size of 1367. For the impacted sites, the
sample size varies from 40 to 11780 individuals with an average sample size of 1444. With
this data, we expect that the differences between methods are small due to large sample
sizes, fortunately decreasing the effect of overdispersion.
Before the use of the empirical Bayes estimator, we need to know or fix the number of
taxonomic classes. We listed all the species found within each of the 24 stream types and
assumed that if a species was found once within one stream type, it could be present in
any of the sampled communities of that type. As a result, the number of categories for the
reference streams varies from 46 to 103 and for the impacted streams from 45 to 123. After
having the value for k, we estimate the species proportions for each sample with the empirical
Bayes method and the maximum likelihood method, and calculate the index values to study
if there are differences between the two estimators. Since the true reference profile needed
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for the calculation of the PMA index I and the Euclidean similarity E is not known with
real data, the comparison is restricted to the Shannon entropy H and the Simpson index D,
separately for the reference and impacted samples.
In Figures 7–10, the effects of the sample size and the overdispersion on the estimates of
indices are compared. When considering the Shannon entropy for reference and impacted
sites, we find that the EB results in slightly higher estimates than the ML method (Figures
7–8). The range of average differences between estimators are (0.024, 0.198) with mean equal
to 0.072 and standard deviation equal to 0.046 for reference sites, and (0.029, 0.144) with
mean equal to 0.072 and standard deviation equal to 0.032 for impacted sites. As expected,
the estimates of indices are more similar when the sample size is larger (Figures 7–8). For
the Simpson index, the estimates obtained with EB and ML are almost equal, except for
some samples with very small size (Figures 9–10). The range of average differences between
estimators are (-0.010, -0.001) with mean equal to -0.004 and standard deviation equal to
0.002 for reference sites, and (-0.007, -0.002) with mean equal to -0.004 and standard de-
viation equal to 0.002 for impacted sites. The range of ηˆ for the reference sites is 3.3-17.4
and 1.6-18.2 for impacted sites. In the simulation experiment with an intermediate level of
overdispersion due to heterogeneity (γ = 10), the EB method was always less biased than
ML for the Shannon entropy. For the Simpson diversity, the EB and ML methods produced
estimates quite equal with the same level of overdispersion, when the profile is smooth and
sample size large, and when the profile is concentrated.
<Figure 7>
<Figure 8>
<Figure 9>
<Figure 10>
6 Conclusion
The assessment of community diversity and the evaluation of similarity between commu-
nities is of great interest when monitoring the status of ecosystems. All current diversity
and similarity indicators are based on the estimates of the taxonomic composition of such
communities computed from samples and tacitly assume the classical Poisson-Multinomial
model. But there is a serious and realistic question: How does the potential overdispersion
present in the available data affect our results?
Overdispersion in the response variable such as taxonomic counts may be the result of the
action of significant environmental factors, with effects of clustering within the community
and heterogeneity in its composition. In the current setting, we assumed that these fac-
tors are unobservable, which is often true with real data applications. Then, following the
empirical Bayes approach combined with the marginal likelihood method, we presented a
Bayesian model accounting the presence of overdispersion with a novel estimation method of
the taxonomic proportions. We used a noninformative symmetric Dirichlet prior combined
with the Multinomial likelihood. The concentration parameter of the Dirichlet prior was
estimated using the respective compound Dirichlet-Multinomial model while the taxonomic
proportions were estimated as the Bayesian posterior means.
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The methodologically relevant novelty of our proposal is the ability to jointly estimate both
the taxonomic proportions and the concentration parameter with only one sample. The
important assumption underlying our method is the validity of the symmetric prior that
allows us to consider the data similar to realizations of exchangeable variables, with the
ability to estimate an average level of overdispersion between the taxonomic counts collected
from one sample. An advantage of the adopted empirical Bayes approach is that it is a data
driven method with a computationally easy and fast solution based on the Newton-Raphson
optimization. The only problem in our applications is the potential fault of the Newton-
Raphson algorithm when the marginal likelihood is significantly flat, i.e. the observed counts
are too similar to each other and do not include the necessary statistical information to get
a numerical approximation of the parameter η. This situation may occur with data from a
community with complete uniform evenness and low overdispersion but is extremely unlikely
to happen with samples of real biological communities.
Our proposal was evaluated through a simulation study with four indicators typically used
in biodiversity assessment of ecosystems: the Shannon entropy, the Simpson diversity, the
percent model affinity, and the Euclidean similarity. The performance of our approach was
compared to the classical maximum likelihood method in terms of sampling distribution of
each estimated index when matched to the respective true value. In the simulation exper-
iments, we considered three types of community composition (quasi-uniform, smooth, and
concentrated) related to 200 taxonomic categories, three levels of overdispersion due to het-
erogeneity, one level of overdispersion due to clustering, and three values of expected sample
size.
From the results, we can assert that the proposed empirical Bayes estimation generally
performs better than the classical maximum likelihood method in both the assessments of
diversity and similarity. In some situations the ML estimation approaches the EB estimation
(large samples with low overdispersion) and in 6 of 108 cases (in total, we simulated 27 sce-
narios for each of four indicators) the ML method is more efficient than the EB estimation
with the Simpson diversity. The EB method performs significantly better with small samples.
This is due to the property of Bayesian procedures to produce parameter estimates which
are smooth towards the prior mean. Therefore, when the sampling information is poor, i.e.
sample size is small, the empirical Bayes estimation uses the additional information included
in the prior distribution model. In fact, the superiority of the empirical Bayes is particularly
obvious when the evenness is quasi-uniform. This is expected as the quasi-uniform profile
is the closest to the prior choice of symmetric Dirichlet distribution. For the concentrated
profile the performance of the two methods are more comparable. However, for the smooth
profile, which is the most common situation with real applications, the EB always provides
the most efficient estimates.
The observed difference in the estimates of biodiversity indices due to overdispersion are gen-
erally relatively small, but still point out the importance of model choice. Our simulation
study results demonstrate an overall superiority of the EB approach. The better perfor-
mance of the ML method for the Simpson diversity in some scenarios does not significantly
impede on the overall utility of the EB estimation. Arguably in those few cases EB would
produce only slightly more conservative estimates unlikely to change the overall assessment.
Thus in conclusion, when using the EB approach as an additional tool, error propagation
due to inherent properties of biological data becomes less likely which improves managerial
decisions. Therefore, we would recommend practitioners in biomonitoring to use EB which
is more efficient with high level of overdispersion in small samples and also handles other
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situations well. However ML is recommended in situations of low overdispersion in large
samples.
In both the simulation study and the real data application, we focused on communities char-
acterized by a large number of taxonomic categories, i.e. with a high level of richness, such
as diatoms, phytoplankton, aquatic macroinvertebrates, or bacteria. The effects of varying
richness on the statistical distribution of diversity and similarity indicators is deferred to
subsequent work.
The proposed model is designed for one sample with a fixed sample size such that overdisper-
sion due to heterogeneity can be properly assessed. In our current setting, specific overdis-
persion due to clustering can be only partially accounted for. Proper consideration of overdis-
persion of this type would require the extension of our empirical Bayes approach to several
samples through the inclusion of a Gamma-Poisson component to model the randomness of
the parameter λ. Such a generalization may be one of the challenges in the future. As a
further possible extension, the number of taxonomic categories k might be also considered
as a random quantity allowing to include into the model an additional source of overdisper-
sion. Furthermore, when the sources of overdispersion are known, the Bayesian scheme can
include also the effect of covariates in a Multinomial logistic regression framework.
Computation. The algorithm for the empirical Bayes estimation and the simulation pro-
cedures were implemented in R. Codes and simulated data are available from the authors.
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Figures and Tables
Fig. 1: Simulated point patterns: (a) homogeneous pattern with the only Poisson-
Multinomial variation, (b) pattern with overdispersion due to clustering among indi-
viduals, (c) pattern with overdispersion due to heterogeneity in composition, and (d)
pattern with overdispersion due to clustering and heterogeneity.
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Fig. 2: Community theoretical profiles considered in terms of ranked proportions (y-axis)
across the categories cj, j = 1, ..., k (x-axis): (a) quasi-uniform evenness, (b) smooth
evenness, and (c) concentrated evenness.
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Fig. 3: A simulation study on the effects of expected sample size, level of overdispersion and
concentration of the population profile on the Shannon entropy H. The left column
of boxplots is for quasi-uniform profile, the center column for smooth profile and the
right column for concentrated profile. The black line in each boxplot represents the
respective true value H∗ of the index.
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Fig. 4: A simulation study on the effects of expected sample size, level of overdispersion and
concentration of the population profile on the Simpson diversity D. The left column
of boxplots is for quasi-uniform profile, the center column for smooth profile and the
right column for concentrated profile. The black line in each boxplot represents the
respective true value D∗ of the index.
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Fig. 5: A simulation study on the effects of expected sample size, level of overdispersion and
concentration of the population profile on the PMA index I. The left column of
boxplots is for quasi-uniform profile, the center column for smooth profile and the
right column for concentrated profile. The black line in each boxplot represents the
respective true value I∗ of the index.
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Fig. 6: A simulation study on the effects of expected sample size, level of overdispersion and
concentration of the population profile on the Euclidian similarity E. The left column
of boxplots is for quasi-uniform profile, the center column for smooth profile and the
right column for concentrated profile. The black line in each boxplot represents the
respective true value E∗ of the index.
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Tab. 1: Shannon entropy H, sampling mean, standard deviation (SD), bias, and root mean
squared error (RMSE) of the empirical Bayes (EB) and maximum likelihood (ML)
estimates, with respect to the different simulation experiments.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value H∗ = 5.280
EB
Mean 5.089 5.287 5.293 4.994 5.280 5.294 4.941 5.270 5.293
SD 0.068 0.013 0.008 0.056 0.012 0.005 0.048 0.011 0.004
Bias -0.191 0.007 0.013 -0.286 0.000 0.014 -0.339 -0.010 0.013
RMSE 0.203 0.015 0.016 0.291 0.012 0.016 0.342 0.015 0.014
ML
Mean 4.380 4.653 4.682 4.655 5.003 5.048 4.758 5.123 5.169
SD 0.119 0.127 0.134 0.060 0.045 0.044 0.049 0.022 0.017
Bias -0.900 -0.627 -0.598 -0.625 -0.277 -0.232 -0.522 -0.157 -0.111
RMSE 0.908 0.639 0.612 0.628 0.280 0.236 0.524 0.158 0.112
Smooth evenness, true value H∗ = 4.699
EB
Mean 4.703 4.951 4.979 4.539 4.804 4.832 4.471 4.734 4.768
SD 0.110 0.081 0.078 0.067 0.047 0.042 0.056 0.033 0.029
Bias 0.004 0.252 0.280 -0.160 0.105 0.133 -0.228 0.035 0.069
RMSE 0.110 0.265 0.291 0.174 0.114 0.140 0.235 0.048 0.075
ML
Mean 4.058 4.256 4.280 4.253 4.487 4.513 4.323 4.568 4.599
SD 0.102 0.100 0.104 0.062 0.044 0.044 0.053 0.031 0.028
Bias -0.641 -0.443 -0.419 -0.446 -0.212 -0.186 -0.376 -0.131 -0.100
RMSE 0.649 0.454 0.432 0.450 0.217 0.191 0.380 0.135 0.104
Concentrated evenness, true value H∗ = 3.291
EB
Mean 3.182 3.363 3.406 3.108 3.341 3.381 3.072 3.326 3.369
SD 0.172 0.157 0.156 0.132 0.099 0.098 0.110 0.075 0.066
Bias -0.109 0.072 0.115 -0.182 0.050 0.091 -0.218 0.035 0.079
RMSE 0.204 0.173 0.194 0.225 0.111 0.133 0.244 0.083 0.103
ML
Mean 2.806 2.906 2.932 2.915 3.066 3.090 2.958 3.144 3.172
SD 0.144 0.123 0.124 0.120 0.087 0.085 0.104 0.070 0.061
Bias -0.485 -0.385 -0.359 -0.375 -0.225 -0.200 -0.333 -0.147 -0.119
RMSE 0.506 0.404 0.380 0.394 0.241 0.218 0.349 0.162 0.134
6 Conclusion 27
Tab. 2: Simpson diversity D, sampling mean, standard deviation (SD), bias, and root mean
squared error (RMSE) of the empirical Bayes (EB) and maximum likelihood (ML)
estimates, with respect to the different simulation experiments.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value D∗ = 0.005
EB
Mean 0.008 0.005 0.005 0.009 0.005 0.005 0.009 0.005 0.005
SD 0.001 <0.001 <0.001 0.001 <0.001 <0.001 0.001 <0.001 <0.001
Bias 0.003 0.000 0.000 0.004 0.000 0.000 0.004 0.000 0.000
RMSE 0.003 <0.001 <0.001 0.004 <0.001 <0.001 0.004 <0.001 <0.001
ML
Mean 0.015 0.011 0.011 0.012 0.008 0.007 0.011 0.007 0.006
SD 0.002 0.001 0.001 0.001 <0.001 <0.001 0.001 <0.001 <0.001
Bias 0.010 0.006 0.006 0.007 0.003 0.002 0.006 0.002 0.001
RMSE 0.010 0.006 0.006 0.007 0.003 0.002 0.006 0.002 0.001
Smooth evenness, true value D∗ = 0.011
EB
Mean 0.014 0.009 0.009 0.015 0.011 0.010 0.016 0.011 0.011
SD 0.002 0.001 0.001 0.001 0.001 0.001 0.001 <0.001 <0.001
Bias 0.003 -0.002 -0.002 0.004 0.000 -0.001 0.005 0.000 0.000
RMSE 0.003 0.002 0.002 0.004 0.001 0.001 0.005 <0.001 <0.001
ML
Mean 0.021 0.017 0.016 0.018 0.014 0.013 0.017 0.013 0.012
SD 0.003 0.002 0.002 0.002 0.001 0.001 0.001 <0.001 <0.001
Bias 0.010 0.006 0.005 0.007 0.003 0.002 0.006 0.002 0.001
RMSE 0.011 0.006 0.006 0.007 0.003 0.002 0.006 0.002 0.001
Concentrated evenness, true value D∗ = 0.087
EB
Mean 0.084 0.077 0.075 0.087 0.079 0.078 0.089 0.081 0.080
SD 0.013 0.010 0.010 0.011 0.007 0.006 0.010 0.005 0.004
Bias -0.003 -0.010 -0.012 0.000 -0.007 -0.009 0.002 -0.006 -0.007
RMSE 0.014 0.014 0.015 0.011 0.010 0.011 0.010 0.008 0.008
ML
Mean 0.097 0.093 0.091 0.093 0.089 0.088 0.092 0.088 0.088
SD 0.014 0.010 0.010 0.011 0.007 0.006 0.010 0.005 0.004
Bias 0.010 0.006 0.005 0.007 0.002 0.002 0.005 0.001 0.001
RMSE 0.017 0.012 0.011 0.013 0.007 0.006 0.011 0.005 0.004
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Tab. 3: PMA index I, sampling mean, standard deviation (SD), bias, and root mean squared
error (RMSE) of the empirical Bayes (EB) and maximum likelihood (ML) estimates,
with respect to the different simulation experiments.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value I∗ = 1.000
EB
Mean 0.738 0.908 0.914 0.689 0.905 0.919 0.665 0.900 0.924
SD 0.044 0.015 0.009 0.028 0.013 0.005 0.023 0.012 0.004
Bias -0.262 -0.092 -0.086 -0.311 -0.095 -0.081 -0.335 -0.100 -0.076
RMSE 0.266 0.093 0.086 0.313 0.096 0.081 0.336 0.101 0.076
ML
Mean 0.478 0.581 0.593 0.567 0.720 0.745 0.600 0.784 0.818
SD 0.044 0.055 0.058 0.022 0.022 0.023 0.020 0.014 0.013
Bias -0.522 -0.419 -0.407 -0.433 -0.280 -0.255 -0.400 -0.216 -0.182
RMSE 0.524 0.423 0.411 0.433 0.281 0.256 0.401 0.217 0.182
Smooth evenness, true value I∗ = 1.000
EB
Mean 0.659 0.716 0.721 0.687 0.792 0.807 0.701 0.834 0.857
SD 0.025 0.026 0.027 0.022 0.017 0.017 0.020 0.012 0.011
Bias -0.341 -0.284 -0.279 -0.313 -0.208 -0.193 -0.299 -0.166 -0.143
RMSE 0.342 0.285 0.280 0.314 0.209 0.194 0.299 0.166 0.144
ML
Mean 0.585 0.665 0.676 0.653 0.774 0.793 0.682 0.825 0.850
SD 0.037 0.042 0.042 0.024 0.020 0.020 0.020 0.013 0.012
Bias -0.415 -0.335 -0.324 -0.347 -0.226 -0.207 -0.318 -0.175 -0.150
RMSE 0.417 0.338 0.327 0.348 0.227 0.208 0.318 0.176 0.150
Concentrated evenness, true value I∗ = 1.000
EB
Mean 0.759 0.800 0.805 0.776 0.838 0.847 0.789 0.872 0.888
SD 0.029 0.023 0.021 0.025 0.017 0.015 0.023 0.013 0.012
Bias -0.241 -0.200 -0.195 -0.224 -0.162 -0.153 -0.211 -0.128 -0.112
RMSE 0.243 0.202 0.196 0.226 0.163 0.154 0.212 0.129 0.113
ML
Mean 0.723 0.760 0.766 0.761 0.825 0.836 0.782 0.869 0.889
SD 0.032 0.029 0.028 0.025 0.018 0.017 0.023 0.013 0.012
Bias -0.277 -0.240 -0.234 -0.239 -0.175 -0.164 -0.218 -0.131 -0.111
RMSE 0.279 0.242 0.236 0.240 0.176 0.165 0.220 0.131 0.112
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Tab. 4: Euclidean similarity E, sampling mean, standard deviation (SD), bias, and root
mean squared error (RMSE) of the empirical Bayes (EB) and maximum likelihood
(ML) estimates, with respect to the different simulation experiments.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value E∗ = 1.000
EB
Mean 0.997 0.999 0.999 0.996 0.999 0.999 0.996 0.999 0.999
SD 0.001 <0.001 <0.001 0.001 <0.001 <0.001 0.001 <0.001 <0.001
Bias -0.003 -0.001 -0.001 -0.004 -0.001 -0.001 -0.004 -0.001 -0.001
RMSE 0.003 <0.001 <0.001 0.004 <0.001 <0.001 0.004 <0.001 <0.001
ML
Mean 0.990 0.994 0.995 0.993 0.997 0.998 0.994 0.998 0.999
SD 0.002 0.001 0.001 0.001 <0.001 <0.001 0.001 <0.001 <0.001
Bias -0.010 -0.006 -0.005 -0.007 -0.003 -0.002 -0.006 -0.002 -0.001
RMSE 0.010 0.006 0.006 0.007 0.003 0.002 0.006 0.002 0.001
Smooth evenness, true value E∗ = 1.000
EB
Mean 0.994 0.997 0.997 0.994 0.998 0.998 0.995 0.999 0.999
SD 0.001 0.001 <0.001 0.001 <0.001 <0.001 0.001 <0.001 <0.001
Bias -0.006 -0.003 -0.003 -0.006 -0.002 -0.002 -0.005 -0.001 -0.001
RMSE 0.006 0.003 0.003 0.006 0.002 0.002 0.005 0.001 0.001
ML
Mean 0.990 0.994 0.995 0.993 0.997 0.998 0.994 0.999 0.999
SD 0.002 0.002 0.002 0.001 <0.001 0.001 0.001 <0.001 <0.001
Bias -0.010 -0.006 -0.005 -0.007 -0.003 -0.002 -0.006 -0.001 -0.001
RMSE 0.010 0.006 0.006 0.007 0.003 0.002 0.006 0.002 0.001
Concentrated evenness, true value E∗ = 1.000
EB
Mean 0.991 0.995 0.995 0.994 0.998 0.998 0.995 0.999 0.999
SD 0.004 0.002 0.002 0.002 0.001 0.001 0.002 0.001 <0.001
Bias -0.009 -0.005 -0.005 -0.006 -0.002 -0.002 -0.005 -0.001 -0.001
RMSE 0.009 0.006 0.005 0.006 0.003 0.002 0.006 0.001 0.001
ML
Mean 0.991 0.995 0.995 0.994 0.998 0.998 0.995 0.999 0.999
SD 0.004 0.003 0.002 0.003 0.001 0.001 0.002 0.001 <0.001
Bias -0.009 -0.005 -0.005 -0.006 -0.002 -0.002 -0.005 -0.001 -0.001
RMSE 0.010 0.006 0.005 0.007 0.003 0.002 0.006 0.001 0.001
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Fig. 7: Shannon entropy estimated from benthic macroinvertebrate monitoring data using
the maximum likelihood (ML, x-axis) and the empirical Bayes (EB, y-axis) estima-
tors. The 12 plots represent reference site samples from 12 different stream types
monitored in Finland. The size of the points is determined by the size of each sam-
ple.
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Fig. 8: Shannon entropy estimated from benthic macroinvertebrate monitoring data using
the maximum likelihood (ML, x-axis) and the empirical Bayes (EB, y-axis) estima-
tors. The 12 plots represent impacted site samples from 12 different stream types
monitored in Finland. The size of the points is determined by the size of each sample.
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Fig. 9: Simpson diversity index estimated from benthic macroinvertebrate monitoring data
using the maximum likelihood (ML, x-axis) and the empirical Bayes (EB, y-axis)
estimators. The 12 plots represent reference site samples from 12 different stream
types monitored in Finland. The size of the points is determined by the size of each
sample.
6 Conclusion 34
Fig. 10: Simpson diversity index estimated from benthic macroinvertebrate monitoring data
using the maximum likelihood (ML, x-axis) and the empirical Bayes (EB, y-axis)
estimators. The 12 plots represent impacted site samples from 12 different stream
types monitored in Finland. The size of the points is determined by the size of each
sample.
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Appendix A: Sampling quantiles by indicator from the simulation
study
Tab. 6: Shannon entropy, sampling quantiles of the empirical Bayes (EB) and maximum
likelihood (ML) estimates with respect to the different simulation scenarios.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value H∗ = 5.280
EB
Min 4.865 5.213 5.225 4.762 5.222 5.258 4.746 5.228 5.272
1st Q. 5.048 5.281 5.291 4.958 5.273 5.293 4.911 5.263 5.291
Median 5.090 5.291 5.298 4.994 5.281 5.296 4.942 5.271 5.294
3rd Q. 5.134 5.297 5.298 5.029 5.289 5.298 4.975 5.277 5.296
Max 5.267 5.298 5.298 5.159 5.298 5.298 5.068 5.296 5.298
ML
Min 3.905 4.163 4.191 4.451 4.817 4.874 4.548 5.041 5.091
1st Q. 4.310 4.577 4.599 4.615 4.976 5.020 4.729 5.110 5.160
Median 4.390 4.668 4.690 4.658 5.006 5.051 4.760 5.124 5.171
3rd Q. 4.463 4.738 4.781 4.697 5.035 5.077 4.792 5.139 5.181
Max 4.671 4.952 4.987 4.846 5.125 5.156 4.898 5.189 5.214
Smooth evenness, true value H∗ = 4.699
EB
Min 4.376 4.727 4.739 4.329 4.663 4.703 4.286 4.630 4.669
1st Q. 4.631 4.896 4.928 4.494 4.772 4.802 4.433 4.711 4.750
Median 4.698 4.948 4.980 4.537 4.804 4.832 4.470 4.735 4.769
3rd Q. 4.771 5.004 5.033 4.584 4.833 4.861 4.511 4.755 4.786
Max 5.130 5.200 5.227 4.721 4.972 4.980 4.667 4.841 4.855
ML
Min 3.519 3.813 3.890 3.972 4.323 4.342 4.149 4.468 4.503
1st Q. 3.997 4.198 4.221 4.213 4.460 4.487 4.287 4.548 4.581
Median 4.066 4.267 4.293 4.255 4.489 4.515 4.323 4.568 4.600
3rd Q. 4.127 4.324 4.350 4.297 4.517 4.544 4.361 4.588 4.619
Max 4.308 4.472 4.530 4.443 4.612 4.618 4.509 4.655 4.678
Concentrated evenness, true value H∗ = 3.291
EB
Min 2.707 2.752 2.901 2.707 3.021 3.026 2.696 3.115 3.188
1st Q. 3.067 3.262 3.302 3.020 3.277 3.318 2.994 3.277 3.324
Median 3.183 3.365 3.400 3.102 3.340 3.381 3.075 3.328 3.368
3rd Q. 3.292 3.458 3.516 3.198 3.403 3.446 3.146 3.374 3.413
Max 3.765 3.857 3.884 3.515 3.648 3.673 3.434 3.565 3.573
ML
Min 2.369 2.394 2.411 2.507 2.772 2.781 2.608 2.915 3.008
1st Q. 2.709 2.834 2.855 2.840 3.005 3.033 2.881 3.098 3.131
Median 2.810 2.913 2.932 2.912 3.067 3.092 2.960 3.144 3.171
3rd Q. 2.908 2.986 3.019 2.999 3.124 3.149 3.028 3.189 3.211
Max 3.217 3.271 3.258 3.299 3.340 3.334 3.311 3.363 3.348
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Tab. 7: Simpson diversity, sampling quantiles of the empirical Bayes (EB) and maximum
likelihood (ML) estimates with respect to the different simulation scenarios.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value D∗ = 0.005
EB
Min 0.005 0.005 0.005 0.007 0.005 0.005 0.007 0.005 0.005
1st Q. 0.007 0.005 0.005 0.008 0.005 0.005 0.009 0.005 0.005
Median 0.008 0.005 0.005 0.009 0.005 0.005 0.009 0.005 0.005
3rd Q. 0.008 0.005 0.005 0.009 0.005 0.005 0.010 0.005 0.005
Max 0.011 0.006 0.006 0.013 0.006 0.005 0.014 0.006 0.005
ML
Min 0.011 0.008 0.008 0.009 0.007 0.006 0.009 0.006 0.006
1st Q. 0.014 0.010 0.010 0.011 0.007 0.007 0.010 0.007 0.006
Median 0.015 0.011 0.010 0.012 0.008 0.007 0.011 0.007 0.006
3rd Q. 0.016 0.012 0.011 0.013 0.008 0.007 0.012 0.007 0.006
Max 0.025 0.017 0.017 0.016 0.010 0.009 0.016 0.007 0.007
Smooth evenness, true value D∗ = 0.011
EB
Min 0.007 0.006 0.006 0.012 0.009 0.009 0.012 0.010 0.010
1st Q. 0.012 0.009 0.008 0.014 0.010 0.010 0.015 0.011 0.011
Median 0.014 0.009 0.009 0.015 0.011 0.010 0.016 0.011 0.011
3rd Q. 0.015 0.010 0.010 0.016 0.011 0.011 0.016 0.012 0.011
Max 0.022 0.013 0.013 0.021 0.013 0.012 0.021 0.013 0.012
ML
Min 0.016 0.013 0.013 0.014 0.012 0.012 0.013 0.011 0.011
1st Q. 0.020 0.016 0.015 0.017 0.013 0.013 0.016 0.012 0.012
Median 0.021 0.017 0.016 0.018 0.014 0.013 0.017 0.013 0.012
3rd Q. 0.023 0.018 0.017 0.019 0.014 0.014 0.018 0.013 0.012
Max 0.038 0.026 0.024 0.025 0.017 0.016 0.022 0.015 0.013
Concentrated evenness, true value D∗ = 0.087
EB
Min 0.048 0.045 0.045 0.058 0.058 0.058 0.064 0.065 0.066
1st Q. 0.075 0.071 0.068 0.080 0.074 0.073 0.082 0.078 0.077
Median 0.083 0.077 0.075 0.087 0.079 0.078 0.088 0.081 0.080
3rd Q. 0.093 0.083 0.081 0.094 0.084 0.082 0.095 0.085 0.083
Max 0.130 0.117 0.109 0.135 0.103 0.098 0.120 0.098 0.092
ML
Min 0.061 0.062 0.065 0.063 0.067 0.069 0.067 0.072 0.074
1st Q. 0.086 0.086 0.084 0.085 0.084 0.084 0.086 0.084 0.085
Median 0.096 0.092 0.090 0.093 0.089 0.088 0.091 0.088 0.088
3rd Q. 0.106 0.099 0.098 0.101 0.094 0.092 0.099 0.092 0.091
Max 0.149 0.132 0.130 0.144 0.114 0.107 0.125 0.105 0.102
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Tab. 8: PMA index, sampling quantiles of the empirical Bayes (EB) and maximum likelihood
(ML) estimates with respect to the different simulation scenarios.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value I∗ = 1
EB
Min 0.612 0.830 0.841 0.598 0.848 0.881 0.578 0.863 0.905
1st Q. 0.709 0.902 0.915 0.670 0.899 0.917 0.649 0.892 0.922
Median 0.736 0.914 0.917 0.688 0.907 0.919 0.664 0.901 0.924
3rd Q. 0.764 0.917 0.918 0.705 0.916 0.921 0.680 0.909 0.926
Max 0.886 0.924 0.926 0.786 0.927 0.930 0.729 0.928 0.933
ML
Min 0.307 0.356 0.357 0.491 0.642 0.661 0.519 0.738 0.757
1st Q. 0.454 0.554 0.562 0.552 0.706 0.730 0.587 0.774 0.810
Median 0.483 0.590 0.601 0.568 0.721 0.747 0.600 0.784 0.819
3rd Q. 0.508 0.617 0.633 0.582 0.736 0.760 0.615 0.793 0.827
Max 0.583 0.701 0.712 0.641 0.786 0.813 0.653 0.834 0.855
Smooth evenness, true value I∗ = 1
EB
Min 0.538 0.625 0.631 0.623 0.735 0.753 0.636 0.789 0.818
1st Q. 0.643 0.698 0.704 0.673 0.781 0.796 0.688 0.827 0.849
Median 0.661 0.717 0.722 0.687 0.793 0.808 0.701 0.835 0.857
3rd Q. 0.676 0.735 0.740 0.702 0.804 0.819 0.715 0.843 0.864
Max 0.743 0.788 0.790 0.756 0.836 0.853 0.759 0.874 0.885
ML
Min 0.409 0.499 0.470 0.574 0.704 0.725 0.617 0.780 0.808
1st Q. 0.563 0.639 0.650 0.637 0.761 0.781 0.669 0.816 0.843
Median 0.586 0.668 0.679 0.653 0.775 0.794 0.682 0.825 0.851
3rd Q. 0.610 0.696 0.705 0.669 0.788 0.807 0.696 0.834 0.859
Max 0.701 0.765 0.772 0.730 0.828 0.846 0.742 0.866 0.883
Concentrated evenness, true value I∗ = 1
EB
Min 0.643 0.710 0.723 0.695 0.780 0.793 0.711 0.824 0.848
1st Q. 0.740 0.785 0.792 0.758 0.827 0.837 0.774 0.864 0.881
Median 0.760 0.802 0.807 0.776 0.838 0.847 0.790 0.873 0.889
3rd Q. 0.779 0.816 0.820 0.794 0.849 0.858 0.805 0.881 0.896
Max 0.831 0.854 0.862 0.853 0.877 0.885 0.849 0.909 0.923
ML
Min 0.618 0.649 0.657 0.671 0.760 0.774 0.700 0.819 0.846
1st Q. 0.703 0.742 0.749 0.743 0.813 0.825 0.767 0.861 0.881
Median 0.725 0.763 0.769 0.761 0.826 0.837 0.783 0.870 0.889
3rd Q. 0.746 0.780 0.785 0.780 0.837 0.847 0.798 0.878 0.897
Max 0.804 0.830 0.829 0.836 0.868 0.882 0.840 0.903 0.919
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Tab. 9: Euclidean similarity, sampling quantiles of the empirical Bayes (EB) and maximum
likelihood (ML) estimates with respect to the different simulation scenarios.
Parameters α = 20, β = 0.1 α = 50, β = 0.1 α = 100, β = 0.1
γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100 γ = 1 γ = 10 γ = 100
Quasi-uniform evenness, true value E∗ = 1
EB
Min 0.994 0.999 0.999 0.993 0.999 0.999 0.992 0.999 >0.999
1st Q. 0.997 >0.999 >0.999 0.996 >0.999 >0.999 0.995 >0.999 >0.999
Median 0.997 >0.999 >0.999 0.996 >0.999 >0.999 0.996 >0.999 >0.999
3rd Q. 0.998 >0.999 >0.999 0.997 >0.999 >0.999 0.996 >0.999 >0.999
Max >0.999 >0.999 >0.999 0.998 >0.999 >0.999 0.997 >0.999 >0.999
ML
Min 0.981 0.988 0.988 0.989 0.996 0.996 0.989 0.998 0.998
1st Q. 0.989 0.994 0.994 0.992 0.997 0.998 0.994 0.998 0.999
Median 0.990 0.995 0.995 0.993 0.997 0.998 0.994 0.998 0.999
3rd Q. 0.991 0.996 0.996 0.994 0.998 0.998 0.995 0.999 0.999
Max 0.994 0.998 0.998 0.996 0.998 0.999 0.996 0.999 0.999
Smooth evenness, true value E∗ = 1
EB
Min 0.987 0.995 0.995 0.990 0.996 0.997 0.991 0.998 0.998
1st Q. 0.993 0.997 0.997 0.994 0.998 0.998 0.994 0.999 0.999
Median 0.994 0.997 0.997 0.995 0.998 0.998 0.995 0.999 0.999
3rd Q. 0.995 0.997 0.997 0.995 0.998 0.999 0.995 0.999 0.999
Max 0.997 0.998 0.998 0.997 0.999 0.999 0.997 0.999 0.999
ML
Min 0.976 0.986 0.987 0.987 0.995 0.996 0.990 0.997 0.998
1st Q. 0.989 0.993 0.994 0.992 0.997 0.998 0.994 0.998 0.999
Median 0.990 0.994 0.995 0.993 0.997 0.998 0.994 0.998 0.999
3rd Q. 0.991 0.995 0.996 0.994 0.998 0.998 0.995 0.999 0.999
Max 0.995 0.997 0.998 0.996 0.999 0.999 0.997 0.999 0.999
Concentrated evenness, true value E∗ = 1
EB
Min 0.976 0.982 0.982 0.983 0.991 0.993 0.979 0.995 0.996
1st Q. 0.989 0.994 0.994 0.993 0.997 0.997 0.994 0.998 0.999
Median 0.992 0.995 0.996 0.995 0.998 0.998 0.995 0.999 0.999
3rd Q. 0.994 0.997 0.997 0.996 0.998 0.999 0.996 0.999 0.999
Max 0.998 0.999 0.999 0.998 0.999 0.999 0.999 >0.999 >0.999
ML
Min 0.973 0.984 0.977 0.981 0.990 0.994 0.978 0.995 0.997
1st Q. 0.988 0.993 0.994 0.992 0.997 0.998 0.993 0.998 0.999
Median 0.991 0.995 0.996 0.994 0.998 0.998 0.995 0.999 0.999
3rd Q. 0.994 0.996 0.997 0.996 0.998 0.999 0.996 0.999 0.999
Max 0.998 0.999 0.999 0.998 0.999 0.999 0.998 0.999 >0.999
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Appendix B: Efficiency and relative efficiency
Let us denote by J any indices considered in the present work, with J=H, D, I, or E. As we
consider diversity and similarity indicators, J is a specific function of the evenness parameter
pi, that is
J = J(pi).
Further, let us consider the simulation setting described in Section 4 and the estimate Jˆi of
J obtained in correspondence of the sample Si, with i = 1, ...,m. In general, the value Jˆi
depends on the estimated profile pˆii (computed using EB or ML) but also on the values of
the parameters α, β, γ, and pi∗ specified to simulate the data xi of the sample Si. Hence,
with obvious notation we can represent Jˆi as
Jˆi = J(pˆii;φ, pi
∗),
where φ = (α, β, γ). In this setting, pˆii may denote pˆiEB or pˆiML in correspondence of the
sample Si.
To evaluate the efficiency of the estimation methods, EB and ML respectively, we consider
the classic root mean squared error
RMSE(J) =
√√√√ m∑
i=1
[Jˆi − J∗]2,
where J∗ = J(pi∗) denotes the value of the index J with respect to the true profile pi∗.
Let us denote by Φ the set of the simulation parameters φ and by Π the set of the profiles pi∗
considered in our simulation study. Then, to specify the dependence on each scenario φ ∈ Φ
and profile pi∗ ∈ Π, the RMSE can be rewritten as follows
RMSE(J ;φ, pi∗) =
√√√√ m∑
i=1
[J(pˆii;φ, pi
∗)− J(pi∗)]2.
In analogy with regression fitting (Dodge, 2008), we want to evaluate the efficiency of each
estimation method (partially) for each profile pi∗, and (totally) for the indicator J . Therefore,
we introduce two specific measures: the root (partial) mean squared error
RMSE(J ; pi∗) =
√√√√∑
φ∈Φ
m∑
i=1
[J(pˆii;φ, pi
∗)− J(pi∗)]2,
and the root (total) mean squared error
RMSE(J) =
√√√√∑
pi∗∈Π
∑
φ∈Φ
m∑
i=1
[J(pˆii;φ, pi
∗)− J(pi∗)]2,
respectively. Obviously, these measures can be computed using both the EB and ML meth-
ods.
In the present work, as measure of relative efficiency, we consider the ratio between the
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inverse of the empirical Bayes root mean squared error and the inverse of the maximum
likelihood root mean squared error. Therefore, for each indicator J , we define specific (for
each scenario φ and profile pi∗), partial (for each profile pi∗), and total measures of relative
efficiency as follows
EffEB/ML(J ;φ, pi∗) =
RMSEML(J ;φ, pi
∗)
RMSEEB(J ;φ, pi∗)
,
EffEB/ML(J ; pi∗) =
RMSEML(J ; pi
∗)
RMSEEB(J ; pi∗)
,
and
EffEB/ML(J) =
RMSEML(J)
RMSEEB(J)
,
with obvious notation.
