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updated  periodically.  In  other  industrial  sectors  like  the  automotive  and  aerospace  industries, 
concepts for interlinking these different distributed data repositories do not yet exist. 
 
Design  of  many  products  is  essentially  multidisciplinary,  involving  the  solution  of  complex 
problems that are correlated with each other. Minimizing the risk of injury to a pedestrian in a car 
accident conflicts with the mechanical stability of the bonnet, and a compromise has to be found.  
The designer of one subsystem needs to know about the design changes of other development 
teams, to get direct access to simulation results of other disciplines and to get seamless access to 
simulation methods for all disciplines in order to successfully apply multidisciplinary optimization 
tools. 
 
Correlation  of  data  generated  in  different  departments  or  at  different  sites  within  a  global 
organization  is  a  key  problem  for  all  industries  represented  in  SIMDAT.  Its  solution  requires 
distributed  data  access  with  a  clear  definition  of  the  semantics  of  the  databases  involved,  and 
enables the retrieval of relevant information even though it might not be simply represented in any 
single  database.  Integration  through  a  data  Grid  requires  not  only  basic  mapping  of  semantics 
between the major data repositories involved but also brokering of applications that serve analysis 
and mining procedures. Dynamic object assembly will be necessary to create new objects that are 
compliant with data mining and data analysis tools. Special attention must to be paid to security, 
e.g.  where  third-party suppliers  have  need-to-know  access  to  data  and  correlation  may  provide 
insight into confidential processes.  
 
Knowledge  services  will  add  enormous  value  to  virtual  data  repositories.  Using  knowledge 
discovery  tools  on  a  virtual  repository  containing  all  details  of  a  design  process  creates  the 
opportunity to extract and formalize successful strategies for design improvement. 
 
The strategic objectives of SIMDAT are:  
 
￿  to test and enhance Data Grid technology for product development and production process 
design, 
￿  to develop federated versions of problem-solving environments by leveraging enhanced 
Grid services, 
￿  to exploit Data Grids as a basis for distributed knowledge discovery, 
￿  to promote defacto standards for these enhanced Grid technologies across a range of 
disciplines and sectors, 
￿  to raise awareness for the advantages of Data Grids in important industrial sectors.  
 
Four application sectors have been selected to cover the full range of issues to be addressed in 
design, development and production of complex products and services: the aerospace, automotive 
and  pharmaceutical  industries,  and  meteorology.  For  each  sector  a  complex  problem  has  been 
identified as a use-case for the project. The number of sectors addressed will be extended during the 
project, embracing additional applications with challenging demands to drive SIMDAT forwards. 
 
Seven  key  technology  layers  have  been  identified  as  important  to  achieving  the  SIMDAT 
objectives
1: 
 
￿  an integrated Grid infrastructure, offering basic services to applications and higher-level 
layers; 
￿  transparent access to data repositories on remote Grid sites; 
￿  management of Virtual Organizations; 
                                                 
1 "Grids for Integrated Problem Solving Environments: Status and Research Perspectives vs. Requirements from an Industrial 
Viewpoint", Bonn, April 2003. http://www.cordis.lu/ist/grids/event-announcement.htm  
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In 2002-03, the Grid was beset with controversy over the OGSA movement, coming essentially 
from two sources: 
i)  some felt that the OGSA movement was not necessary, especially those that had invested in 
GT2 or its associated GGF “standards” which were now to be discarded by the Globus 
team; 
ii)  some felt that OGSA was an abuse of Web Services: the “object oriented” OGSA paradigm 
could never fully exploit Web Services technology and would lead to problems with higher 
level standards emerging from the mainstream Web Services community. 
 
Eventually, the first group of objectors were overcome, and the concept of an OGSA founded on 
Web Services is now widely accepted, though many projects continued to prefer GT2 over GT3 on 
grounds of code maturity and stability.  The second group of objectors eventually prevailed, and 
efforts were made to close the gap with mainstream Web Services developments.  In early 2004, the 
Globus Alliance with IBM and others launched a new collection of standards called the “Web 
Services Resource Framework” (WS-RF) [42], part of which (concerned with notification) was later 
decoupled to become “WS-N” [43].  These proposals were made directly to OASIS (not GGF), 
built on existing and emerging  Web Service standards, and are seen as a key step that allows 
convergence between Web Services and the Grid: 
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Figure 1. “Grid and Web Services: Convergence: Yes!” 
(From WS-Resource Framework: Globus Alliance Perspectives, Ian Foster, Jan’04) 
 
WS-RF certainly is more compatible with wider Web Services standards (and their likely future 
development), but remains somewhat controversial.  This is partly because it retained many of the 
original OGSA “object-oriented” concepts, and partly because some of the Web Service standards it 
uses are not yet widely agreed or accepted. 
 
Meanwhile, projects starting in 2001-2004 had to decide whether to (a) ignore OGSA and use GT2,  
(b) wait for GT3 (or now GT4), or (c) build their own Web Services middleware [1].  Several 
projects including GRIA took the third approach, avoiding OGSA altogether while the controversy 
over its future raged.  This produced new Grid middleware based on pure Web Services, and led a 
new group of objectors (though not the GRIA developers) to conclude that Web Service toolkits 
would meet all their needs, and that Grid infrastructure (whether OGSI or WS-RF) was no longer 
needed. 
 
The arguments on both sides over the need for OGSA (or any Grid infrastructure) really comes 
down to two questions: “What is the Grid?” and “How is it different from Web Services?”.  These 
questions are still being debated, but a practical position is that Grids have: 
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￿  long-lived interactions: e.g. jobs may run for weeks, data transfers last for hours, etc., 
￿  large-scale processing, storage and transfer requirements per application, and 
￿  inter-site  sharing  of  resources,  capabilities  and  even  know-how  to  support  collaborative 
applications. 
 
Web services (at least up to now) don’t exhibit these features.  Most web services are provided by a 
single  site, and  involve  short-lived  interactions  (e.g.  booking  a  flight may  take  a  few  minutes, 
running a Google search just a few seconds).  Although the server-side infrastructure may include 
large  servers  farms  connected  to  data  warehousing  (e.g.  at  Google),  very  little  computational 
resource is consumed by a single application.  The Grid therefore represents the leading edge in 
terms of application duration, extent and intensity. 
 
To deal with the above characteristics, Web Services (up to WS-I 1.0 [41]) are not enough.  Clients 
(or their applications) may come and go, or even change location while long-lived jobs are running.  
Services may go down and have to be moved to new locations.  Data transfers may be interrupted.  
Users  want  trusted  collaborators  to  share  in  these  long-lived  interactions,  yet  applications  and 
service provider facilities must remain secure.  For Grids working in industry (and increasingly in 
academic research), service providers want large-scale computations to be fully accounted and paid 
for, while users demand quality of service guarantees in return.  This in turn drives the need for 
redundancy (and competition) between service providers, and for data caching, replication or more 
general “overlay networks” already found in some P2P file sharing systems [33], etc. 
 
The  key  step  in  dealing  with  these  long-lived,  large-scale,  shared  and  potentially  mobile  or 
replicated entities is to “contextualise” all messages sent to services.  The “context” is used to refer 
(in a time- and location-independent way) to the entity the message is about.  The service can then 
take the action indicated by the message, and apply it to the correct entity.  One also has to create 
mechanisms  for  generating  and  managing  these  “context  ids”.    The  result  is  a  “programming 
model” of the Grid in which applications assemble and manipulate long-lived entities known in 
WS-RF  as  “resources”  (e.g.  data,  processes,  computer  systems,  relationships)  that  are  created, 
managed and accessed via services. 
a a Task X Task X b b Task Y Task Y d d Task Z Task Z
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d d
Resources
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Application
 
Figure 2. Grid Programming Model 
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while preserving control and knowledge of the whole vehicle’s design for himself. Therefore only 
the part to be developed by the supplier and its immediate environment must be known to the 
supplier while on the other hand remaining secret to the original manufacturer. Work on the model 
as a whole is given to a trusted third party for calculation. Results on the outsourced parts are given 
back  only  to  the  supplier  while  results  on  the  rest  of  the  car  are  given  only  to  the  original 
manufacturer. Independently from the scenario the manufacturer and the supplier negotiate for the 
full disclosure of the data afterwards. 
 
The  data  access  prototype  will  show  the  interoperability  of  two  simulation  data  management 
systems  at  different  locations.  Grid  technology  will  be  used  to  enable  this.  For  the  12-month 
demonstrator it is assumed, that each of the sites for the distributed product development will use 
MSC.SimManager for the testing and improvement of the functional behaviour of car designs. Grid 
technology is used to federate MSC.SimManager and provide access to the distributed underlying 
databases. A first step into this federation is subject of the demonstrator for the automotive activity.  
 
Access  to  distributed  databases  and  distributed  data  vaults  is  precondition  for  the  48  months 
demonstrator. The 12 months demonstrator will show the comparison of two car crashes whose data 
is stored at different sites. Furthermore there is a need to have the possibility to create additional 
post-processing objects (PPOs) on both sides for deeper investigation of the car crashes. On every 
side the car projects of the other side should “feel” like the local car projects in the navigation frame 
of MSC.SimManager. 
 
In the design phase there is the opportunity to visit various approaches to solve the distributed 
simulation  data  management  challenge.  From  a  pure  web  services  based  external  information 
broker  agent  to  a  middleware  provided  federated  database  solution,  all  will  be  challenged  and 
individually evaluated to identify possibilities and dependencies brought to the project. Finally, 
after considering key features and probable necessary adaptations of MSC.SimManager attached to 
each alternative, the best solution will be chosen. 
 
For  this  demonstrator  a  comparison  report  with  data  on  different  sites  is  to  be  generated.  The 
demonstrator will use the hardware and software environment, which will be set up by MSC for the 
Grid infrastructure demonstrator. For this purpose AUDI has generated two geometric variants of 
the SAMD car and will perform a number of crash simulations and compatibility crash between the 
two models. The data access demonstrator is performed using crash simulations on the SAMD car 
version 2 (coupe) and version 3 (cabriolet) which Audi provides. Model data will be made available 
on the two reference installations of MSC.SimManager at MSC. Grid technology will be used to 
fetch the crash evaluation data from the different reference installations. 
 
The  second  demonstrator  is  consistent  with  the  long-term  project  goal.  Initially  only  a  light 
demonstrator will be set up. This demonstrator will then evolve in requirements and functionality. 
The OEM (Renault) uploads data (requirements, CAD, meshes, material law…) for the supplier 
(IDEStyle). IDEStyle downloads Renault data. IDEStyle does the job with the data (pre processing 
of PAMCRASH model, calculation, post processing). Renault follows up the tasks and consults the 
draft  deliverables  of  IDEStyle  during  virtual  project  meetings  (meshes,  PAMCRASH  model, 
analysis). After validation by IDEStyle and Renault, data is transferred to Renault. 
 
The Grid infrastructure needs to have a clearly defined interface to analysis services. Batch as well 
as interactive analysis services will be run on the system. Services for resource management and job 
scheduling are mandatory. 
 
For distributed data repositories access and integration a robust and efficient data transport to and 
from analysis services, including large data volumes (average about two Gbytes per simulation, six  
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4  Technology Requirements 
This section describes the requirements of SIMDAT technology activities on Grid infrastructure. 
For  each  technology  activity  a  general  discussion  of  issues  relating  to  the  integration  of  the 
technology layer with Grid infrastructure is given in the context of the application scenarios. This 
section does not try to identify specific requirements as with section 3 but tries to identify gaps in 
the existing technology and potential longer term solutions currently being proposed within the Grid 
and web service communities. 
4.1.1  Virtual Organisations 
The  administration  of  virtual  organisations  (VO)  is  a  fundamental  principle  driving  all  Grid 
infrastructure technology. Grid developments have been driven by the need for organisations to 
collaborate and share resources for some common purpose. Grid infrastructure implementations 
have  developed  to  support  different  types  of  virtual  organisations  each  exhibiting  specific 
characteristics and implicit business models.  Therefore, the means by which a Grid infrastructure 
supports virtual organisations is a key decision when selecting an appropriate technology. 
 
In  traditional  Grids  such  as  those  described  by  the  pharma  EMBNet  and  the  meteorology 
application sectors the concept of the virtual organisation plays an important role. The VO becomes 
a tangible manifestation of the collaboration, representing and facilitating a common purpose across 
the collaboration.  The VO is persistent, resourceful, and may develop characteristics of a real 
organisation, such as logically centralised administration and management structures. The formation 
of the VO focuses on defining rules of membership and operation along with assigning resources 
for VO-level services to operate on. The management of such a VO involves keeping track of all its 
members including authentication credentials, roles and access rights.  It also involves keeping 
track of all the computational resources available to the VO through a logically centralised registry, 
accessing  them  through  portals  or  job  submission  services.  Grid  technologies  such  as  EGEE 
supporting a centralised VO model suited for academic Grids. EGEE provides centralised services 
for  VO  administration  (VOMS)  and  resource  management  (GAS).  There  is  a  user  accounting 
service appropriate to this model, but billing is still undefined, and presumably will initially target 
user billing (or quotas) at VO level. 
 
In business-to-business Grids, such as those described by aerospace, automotive and pharma B2B 
scenario a different style of VO is required. For industrial collaboration VO participants require 
management of their own resources according to their own interests rather than centralised VO 
management. The VO must support transient B2B federation of resources under user control to 
perform specific projects or applications. For example, in the aerospace sector the assembly of a 
project team requires the discovery of service providers for the design of complex products. There 
could be circumstances when a new service provider is needed to execute an important job, where 
they would be discovered, would join and then leave the VO in a short period of time. In this case, 
business relationships may be short lived and terminate rapidly with little or no prior infrastructure 
apart from the ability to discover service providers. Grid technologies such as GRIA provide a 
decentralised P2P VO model more appropriate to B2B Grids. Each organisation participating in a 
collaborative relationship can assign and control access to resources they want to share.  
 
The support for VO’s that enforce policy-driven business processes would add much flexibility to 
Grid infrastructure. This would allow industry define business models that meet their needs rather 
than adopting those supported implicitly by a specific infrastructure. This is described further in 
section 4.1.2.1 Business processes.  
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Figure 6: Workflow and architecture 
 
Figure 6 shows how workflow can be used to define the architecture of a Grid application over four 
organisations.  The  client  application  uses  services  from  A  and  B  with  the  underlying 
implementation of A using services provided by C. Firstly, to support scenarios as shown in Figure 
6, workflow enactors such as Inforsense and Freefluo must be deployed as services on the Grid 
rather than just as clients to Grid services.  
 
Secondly, the client organisation must be able to authorise service provider A to write data to the 
data store at service provider B. The grid infrastructure must support a delegation model that allows 
services  to  act  on  behalf  of  the  originator.  Grid  infrastructure  technologies  provide  different 
delegation models for this purpose including Globus’s proxy certificates and GRIA’s process based 
access  control.  Figure  6  also  shows  service  provider  A  accessing  services  provided  by  service 
provider B. One might think it acceptable for the client organisation to authenticate with A and A to 
authenticate with C. This is how most enterprise applications operate with service-side credentials 
accessing  databases  or  other  services.  However,  for  service-oriented  architectures  with  inter-
enterprise collaboration a service must act on behalf of the client when accessing other resources. In 
our example, the client organisations must tell C what A can do on their behalf.  
 
Implementing delegation at a workflow level is an active research topic. When defining a workflow 
a user should be able compose applications from services and data sources provided by different 
organisations. These workflows will have implicit delegation requirements depending upon how the 
services and data are located. There a few architectural choices that need to be discussed about how 
delegation models can be incorporated into workflow technologies: 
 
￿  The workflow composition tool allows users to manually delegate. This would require tasks 
to be bound to grid resources. 
￿  The workflow language is extended to support delegation. 
￿  An intermediate scheduling component could process the workflow, bind to grid resources, 
delegate as necessary 
 
Finally, the identity federation is important for services operating in different security domains. 
Standards such as WS-Federation are investigating how to support identify federation, however, this  
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supplies  service  providers  with  a  core  set  of  markup  language,  constructs  for  describing  the 
properties and capabilities of their Web services in unambiguous, computer-interpretable form.  
 
 
Figure 10: Semantic service descriptions in pharma 
 
Figure 10 shows how ontologies can be used to describe the semantics of services in the pharma 
sector where many services operate on String types representing sequence data. The OWL-S service 
profile describes what the service does in terms of its functionality and data. In this case the service 
has  been  classified  “service  for  local  sequence  alignment  of  protein  sequences”  with  inputs 
“Sequence”, “Algorithm-Type”, “URL Location” and output “Protein Sequence”. A class within an 
ontology is used to represent each classification so an application can understand the meaning of 
function and data. Describing the functional characteristics may not be sufficient for most grid 
applications.  Non-functional  characteristics  such  as  security,  quality  of  service,  etc,  are  also 
important and more challenging as they are likely to change frequently. 
 
A semantic broker will be developed that is used to discover services based on these semantic 
descriptions.  A  user  should  be  able  to  define  an  abstract  workflow  that  includes  semantic 
requirements and submit the workflow to the semantic broker. The semantic broker will discover 
services and create a concrete workflow that has bound services, which can be submitted to a 
workflow enactor for execution. 
 
In general, ontologies can be used to describe the semantics of any resource available on the Grid. If 
all  resources  such  as  databases,  license  servers,  authorisation  services,  etc  are  accessed  using 
services  then  ontology  may  need  to  be  developed  to  describe  both  domain  and  infrastructure 
services. Ontological integration could then be used to provide interoperability between different 
Grid infrastructures by providing a common resource model for optimization and negotiation over 
heterogeneous technologies. 
4.1.4  Integration of Analysis Services 
Integration of analysis services is concerned with developing strategies for deploying industrial 
simulation  codes  into  grid-enabled  analysis  services  for  use  in  grid  enabled  problem  solving 
environments. Problem solving environments are a common trend in the industry as they allow 
integrating  tools  and  data  for  product  development.  Problem  solving  environments,  which  are 
already in productive use in industry, are for example SRS by LION or MSC.SimManager by 
MSC.Software.  These problem  solving  environments  integrate a  substantial  number  of  analysis 
services,  like  mesh  generation  tools,  data  mining  algorithms  or  tools  for  the  prediction  of  the 
structure of molecules. Concrete examples are BLAST (Basic Local Alignment Search Tool) for  
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rapid searching of nucleotide and protein databases, PAM-CRASH for automotive crash analysis or 
LMS OPTIMUS for multidisciplinary optimisation. 
 
The  infrastructure  must  support  integration  of  legacy  applications  as  Grid  services,  with  no 
modifications. Batch application integration is an essential Grid requirement and is therefore well 
supported by most infrastructures. The execution management services provided by infrastructure is 
fundamentally  responsible  for  managing  the  lifecycle  of  jobs  including  setting  up  the  tasks 
(input/output  data)  and  monitoring  the  execution.  For  batch  applications,  this  would  include 
creating a working directory with scratch space that is used for the lifetime of the execution. 
 
The  infrastructure  must  support  integration  of  interactive  applications.  This  requires  the 
development of services that wrap existing applications exposing an interactive interface to users as 
service  operations.  Grid  developers  have  experienced  serious  problems  in  developing  and 
maintaining Grid services because of changing architecture, capabilities and standards supported by 
infrastructure. For example, services developed for GT2 had to be significantly changed for GT3 
and now again for GT4. Standardisation is essential to support integration of interactive services 
and interoperability between different Grid infrastructures. For example, a developer should be able 
to deploy a service in GRIA that can be discovered and invoked from gLite.  
 
WSRF and WS-I and are two initiatives that aim to overcome web service interoperability issues. 
WSRF is being developed within the Grid community and standardised through OASIS but does 
not have the backing of all leading vendors in the web service community. WS-I has commitment 
from all leading vendors, has wider acceptance and interoperability tests but has no explicit stateful 
resource  model  requiring  stateful  resources  to  be  managed  by  the  application  rather  than  the 
infrastructure.  It  is  still  unclear  which  initiative  will  be  successful  and  until  the  reference 
implementation of WSRF (GT4) is available and can be evaluated WS-I based services are the only 
sensible option for the 12 month SIMDAT demonstrators. 
 
Figure 11: JSDL resource and application schemas 
 
The accuracy of simulation results can be significantly affected by the computer architecture of the 
execution node and software versions. A user should be able to specify both parameters when 
requesting resource allocations from a Grid service provider to ensure simulation results that are 
consistent with local execution environments. Grid infrastructures provide ways to specify these 
requirements although they are non-standard, for example, GRIA defines an XML schema for Job 
requirements  and  UNICORE  uses  an  AbstractJobObject.  The  emerging  JSDL  (Job  Submission 
Description  Language)  [28]  specification  from  GGF  is  likely  to  be  important  standard  for 
describing these requirements. Figure 11 shows part of the JSDL schema for describing resources  
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and applications. In addition to allowing user to describe job requirements JSDL aims to document 
how to translate JSDL specifications to scheduling languages supported by leading batch systems. 
4.1.5  Knowledge Services 
Knowledge service are concerned with automatically annotating distributed and heterogeneous data 
resources. The services will generate metadata repository that can be used for knowledge discovery 
about annotated text and data objects. The requirements for knowledge services are analogous to 
those described in section 4.1.5, however, the distributed nature of Grid data resources present’s 
additional problems to traditional knowledge techniques.  
 
Current knowledge technologies can operate on large data sets, however, all data needs to be co-
located and integrated. In SIMDAT scenarios, such as the automotive sector, this is not possible as 
design teams share resources under their own control only authorising access to data necessary for a 
specific collaboration. Also the data volumes may be prohibitively large. In SIMDAT, to overcome 
this problem knowledge services will be developed that will allow algorithms to be sent to data 
resources and return generated metadata resulting from the task.  
 
A demonstrator will be developed using the WEKA data mining toolkit and deployed on GRIA 
infrastructure with OGSA-DAI for distributed data access. 
5  Grid Infrastructure Development Road Map 
This section provides a summary of how grid technologies will be deployed and adapted for the 
SIMDAT  PM12  application  demonstrators  and  beyond.  The  definition  of  a  standard  Grid 
programming model is still under discussion (see section 2) and will significantly evolve during 
2005 as technologies such as GT4, gLite emerge and GRIA continue to be developed. For PM12 the 
application activities have adopted a pragmatic approach by using existing Grid infrastructure and 
web service technology as the basis for their developments. 
 
Each application sector is integrating Grid middleware into existing vertical applications to provide 
a demonstration of distributed collaborative working for complex problem solving. All application 
sectors  have  existing  technology  based  on  J2EE  portals  where  the  challenge  is  to  adapt  these 
existing  centralised  applications  to  a  service-oriented  Grid  architecture.  For  example,  J2EE 
applications  provide  a  declarative  centralised  security  model  where  all  services  are  typically 
accessed through a single portal such as Lion SRS and MSC.SimManager. For a service-oriented 
Grid architecture centralised control of this type is not possible, as access to a service can be from 
any application or service running on the Grid. 
 
Figure 12: PM12 architecture  
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Figure 12 shows a high-level Grid infrastructure architecture for all SIMDAT application sectors up 
to  PM12.  Auto,  Aero  and  Pharma  will  develop  demonstrators  based  on  a  web  service  Grid 
conforming to WS-Interoperability. Meteo will develop a virtual data grid based on GT3 OGSI. 
GRIA will be deployed by Aero and Auto to provide support for the workflow-driven applications 
executing within virtual organisations.  
 
Although Figure 12 shows how WS-I can provide a common API for distributed services it does not 
currently meet Grid infrastructure requirements for providing a standardised approach for managing 
stateful  resources,  as  proposed  by  WSRF.  Clearly,  we  need  a  common  approach  for  stateful 
resources  (context)  to  achieve  interoperability  between  services  deployed  within  heterogeneous 
Grid infrastructures.  However, WSRF is complicated, consisting of various standards with some 
ambiguities. Programming directly using WSRF will be complicated and therefore an API similar 
to  the  GRIA  client  API  is  desirable  to  allow  developers  to  easily  and  efficiently  create  Grid 
applications.  
 
Figure 13 shows proposed generic road-map architecture for Grid infrastructure beyond PM12 that 
aims to achieve interoperability between different grid infrastructures such as GT4 and GRIA. The 
Grid service API should be based on WSRF, although the level of compliance may differ between 
implementations. For example, GRIA could be adapted to reference service context using WS-
Addressing  endpoint  references  rather  than  the  web  service  parameters  in  the  current 
implementation. However, this is only part of the WSRF specification.  
 
 
Figure 13: Roadmap architecture 
 
In addition to the need for a standardized Grid service API there is also a need to standardize 
higher-level services and data models such as resource model descriptions, job specifications and 
provenance data. Other gaps in the Grid infrastructure technology include workflow as a the Grid 
programming model, and support for dynamic business processes, identity federation, notification, 
and dynamic service discovery.  
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6  Conclusions 
We have provided a requirement specification for Grid infrastructure that has been elicited from the 
application  activities  during  the  first  six  months  of  the  SIMDAT  project.  We  expect  that  the 
requirements  will  evolve  as  each  application  activity  further  understands  the  potential  of  Grid 
technology  to  provide  added  value  to  existing  problem  solving  environments  during  the 
development of the 12-month demonstrators.  
 
Examining  Grid  infrastructure  state-of-the-art  it  is  clear  that  even  the  core  technology  which 
underpins higher-level services such as resource and execution management is still evolving. In 
future, core features should be part of a standards-compliant architecture, so application developers 
can use them more easily, and so they can choose between different (reusable) implementations.  
The WS-RF proposals for contextualised services are still somewhat controversial and WS-RF has 
yet to prove its value.  The challenge of standardising the Grid programming model and associated 
management services is therefore still unfulfilled.  
 
The application sectors have the challenge of selecting technologies that best fit their scenarios even 
if they do not provide all of the necessary functionality. We conclude that in the short-term, whilst a 
standardised  Grid  programming  model  is  agreed,  application  activities  should  base  new 
developments on web service standards such as WS-I. GRIA has emerged as a core technology to 
support collaborative working in the aerospace and automotive activities because of its availability, 
adherence to WS-I and explicit support for B2B collaborations. GRIA will be deployed in both 
sectors during the first 12 months. In the medium term, other infrastructure technologies such as 
GT4 and gLite should begin to stabilise. Each should then be re-evaluated as potential candidates 
for deployment. 
 
The document also provides a discussion on how Grid infrastructure integrates with the SIMDAT 
technology activities. From the analysis, we can see that there are many gaps in existing technology 
that need to be filled to support the longer-term SIMDAT requirements including standardised job 
submission, notification, service discovery and workflow. Workflow is important for all application 
activities  and  a  significant  integration  challenge  for  SIMDAT.  The  aerospace  and  automotive 
demonstrators will provide an excellent opportunity to further understand how the two technologies 
can  be  integrated  with  the  objective  of  providing  some  best  practice  results  and  common 
infrastructure that may be deployed in other application activities. 