A relationship between Laplace-Beltrami and Schrodinger operators on Euclidean domains is analyzed and exploited for several purposes: We use the Schriidinger equation to analyze the spectra of Laplace-Beltrami operators with periodic metrics on R', and use geometric notions and nonlinear differential equations to bound spectra and Green functions of Schrodinger operators in various ways. We also have a new, more operator-theoretic analysis of the semiclassical limit and the Liouville-Green (or JWKB) approximation in one dimension.
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q' 1987 Academic Press. Inc. 1. INTR~DuCTLON The spectral analysis of Schrodinger operators on Euclidean domains is similar in many respects to that of Laplace-Beltrami operators on manifolds. For both types of operators there are similar-looking generic bounds on the low-lying eigenvalues and asymptotic expressions for highflying eigenvalues, such as the formula of Weyl and its generalizations. The spectrum of a Schrijdinger operator reflects functional properties of the potential V(x) (integrals, smoothness), whereas that of the LaplaceBeltrami operator reflects the geometry and global topology of the manifold [ 1, Vol. IV, 2-41. These similarities suggest that there could be a more unified approach to the analysis of the two types of operators, and this suggestion is strengthened by many instances of cross-fertilization between geometric and quantum-theoretic technique. For example, the recent striking extension of semiclassical analysis of tunneling phenomena, such as the eigenvalue splitting of double-well operators, from one dimension to higher dimensions replaces the use of Liouville-Green (often called JWKB) approximations [S] with the introduction of Agmon metrics related to the potential [6, 71. The main goal of this article is to lay out some of the connections between Laplace-Beltrami and Schrodinger operators more fully. Applications can then be made to diverse subjects. In particular, we shall exhibit Laplace-Beltrami operators on R", v > 2, with gaps in their spectra (impossible if v = l), provide an interpretation for some estimates of Agmon on the decay rate of eigenfunctions, and analyze the connection between the Liouville-Green approximation and Green functions in one dimension. The latter leads to some new spectral bounds.
One-body Schrodinger operators are self-adjoint operators of the form H= -A + V(x), (1.1) acting on L*(Q), where D is a Euclidean domain. The Laplace-Beltrami operator L on L*(Q), where Q could more generally be a Riemannian manifold, is the self-adjoint operator on L*(i2, du) associated with the quadratic form <Lhf>=\Q Igradfl*& (1.2) defined initially forfE Wi;*, i.e., L* functions of compact support having L* first partial derivatives, and then extended using quadratic-form techniques [8, Chap. 41 . In (1.2) the modulus, gradient and volume element are all defined in terms of the metric, but we now transfer to the description of the same quantities in terms of the Euclidean gradient and modulus. For suitablef, L can be written in terms of the metric tensor g, as
We shall be interested primarily in the case of conformally flat metrics, i.e., = a(x) 6ijt (1.4) and where the manifold Q is a Euclidean domain. We assume throughout that a(x) is uniformly bounded, bounded away from 0, and uniformly Lipschitz. Equivalently, a * ' E W,,, ',m. Equations (1.2) and (1.3) then read and Lf= --a(~)-"/~ div(a(x)"'2-1 gradf), (1.6) as an operator on L2(sZ, avi2 8x). The Laplace-Beltrami operator can be converted into an operator A on the space with the Euclidean metric by a unitary scaling with Thus,
as an operator on L'(Q, d"x).
We shall make frequent use of a straightforward transformation: PROPOSITION 1.1. For any bounded, measurable function n(x) on 52, the operator a(x)"'(A -2) a(x)"' is a Schriidinger operator:
If v # 2 the potential is
where That is,
(1.8)
Here both operators are considered as acting on L2(Q, d"x).
The converse transformation is discussed below in Section 3.
Proof
If f E W:,2, then the identity (a1'2(A-~)a"2f,f)=((-A+V)f,f) ( 1.9) can be checked by direct computation using integration by parts. Observe that we do not claim that WJ,2 is contained in the domains of the operators in Proposition 1.1. It may be seen that C,? is a form core for both operators, but it is not so easy to establish (1.9) directly using Ccx unless a E C".
GAPS IN LAPLACE-BELTRAMI SPECTRA
Is the spectrum of a periodic Laplace-Beltrami operator on R" necessarily [0, co), or may there be gaps? We learned of this question from B. Simon, who attributes his interest in it to R. Schoen. Periodic Schrijdinger operators in one dimension, often known as Hill operators, typically have an infinite number of gaps in their spectra. Only very special potentials can lead to finitely many gaps, and only a constant potential has no gaps in its spectrum. As conjectured by Bethe and Sommerfeld and proved (at least for v = 2) in [9-l 11, higher-dimensional, periodic Schrbdinger operators, in contrast, can have only finitely many gaps in their spectra.
Curiously, the situation for periodic Laplace-Beltrami operators is entirely different. It is easy to see that a one-dimensional Laplace-Beltrami operator with periodic metric cannot have any gaps in its spectrum, for it is of the form
and can thus be converted into (2.1) with a change of variables so that d/dy = a(x) -'I2 d/dx. Since a(x) is bounded above and below, this change of variables sends R to R, and L2(R a"2 dx) to course, [0, co).
It is thus somewhat surprising that the spectrum of L may have gaps in higher dimensions. It is not difficult to see that 0 belongs to the spectrum of any periodic Laplace-Beltrami operator on R", by considering Weyl sequences of smooth functions identically equal to 1 on (Ix) <n}, 0 on {Ix) > n + l}, and interpolating in some uniformly smooth fashion for n < 1x1 < n + 1. By Remark 1.2, if L is a periodic Laplace-Beltrami operator in two dimensions, then L -1 will be invertible provided that the Schrodinger operator -A -a(x) does not have 0 in its spectrum. We now construct an example where this is the case. EXAMPLE 2.1. A two-dimensional, periodic Laplace-Beltrami operator with a spectral gap.
Consider the one-dimensional, periodic square-well operator
as an operator on L2(R, dx). Since this is a symmetric Hill operator, the edges of the bands are the eigenvalues of -d2/dx2 -KXC-,.,,, (x) given Dirichlet or Neumann boundary conditions at f 1 [ 12, 131. Recall that the latter eigenvalues are the solutions of well-known transcendental equations described in most quantum-mechanics texts (e.g., [14, pp. 37-441 The potential term U in the operator H is not smooth, but H can be approximated arbitrarily well in the norm-resolvent sense by a two-dimensional operator with a smooth, strictly negative potential. It follows that (2.2) holds for some such operator, and that the corresponding Laplace-Beltrami operator has a gap in its spectrum.
We note that (2.2) fails in limits when c is small, c is large, K is small, or K is large. The existence of gaps in two dimensions is an intermediate phenomenon, in neither a perturbative nor a semiclassical limit. EXAMPLE 2.2. Now let the dimension v > 3. For any basic cell of periodicity P c R" and any number A> 0, there exists a periodic Laplace-Beltrami operator with 1$ sp(L).
As in Example 2.1, we will find a periodic V such that -A + V is invertible, and then convert -A + V into a Laplace-Beltrami operator L -1 with a periodic metric ds2 = adx2. As seen above, this is possible if Eq. (1.8) more conveniently written as a Yamabe-type equation,
h as a positive, smooth solution on the torus T = R"/P, and, at the same time, O$sp(-A+ VI, (2.4) where H = -A + V is considered as operating on L2(R"). This value of c1 is known to be a critical index for Sobolev embeddings, and thus a complication in the analysis of equations of this type [15-171. Since, however, A> 0, the sign of the nonlinearity in (2.3) allows us to appeal to the simpler analysis of [ 18, Corollary 11.7 ; see also 191, which asserts the existence of such a solution for any A > 0 provided that O>E,(-A+ I'), (2.5) where here -A + V is considered as an operator on L'(U), and I' may be assumed smooth. Since EO( -A) = 0, it is easy to arrange for (2.5) to hold. For example, it holds for any bounded V, not equal to 0 a.e., such that
(cf. [20] ). If V is taken as a periodic potential on R", (2.5) is equivalent to the statement that the bottom of the (purely continuous) spectrum of H is negative.
Because of the freedom to add suitable constants to I', the other condition (2.4) may be relaxed to the statement that the spectrum of H as an operator on L'(W) has any gap. The bands of a periodic, one-dimensional operator -d*/dx*+ rcU(x), with, e.g., U(x)=cos(x), are known to compress with exponentially small widths as K -+ co onto the eigenvalues of appropriately (power-law) scaled harmonic oscillators [21 J. A separable potential such as
leads to a spectrum which is the v-fold sum of these one-dimensional spectra, which will thus have a gap for all K sufficiently large. Nonseparable periodic operators have recently been shown to exhibit the same spectral compression in a equivalent limit [22, 391 , and thus nonseparable examples of Laplace-Beltrami operators are also easy to produce. .6). To put this into the correct form for Agmon's theorem, mutliply through by avf2. i This property is referred to L* exponential decay with respect to p. Agmon also discusses how to proceed from this property to pointwise exponential decay. In addition, a special case of Agmon's Theorem 4.4 states that if for some positive, lower semicontinuous function /1(x), H> /l(x) in the sense of quadratic forms on the set of smooth functions compactly supported in {x: p(x, y) > R}, then any square-integrable solution of HU = Eu with E below the essential spectrum of H exhibits Lz exponential decay with respect to an Agmon metric aepending on /i. We shall continue to absorb E into V, and instead assume in this section that V3 C > 0, making the essential spectrum positive.
Thus, if (2.3) has a positive solution on an exterior domain of R" for 1" > 0, then Agmon's technique could use 2 to construct a metric gauging the exponential decay of, say, the Green function G for H. Our interpretation of this state of affairs is more direct, namely that if (2.3) has a solution (setting 2 = l), then the exact formula Gb,, x2) = a(xl )\"4 'I* K(x, , x2) a(x2) ~ "I4 'I2 (3.2) allows the decay of G to be read off that of K with Theorem 3.2. If, as seems likely, Proposition 3.1 is roughly optimal for Laplace-Beltrami operators, then 2 would be an ideal quantity with which to gauge fall-off of solution to Schrddinger equations. We conjecture that (2.3) has solutions for a wide class of H, but, as remarked above, this has not been estabiished.
In Sections 46 we obtain detailed information about one-dimensional Green functions. If v = 2 and V(y) is positive and smooth, then, simply, G(x, y)= K(x, y)/V(y), a= V. Equation For our purposes we merely need to observe that whenever u and w are solutions of (4.2) and A, B, C, and D are numbers, then direct substitution leads after a few lines of calculation to the conclusion that if Here W(u, w} = uw' -wu' is the Wronskian of the two solutions. The formal derivation is justified for, say, VE L', with u, w, and z E AC', and subject to interpreting (4.4) appropriately if z vanishes at some point. It has nothing to do with whether v and w are oscillatory. Our interest will be in the nonoscillatory situation, where -d'/dx* + V> 0, and we shall depart sharply from the earlier uses of which we know for (4.1), by relating it to the Green function, which is well known to have the form '3x, Y) = 40 w(rl)P'{u, ~1, We refer to Z as defined by (4.7) as the diagonal function (for the potential I/ of (4.2) and the boundary conditions 4.6)).
It turns out that the solutions of (4.8) are totally equivalent to the associated Green functions of the operators H: A Green function is determined by its diagonal, and any positive solution of (4.8) is the diagonal of a Green function. This provides an alternative algorithm for solving equations of the form -f" + V'= h(x) for generic h(x) E L*, replacing the solution of the family of differential equations for the Green function, parameterized by y (cf. (4.12) below), by the solution of the single differential equation (4.8) , which happens to be nonlinear. We have not been able to find these straightforward but useful facts noted previously in the literature. .9) holds for the Green function corresponding to boundary conditions (4.6).
Proof As in the proof of Proposition 4.1, let g be the right side of (4.9), and verify (4.11) for x # y and the jump condition to conclude that g is actually the Green function for the appropriate boundary conditions.
If the interval is infinite, it also needs to be remarked that g(x, y) tends to 0 (in fact exponentially fast) as x or y + og with the other fixed, because the boundedness of Z implies the divergence of the integral in (4.9). 1 (
5.8) h h
Here we wish to explore some additional consequences of the Olver condition from an operator-theoretic point of view.
The following theorem provides a selection of useful bounds: THEOREM 5.1. Assume Q, VE L', Q, V3 C>O, and let
If b or c is finite, we impose Q boundary conditions on all operators. Let F(x, y), G(x, y), and _G(x, y) be the associated integral kernels. Let A4 denote the norm of G: L2 --f L2 (this is easily calculated since _G(x, y) is explicitly known). Assume that (5.8) holds for E < 1. Then: (a) In the sense of quadratic forms
IIF-GII Lz j LZ d ME, ( -E(--d+Q+B)dI'-Q-B<E(--d+Q+B), from which it follows that (l-E)(--d+Q+B)< -d+I'<(l+s)(-A++++).
Inverting this leads to (a).
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From (a) we see that One of the most important purposes of the Liouville-Green approximation is the study of solutions of (-h2d2/dx2+ V(x))u=O in the semiclassical limit h + 0. Let Z(x; h) denote the diagonal function for -d2/dx2 + V/h2 with V/h* boundary conditions at some fixed, finite points b, c. We close this section with some semiclassical estimates of Z(x; h), from which semiclassical bounds on solutions u follow by (4.10). For simplicity, we denote a variety of constants as est. All such constants are independent of V and could be estimated. Proof. We apply Theorem 3.5 of [34] , which implies that for any 6 > 0 there is a fifth-degree polynomial spline interpolant V(x; 6) such that lId"J'(x; 6)/dx"l/,,<cst. 6 -"w,,( I', 6).
The explicit formula for the interpolants shows that since V>, C, V(x; 6)~ C as well [35] . We thus get the pointwise estimate from Theorem 5.1:
suplZ(x; h) .2"*( V(x; 6)/h2)"4 -1 I = U(ho,( V, b),G2).
as in Corollary 5. 3 . Since V(x; h) cannot tend uniformly to V(x), the triangle inequality along with (5.12) yields at best IIZ(x; h).2"2V'/4(x)/h"2-l)lLp= O(h/6*+ l).o/,( V, 6).
We now take 6 = hk for any k < 4. 1
SOME SPECTRAL BOUNDS
As a final application of our theory we produce some bounds on the spectra of one-dimensional operators H = -d2/dx2 + V with various boundary conditions. We assume 
