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A GENERALIZATION OF RANDOM MATRIX ENSEMBLE II:
CONCRETE EXAMPLES AND INTEGRATION FORMULAE1
JINPENG AN, ZHENGDONG WANG, AND KUIHUA YAN
Abstract. According to the classification scheme of the generalized random
matrix ensembles, we present various kinds of concrete examples of the gener-
alized ensemble, and derive their joint density functions in an unified way by
one simple formula which was proved in [2]. Particular cases of these examples
include Gaussian ensemble, chiral ensemble, new transfer matrix ensembles,
circular ensemble, Jacobi ensembles, and so on. The associated integration
formulae are also given, which are just many classical integration formulae or
their variation forms.
1. Introduction
Guided by Dyson’s idea in [5], many authors have investigated the method of
deriving the joint density functions of various kinds of random matrix ensembles
in terms of Riemannian symmetric spaces. One of the most important works in
this direction was made by Duen˜ez [4], in which the joint density functions for
the circular ensemble and various kinds of Jacobi ensembles was obtained using an
integration formula associated with the KAK decomposition of compact Lie group,
according to Cartan’s classification of compact irreducible Riemannian symmetric
spaces. The achievement of this direction was summarized by the excellent review
article of Caselle and Magnea [3].
This is a sequel paper of [2], in which a generalization of the random matrix
ensemble was defined. First we give a sketch of the content of [2]. Suppose a Lie
group G acts on an n-dimensional Riemannian manifold X by σ : G × X → X ,
and suppose the induced Riemannian measure dx is G-invariant. Let Y be a closed
submanifold of X with the induced Riemannian measure dy, and let K = {g ∈
G : σg(y) = y, ∀y ∈ Y }. Define the map ϕ : G/K × Y → X by ϕ([g], y) = σg(y).
Let Xz ⊂ X , Yz ⊂ Y be closed subsets of measure zero in X and Y , respectively.
Denote X ′ = X \Xz, Y ′ = Y \ Yz. Suppose the following conditions hold.
(a) (invariance condition) X ′ =
⋃
y∈Y ′
Oy .
(b) (transversality condition) TyX = TyOy ⊕ TyY , ∀y ∈ Y
′.
(c) (dimension condition) dimGy = dimK, ∀y ∈ Y
′.
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2(d) (orthogonality condition) TyY ⊥ TyOy, ∀y ∈ Y
′.
Suppose dµ is a G-invariant smooth measure on G/K, and suppose p(x) is a G-
invariant smooth function on X . Then the system (G, σ,X, p(x)dx, Y, dy) is called a
generalized random matrix ensemble. X and Y are called the integration manifold
and the eigenvalue manifold, respectively. It is proved that there is a quasi-smooth
measure dν on Y , which is called the generalized eigenvalue distribution, such that
ϕ∗(p(x)dx) = dµdν. We write dν as the form dν(y) = P(y)dy = p(y)J(y)dy, where
P(y) = p(y)J(y) is called the generalized joint density function. For y ∈ Y ′ define
the map Ψy : l → TyOy by Ψy(ξ) =
d
dt
∣∣
t=0
σexp tξ(y), ∀ξ ∈ l, where l is a linear
subspace of g such that g = k⊕ l. The main result in [2] is
(1.1) J(y) = C| detΨy|, C = | det((dpi)e|l)|
−1.
If in addition the following covering condition holds:
(e) (covering condition) The map ϕ : G/K × Y ′ → X ′ is a d-sheeted covering
map, with d < +∞.
Then it is also proved in [2] that
(1.2)
∫
X
f(x)p(x)dx =
1
d
∫
Y
(∫
G/K
f(σg(y))dµ([g])
)
dν(y)
for all f ∈ C∞(X) with f ≥ 0 or with f ∈ L1(X, p(x)dx). [2] also give a clas-
sification scheme of the generalized ensembles, that is, the linear ensemble, the
nonlinear noncompact ensemble, the compact ensemble, the group ensemble, the
algebra ensemble, the pseudo-group ensemble, and the pseudo-algebra ensemble.
We should point out that though the proof of Formula (1.1) is not difficult, it
provides a direct and unified way to compute the joint density functions for various
kinds of random matrix ensembles. In this paper we will show that all the classical
ensembles are particular cases of the generalized ensemble, and the corresponding
density functions can be derived directly from (1.1). The density functions for some
new examples of the generalized ensemble can also derived form (1.1) explicitly.
According to the classification scheme of the generalized ensembles which was
given in [2], we will present various kinds of concrete examples of generalized ensem-
ble, and derive their joint density functions explicitly. The associated integration
formulae will also be given. In §2 we will consider the linear ensemble, and present
examples associated with GL(n,K), O(m,n)0, U(m,n), and Sp(m,n). Particular
cases associated with GL(n,K) is the Gaussian ensemble, and particular cases as-
sociated with O(m,n)0, U(m,n), and Sp(m,n) are the chiral ensembles (which are
also called Laguerre ensembles). The four classes of the BdG ensemble and the
two classes of the p-wave ensemble are also particular cases of the linear ensemble.
The associated integration formula is just the integration formula for the Car-
tan decomposition of reductive Lie algebra in [6]. In §3 examples associated with
GL(n,K), O(m,n)0, U(m,n), and Sp(m,n) of the nonlinear noncompact ensemble
will be presented. Particular cases associated with GL(n,K) are the so-called new
transfer matrix ensembles. The three cases of the transfer matrix ensemble are also
particular cases of the nonlinear noncompact ensemble. The associated integration
formula is a variation form of the integration formula for Riemannian symmetric
3space of noncompact type in [6]. In §4 we present examples of the compact ensem-
ble associated with G∗ = GL(n,K) and G = SO(m + n), U(m + n), Sp(m + n).
Particular case associated with GL(n,K) is the circular ensemble, and particular
cases associated with SO(m+ n), U(m+ n), and Sp(m+ n) are Jacobi ensembles.
The associated integration formula is a variation form of the integration formula
for Riemannian symmetric space of compact type in [6]. §5 and §6 will be devoted
to various examples of the group ensemble and the algebra ensemble. Examples as-
sociated with U(n), SO(2n+1), Sp(n), SO(2n), SL(n,C), Sp(n,C), SO(2n,C), and
SO(2n+1,C) will be presented. We note that in some literatures, the group Sp(n)
is denoted by USp(2n). Here we follow the notation in Knapp [8]. The associated
integration formulae will be the Weyl integration formula for compact groups and
the Harish-Chandra’s integration formula for complex semisimple Lie groups, as
well as their Lie algebra version. In §7 we will consider the pseudo-group ensemble
and the pseudo-algebra ensemble, presenting examples associated with SL(2,R)
and GL(n,R). As a corollary of the associated integration formula, we will recover
Harish-Chandra’s integration formula for real reductive group and its Lie algebra
version.
2. Linear ensembles
In this section we consider the linear ensemble. Let G be a real reductive Lie
group with Lie algebra g. Then G admits a global Cartan involution Θ, which
induces a Cartan involution θ of g with the associated Cartan decomposition g =
k ⊕ p. Let K = {g ∈ G : Θ(g) = g}, which is a maximal compact subgroup of G
with Lie algebra k. Let a be a maximal abelian subspace of p, and let A = exp(a)
be the connected subgroup of G with Lie algebra a. Then p =
⋃
k∈K Ak(a), P =⋃
k∈K σk(A). Let M = {k ∈ K : Ak(η) = η, ∀η ∈ a} = {k ∈ K : σk(a) = a, ∀a ∈
A}, m = {ξ ∈ k : [ξ, η] = 0, ∀η ∈ a}, then M is a closed subgroup of K with Lie
algebra m. Let Σ be the restricted root system associated with a with the Weyl
groupW =W (Σ). For λ ∈ Σ, let gλ be the corresponding root space. We choose a
notion of positivity in Σ and denote by Σ+ the set of positive restricted roots. There
is a nondegenerate symmetric bilinear form B on g which is invariant under θ and
Ad(g) for all g ∈ G, and satisfies that k and p are orthogonal under B, B|k is negative
definite, and B|p is positive definite. So 〈ξ, η〉 = −B(ξ, θη) defines an inner product
on g. We write b = a⊥ in p and l = m⊥ in k, then b⊕l =
⊕
λ∈Σ gλ. For each λ ∈ Σ
+
we choose an orthogonal basis {γλ,1, · · · , γλ,βλ} of gλ such that |γλ,j | =
√
2
2 , where
βλ = dim gλ. For each γλ,j , denotes ξλ,j = γλ,j + θγλ,j , ζλ,j = γλ,j − θγλ,j , then
|ξλ,j | = |ζλ,j | = 1, and we have θξλ,j = ξλ,j , θζλ,j = −ζλ,j . So ξλ,j ∈ k∩
⊕
λ∈Σ gλ =
l, ζλ,j ∈ p∩
⊕
λ∈Σ gλ = b. But the set {ξλ,j , ζλ,j : λ ∈ Σ
+, j = 1, · · · , βλ} is linearly
independent, so
{ξλ,j : λ ∈ Σ
+, j = 1, · · · , βλ} ⊂ l
is an orthonormal basis for l, and
{ζλ,j : λ ∈ Σ
+, j = 1, · · · , βλ} ⊂ b
is an orthonormal basis for b. And then we have dim l = dim b =
∑
λ∈Σ+ βλ. Let
P = exp(p), which is a closed submanifold of G satisfies TeP = p. In fact, P is the
identity component of the set {g ∈ G : Θ(g) = g−1} (see [1]). The exponential map
4exp : p→ P is a diffeomorphism, so we can define its inverse map log : P → p. We
also have the global Cartan decomposition G = K × P . It is known that p is an
invariant subspace of the adjoint action Ad|K , and P is also invariant under the
conjugate action of K. We denote Ak = Ad(k)|p and σk(p) = kpk
−1 for k ∈ K and
p ∈ P .
In this section we consider the action Ak of K on p. The inner product 〈·, ·〉
induces a linear Riemannian structure on p, which is K-invariant under the action
Ak. So it induces aK-invariant Riemannian measure dX , which is just the Lebesgue
measure on p. Let p(ξ) be a K-invariant positive smooth function on p, then
p(ξ)dX(ξ) is a K-invariant smooth measure. The Riemannian structure on p also
induces a Riemannian measure dY on a, which is also the Lebesgue measure. Define
the map ϕ : K/M×a→ p by ϕ([k], η) = Ak(η). It is easy to prove that AdM (l) ⊂ l,
so under the natural identification (dpi)e|l : l → T[e](K/M), the AdM -invariant
inner product 〈·, ·〉|l on l induces a K-invariant Riemannian structure on K/M ,
and then induces a K-invariant smooth measure dµ on K/M . These are sufficient
for us to form a concrete example of the generalized random matrix ensemble with
integration manifold p and eigenvalue manifold a.
Theorem 2.1. The system (K,A, p, p(ξ)dX(ξ), a, dY ) is a generalized random ma-
trix ensemble. Its generalized joint density function P(η) = p(η)J(η) is given by
(2.1) J(η) =
∏
λ∈Σ+
|λ(η)|βλ .
Proof. For η ∈ a, we consider the map Ψη : l → TηOη defined by Ψη(ξ) =
d
dt
∣∣
t=0
Aexp tξ(η). We have
Ψη(ξλ,j) =
d
dt
∣∣∣
t=0
Aexp tξλ,j (η)
=[ξλ,j , η]
=− λ(η)(ζλ,j).
So for η ∈ a \
(⋃
λ∈Σ+ kerλ
)
, Ψη is an isomorphism, hence TηOη = Im(Ψη) = b.
Let pz = ϕ(K/M,
⋃
λ∈Σ+ kerλ), then pz and az = pz ∩ a =
⋃
λ∈Σ+ kerλ are lower-
dimensional sets in p and a, respectively (in the sense of [8], Section 8.1), thus they
have measures zero in the corresponding spaces.
Now we check the conditions (a), (b), (c), and (d). Let p′ = p \ pz and a′ =
a ∩ p′ = a \
(⋃
λ∈Σ+ kerλ
)
. We have shown the condition (a) holds. For η ∈ a′, by
the definition of the Riemannian structure on p, Tηp = p = a ⊕ b = Tηa ⊕ TηOη
orthogonally, so the conditions (b) and (d) hold. For η ∈ a′, suppose the isotropic
subgroup associated with η is Kη, then
dimKη =dimK − dimOη
=dimK − dim b
=dimK − dim l
=dimM.
So the condition (c) also holds. This proves the system (K,A, p, p(ξ)dX(ξ), a, dY )
is a generalized random matrix ensemble.
5We have seen above that Ψη(ξλ,j) = −λ(η)(ζλ,j) for each λ ∈ Σ
+ and j =
1, · · · , βλ. By Formula (1.1),
J(η) = C
∏
λ∈Σ+
|λ(η)|βλ ,
where C = | det((dpi)e|l)|
−1. But (dpi)e|l is isometric, so C = 1. This complete the
proof of the theorem. 
From Theorem 2.1 we know that the generalized eigenvalue distribution dν is
given by
(2.2) dν(η) = p(η)
∏
λ∈Σ+
|λ(η)|βλdY (η).
The generalized random matrix ensemble in Theorem 2.1 is called linear ensemble.
Corollary 2.2. Let f ∈ C∞(p) satisfies f ≥ 0 or f ∈ L1(p, p(ξ)dX(ξ)). Then we
have the following integration formula
(2.3)
∫
p
f(ξ)p(ξ)dX(ξ) =
1
|W |
∫
a
(∫
K/M
f(Ak(η))dµ([k])
)
dν(η),
where |W | is order of the Weyl group W .
Proof. By Formula (1.2), it is sufficient to show that the covering condition (e)
holds, and the covering sheet is |W |. For each η ∈ a′, suppose Ak(η) = Ad(k)η = η
for some k ∈ K. Since Ad(k) is an automorphism of g, Ad(k) must fix Zg(η) = g0.
but p is also fixed by Ad(k), so Ad(k) fix g0 ∩ p = a, that is k is in the normalizer
NK(a) = {k ∈ K : Ad(k)(a) = a} of a. But it is known that the analytic Weyl
group W (G,A) = NK(a)/M is coincides with W (Σ) (see [8], Proposition 7.32), so
the action Ad(k) on a coincides with some w ∈ W . But η is a regular element
and w(η) = η, this force that w = 1, that is k ∈ ZK(a) = M . This proves that
for each η ∈ Y ′, the isotropic subgroup Kη = M . Next, also by the relation
W (G,A) = W (Σ), it follows that for each η ∈ a′, Oη ∩ Y ′ has |W | points. By
Corollary 3.6 in [2], ϕ : K/M × Y ′ → X ′ is a |W |-sheeted covering map. This
proves the corollary. 
Remark 2.1. Formula (2.3) has appeared in Helgason [6] (Chapter 1, Theorem
5.17). Here we recover it from the viewpoint of generalized random matrices.
Example 2.1. Let G = GL(n,K), where K is R, C, or H. Then G is real reductive,
when we view GL(n,C) and GL(n,H) as real Lie groups. The Cartan involution of
the Lie algebra g = gl(n,K) can be chosen as θ(ξ) = −ξ∗, where the symbol “ξ∗”
means the transpose of ξ when K = R, and the conjugate transpose when K = C
or H. The corresponding Cartan decomposition is k = {ξ ∈ gl(n,K) : ξ∗ = −ξ},
p = {ξ ∈ gl(n,K) : ξ∗ = ξ}. The space a = {η = diag(x1, · · · , xn) : xk ∈ R}
is a maximal abelian subspace of p in each of the three cases. The corresponding
global Cartan involution of GL(n,K) is Θ(g) = (g∗)−1, and the maximal compact
subgroup K = {g ∈ G : Θ(g) = g} is O(n), U(n), or Sp(n) when K is R, C, or H,
respectively. Let er ∈ a
∗ denotes er(diag(x1, · · · , xn)) = xr for each 1 ≤ r ≤ n,
then one can choose the positive restricted root system as Σ+ = {er − es : 1 ≤
r < s ≤ n}, and βer−es = dim ger−es = β, where β = 1, 2, or 4 when K is R, C,
or H, respectively. Let p(ξ) be a K-invariant positive smooth function on p. Then
6by Theorem 2.1, the density function P(η) = p(η)J(η) for the linear ensemble
(K,A, p, p(ξ)dX(ξ), a, dY ) is determined by
(2.4) J(η) =
∏
1≤r<s≤n
|xr − xs|
β .
If the function p(ξ) is of the particular form p(ξ) = exp(−atrξ2+btrξ+c) such that
p(ξ)dX(ξ) is a probability measure, the linear ensemble (K,A, p, p(ξ)dX(ξ), a, dY )
is just the Gaussian orthogonal, unitary, and symplectic ensembles. Thus we re-
cover the joint density functions for the three cases of Gaussian ensemble from the
viewpoint of generalized random matrix ensemble. 
Example 2.2. Let G = O(m,n)0, U(m,n), or Sp(m,n), which are all real reduc-
tive. These groups are defined to be the connected component of
{g ∈ GL(m+ n,K) : g∗Im,ng = Im,n},
where K = R,C or H, respectively, where Im,n =
(
Im 0
0 −In
)
. Without loss of
generality, we may assume m ≥ n. The Lie algebras o(m,n), u(m,n), and sp(m,n)
of the three groups are
g ={ξ ∈ gl(m+ n,K) : ξ∗Im,n + Im,nξ = 0}
=
{(
A B
B∗ D
)
: A+A∗ = 0, D +D∗ = 0
}
.
The Cartan involution of g can be chosen as θ(ξ) = −ξ∗, and the corresponding
Cartan decompositions is k =
{(
A 0
0 D
)}
, p =
{(
0 B
B∗ 0
)}
. Let Ers denotes the
(m+ n)-by-(m+ n) matrix with 1 at the (r, s)-th entry and 0 elsewhere. Then one
can easily checked the space
(2.5) a =
{
η =
n∑
k=1
xk(Em−k+1,m+k + Em+k,m−k+1) : xk ∈ R
}
is a maximal abelian subspace of p in each of the three cases. The corresponding
global Cartan involution is Θ(g) = (g∗)−1, and the maximal compact subgroupK =
{g ∈ G : Θ(g) = g} = S(O(m)×O(n)) (which means the subgroup of O(m)×O(n)
consists of elements with determinant 1), U(m) × U(n), or Sp(m) × Sp(n) when
G = O(m,n)0, U(m,n), or Sp(m,n), respectively. Let er ∈ a
∗ denotes er(η) = xr
for each 1 ≤ r ≤ n, then one can choose the positive restricted root system as
(2.6) Σ+ = {er ± es : 1 ≤ r < s ≤ n} ∪ {er, 2er : 1 ≤ r ≤ n},
and it can be shown that βer±es = β, βer = β(m − n), and βer = β − 1, where
β = 1, 2, or 4 when G = O(m,n)0, U(m,n), or Sp(m,n) (if βλ = 0 for some λ ∈ Σ
+,
the root λ should be omitted). By Theorem 2.1, we can compute the factor J(η)
as
(2.7) J(η) = 2(β−1)n
∏
1≤r<s≤n
|x2r − x
2
s|
β
n∏
r=1
|xr|
β(m−n+1)−1.
Let p(ξ) be a K-invariant positive smooth function on p, then the density function
P(η) = p(η)J(η) for the three cases of the linear ensemble (K,A, p, p(ξ)dX(ξ), a, dY )
is determined by Formula (2.7). If the function p(ξ) is chosen of the particular
form p(ξ) = exp(−atr(ξξ∗)) such that p(ξ)dX(ξ) is a probability measure, the lin-
ear ensemble (K,A, p, p(ξ)dX(ξ), a, dY ) is just the chiral orthogonal, unitary, and
symplectic ensembles (see [3]). 
7The four classes of the BdG ensemble and the two classes of the p-wave ensemble
are also particular cases of the linear ensemble. For the lack of space, we only
point out what the corresponding groups G and K are. The reader can easily
obtain the other objects and derive their joint density functions from Theorem
2.1. For the BdG ensembles, G = SO(4n,C), Sp(n,C), SO∗(4n), and Sp(n,R),
the corresponding K = SO(4n), Sp(n), U(2n), and U(n), respectively. For the
p-wave ensembles, G = SO(2n + 1,C) and SO∗(4n + 2), the the corresponding
K = SO(2n+ 1) and U(2n+ 1).
3. Nonlinear noncompact ensembles
In some sense, the nonlinear noncompact ensemble is the nonlinear version of the
linear ensemble. But something will be different. Let G be a reductive Lie group,
and keep the notations at the beginning of §2. Recall that the group K acts on
P by σk(p) = kpk
−1. The inner product 〈·, ·〉 induces a G-left invariant and K-bi-
invariant Riemannian structure on G, and then induces Riemannian structures on
P and A as well as the Riemannian measures dx and da on P and A, respectively.
Since the induced Riemannian structure on P is K-invariant, the measure dx on P
is alsoK-invariant. As in the previous section, the inner product −B|l induces a K-
invariant Riemannian structure on K/M , then induces a K-invariant Riemannian
measure dµ. Let p(x) be a K-invariant positive smooth function on P . Define the
map ϕ : K/M ×A→ P by ϕ([k], a) = σk(a). Then we can construct the nonlinear
noncompact ensemble with integration manifold P and eigenvalue manifold A as
follows.
Theorem 3.1. Let the objects be as above. Then the system (K,σ, P, p(x)dx,A, da)
is a generalized random matrix ensemble. Its generalized joint density function
P(a) = p(a)J(a) is given by
(3.1) J(a) = 2dim l
∏
λ∈Σ+
(∣∣∣sinh λ(η)
2
∣∣∣√coshλ(η))βλ ,
where η = log a.
Proof. For a ∈ A, consider the map Ψa : l→ TaOa,Ψa(ξ) =
d
dt
∣∣
t=0
σexp tξ(a). Then
we have
Ψa(ξλ,j) =
d
dt
∣∣∣
t=0
etξλ,jae−tξλ,j
=(dla)
d
dt
∣∣∣
t=0
etAd(a
−1)ξλ,je−tξλ,j
=(dla)
(
Ad(a−1)ξλ,j − ξλ,j
)
=(dla)
(
e−adηξλ,j − ξλ,j
)
=(dla)
(
e−λ(η)γλ,j + e
λ(η)θγλ,j − ξλ,j
)
=(dla)
(
(− sinhλ(η))ζλ,j + (coshλ(η)− 1)ξλ,j
)
.
8Since dla is isometric,
|Ψa(ξλ,j)| =|(− sinhλ(η))ζλ,j + (coshλ(η)− 1)ξλ,j |
=
√
sinh2 λ(η) + (coshλ(η)− 1)2
=2
∣∣∣∣sinh λ(η)2
∣∣∣∣√coshλ(η).
So if λ(η) 6= 0, that is a /∈ exp(kerλ), then |Ψa(ξλ,j)| 6= 0. LetAz =
⋃
λ∈Σ+ exp(kerλ),
then for a ∈ A′ = A\Az, Ψa is an isomorphism. Let Pz = ϕ(K/M,Az) and
P ′ = P\Pz. Then Az and Pz are lower-dimensional sets in A and P , respec-
tively, and it is obvious that condition (a) holds. By the computation above,
Ψa(ξλ,j)⊥TaA, so Im(Ψa) = TaOa⊥TaA. But for a ∈ A
′ dimTaA + dimTaOa =
dim a+dim l = dim p = dimTaP , so TaP = TaA⊕ TaOa orthogonally. This means
conditions (b) and (d) hold. Similar to the proof of Theorem 2.1, the dimension
condition (c) also holds. This proves that the system (K,σ, P, p(x)dx,A, da) is a
generalized random matrix ensemble. Since | det((dpi)e|l)| = 1, by Formula (1.1),
we have
J(a) =|detΨa|
=
∏
λ∈Σ+
βλ∏
j=1
|Ψa(ξλ,j)|
=2dim l
∏
λ∈Σ+
(∣∣∣∣sinh λ(η)2
∣∣∣∣√coshλ(η))βλ .

The above theorem tells us that the generalized eigenvalue distribution dν is
given by
(3.2) dν(a) = 2dim lp(a)
∏
λ∈Σ+
(∣∣∣∣sinh λ(η)2
∣∣∣∣√coshλ(η))βλ da,
where η = log a.
Corollary 3.2. Let f ∈ C∞(P ) satisfies f ≥ 0 or f ∈ L1(P, p(x)dx). Then we
have the following integration formula
(3.3)
∫
P
f(x)p(x)dx =
1
|W |
∫
A
(∫
K/M
f(σk(a))dµ([k])
)
dν(a).
Proof. Similar to the proof of Corollary 2.2, it is sufficient to check the covering
condition (e) hold with covering sheet |W |. But we notice that exp |p : p → P is a
diffeomorphism, and exp |p(pz) = Pz, exp |p(p
′) = P ′. So the proof reduces to that
of Corollary 2.2. 
Note that the space G/K is a Riemannian symmetric space of noncompact type,
and the map φ : G/K → P defined by φ([g]) = gΘ(g)−1 is a diffeomorphism
(see [1]). So Corollary 3.2 can be viewed as an integration formula for symmetric
space of noncompact type. Now we make it precisely. Under the identification
p ∼= T[e](G/K), the inner product B|p induces a G-invariant Riemannian structure
on G/K, and then induces a G-invariant measure dµ1 on G/K. Then we have
9Corollary 3.3. Let f ∈ C∞(G/K) satisfies f ≥ 0 or f ∈ L1(G/K, dµ1). Then
(3.4)
∫
G/K
f([g])dµ1([g]) =
1
|W |
∫
A
(∫
K/M
f([ka])dµ([k])
)
δ(a)da,
where
δ(a) =
∏
λ∈Σ+
|sinhλ(η)|βλ ,
here η = log a.
Proof. First we compute the expression | det(dφ)[a]| for a ∈ A. Choose an orthonor-
mal basis η1, · · · , ηdim a of a. Then the set{
d
dt
∣∣∣
t=0
[aetηj ] : 1 ≤ j ≤ dim a
}⋃{ d
dt
∣∣∣
t=0
[aetζλ,j ] : λ ∈ Σ+, 1 ≤ j ≤ βλ
}
is an orthonormal basis of T[a](G/K). It is easy to show that
(dφ)[a]
(
d
dt
∣∣∣
t=0
[aetηj ]
)
= (dla2)2ηj ,
(dφ)[a]
(
d
dt
∣∣∣
t=0
[aetζλ,j ]
)
= (dla2)2(e
−λ(η)γλ,j − e
λ(η)θγλ,j),
where η = log a. Then
|det(dφ)[a]| =
dim a∏
j=1
|2ηj |
∏
λ∈Σ+
βλ∏
j=1
|2(e−λ(η)γλ,j − e
λ(η)θγλ,j)|
=2dim p
∏
λ∈Σ+
(√
cosh 2λ(η)
)βλ
.
To fulfill the proof of the corollary, we define some auxiliary maps. Let ψ : K/M ×
A → P be ψ([k], a) = ka2k−1, ρ : K/M × A → G/K be ρ([k], a) = [ka], and
sq : A→ A be sq(a) = a2. Then one can easily check that ψ = φ◦ρ = ϕ◦ (id× sq),
form which we can easily get
ρ∗(dµ1) =| det(dφ)[a]|−12dimaJ(a2)dµda
=
∏
λ∈Σ+
|sinhλ(η)|
βλ dµda.
Since ρ = (φ)−1 ◦ϕ ◦ (id× sq) is a |W | sheeted covering map, by Proposition 3.1 in
[2], we get the desired integration formula (3.4). 
Remark 3.1. Formula (3.4) has appeared in Helgason [6] (Chapter 1, Theorem 5.8).
The following two examples are nonlinear versions of Example 2.1 and 2.2 in the
previous section.
Example 3.1. Let G = GL(n,K), where K is R, C, or H. Then G is real re-
ductive. We choose the Cartan involution of g = gl(n,K) as θ(ξ) = −ξ∗, then
the corresponding global Cartan involution of GL(n,K) is Θ(g) = (g∗)−1 (see
Example 2.1). Recall that The corresponding Cartan decomposition of gl(n,K)
is k = {ξ ∈ gl(n,K) : ξ∗ = −ξ}, p = {ξ ∈ gl(n,K) : ξ∗ = ξ}. The space
a = {η = diag(x1, · · · , xn) : xk ∈ R} is a maximal abelian subspace of p for each of
the three cases, and the subgroup A = exp(a) = {a = diag(a1, · · · , an) : ak > 0}.
For K = R, the maximal compact subgroup K = {g ∈ GL(n,R) : (gt)−1 = g}
is O(n). The closed submanifold P = exp(p), which is the identity component of
{g ∈ GL(n,R) : gt = g}, is the set of all real symmetric positive-definite matrices.
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For K = C, the maximal compact subgroup K = {g ∈ GL(n,C) : (g∗)−1 = g} is
U(n). Now the closed submanifold P is the set of all complex Hermitian positive-
definite matrices. For the case that K = H, the maximal compact subgroup
K = {g ∈ GL(n,H) : (g∗)−1 = g} is Sp(n). Now the closed submanifold P , which is
the identity component of {g ∈ GL(n,H) : g∗ = g}, is the set of all quaternion self-
adjoint positive-definite matrices. Recall that we can choose the positive restricted
root system as Σ+ = {er − es : 1 ≤ r < s ≤ n} for each case, and βer−es = β,
where β = 1, 2, or 4 when K = R,C, or H. For a = diag(a1, · · · , an) ∈ A, let
η = log a = diag(x1, · · · , xn) ∈ a, where xk = log ak. Then by Theorem 3.1,
J(a) =2
βn(n−1)
2
∏
1≤r<s≤n
∣∣∣sinh xr − xs
2
∣∣∣β (cosh(xr − xs)) β2(3.5)
=2−
βn(n−1)
4
∏
1≤r<s≤n
|ar − as|
β(a−2r + a
−2
s )
β
2 .
Let p(x) be a K-invariant positive smooth function on P , then the density function
P(a) = p(a)J(a) for the nonlinear noncompact ensemble (K,σ, P, p(x)dx,A, da) is
determined by Formula (3.5). For some particular choice of p(x), these kinds of
ensembles are called the new transfer matrix ensembles in [3]. But their density
functions were not derived there. 
Example 3.2. LetG = O(m,n)0, U(m,n), or Sp(m,n). Without loss of generality,
we assume m ≥ n. The Lie algebra for each of the three groups has been given in
Example 2.2. We choose the Cartan involution of the Lie algebra as θ(ξ) = −ξ∗ with
the corresponding global Cartan involution of the group as Θ(g) = (g∗)−1. Then
the corresponding Cartan decomposition is k =
{(
A 0
0 D
)}
, p =
{(
0 B
B∗ 0
)}
, and
the corresponding maximal compact subgroupK = S(O(m)×O(n)), U(m)×U(n),
or Sp(m) × Sp(n), respectively. It is easy to show that the subgroup A = exp(a)
corresponding to the maximal abelian subspace (2.5) of p is
A =
{
a =
n∑
k=1
ak(Em−k+1,m−k+1 + Em+k,m+k)
+
n∑
k=1
±
√
a2k − 1(Em−k+1,m+k + Em+k,m−k+1) : ak ≥ 1
}
.
In fact, under the exponential map exp : a → A, ak = coshxk. The closed
submanifold P = exp(p) is the identity component of the set {g ∈ G : g∗ = g} for
each case. Recall that we can choose the positive restricted root system as (2.6),
and we have βer±es = β, βer = β(m − n), βer = β − 1, where β = 1, 2, or 4 when
G = O(m,n)0, U(m,n), or Sp(m,n). By Theorem 3.1, the factor J(a) is given by
J(a) =2n(βm−1)
∏
1≤r<s≤n
∣∣∣sinh xr + xs
2
sinh
xr − xs
2
∣∣∣β (cosh(xr + xs) cosh(xr − xs)) β2
n∏
r=1
∣∣∣sinh xr
2
∣∣∣β(m−n) (cosh xr) β(m−n)2 | sinhxr|β−1(cosh 2xr) β−12
=2
n(β(m+1)−2)
2
∏
1≤r<s≤n
|ar − as|
β(a2r + a
2
s − 1)
β
2(3.6)
n∏
r=1
(
(a2r − 1)(2a
2
r − 1)
) β−1
2 (ar(ar − 1))
β(m−n)
2 .
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Let p(x) be a K-invariant positive smooth function on P , then the density function
P(a) = p(a)J(a) for the nonlinear noncompact ensemble (K,σ, P, p(x)dx,A, da) is
given by (3.6). This may be viewed as nonlinear noncompact orthogonal, unitary,
and symplectic ensembles with parameter (m,n). 
The three classes of the transfer matrix ensemble are also particular cases of the
nonlinear noncompact ensemble. The corresponding group G = Sp(n,R), U(n, n),
and SO∗(4n), and the corresponding K = U(n), U(n) × U(n), and U(2n). The
reader can easily obtain the other objects and derive their joint density functions
from Theorem 3.1.
4. Compact ensembles
Consider a connected compact Lie group G with Lie algebra g. Suppose Θ is a
global involutive automorphism of G with the induced involution θ = dΘ of g. Let
K = {g ∈ G : Θ(g) = g}, and let k and p be the eigenspaces of θ with eigenvalue 1
and −1, respectively. Then g = k ⊕ p, and we have [k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k.
Let P = exp(p), then P is invariant under the conjugate action of K. It was
proved in [1] that P is a closed submanifold of G satisfies TeP = p, which is just
the identity component of the set {g ∈ G : Θ(g) = g−1}, and we have G = KP .
Let GC be the complexification of G with Lie algebra gC, then the real Lie algebra
g∗ = k ⊕ p∗ is a real form of gC, where p∗ = ip. Let G∗ be the subgroup of GC
with Lie algebra g∗ such that G ∩ G∗ = K, then G∗ is reductive, and the direct
sum g∗ = k ⊕ p∗ is just the Cartan decomposition of g∗. Note that given G∗,
we can recover the groups GC and G, since GC is a (connected) complexification
of G∗, and G is a maximal compact group of GC. Let a be a maximal abelian
subspace of p, A be the connected subgroup with Lie algebra a, which is a torus of
G. Since K is a maximal compact subgroup of G∗ with Lie algebra k and ia is a
maximal abelian subspace of ip, we have ip =
⋃
k∈K Ad(k)ia. So p =
⋃
k∈K Ad(k)a,
and then P =
⋃
k∈K kAk
−1. We denote σk(p) = kpk−1 for k ∈ K and p ∈ P .
Let M = {k ∈ K : σk(a) = a, ∀a ∈ A}. Then M is a closed subgroup of K
with lie algebra m = {ξ ∈ k : [ξ, η] = 0, ∀η ∈ a}. The Lie algebra g∗ = k ⊕ ip
has the restricted root space decomposition g∗ = (g∗)0 ⊕
⊕
λ∗∈Σ∗(g∗)λ∗ , where
Σ∗ ⊂ ia∗ is the restricted root system of g∗. Define λ = iλ∗ and Σ = iΣ∗, then
Σ = {λ : λ∗ ∈ Σ∗} ⊂ a∗. Let Σ+ ⊂ Σ be the set of positive restricted roots.
As in §2, we can write k = m ⊕ l and p = a ⊕ b orthogonally. We also choose an
orthogonal basis {γλ,1, · · · , γλ,βλ} of (g∗)λ∗ for each λ ∈ Σ
+ with |γλ,j | =
√
2
2 , and
let ξλ,j = γλ,j + θγλ,j , ζλ,j = i(γλ,j − θγλ,j). Then
{ξλ,j : λ ∈ Σ
+, j = 1, · · · , βλ} ⊂ l
is an orthonormal basis for l, and
{ζλ,j : λ ∈ Σ
+, j = 1, · · · , βλ} ⊂ b
is an orthonormal basis for b. And we have dim l = dim b =
∑
λ∈Σ+ βλ. Let
d be a maximal abelian subalgebra of m, then t = a ⊕ d is a maximal abelian
subalgebra of g. Let T be the maximal tours with Lie algebra t, and let ∆ ⊂ t∗
be the corresponding root system. Then Σ = {α|a : α ∈ ∆, α|a 6= 0}. Hence
for each λ ∈ Σ, there exists a character ϑλ of A satisfies ϑλ(e
η) = eiλ(η), ∀η ∈ a.
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Furthermore, we have t⊕
(
g
⋂⊕
α|a=0 giα
)
= a⊕m, where giα is the corresponding
root space in gC (see [8], Formula (6.48c)).
Remark 4.1. The global involution Θ exists if and only if G/K can be endowed
with a Riemannian structure such that it is a Riemannian symmetric space.
Now we consider the action of K on P by σk(p) = kpk
−1. The nondegenerate
bilinear form B∗ on g∗ induces a bi-invariant Riemannian structure on G, such
that the linear subspaces a,m,Rξλ,j,Rζλ,j of g are mutually orthogonal. Similar
to the previous section, it induces the Riemannian measures dx and da on P and
A, and dx is K-invariant. Since P is compact, we can normalize the Riemannian
structure on G such that dx is a probability measure. Choose aK-invariant positive
smooth function p(x) on P . As before, the inner product−B∗|l induce aK-invariant
Riemannian structure and a K-invariant Riemannian measure dµ onK/M . Similar
to the previous section, we define the map ϕ : K/M ×A→ P by ϕ([k], a) = σk(a).
Then we can construct the compact ensemble with integration manifold P and
eigenvalue manifold A as follows.
Theorem 4.1. Let the objects be as above. Then the system (K,σ, P, p(x)dx,A, da)
is a generalized random matrix ensemble. Its generalized joint density function
P(a) = p(a)J(a) is given by
(4.1) J(a) = 2dim l
∏
λ∈Σ+
∣∣∣∣sin λ(η)2
∣∣∣∣βλ ,
where η ∈ a such that eη = a.
Proof. Similar to the proof of Theorem 3.1, for a ∈ A, we have
Ψa(ξλ,j) =
d
dt
∣∣∣
t=0
etξλ,jae−tξλ,j
=(dla)
d
dt
∣∣∣
t=0
etAd(a
−1)ξλ,j e−tξλ,j
=(dla)
(
Ad(a−1)ξλ,j − ξλ,j
)
=(dla)
(
e−adηξλ,j − ξλ,j
)
=(dla)
(
e−λ∗(η)γλ,j + e
λ∗(η)θγλ,j − ξλ,j
)
=(dla)
(
eiλ(η)γλ,j + e
−iλ(η)θγλ,j − ξλ,j
)
=(dla)
(
sinλ(η)ζλ,j + (cosλ(η) − 1)ξλ,j
)
.
So
|Ψa(ξλ,j)| =| sinλ(η)ζλ,j + (cos λ(η) − 1)ξλ,j |
=
√
sin2 λ(η) + (cosλ(η) − 1)2
=2
∣∣∣∣sin λ(η)2
∣∣∣∣ .
Let A′ = {a ∈ A : ϑλ(a) 6= 1, ∀λ ∈ Σ}. For a = eη ∈ A′, eiλ(η) = ϑλ(eη) 6= 1.
This implies λ(η) 6= 2kpi, and hence |Ψa(ξλ,j)| 6= 0. This means that for a ∈ A
′,
Ψa is an isomorphism. Let Az = A\A
′, Pz = ϕ(K/M,Az), and P ′ = P\Pz. Then
similar to the proof of Theorem 3.1, one can easily check that the conditions (a),
(b), (c), and (d) hold. So the system (K,σ, P, dx,A, da) is a generalized random
matrix ensemble. And then
J(a) = 2dim l
∏
λ∈Σ+
∣∣∣∣sin λ(η)2
∣∣∣∣βλ .
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
By the above theorem, the generalized eigenvalue distribution dν is given by
(4.2) dν(a) = 2dim lp(a)
∏
λ∈Σ+
∣∣∣∣sin λ(η)2
∣∣∣∣βλ da,
where η ∈ a satisfies eη = a. Formula (4.2) has been obtained, when p ≡ 1 and
omitting the constant 2dim l, by Duen˜ez [4] using an integration formula associated
with the KAK decomposition of compact groups. Here we recover it from Formula
(1.1) directly.
Corollary 4.2. Let f ∈ C∞(P ) satisfies f ≥ 0 or f ∈ L1(P, p(x)dx). Then we
have the following integration formula
(4.3)
∫
P
f(x)p(x)dx =
1
|W |
∫
A
(∫
K/M
f(σk(a))dµ([k])
)
dν(a),
where W is the Weyl group of the restricted root system Σ.
Proof. We will prove that for each a ∈ A′, the isotropic subgroup Ka = M and
|Oa ∩ A
′| = |W |. Then by Corollary 3.6 in [2], the covering condition (e) holds
and the covering sheet is |W |. By Formula (1.2), we get the desired integration
formulae.
Now we prove Ka = M for a ∈ A
′. First we consider the group ZG(a). It
is obvious that MA ⊂ ZG(a). If ξ ∈ g lies in the Lie algebra of ZG(a), then
Ada(ξ) = ξ, that is, ξ ∈ t ⊕
(
g
⋂⊕
ϑα(a)=1
giα
)
. But by the definition of A′,
α|a 6= 0 implies ϑα(a) 6= 1, so in fact
⊕
ϑα(a)=1
giα =
⊕
α|a=0 giα. Hence ξ ∈
t⊕
(
g
⋂⊕
α|a=0 giα
)
= a⊕m. This implies that the Lie algebra of ZG(a) is a⊕m.
We claim that ZG(a) is connected. In fact, let g ∈ ZG(a), then the closed subgroup
generated by a and g is a closed abelian subgroup of G, hence has a generator
h. Let T1 be a maximal torus of G containing h, then a, g ∈ T1. This implies
g ∈ T1 ⊂ ZG(a), thus there is a continuous path in T1 ⊂ ZG(a) connecting g and
e. In a word, ZG(a) is the connected subgroup of G with Lie algebra a ⊕ m. But
MA ⊂ ZG(a), so in fact ZG(a) =MA. (This also shows MA is connected.) Hence
Ka = ZK(a) = ZG(a) ∩K = MA ∩K = M . Here the equality MA ∩K = M can
be shown by an easy argument. Next we show that |Oa∩A
′| = |W | for each a ∈ A′.
By the definition of A′, Zp(a) := {ξ ∈ p : Ada(ξ) = ξ} = a, ∀a ∈ A′. If some k ∈ K
such that σk(a) = kak
−1 ∈ A′, then Adk(a) = Adk(Zp(a)) = Zp(σk(a)) = a, that
is, k ∈ NK(a). Hence |Oa ∩ A
′| = [NK(a) : ZK(a)] = [NK(a) : M ] = |W |. This
complete the proof of the corollary. 
As we have pointed out in Remark 4.1, the space G/K is a Riemannian symmet-
ric space of compact type. The map φ : G/K → P defined by φ([g]) = gΘ(g)−1 is a
diffeomorphism (see [1]). So similar to Corollary 3.3, we can derive an integration
formula for symmetric space of compact type. Let Γ = A ∩ K, which is a finite
group. We define the G-invariant measure dµ1 on G/K as in Corollary 3.3.
Corollary 4.3. Under the above conditions, we have
(4.4)
∫
G/K
f([g])dµ1([g]) =
1
|Γ||W |
∫
A
(∫
K/M
f([ka])dµ([k])
)
δ(a)da,
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where
δ(a) =
∏
λ∈Σ+
|sinλ(η)|
βλ ,
here η ∈ a is chosen such that eη = a.
Proof. If we define the twisted conjugate action of G on P by τg(p) = gpΘ(g)
−1
(note that τk = σk for k ∈ K), then it is easy to show that the measure dx is
G-invariant, and (φ−1)∗(dµ1) = 2− dim pdx. As in Corollary 3.3, we define the maps
ψ : K/M ×A→ P by ψ([k], a) = ka2k−1, ρ : K/M ×A→ G/K by ρ([k], a) = [ka],
and sq : A→ A by sq(a) = a2. We also have ψ = φ ◦ ρ = ϕ ◦ (id× sq), form which
one can easily get
ρ∗(dµ1) =
∏
λ∈Σ+
|sinλ(η)|
βλ dµda.
Since Γ = ker(sq), ρ = (φ)−1 ◦ ϕ ◦ (id× sq) is a |Γ||W |-sheeted covering map. By
Proposition 3.1 in [2], the desired integration formula (3.4) is proved. 
Remark 4.2. Formula (4.4) has appeared in Helgason [6] (Chapter 1, Theorem
5.10).
Example 4.1. Let G∗ = GL(n,K), where K = R, C, or H. We recover GC and G
below, and see what the corresponding compact ensemble is.
First consider the case G∗ = GL(n,R). Its Lie algebra g∗ = gl(n,R). (G∗)C =
GL(n,C) is a connected complexification of GL(n,R), and G = U(n) is a maximal
compact subgroup of GC. Now k = g ∩ g∗ = u(n) ∩ gl(n,R) = so(n), and K =
G∩G∗ = U(n)∩GL(n,R) = O(n). In the associated Cartan decomposition of g∗ =
k⊕p∗, the space p∗ = {ξ ∈ gl(n,R) : ξt = ξ}, so p = ip∗ = {iξ : ξ ∈ gl(n,R), ξt = ξ},
and g = k⊕p. In fact, the global involution Θ(g) = (gt)−1 ofG = U(n) is compatible
with the above scheme. One can prove that the set {g ∈ U(n) : Θ(g) = g−1} of
symmetric unitary matrices is connected, so we have P = exp(p) = {g ∈ U(n) :
gt = g}, that is, the set of n-by-n symmetric unitary matrices. The groupK = O(n)
acts on P by σk(p) = kpk
−1. The space a = {η = diag(ix1, · · · , ixn) : xk ∈ R}
is a maximal abelian subspace of p, and the corresponding eigenvalue manifold
A = exp(a) = {a = diag(a1, · · · , an) : ak = e
ixk}.
Next we let G∗ = GL(n,C). Since g∗ = gl(n,C) has a complex structure itself,
gC ∼= gl(n,C) ⊕ gl(n,C) as complex Lie algebras (see Theorem 6.94 in [8]). So
GL(n,C)×GL(n,C) is a complexification of GL(n,C), if we identify G∗ = GL(n,C)
with the subgroup G′∗ = {(g, g) : g ∈ GL(n,C)} of GL(n,C)×GL(n,C). The group
G = U(n) × U(n) is a maximal compact subgroup of GC. Now K = G ∩ G
′
∗ =(
U(n) × U(n)
)
∩ {(g, g) : g ∈ GL(n,C)} = {(g, g) : g ∈ U(n)} ∼= U(n), and
k = g ∩ g′∗ = {(ξ, ξ) : ξ ∈ u(n)} ∼= u(n). So in the associated Cartan decomposition
of g∗ = k⊕p∗, the space p∗ ∼= {(ξ, ξ) : ξ = ξ∗}, so p = ip∗ ∼= {(ξ, ξt) : ξ ∈ u(n)}, and
g = k⊕p. Hence P = exp(p) = {(p, pt) : p ∈ U(n)}, which is differmorphic to U(n).
In fact, the global involution Θ(g1, g2) = (g2, g1) of G = U(n)×U(n) is compatible
with the above scheme. The group K = {(g, g) : g ∈ U(n)} acts on P = {(p, pt) :
p ∈ U(n)} by σk(p) = kpk
−1, that is, σ(g,g)(p, pt) = (gpg−1, gptgt). So under the
identification of G∗ with G′∗, K = P ∼= U(n), and the action σ is just the conjugate
action of U(n). The space a = {(diag(ix1, · · · , ixn), diag(ix1, · · · , ixn)) : xk ∈ R}
is a maximal abelian subspace of p, so under the identification of g∗ with g′∗, a ∼=
15
{η = diag(ix1, · · · , ixn) : xk ∈ R}. Then the corresponding eigenvalue manifold
A = exp(a) = {a = diag(a1, · · · , an) : ak = e
ixk}.
Now we let G∗ = GL(n,H). To see what the complexification GL(n,H)C is,
we expand the definition of the quaternions. Recall that an quaternion in H is an
element of the form z0 + iz1 + jz2 + kz3, where zl ∈ R. The multiplication in H is
defined by the linear expansion of the relation
(4.5) i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.
Under this multiplication, H is a division algebra over R. Our expanded quaternion
is the element of the form z0 + iz1 + jz2 + kz3, where zl ∈ C. We denote the set
of all such elements by HC. The multiplication in HC is defined by the complex
linear extension of the relation (4.5). This makes HC an algebra over C, and HC is
the complexification of H. But HC is not divisible. We denote the set of all n-by-
n matrices with entries in HC by gl(n,HC), and the set of all invertible elements
in gl(n,HC) by GL(n,HC). GL(n,HC) is a Lie group with Lie algebra gl(n,HC).
Then it is easy to see that gl(n,HC) = gl(n,H)C, GL(n,HC) = GL(n,H)C. In fact,
gl(n,HC) ∼= gl(2n,C) as Lie algebras over C. The isomorphism can be defined as
follows. For ξ ∈ gl(n,HC), let ξ = ξ0 + iξ1 + jξ2 + kξ3, where ξl ∈ gl(n,C). Define
Φ(ξ) =
(
ξ0 + iξ1 ξ2 + iξ3
−ξ2 + iξ3 ξ0 − iξ1
)
∈ gl(2n,C),
then Φ is an isomorphism. In particular, we have HC ∼= gl(2,C). For ξ = ξ0+ iξ1+
jξ2 + kξ3 ∈ gl(n,HC), define the conjugation ξ of ξ by ξ = ξ0 + iξ1 + jξ2 + kξ3,
and the dual ξR of ξ by ξR = ξt0 − iξ
t
1 − jξ
t
2 − kξ
t
3. Define ξ
∗ = (ξ)R. Denote
U(n,HC) = {g ∈ GL(n,HC) : gg
∗ = In}, u(n,HC) = {ξ ∈ gl(n,HC) : ξ + ξ∗ = 0},
then G = U(n,HC) is a maximal compact subgroup of GL(n,HC) with Lie algebra
u(n,HC), and K = G∗ ∩ G = Sp(n). Note that under the isomorphism Φ above,
U(n,HC) ∼= U(2n). It is easy to show that p = {ξ ∈ u(n,HC) : ξ
R = ξ}, and
P = {p ∈ U(n,HC) : p
R = p}, which is the set of self-dual unitary matrices in
GL(n,HC). In fact, the global involution Θ(g) = g of G = U(n,HC) is compatible
with the above scheme. The group Sp(n) acts on P by σk(p) = kpk
−1. The space
a = {η = diag(ix1, · · · , ixn) : xk ∈ R} is a maximal abelian subspace of p, and
the corresponding eigenvalue manifold A = exp(a) = {a = diag(a1, · · · , an) : ak =
eixk}.
We can choose the set of positive restricted roots as Σ+ = {er − es : 1 ≤
r < s ≤ n} for each case, and βer−es = β, where β = 1, 2 or 4 when G∗ =
GL(n,R), GL(n,C), or GL(n,H), respectively. Let p(x) be a K-invariant positive
smooth function on P . By Theorem 4.1, the density function P(a) = p(a)J(a) for
the compact ensemble (G, σ, P, p(x)dx,A, da) is determined by
J(a) =2
βn(n−1)
2
∏
1≤r<s≤n
∣∣∣sin xr − xs
2
∣∣∣β(4.6)
=
∏
1≤r<s≤n
|ar − as|
β .
In the particular case that p ≡ 1, the corresponding ensembles is just the three
cases of the circular ensemble. 
Example 4.2. Let G = SO(m + n), U(m + n), or Sp(m + n). We choose the
global involution Θ of G as Θ(g) = Im,ngIm,n, then K = {g ∈ G : Θ(g) =
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g} = S(O(m) × O(n)), U(m) × U(n), or Sp(m) × Sp(n), respectively, and P =
{g ∈ G : Θ(g) = g−1}0 = {g ∈ G : (Im,ng)2 = Im+n}0. The induced in-
volution θ = dΘ of g is θ(ξ) = Im,nξIm,n for ξ ∈ g, and the corresponding
k =
{(
A 0
0 D
)
: A+A∗ = 0, D +D∗ = 0
}
, p =
{(
0 B
−B∗ 0
)}
. The space
a =
{
η =
n∑
k=1
xk(Em−k+1,m+k − Em+k,m−k+1) : xk ∈ R
}
is a maximal abelian subspace of p, and the corresponding
A =
{
a =
n∑
k=1
ak(Em−k+1,m−k+1 + Em+k,m+k)
±
n∑
k=1
√
1− a2k(Em−k+1,m+k + Em+k,m−k+1) : ak ∈ [−1, 1]
}
.
In fact, under the exponential map, ak = cosxk. It is easy to show that G∗ is
isomorphic to O(m,n)0, U(m,n), or Sp(m,n) when G = SO(m+ n), U(m+ n), or
Sp(m + n), and the positive restricted root system Σ+ and the associated βλ for
λ ∈ Σ+ are the same as in Example 2.2 for each of the three cases. A computation
similar to that of in Example 3.2 shows that
(4.7) J(a) = 2
n(β(m+1)−2)
2
∏
1≤r<s≤n
|ar − as|
β
n∏
r=1
|1 + ar|
β−1
2 |1− ar|
β(m−n+1)−1
2 ,
where β = 1, 2, or 4 when G = SO(m+ n), U(m+ n), or Sp(m+ n), respectively.
Let p(x) be a K-invariant positive smooth function on P , then the density function
P(a) = p(a)J(a) for the compact ensemble (K,σ, P, p(x)dx,A, da) is determined
by (4.7). In the particular case that p ≡ 1, These are just three cases of the Jacobi
ensembles in Duen˜ez [4]. 
5. Group and algebra ensembles associated with compact groups
In this section we examine the group ensemble and algebra ensemble associated
with connected compact Lie group. First we give some general arguments.
Suppose G is a Lie group with Lie algebra g. Consider the conjugate action
σg(h) = ghg
−1 of G on itself and the adjoint action Adg = dσg of G on g. To get
the group and algebra ensembles, we need a σ-invariant smooth measure p(g)dg
on G and an Ad-invariant smooth measure p(ξ)dX(ξ) on g, where dg is the Haar
measure on G and dX is the Lebesgue measure on g. One can easily show that such
measures exist if and only if G is unimodular. In this case, we can always endow
Riemannian structures on G and g inducing the measure dg and dX , respectively.
To choose the zero measure subsets Xz and Yz, we need to consider the set of
singular elements in Lie groups and Lie algebras. We denote the sets of regular
elements and singular elements in a Lie group G by Gr and Gs, and denote the sets
of regular elements and singular elements in a Lie algebra g by gr and gs.
Lemma 5.1. Let M be a real or complex analytic manifold, f an analytic function
on M which is not identically zero. Then the set {x ∈ M : f(x) = 0} has measure
zero.
17
Proof. Because a complex manifold is automatically real analytic, we need only to
prove the real case. In the following we always let f be an analytic function on M
which is not identically zero. We denote the zero set of f by Z. First we suppose
M = (−1, 1)n = {(x1, · · · , xn) ∈ R
n : xj ∈ (−1, 1), j = 1, · · · , n}. We prove by
induction that the zero set Z of f has measure zero. For n = 1 the conclusion is
obvious true. Suppose the conclusion is true for n−1. Then for the case of n, since
f is not identically zero, the set
A = {x1 ∈ (−1, 1) : f(x1, · · · , xn) = 0, ∀xj ∈ (−1, 1), j = 2, · · · , n}
is discrete, which must have measure zero in (−1, 1). For x1 ∈ (−1, 1) \ A, by the
induction hypothesis, Z∩({x1}×(−1, 1)
n−1) has measure zero in {x1}×(−1, 1)n−1.
So by Fubini’s Theorem,∫
(−1,1)n
χZdx1 · · · dxn
=
∫
x1∈(−1,1)\A
(∫
{x1}×(−1,1)n−1
χZ(x1, · · · , xn)dx2 · · · dxn
)
dx1
=0,
where χZ is the characteristic function of Z. Hence Z has measure zero. For the
general M , we can choose countable may coordinate charts {Uj}j∈N covering M
such that Uj is diffeomorphic to (−1, 1)
n, ∀j ∈ N. Then f is not identically zero on
each Uj . Let ν be an smooth measure onM , then ν(Z) ≤
∑∞
j=1 ν(Z ∩Uj) = 0. 
Proposition 5.2. The set of singular elements in a Lie group or a Lie algebra
always has measure zero.
Proof. Since the set of singular elements is defined to be the zero locus of some
analytic function, the proposition is obvious from the above Lemma. 
Suppose G is a connected compact group. Choose an Ad-invariant inner product
〈·, ·〉 on g. Then it induces a bi-invariant Riemannian structure on G and an Ad-
invariant linear Riemannian structure on g, and then induces a Haar measure dg
on G and an Ad-invariant Lebesgue measure dX on g. Without loss of generality,
we may assume dg is a probability measure. Let pgrp(g) and palg(ξ) be σ-invariant
smooth function on G and Ad-invariant smooth function on g, respectively. Let T
be a maximal torus of G with Lie algebra t. Then the Riemannian structure on
G also induces a Haar measure dt on T , and the Riemannian structure on g also
induces a Lebesgue measure dY on t. Under the identification t⊥ ∼= T[e](G/T ), the
inner product 〈·, ·〉 induces a G-invariant Riemannian structure on G/T , and then
induces a G-invariant measure dµ on G/T . Since T = {g ∈ G : σg(t) = t, ∀t ∈
T } = {g ∈ G : Adg(η) = η, ∀η ∈ t}, we can form the maps ϕ
grp : G/T × T → G
and ϕalg : G/T × t → g by ϕgrp([g], t) = σg(t), ϕ
alg([g], η) = Adg(η), respectively.
Let ∆ ⊂ t∗ be the root system. For α ∈ ∆, let ϑα be the character of T defined by
ϑα(e
η) = eiα(η), ∀η ∈ t.
Theorem 5.3. Let the objects be as above. Then
(1) (G, σ,G, pgrp(g)dg, T, dt) is a generalized random matrix ensemble. Its general-
ized joint density function P(t) = pgrp(t)Jgrp(t) is given by
(5.1) Jgrp(t) =
∏
α∈∆
|1− ϑα(t
−1)|.
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(2) (G,Ad, g, palg(ξ)dX(ξ), t, dY ) is a generalized random matrix ensemble. Its
generalized joint density function P(η) = palg(η)Jalg(η) is given by
(5.2) Jalg(η) =
∏
α∈∆
|α(η)|.
Proof. Let Gz = Gs, Tz = T ∩ Gz. By Proposition 5.2, Gz has measure zero in G.
Since Tz =
⋃
α∈∆ kerϑα, Tz has measure zero in T . Let G
′ = G \ Gz = Gr and
T ′ = T \ Tz. By the theory of compact Lie groups, one can easily show that the
conditions (a), (b), (c), and (d) hold, and then uses Formula (1.1) to prove formula
(5.1). This proves (1). (2) can be proved similarly. 
Corollary 5.4. Let G be a compact group with a maximal torus T , and let g and
t be their Lie algebras. Then we have
(5.3)
∫
G
f(g)dg =
1
|W |
∫
T
(∫
G/T
f(σg(t))dµ([g])
)
Jgrp(t)dt,
(5.4)
∫
g
f(ξ)dX(ξ) =
1
|W |
∫
t
(∫
G/T
f(Adg(η))dµ([g])
)
Jalg(η)dY (η).
Proof. Using Corollary 3.6 in [2], one can easily shows that for both cases in The-
orem 5.3, the covering condition (e) holds, and the covering sheet is |W |. So the
corollary directly from Formula (1.2). 
Remark 5.1. Formula (5.3) is just the Weyl integration formula for compact Lie
groups. (5.4) can be viewed as the linear version of the the Weyl integration formula.
Here we recover them from the viewpoint of generalized random matrices.
Example 5.1. Let G = U(n), SO(2n+ 1), Sp(n), or SO(2n). We derive the joint
density functions for the corresponding group ensemble and algebra ensemble by
deriving the factor Jalg(η) and Jgrp(t) for each case.
First we let G = U(n). Then T = {t = diag(t1, · · · , tn) : |tk| = 1} is a maximal
torus of U(n) with Lie algebra t = {η = diag(ix1, · · · , ixn) : xk ∈ R}. The
associated root system ∆ = {±(er − es) : 1 ≤ r < s ≤ n}, where er ∈ t
∗ is defined
by er(diag(ix1, · · · , ixn)) = xr. Then by Theorem 5.3, for the algebra ensemble
(U(n),Ad, u(n), p(ξ)dX(ξ), t, dY ), the factor
(5.5) Jalg(η) =
∏
1≤r<s≤n
|xr − xs|
2.
And for the group ensemble (U(n), σ, U(n), dg, T, dt), the density function
(5.6) Jgrp(t) =
∏
1≤r<s≤n
|1− ei(xr−xs)|2 =
∏
1≤r<s≤n
|tr − ts|
2,
where we have chosen η = diag(ix1, · · · , ixn) ∈ t such that t = e
η.
Next we consider the caseG = SO(2n+1). Then the maximal torus of SO(2n+1)
can be chosen as
T =
{
t = diag
((
t1 −t′1
t′1 t1
)
, · · · ,
(
tn −t′n
t′n tn
)
, 1
)
: tk, t
′
k ∈ [−1, 1], t
2
k + t
′2
k = 1
}
,
whose Lie algebra is
t =
{
η = diag
((
0 −x1
x1 0
)
, · · · ,
(
0 −xn
xn 0
)
, 0
)
: xk ∈ R
}
.
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The root system ∆ = {±(er + es),±(er − es) : 1 ≤ r < s ≤ n} ∪ {±er : 1 ≤
r ≤ n}, where er(η) = xr. By Theorem 5.3, for the algebra ensemble (SO(2n +
1),Ad, so(2n+ 1), p(ξ)dX(ξ), t, dY ), the factor
(5.7) Jalg(η) =
∏
1≤r<s≤n
|xr + xs|
2|xr − xs|
2
n∏
r=1
|xr|
2 =
∏
1≤r<s≤n
|x2r − x
2
s|
2
n∏
r=1
|xr|
2.
If for t ∈ T we choose η ∈ t such that t = eη, that is, tk = cosxk, t
′
k = sinxk, then
the density function for the group ensemble (SO(2n + 1), σ, SO(2n + 1), dg, T, dt)
is
Jgrp(t) =
∏
1≤r<s≤n
|1− ei(xr+xs)|2|1− ei(xr−xs)|2
n∏
r=1
|1− eixr |2(5.8)
=2n
2 ∏
1≤r<s≤n
(tr − ts)
2
n∏
r=1
(1− tr).
Now we let G = Sp(n). Then T = {t = diag(t1, · · · , tn, t1, · · · , tn) : |tk| = 1} is a
maximal torus of U(n) with Lie algebra t = {η = diag(x1, · · · , xn,−x1, · · · ,−xn) :
xk ∈ R}. The root system ∆ = {±(er + es),±(er − es) : 1 ≤ r < s ≤ n} ∪ {±2er :
1 ≤ r ≤ n}, where er(η) = xr . So by Theorem 5.3, for the algebra ensemble
(Sp(n),Ad, sp(n), p(ξ)dX(ξ), t, dY ), the factor
(5.9) Jalg(η) =
∏
1≤r<s≤n
|xr + xs|
2|xr − xs|
2
n∏
r=1
|2xr|
2 = 22n
∏
1≤r<s≤n
|x2r − x
2
s|
2
n∏
r=1
|xr|
2.
For t ∈ T , choose η ∈ t such that eη = t, then the density function for the group
ensemble (Sp(n), σ, Sp(n), dg, T, dt) is
Jgrp(t) =
∏
1≤r<s≤n
|1− ei(xr+xs)|2|1− ei(xr−xs)|2
n∏
r=1
|1− e2ixr |2(5.10)
=
∏
1≤r<s≤n
|tr − ts|
2|1− trts|
2
n∏
r=1
|1− t2r|
2.
For the last group G = SO(2n), the maximal torus of SO(2n+1) can be chosen
as
T =
{
t = diag
((
t1 −t′1
t′1 t1
)
, · · · ,
(
tn −t′n
t′n tn
))
: tk, t
′
k ∈ [−1, 1], t
2
k + t
′2
k = 1
}
,
whose Lie algebra is
t =
{
η = diag
((
0 −x1
x1 0
)
, · · · ,
(
0 −xn
xn 0
))
: xk ∈ R
}
.
The root system ∆ = {±(er + es),±(er − es) : 1 ≤ r < s ≤ n}, where er(η) = xr.
Then by Theorem 5.3, for the algebra ensemble (SO(2n),Ad, so(2n), p(ξ)dX(ξ), t, dY ),
the factor
(5.11) Jalg(η) =
∏
1≤r<s≤n
|xr + xs|
2|xr − xs|
2 =
∏
1≤r<s≤n
|x2r − x
2
s|
2.
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If for t ∈ T we choose η ∈ t such that t = eη, then the density function for the
group ensemble (SO(2n), σ, SO(2n), dg, T, dt) is
Jgrp(t) =
∏
1≤r<s≤n
|1− ei(xr+xs)|2|1− ei(xr−xs)|2(5.12)
=2n(n−1)
∏
1≤r<s≤n
(tr − ts)
2.
Let pgrp(g) and palg(ξ) be σ-invariant smooth function on G and Ad-invariant
smooth function on g, then the density functions P(t) = pgrp(t)Jgrp(t) and P(η) =
palg(η)Jalg(η) for the group ensemble (G, σ,G, pgrp(g)dg, T, dt) and the algebra en-
semble (G,Ad, g, palg(ξ)dX(ξ), t, dY ) are determined by the above formulae. In the
particular case that pgrp ≡ 1, these four classes of group ensembles were particularly
interesting for number theorist, since they have close relation with the distribution
of the Riemann zeta function and L-functions (see [7]). Note that when pgrp ≡ 1,
the group ensemble associated with U(n) is just the circular unitary ensemble, and
for suitable choice of palg, the algebra ensemble associated with U(n) is just the
Gaussian unitary ensemble up to multiplication by i. 
6. Group and algebra ensembles associated with complex semisimple
Lie groups
Now we consider the group ensemble and the algebra ensemble associated with
a connected complex semisimple Lie group G with lie algebra g. Let h be a Cartan
subalgebra of g, H be the connected Lie subgroup of G with lie algebra h, which
is called a Cartan subgroup of G. Then H = {g ∈ G : σg(h) = h, ∀h ∈ H} = {g ∈
G : Adg(η) = η, ∀η ∈ h}. Similarly We can define the map ϕ
grp : G/H ×H → G
and ϕalg : G/H × h → g by ϕgrp([g], h) = σg(h), ϕ
alg([g], η) = Adg(η). Note that
unlike the case for compact Lie groups, the maps ϕgrp and ϕalg are not surjective
in general, but every regular element of G or g lies in the image of ϕgrp or ϕalg.
Let ∆ = ∆(g, h) be the root system. For each α ∈ ∆, Let ϑα be the restriction
of the adjoint representation of H on the root space gα. Note that ϑα(e
η) = eα(η)
for η ∈ h. Choose a left invariant Riemannian structure on G such that h and
the root spaces gα are mutually orthogonal. It induces Haar measures dg, dh on
G and H , and the associated linear Riemannian structure on g induces Lebesgue
measures dX, dY on g and h. We choose a Riemannian structure on G/H which
induces a G-invariant Riemannian measure dµ on G/H , such that the identification
h⊥ =
⊕
α∈∆ gα ∼= T[e](G/H) is isometric. To simplify to notations, we let the
functions pgrp ≡ 1 and palg ≡ 1.
Theorem 6.1. Let the objects be as above. Then
(1) (G, σ,G, dg,H, dh) is a generalized random matrix ensemble. Its generalized
joint density function P(h) = Jgrp(h) is given by
(6.1) Jgrp(h) =
∏
α∈∆
|1− ϑα(h
−1)|2.
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(2) (G,Ad, g, dX, h, dY ) is a generalized random matrix ensemble. Its generalized
joint density function P(η) = Jalg(η) is given by
(6.2) Jalg(η) =
∏
α∈∆
|α(η)|2.
Proof. We first prove (1). Let Gz = Gs, Hz = H ∩ Gz =
⋃
α∈∆ kerϑα, then Gz
and Hz has measure zero in G and H , respectively. Let G
′ = G \ Gz = Gr and
H ′ = H \Hz. We prove the conditions (a), (b), (c), and (d) hold. For every g ∈ G′,
there is some g′ ∈ G such that σg′ (g) ∈ H ′, so every orbit in G′ intersects H ′.
Then the invariance condition (a) holds. We denote g1 =
⊕
α∈∆ gα. For h ∈ H ,
consider the map Ψh : g1 → ThOh, Ψh(ξ) =
d
dt
∣∣
t=0
σexp tξ(h). If we identify ThG
with g = TeG by left translation, we have, for ξ ∈ gα,
Ψh(ξ) =(dlh−1)h
d
dt
∣∣∣
t=0
exp(tξ)h exp(−tξ)
=
d
dt
∣∣∣
t=0
(
h−1 exp(tξ)h
)
exp(−tξ)
=Ad(h−1)(ξ)− ξ
=
(
ϑα(h
−1)− 1
)
ξ.
If h ∈ H ′, ϑα(h−1) − 1 6= 0, ∀α ∈ ∆, so Ψh is an isomorphism from g1 onto
ThOh = g1. Then we have ThG = h ⊕ ThOh orthogonally, that is, the conditions
(b) and (d) hold. By Corollary 7.106 in [8], the identity component of Gh is H ,
∀h ∈ H ′, so the dimension condition (c) also holds. We have shown that Ψh acts
on g1 =
⊕
α∈∆ gα diagonally with eigenvalues {λα = ϑα(h
−1) − 1 : α ∈ ∆}. Each
eigenspace has complex dimension 1, But what we are looking for is the norm of
the “determinant” | detΨh| of Ψh, which was regarded as a real linear map. Note
that if we view C as a 2-dimensional real vector space with a basis (1, i), then
multiplication by λα induces a linear transformation with matrix
(
Reλα −Imλα
Imλα Reλα
)
,
whose determinant is |λα|
2. Note that the identification g1 ∼= T[e](G/H) is isometric,
we have
Jgrp(h) =|detΨh|
=
∏
α∈∆
|λα|
2
=
∏
α∈∆
|ϑα(h
−1)− 1|2.
This proves (1). The proof of (2) is similar but more easy. We omit it here. 
Corollary 6.2. Let G be a complex semisimple Lie group with a Cartan subgroup
H, and let g and h be their Lie algebras. Then we have
(6.3)
∫
G
f(g)dg =
1
|W |
∫
H
(∫
G/H
f(σg(h))dµ([g])
)
Jgrp(h)dh,
(6.4)
∫
g
f(ξ)dX(ξ) =
1
|W |
∫
h
(∫
G/H
f(Adg(η))dµ([g])
)
Jalg(η)dY (η),
where W =W (∆) is the Weyl group.
Proof. By Formula (1.2), it is sufficient to check the covering condition (e) for
both cases and show the covering sheet is |W |. For the Lie algebra case, by the
structure theory of complex semisimple Lie group, for every η ∈ h′, the isotropic
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subgroup Gη of G associated with η equals to H . It is also known that for every
ξ ∈ g′, there exists some g ∈ G such that Adg(ξ) ∈ h′. Such Adg are labelled by
NG(h) = {τ ∈ Int(g) : τ(h) = h}, that is, if Adg and Adg′ both send ξ into h
′, then
Adg = τ ◦ Adg′ for some τ ∈ NG(h), and such τ is unique. But it is known that
W ∼= NG(h)/H . So every orbit in g
′ intersects h′ at |W | points. By Corollary 3.6
in [2], the covering condition (e) holds for the Lie algebra case, and the covering
sheet is |W |.
Now we prove the Lie group case. We want to show that ∀g ∈ G′, (ϕgrp)−1(g)
has |W | points. By the same reason as in the proof of Corollary 3.6 in [2], we
need only to show the case g ∈ H ′, and the general case can be reduced to it.
Thus we let h ∈ H ′, and let g1, · · · , g|W | ∈ NG(h), one in each component. Then
{([gi], g
−1
i hgi) : i = 1, · · · , |W |} ⊂ (ϕ
grp)−1(h). Let ([g], h′) ∈ (ϕgrp)−1(h), then
gh′g−1 = h. But h and h′ are regular, their centralizer in g must be the Cartan
subalgebra h. So Ad(g) fixes h, and then g ∈ NG(h), so ([g], h
′) = ([gi0 ], g
−1
i0
hgi0)
for some i0 ∈ {1, · · · , |W |}. Thus in fact we have (ϕ
grp)−1(h) = {([gi], g−1i hgi) : i =
1, · · · , |W |}, which has |W | point. By Proposition 3.5 in [2], ϕgrp is a |W | sheeted
covering map. 
Remark 6.1. Notice that when we prove ϕgrp is a covering map, we make use of
Proposition 3.5 in [2] directly, ignoring Corollary 3.6 in [2]. In fact, the conditions
of Corollary 3.6 in [2] are not satisfied in general, that is, here the phenomena of
sudden variation of the isotropic subgroups may happens (see Remark 3.2 in [2]).
G = SL(2,C)/{±1} is such an example. For details see ([8], Section 7.8).
Remark 6.2. Formula (6.3) is just Harish-Chandra’s integration formula for complex
semisimple Lie groups. (6.4) is the linear version of (6.3). Here we recover them
form the viewpoint of generalized random matrices.
Example 6.1. Let G = SL(n,C)(n ≥ 2), which is a complex simple Lie group.
h = {η = diag(x1, · · · , xn) : xk ∈ C,
n∑
k=1
xk = 0}
is a Cartan subalgebra of the Lie algebra g = sl(n,C) of G. The corresponding
Cartan subgroup is
H = {h = diag(h1, · · · , hn) : hk ∈ C,
n∏
k=1
hk = 1}.
The root system ∆ = {±(er − es) : 1 ≤ r < s ≤ n}, where er ∈ h
∗ is defined
by er(diag(x1, · · · , xn)) = xr. So by Theorem 6.1, the generalized joint density
function P(η) = Jalg(η) for the algebra ensemble (SL(n,C),Ad, sl(n,C), dX, h, dY )
is
(6.5) Jalg(η) =
∏
1≤r<s≤n
|xr − xs|
4.
For h = diag(h1, · · · , hn) ∈ H , choose some η = diag(x1, · · · , xn) ∈ h such that
h = eη, that is, hr = e
xr for each r. Since ϑα(h) = ϑα(e
η) = eα(η) for each α ∈ ∆,
by Theorem 6.1, we get the density function P(h) = Jgrp(h) for the group ensemble
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(SL(n,C), σ, SL(n,C), dg,H, dh) as
Jgrp(h) =
∏
1≤r<s≤n
|1− exr−xs |2|1− exs−xr |2
=
∏
1≤r<s≤n
|exr − exs |4
n∏
r=1
|e−2(n−1)xr |(6.6)
=
∏
1≤r<s≤n
|hr − hs|
4.
Note that in this example the “eigenvalue manifolds” H and h are really consist
of eigenvalues of the matrices in the corresponding integration manifolds. 
Example 6.2. Let G = Sp(n,C) = {g ∈ SL(2n,C) : gtJn,ng = Jn,n} which is a
complex simple Lie group, where Jn,n =
(
0 In
−In 0
)
. Its Lie algebra g = sp(n,C) =
{ξ ∈ sl(2n,C) : ξtJn,n + Jn,nξ = 0}.
h = {η = diag(x1, · · · , xn,−x1, · · · ,−xn) : xk ∈ C}
is a Cartan subalgebra of sp(n,C). The corresponding Cartan subgroup is
H = {h = diag(h1, · · · , hn, h
−1
1 , · · · , h
−1
n ) : hk ∈ C, hk 6= 0}.
The root system ∆ = {±(er+es),±(er−es) : 1 ≤ r < s ≤ n}∪{±2er : 1 ≤ r ≤ n}.
By Theorem 6.1, the density function P(η) = Jalg(η) for the algebra ensemble
(Sp(n,C),Ad, sp(n,C), dX, h, dY ) is
(6.7) Jalg(η) = 24n
∏
1≤r<s≤n
|x2r − x
2
s|
4
n∏
r=1
|xr|
4.
For h = diag(h1, · · · , hn, h
−1
1 , · · · , h
−1
n ) ∈ H , choose some η = diag(x1, · · · , xn,
−x1, · · · ,−xn) ∈ h such that h = e
η, that is, hr = e
xr for each r. Then we have
ϑα(h) = e
α(η) for each α ∈ ∆. By Theorem 6.1, the density function P(h) = Jgrp(h)
for the group ensemble (Sp(n,C), σ, Sp(n,C), dg,H, dh) is
Jgrp(h) =
∏
1≤r<s≤n
|1− exr+xs |2|1− e−(xr+xs)|2|1− exr−xs |2|1− exs−xr |2
n∏
r=1
|1− e2xr |2|1− e−2xr |2(6.8)
=
∏
1≤r<s≤n
|hr − hs|
4|1− hrhs|
4
n∏
r=1
|1− h2r|
4|hr|
−2n(n+1).
Similar to Example 6.1, here the “eigenvalue manifolds” H and h are also consist
of eigenvalues of the matrices in the corresponding integration manifolds. 
Example 6.3. Let G = SO(2n,C). Then
h =
{
η = diag
((
0 −x1
x1 0
)
, · · · ,
(
0 −xn
xn 0
))
: xk ∈ C
}
is a Cartan subalgebra of so(2n,C), the corresponding Cartan subgroup is
H =
{
h = diag
((
h1 −h′1
h′1 h1
)
, · · · ,
(
hn −h′n
h′n hn
))
: hk, h
′
k ∈ C, h
2
k + h
′2
k = 1
}
.
A routine computation similar to that of in Example 6.1 and 6.2 shows that
(6.9) Jalg(η) =
∏
1≤r<s≤n
|x2r − x
2
s|
4,
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(6.10) Jgrp(h) = 22n(n−1)
∏
1≤r<s≤n
|hr − hs|
4.

Example 6.4. Let G = SO(2n+ 1,C). Then
h =
{
η = diag
((
0 −x1
x1 0
)
, · · · ,
(
0 −xn
xn 0
)
, 0
)
: xk ∈ C
}
is a Cartan subalgebra of so(2n+ 1,C), and the corresponding Cartan subgroup is
H =
{
h = diag
((
h1 −h′1
h′1 h1
)
, · · · ,
(
hn −h′n
h′n hn
)
, 1
)
: hk, h
′
k ∈ C, h
2
k + h
′2
k = 1
}
.
Then we can derive that
(6.11) Jalg(η) =
∏
1≤r<s≤n
|x2r − x
2
s|
4
n∏
r=1
|xr|
4,
(6.12) Jgrp(h) = 22n
2 ∏
1≤r<s≤n
|hr − hs|
4
n∏
r=1
|1− hr|
2.

7. Pseudo-group and pseudo-algebra ensembles
In this section we consider the pseudo-group ensemble and the pseudo-algebra
ensemble associated with a real reductive group. Strictly speaking, they are not
generalized ensembles, since the integration manifolds may have singularities. But
this doesn’t matter, since integration manifold is the closure of an open submanifold
of a real reductive group or a real reductive Lie algebra, whose boundary has
measure zero. Let G be a real reductive group with lie algebra g. Let θ be a Cartan
involution of g, and let h1, · · · , hm be a maximal set of mutually nonconjugate
θ stable Cartan subalgebras of g. The corresponding Cartan subgroups of G are
H1 = ZG(h1), · · · , Hm = ZG(hm). Let G
′ = Gr, H ′j = Hj∩G
′, and let g′ = gr, h′j =
hj∩g
′. Then it is known that G′ =
⊔m
j=1
⋃
g∈G gH
′
jg
−1, g′ =
⊔m
j=1
⋃
g∈GAd(g)(h
′
j).
Denote G′j =
⋃
g∈G gH
′
jg
−1, g′j =
⋃
g∈GAd(g)(h
′
j). Then each g
′
j is an open set
in g, and each G′j is an open set in G. Let Gj = G
′
j , gj = g
′
j . It is easy to
show that {g ∈ G : σg(h) = h, ∀h ∈ Hj} = Z(Hj), whose Lie algebra is hj . So
we can form the maps ϕgrpj : G/Z(Hj) × Hj → Gj and ϕ
alg
j : G/Hj × hj → gj
by ϕgrpj ([g], h) = σg(h) and ϕ
alg
j ([g], η) = Adg(η), respectively. The maps ϕ
grp
j
and ϕalgj may not be surjective in general. But since G
′
j ⊂ Im(ϕ
grp
j ) ⊂ Gj and
g′j ⊂ Im(ϕ
alg
j ) ⊂ gj , the sets Gj\Im(ϕ
grp
j ) and gj\Im(ϕ
alg
j ) have measure zero.
Choose a Hermitian product on the complexification gC of g such that (hj)C and
the associated root spaces are mutually orthogonal. It induces a left invariant
Riemannian structure on G, then induces a G-invariant measure dgj on Gj and a
Haar measure dhj on Hj . Note that the measure dgj is the restriction of a Haar
measure dg on G for each j. Similarly, it induces a G-invariant measure dXj on
gj (which is the restriction of a Lebesgue measure dX on g for each j) and a
Lebesgue measure dYj on hj . Let dµ
′
j , dµj be G-invariant measures on G/Z(Hj)
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and G/Hj , which are induced by Riemannian structures on G/Z(Hj) and G/Hj
such that the identifications h⊥j ∼= T[e](G/Z(Hj)) ∼= T[e](G/Hj) are isometric. For
each α ∈ ∆j = ∆(gC, (hj)C), Let ϑα be the restriction of the adjoint representation
of Hj on the root space gα, which satisfies ϑα(e
η) = eα(η) for η ∈ hj . Then we have
Theorem 7.1. Let the objects be as above. Then for each 1 ≤ j ≤ m,
(1) (G, σ,Gj , dgj , Hj , dhj) is a generalized random matrix ensemble. Its generalized
joint density function Pj(h) = J
grp
j (h) is given by
(7.1) Jgrpj (h) =
∏
α∈∆j
|1− ϑα(h
−1)|.
(2)(G,Ad, gj , dXj , hj , dYj) is a generalized random matrix ensemble. Its general-
ized joint density function Pj(η) = J
alg
j (η) is given by
(7.2) Jalgj (η) =
∏
α∈∆j
|α(η)|.
Proof. First we prove (1). We let (Gj)z = Gj\G
′
j , (Hj)z = Hj\H
′
j. Then by the
discussions above, the condition (a) holds automatically. For h ∈ H ′j , since h is
regular, the Lie algebra of Gh = {g ∈ G : ghg
−1 = h} is hj , so the dimension
condition (c) holds. For h ∈ Hj and ξ ∈ h
⊥
j , under the identification of ThG with
g = TeG by left multiplication, it is easy to show that
Ψh(ξ) =
d
dt
∣∣∣
t=0
σexp tξ(h) = (Ad(h
−1)− I)ξ.
Let gC = (hj)C ⊕
⊕
α∈∆j gα be the root space decomposition of gC, then (h
⊥
j )C =⊕
α∈∆j gα. Let ∆
1
j = {α ∈ ∆j : h
⊥
j ∩ gα 6= 0}, and let ∆
2
j = ∆j\∆
1
j . For each
α ∈ ∆j , choose a ξα ∈ gα such that ξα ∈ h
⊥
j for α ∈ ∆
1
j . Then for α ∈ ∆
1
j ,
(7.3) Ψh(ξα) = (ϑα(h
−1)− 1)ξα.
Now let α ∈ ∆2j . For each h ∈ Hj , since Ad(h)ξα = ϑα(h)ξα, we have Ad(h)ξα =
ϑα(h) ξα, where ξα is the conjugation ξα of with respect to hj . This means that
ξα belongs to some root space gα′ . Denote α
′ = τ(α), then τ is a permutation
of ∆2j without fixed point, and τ
2 = 1. So ∆2j has a partition ∆
2
j = ∆˜
2
j ⊔ τ(∆˜
2
j ).
Modifying the Hermitian product on gC if necessary, we may assume |ξα| = |ξα|.
Then it is easy to show that {ξα : α ∈ ∆
1
j} ∪ {ξα + ξα, i(ξα − ξα) : α ∈ ∆˜
2
j} is an
orthogonal basis of h⊥j . Now for α ∈ ∆˜
2
j , we have
(7.4) Ψh(ξα + ξα) = (ϑα(h
−1)− 1)ξα + (ϑα(h−1)− 1) ξα,
(7.5) Ψh(i(ξα − ξα)) = i(ϑα(h
−1)− 1)ξα − i(ϑα(h−1)− 1) ξα.
If h ∈ H ′j , then ϑα(h
−1) − 1 6= 0, ∀α ∈ ∆j . This means that Ψh : h⊥j → ThOh is
an isomorphism, and ThG
′
j = hj ⊕ ThOh orthogonally. So the conditions (b) and
(d) hold. Combining (7.3), (7.4), and (7.5), we get
Jgrpj (h) = | detΨh| =
∏
α∈∆j
|1− ϑα(h
−1)|.
This proves (1). The proof of (2) is similar, which was omitted here. 
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Corollary 7.2. Let the objects be as above. Then for each 1 ≤ j ≤ m, we have
(7.6)
∫
Gj
f(g)dgj =
1
|Wj |
∫
Hj
(∫
G/Hj
f(σg(h))dµj([g])
)
Jgrpj (h)dhj ,
(7.7)
∫
gj
f(ξ)dXj(ξ) =
1
|Wj |
∫
hj
(∫
G/Hj
f(Adg(η))dµj([g])
)
Jalgj (η)dYj(η),
where Wj is the analytic Weyl group Wj = NG(hj)/Hj associated with Hj.
Proof. The proof of (7.7) is essentially same to the proof of (6.4) in Corollary 6.2.
Now we proof formula (7.6). Similar to the proof of (6.3) in Corollary 6.2, we can
get an integration formula
(7.8)
∫
Gj
f(g)dgj =
1
|NG(Hj)/ZG(Hj)|
∫
Hj
(∫
G/Z(Hj)
f(σg(h))dµ
′
j([g])
)
Jgrpj (h)dhj .
But ZG(Hj) = Z(Hj), and it is easily to proveNG(Hj) = NG(hj). So |NG(Hj)/ZG(Hj)|
= |NG(hj)/Z(Hj)| = |NG(hj)/Hj|·|Hj/Z(Hj)| = |Wj |·|Hj/Z(Hj)|. Hence to prove
(7.6), by (7.8), it is sufficient to show that
(7.9)
∫
G/Z(Hj)
f(σg(h))dµ
′
j([g]) = |Hj/Z(Hj)|
∫
G/Hj
f(σg(h))dµj([g]).
But the natural projection ψ : G/Z(Hj)→ G/Hj is a |Hj/Z(Hj)|-sheeted covering
map, and ψ∗(dµj) = dµ′j . Hence (7.9) follows directly from Proposition 3.1 in [2].
This complete the proof of the corollary. 
Corollary 7.3. Let the objects be as above. Then we have
(7.10)
∫
G
f(g)dg =
m∑
j=1
1
|Wj |
∫
Hj
(∫
G/Hj
f(σg(h))dµj([g])
)
Jgrpj (h)dhj ,
(7.11)
∫
g
f(ξ)dX(ξ) =
m∑
j=1
1
|Wj |
∫
hj
(∫
G/Hj
f(Adg(η))dµj([g])
)
Jalgj (η)dYj(η).
Proof. Since G′ =
⊔m
j=1G
′
j , g
′ =
⊔m
j=1 g
′
j , and the sets of singular elements Gs =
G\G′ and gs = g\g′ have measure zero, and also notice that Hj\H ′j and hj\h
′
j have
measure zero in the corresponding spaces, the proof follows directly from Corollary
7.2. 
Remark 7.1. Formula (7.10) is just the Harish-Chandra’s integration formula for
real reductive groups (see [8], Theorem 8.64), and formula (7.11) is its linear version.
Here we recover them from the viewpoint of generalized random matrices.
Example 7.1. Let G = SL(2,R). Its Lie algebra g = sl(2,R) =
{(
x y
z −x
)}
,
where x, y, z ∈ R. θ
(
x y
z −x
)
= −
(
x y
z −x
)t
=
(
−x −z
−y x
)
is a Cartan involution
of sl(2,R). There are exactly 2 mutually nonconjugate θ stable Cartan subalge-
bras h1 =
{(
x 0
0 −x
)}
, h2 =
{(
0 y
−y 0
)}
. The corresponding Cartan subgroups are
H1 =
{(
a 0
0 a−1
)
: a ∈ R, a 6= 0
}
, H2 = SO(2) (see [8], page 487). Note that H2 is
connected, but H1 has two connected components. It is easy to show that
g′ = gr = {ξ ∈ sl(2,R) : det ξ 6= 0},
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g1 = {ξ ∈ sl(2,R) : det ξ ≤ 0},
g2 = {ξ ∈ sl(2,R) : det ξ ≥ 0}.
Similarly,
G′ = Gr = {g ∈ SL(2,R) : |tr g| 6= 2},
G1 = {g ∈ SL(2,R) : |tr g| ≥ 2},
G2 = {g ∈ SL(2,R) : |tr g| ≤ 2}.
The corresponding root systems are ∆1 = {±α1} with ±α1
(
x 0
0 −x
)
= ±2x, and
∆2 = {±α2} with ±α2
(
0 y
−y 0
)
= ±2iy. By Theorem 7.1, the density function
P1 = J
alg
1 for the pseudo-algebra ensemble (SL(2,R),Ad, g1, dX1, h1, dY1) is
(7.12) Jalg1
(
x 0
0 −x
)
= 4x2,
and the density function P2 = J
alg
2 for the pseudo-algebra ensemble (SL(2,R),Ad, g2,
dX2, h2, dY2) is
(7.13) Jalg2
(
0 y
−y 0
)
= 4y2.
For the group ensembles, it is easy to show that ϑ±α1
(
a 0
0 a−1
)
= a±2, and
ϑ±α2
(
cos y sin y
− sin y cos y
)
= e±2iy. So by Theorem 7.1, the density function P1 = J
grp
1
for the pseudo-group ensemble (SL(2,R), σ,G1, dg1, H1, dh1) is
(7.14) Jgrp1
(
a 0
0 a−1
)
=
(
a− a−1
)2
,
and the density function P2 = J
grp
2 for the pseudo-group ensemble (SL(2,R), σ,G2,
dg2, H2, dh2) is
(7.15) Jgrp2
(
cos y sin y
− sin y cos y
)
= 4 sin2 y.

Example 7.2. Let G = GL(n,R), which is a reductive group. Then θ(ξ) = −ξt is a
Cartan involution of g = gl(n,R). g has exactlym =
[
n
2
]
+1 mutually nonconjugate
θ stable Cartan subalgebras, which can be write explicitly as
hj = {η = Dj(x1 · · ·xn) : xk ∈ R} ,
j = 0, · · · ,
[
n
2
]
, where we denote
Dj(x1 · · ·xn) =
(
diag(x1 · · · xj) diag(xj+1 · · · x2j) 0
−diag(xj+1 · · · x2j) diag(x1 · · · xj) 0
0 0 diag(x2j+1 · · · xn)
)
(see [9], page 95). Using the explicit form of the Cartan subalgebra hj , one can
easily prove that an n-by-n real matrix commutes with all elements in hj if and only
if it is of the form Dj(a1 · · · an), whose determinant is
∏j
r=1(a
2
r+a
2
j+r)
∏n
r=2j+1 ar.
So by definition, the Cartan subgroup
Hj =
{
h = Dj(a1 · · · an) : ak ∈ R,
j∏
r=1
(a2r + a
2
j+r)
n∏
r=2j+1
ar 6= 0
}
.
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It is easily seen that Hj has 2
n−2j components. The integration manifolds gj =⋃
g∈GAdg(hj), Gj =
⋃
g∈G gHjg−1. More precisely, one can prove that
g′j = {ξ ∈ g
′ : ξ has exactly n− 2j real eigenvalues},
G′j = {g ∈ G
′ : g has exactly n− 2j real eigenvalues}.
So
gj = g′j = {ξ ∈g : for some suitable permutation λ1, · · · , λn
of the eigenvalues of ξ, λ1 = λj+1, · · · , λj = λ2j ; λ2j+1, · · · , λn are real},
Gj = G′j = {g ∈G : for some suitable permutation λ1, · · · , λn
of the eigenvalues of g, λ1 = λj+1, · · · , λj = λ2j ; λ2j+1, · · · , λn are real}.
The root system associated with the Cartan subalgebra h0 = {diag(x1, · · · , xn)} is
∆0 = {±(er−es) : 1 ≤ r < s ≤ n}, where er ∈ h
∗
0 is defined by er(diag(x1, · · · , xn))
= xr. Denote the matrix L =
(
Ij Ij 0
iIj −iIj 0
0 0 In−2j
)
, Then we have L−1Dj(x1 · · ·xn)L
= diag(y1, · · · , yn), where
yr =

xr + ixj+r, 1 ≤ r ≤ j;
xr−j − ixr, j + 1 ≤ r ≤ 2j;
xr, 2j + 1 ≤ r ≤ n.
By Theorem 7.1, the density function Pj(η) = J
alg
j (η) for the pseudo-algebra
ensemble (GL(n,R),Ad, gj, dXj , hj , dYj) is
Jalgj (η) =
∏
α∈∆0
∣∣α(diag(y1, · · · , yn))∣∣
=
∏
1≤r<s≤n
|yr − ys|
2
=
∏
1≤r<s≤j
∣∣[(xr + ixj+r)− (xs + ixj+s)][(xr − ixj+r)− (xs − ixj+s)]∣∣2∏
2j+1≤r<s≤n
|xr − xs|
2
∏
1≤r,s≤j
∣∣(xr + ixj+r)− (xs − ixj+s)∣∣2(7.16)
∏
1≤r≤j,2j+1≤s≤n
∣∣[(xr + ixj+r)− xs][(xr − ixj+r)− xs]∣∣2
= 4j
j∏
r=1
x2j+r
∏
2j+1≤r<s≤n
|xr − xs|
2
∏
1≤r≤j,2j+1≤s≤n
(
(xr − xs)
2 + x2j+r
)2
∏
1≤r<s≤j
(
(xr − xs)
2 + (xj+r − xj+s)
2)2((xr − xs)2 + (xj+r + xj+s)2)2.
Now we come to the groups ensembles associated with G = GL(n,R). A direct
computation shows that the root spaces gα(α ∈ ∆j) associated with (gC, (hj)C) are
of the form
{gα : α ∈ ∆j} = {C(LErsL
−1) : r 6= s},
where Ers denotes the n-by-n matrix with 1 at the (r, s) position and 0 elsewhere.
We denote the root α ∈ ∆j corresponding to Ers by αrs. One can also easily
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computes that for each h ∈ Hj and ξrs ∈ gαrs , hξrsh
−1 = lrls ξrs, where
lr =

hr + ihj+r, 1 ≤ r ≤ j;
hr−j − ihr, j + 1 ≤ r ≤ 2j;
hr, 2j + 1 ≤ r ≤ n.
So ϑαrs(h) =
lr
ls
, and then by Theorem 7.1,
Jgrpj (h) =
∏
1≤r,s≤n;r 6=s
∣∣∣1− ϑαrs(h−1)∣∣∣
=
∏
1≤r<s≤n
∣∣∣1− lr
ls
∣∣∣∣∣∣1− ls
lr
∣∣∣
=
∏
1≤r<s≤n
|lr − ls|
2
|lrls|
.
Note that the expression
∏
1≤r<s≤n |lr− ls|
2 has been computed in Formula (7.16),
if we replace yr by lr. On the other hand,
∏
1≤r<s≤n
|lrls| =
n∏
r=1
|lr|
n−1 =
j∏
r=1
(h2r + h
2
j+r)
n−1
n∏
r=2j+1
|hr|
n−1.
Combining these two results, we get
Jgrpj (h) = 4
j
j∏
r=1
h2j+r(h
2
r + h
2
j+r)
−(n−1)
n∏
r=2j+1
|hr |
−(n−1)
∏
2j+1≤r<s≤n
|hr − hs|
2
∏
1≤r<s≤j
(
(hr − hs)
2 + (hj+r − hj+s)
2)2((hr − hs)2 + (hj+r + hj+s)2)2(7.17) ∏
1≤r≤j,2j+1≤s≤n
(
(hr − hs)
2 + h2j+r
)2
.

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