ABSTRACT In information-centric networking, accurately predicting content popularity can improve the performance of caching. Therefore, based on software defined network (SDN), this paper proposes Deep-Learning-based Content Popularity Prediction (DLCPP) to achieve the popularity prediction. DLCPP adopts the switch's computing resources and links in the SDN to build a distributed and reconfigurable deep learning network. For DLCPP, we initially determine the metrics that can reflect changes in content popularity. Second, each network node collects the spatial-temporal joint distribution data of these metrics. Then, the data are used as input to stacked auto-encoders (SAE) in DLCPP to extract the spatiotemporal features of popularity. Finally, we transform the popularity prediction into a multi-classification problem through discretizing the content popularity into multiple classifications. The Softmax classifier is used to achieve the content popularity prediction. Some challenges for DLCPP are also addressed, such as determining the structure of SAE, realizing the neuron function on an SDN switch, and deploying DLCPP on an OpenFlow-based SDN. At the same time, we propose a lightweight caching scheme that integrates cache placement and cache replacement-caching based on popularity prediction and cache capacity (CPC). Abundant experiments demonstrate good performance of DLCPP, and it achieves close to 2.1%∼15% and 5.2%∼40% accuracy improvements over neural networks and auto regressive, respectively. Benefitting from DLCPP's better prediction accuracy, CPC can yield a steady improvement of caching performance over other dominant cache management frameworks.
I. INTRODUCTION
With name-based routing and in-network caching, Information Centric Network (ICN) [1] can bring many benefits, for example, faster content retrieval, reducing network traffic by exploiting a nearby (cached) copy of content and reducing duplicated transmissions for the same content request. Obviously, due to limited cache space, we hope that popular content rather than ''anything'' resides near the user. The spatial-temporal joint distribution efficiency of content copy (the data source) greatly affects transmission efficiency. However, transmission efficiency heavily relies on the effectiveness of a cache placement scheme. Reference [6] has demonstrated that content popularity is a key factor to improve the caching performance. Some popularitybased [22] cache placement schemes assume that all nodes know the content popularity; however, this assumption might not always be true. Moreover, a few attempts have tried to improve caching efficiency by predicting content popularity. However, these attempts [30] , [32] , [33] , and [42] largely focus on observing the behavior of an individual node requesting content. Some innumerable random events are always influenced this observing and then achieving a well accurate prediction consequently face difficulty and cost. In contrast, this paper proposes a prediction method using a global view to observe the traffic from multiple nodes within a region. This approach is motived by the well-known fact that a user requesting content to network shows spatial locality [11] ; i.e., other near nodes in a region most likely request the content after a node requests it. Therefore, caching based on our proposed prediction scheme will reasonably show better caching efficiency.
On the other hand, network traffic is a successive time process that spans multiple nodes. That process is a spatialtemporal joint distribution data sequence in which there is strong temporal, spatial and social correlation between multiple nodes' data sequences. Therefore, when analyzing traffic data collected from multiple nodes, a global view method to predict the content popularity can confer a unique advantage.
Recently, deep learning has attracted much academic and industrial interest [2] . It has been used with success in tasks such as classification, natural language processing and object detection. The idea of deep learning is [24] that large amounts of unlabeled data is initially adopted to extract inherent features by pre-training a multilayer neural network (NN) and then labeled data is used to slightly adjust the learned features for supervised fine-tuning. Thus, huge amounts of structure in the data can be discovered.
Well known, machine learning is engines that feed on data. Deep learning is considered an extremely active subfield of machine learning, together with Big Data. Google [45] confirmed that performance of vision tasks increases linearly with orders of magnitude of training data size. Thus, big data can train a larger and better deep learning model. DistBelief [5] also showed that deeper structures and bigger training dataset size can help deep learning models. We refer to these models collectively as ''big-data + large-model''.
The deep learning algorithms can primely represent features of complicated traffic without prior-knowledge and can well predict traffic. Therefore, content prediction based on deep learning can further highlight the abovementioned advantage. However, for the application of ''big-data + largemodel'', the huge amount of computing in deep learning leads to a slow model-training process. To address this challenge, acceleration solutions such as GPU-based [44] and FPGAbased [43] have been proposed. This paper will address this challenge from another perspective.
As one of the main technologies of the future Internet, Software-Defined Networking (SDN) [3] separates the control plane and data plane of the network, which enables the network to be programmed and centralized control from the global view. Furthermore, the integration framework of ICN and SDN (SDN-ICN) is beneficial for taking advantage of the data independence of the data plane in ICN and of the centralized control of the control plane in SDN. Content not address-bound in ICN is routed and forwarded as an independent entity at the network layer, and centralized scheduling in SDN can optimize the allocation of network resources.
Therefore, this paper proposes Deep-Learning-based Content Popularity Prediction (DLCPP) to achieve content popularity prediction. As an Artificial Neural Network (ANN)-based overlap network, DLCPP distributes its functions into switches/routers. Under the SDN-ICN, DLCPP uses the node's computing resources and links in SDN to build a distributed and reconfigurable deep learning network. The advantages of the proposed method are the following:
First, it meets the demand of a ''big-data + large-model'' application for a huge amount of computing. The motivation sources from that the SDN can go hand-in-hand with deep learning because in SDN, there are massive compute nodes with natural connections between them. Therefore, due to use of the abundant computing resources scattered across various SDN nodes, the challenge of the slow model training process in deep learning can be addressed.
Second, based on the unification of collection and analysis of data in the global view, a multi-scale traffic prediction with a higher accuracy-oriented flow feature can be achieved. Multiple switches in the distributed SDN collect the features of target content being requested, which contains inherent spatial-temporal and social correlation. A deep learning network can understand these features in a global view. Then, the distribution pattern of content popularity can be found due to its deep learning network's unsupervised learning ability, and slight changes in this pattern will not be missed. Then, the accuracy of prediction can be improved.
Third, the structure of the deep learning network can be reconfigured. Due to SDN's programmability and an SDN controller's ability to control the network in a global view, the hidden layers and neurons in each layer can easily be adjusted. Benefiting from this programmable network, we can readily deploy, modify and dismantle DLCPP over the network.
The main contributions of this paper are as follows. 1) We propose the DLCPP method to build a distributed and reconfigurable deep learning network based on SDN. DLCPP can achieve deep coupling of network and application features and deep unifying of data collection and analysis. The temporal evolutions and spatial dependencies of network traffic are considered simultaneously in content prediction. 2) We adopt SAE+Softmax to achieve DLCPP. We transform content popularity prediction into a multiclassification problem in deep learning through discretizing the content popularity into multiple classifications. 3) Some challenges for DLCPP are addressed, such as determining the measure parameters of content being requested that can reflect the change in the content popularity, determining the structure of Stacked AutoEncoders (SAE), realizing the neuron function in an SDN switch, and deploying DLCPP on an OpenFlowbased SDN. 4) We propose a lightweight caching scheme based on popularity and cache capacity, which integrate cache placement and cache replacement. We organized the rest of this paper as the following: related work is presented as Section II. Section III presents the 5076 VOLUME 6, 2018 DLCPP system. Section IV is experimental results. Section V discusses related issues. Section VI concludes the paper.
II. RELATED WORK A. CACHE PLACEMENT BY PREDICTING CONTENT POPULARITY
Cho et al. [33] proposes WAVE that adjust the number of cached chunks according to content popularity. The upstream node advices the number of chunks to be cached, which is exponentially increased as the request count rises, to its downstream node. Xiao-qiang et al. [30] presents a cache policy based on content popularity prediction (BEACON) using the gray model to predict content popularity. For a largescale VoD System, Applegateet al. [39] present an intelligent content placement approach. They formulated this problem as a mixed integer program (MIP) with some constraints such as disk space, link bandwidth, and content popularity. They use the request history of similar video, e.g., same TV series show, to predict the demand of a new video. Aiming to store popular content closer to users, Cache-Filter [41] considers content popularity and achieves the goal through a collaboration of on-path nodes. Wanget al. [40] propose CRCache, where some selected nodes cache contents based on the correlation of network topology and content popularity that dynamically varies based on the local content request frequency. Bernardini et al. [42] present Most Popular Content (MPC), in which every node counts and caches locally the number of requesting each content item. When the number of a content item reaches a local Threshold, it is regarded as being popular. The node holding the content recommends its neighbor nodes to cache it. However content popularity is time varying, the content popularity piggybacked by it is expired when data packets return. Suksomboon et al. [22] propose PopCache that allows an individual ICN router to cache content more or less according to its popularity. In reference [48] , adding a label vector containing feature of content item, NN is used to model users' behavior and predict their responses to new content items. Al-Turjman [51] and [52] propose a cognitive caching approach in Information Centric Sensor Networks (ICSNs). This approach employs four functional parameters in ICSNs, i.e., age of the data, popularity of on-demand requests, delay to receive the requested information and data fidelity, to assign a value for the cached data, where the most valuable one is retained in the cache for prolonged time periods.
On the other hand, there are some works to predict popularity of topics in social networks, such as microblog/Twitter, based on the infectious disease model [20] and the classification or regression model [21] . Some works using some initial characteristics of a microblog transmission path, such as the depth of propagation, to predict the width of propagation and the tightness of connection. In reference [31] , for microblogging networks offline, a subset of representative users can be automatically chose. Then, the online framework monitors and utilizes their real-time micro posts to find the whole trending topics. Finally, their future popularity in the whole microblogging network can be predicted.
B. DEEP LEARNING FOR TRAFFIC-FLOW PREDICTION
The transportation traffic-flow prediction is a good application scenario for deep learning. Huang et al. [8] is the first work to employ deep learning for it. They employed a Deep Belief Networks (DBN) at the bottom and a multitask regression layer at the top. Furthermore, considering the inherently spatial-temporal correlation in traffic, Lv et al. [7] use a SAE model to learn generic traffic flow features. After it is trained by a greedy layer-wise fashion, placing a logistic regression layer on top of the network to achieve a supervised traffic prediction. In reference [18] , traffic feature is learned and then its speed is predicted based on Convolution Neural Network (CNN). Where it converts spatial-temporal traffic dynamics to images describing the time and space relationships of traffic flow through a two-dimensional timespace matrix. Niu et al. [10] proposed DeepSense, a deep spatial-temporal traffic flow-feature learning scheme, to predict traffic flow with lots of spatial and temporal taxi GPS traces in a dynamic pattern. Based on a long short-term memory (LSTM) network, Zhao et al. [19] also proposed a traffic forecast model. It take into account spatial-temporal correlation of traffic through a two-dimensional network with many memory units. Yu et al. [9] wanted to build a robust spatial-temporal deep neural network to detect largescale video event. They use a Gated Recurrent Unit (GRU), a recurrent neural network (RNN), to reconstruct the video representations.
In summary, using the spatial and temporal inherent correlations of traffic to improve traffic-flow prediction is a trend. We follow this trend to predict content popularity.
C. DISTRIBUTED DEEP LEARNING FOR BIG-DATA + LARGE-MODEL
To improve runtime performance for big-data + largemodel, distributed deep learning has also been proposed in recent years [5] . Moreover, Ooi et al. [12] , based on layer abstraction, presented SINGA that provided an intuitive programming model to support a variety of popular deep learning models. Das [13] proposed a distributed multi-node synchronous Stochastic Gradient Descent (SGD) algorithm without altering hyper parameters, compressing data, or altering algorithmic behavior. DeepSpark [14] is a distributed and parallel deep learning framework to exploit Apache Spark on commodity clusters. DeepSpark automatically distributed workloads and parameters to Caffe/Tensorflowrunning nodes using Spark. It also iteratively aggregated training results using a novel lock-free asynchronous variant. Gupta et al. [15] is a parameter server-based distributed computing framework tuned to train large-scale deep neural networks, where a new learning-rate modulation strategy is introduced to counter the effect of stale gradients and a new synchronization protocol is proposed to effectively bind the staleness in gradients. Geng [16] presented MIND, which VOLUME 6, 2018 employ online machine learning to predict/infer spatialtemporal traffic information or a network state, where a policy generation module devised an optimal routing policy by learning from the historical data based on reinforcement learning.
However, there is little work on the integration of SDN and deep learning. Chen et al. [17] proposed a collaborative intrusion prevention architecture that uses SDN to build a BP neural network. For packet processing in SDN, reference [46] explores to shift computing demands from rule-based route computation to deep learning-based route estimation. Using a different approach, we build a distributed and reconfigurable deep learning network based on SDN to achieve multi-scale traffic prediction. [25] and [29] . In the past few years, many ICN architectures have been proposed, and this paper chooses NDN as its network architecture.
III. DLCPP SYSTEM OVERVIEW
In ICN, as shown above, the content block that has removed the IP-address' constraint is routed and forwarded as an independent entity on the network layer. More consumers sending Interests to request a content block means that it is more popular. In other words, there is a mapping relationship between the number of content blocks being requested and their popularity. Therefore, this paper focuses on predicting content popularity in terms of the number of content blocks being requested, i.e., the amount of Interest in them.
Syrivelis et al. [23] have proposed an SDN-ICN framework, which is an ICN architectural blueprint that uses SDN support to implement the crucial forwarding function within an architectural context by software. This paper employs this SDN-ICN framework.
B. MAIN FRAME OF DLCPP
Research has shown that the popularity of content is related to its publication time and to when it is requested, such as season, day/night, and holiday/workday [20] . Therefore, in this paper, one year is divided into 35040 time slices. Because the content popularity does not instantaneously vary, without loss of generality, 15 minutes is one time slice. In the predicting process, time slot is the basic unit, consisting of k time slices, 1 < k < 16 (15 min-4 h). Each neuron collects the measure parameters' data about content being requested within one slot. We can compute the local time according to the value of the t th slot; i.e., factors affecting content popularity are included by measure parameters.
Therefore, the evolution of a content request can be taken into account a spatial-temporal process. The content request prediction problem is presented as follows. Let request (t) i denote the number of requesting content observed during the t th slot time at the i th observation node. At time T , the task is to predict request(T + n) i at time T + n based on the content request sequence F = {request(t) i |i ∈ S, t = 1, 2, . . . , T } in the past, where S is the full set of observation nodes. Figure 1 shows that the proposed DLCPP is a distributed deep learning network that is overlaid on the SDN, in which it divides the computational functions of deep learning into SDN switches. Each switch contributes a small part of its resources to realize the computation function of several neurons, which are connected to each other by the link of switch.
After the deep learning network model is trained well, realtime network data are collected by the neurons distributed on SDN switches and are used as the input of this model. Then, the output of this model completes the prediction. However, DLCPP does not require high communication and computation overhead because the data transferred among its switches are the calculated results.
The deep learning part of DLCPP consists of two steps: feature learning and model learning. More detail can be found in Section III-C.2.
Feature learning generates appropriate features as the input of prediction model, in which some important factors for content request flow, such as speed and density of requests, are calculated from raw data. Feature learning learns a feature representation model g, which extracts the most representative features from the content request sequence F of all nodes in the past. After feature learning, the traffic sequence is transformed into feature space g(F) → X . Prediction task request(T + n) i can be represented as Y .
Model learning is supervised learning [8] . Given the feature X and task Y pairs obtained from the historical traffic flow {(X 1, Y 1), (X 2, Y 2), . . . , (Xn, Yn)}, it learns the best parameters for predicting modelŶ = h(X ) that minimizes the loss function, i.e.,
C. KEY SCHEME OF DLCPP
Although the first breakthrough result of such unsupervised algorithms is related to DBN, similar gains can also be obtained later by Auto-Encoders [4] . The Auto-Encoder model adopts ''bottom-up unsupervised learning'' and ''top-down supervised learning'' strategies to realize the pretraining and fine-tuning of the neural network model. This paper uses Stacked Auto-encoders (SAEs), which are based on Auto-encoders, as the basic framework of deep learning.
FIGURE 2.
Deep-learning architecture model for content popularity prediction. An SAE model is used to extract content flow features, and a Softmax regression layer is applied for prediction.
At the same time, through discretizing content popularity into multiple classes, the problem of content prediction is transformed into a multi-classification problem in deep learning. In this paper, the Softmax model is used as the multiclassifier to solve this problem. To adopt the SAE network to predict traffic, we place a logistic (Softmax) regression layer on top of the SAE network for supervised traffic prediction. Therefore, as shown in Figure 2 , we adopt SAE+Softmax to achieve DLCPP; i.e., SAE achieves feature learning and model learning at the bottom layer, and Softmax achieves the popularity prediction at the top layer.
1) DEEP LEARNING STRUCTURE a: AUTO-ENCODER
In the following section, we describe the Auto-Encoder, which is the basis of SAE.
We suppose a set of data points {x (1) , x (2) , . . .}, where
∈ R d and each data point has many dimensions. Whether there is a general approach to map them to another set of data points {z (1) , z (2) , . . .}, where z (i) have lower dimensionality than x (i) and z (i) can faithfully reconstruct x (i) ?
An Auto-Encoder can answer this question. An AutoEncoder is an NN that attempts to reproduce its input; i.e., the target outputs are the input of the model. It initially encodes an input x (i) to a hidden representation z(x (i) ) based on (1) (Encoding). Then, it decodes representation z(x (i) ) back into a reconstructionx (i) computed as in (2) (Decoding), as shown in
where w 1 is a weight matrix, b 1 is an encoding bias vector, w 2 is a decoding matrix, and b 2 is a decoding bias vector. We take account into logistic sigmoid function 1/(1+exp(−x)) for f (x) and g(x) in this paper.
Because our goal is to havex (i) to approximate x (i) , the following objective function, which is the sum of squared differences betweenx (i) and x (i) , is defined:
The model parameters is obtained to minimize J(w 1 , b 1 , w 2 , b 2 ), which are here denoted as θ (w, b).
When the objective function include some sparsity constraints, an Auto-Encoder becomes a sparse Auto-Encoder. To represent the sparse, we minimize the reconstruction error with a sparsity constraint as
where γ is the weight of the sparsity term, H D is the count of hidden units, ρ is a sparsity parameter and is typically a little value close to 0,
is the average activation of hidden unit k over the training set, and KL(ρ||ρ k is the Kullback-Leibler (KL) divergence, which is defined as
The KL divergence has the property that KL(ρ||ρ k ) = 0 if ρ =ρ k . It provides the sparsity constraint on the encoding. We can use backpropagation (BP) algorithm to solve this optimization problem. VOLUME 6, 2018
b: STACKED AUTO-ENCODERS
Stacking Auto-Encoders can form an SAE model of a deep network, where the Auto-Encoder found on the layer below as the input of the current layer [25] . More clearly, taking into accounting SAEs with l layers, the first layer is trained as an Auto-Encoder, with the training set as inputs. After obtaining the first hidden layer, the output of the kth hidden layer is used as the input of the (k + 1) th hidden layer. Thus, multiple Auto-Encoders can be stacked hierarchically.
c: DETERMINING THE MEASURE PARAMETERS OF CONTENT BEING REQUESTED
Some measure parameters of content being requested can reflect the content popularity. In this paper, their data are collected by the SDN node and used as the input to the SAE model. They are the following m (m = 4 in this paper) measure parameters: 1) at node i, the amount of all content being requested during t th slot time (request(t) i ); 2) at node i, the number of the content o being requested during t th slot time (content_request(o, t) i ); 3) at node i, the entropy of content type during the t th slot time (request_entropy(t) i ); 4) at node i, the number of content type during the t th slot time (content_sum(t) i ); In addition, there are the following 3 common measure parameters: the amount of all contents being requested by all nodes during the t th slot time (request_allnode(t)), the amount of content o being requested by all nodes during the t th slot time (content_request_allnode(o, t)) and the post time for the t th slot. The post time is measured by the Unix timestamp, which is a number indicating the seconds which have elapsed since 1970-01-01 00:00:00, UTC.
d: DETERMINING THE STRUCTURE OF THE SAEs
Concerning the structure of an SAE network, the input layer size, the count of hidden layers, and the count of hidden units in each hidden layer should be determined.
Assuming a network consists of q nodes, among which n (n ≤ q) nodes build the input layer of a deep learning network, m neurons are virtually divided from each node, which respectively collect m types of measure parameters' data as mentioned above.
At the same time, assuming the node collects the historical data of r slots before the current slot (referred to as the step of history data), according to the previous section, the input vector should be (n * m + 3) * r. That is, the input layer of SAE needs (n * m + 3) * r neurons.
For the input layer in particular, when n >1, these n nodes are connected in the real network. Then, the data collected contain the spatial correlation of the content popularity. Therefore, we can build the model from the perspective of the network taking account to the spatial correlations of traffic flow. Moreover, when r > 1, to predict the traffic at time interval t, the flow data at r previous time intervals is used, i.e., X t−1 , X t−2 , . . . , X t−r . Then, the data collected contain the temporal correlation of the content popularity. Finally, we can use a time-space matrix of n * m+3 rows and r columns to represent the traffic patterns of all nodes in the network.
Thus, because the input data of SAE inherently contain a spatial-temporal joint distribution of the content popularity, SAE can more accurately predict the popularity based on these learned features.
Note that the r s value should not be too large since long ago traffic patterns make no difference for a current network analysis. Moreover, if r s value is too large, the deep learning structure suffers from high complexity and low efficiency. In our DLCPP, the simulation results confirm that it is sufficiently accurate to set r s value to 1.
In this paper, the content popularity is discretized into c classes, and the Softmax classifier outputting c classification results can achieve the prediction of content popularity (referred to as c-classifier). Thus, the output vector of SAE is c, and an example of it is given as follows:
In vector y, y 2 = 1, which implies that the content popularity is 2.
2) PROCEDURES OF THE PROPOSED DEEP LEARNING-BASED POPULARITY PREDICTION
As shown in Algorithm 1, the procedures of DLCPP consist with three steps: initialization, training, and running phases.
a: INITIALIZATION PHASE
Because supervised learning is adopted to train our proposed SAE, the initialization phase aims to obtain labeled data, consisting of the input vector and the corresponding output vector. As explained in a previous section, the input vector should be the traffic patterns of the nodes that build the DLCPP. The output vector should indicate the popularity class to the given traffic patterns. As described in section 3.3.1-(3) distributed SDN nodes collect these data to gain this type of training data.
b: TRAINING PHASE
Hinton et al. [24] have developed a Greedy Layer-Wise unsupervised learning algorithm that can train deep networks successfully. Pre-train the deep network layer by layer in a bottom-up fashion is its key point. After the pre-training phase, BP with the gradient-based optimization technique is used to tune the model's parameters in a top-down direction to obtain better results. The training procedure in this paper also follows the work in [24] and [4] .
Thus, in the training phase, the obtained data is adopted to train the designed SAE. The training process include two steps: pre-training with the Greedy Layer-Wise algorithm and fine-tuning the parameters θ (w, b) with the BP method.
Algorithm 1 DLCPP
Step 1. Initialization Phase -Given training samples X and the desired number of hidden layers l. Step 2. Training Phase (1). Pre-training the SAE -Set the weight of sparsity γ , sparsity parameter ρ, initialize weight matrices and bias vectors randomly.
-Greedy Layer-Wise algorithm training hidden layers.
-The output of the k th hidden layer is used as the input of the (k + 1) th hidden layer. For the first hidden layer, the training set is its input. 1 randomly or by supervised training.
-BP method with the gradient-based optimization technique is used to adjust the whole network's parameters in a top-down manner.
Step 3. Running Phase-Prediction -Two constants, inputSize and numClasses, corresponding to the size of each input vector ((n * m + 3) * r) and the number of class labels (c). λ (the weight decay term), are also initialized here.
-Computing the Softmax cost function J(θ ), which also includes the weight decay term in the cost.
-Checking the gradients numerically before proceeding to train the model. -Extracting features (penstroke-like) learned by the SAE from a labeled training dataset. Training the Softmax model using the L-BFGS algorithm with these extracted features under the labeled datasets.
-A trained Softmax regression layer is used to produce the predicted results for the real-time traffic.
c: RUNNING PHASE
After the training, we can obtain the optimal depth learning network model parameters, which include the number of hidden layers, neurons in each layer and the values of θ (w, b). The connection between deep learning neurons is relative fixed. Then, we deploy this model on SDN, whose additional detail is presented in section 3.3.3-(1).
In the running phase, all of the nodes in DLCPP must periodically record m types of measure parameters, as shown in section 3.3.1-(3), as traffic patterns. Then, the traffic patterns are input to DLCPP to obtain the popularity class of content.
3) SDN DESIGN FOR DLCPP a: DEPLOYING DLCPP ON OPENFLOW-BASED SDN
When DLCPP is deployed on SDN, the messages transmitted between neurons require communication between switches. OpenFlow is the most common southbound API protocol for SDN. Therefore, as shown in Table 1, we build a neural  OpenFlow forwarding table (referred to as the DL forwarding  table) in each node for the communication with other nodes.
The SDN controller is responsible for not only its normal job but also the deployment and maintenance of DLCPP. The controller knows about the topology of DLCPP and can help switches to build their DL forwarding tables. In this paper, using the proactive flow insertion of OpenFlow, the SDN controller creates the DL forwarding table and proactively inserts it to switches before the packet arrives. After the deep learning network is established, DLCPP can function normally without the controller involved.
Conversely, since ANN is capable of addressing incomplete and distorted data, DLCPP can still function as usual even when some inputs of neuron(s) are incomplete or distorted due to a node crashing, timeout or noise. Therefore, DLCPP can show good robustness.
b: PROCESS OF SDN SWITCH REALIZING NEURON FUNCTION
Because messages between neurons need transmission delay, a synchronization scheme is introduced to synchronize the actions of all neurons. An example of the working cycles of a 3-layer deep learning network is presented in Figure 3 . When an SDN switch receives a packet, it is sent to the input neuron to extract feature and update statistics before it is parsed and matched in the flow table. Before the action period is over, input neurons will process the statistics and send them to the hidden neurons according to the DL forwarding table. When waiting period is over, hidden and output neurons will process the statistics. When the processing period is over, the outcomes will be sent to the neurons of next hidden layer or output layer. The output neurons will generate the final detection of the whole DL in parallel.
4) CACHING SCHEME WITH DLCPP
In SDN-ICN, an SDN controller centrically manages a subnetwork. We select some nodes within it to build the DLCPP, VOLUME 6, 2018 and the DLCPP's prediction output is sent to the controller. In other words, the controller knows the content popularity in the sub-network that it manages. Then, the controller helps its nodes to cache content accordingly.
Caching scheme includes cache placement and cache replacement. Cache placement aims to select a subset of nodes in the delivery path for specific content caching. In addition to considering content popularity, we also argue that the cache capacity of the node is its key factor. We based this point on the correlation of content popularity and cache capability. On the one hand, more popular content should be cached by more nodes. On other hand, the node with the greater cache capacity should cache more content.
Therefore, when a Data message piggybacked on content i passes through node j tracing the Interest path, it is cached with probability p ij , which is defined as follows:
popularity factor × cp j cp max capacity factor (7) where P_level(i) (P_leve(i) ∈ [1, 2, 3, . . . , c]) is the predicted popularity of content i. c is the most popular level, and 1 is the least popular level. cp j is cache capacity of node j on the Interest path, and cp max is the max cache capacity within the sub-network that an SDN controller managed. p ij is the product of popularity factor and capacity factor.
We can look that the content popularity and cache capacity have a different scale order. Thus we do normalization before calculating. We divide the content popularity into c, similarly, and cache capacity is divided into cp max .
We propose a lightweight caching scheme that integrate cache placement and cache replacement-caching based on popularity prediction and cache capacity (referred to as CPC); its main idea is the following. 1) DLCPP's input layer periodically collects data and predicts the content popularity at intervals of TC. Then, the controller periodically sends content popularity to the nodes within its sub-network. 2) Each node builds and maintains a popularity table to record the content popularity associated with the subnetwork, as shown in Table 2 . Each table entry includes a content index and a predictive popularity. It is updated with TC. 3) When content i passes through node j, it is cached with probability p ij . 4) In terms of cache replacement, the content with the lowest popularity will be replaced by the new content with higher popularity, or the new content will be discarded.
To decrease the overhead of each node maintaining a popularity table, the Table 2 only holds the popularity of the most popular H contents. Nakayama et al. [32] confirmed that limiting the prediction target to 1.3 times average contentcache capacity, which is calculated with average cache capacity divided by average content size, does not impair the performance of caching. Considering the rapid fluctuations of content popularity, this paper sets H to 2 times average content-cache capacity.
In SDN-ICN, the cache capacities of the nodes do not change very often, and the SDN controller can easily know them. Their average value and maximum value are also easily determined. Thus, the average value can help to set H , and the maximum value is set to cp max .
CPC as proposed is simple and lightweight, in which each node independently caches and replaces content without communication with other nodes. However, as shown in Section IV, benefiting from the greater prediction accuracy of DLCPP, CPC obtains a satisfactory performance gain even with this simple method.
IV. SIMULATION EXPERIMENTS A. EXPERIMENT SCENARIOS AND SETUP
The simulation tool for DLCPP is Mininet. We build the SDN environment based on OpenvSwitch [34] and Floodlight [35] . They run on Ubuntu 12.04 and a platform that possesses 8 CPU cores of Intel(R) i7-4790 and 32G RAM memory. We generate the topologies of the experiment network from empirical results by the Tier program [27] , which consists of 1,000 nodes and 3,860 links.
In this paper, 500 consumers randomly access 50 nodes. Each consumer sends 100,000 Interests such as events in a Poisson process such that the time interval of the data requests follows an exponential distribution with a mean of 10 time units.
The distribution of data-object requests from a fixed user community accords with Zipf's law. This paper employs NDN Traffic Generator [47] , in which the access pattern (frequency of specific content) follows Zipf-like distributions [28] , which are of the form PrC v ∝ v −α . Pr{C v } is the probability of requesting the v th -most popular content, and α is named Zipf parameter. TABLE 3 shows the key parameters and their values used in our experiments.
1) DATASETS
In the experiment network, we collect the measure parameters of content being requested at some distributed nodes, and they construct a spatial-temporal joint distribution dataset. We did not apply any artificial feature extraction or selection to the raw data. Due to the huge difference of measure parameters' value ranges, therefore, the only preprocessing work is normalizing them into [0, 1]; i.e., for each measure parameter, we put it with its maximum value.
Training and Testing Data: the first 80% of the Datasets were selected as the training set and the remaining 20% of the Datasets were selected as the testing set. 
2) EVALUATION METRICS
We adopt mean accuracy (MA) to evaluate the performance of the proposed model, which is defined as
where MAPE is the mean absolute percentage error, o i is the observed number of content blocks being requested, andô i is the predicted number of content blocks being requested. Moreover, the following caching performance metrics are considered:
• RHD (Relative Hit Degree): Hit rate is a traditional measure of caching performance. It is defined as the ratio of the number of content hits in the intermediate nodes with respect to the total number of content requests. However, this approach cannot actually measure the caching efficiency because it does not consider the cost of buying the hit rate, i.e., how much cache space will be expended for the hit rate. Thus, we define the Relative Hit Degree as follows:
RHD =
Hit rate Consumed_num Total_num (9) where Total_num is the total cache capacity of all nodes, and Consumed_num is cache capacity consumed by content. The greater the RHD, the greater the caching efficiency.
• AAC (Average Access Cost): the average latency time of receiving content. It can be considered a measure of the QoE (Quality of Experience).
3) ARCHITECTURES
We must define several parameters for the deep architecture for prediction, such as the nodes in each layer, the layer size, epochs, and the time intervals k of the input data. We determine these parameters through cross validation only on the training set to ensure fairness when comparing with other approaches. In later section, the effect of each parameter on the final results is further analyzed.
In this paper, we used the proposed model to predict Internet traffic. We choose number of nodes at the input layer from {1, 5, 10, 20, 30, 40}, i.e., the input layer units from {7, 23, 43, 83, 123, 163}, the hidden layer size from 1 to 4, and the number of hidden units from {50, 100, 200, 300}. After performing grid search runs, we obtained the best architecture for different prediction tasks, which is shown in Table 4 , where r = 1, number of epochs=50, slot time=80 and training set size/Batch size=4.
As reported in [38] , when deeper networks are able to start converging, a degradation problem has been exposed; with the network depth increasing, accuracy becomes saturated and then degrades rapidly. Unexpectedly, such degradation is not caused by overfitting, and increasing more layers to a suitably deep model leads to higher training error. Thus, the depth of the learning network should be neither too great nor too small [8] . Similarly, our experiment also shows that a greater depth cannot significantly improve performance after a depth increase to greater than 3. Table 4 shows that the MA of deep learning with different depths for hidden layers is almost the same. However, increasing the depth for hidden layers will add to the computational complexity of the deep learning network and then to the overhead of the SDN. Without losing generality, deep learning network with 3 layers is the default structure in this paper. In other words, the depths for input layer, hidden layer and output layer each equal 1.
At the same time, the results also show that the number of hidden layer units for a DLCPP should be neither too small nor too large. We can also find that the MA of [50] is 0.744 from Figure 8 , which is close to an MA of [200] . Thus, considering the overhead of SDN incurred by DLCPP, [50] is selected as the default configuration of the hidden layer in this paper.
B. EXPERIMENT RESULT
In this section, the learning and generalization capabilities of our DLCPP is investigated. We compared it to several widespread methods, which are the auto regressive (AR) model [37] and the neural networks (NN) model [36] . As one typical time-series prediction model, AR considers the correlations shown in successive time sequences of traffic. It also considers the essential characteristics of Internet traffic, such as inherent correlations (via moving average) and its effect on the near future (via auto-regression). However, these models ignore the important spatiotemporal feature of Internet networks. NN represents the traditional neural network and attempts to learn features through hidden layers.
These models are trained and tested using the same training and testing sets used for DLCPP. The section presents experiment results. Unless otherwise stated, each experimental reported point represents an average value gathered over 100 runs under the same experimental setting. At the same time, to find the effect of a parameter on prediction performance, only one parameter's value is changed every time, whereas the value of other parameters is fixed. Table 3 shows this arrangement as the default values.
1) PREDICTION PERFORMANCE WITH DLCPP a: EFFECT OF EPOCHS
The epochs are important in the training phase. The model would be overfat if the epoch number is too large. Figure 4 shows MA as a function of the number of epochs for the training set and testing set respectively. We let the epochs range from 5 to 300. With the addition of the epoch number, the accuracy on the training set increases, whereas the generalization capability does not increase if the epoch number is over 50. In this case, the model appears to be overfat on data when the epoch number is too large. Obviously, large epochs can increase the accuracy but it need lots of temporal cost. Therefore, our model do not adopt large epochs. Figure 4 shows a relationship between MA and epoch for the typical scenario, which is also similar to other scenarios. Therefore, the default value of epochs is 50 in the paper.
b: EFFECT OF SLOT TIME SCALE (TIME DIMENSION k)
In the predicting process, time slot is the basic time unit, consisting of k time slices, 1 < k < 16 (15 min-4 h), and k is referred to as slot time scale. The variable represents the temporal dimension of input for DLCPP. Actually, the number of users requesting content is small within a slot when slot time scale is too small. Consequently, the training dataset is sparse. A sparse training set might affect the model training and then the accuracy of prediction.
On the one hand, increasing k means that the statistical period of DLCPP data collection expands. The variable can capture more detail of measure parameters and remove the fluctuations of measure parameters within a slot. As shown in Figure 5 , the MA of DLCPP grows with the increase of k. However, the growth rate of MA for DLCPP decreases when slot time increases to 20(k = 4). On the other hand, too long a statistical period reduces the real-time performance of DLCPP. Thus, 20 can be chosen as the optimal slot-time value. For the real network, the optimal slot time is related to the distribution of time intervals of users requesting content. In the experiment of this paper, the time intervals of data requests follow an exponential distribution with a mean of 10; thus, 20 is the best value for slot time.
We then compare the proposed approach with existing methods. Due to the ability of addressing a nonlinear structure and unsupervised feature learning, DLCPP can provide good results in all slot time scales, which can outperform all existing approaches. Compared with NN, DLCPP can improve accuracy slightly (approximately 2.1%∼15%). Compared with AR, the DLCPP can improve accuracy by approximately 5.2%∼40%. One possible reason is that the AR model treats traffic in each node as an independent sequence and models the traffic based on the assumption that traffic on a node is only self-affected. This assumption ignores spatial relationships among nodes in the network and neglects the important mutual effect of adjacent nodes or deeper traffic features. NN is also inferior to DLCPP, which could possibly be because the structure of NN is so simple that NN cannot capture rich features among network nodes; more importantly, NN cannot handle and utilize spatial information among nodes.
Moreover, DLCPP's advantage is more obvious when slot time is smaller. This reason is that the collected data become too sparse when slot time is small. Under such a scenario, the advantage of DLCPP collecting measure parameters' spatial-temporal joint distribution data shows more clearly compared with other schemes. Its prediction from a network perspective would be more appropriate in this situation.
We also find that the AR model gradually becomes closer to NN when slot times rise, and the AR model exceeds NN when slot time increases to 80(k = 16).
c: EFFECT OF NODE NUMBER AT INPUT LAYER (SPATIAL DIMENSION n)
For DLCPP, it is easy to understand that a larger n (input layer's node number) can collect more information; thus, DLCPP's prediction is better. n is a spatial dimension of input for DLCPP. As expected, Figure 6 shows that the MA of DLCPP and NN increase with the addition of node number n at the input layer. However, the MA of NN begins to decrease, and the growth rate of MA for DLCPP decreases when n is 20. Let us refer to n × k as the spatial-temporal joint space of input for DLCPP (referred to as joint space). The abovementioned sections have shown the effect of a single temporal dimension or spatial dimension. Then, we research the effect of the joint space. Figure 7 demonstrates how joint space affects MA, in which the horizontal axis is n × k. Similar to Figure 5 and Figure 6 , Figure 7 shows that greater joint space can benefit higher MA. There is also one turning point (160 in Figure 7 ). The MA of NN begins to decrease, and the growth rate of MA for DLCPP is decreasing after n × k is greater than turning point. Thus, we can improve MA by increasing joint space (adding n or k, or simultaneously adding n and k). However, there is a turning point of efficiency. Thereafter, the efficiency of improving decreases. Conversely, as the cost of improving MA, greater joint space will occupy more network resources of an SDN node. Figure 8 illustrates that there is little relationship between NN and hidden layer units, and DLCPP's MA rapidly increases as number of hidden layer units rises. However, the growth rate of MA for DLCPP decreases after number of hidden layer units increases to 50. Ultimately, more hidden layer units even cause MA to decrease. This decrease also confirms a conclusion from the previous section-that the number of hidden layer units for a DLCPP should be neither too small nor too large. 
d: EFFECT OF HIDDEN LAYER UNITS

e: EFFECT OF TRAINING SET SIZE/BATCH SIZE (ITERATIONS)
Batch size is the number of training examples in one forward/backward pass [26] . To decrease the effect of training set size, this paper uses training set size/Batch size (referred to as iterations), which becomes a dimensionless variable. From Figure 9 , too few or too many iterations all lead to a decrease of MA, i.e., Batch size should not be too small or large. When iterations are {2, 4, 8, 16, 48 , 144}, DLCPP's MA holds almost unchanged. In this paper, when Iterations=432 and Batch size=1, it is actually an online prediction, and its MA is 0.312. Iterations=1 represents Full Batch Learning.
2) CACHING PERFORMANCE WITH DLCPP
Based on prediction, CPC devotes itself to the cache placement and cache replacement. Reference [32] proposed a cache placement scheme based on prediction of content popularity (referred to as AR) in which it employs an Auto Regressive (AR) model to predict popularity. BEACON [30] is another cache placement scheme based on a gray model to predict popularity. They can be supported by lots of cache replacement schemes. LRU (Least Recently Used) is a common replacement scheme. Thus, CPC is compared with AR+LRU and BEACON+LRU based on performance measures, such as RHD and AAC.
In this paper, we consider each path of caching entities a pool of caching resources. Employing prediction, we try to find an optimal means of distributing content in these caches to eliminate caching redundancy and, in turn, to reduce traffic redundancy. VOLUME 6, 2018
a: EFFECT OF RELATIVE CACHE SIZE
Commonly, the cache sizes in the Internet are much smaller than the content sizes within Internet. Relative cache size is introduced to reflect the degree of scarcity of cache space. It is defined as the percentage of the whole in-network cache sizes and the size of all contents. In this paper, cache sizes and content sizes all are much smaller than the real network; however, their ratio (relative cache size) is close to the reality. Figure 10 and Figure 11 plot the RHD with relative cache size varying widely from 0.4% to 100%. total_node , where total_node is the total number of nodes in the experiment network, and cached_num(i) is the number of nodes caching content with popularity i. Due to this great spatial distribution for content, the consumer can obtain them from closer nodes with fewer hops. This point is confirmed by Figure 11 . Figure 11 shows that the average access cost of the three schemes decreases as the relative cache size grows. CPC can let popular content be widely cached by nodes; it thus is always superior to BEACON+LRU and AR+LRU. Although BEACON+LRU slightly outperform AR+LRU, they exhibit comparable performance. Compared with AR+LRU, CPC achieves an average improvement of greater than 10%.
b: EFFECT OF ZIPF PARAMETER (α)
We perform the same comparison for a variety of Zipf parameter to show the effect of access pattern. More precisely, we want to determine the performance of CPC for different distributions of content popularity. Figure 12 and Figure 13 plot the AAC with Zipf parameter varying widely from 0.1 to 1. As shown in Figure 12 , RHD of all schemes increases steadily with the increase in the Zipf parameter. The increase in caching efficiency of all schemes is attributable to stronger content locality. The advantage of CPC compared with BEACON+LRU and AR+LRU increases when the Zipf parameter increases. At the same time, because BEACON+LRU adopt a dynamic probability that can reflect the change of content popularity and the importance of network nodes, BEACON+LRU always outperform AR+LRU. CPC has an average advantage of greater than 60% over AR+LRU.
As shown in Figure 13 , all schemes offer lower average access cost, as expected, as the Zipf parameter grows.
Similarly, our scheme's cost is consistently lower than those of the other two. Compared with AR+LRU, CPC achieves an average improvement of greater than 6%.
In summary, benefiting from DLCPP's better prediction accuracy compared with AR, as shown in Figure 5 , its caching performance also steadily outperformed AR+LRU.
3) OVERHEAD OF DLCPP
In this section, we analyze the algorithm complexity and the latency time overhead of DLCPP.
For DLCPP, there are two types of overhead: communication and computation. Actually, DLCPP does not require high communication overhead because the data transferred among its switches are the calculated results of neurons. Its communication overhead relies on the number of measure parameters (m), the size of DLCPP and traffic volume. However, m is only four in this paper. Moreover, even in a network with 1000 nodes, the instantaneous message-generating rate of an input node is 3 kbps, and the rate of messages converging to a hidden node is 40 kbps. Both are much lower than the normal traffic-generating rate of each node.
The computation overhead of DLCPP primarily comes from two parts: (a) the packet parsing and variable updating operations of input neurons and (b) the ANN computation of the whole network. Of these, the former relies on the type of measure parameter. However, these measure parameters all can be easily extracted from PIT. On the other hand, we also evaluate the latency time overhead of DLCPP from the view of training and running phases. Based on a CPU with Intel(R) i7-4790, the training time is less than 1.31 seconds when the number of neurons at the hidden layer is 3000. And actually, the training phase of DLCPP can be operated offline to avoid network performance degradation. Correspondingly, the running time is less than 0.01 seconds. These time overheads can satisfy on-line applications although the application scenario of this papercontent placement do not require on-line.
Moreover, in the training phase, Table 5 shows the computation overhead of a single node in the hidden layer. DLCPP requires very low computation and memory from the switch.
In summary, DLCPP's overhead is minimal. It satisfies the two features of scalability well and is deployable in a large-scale network. Finally, CPC's overhead focuses on the communication between controller and its sub-network node, in which the controller periodically sends content popularity to the nodes within its sub-network. As shown in section 3.3.4, H is set to 2 times average content-cache capacity. On the one hand, the controller sends the popularity of the most popular H content to its nodes. On other hand, the controller periodically sends it at intervals of TC. Therefore, experiment results have shown that this overhead does not harm caching efficiency.
V. DISCUSSION
A. SELECTING SDN NODES TO BUILD DLCPP
In this paper, we select n nodes from the real network with q nodes to construct the input layer of DLCPP. The connection between n nodes in the real network certainly affects the spatial and temporal correlation of the data collected by them; i.e., it affects the input of deep learning and then affects the accuracy of prediction. In this paper, we randomly select the nodes. In fact, there are other strategies, such as the following:
(1) Selecting the nodes with more betweenness. From the complex-network community theory [49] , the nodes with larger betweenness are more-important nodes in the network that are not only more easily accessible by nodes within its community but also more easily accessed by the external nodes. They can collect more data for DLCPP; thus, prediction accuracy should be improved. However, its negative effect is bringing additional load to these key nodes whose load is already heavier, incurred by larger betweenness. The probability of them becoming congestion nodes will greatly increase.
(2) Selecting the nodes between which there is greater correlation. The connection between them in the real network certainly affects the spatial and temporal correlation of the data collected by them. Thus, this approach actually is a global optimization method because the data with stronger spatial and temporal correlation can improve the prediction.
Due to SDN's centralized control in the global view, the SDN controller can help these two policies to select optimal nodes.
B. SDN RESOURCES ASSIGNMENT NFV-BASED
This paper unitizes a part of an SDN node's resource to build DLCPP; thus, how its resources are assigned is an important issue. The paper uses a software agent running on a virtual machine (VM) to complete a demo in which neurons are delivered to DLCPP as pieces of pure software. As shown as Figure 14 , we can employ Software-Defined Network Function Virtualization (SD-NFV) [50] to perform this function when DLCPP is deployed on the real network.
In SD-NFV, the underlying SDN infrastructure is abstracted to realize virtualized network paths that provide connectivity to support the inter-connection between Virtual Network Functions (VNF) and with the end-points. Virtual network resources provide an interface to the underlying network resources, which are mostly considered for providing connectivity services. Figure 14 shows that the neuron is abstracted as one VNF. VNFs run on a VM that is virtualized from the switch using NFV technology. VNFs can be inter-connected with each other and with the end-points in a certain way (forwarding path) to achieve the desired overall end-to-end functionality or service. This structure is known as a ''service chain'' [53] . Thus, VNFs can be distributed over several switches connected through multiple heterogeneous transport networks [54] .
VI. CONCLUSION
To predict content popularity, we propose the DLCPP method to build a distributed and reconfigurable deep learning network based on SDN. It can achieve deep coupling of network and application features and unify collection and analysis of data. SAE+Softmax are constructed to achieve DLCPP. Some challenges for DLCPP are addressed, such as determining the measure parameters of content being requested that can reflect content popularity, determining the structure of SAE, realizing the neuron function on an SDN switch, and deploying DLCPP on OpenFlow-based SDN. Abundant experiments have shown good performance of our deep architecture, but with little overhead. The outcome could be improved via fine-tuning of the final layers or training the overall network parameters.
We emphasize that this paper's main contribution is a novel method to build a distributed and reconfigurable deep learning network based on SDN. We adopt DLCPP to predict popularity and propose a lightweight simple caching policy, integrating cache placement and cache replacement, based on it. Without a doubt, other caching policies exist based on DLCPP that achieve better performance. Actually, other approaches, such as anomaly detection and routing, can also be based on DLCPP. These approaches constitute our future work. (M'12) 
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