This paper shows a characterization of digraphs of three vertices associated with Lie algebras, as well as determining the list of isomorphism classes for Lie algebras associated with these digraphs. Additionally, we introduce and implement two algorithmic procedures related to this study: the first is devoted to draw, if exists, the digraph associated with a given Lie algebra; whereas the other corresponds to the converse problem and allows us to test if a given digraph is associated or not with a Lie algebra. Finally, we give the complete list of all non-isomorphic combinatorial structures of three vertices associated with Lie algebras and we study the type of Lie algebra associated with each configuration. 1880 J. Cáceres et al.
Introduction
Nowadays, one of the most interesting challenges in mathematical research is to find new links between different fields. This strategy allows researchers to achieve alternative techniques to solve open problems, as well as improving known theories and revealing new ones. This paper deals with the topic of the relation between graphs (and more generally combinatorial structures) and Lie algebras. In this way, our work continues the research line opened in [2] , where a mapping between Lie algebras and combinatorial structures was introduced in order to translate properties of Lie algebras into the language of graph theory and vice versa.
On one hand, there exists extensive research on Lie theory due to its own theoretical importance and also due to its very useful applications to many different fields, like Engineering, Physics or Applied Mathematics. However, some general aspects about Lie algebras remain unsolved. For instance, the classification problem of Lie algebras is one of the main questions to be answered at Remark 1 The first condition in Definition 1 and the bilinear property of the bracket imply the skew-symmetry property: [X, Y ] = −[Y , X], for all X, Y ∈ g since both R and C are fields of characteristic different from two. Definition 2 The Lie algebra g is semi-simple if it does not contain any proper abelian ideals. If g is non-abelian with no non-trivial ideals, then g is simple.
Definition 3 The commutator central series and the lower central series of a finite-dimensional Lie algebra g are, respectively, C 1 (g) = g, C 2 (g) = [g, g], . . . , C k (g) = [C k−1 (g), C k−1 (g)], . . . and C 1 (g) = g, C 2 (g) = [g, g], . . . , C k (g) = [C k−1 (g), g], . . . . Remark 2 Let us note that every nilpotent Lie algebra is solvable; because C i (g) ⊆ C i (g) for i = 1, . . . , n.
Associating combinatorial structures with Lie algebras
Given an n-dimensional Lie algebra g with basis B = {e i } n i=1 , the law of g with respect to B is given by its structure constants c k i,j as follows: [e i , e j ] = n k=1 c k i,j e k . The pair (g, B) can be associated with a combinatorial structure by the following method, introduced in [2]: (a) Draw vertex i for each e i ∈ B. (b) Given three vertices i < j < k, draw the full triangle ijk if and only if (c k i,j , c i j,k , c j i,k ) = (0, 0, 0). Edges {i, j}, {j, k} and {i, k} have weight c k i,j , c i j,k and c j i,k , respectively. (b1) Use a discontinuous line (named ghost edge) for edges with weight zero. (b2) If two triangles ijk and ijl satisfy that c k i,j = c l i,j , draw only one edge between vertices i and j, shared by both triangles (Figure 1 ). (c) Given two vertices i < j, draw a directed edge from j to i if c i i,j = 0 or a directed edge from i to j if c j i,j = 0 ( Figure 2 ). According to this procedure, the resultant combinatorial structure depends on both the Lie algebra g and the chosen basis B. More concretely, this structure depends on the coefficients c k i,j which defines the law for such a basis. Hence, we are interested in knowing what happens when a change of basis is performed over the given Lie algebra and how this change has an effect in the combinatorial structure associated with the new basis. This is completely solved for three-dimensional Lie algebras in this article and points out for any other dimension. Let us note that, if the structure contains isolated vertices, the vector in B associated with each of these vertices belongs to the centre of g. The converse of this result is false; that is, the centre of g can correspond to non-isolated vertices in the triangular configuration associated with g.
Definition 4 A vertex v is said to be a sink vertex (respectively, a source vertex) if all the directed incident edges with v are oriented towards v (respectively, from v).
Digraphs of three-vertices associated with Lie algebras
In this section, we determine all isomorphism classes of Lie algebras admitting configurations of three vertices, as well as characterizing all the possible digraphs corresponding to each of these classes. In [2] , the following result was proved concerning those configurations of three vertices which are not associated with any Lie algebra.
Lemma 1 [2, Lemma 3.1] Let g be a Lie algebra associated with a graph G. Then, the configurations shown in Figure 3 are forbidden in G, for any three different vertices i, j and k (independently of the weights of the edges).
Therefore, there exist only four types of digraphs of three vertices associated with threedimensional Lie algebras ( Figure 4 ). Our goal is to study the isomorphism classes of their associated Lie algebras in order to know if all the algebras associated with a type are isomorphic with one another or if there exist Lie algebras associated with more than a type of digraph. This is answered, thanks to the results given in the present section. Proposition 1 Let g be the Lie algebra with basis Figure 4 ). Then
Proof If c 2 1,2 c 2 2,3 = 0, we can assume that c 2 1,2 = 1 and c 2 2,3 = 1 by scaling the basis vectors via the basis change φ 1 : g → g defined as e 1 = φ 1 (w 1 ) = (1/c 2 1,2 )w 1 , e 2 = φ 1 (w 2 ) = w 2 and e 3 = φ 1 (w 3 ) = (1/c 2 2,3 )w 3 . Hence, we get the algebra indicated in Statement (i). If c 2 1,2 = 0 and c 2 2,3 = 0, then we have the Lie algebra [f 1 , f 2 ] = f 2 by scaling only the basis vector w 1 .
If c 2 1,2 = 0 and c 2 2,3 = 0, we get the Lie algebra [f 2 , f 3 ] = f 2 by scaling only the basis vector w 3 . To obtain the law in Statement (ii), it is sufficient to consider the automorphism φ 2 : g → g with
Next, we prove that the Lie algebras in Statements (i) and (ii) are isomorphic to each other, thanks to the basis change φ 3 
Finally, the isomorphism between the Lie algebras in Statements (i) and (iii) is induced via the basis change φ 4 : g → g given by
Let us note by the symmetry of v 1 and v 2 , we can assume without loss of generality that p 1 = 0.
Remark 3 From here on, the three-dimensional Lie algebra given by [e 1 , e 2 ] = e 2 and [e 2 , e 3 ] = e 2 of Proposition 1 will be denoted by g 1 .
As an immediate consequence of Proposition 1, the two digraphs shown in Figure 5 , independently of the weights, are associated with the same Lie algebra. The Lie algebras which are associated with configuration (a) constitutes a unique isomorphism class g 1 , also containing all three-dimensional Lie algebras associated with digraphs containing an isolated vertex. Figure 4 ). Then, there exists a basis {e i } 3 i=1 of g verifying [e 1 , e 2 ] = e 1 and [e 2 , e 3 ] = pe 3 with p ∈ K * .
Proof It suffices to consider the basis change φ : g → g defined by the following expressions
Remark 4 From here on, the three-dimensional Lie algebra given by [e 1 , e 2 ] = e 1 and [e 2 , e 3 ] = pe 3 of Proposition 2 will be denoted by g 2 (p) with p ∈ K * . Figure 4 ). Then, there exists a basis {e i } 3 i=1 of g such that the law of g is expressed as [e 1 , e 2 ] = p(e 1 − e 2 ), [e 1 , e 3 ] = e 3 and [e 2 , e 3 ] = e 3 with p ∈ K * .
Proof It suffices to consider the basis change φ : g → g defined by 3 2,3 and take into consideration that c 1 1,2 c 3 1,3 + c 2 1,2 c 3 2,3 = 0, as a consequence of the Jacobi identity.
Remark 5 From here on, the three-dimensional Lie algebra defined by [e 1 , e 2 ] = p(e 1 − e 2 ), [e 1 , e 3 ] = e 3 and [e 2 , e 3 ] = e 3 with p ∈ K * , from Proposition 3 will be denoted by g 3 (p).
∈ K * (i.e. associated with the configuration (d) in Figure 4 ). Then there exists a basis {e i } 3 i=1 of g verifying [e 1 , e 2 ] = −p(e 1 − e 2 ), [e 1 , e 3 ] = e 1 + e 3 and [e 2 , e 3 ] = (1/p)e 2 + e 3 with p ∈ K * .
Proof In order to prove this proposition, we first consider the basis change φ : g → g given by 3 , use the Jacobi identity J(w 1 , w 2 , w 3 ) = 0 and denote p 1 = c 1 1,3 /c 2 1,2 and p 2 = c 2 2,3 /c 2 1,2 . With respect to the basis 3 and, thus, the law stated is obtained when denoting p = p 1 /p 2 .
Remark 6 From here on, g 4 (p) with p ∈ K * , will denote the three-dimensional Lie algebra of law [e 1 , e 2 ] = −p(e 1 − e 2 ), [e 1 , e 3 ] = e 1 + e 3 and [e 2 , e 3 ] = (1/p)e 2 + e 3 obtained in Proposition 4.
Proposition 5 The dimension of the derived Lie algebra D(g
Proof Only D(g 4 ) = −p(e 1 − e 2 ), e 1 + e 3 , (1/p)e 2 + e 3 is needed to be studied by virtue of Propositions 1-4. Then, the rank of the coefficient matrix, which is ⎛
Corollary 1 The following two statements are verified:
none of them is isomorphic to
Lie algebras associated with configurations having an isolated vertex.
Proposition 6 Given p 1 , p 2 ∈ K * and i ∈ {2, 3, 4}, Lie algebras g i (p 1 ) and g i (p 2 ) are isomorphic if and only if p 1 = p 2 or p 1 · p 2 = 1.
Proof Given i ∈ {2, 3, 4}, Lie algebras g i (p 1 ) and g i (p 2 ) are isomorphic if and only if there exists a basis change leading from the law of g i (p 1 ) to the one of g i (p 2 ). Let {e j } 3 j=1 and {w j } 3 j=1 be the bases defining the law of g i (p 1 ) and g i (p 2 ), respectively, and let us consider a general basis change given by w 1 = a 1,j e j , w 2 = a 2,j e j and w 3 = a 3,j e j . Imposing the law of g i (p 1 ) over g i (p 2 ), we obtain a system with solutions p 1 = p 2 or p 1 · p 2 = 1.
Proof The isomorphism that we have to consider is φ :
are bases for g 2 (p) and g 3 (p), respectively. Remark 7 Proposition 9 implies that, for a given p, both digraphs in Figure 6 are associated with the same Lie algebra.
Proof The isomorphism is given by φ :
Remark 8 Proposition 10 affirms that the two digraphs in Figure 7 correspond to the same Lie algebra.
Proposition 9 sl 2 (K) is isomorphic to Lie algebra g 4 (p) if and only if p = −1.
Proof Given p ∈ K * {1}, we consider Lie algebra g 4 (p) = e 1 , e 2 , e 3 with law [e 1 , e 2 ] = −p(e 1 − e 2 ), [e 1 , e 3 ] = e 1 + e 3 and [e 2 , e 3 ] = 1 p e 2 + e 3 and Lie algebra sl 2 (K) = w 1 , w 2 , w 3 with law [w 1 , w 2 ] = 2w 2 , [w 1 , w 3 ] = −2w 3 and [w 2 , w 3 ] = w 1 . If we define an arbitrary basis change e i = 3 j=1 a i,j w j , for i = 1, 2, 3 and impose the laws of g 4 (p) and sl 2 (K), we obtain an equation system. Every solution involves p = −1, which completes the proof.
Remark 9 Proposition 11 implies that both digraphs in Figure 8 comes from the same Lie algebra.
All the previous results can be summarized as follows.
Theorem 1 The isomorphism classes of three-dimensional Lie algebras are the following: International Journal of Computer Mathematics
Moreover, the algebras corresponding to the first three classes are two-step solvable and non-nilpotent, while the fourth class is simple.
Algorithmic methods
In this section, we show two algorithmic methods. The first is devoted to obtain and draw the digraph associated with a given Lie algebra starting from its non-zero brackets. The second is useful to determine if a given weighted digraph is associated with a Lie algebra or not. Whereas the first algorithm consist of four steps, the second only requires two.
We want to stress that these two algorithms work for Lie algebras of arbitrary dimension and for digraphs of more than three vertices, although the previous section was exclusively devoted to the cases of dimension three and three vertices.
Algorithm to obtain the digraph associated with a Lie algebra
Let us consider a vector space g with basis B n = {e i } n i=1 and law given by the following non-zero brackets:
Then, under the conditions given by the Jacobi identities, we can affirm that g is associated with a combinatorial structure without full triangles; that is, a digraph. Now, we implement an algorithmic method to obtain and draw the digraph associated with g. Remember that, according to the construction explained in Section 3, if g is associated with a digraph, then there exists a basis where the law of g is expressed as in Equation (1). For this reason, our algorithm (and its corresponding implementation) is set out to start after inserting a law as expressed in Equation (1). If we want to apply our algorithm to a Lie algebra whose law is not expressed as in Equation (1), we first need to run an isomorphism-search algorithm to find out an isomorphic law expressed in the form of Equation (1) . If such a law does not exist, then no digraph is associated with the algebra; otherwise, our algorithm can be run for the law so obtained and the digraph is determined.
In order to implement the algorithm, we have used the symbolic computation package MAPLE 12, loading the libraries linalg, GraphTheory and Maplets[Elements]. The first two libraries allow us to apply commands of linear algebra and graph theory, respectively; whereas the last is used to display a message so that the user introduces the required input into the first subroutine, devoted to define the law of g. The algorithm to obtain the digraph associated with g, considers the following four steps:
(1) Insert the law of g by means of a routine computing the Lie bracket of two arbitrary basis vectors in B n . (2) Compute the bracket of two vectors expressed as linear combinations of vectors in the basis B n . (3) Check all the Jacobi identities for g. (4) Define the digraph associated with g, using the method reviewed in Section 3.
Next, we explain in detail how to implement each step and which inputs are required. In our implementation, the structure of the algorithm consists of three subroutines and one main routine (corresponding to Step 4) .
Before running the first subroutine, we must restart all the variables and delete all the computations saved in the kernel by using the command restart. Additionally, we must update the value of the variable dim to save the dimension of g and insert the values of each non-zero structure constants c k i,j (denoted by c[i,j,k] in the source code) in the law of g, which must be expressed as in Equation (1). Note that a sentence declaring the value of c[i, j, k] must be written for each non-zero structure constant c k i,j . Since the user has to fill in the code inserting both these values and the dimension of the algebra, we have also included a sentence in a maplet just at the beginning of the implementation, reminding us about these issues. Next, a cluster with two loops is included in order to define as null the structure constants c k i,j not inserted by the user. This cluster requires two variables R and S: the list R consists of the subindexes of all the vectors in the basis B n and S is a second list containing the elements of R two by two and is used to run over the structure constants without declaring the value. This latter is done via a test determining if the variable c[i,j,k] saving the structure constant c k i,j is numeric (i.e. it is declared) or not (i.e. it must be declared as null). Note that all these sentences make up the preamble. Note that the first ellipsis in the command assign corresponds to the blank to write the dimension of g. Additionally, the suspension points in the line declaring c[i,j,k] are associated with the value of the non-zero structure constant c k i,j , for 1 ≤ i < j ≤ n and k ∈ {i, j}. Now, we can run the first subroutine, named law, which receives two natural numbers as inputs. These numbers represent the subindexes of two vectors in B n . The subroutine computes the bracket of these two vectors. In the implementation, we use two conditional sentences to declare as zero the brackets between a basis vector and itself and the skew-symmetry property of the law. Next, we show the following two subroutines devoted to check all the Jacobi identities and, in that way, elucidate if the vector space considered is a Lie algebra. To do so, first we define the subroutine bracket which computes the bracket of two arbitrary vectors of g. These vectors are expressed as linear combinations of the vectors in B n . For this latter goal, the subroutine law is called in the implementation. Now, we show the implementation of the subroutine jacobi, which receives the dimension n of g as unique input. This subroutine imposes all the equations obtained from the Jacobi identities and according to the brackets written in the subroutine law. To do so, four local variables L, M, N and P have been defined: the list L consists of the subindexes of all the vectors in the basis B n ; M contains the elements of L three by three; N saves the expression when imposing the Jacobi identities; and finally, the list P is used to find out if there exists some non-zero expression in the list N. The output of this subroutine is a message saying true if and only if g is a Lie algebra. Finally, we implement the main routine of the algorithm, named drawdigraph. This routine receives the dimension n of g as input and draws the digraph associated with g after checking that g is, effectively, a Lie algebra. Otherwise, it returns a message saying that g is not a Lie algebra. In order to implement this algorithm, two local variables V and E have been defined: the list V contains the vertices of the digraph and the set E consists of the edges. Then, the routine jacobi has been used to check all the Jacobi identities. After that, several loops are programmed to include all the directed, weighted edges in the set E according to the non-zero brackets saved in the subroutine law. After that, we must run all the routines. Once this is done, we check if the subroutine jacobi returns 'True' to be sure that g is a Lie algebra. Then, we execute the sentence drawdigraph(dim), obtaining the digraph in Figure 9 . Now, we present a computational study of the algorithm previously implemented in an Intel Core 2 Duo T 5600 with a 1.83 GHz processor and 2.00 GB of RAM. Table 1 reproduces computational data about both the computing time and the memory used to obtain the output of the routine This family corresponds to a generalization of the configuration (c) in Figure 4 . Thus, they are associated with a special subclass of non-nilpotent two-step solvable Lie algebras. This allows us to check empirically the computational data given for both the computing time and the used memory. Table 1 was obtained from the output of drawdigraph for the algebras s n with 5 ≤ n ≤ 25. Note that the computing time is about 1.5 times greater when the dimension n is increased in one unit starting from n = 8.
Next we show some brief statistics about the relation between the computing time and the memory used by the implementation of the main routine drawdigraph for the Lie algebras s n . In this sense, Figure 10 shows the behaviour of the computing time and the used memory for this routine with respect to the dimension n of s n . Note that the computing time increases more quickly than the used memory. Moreover, the increase of the computing time fits into a positive exponential model, the used memory is not following an exponential or logarithmic behaviour. Finally, we have studied the quotients between used memory and computing time, obtaining the frequency diagram shown in Figure 11 . In this case, the behaviour also fits into an exponential model that is negative.
Next, we compute the complexity of the algorithm, considering the number of operations carried out in the worst case. We have used the big O notation to express the complexity. To recall the big O Figure 10 . Graphs for the computing time and used memory with respect to the dimension. Figure 11 . Graphs for the quotients used memory/computing time with respect to the dimension. Table 2 . Complexity and number of operations.
Step Routine Complexity Operations
notation, the reader can consult [13] : given two functions f , g : R → R, we could say that f (x) =  O(g(x) ) if and only if there exist M ∈ R + and x 0 ∈ R such that |f (x)| < M · g(x) for all x > x 0 . We denote by N i (n) the number of operations when considering step i. This function depends on the dimension n of the Lie algebra. Table 2 shows the number of computations and the complexity of each step, as well as indicating the name of the routine corresponding to each step. In fact, we determine that the complexity of the algorithm is of polynomial order 5.
Algorithm to determine if a digraph is associated with some Lie algebra
The algorithmic procedure which we show next, is useful to determine if a given digraph is associated or not with some Lie algebra. Such an algorithm consists of the following two steps: In order to implement the algorithm, the libraries DifferentialGeometry, LieAlgebras and GraphTheory must be loaded. In this way, we can use commands related to Lie algebras and graph theory.
The first step of this algorithm is executed by the routine program, which allows us to build a vector space associated with the digraph and to determine the candidate for the bracket product. To do so, the program receives the following two inputs: the list V with the vertices of the digraph and the set E with its directed, weighted edges. As outputs, we obtain the vector space with basis {e i } n i=1 , where e i corresponds to the vertex i in the list V, and the brackets associated with the edges in the set E. To implement this routine, two local variables B and L are defined, where B saves the basis {e i } n i=1 and L is a list containing the indexes of the structure constants from the non-zero brackets. Once the vector space and the structure constants (i.e. the bracket product) are generated by the routine program, we must define the law corresponding to these, which is done by evaluating the sentence > DGsetup(program(V,E));
After defining this vector space, saved as Alg1, we can operate over it. More concretely, running the next sentence, we can test if the Jacobi identities hold for Alg1: Alg1 > Query(Alg1,"Jacobi");
The vector space Alg1 defined by the output of the program is a Lie algebra if and only if the answer true is obtained for this question. Let us note that, in the affirmative case, Alg1 saves all the data about the Lie algebra, including its law.
Example 2 Let us consider the digraph in Figure 12 . Before running the routine program, we computationally define the digraph by means of the list V of its vertices and the set E of its edges. As output, the routine program generates the vector space associated with the graph and endowed with a law given by the weights (i.e. structure constants). Finally, the Jacobi identities are checked to decide if this vector space is a Lie algebra or not.
> V:= [1, 2, 3, 4] ; > E:={[ [1, 2] ,1],[ [1, 3] ,2],[ [2, 4] ,1],[ [3, 4] ,-1]}; > DGsetup(program(V,E)); Alg1 > Query(Alg1,"Jacobi"); > false
Since the answer is false, the digraph in Figure 12 is not associated with a four-dimensional Lie algebra.
Combinatorial structures of three vertices associated with Lie algebras
In this section, we give the complete list of all non-isomorphic combinatorial structures of three vertices associated with Lie algebras. To do so, we consider a set of three vertices {i, j, k}, and define a vector space V endowed with basis {e i , e j , e k } and law given by the following brackets where the structure constants may be zero or not. The main difficulty in this study consists in determining under which conditions the previous space is a Lie algebra. By imposing the Jacobi identity J(e i , e j , e k ) = 0, we obtain an equation system, which has to be solved. As solutions, we have obtained several configurations that are shown in Figures 13-18 and classified in different cases according to the existence or not of full triangles and/or double edges. When necessary, we have written, under each configuration, the constraints over the structure constants in order to satisfy the Jacobi identity. 
