Evaluating the incremental return on ad spend (iROAS) of a prospective online marketing strategy-that is, the ratio of the strategy's causal effect on some response metric of interest relative to its causal effect on the ad spend-has become progressively more important as advertisers increasingly seek to better understand the impact of their marketing decisions. Although randomized "geo experiments" are frequently employed for this evaluation, obtaining reliable estimates of the iROAS can be challenging as oftentimes only a small number of highly heterogeneous units are used. In this paper, we formulate a novel causal framework for inferring the iROAS of online advertising in a randomized geo experiment design, and we develop a robust model-free estimator "Trimmed Match" which adaptively trims poorly matched pairs. Using simulations and case studies, we show that Trimmed Match can be more efficient than some alternatives, and we investigate the sensitivity of the estimator to some violations of its assumptions. Consistency and asymptotic normality are also established for a fixed trim rate.
Introduction
Online advertising shares the same primary goals as traditional media (e.g., television, radio, print)-namely, the selling of goods and services via lead generation, information provision, or branding. For the better part of the past decade, the annual growth rate of online advertising has been significantly outpacing that of all other advertising media. Indeed, in the United States during 2016 alone, online advertising accounted for approximately $72.5 billion of advertising revenue-finally becoming the leading source of advertising revenue across all channels (Interactive Advertising Bureau, 2018) . Goldfarb and Tucker (2011) attribute this success of online advertising to its superiority over other advertising media in terms of its measurability and its targetability.
Evaluating the incremental return on ad spend (iROAS) of a prospective online marketing strategy-that is, the ratio of the strategy's causal effect on some response metric of interest (e.g., incremental sales caused by advertising on new keywords) relative to its causal effect on the ad spend (e.g., incremental ad spend required to advertise on the new keywords)-has become progressively more important as advertisers increasingly seek to better understand the impact of their marketing decisions. To accomplish this, advertisers frequently employ randomized "geo experiment" designs (Vaver and Koehler, 2011) which partition a geographic region of interest into a set of smaller non-overlapping "geos" (e.g., Nielsen Media Research's 210 Designated Market Areas 1 subdividing the United States) that are regarded as the units of experimentation rather than the individual users themselves. Indeed, geo experiments are now a standard tool for the causal measurement of online advertising at Google-see, for example, Blake et al. (2015) , Ye et al. (2016) , and Kalyanam et al. (2018) .
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Let G be the set of geos for a target population. Given a geo g ∈ G, let (S g , R g ) ∈ R 2 denote its observed bivariate outcome, where S g is the ad spend and R g is the response variable. Following the Neyman-Rubin causal framework, we denote geo g's potential outcomes under the control and treatment ad serving conditions as then gives the conventional causal estimands for the average incremental ad spend and average incremental response, respectively, where |·| is used to denote the cardinality of a set. However, advertisers frequently find the iROAS to be a more informative measure of advertising performance, and we denote the iROAS with respect to geo g as the ratio of its incremental response to its incremental ad spend:
Similarly, the IROAS with respect to the population G is defined as 2) which is the parameter of primary interest in this paper. In a randomized experiment where some of the geos in G are randomly selected for treatment and other geos randomly selected for control, one can use the Neyman estimator (Neyman, 1923) to obtain unbiased estimates of the average incremental response and the average incremental ad spend. The ratio of these two Neyman estimators then gives a natural empirical estimator of θ * :θ
where T and C denote the set of geos in treatment and in control, respectively.
However, geo experiments often introduce some additional complexity which makes the causal estimation of the iROAS more difficult. In particular, the no interference component of the stable unit treatment value assumption-that is, the presumption that the treatment applied to one experimental unit does not affect the outcome of another experimental unit (Rubin, 1980) -can be particularly challenging to satisfy in practice since it requires the geos to be defined such that spillover effects (e.g. from consumers traveling across geo boundaries) are negligible. We assume throughout this paper that this is indeed the case, but in practice, minimizing spillover effects will often result in only a small number of highly heterogeneous geos available for experimentation Koehler, 2011, 2012) , and therefore the distributions of {S g : g ∈ G} and {R g : g ∈ G} can be very heavy-tailed. As a result, the empirical estimator defined in (1.3) can be very unreliable.
Several statistical techniques have been proposed for robustly estimating the causal effect with respect to a single response variable-see, for example, Ding et al. (2016) , Rothe (2017) , and the references therein. However, to the best of our knowledge, robust causal inference for a nonlinear function of multiple causal effects such as the iROAS defined by (1.2) has received little attention in the literature so far. Consequently, the major contributions of this paper are: 1) the formulation of a novel statistical framework for inferring θ * , 2) the development of a robust model-free estimator "Trimmed Match" which adaptively trims poorly matched pairs, 3) a large sample analysis of Trimmed Match for a fixed trim rate as well as a data-driven choice for the trim rate, and 4) extensive simulations and real case studies which demonstrate the robustness and efficiency of Trimmed Match.
The rest of this paper is organized as follows. We first provide a brief overview of causal measurement in the online advertising context in Section 2. Afterwards, we formulate a causal framework for inferring θ * in a randomized geo experiment in Section 3. We then develop two robust model-free estimators under this framework-an estimator based on the Binomial Sign Test in Section 4 and the Trimmed Match estimator in Section 5. Computational details and large sample properties of the Trimmed Match estimator for a fixed trim rate are presented in Sections 6 and 7, respectively, while Section 8 considers a data-driven choice of this trim rate. Simulations and real case studies demonstrating the robustness and efficiency of Trimmed Match are presented in Sections 9 and 10. Finally, Section 11 concludes with some suggestions for future research.
Background
Advertisers are increasingly seeking to better understand and optimize the impact of their marketing decisions relative to a dynamic ecosystem. Although advertisers have often relied on observational methods such as those discussed by Varian (2016) to gain this understanding, obtaining credible causal measurements from observational studies remains a challenging problem. In particular, Lewis and Rao (2015) showed that observational studies in the online advertising context are particularly susceptible to selection biases induced by the targeted nature of online advertisements. Furthermore, Lewis et al. (2011) and Gordon et al. (2019) provided empirical evidence that observational methods are generally insufficient for accurately measuring the causal effect of online advertising-analyzing several real large-scale randomized online advertising experiments as if they were observational studies frequently produced estimates that significantly differed from the estimates obtained from analysis that correctly accounted for the randomized nature of the experiment.
Indeed, although observational studies remain an area of active research-see Sapp et al. (2017) , Chen et al. (2018) , and references for some recent work done in this space-running a randomized experiment is still regarded as the "gold standard" for estimating causal effects since randomization leads to groups which are probabilistically equivalent on all potential confounding factors (Imbens and Rubin, 2015) . In theory, the information technology behind the high measurability and targetability of online advertising also facilitates large-scale randomized experiments (i.e., "A/B tests") which randomize users to different ad serving conditions (Goldfarb and Tucker, 2011; Johnson et al., 2017) . In practice, however, technical issues such as cookie churn and multiple device usage have made it hard to maintain the integrity of a randomized experiment in the online advertising context since a nontrivial number of users may be inadvertently exposed to an erroneous experimental condition (Gordon et al., 2019) . Consequently, to help mitigate some of these issues, Vaver and Koehler (2011) proposed the use of randomized geo experiment designs which use geos as the experimental units rather than the individual users themselves.
Although some related research exists in terms of estimating the iROAS with randomized geo experiments, to the best of our knowledge, all work to date have been model-based. For example, after introducing the concept of a randomized geo experiment design for online advertising, Vaver and Koehler (2011) proceed to analyze them using a two stage weighted linear regression approach that uses the pre-experimental responses and pre-experimental ad spends as covariates and weights in the model. Meanwhile, Brodersen et al. (2015) and Kerman et al. (2017) propose methods where contemporaneous predictors unaffected by the treatment are used to first train a time series model for the treatment group's "business as usual" behavior prior to the experiment, and then subsequently used in conjunction with the trained model to forecast what the treatment group's "business as usual" behavior would have been had the experiment not occurred. Unlike regression adjustment (see, for example, Lin et al. (2013) ), however, it can be shown that all of these methods rely on strong modeling assumptions that are often hard to justify in practice and, if violated, can result in misleading conclusions.
A Causal Framework for Inferring the iROAS
Recall from (1.1) that a geo g's unit-level iROAS θ g is defined in terms of the ratio of its incremental response to its incremental ad spend. Rearranging the terms in this definition then leads to the following lemma, which serves as the basis for our causal framework.
for every geo g ∈ G.
Lemma 1 implies that R g − θ g S g remains the same regardless of whether geo g is assigned to treatment or control. Loosely speaking, this quantity measures the background noise in g's observed response metric-that is, the part of g's observed response metric which is not explained by its observed ad spend metric.
Theorem 1. In a completely randomized experiment, the distribution of R g − θ g S g is the same between the treatment group and the control group.
Theorem 1, whose proof directly follows from Lemma 1 and is omitted, provides a general framework which simplifies the multivariate causal inference problem to a single dimension. In this paper, we formulate a causal framework for inferring θ * by assuming, just as Vaver and Koehler (2011) do, that the unit-level iROAS θ g are all identical.
Although the rigorous verification of Assumption 1 is beyond the scope of this paper, our sensitivity analysis in Section 9 suggests that estimates of θ * can still be reliable even if the unit-level iROAS θ g moderately differ, while our hypothesis tests in Section 10 indicate that this assumption is compatible with data observed from several real case studies.
Following the recommendations of Vaver and Koehler (2011) , in the remainder of this paper we consider a randomized paired design where 2n geos are matched into n pairs prior to the experiment such that, within each pair, we randomly select one geo for treatment and the other geo for control.
For the two geos in the ith pair, with some abuse of notation, let R it be the response of the treated geo and let R ic be the response of the control geo. Similarly, we use S it and S ic to denote the ad spends of the treated and control geos in the ith pair, respectively. Let
be the differences in the ad spends and responses, respectively, between the treatment and control geos in the ith pair, and let Ad spend and response for the treatment geo
Difference in the ad spends Theorem 2, whose proof follows directly from Lemma 1 and is omitted, then implies that
and loosely speaking, by Lemma 1, i (θ * ) measures the difference in the background noise of the responses for the two geos in the ith pair. More importantly, Theorem 2 provides a general framework that facilitates the estimation of θ * -regardless of how complicated the bivariate distribution of {(R g , S g ) : g ∈ G} may be, we can always reformulate the causal inference problem in terms of a simpler univariate "location" problem that is defined in terms of the symmetry of the i (θ * ) values about 0. By Theorem 2, the average of { i (θ * ) : 1 ≤ i ≤ n} is expected to be 0, so by setting
and then solving for θ, we arrive at the following estimator for θ * :
which coincides with, and also further motivates, the empirical estimator given in (1.3) with |T | = |C|. However, recall from our discussions in Section 1 that the empirical estimator may be unreliable when the bivariate distribution of {(R g , S g ) : g ∈ G} is heavy tailed. Although the iROAS estimation problem is fundamentally different from the classical location problem as studied extensively in the statistics literature, the reformulation of the problem in terms of the symmetry of the i (θ * ) values about 0 facilitates the application of robust statistical methods to address the heterogeneity issue of geo experiments. However, for conciseness, we only consider two such techniques in this paper and leave the exploration of other robust statistical methods to future work-we refer the reader to Tukey and McLaughlin (1963) , Lehmann (2006) , and Huber and Ronchetti (2009) for a comprehensive overview of such techniques. Specifically, due to its simplicity, we first briefly discuss the application of binomial sign test in Section 4. Afterwards, in Section 5, we develop a more efficient and easily interpretable estimator based on trimmed mean. Before continuing on to discuss these two methods, we close this section with a word of caution. It may be tempting to rewrite (3.2) as
where the error terms i are symmetric about zero according to Theorem 2, and then estimate θ * through a robust regression procedure. However, this approach may result in an inconsistent estimate of θ * . Recall from (3.1) that X i is the observed difference in the ad spend between the treatment and control geos in pair i, and recall from our previous discussions that i measures how well the two geos in pair i are matched. Both X i and i highly depend on geo sizes and, as a result, they tend to be positively correlated with each other-an endogeneity problem (Koenker et al., 2017) .
Estimation from the Binomial Sign Test
For any θ ∈ R, let the binomial sign test statistic (Lehmann, 2006) 
be the number of positive pairs, where i (θ) is given by (3.2) and I(·) is the indicator function.
Theorem 3. Under Assumption 1,
Theorem 3, whose proof directly follows from Theorem 2 and is omitted, then allows us to construct a confidence interval for θ * -given some nominal confidence level 1−α, if we let b α/2 be the α/2th quantile of the binomial distribution with n trials and success probability 1/2, then we identify the minimal interval containing all θ ∈ R satisfying
Meanwhile, since B n (θ * ) is symmetric about its expected value of n/2, a point estimate of θ * can be obtained by first finding all θ ∈ R which satisfy the moment condition-if n is even then B n (θ) = n/2, if n is odd then B n (θ) = (n − 1)/2 or B n (θ) = (n + 1)/2-and then averaging the minimal and maximal solutions. More formally, we express this estimator as:
where Θ B = θ ∈ R : |B n (θ) − n/2| ≤ 1/2 .
The "Trimmed Match" Estimator
In this section, we derive a more efficient estimator for θ * based on trimmed mean under Theorem 2. In particular, for a randomized paired geo experiment, let {(X i , Y i ) : 1 ≤ i ≤ n} be as defined in (3.1) and, for any θ ∈ R, let { i (θ) : 1 ≤ i ≤ n} be as defined in (3.2) with corresponding order statistics given by
Point Estimation
For a fixed value λ ∈ [0, 1 2 ), the trimmed mean statistic as a function of θ is defined as:
where m ≡ nλ is the minimal integer greater or equal to nλ. Here λ is a tuning parameter which is commonly referred to as the trim rate and, in order to be well defined, λ must satisfy n − 2m ≥ 1 so that trimming does not remove all n data points. We first develop an estimator for a fixed λ and defer discussions on the choice of λ to Section 8. By Theorem 2, nλ (θ * ) has an expected value of 0, so we can estimate θ * by setting
and solving for θ. When multiple roots exist, we choose the one that minimizes
a statistic which measures the symmetric deviation from 0 (Dhar and Chaudhuri, 2012) . More formally, we can express this estimator as:
When λ = 0 and no trimming is done, thenθ
coincides with the empirical estimator θ (emp) . No simple closed form forθ
exists when λ > 0, but it is easy to show that
where I is the set of n − 2m untrimmed indices of i (θ) used in the calculation of nλ (θ (trim) λ ) and thus depends onθ has a nice interpretation: it trims the poorly matched pairs in terms of the i (θ * ) values and estimates θ * using only the best matched untrimmed pairs. Consequently, in this paper, we refer toθ (trim) λ as the "Trimmed Match" estimator. It is worth emphasizing that Trimmed Match directly estimates θ * without having to estimate either the incremental response or the incremental spend. Moreover, the Trimmed Match estimator is calculated after trimming the pairs that are poorly matched in terms of the i (θ (trim) λ ) values rather than the pairs which are poorly matched with respect to the differences in their response Y i or ad spend X i . Indeed, consider an alternative trimmed estimator which does not directly estimate θ * , but instead first separately calculates a trimmed mean estimate of the incremental response and a trimmed mean estimate of the incremental ad spend, and then takes their ratio:
where the sets I Y and I X denote the indices of the untrimmed pairs used for estimating the incremental response and the incremental ad spend, respectively, and will generally not be identical. But this is not a desirable estimator for θ * since its numerator and denominator may not even yield an unbiased estimate of either the incremental response or incremental spend, respectively, as neither {Y i : 1 ≤ i ≤ n} nor {X i : 1 ≤ i ≤ n} can be expected to follow a symmetric distribution even if all of the geo pairs are perfectly matched.
Confidence Interval
Define the studentized trimmed mean statistic (Tukey and McLaughlin, 1963) with respect to { i (θ) : 1 ≤ i ≤ n} as follows:
is the winsorized variance estimate for¯ nλ (θ), and
is the winsorized mean of i (θ)'s. The Trimmed Match confidence interval is constructed by determining the minimal interval containing all θ ∈ R satisfying
where the threshold c is chosen such that P (|T nλ (θ * )| ≤ c) = 1 − α. Under mild conditions, the studentized trimmed mean statistic approximately follows a Student's t-distribution with n − 2m − 1 degrees of freedom, and we therefore set c to be the (1 − α/2)th quantile of this distribution. Alternatively, one may choose the threshold by using Fisher's randomization test approach (see, for example, Ding et al. (2016) ) and the fact that the distribution of the i (θ * ) values is symmetric about zero for i = 1, 2, . . . , n. However, when constructing the confidence interval, it is also important to recognize that the trim rate λ is unknown in practice. Later, in Section 8, we discuss estimating λ from the data. We can then use this estimated trim rateλ to construct the confidence interval, although such an interval may suffer from undercoverage in finite samples since it ignores the uncertainty associated with estimating the tuning parameter (Ding et al., 2016) . Interestingly, however, our numerical studies in Section 9 suggest that the empirical coverage of the confidence intervals constructed using the estimated trim rateλ are often quite close to the nominal level even when n is small-a finding which is consistent with the observation that the studentized trimmed mean belongs to the class of "less vulnerable confidence and significance procedures" for the classical location problem (Tukey and McLaughlin, 1963) .
Fast Computation of Trimmed Match
Recall from Section 5.1, that obtaining the Trimmed Match point estimateθ (trim) λ requires solving (5.2). Moreover, recall that this computation is trivial when λ = 0-θ (trim) λ just corresponds to the empirical estimator given by (1.3). In the remainder of this section, we focus on the case of a fixed trim rate λ > 0.
Although (5.5) implies that calculatingθ
is straightforward once its corresponding set of n − 2m untrimmed indices I is known, I is generally a priori unknown as it depends onθ (trim) λ . In theory, one could check all possible subsets of size n − 2m, but this brute force approach requires the evaluation of n 2m such subsets and would be too computationally expensive to be usable in practice when m is large. However, by instead considering how the ordering of the values in the set { i (θ) : 1 ≤ i ≤ n} changes as a function of θ ∈ R-in particular, by enumerating all possible values of θ at which this ordering changes-we are able to devise a more efficient O(n 2 log n) algorithm for finding all of the roots of (5.2). Following (3.1), let {(x i , y i } : 1 ≤ i ≤ n} be the differences in the ad spends and responses that are observed from a randomized paired geo experiment. Moreover, for notational simplicity, in the remainder of this section we assume that {(x i , y i ) : 1 ≤ i ≤ n} is ordered such that x 1 < x 2 < . . . < x n .
Lemma 2. For any two pairs of geos i and j such that 1 ≤ i < j ≤ n, let
If there are no ties in {θ ij : 1 ≤ i < j ≤ n}, then i (θ) < j (θ) if and only if θ < θ ij .
Note that ties in {x i : 1 ≤ i ≤ n} or in {θ ij : 1 ≤ i < j ≤ n} rarely occur in practice; when ties do occur, they can be broken by adding a small amount of random noise to the x i 's. Lemma 2, whose proof is straightforward and is omitted, allows us to efficiently solve the Trimmed Match equation defined by (5.2).
Solving the Trimmed Match Equation
For ease of exposition, assume that {θ ij : 1 ≤ i < j ≤ n} has been ordered such that
where N = n(n − 1)/2. Then, for any k = 1, 2, . . . , N − 1, Lemma 2 implies that the ordering of { i (θ) : 1 ≤ i ≤ n} is the same for all θ ∈ (θ i k j k , θ i k+1 j k+1 ) and, thus, the set of untrimmed indices
must also be the same for all θ ∈ (θ i k j k , θ i k+1 j k+1 ). Moreover, Lemma 2 also implies that as θ increases and crosses a point θ i k j k , then for any 1 ≤ i < j ≤ n, the ordering between i (θ) and j (θ) changes if and only if (i, j)
Therefore, we can sequentially update the set of untrimmed indices I(θ) by considering what happens as θ increases and crosses each point θ i 1 j 1 , θ i 2 j 2 , . . . , θ i N j N . If i k , j k ∈ I(θ) or if i k , j k ∈ I(θ), then I(θ) remains unchanged; if i k ∈ I(θ) but j k ∈ I(θ), then we update I(θ) by replacing i k with j k ; if i k ∈ I(θ) but j k ∈ I(θ), then we update I(θ) by replacing j k with i k . Pseudocode further describing this O(n 2 log n) procedure is provided in Algorithm 1.
Computing the Confidence Interval
Lemma 2 also facilitates the calculation of the Trimmed Match confidence interval by reducing (5.7) to a quadratic inequality. However, because this involves somewhat tedious calculus, the specific details have been omitted from this paper for conciseness but they are available from the authors upon request.
Existence ofθ
(trim) λ
From our discussions in this section, it is not necessarily obvious whether the Trimmed Match point estimateθ (trim) λ always exists. However, the following theorem, whose proof appears in the Appendix, guarantees that this point estimate does indeed always exist. 
2) If
n− nλ i= nλ +1 x i = 0, then nλ (θ) = 0 has at least one root.
Consistency and Asymptotic Normality
In this section, we establish the general conditions under which the Trimmed Match estimator is consistent and asymptotically normal for some fixed trim rate λ > 0. For ease of technical derivation, we consider the situation where the n pairs of geos are an independent and identically distributed random sample drawn from an infinite population consisting of highly heterogeneous pairs of geos. Technical proofs for all theorems presented in this section are Algorithm 1 Solving the Trimmed Match Equation (5.2) Input: {(x i , y i ) : 1 ≤ i ≤ n} and trim rate λ > 0; Output: roots of (5.2).
i) Reorder the pairs {(x i , y i ) : 1 ≤ i ≤ n} such that x 1 < . . . < x n ; Calculate {θ ij : 1 ≤ i < j ≤ n} and order them such that θ i 1 j 1 < θ i 2 j 2 < . . . < θ i N j N . (Break ties with negligible random perturbation if needed)
ii) Initialize the set of untrimmed indices with
Initialize a = i∈I y i , b = i∈I x i , and two ordered sets Θ 1 = {} and Θ 2 = {}.
iii) For k = 1, . . . , N :
(a) If i k ∈ I and j k / ∈ I, then update I, a, b as follows:
and append a/b to Θ 1 and θ i k j k to Θ 2 .
(b) If j k ∈ I and i k / ∈ I, then update I, a and b similar to (a), and append a/b to Θ 1 and θ i k j k to Θ 2 .
(c) Otherwise, continue. iv) Append ∞ to Θ 2 , and output a subset of Θ 1 as follows:
provided in the Appendix. Note that it would also be worthwhile to analyze the asymptotic properties of the Trimmed Match estimator in a finite population along the lines of Li and Ding (2017) and Li et al. (2018) , but such analysis is left to future work. Let {(X i , Y i ) : 1 ≤ i ≤ n} be a set of independent and identically distributed random variables coming from some population distribution P. Then, under the causal framework of Section 3, the distribution of { i (θ * ) : i = 1 ≤ i ≤ n} is symmetric about 0, where the i (θ * ) values are as defined in (3.2). For simplicity of notation, in the remainder of this section we often drop the subscript for the ith geo pair.
Denote the cumulative distribution functions for X and (θ * ) as F X and F , respectively. Moreover, let f be the probability density function for (θ * ). Finally, let F |X and f |X denote, respectively, the conditional cumulative distribution function and the conditional probability density function for (θ * ) given X. For any geo g from the population, let S (T ) g and S (C) g be the potential outcomes for its ad spend under treatment and control, respectively. In practice, it is reasonable to believe that the unit-level incremental ad spend S
takes the same sign for every geo g in the population (e.g., advertising on new keywords would lead to a positive incremental ad spend in every geo). We formalize this belief in the assumption below.
Assumption 2. Either one of the following two conditions holds: It is also reasonable to assume in practice that θ * is finite and that the expected incremental ad spend for the untrimmed pairs is nonzero. In addition, to be mathematically rigorous, we also assume the continuity and the strict positivity of the densities f and f |X .
Assumption 3. The following conditions all hold:
3) f (z) and f |X (z|x) are continuous and positive for any (x, z) ∈ R 2 .
Theorem 6. (Consistency) Under Assumptions 1, 2 and 3, the Trimmed Match estimator θ (trim) λ defined by (5.4) is almost surely consistent.
Theorem 7. (Asymptotic Normality) Under Assumptions 1, 2 and 3:
1)
and where q = F −1 (1 − λ) and is short for (θ * ).
Choice of the Trim Rate λ
For the location problem, Jaeckel (1971) proposed minimizing the empirical estimate of the asymptotic variance when choosing the trimmed mean's trim rate λ, while Hall (1981) proved the general consistency of this approach. We adopt this data-driven strategy and choose the trim rate for the Trimmed Match estimator by minimizing an estimate of the asymptotic variance ofθ
given by (7.1) with respect to λ:
In particular, we use
as our estimate of the asymptotic variance σ 2 λ , wherê
,
X i with corresponding order statistics given by {ˆ (i) : 1 ≤ i ≤ n}. In the next section, we present several numerical simulations which suggest that this datadriven choice of the trim rate λ for the Trimmed Match estimator performs well relative to just simply defaulting to a fixed choice of λ.
Simulation and Sensitivity Analysis
In this section, we present several numerical simulations which evaluate the performance and sensitivity of the Trimmed Match estimatorθ (trim) λ defined by (5.4). In particular, for simulations where Assumption 1 holds, we investigate how the choice of the trim rate λ affects the performance ofθ (trim) λ and, more broadly, we compare this performance against the empirical estimatorθ (emp) given by (3.3) and the binomial estimatorθ (binom) defined in (4.1). Meanwhile, for simulations where Assumption 1 is violated, we investigate how the level of deviation from Assumption 1 affects the performance of these estimators.
For each simulation scenario, we first simulate the size of each geo g = 1, 2, . . . , 2n as
where F controls the amount of geo heterogeneity in the population and is taken to be either a half-normal distribution, a log-normal distribution, or a half-Cauchy distribution. The geos are then paired based on these sizes-the largest two geos form a pair, the third and fourth largest geos form a pair, and so on. Afterwards, we simulate all of the potential outcomes for each geo g-we first simulate its ad spend and response under the control condition
respectively, and then we simulate its ad spend and response under the treatment condition
where r > 0 is a parameter controlling the intensity of the incremental ad spend, and where
g ] is the iROAS for geo g with δ ∈ [0, 1] controlling the level of deviation from Assumption 1.
To summarize, the simulation parameters which are allowed to vary from scenario to scenario are the number of geo pairs n, the distribution F controlling the amount of geo heterogeneity, the iROAS θ * , the intensity of the incremental ad spend r, and the level of deviation δ from Assumption 1. Within each scenario, we then simulate K = 10, 000 randomized paired geo experiments-a process that determines which bivariate outcome (S g , R g ) is actually observed for each geo g, and also the observed differences (X i , Y i ) as defined in (3.1) for each geo pair i. Note that this assignment mechanism is the only source of randomness within each of our simulations. For each scenario reported in this section, we set n = 50 and θ * = 10. The performance of an estimator's point estimateθ is evaluated in terms of its root mean square error
and its bias
is the estimated value of θ * from the kth replicate. Meanwhile, the performance of an estimator's (1 − α)% confidence interval (θ α/2 ,θ 1−α/2 ) is measured in terms of its power
and its empirical coverage
where (θ
1−α/2 ) denotes the confidence interval from the kth replicate.
Performance Comparison When Assumption 1 Holds
We first fix δ = 0 to investigate the performance of the estimators as we vary the geo heterogeneity F ∈ {Half-normal, Log-normal, Half-Cauchy} and the incremental ad spend intensity r ∈ {0.5, 1, 2} when Assumption 1 holds. Table 2 summarizes the simulation results in terms of each estimator's RMSE and bias. Although the binomial estimatorθ (binom) always has the highest bias, generally speaking, we .04) note that the RMSE and bias of every estimator improves as the intensity of the incremental ad spend r increases. In addition, recall that the Trimmed Match estimatorθ (trim) λ coincides with the empirical estimatorθ (emp) ) when the trim rate λ = 0. Thus, if we focus specifically on the performance of the Trimmed Match estimator, we see that some level of trimming can be beneficial-particularly when the geo sizes are generated from the more heterogeneous log-normal and half-Cauchy distributions-and here we see that the data-driven choiceλ performs uniformly better than any fixed choice of the trim rate λ.
Meanwhile, Table 3 summarizes the power and empirical coverage for each estimator's accompanying 90% confidence interval. Omitted from this table are the results for the Trimmed Match estimator with λ ∈ {0.10, 0.25}-although their empirical coverage was always either above or very close to the nominal level, their corresponding power was always equal to or lower thanθ (trim) λ . Indeed, although the table suggests that the Trimmed Match estimator with the data-driven estimateλ of the trim rate can suffer from some undercoverage-a result which agrees with our discussions in Section 5.2-we note that this estimator also provides considerably more power thanθ (emp) andθ (binom) when there is a low (r = 0.5) or moderate (r = 1.0) level of incremental ad spend.
Sensitivity Analysis When Assumption 1 is Violated
We now fix r = 1.0 (a moderate level of incremental ad spend) and evaluate the performance ofθ (binom) andθ
when Assumption 1 is violated-that is, the geo-level iROAS are no longer the same. Instead, in these simulations, half of the geos have an iROAS of θ * (1 − δ) (96) 2.0 100 (100) 100 (88) 100 (94) while the other half has an iROAS of θ * (1 + δ), where δ ∈ [0, 1] controls the amount of derivation from Assumption 1. Figure 1 compares the performance of the three estimators in terms of a scaled RMSE. The results show thatθ (emp) uniformly performs the worst whileθ
uniformly performs the best. In particular, we see that the Trimmed Match estimatorθ
still provides a useful estimate of θ * even when Assumption 1 is heavily violated (δ ≈ 1). It is also interesting to note that the performance ofθ (binom) is quite comparable toθ
when the geo sizes are generated from a half-Cauchy distribution, but less so when they are generated from either a half-normal or log-normal distribution.
Real Case Studies
Next, we analyze real data from six different geo experiments. Each experiment focused on a different business vertical, but they were all run in the United States using a randomized paired design where all 210 Nielsen DMAs were matched into 105 geo pairs. In Table 4 , we report the kurtosis for the empirical distributions of
all of which are much larger than 3, which is the kurtosis of any univariate normal distribution. Table 4 also lists the binomial and Trimmed Match point estimates and confidence intervals after the results have been rescaled so that the Trimmed Match point estimateθ are uniformly narrower (and often by a considerable amount). It is also interesting to note that the data-driven estimateλ of the trim rate results in no trimming for cases C and E despite the heavy-tailedness of the data. Mathematically, this can be explained using the Trimmed Match estimator's variance formula of equation (7.1): trimming a large i (θ * ) value may not necessarily reduce the variance if the corresponding X i that will be trimmed is also large. Figure 2 plots the Trimmed Match point estimate and confidence interval as a function of the trim rate λ. Here we see that except for case C and E, the empirical estimatorθ (emp) obtained when λ = 0 will give much wider confidence intervals than the ones obtained from using the Trimmed Match estimatorθ (trim) λ with a data-driven choiceλ of the trim rate. We also investigate whether the real data are incompatible with the causal framework that we developed in Section 3 under Assumption 1, which assumes that the geo-level iROAS θ g are all equal to one another. In particular, recall from Theorem 2 that the distribution of to be approximately symmetric about 0 as well-a null hypothesis which we can test by using the Wilcoxon signed-rank test. Moreover, Theorem 1 implies under Assumption 1 that the distribution of R g − θ * S g will be the same between the treatment group and the control group. Thus,
S ic : 1 ≤ i ≤ 105} are expected to approximately follow the same distribution-a null hypothesis which we can test by using the Kolmogorov-Smirnov test. Table 5 reports the p-values obtained from applying both of these hypothesis tests to all six real case studies, which suggest that the real data are not incompatible with the causal framework developed in Section 3. Meanwhile, a scatter plot of (Z it , Z ic ) on a power-transformed scale is shown in Figure 3 , which shows mostly symmetric variation along the identity line. 
Discussion
In this paper, we formulated a novel causal framework for inferring the iROAS of online advertising in a randomized paired geo experiment design. Moreover, we developed a robust model-free Trimmed Match estimator which adaptively trims poorly matched pairs. In addition, we devised a data-driven choice of the trim rate, and we presented numerical studies showing that the estimator is often more efficient and robust than alternative methods even when the unit-level iROAS moderately differs. Nevertheless, there remains room for meaningful future research in this area such as 1) using Trimmed Match to improve the experimental design, 2) making efficient use of pre-experimental covariates, and 3) extending the causal framework and Trimmed Match to more general experimental designs.
Figure 3: Scatter plot of (Z it , Z ic ), which shows mostly symmetric variation along the solid identity line. Power-transformed scales z 1/3 ≡ |z| 1/3 · sign(z) to visualize the data due to the geo heterogeneity, but these scales are not shown to anonymize the experiments.
Appendix
This provides the technical proofs for Theorem 4 (Existince), Theorem 5 (Identfiability), Theorem 6 (Consistency), and Theorem 7 (Asympototic Normality).
Proof of Theorem 4 (Existence)
Proof. Without loss of generality, assume that x i 's are ordered. Since the order of { i (θ) : 1 ≤ i ≤ n} changes only at θ jk , 1 ≤ j < k ≤ n, and the values of { i (θ)} change continuously at each θ jk , nλ (θ) is continuous at any θ ∈ R.
When θ is close to ∞ (−∞), i (θ) = y i − θx i has the same (reverse) order as {−x i : 1 ≤ i ≤ n}. Since x i are already ordered, thus with m = nλ ,
Hence as long as n−m i=m+1 x i = 0, nλ (∞) and nλ (−∞) are both infinite but with opposite signs. By continuity, nλ (θ) = 0 has at least one root.
Proof of Theorem 5 (Identifiability)
The following two lemmas are obvious and presented without proof. Lemma 4. Let and ∆ be two random variables. If the distribution of is symmetric about 0, and ∆ satisfies either P(∆ > 0) = 1 or P(∆ < 0) = 1, then for b ∈ R, + b∆ is symmetric about 0 iff b = 0.
We next make use of these two lemmas to prove identifiability.
Proof. Given a random geo pair, let (S 
Some Notation for Asymptotic Analysis
Let F θ be the cumulative distribution function of (θ) and F −1 θ be the corresponding quantile function, for arbitrary θ ∈ R. Then
be the corresponding empirical quantile function. Then the trimmed mean can be rewritten as
while the statistic measuring the symmetric deviation from 0 can be written as
(Note that to be precise, the coefficient
should be replaced by n n−2 nλ , but the difference is negligible for the analysis.)
It is known that for each fixed θ, under general conditions (c.f. Theorem 7.2.3 of Bickel and Doksum (2015) ), as n → ∞,F −1
Hereafter we use a.s.
− − → to denote convergence almost surely and
Recall thatθ
is the minimizer of D nλ (θ) among a small set of candidates as roots of nλ (θ) = 0. This does not belong to the standard M -estimator as described in textbooks, e.g. Van de Geer (2000) ; Bickel and Doksum (2015) . To establish the consistency, our proof consists of two components: 1) The candidate set contains a root "close" to θ * ; 2) A root not "close" to θ * cannot be the minimizer of D nλ . For that, we also prove that uniform law of large numbers (ULLN) holds for the underlying functional space by analyzing its complexity in terms of the Vapnik-Chervonenkis (VC) dimension (Vapnik, 2013) .
Hereafter all analyses are based on a fixed λ > 0, thus we often ignore the subscript λ in nλ , e λ , D nλ and D ∞λ for notational simplicity.
12. 
where
Proof. By taking derivative w.r.t. θ on both sides of
is the density function and
where the last equality is due to (12.2). Hence
Lemma 6. Under Assumption 3,
Proof. From Lemma 5, we get
Supporting Lemmas for Asymptotics
Let (X i , Y i ), 1 ≤ i ≤ n be i.i.d. sample from the distribution P, and let P n be the empirical distribution.
be the corresponding empirical df, andĜ −1 θ (u) be the empirical quantile function defined on
Our proof is based on the decomposition beloŵ
and
Then uniform convergence and weak convergence are established on
be an indicator function, and define the class of functions H as
We follow the notation of ( Van de Geer, 2000) for the theory of weak convergence and define
for any h ∈ H.
Lemma 7. H is a VC class.
Proof. The subgraph of F θ is {(x, y, u) ∈ R 2 × [0, 1] : F θ (y − θx) ≤ u}, which is equal to {(x, y, u) ∈ R 2 × [0, 1] : y − θx ≤ F −1 θ (u)} since F θ is strictly monotone on [0, 1]. Similar to the proof in Example 3.7.4c in Van de Geer (2000) , one can show that H is a VapnikChervonenkis subgraph class of index no more than 4. The conclusion follows.
Lemma 8. The following results hold: 1) ULLN holds for H, i.e. sup h∈H |(P n − P)(h)| a.s.
− − → 0.
2) H is a P-Donsker class.
Proof. Since F θ (·) is bounded by 1.0 for any θ, and by Lemma 7 H is a VC class, the results follows from Dudley (1978) . Proof. As described earlier, we havê then for any δ ∈ (0, δ 0 ), by using the fact n (θ) ≥ e(θ) − | n (θ) − e(θ)|, in probability 1, for n large enough, n (θ * + δ) > 0, and similarly, n (θ * − δ) < 0, thus by continuity n (θ) = 0 has a root θ n ∈ (θ * − δ, θ * + δ) for n large enough. Therefore, P(there exists a sequence {θ n } with θ n → θ * such that n (θ n ) = 0) = 1.
Suppose that the Trimmed Match point estimate is not almost surely consistent. That is, in probability greater than 0, there exists a sequenceθ n s.t. n (θ n ) = 0 and D n (θ n ) < D n (θ n ) butθ n does not converge to θ * . Then by compactness, there exists a subsequenceθ kn →θ, whereθ = θ * . By Lemma, 13 D ∞ (θ) > 0, then for k n large enough, D ∞ (θ kn ) ≥ 1 2 D ∞ (θ). By Lemma 11, ULLN holds for D n (θ), then for k n large enough, D n (θ kn ) ≥ 
Proof of Theorem 7 (Asymptotic Normality)
Proof. By Lemma 12, as n → ∞, we have
du. The conclusion follows.
