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Abstract: Immer komplexere IT-Infrastrukturen fu¨hren zu immer komplexeren IT-
Managementsystemen. Selbstorganisierende Systeme stellen einen mo¨glichen An-
satz zum Umgang mit der zunehmenden Komplexita¨t dar. Solche Systeme konfigu-
rieren sich selbst, optimieren automatisch die Leistung des Systems und reduzieren
dadurch die sonst no¨tigen manuellen Eingriffe. In diesem Beitrag wird basierend auf
Mechanismus-Design, eine Teildisziplin der Spieltheorie, ein selbstorganisierendes
Managementsystem fu¨r Service-orientierte Systeme beschrieben. Das beschriebene,
sogenannte SLO-Spiel, wird theoretisch sowie mit Hilfe von Simulationen unter-
sucht und bewertet. Die Ergebnisse zeigen eine prinzipielle Eignung des Mechanis-
mus fu¨r das Management, wobei allerdings weitere Verbesserungen fu¨r den realen
Einsatz untersucht werden mu¨ssen.
Keywords: Service-Oriented Architecture, Self-Organisation, Mechanism Design
1 Einfu¨hrung
Die Gro¨ße und Komplexita¨t von IT-Systemen, sowie die Abha¨ngigkeit vieler Unternehmen von
diesen nimmt immer weiter zu. Deshalb wird es immer wichtiger ein durchga¨ngiges IT-Manage-
ment u¨ber System- und Unternehmensgrenzen hinweg einzufu¨hren. Um dieses Ziel zu erreichen,
wurde das Konzept des Service Level Managements (SLM) eingefu¨hrt. Ein zentrales Element
des SLM ist ein sogenanntes Service Level Agreement (SLA), welches einen Vertrag zwischen
Anbieter eines Services und dessen Nutzer darstellt. Dieser Vertrag definiert fu¨r den angebote-
nen Service bestimmte Leistungskriterien in Form von Service Level Objectivs (SLO), an deren
Einhaltung sich der Service-Anbieter bindet (vgl. [Deb04]).
Um die Dienstgu¨tekriterien eines SLAs einhalten zu ko¨nnen, muss auf Ereignisse in der IT-
Infrastruktur durch geeignete Konfigurationsa¨nderungen fu¨r die einzelnen Teilsysteme reagiert
werden. Manuelles Management sto¨ßt hier durch die zunehmende Gro¨ße, Komplexita¨t und er-
forderlichen kurzen Reaktionszeiten an Grenzen. Sogenanntes Selbstmanagement kann dieses
Management in Teilbereichen automatisieren und lo¨st damit das manuelle Management ab (vgl.
[SK05]).
Die zunehmende Komplexita¨t der Systeme steigert auch den zur Konfiguration des Manage-
mentsystems no¨tigen Aufwand, weshalb man aktuell die Entwicklung von selbstorganisierenden
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Systemen vorantreibt (vgl. [MWJ+07]). Diese Systeme vera¨ndern nicht nur Konfigurationspara-
meter, sondern auch die Struktur des Managementsystems. Bisherige Managementsysteme sind
im Gegensatz dazu allerdings meist zentraler und statischer Natur (z.B. [YBT05]) und besitzen
deshalb eine Reihe von Nachteilen, z.B. Probleme bei der Skalierbarkeit oder geringe Fehlerto-
leranz bei Partitionierungen der Kommunikationswege.
Ein mo¨glicher Ansatz fu¨r selbstorganisierende Managementsysteme basiert auf dem algorith-
mischen Mechanismus-Design, einem Teilgebiet der Spieltheorie (vgl. [NRTV07]). Modelliert
werden sogenannte rationale Agenten, die stets versuchen den eigenen Nutzen zu maximieren.
Dieses Verhalten ist beispielsweise zu beobachten, wenn das Management u¨ber administrative
Doma¨nengrenzen hinweg erfolgen soll. Jede Doma¨ne versucht das Management u¨blicherweise
so zu gestalten, dass ihr eigener Nutzen optimiert wird. Weiterhin wird durch das algorithmi-
sche Mechanismus-Design die algorithmische Komplexita¨t der entworfenen Mechanismen un-
tersucht, damit ein entworfener Mechanismus auch praktisch umsetzbar ist.
Eine parallel zur Entwicklung immer komplexerer Managementsysteme verlaufende Entwick-
lung, ist die zunehmende Verbreitung von Service-orientierten Systemen (vgl. [Vas07]). Ein
Kernbestandteil solcher Systeme sind Workflows, die bestimmte Gescha¨ftsprozesse eines Un-
ternehmens modellieren. Ein Workflow besteht aus verschiedenen Aktivita¨ten, die in einem ge-
richteten Graphen angeordnet sind.
Dieser Beitrag beschreibt einen selbstorganisierenden Mechanismus fu¨r das SLM von solchen
Service-orientierten Systemen auf Basis des algorithmischen Mechanismus-Designs. Dieser Me-
chanismus soll immer dann aktiv werden, wenn bestimmte Leistungskriterien eines Services
nicht eingehalten werden. Prinzipiell eignet sich dieser Ansatz fu¨r viele unterschiedliche Leis-
tungskriterien, allerdings betrachtet der Beitrag die Antwortzeit als einziges Leistungskriterium,
um die prinzipielle Eignung zu zeigen.
In Abschnitt 2 wird das Modell eines Service-orientierten Systems beschrieben, wie es im
weiteren Verlauf des Beitrags genutzt wird. Außerdem werden mo¨gliche Managementaktionen
innerhalb dieses Systems aufgezeigt. Abschnitt 3 definiert das verwendete Modell des Mecha-
nismus-Designs, welches genutzt wird, um den Mechanismus, das sogenannte SLO-Spiel, zu
entwerfen (Abschnitt 4). Im weiteren Verlauf werden theoretische Ergebnisse vorgestellt und
das SLO-Spiel mittels verschiedener Simulationen bewertet (Abschnitt 5). Abschnitt 6 gibt eine
Zusammenfassung und einen Ausblick u¨ber weitere erga¨nzende Arbeiten, damit der vorgestellte
Mechanismus alle ga¨ngigen Anforderungen erfu¨llt.
2 System-Modell
Im Folgenden werden ein Service-orientiertes System und seine Eigenschaften beschrieben. For-
mal wird dieses Modell in [Jun08] definiert. Ein solches System wird in zwei Schichten beschrie-
ben, einer logischen Sicht, bestehend aus Workflows und einer Ausfu¨hrungsschicht, bestehend
aus Services.
Die Workflow-Beschreibung ist an das in [Tex08] genutzte Workflow-Modell angelehnt. Jeder
Workflow besteht aus einer Menge von Aktivita¨ten, die in einem gerichteten azyklischen Graph
angeordnet sind. Ein Workflow-Graph wird aus den im folgenden beschriebenen Elementen ge-
bildet. Die zusammengesetzten Elemente ko¨nnen dabei beliebig weiter geschachtelt werden.







Abbildung 1: Ein Beispielworkflow mit mehreren Sequenzen, einer Parallelausfu¨hrung und einer
Schleife.
Die grundlegenden Elemente sind atomare Aktivita¨ten. Jede atomare Aktivita¨t wird von genau
einem Service ausgefu¨hrt. Zusammengesetzte Aktivita¨ten dienen der logischen Strukturierung
eines Workflows. Mo¨glich sind dabei Sequenzen und Parallelausfu¨hrungen. Zudem sind Schlei-
fen als abku¨rzende Schreibweise mo¨glich, wenn eine atomare oder zusammengesetzte Aktivita¨t
endlich oft wiederholt ausgefu¨hrt wird. Dazu gibt man mit einem Schleifengewicht n an, wie
oft eine Schleife maximal durchlaufen wird. Abbildung 1 zeigt einen Beispielworkflow, der alle
mo¨glichen Elemente nutzt.
Fu¨r ein effektives SLM muss weiterhin definiert werden, welche Eigenschaften des Systems
im Rahmen des Managements betrachtet werden sollen. Relevant ist dabei der Inhalt von SLAs
und SLOs. Zuna¨chst wird das SLM auf die Betrachtung der Antwortzeit eingeschra¨nkt, um ein
einfaches Problem zu erhalten. Ein SLA-Zielwert beschreibt die maximale Gesamtantwortzeit
eines Workflows, ein SLO-Zielwert die maximale Antwortzeit einer Aktivita¨t.
Um von der maximalen Antwortzeit fu¨r den gesamten Workflow zu einem Zielwert fu¨r einzel-
ne Aktivita¨ten zu kommen, wird der SLA-Zielwert auf die einzelnen Aktivita¨ten eines Workflows
aufgeteilt, wodurch die Zielwerte fu¨r die einzelnen SLOs entstehen (vgl. [SK08], [Mik08]).
Das Ziel des Managements ist, die Antwortzeit fu¨r alle Aktivita¨ten immer geringer als das
jeweils zugewiesene SLO zu halten. Ist dies nicht der Fall, so tritt eine SLO-Verletzung auf.
Als Maßnahme mu¨ssen geeignete A¨nderungen am System durchgefu¨hrt werden, so dass diese
Bedingung zu einem spa¨teren Zeitpunkt wieder erfu¨llt wird.
Geeignete Managementaktionen mu¨ssen eines der folgenden beiden Resultate bewirken:
• Lockerung des SLOs
• Verku¨rzung der Antwortzeit
Die Lockerung des SLOs erho¨ht dessen Zielwert fu¨r die Antwortzeit, so dass das SLO wieder
eingehalten wird, ohne dass die Antwortzeit verbessert wird. Da die Summe aller SLO-Zielwerte
in einem Pfad durch den Workflow nicht gro¨ßer als der aus dem SLA stammende Zielwert sein
darf, muss außerdem der SLO-Zielwert fu¨r mindestens eine andere Aktivita¨t gestrafft werden
(vgl. [Sch07]). Der Betrag um den ein SLO-Zielwert gelockert, bzw. gestrafft wird, wird im
weiteren Verlauf SLO-Anteil genannt.
Die zweite Mo¨glichkeit sind Managementaktionen die zum Ziel haben, die Antwortzeit einer
bestimmten Aktivita¨t zu verku¨rzen. Dabei wird das SLO nicht vera¨ndert. Die generelle Vorge-
hensweise ist dabei, dass dem Service zur Ausfu¨hrung der Aktivita¨t mehr Ressourcen bereit-
gestellt werden. Da der Zusammenhang zwischen tatsa¨chlicher Antwortzeit und Ressourcenzu-
ordnung sehr komplex ist (vgl. [Mar08]), abstrahiert dieser Beitrag davon, indem davon ausge-
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gangen wird, dass man Antwortzeitanteile zwischen Aktivita¨ten verschieben kann, sofern diese
vom gleichen Service ausgefu¨hrt werden. D.h. Antwortzeitanteile werden als Ersatz fu¨r jegliche
andere Ressource betrachtet.
Eine zusa¨tzliche Mo¨glichkeit, die im weiteren Verlauf allerdings nicht betrachtet wird, ist
die gezielte Kombination der beiden Managementaktionen. Die Lockerung von SLOs kann nur
innerhalb eines Workflows erfolgen, die Verku¨rzung der Antwortzeit nur zwischen zwei Akti-
vita¨ten, die durch den gleichen Service ausgefu¨hrt werden. Eine Kombination dieser Mo¨glich-
keiten kann nun genutzt werden, um zwischen Aktivita¨ten unterschiedlicher Workflows SLO-
bzw. Antwortzeitanteile zu verschieben, welche nicht durch den gleichen Service ausgefu¨hrt
werden. Dazu kann eine Aktivita¨t als Ha¨ndler auftreten, welche beispielsweise das eigene SLO
lockert, um anschließend Antwortzeit-Anteile an eine Aktivita¨t zu vergeben, welche durch den
gleichen Service ausgefu¨hrt wird.
Fu¨hrt keine mo¨gliche Aktion zur Behebung einer SLO-Verletzung, muss diese an eine ho¨here
Managementebene eskaliert werden.
3 Mechanismus-Design
Nach der Beschreibung des Systems werden nun die Grundlagen fu¨r den Management-Mecha-
nismus beschrieben, welcher auf der Basis des Mechanismus-Designs entworfen wurde.
Das dem Mechanismus-Design zugrunde liegende Modell wird unter anderem in [NR01,
NRTV07, Ste08] detailliert beschrieben.
In der Spieltheorie sind folgende Schreibweisen u¨blich (vgl. [NRTV07, Ste08]):
• Ein Vektor v−i = (v1, · · · ,vi−1,vi+1, · · · ,vn) entha¨lt jedes Element des urspru¨nglichen Vek-
tors v, ausgenommen des Eintrags i.
• Ein Vektor v kann auch als v = (vi,v−i) geschrieben werden.
Definition 1 (Mechanismus-Design Problem) Ein Mechanismus-Design Problem wird durch
ein gewu¨nschtes Ergebnis beschrieben, das von einer Anzahl rationaler Agenten erreicht werden
soll. Dabei gelten folgende Annahmen:
• Ein Mechanismus ist ein Tupel M =de f (A,S,O, f , p1, · · · , pn), mit einer endlichen Menge
Agenten A⊂ N, einer Menge mo¨glicher Strategien S, einer Menge mo¨glicher Ergebnisse
O, der Ergebnisfunktion f :Sn →O und Zahlungsfunktionen pi :Sn →R fu¨r alle Agenten
i ∈ A.
• Jeder Agent i besitzt private Informationen, die im sogenannten Typ ti ∈ Ti wiedergespie-
gelt werden. Die Menge Ti ist dabei fu¨r den Agenten i eine Teilmenge aller mo¨glichen
Typen T.
• Jeder Agent i hat mehrere mo¨gliche Strategien Si ⊆S. Eine Strategie j ist definiert als eine
Funktion s ji : T ×Sn−1 → Si. Anschaulich ist die Strategie j des Agenten i vom eigenen
Typ und von den Strategien aller anderen Agenten abha¨ngig.
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• Fu¨r jeden Strategievektor s = (s1, · · · ,sn) existiert ein Ergebnis o ∈ O, das durch die Er-
gebnisfunktion f berechnet wird.
• Die Ergebnisfunktion wird auch soziale Entscheidungsfunktion genannt. Eine soziale Ent-
scheidungsfunktion heißt effizient, wenn sie ein bestimmtes Kriterium maximiert.
• Fu¨r jeden Agenten hat ein Ergebnis einen bestimmten Wert, der durch eine Wertfunktion
vi : Ti ×O → R beschrieben wird. Zusammen mit einer vom Mechanismus zugeteilten
Bezahlung pi ergibt sich der tatsa¨chliche Nutzen fu¨r einen Agenten i durch die lineare
Nutzenfunktion ui:
ui(o, pi, ti) =de f vi(ti,o)− pi
Ein rationaler Agent versucht, diese Nutzenfunktion zu maximieren (vgl. [NRTV07]).
Ein Beispiel fu¨r einen Mechanismus ist die verallgemeinerte Vickrey-Auktion (vgl. [AC04]),
welche zu einer wichtigen Klasse von Mechanismen, den sogenannten Vickrey-Clarke-Groves-
Mechanismen (VCG) geho¨rt (vgl. [NRTV07]).
Definition 2 Die verallgemeinerte Vickrey-Auktion (GVA) ist eine Auktionsform und damit
ein Mechanismus M, durch die eine Menge von diskreten Objekten O versteigert wird. Jeder
Bieter i gibt fu¨r jedes Objekt o ∈ O ein Gebot bi ab. Weiterhin legt der Verka¨ufer der Objekte
einen Reservierungspreis pr fest, den jeder Bieter fu¨r jedes Objekt mindestens bieten muss.
Die Ermittlung des Ergebnisses erfolgt so, dass der soziale Nutzen maximiert wird:





Die Ermittlung von Preisen wird mit der sogenannten Clarke-Pivot-Regel durchgefu¨hrt (vgl.
[NRTV07]). Der Reservierungspreis kann dabei als Gebot fu¨r alle Objekte betrachtet werden.
Der zu zahlende Preis pi la¨sst sich wie folgt berechnen:
pi = maxc∈O∑
j 6=i
v j(c, t j)−∑
j 6=i
v j(o, t j)
Da die GVA ein VCG-Mechanismus mit Clarke-Pivot-Regel ist, besitzt dieser Mechanismus
verschiedene nu¨tzliche Eigenschaften, darunter individuelle Rationalita¨t, Anreizkompatibilita¨t
und Effizienz (vgl. [AC04, NRTV07]):
4 Das SLO-Spiel
Bisher wurde beschrieben, aus welchen Bestandteilen ein System besteht, welche Ziele der SLM-
Prozess erreichen soll und welche Managementaktionen mo¨glich sind, um diese Ziele zu errei-
chen. Weiterhin wurde das abstrakte Konzept eines Mechanismus definiert und mit dem Beispiel
der GVA veranschaulicht.
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Das SLO-Spiel kombiniert nun alle beschriebenen Teile in einem Management-Mechanismus,
der mittels Auktionen SLO- oder Antwortzeitanteile zwischen verschiedenen Aktivita¨ten umver-
teilt.
Im weiteren Verlauf werden folgende Varianten des SLO-Spiels untersucht.
• Das einfache SLO-Spiel lockert SLOs bzw. strafft diese innerhalb eines Workflows.
• Das verallgemeinerte SLO-Spiel implementiert außerdem den Transfer von Antwortzeitan-
teilen innerhalb eines Services zwischen verschiedenen Aktivita¨ten.
Am SLO-Spiel nehmen alle Aktivita¨t des Systems separat teil, d.h. die Menge der Agenten ent-
spricht der Menge aller Aktivita¨ten im System. Es wird also fu¨r jede Aktivita¨t unabha¨ngig eine
Entscheidung getroffen, welche Managementaktion durchgefu¨hrt werden soll.
Da der Mechanismus mittels Auktionen funktionieren soll, wird ein Agent zu einem Bieter, so-
fern er SLO- oder Antwortzeitanteile kaufen muss, d.h. wenn die Antwortzeit den SLO-Zielwert
u¨bersteigt. Ansonsten wird der Agent zu einem Verka¨ufer. Jeder Verka¨ufer fu¨hrt anschließend
auf Basis der GVA eine Auktion durch. Parallel dazu sucht jeder Ka¨ufer nach aktiven Auktio-
nen, wa¨hlt eine davon aus, berechnet sein mo¨gliches Gebot und gibt das berechnete Gebot in
der ausgewa¨hlten Auktion ab. Anschließend berechnet jeder Verka¨ufer das Ergebnis der eigenen
Auktion, d.h. eine Zuordnung von SLO- und Antwortzeitanteilen an die Agenten, welche ein
Gebot abgegeben haben. Dieses Ergebnis wird den einzelnen Bietern anschließend mitgeteilt.
Eine wichtige Frage bleibt, wie findet ein Ka¨ufer passende Auktionen? Aus der Analyse der
mo¨glichen Managementaktionen stellen sich folgende Mo¨glichkeiten dar (vgl. [Jun08]):
• SLO-Anteile ko¨nnen innerhalb von Sequenzen umverteilt werden.
• Antwortzeitanteile ko¨nnen nur innerhalb eines Services umverteilt werden.
Die Umverteilung von Antwortzeitanteilen geschieht lokal innerhalb eines Services, deshalb
kann auf alle Informationen immer zugegriffen werden. Somit ist das Auffinden von Auktionen
innerhalb dieses Services trivial u¨ber eine globale Datenstruktur innerhalb des Services imple-
mentierbar.
Fu¨r die Umverteilung von SLO-Anteilen wird allerdings eine kompliziertere Kommunikati-
onsstruktur beno¨tigt. Es wird dazu ein Gruppenkommunikationssystem genutzt (vgl. [CKV01]).
Jeweils eine Gruppe wird pro zusammengesetzter Aktivita¨t gebildet, diese Gruppe bildet sich
selbsta¨ndig aus allen enthaltenen Aktivita¨ten u¨ber einen gemeinsamen Gruppennamen, der aus
der urspru¨nglichen Workflowbeschreibung abgeleitet wird. In jeder dieser Gruppen wird an-
schließend ein Vertreter ausgewa¨hlt, der diese Gruppe in der u¨bergeordneten Gruppe vertritt.
Um u¨ber dieses Gruppenkommunikationssystem Auktionen zu finden, sendet jeder Ka¨ufer
in seiner Gruppe eine Multicast-Nachricht an alle Gruppenmitglieder. Alle Verka¨ufer in dieser
Gruppe werden auf diese Anfrage antworten.
Den Vertretern innerhalb der zusammengesetzten Aktivita¨t kommt eine Sonderrolle zu, sie
sammeln alle Performance-Daten der in der zusammengesetzten Aktivita¨t enthaltenen Akti-
vita¨ten. Falls der Vertreter an einer u¨bergeordneten Sequenz beteiligt ist, kann er auf Basis
der gesammelten Performance-Daten SLO-Anteile fu¨r die zusammengesetzte Aktivita¨t kaufen
oder verkaufen. Die jeweiligen Anteile werden anschließend geeignet unter den beteiligten Ak-
tivita¨ten aufgeteilt (vgl. [Jun08]).
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5 Bewertung
Um die Qualita¨t des SLO-Spiels aus theoretischer Sicht beurteilen zu ko¨nnen, muss zuna¨chst ein
Effizienzkriterium definiert werden, welches das SLO-Spiel erreichen soll. Grundsa¨tzlich lassen
sich zwei Effizenzkriterien unterscheiden.
Fu¨r das erste Effizienzkriterium wird jedem Workflow ein Wert zugeordnet, der sich aus dem
Nutzen des Workflows fu¨r den Service-Anbieter ableitet. Fu¨r einen bestimmten Zeitpunkt ist der
Gesamtwert des Systems die Summe der Werte aller Workflows, deren SLA seit dem letzten
Zeitpunkt der Wertermittlung eingehalten wurde. Effizient wa¨re das Ergebnis des SLO-Spiels,
wenn es den Gesamtwert des Systems maximiert. Da der vorliegende Mechanismus dieses Effi-
zienzkriterium nicht erreichen kann (vgl. [Jun08]), wird im folgenden ein zweites, schwa¨cheres
Kriterium vorgestellt:
Definition 3 Ein Ergebnis o ∈ O ist dann in Bezug auf einen Workflow w effizient, wenn alle
SLOs aller an w beteiligten Aktivita¨ten a eingehalten werden. Dies ist dann mo¨glich, wenn alle
Pfade durch w eine Gesamtausfu¨hrungszeit kleiner dem Zielwert des SLAs besitzen.
Bei der Betrachtung des einfachen und des verallgemeinerten SLO-Spiels, stellt man die bei-
den folgenden Eigenschaften fest. Die vollsta¨ndigen Beweise finden sich in [Jun08].
Theorem 1 Das einfache SLO-Spiel erreicht nach einer endlichen Anzahl von Auktionen im-
mer ein nach Definition 3 effizientes Ergebnis, sofern alle Pfade p durch den Workflow w eine
Gesamtausfu¨hrungszeit kleiner als die vorgegebene Ausfu¨hrungszeit des Workflow-SLAs haben.
Theorem 2 Das verallgemeinerte SLO-Spiel erreicht nicht garantiert die Effizienz des einfa-
chen SLO-Spiels.
Die Beweisidee zu Theorem 1 basiert auf einer geschickten Wahl der Wertfunktion fu¨r Bieter,
so dass es fu¨r die Bieter immer mo¨glich ist, in endlicher Zeit die beno¨tigten Anteile zu kaufen,
sofern irgendeine Aktivita¨t in der gleichen Sequenz genu¨gend Anteile zur Verfu¨gung hat.
Der Beweis von Theorem 2 setzt voraus, dass zwei Workflows mindestens einen Service
gemeinsam Nutzen. Dadurch kann es passieren, dass ein Workflow dem anderen Workflow
beno¨tigte Antwortzeitanteile abkauft. Hinterher ko¨nnen beide Workflows schlechter dastehen,
falls die abgekauften Antwortzeitanteile fu¨r den kaufenden Workflow nicht ausreichen und der
verkaufende Workflow nun ebenfalls nicht mehr genug Antwortzeitanteile besitzt.
Um außerdem eine praktische Bewertung zu ermo¨glichen, wurde eine Simulation erstellt, wel-
che das SLO-Spiel umsetzt. Die prinzipielle Architektur der Simulation folgt Abbildung 2.
Die Kernkomponente ist der Service-Manager, welchem jeweils genau ein Service und eine
Strategie zugeordnet wird. Von außerhalb der Simulation wird dem Service-Manager mitgeteilt
welche Aktivita¨ten eines Workflows der Service ausfu¨hrt und jeder Aktivita¨t jeweils ein SLO
zugeordnet, welches der Service-Manager verwaltet. Der Service-Manager u¨berwacht zur Lauf-
zeit der Simulation den ihm zugeteilten Service und initiiert gegebenfalls Managementaktionen,
welche durch die Strategie umgesetzt werden.
Die in der Simulation eingesetzte Strategie implementiert das beschriebene SLO-Spiel und
nimmt somit Einfluss auf den Service oder die vom Service-Manager verwalteten SLOs. Die
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Abbildung 2: Die Architektur der Simulation.
Strategie kommuniziert bei der Umsetzung der Managementaktionen mit den Strategien ande-
rer Service-Manager auf Basis eines Gruppenkommunikationssystems (vgl. [CKV01]), welches
gema¨ß der Beschreibung in Abschnitt 4 implementiert ist.
Ein Service innerhalb der Simulation generiert aus einem vorgegebenen Performance-Mo-
dell Performance-Daten, im vorliegenden Fall simulierte Antwortzeiten. Die Performance-Daten
werden mittels eines Performance-Sensors an den Service-Manager u¨bertragen, welcher diese
Daten nutzt, um Managementaktionen u¨ber die Strategie anzustoßen.
Es wurden insgesamt drei Szenarien untersucht, die hier der Reihe nach mit den jeweiligen
Ergebnissen vorgestellt werden. Das erste Szenario stellt sich folgendermaßen dar:
• Es wird der Einschwingvorgang des Systems mit 10 bzw. 100 Knoten simuliert. Dabei
verletzten jeweils 50% der Knoten initial das SLO und 50% nicht. Die Gesamtantwortzeit
ist dabei immer geringer als der SLA-Zielwert fu¨r den gesamten Workflow.
Das Ziel dieses Szenarios ist zu untersuchen, ob das SLO-Spiel praktisch immer eine Lo¨sung
findet, d.h. ob das theoretische Effizienzkriterium tatsa¨chlich eingehalten wird.









































Abbildung 3: Einschwingverhalten aus Sicht der Bieter mit 10 bzw. 100 Agenten.












































Abbildung 4: Nachrichten-Overhead beim Einschwingverhalten mit 10 bzw. 100 Agenten.
zu fu¨hrt, dass genau ein Bieter existiert. Der Umkehrschluss gilt auch, d.h. gibt es keine Bieter, ist
auch keine SLO-Verletzung vorhanden. Deshalb wird hier die Anzahl der Bieter gegenu¨ber dem
Zeitverlauf der Simulation dargestellt. Die Ergebnisse der Simulation in Abbildung 3 zeigen,
dass das SLO-Spiel tatsa¨chlich immer eine Lo¨sung findet.
Anhand des Zeitverlaufs la¨sst sich außerdem eine Grenze der Skalierbarkeit erkennen. In die-
sem Szenario erkennt man, dass das SLO-Spiel mit der 10-fachen Menge an Agenten deutlich
mehr Zeit beno¨tigt. Dies la¨sst sich mit einer ebenfalls stark zunehmenden Anzahl zu versen-
dender Nachrichten erkla¨rten, denn jeder Ka¨ufer muss an alle anderen Agenten Nachrichten
verschicken (vgl. Abbildung 4).
Das zweite Szenario soll u¨berpru¨fen, wie sich das SLO-Spiel bei hohen Lasten verha¨lt, d.h.
wenn es keine garantierte Lo¨sung innerhalb eines Workflows gibt:
• Das Verhalten bei dynamischen A¨nderungen und hoher Last wird simuliert, d.h. es wird
ha¨ufig das SLA verletzt. Es wird wieder mit 10 und 100 Knoten gemessen. Die A¨nderung












































Abbildung 5: Verhalten bei dynamischen A¨nderungen und 10 bzw. 100 Agenten.
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Abbildung 6: Nachrichten-Overhead bei dynamischen A¨nderungen und 10 bzw. 100 Agenten.
Dieses Szenario soll Aufschluss u¨ber das Verhalten des Systems im Grenzfall geben, wenn das
System sehr stark ausgelastet ist. Wu¨nschenswert ist in diesem Fall, dass das Managementsystem
die Performance auf keinen Fall verschlechtert.
Da keine Lo¨sung fu¨r alle SLO-Verletzungen gefunden werden kann, ist die Frage natu¨rlich ob
und wie das Managementsystem das eigentliche System beeinflusst. Eine wesentliche Kenngro¨ße
dabei ist der erzeugte Nachrichten-Overhead, welcher mo¨glichst gering ausfallen sollte, um das
System nicht weiter zu belasten.
In den Auswertungen ist zu sehen (Abbildung 5), dass sehr ha¨ufig keine Lo¨sung gefunden
werden kann. Dies zeigt sich deutlich an den Plateaus in Abbildung 5(b), jeweils nach einer
kurzen Verbesserungsphase zuvor.
Der Nachrichten-Overhead im Falle der dynamischen A¨nderungen bei sehr hoher Last explo-
diert allerdings regelrecht (Abbildung 6). Die bei 100 Agenten erzeugte sehr hohe Spitzenlast
wu¨rde in der Realita¨t die Dienstgu¨te vermutlich weiter deutlich verschlechtern. Erkla¨ren la¨sst
sich dieses Pha¨nomen durch die Art und Weise, wie die Ka¨ufer nach Auktionen suchen. Jeder
Bieter versendet dazu an alle anderen Agenten eine Nachricht. Der Nachrichtenaufwand wa¨chst
also quadratisch mit der Anzahl der Agenten. Dieses Verfahren la¨sst sich vermutlich aba¨ndern,
so dass der Nachrichtenaufwand wesentlich geringer ausfa¨llt. Die prinzipielle Idee ist dabei, dass
sich der Nachrichtenfluss auch umkehren la¨sst, d.h. statt der Suchanfrage der Bieter, senden die
Verka¨ufer ein Broadcast an alle Agenten. Da im schlechtesten Fall keine Agenten mehr Verka¨ufer
sind, tendiert der zusa¨tzliche Netzwerk-Overhead gegen 0 (vgl. [Jun08]).
Als drittes Szenario soll das zweite Ergebnis der Effizienzbetrachtung praktisch untersucht
werden, d.h. es sind zwei Workflows vorhanden, deren Aktivita¨ten sich Services teilen:
• Es existiert ein Workflow mit sehr hoher Priorita¨t, sowie einer mit sehr niedriger Priorita¨t.
Beide Workflows teilen sich mehrere Services. Es gibt es nur ein effizientes Ergebnis,
wenn der Workflow mit niedrigerer Priorita¨t alle SLOs und damit sein SLA einha¨lt.
Wie man in Abbildung 7 erkennen kann, verletzen beide Workflows das SLA. Das theoretische
Ergebnis wird also besta¨tigt. Es zeigt sich, dass eine rein lokale Optimierung des eigenen Nutzen
nicht ausreicht, um in jedem Fall eine Verbesserung zu erzielen.














































Abbildung 7: Verhalten der Bieter zweier Workflows mit gemeinsam genutzten Services im
schlechtesten Fall.
Diese Problematik kann eventuell durch zusa¨tzliche Kommunikation zwischen den Agenten
verringert werden. Ein effektives Kommunikationsschema muss noch entwickelt werden.
6 Zusammenfassung und Ausblick
Im vorliegeden Beitrag wurde ausgehend von der Motivation fu¨r selbstorganisierende Systeme
das sogenannte SLO-Spiel, ein einfacher Mechanismus auf der Basis von Mechanismus-Design,
entwickelt. Dieser ist prinzipiell dazu geeignet einige Arten von SLO-Verletzungen zu beheben.
Als Grundlage fu¨r die Entwicklung wurde ein Service-orientiertes System, ein Ziel fu¨r das
Management und die Grundlagen des Mechanismus-Designs beschrieben. Auf dieser Basis wur-
de das SLO-Spiel als spieltheoretischer Mechanismus entwickelt, welcher mit Hilfe von verteil-
ten Auktionen Anteile an logischen Ressourcen umverteilen kann. Das SLO-Spiel nutzt dafu¨r
eine verteilte verallgemeinerte Vickrey-Auktion, da diese einige gewu¨nschte spieltheoretische
Eigenschaften aufweist.
Fu¨r das entwickelte SLO-Spiel wurde anschließend gezeigt, dass es ein effizientes Ergebnis
erreichen kann, sofern ein Ergebnis existiert. Allerdings erreicht das SLO-Spiel in verallgemei-
nerter Form dieses Ergebnis nicht, sondern verschlechtert die Situation sogar.
Die durchgefu¨hrte Simulation besta¨tigt die theoretischen Ergebnisse und zeigt auch den Weg
fu¨r weitere Verbesserungen auf. In stark ausgelasteten Systemen erzeugt das bisherige Spiel
einen sehr hohen Netzwerk-Overhead auf Grund der genutzten Kommunikationsstruktur zur
Selbstorganisation. In weiteren Arbeiten ko¨nnen diese Schwa¨chen sowohl theoretisch als auch
praktisch durch A¨nderungen an der bestehenden Simulation weiter untersucht werden.
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