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بررسي مقاومت الگوريتم مجموعه عضوي
انعكاس آفين
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چكيده
در اين مقاله، دو ويژگي براي مقاومت الگوريتم مجموعه عضوي انعكاس آفين
)PA-MS( ارائه داده مي شود. در ويژگي اول يك كران موضعي براي ميزان خطا/اختلاف
ضرايب در هر تكرار ارائه مي گردد، اما ويژگي دوم اين خاصيت را براي هر تكرار بسط
مي دهد. در نتيجه در اين مقاله براي اولين بار نشان مي دهيم كه الگوريتم PA-MS فارغ
از چگونگي گزينش پارامترها از جهت پايداري با نرم 2l  مقاوم است.
كليد واژه ها: فيلترهاي تطبيقي، مجموعه عضوي، انعكاس آفين، مقاومت، پايداري با نرم
2l، كران خطا
۱ مقدمه
فيلترهاي تطبيقي كلاسيك روش هاي تخمين بازگشتي هستند كه بر اساس تقريب نقطه اي كار
مي كنند]۱[. اين تكنيك به دنبال يك نقطه خاص به عنوان جواب براي مساله بهينه سازي است.
دو الگوريتم مهم اين روش الگوريتم مترين ميانگين مربعات نرمال شده ) SMLN( و الگوريتم
انعكاس آفين ) PA(هستند. اين دو الگوريتم در كمترين ميزان خطا و بالاترين سرعت همگرايي
با هم در تقابل هستند]۲، ۳، ۴[.
۱
اما الگوريتم هاي اندكي در فيلترهاي تطبيقي هستند كه از روش مجموعه عضوي استفاده
مي كنند ]۵[. از جمله اين الگوريتم ها، فيلترهاي تطبيقي مجموعه عضوي ))FMS(( هستند. در
روش مجموعه عضوي يك مجموعه جواب Θ تعريف مي شود و هر عضو اين مجموعه مورد
قبول واقع مي شود. چون مسايل در دنياي واقعي داراي نا اطميناني هاي فراواني هستند، معقولانه
تر است به جاي يك جواب به كمك روش مجموعه عضوي به دنبال مجموعه اي از جواب ها
باشيم.
فيلترهاي تطبيقي مجموعه عضوي روش مجموعه عضوي را با روش انتخاب داده تركيب
كرده و الگوريتم هاي مجموعه عضوي را ارائه مي دهند ]۶، ۷، ۸[. روش انتخاب داده مسئول
هزينه محاسباتي الگوريتم هاي مجموعه عضوي است. در واقع تنها اگر ميزان خطاي الگوريتم
بزرگتر از يك كران از پيش تعيين شده باشد، پارامترهاي الگوريتم بروزرساني مي گردد ]۹،
۰۱، ۱۱[. يكي از الگوريتم هاي مجموعه عضوي مهم الگوريتم مجموعه عضوي انعكاس آفين
)PA-MS( مي باشد ]۲۱[. الگوريتم PA-MS با حفظ مزيت هاي الگوريتم PA، به كمك
خاصيت داده-انتخابي مي تواند قبل از استفاده از داده هاي جديد آنها را ارزيابي كند و در
صورت مفيد بودن آنها را در فرايند يادگيري مورد استفاده قرار دهد. بدين وسيله الگوريتم
PA-MS در مقايسه با PA داراي دقت بيشتر و مقاومت بيشتر در برابر نويز است و همچنين
هزينه محاسباتي كمتري را براي بروزرساني ضرايب صرف مي كند زيرا تنها در صورتي داده
هاي جديد را در فرايند يادگيري به كار مي گيرد كه در آنها اطالاعات جديدي موجود باشد
]۳۱، ۴۱، ۵۱، ۶۱[. الگوريتم مجموعه عضوي فراواني در صنعت مورد استفاده قرار گرفته اند،
از جمله آنها مي توان به مقالات ]۷۱، ۸۱، ۹۱، ۰۲[ مراجعه كرد.
با وجود تمام مزيت هايي كه براي الگوريتم PA-MS وجود دارد، اما اين الگوريتم هنوزه
در صنعت به اندازه كافي مورد استفاده قرار نمي گيرد، دليل آن مي تواند كمبود بررسي ويژگي
هاي تئوري اين الگوريتم باشد ]۵۱[. پايداري الگوريتم SMLN-MS از نظر نرم 2l در ]۴۱، ۱۲[
مورد بررسي قرار گرفته است. در اين مقاله، پايداري الگوريتم PA-MS را از نظر نرم 2l مورد
بررسي قرار مي دهيم. در بخش ۲ كمي در مورد پايداري الگوريتم بحث مي كنيم. در بخش ۳
الگوريتم PA-MS را مرور مي كنيم. سپس در بخش ۴ دو خاصيت كلي را براي ميزان پايداري
اين الگوريتم مورد بحث قرار مي دهيم. در بخش ۵ شبيه سازي و آزمايش ها را ارائه مي كنيم
و در انتها نتيجه گيري در بخش ۶ جمع بندي مي شود.
نمادها: براي تكرار k، ضرايب فيلتر تطبيقي، فيلتر بهينه، تفاضل بين فيلتر تطبيقي و فيلتر بهينه
هاي مرجع، خروجي، خطا و نويز به ترتيب با )k(d ,)k(y، )k(e و )k(n در R نمايش داده ميو بردار ورودي به ترتيب با )k(w، ow، )k(w˜ و )k(x در 1+NR نشان داده مي شوند. سيگنال
شوند كه )k(w)k(Tx = )k(y و )k(y – )k(d = )k(e. ماتريس ورودي، بردار مرجع و بردار
خطا با )k(X، )k(d و )k(e نمايش داده مي شوند.
۲
۲ شرط پايداري
مرتبط شده استبراي تكرار k، فرض كنيد كه سيگنال مرجع )k(d از طريق رابطه زير با سيستم ناشناخته ow
︸ ︷︷ ︸)k(x oTw , )k(d
)k(oy,
)۱( ,)k(n+
كه )k(n سيگنال نويز است و ضريب عدم اطمينان و خطا را مدل سازي مي كند. همچنين فرض
مي كنيم كه دنباله نويز })k(n{ داراي انرژي متناهي است ]۳[، يعني
∑j
0=k
)۲( .j ∀ ,∞< 2|)k(n|
را تخمين بزنيم. در اين راستا فرض كنيد k|kyˆ تخميني از )k(oy است و تنها به )j(d بهفرض كنيد كه دنباله سيگنال مرجع })k(d{ را داريم و مي خواهيم )k(x oTw = )k(oy
ازاي k , · · · ,0 = j وابسته است. براي مقدار ثابت η، مي خواهيم تخمين هاي ∈ k|kyˆ
كند، رابطه زير برقرار باشد:}N|Nyˆ , · · · ,1|1yˆ ,0|0yˆ{ را به گونه اي حساب كنيم كه براي هر )k(n كه در )۲( صدق مي
∑j
0=k
2||)k(oy – k|kyˆ||
)۳( N , · · · ,0 = j ∀ ,2η < 2|)k(n| 0=kj∑+ )0(w˜)0(Tw˜
صورت تخميني از ميزان انرژي خطا تا تكرار k و مخرج شامل انرژي عدم اطمينان تا تكرار k وكه در آن )0(w – ow , )0(w˜ و )0(w مقدار حدس اوليه ow است. توجه داشته باشيد كه
انرژي خطا )0(w˜ است.
در نتيجه معيار )۳( ما را ملزم مي كند كه تخمين هاي }k|kyˆ{ را به گونه اي حساب كنيم
كه نسبت تخمبن انرژي خطا )صورت( به انرژي عدم اطمينان )مخرج( از 2η فراتر نرود. زماني
كه اين معيار صدق مي كند، مي گوييم كه تخمين به دست آمده مقاوم است. براي اطلاعات
بيشتر مي توانيد به ]۳، ۵۱[ مراجعه كنيد.
۳
۳ الگوريتم مجموعه عضوي انعكاس آفين )PA-MS(
براي معرفي الگوريتم PA-MS ابتدا ماتريس ورودي )k(X، بردار خطا )k(e، بردار مرجع،
)k(d بردار نويز )k(n و بردار محدوديت )k(γ را مشابه زير تعريف مي كنيم:
,)1+L(×)1+N(R ∈ ])L – k(x · · · )1 – k(x )k(x[ = )k(X
,1+LR ∈ T])L – k(ε ... )1 – k(ε )k(e[ = )k(e
,1+LR ∈ T])L – k(d · · · )1 – k(d )k(d[ = )k(d
,1+LR ∈ T])k(Lγ · · · )k(1γ )k(0γ[ = )k(γ,1+LR ∈ T])L – k(n ... )1 – k(n )k(n[ = )k(n
)۴(
كه N مرتبه فيلتر تطبيقي است و L پارامتر مرور داده مي باشد، يعني L داده نهايي پيش از تكرار
k مورد استفاده قرار مي گيرند. بردار خطا با )k(w)k(TX– )k(d , )k(e تعريف مي شود
الگوريتم PA-MS با معادله بازگشتي زير ارائه مي شود ]۲[،+R ∈ γ كران بالا براي بزرگي سيگنال خطا )k(e مي باشد.و مولفه هاي بردار محدوديت بايد در شرط γ ≤ |)k(iγ| براي L , . . . ,0 = i صدق كند، كه
= )1 + k(w
{
,γ > |)k(e| اگر ))k(γ – )k(e()k(A)k(X+ )k(w
)۵( در غير اين صورت )k(w
كه در آن فرض مي كنيم 1+L×1+LR ∈ 1–))k(X)k(TX( , )k(Aموجود مي باشد، يعني
)k(X)k(TX وارون پذير مي باشد.
۴ مقاومت الگوريتم PA-MS
يك سناريوي شناسايي سيستم را در نظر بگيريد كه در آن سيستم ناشناخته توسط 1+NR ∈ ow
و سيگنال مرجع به گونه زير تعريف شده است
)۶( .)k(n + ow)k(TX , )k(d
كه در آن R ∈ )k(n سيگنال نويز را نشان مي دهد. چون هدف ما مطالعه خاصيت مقاومت
الگوريتم است، تعريف زير از 1+NR ∈ )k(w˜ مفيد خواهد بود
)۷( ,)k(w– ow = )k(w˜
۴
كه )k(w˜ نشاندهنده تفاوت بين owو بردار )k(wاست كه به دنبال تخمين آن هستيم. بنابراين
سيگنال خطا به گونه زير بازنويسي خواهد شد
︸ ︷︷ ︸)k(w˜)k(TX = )k(w)k(TX– )k(n + ow)k(TX = )k(e
)k(e˜,
)۸( , )k(n+
كه )k(e˜ خطاي بدون نويز مي باشد.
يكي از مشكلات اساسي در تحليل مقاومت الگوريتم PA-MS وضعيت شرطي معادله )۵(
كنيممي باشد. براي رفع اين مشكل تابع مشخصه }1 ,0{ → +R × R : f را به گونه زير تعريف
)۹( .در غير اينصورت 0,γ > |)k(e|اگر 1{ = )γ ,)k(e(f
بدين ترتيب، معادله بازگشتي الگوريتم PA-MS به صورت زير بازنويسي مي شود
)۰۱( .)γ ,)k(e(f))k(γ – )k(e()k(A)k(X+ )k(w= )1 + k(w
بعد از تفاضل ow از دو طرف معادله )۰۱( خواهيم داشت
)۱۱( .)γ ,)k(e(f))k(γ – )k(e()k(A)k(X– )k(w˜= )1 + k(w˜
توجه داشته باشيد كه ماتريس )k(A معين مثبت متقارن است. براي آساني در نمادگذاري
انذيس k، و أرگومان هاي تابع f را از سمت راست آن حذف مي كنيم. سپس )k(e را مطابق
)۸( تجزيه مي كنيم و خواهيم داشت
)۲۱( ,fγAX+ fnAX– fe˜AX– w˜ = )1 + k(w˜
از اينجا قضيه ۱ را بدست مي آوريم.
قضيه ۱ )مقاومت موضعي الگوريتم PA-MS(: براي الگوريتم PA-MS همواره داريم
)۳۱( 0 = )γ ,)k(e(f اگر ,2||)k(w˜|| = 2||)1 + k(w˜||
در غير اين صورت
e˜ATe˜+2||)1+k(w˜||
nATγ2 < γATγ اگر ,1 < nATn+2||)k(w˜||
e˜ATe˜+2||)1+k(w˜||
nATγ2 = γATγ اگر ,1 = nATn+2||)k(w˜||
e˜ATe˜+2||)1+k(w˜||
nATγ2 > γATγ اگر ,1 > nATn+2||)k(w˜||
)۴۱( ,
۵
.||w˜(k)||2+nTAn ̸= 0 هك ميا هدرك ضرف و تسا هدش فذح راك يناسآ يارب kسيدنا هك
تشاد ميهاوخ (۱۲) فرط ود يسديلفا مرن ندروآ تسدب اب ادتبا :تابثا
||w˜(k + 1)||2 =w˜Tw˜ – w˜TXAe˜f – w˜TXAnf + w˜TXAγf – e˜TATXTw˜f
+ e˜TATA–1Ae˜f2 + e˜TATA–1Anf2 – e˜TATA–1Aγf2
– nTATXTw˜f + nTATA–1Ae˜f2 + nTATA–1Anf2
– nTATA–1Aγf2 + γTATXTw˜f – γTATA–1Ae˜f2
– γTATA–1Anf2 + γTATA–1Aγf2
=||w˜||2 – e˜TAe˜f – e˜TAnf + e˜TAγf – e˜TAe˜f + e˜TAe˜f2 + e˜TAnf2
– e˜TAγf2 – nTAe˜f + nTAe˜f2 + nTAnf2 – nTAγf2 + γTAe˜f
– γTAe˜f2 – γTAnf2 + γTAγf2 , (۱۵)
هك مينك يم هدهاشم لااب هلداعم زا .e˜(k) = XT(k)w˜(k) وA–1 = XT(k)X(k) نآ رد هك
ميراد f = 0 يارب
||w˜(k + 1)||2 = ||w˜(k)||2 (۱۶)
ينامز اما .تسا هتفرگن تروص يناسرزورب چيه ينعي f = 0 اريز تسا راظتنا لباق هجينت نيا و
تشاد ميهاوخ (۱۵) زا ار ريز هطبار تسا f = 1 هك
||w˜(k + 1)||2 = ||w˜||2 – e˜TAe˜+ nTAn – 2γTAn+ γTAγ . (۱۷)
تشاد ميهاوخ لااب هلداغم ياه ترابع يزاس بترم دعب
||w˜(k + 1)||2 + e˜TAe˜ = ||w˜||2 + nTAn – 2γTAn+ γTAγ . (۱۸)
ميراد نياربانب
||w˜(k + 1)||2 + e˜TAe˜ < ||w˜||2 + nTAn رگا γTAγ < 2γTAn,
||w˜(k + 1)||2 + e˜TAe˜ = ||w˜||2 + nTAn رگا γTAγ = 2γTAn, (۱۹)
||w˜(k + 1)||2 + e˜TAe˜ > ||w˜||2 + nTAn رگا γTAγ > 2γTAn.
درك هصلاخ ريز لكش هب ناوت يم ار لااب تلاداغم هاگ نآ ،||w˜||2 + nTAn ̸= 0 دينك ضرف
||w˜(k+1)||2+e˜TAe˜
||w˜(k)||2+nTAn < 1, رگا γTAγ < 2γTAn
||w˜(k+1)||2+e˜TAe˜
||w˜(k)||2+nTAn = 1, رگا γTAγ = 2γTAn
||w˜(k+1)||2+e˜TAe˜
||w˜(k)||2+nTAn > 1, رگا γTAγ > 2γTAn
.  (۲۰)
۶
تركيب دو نامساوي اول )۴۱( كه مطابق حالت هاي nATγ2 ≤ γATγ است، نتيجه
جالبي را نشان خواهد داد. در واقع بيان خواهد كرد كه براي هر بردار محدوديت γ كه در اين
شرط صدق كند فارغ از نوع )k(n خواهيم داشت
)۱۲( ,nATn + 2||)k(w˜|| ≤ e˜ATe˜ + 2||)1 + k(w˜||
در نتيجه مي توانيم خاصيت مقاومت سراسري را براي الگوريتم PA-MS ارائه دهيم.
تبصره ۱ )مقاومت سراسري الگوريتمPA-MS(: فرض كنيد كه الگوريتمPA-MSاز لحظه
۰ )مقداردهي اوليه( تا لحظه K با اختيار كردن γ به گونه اي كه nATγ2 ≤ γATγ صدق
مي كند اجرا مي شود. آنگاه همواره خواهيم داشت
∑ + 2||)K(w˜||
e˜ATe˜ puK∈k
∑ + 2||)0(w˜||
nATn puK∈k
)۲۲( ,1 ≤
2||)0(w˜|| = 2||)K(w˜||، يعني حالتي كه هيچ گونه بروزرساني صورت نگرفته است.زماني برقرار است كه nATγ2 = γATγ براي هر puK ∈ k. اگر ∅ = puK، آن گاهكه ∅ ≠ puK مجموعه تكرارهايي است كه بروزرساني )k(w صورت گرفته است و تساوي
اثبات: مجموعه همه تكرارهاي تحت آتاليز را با , . . . ,2 ,1 ,0{ , K}1–K نمايش دهيد.
قضيه ۱ هنگامي كه بروزرساني انجام شده است، نامساوي )۱۲( برقرار است به شرطي كه γ بهpuK \ K , pucK مجموعه تكرارهايي است كه در آنها بروزرساني صورت نگرفته است. ازفرض كنيد K ⊆ puK شامل تكرارهايي است كه در آنها بروزرساني صورت گرفته است و
گونه اي انتخاب شده باشد كه nATγ2 ≤ γATγ صدق مي كند. در اين صورت، با جمع
∑كردن اين نامساوي براي همه puK ∈ k خواهيم داشت
puK∈k
(
e˜ATe˜ + 2||)1 + k(w˜||
∑ ≤ )
puK∈k
(
nATn + 2||)k(w˜||
)
)۳۲( .
توجه داشته باشيد كه γ، e˜، n و Aوابسته به k هستند كه براي آساني كار حذف شده است. به
علاوه براي تكرارهايي كه بروزرساني صورت نگرفته است رابطه )۳۱( را داريم، كه مي تواند
∑براي همه pucK ∈ k جمع بسته شود، پس داريم
||)1 + k(w˜|| pucK∈k
= 2
∑
||)k(w˜|| pucK∈k
)۴۲( .2
۷
∑با جمع بستن )۳۲( و )۴۲( خواهيم داشت
||)1 + k(w˜|| K∈k
+ 2
∑
e˜ puK∈k
∑ ≤ e˜AT
||)k(w˜|| K∈k
+ 2
∑
n puK∈k
)۵۲( .nAT
اما مقادير زيادي از 2||)k(w˜|| از دو طرف معادله بالا حذف مي شوند و خواهيم داشت
+ 2||)K(w˜||
∑
e˜ puK∈k
∑ + 2||)0(w˜|| ≤ e˜AT
n puK∈k
)۶۲( .nAT
با فرض غير صفر بودت مخرج خواهيم داشت
∑ + 2||)K(w˜||
e˜ATe˜ puK∈k
∑ + 2||)0(w˜||
nATn puK∈k
)۷۲( .1 ≤
اين رابطه براي همه K ها برقرار است به شرطي كه nATγ2 ≤ γATγ براي تكرارهايي كه
بروزرساني صورت مي گيرد صدق كند. 
توجه داشته باشيد كه در الگوريتم PA-MS شرط nATγ2 ≤ γATγ بايذ برقرار باشذ
وجود دارد كه ايت شرط همواره برقرار باشد؟ تبصره ۲ به اين سوال جواب مي دهد و مثالي}K≤k≤0})k(e˜{ ,)K(w˜{ حفظ شود. اما سوال يعدي اين است كه آيا بردار محدوديت γتا مقاومت با نرم 2l از پارامترهاي نااطميناني }K≤k≤0})k(n{ ,)0(w˜{ به پارامترهاي خطا
براي γ ارائه مي دهد.
تبصره ۲: فرض كنيد كه بردار محدوديت )k(nc = )k(γ براي الگوريتم PA-MS داده
شده است كه )k(n بردار نويز است و مطابق )۶( تعريف شده است. اگر 2 ≤ c ≤ 0، آن گاه
شرط nATγ2 ≤ γATγ همواره برقرار است. در نتيجه الگوريتم PA-MS بر اساس تبصره
۱ به طور سراسري مقاوم مي شود.
اثبات: در nATγ2 ≤ γATγ، )k(nc = )k(γ قرار دهيد ، در نتيجه خواهيم داشت
0 ≤ )k(n)k(A)k(Tn)c2 – 2c(، كه چون )k(A ماتريس مثبت است براي
)۸۲( 2 ≤ c ≤ 0 ⇒0 ≤ c2 – 2c
برقرار است. در نتيجه با تبصره ۱، براي )k(nc = )k(γ ارائه شده الگوريتم PA-MS به طور
سراسري مقاوم است. 
دستيابي نيست. در نتيجه تبصره ۲ بيانگر وجود )k(γ اي است كه در شرطnATγ2 < γATγتوجه داشته باشيد كه )k(γ ارائه شده در تبصره ۲ عمًلا قابل دستيابي نيست زيرا )k(n قابل
۸
صدق مي كند. اما در واقع تا كنون )k(γ كه عمًلا قابل دستيابي باشد و در شرط ≤ γATγ
nATγ2 براي همه تكرارها صدق كند ارائه نشده است. حتي VC-CS ]۲[كه يك انتخاب
رايج براي بردار محدوديت است گاهي اوقات در اين شرط صدق نمي كند. اما اين بدين معني
نيست كه الگوريتم PA-MS مي تواند واگرا باشد. در واقع براي هر انتخاب )k(γ، الگوريتم
PA-MS به هيچ وجه واگرا نمي شود.
وقتي كه γ > |)k(e| و الگوريتم PA-MS بروزرساني انجام مي دهد، )1 + k(w را به
عنوان جواب مسئله بهينه سازي زير ارائه مي دهد ]۲، ۲۱[:
2||)k(w– )1 + k(w|| مينيمم
)۹۲( .)k(γ = )1 + k(w)k(TX– )k(d به شرط
شرط اين مسئله الزام مي كند كه خطاي پسين )1 + k(w)l – k(Tx – )l – k(d , )l – k(ε
در نتيجه خواهيم داشتبرابر )k(lγ متناظرش باشد، كه همان طور كه در ۳ بيان شده است توسط γ كراندار است. پس
,γ ≤ |)1 + k(w)l – k(Tx – )l – k(d| = |)l – k(ε|
)۰۳( ,γ ≤ |)l – k(n + )1 + k(w˜)l – k(Tx|
كه براي همه تكرارها و پارامترها معتبر است. در نتيجه داريم
)۱۳( .)l – k(n – γ ≤ )1 + k(w˜)l – k(Tx ≤ )l – k(n – γ–
چون نويز كراندار است و ∞< γ، داريم
∑N < ∞–
0=i
)۲۳( ,∞< )1 + k(iw˜)l – k(ix
كه R ∈ )1 + k(iw˜ ,)l – k(ix به ترتيب نشان دهنده iامين مولفه بردارهاي + k(w˜ ,)l – k(x
∞ < 2||)1 كه بدين معني است كه زماني كه بردار محدودين به طور مناسب انتخاب نشده1+NR ∈ )1 هستند. در نتيجه |)1 + k(iw˜| كراندار است و ايجاب مي كند كه + k(w˜||
است الگوريتم PA-MS واگرا نمي شود. در بخش بعدي با اختيار كردن يك بردار محدوديت
تصادفي نشان خواهيم داد كه نتبجه الگوريتمPA-MS ضعيف مي شود اما هيچ گاه اين الگوريتم
واگرا نمي شود.
۵ شبيه سازي
در اين بخش الگوريتم PA-MS براي شناسايي سيستم به كار برده مي شود. سيستم ناشناخته ۰۱
مولفه دارد كه از توزيع نرمال استاندارد گرفته شده است. سيگنال نويز )k(n داراي توزيع نرمال
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شكل ۱: زماني كه در الگوريتم PA-MS با در نظر گرفتن بردار محدوديت عمومي بروزرساني
صورت مي گيرد مقادير )k(1g و )k(2g مقدار صورت و مخرج در )۴۱( در قضيه ۱ مي باشند،
در غير اين صورت 2||)1 + k(w˜|| = )k(1g و 2||)k(w˜|| = )k(2g.
استاندارد با ميانگين صفر و واريانس 10.0 = n2σ است. همچنين 01R ∈ T]0 · · · 0[ = )0(w
)1 – k(n + )1 تعريف شذه است، و نسبت نويز به سيگنال برابر ۰۲ دسيبل است. پارامتر مرور،21–01 = δ و 6322.0 = n2σ5√ = γ هستند. سيگنال ورودي با – k(x59.0 = )k(x
داده 2 = L برگزيده شده است و سه نوع بردار محدوديت مورد استفاده قرار گرفته اند: بردار
محدوديت عمومي، بردار محدوديت VC-CS و بردار محدوديت برابر بردار نويز. در بردار
محدوديت به طور مناسب برگزيده نشده است. بردار محدوديت VC-CS به اين گونه تعريفمحدوديت عمومي γ = )k(lγ براي L ≤ l ≤ 0، كه حالتي را در نظر مي گيرد كه بردار
شده است كه |)k(e|)k(e γ = )k(0γ و )l – k(ε = )k(lγ براي L ≤ l ≤ 1. در نهايت بردار
محدوديت برابر بردار نويز بدين گونه است كه )k(n = )k(γ. وقتي كه بروزرساني صورت
مي گيرد صورت و مخرج قضيه ۱ را به ترتيب يا )k(1g و )k(2g نشان مي دهيم، در غير اين
نتايج ارائه شده در شكل ۱ نشان مي دهد كه زماني كه بردار محدوديت عمومي به كارصورت 2||)1 + k(w˜|| = )k(1g و 2||)k(w˜|| = )k(2g.
غير مستقيم سيگنال نويز را لحاظ قرار نمي دهد. بنابراين شرط مقاومت ≤ )k(γ)k(A)k(Tγ۳۹۲ از ۰۰۰۱ تكرار(. اين نتيجه قابل انتظار است زيرا بردار محدوديت عمومي به طور مستقيم ياگرفته شده است، تعداد تكرارهاي زيادي وجود دارند كه در آن ها )k(2g > )k(1g )حدود
)k(n)k(A)k(Tγ2 مورد بررسي قرار نمي گيرد.
هنگامي كه بردار محدوديت VC-CS در الگوريتم PA-MS مورد استفاده قرار مي گيرد،
تعداد تكرارهاي بسيار كمتري وجود دارند كه در آنها )k(2g > )k(1g )۱۲ از ۰۰۰۱ تكرار(،
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شكل ۲: زماني كه در الگوريتمPA-MS با در نظر گرفتن بردار محدوديتVC-CS بروزرساني
صورت مي گيرد مقادير )k(1g و )k(2g مقدار صورت و مخرج در )۴۱( در قضيه ۱ مي باشند،
در غير اين صورت 2||)1 + k(w˜|| = )k(1g و 2||)k(w˜|| = )k(2g.
همان طور كه در شكل ۲ نشان داده شده است. اين بيان مي كند كه ردار محدوديت VC-CS
كه بسيار رايج است نيز مقاومت سراسري الگوريتم PA-MS را تضمين نمي كند.
شكل ۳ نتايج را براي زماني نشان مي دهد كه بردار محدوديت )k(n = )k(γ برگزيده
شده است. در اين حالت مشاهده مي كنيم كه همواره براي هر k داريم )k(2g ≤ )k(1g، و
اين تاييد كننده تبصره ۳ است. به عبارت ديگر اين بردار محدوديت مقاومت سراسري الگوريتم
PA-MS را تضمين مي كند.
شكل ۴ دنباله }2||)k(w˜||{ يراي الگوريتم هاي PA و PA-MS نشان مي دهد. براي
الگوريتم PA مقدار گام بروزرساني µ ۹/۰ و ۵۰/۰ انتخاب شده است. براي الگوريتم -MS
PA سه ردار محدوديت از پيش تعيين شده مورد استفاده قرار گرفته است. در مورد الگوريتم
PA مشاهده مي كنيم كه رفتار }2||)k(w˜||{ به شدت نامنظم است. حتي زماني كه µ كوچك
برگزيده شده است، تعداد تكرارهاي زيادي مشاهده مي كنيم كه 2||)k(w˜|| > 2||)1+k(w˜||
)۱۳۴ از ۰۰۰۱ تكرار(. الگوريتم PA-MS زماني كه بردار محدوديت عمومي رفتاري بسيار
مشابه الگوريتم PA دارد هنگامي كه µ انتخاب شده است. اما زماني كه بردار محدوديت -CS
به شدت كاهش يافته است )۹۲ از ۰۰۰۱ تكرار(. همچنين زماني كه بردار محدوديت = )k(γVC استفاذه شده است، مشاهده مي كنيم كه تعداد حالت هاي 2||)k(w˜|| > 2||)1 + k(w˜||
)k(n مورد استفاده قرار گرفته اسُت، مشاهده مي كنيم كه دنباله }2||)k(w˜||{ نزولي است.
ميانگين مربعات خطا براي لگوريتم هاي PA و PA-MS در شكل ۵ نمايش داده شده
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شكل ۳: زماني كه در الگوريتم PA-MS با در نظر گرفتن بردار محدوديت )k(n = )k(γ
بروزرساني صورت مي گيرد مقادير )k(1g و )k(2g مقدار صورت و مخرج در )۴۱( در قضيه
۱ مي باشند، در غير اين صورت 2||)1 + k(w˜|| = )k(1g و 2||)k(w˜|| = )k(2g.
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شكل ۴: 2||ow– )k(w|| , 2||)k(w˜|| براي الگوريتم هاي PA-MS و PA.
است. اين با گرفتن ميانگين از ۰۰۰۱ اجراي مستقل به دست آمده است. مشاهده مي كنيد كه
در الگوريتم PA تفاوت بين سرعت همگرايي و سطح ميانگين مربعات خطا فاحش است. با نا
ديده گرفتن الگوريتم PA-MS در حالتي كه بردار محدوديت عمومي استفاده شده است )كه
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شكل ۵: منحني هاي ميانگين مربعات خطا براي الگوريتم هاي PA و PA-MS با در نظر گرفتن
بردار محدوديت هاي متفاوت.
حالتي نا مرسوم است( الگوريتم PA نمي تواند به طور هم زمان سرعت همگرايي بالا و سطح
ميانگين مربعات خطا پايين داشته باشد، اما الگوريتم PA-MS قادر به كسب چنين نتيجه اي
است. علاوه بر اين مشاهده مي كنيد زماني كه )k(n = )k(γ بهترين نتيجه را براي سرعت
همگرايي و سطح ميانگين مربعات خطا داريم، اما بردار محدوديتVC-CS نتيجه اي بسيار مشابه
را نتيجه مي دهد. ميانگين تعداد دفعات بروزرساني در الگوريتم PA-MS با در نظر گرفتن بردار
محدوديت عمومي، VC-CS و نويز به ترتيب برابر ۷/۴۳%،۸/۹% و ۷/۳% است. توجه داشته
باشيد حتي زماني كه بردار محدوديت عمومي به كار گرفته مي شود، الگوريتم PA-MS همگرا
مي شود، اگرچه عملكرد ضعيفي را از خود نشان مي دهد.
۶ نتايج
در اين مقاله مقاومت الگوريتم PA-MS بررسي شد. در ابتدا مقاومت موضعي مورد بررسي قرار
گرفت و سپس به كمك آن مقاومت سراسري بررسي شد. علاوه بر اين نشان داديم كه الگوريتم
PA-MS فارغ از نحوه انتخاب پارامترهاي الگوريتم، به هيچ وجه واگرا نمي شود. همچنين در
اين مقاله نشان داديم كه مقاومت الگوريتم PA-MS به شدت به انتخاب بردار محدوديت وابسته
است. در نهايت صحت اظهارات ارائه شده را با شبيه سازي بررسي كرديم.
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