We design and analyze an online reordering buffer management algorithm with improved O( log k log log k ) competitive ratio for nonuniform costs, where k is the buffer size. This improves on the best previous result (even for uniform costs) of Englert and Westermann (2005) giving O(log k) competitive ratio, which was also the best (offline) polynomial time approximation guarantee for this problem. Our analysis is based on an intricate dual fitting argument using a linear programming relaxation for the problem that we introduce in this article.
INTRODUCTION
Problem statement and motivation. In the reordering buffer management problem [Räcke et al. 2002] , a stream of colored items arrives at a service station equipped with a buffer that has a limited storage capacity of k items. The buffer is used to permute the input stream (in a limited way) in order to minimize the context switching cost, which is incurred whenever there is a color change between consecutive items served. More specifically, when the buffer fills up (after receiving the first k items), an item from the buffer is chosen to be evicted and served, then the next input item enters the buffer. At this point, the next output item is chosen and evicted from the buffer, and another input item enters the buffer. The eviction process goes on until the buffer is empty (this happens k steps after the input stream is exhausted). The total cost depends on the color changes in the output sequence. We denote the length of the input stream by N and the set of colors present in the input stream by C. This research was supported by Israel Science Foundation grant number 856/11. A preliminary version of this article appeared in Proceedings of the 21st Annual ACM-SIAM Symposium on Discrete Algorithms, January 2010. Authors' addresses: N. Avigdor-Elgrabli, Yahoo! labs, MATAM, Advanced Technology Park, Tower 3 -Floor 7, Haifa 31905, Israel; email: noaa@yahoo-inc.com; Y. Rabani, The Rachel and Selim Benin School of Computer Science and Engineering, The Hebrew University of Jerusalem, Jerusalem 91904, Israel; email: yrabani@cs.huji.ac.il. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from There are numerous compelling applications that motivate solving this problem, in areas such as production engineering, shipping, network optimization, file servers, computer graphics, storage systems, and information retrieval [Räcke et al. 2002; Gutenschwager et al. 2004; Krokowski et al. 2004; Silberschatz et al. 2000; Blandford and Blelloch 2002] . For example, a node in a computer network may delay temporarily some outgoing communication streams in order to merge streams with the same destination and thus reduce the overhead required to initiate a connection. To suit the generic model, different applications may require different service cost functions. The simplest model is uniform costs. Each color change costs 1. A more complicated model involves nonuniform costs. The cost of changing the color to c is w(c), depending on c. Both models may apply to the earlier communication stream merging example, depending on the appropriate cost model for establishing a connection. To illustrate further the versatility of this model, consider two additional settings discussed in the literature. The first setting is an automotive paint shop [Gutenschwager et al. 2004] , where switching paint colors between consecutive cars costs fixed cleanup and setup time and materials. In this case, uniform costs apply. The second setting is that of a 3D graphic rendering engine [Krokowski et al. 2004] , for which a change in attributes between consecutive rendered polygons slows down the graphic processor as the rendering program needs to be replaced. Here, nonuniform costs are appropriate, because the size of the rendering program that needs to be loaded depends on the attributes.
In most applications, it is more reasonable to assume that the input stream has to be handled online, so the decision on which item to evict from the buffer has to be taken before the rest of the input sequence is known. Moreover, in the online setting, the problem is fundamentally appealing due to its simplicity and elegance, the difficulty encountered in attempting to solve it, and its interpretation as a natural and wellmotivated model generalizing look ahead. (Notice that if k = 1, then the output stream is identical to the input stream, and if k = N, then the entire input stream can be stored and then permuted optimally, even by an online algorithm.) We follow previous work on the problem and adopt the pervasive notion of competitive analysis to evaluate the performance of online algorithms for reordering buffer management. In other words, we compare the cost of an algorithm's output to that of an optimal offline solution, and bound the worst-case approximation guarantee of the online algorithm.
Our contribution. We give an O( log k log log k )-competitive deterministic online algorithm, named threshold or lowest cost (TLC), for reordering buffer management with nonuniform costs. This improves the previous best online as well as ofline approximation guarantees known for the problem with either uniform or nonuniform costs (elaboration to follow). The analysis of TLC is an intricate dual fitting argument. We introduce a new linear programming relaxation for reordering buffer management, and we use it to lower bound the cost of an optimal offline algorithm. Our online algorithm does not use the relaxation. It is only used in the analysis. We use the algorithm to construct a partial solution to the dual program. We then use a second duality argument to show that the partial solution can be completed to form a feasible dual solution whose value is close to the cost incurred by the algorithm.
Previous work. Räcke et al. [2002] introduced the reordering buffer management problem. They demonstrated that the problem with uniform costs is substantially distinct from seemingly similar online problems, such as paging, by showing that standard algorithms (FIFO, LRU) perform poorly in this case ( ( √ k) competitive ratio). Largest color first is (k)-competitive [Räcke et al. 2002] , whereas doing nothing (leaving the input stream as is) is exactly (2k − 1)-competitive [Englert and Westermann 2005] . Räcke et al. proposed a new algorithm named bounded waste (BW) and proved that with uniform costs it is O(log 2 k)-competitive. Englert and Westermann [2005] later presented an algorithm named maximum adjusted penalty (MAP) that generalizes BW to handle the nonuniform case (BW performs poorly in this case). They also improved the competitive analysis to O(log k). The analyses of Räcke et al. [2002] and Englert and Westermann [2005] differ appreciably from each other and also from our analysis. For example, the analysis of Englert and Westermann [2005] relates the performance of MAP to that of an optimal solution using a smaller buffer of size k 4 , then shows that an optimal solution for a buffer of size k can gain at most a factor of O(log k) over the solution for a buffer of size k 4 . Aboud [2008] proved that the analysis of the latter step in this argument is asymptotically tight, therefore it seems that a different approach is needed in order to improve those results. In fact, the argument remains tight even if the optimal cost for a size k 4 buffer is replaced by the value of our relaxation for such a buffer. Our algorithm is similar to, but not identical to, MAP. We do not know if our analysis can be modified to apply to MAP. These algorithms and analysis also provide the best offline approximation guarantees for reordering buffer management with uniform or nonuniform costs prior to our work. Kohrt and Pruhs [2004] gave constant factor (offline) approximation algorithms for the complementary objective of maximizing the number of color changes in the input stream that are avoided in the output stream. Their approximation guarantees were later improved by Bar-Yehuda and Laserson [2007] . The problem, even with uniform costs, is NP-hard [Chan et al. 2012 ]. However, no nontrivial lower bounds on its approximation or competitive ratio are known. This is also true of the specific algorithms analyzed, including our own. These algorithms might actually have a much better competitive ratio than what was proven about them, possibly even a constant competitive ratio.
Some applications require other cost functions, which have been addressed in several articles. The upper bounds on the competitive ratio that these articles prove depend on the number of colors or on the length of the input stream, not only on buffer size. The case in which the colors are points in a line metric and a color change costs the distance between the two colors corresponds to a problem of disk arm scheduling. This was first addressed by Khandekar and Pandit [2006] , who gave an O(log 2 |C|)-competitive randomized online algorithm for the problem. Gamzu and Segev [2009] gave an improved O(log |C|)-competitive deterministic online algorithm for evenly spaced points on a line and an O(log N log log N)-competitive deterministic online algorithm for the continuous line. They also gave a 2.154 lower bound on the competitive ratio of the line problem. This is the only nontrivial lower bound on the competitive ratio of reordering buffer management under any cost function. Finally, Englert et al. [2010] considered the problem in which the colors are points in an arbitrary metric space. This general case is known to be NP-hard, as the special case of a buffer with infinite capacity is simply the metric traveling salesman problem. Englert et al. gave an O(log 2 k log |C|)-competitive randomized online algorithm for this case. Their algorithm is based on an O(log 2 k)competitive deterministic online algorithm for hierarchically separated tree (HST) metrics (see Bartal [1998] ) and both the randomness and the O(log |C|) factor stem from approximating arbitrary metrics by distributions on HSTs (see Fakcharoenphol et al. [2004] ). When adapted to the nonuniform costs model, their algorithm is deterministic and gives an alternative O(log k) guarantee. The proof involves a rather intricate potential function argument, a different approach from either the analysis of MAP or the analysis of our algorithm.
Several other problems with a similar flavor were discussed in the literature. The kclient problem [Alborzi et al. 2001 ] is a multithreaded variant of the reordering buffer problem. Each position in the buffer is fed by a separate input stream (but there is a single output stream). The choice of item to evict affects the next input item, thus intuitively it seems that the adversary generating the input streams has greater power in this case. Our results give the first rigorous demonstration of this intuition: there is an (log k) lower bound on the competitive ratio of any deterministic algorithm for the k-client problem, even in the uniform costs case [Alborzi et al. 2001] , whereas our reordering buffer algorithm beats this bound. Another rather closely related problem was proposed in Englert et al. [2014] . That article analyzes the classical online multiprocessor makespan minimization problem with a reordering buffer prepended to the scheduling process. Thus, computing the cost of the output stream is itself a hard optimization problem. Finally, alternative reordering models also make sense in the context of some applications. For example, the web caching with reordering problem [Feder et al. 2002; Albers 2010] , motivated by the application of caching web pages to speed up access, offers an alternative reordering model, in which an input request can be delayed up to k steps. Clearly, a buffer of size k can generate all such permutations, but it can also generate additional permutations that delay some requests more than k steps.
Linear programming relaxations have been used in the past in the competitive analysis of online algorithms, most notably in the online primal-dual schema introduced in Alon et al. Naor [2005] , and Fotakis [2007] (see also for additional references). The approach applies to covering/packing linear programs (possibly with some ad-hoc adjustment). The algorithms use the linear programs and their duals explicitly to form a good fractional solution online. The fractional solution is then rounded (often using randomness) on-the-fly to solve the original problem. Our relaxation does not seem to fit into their framework. Moreover, we derive a deterministic algorithm. We note that dual fitting, the tool that we use in our analysis, is a common technique in analyzing off-line approximation algorithms; this tool, too, was previously used primarily to analyze greedy algorithms for problems that can be relaxed to covering/packing linear programs, such as set cover (see Vazirani [2001, Chapter 13 ] and see [Charikar et al. 2008] for an example in on-line computing).
Followup work. Following the publication of a preliminary version of this article in SODA 2010, significant additional progress was reported in a sequence of articles, some using the LP relaxation that was introduced in this article. An upper bound of O( log k) and a lower bound of ( log k/ log log k) on the deterministic competitive ratio of the uniform case was given in Adamaszek et al. [2011] . The same article also gave an (log log k) lower bound on the randomized competitive ratio. In Avigdor-Elgrabli and Rabani [2013b] , a randomized algorithm for the uniform case with an asymptotically tight O(log log k) competitive ratio was given. The latter result was motivated in part by the O(log log k)-competitive randomized algorithm for the problem of buffer scheduling for block devices in Adamaszek et al. [2012] and by the O(1) offline approximation guarantee of Avigdor-Elgrabli and Rabani [2013a] . (In block devices, when a color is evicted from the buffer, new incoming items cannot be appended to the output color block. This changes the optimal cost and the properties of online solutions considerably.) In Im and Moseley [2014] and Avigdor-Elgrabli et al. [2015] , the results of Avigdor-Elgrabli and Rabani [2013a] and Avigdor-Elgrabli and Rabani [2013b] were extended to handle nonuniform costs, albeit with worse guarantees. Constant competitive guarantees were given for the case that the input sequence is a random permutation of the set of items [Esfandiari et al. 2014 ].
PRELIMINARIES
We denote the input sequence by 1, 2, . . . , N. The color of input element i is c(i). For an input element i let p(i) (respectively, n(i)) denote the previous (respectively, next) input element with color c(i). Let last(i) (respectively, first(i)) denote the last (respectively, first) input element with color c(i). We use the convention p(first(i)) = 0 for all i. For the first k steps, input elements are stored in the buffer and no element is output, thus the elements are output in steps k + 1, k + 2, . . . , k + N. Given a feasible permutation π (a permutation of the input sequence that can be realized using a buffer of size k), we denote by e π ( j) the input element output at step j, and by t π (i) the output step in which the input element i is output. In other words, e π ( j) = π −1 ( j − k) and t π (i) = π (i) + k. Whenever π is clear from the context, we omit the subscript π from this notation, and use e( j), t(i).
Our algorithm maintains and updates a counter for every input element. We will denote the value of i's counter in step j by ϕ i j . For every i, ϕ i j is monotonically nondecreasing in j, and ϕ i j = 0 for all j < i. We denote by B j the content of the buffer that the algorithm holds in step j.
THE TLC ALGORITHM
The algorithm has an active color at each step. As long as the buffer contains an element of the active color, the algorithm outputs the first such element. When the buffer no longer contains such an element, the algorithm chooses a new active color.
The new active color is chosen using the counters ϕ i j , where j is the current step, as follows. (Recall that w(c) is the cost of changing the active color to c.) If there is a color c such that i∈B j ∧c(i)=c ϕ i j ≥ w(c), then choose any such color c to be the new active color (free change). Otherwise, choose a color c with the smallest w(c) such that there is an element of color c in the buffer (paid change). In the latter case, update the counters as follows: add w(c) k to the counter of every element in the buffer. To simplify notation, we use ϕ i to denote ϕ i t(i) , which is the maximum counter value of element i. Let C TLC denote the total cost of the algorithm's solution (on the instance being discussed). PROOF. Assume for contradiction that there exists such a set I, and i∈I ϕ i ≥ 2 · w(c). For the set I, let j be the first step where i∈I ϕ i j ≥ w(c). That is, at step j there is a color change to color c , i∈I ϕ i j−1 < w(c) and i∈I ϕ i j ≥ w(c). Because this is a paid change and the algorithm chooses the color in the buffer with the minimum cost,
Notice that after step j the counters of the elements in I do not increase, since every color change between step j and the step that the algorithm outputs I is a free color change. Therefore, i∈I ϕ i = i∈I ϕ i j < 2 · w(c), in contradiction to our assumption.
FACT 3.2.
PROOF. Let C 1 , C 2 denote the total cost of the free and paid color changes, respectively. Let J 1 , J 2 be the steps in which those color changes occur. Let j ∈ J 1 be a color change to color c j . It holds that i∈B j ∧c(i)=c j ϕ i j ≥ w(c j ). Moreover C 1 = j∈J 1 w(c j ). Therefore,
where the last inequality follows because all elements i for which ϕ i j contributes to the summation are removed from the buffer in sequence starting at step j. Therefore, each element appears in the sum at most once. Let j ∈ J 2 be a color change to color c. Then for each element i ∈ B j , ϕ i j increases by w(c) k . At each step, there are k elements in the buffer. Therefore, the total counters value increases by w(c), and thus C 2 ≤ N i=1 ϕ i . Finally, we sum the two parts to get
which completes the proof.
COMPETITIVE ANALYSIS
In order to analyze TLC, we characterize the optimal offline solution using the following integer linear program, which we denote by IP. For every input element i and for every output time slot j ≥ i, we have a 0-1 variable x i, j that indicates if i is output in step j.
Informally, the first and second sets of constraints imply that every element i is output exactly once and that in every time step exactly one element is output. The third set of constraints implies that elements of the same color are output in the same order they arrived, and that there will be no color change as long as the buffer contains an element of the active color. The second term in the objective function implies a cost of w(c) whenever an element of color c is output before the next element arrives. (Note that this requires a color change in the output sequence.) The additive (first) term pays for the last time each color is output (so there is no next element of this color in the input sequence). Formally, we prove the following proposition.
PROPOSITION 4.1. For every input sequence, z IP = C OPT .
PROOF. We first show that given an optimal solution OPT of cost C OPT , we can construct a solution x to IP with the same cost, proving that C OPT ≥ z I P . We set x i, j to indicate if i is output at step j. Thus, for every element i, k+N j=max{i,k+1} x i, j = 1 ≥ 1. For every step j ≥ k + 1, j i=1 x i, j = 1 ≤ 1, as OPT outputs a single element in step j. For any optimal solution, we may assume that for any color, the order of the elements of this color in the input sequence is preserved in the output sequence [Kohrt and Pruhs 2004, Lemma 2] . Moreover, at any step of the solution if there is an element of the color last served in the buffer, the solution will output this element [Khandekar and Pandit 2006] . Therefore, if i is output at step j −1 and n(i) entered the buffer before step j, then n(i) is still in the buffer at step j as it was not served before i, and it must be served at step j as it is the next element of the same color. Thus, if x i, j−1 = 1 and j ≥ n(i), then x n(i), j = 1; the third set of constraints of IP therefore is also satisfied. OPT pays w(c) at step j when there is a color change from color c at that step. This is equivalent to the model of paying w(c) when changing to color c. A color change (from color c(i)) occurs when i is output at step j (x i, j = 1) and n(i) is still not in the buffer in the following step (n(i) > j + 1), or if i = last(i). Therefore
Next, we show that given a solution x to IP, we can construct a reordering buffer solution to our instance. At any step j, we will remove the element i for which x i, j = 1. Notice that from the first and second sets of constraints, it follows that in every step j, j ≥ k+1 there is exactly one element i for which x i, j = 1, and for every element i there is exactly one step j for which x i, j = 1. From these two observations, it follows that the number of elements in the buffer (k) is maintained as long as the input sequence is not finished. Moreover, every element i enters the buffer at step i. As x i, j is defined only for j ≥ i, it holds that if x i, j = 1, then the element i is in the buffer at step j. Therefore, the solution we constructed is well defined and feasible. The constructed solution pays w(c) at step j when there is a color change from color c at that step. Such a color change occurs if and only if there exists an element i of color c, such that x i, j = 1 and either i = last(i) or i = last(i) and x n(i), j+1 = 0. The first case only happens once for each color c and it is taken into account by the additive term c∈C w(c). The second case can only happen if n(i) > j + 1 (otherwise x n(i), j+1 − x i, j = −1 for j + 1 ≥ n(i) in contradiction to the IP third set of constraints). Therefore the IP solution also pays w(c(i)) · x i, j = w(c). Thus, we conclude that the cost of the IP solution x is equal to the cost of the solution we constructed.
We lower bound z IP using the standard linear programming relaxation LP of IP: replace the constraints x i, j ∈ {0, 1} by x i, j ≥ 0, ∀i = 1, 2, . . . , N, ∀ j = max{i, k + 1}, . . . , k + N. We denote by z LP the value of LP. The dual of LP, which we denote by DP is:
The following Lemma 4.2 characterizes the set of feasible solutions to DP. We require the following definition. A subsequence I = i 1 , i 2 , . . . , i m of input elements is called a monochromatic sequence if and only if for every s = 1, 2, . . . , m − 1 it holds that c(i s ) = c(i s+1 ) and n(i s ) = i s+1 . A pair I, j, where I is a monochromatic sequence and j is a time slot, is called a monochromatic matching sequence if and only if the following two conditions are satisfied: (1) j + s ≥ i s for every s = 1, 2, . . . , m; (2) j + m < n(i m ) − 1. We show in the following lemma that if y, z satisfy a certain inequality on each monochromatic matching sequence, then they can be extended (by fixing some u) to a feasible solution. We later use the algorithm to generate y, z that, on the one hand, satisfy the conditions in the lemma and, on the other hand, give a DP value proportional to the cost of the algorithm. PROOF. Assign y, z in the inequalities of DP. We obtain a system of the following types of inequalities for u: (1) u p(i), j ≤ 1 − (y i − z j ) (i = last(i)); (2) u p(i), j ≤ −(y i − z j ) (i = last(i)); (3) u p(i), j − u i, j+1 ≤ −(y i − z j ). Denote by A the matrix of coefficients of u in this system. The row i, j in A represents the coefficients of u in the dual constraint indexed by i, j. Let Au ≤ b denote the system of inequalities. By the Farkas Lemma, there is u ≥ 0 such that Au ≤ b if and only if for every v ≥ 0 for which v T A ≥ 0 it holds that v T b ≥ 0. Notice that the entries of v correspond to pairs i, j, where i is an input element and j ≥ max{i, k + 1} is an output time slot. A vector v is called the indicator vector of a monochromatic matching sequence I, j, I = i 1 , i 2 , . . . , i m , if and only if v i s , j+s = 1 for all s = 1, . . . , m, and v i, j = 0 otherwise. We use the following lemma (the proof of Lemma 4.2 continues after the proof of this lemma): PROOF. We define a maximal sequence in v to be a sequence of entries v i 1 , j+1 , v i 2 , j+2 , . . . , v i m , j+m that satisfies the following two conditions: (i) for I = i 1 , i 2 , . . . , i m , I, j is a monochromatic matching sequence; (ii) v i 1 , j+1 = 0. Let v ≥ 0 satisfy v T A ≥ 0.
If v = 0, then there is nothing to prove, thus pick v i 1 , j+1 > 0 such that v p(i 1 ), j = 0. Assuming that i 1 = last(i 1 ), if j + 1 ≥ n(i 1 ) − 1, then in v T A, v i 1 , j+1 multiplies a coefficient of −1 for u i 1 , j+2 . In order to cancel this negative value, we must have that v n(i 1 ), j+2 ≥ v i 1 , j+1 . We can continue this argument to get a monotonically nondecreasing maximal sequence 0 = v p(i 1 ), j < v i 1 , j+1 ≤ v i 2 , j+2 ≤ · · · ≤ v i m , j+m (if i 1 = last(i 1 ), then m = 1 and it is also trivially true). Therefore, if v T A ≥ 0, then every maximal sequence in v is monotonically nondecreasing. Notice that the converse is also true. If every maximal sequence in v is monotonically nondecreasing, then v T A ≥ 0. Consider the vector v defined by v i s , j+s = v i 1 , j+1 for all s = 1, . . . , m and v i, j = 0 otherwise. Notice that v is a scaled indicator vector of a monochromatic matching sequence, such that v − v ≥ 0. Further, notice that every maximal sequence in v − v remains the same as in v except for the maximal sequence indicated by v . For the maximal sequence indicated by v ,
We can apply this argument repeatedly, until we are left with the zero vector. The vector v is equal to the sum of all v s generated by this process. Hence, v is a linear combination of indicator vectors of monochromatic matching sequences with positive coefficients. Since the proof of the other direction is not needed for the rest of the analysis, we omit it here.
We now return to the proof of Lemma 4.2. By the earlier claim, it is sufficient to show that for every indicator vector
) as all the u i, j are canceled. We assume that m s=1 (y i s − z j+s ) ≤ w(c(i 1 )), thus v T b ≥ 0. A similar argument holds for the case of i m = last(i m ).
Since the proof of the other direction is not needed for the rest of the analysis, we omit it here.
Using our algorithm, we define vectors y, z that satisfy the conditions of Lemma 4.2. Informally, z j indicates the total increase in the countervalue (per element), up to Step j, and y i is determined when i is output in Step t(i) so that y i − z t(i) is proportional to the final value of the counter of element i, which is i's share in the cost of the algorithm. We first define z j by induction on j. The base case is z k = 0. For j ≥ k + 1, we set
where j is the increase in the counter of each element in the buffer in time j. (Notice that in every time slot j either none of the counters increase or they all increase by the same amount.) To define y, we use a parameter α = O( log k log log k ) (as required by Lemma 4.4). The parameter α is essential for the analysis of the feasibility of the dual solution, and its value is chosen to optimize the competitive ratio of the algorithm. Recall that t(i) denotes the time slot in which the algorithm outputs i. For every i set
(If y i < 0 for some i, we can shift all entries in y, z by the same amount M to get y ≥ 0. This does not change the feasibility of the other conditions or the value of the solution.)
We now show that y, z can be extended to a feasible solution to DP. This is the main technical difficulty in the argument. Recall that by Lemma 4.2, we need to examine monochromatic matching sequences. A monochromatic matching sequence may glue together many blocks of the same color output by the algorithm, the first ones matched after they were output by the algorithm and the latter matched before they were output by the algorithm. If z j increases too slowly, then the first blocks might contribute too much to the cost of the monochromatic matching sequence, because the differences y i s − z j+s will be too close to y i s − z t(i s ) . If z j increases too quickly, then the latter blocks might contribute too much to the cost of the monochromatic matching sequence, because y i s − z j+s will be much larger than y i s − z t(i s ) . Thus, the main purpose of the analysis is to balance the two opposing requirements on the rate of increment of z. The asymptotically optimal balancing yields the competitive ratio of O( log k log log k ). This is shown in the following lemma. PROOF. By Lemma 4.2, it is sufficient to prove that for every monochromatic matching sequence I, j, I = i 1 , i 2 , . . . , i m , we have that m s=1 (y i s − z j+s ) ≤ w(c(i 1 )) if i m = last(i m ) and m s=1 (y i s − z j+s ) ≤ 0 otherwise. Consider a monochromatic sequence i 1 , i 2 , . . . , i m of color c. The algorithm partitions this sequence into blocks, where each block is output in consecutive time slots and between blocks other colors are output. Denote the blocks by I 1 , I 2 , . . . , I s . Notice that all blocks, except perhaps I 1 , I s , are maximal monochromatic sequences that the algorithm outputs consecutively. Denote by σ q and τ q the index of the first element and last element, respectively, in block I q . Denote by q the number of elements that enter the buffer between the time that the algorithm outputs the last element of I q and the time that the algorithm outputs the first element of I q+1 . In other words, q = t(i σ q+1 ) − t(i τ q ) − 1. Notice that the number of elements i ∈ I q+1 with ϕ i > 0 is strictly less than q , because all these elements must have entered the buffer between the time I q is output and the time I q+1 is output, and the first element in this time interval must be of a different color (otherwise I q would have continued).
We partition m ρ=1 (y i ρ − z j+ρ ) into three parts. The first part deals with the last block, which might be incomplete. The second part deals with the blocks that were output by the algorithm after the first step in the matching (step j + 1) (excluding the last block). The third part deals with the blocks that were output by the algorithm before step j + 1.
For the last block I s we have that:
where the first inequality follows from the fact that z is monotonically nondecreasing, and the second inequality follows from Observation 3.1. The reader can verify that if i m = last(i m ) then
Let r be the largest index for which j + 1 > t(i σ r ). Thus, i σ r is the first element in the last block that was output by the algorithm before step j + 1. In the following parts, we bound the summation:
We partition this summation into two parts as follows.
We first upper bound
Notice that in every block I q , the first element, i σ q , accumulates the largest counter and less than q−1 elements accumulate a positive counter. Therefore,
Notice that for every ρ, j + ρ > t(i ρ ), otherwise there would be a gap between two consecutive blocks, therefore z j+ρ − z t(i ρ ) ≥ 0. Further, notice that for every i ρ ∈ I s−2 , j + ρ > t(i ρ ) + s−2 , thus the last s−2 elements i ρ in the blocks before I s−2 have j + ρ ≥ t(i σ s−2 ). Therefore, z j+ρ − z t(i ρ ) is at least 1 4 of the increment in the counters that i σ s−2 accumulates, that is, z j+ρ ≥ z t(i ρ ) + 1 4 ϕ i σ s−2 . More generally, block I q "moves" at least q+1 + q+2 + · · · + s−2 steps ahead, and therefore at least the q+1 + q+2 + · · · + s−2 last elements i ρ from previous blocks have j + ρ ≥ t(i σ q ), thus z j+ρ ≥ z t(i ρ ) + 1 4 ϕ i σq . We therefore have that
Notice that en element i ρ ∈ I q is matched to j + ρ, which might be past many blocks beyond I q . Thus, i ρ may contribute to more than one term in the right-hand side of the inequality. Also, notice that for every q ≥ r + 1 q<q |I q | ≥ q≥.
Combining the two bounds, we obtain that
We now show that the number of indexes q for which 1 α ϕ i σq − 1 4 (ϕ i σ r+1 + · · · + ϕ i σ q−1 ) > 0 is at most 1 + log α/4 2k. Let q 1 < q 2 < · · · < q a be the indexes for which this condition holds. For every b = 1, . . . , a,
where the last inequality follows from the fact that for every block I q , one of the following two situations occurs. If the block is output due to a free color change, then i∈I q ϕ i ≥ w(c), thus ϕ i σq ≥ w(c) k (as |I q | ≤ k). Otherwise, the block is output due to a paid color change, then the counter of every element in the buffer, including i σ q , is increased by w(c) k at
Step t(i σ q ). Therefore, a < 1 + log α/4 2k. We conclude that
Finally, we evaluate r q=1 i ρ ∈I q y i ρ − z t(i σr ) = r q=1 i ρ ∈I q y i ρ − z t(i ρ ) − r q=1 i ρ ∈I q z t(i σr ) − z t(i ρ ) .
For q = 1, 2, . . . , r consider
Let q 1 < q 2 < · · · < q a be the indexes for which the aforementioned difference is positive. For every i ρ ∈ I q , the following two inequalities hold:
The equality in (ii) follows because z j is the same for all j ∈ [t(i σ q ), t(i ρ )], as there is no color change in this interval (steps in which I q is output). Hence, for every b = 1, . . . , a,
The penultimate inequality follows from the fact that:
as for all q, the first element of I q+1 entered the buffer after the last element of I q was output. Hence
Therefore, as before,
thus, a < 1 + log α/4 2k, and r q=1 i ρ ∈I q y i ρ − z t(i σr ) < 2 + 2 log α/4 2k α w(c).
Summing the three parts, we conclude that m s=1 y i s − z j+s ≤ 1 2 + 2 α + 2 α (1 + log α/4 2k) · w(c).
If we set α = γ · log k log log k for a sufficiently large constant γ , then log α/4 2k α; thus, the above bound is at most w(c). Again, the reader can verify that if i m = last(i m ), then THEOREM 4.5. The algorithm is 2α-competitive.
PROOF.
where the first inequality follows from Proposition 4.1 and weak duality, the second inequality follows from Lemma 4.4, the first equality follows from the definition of y and z, and the last inequality follows from Fact 3.2.
