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Absztrakt. A 3D szenzorok ke´peinek, pontfelho˝inek feldolgoza´sa
elengedhetetlen az autono´m ja´rmu˝vek 3D ko¨rnyezete´nek megis-
mere´se´hez. Ez a cikk a ta´rgy felismere´s feladata´t ta´rgyalja, re´szleges
felve´telek esete´ben. A mo´dszeru¨nk tova´bb fejleszti a 3D ta´ve´rze´kelo˝vel
felszerelt autono´m ja´rmu˝vek detekcio´ja´t. Az ipari gyakorlatban a
vezeto˝ ne´lku¨li targonca´k, avagy AGV-k (Automated Guided Vehicles)
e´letve´delmi szenzorai e´s a lokaliza´cio´s technolo´gia´k nyu´jtja´k az adat fu´zio´
leheto˝se´ge´t, annak e´rdeke´ben, hogy a 2D-s kontu´r pontokbo´l 3D-s pont-
felho˝t kapjunk. Ezen adatok felhaszna´la´sa´val e´s megfelelo˝ kie´rte´kelo˝ algo-
ritmus seg´ıtse´ge´vel a ja´rmu˝vek intelligencia´ja nagyme´rte´kben no¨velheto˝,
u´j szenzorok telep´ıte´se ne´lku¨l. Ebben a tanulma´nyban megolda´st
javaslunk az akada´ly oszta´lyoza´si ke´rde´sre re´szleges pontfelho˝k esete´n,
az alak modelleze´se ne´lku¨l. A mo´dszert valo´s me´re´seken teszteltu¨k.
1. Bevezete´s
Az intelligens ja´rmu˝vek a´ltala´ban e´letve´delmi szenzorok, vagy kis la´to´szo¨gu˝
3D LIDAR-ok adataival ella´tottak. A 2D LIDAR-ok e´ppu´gy, mint a 3D-sek
kis la´to´szo¨ggel keve´s vertika´lis informa´cio´t ro¨gz´ıtenek egy felve´tellel a ko¨zeli
ko¨rnyezetro˝l. Ennek az adatt´ıpusnak a feldolgoza´sa´ra egy lehetse´ges megolda´s
az inkrementa´lis regisztra´cio´.
Az autono´m ja´rmu˝vek/mobil ge´pek mind a szenzorokat, mind az algorit-
musokat tekintve jelento˝s me´rte´ku˝ fejlo˝de´st mutatnak az uto´bbi ido˝ben. Az
akada´lyok megku¨lo¨nbo¨ztete´se egy fejleszte´si ce´l lehet az ipari sza´ll´ıta´si rendszerek
AGV-i sza´ma´ra is, az ı´gy nyert informa´cio´t sokfe´leke´ppen fel lehet haszna´lni: A
felismert ta´rgyak szolga´lhatnak naviga´cio´s pontokke´nt, vagy a megfelelo˝ do¨nte´s
meghozatala´ban seg´ıthetnek biztonsa´got e´rinto˝ helyzetekben.
Az autono´m ja´rmu˝veket munkave´delmi szempontok miatt biztonsa´gi szen-
zorokkal szu¨kse´ges felszerelni. Az u¨tko¨ze´s elkeru¨lo˝ rendszerekro˝l egy irodalmi
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a´ttekinte´s a [2]-ben tala´lhato´. Az AGV-k esete´ben a biztonsa´gi eszko¨zo¨k
a´ltala´ban e´letve´delmi szenzorok, de egy vagy to¨bb norma´l 2D le´zerszkenner
is telep´ıtve van ezeken a ge´peken. Hagyoma´nyosan, amikor e´szleltu¨nk egy
akada´lyt a ja´rmu˝nek kiadott parancsok a ko¨vetkezo˝k lehetnek: menj tova´bb,
a´llj meg vagy keru¨ld ki. Ezek a do¨nte´sek az akada´ly ta´volsa´ga e´s statikus
vagy dinamikus terme´szete alapja´n szu¨letnek. Uto´bbiak megku¨lo¨nbo¨ztete´se
o¨nmaga´ban sem egyszeru˝ feladat [3]. Egy akada´ly felismere´sre ke´pes ira´ny´ıto´
rendszer tud javasolni kikeru¨le´si ira´nyt (felhaszna´lva az egyelo˝re nem la´thato´
kiterjede´st) e´s a statikus/dinamikus ta´rgy megku¨lo¨nbo¨ztete´s is robusztusabb
lehet, a´llo´ emberek nem lesznek statikuske´nt oszta´lyozva. Emellett a re´szlegesen
la´thato´ ta´rgy parame´tereivel is tud sza´molni (me´ret, maxima´lis gyorsula´s,
maxima´lis sebesse´g, stb.), so˝t aka´r viselkede´s elo˝rejelze´s is megvalo´s´ıthato´
(ja´rmu˝vek, emberek vagy a´llatok ma´ske´ppen fognak reaga´lni az autono´m ja´rmu˝
ko¨zeledte´re). Az ira´ny´ıto´rendszereknek szu¨kse´ges tudniuk, hogy mi tala´lhato´ a
ja´rmu˝ ko¨rnyezete´ben. A 3D pontfelho˝kbo˝l to¨rte´no˝ felismere´s egy sze´les ko¨rben
kutatott teru¨let, de re´szleges ne´zetre egyelo˝re nincsenek haszna´lhato´ eredme´nyek.
A 3D minta felismere´s egy kih´ıva´st jelento˝ proble´ma mind teljes 3D e´s 2.5D
esetekben [4, 5]. A leguto´bbi felismere´si eredme´nyek a 75 %-ot e´rik el a 3D
Shape Categorization Benchmark adatba´zison a 3D Spatial Pyramids mo´dszerrel
[6]. A valo´s ko¨ru¨lme´nyek ko¨zo¨tt a teljes 3D szkennele´s nem lehetse´ges, a 2.5D
ta´rgyfelismere´s pedig me´g a 3D-ne´l is nehezebb lehet.
A ko¨vetkezo˝kben a ta´rgyfelismere´s proble´ma´ja´t do¨nto¨tt LIDAR szenzorok
szekvencia´lisan nyert adatain fogjuk vizsga´lni. AGV-k esete´ben, felfele´ do¨nto¨tt
szenzorok haszna´latosak pe´lda´ul belo´go´ daru horgok e´rze´kele´se´re (1.a a´bra),
lefele´ do¨nto¨ttek pedig figyelmeztethetnek kiugro´ dolgokra, mint polcokro´l kilo´go´
ta´rgyak (1.b a´bra). Va´rosi ko¨rnyezetben leggyakrabban Mobil Le´zerszkennele´s
(MLS) ce´lja´bo´l haszna´lnak do¨nto¨tt LIDAR szenzorokat. A ta´rgyakat ı´gy lentro˝l-
felfele´ (vagy fentro˝l-lefele´) der´ıtju¨k fel. A ta´rgy teljes magassa´ga´t csak akkor
e´rze´kelhetne´nk, ha tu´l ko¨zel keru¨lne´nk az akada´lyhoz, vagy egya´ltala´n nem
is la´thatna´nk. Terme´szetesen, ebbe a vesze´lyes ko¨zelse´gbe nem engedhetju¨k
ge´peinket, eze´rt a do¨nte´shozatalnak jo´val kora´bbi fa´zisban kell megto¨rte´nnie,
amikor me´g csak re´szleges informa´cio´ a´ll rendelkeze´sre.
Ez a tanulma´ny azt a felismere´si proble´ma´t hivatott megoldani, amikor ritka
3D pontfelho˝k a´ll´ıthato´k o¨ssze szekvencia´lisan szkennelt adatokbo´l, ane´lku¨l,
hogy teljes 3D-t kapna´nk. Be fogjuk mutatni, hogy ez az adatt´ıpus ele´g in-
forma´cio´t tartalmazhat a ja´rmu˝ ko¨rnyezete´nek szemantikus szintu˝ elemze´se´hez.
A mi mo´dszeru¨nk ke´pes a 3D alakfelismere´sre, ane´lku¨l, hogy a teljes me´ret
la´thato´ lenne, vagy ele´g su˝ru˝ pontfelho˝ a´llna rendelkeze´sre a megfelelo˝ alak,
vagy re´szlet modelleze´se´hez. Egy ta´rgy fele´ ko¨zeledve az algoritmus o¨sszegyu˝jti
az informa´cio´t, hogy no¨vekvo˝ valo´sz´ınu˝se´ggel ismerje fel a lehetse´ges ta´rgyat. A
ko¨vetkezo˝kben a´ttekintju¨k a kapcsolo´do´ irodalmakat.
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1. a´bra: Do¨nto¨tt le´zerszkennerek ipari ko¨rnyezetben [7]
2. Irodalmi a´ttekinte´s
A 3D ta´rgy felismere´s sza´mos ku¨lo¨nbo¨zo˝ tudoma´ny teru¨leten kutatott (orvos-
tudoma´ny [8], kiterjesztett valo´sa´g [9]), ezek ko¨zu¨l is kiemelkedo˝ jelento˝se´ggel
b´ır a mobil robotika, ko¨zlekede´s- e´s ja´rmu˝tudoma´nyok teru¨letein [10]. Az
alakfelismere´s a megfigyele´shez e´s az autono´m vezete´shez elengedhetetlen. A
hagyoma´nyos ko¨zlekede´si rendszereket intelligense´ teszi. Az ala´bbi pontfelho˝
t´ıpusokat szu¨kse´ges megku¨lo¨nbo¨ztetni:
– Teljes 3D: a teljes 3D felsz´ın ismert.
– 3D: a teljes 3D felsz´ın nem ismert, de (egyne´zetbo˝l) rejtett pontok igen.
– 2.5D: csak egy ne´zo˝pontbo´l la´thato´ pontokat ismeru¨nk (3D LIDAR).
– 2D: s´ıkbeli ko¨rvonal pontok (2D LIDAR).
– re´szleges pontfelho˝: regisztra´lt pontfelho˝ket jelent, ı´gy 3D-ben van, de
a´ltala´ban kevesebb informa´cio´t tartalmaz, mint a 2.5D
2.1. Szenzorok e´s adatszerkezet
A ko¨rnyezetu¨nk 3D rekonstrukcio´ja´hoz ku¨lo¨nbo¨zo˝ me´lyse´g szenzorok
haszna´lhato´k (kinect, ToF kamera, sztereo kamerapa´r) vagy mo´dszerek,
amelyek 3D informa´cio´t a´ll´ıtanak elo˝ 2D szenzorok seg´ıtse´ge´vel (SfM). A
ja´rmu˝vek a´ltala´ban LIDAR szenzorral vannak felszerelve sze´les horizonta´lis
la´to´szo¨ge e´s a fe´nyviszonyokra valo´ e´rze´ketlense´ge miatt.
3D LIDAR-okat gyakran haszna´lnak ku¨lo¨nbo¨zo˝ ko¨zlekede´ssel kapcsolatos al-
kalmaza´sra, pl. [11]-ben forgalommonitoroza´si ce´lra. Ezekbo˝l ro¨gto¨n 2.5D pont-
felho˝t kapunk, ı´gy az adatok feldolgoza´sa valo´s ido˝ben, regisztra´cio´ ne´lku¨l
to¨rte´nik, de a fu¨ggo˝leges ira´nyu´ felbonta´s e´s az informa´cio´tartalom nem mindig
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megfelelo˝. Ezzel szemben a 2D LIDAR-ok e´s poz´ıcio´ szenzorok adatfu´zio´ja me´g
mindig relat´ıv olcso´ e´s pontos megolda´s a 3D rekonstrukcio´ra [12]. AGV-k
esete´ben ez ku¨lo¨no¨sen igaz, ugyanis a szu¨kse´ges szenzorok ma´r megtala´lhato´k
a ge´p fede´lzete´n.
2D LIDAR-okat is gyakran alkalmaznak ku¨lo¨nbo¨zo˝ mobil robotikai felada-
tokra, mint SLAM (Simultaneous Localization and Mapping) [13], detekcio´ e´s
ko¨vete´s [14]. Ne´ha´ny esetben elo˝fordul, hogy a 2D le´zerszkennereket o¨nmagukban
alkalmazza´k ezekre a feladatokra. A [15] gyalogosokat detekta´lt te´rbeli e´s ido˝beli
gyalogla´si minta´kat felhaszna´lva. Azonban sokkal gyakoribb, hogy ezek a szen-
zorok csak elemei egy kiterjedt szenzor ha´lo´zatnak [16], de legala´bbis egy poz´ıcio´
szenzorral pa´ros´ıtva vannak a 3D rekonstrukcio´ e´rdeke´ben [17].
2.2. Ta´rgyfelismere´s pontfelho˝kbo˝l
Mind a teljes 3D, 3D e´s a 2.5D alakfelismero˝ rendszerek is loka´lis vagy globa´lis
alakle´ıro´kra e´pu¨lnek A loka´lis le´ıro´k (pl.: [18]) egy felsz´ın darabot jellemeznek
egy adott pont ko¨ru¨l. Az o¨sszetartozo´ felsz´ın darabok megkerese´se lehet az alapja
a loka´lis le´ıro´kon alapulo´ ta´rgy felismere´snek. Ehhez szu¨kse´gesek me´g ku¨lu¨nbo¨zo˝
hipote´zisgenera´lo´ e´s verifika´cio´s mo´dszerek, amikro˝l [19] ad a´ttekinte´st. Ez azon-
ban kimer´ıto˝ kerese´ssel ja´r. Ezzel szemben a globa´lis le´ıro´k nagyobb pontcso-
portot jellemeznek jo´l, ı´gy elso˝sorban teljes 3D-s esetben haszna´latosak ta´rgy
e´s katego´riafelismere´sre. Vannak globa´lis le´ıro´k, amelyek alkalmazhato´ak 2.5D-
s esetben [20], e´s a legto¨bb loka´lis le´ıro´ kiterjesztheto¨ globa´lissa´, ha az ege´sz
pontfelho˝t egy pont szomsze´dsa´gake´nt vizsga´ljuk [21].
Megolda´sok, amelyek a teljes ta´rgy ismerete´re e´pu¨lnek nem, vagy nem
ko¨zvetlenu¨l alkalmazhato´k a mi proble´ma´nkra. A [22] szerzo˝i GMM-et (Gaussian
Mixture Model) haszna´lnak az alak le´ıra´sa´ra, [23]-ben pedig olyan geometriai tu-
lajdonsa´gokat nyernek ki, mint alak, me´ret, su´lypont. Ezek nem hata´rozhato´k
meg re´szleges pontfelho˝kbo˝l.
A nem regisztra´lt 2D pontfelho˝kbo˝l valo´ klasszifika´cio´ nehezen meg-
valo´s´ıthato´, ugyanis hia´nyzik a felu¨let informa´cio´, e´s ı´gy a megku¨lo¨nbo¨zteto˝
tulajdonsa´gok. Ezt a hia´nyzo´ informa´cio´t vizua´lis informa´cio´val pro´ba´lta´k
helyettes´ıteni [24]. A pontfelho˝k regisztra´la´sa azonban hate´konyabb enne´l a
megolda´sna´l.
3. A mo´dszer
A javasolt mo´dszer loka´lis minta´k statisztika´it hasonl´ıtja o¨ssze. A ko¨vetkezo˝
le´pe´sekbo˝l a´ll: Elso˝ le´pe´sben egy loka´lis felu¨letet definia´lunk minden pont
ko¨rnyezete´ben, majd kulcspontokat keresu¨nk a Harris opera´tor [25] seg´ıtse´ge´vel
ezen a felu¨leten. Ko¨vetkezo˝ le´pe´skent loka´lis ska´la´t rendelu¨nk a jelento˝s
pontokhoz, ami meg fogja hata´rozni a kulcspontok ve´gso˝ sza´ma´t. Loka´lis
le´ıro´k alapja´n oszta´lyozzuk a kulcspontokhoz tartozo´ felu¨let darabokat, mivel
ku¨lo¨nbo¨zo˝ kulcspontt´ıpusok fogja´k kialak´ıtani a loka´lis minta´kat. Ve´gu¨l a
ku¨lo¨nbo¨zo˝ minta´k gyakorisa´ga´t hasonl´ıtjuk o¨ssze. A mo´dszer egy fajta BoF (Bag
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of Features) [26] megko¨zel´ıte´s, ı´gy BoG-nak (Bag of Graphs) h´ıvjuk. Ebben a
fejezetben ismertetju¨k a le´pe´seit re´szletesebben.
3.1. Kulcspontkerese´s e´s loka´lis felu¨let defin´ıcio´
A felho˝ minden pontja´ban a loka´lis felu¨letet egy r suga´rna´l ko¨zelebb eso˝ pon-
tokkal reprezenta´ljuk. Erre a ko¨rnyezetre egy parametrikus felu¨letet illesztu¨nk
[25] alapja´n. A Harris opera´tor sarokszeru˝ pontokat jelo¨l meg kulcspontke´nt. A
kulcspontok su˝ru˝se´ge az a´ltalunk meghata´rozott jellemzo˝ suga´r meghata´roza´sbo´l
ado´dik:
ρ1 =
√
2
λ1
, (1)
ahol λ1 Harris ma´trix kisebb saja´te´rte´ke. A go¨mbo¨ko¨n belu¨l, amit a
ku¨lo¨nbo¨zo˝ jelento˝s pontokhoz tartozo´ ρ1 sugarak definia´lnak, mindo¨sszesen
egy kulcspont helyezkedhet el. Amikor egy kulcspontot megtala´ltunk tulaj-
donsa´gokat becslu¨nk, mint norma´l vektor, go¨rbu¨let, stb. Ezek felhaszna´la´sa´val
kisza´mı´tjuk az ala´bbi loka´lis le´ıro´k e´rte´keit a pont a´ltal reprezenta´lt felu¨leten:
– PFH (Point Feature Histogram) α, φ e´s θ me´ro˝sza´mok e´rte´keibo˝l le´trehozott
hisztogram 8 oszta´llyal:
up = ns,
vp = up ×
pt − ps
‖pt − ps‖
, (2)
w = up × vp,
α = w · nt,
φ = up ·
pt − ps
‖pt − ps‖
, (3)
θ = arctan
(
w · nt, up · nt
)
,
ahol, up, vp e´s w a loka´lis koordina´ta rendszer ira´nyvektorjai. pt, ps, nt e´s
ns a ce´l e´s forra´s pontok, e´s a hozza´juk tartozo´ norma´l vektorok [21]. Ez a
le´ıro´ a go¨rbu¨let egy su˝ru˝se´g invaria´ns a´ltala´nos´ıta´sa.
– Felu¨let norma´lis szo¨g:
cos(θs) =
nsmall · nlarge
‖nsmall‖
∥∥nlarge∥∥ , (4)
ahol nsmall e´s nlarge a norma´l vektorok egy kisebb e´s egy nagyobb
szomsze´dsa´ggal sza´molva [27]. Ez a me´ro˝sza´m hasznos a ska´lava´lta´s
hata´sa´nak me´re´se´re.
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– Mo´dos´ıtott shape index:
Imod =
∣∣∣∣ 1pi arctan
k1 + k2
k1 − k2
∣∣∣∣ , (5)
ahol k1 e´s k2 a fo˝ go¨rbu¨letek [28]. A mo´dos´ıtott shape index e´rte´k az eredeti
[0 1] intervallumbo´l a [0 0.5] intervallumba transzforma´lja az e´rte´keket, ezzel
fu¨ggetlenne´ te´ve a koordina´ta rendszerto˝l. A go¨rbu¨letek relat´ıv orienta´cio´ja´t
e´s ara´nya´t ta´roljuk el ebben a me´ro˝sza´mban.
– Jellemzo˝ suga´r a Harris fo˝ go¨rbu¨letbo˝l sza´mı´tva:
ρ1 =
√
2
λ1
, (6)
ahol λ2 a Harris ma´trix nagyobb saja´te´rte´ke. Magas λ1 e´rte´kekhez tartozo´
pontok lettek kulcspontke´nt megjelo¨lve, ı´gy ezekhez a pontokhoz tartozo´ λ2
e´rte´kek megku¨lo¨nbo¨zteto˝ jelleggel b´ırhatnak.
– A loka´lis konvex burkolo´ te´rfogat: mind ska´la´ra, mind alakra vonatkozo´ in-
forma´cio´t tartalmaz.
3.2. Loka´lis minta defin´ıcio´
A fontosnak ı´te´lt felu¨letek rendelkeze´sre a´llnak (egy kulcsponttal e´s
szomsze´dsa´ggal ke´pviselve). Minden egyes kulcsponthoz genera´lunk egy c´ımke´t
a hozza´tartozo´ le´ıro´k alapja´n a K-means algoritmus [29] felhaszna´la´sa´val. Min-
den kulcspont ko¨ru¨l a ha´rom legko¨zelebbi csu´csot felhaszna´lva definia´lunk egy
ira´ny´ıtatlan, heteroge´n gra´fot. Ez egy rendezett 4-es g = (V,E,
∑
, l), ahol V a
csu´csok (kulcspontok) halmaza, E ⊆ V×V az e´lek halmaza,
∑
a c´ımke´k halmaza
e´s l : V →
∑
a fu¨ggve´ny, ami hozza´rendeli a csu´csokhoz a c´ımke´ket. A loka´lis
minta´k defin´ıcio´ja´nak illusztra´cio´ja a 2. a´bra´n la´thato´. Az ı´gy kialakult loka´lis
minta´khoz me´g ke´t tulajdonsa´got rendelu¨nk hozza´, az egyik a ko¨ze´ppontjuk ma-
gassa´ga, a ma´sodik pedig a gra´f a´ltal kifesz´ıtett te´rfogat.
3.3. Klasszifika´cio´
Minden egyes ta´rgy oszta´ly esete´ben megsza´mla´ljuk az elo˝fordulo´ minta´k sza´ma´t.
Ez lesz az adott alakhoz tartozo´ le´ıro´. Nagy mintat´ıpus sza´m e´s kissza´mu´
elo˝fordula´s (ritka le´ıro´) esete´n alkalmazhatunk dimenzio´cso¨kkente´st. A tan´ıto´
objektumok BoG a´tlaga´t felhaszna´lva klaszter ko¨ze´ppontokat alak´ıtunk ki min-
den egyes katego´ria´hoz. A teszt objektumokat pedig ehhez hasonl´ıtjuk abszolu´t
(L1) ta´volsa´got haszna´lva a hiba me´ro˝sza´make´nt. Kora´bbi teszteredme´nyeket
szintetikus pontfelho˝ko¨n [1] tartalmaz.
4. Tesztek va´rosi pontfelho˝ko¨n
MLS adatokat haszna´ltunk a mo´dszeru¨nk valo´s me´re´seken valo´ tesztele´se´re. A
ko¨vetkezo˝ oszta´lyok voltak a tan´ıto´ e´s a teszt halmazokban: Fa, Auto´, Oszlop,
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2. a´bra: Loka´lis minta´k defin´ıcio´ja
Gyalogos. A tan´ıto´ szett a 3. a´bra´n la´thato´khoz hasonlo´ objektumokat tartal-
mazott.
A teszt halmaz a tan´ıto´hoz hasonlo´ pontfelho˝ket tartalmazott. Annak
e´rdeke´ben, hogy re´szleges pontfelho˝ko¨n tesztelhessu¨k a mo´dszert, minden ere-
deti teszt halmaz felho˝bo˝l 9 u´jabb teszt pontfelho˝t genera´ltunk, ı´gy szimula´ltuk
a ta´rgy felder´ıte´se´t. Minden egyes le´pe´sben 10 %-kal to¨bb (a legnagyobb kiter-
jede´shez viszony´ıtva) la´thato´ az adott teszt ta´rgybo´l. A do¨nte´s a´tlagos jo´sa´ga´t
ennek a 10 fa´zisnak a fu¨ggve´nye´e´ben a 4., 5., 6. e´s 7. a´bra´kon szemle´ltetju¨k.
Az a´bra´kon az elso˝ marker azt a fa´zist jelo¨li, ahol az o¨sszes teszt felho˝,
ma´r megfelelo˝ mennyise´gu˝ adatot tartalmazott a kie´rte´kele´shez. Az ala´bbi
ko¨vetkeztete´sek vonhato´k le:
– A fa oszta´ly esete´ben, a kezdeti fa´zisokban, amı´g csak a to¨rzs la´tszik ne´ha´ny
esetben oszlopnak lett oszta´lyozva, de amint a fa lombja megjelenik, az al-
goritmus egybo˝l sze´t tudja va´lasztani a ke´t oszta´lyt.
– Az 5. fa´zis fo¨lo¨tt (50 %-a la´thato´ a ta´rgy legnagyobb kiterjede´se´nek, ez kb.
25 %-a´t jelenti a teljes objektumnak) az a´tlagos do¨nte´s helyes. Ez az o¨sszes
oszta´lyra ne´zve igaz. (Amennyiben egy gyalogosro´l besze´lu¨nk ez kb. 1 m
magassa´got jelent, vagyis alig la´tunk a la´bai fo¨le´.)
– A do¨nte´s jo´sa´ga folyamatosan javul, ahogyan egyre to¨bbet e´s to¨bbet la´tunk
egy ta´rgybo´l.
5. Konklu´zio´
A tanulma´nyban egy mo´dszert mutattunk be, amely a pontfelho˝k loka´lis in-
forma´cio´it haszna´lja fel. Ez a mo´dszer ke´pes megoldani a re´szleges ne´zetbo˝l
to¨rte´no˝ re´szleges alakfelismere´s proble´ma´ja´t, amit az autono´m ja´rmu˝vek
hasznos´ıtani tudnak. Szemle´ltetettu¨k, hogy a mo´dszeru¨nk valo´s pont felho¨ko¨n
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(a) Fa (b) Auto´ (c) Oszlop
(d) Gyalogos
3. a´bra: Minta´k a tanulo´ objektumokbo´l
4. a´bra: A fa oszta´ly a´tlagos hiba´ja´nak va´ltoza´sa a ku¨lo¨nbo¨zo˝ oszta´lyokhoz me´rve
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5. a´bra: Az auto´ oszta´ly a´tlagos hiba´ja´nak va´ltoza´sa a ku¨lo¨nbo¨zo˝ oszta´lyokhoz me´rve
6. a´bra: AZ oszlop oszta´ly a´tlagos hiba´ja´nak va´ltoza´sa a ku¨lo¨nbo¨zo˝ oszta´lyokhoz
me´rve
7. a´bra: A gyalogos oszta´ly a´tlagos hiba´ja´nak va´ltoza´sa a ku¨lo¨nbo¨zo˝ oszta´lyokhoz
me´rve
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ke´pes megb´ızhato´ do¨nte´seket hozni. Ennek a mo´dszernek a ko¨vetkezo˝ elo˝nyei
vannak a kora´bban LIDAR pontfelho˝ko¨n alkalmazott mo´dszerekhez ke´pest:
– Ko¨zvetlenu¨l pontfelho˝ko¨n dolgozik, ı´gy a fo¨lo¨sleges, e´s esetleg in-
forma´cio´veszte´ssel ja´ro´ feldolgoza´si le´pe´sek (pl.: ha´lo´za´s) elkeru¨lheto˝k.
– Nem modell alapu´, ı´gy keve´sbe´ korla´tosok a felismerheto˝ ta´rgyak.
– Re´szleges pontfelho˝kbo˝l ke´pes felismere´sre. Szegmenta´cio´s elja´ra´sokkal
pa´rhuzamosan haszna´lva ko¨lcso¨no¨sen seg´ıthetik egyma´st.
A jo¨vo˝beli tervek ko¨zo¨tt szerepel egy gyakorlati teszt rendszer kialak´ıta´sa egy
AGV-n.
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