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THE ASYMPTOTIC GEOMETRY OF THE TEICHMU¨LLER
METRIC
CORMAC WALSH
Abstract. We determine the asymptotic behaviour of extremal length along
arbitrary Teichmu¨ller rays. This allows us to calculate the endpoint in the
Gardiner–Masur boundary of any Teichmu¨ller ray. We give a proof that this
compactification is the same as the horofunction compactification. An impor-
tant subset of the latter is the set of Busemann points. We show that the
Busemann points are exactly the limits of the Teichmu¨ller rays, and we give a
necessary and sufficient condition for a sequence of Busemann points to con-
verge to a Busemann point. Finally, we determine the detour metric on the
boundary.
1. Introduction
Let S be an oriented surface of genus g with n punctures. We assume that
3g − 3 + n ≥ 1. The Teichmu¨ller space T (S) of S may be defined as the space
of marked conformal structures on S up to conformal equivalence. Viewed in this
way, the most natural metric of T (S) is the Teichmu¨ller metric. Kerckhoff [10]
has shown that a useful tool for studying the geometry of the this metric is the
extremal length of a measured foliation. Here we examine the behaviour of the
extremal length as one travels along a Teichmu¨ller geodesic ray.
Our main result is as follows. Let q be the initial quadratic differential of a
geodesic ray, and let V (q) and H(q) be, respectively, its vertical and horizontal
measured foliations. Recall that removing the critical graph of a measured foliation
G decomposes the surface into a finite number of connected components, each of
which is either a cylinder of closed leaves or a minimal component in which all
leaves are dense. Furthermore, the transverse measure on a minimal component
D may be written as a sum of a finite number of projectively-distinct ergodic
measures: ν|D =
∑
j νD,j . We say that a measured foliationG
′ is an indecomposable
component of G if it is either one of the cylindrical components of G, or it is
topologically equivalent to one of the minimal components D and has as transverse
measure one of the νD,j . A measured foliation is indecomposable if it has only one
indecomposable component, namely itself.
Theorem 1.1. Let R(q; ·) : R+ → T (S) be the Teichmu¨ller ray with initial unit-
area quadratic differential q, and let F be a measured foliation. Then,
lim
t→∞
e−2t ExtR(q;t)[F ] =
∑
j
i(Gj , F )
2
i(Gj , H(q))
,
where the {Gj} are the indecomposable components of the vertical foliation V (q).
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This result was proved by Kerckhoff [10] in the case of Jenkins–Strebel rays, that
is, when all the indecomposable components {Gj} are annular. See also [8], [19],
and [3] for a more explicit treatment.
In [5], Gardiner and Masur introduced a compactification of Teichmu¨ller space by
embedding it into the projective space of RS using the (square root of) the extremal
length function, and showing that the image is relatively compact. This is analogous
to the Thurston compactification, the only difference being that extremal lengths
are used rather than hyperbolic lengths.
Theorem 1.1 is exactly what is needed to show that Teichmu¨ller rays converge
in the Gardiner–Masur compactification, and to calculate their limits.
Corollary 1.2. The Teichmu¨ller ray R(q; ·) converges in the Gardiner–Masur com-
pactification to the projective class of
Eq(·) :=
(∑
j
i(Gj , ·)
2
i(Gj , H(q))
)1/2
.
The Jenkins–Strebel case of this corollary appears in [18] and [19].
There exists a very general means of compactifying a metric space, namely the
horofunction compactification, introduced by Gromov [6]. In [25], it was shown
that the horofunction compactification of Teichmu¨ller space with Thurston’s Lip-
schitz metric [24] is in fact just the usual Thurston compactification. Recall that
this metric is the logarithm of the least possible Lipschitz constant over all dif-
feomorphisms of the surface isotopic to the identity, and that a formula similar to
Kerckhoff’s holds, but with extremal length replaced by hyperbolic length.
We show in Section 6 that the horofunction compactification of Teichmu¨ller’s
metric is the same as the Gardiner–Masur compactification. This was previously
proved by Liu and Su [14].
Theorem 1.3. The Gardiner–Masur compactification and the horofunction com-
pactification of T (S) are the same.
It seems that it may be more appropriate to consider the Gardiner–Masur com-
pactification when one takes the conformal view of Teichmu¨ller space, and the
Thurston compactification when one takes the hyperbolic view. Results about the
convergence of Teichmu¨ller geodesics to points in the Thurston boundary, such as
in [12] and [17], may be seen as attempts to relate these two geometries of Te-
ichmu¨ller space.
A particularly interesting subset of the horofunction boundary is its set of Buse-
mann points. These are the boundary points that can be reached as a limit along
an almost-geodesic, which is a slight weakening of the usual notion of geodesic.
Because Teichmu¨ller rays are geodesic in the Teichmu¨ller metric, it is clear that
the horofunctions corresponding to the points of the Gardiner–Masur boundary
identified in Corollary 1.2 are Busemann. We show that these are the only ones.
Theorem 1.4. A horofunction is a Busemann point if and only if it corresponds
to a point of the form Eq in the Gardiner–Masur boundary, where q is a quadratic
differential.
It is also of interest to know which Teichmu¨ller rays converge to the same bound-
ary point. Kerckhoff answered a related question in the case of Jenkins–Strebel rays
using the notion of modular equivalence of Jenkins–Strebel quadratic differentials.
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He showed that two Jenkins–Strebel rays are asymptotic, that is, the distance be-
tween them converges to zero, if and only if their initial quadratic differentials are
modularly equivalent. We generalise this notion to arbitrary quadratic differentials.
Definition 1.5. Let q and q′ be two quadratic differentials whose vertical folia-
tions can be simultaneously be written in the form V (q) =
∑
j αjGj and V (q
′) =∑
j α
′
jGj , where {Gj}j is a set of mutually non-intersecting indecomposable mea-
sured foliations and {αj}j and {α′j}j are sets of positive coefficients. We say that
q and q′ are modularly equivalent if
αj
i(Gj , H(q))
= C
α′j
i(Gj , H(q′))
, for all j, (1)
where C is a positive constant independent of j.
Theorem 1.6. Two Busemann points Eq and Eq′ are identical if and only if q and
q′ are modularly equivalent.
The Jenkins–Strebel case of the following result appears in [9] and [23].
Theorem 1.7. Every modular equivalence class of quadratic differentials has a
representative at each point of Teichmu¨ller space. This representative is unique up
to multiplication by a positive constant.
The above theorems have the following geometric interpretation.
Theorem 1.8. Let p be a point of T (S) and ξ be a Busemann point of the ho-
rofunction boundary. Then, there exists a unique geodesic ray starting at p and
converging to ξ.
The uniqueness part if this theorem was proved independently by Miyachi [20].
We have seen that the set of Busemann points may be identified with the set
of unit-area quadratic differentials at the basepoint. This is also the case for the
Teichmu¨ller boundary of Teichmu¨ller space, so it is interesting to compare the two.
Let xn be a sequence in T (S), and write xn = R(qn; tn), where tn is the distance
to the basepoint and qn is the initial quadratic differential at the basepoint. Recall
that xn converges to a point in the Teichmu¨ller boundary if and only if qn converges
to a unit area quadratic differential q, and tn converges to infinity. An equivalent
condition is that the geodesic segment connecting the basepoint to xn converges
uniformly on compact sets of R+ to R(q; ·).
Let q and q′ be Jenkins–Strebel differentials. Kerckhoff [10] showed that if V (q)
and V (q′) have the same single core curve, then R(q; ·) and R(q′; ·) have the same
limit in the Teichmu¨ller boundary. He also showed that the same result is true
when the vertical foliations have the same 3g−3 core curves, which is the maximum
number possible. Concerning the general case, he says “it seems likely that some
non-convergent rays exist”. We show that, in fact, no such rays exist.
Theorem 1.9. Each Teichmu¨ller ray converges in the Teichmu¨ller compactifica-
tion. Two rays have the same limit if and only if their initial quadratic differentials
are modularly equivalent.
We describe the topology that the set of Busemann points inherits from the
horofunction boundary in Theorem 7.12. It turns out to be strictly finer than the
topology on the Teichmu¨ller boundary. This implies in particular that there exist
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non-Busemann points in the horofunction boundary when 3g − 3 + n ≥ 2, a result
that has also been proved by Miyachi [21].
Our final result concerns the detour metric on the set of Busemann points of Te-
ichmu¨ller space. An explicit formula for this may be found in Corollary 8.4, where
it is seen that the distance between two Busemann points Eq and Eq′ is finite if and
only if their vertical foliations can be simultaneously be written V (q) =
∑
j αjGj
and V (q′) =
∑
j α
′
jGj , where {Gj}j is a set of mutually non-intersecting indecom-
posable measured foliations and {αj}j and {α′j}j are sets of positive coefficients.
It is interesting that this is exactly the criterion for when the two Teichmu¨ller rays
R(q; ·) and R(q′; ·) stay a bounded distance apart—the various cases are considered
in [15, 16, 8, 13]. Of course, one may easily show in general that when rays stay a
bounded distance apart, the detour metric between the corresponding Busemann
points is finite. However, the converse is not true for general metric spaces.
The layout of this paper is as follows. In Section 2, we recall some background
material on Teichmu¨ller space, including its Gardiner–Masur compactification. In
Section 3, we prepare to prove Theorem 1.1 by calculating a lower bound on the
extremal length. The upper bound completing the proof is established in Section 4,
which is considerably longer. We recall the basics about the horofunction compact-
ification in Section 5, and prove Theorem 1.3 in Section 6. Section 7 is devoted to
modular equivalence and the various convergence results detailed above. Finally,
in Section 8, we calculate the detour cost on the boundary.
2. Background
Let S be an oriented surface of genus g with n punctures. We assume that
S has negative Euler characteristic and is not the 3-punctured sphere, in other
words, that 3g + 3 − n ≥ 1. The Teichmu¨ller space T (S) of S is the space of
marked conformal structures (X, f) on S up to conformal equivalence. Here X
is a surface and f : S → X is a quasi-conformal map. Recall that two marked
conformal structures (X1, f1) and (X1, f1) are conformally equivalent if there exists
a conformal map f : X1 → X2 such that f ◦ f1 is homotopic to f2.
Let x1 := (X1, f1) and x2 := (X2, f2) be two marked conformal structures on S.
The Teichmu¨ller distance between x1 and x2 is defined to be
d(x1, x2) :=
1
2
log inf
f
K(f),
where the infimum is over all quasi-conformal homeomorphisms f : X1 → X2
that are homotopic to f2 ◦ f
−1
1 , and K(f) is the quasi-conformal dilatation of f .
Obviously, d(x1, x2) remains the same if x1 or x2 are replaced by a conformally
equivalent structure, and so d defines a metric on T (S), called the Teichmu¨ller
metric. This metric is complete and geodesic [11].
A (holomorphic) quadratic differential on a Riemann surface X is a tensor of the
form q(z)dz2, where q is holomorphic. Quadratic differentials are allowed to have
1st order poles at the punctures.
A quadratic differential has a finite number of zeros. In a neighbourhood of any
other point, there is a natural parameter z = x+ iy. Thus, a quadratic differential
q gives rise to two measured foliations on S: the horizontal foliation H(q) and the
vertical foliation V (q). The leaves of H(q) are defined by y = constant, and the
transverse measure is |dx|. Similarly, the leaves of V (q) are defined by x = constant,
and the transverse measure is |dy|. The foliations H(q) and V (q) each have a
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singularity at every zero of q. At a zero of order k, the singularity is (k + 2)-
pronged. See [4] for a detailed account of measured foliations.
We always consider there to be singularities at the punctures. They may be
one-pronged, two-pronged, or higher order.
The metric dx2+dy2 is the singular flat metric determined by q. Its total area is
finite. A quadratic differential is said to be of unit area if the area of its associated
flat singular metric is 1.
At each point x = (X, f) in Teichmu¨ller space, there is a one-to-one correspon-
dence between the set of geodesic rays starting at x and the set of unit-area qua-
dratic differentials on X . Given such a quadratic differential q on X and a scalar
K > 0, one multiplies the transverse measure of V (q) by K and the transverse
measure of H(q) by 1/K. The resulting pair of measured foliations determines a
conformal structure on S, and hence a point in Teichmu¨ller space. We denote this
point by R(q; t), where t = logK. The function t 7→ R(q; t) is a unit-speed geodesic
ray.
We say that a leaf of a foliation is a saddle connection if it joins two not necessar-
ily distinct singularities. The critical graph is the union of all saddle connections.
The complement of the critical graph has a finite number of connected components.
Each is either a cylinder swept out by closed leaves or a so-called minimal compo-
nent, in which all leaves are dense. On each minimal component D, there exists a
finite set of ergodic transverse measures µ1, . . . , µn such that any transverse mea-
sure µ on D can be written as a sum µ =
∑n
i=1 fiµi, with non-negative coefficients
{fi}. There is an upper bound on the number n of ergodic transverse measures
that just depends on the topology of the surface.
A conformal metric on a Riemann surface is a metric that is locally of the form
ρ(z)|dz|, where ρ is a non-negative measurable real-valued function on the surface.
Let S be the set of free homotopy classes of essential, non-peripheral simple closed
curves of S. We define the ρ -length of a curve class α ∈ S to be the length of the
shortest curve in α measured with respect to ρ, that is,
Lρ(α) := inf
α′∈[α]
∫
α′
ρ |dz|,
where |dz| denotes the Euclidean length element. The area of ρ is defined to be
A(ρ) :=
∫
S ρ
2 dxdy.
The extremal length of a curve class α ∈ S on a Riemann surface X ∈ T (S) is
ExtX(α) := sup
ρ
Lρ(α)
2
A(ρ)
,
where the supremum is over all Borel-measurable conformal metrics of finite area.
This is the so-called analytic definition of extremal length. There is also the fol-
lowing geometric definition:
ExtX(α) := inf
C
1
mod(C)
.
Here the infimum is over all embedded cylinders C in X with core curve isotopic
to α, and mod(C) is the modulus of C.
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Lemma 2.1 (Gardiner–Masur [5]). For all measured foliations F and G, and points
x ∈ T (S),
Extx(G) = sup
F∈P
i(G,F )2
Extx(F )
.
2.1. The Gardiner–Masur boundary. Define the map Φ : T (S) → PRS , so
that Φ(x) is the projective class of (Extx(α)
1/2)α∈S . In [5], Gardiner and Masur
showed that (Φ, cl ImΦ) is a compactification of Teichmu¨ller space. Following [19],
we call this the Gardiner–Masur compactification, and its topological boundary the
Gardiner–Masur boundary.
3. Lower bound
We use R+ to denote the set of non-negative real numbers. Recall that we have
defined, for any quadratic differential q, the function Eq :MF → R+,
Eq(·) :=
(∑
j
i(Gj , ·)2
i(Gj , H(q))
)1/2
,
where the {Gj}j are the indecomposable components of V (q) =
∑
j Gj .
Lemma 3.1. Let a and b be vectors in Rn+\{0}, n ≥ 1, and assume that there is
no coordinate j for which both aj and bj are zero. Then, the function from R
n
+\{0}
to R defined by
x 7→
(
∑
j ajxj)
2∑
j bjx
2
j
attains its supremum when xj = Caj/bj, where C > 0 is a constant independent
of j. The supremum is
∑
j a
2
j/bj.
Proof. This is elementary. 
Lemma 3.2. Let q be a quadratic differential, and let R(q; ·) be the associated
geodesic ray. Then,
e−2tExtR(q;t)(F ) ≥ E
2
q (F ),
for all t ∈ R+ and F ∈ MF .
Proof. Fix t ∈ R+ and let α ∈ S. Decompose the vertical foliation of q into its
indecomposable components: V (q) =
∑J
j=0Gj .
Define a conformal metric ρ : S → R+ as follows.
On the annulus associated to each annular indecomposable component Gj , let ρ
take some positive value ρj , which we will choose later.
Let D be a minimal domain of V (q), and take a horizontal arc I in the interior
of D. By considering the point of first return of leaves starting on I, we obtain a
(non-oriented) interval exchange map, and hence a decomposition of D into a finite
number of rectangles {Rl}l. There is a one-to-one correspondence between the
ergodic measures of the interval exchange map and the indecomposable measured
foliations that are supported on D. Consider the subset of these indecomposable
measured foliations that appear as indecomposable components of V (q). Denote
this subset by {Gj}; j ∈ JD, where JD ⊂ J . Write Gj = (G, νj) for all j ∈ JD,
where G is the unmeasured foliation obtained from V (q) by forgetting the measure.
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Consider one of the rectangles Rl. We can write Rl = X × Y , where X is a
horizontal arc and Y is a vertical arc. Since the transverse measures {νj}; j ∈ JD
are mutually singular, there exists a decompositionX =
⋃
j∈JD
Xj ofX into disjoint
Borel subsets {Xj}; j ∈ JD such that νj [Xk] equals νj [X ] when j = k, and is zero
otherwise. Define ρ to take some positive value ρj on Xj × Y , for each j ∈ JD.
Do this for every rectangle Rl and every minimal domain D. Note that points
on horizontal edges belong to more than one rectangle, and hence the value of ρ
has been defined more than once on these points. This is not a problem however
since the set of such points where the definitions differ has V (q)-measure zero.
The value of ρ on vertical edges and on the critical graph is not important for
the present argument.
For any simple closed curve α,∫
α
ρ |dz| ≥ et
∫
α
ρ dV (q)
= et
J∑
j=0
ρj
∫
α
dGj ,
since ρ is Gj-almost everywhere constant along α, for all j. But
∫
α dGj ≥ i(Gj , α),
and so
Lρ(α) ≥ e
t
J∑
j=0
ρji(Gj , α).
The area of ρ is independent of t:
A(ρ) =
J∑
j=0
ρ2j i(Gj , H(q)).
Therefore,
e−2tExtR(q;t)(α) ≥
(∑J
j=0 ρji(Gj , α)
)2
∑J
j=0 ρ
2
j i(Gj , H(q))
.
According to Lemma 3.1, the expression on the right-hand-side attains its maxi-
mum when ρj = Ci(Gj , α)/i(Gj , H(q)) for all j, where C is any positive constant.
Moreover, its maximum is
∑J
j=0 i(Gj , α)
2/i(Gj, H(q)).
This proves the theorem in the case where F is a curve class. The general case
now follows using the continuity and homogeneity of extremal length. 
4. Upper bound
As Kerchkoff observed in [10], one often uses the analytic definition to obtain
a lower bound on the extremal length, and the geometric definition to obtain an
upper bound. However, we will not use this technique in this paper. Instead, we
will use the analytic definition a second time to establish another lower bound with
a different scaling, and then convert it into an upper bound using Lemma 2.1.
Let S¯ denote the completion of S. The punctures of S are considered to be
distinguished points of S¯.
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We define a rectangulation of a quadratic differential q on S to be a map r from
a disjoint union of a finite number n of rectangles Γ := ⊔nk=1[0, Xk] × [0, Yk] to S¯
satisfying the following conditions:
(1) r is surjective and continuous;
(2) {x} × (0, Yk) is mapped into a leaf of V (q), and (0, Xk) × {y} is mapped
into a leaf of H(q), for all k, and x ∈ (0, Xk) and y ∈ (0, Yk);
(3) r restricted to the union of the interiors of the rectangles is injective, and
the image is in S;
(4) r restricted to the interior of any rectangle is an isometry, using the Eu-
clidean metric on Γ and the singular flat metric associated to q on S.
Denote by Ω the set of unordered pairs (p, q) ∈ Γ× Γ such that p and q lie in the
boundary of the same rectangle. We take on this set its natural topology coming
from the product topology on Γ. For (p, q) ∈ Ω, we denote by [p, q] the closed line
segment between p and q in the rectangle in which they both lie. The expressions
[p, q), (p, q), and (p, q] will have their obvious meanings.
Let M be the space of Borel measures on Ω. For any measure µ, let |µ| denote
its total mass.
We say a point of S is a corner point if it is the image under r of a corner of
a rectangle. A weighting ρ of a rectangulation is an assignment of a positive real
number ρk to each rectangle.
Define on Ω the functions
v(p, q) :=
∫
r[p,q]
dH(q) and
h(p, q) :=
∫
r[p,q]
dV (q).
The length of r[p, q] in the singular flat metric associated to q is then
||(p, q)|| := (v(p, q)2 + h(p, q)2)1/2.
Let
l := min{||(p, q)|| | (p, q) ∈ Ω, r(p) and r(q) are distinct corner points}.
Let A be the set of elements µ of M consisting of a finite number of atoms of
mass 1 on pairs (pn, qn) such that
(i) after reordering if necessary, r(pn+1) = r(qn) for all n, cyclically;
(ii) if, for any n, neither [pn, qn] nor [pn+1, qn+1] are horizontal, then r[pn, qn]
concatenated with r[pn+1, qn+1] is an arc transverse to the horizontal foliation
H(q);
(iii) if there is an atom on (p, q) with both p and q lying in the same horizontal
edge of a rectangle, then both r(p) and r(q) are corner points of S;
(iv) if for any n, we have ||(pn, qn)|| < l, then either (pn+1, qn+1) is horizontal, or
(pn−1, qn−1) is.
Note that each element µ of A defines a closed curve a(µ) on S, although this curve
is not necessarily simple. When considering an element of A, we always reorder the
atoms in such a way that (i) holds, and treat the index as being cyclical.
Lemma 4.1. Assume a rectangulation r : Γ → S¯ and a weighting ρ is given, and
let ǫ > 0. Then, for every simple closed curve α ∈ S there exists µ ∈ A such that
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Figure 1. figure1
a(µ) is homotopic to α, and∫
a(µ)
ρ dH(q) ≤
∫
α
ρ dH(q) + ǫ, and (2a)∫
a(µ)
dV (q) ≤
∫
α
dV (q) + ǫ. (2b)
Proof. By perturbing α if necessary, we may assume that it passes only finitely
many times through the image under r of the boundaries of the rectangles.
Construct a measure µ on Ω as follows. For each piece of α lying in the image of
a rectangle R and having endpoints r(p) and r(q) with p and q in R, put an atom
of mass one on (p, q). Clearly, µ satisfies (i), and a(µ) is homotopic to α. Moreover,
(2) holds if the perturbation is small enough.
So, order the pairs as in (i). Suppose that, for some n, the arc r[pn, qn] con-
catenated with r[pn+1, qn+1] is not transverse to the horizontal foliation, and that
neither [pn, qn] nor [pn+1, qn+1] is horizontal. So there exists a leaf segment with
one end on r[pn, qn] and the other on r[pn+1, qn+1] that forms a disk when concate-
nated with a subarc of r[pn, qn] · r[pn+1, qn+1]. Choose the leaf segment in such a
way as to maximise the size of the disk.
If (pn, qn) and (pn+1, qn+1) lie in the same rectangle, then simply remove these
two atoms from µ, and replace them with an atom on (pn, qn+1).
Otherwise, there is a point x lying on the leaf segment, and elements q′ and p′
of Γ lying in vertical edges of the rectangles containing, respectively, qn and pn+1,
such that x = r(q′) = r(p′). Since the leaf segment was chosen to maximize the
size of the disk, either r(q′) = r(p′) is a singular point, or one or both of (pn, q
′)
or (p′, qn+1) is horizontal. So, in µ, replace the atoms on (pn, qn) and (pn+1, qn+1)
with atoms on (pn, q
′) and (p′, qn+1).
Note that this replacement does not increase the number of atoms in µ.
Repeating the procedure if necessary, we obtain an element µ on M satisfying
(i), (ii), and (2), such that a(µ) is homotopic to α.
Now suppose there is an atom (pn, qn) in µ with both pn and qn lying in the
same horizontal edge of a rectangle and r(pn) is not a corner point. Consider the
points along the straight line segment from pn to qn that are mapped by r to corner
points. Let p′ be the closest one to p if one exists; otherwise, let p′ := qn . Since
µ satisfies (i), we have r(qn−1) = r(pn). None of the points between pn and p
′ are
mapped to corner points, and so there is a point q′ in the same rectangle as qn−1
such that r(q′) = r(p′). See Figure 4.
Replace the atoms on (pn−1, qn−1) and (pn, qn) with atoms on (pn−1, q
′) and
(p′, q) if p′ 6= qn, or just with (pn−1, q′) if p′ = qn. In the former case, condition (ii)
is preserved. In the latter case, this condition may not be preserved, so we must
go back to the previous step to re-establish it. Note, however, that in this case
the number of atoms in µ is decreased. This ensures that our construction will
eventually terminate.
By repeating this process as many times as necessary, we ensure that our measure
µ satisfies (i), (ii), (iii), and (2), and that a(µ) is homotopic to α.
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Now suppose that there is an atom (pn, qn) in µ satisfying ||(pn, qn)|| < l. If
h(pn, qn) > 0 then either pn or qn lies in the interior of a horizontal edge and the
other point lies on a vertical edge. Without loss of generality, assume the former
case. We can move pn without increasing
∫
a(µ)
dV (q) until pn coincides with a
corner of the rectangle in which it lies. If pn now equals qn, we remove this atom
and return to re-establish (ii). If they differ, we have now reduced to the case where
h(pn, qn) = 0.
So, consider the case where h(pn, qn) = 0. If (pn+1, qn+1) is horizontal, then
we have established the conclusion of (iii). If not, then r[pn, qn] concatenated with
r[pn+1, qn+1] is transverse to H(q). Let Rj and Rk be the rectangles containing
(pn, qn) and (pn+1, qn+1), respectively. If ρj < ρk, then we can move qn towards pn
without increasing
∫
a(µ)
ρ dH(q), until either r(qn) is a corner point or qn equals
pn. Similarly, if ρj > ρk, then we can move qn away from pn without increasing∫
a(µ)
ρ dH(q), until either r(qn) is a corner point or (pn+1, qn+1) is horizontal. In
the same way, we can move pn until either r(pn) is a corner point, (pn−1, qn−1)
is horizontal, or pn and qn coincide. If pn and qn now coincide, we may remove
this atom from µ and then go back to re-establish (ii). If r(pn) and r(qn) are both
corner points, then ||(pn, qn)|| ≥ l and (iii) no longer applies. If (pn−1, qn−1) or
(pn+1, qn+1) is horizontal, then the conclusion of (iii) is true. 
Let P be the subset of Ω consisting of points of the form (p, p).
Lemma 4.2. Let µn be a sequence in A, and let λn be a sequence of positive real
numbers such that λnµn converges to µ ∈M . Then, µ[P ] ≤ 2µ[H ].
Proof. Observe that the set
P l := {(p, q) ∈ Ω | ||(p, q)|| < l}
is open, and the set H is closed. Also, by (iii) and (iv), µn[P
l] ≤ 2µn[H ], for all n.
The conclusion now follows since P ⊂ P l. 
For any subset R of the set of rectangles, define
XR :=
{
x ∈ S | r−1(x) ⊂ ∪R∈RR
}
.
We callR a patch if ∪R∈Rr(R) is connected and simply connected, and XR contains
no singularities. We say an arc α in S is short if r−1(α) is contained within XR for
some patch R.
Given a patch R, we may choose in a consistent way one of the horizontal edges
of each rectangle R in R to be the “upper” edge. By consistent, we mean that if a
vertical leaf segment is common to the image under r of two rectangles of R, then
the induced orientations are the same. This lets us define a relation < on each
rectangle R of R, where p < q for p, q ∈ R if p is “lower” than q, that is, further
from the “upper” edge of R.
For each X ⊂ XR, let
UX :=
{
(p, q) ∈ Ω | r(p) ∈ X and p < q, or r(q) ∈ X and q < p
}
, and
DX :=
{
(p, q) ∈ Ω | r(p) ∈ X and q < p, or r(q) ∈ X and p < q
}
.
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Define the set of horizontal segments:
Hˆ :=
{
(p, q) ∈ Ω | p 6< q, q 6< p, and p 6= q
}
.
We will also need the following subset of this set. Let H be the set of (p, q) in Hˆ
such that if p and q are in the same horizontal edge of a rectangle, then both r(p)
and r(q) are corner points.
Denote by δ(p,q) the Dirac measure on (p, q) ∈ Ω, that is, the measure consisting
of an atom of mass 1 on (p, q).
Lemma 4.3. Let µn be a sequence in A, and let λn be a sequence of positive real
numbers such that λnµn converges to µ ∈ M with µ[Hˆ ] = 0. Then, for any patch
R, we have µ[UX ] = µ[DX ], for all Borel subsets X of XR.
Proof. Fix n ∈ N and a Borel subset X of S satisfying clX ⊂ XR. Since µn is in A
it can be written µn =
∑|µn|
j=1 δ(pj ,qj), with the ordered pairs {(pj , qj)}j satisfying
(i)–(iv). Define the sets
U+ := {j | r(pj) ∈ X and pj < qj},
U− := {j | r(qj) ∈ X and qj < pj},
D+ := {j | r(pj) ∈ X and qj < pj},
D− := {j | r(qj) ∈ X and pj < qj}, and
H± := {j | (pj , qj) ∈ H}.
From (i) and (ii), we see that if j is in U+, then j − 1 is in either D− or H±.
Similarly, if j is in U−, then j + 1 is in either D+ or H±. So,
µn[UX ] = ♯U
+ + ♯U−
≤ ♯D− + ♯H± + ♯D+ + ♯H±
= µn[DX ] + 2µn[H ].
Here, “♯” denotes the number of elements in a set. A similar inequality with UX
and DX interchanged can also be derived in the same way. We conclude that∣∣∣µn[UX ]− µn[DX ]∣∣∣ ≤ 2µn[H ]. (3)
Let ∂X := clX\ intX be the boundary of X . By assumption, ∂X ⊂ XR. We
have
∂UX ⊂ Hˆ ∪ P ∪ U∂X , and
∂DX ⊂ Hˆ ∪ P ∪D∂X .
Let Z be the set of Borel subsets X of S such that clX ⊂ XR and µ[U∂X ] =
µ[D∂X ] = 0.
By assumption, µ[Hˆ ] = 0, so using Lemma 4.2, we get that µ[P ] = 0. There-
fore, we may apply the Portmanteau theorem to get that µn[UX ] and µn[DX ]
converge, respectively, to µ[UX ] and µ[DX ], for all X ∈ Z. Also, since H is closed,
lim supn µn[H ] ≤ µ[H ] = 0. We see therefore that µ[UX ] = µ[DX ] for all X ∈ Z.
Both µ[U·] and µ[D·] are finite measures on XR. Since, for any subsets X and
Y of XR, one has ∂(X ∩ Y ) ⊂ ∂X ∪ ∂Y , we have that Z is closed under finite
intersections.
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Take G to be an open Borel subset of the space XR. Choose some metric d on
S compatible with the topology, and define, for each ǫ ∈ (0, 1),
Gǫ :=
{
x ∈ G | d(x, ∂G) ≥ ǫ
}
, (4)
where ∂G denotes the boundary of G in XR. Since every point x of ∂Gǫ satisfies
d(x, ∂G) = ǫ, the sets {∂Gǫ}ǫ are pairwise disjoint. Therefore, only countably many
such sets satisfy µ[U∂Gǫ ] > 0 and only countably many satisfy µ[D∂Gǫ ] > 0. So, Gǫ
is in Z for ǫ in some dense subset of (0, 1). Hence, G can be written as a countable
union of elements of Z.
We have shown that Z is a π-system that generates the Borel σ-algebra of XR.
So, since the measures µ[U·] and µ[D·] agree on Z, they agree on every Borel subset
of XR. This concludes the proof. 
Given a patch R, define FY := {(p, q) ∈ Ω | p < q and [p, q) ∩ Y 6= ∅}, for any
Y ⊂ XR.
Let G be an unmeasured foliation. A generalised transverse measure µ on G is
a map associating a measure to each transverse arc that does not pass through a
singular point, with the following condition: if α : [0, 1]→ S and β : [0, 1]→ S are
two such arcs that are isotopic through transverse arcs whose endpoints remain in
the same leaf, then µ(α) = µ(β). We do not require that the measure is regular
with respect to the Lebesgue measure.
Lemma 4.4. Assume that, for every patch R, a measure µ ∈M satisfies µ[UX ] =
µ[DX ] for all Borel X ⊂ XR, and that
∫
h dµ = 0. Then, there exists a generalised
transverse measure µ˜ on G such that
µ[Fr−1(α)] =
∫
α
dµ˜, (5)
for every short transverse arc α.
Proof. For any transverse arc α avoiding singularities, write α as a concatenation
of short transverse arcs {αj}j , and define∫
α
dµ˜ :=
∑
j
µ[Fr−1(αj)],
where each Fr−1(αj) is relative to some patch containing αj , which we fix. That the
same result is obtained when one takes a different decomposition of α can be seen
by considering a common refinement of the two decompositions.
We must show that µ˜ is a generalised transverse measure. Let α0, α1 : [t0, t1]→ S
be two transverse arcs isotopic through an isotopy I : [t0, t1] × [0, 1] → S, along
which each point stays in the same leaf. We write αs := I(·, s), for all s ∈ [0, 1].
Since I is continuous, αs′ converges uniformly to αs as s
′ tends to s; see [25,
Lemma 3.1].
Let s ∈ [0, 1]. Write αs as a concatenation of short transverse arcs {αjs}j, where
the domains are pairwise disjoint intervals {Ij}j satisfying ∪jIj = [t0, t1].
Fix j. For s′ close enough to s, the arcs αjs and αs′ restricted to Ij are in the
image under r of the same rectangular patch R.
Fix such an s′. Recall that we may define a notion of “upwards” on XR. Decom-
pose Ij into three sets T
0, T−, and T+, depending on whether αs′(t) is identical
to, below, or above αs(t), respectively, for t ∈ Ij .
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For notational convenience, we write FW := Fr−1(αs(W )) and F
′
W := Fr−1(αs′(W )),
for W ⊂ Ij .
Clearly FT 0 = F
′
T 0 .
Let X denote the union over T+ of the half-open leaf segments (αs(t), αs′ (t)],
and let Y denote the union over T+ of the open leaf segment that starts on αs′(t),
ends on the boundary of XR,and does not contain αs(t).
Since µ is supported on V , we have F ′T+\FT+ = UX ∩DY . So
(UX ∩DX) ∪ (F
′
T+\FT+) = UX ∩ (DX ∪DY ) = UX .
Similarly,
(UX ∩DX) ∪ (FT+\F
′
T+) = DX .
But UX ∩ DX is disjoint from both FT+ and F
′
T+ , and, by assumption, µ[UX ] =
µ[DX ]. We deduce that µ[FT+ ] = µ[F
′
T+ ].
One may deduce in a similar fashion that µ[FT− ] = µ[F
′
T− ]. So, we have proved
that µ[FIj ] = µ[F
′
Ij
].
Since this works for each j, we see that, for all s′ in a some neighbourhood of s,
the transverse lengths with respect to µ˜ of αs and αs′ are equal. Using that s was
chosen arbitrarily and that [0, 1] is connected, we get that
∫
αs
dµ˜ is independent
of s. 
For the next two lemmas, we will need the following notation. Given a patch R,
define F˜Y := {(p, q) ∈ Ω | [p, q] ∩ Y 6= ∅}, for all Y ⊂ XR. For two parameterised
closed curves or arcs α and β on a surface, we define ♯(α, β) to be the cardinal
number of the set {(s, t) | α(s) = β(t)}. By a straight arc on S, we mean one that
is straight in the singular flat metric associated to a given quadratic differential.
Lemma 4.5. Suppose a rectangulation is given. Let µ ∈ A, and let β be a closed
curve that can be written as a concatenation of a finite number of straight short
arcs {βj}j. Then, i(a(µ), β) ≤
∑
j µ[F˜r−1(βj)].
Proof. If x ∈ S is such that no element of r−1(x) lies on [p, q] for some (p, q) ∈ Ω,
then there is some neighbourhood of x all of whose points have the same property.
One may use this to show that any sufficiently small perturbation of the straight
short arcs {βj} will not increase
∑
j µ[F˜r−1(βj)].
Suppose that ♯(r[p, q], βj) is infinite for some atom (p, q) of µ and some j. Then,
we may perturb an endpoint of βj so that ♯(r[p, q], βj) becomes either zero or one
and
∑
j µ[F˜r−1(βj)] is not increased. So we may assume, without loss of generality,
that ♯(r[p, q], βj) is either zero or one for all atoms (p, q) of µ and all j. Note that
in this case δ(p,q)[F˜r−1(βj)] = ♯(r[p, q], βj). Write µ =
∑
k δ(pk,qk). So,
i(a(µ), β) ≤ ♯(a(µ), β)
≤
∑
j
∑
k
♯(r[pk, qk], βj)
=
∑
j
µ[F˜r−1(βj)]. 
Lemma 4.6. Suppose that a rectangulation is given. Let µn be a sequence in A,
and λn be a sequence of positive real numbers. Assume that λna(µn) converges
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to F ∈ MF, and that λnµn converges to µ ∈ M satisfying
∫
h dµ = 0. Then,
i(F, β) ≤
∫
β dµ˜, for all closed curves β avoiding singularities.
Proof. Since λn[a(µn)] converges to F , we have that λni(a(µn), β) converges to
i(F, β). Perturb β so that it is a concatenation of closed straight transverse short
arcs βj , and so that µ[D{x}] = 0 for all points x ∈ ∪jβj . We may do this in such
a way that
∫
β dµ˜ is not increased by more than an arbitrarily small ǫ > 0. By
Lemma 4.5, i(a(µn), β) ≤
∑
j µn[F˜r−1(βj)], for all n.
Each set F˜r−1(βj) is closed, and so
lim sup
n
λnµn[F˜r−1(βj)] ≤ µ[F˜r−1(βj)], for each j.
We also have µ[F˜r−1(βj)] = µ[Fr−1(βj)], for all j. Applying Lemmas 4.3 and 4.4, we
see that µ[Fr−1(βj)] =
∫
βj
dµ˜, for all j. Putting all of this together, and using the
fact that ǫ is arbitrary, we deduce the result. 
4.1. Generalised transverse measures with no atoms. Suppose we are given
an unmeasured foliation G. Consider the set of generalised transverse measures
on G that have no atoms on saddle connections. We regard two of them as being
equivalent if they agree on each minimal component of G and give the same height
to each annular component. Let G(G) be the space of equivalence classes under this
equivalence relation. We see that G(G) is a closed finite-dimensional cone. There
is one extremal ray for each annular component of G, and one for each projective
class of ergodic transverse measure on a minimal component. Let a set J index
these extremal rays, and, for each j ∈ J , choose an element νj ∈ G(G) of the jth
extremal ray. Every ν ∈ G(G) can be written ν =
∑
j∈J fjνj, for some collection
of non-negative coefficients {fj}j∈J .
Any element of G(G) gives rise to an element ofMF . We define the intersection
number of a generalised transverse measure µ˜ ∈ G(G) and a curve class β in S to
be i(µ˜, β) := infβ
∫
β dµ˜, where the infimum is taken over all curves in the curve
class. Clearly, i(·, β) is linear for fixed β.
The following lemma is [25, Lemma 6.3], restated in terms of measured foliations
rather than measured laminations.
Lemma 4.7. Let {Fj}; j ∈ {0, . . . , n} be a set of projectively-distinct indecompos-
able elements of MF such that i(Fj , Fk) = 0 for all j and k, and let ǫ > 0. Then,
there exists a curve class [β] in S such that i(Fj , β) < i(F0, β)ǫ, for all j 6= 0.
Lemma 4.8. Let µ˜ ∈ G(G) be written µ˜ =
∑
j fjνj. Let F ∈ MF be such that
i(F, β) ≤ i(µ˜, β), for all β ∈ S. Then F has a representation of the form (G, µ˜′),
where µ˜′ =
∑
j f
′
jνj with non-negative coefficients {f
′
j}. Moreover, f
′
j ≤ fj, for
all j.
Proof. Since intersection number is continuous, we have i(F,H) ≤ i(µ˜, H), for all
H ∈ MF . In particular, taking H := (G, µ˜), we get i(F, µ˜) = 0. If F had an
indecomposable component F ′ that is not a multiple of (G, νj) for any j, then we
could use Lemma 4.7 to find a curve β ∈ S such that i(F ′, β) is much greater than
i(fjνj , β), for all j. However, this is impossible by assumption. Hence, F can be
written F = (G, µ˜′), where µ˜′ =
∑
j f
′
jνj with non-negative coefficients {f
′
j}.
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Choose ǫ > 0, and let µ˜c :=
∑
k 6=j fkνk. By Lemma 4.7, there is a curve class
β ∈ S such that i(µ˜c, β) < i(fjνj , β)ǫ. Therefore,
(1 + ǫ)fji(νj, β) > i(µ˜, β) ≥ i(µ˜
′, β) ≥ f ′ji(νj , β).
The result follows since ǫ is arbitrary. 
4.2. Construction of a weighted rectangulation. In this subsection, we con-
struct a particular weighted rectangulation.
We will need the following measure theoretic lemma.
Lemma 4.9. Let {νj}; j ∈ {0, . . . , n} be mutually-singular non-atomic finite mea-
sures on an interval I of the real line. Then, for any δ > 0, there exists a decom-
position of I into disjoint subsets Pj; j ∈ {0, . . . , n} such that each Pj is composed
of a finite number of intervals, and νj [I]− νj [Pj ] < δ, for all j.
Proof. The measures {νj} are mutually singular, so there exists a decomposition
I = X0 ∪ . . . ∪Xn of I into disjoint Borel sets such that νj [Xk] equals νj [I] when
j = k, and is zero otherwise.
Fix j ∈ {0, . . . , n}, and let δ > 0 be given. We may approximate Xj from above
by open sets of I:
0 =
∑
k 6=j
νk[Xj ] = inf
{∑
k 6=j
νk[Uj ] | Xj ⊂ Uj ⊂ I, and Uj is open
}
.
So, there is an open set Uj of I such that Xj ⊂ Uj ⊂ I and
∑
k 6=j νk[Uj ] < δ. In
particular, νk[Uj ] < δ, for all k 6= j.
Since Uj is open, it is the disjoint union of a countable collection of open intervals.
We can choose a finite number of these with union Vj such that
νj [Vj ] + δ > νj [Uj ] ≥ νj [Xj ] = νj [I].
Do this for all j.
For all j ∈ {1, . . . , n}, let
Pj := Vj\
⋃
k 6=j
Vk,
and let P0 := I\
⋃
k 6=0
Pk ⊃ V0\
⋃
k 6=0
Vk.
Each Pj is a finite disjoint union of intervals (not necessarily open). The {Pj} are
pairwise disjoint. Clearly,
νj [Pj ] ≥ νj [Vj ]−
∑
k 6=j
νj [Vk], for all j.
However, ∑
k 6=j
νj [Vk] ≤
∑
k 6=j
νj [Uk] ≤ nδ, for all j.
The conclusion follows. 
Construction 4.10. Let G be the unmeasured foliation obtained from V (q) by
forgetting the transverse measure. As before, let J be a set indexing the extremal
rays of G(G). Suppose we are given, positive real numbers δ, ǫ, and {θj}; j ∈ J .
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Let JS ⊂ J be the subset of indices associated to annuli. For each j ∈ JS , let
Aj be the annulus. By cutting Aj along a horizontal leaf, we obtain a rectangle, to
which we give weight θj .
Let D be a minimal domain of G, and take a horizontal arc I in the interior
of D. By considering the point of first return of leaves starting on I, we obtain a
(non-oriented) interval exchange map, and hence a rectangular decomposition {Rl}
of D. There is a one-to-one correspondence between the ergodic measures of the
interval exchange map and the indecomposable projective measured foliations that
are supported on D. Let JD ⊂ J index this set, and let {νj}; j ∈ JD be the ergodic
measures of the interval exchange map. Consider one of the rectangles Rl. Take
one of its horizontal edges Il and apply Lemma 4.9 to the measures {νj}j restricted
to Il. We get a decomposition of Il into ♯JD disjoint sets {Plj}j, each the disjoint
union of a finite number of intervals, such that νj [Il]−νj [Plj ] < δ, for all j ∈ JD. By
sweeping the edge Il along the rectangle Rl, this gives us a decomposition of Rl into
sub-rectangles. Associate the weight θj to each rectangle swept out by an interval
contained in Plj . We repeat this construction for all rectangles in {Rl} and for all
minimal domains of G. Since the annuli and the minimal components of G make
up the whole surface, the construction so far gives us a weighted rectangulation Γ.
Let ρθ be the conformal metric on S induced by this rectangulation.
However, we wish to give special treatment to the saddle connections. To do this,
we will define another rectangulation. Let Cǫ be the closure of the set of points of
S that are connected to a non-singular point of the critical graph by a horizontal
arc of length less than ǫ2 in the singular flat metric coming from q. We assume that
ǫ is small enough that this is a union of rectangles, one for each saddle connection.
Give weight 1/ǫ to each of these rectangles. The remaining part of the surface S\Cǫ
may be decomposed into rectangles, to which we give weight zero. The conformal
metric on S induced by this rectangulation we denote by ρǫ.
We combine the two rectangulations we have constructed as follows. We say
that one rectangulation r1 : Γ1 → S¯ is finer than another r2 : Γ2 → S¯ if for every
rectangle R1 in Γ1 there exists a rectangle R2 in Γ2 such that r1(R1) ⊂ r2(R2).
Given two rectangulations, one may find a third rectangulation that is finer than
both. On this rectangulation we may choose a weighting in such a way that the
conformal metric induced on S is the sum of the conformal metrics induced by the
original rectangulations. So we obtain a conformal metric ρ = ρθ + ρǫ.
Since V (q) ∈ G(G), we may write it as V (q) =
∑
j∈J gjνj , where the {gj}
are non-negative coefficients. Note that some of the {gj} may be zero. We let
aj := i(gjνj , H(q)), for all j ∈ J , and consider it to be the area of the jth component
of V (q). Observe that
∑
j∈J aj = i(V (q), H(q)) is the area of the singular flat metric
associated to the quadratic differential q.
We use the notation O(ǫ) to stand for any function that is less than than some
linear function of ǫ, for ǫ small enough.
Lemma 4.11. In construction 4.10, fix the quadratic differential q, the parameters
θj, and the choice of horizontal arc in each minimal domain. Then, the area of the
conformal metric ρ obtained from the constructed weighted rectangulation satisfies
A(ρ) ≤
∑
j θ
2
jaj +O(ǫ) +O(δ).
Proof. We have A(ρ) = A(ρθ) +A(ρǫ).
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First observe that the area of ρǫ is ǫ
2L/ǫ, where L is the total length of the
critical graph with respect to H(q). This is O(ǫ).
Let j ∈ JS . The corresponding annular component Aj of G contributes θ2jaj to
the area of ρθ.
Now consider a minimal domain D of G, and let JD ∈ J be the set of indices
of the ergodic measured foliations supported on it. In the construction, D was
decomposed into a finite number of rectangles {Rl}, each having a horizontal edge
Il that is further subdivided into ♯JD disjoint sets {Plj}, each composed of a finite
number of intervals.
Observe that aj =
∑
l hlνj [Il], for all j ∈ JD, where hl is the height of Rl with
respect to H(q).
We have νk[Plj ] ≤ νk[Il]− νk[Plk] < δ, for all distinct j and k in JD. Therefore,
ν[Plj ] = νj [Plj ] +
∑
k ∈ JD, k 6= j
νk[Plj ]
≤ νj [Il] + (♯JD − 1)δ, for all j ∈ JD.
So, the contribution of D to the area ρθ is∑
l
hl
∑
j∈JD
θ2jν[Plj ] ≤
∑
j∈JD
θ2jaj +O(δ). 
Define the ρ-length of a generalised transverse measure µ˜ to be
ρ-length(µ˜) :=
∫
S
ρ(dµ˜× dH(q)).
Lemma 4.12. In construction 4.10, fix the quadratic differential q, the parameters
θj, and the choice of horizontal arc in each minimal domain. Let µ˜ ∈ G(G) be a
generalised transverse measure on G with no atoms. Write µ˜ =
∑
j∈J fjνj. Then
the ρ-length of µ˜ satisfies ρ-length(µ˜) ≥
∑
j θjfji(νj, H(q))−O(ǫ) −O(δ).
Proof. The proof is similar to the proof of Lemma 4.11. 
Definition 4.13. Let
E∗q ([F ]) :=
{∑
j f
2
j aj, if F =
∑
fjGj with V (q) =
∑
Gj ,
+∞, otherwise,
aj := i(Gj , H(q)) is the area of the indecomposable component j of V (q) relative
to q.
Now we are ready to prove the key lemma of this section.
Lemma 4.14. Let R(q; ·) be ray in Teichmu¨ller space with initial quadratic differ-
ential q. Let Fn be a sequence in MF converging to an element F of MF , and let
tn be a sequence of times diverging to infinity. Then,
lim inf
n→∞
e2tn ExtR(q;tn)[Fn] ≥ E
∗
q [F ].
Proof. Since S is dense in PMF and ExtR(q;tn)[·] is continuous for fixed t, there
exists a sequence ([αn])n of curve classes, and a sequence of positive real numbers
λn such that λn[αn] converges to F , and∣∣∣e2tn ExtR(q;tn)[λnαn]− e2tn ExtR(q;tn)[Fn]∣∣∣ −→ 0, as n→∞.
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So, to establish the lemma, it suffices to show that
L := lim inf
n→∞
e2tn ExtR(q;tn)[λnαn] ≥ E
∗
ξ [F ].
By taking a subsequence if necessary, we may assume that e2tn ExtR(q;tn)[λnαn]
converges to L.
Let G be the unmeasured foliation obtained from V (q) by forgetting the measure,
and let J be a set indexing the extremal rays of G(G). For each j ∈ J , choose an
representative νj ∈ G(G) of the jth extremal ray. Choose positive real numbers δ
and ǫ, and {θj}; j ∈ J . Using these parameters, define the weighted rectangulation
({Rl}l, r, ρ) according to construction 4.10. This gives us a conformal metric ρ on
the Riemann surface R(q; 0).
Recall that, for each t ∈ R+, one goes from R(q; 0) to R(q; t) by stretching the
vertical foliation and shrinking the horizontal foliation by a factor et. Let ρt be the
conformal metric on R(q; t) obtained from ρ by stretching the surface in this way.
The area of ρt is identical to that of ρ, for all t ∈ R+, because the stretching in the
vertical direction is compensated by the shrinking in the horizontal direction.
From the analytic definition of extremal length,
ExtR(q;tn)[αn] ≥ inf
α∈[αn]
Lρtn (α)
2
A(ρtn)
, for all n ∈ N.
For each n ∈ N, choose a representative αn of [αn] in such a way that
λ2ne
2tn
∣∣∣Lρtn (αn)2 − infα∈[αn]Lρtn (α)2
∣∣∣ −→ 0, as n→∞.
Choose a sequence ǫ′n of positive real numbers converging to zero. We apply
Lemma 4.1 to get a sequence µn in A such that a(µn) is homotopic to αn, and∫
ρv dµn ≤
∫
αn
ρ dH(q) + ǫ′n, and∫
h dµn ≤
∫
αn
dV (q) + ǫ′n,
By taking a subsequence if necessary, we may assume that the sequence of proba-
bility measures µn/|µn| converges weakly to a probability measure µ.
If L is infinite, then there is nothing to prove. So, assume that L is finite.
We claim that λn|µn| can not converge to infinity. If it has some subsequence
that converges to zero, then obviously the claim is true. So, consider the case where
it is bounded away from zero. We have
λne
tnLρtn (αn) ≥ λne
2tn
∫
αn
ρ dV (q)
≥ λn|µn|e
2tn(min ρ)
( ∫
h dµn − ǫ
′
n
)
/|µn|,
for n large enough. Using that L is finite and that e2tn grows without bound, we
see that ∫
h dµ = lim
n→∞
∫
h d
µn
|µn|
= 0.
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In particular, µ[Hˆ ] = 0, and so by Lemma 4.2 we get µ[P ] = 0. Since µ is a
probability measure, we deduce that
∫
v dµ > 0. However,
λne
tnLρtn (αn) ≥ λn
∫
αn
ρ dH(q)
≥ λn|µn|(min ρ)
( ∫
v dµn − ǫ
′
n
)
/|µn|.
So, again using that L is finite, we see that λn|µn| can not converge to infinity.
Therefore, by restricting to a subsequence if necessary, we may assume that
λnµn converges weakly to a finite measure µ
′, which of course will be a multiple
of µ. A similar argument to that just given shows that
∫
h dµ′ = 0 and that
L ≥ (
∫
ρv dµ′)2/A(ρ).
Applying Lemmas 4.3, 4.4, and 4.6, we obtain a generalised transverse measure
µ˜ǫ on G such that
i(F, β) ≤
∫
β
dµ˜ǫ, (6)
for every closed curve β avoiding singularities. Moreover,
L ≥
(ρ-length(µ˜ǫ))2
A(ρ)
.
We have made the dependence on ǫ explicit because we will now let ǫ approach
zero. Since
∫
ρv dµǫ is bounded above uniformly in ǫ, so also is
∫
α dµ˜
ǫ for all
transverse arcs α avoiding singularities. We conclude that there is a sequence ǫn
converging to zero and a generalised transverse measure µ˜ such that µ˜ǫn converges
to µ˜ as n tends to infinity, in the sense of weak convergence.
The contribution of a rectangle R containing a saddle connection to the ρǫ-length
of µ˜ǫ is ǫ−1hR
∫
βǫ
dµ˜ǫ, where βǫ is an open transverse arc crossing the rectangle,
and hR is the height of R with respect to H(q). Thus,
∫
βǫ
dµ˜ǫ, the mass of µ˜ǫ
crossing this rectangle, converges to zero as ǫ tends to zero. From this and the
properties of µ˜ǫ, we deduce that µ˜ has no atoms. This implies that the ρǫn -length
of µ˜ǫ converges to the ρ0-length of µ˜.
From (6), we get that i(F, β) ≤
∫
β dµ˜, for every closed curve β. Hence, i(F, β) ≤
i(µ˜, β), for all β ∈ S. We apply Lemma 4.8 to get that we may write F = (G, µ˜′),
where µ˜′ =
∑
j f
′
jνj with non-negative coefficients {f
′
j} satisfying f
′
j ≤ fj, for all
j ∈ J . By Lemma 4.12,
ρ0-length(µ˜) ≥
∑
j
θjfji(νj , H(q))−O(δ).
By Lemma 4.11,
A(ρ) ≤
∑
j
θ2jgji(νj , H(q)) +O(δ).
Therefore,
L ≥
(∑
j θjfji(νj , H(q))
)2∑
j θ
2
jgji(νj , H(q))
,
where we have used the fact that δ is arbitrary. Using the fact that the {θj} are
also arbitrary, and applying Lemma 3.1, we get that L ≥
∑
j f
2
j aj/g
2
j = E
∗
q [F ]. 
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Lemma 4.15. For all measured foliations F and quadratic differentials q,
E2q [F ] = sup
F ′∈MF\{0}
i(F, F ′)2
E∗q [F
′]
. (7)
Proof. Let V (q) =
∑
j Gj be the decomposition of V (q), the vertical foliation of q,
into indecomposable components. Looking at the definition of E∗q [F
′], we see that
the right-hand-side of (7) equals
sup
f∈Rn
+
\{0}
(
∑
j i(F,Gj)fj)
2∑
j f
2
j aj
,
where aj := i(Gj , H(q)) for each j. By Lemma 3.1, this supremum is equal to∑
j i(F,Gj)
2/aj , as required. 
The following is the main result of this section.
Lemma 4.16. Let R(q; ·) be the Teichmu¨ller ray with initial quadratic differential q.
Then,
lim sup
t→∞
e−2t ExtR(q;t)[F ] ≤ E
2
q ([F ]), for all F ∈ MF .
Proof. Take a sequence of times tn such that
lim sup
t→∞
e−2t ExtR(q;t)[F ] = lim
n→∞
e−2tn ExtR(q;tn)[F ]
By Lemma 2.1, for each t ∈ R+, there exists [F ′t ] ∈ PMF such that
ExtR(q;t)[F ] ExtR(q;t)[F
′
t ] = i(F, F
′
t )
2.
Let [F ′] ∈ PMF be a limit point of [F ′tn ], and choose representatives such that F
′
tn
converges to F ′. Using Lemma 4.14 and the continuity of i(F, ·)2, we get
lim sup
n→∞
i(F, F ′tn)
2
e2tn ExtR(q;tn)[F
′
tn ]
≤
i(F, F ′)2
E∗q [F
′]
.
So,
lim sup
t→∞
e−2t ExtR(q;t)[F ] = lim
n→∞
i(F, F ′tn)
2
e2tn ExtR(q;tn)[F
′
tn ]
≤
i(F, F ′)2
E∗q [F
′]
.
The result now follows on applying Lemma 4.15. 
We may now prove Theorem 1.1
Proof of Theorem 1.1. The result follows on combining Lemmas 3.2 and 4.16. 
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5. The horofunction boundary
We recall the definition of the horofunction boundary of a metric space, which
first appeared in [6]. See also [2] for more information.
Let (X, d) a metric space. Choose a basepoint b ∈ X , and to each point z ∈ X
associate the function φz : X → R, with
φz(x) = d(x, z)− d(b, z) for x ∈ X.
Assume that (X, d) is proper, meaning that closed balls are compact, and geodesic,
meaning that every pair of points is connected by a geodesic segment. Under these
assumptions, the map Φ: X → C(X) given by Φ(z) = φz embeds X into the
space of continuous functions on X , which is endowed with the topology of uniform
convergence on bounded subsets of X . We identify X with its image under this
embedding. The horofunction boundary of X is defined to be
X(∞) = (cl Φ(X)) \ Φ(X),
and its members are called horofunctions. Under our assumptions on (X, d), the
space X ∪X(∞) is a compactification of X .
It is easy to verify that choosing a different base-point b just has the effect
of altering each horofunction by an additive constant, and that the horofunction
boundaries coming from different basepoints are homeomorphic.
A path γ : R+ → X is called an almost-geodesic if, for each ǫ > 0,
|d(γ(0), γ(s)) + d(γ(s), γ(t)) − t| < ǫ, for s and t large enough, with s ≤ t.
Rieffel [22] proved that every almost-geodesic converges to a limit in X(∞). A ho-
rofunction is called a Busemann point if there exists an almost-geodesic converging
to it. We denote by XB(∞) the set of all Busemann points in X(∞).
For any two horofunctions ξ and η, we define the detour cost by
H(ξ, η) = sup
W∋ξ
inf
x∈W
(
d(b, x) + η(x)
)
,
where the supremum is taken over all neighbourhoodsW of ξ in the compactification
X ∪X(∞). This concept originated in [1]. An equivalent definition is
H(ξ, η) = inf
γ
lim inf
t→∞
d(b, γ(t)) + η(γ(t)), (8)
where the infimum is taken over all paths γ : R+ → X converging to ξ.
One can show that a horofunction ξ is a Busemann point if and only if H(ξ, ξ) =
0. The following result is useful for calculating the detour cost; see [26, Lemma 3.3]
and [25, Lemma 5.2].
Proposition 5.1. Let x ∈ X, and let γ be an almost-geodesic converging to a
Busemann point ξ. Then, for any horofunction η,
lim
t→∞
d(x, γ(t)) + η(γ(t)) = ξ(x) +H(ξ, η).
By symmetrising the detour cost, the set of Busemann points can be equipped
with a metric. For ξ and η in XB(∞), we define
δ(ξ, η) = H(ξ, η) +H(η, ξ) (9)
and call δ the detour metric. This construction appears in [1, Remark 5.2]. The
function δ : XB(∞)×XB(∞)→ [0,∞] is a metric, which might take the value +∞.
Note that we can partition XB(∞) into disjoint subsets such that δ(ξ, η) is finite for
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each pair of horofunctions ξ and η lying in the same subset. We call these subsets
the parts of the horofunction boundary of (X, d), and δ is a finite-valued metric on
each one.
The detour metric δ is independent of the base-point. Isometries of (X, d) extend
to homeomorphisms on the horofunction compactification, and preserve the detour
metric.
6. The horofunction boundary is the Gardiner–Masur boundary
We show in this section that the horofunction compactification of Teichmu¨ller
space with the Teichmu¨ller metric is just the Gardiner–Masur compactification.
This result has also appeared in the work of Liu and Su [14]. Our proof uses the
bound from Section 3 but does not use any of the material from Section 4.
A compactification of a topological spaceX is a pair (f, X¯), where X¯ is a compact
topological space and f : X → X¯ is a homeomorphism onto its image, with f(X)
open and dense in X¯. Let Y be a Hausdorff space. If g is a continuous function
from X to Y , then we say that a function g from X¯ to Y is a continuous extension
of g to X¯ if g ◦ f = g. A compactification (f1, X1) of X is said to be finer than
another one (f2, X2) if there exists a continuous extension of f2 to X1. The two
compactifications are said to be isomorphic if each is finer than the other.
Lemma 6.1. Let (f1, X1) and (f2, X2) be two compactifications of X such that f2
extends continuously to an injective map g : X1 → X2. Then, the two compactifi-
cations are isomorphic.
Proof. Clearly, X1 is finer than X2.
We have
f2(X) = g ◦ f1(X) ⊂ g(X1). (10)
The denseness of f2(X) in X2 gives that cl f2(X) = X2. Also, since X1 is compact
and g is continuous, g(X1) is compact, and hence closed in X2. Therefore, taking
the closure of (10), we get X2 ⊂ g(X1). So, g is surjective. As a continuous
bijection from a compact space to a Hausdorff one, g is a homeomorphism. Its
inverse satisfies g−1 ◦ f2 = f1, and so is a continuous extension of f1 from X2 to
X1. 
We will show that the Gardiner–Masur compactification and the horofunction
compactification are isomorphic by showing that each is isomorphic to a third com-
pactification.
For each x in T (S), define
Kx := sup
F∈P
Extx(F )
Extb(F )
.
and Ex :MF → R+ :
Ex(F ) :=
(Extx(F )
Kx
)1/2
.
Define E := {Ex | x ∈ T (S)}. Let E¯ := clE be its closure in the space of continuous
functions on MF with the topology of uniform convergence on compact sets.
Consider the compactification (E , E¯), where E : x 7→ Ex.
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Lemma 6.2. The Gardiner–Masur compactification is isomorphic to the compact-
ification (E , E¯).
Proof. Define the map Ψ : E¯ → P(RS), f 7→ Ψf := [f |S ]. Here, f |S is the restric-
tion of f to the set S, and [·] denotes projective equivalence class. The map Ψ
is clearly continuous when we take on E¯ the topology of uniform convergence on
compact sets, and on P(RS) the quotient topology of the product topology.
For any x ∈ T (S), we have Ψ ◦ E(x) = [Ex|S ] = [Extx(·)], which is the vector in
the Gardiner–Masur compactification associated to the point x.
We conclude that Ψ is a continuous extension of the map x 7→ [Extx(·)].
Suppose that Ψf = Ψg for some f and g in E¯. This means that f |S = λg|S for
some λ > 0. By continuity, f = λg on all ofMF . Taking the supremum overMF ,
we see that λ = 1, and so f = g. This proves that Ψ is injective.
We now apply Lemma 6.1. 
For each f ∈ E¯, let Ψf be the function from T (S) to R+ defined by
Ψf(x) := log sup
F∈PMF
f(F )
Extx(F )
,
for all x in T (S).
Lemma 6.3. Let q be a quadratic differential with uniquely-ergodic vertical foliation
V (q), and let f : PMF → R+ be a bounded function such that f(V (q)) > 0. For
each t ∈ R+, let f(·)/ExtR(q;t)(·) attain its maximum over PMF at Ft. Then, Ft
converges to V (q) as t tends to infinity.
Proof. Fix t ∈ R+. We have e2t ExtR(q;t)(V (q)) = 1. Also, by Lemma 3.2,
ExtR(q;t)(Ft) ≥ e
−2ti(Ft, V (q))
2. Combining these, and using the maximising prop-
erty we have assumed for Ft, we get
i(Ft, V (q))
2 ≤
f(Ft)
e4tf(V (q)
.
So, as t tends to infinity, i(Ft, V (q)) converges to zero. Since V (q) is uniquely-
ergodic and all the Ft are in PMF , this implies that Ft converges to V (q). 
Lemma 6.4. The horofunction compactification is isomorphic to the compactifica-
tion (E , E¯).
Proof. The continuity of Ψ follows immediately from the compactness of PMF
and the topology we are using on E¯.
For y ∈ T (S),
ΨEy(x) = log sup
F∈PMF
Exty(F )
Extx(F )
− logKy
= d(·, y)− d(b, y).
So, Ψ is a continuous extension to E of the map y 7→ d(·, y)− d(b, y).
It remains to show that Ψ is injective. Let f and g be distinct elements of E¯.
Exchanging f and g if necessary, we have f(G) < g(G) for some uniquely ergodic
G ∈ PMF , since such foliations are dense in PMF . Since f and g are continuous,
we may choose a neighbourhood N of G in P small enough that there are real
numbers u and v such that
f(F ) ≤ u < v ≤ g(F ), for all F ∈ N.
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By Lemma 6.3, we can find a point p in T (S) such that the supremum over PMF
of f(·)/Extp(·) is attained in the set N . Putting all this together, we have
sup
PMF
f(·)
Extp(·)
= sup
N
f(·)
Extp(·)
≤ sup
N
u
Extp(·)
< sup
N
v
Extp(·)
≤ sup
N
g(·)
Extp(·)
≤ sup
PMF
g(·)
Extp(·)
.
Thus, Ψf(p) < Ψg(p), which implies that Ψf and Ψg differ. We have proved that
Ψ is injective.
The result now follows on applying Lemma 6.1. 
Theorem 1.3. The Gardiner–Masur compactification and the horofunction com-
pactification of T (S) are isomorphic.
Proof. This follows from Lemmas 6.2 and 6.4. 
7. The set of Busemann points
For distinct points x and y in T (S), let Q(x, y) be the unit-area quadratic dif-
ferential at x such that R(q; ·) passes through y.
Theorem 7.1. Let q be a quadratic differential. Then, the Teichmu¨ller geodesic
ray R(q; ·) converges in the Gardiner–Masur compactification to the point[
Eq(·)
]
:=
[∑
j
i(Gj , ·)2
i(Gj , H(q))
]
,
where the {Gj} are the indecomposable components of V (q).
Proof. This is essentially a restatement of Theorem 1.1. 
Corollary 7.2. Two geodesics with initial unit-area quadratic differentials q and
q′ converge to the same point of the Gardiner–Masur boundary if q and q′ are
modularly equivalent.
Proof. Since q and q′ are modularly equivalent, V (q) =
∑
j αjGj and V (q
′) =∑
j α
′
jGj for some set of mutually non-intersecting indecomposable measured foli-
ations {Gj}j and positive coefficients {αj}j and {α′j}j satisfying (1). So Eq = Eq′ .
We now apply the theorem. 
Remark. We will prove the converse to this corollary in Theorem 1.6.
Definition 7.3. Let T be a sub-interval of R+. A path γ : T → X in a metric
space (X, d) is an optimal path for a function f : X → R if it is geodesic and if
f(γ(s)) = d(γ(s), γ(t)) + f(γ(t)) for all s, t ∈ T with s < t.
Lemma 7.4. Let (X, d) be a metric space, and let γ : R → X be a geodesic line
converging in the forward direction to ξ in the horofunction boundary of X. Then,
γ is an optimal path for ξ.
Proof. For all s, t ∈ R with s < t,
ξ(γ(s))− ξ(γ(t)) = lim
u→∞
(
d(γ(s), γ(u))− d(γ(t), γ(u))
)
= d(γ(s), γ(t)). 
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Recall that a function f : X → R is 1-Lipschitz if f(x) − f(y) ≤ d(x, y) for all
points x and y in X . The following lemma shows that optimal paths for 1-Lipschitz
functions may be “spliced” together.
Lemma 7.5. Let T1 and T2 be two sub-intervals of R with non-empty intersection.
Let γ1 : T → X and γ2 : T → X be optimal paths for a 1-Lipschitz function
f : X → R, such that γ1 and γ2 agree on T1 ∩ T2. Then, the path defined, for
t ∈ T1 ∪ T2, by
γ(t) :=
{
γ1(t), if t ∈ T1,
γ2(t), if t ∈ T2,
is an optimal path for f .
Proof. Swap the indices if necessary so that T1\T2 ⊂ (−∞, t) and T2\T1 ⊂ (t,∞),
for some t ∈ T1 ∩ T2. Let t1, t2 ∈ T1 ∪ T2 be such that t1 ≤ t ≤ t2. Since γ1 and γ2
are optimal paths for f ,
d(γ(t1), γ(t)) = t− t1 = f(γ(t1))− f(γ(t)) and
d(γ(t), γ(t2)) = t2 − t = f(γ(t))− f(γ(t2)).
Adding these equations and using the 1-Lipschitzness of f gives
d(γ(t1), γ(t)) + d(γ(t), γ(t2)) = t2 − t1 = f(γ(t1))− f(γ(t2)) ≤ d(γ(t1), γ(t2)).
Applying the triangle inequality, we get that these inequalities are actually equali-
ties. The same equalities hold trivially when t1 and t2 are both less than or both
greater than t, since in this case they are both in T1 or both in T2, respectively. 
For any x ∈ T (S), and F ∈ MF\{0}, define τx(F ) to be the unique G ∈
MF\{0} such that F and G are the vertical and horizontal foliations of a quadratic
differential based at x. In other words, F and τx(F ) together define a singular flat
metric on S that is in the conformal class of metrics x. By the Hubbard–Masur
theorem, τx(F ) is jointly continuous in x and F .
Theorem 1.7. Every modular equivalence class of quadratic differentials has a
representative at each point of Teichmu¨ller space. This representative is unique up
to multiplication by a positive constant.
Proof. First we prove uniqueness. Let q and q′ be two unit-area quadratic differen-
tials at the same point x of T (S), and suppose that q and q′ are modularly equiv-
alent. Consider the geodesics γ : R→ T (S) and γ′ : R→ T (S) passing through x
at time zero and having directions q and q′, respectively. By Corollary 7.2, these
geodesics both converge in the forward direction to the same Busemann point ξ.
By Lemma 7.4, both γ and γ′ are optimal paths for the horofunction ξ. So, by
Lemma 7.5, the path
γ(t) :=
{
γ′(t), t < 0,
γ(t), t ≥ 0,
is also optimal for ξ. In particular, γ is a geodesic. However, Teichmu¨ller geodesics
are uniquely extendable [11]. We conclude that γ and γ′ are identical, from which
it follows that V (q) and V (q′) are identical. This further implies that q = q′.
The following proof of existence uses the uniqueness and is similar to the proof
in the special case of Jenkins–Strebel foliations; see for example [7, Theorem 3].
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We use induction on the number J of indecomposable components comprising
each member of the given modular equivalence class.
When J = 1, there exists by the Hubbard–Masur theorem a quadratic differential
at x whose vertical foliation is proportional to the single component of the modular
equivalence class. In this case (1) is trivially satisfied.
Assume the result is true when the number of indecomposable components is
less than J . Suppose we are given a modular equivalence class whose members
have J indecomposable components proportional to {Gj}1≤j≤J . For each (λj)j in
(0,∞)J , define the measured foliation class Vλ :=
∑J
j=1 λjGj . Consider the map
M from (0,∞)J to itself given by
(λj)j 7→
( λj
i(Gj , τx(Vλ))
)
j
. (11)
By the theorem of Hubbard–Masur, τx is a continuous function. Also, for any j,
since i(Gj , Vλ) = 0, we have i(Gj , τx(Vλ)) > 0. It follows that M can be extended
continuously to RJ+\{0}.
Observe thatM satisfiesM(αλ) =M(λ), for all α > 0 and vectors λ = (λj)j . So
M induces a continuous self map M˜ of the projective space P(RJ+\{0}). The unique-
ness proved above is precisely that this map is injective. The space P(RJ+\{0}) has
the structure of a closed simplex, and M˜ leaves each open face invariant. By the
induction hypothesis, M˜ is a surjection on each open face. We conclude that M˜ is a
homeomorphism on the boundary of P(RJ+\{0}). But P(R
J
+\{0}) has the topology
of a closed disk, and every injective map of a closed disk that is a homeomorphism
on the boundary is a homeomorphism. Therefore, M is surjective. 
For each x ∈ T (S) and G ∈ MF\{0}, define q(x,G) to be the quadratic differ-
ential at x with vertical foliation G.
Lemma 7.6. Let {Gj}j be a set of mutually non-intersecting indecomposable mea-
sured foliations, and define the set of measured foliations
∆ :=
{∑
j
λjGj | λj ≥ 0 for all j
}
\{0}.
Then, the set {[Eq(x,G)] | x ∈ T (S) and G ∈ ∆} is a closed subset of the Gardiner–
Masur boundary.
Proof. Combining Theorem 1.7 and Corollary 7.2, we see that
{[Eq(x,G)] | x ∈ T (S) and G ∈ ∆} = {[Eq(b,G)] | G ∈ ∆} =: D.
It follows easily from the arguments in the second part of the proof of Lemma 1.7
that the map from P(RJ+\{0}) to the Gardiner–Masur boundary given by
(λj)j 7→ Eq(b,Vλ)(·) =
(∑
j
λji(Gj , ·)2
i(Gj , τb(Vλ))
)1/2
is continuous. Since the domain is compact, the image is compact. 
A min-plus measure is a lower semicontinuous function from some set to R∪{∞}.
Theorem 7.7. A horofunction is a Busemann point if and only if it can be ex-
pressed Ψf for some function f in the set {Eq | q is a quadratic differential}.
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Proof. That horofunctions of the above form are Busemann points follows from
Theorem 7.1.
Let yn be a sequence in T (S) converging to a Busemann point η. So, hn :=
d(·, yn)− d(b, yn) converges to η uniformly on compact sets.
Let x ∈ T (S). By taking a subsequence if necessary, we may assume that the
sequence qn := Q(x, yn) converges to a unit-area quadratic differential q
x. For
n ∈ N and t ∈ R+, let γ(t) := R(qx; t) and γn(t) := R(qn; t). Observe that
by Theorems 1.3 and 7.1, the geodesic ray γ converges to the Busemann point
ξx := ΨEqx .
The continuity of R(·; ·) gives, for all t ∈ R+, that γn(t) converges to γ(t) as n
tends to infinity. We conclude that hn(γn(t)) converges to η(γ(t)) for all t. For each
n ∈ N, since γn is a geodesic passing through yn, we have hn(x) = t + hn(γn(t))
for all t ≤ d(x, yn). Taking the limit in n, we get η(x) = t+ η(γ(t)) for all t ∈ R+.
Now taking the limit as t tends to infinity, we get, by Proposition 5.1,
η(x) = ξx(x) +H(ξx, η), (12)
since ξx is the Busemann point to which γ converges. This is true true for all
x ∈ T (S).
We now allow x to vary. By [25, Lemma 5.1], η(·) ≤ ξ(·) + H(ξ, η) for each
horofunction ξ. So,
η(·) := inf
x∈T (S)
(
ξx(·) +H(ξx, η)
)
. (13)
It follows from [19, Proposition 5.1] that i(V (qx), V (qy)) = 0 for all x and y
in T (S). Therefore, there exists a finite set {Gj}j of mutually non-intersecting
indecomposable measured foliations such that, for all x ∈ T (S), the foliation V (qx)
is in the set
∆ :=
{∑
j
λjGj | λj ≥ 0 for all j
}
.
By Lemma 7.6, the set D := {Eq(x,G) | x ∈ T (S) and G ∈ ∆} is a closed subset of
the horofunction boundary. Obviously, ξx is in D, for each x ∈ T (S).
From (13), we may write
η(·) := inf
ξ∈B
(
ξ(·) + ν(ξ)
)
,
where B is the set of Busemann points and ν is a min-plus measure on B taking the
value ∞ outside D. Since η is a Busemann point it may be written η = infξ∈B(ξ+
ν′(ξ)) where ν′ takes the value 0 at η, and the value ∞ everywhere else. By [26,
Theorem 1.2], there is a min-plus measure ρ on B satisfying η = infξ∈B(ξ + ρ(ξ))
that is greater than or equal to both ν and ν′. Since η is not identically ∞, neither
is ρ, and therefore η must be in D. We have thus proved that η is of the required
form. 
Theorem 1.8. Let p be a point of T (S) and ξ be a Busemann point of the
horoboundary. Then, there exists a unique geodesic ray starting at p and converging
to ξ.
Proof. By Theorem 7.7, ξ = Eq for some modular equivalence class [q] of quadratic
differentials. By Theorem 1.7, this modular equivalence class has a representative
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q at p. By Theorem 7.1, the geodesic R(q; ·) converges to ξ. This geodesic starts
at p.
Suppose that γ and γ′ are two geodesics starting at p and converging to ξ. Using
the same reasoning as in the uniqueness part of the proof of Theorem 1.7, one can
show that γ and γ′ are identical. 
Theorem 1.6. Two Busemann points Eq and Eq′ are identical if and only if q and
q′ are modularly equivalent.
Proof. It was proved in Corollary 7.2 that Eq and Eq′ are identical when q and q′
are modularly equivalent.
Let q and q′ be quadratic differentials based at points x and y, respectively, that
are not modularly equivalent. By Theorem 1.7, we can find a quadratic differential
q˜ at x that is modularly equivalent to q′, and hence different from q. So, q and q′
define different geodesics emanating from p, and, by Theorem 1.8, the two geodesics
have different limits. We conclude that Eq 6= Eq˜ = Eq′ . 
Lemma 7.8. Let q be a quadratic differential. If V (q) =
∑
j Gj is written as a
sum of indecomposable measured foliations, possibly scalar multiples of one another,
then
E2q (F ) =
∑
j
i(Gj , F )
2
i(Gj , H(q))
, for all F ∈MF .
Proof. Let F ′ be some indecomposable component of F , and let J ′ be the set of
indices j for which Gj = λjF
′ for some λj > 0. Clearly,
∑
j∈J′ λj = 1. So,∑
j∈J′
i(Gj , F )
2
i(Gj , H(q))
=
∑
j∈J′
λji(F
′, F )2
i(F ′, H(q))
=
i(F ′, F )2
i(F ′, H(q))
.
Since this is true for every indecomposable component F ′ of F , the result follows.

Lemma 7.9. Let G =
∑J
j Gj be written as a sum of measured foliations, possibly
scalar multiples of one another, and let H ∈ MF be such that i(H,Gj) > 0 for
all j. Then
i(G,F )2
i(G,H)
≤
∑
j
i(Gj , F )
2
i(Gj , H)
, for all F ∈ MF.
If the Gj are not all scalar multiples of the same measured foliation, then the in-
equality is strict for some F ∈ MF.
Proof. Observe first that, for all g1, g2 ∈ [0,∞) and h1, h2 ∈ (0,∞),
(g1 + g2)
2
h1 + h2
≤
g21
h1
+
g22
h2
,
and that equality occurs precisely when g1/h1 = g2/h2.
We use induction on J . The lemma is trivially true when J = 1.
Assume that it is true when there are J−1 terms in the sum. Write G = G′+GJ ,
where G′ :=
∑J−1
j=1 Gj is the sum of the first J−1 terms. Using the inequality above
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and then the induction hypothesis, we get, for all F ∈ MF ,
i(G,F )2
i(G,H)
≤
i(G′, F )2
i(G′, H)
+
i(GJ , F )
2
i(GJ , H)
≤
J−1∑
j=1
i(Gj , F )
2
i(Gj , H)
+
i(GJ , F )
2
i(GJ , H)
.
Thus the inequality holds when there are J terms.
Equality for F ∈MF is equivalent to
i(G′, F )
i(G′, H)
=
i(GJ , F )
i(GJ , H)
.
If this is true for all F , then GJ is projectively equivalent to G
′, and hence to G.
Since the ordering of the sum is arbitrary, the same applies to each term. 
Lemma 7.10. Let Gn be a sequence in MF converging to a non-zero element
G of MF , and let Hn be a sequence in MF such that Hn is proportional to an
indecomposable component of Gn for all n, and Hn converges to 0 as n tends to
infinity. Then, for all x ∈ T (S) and F ∈MF ,
lim
n→∞
i(Hn, F )
2
i(Hn, τx(Gn))
= 0.
Proof. Let λn be a sequence of positive real numbers such that the quadratic dif-
ferential q(x, λnHn) has unit area, for all n. Since the set of unit-area quadratic
differentials at x is compact, by taking a subsequence if necessary, we may as-
sume that λnHn converges to an element H of MF\{0}. For any F ∈ MF , we
have that i(Hn, F ) converges to 0, and i(λnHn, F ) converges to i(H,F ). Also,
i(λnHn, τx(Gn)) converges to i(H, τx(G)). Since i(λnHn, Gn) = 0 for all n, we
have i(H,G) = 0, which implies that i(H, τx(G)) > 0. Therefore,
lim
n→∞
i(Hn, F )
2
i(Hn, τx(Gn))
= lim
n→∞
i(Hn, F )i(λnHn, F )
i(λnHn, τx(Gn))
= 0. 
Lemma 7.11. Let γ : R+ → T (S) be a geodesic ray starting from a point γ(0) = p
and converging to a Busemann point ξ. For any r ≥ 0, the point γ(r) is the unique
point x satisfying d(p, x) = ξ(p)− ξ(x) = r.
Proof. By Lemma 7.4, γ(r) satisfies this condition.
Let x be any point of T (S) satisfying the condition. By Lemma 1.8, there exists a
geodesic ray γ′ : R+ → T (S) starting at x and converging to ξ, and, by Lemma 7.4,
this ray is an optimal path for ξ.
Let γ′′ : [0, r] → T (S) be the geodesic segment connecting p and x. Since ξ is
1-Lipschitz,
ξ(γ′′(t))− ξ(x) ≤ r − t and
ξ(p)− ξ(γ′′(t)) ≤ t,
for all t ∈ [0, r]. Combining this with the assumption on x, we get ξ(p)−ξ(γ′′(t)) = t,
for all t ∈ [0, r]. It follows that γ′′ is an optimal path for ξ. Applying Lemma 7.5,
we see that the path
γ′′′(t) :=
{
γ′′(t), if t ∈ [0, r],
γ′(t), if t ≥ r,
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is an optimal path for ξ, and hence a geodesic. But, by Lemma 1.8, there is only
one geodesic starting at p and converging to ξ. Therefore, γ′′′ is identical to γ, and
γ(r) = x. 
Theorem 7.12. Let qn be a sequence of unit-area quadratic differentials based at
b ∈ T (S). Then, Eqn converges to a Busemann point Eq if and only if both the
following hold:
(i) qn converges to q;
(ii) for every sequence (Gn)n of indecomposable elements of MF such that, for
each n ∈ N, Gn is a component of V (qn), we have that every limit point of
Gn is indecomposable.
Proof. Assume conditions (i) and (ii) hold. We wish to show that Eqn converges
to Eq in the Gardiner–Masur compactification. So, consider any limit point of this
sequence. By taking a subsequence if necessary, we can assume that Eqn actually
converges to this point.
For each n ∈ N, we can write V (qn) =
∑J
j=1G
n
j , with an upper bound on J
depending on the topology of the surface. By taking a subsequence if necessary,
we can ensure that Gnj converges to some Gj in MF for each j. By hypothesis,
V (q) =
∑
j Gj , and each Gj is indecomposable. Note that this is not necessarily a
decomposition of V (q) into indecomposable components since some of the Gj may
be scalar multiples of each other.
The convergence of qn implies that H(qn) converges to H(q). We deduce that
anj := i(G
n
j , H(qn)) converges to aj := i(Gj , H(q)), for each j.
Let F ∈ MF . For each j such that aj is zero, we have that Gnj converges to zero,
and hence, by Lemma 7.10, that i(Gnj , F )
2/anj converges to zero. For all other j, we
have that i(Gnj , F )
2/anj converges to i(Gj , F )
2/aj . It follows that Eqn(F ) converges
to Eq(F ), by Lemma 7.8.
Now assume that Eqn converges to Eq. So, the associated horofunctions ξn :=
ΨEqn converge uniformly on compact sets to ξ := ΨEq. For each n ∈ N, let zn :=
R(qn; 1). Observe that d(b, zn) = 1 and ξn(zn) = −1 for all n. So, for any limit point
z of the sequence (zn)n, we have d(b, z) = 1 and ξ(z) = −1. But, by Lemma 7.11,
R(q; 1) is the only point of Teichmu¨ller space with these properties. We conclude
that zn converges to R(q; 1). It follows that qn converges to q, and hence that (i)
holds.
Let Gn be a sequence as in (ii). We may, for each n ∈ N, write V (qn) =
∑J
j=0G
n
j ,
where J is independent of n, eachGnj is either zero or an indecomposable component
of V (q), and Gn = Gn0 .
We wish to show every limit point of (Gn0 )n is indecomposable. By taking a
subsequence if necessary, we may assume that, for each j, the sequence (Gnj )n
converges to some element Gj of MF . Since qn converges to q, we have V (q) =∑J
j=0Gj . Write aj := i(Gj , H(q)), for each j. As before, for any F ∈MF ,
lim
n→∞
E2qn(F ) =
∑
j
i(Gj , F )
2
aj
,
where the sum is over all j ∈ {0, . . . , J} such that Gj is not zero.
For each j, we can write Gj =
∑Lj
l=0G
l
j as a sum of projectively-distinct inde-
composable measured foliations, where Lj is bounded depending on the topology
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of the surface. Even though the {Glj}j,l are not necessarily projectively distinct,
we have, by Lemma 7.8, that
E2q (F ) =
J∑
j=0
Lj∑
l=0
i(Glj , F )
2
i(Glj , H(q))
.
By Lemma 7.9, for each j,
i(Gj , F )
2
i(Gj , H(q))
≤
Lj∑
l=0
i(Glj , F )
2
i(Glj , H(q))
. (14)
Since Eqn converges to Eq, equality holds in (14) for all F ∈ MF , and for all j.
Therefore, according to Lemma 7.9, for each j, the {Glj}l are all projectively equiv-
alent to Gj , that is, Gj is indecomposable. 
Theorem 1.9. Each Teichmu¨ller ray R(q; ·) is convergent to the ray R(q′; ·), where
q′ is the unique unit-area quadratic differential at the basepoint that is modularly
equivalent to q.
Proof. The existence and uniqueness of q′ was proved in Theorem 1.7. By Theo-
rem 1.6, Eq = Eq′ .
By Theorem 7.1, R(q; ·) converges in the Gardiner–Masur compactification to Eq.
But this compactification is the same as the horocompactification by Theorem 1.3,
and so ΨER(q;·) = d(·, R(q; t))−d(b, R(q; t)) converges uniformly on compact sets to
ΨEq = ΨEq′ , as t tends to infinity. Choose s ∈ R+. For each t, let z(t) := R(q(t); s),
where q(t) := Q(b, R(q; t)) is the initial quadratic differential of the Teichmu¨ller
geodesic segment from b to R(q; t). We have d(b, z(t)) = s and ΨER(q;t) = −s, for
all t. Therefore, any limit point z of z(t) satisfies d(b, z) = s and ΨEq′(z) = −s,
and so, by Lemma 7.11, z = R(q′; s). We deduce that z(t) converges to R(q′; s) as
t tends to infinity. The conclusion now follows, since s was chosen arbitrarily. 
8. The detour metric on the boundary
In this section we calculate the detour cost and detour metric of the Teichmu¨ller
metric. The technique will be similar to that used in [25] to calculate the same
quantities for Thurston’s Lipschitz metric.
Let G′ ∈ MF be expressed as G′ =
∑
j Gj in terms of its indecomposable
elements. For G ∈ MF , we write G≪ G′ if G can be expressed as G =
∑
j λjGj ,
where each coefficient λj is a non-negative number.
Lemma 8.1. Let Fj ; j ∈ {0, . . . , J} be a finite set of mutually non-intersecting in-
decomposable non-zero measured foliations such that no two are projectively equiv-
alent, and let C > 0. Then, there exists a curve class α ∈ S such that i(F0, α) >
Ci(Fj , α) for all j ∈ J\{0}.
Proof. This is a restatement of [25, Lemma 6.3]. 
Lemma 8.2. Let q and q′ be quadratic differentials at b. If V (q)≪ V (q′), then
sup
{ E2q (F )
E2q′(F )
| F ∈ PMF
}
= max
j
λj i(Gj , H(q
′))
i(Gj , H(q))
,
where V (q) is expressed as V (q) =
∑
j λjGj in terms of the indecomposable com-
ponents Gj of V (q
′). If V (q) 6≪ V (q′), then the supremum is +∞.
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Remark. Here, and in similar situations, we interpret the supremum to be over
the set where the ratio is well defined, that is, excluding values of F for which both
the numerator and the denominator are zero.
Proof. If i(V (q), V (q′)) > 0, then we take F := V (q′), so that the supremum is
infinity.
So, assume that i(V (q), V (q′)) = 0. So we can write V (q) =
∑
j gjGj and
V (q′) =
∑
j g
′
jGj , where the Gj ; j ∈ {0, . . . , J} are are finite set of mutually non-
intersecting indecomposable measured foliations, and the {gj} and {g′j} are non-
negative coefficients such that, for all j, either gj or g
′
j is positive.
Let ιj := i(Gj , H(q)) and ι
′
j := i(Gj , H(q
′)), for all j.
Relabel the indices so that the j for which gjι
′
j/g
′
jιj is the largest is j = 0. So,
gjg
′
0/ιjι
′
0 ≤ g0g
′
j/ι0ι
′
j , for all j. Therefore, for all F ∈MF ,
g′0
ι′0
∑
j
gji(F,Gj)
2/ιj ≤
g0
ι0
∑
j
g′ji(F,Gj)
2/ι′j ,
and hence
E(F ) :=
E2q (F )
E2q′(F )
=
∑
j gji(F,Gj)
2/ιj∑
j g
′
ji(F,Gj)
2/ι′j
≤
g0ι
′
0
ι0g′0
.
For any C > 0, we may apply Lemma 8.1 to get a measured foliation FC ∈ MF
such that i(FC , G0) > Ci(FC , Gj) for all j ∈ {1, . . . , J}. By choosing C large
enough, we can make E(FC) as close as we like to g0ι
′
0/g
′
0ι0.
We conclude that supF E(F ) = g0ι
′
0/g
′
0ι0. The result follows. 
Theorem 8.3. Let q and q′ be unit area quadratic differentials at b. If V (q) ≪
V (q′), then
H(Eq′ , Eq) =
1
2
log sup
F∈PMF
E2q′(F )
Extb(F )
+
1
2
logmax
j
(λ2j i(Gj , H(q′))
i(λjGj , H(q))
)
−
1
2
log sup
F∈PMF
E2q (F )
Extb(F )
,
where V (q) is expressed as V (q) =
∑
j λjGj in terms of the indecomposable com-
ponents Gj of V (q
′). If V (q) 6≪ V (q′), then H(Eq′ , Eq) = +∞.
Proof. Let γ := R(q′; ·) be the geodesic starting at b ∈ T (S) and having initial
quadratic differential q′. By Theorem 7.1, γ converges to the Busemann point Eq′ .
Therefore, by Proposition 5.1,
H(Eq′ , Eq) = lim
t→∞
(
d(b, γ(t)) + ΨEq′(γ(t))
)
=
1
2
lim
t→∞
(
log sup
F∈PMF
Extγ(t)(F )
Extb(F )
+ log sup
F∈PMF
E2q (F )
Extγ(t)(F )
)
−
1
2
log sup
F∈PMF
E2q (F )
Extb(F )
.
Combining Lemma 6.2 and Theorem 1.1, we get that e−2t Extγ(t)(·) converges uni-
formly on compact sets to E2q′(·). Therefore,
lim
t→∞
sup
F∈PMF
Extγ(t)(F )
e2t Extb(F )
= sup
F∈PMF
E2q′(F )
Extb(F )
.
From Lemma 3.2, we get
sup
F∈PMF
e2tE2q (F )
Extγ(t)(F )
≤ sup
F∈PMF
E2q (F )
E2q′(F )
, for all t.
THE ASYMPTOTIC GEOMETRY OF THE TEICHMU¨LLER METRIC 33
But the limit of a supremum is trivially greater than or equal to the supremum of
the limits. We conclude that
lim
t→∞
sup
F∈PMF
e2tE2q (F )
Extγ(t)(F )
= sup
F∈PMF
E2q (F )
E2q′(F )
.
The result now follows on applying Lemma 8.2. 
Corollary 8.4. Let q and q′ be unit area quadratic differentials at b. If V (q) =∑
j gjGj and V (q
′) =
∑
j g
′
jGj , where {Gj} is a finite set of mutually non-intersecting
indecomposable measured foliations, and the gj and g
′
j are positive coefficients, then
the detour metric between Eq and Eq′ is
δ(Eq′ , Eq) =
1
2
logmax
j
gii(Gj , H(q
′))
g′ii(Gj , H(q))
+
1
2
logmax
j
g′ii(Gj , H(q))
gii(Gj , H(q′))
.
If V (q′) and V (q) can not be simultaneously written in this form, then δ(Eq, E
′
q) =
+∞.
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